Statistical models of marine ecosystems use a variety of data sources to estimate parameters using composite or weighted likelihood functions with associated weighting issues and questions on how to obtain variance estimates. Regardless of the method used to obtain point estimates, a method is required for variance estimation. A bootstrap technique is introduced for the evaluation of uncertainty in such models, taking into account inherent spatial and temporal correlations in the data sets thus avoiding many model-specification issues, which are commonly transferred as assumptions from a likelihood estimation procedure into Hessian-based variance estimation procedures. The technique is demonstrated on a real data set and used to look for estimation bias and the effects of different aggregation levels in population dynamics models. Although the modelling framework and bootstrap method can be applied to multispecies and multiarea models, for clarity the case study described is of a single species and single area model.
Introduction
Statistical model consolidate data from various sources by using them simultaneously to estimate parameters.The importance of using all data in a single model has been emphasised by several authors (Demyanov et al., 2006; Methot, 1989) and although the benefits are clear, it is certainly not without problems, including the question of variance estimation and weighting of all data sources. In the context of complex population dynamics models of exploited marine species, multiple data sources with widely different properties are routinely used in the estimation process.
This paper demonstrates a novel use of bootstrapping to address complex and disparate data issues. The approach is generic, but it is has special application to statistical models of (multiple and interacting) marine populations such as those developed within the Gadget framework. Gadget is a statistical age-length structured modelling environment originally proposed by Stefansson and Palsson (1998) , combining concepts from several earlier methods (Gavaris, 1988; Methot, 1989; Tjelmeland and Bogstad, 1989; Bogstad et al., 1992) , described in Begley (2004) and subsequently used in multiple fisheries applications (Björnsson and Sigurdsson, 2003; Taylor et al., 2007) . The protocol used in Gadget to estimate likelihood component weights and optimise model parameters is described in detail in Taylor et al. (2007) and the weighting protocol is based on that described in ) & Stefansson (2003 .
Variance estimates of parameters in nonlinear models have commonly been derived from the inverted Hessian matrix at the optimum, when the method of least squares (or maximum likelihood) is employed for parameter estimation. Alternatively the Jacobian matrix of the residuals can be used. Several conditions need to be satisfied for statistical inference, e.g. confidence statements to hold in the finite-sample case. First, the model needs to be correct. Second, observations need to be normally distributed. Third, variance assumptions i.e. homoscedasticity and knowledge of the ratios of variances in individual data sets, need to be appropriate. Alternative data distributions can in principle be used as extensively developed in the theory of generalized linear models (McCullagh and Nelder, 1989) .
Least-squares estimates are consistent (Wu, 1981) and have established asymptotic properties including normality and the estimated variance-covariance matrix is also a consistent estimator (Jennrich, 1969) . Methods of estimating variances in fish stock assessment models have been discussed and evaluated by many authors including Gavaris et al. (2000) , Gavaris and Ianelli (2001) and Patterson et al. (2001) . When the distributional properties of the data are not well understood or the models are incorrect, Hessian-based approaches have been seen to fail as seen in several examples in fishery science (Patterson et al., 2001) . Although this may seem to contradict the theoretical statements, the assumptions e.g. in Jennrich (1969) include independence of observations, a unique minimum, identically distributed errors and of course the results are only asymptotic. Any of these assumptions may fail. It follows that for problems in fishery science one can not assume a priori that a Hessian-based method will give reasonable results. For example, disregarding correlation structure when present has been found to potentially lead to incorrect conclusions in single-species assessments, sometimes with serious consequences (Myers and Cadigan, 1995) . Similarly, multimodal likelihood functions have been seen in real applications (Richards, 1991) and typically correspond to incorrect model assumptions are not detected with traditional analysis (Stefansson, 2003) but may potantially be detected if histograms of bootstrap parameter estimates also become multimodal (see example in Hannesson et al., 2004 ).
An alternative approach to Hessian-based parameter variance estimation are bootstrap methods (Efron, 1979; Efron and Tibshirani, 1994) . The simplest bootstrap method assumes that the data are independent measurements without correlation. However, semi-parametric approaches have also been developed to sample residuals from a model, possibly from a distribution (parametric bootstrap) or with a known correlation structure (Davison and Hinkley, 1997) . A special type of bootstrap, used for time-series models, is the block-bootstrap (see e.g. Lahiri, 1999 ).
An bootstrap approach similar to the one proposed below (but with much simpler data and simpler models) was developed in Hannesson et al. (2009) where both simulated and real data were used to demonstrate that a bootstrap approach works for the simple case of variation only coming in through tagging data.
Statistical fisheries models may involve the use of a large number of data from a variety of sources. Every sample from each data source can be classified according to sampling location and time. A model such as Gadget operates on certain time-steps and use several spatial units. Within any modelled spatio-temporal unit there will normally be several data samples. For any bootstrap method the first question is therefore what the sampling unit should be. A unit of measurement in marine studies tends to be based on a single fish and elementary resampling might bootstrap on individual fish (as in e.g. Gudmundsdóttir et al., 1988) . Doing this assumes that all individually measured fish are independent which is invalid for several reasons (Hrafnkelsson and Stefansson, 2004; Pennington and Volstad, 1994) . Resampling entire fish samples (as is done by Thordarson, G., Haputhantri, S. and Stefansson, G., 2009) can potentially be used to account for this intra-haul correlation. Appropriate analyses of variance can correspondingly be used to evaluate these effects (Helle and Pennington, 2004) and when combining samples, alternatives to simple sums or means may be needed for aggregation (Babak et al., 2007) . However, considering samples as units may not be quite enough, since fish at close geographic locations will also tend to be similar due to a fine-scale spatial structure which can not be easily modelled (e.g. Stefansson and Palsson, 1997b) .
In addition to the sampling unit problem, one needs to take into account the variety of data sources. Biological samples from commercial catches may be collected on a fine temporal and spatial scale whereas scientific surveys are typically only conducted once or twice a year and different surveys may or may not overlap spatially. Other data sets such as species composition of stomach contents or tagging experiments may be collected at completely different resolutions to age or length data.
The following sections describe a methodology to store and handle data in such a manner as to permit bootstrapping for the purpose of variance estimation, using cod in Icelandic waters as a case study.
Data handling in multispecies modelling
When modelling population dynamics, the pertinent spatial and temporal scales will depend on the question. Data storage for modelling purposes is therefore best implemented on an aggregation level (data cell) somewhat finer than needed for most modelling purposes. Further, for the chosen aggregation level, between-cell correlations should be negligible. These aggregated data cells will be referred to as elementary data units.
The aggregations are made in order to reduce correlations between the elementary data units. For example, to remove within sample correlations (Hrafnkelsson and Stefansson, 2004) , only (combinations of) entire length samples are used, rather than lengths of individual fish. Similarly, data are aggregated within fairly large spatial areas and the shortest time-step is one month. This should eliminate intra-haul correlations (Pennington and Volstad, 1994) and those correlations between age-groups (Myers and Cadigan, 1995) which are related to local shoals or small feeding patches.
Once all data are available in a data base, where the data have been aggregated to the required spatial and temporal level, any model definition corresponding to an aggregation of these elementary data units also corresponds to simple aggregates of the data. Thus, a simple function transforms the data in a set of elementary data units into input data for modelling. Rerunning the model based on a different aggregation scheme (e.g. different areas, temporal scales or length groupings) becomes a fairly trivial task since the extraction routines from the data base to the model input file formats can be automated.
The aggregation method for elementary data units used to create Gadget input files varies somewhat depending on the data source. Some data types, e.g. length distributions, are simply added whereas others, such as mean length-at-age, may go through a computational mechanism involving age-length keys. A description of a fisheries data base, which is able to handle data aggregations in this manner, can be found in Kupca and Sandbeck (2003) and Kupca (2004a) . Figure 1 shows the spatial definition of elementary data units, referred to as subdivision, on the Icelandic coastal shelf developed by Taylor (2003) . The spatial structure is based mainly on bathymetry, hydrography and species assemblages with some further disaggregation defined by fishing regulations.
Bootstrapping from a data base
A set of elementary data units are aggregated for creating model inputs. These sets of elementary data are then sampled (with replacement) units before aggregation, with each resample leading to a new model input data set. A typical model run for parameter estimation based on such a resampled data set will result in a resampled parameter estimate. The collection of all such estimates form a bootstrap sample. The procedure could be called a spatio-temporal block bootstrap with unequal block size.
Details of an implementation of such bootstrap extraction utilities from a data base are described in Kupca (2004b) . It should be noted that such a procedure can not be implemented as a standard data base access procedure, as repeated extractions of the same elements of a table are required for bootstrapping which are disallowed by standard SQL statements.
With this approach the "sampling unit" in the context of resampling becomes the entire set of all measurements within a spatio-temporal "elementary data unit" in the data base. This will be a "ragged array" of widely different data types, and commonly not all data types will appear in a given bootstrap sample. In the context of bootstrap theory one can expand the "ragged array" with missing values to the largest possible size and thus consider the resampling to be of k-dimensional vectors. Viewed in this manner, the initial "sample" to be bootstrapped within a time step consists of independent k-vectors, {y 1 , . . . , y n } where n is the number of subdivisions. If F n denotes the (multivariate) empirical distribution function (e.d.f.) of these data, then the estimator is a function of the e.d.f. vizθ = g(F n ) and the bootstrap estimates are the same function of each bootstrapped sample,θ * = g(F * n ) as required.
A fisheries example

The setting
The example marine system used in this paper is based on cod in Icelandic waters ( fig. 1 ) with an approach very similar to Taylor et al. (2007) .
The model consists of two stock components of cod, i.e. mature and immature cod in single area.
Modelling maturity enables the calculation of spawning stock biomass and allows for different weight-length relationships to be used for immature and mature fish. The ultimate aim of a simple model is often be to be included in a more complex model and by modelling maturity the uses of the model are increased.
Two fixed station surveys are used to monitor the stock, in spring and autumn, providing population indices as well as biological samples. Landings information is available from official data bases and raw biological data (length distributions, age compositions) along with survey data in MRI data bases (see e.g. MRI, 2004; Palsson et al., 1989; Sigurdsson et al., 1997; Taylor et al., 2007 , for a description of data and surveys).
Routine assessments of this stock tend to use a time and age scale of a year and aggregate data into a single area (MRI, 2004) . These assessments do not explicitly model body growth but directly include measurements of e.g. mean weight at age. The present model includes a body growth model which is implemented by "moving" fish from a source length group into several other length groups so as to obtain the appropriate average growth. In this setting a scale needs to be chosen for modelling fish length. If this scale is too coarse in relation to the time scale then on each time-step some fish will not grow whereas others will inevitably grow too much, resulting in an incorrect distribution of length at age for older age groups.
As pointed out by Vandermeer (1978) , there is a balance to be found between estimation errors due to too small size classes and distribution error caused by too large size classes. It is therefore of interest to investigate the effects of the choice of scale such as size class width but also time step (Drouineau et al., 2009 ) and this can be done with the approach proposed here.
The data set
The model is a parametric and deterministic forward simulation model. A single simulation results in a complete population structure, including predictions of all data sets, as described in Begley (2004) and Taylor et al. (2007) and a corresponding evaluation of a (negative log-)likelihood function (sums of squares in the present paper).
With the exception of landings data, data sets are only used in the likelihood components. For simplicity, landings data are used directly in the population models, whereby the populations are simply reduced in numbers to be in accordance with the corresponding landed weight.
The likelihood data used are:
• Length distributions from the March survey (1985 ( ), October survey (1995 and sampling from the commercial fishery (1984 -2003) .
• Age-length frequencies from the March survey (1989 -2003) , October survey (1995 -2003) and sampling from the commercial fishery (1984 -2003) .
• Survey indices from the March survey (1985 -2003) and October survey (1995 -2003) . These are calculated from the length distributions and are disaggregated ("sliced") into three groups which correspond roughly to age 1, age 2 and age3+ (as in Taylor et al., 2007 ).
• The ratio of immature:mature by length group from the March survey (1985 -2003) .
The mean length at age of the recruits and the population in the first timestep of the initial year can either be defined using ad hoc methods e.g. from observed data or calculated using the growth model.
Population models, likelihoods and parameters
When population abundance is estimated, one particularly important facet of likelihood functions is how survey abundance numbers (U ) are compared to the modelled population numbers (N ). The simplest approach is to assume a multiplicative relationship viz E[U ] = qN where the unknown q is commonly termed the catchability coefficient. In many cases it is seen that this is inadequate due to non-Gaussian behaviour as well as apparent nonlinearity in the relationship (e.g. Stefansson (1992) ). On the other hand, estimation of parameters in E[U ] = qN β or (more appropriately) ln(U ) = α + βln(N ) + error can result in poorly determined power/slope coefficients, β (Taylor et al., 2007) .
Confidence intervals for the slope based on regression of model outputs commonly imply them to be (significantly) different from 1.0 but typically without a fixed pattern (see Taylor et al., 2007 , and references therein) and it follows that the choice of which slopes to estimate and which to fix at a value of 1.0 is more an art than a science. A common approach, however, is to fix the slope to 1.0 at older ages and to estimate it for the youngest ages. This takes into account possible nonlinearities due to behavioural differences as well as possible density dependent natural mortality, both of which are (more) likely for the youngest ages (e.g. Myers and Cadigan, 1993) .
The parameters estimated are:
• one parameter for the growth function
• one parameter for the length update (i.e. growth transition matrix)
• one parameter for each fleet selection pattern (commercial catch, March survey and October survey)
• two parameters defining the maturation ogive (which are correlated)
• the number of recruits (abundance of age 1) for each year (1984 -2003) • the abundance at ages 2 -11 at the start of the model in 1984
Estimation protocol
The weights on the likelihood components are calculated for each model (i.e. each bootstrap run), according to the protocol described in Taylor et al. (2007) with arbitrary starting parameters.
The bootstrapping approach consists of the following.
• The base data are stored in a standardised data base:
-Time aggregation: 1 month -Spatial aggregation: subdivision -Further disaggregation is based on a range of categories including fishing gear, fishing vessel class, sampling type (e.g. harbour, sea and survey).
• To bootstrap the data, the list of subdivisions required for the model is sampled (with replacement) and stored. For a multi-area model resampling of subdivisions is conducted within each area of the model.
• The list of resampled subdivisions is then used to extract data (with replacement so the same data set may be repeated several times in a given bootstrap sample).
• For a single bootstrap Gadget model, the same list of resampled subdivisions is used to extract each likelihood dataset i.e. length distributions, survey indices and age-length frequencies are extracted from the same spatial definition.
• The full dataset is extracted and 100 bootstrap datasets.
When resampling, data are forced to remain in the correct year and time-step so resampling is based on sampling spatially the elementary data units within a given modelled unit of time and space. Thus, within a modelled spatial unit the bootstrap is a resampling of subdivisions.
Notably, the entire estimation procedure is repeated for each bootstrap sample. In particular, since the estimation procedure includes an iterative reweighting scheme, this reweighting is repeated for every bootstrap sample. The point of this is that the bootstrap procedure is no longer conditional on the weights. The procedure as a whole is quite computationally intensive but can easily be run in parallel, e.g. on a computer cluster.
In stark contrast to this, Hessian-based approaches usually only compute the Hessian at the final solution. Thus, they completely omit the effect of reweighting likelihood components when estimating uncertainty. Such methods are thus conditional on the weights obtained in a preestimation stage. Also, it is by now well-established that incorrect model assumptions can seriously affect parameter estimates through incorrect weights (Stefansson, 2003) and simple Hessian-based methods will not capture this as a part of the uncertainty estimation procedure.
Model output
Given the optimised parameter estimates it is possible to output a wide range of descriptors of the model ecosystem as Gadget operates on and stores the number in each age-length cell for each time-step of the model. For this study, the estimated parameters along with derived biomass trajectories (end of year total biomass, age 4+ biomass and spawning stock biomass) are considered.
Results
A wide range of model output can be used to investigate parameter estimation of individual models and to compare models.
The simplest (and least interesting) model outputs are the point estimates of model parameters. Fig. 2 gives histograms of bootstrap estimates of several parameters. For each parameter, the point estimate from the full data set and the mean of the bootstrap estimates are also indicated. The differences between the point estimate and the bootstrap mean can be seen to be relatively minor, i.e. there is no obvious sign of an estimation bias. It should be noted that the maturation parameters are correlated, affecting the relationship between the point estimate and bootstrap mean for L50. When comparing the slope and log-intercept of the observation model across surveys ( fig. 5) , the difference in basic catchability levels is not of interest as in both cases these are indices, subject to arbitrary scaling. More interesting, however, is a comparison of the variation in the estimates. There is considerably more variation in the parameter estimates obtained for the autumn survey, which is in accordance with the reduced number of tows in autumn (Palsson et al., 1989; Sigurdsson et al., 1997) . 
Discussion
Data bases described in this paper enable resampling-based extraction methods. Thus the data bases generate bootstrapped data sets providing uncertainty estimates from highly complex models of marine ecosystems. Since traditional Hessian-based methods have obvious and serious issues due to the assumptions required, the bootstrap approach clearly has considerable advantages (e.g Demyanov et al. 2006) .
Several modifications and alternatives to the original bootstrap methodology (Efron, 1979; Efron and Tibshirani, 1994) have been presented. For example, to account for correlations in simple non-replacement sampling schemes (as used for most questionnaires or "sample surveys"), without-replacement bootstraps and with-replacement bootstraps have been suggested along with somewhat more general resampling procedures for complex survey data (McCarthy and Snowden, 1985; Gross, 1980; Rao and Wu, 1988; Sitter, 1992) . Theoretical assumptions and derivations behind these approaches do not easily extend to the present situation with disparate data sets, composite likelihoods in the estimation phase and last but not least the highly nonlinear population dynamics models used as a basis for obtaining predicted values and error sums of squares or likelihood functions. The "trick" in the current proposal is not a theoretical development but the methodology of having the bootstrap sampling unit y i be a "ragged array" (or data "list") defined in a sufficiently aggregated manner that these objects can be assumed to be independent.
Some of these modifications of the original bootstrap have been developed for marine surveys (Smith, 1997) but this has been intended to reflect e.g. the sampling design used for the surveys and simple estimation of quantities such as a stratified mean. In the present setting the data need to go through an aggregation procedure to be used in a nonlinear population dynamics model and it is the output of this model which is of interest, not variances in the input. Thus there is a need for the bootstrap to mimic this aggregation procedure for the full data from raw data or finer-scale aggregates. This is the case with any population dynamics or assessment model, used in fisheries or other areas of resource harvesting particularly in a multispecies and multi-area Scale changes are a fairly trivial change when data and models are set up as described here, but such changes tend to constitute a major upheaval in traditional modelling environments, where data from different sources are manually adapted to input formats for the models.
It is reassuring that the modelled years in which the greatest uncertainty is found are those where it is expected i.e. the initial year and then increasing towards the end of the modelled time period. The first year is the most data poor with no survey data or age-length compositions and towards the end of the time period there are fewer cohorts with data available for most ages.
The methodology proposed here is certainly quite computationally intensive. However this is also the case for many other methods. For example, the Hessian-based approach which has been extensively used in fishery science and general ecology needs to be quite carefully implemented since the Hessian matrix needs to be estimated quite accurately (see e.g. Tinker et al., 2006 , who use expensive central differencing to estimate the Hessian matrix). For these particular case studies, bootstrapping verified the suitability of less computationally intensive models.
The method described here is designed to alleviate several known problems with other methods of uncertainty estimation. Several issues remain, however. For example if a model is too "stiff" through fixing parameters or other assumptions, then this may not be detected here except in special cases.
When designing an aggregated data base to be used for modelling several issues need to be taken into account. The most important statistical condition on the choice of the "data units" is that correlations between them should be minimal. On the other hand there also need to be a fair number of them within each model area if the bootstrap mechanism is to provide some variation in results. For a given measurement type one can in many cases investigate spatial correlation or variograms to determine the distances at which those become negligible (Petitgas, 2001 ). This can not easily be done for many data types, however (age-length tables, tagging experiments etc). In fact, the original reasoning for the areas used in this paper was ecological (Stefansson and Palsson, 1997a; Taylor, 2003) rather than based on spatial correlation, and it is likely that in most real situations data will be aggregated according either to such criteria or pragmatically into "statistical rectangles" of some form.
Simple bootstrap resampling usually assumes that the elementary data units, {y 1 , . . . , y n }, behave like i.i.d. samples. Data in fisheries tends to be collected in a somewhat stratified manner, ranging from formal stratification to attempts to "spread out" sampling, across gears, time and space. In the present setup this is simply ignored. This can be justified when the data are aggregated in a simple manner (through sums or averages) anyway since the bootstrap method then mimicks the computation accordingly and/or when there are a large number of data units which can be viewed as representing a population of such units. In cases when one or a few of the subdivisions represent e.g. a spawning area and the intended analysis is stratified accordingly, this approach can clearly not be used since then the bootstrap resampling does not reflect the computational method in use. When such issues arise, whether with respect to fishing gear, space or other units, an appropriate approach is to include these elements in the model. For example the likelihood function can incorporate the various fishing gears, modelling each selectivity separately. The resampling then takes place separately for each gear.
