Abstract-Underwater acoustic networks (UANs) are an emerging technology for a number of oceanic applications, ranging from oceanographic data collection to surveillance applications. However, their reliable usage in the field is still an open research problem, due to the challenges posed by the oceanic environment. The UAN project, a European-Union-funded initiative, moved along these lines, and it was one of the first cases of successful deployment of a mobile underwater sensor network integrated within a wide-area network, which included above water and underwater sensors. This contribution, together with a description of the underwater network, aims at evaluating the communication performance, and correlating the variation of the acoustic channel to the behavior of the entire network stack. Results are given based on the data collected during the UAN11 (May 2011, Trondheim Fjord area, Norway) sea trial. During the experimental activities, the network was in operation for five continuous days and was composed of up to four Fixed NOdes (FNOs), two autonomous underwater vehicles (AUVs), and one mobile node mounted on the supporting research vessel. Results from the experimentation at sea are reported in terms of channel impulse response (CIR) and signal-to-interference-plus-noise ratio (SINR) as measured by the acoustic modems during the sea tests. The performance of the upper network levels is measured in terms of round trip time (RTT) and probability of packet loss (PL). The analysis shows how the communication performance was dominated by variations in signal-to-noise ratio, and how this impacted the behavior of the whole network. Qualitative explanation of communication performance variations can be accounted, at least in the UAN11 experiment, by standard computation of the CIR and transmission loss estimate.
I. INTRODUCTION
T HE ongoing increase in reliability and performance of acoustic modem devices is paving the way to the development of mobile underwater sensor networks [1] , [2] , characterized by a number of autonomous sensing units, either fixed or mobile, by distributed sensing and data processing, and by adaptivity on the basis of locally sensed data. Underwater acoustic networks (UANs) are an emerging technology for oceanographic data collection, pollution monitoring, offshore exploration, and tactical surveillance applications. However, the transition from theoretical or proof-of-concept experiment to operational application in the underwater domain poses tougher challenges with respect to the terrestrial or aerial counterparts. The unique characteristics of the underwater acoustic channel make the efficient design of network models challenging, and their reliable implementation still an open research field. The major challenge in underwater application of autonomous cooperating sensing networks is still represented by node communication. In fact, the intrinsic limitations in bandwidth, time delay, and channel fluctuation, imposed by the physics of acoustic propagation, have constrained the reliable setup of communication infrastructures for sensor networks [3] - [5] . A theoretical overview of recent protocols for underwater networks is reported in [6] , where Pompili and Akyildiz highlight the main drawbacks of most of the current acoustic network designs for robust and efficient UANs. Underwater acoustic networks are still characterized by very large propagation delays, extremely low point-to-point (P2P) data rates, high raw bit error rate (BER), and frequent disruption of the communication links. Furthermore, field examples of UANs with measured performance in the field are scarce. An initial attempt to establish a UAN was conducted in 1998 with the SeaWeb experiments [7] , with the aim of improving acoustic modems, originally developed for P2P communications, for usage within UANs. During the same project, medium access control (MAC) and routing protocols were investigated for networks composed of underwater Fixed NOdes (FNOs) and gateways. The SeaWeb experiments aimed at demonstrating the capability of UANs for surveillance operations. The experimental testing of an underwater network with mobile nodes 0364-9059 © 2013 IEEE and gateways is reported in [8] , in the context of mine countermeasures applications. The deployed network was based on the open systems interconnection (OSI) seven-layer model from the application to the physical layers. More recent results are available for one-to-many broadcasting [9] , or for partial network implementation, as in [10] . Scarcity of results are, however, also due to the complexities of at-sea experimentation.
The UAN project (UANp), funded by the European Union under the FP7 Program, moved along these research lines and it has ended up in a successful deployment of a mobile UAN integrated within a wide area network (WAN), which included above water and underwater sensors, for protection and security. The development of the UANp network was mostly based on known communication and network protocols, with the idea of a bottom-up approach, where each network layer can be finely tuned and adapted to perform optimally and as robust as possible when operating in the worst possible conditions of high packet loss (PL) or network link failures. The UANp structure included a physical and logic network layer, an IP layer, a middleware layer capable of including network security features [11] , and an application layer from where an operator was able to command and control the network.
The fundamental idea behind the UANp approach is to maintain a desirable level of performance through adaptation of the network geometry to the physical acoustic propagation conditions at the particular time and water volume where the system is deployed. It is of relevance to emphasize the context in which the network communication took place. In case of the UANp, the context is that of an integrated security system for coastal/ offshore critical infrastructures, including aerial and surface devices and with a centralized command and control station; in this setting, the mobile nodes, placed on autonomous underwater vehicles (AUVs), have the dual role of providing multihop capabilities guaranteeing the connectivity of the FNOs, and also of long-range detection/inspection of possible intruders.
The UANp network [12] was fully deployed and operated for five continuous days during the UAN11 experimental activities, in May 2011, in the Trondheim Fjord area, Norway. The network was composed of three mobile nodes, up to three FNOs, and one gateway access point node [13] , which, being connected to shore with a fiber optic cable, represented the integration point between the underwater network and the WAN. On shore, and connected to the gateway node, the main data processing and the command and control (C2) station were installed. During the experimental activities, the network was fully operated and the whole security system tested in fictitious threat scenarios with AUVs patrolling the area and performing interception missions [14] . The C2 station was receiving information and sending commands to any asset in the field using the acoustic network, as, for example, to receive environmental data from FNOs, to move mobile nodes to different locations, etc. Furthermore, a unidirectional high data rate link from the remote nodes to a vertical hydrophone array, located at the gateway access point node, was integrated with the network and used to transmit critical information (e.g., threat detection).
Together with the description of the specific design choices of the UANp network, the work presented in this paper aims at an- alyzing the performance at different levels of the network. This analysis, based on the results measured in the field during the UAN11 sea trial, shows how the communication performance of the UAN was dominated by the channel impulse response (CIR) and by the signal-to-noise ratio (SNR), while the modems were able to handle the presence of multipaths. This allows to directly correlate the observed network performance with the environmentally driven acoustic characteristics of the channel data features. This is shown in the paper through channel simulations with the Bellhop ray-tracing model [15] .
The network communication performance has been evaluated at different levels using complementary metrics: the performance of the physical level is reported in terms of CIR, signal-to-interference-plus-noise ratio (SINR), and packet-to-reception-loss ratio; the operation of the upper layers is evaluated with statistics on the round trip time (RTT) and on the PL at IP layer, middleware, and application level.
This paper is organized as follows. Section II describes the UANp network topology and structure in detail. Section III describes the UAN11 sea trial. The main environmental data measured at UAN11 are reported in Section IV. Section V goes into the details of the experimental results. In this section, the network communication performance is described from the physical level up to the middleware and application levels. In Section VI, the environmental data measured during the sea trial are used to feed the Bellhop acoustic code to show how Fig. 2 . Implementation of the network layers at master node (STU) and at slave nodes. The picture shows the difference on how the bi-SISO link was handled using the entire network stack, whereas the uni-SIMO link, capable of high data rate communications, is handled using a leaner and parallel structure to increase communication efficiency.
the CIR and the transmission loss changed between the nodes of the network as the oceanic conditions changed. Section VII is devoted to observations and remarks on the achieved communication performance. Finally, conclusions are drawn in Section VIII.
II. NETWORK STRUCTURE AND TOPOLOGY
The UANp network is a component of a wide area network, which includes above water and underwater sensors. The integration point between the underwater and above water parts of the system is represented by the subsurface telemetry unit (STU) connected to shore with a high bandwidth link (fiber optic cable), and which is both a part of the acoustic network and of a traditional wired communication infrastructure. The underwater network is composed of acoustically connected fixed and mobile nodes, which act both as communication nodes and as surveillance sensing nodes.
Figs. 1 and 2 show two levels of detail of the conceptual overview of the UANp network structure including the flow of data and information. The rest of the section describes the specific hardware and software used in the underwater network.
1) UANp Physical Layer-The Acoustic Modems:
The physical layer of the UANp network is supported on the cNODE®Mini transponders model 34-180 provided by Kongsberg Maritime (KM, Kongsberg, Norway) and specifically adapted to the task (see a detailed description in [16] ). The acoustic modems operate through a 180 beam pattern transducer at a center frequency 25.6 kHz, with a bandwidth 8 kHz, emitted power between 173 dB re 1 Pa@1m, which was the most often used during the trials, and 190 dB re 1 Pa@1m. The cNODE mini transponder uses binary phase-shift keying/quadrature phase-shift keying (BPSK/QPSK) signaling with a variable spreading factor direct sequence spread-spectrum (DSSS) modulation. The spreading factor can be as low as one to attain pure BPSK/QPSK (detailed technical information can be found in [17] ).
The modems supported two types of acoustic traffic: normal network traffic that was transmitted via bidirectional single-input-single-output (bi-SISO) links (between individual modems), and high priority, high data rate, traffic that could be exchanged using unidirectional links from each individual node directly toward a vertical line array of hydrophones located at the STU using a single-input-multiple-output (uni-SIMO) link. The uni-SIMO link does not pass via the main network stack, whereas it is handled using a leaner and parallel communication structure to increase the communication efficiency (see Fig. 2 ). The bi-SISO link, through which the modems operate with direct links or via multihops, can hence be used for routine message exchange within the network (e.g., monitoring of node status, environmental data exchange, etc.), whereas critical information (e.g., threat detection) can be transmitted using the high-priority uni-SIMO link to quickly reach the STU. The lower part of Fig. 1 shows the gateway node STU possible connection types [either bi-SISO, uni-SIMO, or logical tunnelling-Internet protocol (TUN-IP)] to the various nodes in the UANp network: two mobile nodes, MN1 and MN2, and two FNOs, FN1 and FN2.
The information bit rate (training and coding excluded) in bi-SISO mode was 200, 500, and 1600 b/s. Lower bit rates were based on a spread-spectrum technique, whereas turbo coding was used to reach the highest bit rate (not used in the sea trial). In uni-SIMO mode, the maximum information bit rate was 8000 b/s, using QPSK. The modems were able to provide an online CIR estimation exploiting training sequences available in every transmitted acoustic telegram, and to use this information to mitigate the intersymbolic interference (ISI). It should be pointed out that, at the physical level, KM modems use a slicing of data packets into telegrams which maximum size varies with the transmission rate, in this case, 50, 120, and 231 B of telegram size for 200, 500, and 1600 b/s bit rate, respectively.
Since the uni-SIMO link is a network transparent P2P connection, the focus of this paper will be on the bi-SISO network mode. More information on the uni-SIMO system implementation and results obtained during the 2010 sea trial (UAN10, Pianosa Island, Italy) can be found in [18] .
2) MAC and Routing Layers: The lowest levels of the network were implemented directly on the modems digital signal processing (DSP) board, and this included: a) MAC-implemented in the form of carrier sense multiple access/collision avoidance (CSMA/CA) and supplemented by request to send/ clear to send (RTS/CTS) for initiating transmission to a particular node; and b) routing-a flooding algorithm allowed for network discovery at bootstrap and in presence of topology modification events (e.g., mobile nodes movement).
The network was hence able to support retransmissions at the physical layer to decrease the probability of PL, and was equipped with an addressing system for data packet switching and forwarding. Packets sent out in the water were repeated up to three times by the transmitter, if no acknowledgement was received from the next destination node. A ten-packet FIFO buffer queue was implemented between the modem application programming interface (API) and the TUN-IP (see Section II-A3) so as to handle packets to be transmitted. Overflow packets were discarded.
3) UANp Network Upper Layers: On top of the bi-SISO layer, the UANp stack was completed by an IP tunneling mechanism (TUN-IP layer, in blue in Fig. 1 ) to establish the IP connection among the nodes, by the user datagram protocol (UDP) as the transport protocol, and by the intervehicle secure-mission orientated operating suite (IS-MOOS) as the middleware level (in green in Fig. 1 ). IS-MOOS is a publish/subscribe system, based on the MOOS framework [19] , which was used, in the UAN context, to include network security mechanisms, such as integrity, confidentiality, and authentication, and to create the network interface toward the applications. Details on the specific security methodologies used in UANp are reported in [11] . The use of UDP was motivated to reduce the communication overhead typical of connection-oriented protocols, such as TCP. However, this makes the protocol reliability dependent on lower network layers; for example, retransmission was handled at the physical level. Finally, the use of IP had the advantage of providing a standard interface toward the upper levels of the network.
Both IP and MOOS layers created a star-shaped network with the STU at the center (a gateway or a master node). In general, this might create a bottleneck for the network, since all the traffic must pass through this point, independently from the lower level configuration. In the case of the UANp network, though, due to its specific application (i.e., security and protection of critical infrastructures), this choice did not add a significant amount of overhead, since all the data had to go in any case to the C2 station, which was collocated with the STU. The C2 station in fact had the complete control over the network behavior (e.g., node status monitoring, WAN integration, operational missions determination). The C2 station presence in the network structure is depicted in purple in Fig. 1 .
III. UAN11 SEA TRIAL: TRONDHEIM FJORD, MAY 2011
The UANp network described in Section II was deployed and tested during the UANp final sea trial, UAN11, which took place in May 2011 in the eastern part of Strindfjorden, 17 km from Trondheim, Norway. The area, with varying bathymetry ranging from 40 to 150 m, is close to commercial and touristic routes, allowing to test the system in operative conditions. The deployed network (see Figs. 3 and 13) was composed of up to four FNOs including the gateway node (STU), and three mobile nodes: two AUVs of e-Folaga class [14] and one additional mobile node setup on the supporting research vessel (R/V Gunnerus) using a transducer located at 20-m depth. A fiber optic cable connected the underwater network to the C2 station, which integrated aerial and surface additional sensors and nodes. Fig. 4 shows the main equipment parts forming the UANp network and deployed during the UAN11 activities. 
IV. ENVIRONMENTAL DATA
This section describes the environment of the UAN deployment area, and reports the main environmental data gathered during the experimental activities of UAN11. Fig. 3 illustrates a 3-D reconstruction of the bathymetry of the experimental area, including FNO locations and conductivity-temperature-depth (CTD) casts. The STU gateway node was located at 90-m water depth, at 800 m from shore. FNO1 was positioned at about 160 m from the STU at 96-m water depth; FNO2 was deployed in a shallower area, at 39-m water depth. This node was the farthest away from the STU, at a distance of about 900 m. Finally, FNO3, a simplified node implementing the network stack up to the routing, was positioned at 98-m water depth, 400 m away from the STU.
A. Bathymetry and Bottom Properties
The sediment in the region is mainly clay, whereas the underwater hills and steep regions are characterized by rock, covered with mud and clay due to the influence of rivers and tides.
B. Water Column Properties
Conductivity, temperature, and salinity data were collected several times a day, using a profiler deployed from the research vessel. Locations of the CTD casts, superimposed with the bathymetry of the area, are shown in Fig. 3 . Additional CTDs were also taken farther away from the experimental area and are not displayed in the picture. Figs. 5 and 6, respectively, show the salinity profiles and the sound-speed profiles (SSPs), during three days of the experiment, between May 25 and 27, 2011, taken at various hours of the day. From Fig. 5 , the presence of fresh water in the upper layers is visible, due to river run off and rain. As shown in Fig. 6 , the typical SSP during the days of the sea trial was characterized by an initial negative gradient, followed by a positive gradient, with the minimum at around 40-m depth. This general behavior of the SSPs remained quite stable throughout the experiment, with the exception of May 27, 2011, when the surface layer changed (the effect of rain and wind that characterized the first days disappeared) creating a first layer with positive gradient, followed by a quasi-constant profile, and again the profile ended with the sequence of nega- 
V. COMMUNICATION PERFORMANCE
The UANp network was continuously operated during the five days of the UAN11 sea trial, from May 23 to 27, 2011. During this period, the entire network stack was fully tested, nodes were routinely added and/or removed, AUVs were seamlessly deployed within the existing fixed network, and both fixed and mobile nodes were recovered for battery recharging and then redeployed without effects on the network operation. Overall, the UANp system showed a level of robustness beyond what is normally expected in prototype equipment testing at sea. The AUVs were tested both as relay nodes, and as mobile assets of the protection system, directed acoustically from the ground C2 station, and/or moving autonomously when contact with the network was lost.
The first two days of the experiment were, for the most part, devoted to the network setup and to test the lowest levels of the UAN, from the physical transmission up to the MAC and routing layers. Between May 23 and 24, 2011, the TUN-IP layer and IS-MOOS were used in limited periods of time, mainly to test their integration with the other network components. The complete network stack was used continuously from May 25 to 27, 2011. On May 26, 2011, network security features were activated and left on until the end of the tests. The most complex network configuration was tested on May 27, 2011, when three FNOs were simultaneously in the water, together with two mobile nodes. In this case, the network was integrated within the global protection system and connected with the C2 station, which was able to receive data and send commands to the nodes/sensors.
Throughout the sea tests, the communication performance was quite variable. Usually, a 500-b/s data rate was used with success in the early hours of each day, but 200 b/s was often necessary, especially in the afternoon. To attempt to separate the effects of the acoustic channel from those of the system traffic, the performance during the sea tests has been evaluated at different layers using complementary metrics.
• The CIR, the received peak intensity, and the SINR, as directly measured by the acoustic modems, were used to characterize the physical layer operation. • The RTT and the PL were used to evaluate the upper layers of the network, the TUN-IP layer, and the MOOS middleware. The RTT has been computed as packet end-to-end delay, back and forth. The maximal RTT was estimated during flooding at the node discovery phase. Note that during this phase the upper levels of the network are not activated, so maximal RTT tends to be underestimated. This prompted for manually setting a maximal RTT timeout value of 120 s that covered most of the practical situations (see Table II ). In the case of a busy channel, the node backs off for a random fraction of the RTT before verifying the availability of the channel for transmission. The PL has been computed from the number of packets successfully received at destination, over the total number of packets sent from the source.
A. Physical Layer Performance
Fig . 7 illustrates the data (CIR, peak intensity, SINR), as extracted from the modem logs in the transect between the STU and FNO2, on May 25, 2011. The contour maps shown in Fig. 7 (a) were obtained using a constant false alarm ratio (CFAR) test. The CFAR test discards any peak below a threshold equal to the median of the CIR samples subtracted from the standard deviation of the thermal noise (assumed Fig. 7 . Measurements of the underwater acoustic channel quality on May 25, 2011, transect FNO2-STU: (a) CIR contour map in decibels, denoised using a CFAR test (see [20] and text for details); and (b) peak CIR and SINR values in decibels. Fig. 8 . Measurements of the underwater acoustic channel quality on May 25, 2011, transect FNO2-STU: the average CIR value of the main path for received packets is 1.86 dB higher than the average peak CIR in the case of lost packets.
Gaussian), and increased by a guard margin (details of the CFAR method can be found in [20] ). The scales used in Figs. 7-10 are simply 16-b discrete levels shown in decibel scales with an undefined but constant reference level across figures. Note that there is a multipath effect in the acoustic channel that disappears in the central hours of the day, in correspondence with a decrease in SNR of the peak CIR curve going below 30 dB at around 12:00:00 P.M. [ Fig. 7(b) ]. The communication on May 25, 2011, which Fig. 7 refers to, was very variable, with periods of good communication and high reception ratio, interleaved with periods characterized by high PL. The performance deteriorated throughout the day, and from the late morning, each transmission often required several retransmissions to make the packet get through.
Statistically, the higher is the CIR main arrival, the better the communication performance, with a higher reception ratio at the receiver, even in presence of multipath. Even though the SNR was typically quite low, the average of the main path of the CIR was always higher when packets were received correctly. This is shown in Fig. 8 for May 25, 2011, with an average CIR of the main path in the case of received packets 1.86 dB higher than in the case of lost packets. This suggests that the SNR at the receiver was fluctuating above and below the threshold for correct receiving. Note also that, on May 25, 2011, the decrease in the average CIR is less evident for the second arrival. On May 26, 2011, the same situation occurred [see Fig. 9(a) ], however, from 11.30:00 A.M. to 12.30:00 P.M., the network was modified with FNO3 used as relay to reach FNO2 through a bidirectional Fig. 10 , where, again, successful packets show higher multipath amplitudes when compared with the mean CIR of lost packets, which confirms that the higher the SNR, the better the communication, regardless of the presence of a period of multipaths. To better highlight the visible increase in the communication performance during the multihop period, Fig. 11 reports a sequence of successful pings executed, when FNO3 was used as a relay, within a long period of unsuccessful communication using the direct link STU-FNO2. Note that in Fig. 11 , lost pings can correspond to packets that were lost in the water or to packets whose RTT exceeded the maximal RTT timeout value of 120 s. This design was necessary to force issuing the next ping request. As such, a lost ping in Fig. 11 indicates bad channel conditions, long queue backlogs, or both at the same time, since the former leads to the latter. 
B. TUN-IP and MOOS Performance
This section analyses the performance of the upper layers of the network during the UAN11 sea trial. The TUN-IP layer represents the link between the physical layer and the upper parts of the network, i.e., transport, middleware, and applications. Hence, its performance turns out to be very important to understand the UANp performance at network level. Fig. 12 shows the IP layer packet delay, as measured in the link between STU and FNO2 in Fig. 12(a) , and between FNO2 and STU in Fig. 12(b) , from May 25 to 27, 2011. This was the link where the highest number of packets was exchanged.
During the period of experimentation, observed isolated packet delays increased up to 500 s with a total PL of about 40%, from STU to FNO2, and of 43%, from FNO2 to STU. However, most of the data were received with a delay between 3 and 20 s. High packet delay was due mainly to queue backlog and buffering. It is worth pointing out that no feedback was available at the TUN-IP layer on the success of the delivery; packets would simply be discarded after being sent out to the acoustic modems via a serial line. If for any reason the remote node did not respond to specific control commands, the link was assumed as broken by the transmitter, which considered the packet as lost before reception. On several occasions, however, as came out during postprocessing after the sea trial, the remote node was indeed able to receive the incoming packet, whereas it was its reply to be lost, and never received by the first node.
Middleware performance, in terms of PL and RTT (i.e., end-to-end delay, back and forth) is summarized in Tables I and  II for the period May 23-27 , 2011, per each node of the network. Average PL varied between 0% and 68% approximately, remaining in most cases between 30% and 50%; average RTT went from 7 to 240 s, remaining between 60 and 120 s most of the time. These values sum up the delays of the entire network stack, both at source and at destination. Note that, due to the loss of the node during recovery, RTT statistics for FNO1 on May 23 and 24, 2011, are not available, even though the node was operative in the period.
C. UANp Operational Example
On May 27, 2011, the most complex network was in the water. The UAN was composed of three FNOs (STU, FNO2, and FNO3) plus two mobile nodes. The network was also integrated into the protection system, composed of underwater, aerial, and terrestrial sensors, monitored and controlled by the C2 station. In this context, a complex anti-intrusion scenario was set up to verify the capability of the system to detect and respond to threats. Within this scenario, the e-Folaga AUVs were used as mobile assets of the protection system, i.e., as reactive means acoustically controlled by the C2 station to respond to intrusions, and kept mostly on surface. To this aim, when one of the FNOs detected a possible intrusion, the C2 station sent one of the AUVs to the point of intrusion to investigate the area. When the vehicle arrived to the designated point, however, it found itself out of the network, without acoustic connectivity. For this reason, after detecting the poor level of communication, the mission planner onboard the AUV, autonomously planned a new mission to move closer to the STU. Note that the vehicle was not equipped with an acoustic model able to predict its movement toward poorly covered areas, whereas the mission planner was only able to track the PL at the application level to identify when the AUV was in regions characterized by poor communication conditions. This scenario is represented in Fig. 13 in terms of the trajectories followed by the AUV during its mission. The picture also reports the main mission phases. 
VI. ACOUSTIC PROPAGATION AT UAN11
To test if indeed there was a degradation in channel communication performance due to the variation in the environmental conditions (i.e., the SSP), the Bellhop ray model was run in correspondence with the SSP as measured during each day.
The numerical simulation has been performed by computing the main path impulse response and the incoherent transmission loss (TL) to analyze the results of the sea trial TL (1) where the incoherent pressure field is computed as (2) where is the horizontal distance, is the depth, denotes the number of eigenrays contributing to the field at a particular receiver position, is the pressure due to eigenray , and is the pressure produced at a distance of 1 m from the same source in an infinite, homogeneous medium [21] .
Equation (1) is used here to assess in a qualitative way the relative variation of SNR in the channel, as the TL is linked to the SNR through the well-known sonar equation [21] SNR SL TL RL
where SL is the source level, is the ambient noise level, and RL is the reverberation level.
In what follows we give more emphasis on the analysis of May 25, 2011, when the largest number of CTDs was taken within the same day, permitting to have a better picture of the changes in the TL as the environment changed. Further simulations have been performed on May 27, 2011, for the acoustic links between the STU and the mobile nodes, and their results are also reported.
A. Changes in CIR and TL Between STU and FNO2 on May 25, 2011
The variation of the CIR and of the incoherent TL, as computed by Bellhop, with varying SSPs, on May 25, 2011, and for the transect between STU (source) and FNO2 (receiver), is reported in Figs. 14 and 15 , respectively. The model indeed predicts a decrease in the intensity of the main arrivals (Fig. 14) and a consequent increase in the TL at FNO2 developing within the day (Fig. 15) , accompanying the communication performance as observed in the experimental data. Note that the CIR and the TL shown in Fig. 14 are used as an indication of qualitative variation of the response of the acoustic channel and are not meant to be numerically compared with field values. It is also worth pointing out that the absolute delay values in Fig. 14 do not correspond to those measured in the field due to a time normalization executed by the acoustic modems before recording the CIR. However, the time difference between the first and second main peaks in the computed CIR is compatible with those measured in the field, taking into account the uncertainty (greater than 1 m) in the localization of the nodes. The variation in the communication channel is due to the afternoon change in the SSP, with the presence of a higher gradient in the lowest part of the profile. This variation modifies the TL pattern, moving an important part of the energy upwards, and hence away from the receiver (FNO2), determining a corresponding increase in the TL, and a decrease in the received signal. This is shown in Fig. 15 as a TL increase of at least 5 dB at the FNO2 position from morning conditions [ Fig. 15(a) and (b) ] to the development of a shadow zone later in the day [ Fig. 15(c) and (d) ]. Due to the localized nature of that shadow zone and normal uncertainty on node position, model predictions should be taken with the usual care and more as an indication of tendency, rather than as actual TL values.
To better highlight this difference in the TL at the FNO2 location, Fig. 16 reports, on the left, the TL values saturated between 50 and 55 dB and corresponding to the SSP variations, and on the right, the corresponding ray paths. The figures show the energy bounced off the bottom away from the FNO2. This kind of slight change in the lower portion of the SSP has been registered often in the afternoon during the sea tests, and it was usually accompanied by a rapid deterioration in the communication performance between STU and FNO2. There was no further CTD available after 16:34:00Z, and this lack of information prevented the attempt of modeling the observed performance recovery after 17:30:00Z. The predicted CIR shows a decrease in the first arrival energy, while the second main arrival does not show a significant variation. While there is discrepancy between the relative amplitudes of the first and second arrivals, as predicted by BELLHOP and as measured in the field, the model is able to predict the trend of variation of both first and second arrivals, as seen in the experimental data. The variation in the TL due to the afternoon change in the SSP appears also at shorter distances, as in the case between STU and FNO1, which are less than 200 m apart. However, at such distances, where the SNR is in any case well above the reception threshold, small variations in TL are not critical to influence the overall ability to communicate. In these conditions, the impact of the network itself (e.g., MAC, multihops, etc.) possibly justifies the variation in the communication performance.
As a final case, the anti-intrusion scenario described in the previous section and in Fig. 13 , and tested on May 27, 2011, has been simulated with Bellhop to evaluate the incoherent TL corresponding to the two phases of the AUV mission: 1) before receiving the command from the C2 station; and 2) once it reached the intrusion point. Fig. 17 shows the results obtained in the two cases. The distance from STU, together with the change in bathymetry, resulted in an important increase in the TL (of about 6 dB) and the consequent degradation of the communication.
VII. OBSERVATIONS AND REMARKS
On the basis of the presented results, several comments can be made on the network performance at different levels.
• The acoustic modems used in the UANp operations appeared to be quite robust against the multipath structure found in the UAN11 sea trial. In the UAN11 scenario, where the main arrival was well separated, the KM modems were effectively able to exploit their online computation of the CIR to mitigate multipaths effects, increasing the probability to correctly receive a packet.
On the contrary, they seemed more fragile with respect to SNR decrease. Trondheim Fjord acoustic communication conditions were difficult throughout the days of the experiment, with a fairly low SNR (less than 10 dB). In these conditions, even small variations of the SNR implied significant changes in the communication capabilities.
• The large delays experienced at the upper levels of the network cannot only be caused by the packet propagation in the water, while several concurrent effects were interacting in producing such performance. First, if a packet was lost in the water channel due to noise, collisions, or signal fade, the acoustic modems would attempt retransmission up to three times before stopping any further attempt with that packet. Furthermore, the average size of a MOOS packet was 150 B, which is above the maximum size to be transmitted by the acoustic modem as a single acoustic telegram, for the fastest 500-b/s bitrate used during the sea trial (see Section II-A1). As a result, MOOS packets were often fragmented into several frames, each one transmitted separately and with its own acknowledgment and, if necessary, retransmission. As explained above, the maximum number of attempts per telegram was set to three, which in case of successive failure implied telegram discard and PL. • In the case of smaller packets, as ping packets (see Fig. 11 ), large delays were mostly due to queue backlog, as in the case of new ping packets fed into the system before the former was finished, or in the case of MOOS data traffic simultaneously present with ping traffic. Other delays might also have been caused by the operation of the CSMA/CA protocol. According to this protocol, each node is able to detect a busy channel (i.e., another node is already transmitting) to prevent collisions. In this case, the node backs off for a random fraction of the RTT, before verifying the availability of the channel for transmission. However, in the presence of high propagation delays, typical of underwater acoustic networks, one device might not detect that another one has already started the transmission, resulting in a simultaneous transmission and a collision. This might become even more important in the case of multihop connections, when the packets have to travel through more than one link to get to their destinations. As a result, the overall network performance, including IP, was strongly related to the acoustic channel conditions, i.e., relative locations between the nodes, mobile nodes movement, and to the particular traffic which was undergoing into the network layers, as, for example, in situations of network congestion.
• Previous work on P2P communications in the presence of environmental variability has shown a decrease of signal coherence, and associated loss of performance, due to surface agitation [22] , water column thermal activity [23] , and the influence of internal waves [24] . In another case, it was reported that surface agitation contributed to a mixing of the ocean upper layer, effectively contributing to ameliorate the acoustic propagation conditions on a channel near the bottom, where both the source and the receiver were located [25] . The latter case is in generic agreement with the situation reported in this paper where the computation of the TL and of the CIR estimate is in agreement with the communication performance observed in the field, at least in a qualitative manner. In the UANp scenario, the communication was dominated by the SNR, and in this case, the TL seems to be a good indicator of performance variations. Even though it is clear that the overall performance of the network depends on the interplay occurring at different layers, the use of the TL or similar channel indicators can provide useful information that can be effectively used to adapt the behavior even at the highest levels of the network.
VIII. CONCLUSION
This work analyzed the performance of a UAN composed of four FNOs and three mobile nodes. This setup was deployed during the UAN11 experimental activities held in May 2011, off the coast of Trondheim, Norway, and was continuously operated for five days, as an integrating part of a global protection system. This paper reports the details of the communication and network protocols employed as well as the observed field behavior, pointing out the relationship between the various network layers in explaining the overall communication performance results. Results of the experimental activities are reported using different metrics at different layers: the physical layer performance is reported in terms of CIR, received peak intensity, and SINR, as measured online by the acoustic modems; the network upper layers performance is characterized in terms of probability of PL and RTT.
The network communication was affected by the changes in the acoustic channel, and by the network structure itself, e.g., the MAC protocol, multihops, etc. In the conditions of the UAN11 sea trial, variation in the SNR appears to be more important in explaining the changes in the communication performance. The receivers could cope with the experienced multipath, exploiting their own ability in estimating the CIR, but were more fragile with respect to SNR fluctuations. Furthermore, the influence of the acoustic channel on the network appears to be more important on longer distances, where the usage of multihops to guarantee connection showed a clear increase in performance.
Environmental channel modeling with TL and CIR estimates computed with Bellhop ray-tracing code indicates that TL computation by standard methods can qualitatively predict relative variations in the communication performance. It is underlined that Bellhop predictions are qualitatively in agreement with the observed communication performances. This indicates, that, at least in the cases where the communication performance is dominated by SNR, the computation of the TL with standard ray models can be used as a relative indicator of performance variation.
Even though the network performance was indeed dependent on several concurrent effects, spread out at various network levels, it appears that the use of the TL, together with other communication performance indicators might give insights that can be useful even at the highest levels of the network. In particular, the presence of mobile nodes was useful to modify the geometry of the network on the fly and in response to online needs. In the UAN11 setting, the availability of a multihop routing layer was certainly an added value, permitting to reestablish acoustic connectivity between two nodes when a direct link was not enough. On the other side of the spectrum, the challenging communication conditions experienced during the UAN11 sea trial brought other network components to their operative limit. The CSMA MAC layer often showed its weak side: constantly requiring permission for transmissions limited collisions but added a significant overhead in a high-delay scenario.
The presence of a centralized C2 station suggested, in the design phase, the implementation of star-shaped structures throughout the network stack (flood-based routing, IP, and MOOS levels). Although the impact of such centralized schemes did not add a significant communication overhead, it did not reduce it either. In scenarios characterized by communication unreliability and extremely limited bandwidth, different approaches might lead to better efficiency: selecting the information going to the C2 station or to a master node, and leaving more space for node autonomy, and distributed decisions at all levels can significantly reduce the overhead, improving the network's overall performance.
