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Abstract: Linearly combining multiple biomarkers is a common practice that can provide a better
diagnostic performance. When the number of biomarkers is sufficiently high, a computational
burden problem arises. Liu et al. proposed a distribution-free approach (min–max approach) that
linearly combines the minimum and maximum values of the biomarkers, involving only a single
coefficient search. However, the combination of minimum and maximum biomarkers alone may not
be sufficient in terms of discrimination. In this paper, we propose a new approach that extends that
of Liu et al. by incorporating a new summary statistic, specifically, the median or interquartile range
(min–max–median and min–max–IQR approaches) in order to find the optimal combination that
maximises the Youden index. Although this approach is more computationally intensive than the one
proposed by Liu et al, it includes more information and the number of parameters to be estimated
remains reasonable. We compare the performance of the proposed approaches (min–max–median
and min–max–IQR) with the min–max approach and logistic regression. For this purpose, a wide
range of different simulated data scenarios were explored. We also apply the approaches to two real
datasets (Duchenne Muscular Dystrophy and Small for Gestational Age).
Keywords: linear combination; biomarkers; classification; Youden index; summary statistic; min–max
approach; logistic regression; median; interquartile range
1. Introduction
In clinical practice, it is common to have information on multiple biomarkers for
disease diagnosis. Combining them all into a single marker is common practice and usually
offers better diagnostic accuracy than considering each biomarker separately [1,2]. How to
increment the performance of a standard marker by adding new markers has also received
attention in the literature [3].
The combination of continuous biomarkers provides a continuous value and the
dichotomisation of this value is important as it provides the clinician with a classification
rule related to a disease and their clinical decisions are usually based on such categorisation
of patients into groups [4].
Although different algorithms have been considered to provide predictive models,
linear models (linear combination of biomarkers) have been widely proposed for binary
classification problems due to their simplicity of interpretation and good performance [5].
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The accuracy of the diagnostic marker is usually assessed on the basis of its discriminatory
ability as analysed by the Receiver Operating Characteristic (ROC) curve through derived
statistics such as sensitivity and specificity pairs, the area or partial area under the ROC
curve (AUC/pAUC), or the Youden index [6]. Specifically, the formulation of algorithms
for the estimation of binary classification models that maximise the AUC has been widely
explored and has been the background and basis for many subsequent algorithms recently
published [7–9].
Su and Liu [10] provided the estimation of linear models that maximises AUC under
multivariate normality. However, this normality assumption is a high-demand hypothesis
on real data and is often not easy to meet in clinical reality. This real limitation leads
to the need for more flexible statistical approaches that are not subject to distributional
assumptions [11,12]. Several statistical methods have been presented in the literature that
do not depend on a specific distribution. One example is the statistics of the fractional
moments, whose effectiveness and advantages have been demonstrated in real scenar-
ios [13,14]. Pepe et al. [15,16] proposed a distribution-free approach to estimate the linear
model that maximise AUC based on the Mann–Whitney U statistic [17], in order to address
the Su and Liu limitation. The process that Pepe et al. proposed is a discrete optimisation
which is based on an extensive search over the parameter vector. However, this process
is not computationally accessible (NP-hard problem) for a number of biomarkers p ≥ 3.
In order to make it computationally tractable, Pepe et al. also suggested the use of stepwise
algorithms that are an alternative which have shown to perform well in various scenarios.
The idea of these algorithms is to include a new biomarker at each step by selecting the best
combination of two biomarkers. The approach and suggestions proposed by Pepe et al.
have been the source of development of non-parametric and semiparametric approaches in
the construction of classifiers under optimality criteria derived from the ROC curve.
Esteban et al. [18] implemented the approach of Pepe et al. providing strategies to
handle ties that appear in the sequencing of partial optimisations under AUC optimisation
criteria. Kang et al. [19,20] proposed a less computationally demanding stepwise combi-
nation approach based on a rated of AUC values that correspond to predictors variables.
However, finding the optimal parameters in these stepwise approaches becomes a compu-
tational burden problem that is also difficult to tackle when the number of biomarkers is
high (p > 5).
Liu et al. [21] proposed an approach, called the min–max approach, which linearly
combines the minimum and maximum values of biomarkers, involving a single coeffi-
cient search that maximises the Mann–Whitney U statistic of AUC. The advantage of
this approach is that it is computationally tractable regardless of the number of biomark-
ers. However, it has been shown that there are scenarios where the min–max approach
generally achieves less optimality compared to other methods that use information from
all biomarkers, such as stepwise approaches [19,22]. This may indicate that the combi-
nation of minimum and maximum biomarkers alone may not be sufficient in terms of
discrimination [5].
Algorithms focused on optimising other parameters derived from the ROC curve
have also been developed. Liu et al. [23] analysed the optimal linear combination into
diagnostic marker maximising sensitivity over a range of specificity. Yin and Tian [24]
proposed approaches to estimate the joint confidence region of sensitivity and specificity
at the cut-off point determined by the Youden index. Based on the stepwise combination
approach of Kang et al., Yin and Tian [22] conducted a study with the aim of optimising the
Youden index. Yin and Tian [25] also studied the optimisation of the AUC and the Youden
index simultaneously and presented both parametric and non-parametric approaches that
estimate the joint confidence region of the AUC and the Youden index. Based on the
min–max approach, Ma et al. [26] adapted and extended the min–max method to the
estimation of the pAUC for multiple continuous biomarkers. Yu and Park [27] and Yan
et al. [28] also explored methods for the linear combination of multiple biomarkers that
optimise the pAUC.
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The Youden index is a statistical metric widely and successfully used in several clinical
studies and, at the same time, serves as an appropriate summary for making the diagnosis
and as a criterion for choosing the best cut-off points for dichotomising a biomarker [29],
which is key for the diagnosis of the disease. There are different methods for providing the
best cut-off point depending on the aim of the classification, but there is consensus that,
without a clear reason to provide higher values for sensitivity or specificity, the Youden
index provides an optimised balance of sensitivity/specificity.
In order to address the computational burden regardless of the number of biomarkers
and to increase the predictive capacity, in this work we propose a new approach that extends
that of Liu et al. by incorporating a new summary statistic, in particular, the median or
interquartile range (min–max–median and min–max–IQR approaches). Although this
approach is more computationally intensive than the one proposed by Liu et al., it includes
more information and the number of parameters to estimate remains reasonable. For the
choice of the best linear combination of these three variables, we use a stepwise method
(two steps) following the empirical search approach of Pepe and Thompson. For the search
of the optimal linear combination, we consider the Youden index as an objective function.
We compared the performance of the proposed algorithm (min–max–median and
min–max–IQR approaches) with the min–max approach adapted to optimise the Youden
index and logistic regression, which are computationally tractable linear approaches. For
this purpose, a comprehensive study was carried out considering different simulated data
scenarios. The performances of the approaches on real datasets (e.g., Duchenne muscular
dystrophy and Small for Gestational Age prediction) were also analysed. The comparison
of the performance of the algorithms was carried out by considering the results obtained
on the entire dataset (resubstitution method) and using a validation procedure derived
from K-fold cross-validation, which evaluates the generalisability of the predictive model
and avoids possible overfitting [30].
Thus, the aim of this work is to propose a new approach (min–max–median/min–
max–IQR approach) that has the advantage of being computable regardless of the number
of biomarkers and that does not depend on any distributional assumptions, and analyse
their performance in comparison with the min–max approach and the logistic regression
which is a standard in prediction models with good performance, to find optimal scenarios.
2. Materials and Methods
Firstly, we introduce the formulation of the linear model and estimation suggestions
of Pepe et al. [15,16]. This is the basis for the formulation and estimation of the linear
model of summary statistic-based approaches. Then, the methods based on Youden index
maximisation to be compared are presented: the min–max approach, the min–max–median
and min–max–IQR approaches and logistic regression. Finally, the simulated scenarios
as well as the real datasets considered are described. All methods were programmed and
applied using the free software R [31].
2.1. Background: Pepe et al.’s Approach
Pepe and Thompson [15] proposed a non-parametric approach in order to estimate the
linear model that maximises the AUC based on the Mann–Whitney U statistic [17]. Thus,
this approach allows its use for all types of data without any distribution assumptions. The
formulation of the linear model is as follows:
L(X) = X1 + β2X2 + · · ·+ βpXp (1)
where p denotes the number of biomarkers, Xi the biomarker i ∈ [1, . . . , p] and βi the
parameter to be estimated. If, in addition, we assumed that we have nk individuals of
the group k = 1, 2 (diseased and non-diseased, respectively) and Xki is the vector of
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p biomarkers for the ith individual of group k, then the empirical AUC based on the




j=1 I(L(X1i) > L(X2j)) +
1
2 I(L(X1i) = L(X2j))
n1 · n2
(2)
For the estimation of the parameter βi, Pepe et al. suggested a discrete optimisation
which is based on a grid search over 201 equally spaced values in the interval [−1, 1].
For simplicity, consider the linear combination of two biomarkers: Xi + βXj. Due to the
invariant property of the ROC curve for any monotonic transformation, dividing by the β
value does not change the value of the sensitivity and specificity pair. Thus, estimating
Xi + βXj for β > 1 and β < −1 is equivalent to estimating 1β Xi + Xj for β ∈ [−1, 1] and,
therefore, all possible values of β ∈ R are covered.
However, this optimisation requires a large computational effort for dimensions
p ≥ 3. In order to make it computationally accessible, Pepe et al. suggested using
stepwise algorithms in which a new biomarker is included at each stage, selecting the
best combination of two biomarkers. This turns an unaddressable computational burden
problem into an addressable one by applying p− 1 times Pepe et al.’s suggested single-
parameter estimate.
Although Pepe et al. originally introduced this approach to optimise the AUC, both
the formulation of the linear model (1), the suggested empirical search and the suggested
use of stepwise approaches are the basis in the development of the min–max approaches
and our proposals: min–max–median and min–max–IQR approaches under Youden index
maximisation.
Let Xkij be the jth biomarker (j = 1, . . . , p) for the ith individual of group k = 1,2
(disease and non-disease, respectively), Xki the vector of p biomarkers for the ith individual
of group k and Xk =
(
Xk1, . . . , Xknk
)
where nk is the number of individuals in group k.
The Youden Index (J) of the linear combination is defined as:
J = max
c





where c denotes the cut-off point and FYk(c) = P(Yk ≤ c) the cumulative distribution
function of random variable Yk = βTXk, k = 1, 2 (linear combination), β = (β1, . . . , βp)T
being the parameter vector to be estimated. It is therefore immediate to deduce the
following formula from the empirical estimation of the Youden index:


















} denotes the optimal cut-off point.
2.2. Min–Max Approach
Liu et al. [21] proposed the distribution-free min–max approach. The idea of this
approach is based on reducing the order of the linear combination by considering only two
markers from the measurements information of the original p biomarkers (maximum value
and the minimum value of all the p biomarkers):
Xmax + βXmin (5)
Therefore, this approach is reduced to estimating a single β parameter of the linear
combination that maximises the AUC, as it is based on the linear model proposed by Pepe
et al. expressed in Equation (1).
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This approach was adapted in our work with in order to maximise the Youden index






















for each i = 1, . . . , nk.
k = 1, 2.
The search for the optimal parameter follows the empirical search suggested by Pepe
et al.: for each value β of the 201 equally spaced ∈ [−1, 1], the optimal cut-off point (ĉβ)
that maximises Youden index is calculated. The final value chosen (β̂) is the one with the
highest Youden ( Ĵβ) obtained.
2.3. Our Proposed Summary Statistics-Based Approaches: Min–Max–Median and Min–Max–IQR
We propose two new approaches based on summary statistics to maximise the Youden
index. The underlying idea of the approaches is based on the same idea as the min–max
approach (Section 2.2) of reducing the dimension of the problem by considering summary
statistic information of the p biomarkers as variables. They could be seen as an extension
of the min–max approach by incorporating a new summary statistic. The aim of this
proposal was to incorporate more information from the original biomarkers while keeping
the approach computationally tractable.
Specifically, we propose two approaches: including the median and IQR at the max-
imum and minimum of the p biomarkers measurements. Therefore, our approach is
reduced to considering the linear combination of three variables (max, min, median–max,
min, IQR).
For the estimation of the optimal linear combination of these three variables, a step-
wise approach is used, as suggested by Pepe et al., in order to ensure an approachable
computational time. Specifically, our proposals implement an adaptation of the stepwise
approach proposed by Esteban et al. [18] for Youden Index maximisation, where at each
step a new variable is introduced and the optimal linear combination of two variables
is selected using the empirical search suggested by Pepe et al. In this way, we turn a
time-consuming problem into a computationally tractable problem by considering two
steps of optimising the linear combination of two variables.
The proposed approach is explained in detail in the following steps. Consider the
min–max–median approach. The min–max–IQR approach is equivalent:
1. Firstly, the problem of estimating the optimal linear combination of p variables is
transformed to the estimation of the optimal linear combination of three variables
(min, max, median). For this purpose, the values of these new variables are calculated















for each i = 1, . . . , nk., k = 1, 2. (7)
2. Once the information is transformed, a stepwise approach is used to estimate the
optimal linear combination of the three new variables (min–max–median). For sim-
plicity, denote by Xkij the values of the new transformed variables (min–max–median,
j = 1, 2, 3) for the ith individual of group k = 1, 2. The first step of the stepwise
approach consists of choosing the combination of two variables that maximises the










X1ij + β2X1il ≤ ĉβ2
)
n1
β2 ∈ [−1, 1], ∀j 6= l = 1, 2, 3 (8)
The maximum Youden index can be reached for more than one optimal linear com-
bination. Our approach considers these ties and drags them forward in the next
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step. For simplicity, consider that it is reached for a single linear combination. The
optimal combination chosen (two variables and one parameter β2) that maximises the
Youden index (8) is considered as a single variable in the next step (and final) of the
stepwise approach. For simplicity, suppose the following optimal linear combination:
Xki1 + β2Xki2.
3. Finally, the last variable (Xki3) not chosen in the previous step is included and the
optimal linear combination of the two variables is chosen as in point 2. Specifically,










(X1i1 + β2X1i2) + β3X1i3 ≤ ĉβ3
)
n1










β3(X1i1 + β2X1i2) + X1i3 ≤ ĉβ3
)
n1
β3 ∈ [−1, 1] (10)
The code of all approaches is available upon request to Ms. Rocío Aznar-Gimeno
(raznar@itainnova.es).
The predictive ability of these approaches based on summary statistics (min–max
approach and min–max–median/IQR approach) is also compared with the classical logistic
regression approach [32], which is a subtype of generalised linear model to predict the
probability of an event (disease or non-disease) given a set of variables through the logistic
function. We used for comparisons the logistic regression method in the multivariate
binormal setting, for the diseased and non-diseased populations, which showed similar
performances in the linear discriminant analysis, which is standard in predictive models,
exhibiting a good performance in all scenarios [15]. The objective was to compare com-
putationally tractable linear combination methods, regardless of the number of original
biomarkers, dealing with biomarkers’ real values.
2.4. Performance Comparison
The comparison was carried out by considering both the resubstitution method and
a method from 5-fold cross-validation. For this purpose, a range of simulated data were
explored. Their application to two real dataset examples was also explored in order to
evaluate their performances in real cases.
2.4.1. Simulations
The simulated data analysed cover a wide range of scenarios in terms of the distri-
bution of biomarkers, the ability to discriminate between biomarkers and the correlation
between them, considering smaller to larger sample sizes.
In order to observe behaviours with smaller and larger numbers of biomarkers, four
biomarkers (p = 4) and ten biomarkers (p = 10) were considered in the simulated scenarios.
The peculiarity of statistics-based approaches (in particular our proposed approaches) is
that they translate biomarker information into only 3 variables, regardless of the number
of initial biomarkers. This has the advantage that they are always computationally feasible.
Furthermore, in scenarios where the number of biomarkers to be considered exceeds the
sample size, these approaches can avoid overfitting to the data, due to their inherent dimen-
sionality reduction characteristics. In order to analyse the performance of the algorithms in
these specific cases, simulated scenarios of p = 100 biomarkers and a smaller sample size
(n1 = n2 = 30 were also explored.
Different joint distributions were considered following multivariate normal (Xk ∼
MVN(mk, Σk)) and also non-normal distributions (in particular, log-normal: eXk ) in both
diseased and non-diseased populations (k = 1, 2). In this way, both normal distribu-
tions, which is one of the common distributions in statistics, and distributions that allow
assessment beyond normality and symmetry, were analysed.
When the multivariate normal distribution for diseased and non-diseased population
are assumed X ∼ N(m1, Σ1), Y ∼ N(m2, Σ2) the coefficients for the optimal linear combi-
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nation (which coincides with the Linear Discrimination Function (LDF)) and its area under
the ROC curve are known and given by βmax ∝ (Σ1 + Σ2)−1m, where m = m1 −m2 and
AUCmax = Φ(
√
mT(Σ1 + Σ2)−1m) (see Su and Liu [10]).
Using this formula, we simulated markers by choosing mean vectors and variance–
covariance matrices, whose AUC shown a good discrimination ability, with an AUC above
0.8 or at least near 0.8. The reason behind this is that these models are those whose
dichotomisation by Youden index is interesting in real practice.
Regarding the vector of means, the null vector was considered for the non-diseased
population (m2 = ~0) in all simulated scenarios. For the diseased population, scenarios
considering both the same and different abilities to discriminate between biomarkers were
explored: (i) same mean for each biomarker: m1 = (1.0, 1.0, . . . , 1.0)T ; (ii) different means:
m1 = (0.2, 0.5, 1.0, 0.7)T , m1 = (0.2, 0.4, 0.6, 0.8, 1.0, 1.2, 1.4, 1.6, 1.8, 2.0)T .
Regarding the variance–covariance matrix, for simplicity, the variance of each
biomarker was set to 1, so that covariances equalled correlations. Scenarios were analysed
with the same covariance matrix between populations (Σ1 = Σ2) and different (Σ1 6= Σ2).
Specifically, for the cases with the same covariance matrix, the following scenarios were ex-
plored: (i) independence (Σ1 = Σ2 = I), (ii) medium correlation (Σ1 = Σ2 = 0.5 · I + 0.5 · J),
where I is the identity matrix and J a matrix of all ones, and (iii) negative correlation
(ρ = −0.1) for all pairs of biomarkers. As for the scenarios with different covariance matri-
ces between populations, the following scenarios were analysed: (i) Σ1 = 0.3 · I + 0.7 · J
(high correlation) and Σ2 = 0.7 · I + 0.3 · J (low correlation) (ii) Σ1 = 0.5 · I + 0.5 · J (medium
correlation) and Σ2 = I (independents).
For each scenario, 1000 random samples from underlying distribution were considered
with the following different samples sizes: (i) n1 = n2 = 30; (ii) n1 = n2 = 100; (iii) n1 =
n2 = 500. Each method was applied to each of the simulated scenarios and the maximum
Youden index was obtained.
2.4.2. Application to Real Data
The analysed methods were applied to two real data examples with the aim of diag-
nosing and predicting of Duchenne Muscular Dystrophy and Small for Gestational Age.
Duchenne muscular dystrophy (DMD) is a progressive recessive muscular disorder
that is transmitted from mother to child. It is the most common muscular dystrophy
diagnosed during childhood and early diagnosis is essential to limit its negative conse-
quences [33]. Percy et al. [34] analysed the effectiveness of screening for female DMD
carriers from four biomarkers of blood samples: serum creatine kinase (CK), haemopexin
(H), pyruvate kinase (PK), and lactate dehydrogenase (LD). The available data that were
analysed contain complete information on these four biomarkers of 67 women who are
carriers of the progressive recessive disorder DMD and 127 women who are not carriers.
Small-for-gestational-age (SGA) infants—those with a birth weight below the 10th
percentile—have been associated with increased risk of adverse perinatal outcomes [35,36].
Predicting them from the ultrasound percentile at the 35th gestational week as well as
other fetal and parental variables may help to avoid these outcomes. The dataset analysed
contains information of 4474 pregnancies whose births were assisted at the Miguel Servet
University Hospital, between March 2012 and December 2016. The ability of the methods to
predict SGA at birth was analysed from information of 7 biomarkers: ultrasound percentile
at 35th gestational week, maternal age, parity, maternal body mass index (BMI), Free
Beta Human Chorionic Gonatrodopin (FBHCG), Pregnacy-Associated Plasma Protein-A
(PAPP-A) and paternal height.
3. Results
3.1. Simulations
The results of each method for each simulated scenario are presented as the mean of the
maximum Youden indices obtained in the 1000 random samples as well as the standard de-
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viation. For simplicity, we denote logistic regression, min–max approach, min–max–median
approach and min–max–IQR approach by LR, MM, MMM and MMIQR, respectively.
3.1.1. Normal Distributions
Tables 1 and 2 present the results obtained for the simulated scenarios following
multivariate normal distribution with different means and same means between biomarkers
(in particular, p = 4 and p = 10), respectively.
Specifically, Table 1 analyses, for each sample size, biomarker dataset (p = 4 and
p = 10) and for each validation method (with and without CV), the following simulated
scenarios: (i) independence (Σ1 = Σ2 = I), (ii) medium correlation (Σ1 = Σ2 = 0.5 ·
I + 0.5 · J), (iii) different covariance matrices: Σ1 = 0.3 · I + 0.7 · J (high correlation) and
Σ2 = 0.7 · I + 0.3 · J (low correlation) and (iv) negative correlation (ρ = −0.1).
Table 1. Mean and standard deviation maximum Youden indices for 1000 random samples: normal
distributions. Different means between biomarkers.
Size (n1, n2)
Four Biomarkers Ten Biomarkers
LR MM MMM MMIQR LR MM MMM MMIQR
Independence (Σ1 = Σ2 = I)
Resubstitution method
(30, 30) 0.6057 (0.0957) 0.5556 (0.0962) 0.6177 (0.0884) 0.6126 (0.0877) 0.9995 (0.0055) 0.8736 (0.0563) 0.9621 (0.0338) 0.9580 (0.0356)
(100, 100) 0.5412 (0.0538) 0.4837 (0.0526) 0.5300 (0.0523) 0.5244 (0.0529) 0.9855 (0.0192) 0.8390 (0.0363) 0.9370 (0.0241) 0.9318 (0.0264)
(500, 500) 0.5120 (0.0262) 0.4447 (0.0270) 0.4808 (0.0254) 0.4752 (0.0252) 0.9589 (0.0088) 0.8155 (0.0180) 0.9173 (0.0125) 0.9163 (0.0125)
Based on CV
(30, 30) 0.5199 (0.1101) 0.454 (0.1241) 0.4508 (0.1257) 0.4423 (0.1242) 0.8814 (0.0779) 0.7906 (0.097) 0.7791 (0.1168) 0.7574 (0.1315)
(100, 100) 0.5156 (0.0565) 0.4311 (0.0675) 0.4425 (0.0725) 0.4326 (0.0748) 0.9176 (0.0315) 0.7988 (0.0563) 0.8484 (0.0692) 0.8253 (0.0855)
(500, 500) 0.507 (0.0266) 0.4261 (0.0320) 0.4484 (0.0333) 0.4366 (0.0354) 0.9496 (0.0092) 0.8027 (0.0224) 0.8897 (0.0262) 0.8833 (0.0318)
Medium correlation (Σ1 = Σ2 = 0.5 · I + 0.5 · J)
Resubstitution method
(30, 30) 0.5480 (0.0972) 0.4610 (0.0936) 0.5062 (0.0915) 0.5074 (0.0908) 0.9796 (0.0465) 0.7344 (0.081) 0.7642 (0.0741) 0.7689 (0.0759)
(100, 100) 0.4771 (0.0577) 0.3821 (0.0545) 0.4041 (0.0537) 0.4043 (0.0536) 0.9046 (0.0327) 0.6807 (0.0471) 0.6956 (0.0454) 0.7020 (0.0450)
(500, 500) 0.4428 (0.0273) 0.3320 (0.0271) 0.3420 (0.0268) 0.3410 (0.0267) 0.8734 (0.0149) 0.6491 (0.0223) 0.6558 (0.0218) 0.6634 (0.0223)
Based on CV
(30, 30) 0.4526 (0.1134) 0.3544 (0.1242) 0.3347 (0.1284) 0.3331 (0.1263) 0.7620 (0.0982) 0.6642 (0.1007) 0.6184 (0.1230) 0.6102 (0.1215)
(100, 100) 0.4482 (0.0627) 0.3294 (0.0689) 0.3204 (0.0733) 0.3177 (0.0737) 0.8472 (0.0347) 0.6481 (0.0544) 0.6256 (0.0748) 0.6251 (0.0704)
(500, 500) 0.4374 (0.0272) 0.3153 (0.0300) 0.3108 (0.0329) 0.3075 (0.0352) 0.8636 (0.0151) 0.6385 (0.0241) 0.6374 (0.0263) 0.6350 (0.0320)
Different correlation (Σ1 = 0.3 · I + 0.7 · J, Σ2 = 0.7 · I + 0.3 · J)
Resubstitution method
(30, 30) 0.5512 (0.0973) 0.5106 (0.0919) 0.5500 (0.0846) 0.5506 (0.0863) 0.9831 (0.0392) 0.6493 (0.0832) 0.6939 (0.0799) 0.6925 (0.0802)
(100, 100) 0.4809 (0.0559) 0.4374 (0.0546) 0.4524 (0.0529) 0.4543 (0.0531) 0.9064 (0.0336) 0.5918 (0.0504) 0.6244 (0.0494) 0.6230 (0.0495)
(500, 500) 0.4441 (0.0270) 0.3912 (0.0267) 0.3969 (0.0264) 0.3981 (0.0267) 0.8768 (0.0154) 0.5574 (0.0240) 0.5802 (0.0242) 0.5796 (0.0241)
Based on CV
(30, 30) 0.4579 (0.1080) 0.4029 (0.1202) 0.3832 (0.1246) 0.3825 (0.1247) 0.7696 (0.0976) 0.5260 (0.1227) 0.4965 (0.1265) 0.4960 (0.1239)
(100, 100) 0.4579 (0.0602) 0.3848 (0.0691) 0.3764 (0.0741) 0.3773 (0.0723) 0.8477 (0.0331) 0.5188 (0.0805) 0.5208 (0.0789) 0.5208 (0.0809)
(500, 500) 0.4391 (0.0270) 0.3738 (0.0329) 0.3737 (0.0320) 0.3703 (0.0318) 0.8669 (0.0163) 0.5233 (0.0395) 0.5375 (0.0400) 0.5359 (0.0408)
Negative Correlation (ρ = −0.1)
Resubstitution method
(30, 30) 0.6563 (0.0914) 0.5997 (0.0893) 0.6749 (0.0835) 0.6683 (0.0830)
(100, 100) 0.6030 (0.0527) 0.5321 (0.0534) 0.5966 (0.0501) 0.5888 (0.0512)
(500, 500) 0.5740 (0.0239) 0.4947 (0.0251) 0.5490 (0.0242) 0.5429 (0.0259)
Based on CV
(30, 30) 0.5799 (0.1040) 0.4950 (0.1203) 0.5025 (0.1206) 0.4986 (0.1219)
(100, 100) 0.5820 (0.0528) 0.4861 (0.0686) 0.5133 (0.0708) 0.4999 (0.0711)
(500, 500) 0.5688 (0.0245) 0.4787 (0.0302) 0.5213 (0.0311) 0.5052 (0.0365)
Table 1 shows that in the normal scenarios of independent biomarkers of different
means, the MMM and MMIQR approaches show comparable performance, slightly out-
performing the former, and outperforming the MM approach especially in larger samples.
This behaviour is more pronounced when the number of biomarkers is larger (p = 10).
However, they fall short of LR, which is the best performer. This behaviour is also observed
in the scenario of negative correlations, although in this case the difference in performance
between the summary statistics-based approaches and LR is somewhat smaller. The results
show that the resubstitution method is indeed more optimistic than the one derived from
cross-validation, although the conclusions on the performance comparison are broadly
similar.
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As for the simulated scenarios considering four biomarkers with different covariance
matrices between populations, the new approaches incorporating a new summary statistic
do not reach the performance of the MM approach and could be considered as approaches
with similar performances. However, they outperform the MM approach, albeit only
slightly when the number of biomarkers is larger (p = 10) and sample sizes are larger. The
results show that in the scenarios of biomarkers with medium positive correlations, the
new approaches do not outperform the MM approach in any of the cases based on the
cross-validation method. In all cases, the LR outperforms all other methods.
Table 2 analyses the following simulated scenarios of biomarkers with the same means:
(i) independence (Σ1 = Σ2 = I), (ii) medium correlation (Σ1 = Σ2 = 0.5 · I + 0.5 · J),
(iii) different covariance matrices: Σ1 = 0.3 · I + 0.7 · J (high correlation) and Σ2 = 0.7 · I +
0.3 · J (low correlation) and (iv) different covariance matrices: Σ1 = 0.5 · I + 0.5 · J (medium
correlation) and Σ2 = I (independents).
Table 2. Mean and standard deviation maximum Youden indices for 1000 random samples: normal
distributions. Same means between biomarkers.
Size (n1, n2)
Four Biomarkers Ten Biomarkers
LR MM MMM MMIQR LR MM MMM MMIQR
Independence (Σ1 = Σ2 = I)
Resubstitution method
(30, 30) 0.7664 (0.082 ) 0.7396 (0.0803) 0.7987 (0.0702) 0.7951 (0.0709) 0.9893 (0.0319) 0.8391 (0.0642) 0.9382 (0.0436) 0.9359 (0.0439)
(100, 100) 0.7182 (0.0456) 0.6889 (0.0464) 0.7377 (0.0435) 0.7342 (0.0443) 0.9257 (0.032 ) 0.8013 (0.0389) 0.9051 (0.0300) 0.9037 (0.0302)
(500, 500) 0.6964 (0.0213) 0.6606 (0.0222) 0.7014 (0.0207) 0.6991 (0.0216) 0.8981 (0.0138) 0.7742 (0.0192) 0.8813 (0.0147) 0.8810 (0.0147)
Based on CV
(30, 30) 0.6907 (0.0908) 0.6550 (0.1082) 0.6402 (0.1125) 0.6403 (0.1127) 0.7932 (0.0973) 0.7337 (0.1152) 0.7473 (0.1187) 0.7593 (0.1223)
(100, 100) 0.6977 (0.0476) 0.6432 (0.0623) 0.6607 (0.0653) 0.6526 (0.0667) 0.8667 (0.0309) 0.7377 (0.0716) 0.8222 (0.0701) 0.8127 (0.0762)
(500, 500) 0.6921 (0.0216) 0.6441 (0.0267) 0.6749 (0.0282) 0.6632 (0.0331) 0.8886 (0.0141) 0.7489 (0.0330) 0.8514 (0.0300) 0.8494 (0.0299)
Medium correlation (Σ1 = Σ2 = 0.5 · I + 0.5 · J)
Resubstitution method
(30, 30) 0.5884 (0.0990) 0.5926 (0.0919) 0.6344 (0.0876) 0.6350 (0.0870) 0.6769 (0.0949) 0.6095 (0.0882) 0.6545 (0.0842) 0.6538 (0.0838)
(100, 100) 0.5236 (0.0539) 0.5309 (0.0526) 0.5526 (0.0511) 0.5514 (0.0510) 0.5693 (0.0534) 0.5476 (0.0507) 0.5751 (0.0506) 0.5735 (0.0505)
(500,500) 0.4901 (0.0264) 0.4884 (0.0258) 0.5012 (0.0253) 0.5001 (0.0252) 0.5213 (0.0255) 0.5069 (0.0250) 0.5255 (0.0247) 0.5243 (0.0246)
Based on CV
(30, 30) 0.4972 (0.1124) 0.4898 (0.1160) 0.4681 (0.1240) 0.4710 (0.1224) 0.4466 (0.1144) 0.4931 (0.1296) 0.4648 (0.1263) 0.4592 (0.1263)
(100, 100) 0.4945 (0.0597) 0.4777 (0.0667) 0.4729 (0.0690) 0.4714 (0.0694) 0.4974 (0.0603) 0.4798 (0.0779) 0.4724 (0.0789) 0.4668 (0.0813)
(500, 500) 0.4853 (0.0261) 0.4706 (0.0320) 0.4693 (0.0316) 0.4673 (0.0314) 0.5063 (0.0262) 0.4771 (0.0386) 0.4801 (0.0388) 0.4775 (0.0394)
Different correlation (Σ1 = 0.3 · I + 0.7 · J, Σ2 = 0.7 · I + 0.3 · J)
Resubstitution method
(30, 30) 0.5914 (0.0983) 0.6782 (0.0846) 0.7057 (0.0791) 0.7074 (0.0807) 0.6799 (0.0914) 0.7900 (0.0726) 0.8090 (0.0683) 0.8149 (0.0683)
(100, 100) 0.5304 (0.0546) 0.6211 (0.0497) 0.6325 (0.0482) 0.6348 (0.0485) 0.5769 (0.0535) 0.7425 (0.0434) 0.7502 (0.0425) 0.7559 (0.0427)
(500, 500) 0.4989 (0.0260) 0.5863 (0.0236) 0.5902 (0.0232) 0.5924 (0.0232) 0.5355 (0.0254) 0.7138 (0.0207) 0.7169 (0.0205) 0.7205 (0.0206)
Based on CV
(30, 30) 0.5044 (0.1116) 0.5861 (0.1118) 0.5683 (0.1198) 0.5682 (0.1200) 0.4477 (0.1112) 0.7076 (0.1053) 0.6776 (0.1210) 0.6624 (0.1144)
(100, 100) 0.5028 (0.0570) 0.5771 (0.0630) 0.5722 (0.0673) 0.5711 (0.0650) 0.5060 (0.0613) 0.7007 (0.0585) 0.6982 (0.0637) 0.6770 (0.0664)
(500, 500) 0.4948 (0.0263) 0.5724 (0.0279) 0.5734 (0.0265) 0.5707 (0.0275) 0.5355 (0.0260) 0.7006 (0.0251) 0.7025 (0.0237) 0.6924 (0.0293)
Different correlation (Σ1 = 0.5 · I + 0.5 · J, Σ2 = I)
Resubstitution method
(30, 30) 0.6681 (0.0867) 0.7046 (0.0796) 0.7427 (0.0755) 0.7421 (0.0753) 0.7978 (0.0891) 0.8035 (0.0703) 0.8426 (0.0647) 0.8442 (0.0649)
(100, 100) 0.6181 (0.0506) 0.6548 (0.0483) 0.6796 (0.0473) 0.6795 (0.0476) 0.7308 (0.0469) 0.7601 (0.0417) 0.7919 (0.0397) 0.7927 (0.0394)
(500, 500) 0.5930 (0.0245) 0.6222 (0.0228) 0.6401 (0.0229) 0.6399 (0.0228) 0.7050 (0.0216) 0.7322 (0.0200) 0.7612 (0.0190) 0.7608 (0.0190)
Based on CV
(30, 30) 0.5851 (0.1049) 0.6054 (0.1136) 0.5939 (0.1178) 0.5990 (0.1185) 0.5714 (0.1025) 0.6864 (0.1192) 0.6797 (0.1288) 0.6841 (0.1263)
(100, 100) 0.5940 (0.0530) 0.6076 (0.0624) 0.6144 (0.0645) 0.6167 (0.0630) 0.6742 (0.0510) 0.6996 (0.0712) 0.7113 (0.0743) 0.7081 (0.0764)
(500, 500) 0.5894 (0.0248) 0.6060 (0.0274) 0.6194 (0.0275) 0.6192 (0.0279) 0.6954 (0.0222) 0.7114 (0.0292) 0.7286 (0.0334) 0.7286 (0.0335)
Table 2 shows, as Table 1, that in simulated normal independent biomarker scenarios
the MMM and MMIQR approaches outperform the MM approach, although the LR is the
best performer based on CV. However, in this case of scenarios of biomarkers with same
means, the difference in performance between the MMM and MMIQR approaches and the
LR is significantly lower.
The results in Table 2 show that in the simulated scenarios of biomarkers with positive
medium correlation, summary statistics-based methods (MM, MMM, MMIQ) could be
considered to perform comparably in larger sample sizes considering the cross-validation
method. Although LR still dominates over the other methods, the difference is considerably
smaller than considering biomarkers with different means (Table 1).
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However, the results show that in the simulated scenarios with different covariance
matrices between groups, the MM approach outperforms the LR approach. Furthermore,
in the scenario where biomarkers within a group are independent, the proposed MMM
and MMIQR approaches slightly exceed the MM approach for larger sample sizes.
3.1.2. Non-Normal Distributions
Table 3 shows the results obtained from the following simulated scenarios following
a log-normal distribution: (i) biomarkers with different means and medium correlation
(Σ1 = Σ2 = 0.5 · I + 0.5 · J), (ii) biomarkers with different means and different covariance
matrices: Σ1 = 0.3 · I + 0.7 · J (high correlation) and Σ2 = 0.7 · I + 0.3 · J (low correlation),
(iii) biomarkers with same means and medium correlation (Σ1 = Σ2 = 0.5 · I + 0.5 · J),
(iv) biomarkers with same means and different covariance matrices: Σ1 = 0.3 · I + 0.7 · J
(high correlation) and Σ2 = 0.7 · I + 0.3 · J (low correlation), and (v) biomarkers with same
means and different covariance matrices: Σ1 = 0.5 · I + 0.5 · J (medium correlation) and
Σ2 = I (independents).
Table 3. Mean and standard deviation maximum Youden indices for 1000 random samples: Non-
normal distributions. Log-normal.
Size (n1, n2)
Four Biomarkers Ten Biomarkers
LR MM MMM MMIQR LR MM MMM MMIQR
Different means. Medium correlation (Σ1 = Σ2 = 0.5 · I + 0.5 · J)
Resubstitution method
(30, 30) 0.5290 (0.1009) 0.4506 (0.0988) 0.5053 (0.0914) 0.5076 (0.0915) 0.9650 (0.0593) 0.6969 (0.0853) 0.7593 (0.0752) 0.7624 (0.0755)
(100, 100) 0.4594 (0.0588) 0.3798 (0.0558) 0.4036 (0.0537) 0.4052 (0.0538) 0.8765 (0.0378) 0.6571 (0.0486) 0.6905 (0.0459) 0.6948 (0.0458)
(500, 500) 0.4278 (0.0283) 0.3323 (0.0270) 0.3425 (0.0269) 0.3428 (0.0269) 0.8428 (0.0168) 0.6319 (0.0231) 0.6513 (0.0219) 0.6552 (0.0221)
Based on CV
(30, 30) 0.4272 (0.1230) 0.3709 (0.1132) 0.3344 (0.1241) 0.3367 (0.1273) 0.7254 (0.1006) 0.6652 (0.1006) 0.5902 (0.1203) 0.5948 (0.1203)
(100, 100) 0.4277 (0.0634) 0.3348 (0.0660) 0.3148 (0.0681) 0.3172 (0.0675) 0.8161 (0.0403) 0.6420 (0.0556) 0.5875 (0.0826) 0.5947 (0.0776)
(500, 500) 0.4220 (0.0282) 0.3113 (0.0316) 0.3054 (0.0342) 0.3051 (0.0340) 0.8320 (0.0176) 0.6289 (0.0235) 0.6029 (0.0452) 0.6074 (0.0419)
Different means. Different correlation (Σ1 = 0.3 · I + 0.7 · J, Σ2 = 0.7 · I + 0.3 · J)
Resubstitution method
(30, 30) 0.5139 (0.1018) 0.5047 (0.0915) 0.5423 (0.0853) 0.5400 (0.0860) 0.9614 (0.0577) 0.6431 (0.0845) 0.6901 (0.0803) 0.6892 (0.0798)
(100, 100) 0.4476 (0.0609) 0.4318 (0.0544) 0.4468 (0.0534) 0.4470 (0.0534) 0.8637 (0.0407) 0.5847 (0.0506) 0.6214 (0.0492) 0.6206 (0.0493)
(500, 500) 0.4157 (0.0286) 0.3881 (0.0271) 0.3934 (0.0269) 0.3936 (0.0270) 0.8304 (0.0176) 0.5498 (0.0238) 0.5770 (0.0242) 0.5764 (0.0242)
Based on CV
(30, 30) 0.4118 (0.1166) 0.4063 (0.1183) 0.3872 (0.1236) 0.3925 (0.1243) 0.7080 (0.1006) 0.5195 (0.1189) 0.5258 (0.1184) 0.5329 (0.1180)
(100, 100) 0.4161 (0.0628) 0.3889 (0.0670) 0.3760 (0.0712) 0.3852 (0.0686) 0.8001 (0.0409) 0.5044 (0.0831) 0.5308 (0.0747) 0.5379 (0.0742)
(500, 500) 0.4097 (0.0287) 0.3761 (0.0294) 0.3726 (0.0318) 0.3751 (0.0303) 0.8196 (0.0182) 0.5195 (0.0402) 0.5314 (0.0436) 0.5412 (0.0385)
Same means. Medium correlation (Σ1 = Σ2 = 0.5 · I + 0.5 · J)
Resubstitution method
(30, 30) 0.5729 (0.1016) 0.5911 (0.0924) 0.6325 (0.0887) 0.6331 (0.0881) 0.6800 (0.1042) 0.6058 (0.0900) 0.6527 (0.0851) 0.6523 (0.0843)
(100, 100) 0.5103 (0.0549) 0.5292 (0.0522) 0.5520 (0.0514) 0.5514 (0.0514) 0.5538 (0.0549) 0.5448 (0.0510) 0.5736 (0.0505) 0.5733 (0.0505)
(500, 500) 0.4811 (0.0265) 0.4873 (0.0258) 0.5002 (0.0253) 0.4995 (0.0253) 0.5120 (0.0260) 0.5056 (0.0252) 0.5251 (0.0248) 0.5242 (0.0247)
Based on CV
(30, 30) 0.4867 (0.1111) 0.4975 (0.1120) 0.4767 (0.1181) 0.4803 (0.1180) 0.4316 (0.1182) 0.4926 (0.1162) 0.4866 (0.1182) 0.4910 (0.1208)
(100, 100) 0.4858 (0.0600) 0.4693 (0.0667) 0.4687 (0.0674) 0.4717 (0.0684) 0.4866 (0.0613) 0.4669 (0.0766) 0.4798 (0.0701) 0.4827 (0.0714)
(500, 500) 0.4779 (0.0266) 0.4585 (0.0353) 0.4626 (0.0334) 0.4652 (0.0333) 0.4997 (0.0263) 0.4631 (0.0453) 0.4800 (0.0421) 0.4824 (0.0399)
Same means. Different correlation (Σ1 = 0.3 · I + 0.7 · J, Σ2 = 0.7 · I + 0.3 · J)
Resubstitution method
(30, 30) 0.5445 (0.1042) 0.6730 (0.0849) 0.6990 (0.0802) 0.6979 (0.0813) 0.6437 (0.0957) 0.7783 (0.0739) 0.7988 (0.0708) 0.7993 (0.0712)
(100, 100) 0.4714 (0.0559) 0.6172 (0.0499) 0.6286 (0.0486) 0.6291 (0.0486) 0.5129 (0.0548) 0.7292 (0.0446) 0.7382 (0.0440) 0.7393 (0.0442)
(500, 500) 0.4365 (0.0265) 0.5840 (0.0237) 0.5880 (0.0235) 0.5885 (0.0235) 0.4590 (0.0259) 0.7010 (0.0206) 0.7050 (0.0205) 0.7057 (0.0205)
Based on CV
(30, 30) 0.4525 (0.1149) 0.5914 (0.1127) 0.5753 (0.1167) 0.5866 (0.1154) 0.4020 (0.1141) 0.7084 (0.1008) 0.6903 (0.1066) 0.7007 (0.1006)
(100, 100) 0.4472 (0.0576) 0.5854 (0.0589) 0.5744 (0.0630) 0.5819 (0.0596) 0.4386 (0.0621) 0.6977 (0.0558) 0.6904 (0.0592) 0.6949 (0.0567)
(500, 500) 0.4324 (0.0271) 0.5744 (0.0257) 0.5723 (0.0264) 0.5743 (0.0254) 0.4435 (0.0264) 0.6917 (0.0229) 0.6905 (0.0234) 0.6916 (0.0234)
Same means. Different correlation (Σ1 = 0.5 · I + 0.5 · J, Σ2 = I)
Resubstitution method
(30, 30) 0.5932 (0.0974) 0.6942 (0.0825) 0.7296 (0.0787) 0.7287 (0.0789) 0.7222 (0.0960) 0.7924 (0.0738) 0.8340 (0.0669) 0.8334 (0.0669)
(100, 100) 0.5248 (0.0543) 0.6477 (0.0503) 0.6712 (0.0484) 0.6708 (0.0486) 0.6206 (0.0524) 0.7506 (0.0423) 0.7850 (0.0408) 0.7844 (0.0406)
(500, 500) 0.4966 (0.0268) 0.6188 (0.0238) 0.6350 (0.0231) 0.6347 (0.0231) 0.5770 (0.0250) 0.7276 (0.0206) 0.7560 (0.0195) 0.7556 (0.0195)
Based on CV
(30, 30) 0.5074 (0.1089) 0.6123 (0.1107) 0.6031 (0.1127) 0.6187 (0.1085) 0.4840 (0.1158) 0.7215 (0.1004) 0.7031 (0.1135) 0.7261 (0.1033)
(100, 100) 0.5006 (0.0566) 0.6182 (0.0557) 0.6138 (0.0625) 0.6256 (0.0577) 0.5474 (0.0565) 0.7286 (0.0508) 0.7178 (0.0687) 0.7365 (0.0565)
(500, 500) 0.4918 (0.0270) 0.6100 (0.0249) 0.6141 (0.0293) 0.6198 (0.0255) 0.5619 (0.0258) 0.7221 (0.0217) 0.7310 (0.0304) 0.7399 (0.0237)
The results in Table 3 show that, under cross-validation, in the simulated scenarios
of biomarkers with different means and medium correlation, the MMM and MMIQR
approaches do not outperform the MM approach and the LR significantly dominates over
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the rest. In scenarios with different covariance matrices between groups with a higher
number of biomarkers (p = 10), although LR remains the best performer, the MMM and
MMIQR approaches outperform the MM approach, with the MMIQR approach being
slightly superior.
However, in the biomarker scenarios with the same means, considering medium
correlation between biomarkers, the results show that for larger sample sizes the MMM
and MMIQR approaches outperform the MM approach in this case, with the MMIQR
approach being very slightly superior.
For the simulated scenarios of biomarkers with the same means and different co-
variance matrices between groups, the summary statistics-based approaches outperform
logistic regression. For the scenario with independent biomarkers in one group, the MMIQR
approach outperforms the others by applying the cross-validation method.
3.1.3. High-Dimensional Scenarios: Normal Distributions
Table 4 analyses the following simulated scenarios of p = 100 normal biomarkers with
the same means for a smaller sample size (n1 = n2 = 30): (i) independence (Σ1 = Σ2 = I)
and (ii) different covariance matrices: Σ1 = 0.5 · I + 0.5 · J (medium correlation) and Σ2 = I
(independents).
Table 4. Mean and standard deviation maximum Youden indices for 1000 random samples. High-
dimensional scenarios (p = 100): Normal distributions. Same means between biomarkers.
Independence (Σ1 = Σ2 = I)
Size (n1, n2) LR MM MMM MMIQR
Resubstitution method
(30, 30) 1 (0) 0.4364 (0.094) 0.7358 (0.077) 0.7307 (0.0785)
Based on CV
(30, 30) 0.1684 (0.0952) 0.2602 (0.1084) 0.4577 (0.1372) 0.4527 (0.1391)
Different correlation (Σ1 = 0.5 · I + 0.5 · J, Σ2 = I)
Size (n1, n2) LR MM MMM MMIQR
Resubstitution method
(30, 30) 1 (0) 0.9121 (0.0518) 0.9277 (0.047) 0.9308 (0.0459)
Based on CV
(30, 30) 0.1568 (0.0912) 0.8433 (0.0718) 0.807 (0.1226) 0.7067 (0.1477)
Table 4 shows that in these scenarios where the size of the variables is larger than the
sample size, the LR model is significantly overfitted. The results obtained based on CV show
that statistics-based algorithms are superior to LR. This difference is most noticeable in the
scenario with different covariance matrices. In this scenario, our approaches (MMM and
MMIQR) fail to outperform the MM approach. However, in the scenario of independent
biomarkers, our approaches outperform it. These results are in line with the conclusions
drawn from the results in Section 3.1.1.
3.2. Computational Times
Our proposed approach uses the information provided by a set of predictive markers
in three new markers derived from them. This is an automated calculus that it is not
time-consuming. From them, we estimated the coefficients of the model by an extensive
search using a step by step approach. We want to remark that computational times for this
approach are reasonably independent of the sample size. In our simulations, the compu-
tational times of our proposed approaches ranged from 8 to 154 seconds using a sample
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size ranging from 60 to 20,000 individuals showing that our algorithm is computationally
tractable in high dimensionality.
3.3. Real Datasets
3.3.1. Duchenne Muscular Dystrophy Dataset
Figure 1 represents the information of each biomarker for each group (carrier and
non-carrier groups).
Figure 1. Information from DMD dataset.
As the variances of the four biomarkers differ from each other, it was necessary to
normalise the values of each biomarker before applying the methods based on summary
statistics. This normalisation is important to avoid different units of measurement and to
ensure the consistent use of these approaches.
The analysed methods were applied to this dataset with the aim of finding the optimal
combination of the four biomarkers that achieves the maximum Youden index. The
estimates of the Youden index of each biomarker (CK, H, PK, LD) in a univariate way were
0.6124, 0.4172, 0.5079, and 0.5776.
Table 5 shows the maximum Youden index achieved as well as their respective sensi-
tivity and specificity values, using both the resubstitution and the cross-validation-based
methods. The MMM approach outperforms the MM approach, although it does not reach
the performance of the LR, which is the best performer, achieving a Youden index of 0.7948
after cross-validation.
Table 5. Maximum Youden index for each method. DMD dataset.
Methods
Resubstitution Method Based on CV
Youden Sensitivity Specificity Youden Sensitivity Specificity
LR 0.8106 0.8657 0.9449 0.7948 0.8657 0.9291
MM 0.7335 0.8358 0.8976 0.5602 0.8358 0.7244
MMM 0.8019 0.8806 0.9213 0.6472 0.6866 0.9606
MMIQR 0.7948 0.8657 0.9291 0.5535 0.6716 0.8819
The results rounded to four decimal places are displayed.
3.3.2. Small for Gestational Age Dataset
Figure 2 represents the information of each biomarker for each group (SGA and
non-SGA group). Before applying the summary statistics-based methods, a normalisation
was applied.
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Figure 2. Information from SGA dataset.
Table 6 shows the maximum Youden index achieved for all methods studied as well
as their respective sensitivity and specificity values, using both the resubstitution and
the cross-validation-based methods. The MMM and MMIQR approaches outperform the
MM approach, although they do not match the performance of the LR, which is the best
performer, achieving a Youden index of 0.5901 after cross-validation. In this example,
the MMM and MMIQR approaches outperform the MM approach more markedly than
the previous example, which includes a smaller number of biomarkers (p = 4). These
results therefore show that for a larger number of biomarkers, the benefit of using the
approaches, incorporating a new summary statistic (MMM, MMIQR vs. MM approach),
was greater. These conclusions were also drawn from the simulated data. Specifically, this
is a scenario with a predictor, the estimated percentile weight at the 35th week, with a
greater discrimination ability than the rest of predictor variables. It seems that in this case,
the MM approach cannot capture the added discrimination ability of the set of biomarkers;
in this case, the improvement of MMM and MMIQ approaches is more clear.
Table 6. Maximum Youden index for each method. SGA dataset.
Methods
Resubstitution method Based on CV
Youden Sensitivity Specificity Youden Sensitivity Specificity
LR 0.5971 0.7639 0.8332 0.5901 0.7687 0.8214
MM 0.1631 0.9108 0.2523 0.1422 0.6554 0.4868
MMM 0.3692 0.6988 0.6704 0.3400 0.7373 0.6026
MMIQR 0.3644 0.7373 0.6270 0.2322 0.6410 0.5913
Although for none of the real examples analysed did the summary statistics-based
approaches outperform LR, it is clear from this analysis that the proposed approaches
outperform the MM approach, which has been shown in the simulation to have superior
discrimination ability than the LR for specific scenarios of different covariance matrices
between groups and the same univariate predictive ability of biomarkers.
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4. Discussion and Conclusions
In this study, we propose new summary statistics-based approaches and compare their
performances with the min–max approach and logistic regression under Youden index
optimisation, which are computationally tractable approaches regardless of the problem
dimension. The methods were applied to both simulated data and two real datasets.
The results of the comparison using cross-validation (Tables 1–3) suggest that a logistic
regression should be used over the other summary statistics-based approaches when the
number of biomarkers is smaller than the sample size, except in scenarios of biomarkers
with the same predictive ability and different covariance matrices between groups (Table 2),
where summary statistics-based approaches are recommended, which outperformed logis-
tic regression. In fact, generally, differences in performance were smaller when considering
scenarios with biomarkers with the same means (Table 2). The study by Kang et al. [20],
but under AUC optimisation, led to a similar conclusion regarding optimal scenarios for
the min–max approach.
The results showed that the proposed new approaches outperform the min–max
approach in general when independent biomarkers are included. This difference increases
when the number of biomarkers is larger. These results may be expected as independent
information as well as a larger number of biomarkers may contribute to the fact that it is
insufficient to consider only the minimum and maximum values of biomarkers. Although
no significant differences were found between the MMM and MMIQR approaches, the
MMIQR approach slightly outperformed the MMM approach in non-normal distributions
and the MMM approach overall slightly outperformed the others in all other scenarios.
This could indicate that in asymmetric distributions, the incorporation of a dispersion
measure could be a good option.
In scenarios where the number of biomarkers is higher than the sample size (Table 4), the re-
sults showed that the logistic regression overfitted the data. Our approaches outperformed
the min–max approach when biomarkers were independent. These results are in line with
previous results and demonstrate the advantage of our approaches which, in addition to
always being computationally feasible, do not overfit the data due to their inherent feature
of dimensionality reduction involving all biomarkers across the summary information.
The performance of the analysed methods achieved on the real datasets showed
similar conclusions to those deduced from the simulation. Although in none of the real
examples analysed did the summary statistics-based approaches outperform the logistic
approach, in both cases the proposed methods outperformed the MM approach.
The application of dimensionality reduction techniques before applying a method
could be an alternative to avoid overfitting. The selection of biomarkers with high predic-
tive power might seem to be a solution for dimensionality reduction. However, it has been
shown that the predictive power alone of each biomarker may not be the best approach for
selection. Pinsky and Zhou [37] demonstrated that in fact statistical correlation patterns
had a greater implication on the combination of higher performing biomarkers. Therefore,
a high number of biomarkers with low predictive ability could be available, yet their
combination achieves higher performance. Therefore, methods that use information from a
large number of biomarkers, while being computationally tractable, are necessary.
Our proposed distribution-free approach incorporates information from all the original
biomarkers through their summary statistics, while the problem remains computationally
tractable (p = 3). Pepe and Thomson [15] proposed non-parametric approaches to opti-
mise linear models under AUC optimisation but with reduced dimensionality. Ma and
Huang [38] and Wang et al. [39] introduced semiparametric approaches that approximated
the empirical AUC by a sigmoid function. Komori et al. [40] proposed a method based
on a boosting algorithm for maximisation of the AUC. They used cross-validation tech-
niques to select the best model. None of those methods is fully non-parametric, and their
performance relies on a good selection of some parameters.
Liu et al. [21] proposed a non-parametric approach that linearly combines the minimum
and maximum values of the biomarkers, involving only a single coefficient search. Therefore,
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the problem is computable as it is reduced to estimating a single parameter regardless of the
number of biomarkers. In addition to being able to take advantage of the information from
multiple biomarkers that are measured with the same unit, another advantage of this min–max
procedure is that repeated measurements of a single biomarker can be combined as two new
markers and can therefore also be an option for longitudinal studies. However, using the
information from the minimum and maximum biomarker values may not be sufficient in terms
of discrimination, especially when the number of biomarkers is high. The proposed algorithm
incorporates more information from the original variables than the min–max approach (three
variables). A stepwise algorithm is performed to estimate the linear combination. All this
implies that our proposal always remains computationally tractable (p = 3) and has inherent
dimensionality reduction properties.
With regard to the strengths of our study, we can list the following. These algorithms
are fully non-parametric approaches and do not require distribution assumption for their
application. They use information from all biomarkers, incorporate more information than
the min–max approach and are also computationally tractable regardless of the number
of biomarkers. In addition, we verified their superiority in some simulated scenarios,
highlighting that they are good alternatives in predictive models.
However, our study has some limitations. In the comparison analysis we used a
unique standard method, the logistic regression. We did not perform a comparison with
other methodologies as kernel approaches or machine learning algorithms; therefore, we
cannot propose our algorithm as the best method in any scenario.
For future work, a more extensive study comparing more methods could be carried
out. Applying dimensionality reduction techniques (such as principal component analysis)
before applying the methods could also be explored. Extending the comparison study for a
more extensive simulation, e.g., taking into account scenarios with larger sample sizes, is also
proposed as a line of future work. It is also proposed to analyse the new methods proposed in
other real datasets. An example could be the one analysed by Liu et al. (autism disease), where
conditions were optimal for the MM approach, and it could thus be explored as to whether in
this case the proposed approaches outperform the MM approach. Readers are also encouraged
to adapt our proposed approaches using a different linear combination estimation (a different
stepwise algorithm) as well as to explore their performances considering other target metrics.
In summary, in this article, we present to the scientific community a new approach com-
bining summary statistics of biomarkers (min–max–median, min–max–IQR approaches)
that has the advantage of being always computable and not being subject to any distribu-
tional assumptions. This approach aims to discriminate between two groups (disease and
non-disease) and can therefore be a key to and helpful in clinical decision making. The
Youden index, which is a widely used metric in the absence of consensus, was considered
as an objective function. Comparisons in various scenarios allowed us to discover the
scenarios in which the approaches are most optimal. Specifically:
• Our proposed approaches outperform classical logistic regression using original
biomarkers when the number of biomarkers is larger than the sample size.
• Additionally, they performed well in scenarios of biomarkers with the same predictive
ability and different covariance matrices between groups.
• Our approaches performed better than the min–max approach when biomarkers are
independent and in the real scenarios.
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The following abbreviations are used in this manuscript:
AUC Area Under the ROC curve
BMI Body Mass Index
CK Serum Creatine Kinase
CV Cross-Validation








PAPP-A Pregnacy-Associated Plasma Protein-A
pAUC Partial Area Under the ROC curve
PK Pyruvate Kinase
ROC Receiver Operating Characteristic
SGA Small-for-Gestational-Age
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