We introduce G-Lévy processes which develop the theory of processes with independent and stationary increments under the framework of sublinear expectations. We then obtain the Lévy-Khintchine formula and the existence for G-Lévy processes. We also introduce G-Poisson processes.
Introduction
Distribution and independence are two important notions in the theory of probability and statistics. These two notions were introduced in [20, 19] under the framework of sublinear expectations. Recently a new central limit theorem (CLT) under sublinear expectations has been obtained in [24] based on a new i.i.d. assumption. The corresponding limit distribution of the CLT is a G-normal distribution. This new type of sublinear distributions was firstly introduced in [21] (see also [22] [23] [24] [25] ) for a new type of G-Brownian motion and the related calculus of Itô's type.
G-Brownian motion has a very rich and interesting new structure which non-trivially generalizes the classical one. Briefly speaking a G-Brownian motion is a continuous process with independent and stationary increments under a given sublinear expectation. A very interesting new phenomenon of G-Brownian motion is that its quadratic process is also a continuous process with independent and stationary increments, and thus can be still regarded as a G-Brownian motion. A natural problem is how to develop the theory of Lévy processes, i.e., processes with independent and stationary increments but not necessarily continuous, under sublinear expectations. In particular, how to define Poisson processes under sublinear expectations.
The purpose of this paper is to study the distribution property, i.e., Lévy-Khintchine formula, of a Lévy process under sublinear expectations. The corresponding Lévy-Itô decomposition will be discussed in our forthcoming work. We introduce G-Lévy processes for simplicity and obtain that the corresponding distributions satisfy a new type of nonlinear parabolic integro-partial differential equations. Conversely, we can directly construct G-Lévy processes from these type of equations. A specific case is G-Poisson processes. By comparison with classical methods, our methods are more simple and direct. Books on Lévy processes, e.g., [5, 18, 27] , are recommended for understanding the present results.
This paper is organized as follows: in Section 2, we recall some important notions and results of sublinear expectations and G-Brownian motions. In Section 3 we introduce G-Lévy processes. We discuss the characterization of G-Lévy processes in Section 4. In Section 5 we obtain the Lévy-Khintchine formula for G-Lévy processes. The existence of G-Lévy processes is given in Section 6. For reader's convenience we present some basic results of this new type of nonlinear parabolic integro-partial differential equations in the Appendix.
Basic settings
We present some preliminaries in the theory of sublinear expectations and the related G-Brownian motions. More details of this section can be found in [19] [20] [21] [22] [23] [24] [25] .
Sublinear expectation
Let Ω be a given set and let H be a linear space of real functions defined on Ω such that if X 1 , . . . , X n ∈ H, then ϕ(X 1 , · · · , X n ) ∈ H for each ϕ ∈ C Lip (R n ), where C Lip (R n ) denotes the space of Lipschitz functions.
Remark 1
In particular, all constants belong to H and |X|, X + , X − ∈ H if X ∈ H.
Here we use C Lip (R n ) in our framework only for some convenience of techniques. In fact our essential requirement is that H contains all constants and, moreover, X ∈ H implies |X| ∈ H. In general, C Lip (R n ) can be replaced by other spaces for specific problem. We list other two spaces used in this paper.
• C b.Lip (R n ): the space of bounded and Lipschitz functions;
• C k b (R n ): the space of bounded and k-time continuously differentiable functions with bounded derivatives of all orders less than or equal to k.
Definition 2 A sublinear expectationÊ on H is a functionalÊ : H → R satisfying the following properties: for all X, Y ∈ H, we have
The triple (Ω, H,Ê) is called a sublinear expectation space (compare with a probability space (Ω, F , P )).
Remark 3
If the inequality in (c) is equality, thenÊ is a linear expectation on H. We recall that the notion of the above sublinear expectations was systematically introduced by Artzner, Delbaen, Eber and Heath [2, 3] , in the case where Ω is a finite set, and by Delbaen [9] for the general situation with the notation of risk measure: ρ(X) :=Ê[−X]. See also Huber [15] for even earlier study of this notionÊ (called the upper expectation E * in Ch. 10 of [15] ).
Let X = (X 1 , . . . , X n ), X i ∈ H, denoted by X ∈ H n , be a given ndimensional random vector on a sublinear expectation space (Ω, H,Ê). We define a functional on C Lip (R n ) bŷ
) forms a sublinear expectation space.F X is called the distribution of X.
Remark 4
If the distributionF X of X ∈ H is not a linear expectation, then X is said to have distributional uncertainty. The distribution of X has the following four typical parameters:
The intervals [µ,μ] and [σ 2 ,σ 2 ] characterize the mean-uncertainty and the varianceuncertainty of X.
The following simple properties are very useful in sublinear analysis.
e., Y has no mean uncertainty. Then we havê Proposition 7 For each X, Y ∈ H, we have
Proof. It is simply because we haveÊ[X + Y ] ≤Ê[X] +Ê[Y ] and
Proof. By sub-additivity and monotonicity ofÊ [·] , it is easy to prove the inequalities.
We recall some important notions under sublinear expectations.
Definition 8 Let X 1 and X 2 be two n-dimensional random vectors defined respectively on sublinear expectation spaces (Ω 1 , H 1 ,Ê 1 ) and (Ω 2 , H 2 ,Ê 2 ). They are called identically distributed, denoted by
It is clear that X 1 d = X 2 if and only if their distributions coincide.
n is said to be independent from another random vector
m is said to be an independent copy of X ifX d = X and X is independent from X.
Remark 10 Under a sublinear expectation space (Ω, H,Ê). Y is independent from X means that the distributional uncertainty of Y does not change after the realization of X = x. Or, in other words, the "conditional sublinear expectation" of Y knowing X isÊ[ϕ(x, Y )] x=X . In the case of linear expectation, this notion of independence is just the classical one.
It is important to note that under sublinear expectations the condition "Y is independent from X" does not imply automatically that "X is independent from Y ". See the following example:
Example 11 We consider a case whereÊ is a sublinear expectation and X, Y ∈ H are identically distributed withÊ
In the case where Y is independent from X, we haveÊ
But if X is independent from Y we havê
G-Brownian motion
For a given positive integer n, we denote by x, y the scalar product of x, y ∈ R n and by |x| = x, x 1/2 the Euclidean norm of x. We also denote by S(d) the space of all d × d symmetric matrices and by R n×d the space of all n × d matrices. For A, B ∈ S(d), A ≥ B means that A − B is non-negative.
Definition 12 (G-normal distribution with zero mean) A d-dimensional random vector X = (X 1 , · · · , X d ) on a sublinear expectation space (Ω, H,Ê) is said to be G-normally distributed if for each a , b ≥ 0 we have
whereX is an independent copy of X. Here the letter G denotes the function
It is easy to prove thatÊ[X i ] =Ê[−X i ] = 0 for i = 1, . . . , d and the function G is a monotonic and sublinear function. 
Remark 14
IfÊ is a linear expectation in the above two definitions, then the function G is a linear function, X is classically normal and (B t ) t≥0 is classical Brownian motion.
The above two definitions can be non-trivially generalized to the following situations.
where (X,η) is an independent copy of (X, η). Here the letter G denotes the function
Obviously, X isḠ-normally distributed withḠ(A) = G(0, A). The distribution of η can be seen as the pure uncertainty of mean (see [22] [23] [24] [25] ). It is easy to prove that G is a sublinear function monotonic in A ∈ S(d). (ii) For each t, s ≥ 0, B t+s − B t is independent from (B t1 , B t2 , . . . , B tn ) for each n ∈ N and 0 ≤ t 1 ≤ · · · ≤ t n ≤ t;
The construction of G-Brownian motion was first given in [21, 22] and Gdistributed random vector was given in [24] .
Moreover, we have the characterization of the generalized G-Brownian motion (see [23, 25] ).
(ii) For each t, s ≥ 0, X t+s −X t and X s are identically distributed and X t+s −X t is independent from (X t1 , X t2 , . . . , X tn ) for each n ∈ N and 0 ≤ t 1 ≤ · · · ≤ t n ≤ t;
Then (X t ) t≥0 is a generalized G-Brownian motion, where
Remark 18
In fact, paths of (X t ) t≥0 in the above theorem are continuous due to the condition (iii) (see [12, 16] ). In the following sections, we consider Lévy processes without the condition (iii) which contain jumps.
G-Lévy processes
A process {X t (ω) : ω ∈ Ω, t ≥ 0} defined on a sublinear expectation space (Ω, H,Ê) is called càdlàg if for each ω ∈ Ω, lim δ↓0 X t+δ (ω) = X t (ω) and X t− (ω) := lim δ↓0 X t−δ (ω) exists for all t ≥ 0. We now give the definition of Lévy processes under sublinear expectations.
is called a Lévy process if the following properties are satisfied:
(ii) Independent increments: for each t, s > 0, the increment X t+s − X t is independent from (X t1 , X t2 , . . . , X tn ), for each n ∈ N and 0 ≤ t 1 ≤ · · · ≤ t n ≤ t;
(iii) Stationary increments: the distribution of X t+s − X t does not depend on t.
Remark 20 If (X t ) t≥0 is a Lévy process, then the finite dimensional distribution of (X t ) t≥0 is uniquely determined by the distribution of X t for each t ≥ 0.
Proof. By the definition of distribution and independence, it is easy to prove the result.
Let (X t ) t≥0 be a d-dimensional Lévy process defined on a sublinear expectation space (Ω, H,Ê). In this paper, we suppose that there exists a 2d-dimensional Lévy process (X
where
] is a nonlocal operator defined by
We first show that the definition of G X [f (·)] is meaningful. For this we need the following lemmas.
where C p is a constant only depending on p.
Proof. This is a direct consequence of Theorem 17.
Proof. It is easy to check that
Note that Df is bounded, then we get
It is easy to obtainÊ[|I
we conclude the result.
Proof. We define
Obviously, g(0) = 0. For each t, s ∈ [0, 1],
Similar to the above estimate, it is not difficult to prove that
where C is a constant independent of δ and t 0 . Thus
Letting t 0 ↓ 0, we get the result.
By the above two lemmas, we know that the definition of
2) Sub-additivity:
3) Positive homogeneity:
Now we give the definition of viscosity solution for (2).
Definition 30 A bounded upper semicontinuous (lower semicontinuous) function u is called a viscosity subsolution (viscosity supersolution) of the equation
A bounded continuous function u is called a viscosity solution of the equation (2) if it is both a viscosity subsolution and a viscosity supersolution.
We now give the characterization of G-Lévy processes.
Then u is a viscosity solution of the equation (2) .
Proof. We first show that u is a continuous function. Obviously, |u(t, x) − u(t, y)| ≤ C|x − y|. Note that
such that ψ ≥ u and ψ(t, x) = u(t, x), we have
By the definition of G X , we get
Hence, u is a viscosity subsolution of (2) . Similarly, we can prove that u is a viscosity supersolution of (2). Thus u is a viscosity solution of (2).
Remark 32 We do not know the uniqueness of viscosity solution for (2) . For this, we need the following representation of G X .
Lévy-Khintchine representation of G X
In this section, we give a representation of the infinitesimal generator G X , which can be seen as the Lévy-Khintchine formula for G-Lévy processes. We first give some lemmas.
Proof. Since f (x) = o(|x|), there exists a sequence {δ n : n ≥ 1} such that δ n ↓ 0 and |f (x)| ≤ 1 n |x| on |x| ≤ δ n . For each fixed δ n , we can choose f
where L is the Lipschitz constant of f . Thuŝ
By Lemma 29 and the above estimate, we conclude the result by letting first ε ↓ 0 and then n → ∞.
We denote by
It is clear that L 0 and L are both linear spaces. Now we define a functionalF[·] on L bŷ
Similar to the proof of the above lemma, we know that the definition ofF[·] is meaningful.
Lemma 34
The functionalF : L → R satisfies the following properties:
Proof. It is easy to prove (1), (2) and (3). We now prove (4). For each fixed 0 < η 1 < η 2 < ∞, it is easy to check
Noting that sup η1≤|y|≤η2 f n (y) ↓ 0, we have
Letting first η 1 → 0 and then η 2 → ∞, we obtain (4).
By (2) and (3) of the above lemma, we immediately obtain that there exists a family of linear functionals {F u : u ∈ U 0 } defined on L such that
The proof can be found in [24] . Note that (1) and (4) 
Thuŝ
Taking specific f , we can easily prove that
(1) For each ε > 0, sup v∈V v({z : |z| ≥ ε}) < ∞.
(2) For each ε > 0, the restriction of V on the set {z : |z| ≥ ε} is tight.
In fact, it is easy to deduce that (3) implies (1) and (2) . Similarly, it is also easy to show that all (p ′ , q ′ , Q) in U 0 are bounded. Now we give the representation of G X . For each f ∈ C 3 b (R d ) with f (0) = 0, by Lemma 28 and the above analysis, we have
Note that sup v∈V R d |z|v(dz) < ∞ , then we have the following Lévy-Khintchine representation of G X :
We summarize the above discussions as a theorem.
has the Lévy-Khintchine representation (7), where
We then immediately have the following theorem.
Then u is the unique viscosity solution of the following integro-partial differential equation:
where U represents G X .
Proof. By Theorem 35 and 31, u is a viscosity solution of (9) . For the uniqueness, see appendix.
Remark 37 The definition of viscosity solution for (9) is the same as Definition 30.
Existence of G-Lévy processes
We denote by Ω = D 0 (R + , R d ) the space of all R d -valued càdlàg functions (ω t ) t∈R + , with ω 0 = 0, equipped with the Skorokhod topology. The corresponding canonical process is B t (ω) = ω t for ω ∈ Ω, t ≥ 0. We define
Following [20, 21, 22] , for each fixed T ∈ [0, ∞), we set
Let U be given and satisfy (8) . We consider the corresponding integro-partial differential equation (9) . For each given initial condition ϕ ∈ C b.Lip (R d ), the viscosity solution u ϕ for (9) exists (see appendix). Furthermore, we have the following theorem.
Theorem 38 Let u ϕ denote the viscosity solution of (9) with the initial condition ϕ ∈ C b.Lip (R d ). Then we have
3) u ϕ+c = u ϕ + c for c ∈ R.
Proof. It is easy to check 3)-5). 1) and 2) are proved in appendix.
We now introduce a sublinear expectationÊ on L ip (F ) by the following two steps:
Step 1. For each ξ ∈ L ip (F ) of the form ξ = ϕ(B t+s − B t ), t, s ≥ 0 and
, where u is a viscosity solution of (9) with the initial condition u(0, x) = ϕ(x).
Step 2. For each ξ ∈ L ip (F ), we can find a φ ∈ C b.Lip (R d×m ) such that ξ = φ(B t1 , B t2 − B t1 , . . . , B tm − B tm−1 ), t 1 < t 2 < · · · < t m . Then we definê E[ξ] = φ m , where φ m ∈ R is obtained via the following procedure:
. . .
The related conditional expectation of ξ under F tj is defined bŷ 
. We now prove that the canonical process (B t ) t≥0 is a G-Lévy process. For this, we need the following lemma.
Lemma 39 Let {X n } ∞ n=1 and {Y n } ∞ n=1 be two sequences of d-dimensional random vectors on a sublinear expectation space (Ω, H,Ê). We assume that Y n is independent from X n for n = 1, 2, . . .. If there exist X, Y ∈ H d such that
Proof. For each fixed ϕ ∈ C Lip (R 2d ), we definē
It is clear that
, which implies that Y is independent from X.
Theorem 40
The canonical process (B t ) t≥0 is a G-Lévy process.
Proof. Consider D 0 (R + , R 2d ) and the canonical process (B t ,B t ) t≥0 . Similar to above, we can construct a sublinear expectation, still denoted byÊ[·], on L ip (F ) via the following integro-pde:
It is easy to check that the distribution of (B t ) t≥0 satisfies the following equation:
Thus (B t ) t≥0 is the generalized G-Brownian motion. The distribution of (B t ) t≥0 satisfies the following equation:
We now show thatB t belongs to L (1) holds. It is also easy to check that the distribution of (B t +B t ) t≥0 satisfies (9) . By the above lemma, (B t ) t≥0 is a G-Lévy process.
Example 41 We consider the following 1-dimensional equation:
. This equation is a special case of the above equation with V = {δ l : l ∈ [λ, 1]}. Thus we can construct the corresponding sublinear expectationÊ [·] . The canonical process (B t ) t≥0 is called the G-Poisson process under this sublinear expectationÊ [·] . We also have
• If ϕ is decreasing, thenÊ
In 
Remark 42
We consider the following integro-pde:
For each given initial condition ϕ ∈ C b.Lip (R d ), the viscosity solution u ϕ for (10) exists (see appendix). Thus we can construct the corresponding sublinear expectation. Obviously, the canonical process (B t ) t≥0 is a Lévy process and has the decomposition B t = B
Appendix
In the appendix, we mainly consider the domination of viscosity solutions for (9) and (10) . We refer to [1, 4, 6, 7, 17, 24] and the references therein. For simplicity, we consider the following type of integro-pde:
We suppose G satisfies the following condition:
For the equation (9) , the corresponding G is
Obviously, it satisfies all the above assumptions. The above assumptions also hold for the equation (10) .
The definition of viscosity solution for (11) is the same as Definition 30. We also suppose that for each given κ ∈ (0, 1), there exists
where SC b (Q T ) denotes the set of bounded upper or lower semicontinuous functions, satisfying the following assumptions: for
For the equation (9), the corresponding G κ is
It is easy to check that this G κ satisfies the above assumptions. The above assumptions also hold for the equation (10) .
Remark 43 Our assumptions (A1) and (B4) are different from [4, 17] . This is because that the measures in U may be singular, which make the problem more difficulty in taking the limit. See the following example.
Example 44 Consider V = {δ x : x ∈ (1, 2]} and an upper semicontinuous function f (x) = I [0,1] (x). Let f n be a sequence of continuous functions such that f n → f pointwise. Then it is easy to show that sup v∈V f n (z)v(dz) does not tend to sup v∈V f (z)v(dz).
) is a viscosity subsolution (viscosity supersolution) of (11) . If u is continuous in x and for φ ∈ C 1,2 (Q T ), (t, x) ∈ Q T is a global maximum point (minimum point) of u − φ, then for each κ ∈ (0, 1) we have
The proof can be found in [17] and the references therein.
In the following, we first extend the matrix lemma in [6] .
Proof. For each A ∈ S(N ) with A < 1 γ I, it is easy to check that for each fixed
From the condition X ≤ Y < 1 γ I, we have
Thus for each fixed y ∈ R N ,
By (12) we obtain
It is easy to check X γ ≥ X and
The proof is complete.
In particular, we consider
It is easy to prove that J 
Corollary 47 Let
Then for each given γ ∈ (0, 1 n ), (I − γX i ) −1 exists for i = 1, . . . , n, and
We now give the main lemma (see Lemma 7.8 in [17] ).
Lemma 48 Let u i ∈ USC b (Q T ) be viscosity subsolutions of , x 1 , . . . , x n ). Moreover, suppose that there exist continuous functions g 0 > 0, g 1 , . . . , g n such that
. . ,x n ) and
Remark 49 Applying the above matrix inequalities, the proof in [17] still holds.
Remark 50 If u i is continuous in x, we can further get that for each κ ∈ (0, 1),
We now give the main theorem, which combines the methods in [24] and [4] .
on Q T , where G i and G κ i , i = 1, . . . , n, satisfy (A1)-(A3) and (B1)-(B4). We suppose also that
(ii) For given constants β i > 0, i = 1, . . . , n, the following domination condition holds for
Then a similar domination also holds for the solutions: if
Proof. For each givenδ > 0, it is easy to check that for each 1 ≤ i ≤ n, u i := u i −δ/(T − t) is a viscosity solution of
For each λ > 0, the sup-convolution ofũ i is defined bỹ
The functionũ λ i is upper semicontinuous in (t, x) and continuous in x. Moreover,ũ λ i is still a viscosity solution of (13) (see Lemma 7.3 in [17] ). Note that
β iũi as λ ↓ 0, it suffices to prove the theorem under the additional assumptions:û i is a viscosity solution of (13),û i is continuous in x and lim t→Tûi (t,
To prove the theorem, we assume to the contrary that
By the construction of ψ β , for small ε, β > 0, the maximum of the above function is achieved at some (t,x) = (t,x 1 , . . . ,x n ) with |x 1 | ≤ 2/β,
Thus there exists a constant T 0 < T independent of ε and β such thatt ≤ T 0 . For fixed small β, we can check that (see Lemma 3.1 in [7] )
, where (t,ẑ) is any limit point of (t,x 1 ).
it is easy to gett > 0. Thust must be strictly positive for small ε. Applying Lemma 48 at the point (t,x) = (t,x 1 , . . . ,x n ) and taking γ = 1/(2n), we obtain that there exist b i ∈ R and X i ∈ S(d) for i = 1, . . . , n such that 
Remark 52
The above theorem still holds for general G, which may contain (t, x, u, Du, D 2 u, u(t, ·)).
We have the following corollaries which are important in this paper. Corollary 54 (Sub-additivity) Let u ϕ denote the viscosity solution of (11) with initial condition ϕ. Suppose G and G κ satisfy all the conditions of Corollary 53 and the following condition:
, φ i ∈ C 1,2 (Q T ), i = 1, 2, G κ (p 1 + p 2 , X 1 + X 2 , (u 1 + u 2 )(t, ·), (φ 1 + φ 2 )(t, ·)) ≤ G κ (p 1 , X 1 , u 1 (t, ·), φ 1 (t, ·)) + G κ (p 2 , X 2 , u 2 (t, ·), φ 2 (t, ·)).
Then u ϕ+ψ ≤ u ϕ + u ψ for each ϕ, ψ ∈ C b.Lip (R d ).
Corollary 55 (Convexity) Let u ϕ denote the viscosity solution of (11) with initial condition ϕ. Suppose G and G κ satisfy all the conditions of Corollary 53 and the following condition:
κ (λ(p 1 , X 1 , u 1 (t, ·), φ 1 (t, ·)) + (1 − λ)(p 2 , X 2 , u 2 (t, ·), φ 2 (t, ·)))
≤ λG κ (p 1 , X 1 , u 1 (t, ·), φ 1 (t, ·)) + (1 − λ)G κ (p 2 , X 2 , u 2 (t, ·), φ 2 (t, ·)).
Then u λϕ+(1−λ)ψ ≤ λu ϕ + (1 − λ)u ψ for each ϕ, ψ ∈ C b.Lip (R d ).
For our main equations (9) and (10), it is easy to check that all assumptions (i)-(v) hold. Perron's method for (11) still holds (the proof is similar to Proposition 1 in [1] ).
, it is easy to find constants M 1 and M 2 such that u(t, x) := M 1 t + ϕ and v(t, x) := M 2 t + ϕ are respectively the viscosity subsolution and supersolution of (9) and (10) . By Perron's method and approximation, the solutions of (9) and (10) exist for each ϕ ∈ C b.Lip (R d ).
