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It is becoming more and more clear that complex networks present remarkable large fluctuations.
These fluctuations may manifest differently according to the given model. In this paper we re-
consider hidden variable models which turn out to be more analytically treatable and for which we
have recently shown clear evidence of non-self averaging; the density of a motif being subject to
possible uncontrollable fluctuations in the infinite size limit. Here we provide full detailed calcu-
lations and we show that large fluctuations are only due to the node hidden variables variability
while, in ensembles where these are frozen, fluctuations are negligible in the thermodynamic limit,
and equal the fluctuations of classical random graphs. A special attention is paid to the choice
of the cut-off: we show that in hidden-variable models, only a cut-off growing as Nλ with λ ≥ 1
can reproduce the scaling of a power-law degree distribution. In turn, it is this large cut-off that
generates non-self-averaging.
PACS numbers: 89.75.Hc, 89.75.Fb, 89.75.Kd, 05.40.-a
I. INTRODUCTION
Complex networks are the output of certain non deter-
ministic processes [1–4], therefore they should be consid-
ered as intrinsically random objects. From this point of
view statistical mechanics provides the best framework
to analyze and understand complex networks. Indeed,
in the last years, several fundamental results on com-
plex networks have been derived by using ideas and tech-
niques borrowed from statistical mechanics. In particu-
lar, exact analysis has been done by applying concepts
like micro-canonical and canonical ensembles and asymp-
totic techniques within the configuration model [5], and
more general approaches and results have been derived
via entropy maximization for both canonical (Shannon
entropy) [6], and micro-canonical ensembles (Boltzmann
entropy) [7]. However, not all aspects of statistical me-
chanics have been applied to complex networks so far.
A key concept in statistical mechanics is represented by
the thermodynamic limit : a large system composed of N
elements at given concentration, is said to have a ther-
modynamic limit when the relative fluctuations RO of
any physical observable O, extensive in the system size
N , become negligible for large N
lim
N→∞
RO = 0, (1)
RO
def
=
〈O2〉− 〈O〉2
〈O〉2 ,
where 〈·〉 stands for sample-average, or expected value,
and the limit N → ∞ is performed by keeping the con-
centration constant. In probability theory, Eq. (1) can
be derived from the strong law of large numbers [8]: if
O is a sum of identically distributed weakly dependent
random variables, O = ∑i xi, the density∑i xi/N tends
to the expected value of xi, 〈xi〉, with probability 1 and,
in particular, Eq. (1) applies. Vice-versa, if Eq. (1) is
true, a law of large numbers applies, (though not nec-
essarily strong). For example, on a regular lattice, an
Ising model of N spins coupled through ferromagnetic
interactions at high enough temperature has a thermo-
dynamic limit. The existence of the thermodynamic limit
in the Ising model ensures that, regardless of any bound-
ary conditions, the value of the density of the energy E/N
(or any extensive observable) “tends” always to a same
number u. Since the thermodynamic limit exists, we can
ignore the sample-to-sample fluctuations and, for a suf-
ficiently large system, we can identify the actual value
E/N with its limit number u. Notice that, rigorously
speaking, E/N is a random variable and the correct way
to state the existence of the thermodynamic limit is{
limN→∞ EN = u a.s., where
u = limN→∞
〈E〉
N .
(2)
More in general, a system might not have a well de-
fined thermodynamic limit for certain observables, but
have it for others. The latter are called self-averaging
observables and are characterized by a ratio R that goes
to 0 when N → ∞. For example, in the Ising model,
at low enough temperature the magnetization does not
satisfy the analogous of Eq. (2), the magnetization being
dependent on the two possible classes of boundary con-
ditions (majority of the spins up or down, respectively).
This kind of non self-averaging is trivial, but there are
more intriguing examples. For instance, in mean-field
models of spin-glasses, where the spins interact through
couplings having random signs, the free energy “land-
scape” is known to be rather “rugged”, with many valleys
separated by high barriers whose height grows with the
system size N . From this picture, it is intuitively clear
that the probability to find the system in a certain region
of the phase space depends always on the system sample,
even in the limit of N →∞ [9, 10]. Nevertheless, the en-
ergy of the system is self-averaging. Upon applying the
results of this paper, we will see that a similar picture
holds also for complex networks. Specifically, we analyze
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2the behavior of the relative fluctuations of the densities
of the motifs nΓ ∝
∑
i kΓ(i)/N , where Γ represent any
motif (see Fig. 1), and kΓ(i) is the generalized degree of
node i counting how many motifs Γ pass through it. We
will see that, despite nΓ is an extensive observable (pro-
portional to), no strong law of large numbers applies. In
order to make precise these statements, we need to intro-
duce the concept of hidden-variable models.
The processes that generate real complex networks are
the result of certain complex dynamics governed by many
internal (system) and external (environment) factors. A
way to model these pseudo random processes consist in
treating them as hidden random processes characterized
by some hidden variables whose distribution is supposed
to be accessible. The family of models that best fit
such a scheme is provided by the class of hidden-variable
models [11–15]. Depending on the context, the input in
these models are either the expected degree of each node
{hi}, or their probability density function (PDF) ρ(h).
In general, in a hidden-variable model, the resulting de-
gree distribution coincides with (is proportional to) ρ(h)
[13] (though, as we will see, not all characteristics of ρ(h)
are reproduced if the cut-off is not properly chosen). In
view of applications, given a “hidden” process that gener-
ates real networks, it is crucially important to distinguish
what kind of modeling we are pursuing at. If we are in-
terested in reproducing in simulations all possible graph
realizations compatible with a specific real network, i.e.
a single output of the hidden random process, the in-
put that we need to know are the expected degrees {hi},
which must be treated as fixed parameters. If we are in-
stead interested in reproducing in simulations all possible
network realizations as outputs of the whole hidden ran-
dom process, the expected degrees {hi} must be treated
as random variables, and the input of the model is the
PDF ρ(h). In [16] we have shown that in this latter case,
if ρ(h) ∼ h−γ , and if we use a large cut-off hmax ≥ N ,
the fluctuations of the motif densities nΓ in general are
not negligible. In fact, given a motif Γ, there exists an in-
terval (γ1, γ2) where the relative fluctuations of nΓ, RΓ,
diverge in the thermodynamic limit, where γ1 ≈ kmin
and γ2 ≈ 2kmax, kmin and kmax being the smallest and
the largest degree of Γ (see Figs. 4-9). By contrast, in
classical random graphs nΓ is always self-averaging.
By using these results, we now understand the analogy
with spin-glasses. Let us consider the space {n
Γ
}, and
the probability on the space {n
Γ
}, P ({n
Γ
}), where Γ ∈
MN , andMN is the set of all possible motifs compatible
with the size N . For fixed N , P ({n
Γ
}) provides the
probability to find a network realization with densities
{n
Γ
}. In a classical random graph ensemble, for N large
enough we have (δ(x, y) stands for Kronecker’ s delta
function)
PClassical ({n
Γ
}) ∼
∏
Γ∈MN
δ(nΓ, 〈nΓ〉), (3)
whereas, due to the non-self-averaging behavior for mod-
els characterized by power laws, we have
PPower−law ({nΓ}) 6=
∏
Γ∈MN
δ(nΓ, 〈nΓ〉). (4)
Eq. (4) is the complex network analog of the aforemen-
tioned rugged spin-glass picture: the probability to find
the network in a given configuration {n
Γ
} depends al-
ways on the specific sample, even if N → ∞. In this
paper we show that the non-self-averaging scenario of
Eq. (4) is due only to the variability of the expected de-
grees of the nodes {hi}. In fact, we will show that, when
the sequence {hi} is supposed to be fixed, i.e., when we
want to reproduce all the possible graphs compatible with
the fixed sequence {hi}, the fluctuations are small, and
the standard law of large numbers recovered for any ob-
servable: RO ∼ 1/
√
N . As a consequence, when the
sequence {hi} is fixed, Eq. (3) applies like in the clas-
sical random graph [28]. We will see however also that,
as a result of the non-self-averaging scenario, even if we
are dealing with a case of fixed expected degrees, the
fact that our knowledge on the expected degree sequence
{hi} is affected by unavoidable finite errors, will result in
a systematic bias between the simulations and the real
network.
Quite interestingly, we will also see that we recover
the limit (3) both when γ → ∞, and when γ → 2.
Whereas the former is intuitively expected since γ →∞
corresponds, roughly speaking, to a an exponential de-
cay P (k) ∼ exp(−bk), i.e., it is a classical random graph
limit, the latter is due to the fact that entropy of power-
law random graphs goes to 0 when γ → 2+ [7, 17].
The ultimate mathematical reason for the non-self-
averaging behavior lies in the necessity to choose a large
cut-off in the hidden-variable models. In fact, as we will
see in Sec. II, if a target network is characterized by
a power-law degree distribution P (k) ∼ k−γ , a hidden-
variable model with PDF ρ(h) ∼ h−γ reproduces the
correct scaling behavior of P (k) only if we choose a cut-
off hmax = N
λ with λ ≥ 1. To the best of our knowledge,
this important fact has remained unknown so far. In Sec.
II we will make it clear that, for any γ, choosing λ < 1
leads to an incorrect scaling of the moments of the sam-
pled degree in the model. By contrast, in literature, the
so called natural cut-off hmax = N
1/(γ−1), or the struc-
tural cut-off hmax = N
1/2, were often used for γ ≤ 3, or
γ > 3, respectively. In fact, in [18–20] fluctuations of a
few motifs have been analyzed but, as a consequence of
the small cut-off, RΓ remained finite.
If networks characterized by power law distributions
are non self-averaging, network configurations, like in
spin-glass models, are intrinsically unpredictable. Fur-
thermore, unless γ is close to 2, or very large, the broad
distribution (4) makes a power-law network effectively
unstable to small perturbations. This in particular re-
flects on the stability/instability of communities [21], and
more in general to the stability/instability of the motifs
on which the functionality of the network largely depends
[22–24].
3FIG. 1: Examples of motifs. The labels in Γ may specify
the number of links of the motif; for motifs made of k fully
connected nodes, k-cliques, we also use the symbol Γkc; d in
Γ4d stands for the presence of a diagonal; Γkc×2 stands for two
k-cliques sharing a common node; Γks stands for a star-like
motif with k links; Γkl stands for an open linear motif made
of k consecutive links.
The paper is organized as follows. In Sec. II we review
the definition of hidden-variable models and show the ne-
cessity to choose a cut-off that scales as Nλ, with λ ≥ 1.
In Sec. III we distinguish between node-hidden variables
and link-hidden variables and define three different ways
of sampling according to the order we sample the two
sets of hidden variables. In Sec. IV for each ensemble we
introduce the proper relative fluctuation ratio. In Sec. V
we collect and state the main result. Finally in Sec. VI
we provide detailed proofs of the Eqs. listed in Sec. V, as
well as the analysis of R for specific motifs, whose plots
are reported in Figs. (4-12). The reader not interested in
detailed diagrammatic calculations may skip the reading
of Sec. V. At the end of the paper some conclusions are
finally drawn.
Part of the results reported in this paper were shortly
presented in the Letter [16]. In the present paper, besides
the novel content, we provide full analysis of several as-
pects that were only shortly mentioned in [16].
II. HIDDEN-VARIABLE MODELS. NECESSITY
OF A CUT-OFF GROWING AS Nλ WITH λ ≥ 1
Hidden-variable models are “soft” models where, un-
like “hard” models, graph constrains are satisfied only
on average. Hidden-variable models have the remarkable
advantage to be analytically treatable. In fact, in this
paper it will be evident that the average of almost any
observable can be reduced to suitable integrals. We now
review briefly the definition of hidden-variable models.
Given N nodes, hidden variable models are defined in
the following way: i) to each node we associate a hid-
den variable h drawn from a given probability density
function (PDF) ρ(h); ii) between any pair of nodes, we
assign, or not assign, a link, according to a given prob-
ability p(h, h′), where h and h′ are the hidden variables
associated to the two nodes. The probability p(h, h′) can
be any function of the h’s, the only requirement being
that 0 ≤ p(h, h′) ≤ 1. The hidden variables can be real
numbers or also vectors. Many networks can be embed-
ded in a hidden-variable scheme. For example, in random
geometric graphs the h’ s are vectors representing the po-
sitions of the nodes, and the p(h, h′)’s are defined in terms
of geometric rules (non deterministic if 0 < p(h, h′) < 1,
or deterministic if p(h, h′) takes only the values 0 or 1).
Particular attention has been paid to the “configuration
model”. In this case p(h, h′) has the following form (or
similar generalizations)
p(h, h′) =
(
1 +
k2s
hh′
)−1
, ks =
√
Nk¯, (5)
where k¯ is the wanted average degree, for large N . In
general, the actual degree k of the nodes of the network
realized with the above scheme are distributed according
to ρ with actual average degree equal to k¯. In partic-
ular, if we choose the following PDF having support in
[hmin, hmax]
ρ(h) = a h−γ , hmax ≥ h ≥ hmin > 0, (6)
with γ > 2, the degree-distribution P (k) of the resulting
network will be a power law with exponent γ and, the
normalization constant a, and the so called structural
cut-off ks are
a =
γ − 1
k¯1−γmin −N1−γ
, (7)
ks =
√
N
(
γ − 1
γ − 2
)
k¯2−γmin −N2−γ
k¯1−γmin −N1−γ
. (8)
When hmax  ks, correlations of the generated net-
work are negligible, and p(h, h′) ' hh′/k2s , while for
hmax  ks correlations can be important. The choice
of the cut-off hmax may be in principle arbitrary. How-
ever, most of real-world networks show that the maxi-
mal degree scales according to the so called natural cut-
off: kmax ∼ hnc = N1/(γ−1). A consequence of this
4observation was that in several models of complex net-
works it was assumed the choice hmax = hnc, justified as
empirical. We think however that such an approach is
wrong: the fact that in most of the real-world networks
kmax ∼ hnc is due to a probabilistic effect, is not due
to a rigid upper bound k ≤ hnc. In fact, by using order-
statistics one finds that by drawing N degree values from
a power law with exponent γ, the highest degree in av-
erage scales just as 〈kmax〉 ∼ N1/(γ−1) [25, 26]. More
precisely, it is possible to prove that the PDF for the
rescaled random variable kmax/N
1/(γ−1) is also a power
law with exponent γ [27]. Power law distributions al-
ways lead to important fluctuations. It is then clear that
empirical observations of kmax must be taken with care:
kmax is not a self-averaging variable and samples in which
kmax  N1/(γ−1), even if extremely rare, do exist and,
as we shall see, have dramatic effects on the fluctuations
of motifs. We stress that here we follow a null-model ap-
proach. We do not claim that the degree of all real net-
works must have a cut-off scaling with N ; there might
be of course many other possible scalings whose value
depend on the details of the system (related to physical,
biological, or economical constraints). However, if the
only information that we have from a given real network
of size N is that i) the degree obeys a power-law distri-
bution with exponent γ, and ii) highest degrees scale in
average as N1/(γ−1), forcing the model to have a specific
cut-off other than N would introduce a bias. In fact, or-
der statistics tells us that a lower cut-off would produce
〈kmax〉  N1/(γ−1). This observation leads us to choose
hmax ∼ N for the hidden-variable scheme (5)-(6). More
precisely, if we consider as target degree distribution a
power-law P (k) ∝ k−γ having finite support k ≤ N , in
order to reproduce its characteristics from the hidden-
variable model we need to use a cut-off hmax = O(N
λ)
with λ ≥ 1. In fact, any other choice implies a difference
in the scaling of the moments 〈kn〉 between the hidden
variable model (5)-(6) and the target distribution P (k).
Fig. 2 shows this property for
〈
k2
〉
and γ < 3, whereas
Fig. 3 show a case for
〈
k3
〉
and 4 > γ > 3. Similar plots
hold for higher moments. In general, for any γ there is
exists a minimal exponent nc = γ − 1 such that, to re-
produce correctly the behavior of 〈kn〉 with n > nc we
need λ ≥ 1. Notice that larger cut-offs do not change
the moments 〈kn〉, but result in larger fluctuations of the
motif densities nΓ. In conclusion, the minimal cut-off
of the model (5)-(6) able to reproduce the correct scal-
ing of all the moments of the target degree distribution
P (k) ∼ k−γ is just hmax = O(Nλ) with λ = 1. In this
paper we set therefore hmax = N . We stress that with
this choice highest degrees will be still order N1/(γ−1),
but only on average.
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FIG. 2: Behavior of
〈
k2
〉
vs the system size N for γ = 2.5.
The upper plot corresponds to the target degree distribution
which is a pure power law P (k) = ak−γ , whereas the other
plots correspond to the hidden variable model (5)-(6) with
different choices of the cut-off hmax = N
λ: λ = 0.5 (corre-
sponding to the “structural cur-off”), λ = 1/(γ − 1) = 2/3
(corresponding to the “natural cut-off”), λ = 0.8, λ = 1, and
λ = 1.2. For higher values of λ, the plots saturate to a curve
that, on this scale, is indistinguishable from the case λ = 1.2.
The plots of the hidden-variable model have been calculated
by numerical evaluation of the involved integrals:
〈
k2
〉 '
N2
∫ hmax
hmin
dh1dh2dh3ρ(h1)ρ(h2)ρ(h3)p(h1, h2)p(h1, h3) (see
below for a more detailed analysis of these techniques).
III. NODE-HIDDEN-VARIABLES AND
LINK-HIDDEN-VARIABLES. THREE
DIFFERENT WAYS OF SAMPLING
An attentive observation of the hidden-variable scheme
shows us that, actually, for each graph realization, be-
sides the set of the N hidden variables h1, . . . , hN , that
from now on we shall call the node-hidden-variables, we
need also the set of the N(N−1)/2 link-hidden-variables
q1,2, . . . , qN−1,N , where each q is drawn independently
from the uniform distribution on the interval [0, 1]. In
fact, for each couple of nodes i and j, with associated
the node-hidden-variables hi and hj , respectively, we
need to sample the corresponding probability p(hi, hj)
in order to establish the presence or not of a link be-
tween the nodes i and j. To this aim we draw a ran-
dom number qi,j uniformly distributed on the interval
[0, 1], and the nodes i and j are connected through a
link if qi,j < p(hi, hj), while they remain not connected
if qi,j > p(hi, hj). All the possible graphs are in cor-
respondence with all the possible combinations of these
two sets of hidden-variables. However, due to the full
independence of the two sets, both within the individual
sets and with each other, we are free to sample the graph
realizations in three different ways.
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FIG. 3: Behavior of
〈
k3
〉
vs the system size N for γ = 3.5.
The upper plot corresponds to the target degree distribution
which is a pure power law P (k) = ak−γ , whereas the other
plots correspond to the hidden variable model (5)-(6) with dif-
ferent choices of the cut-off hmax = N
λ: λ = 1/(γ − 1) = 2/5
(corresponding to the “natural cut-off”), λ = 0.5 (correspond-
ing to the “structural cur-off”), λ = 0.8, λ = 1, and λ = 1.2.
For higher values of λ, the plots saturate to a curve that, on
this scale, is indistinguishable from the case λ = 1.2. The
plots of the hidden-variable model have been calculated by
numerical evaluation of the involved integrals:
〈
k3
〉 '
N3
∫ hmax
hmin
dh1dh2dh3dh4ρ(h1)ρ(h2)ρ(h3)ρ(h4)p(h1, h2)
×p(h1, h3)p(h1, h4) (see below for a more detailed anal-
ysis of these techniques).
A. Symmetric sampling (the traditional way)
In literature, the hidden-variables model is becoming
more and more popular, enriched by several generaliza-
tions and uses. However, the usual ways these ensembles
are sampled consists in keeping track of the sole node-
hidden-variables set. This way the two sets of hidden-
variables are simultaneously, or symmetrically, drawn. In
[16] we have dealt with this case. In this paper we will
use the upper script (S) to indicate that we are referring
to the symmetric case, and we keep using the symbol 〈·〉
to indicate the ensemble averages obtained in this sym-
metric way. We shall soon see that we can call the 〈·〉
averages also “full-averages”.
B. Sampling by first freezing the h’s
We are free to sample the ensemble in the follow-
ing alternative way. For any extraction of the node-
hidden-variables, {hi} (where i = 1, . . . N), we draw
many times the set of the link-hidden-variables {q(i,j)}
(where (i, j) = (1, 2), . . . , (N − 1, N)), and we calculate
the corresponding averages with frozen {hi}, 〈·〉|h. We
then proceed with many extractions of the h’s and at the
end we calculate the full averages. According to the for-
malism used in [16], we will indicate by [·] the averages
with respect to the h’s, i.e., if f(·) is any function of the
node-hidden-variables, we define
[f ] =
∫ N∏
i=1
dhiρ(hi) f(·). (9)
In particular, we have
〈ai,j〉 = [p(h, h′)] = O
(
1
N
)
, (10)
where in the last term we have used the fact the network
is sparse.
C. Sampling by first freezing the q’s
We are free to sample the ensemble in this further al-
ternative way. For any extraction of the link-hidden-
variables, {qi,j}, we draw many times the set of the
nodes-hidden-variables {hi}, and we calculate the cor-
responding averages with frozen {qi,j}, 〈·〉|q. We then
proceed with many extractions of the q’s and at the end
we calculate the full averages. We will indicate by {·}
the averages with respect to the q’s, i.e., if g(·) is any
function of the link-hidden-variables, we define
{g} =
∫
[0,1]
∏
i<j
dqi,j g(·), (11)
where [0,1] is a short notation for the N(N − 1)/2 hy-
percube [0,1] = [0, 1]× · · · × [0, 1].
D. Equivalence and differences
Due to the full independence of the two sets of random
variables, the h’s and the q’s, it is immediate to see that,
if O is any graph observable
〈O〉 =
[
〈O〉|h
]
=
{
〈O〉|q
}
. (12)
However, the same equivalence does not apply for higher
moments. In particular, if O1 and O2 are any two ob-
servables, we have
〈O1O2〉 6=
[
〈O1〉|h 〈O2〉|h
]
6=
{
〈O1〉|q 〈O2〉|q
}
. (13)
In the following we will refer to these three ensembles as
symmetric (S), h-quenched (or A), and q-quenched (or
B).
IV. FLUCTUATIONS OF MOTIFS
Given the parameters N , hmin, k¯, and γ, the hidden-
variables scheme produces an ensemble of networks
which, in terms of a few characteristics, like statistics
6of the degree and motifs, are in part representative of
many real-world networks with those given parameters.
Following the formalism already used in [16], we will
indicate by nΓ the density of the motif Γ in a network re-
alization. As is known [11, 20], for γ > 2, the hidden vari-
able model defined through Eqs. (5)-(6) leads to a small
clustering coefficient C = 〈nΓ3〉 / 〈3nΓ2〉. For example,
for γ  3 we have 〈nΓ2〉 = O(1), while 〈nΓ3〉 = O(1/N).
More in general, the more the motif is clustered, the
smaller is its density. Yet, for finite N , and for any motif
Γ, clustered or not, by tuning the parameters hmin, k¯ and
γ, one can set, within some freedom, a desired value of
〈nΓ〉. The sample-to-sample fluctuations of nΓ, however,
can be unexpectedly large. Our task is to analyze these
fluctuations in each possible ensemble, with or without
quenched variables. The fluctuations of nΓ must be com-
pared with the corresponding average of nΓ, therefore,
for each ensemble, we are going to analyze the following
standard ratios
R
(S)
Γ =
〈
nΓ
2
〉− 〈nΓ〉2
〈nΓ〉2
, (14)
R
(A)
Γ =
[
〈nΓ〉2|h
]
−
[
〈nΓ〉|h
]2
[
〈nΓ〉|h
]2 , (15)
R
(B)
Γ =
{
〈nΓ〉2|q
}
−
{
〈nΓ〉|q
}2
{
〈nΓ〉|q
}2 . (16)
It will be also interesting to consider the local fluctuations
for frozen hidden-variables, via the following standard
quenched (Q) ratios
R
(Q)
Γ|h =
〈
nΓ
2
〉
|h − 〈nΓ〉
2
|h
〈nΓ〉2|h
, (17)
R
(Q)
Γ|q =
〈
nΓ
2
〉
|q − 〈nΓ〉
2
|q
〈nΓ〉2|q
, (18)
as well as their averages
[
R
(Q)
Γ|h
]
and
{
R
(Q)
Γ|q
}
.
In [16] we have shown that R
(S)
Γ strongly depends on Γ,
N and γ. We will see that different scenario may apply
for each different ensemble analyzed through R
(X)
Γ , where
X can be X = S (symmetric), X = A (by first freezing
the h’s and then averaging over these latter), X = B (by
first freezing the q’s and then averaging over these lat-
ter), or X = Q (for frozen h’s, or frozen q’s), according
to Eqs. (14-18), respectively. In general, when R
(X)
Γ → 0
for N → ∞, the ensemble X is said to be self-averaging
with respect to the motif density nΓ. In practical terms,
when this occurs, even one single sample is enough to get,
by simulations, an accurate estimation of the ensemble-
average of nΓ, provided N is large enough. The behavior
of R
(X)
Γ with respect to the network size N is therefore of
crucial importance: if the network is not self-averaging
with respect to some motif Γ, the number of samples nec-
essary to get a good estimation of the ensemble-average
of nΓ in simulations, will have to grow with N . For the
same reason, it will be hard to generate only those sam-
ples whose density is close to a target value, and a kind
of hard searching problem emerges. This latter aspect is
in fact connected with spin-glass and NP-complete prob-
lems; in Sec. VI we will see in fact that R
(X)
Γ can be read
as a susceptibility of a homogeneous system.
V. MAIN RESULT
Here we list the main properties of the standard ra-
tios R
(X)
Γ in the five above ensembles. The proofs of
these Eqs., as well as the detailed evaluation of R
(X)
Γ
for specific motifs, will be given in the next Sections.
Let Γ be any motif having minimal and maximal degree
kmin and kmax, respectively. There exist γ1 and γ2 with
γ1 ≈ max{2, kmin} and γ2 ≈ 2kmax, such that
lim
N→∞
R
(S)
Γ = lim
N→∞
R
(A)
Γ =∞, if γ ∈ (γ1, γ2), (19)
lim
N→∞
R
(S)
Γ = lim
N→∞
R
(A)
Γ = 0, if γ /∈ (γ1, γ2), (20)
lim
N→∞
R
(B)
Γ = O(1), ∀γ <∞ (21)
lim
γ→∞R
(S)
Γ 6= 0, lim
γ→∞R
(A)
Γ = 0, lim
γ→∞R
(B)
Γ 6= 0, (22)
R
(S)
Γ > R
(A)
Γ , R
(S)
Γ > R
(B)
Γ , (23)
R
(Q)
Γ|h = O
(
1
N
)
, (24)
R
(Q)
Γ|q = O
(
R
(S)
Γ
)
= O
(
R
(A)
Γ
)
, ∀γ <∞. (25)
Eqs. (19) and (20) encode the phase transition sce-
nario for the ensembles (S) and (A): if the motif Γ is
7FIG. 4: Behavior of R
(A)
Γ3
, as a function of γ and N , obtained from numerical integration of Eq. (65) by using 107 points per
integral.
FIG. 5: Top view of Fig. 4.
such that γ /∈ (γ1, γ2), the density nΓ is self-averaging,
otherwise, if γ ∈ (γ1, γ2), nΓ is non-self-averaging or,
more precisely, strongly non-self-averaging (see Figs. 4-
10). Eqs. (21) tells us that the hidden-variables respon-
sible for the diverging behavior of R
(S)
Γ are only the node-
hidden-variables h’s, whereas the link-hidden-variables
q’s do not produce important fluctuations (see Fig. 12).
In fact, Eq. (24) tells us that the q’s lead always to the
standard law of large numbers. This is perfectly compat-
ible with the fact that, if the h’ s are fixed parameters,
the degree distribution of a node with fixed node-hidden-
variable is Poissonian [11], and since Poissonian fluctua-
8FIG. 6: Behavior of R
(A)
Γ4c
, as a function of γ and N , obtained from numerical integration of Eq. (67) with k = 4 by using 107
points per integral.
FIG. 7: Top view of Fig. 6.
tions are small, the law of large numbers applies. As a
consequence of Eqs. (19)-(21) we obtain also Eq. (25).
Eqs. (22) establish that only by first sampling the q’s and
then averaging the result over the h’ s, we can recover the
total absence of correlations, intuitively expected when
γ → ∞, which is the classical random graph limit. Fi-
nally, Eqs. (23) provide useful inequalities.
As we had anticipated in the Introduction, another
consequence of the non-self-averaging scenario concerns
the practical problems occurring when the sequence of
the expected degrees {hi} is supposed to be fixed. We
have to take into account that, on the base of a given
9FIG. 8: Behavior of R
(A)
Γ2
, as a function of γ and N , obtained from numerical integration of Eq. (61) by using 107 points per
integral. In this case, a higher number of points per integral would be desirable in order to reduce the irregularities present in
this figure. Notice however that, in this case, for R
(A)
Γ2
we have a logarithmic scale.
FIG. 9: Top view of Fig. 8.
real-network, the expected degree sequence {hi} must be
measured and it is affected by unavoidable finite errors
{i}. Now, Eqs. (19) and (24) imply that, if we are in
a non-self-averaging region, such errors, even if small, in
general might seriously affect the network resulting from
the hidden-variable model. In fact, if we call hi the values
of the real network, and h′i = hi + i the values of the
measured expected degrees, by using integration by parts
together with ρ(h)→ 0 for h→∞, and p(h, h′)→ 0 for
10
FIG. 10: Behavior of R
(S)
Γ3
, as a function of γ and N , obtained from numerical integration of Eq. (50) by using 107 points per
integral. Also here, a higher number of points per integral would be desirable in order to reduce the small irregularities that,
on this scale, turn out to be visible.
h→∞ or h′ →∞, for any motif Γ we have[(
〈nΓ〉|h′ − 〈nΓ〉|h
)2]
[
〈nΓ〉|h
]2 ' −
∑
i i
[
∂
∂hi
〈nΓ〉2|h
]
[
〈nΓ〉|h
]2
' γ a
a1
(
1 +R
(A)
Γ
)∑
i
i, (26)
where: a is given by Eq. (7), a1 is given by Eq. (7) evalu-
ated for γ → γ−1, and the above approximations become
exact in the limit N →∞ and {i → 0}. In general R(A)Γ
diverges for N →∞ when γ ∈ (γ1(Γ), γ2(Γ)). As a con-
sequence, from Eq. (26), we see that even small errors in
the measure of the expected degree may generate large
differences between the real- and the simulated-network.
The next Section is devoted to the proofs of Eqs. (19)-
(25), and to a detailed evaluation of R
(X)
Γ for specific
motifs.
VI. ANALYSIS OF R(X)
Given a motif Γ, the density of Γ in a graph realization
is
nΓ =
c
N
∑
i
kΓ(i), (27)
where kΓ(i) counts the number of motifs Γ passing
through the node i. The coefficient c depends on the def-
inition of the motif considered and serves to avoid over-
counting when the motif is symmetric. For example, if
the motif Γ is the triangle, we set c = 1/3. If the motif is
not symmetric, we can establish to count only those mo-
tifs that pass through a specif node of Γ. For example,
if Γ is a triple (two consecutive links), we can set c = 1,
but a motif contributes only when the center of the triple
coincides with i. However, since we are interested only in
the relative fluctuations R
(X)
Γ , we do not need to specify
it since c, as well as any other constant, does not play
any role for R
(X)
Γ . Let us consider now the numerators
of Eqs. (14-18). Note that the hidden variable scheme
does not distinguish nodes, therefore we can make use of
the fact that nodes, once averaged, are all statistically
equivalent. By using this property, from Eq. (27) we get
the following susceptibilities (note that we reserve the
symbols [·] and {·} to the averages over the h’s and the
q’s respectively and, therefore, to avoid ambiguities, for
arithmetical parenthesis we will use only the symbol (·))
〈
nΓ
2
〉− 〈nΓ〉2 = c2
N
(〈
k2Γ(i)
〉− 〈kΓ(i)〉2)+ c2 (〈kΓ(i)kΓ(j)〉i 6=j − 〈kΓ(i)〉2) , (28)
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FIG. 11: Particular of fig. 10. On comparing with Figs. 4 and 10, it makes evident that, whereas R
(A)
Γ3
and R
(S)
Γ3
turn out to
be similar for γ ∈ [γ1, γ2], they are quite different for larger value of γ. In fact, limγ→∞R(A)Γ3 = 0, while limγ→∞R
(S)
Γ3
6= 0. See
Eqs. (19-25).
[
〈nΓ〉2|h
]
−
[
〈nΓ〉|h
]2
=
c2
N
([
〈kΓ(i)〉2|h
]
−
[
〈kΓ(i)〉|h
]2)
+ c2
([
〈kΓ(i)〉 〈kΓ(j)〉i6=j |h
]
−
[
〈kΓ(i)〉|h
]2)
, (29)
{
〈nΓ〉2|q
}
−
{
〈nΓ〉|q
}2
=
c2
N
({
〈kΓ(i)〉2|q
}
−
{
〈kΓ(i)〉|q
}2)
+ c2
({
〈kΓ(i)〉 〈kΓ(j)〉i 6=j |q
}
−
{
〈kΓ(i)〉|q
}2)
, (30)
[〈
2
nΓ
〉
|h
]
−
[
〈nΓ〉2|h
]
=
c2
N
([〈
kΓ(i)
2
〉
|h
]
−
[
〈kΓ(i)〉2|h
])
+ c2
([
〈kΓ(i)kΓ(j)〉i 6=j |h
]
−
[
〈kΓ(i)〉2|h
])
, (31)
{〈
2
nΓ
〉
|q
}
−
{
〈nΓ〉2|q
}
=
c2
N
({〈
kΓ(i)
2
〉
|q
}
−
{
〈kΓ(i)〉2|q
})
+ c2
({
〈kΓ(i)kΓ(j)〉i 6=j |q
}
−
{
〈kΓ(i)〉2|q
})
, (32)
where i and j represent two arbitrary distinct indices. In
the rhs of Eqs. (28-32) we have approximated (N−1)/N
to 1. As for the susceptibility of an homogeneous sys-
tem, for each of the Eqs. (28-32), in the rhs, we have
a self-term proportional to the motif variance, rescaled
by the factor 1/N , and a mixed-term that accounts for
correlations between two motifs centered at two different
nodes. Note that, the self-term, despite appears to be
order 1/N , in general cannot be neglected. In fact, due
to exact cancellations in the mixed term, the mixed- and
self-terms give contributions of the same order of magni-
tude. We anticipate that the mixed term is always zero
in Eq. (31).
In the following, by using Eqs. (29-32), we analyze
R(X) for each X-ensemble for a few crucial motifs and
then we extrapolate the general behavior.
A. Diagrammatic calculus
One of the main advantage of hidden-variable models
lies in the fact that we can reduce the average of al-
most any observable to suitable integrals. As will see
later on, this is particularly true for the evaluation of the
motif densities and their fluctuations. In fact, a corre-
spondence between formulas and diagrams can be estab-
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FIG. 12: Behavior of R
(B)
Γ3
, as a function of γ and N , obtained from numerical integration of Eq. (86) by using 107 points per
integral. On comparing with the previous figures we clearly see the behavior expressed by Eqs. (21-23).
lished to avoid unnecessary simulations and to improve
our understanding about the main contributions to the
fluctuations, especially those that can generate non self-
averaging. We then introduce the compact notation [Γ],
where Γ can be any motif. For example, by referring to
Fig. 1, we have
[Γ3l] = [p(h1, h2)p(h2, h3)p(h3, h4)] , (33)
[Γ3] = [p(h1, h2)p(h2, h3)p(h3, h1)] , (34)
[Γ3s] = [p(h4, h1)p(h4, h2)p(h4, h3)] , (35)
and so on. The role played by these [·]-averages, is very
similar to the role played by the Green functions in sta-
tistical field theory. Moreover, if we are interested in the
evaluation of connected correlation functions, we need to
work only with Green functions of connected motifs, as
the contributions of disconnected motifs always cancel.
The “degree” of correlation of a given hidden-variable
model is encoded in these integrals to be evaluated nu-
merically. Only in the limit γ → ∞ the correlations
become negligible (or more precisely logarithmically neg-
ligible, with corrections that scales as 1/ logN). In fact,
as a general rule we have
lim
γ1
[p(h1, h2)p(h2, h3) . . . p(hm, hm+1)] =
[p(h1, h2)] [p(h2, h3)] . . . [p(hm, hm+1)] . (36)
Eq. (36) tells us that, in the limit of large γ, i.e., the
limit where the network becomes indistinguishable from
the classical random graph, a connected motif becomes
indistinguishable from the set of its disconnected compo-
nents and, as a consequence, the connected correlation
functions tend to zero. As will see better later, Eq. (36)
provides us also a useful tool to have a simple estimate
of the averages of the density of motifs (but not of its
variance).
B. R(S) (Sampling the hidden-variables
symmetrically)
Here we consider the most common case in which we
sample the two set of hidden-variables symmetrically and
we have to evaluate the fluctuations thorough Eq. (28).
This symmetric sampling has already been analyzed in
[16]. Here we review this case providing further details
which were omitted in [16].
Link (Γ1). If Γ is the link, kΓ(i) coincides with the
standard definition of degree of the node i. For a given
graph realization, corresponding to a given realization of
the h’s, in terms of adjacency matrix, we have
kΓ1(i) =
∑
l 6=i
ai,l. (37)
By using Eqs. (5)-(9), and the statistical equivalence of
nodes, we have
〈kΓ1(i)〉 =
∑
l 6=i
〈ai,l〉 = (N − 1) [p(h1, h2)] . (38)
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Let us now consider the product kΓ1(i)kΓ1(j). Notice that
a2i,j = ai,j . We have to distinguish the case i = j and
i 6= j, see Fig. 13. For i = j we have
FIG. 13: Contributions to Eqs. (39) (lower connected motifs)
and (40) (upper disconnected motifs and the 3 connected mo-
tifs located in the central part of the figure). Nodes i and j
are to be kept fixed, while all the others can vary, provided
the topology is kept fixed. Contributions coming from dis-
connected motifs always cancel in RΓ.
〈
k2Γ1(i)
〉
= (N − 1)(N − 2) [p(h1, h2)p(h2, h3)]
+(N − 1) [p(h1, h2)] , (39)
while for i 6= j we have
〈kΓ1(i)kΓ1(j)〉 = (N − 2)(N − 3) [p(h1, h2)]2
+3(N − 2) [p(h1, h2)p(h2, h3)] , (40)
where the factor 3 in the last term comes from the fact
that two links emanating from nodes i and j can share a
same node in 3 topologically equivalent ways. We finally
plug Eqs. (38)-(40) into Eq. (14) via Eq. (28) and,
by keeping in this latter only terms in N2, which cancel
exactly, and terms in N , we obtain
R
(S)
Γ1
=
4
N
[p(h1, h2)p(h2, h3)]
[p(h1, h2)]
2 −
4
N
+
1
N2 [p(h1, h2)]
.(41)
Due to Eq. (10) and its generalizations, for γ > 3, each
term present in the rhs of Eq. (41) is of order 1/N , so
that we have also R
(S)
Γ1
= O(1/N) and the network is
self-averaging with respect to the link density, while for
γ < 3 we have still self-averaging but R
(S)
Γ1
decays slower
as N2−γ . It is interesting however to observe the general
behavior of RΓ1 with respect to γ for finite N . Due to
Eq. (36) the first two terms in the rhs of Eq. (41) tend
to cancel for large γ. However, the last term does not
cancel for large γ. We will see that in the A ensemble
this term instead cancels.
Diagrammatic calculus. By making use of the compact
notation (33)-(35), we can rewrite Eq. (41) as
R
(S)
Γ1
=
4
N
[Γ2]
[Γ1]
2 −
4
N
+
1
N2 [Γ1]
. (42)
We see that the main term is given by the ratio between
a [·]-average of two links sharing a common node, and the
square of the [·]-average of a single link,i.e., our motif. In
fact, for any motif Γ, we can express R
(S)
Γ by using the di-
agrammatic notation. Furthermore, since R
(S)
Γ is defined
in terms of connected correlation functions (28), we need
to work only with Green functions of connected motifs,
as the contributions of disconnected motifs always can-
cel. Next, by using this diagrammatic tool, we evaluate
R
(S)
Γ in the crucial case of k-cliques. We first analyze the
case k = 3 in detail, then we look at the general behavior
R
(S)
Γkc
, and finally we extrapolate the general behavior for
any motif.
Triangle (Γ3). This is the simplest k-clique. Now
kΓ3(i) counts the number of triangles passing through
the node i:
2 kΓ3(i) =
∑
l,m:l 6=m
ai,lai,mal,m, (43)
where c = 3 and the factor 2 comes from the fact that in
the rhs we have not restricted the sum to ordered couples
l < m. However, we stress again that these constants do
not play any role for the standard ratios. From Eq. (43)
we have (notice that ai,i = 0, but p(hi, hi) 6= 0)
2 〈kΓ3(i)〉 = (N − 1) (N − 2) [Γ3] , (44)
and upon referring to the contributions as in Fig. (14),
and taking into account the multiplicities of all the topo-
logically equivalent cases, we get
(2)2 〈kΓ3(i)kΓ3(j)〉 =
(N − 2) (N − 3) (N − 4) (N − 5) [Γ3]2
+8 (N − 2) (N − 3) (N − 4) [Γ3×2]
+10 (N − 2) (N − 3) [Γ4d] + 4 (N − 2) [Γ3] , (45)
(2)2
〈
k2Γ3(i)
〉
= (N − 1) (N − 2) (N − 3) (N − 4) [Γ3]2
+4 (N − 1) (N − 2) (N − 3) [Γ4d]
+2 (N − 1) (N − 2) [Γ3] . (46)
By keeping for each term only the leading and subleading
contributions we get
2 〈kΓ3(i)〉 =
(
N2 − 3N) [Γ3] , (47)
(2)2 〈kΓ3(i)kΓ3(j)〉 =
(
N4 − 13N3) [Γ3]2
+8N3 [Γ3×2] + 10N2 [Γ4d] + 4N [Γ3] , (48)
(2)2
〈
k2Γ3(i)
〉
=
(
N4 − 10N3) [Γ3×2]
+4N3 [Γ4d] + 4N
2 [Γ3] . (49)
Plugging Eqs. (47-49) into Eq. (14) via Eq. (28) we have
finally
R
(S)
Γ3
=
9
N
[Γ3×2]
[Γ3]
2 −
9
N
+
14
N2
[Γ4d]
[Γ3]
2 +
6
N3
1
[Γ3]
. (50)
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FIG. 14: Contributions to Eq. (45) (panels T0-T3), and to Eq.
(46) (panels T1-T3). Two randomly chosen triangles in the
network may have from zero to full overlap. The red parenthe-
sis indicate the shared nodes. T0 represents the case with two
disconnected triangles, T1 represents two triangles sharing a
common node, T2 represents two triangles sharing 2 nodes
(and then one link), T3 two triangles sharing 3 nodes (and
then totally overlapped). As stressed before, in calculating
the connected correlation functions (28-32), two disconnected
motifs (T0 in the present case) do not contribute.
Similarly to the last term of Eq. (41), the last two terms
of Eq. (50) do not cancel for large γ (see Figs. 10 and
11).
k-Clique (Γkc) and the general case. We are able to
write down a general formula for the general motif. Later
on, we will show that, given the motif Γ, the most impor-
tant and interesting contributions to the fluctuations are
those corresponding to the cases in which two randomly
chosen motifs share a single node. So, for the triangle
case (Γ = Γ3), this corresponds to panel T1 in Fig. (14).
In particular, it is easy to derive the main contribution
when the motif is a k-clique, (Γkc). In fact, given Γkc
((k − 1) is the degree of each node), if Γkc×2 indicates
the motif in which two k-cliques Γkc share a common
node, we have
R
(S)
Γkc
=
bk
N
[Γkc×2]
[Γkc]
2 −
bk
N
+ O
(
1
N
)
, (51)
where bk is a combinatorial term which depends only on
k, and the last term is positive and plays a role similar
to the last two terms of Eq. (50).
More in general, if the motif Γ is a star, or any not
regular motif (regular polygons and k-cliques are exam-
ple of regular motifs), the most important contribution
to R
(S)
Γ corresponds to the case in which two randomly
chosen Γ’s share the node having the maximal degree of
Γ, kmax. If we indicate by Γkmax×2 this motif, we have
R
(S)
Γ =
bΓ
N
[Γkmax×2]
[Γ]
2 −
bΓ
N
+ . . . (52)
C. R(A) (Sampling the hidden-variables by first
freezing the h’s)
Here we consider to sampling by first freezing the node-
hidden-variables, and only at the end averaging with re-
spect to them. We have then to use Eq. (29). As we will
soon see, the calculation is quite close to the symmetric
(S) case, as well as the behavior for finite γ, while there
emerges an important difference for the classical random
graph limit in which γ  1. Let us first calculate R(A)
in a few crucial cases.
Link (Γ1). The definition of kΓ(i) has been given in Eq.
(37). As stressed before, the averages over the two sets of
hidden-variables do not change by changing their order.
Let us consider the product kΓ1(i)kΓ1(j). The crucial
mathematical difference with respect to the symmetric
case is that, in the calculation, we are now not facing the
fact that a2i,j = ai,j ; rather, we will face the evaluation
of things like 〈ai,j〉h 〈ai,j〉h = p2(hi, hj). As before, we
have to distinguish the case i = j and i 6= j, see Fig. 13.
For i = j we have[
〈kΓ1(i)〉2|h
]
= (N − 1)(N − 2) [p(h1, h2)p(h2, h3)]
+(N − 1) [p2(h1, h2)] , (53)
while for i 6= j we have[
〈kΓ1(i)〉|h 〈kΓ1(j)〉|h
]
= (N − 2)(N − 3) [p(h1, h2)]2
+3(N − 2) [p(h1, h2)p(h2, h3)] . (54)
Comparing with the symmetric case, we see that, whereas
Eqs. (40) and (54) are identical, Eqs. (39) and (53) differ
in the last term which here, due to the fact that the
network is sparse, is always smaller and negligible with
respect to the other terms. Upon plugging Eq. (38) and
Eqs. (53-54) into Eq. (15) via Eq. (29) and, by keeping
in this latter only terms in N2, which cancel exactly, and
terms in N , we obtain
R
(A)
Γ1
=
4
N
[p(h1, h2)p(h2, h3)]
[p(h1, h2)]
2 −
4
N
. (55)
With respect to the symmetric case, we observe now the
absence of the last term of Eq. (41). As a consequence,
the density of the node-degree in the A case, besides to be
self-averaging, has also the property that in the classical
random graph limit, the relative fluctuations tend to zero:
lim
γ1
R
(A)
Γ1
= 0. (56)
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Triple (Γ2). Now kΓ2(i) counts the number of triples
passing through the node i:
2 kΓ2(i) =
∑
l,m:l 6=m
ai,lai,m, (57)
where c = 1, since we count two consecutive links as a
triple passing through node i only if the center of the
triple coincides with i; and the factor 2 comes from the
fact that in the rhs we have not restricted the sum to
ordered couples l < m (again, these constants do not
play any role for the standard ratios). With respect to
the triangle case, the triple case leads to a more involved
calculation due to the lack of symmetry. From Eq. (57)
we have (notice that ai,i = 0, but p(hi, hi) 6= 0)
2 〈kΓ2(i)〉 = (N − 1) (N − 2) [Γ2] . (58)
Upon referring to the contributions as in panels Tr0-Tr3
of Fig. (15), and taking into account the multiplicities of
all the topologically equivalent cases, we get
(2)2
[
〈kΓ2(i)〉|h 〈kΓ2(j)〉|h
]
=
(N − 2) (N − 3) (N − 4) (N − 5) [Γ2]2
+4 (N − 2) (N − 3) (N − 4) [Γ4l]
+4 (N − 2) (N − 3) (N − 4) [Γ4cl]
+2 (N − 2) (N − 3) [Γ4] , (59)
and upon referring to panels Tr4-Tr6 of Fig. (15)
(2)2
[
〈kΓ2(i)〉2|h
]
=
(N − 1) (N − 2) (N − 3) (N − 4) [Γ2×2]
+5 (N − 1) (N − 2) (N − 3) [Γ3c]
+3 (N − 1) (N − 2) [Γ2] . (60)
Finally, plugging Eq. (58) and Eqs. (59-60) into Eq.
(15) via Eq. (29) and, by keeping in this latter only terms
in N2, which cancel exactly, and terms in N , we obtain
R
(A)
Γ2
=
1
N
4 [Γ4l] + 4 [Γ4cl] + [Γ2×2]
[Γ2]
2 −
9
N
. (61)
Again, we observe that
lim
γ1
R
(A)
Γ2
= 0. (62)
Triangle (Γ3). The calculation for the triangle case is
much easier due to the full symmetry of the motif, and
it runs in close analogy to the calculation already done
in the S case (the symmetric sampling). In fact, instead
of Eqs. (48-49), now we have
(2)2
[
〈kΓ3(i)〉|h 〈kΓ3(j)〉|h
]
=
(
N4 − 13N3) [Γ3]2
+8N3 [Γ3×2] + 10N2 [Γ4dp] , (63)
FIG. 15: Contributions to Eq. (59) (panels Tr0-Tr3), and to
Eq. (60) (panels Tr4-Tr6).
(2)2
[
〈kΓ3(i)〉2|h
]
=
(
N4 − 10N3) [Γ3×2]
+4N3 [Γ4dp] + 4N
2 [Γ3ppp] , (64)
where, the short notations Γ4dp and Γ3ppp corresponds
to the motifs with multiple links shown in Fig. 16.
In fact, for large N , the contributions of these motifs
are always negligible with respect to the others, and for
the standard ratio we obtain
R
(A)
Γ3
=
9
N
[Γ3×2]
[Γ3]
2 −
9
N
, (65)
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FIG. 16: Negligible contributions to Eq. (63) (upper), and
to Eq. (64) (lower). Notice that these motifs having multiple
links are only a useful artifact of the calculation, but there are
no motifs with multiple links in the graph model (the hidden-
variable model is by construction a simple graph, i.e., a graph
with no multiple links or loop-links).
so that, again, unlike Eq. (50), we have
lim
γ1
R
(A)
Γ3
= 0, (66)
and for the general k-cliques we have
R
(A)
Γkc
=
bk
N
[Γkc×2]
[Γkc]
2 −
bk
N
, (67)
where bk is the same combinatorial factor which appears
in Eq. (51).
D. R(B) (Sampling the hidden-variables by first
freezing the q’s)
Here we consider to sampling by first freezing the link-
hidden-variables, and only at the end averaging with re-
spect to them. We have then to use Eq. (30), and make
use of the {}-averages, defined by Eq. (11). The dia-
grammatic calculus now has very different rules. Let us
first calculate R(B) in a few crucial cases.
Link (Γ1). The definition of kΓ1(i) has been given in
Eq. (37). Due to Eq. (12), we already know that it
holds the equivalence of the ensembles (S), (A) and (B)
for their averages. In fact, the global average requires av-
eraging over two independent set of hidden-variables. It
is however instructive to show here the details of the two
processes. For the quenched averages of the adjacency
matrix we have
〈ai,j〉|q = [θ (p(hi, hj)− qi,j)] , (68)
where i and j are any two different indices, and where
θ(·) is the Heaviside step function (θ(u) = 1, for u ≥ 0,
and 0 otherwise). From Eq. (68), by using the property∫ 1
0
θ(u− q)dq = u, (69)
valid for 0 ≤ u ≤ 1, it is immediate to check that Eq.
(37) leads to{
〈kΓ1(i)〉|q
}
= (N − 1)
{
〈ai,j〉|q
}
= [p(h, h′)] . (70)
Let us now consider the product kΓ1(i)kΓ1(j). For i = j
we have
〈kΓ1(i)〉2|q =∑
l,m:l,m6=i
[θ (p(hi, hl)− qi,l)] [θ (p(hi, hm)− qi,m)] . (71)
Now, in the above sum we have N − 1 non trivial corre-
lated terms corresponding to the cases l = m. In fact, by
taking also the average over the q’s (which are random
variables uniformly distributed over the interval [0, 1]),
we have{
〈kΓ1(i)〉2|q
}
= (N − 1)(N − 2) [p(h, h′)]2 + (N − 1)
×
∫ 1
0
dq [θ (p(h1, h2)− q)] [θ (p(h3, h4)− q)] . (72)
By integrating the θ function we get the non trivial term∫ 1
0
dq [θ (p(h1, h2)− q)] [θ (p(h3, h4)− q)]
= [min{p(h1, h2); p(h3, h4)}] . (73)
For i 6= j we have
〈kΓ1(i)〉|q 〈kΓ1(j)〉|q =∑
l,m:l 6=i,m6=j
[θ (p(hi, hl)− qi,l)] [θ (p(hj , hm)− qj,m)] .(74)
We observe now that, in the above sum, unlike the (S)
and (A) ensembles, for almost all pairs of links, (i, l) and
(j,m), the random variables qi,l and qj,m are indepen-
dent. In fact, by referring to Fig. 13 with i 6= j, none
of the shown diagrams contribute to the connected cor-
relation function. More precisely, in the sum of Eq. (74),
there is only one term which is non trivial and corre-
sponds to the case l = j,m = i and is given by Eq.
(73). Note that in the (S) and (A) ensembles, for N large
enough, such link-overlap contributions were always neg-
ligible with respect to the node-sharing contributions. In
conclusion, from the above Eqs. and observations, for N
large enough, we get
R
(B)
Γ1
=
2
N
[min{p(h1, h2); p(h3, h4)}]
[p(h1, h2)]
2 . (75)
From Eq. (75 ), and observing that
[min{p(h1, h2); p(h3, h4)}] < [p(h, h′)] , (76)
we conclude that for large N we obtain again R(B) =
O(1/N). However, with respect to the (S) and (A) cases,
we observe a quite different structure of R(B). In the next
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example we will see that these differences play a crucial
role for larger motifs.
Triangle (Γ3). From Eq. (43) we have
2 〈kΓ3(i)〉|q =
∑
l,m:l 6=m;l,m6=i
[θ (p(hi, hl)− qi,l)
× θ (p(hl, hm)− ql,m) θ (p(hi, hm)− qi,m)] . (77)
Therefore we need to evaluate
(2)2 〈kΓ3(i)〉|q 〈kΓ3(j)〉|q =∑
l,m,l′,m′:l 6=m,l′ 6=m′;l,m6=i;l′,m′ 6=j
[θ (p(hi, hl)− qi,l)
× θ (p(hl, hm)− ql,m) θ (p(hi, hm)− qi,m)]
× [θ (p(hj , hl′)− qj,l′)
× θ (p(hl′ , hm′)− ql′,m′) θ (p(hj , hm′)− qj,m′)] .(78)
and similarly
(2)2 〈kΓ3(i)〉2|q =∑
l,m,l′,m′:l 6=m,l′ 6=m′;l,m,l′,m′ 6=i
[θ (p(hi, hl)− qi,l)
× θ (p(hl, hm)− ql,m) θ (p(hi, hm)− qi,m)]
× [θ (p(hi, hl′)− qi,l′)
× θ (p(hl′ , hm′)− ql′,m′) θ (p(hi, hm′)− qi,m′)] .(79)
When we average Eqs. (78) and (79) over the q’s, we have
the same topological combinations of Fig. (14). However,
each diagrammatic contribution is now different with re-
spect to the (S) and (A) cases. In fact, upon referring to
the contributions as in Fig. (14) we have
(2)2
{
〈kΓ2(i)〉|q 〈kΓ2(j)〉|q
}
=
(N − 2) (N − 3) (N − 4) (N − 5) [Γ3]2
+8 (N − 2) (N − 3) (N − 4) [Γ3]2
+10 (N − 2) (N − 3) (N − 4)
[
Γ˜4d
]
+2 (N − 2) (N − 3)
[
Γ˜3
]
, (80)
and
(2)2
{
〈kΓ2(i)〉2|q
}
=
(N − 1) (N − 2) (N − 3) (N − 4) [Γ3]2
+4 (N − 1) (N − 2) (N − 3)
[
Γ˜4d
]
+2 (N − 1) (N − 2)
[
Γ˜3
]
, (81)
where
[
Γ˜4d
]
and
[
Γ˜3
]
are a slight modification of [Γ4d]
and [Γ3], respectively:[
Γ˜4d
]
= [p(hi, hl)p(hi, hm)p(h
′
i, h
′
l)p(h
′
i, h
′
m)
× min {p(hl, hm); p(h′l, h′m)}] , (82)
[
Γ˜3
]
= [min {p(hi, hl); p(h′i, h′l)}
× min {p(hi, hm); p(h′i, h′m)}
× min {p(hl, hm); p(h′l, h′m)}] . (83)
From Eqs. (80) and (81) we get
(2)2
{
〈kΓ2(i)〉|q 〈kΓ2(j)〉|q
}
− (2)2
{
〈kΓ2(i)〉|q
}2
=(−14N2 + 12N + 4) [Γ3]2 + 10 (N3 − 9N2) [Γ˜4d]
+2
(
N2 − 5N) [Γ˜3] , (84)
and
(2)2
{
〈kΓ2(i)〉2|q
}
− (2)2
{
〈kΓ2(i)〉|q
}2
=(−4N3 + 22N2) [Γ3]2 + 4N3 [Γ˜4d]
+2N2
[
Γ˜3
]
. (85)
Taking into account that
[
Γ˜4d
]
= O(1/N5), [Γ3] =
O(1/N3) and that
[
Γ˜3
]
< [Γ3], from Eqs. (16) and (30),
for large N we obtain
R
(B)
Γ3
=
10
[
Γ˜4d
]
N [Γ3]
2 +
2
[
Γ˜3
]
N2 [Γ3]
2 . (86)
The two terms in the rhs of Eq. (86) cannot generate sin-
gular terms for finite γ. However, as we had anticipated,
for γ  1, R(B)Γ3 become a growing function of N .
E. Sampling only the q’s (i.e., frozen h’s)
If the h’s remain frozen, it is interesting to evaluate
R
(Q)
Γ|h according to the definition (17). When the h’ s are
frozen, we have to average only with respect to the q’ s.
Now, if i 6= j, the mixed-term in Eq. (31) is actually
identically null for each network realization:
〈kΓ(i)kΓ(j)〉i 6=j |h − 〈kΓ(i)〉2|h = 0. (87)
Eqs. (17), (31) and (87) imply
R
(Q)
Γ|h =
〈
k2Γ(i)
〉
|h − 〈kΓ(i)〉
2
|h
N 〈kΓ(i)〉2|h
. (88)
Furthermore, since the h’ are frozen, unlike the ensem-
bles (S) and (A), the leading term in
〈
k2Γ(i)
〉
|h always
factorizes, so that, in the numerator of the rhs of Eq.
(88) the leading term always cancels. As a consequence,
if for a motif Γ we have 〈kΓ(i)〉|h = O(Nmpn), where the
integers m and n characterize the structure of Γ, we have〈
k2Γ(i)
〉
|h−〈kΓ(i)〉
2
|h = O(N
2m−1p2n), so that it is always
R
(Q)
Γ|h = O
(
1
N
)
. (89)
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It is not difficult to verify the general Eq. (89) in a few
cases. For example, in the case in which Γ is the link, we
easily arrive at
R
(Q)
Γ|h =
∑
i,l 6=i
(
p(hi, hl)− p2(hi, hl)
)∑
i,j,l,m:l,m6=i (p(hi, hl)p(hi, hm))
= O
(
1
N
)
.(90)
Similar arguments apply for the cases in which Γ = Γ2
or Γ = Γ3. Of course, the exact value of R
(Q)
Γ|h depends
on the actual sequence {hi}, but for N sufficiently large
Eq. (89) always applies.
F. Sampling only the h’s (i.e., frozen q’s)
If the q’s remain frozen, it is interesting to evaluate
R
(Q)
Γ|q according to the definition (18). When the q’ s are
frozen, we have to average only with respect to the h’
s. It is not necessary to perform a detailed analysis to
recognize what is the general behavior of R
(Q)
Γ|q . In fact,
for what we have learned from the previous ensembles,
for N enough large we have
R
(Q)
Γ|h = O
(
R
(S)
Γ
)
= O
(
R
(A)
Γ
)
. (91)
Eq. (91) can be derived either by using the fact that in
the ensembles (S) (or (A)) and (B) we have and do not
have large fluctuations, respectively, or by using the fact
that in the ensembles (S) (or (A)) and (Q|h) we have and
do not have large fluctuations, respectively.
VII. CONCLUSIONS
Real complex networks are the result of certain pseudo
random processes that can be effectively described via
hidden-variable models. In this paper we have critically
reviewed the definition of hidden-variable models and
shown that, if the degree distribution P (k) of the tar-
get real network is a power law, P (k) ∼ k−γ , the cut-off
of the model must scale as Nλ with λ ≥ 1. In fact,
any choice with λ < 1 leads to a difference between the
scaling of the moments of P (k) and the moments of the
sampled degree 〈kn〉 in the networks generated from the
hidden-variable model. We stress that this holds true for
any γ. We have then performed a detailed analysis of
the relative fluctuations with the minimal/natural choice
λ = 1. We have analyzed the behavior of the relative fluc-
tuations of the densities of the motifs, nΓ ∝
∑
i kΓ(i)/N ,
where Γ represent any motif (Fig. 1), and kΓ(i) is the
generalized degree of node i, counting how many motifs
Γ pass through it. We have then shown that, despite nΓ
is an extensive observable, if γ ∈ [γ1(Γ), γ2(Γ)], where
γ1(Γ) ≈ kmin(Γ) and γ2(Γ) ≈ 2kmax(Γ), kmin(Γ) and
kmax(Γ) being the smallest and the largest degree of Γ,
nΓ is not-self-averaging, and a spin-glass picture is recov-
ered (Eqs. (3) and (4)), with RΓ diverging for N → ∞
(Figs. 4-9).
We have shown that such a non-self-averaging behav-
ior is only due to the variability of the expected degrees
{hi}, whereas, when these are kept fixed, as happens
when we are interested in reproducing only a given net-
work realization with all possible graphs having fixed ex-
pected degrees, the fluctuations follow the standard law
of large numbers RΓ ∼ 1/
√
N , like in classical random
graphs. Furthermore, we have seen that we recover the
self-averaging limit (3) both when γ → ∞, and when
γ → 2. Whereas the former is intuitively expected since
γ →∞ corresponds, roughly speaking, to a an exponen-
tial decay P (k) ∼ exp(−bk), i.e., it is a classical random
graph limit, the latter is due to the fact that entropy of
power-law random graphs goes to 0 when γ → 2+ [7, 17].
If networks characterized by power law distributions
are non self-averaging, network configurations, like in
spin-glass models, are intrinsically unpredictable. Fur-
thermore, unless γ is close to 2, or very large, the broad
distribution 4 makes a power-law network effectively un-
stable to small perturbations. This in particular reflects
on the stability/instability of communities [21], and more
in general to the stability/instability of motifs on which
the functionality of the network largely depends.
Moreover, we have seen that, even if we are dealing
with a case of fixed expected degrees, the fact that our
knowledge on the expected degree sequence {hi} is af-
fected by unavoidable finite errors, will result in a system-
atic bias between the simulations and the real network
(Eq. (26)).
The scenario we have described in this paper holds for
hidden-variable models. Hidden-variable models describe
equilibrium networks characterized by soft-constraints
(because only the expected degrees are fixed). Of course,
in other classes of models fluctuations might follow dif-
ferent rules. In particular networks can be described
via models having hard constrains, or models built via
a growing dynamics, which may differ in many aspects
from hidden-variable models. For example, in a model
where the degrees are fixed, the degrees do not fluctu-
ate by construction. Nevertheless, we expect that the
non-self-averaging or the spin-glass scenario seen in the
hidden-variable models will have a counterpart in any
model as soon as it is characterized by power laws. We
hope that our paper will stimulate further investigations
in this directions.
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