Let Ω ⊂ R N (N ≥ 3) be a C 2 bounded domain and K ⊂ Ω be a compact, C 2 submanifold in R N without boundary, of dimension k with 0 ≤ k < N − 2. We consider the Schrödinger operator Lµ = ∆+µd −2 K in Ω\K, where dK(x) = dist (x, K). The optimal Hardy constant H = (N − k − 2)/2 is deeply involved in the study of −Lµ. When µ ≤ H 2 , we establish sharp, two-sided estimates for Green kernel and Martin kernel of −Lµ. We use these estimates to prove the existence, uniqueness and a priori estimates of the solution to the boundary value problem with measures for linear equations associated to −Lµ.
Introduction
Let Ω ⊂ R N (N ≥ 3) be a C 2 bounded domain and K ⊂ Ω be a compact, C 2 submanifold in R N without boundary, of dimension k with 0 ≤ k < N − 2. Denote d(x) = dist (x, ∂Ω) and d K (x) = dist (x, K). In this paper, we study the Schrödinger operator L µ = L Ω,K µ := ∆ + µ d 2
K
( 1.1) in Ω \ K, where µ ∈ R is a parameter. Here µ/d 2 K is a singular potential.
Our first purpose is to deal with the question of two-sided estimates on the Green kernel associated to −L µ in Ω \ K.
It is well known that in the free potential case in Ω, i.e. µ = 0 and L 0 = ∆ in Ω, this question has been completely treated and sharp estimates, up to boundary, have been obtained in (see, e.g., [26] ). See also [4, 23] for relevant estimates.
The special case µ = 0, k = 0 and K = {0} ⊂ Ω has attracted a lot of attention since in this case L µ is a singular operator involving Hardy-Leray potential µ|x| −2 . Global upper estimate and local lower estimate (i.e. in compact subsets of Ω) on the Green kernel associated to −L µ was derived by Chen, Quaas and Zhou in [7, Lemma 4.1 and Remark 4.1] due to the two-sided estimate on the corresponding heat kernel established by Filippas, Moschini and Tertikas in [15] .
The general case is more challenging and less understood. In this case, the analysis is more intricate and relies strongly on the geometrical properties of the set K and Ω, which is closely linked to the optimal Hardy constant C Ω,K := inf
It is well known that C Ω,K ∈ (0, H 2 ] (see e.g. Dávila and Dupaigne [11, 12] and Barbatis, Filippas and Tertikas [3] ) where
In general, C Ω,K = H 2 provided that −∆d 2+k−N K ≥ 0 in the sense of distributions in Ω \ K or Ω = K β with β small enough (see [3] ), where K β := {x ∈ R N \ K : d K (x) < β}. (1.8)
Here the notation "≈" is introduced in the list of notations at the end of this section. The implicit constants in (1 .7) and (1.8) depend on N, Ω, K, µ.
Remark 1. 2. (i) We note that, uniqueness may not hold true for ( 1.6) . Therefore, in the sequel, by Green kernel we mean the minimal Green kernel G µ , which is defined in (1.5).
(ii) Note that, in Theorem 1.1 (i), the critical case k > 0 and µ = H 2 is included.
(iii) One of the main assumptions in this paper is λ µ > 0, which is fulfilled for instance if µ < C Ω,K . In the critical case µ = H 2 , λ H 2 > 0 if −∆d 2+k−N K ≥ 0 in the sense of distributions in Ω \ K. Finally, if Ω = K β then −∆d 2+k−N K ≥ 0 provided β is small enough. See [3] for the proof of these results as well as for other domains satisfying −∆d 2+k−N K ≥ 0. (iii) Estimates (1 .7) and (1.8) cover the ones in [6, 7] for the case k = 0, K = {0} and are sharper than the estimate in [11, Corollary 7.3] .
Let β 0 be the constant in (2.3) . Let η β 0 be a smooth function such that 0 ≤ η β 0 ≤ 1, η β 0 = 1 in K β 0 4 and supp η β 0 ⊂ K β 0 2 . We define
andW := 1 − η β 0 + η β 0 W in Ω \ K.
(1.10) Let G µ be the Green operator, i.e. As it can be seen in Lemma 5 .3 , the Green operator is a crucial tool in solving nonhomogeneous linear equation associated to −L µ with "zero datum" on ∂(Ω \ K) = ∂Ω ∪ K. More precisely, for f ∈ L ∞ (Ω), G µ [f ] solves equation −L µ u = f in Ω \ K with zero boundary condition in the sense lim dist (x,F )→0
To study linear equations with more general boundary data on ∂(Ω \ K) = ∂Ω ∪ K, we use the L µ -harmonic measures which is given below. Let z ∈ Ω \ K and h ∈ C(∂Ω ∪ K) and denote L µ,z (h) := v h (z) where v h is the unique solution of the Dirichlet problem (see Lemma 5 .7) L µ v = 0 in Ω \ K v = h on ∂Ω ∪ K.
( 1.11) Here the boundary value condition in (1.11) is understood in the sense that The mapping h → L µ,z (h) is a linear positive functional on C(∂Ω ∪ K) (see Lemma 3.4) .
Thus there exists a unique Borel measure on ∂Ω∪K, called L µ -harmonic measure in ∂Ω∪K relative to z and denoted by ω z , such that v h (z) = ∂Ω∪K h(y)dω z (y).
Let x 0 ∈ Ω \ K be a fixed reference point. By Harnack inequality, the measures ω x and ω x 0 are mutually absolutely continuous for any x ∈ Ω \ K, hence we can define the Radon-Nikodym derivative
, ω x 0 − a.e. ξ ∈ ∂Ω ∪ K.
( 1.12) Let us now give a definition of kernel functions of −L µ at ξ which plays an important role in the sequel. Definition 1. 3 . A function K defined in (Ω \ K) × (∂Ω ∪ K) is called a kernel function of −L µ with pole at ξ ∈ ∂Ω ∪ K and with basis at Using main properties of the L µ -harmonic measures, which are established in Section 6, we prove the existence and uniqueness of the kernel function K (see Proposition 6.6 ). Furthermore, we will show that (see Proposition 6.8) the following convergence holds 
where D Ω := 2 sup x∈Ω |x|.
Estimates ( 1.14) , (1.14) are novel and show distinct behaviours of Martin kernel, according to whether ξ ∈ ∂Ω or ξ ∈ K.
It is interesting to note that two-sided estimates of the Green kernel and Martin kernel were also studied for Schrödinger operators of the form −L µV = −∆ − µV where the potential V may blowup on the boundary ∂Ω. When V (x) = d(x) −2 , the existence, as well as sharp estimates, of the Green kernel was obtained by Filippas, Moschini and Tertikas [15] via the study of the respective parabolic problem, while the existence of the Martin kernel of −L µ was established by Ancona [2] in the subcritical case, i.e µ < 1 4 , and by Gkikas-Véron [16] in the critical case µ = 1 4 . In [18] , Marcus dealt with a more general potential V satisfying |V (x)| ≤ c d(x) −2 and obtained two-sided estimates on the Green kernel and Martin kernel in terms of the first eigenfunction. In the case V (x) = d F (x) −2 , where F ⊂ ∂Ω is a submanifold of dimension 0 ≤ k ≤ N − 2, these bounds were then exploited by Marcus and Nguyen [22] to derive estimates of Green and Martin kernel on layers near the boundary ∂Ω, which are in turn used to study respective linear and semilinear elliptic equations. Very recently, Marcus [19] has established two-sided estimates for positive L µV -subharmonic and L µV -superharmonic functions with V satisfying |V (x)| ≤ cd(x) −2 and provided a theory of linear equations associated to L µV which cover several results in [21, 22] . The case 0 ∈ ∂Ω and V (x) = |x| −2 was treated by Chen and Véron in [9] where they constructed a Poisson kernel vanishing at 0 and a singular kernel with a singularity at 0. Relevant works on semilinear elliptic equations involving −L µV can be found in [16, 21, 20, 22, 23, 8, 10] .
Next we provide the Representation theorem which states that there is a (1-1) correspondence between the class of positive L µ -harmonic functions in Ω \K and the set M + (∂Ω ∪ K) of positive bounded measures on ∂(Ω \ K) = ∂Ω ∪ K.
is a positive L µ -harmonic function (i.e. L µ K µ [ν] = 0) in the sense of distributions in Ω \ K. Conversely, for any positive L µ -harmonic function u (i.e. L µ u = 0) in the sense of distributions in Ω \ K, there exists a unique measure
In general, in order to characterize the behavior of a function on ∂Ω ∪ K, we introduce a notion of boundary trace which is defined in a dynamic way. The boundary trace of u is denoted by tr(u).
This notion allows to describe the boundary behavior of the Green kernel and Martin kernel, which can be seen in the following proposition. (i) For any ν ∈ M(∂Ω ∪ K), tr(K µ [ν]) = ν.
(ii) For any τ ∈ M(Ω \ K; φ µ ), tr(G µ [τ ]) = 0. Theorem 1.5 and Proposition 1.7 are key ingredients in obtaining the following properties of L µ -subharmonic and L µ -superharmonic functions.
in Ω \ K and tr(u) = ν.
(ii) Let u be a positive L µ -subharmonic function in the sense of distributions in Ω \ K. Assume that there exists a positive L µ -superharmonic function w such that u ≤ w in Ω \ K.
(1.18)
We are ready to study the boundary value problem for linear equations. 20) where the space of test function X µ (Ω \ K) is defined by
Theorem 1. 10 . Assume 0 ≤ k < N − 2, µ ≤ H 2 and λ µ > 0. I. Existence and uniqueness. For any τ ∈ M(Ω \ K; φ µ ) and ν ∈ M(∂Ω ∪ K), there exists a unique weak solution u of ( 1.19) . The solution u can be decomposed as in (1.17) .
In particular, G µ [τ ] is the weak unique solution of (1.19) with ν = 0 and K µ [ν] is the unique weak solution of (1.19) with τ = 0. II. A priori estimates. There exists a positive constant C = C(N, Ω, K, µ) such that
In addition, for any ζ ∈ X µ (Ω \ K) and ζ ≥ 0, the following estimates are valid
Estimates on the Green and Martin kernels and the theory for linear equations associated to −L µ are crucial tools in the study of respective semilinear elliptic equations which will be presented in a forthcoming paper.
Organization of the paper. In Section 2, we introduce main assumptions on K and present the background of the eigen pair of −L µ . In section 3, we construct local sub and super L µ -harmonic functions and prove Harnack type inequality. Section 4 is devoted to the proof of Theorem 1. 1 . In section 5, we establish the solvability and a priori estimate for linear equations with continuous boundary data. In section 6, we demonstrate Theorems 1.4 and 1.5. Finally, in section 7, we prove Proposition 1.7 and Theorems 1.8 and 1. 10 .
Notations.
•
where the implicit c is a positive constant depending on some initial parameters. If A B and A B, we write A ≈ B. Throughout the paper, most of the implicit constants depend on some (or all) of the initial parameters such as N, Ω, K, k, µ and we will omit these dependences in the notations (except when it is necessary).
• Let φ be a positive continuous function in Ω \ K. Denote by M(Ω \ K; φ) the space of Radon measures τ in Ω \ K such that Ω\K φd|τ | < ∞ and by M + (Ω \ K; φ) its positive cone. We also denote by M(∂Ω ∪ K) the space of Radon measures on ∂Ω ∪ K and by M + (∂Ω ∪ K) its positive cone.
• We denote by c, c 1 , C. . . the constants which depend on initial parameters and may change from one appearance to another. The authors wish to thank Professor L. Véron for many useful comments which help to improve the manuscript.
Preliminaries

2.1.
Assumptions on K. Throughout this paper, we assume that K ⊂ Ω is a C 2 compact submanifold in R N without boundary, of dimension k, 0 ≤ k < N − 2. When k = 0 we assume that K = {0} ⊂ Ω.
., x k ) ∈ R k and x ′′ = (x k+1 , . . ., x N ) ∈ R N −k . For β > 0, we denote by B k β (x ′ ) the ball in R k with center at x ′ and radius β. For any ξ ∈ K, we set
for some functions Γ ξ i : R k → R, i = k + 1, ..., N . Since K is a C 2 compact submanifold in R N without boundary, we may assume the existence of β 0 such that the followings hold.
• K 6β 0 ⋐ Ω and for any x ∈ K 6β 0 , there is a unique ξ ∈ K satisfies |x − ξ| = d K (x). 
• There exist ξ j , j = 1, ..., m 0 , (1 ≤ m 0 ∈ N) and β 1 ∈ (0, β 0 ) such that
Then we see that there exists a constant C = C(N, K) such that
where ξ j = ((ξ j ) ′ , (ξ j ) ′′ ) ∈ K, j = 1, ..., m 0 , are the points in (2.4) and
Moreover, β 1 can be chosen small enough such that for any x ∈ K β 1 ,
We summarize below main properties of the first eigenfunction of the operator −L µ in Ω \ K from [11, Lemma 2.4 and Theorem 2.6] and [12, page 337, Lemma 7 and Theorem 5].
(i) For any µ ≤ H 2 , it is known that
(2.9) (ii) If µ < H 2 , there exists a minimizer φ µ of (2.9) belonging to H 1 0 (Ω). Moreover, it satisfies −L µ φ µ = λ µ φ µ in Ω \ K and
(2.10) (iii) If µ = H 2 , there is no minimizer of (2.9) in H 1 0 (Ω), but there exists a nonnegative function φ
In addition, the function ψ
. From (2.10) and (2.11) we deduce that
(2.12) 2. 3 . Weighted Sobolev spaces on Ω\K. It is known that if p < N −k then W 1,p 0 (Ω\K) = W 1,p 0 (Ω) (see e.g. [3] ). Next we give some properties of the spaces of test functions.
where u| ∂Ω denotes the Sobolev trace of u on ∂Ω.
Proof. (i) By applying [14, Theorem 3.6] with d 1 = d, α 1 = 1, d n−k = d K , α n−k = −α − and α i = 0 for all i = 1, n, i = 1, n − k, we can prove (i).
(ii) In view of the proof of [14, Theorem 3.6] and (i), we obtain the desired result.
L µ -sub and super harmonic functions
In the sequel, we assume that 0 ≤ k < N − 2 and µ ≤ H 2 . In this subsection, we construct L µ -subharmonic and L µ -superharmonic functions which are defined in a "small" neighborhood of K. Let us give first the definition of L µ -harmonic function.
Proof. For b = 0, by (2.2) and by taking into account that |∇d K | = 1 in K 3β 0 , we have
In particular, since α − and α + are the roots of the equation
(ii) We use a similar argument as above and the fact that α + > H to obtain (3.3).
By the above equality and (3.5), we have
provided 0 < ε < 1 and β are small enough. The rest of the proof is similar to that of statements (i),(ii) and we omit it.
Let W andW be as in (1.9) and (1.10) respectively. Let us state now the boundary Harnack inequality.
and sup x∈B r
Proof. We will only consider the case µ < H 2 and ξ ∈ K, B r (ξ) ⊂ Ω since the proof in the other cases is very similar and we omit it.
We note here that v l = 0 if u ≤ lη α+,ε , thus by the assumptions we can easily obtain that v l ∈ H 1 (B r 2 (ξ); φ 2 µ ). In view of the proof of [14, Theorem 3.7], we can prove the existence of a constant r β 0 and C = C(K) > 0 such that for any r ′ ≤ min{ r 2 , r β 0 } and p ≥ 1 the following inequality holds
From (3.8 ) and the definition of w l , we have
Thus by (3.13) and the above inequality we deduce
Thus by a covering argument we can find a constant C 2 > 0 such that
This
r v l as a test function in (3.12) we can easily obtain The next result provides the maximum principle for L µ -subharmonic function.
Since v ∈ H 1 0 (Ω \ K; φ 2 µ ), we can use it as a test function for ( 3.16 ) and obtain
Since λ µ > 0, we deduce w = 0 and hence the result follows straightforward.
Green kernel
In this section we prove the existence and sharp two-sided estimates of the Green kernel of −L µ in Ω \ K. Hereinafter, we assume that 0 ≤ k < N − 2, µ ≤ H 2 and λ µ > 0. 
is the minimal solution of (1.6) in the sense of distributions. Furthermore, the following estimates hold.
(i) If µ < N −2 2 2 then for any x, y ∈ Ω \ K, x = y,
Proof. Existence. We see from [14, Proposition 2.8 ] that there exists a heat kernel, denoted by
we deduce that there exist positive constants c 1 < c 2 and T depending on N, Ω, K, µ such that the following estimates are valid
3) for all t ∈ (0, T ), x, y ∈ Ω \ K and
Since λ µ > 0, by the standard argument and (4.3) and (4.3), we can show that G µ is a Green kernel of −L µ in Ω \ K. Minimality. Assume u is a nonnegative solution of (1.6) in the sense of distributions.
Estimate on G µ . From (4.3), (4.4), we can show that there exist C i = C i (Ω, K, µ, N ) > 0, i = 1, 2, such that
for all t ∈ (0, T ), x, y ∈ Ω \ K and
for all t ≥ T, x, y ∈ Ω \ K.
We write
To deal with the first term on the right hand side of (4.7), we use (4.5). By change of variable s = |x−y| 2 t , we obtain for i = 1, 2,
where
Put D = diam (Ω) 2 . By straighforward calculations, we obtain, for any i = 1, 2,
We will only consider the case k = 0, K = {0} and µ = N −2 
The first term on the right hand side of (4.11) can be estimated from below as For the upper bound, we have Note that
We can also estimate
. 
The proof is complete.
Linear equations
The aim of this subsection is to prove the existence and uniqueness of the solution of −L µ u = f with prescribed smooth boundary data. Let us first define the weak solutions.
We say that u is a weak solution of equation
In the next lemma we give the first existence and uniqueness result.
Lemma 5. 2 . For any f ∈ L 2 (Ω) there exists a unique weak solution u of (5.1) such that
Proof. We first observe that u is a weak solution of (5.1) if and only if v = u φµ satisfies
for any ζ ∈ C 1 c (Ω \ K). We define the inner product , and the functional T f on H 1 0 (Ω \ K; φ 2 µ ) respectively by
We see, by using Hölder inequality and the fact that f ∈ L 2 (Ω), that T f is a bounded linear functional on H 1 0 (Ω \ K; φ 2 µ ). Therefore by Riesz's representation theorem, there exists a unique function
Furthermore, by choosing ζ = v in (5.5) and then using Young's inequality, we obtain
By Proposition 2.1 and (2.12), we see that v ∈ H 1 (Ω; φ 2 µ ). Putting u = φ µ v, we obtain from the above observation that u satisfies (5.2).
Conversely, by the uniqueness of v and the standard density argument, we see that every weak solution u of (5.1) such that φ −1 µ u ∈ H 1 (Ω; φ 2 µ ) can be constructed in this way, and hence the uniqueness for (5.1) follows. Finally, (5.3) follows from (5.6).
In the following lemma we prove the existence, as well as pointwise estimates, of the solutions for the equation −L µ u = f , with "zero boundary data".
The solution can be written as u = G µ [f ] and there holds Next if we put v = u/φ µ then v ∈ H 1 (Ω; φ 2 µ ) and it satisfies (5.4 ). Since f ∈ L ∞ (Ω), by using a Moser iteration argument similar to the one in [15, Theorem 2.12 ] (see also [14, Theorem 3.7] ) we can show that there exists a positive constant C > 0 depending on N, Ω, K, µ, f L ∞ (Ω) such that sup x∈Ω\K |v(x)| ≤ C, which implies u(x)| ≤ Cφ µ (x) for every x ∈ Ω \ K. This in turn yields (5.8) due to (2.12). Combining (5.8) and (1.9) yields (5.7).
Remark 5. 4 . If we choose f = 1 then we derive from (5.8) and (2.12 ) that
In order to treat more general data, we need the following result. Since α > 0 and γ > 0, we have
Next, we deal with the second term in (5.11) . For λ > 0 and x ∈ K β 1 , set We write
, the first term on the right hand side of (5.13) is estimated as
Next we treat the second term on the right hand side of (5.13). and ω = δ z , where δ z is the Dirac measure concentrated at z, to obtain
where L p w (p > 1) denotes the weak L p space or Marcikiewicz space (see e.g. [23] ). Hence This, together with (5.11) and (5.12), yields Ω\K |y − z| −N +γ d K (y) −α dy 1 ∀z ∈ K β 1 .
α Ω |y − z| −N +γ dx 1. Lemma 5. 6 . Let 0 < b < α + + 2 and f ∈ L ∞ (Ω). Then there exists a unique solution 19) in the sense of Definition 5. 1 Proof. We consider only the case 0 < µ < H 2 since the proof in other cases is similar with some minor modifications. In this case α − > 0. Assume that f ≥ 0. Set f n = min{f d −b K , n}. Then by Lemma 5.3, there exists a unique solution u n of −L µ v = f n in Ω \ K satisfying (5 .7) . Morever this solution can be written
where in the last inequality we have used Lemma 5. 5 .
Similarly, since 0 < b < α + + 2, for any γ ∈ [α − , ∞) ∩ (b − 2, ∞), we can show that
Combining the above estimates, we deduce that for any
This implies that
where the implicit constant depends on N, µ, Ω, K, b, γ. By ( 5.22) and Lemma 3.4, u n ր u locally uniformly in Ω \ K and in H 1 loc (Ω \ K). Furthermore, by the standard elliptic theory u ∈ C 1 (Ω \ K), and satisfies
For the general case, let u 1 and u 2 are solutions of (5.19) in Ω \ K with f replaced by f − and f + respectively. Then u 1 (resp. u 2 ) satisfies (5.7) and (5.20) with f replaced by f − (resp. by f + ). Set u = u 2 − u 1 then u is a solution of ( 5.19 ) and satisfies (5.7), (5.20) .
The uniqueness follows from (5.7) and Lemma 3. 4 . Thus the proof in the case 0 < µ < H 2 is completed.
The following lemma is the main result of this subsection. Proof. The uniqueness is a consequence of Lemma 3. 4 .
Thus it is enough to find a solution of (5.26).
In view of the proof of Lemma 3.2, we derive |L µW | d −1 KW in Ω \ K. Hence we can write (5.26) 
h C 2 (Ω) . By Lemma 5.6, there exists a unique solution v of (5.26) that satisfies
This implies (5.24) and (5.25).
If h ∈ C(∂Ω ∪ K) then we can find a sequence {h n } ∞ n=1 of smooth functions in ∂Ω ∪ K such that h n → h in L ∞ (∂Ω ∪ K). Then we can find a function H m ∈ C 2 (Ω) with value h n on ∂Ω ∪ K, and ||H n || L ∞ (Ω) ≤ C||h n || L ∞ (∂Ω∪K) for some constant C independent of n. By the previous case there exists a unique L µ -harmonic function u n satisfying
where the implicit constant is independent of n. Thus u n → u locally uniformly in C 2 (Ω\K). By (5.29) and Lemma 3.4, we can easily show that
The result follows by letting successively x → y and n → ∞.
Martin kernel
In this section, several results can be obtained by using similar arguments as in [16, 5, 17] with minor modifications, hence we will point out only precise references where the arguments can be found instead of providing detailled proofs. When the adaptation is not trivial, we offer detailled demonstration. 6 .1. L µ -harmonic measure. Let x 0 ∈ Ω \ K be a fixed reference point and x ∈ Ω \ K.
Let ω x 0 and ω x the L µ -harmonic measures in ∂Ω ∪ K relative to x 0 and x respectively (the definition of L µ -harmonic measure is given after Definition 1.3). Thanks to the Harnack inequality, the measures ω x and ω x 0 , where x 0 , x ∈ Ω \ K, are mutually absolutely continuous. For every fixed x ∈ Ω \ K, we denote the Radon-Nikodyn derivative by K µ (x, y) as in (1.12) .
Let ξ ∈ ∂Ω ∪ K. We set ∆ r (ξ) = (∂Ω ∪ K) ∩ B r (ξ) and x r = x r (ξ) ∈ Ω \ K such that d(x r ) = |x r − ξ| = r if ξ ∈ ∂Ω or d K (x r ) = |x r − ξ| = r if ξ ∈ K. Also, if ξ ∈ ∂Ω then x r (ξ) = ξ − rn ξ where n ξ is the unit outward normal vector to ∂Ω at ξ. We recall that β 0 > 0 is the constant given in (2.3).
Proof. We consider only the case µ = H 2 and ξ ∈ K since the proof in the other cases is very similar. Let 0 ≤ h ≤ 1 be a smooth function with compact support in ∆ r (ξ) such that h = 1 on ∆ 3r 4 (ξ). Let v h be the unique solution of ( 1.11) and v 1 is the solution with h = 1.
By Lemma 3.3 and the fact that
By (5.25), we have
. Thus, combining the above estimates, we have that
Now in view of the proof of Lemma 5.7, there exists ε 0 > 0 such that
Thus if we choose y such that d(y) = r 4 , there exists a constant
In particular ) c there exists a chain of at most 4k * points {z j } j 0 j=0 such that z j ∈ B r 2 (ξ) ∩ Ω, d K (z j ) ≥ a * r, z 0 = x a * r (ξ), z j 0 = x and |z j − z j+1 | ≤ a * r 4 . By Harnack inequality (applied j 0 times) v h (x a * r (ξ)) ≤ cv h (x). (6.4) Since d K (x a * r (ξ)) = a * r ≤ d K (x), we obtain finally
Let v h be the unique solution of (1.11). By Lemma 5.7, for any 0 < r < β 0 , Thus we can replaceW by v 1 (the unique solution of (1.11) with h ≡ 1) in (6.6). Since
is Hölder continuous in Ω and satisfies
the maximum of w h is achieved on (Ω \ K) ∩ ∂B s (ξ), therefore it is sufficient to prove the Carleson estimate
. If x such that |x − ξ| = s is "far" from ∂Ω ∪ K, w h (x) is "controlled" by w h (x s (ξ)) thanks to Harnack inequality, while if it is close to ∂Ω ∪ K, w h (x) is "controlled" by the fact that it vanishes on (∂Ω ∪ K) ∩ ∂B s (ξ).
The rest of the proof is very similar to the proof of [16, Lemma 2.20 ] and we omit it. 
Proof. The proof can be proceeded as in the proof of [16, Theorem 2.22 ] with minor modifications, hence we omit it.
As a consequence of Theorem 6.3 and the Harnack inequality, L µ -harmonic measures possess the doubling property. Then
Proof. It follows from Lemma 3.3 that
Applying Harnack inequality between x 2r (ξ) and x r (ξ) we obtain
Also by Harnack inequality we have that ω xr(ξ) (∆ r (ξ)) ω
x r 2 (ξ) (∆ r (ξ)) W (x r (ξ)) where in the last inequality above we have used Lemma 6.1.
On the other hand, from (6.7), we have ω xr(ξ) (∆ r (ξ)) W (x r (ξ)). Combining the above inequalities, we derive
The result follows by an argument similar to step 3 in Lemma 6.2.
6.2.
Martin kernel of −L µ . We first give the existence and uniqueness of the kernel function of −L µ which is defined in Definition 1.3.
Proposition 6. 6 . There exists one and only one kernel function for −L µ with pole at ξ and with basis at x 0 .
Proof. The proof is similar to that of [5, Theorem 3.1] and hence we omit it.
In view of the proof of Proposition 6.6 (in fact from [5, Theorem 3.1]) and by the uniqueness, the function K µ defined in (1.12) is the unique kernel function of −L µ and
for ω x 0 − a.e. ξ ∈ ∂Ω ∪ K.
Proof. The proof is similar to the one of [5, Corollary 3.2] and hence we omit it.
We can now identify the Martin boundary and topology with their classical analogues. We begin by recalling the definitions of the Martin boundary and related concepts.
For x, y ∈ Ω \ K, we set
Consider the family of sequences {y k } k≥1 of points of Ω\K without cluster points in Ω\K for which K µ (x, y k ) converges in Ω\K to a harmonic function, denoted by K µ (x, {y k }). Two such sequences {y k } and {y ′ k } are called equivalent if K µ (x, {y k }) = K µ (x, {y ′ k }) and each equivalence class is called an element of the Martin boundary Γ. If Y is such an equivalence class (i.e., Y ∈ Γ) then K µ (x, Y ) will denote the corresponding harmonic limit function. Thus each Y ∈ (Ω \ K) ∪ Γ is associated with a unique function K µ (x, Y ). The Martin topology on (Ω \ K) ∪ Γ is given by the metric
∪ Γ is compact and complete with respect to ρ, (Ω \ K) ∪ Γ is the ρ-closure of Ω \ K and the ρ-topology is equivalent to the Euclidean topology in Ω \ K. We have the following results. Let us now prove some L p estimates for the Martin kernel. Proposition 6.9. Assume µ ≤ H 2 and p > 1.
Here the similarity constants in (6.13) depend only on N, Ω, K, µ, p.
(ii) If y ∈ K then
Moreover, if p < N −α− N −2−α− , then (6.13) holds. Proof. We prove only (ii) since (i) can be obtained by a similar argument. Assume y ∈ K. Case 1: 0 < µ < N −2 2 2 . From (2.12) and (1.14) , we obtain
On the other hand, for x ∈ K β 0 , we have d(x) 1 and d K (x) ≤ |x − y|. Therefore,
Combining (6.16) and ( 6.19 ) yields (6.14). Moreover, we derive (6.13) from (6.16) and (6.18).
Consequently, (6.17) holds.
On the other hand, for x ∈ V (y, β 1 2 ), estimate (2.6) holds. This leads to 
then for any ν ∈ M(∂Ω ∪ K), there holds
The implicit constants depend on N, Ω, K, µ, p.
Proof. By using Proposition 6.9 and Jensen's inequality, we obtain easily (i)-(iii). 6 . 3 . Representation theorem. Let us give a lemma that we will use to prove the representation formula.
We assume that {r n } ∞ n=0 is a decreasing sequence such that r n ց 0 and r 1 < β 0 16 . Set
Let 0 ≤ η n ≤ 1 be a smooth function such that η n = 1 in D rn with compact support in 
Thus v n → v and the desired result follows if we set V = u ∧ v.
If ξ ∈ ∂Ω the proof is similar and simpler and thus we omit it.
We recall that x 0 ∈ Ω \ K is a fixed reference point. Let {Ω n } be an increasing sequence of bounded open smooth domains such that 
Set O n = Ω n \ K n for each n and assume that x 0 ∈ O 1 . Such a sequence {O n } will be called a smooth exhaustion of Ω \ K.
Then −L µ is uniformly elliptic and coercive in H 1 0 (O n ) and its first eigenvalue λ On µ in O n is larger than its first eigenvalue λ µ in Ω \ K.
For h ∈ C(∂O n ), the following problem Proof. Let n 0 ∈ N be such that dist(∂K n , K) < β 0 16 for all n ≥ n 0 . For n ≥ n 0 , let w n be the solution of −L µ w n = 0 in O n w n =W on ∂O n . It follows that
Consequently d ω = dω x 0 . Because the limit does not depend on the subsequence it follows that the whole sequence {W dω x 0 On } converges weakly to ω x 0 . This implies (6.32).
Proof of Theorem 1.5. (i) It can be seen that, for any
Conversely, let u be a positive L µ -harmonic function in Ω \ K. We will show that there exists a unique measure ν ∈ M + (∂ ∪ K) such that u = K µ [ν]. To do that, we will adapt the ideas in [17, Theorem 4.3] . Let B be a relatively closed subset of Ω \ K, we define The set function ν x defines a regular Borel measure on ∂Ω ∪ K for each fixed x ∈ Ω \ K.
Since ν x (F ) is a positive L µ -harmonic function in Ω \ K, the measures ν x are absolutely continuous with respect to ν x 0 by Harnack's inequality. Hence,
We assert that
for ν x 0 -a.e. y in ∂Ω ∪ K. By Lemma 6.11 and in view of the proof of Proposition 6.6 we have that dν x (F ) dν x 0 (F ) is a kernel function, and by uniqueness of the Martin kernel, the assertion (6.35) follows. Hence ν x (A) = A K µ (x, y)dν x 0 (y) for all Borel A ⊂ ∂Ω∪K and in particular
Suppose now u(x) = ∂Ω∪K K µ (x, y)dν(y) for a Borel measure ν on ∂Ω ∪ K. For a closed set F ⊂ K we will show that ν(F ) = ν x 0 (F ).
Choose a sequence of open sets
we can choose G n such that G n+1 ⊂ G n , ∀n ≥ 1 and Ω \ G n to be a C 2 domain for all n ≥ 1. In view of the proof of Lemma 6.11, we may assume that R (Ω\K)∩Gn u (x) = V n where V n is the L µ -superharmonic in Lemma 6.11 for D = G n .
Furthermore we have that R
Let {Ω n } and {K n } be sequences satifying (6.28) and (6.29) respectively. We may assume that G n ⋐ K n for any n ∈ N. Set O n = Ω n \K n and denote by ω x 0
On the L µ -harmonic measure in ∂O n (see (6.30)-(6.31)). Let n > ℓ and v n be the unique solution of
Now, by Lemma 6.11,
But K µ (y, ξ) ≤ c(n)d −α− K (y) for all y ∈ ∂O n \ G ℓ , thus by Proposition 6.12 we have that lim n→∞ ∂On\G ℓ K µ (y, ξ)dω x 0 On (y) = 0.
Combining the above inequalities and Lebesgue's dominated convergence theorem yields
Hence, letting ℓ → ∞ and m → ∞ successively, we obtain ν x 0 (F ) ≥ ν(F ).
For the reverse inequality, let m > ℓ. Then
In view of the proof of Lemma 6.11, we deduce R 
If ξ ∈ (∂Ω ∪ K) \ G m , we infer again from Proposition 6.12 that lim ℓ→∞ ∂O ℓ ∩Gm
Combining all the above inequalities, we obtain (6.28 ) and (6.29)) and v n be the unique solution of
We note here that v n (x 0 ) = ∂On u(y)dω x 0 On (y). We first assume that τ ≥ 0. Let G On µ be the Green kernel of −L µ in O n , then G On µ (x, y) ր G µ (x, y) for any x, y ∈ Ω \ K and x = y. Put τ n = τ | On and u n = G On µ [τ n ] then u n ր u a.e. in Ω \ K. By uniqueness we have that u = u n + v n a.e. in O n . In particular, u(x 0 ) = u n (x 0 ) + v n (x 0 ). This implies, by sending n at infinity, that lim n→∞ v n (x 0 ) = 0. Consequently, tr(u) = 0.
In the general case, the result follows by the linearity. 
Moreover, we see that u − G µ [τ ] is a nonnegative L µ -harmonic function in Ω \ K. Thus by Theorem 1.5, there exists a unique ν ∈ M + (∂Ω ∪ K) such that (1.17) holds.
(ii) Since −L µ u ≤ 0 in the sense of distributions in Ω\K, there exists a nonnegative Radon measure τ in Ω \ K such that −L µ u = −τ in the sense of distributions. By [23, Lemma By using a similar argument as in (i), we deduce that τ ∈ M(Ω \ K; φ µ ) and there exists ν ∈ M + (∂Ω ∪ K) such that (1.18) holds.
7.2.
Boundary value problem for linear equations. We recall that X µ (Ω\K) is defined in (1.21). The following result provides an estimate for functions in X µ (Ω \ K). Hence by Lemma 3.4 we can easily deduce that |ζ| ≤ 1 λµ φ µ in Ω \ K. This, combined with (1.20), implies (7.1). (Here we note that ν = 0 in (1.20).)
Uniqueness. The uniqueness follows directly from (7.1).
Existence.
Assume τ = f dx with f ∈ L ∞ (Ω). The existence follows by Lemma 5.2.
Since f ∈ L ∞ (Ω), using a Moser iteration argument similar to the one in [15, Theorem 2 .12 ] (see also [14, Theorem 3.7] ) we can show that there exists a positive constant C > 0 such that sup x∈Ω\K |v| ≤ C, which implies |u(x)| ≤ Cφ µ (x) for all x ∈ Ω \ K. for all compact set F ⊂ ∂Ω ∪ K. Furthermore, we note that |u − v| is L µ -subharmonic in Ω \ K. Hence from Lemma 3.4, we deduce that |u − w| = 0, i.e. u = w in Ω \ K.
Now assume that τ = f dx with f ∈ L 1 (Ω; φ µ ). Let f n ∈ L ∞ (Ω) such that f n → f in L 1 (Ω; φ µ ). Put u n := G µ [f n ] then − Ω u n L µ ζ dx = Ω f n ζ dx ∀ξ ∈ X µ (Ω \ K). (7.2) By (7.1) we can easily prove that u n = G µ [f n ] → G µ [f ] := u in L 1 (Ω; φ µ ). Then by letting n → ∞ and using Lemma 7.3, we deduce the desired result when f ∈ L 1 (Ω; φ µ ). Assume τ ∈ M(Ω \ K; φ µ ). Let {f n } be a sequence in L 1 (Ω; φ µ ) such that f n ⇀ τ in C φµ (Ω \ K), where C φµ (Ω \ K) denotes the space of functions ζ ∈ C(Ω \ K) such that φ µ ζ ∈ L ∞ (Ω). Then proceeding as above we can prove that u n = G µ [f n ] → G µ [τ ] := u in L 1 (Ω; φ µ ) and u satisfies ( 1.20) with ν = 0. A priori estimate (7.4). By Corollary 6.10, K µ [|ν|] L 1 (Ω;φµ) ν M(∂Ω∪K) . This, together with (7.1) and (7.3), implies (7.4).
Uniqueness. The uniqueness follows from (7.4). where n n is the unit outer normal vector on ∂O n .
Proof of estimates
Since |u| ≤ G µ [|τ |] + w |ν| a.e. on ∂O n and ∂η ∂n n ≤ 0 on ∂O n , by using integration by parts, we obtain Let ζ ∈ X µ (Ω \ K), ζ > 0 in Ω \ K. Let z n and ζ n be respectively solutions of −L µ z n = −L µ ζ in O n z n = 0 on ∂O n , −L µ ζ n = −sign(z n )L µ ζ in O n ζ n = 0 on ∂O n .
By Kato's inequality, −L µ |z n | ≤ −sign(z n )L µ z n in the sense of distributions in O n . Hence by a comparison argument, we have that |z n | ≤ ζ n in O n . Furthermore it can be checked that z n → ζ and ζ n → ζ in L 1 (Ω; φ µ ) and locally uniformly in Ω \ K.
Now note that (7.9) is valid for any nonnegative solution η ∈ C 2 0 (O n ). Thus we can use ζ n as a test function in (7.9) Also, since G µ [|τ |] = G On µ [|τ || On ] + v n |τ | a.e. in O n , we deduce that v n |τ | → 0 in L 1 (Ω; φ µ ) as n → ∞. Letting n → ∞ in (7.10), we obtain (7.5) since ζ > 0 in Ω \ K. Estimates (7.6) and (7.7) follow by adding (7.5) and (1.20) . Thus the proof is complete when ζ is positive.
If ζ is nonnegative we set ζ ε = ζ + εφ µ . Then estimates (7.5)-(7.7) are valid for ζ ε for any ε > 0. The desired result follows by sending ε → ∞.
