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Abstract
In the pursuit of improving gas and oil production, oil service companies utilize, among 
other techniques, fracturing treatments. Such stimulations use fracturing fluid carrying 
propping agent, e.g. sand, to fracture the hydrocarbon-bearing formations creating new 
high permeable channels through which gas/oil can be produced at a higher rate. High 
pressure cracks the formation of the earth and the proppant suspended in the fracturing 
fluid keeps the cracks open upon releasing the fracturing pressure.
Even though such stimulation treatments have been performed for almost forty years, the 
rheology of those fluids are not well known, especially since most of them are time- 
dependent. Therefore, there is a need to study and characterize different fracturing fluids. 
Hence, a large-scale fracture prototype was built. The prototype consists of 6 inch 
parallel steel walls simulating a fracture below the earth surface. It is capable of 
withstanding high pressures up to 10,000 psi. The prototype was outfitted with 
instrumentation to measure; temperatures, pressures, and velocities of the fluids under 
investigation. Still the study of fracturing fluids would have been incomplete without 
developing a system that would allow the scientists to view and characterize the events 
occurring inside the 6 inch steel walls.
The purpose of this study is to develop a system to monitor, in real-time, the static or 
dynamic fluid behind the prototype 6 inch walls, to be the first to map, as a function of
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time and position across the prototype, the concentration of the proppant suspended in the 
fluid, and to measure dynamic or static proppant settling and proppant dune build up.
The system developed to accomplish the tasks was implemented based on a novel idea; to 
illuminate the inside of the prototype using embedded LEDs (Light Emitting Diodes) and 
collect light intensities using embedded fiber optics. The rest o f  the system comprises of 
cameras, multiplixer, processing computer, and video recording equipment, all of which 
are interconnected to convert the intensities collected by the fibers into an analog signal 
so that they could be accessed, processed and stored. The system is called the vision 
system.
Calibration test procedures were conducted to thoroughly analyze the influence of 
proppant concentration on the light intensities collected by the fibers. Multiple non-linear 
mathematical models were developed to correlate the light intensity with proppant 
concentration. The models were developed to tolerate the inconsistency existed in the 
light intensity measurements. The inconsistency is manifested in the discrepancy between 
light intensities collected by the same fiber under the same test conditions.
Due to uncontrollable factors, the images acquired by the vision system are not uniform. 
Hence, enhancement procedures were devised to improve the appearance of the images. 
Those procedures are real time procedures; they process the acquired images as they 
come into the system without a loss of any acquired image.
Chapter I 
Background
1.1 Introduction
Hydraulic fracturing treatment of gas wells is a process whose goal is to improve gas 
production. The treatment is performed as follows, see Figure 1.1 for illustration. A. 
fracturing fluid carrying propping agents, e.g. sand, is pumped down the wellbore and 
hydraulically pressurizes the pertinent formations until a fracture occurs. While 
maintaining the hydraulic pressure and propagating this fracture, the proppant particles 
suspended in the fracturing fluid gradually settle toward the bottom of the fracture and 
form a proppant bed. Upon the release of the pressure, the settled proppant prevents the 
fracture from closing, creating a permeable path/channel for more gas to flow into the 
wellbore.
The effectiveness (the improvement degree of gas well productivity) o f any fracturing 
treatment depends largely on the final propped fracture geometry (length, width, and 
height) and the fracture conductivity [1]. The fracture geometry is determined by the 
proppant transport properties of the fracturing fluid. Take for example the proppant 
settling rate properties in the fracturing fluid during both pumping (dynamic condition) 
and closure (static condition) stages of the treatment. High proppant settling rate 
velocities cause the proppant to create a bed at the bottom of the fracture. Low settling 
velocities cause the proppant to be evenly distributed across the height o f the fracture.
Thus resulting in maximum productivity improvements. A complete knowledge of 
proppant transport properties is essential to design a successful fracturing treatment [2].
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Figure 1.1 Hydraulic Fracturing Treatment of a Gas Well
It is beyond the scope of this dissertation to detail the proppant transport properties of 
fracturing fluids and the factors that influence them. However, a book on reservoir 
stimulation is recommended for readers [3],
The need to understand and evaluate proppant transport properties of a fracturing fluid, 
led to the construction of a High Pressure Simulator (HPS). The HPS is a replicate of a 
fracture as it might exist below the surface of the earth. It is located at the Well 
Construction Technology Center (WCTC) at the University of Oklahoma, Norman, 
Oklahoma. A brief description o f the HPS setup is covered in the following sections of 
this chapter. For a complete description of the HPS, the FFCF annual report published in 
1996 is recommended for readers [4].
1.2 High Pressure Simulator Setup
1.2.1 Introduction
The HPS is a vertical variable-width parallel plate flow cell used for the characterization 
of fracturing fluids. It is capable of operating at elevated temperature and pressures. The 
internal plate surfaces are changeable. Fluid enters and exits the HPS through manifolds, 
which simulate a wellbore with a given perforation density. Auxiliary equipment for fluid 
handling include mixing and storage tanks, metering pumps, and high and low pressure 
pumps. The instrumentation system o f the HPS is capable of real-time monitoring of 
temperature, pressure (both absolute and differential across various positions along the 
length of the cell), flowrates and density. Figure 1.2 shows the actual HPS in an “open” 
state where the plate surfaces are exposed.
Figure 1.2 High Pressure Simulator at the FFCF
1.2.2 HPS Configuration
The HPS internai dimensions are 84 inches (7 ft) high and 112 inches (9 1/3 ft) long. Two 
parallel 6 inch steel plates form the HPS. One plate is fixed and the other is moveable by 
servo-control. For flexibility in experimental design, each plate is comprised of 12 
smaller servo-controlled platens indicated schematically in Figure 1.3. The operational 
limits o f the HPS are 1200 psi internal pressure and 250 °F temperature. The slot width 
(the distance between the two plates) is dynamically adjustable over the range of 0 to 1 
inches by a system of 12 hydraulically actuated platens. The servo-controller allows the 
operator to maintain parallel plate geometry in response to pressure gradients or
temperature gradients. Each platen is 28 inches square and the platens are laid out in a 3 
row by 4-column matrix to form one face of the simulated fracture, see Figure 1.3.
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Figure 1.3 The High Pressure Simulator External Dimensions
The inside of each platen surface can be covered with a replaceable simulated rock facing 
one inch thick. The facings are equipped with data acquisition sensors such as 
thermocouples and differential pressure tubes.
Inlet and exit manifolds are 2.75 inches in diameter; each is outfitted with 22 perforations 
that are 0.5 inch in diameter and on a four-inch spacing (Figure 1.3). Inlet manifold 
perforation configuration and size can be easily changed using a series of blank and sized 
inserts. Equivalent hose size, length and connections are used to collect the fluid
independently from the top and bottom of the slot exit to a common point located at the 
midpoint of the height of the HPS to reach as close as possible a uniform flow through 
the slot.
1.2.3 HPS Fluid Handling Equipment
Auxiliary equipment for the HPS consists o f equipment for mixing and pumping fluids 
and slurries (sand-fluid mixture) through the HPS. Only the equipment that is used in this 
dissertation is described. Interested readers are referenced to the 1996 annual report for a 
complete description of the equipment [4].
Low pressure pumping equipment consists of a model 6P10 Moyno pump and a model 
5M Deming centrifugal pump. The Moyno pump has an infinitely variable speed drive 
and can deliver up to approximately 140 gal/min at 600 psi. The centrifugal pump boosts 
the suction o f the Moyno pump.
Fluid mixing and storage vessels include a 55 gal stainless steel tank equipped with three 
bladed lighting air mixer, and a 200 gal ribbon blender. Fracturing fluids and slurries are 
prepared either in the 55 gal tank or in the 200 gal ribbon blender.
1.3 BLPS Vision System
Since the fluid activities are occurring behind 6 inch steel walls, a vision system is 
required to have access to the inside the HPS. Such a system should provide qualitative
viewing and quantitative evaluation of the complex phenomena occurring during 
proppant transport and settlement; hence, the following attributes:
1- Simple to install and maintain;
2- Simple and safe to operate;
3- Cost effective;
4- Capable o f processing images in real time; and
5- Capable o f answering the following proppant transport questions:
a- Motion of displacement fronts; 
b- Settling rates (dynamic and static); 
c- Proppant concentration distribution; and 
d- Rate of bed formation (dynamic and static).
1.4 Outline
The vision system and its components, the numerical model of the proppant 
concentration, comparison between models, and image enhancements are covered in the 
remaining chapters. Chapter 2 reveals a detailed description of the vision system used to 
provide visual information of the proppant transport and fluid flow patterns. Chapter 3 
covers the models obtained to quantify the proppant concentration with respect to time 
and position. Chapter 4 details the image enhancements employed to correct and 
minimize the defects inherited in the vision system. Chapter 5 concludes the dissertation 
with recommendations for future work.
Chapter 2 
High Pressure Simulator Vision System
2.1 Introduction
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Figure 2.1 A Profile of the Vision System in the HPS.
An imaging system based on Light Emitting Diodes (LEDs) used for a light source and 
optical fibers used for light capture has been incorporated in the HPS to monitor the 
proppant flow patterns inside the 6-inch steel frame, [5], The proppant flow patterns 
inside the HPS are visually captured using multiple black and white Charged Coupled 
Device (CCD) cameras. The captured images are processed in real time using a high-
speed frame grabber. Then, both the processed and unprocessed (raw) images are 
simultaneously displayed on monitors and stored on frame accurate video recorders for 
future references. Figure 2.1 shows a profile o f the imaging system embedded in the 
HPS.
2.2 Concept
The LEDs embedded in the HPS transmit light across the slot. Optical fibers embedded 
opposite the LEDs receive the light across the slot width. Slurries flowing in the slot 
interact with the light transmitted by the LEDs resulting in an image whose light intensity 
(brightness) levels are a function of the quantity of the proppant suspended in the 
fracturing fluid (assuming that the slot width is fixed). The effect the slurry has on light 
intensities transmitted across the slot width is manifested by an increase (scattering 
effect) or decrease (absorption and reflection effects) of intensities collected by the CCD 
cameras.
2.3 Spatial Resolution
As indicated in Chapter 1, each face of the simulated fracture consists of 12 platens, 9 of 
them are instrumented with imaging tools. Those nine platens are numbered 1, 2, 3, 5, 6, 
7, 9, 10, and 11.They are arranged in a 3 by 3 matrix located toward the outlet of the 
HPS.
An array of 1089 LEDs is embedded in the 9 facings on one of the simulator walls. The 
LEDs are laid out in a 33 by 33 (33 rows by 33 columns) arrangement. Each facing holds
121 (11 by 11) LEDs. On the opposite wall of the simulator, an array o f 1089 optical 
fibers is embedded. The fibers are aligned with the LEDs. The geometric arrangement of 
the LEDs and the fibers are illustrated in Figure 2.2.
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Figure 2.2 Geometric arrangement of the LEDs and the Fibers in the HPS.
Only at 1089 grid points images are captured (sampled), resulting in a loss of 
information, i.e. proppant structures of about the sampling scale or finer will be lost. The 
sampling scale in our case is about 2.4 inches by 2.4 inches as illustrated in Figure 2.2. 
Therefore, a crucial question arises as whether the 1089 sampled points are a valid 
representation of the proppant flow. In other words, is the obtained resolution high 
enough to determine the proppant transport properties? The answer to this question is yes.
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based on the experimental data obtained while performing the calibration tests presented 
in Chapter 3. A satisfactory proppant flow profile is obtained using a linear interpolation 
technique to reconstruct the points that lie between the grid points.
2.4 Illumination Setup
LEDs are used to provide visible light inside the HPS. The LEDs are implanted in the 1- 
inch thick replaceable platen facings. On one side o f each platen facing, the LEDs are 
laid out according to the geometric arrangement shown in Figure 2.2 and flushed with the 
facing, i.e. non-intrusively. (It is important that all HPS instrumentation is non-intrusive; 
otherwise, local disturbance could change the fluid characterizations.) The light beams 
emitted by the LEDS are perpendicular to the fluid flow. On the other side of each platen 
facing, two polarized wire connectors are exposed. The connectors of all the facings are 
tied together in parallel and supplied a Direct Current (DC) power of 3 Volts and 
approximately 22 Amperes. The 3 Volt DC is needed to emit amber light; otherwise a red 
light will be emitted for lower voltages and green light will be emitted for higher 
voltages. The 22 Ampere DC is required to supply 20 mA for each of the 1089 LEDs. 
The connectors are heavily insulated from the HPS steel frame to prevent electrical 
shocks.
To insure that the light intensities generated by the LEDs are equal (uniform), the 
currents that pass through the LED junctions must be equal. Therefore, the wiring 
network implanted in the 1-inch thick facing and used to connect power to all the LEDs is 
designed to guarantee equal currents for all LEDs, i.e. connected in parallel. However,
11
such a network is impractical due to the physical space limitation (one inch thick). A 
wiring network that is practical and can guarantee, to some degree, an equal current for 
all the LEDs is shown in Figure 2.3. The anode (positive) leads of LEDs placed in the 
same row are connected together. Also, the cathode (negative) leads of the LEDs placed 
in same row are connected together. This results in 11 power buses (one bus per row). 
Each bus has a positive and negative leads. The power is supplied to each of thel 1 buses 
at three different places in order to minimize the voltage drop along each bus and 
maintain equal currents to all the LEDs.
Pow er Distribution W ires
LED Anode Lead
LED Cattiode Lead
LED
Two wires exposed 
for
Power Supply 
connection
Mould used for 
making the LED facing
Figure 2.3 The Wiring Network used to Connect All the LEDs in a Facing.
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To insure minimal differences between individual LEDs due to manufacturing 
considerations, the LEDs are purchased from the same batch (LEDs produced at the same 
manufacturing process).
At V2  inch slot width, each LED projects light beam of 16 inch in diameter. The energy 
measured at the center of the beam is 800nW. However, the energy at the 1 inch 
circumference of the beam is 50nW. Therefore, LED-fiber alignment is another important 
factor for obtaining uniform light intensities.
2.5 Light Intensity Sensor Setup
The light intensity sensor setup is composed of the optical fibers embedded in the 
facings, the image conduits placed in the steel wall of the HPS, and the white and black 
CCD cameras mounted on the HPS frame.
Optical fibers receive the light radiated by the LEDs. The fibers are implanted in the 1- 
inch thick rock simulating facings. On one side of the facing, the fibers are aligned 
against the LEDs. On the other side of the facing, fibers convert together to form a square 
fiber bundle. The bundle is constructed by maintaining the spatial order of each fiber 
relative to one another. The fiber implanted in a facing is 1000-micron polymer fiber. 
Figure 2.4 shows the II by 11 fiber bundle on which the light intensities (the image) are 
displayed.
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11x11 Fiber bundfe I-inch Thick Facing
Figure 2.4 The 11 by II Fiber Bundle on Which Flow Images are Displayed
Since the facings are behind a 6 inch steel wall, image conduits are used to transfer the 
images (light intensities) displayed on the fiber bundles from one side of the wall to the 
other side so that the CCD cameras can capture those images. An image conduit is a 
coherent light pipe that transfers an image present at one end of the pipe to the other end 
with minimal losses of intensity. In this system, the image conduit used consists of a 
coherent bundle of 200 pm fibers. Its size is 8 inches long and 5/8 inches in diameter. 
One image conduit is needed per facing. The image conduit is coupled with fiber bundle 
using index-matching gel to minimize coupling losses. The image conduit is placed 
through a % inch hole in the steel frame.
A total o f 9 CCD cameras are required to measure the light intensities of all fibers. The 
cameras are mounted on the HPS frame. Each camera captures the image displayed on
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the conduit through a window on the frame. The captured image has 512 row by 512 
column pixels (see Section 2.8 for frame grabber). However, the size of a fiber bundle 
image is only 260 by 260 pixels, as illustrated in Figure 2.5. The capture rate of each 
camera is 30 frames per second. Each camera formats the captured images in National 
Television System Committee (NTSC) video signal and provides those signals at their 
outputs.
80 Pixels
512 Pixels
260 Pixels
Figure 2.5 Fiber Bundle Image Pixel Measurements Relative to the Captured Image.
Two steps must be performed to prepare the cameras prior to a fracturing flow test. First, 
the lens o f each camera must be focused on the image displayed on its corresponding
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conduit. Second, the fiber bundle image pixels must be placed within the white area as 
depicted in Figure 2.5. No bundle pixels should be placed in the gray area. The reason for 
that will be clear in Section 2.7.
2.6 Video Drivers
Video drivers with controllable gain are used to drive the camera outputs from the bay 
area where the HPS is located to the data room where the rest of the vision system is 
located. The gain on each of the drivers is set to 1.5, determined experimentally. The 
amplification in the video signals is necessary to compensate for signal losses due to 
transporting the signals through the 75 foot cables.
2.7 Multiplexer
The multiplexer’s main function is to generate a single image video signal using the 9 
camera image signals. The single image signal encompasses all 9 fragmented images 
acquired by the cameras. The method in which the multiplexer generates the single image 
signal is explained in the following paragraph.
The multiplexer retrieves each fiber bundle image sent by each of the cameras. In order to 
fit all 9 images in one, it cuts off 80 rows from the top and bottom and 80 columns from 
the left and right of the retrieved image. The resulting image will be of size 352 by 352 
pixels reduced from the 512 by 512 pixels of the original retrieved image. Then the 
multiplexer compresses the resulting image with a 1:3 ratio. Finally, it incorporates the 
compressed image into the single image signal. The single image will contain all o f the
1 6
fiber bundle images. The arrangement of those images corresponds to their locations on 
the HPS. For example, the compressed version of the image retrieved firom camera I is 
placed in the left-top part of the single signal. Figure 2.6 shows the arrangement of the 
different bundle (camera) images relative to HPS platens. The multiplexer provides the 
single signal in an NTSC format at a rate of 2.7 frames per second. The 2.7 frames per 
second rate are the real time image updates of this vision system.
Camera 1 Camera 2 Camera 3
Platen 1 Platen 2 Platen 3
Camera 4 Camera 5 Camera 6
Platen 5 Platen 6 Platen 7
Camera 7 Camera 8 camera 9
Platen 9 Platen 10 Platen 11
Figure 2.6 Camera Locations Relative to Platens.
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2.8 Frame Grabber (Signal Processing Board)
The images generated by the multiplexer are in electrical (analog) form (NTSC format). 
To convert the images into digital form for processing and storing purposes, a frame 
grabber is required. The frame grabber digitizes an image resulting in 512 row by 512 
column discrete pixels (picture elements) in which each pixel represents a tiny portion of 
the image. The grabber assigns a value between 0 and 255 for each pixel. The value 
assigned represents a gray level. Zero gray value indicates black. 255 gray value indicates 
white. Every value between 0 and 255 is a shade of gray. The digitized images can be 
processed and/or stored in the computer memory or hard disk.
The frame grabber used in the system is the XPG 1000 Power Grabber Board from Dipix 
Technologies. On board resides, a TMS320C40 digital signal processor from Texas 
Instruments. The processor is 32 bit, 48 MHz processor that can execute 48 million 
instructions per second, and has a direct access memory controller that stores image data 
into memory while it is running. This feature is essential for the realization of a real-time 
vision system because it allows image processing during frame grabbing, thereby 
allowing the system to process one image while grabbing the next one. The frame 
grabber is hosted on a PCI bus of a Pentium 200 MHz computer.
2.9 Output and Storage
Two regular TV monitors are used for output. One displays the unprocessed images 
generated by the multiplexer. Whereas the other displays the processed images produced 
by the frame grabber. However, the images produced by the frame grabber undergo
18
signal conversion before they are displayed, since they are in analog RGB (VGA) signal 
format. A TV Superscan 2, manufactured by ADS Technologies, is used to convert the 
signal into NTSC analog signal.
Two frame accurate video recorders and computer hard disk are employed for storage. 
The processed and unprocessed NTSC video signals are recorded on 8-mm videotapes 
using the above recorders. Further, the gray values for all the fibers are recorded in an 
ASCn format on the computer hard disk.
2.10 System Setup
The vision system has provided visual access into the HPS. The access resolution is high 
enough to determine proppant concentration (proven in Chapter 4). At the start of each 
fracturing fluid flow test, the vision system is synchronized with the rest of the data 
acquisition system. Using nine cameras, multiplexer, frame grabber, and Hi SmmVCRs, 
the vision system, in real time, displays and records the processed and unprocessed flow 
images, and saves light intensity (gray value) data for post analysis and the production of 
the proppant density profiles. A block diagram of the vision system is shown in Figure 
2.7.
The complete slot image is constructed from nine different images acquired by nine 
different cameras. The cameras output the images in NTSC video signals at frame rate of 
30 frames per second. A 9 channel gain driver propagates the signals through 75 foot 
cables to the data acquisition room where the remainder of the vision system is located.
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Figure 2.7 Block Diagram of the HPS Vision System.
A video multiplexer is incorporated to examine each of the nine signals and to generate a 
signal that is the composite of all nine images. The generated image is called a raw or 
unprocessed image. The multiplexer generates signals at frame rate of 2.7 frames per 
second. The raw images produced by the multiplexer are recorded on a frame accurate Hi 
8mm videotape and simultaneously displayed on a monitor. Further, the same raw images 
are digitized and processed by the frame grabber. The digitized images are processed in 
real time (2.7 frames/second) to obtain the light intensities received by the fibers. Then 
the processed images are produced in a super VGA format. Thus, a scan converter makes
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the NTSC signal from the VGA one. The output of the converter (processed images) is 
recorded on another Hi 8mm videotape and displayed on another monitor.
2.11 Unprocessed Image
An example of single frame HPS raw digital image is given in Figure 2.8. It is a black 
and white image made up of 512 by 512 discrete pixels. Each pixel is assigned a gray 
value (light intensity) by the frame grabber. The nine square shaped zones depicted in 
Figure 2.8 represent the nine fiber bundles embedded in the nine facings. Circular shapes 
within these zones exemplify fibers. Each fiber approximately occupies a 7 by 7 pixel 
area. The numerals displayed besides each o f the bundles indicate the camera and platen 
numbers.
Figure 2.8 displays light intensities collected by the cameras with no sand in the slot. In 
ideal conditions, light intensities transmitted by LEDs and transferred by the fibers while 
no sand is in the slot should be uniform (fiber light intensities are equal). However, the 
collected intensities shown in Figure 2.8 are not uniform. As a matter of fact, the gray 
values spread between 255 (white) and 0 (black). The fibers with gray value of zero are 
called dead fibers. Those fibers can not receive and transfer the light emitted by their 
corresponding LEDs. Dead fibers are a result of the grinding procedure that the facings 
undergo. So that, the thickness of the facings can be adjusted in order to install them in 
the HPS platen holders. Examples of dead fibers are shown in platen # 4 of Figure 2.8.
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For non-dead fibers, however, the nonuniformity is due to uneven light intensity losses 
caused by the following factors.
1- The fibers embedded in a facing are bent with different bending radii during fiber 
embedding procedure. Fiber bending causes light losses. The light losses are 
proportional to the bending radius. Therefore, different bending radii result in uneven 
light losses in each of the fibers.
2- Fibers located at the edges of the bundle are exposed to higher temperatures than the 
fibers inside the bundle during the process of casting the facings. The higher 
temperatures degrade the quality of a fiber in transferring (conducting) light.
Once the facings are manufactured, light losses due to the above factors stay constant for 
the duration of facing usage.
Another factor that contributes to the nonuniformity that exists in the raw image shown in 
Figure 2.8 is the LED-fiber misalignment. The LEDs can not be perfectly aligned (to 
within 1/16 of an inch) with the fibers. (Aligning 1089 fibers of 1/16 o f inch in diameter 
to the center of 1089 LEDs is not a trivial matter considering that the HPS weighs 7 tons.) 
The misalignment differs among the fibers resulting in uneven light sources collected by 
the fibers. The LED-fiber misalignment changes every time the HPS is opened for 
cleaning and repairing purposes. When the HPS is opened, the HPS two parallel platens 
are separated so that a person can fit inside the slot.
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All the factors that contribute to the nonuniformity are beyond our control. Therefore, 
procedures to enhance the raw images acquired by the vision system are implemented. 
The enhancement procedures are detailed in Chapter 4.
Figure 2.8 Unprocessed Image with the BIPS Filled with Sand Free Fluid.
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Chapter 3 
Proppant Concentration Mapping Model
3.1 Introduction
One of the important proppant transport properties that the vision system needs to 
identify is the proppant distribution across the fracture. The vision system is required to 
be able to determine in real-time the proppant concentration as function o f time and 
location within the slot. Since the vision system solely measures light intensities, it is 
required to calculate the proppant concentrations across the slot by measuring the light 
intensity changes caused only by the amount of proppant suspended in the fluid.
A mathematical model is necessary to relate the light intensities to proppant 
concentrations. The model uses the least square criterion on the data obtained from 
performing calibration tests on the vision system. This method is briefly described in the 
following section.
The light intensities crossing the slot and collected by the optical fibers are not only 
affected by the proppant concentrations. They are also a function of the slot width, slot 
pressure and the LED-fiber alignment. Therefore, the vision system has to be able to 
minimize and tolerate the effect of the other factors on the light intensities.
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3.2 Least Square Modeling
In general, a mathematical model is a  linear or nonlinear combination of basis functions 
which can be polynomial, exponential, logarithmic, sinusoidal functions or a combination 
of them [6, 9, 33, 46]. Equation (3.1) describes a general format of a nonlinear 
mathematical model.
/  (r,w,v) = y  w g-(x,v )4-w (3.1)
, J  J  J  0
where g  (x,v ) are the basis functions with adjustable parameters
that cause the non-linearity in models, m is the order of the model, and w = 
are adjustable model coefficients.
All of vy’s and w j ’s are estimated by minimizing the Mean Squared Error (MSE) given 
in Eq. (3.2) which states that the difference between the measured sample and predicted 
one should be minimized for all the sample points.
MSE = - j ^ ( y , - y , r  (3.2)
n 1=1
where nis the number of samples obtained during the calibration tests, y, are the 
measurements and y, = ^ g  (x,v ) + are the predicted samples.
j=i
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In our case, the linear format o f the Equation (3.1) is used to model light intensities with 
respect to proppant concentration. The linear model equation of (3.1) is given in Equation 
(3 3).
(3.3)
7= 0
The least square solution for estimating h- ’s corresponds to solving the matrix equation 
given in (3.4) [6].
W = iG^GT' *G^*Y  (3.4)
where,
fT' = [w ,w ,...,vv Y  is the model m coefficient vector,
T =[7 i,>’2 ,--,>'„]^is the n measurement vector, and
G = is the (n,m) sample matrix X  transformed via the basis
functions
where,
X  = [x^,x^,...,x^] is the sample point vector.
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The solution given in Equation (3.4) can be achieved by minimizing the MSB equation 
given in (3.5) [44].
IMSE = - i Y  y  - y G w (3 5)
Factorizing the sum and interchanging the two summations yields Equation (3.6).
1 m n m mMSE = - \ Y y  y  - l Y w  T G  y + T T w  w Y G  G (3.6)
The minimum of Equation (3.6) is found by computing the partial derivative with respect 
to the coefficients Wj that are to be optimized.
5 ^  = 1 | o _ 2 2 g  y ^ l ^ w  f^G G (3 7)
To find the coefficientsvvy , Equation (3.6) is set equal to zero.
ÔMSE 2 ^
OWj
= - - Y G  y  + - Y w  Y G  G =  0 (3 8)
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In order to express Equation (3.8) as matrix-matrix and matrix-vector multiplication, the 
matrix G at two places is substituted by its transpose.
± G \ , G  = ± G ^ , y  (3.9)
j ' = \  1=1 ^  1=1
Finally, the matrix Equation o f (3.9) is given in (3.10).
qt * Q =G^ * Y (3.10)V—' S- »—V—' S-  ^ '
mx n  nxm  mxl mx n  nxl
The solution for Equation (3.10) is given in Equation (3.4). This solution exists as long as 
the columns of G are linearly independent and (G^ * G) is invertible.
3.3 Light Intensities Traversing the Slot
The factors that affect the light intensities traversing across the slot can be confined into 
five. They are proppant concentration and the size of its grains, slot width and pressure, 
fluid flow rate, and finally the LED-fiber misalignment.
The degree of the LED-fiber misalignment differs among the fibers causing 
nonuniformity in the light sources collected by fibers. Further, the misalignment changes 
every time the HPS is opened for cleaning or repair (see Chapter 2). For example, a fiber 
that has base light intensity of 200 might have an intensity of 50 after cleaning the HPS. 
Fiber base light intensities are intensities collected by the fibers when sand free fluid is in
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the slot. The base intensities are the highest gray values that the fibers will acquire. In an 
ideal case where LED’s are aligned with their respective fibers and no light losses exist in 
the fibers, the base intensities should be equal to 255 gray value. The change in the 
misalignment results in changes in the fiber base light intensities. If the degree of 
misalignment is severe, it results in a light sourcing that is not enough to recover the light 
losses due to facing manufacturing procedure. Then the base intensity will be lower than 
the maximum of 255. This also will lower the intensity range of the gray values fi’om (0- 
255) to (0-base intensity).
The effect of slot width on the light intensity is depicted in Figure 3.1. Figure 3.1 shows 
light intensity changes o f platen 8 (reference Chapter 2 for platen location) with respect 
to the slot width, while sand fi’ee fluid is in the slot. As the slot width decreases, the light 
intensity of platen 8 increases. The light intensity of platen 8 is the numerical average of 
all light intensities collected by the fibers embedded in platen 8. The slot width effect on 
the rest o f the platens is similar to that exhibited on platen 8.
The effect of slot pressure and fluid flowrate on light intensity is indirect. Changes in the 
slot pressure or fluid flowrate cause changes in the slot width. The slot width changes are 
temporary, since the hydraulic servo-controller automatically adjust the width to correct 
for the change. Figure 3.2 shows platen 8 light intensity while the sand-free fluid is 
flowing in the slot with a rate changing from 40 gpm to 80 gpm. The flow rate effect on 
the average light intensity is insignificant; it can be ignored.
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The effect of the proppant concentration on light intensity depends on the fiber base light 
intensity. If a fiber has a base intensity of greater than 70 gray value, the proppant 
suspended in the fluid flowing in the slot attenuates the light collected by that fiber. The 
attenuation of light will be correlated to the proppant concentration. Whereas, if a fiber 
has base intensity o f less than 70 gray value and the proppant concentration of the 
flowing fluid is less than 1 PPG, that fiber collects light intensity that is more than its 
own base intensity. However, the maximum intensity that can be collected is 70. 
Therefore, the fibers that have intensities of 70 will not detect any changes in the light.
The increase in light intensity collected by the fiber is due to the scattering effect of the 
proppant grains (particles) on light crossing the slot. As proppant grains flow through the 
slot, they scatter -by reflection and refraction- the light emitted by the LEDs. The 
scattering of light spreads the light over larger areas covering multiple fibers. 
Consequently, fibers whose base intensities are lower than the scattered light collect more 
light. It is important to note that this occurs only for concentrations o f less than 1 PPG. 
For high concentrations of proppant grains, light tends to be blocked resulting in a 
decrease of intensity that will be detected by all the fibers regardless of their base 
intensities. A complete blockage of light will result in a zero light intensity detected by 
the cameras.
The effect of 2 PPG-proppant concentration on light intensity of platen 2 is shown in 
Figure 3.3. The start and the flush lines in the Figure indicate the time the 2 PPG slurry 
(proppant-fluid mixture) is introduced to the slot and the time the slot is flushed out of the
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it, respectively. Before the start. Figure 3.3 shows the base light intensity of platen 2. 
After the start, the Figure shows two intensity states. First is the transient state in which 
the incoming slurry mixes with the clear (proppant free) fluid. The length of this state 
depends on the pumping flow rate. The higher the flow rate, the shorter the length of the 
transient state. Second is the steady state region in which the concentration inside the slot 
is stabilized and the clean fluid is completely removed from the slot. The steady state 
region remains until the flushing of the slot. At the time of flushing, another transient 
state occurs. After the flushing state, the light intensity detected by platen 2 fibers is 
equal to the base intensity before the start.
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Figure 3.3 Proppant Concentration Vs Platen 3 Light Intensity
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3.4 Calibration Tests
The calibration flow tests were designed to relate light intensities to calculated proppant 
concentrations. This data is then used in the realization of the mathematical model [30, 
33, 37, 38]. The calibrated concentrations used in those flow tests are 1, 2, 3, up to 10 
PPG, each of which was performed twice. The calibration tests were conducted in four 
separate test sets: two odd concentration sets and two even concentration sets. From the 
two test sets, the results per concentration were averaged.
In each test set, the fibers had different base light intensities from the fibers in the other 
three test sets. The change of the base intensity was caused due to the opening and 
closing of the HPS at the end of each test. Nonetheless, the change in base light intensity 
was included in the collected data set, since the devised mathematical model tolerates 
different base intensities.
The calibration test setup was performed as follows. Slurry was prepared in the 200-gal 
ribbon blender. The selected fluids were prepared in the mixing tank. Pre-calculated 
volumes of the prepared fluid were mixed with various quantities of dry sand in the 
ribbon blender producing calibrated proppant concentrations (densities). The HPS slot 
was filled up with the prepared fluid. Then slurry was pumped into the slot using The 
Moyno pump (6P10). The Moyno pump setting controls the fluid flow rate.
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To devise a mathematical model that converts light intensities to proppant concentrations, 
the following settings were maintained through out each flow test for all the calibration 
tests.
1- The slot width was 3/8 inch, in the midle of the slot width operational range [1/4-1/2].
2- The flow rate was 60 gpm. to garantee laminar flow in the slot.
3- 20/40 mesh sand mixed with fluid
Each of the settings was adopted for a specific reason. The width of 3/8 inch was chosen 
in the middle of the slot width operational range [1/4 inch, inch]. The flowrate of 60 
gpm was selected so that a laminar flow is guaranteed in the slot. The 20/40 mesh sand 
was selected because it is popular.
Further settings were required to ensure, as much as possible, a uniform flow and 
homogenous proppant distribution inside the HPS during the calibration flow tests.
1- Uniform entrance configuration, where every other perforation was open. The 
perforation at 0.5 inch from the bottom of the HPS was open (see Chapter 2 for the 
location of the perforations). The perforations were 3/8 inch in diameter.
2- Uniform exit configuration, where all the perforations were open. The perforations 
were 3/8 inch in diameter.
3- The fluids chosen were high viscous fluids so that the dynamic sand settling would be 
minimized.
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3.5 Data Collection and Preparation
Initially the HPS was filled up with sand-free fluid. The sand-ffee fluid is the same fluid 
type that will be used in the sand mixture. A. base light intensity image was acquired. 
Then the calibrated sand-fluid mixture (slurry) was introduced to the slot by the Moyno 
pump. Once the steady state was reached and homogeneous suspension was flowing 
through the slot. Light intensities collected by the cameras for all the 1089 fibers were 
recorded every 0.37 seconds until the slot was flushed with clean fluid.
The average light intensity per platen was computed by numerically averaging the 
intensities of all the platen fibers. Table 3.1 and 3.2 show the different proppant 
concentrations and their corresponding average platen light intensities; Table 3.1 shows 
the odd concentration and Table 3.2 shows the even concentration. The base intensity is 
acquired when zero proppant concentration is in the slot. Note that the base intensity per 
platen for the odd concentration is different from that of the even concentration. It is even 
different among the platens for any one test.
Since it is not known whether a uniform flow and homogenous proppant distribution in 
the slot have been achieved, no single platen light intensity can be used to map proppant 
concentration to light intensity. Instead, the HPS light intensity that is obtained by 
averaging the 9 platen intensities is used for the mapping. This mapping is valid even 
with a limited dynamic settling occurring during the calibration tests. If dynamic settling 
is occurring- and no uniform flow have been achieved- the proppant concentration in top 
row platens will have less concentration than the one being calibrated for; the proppant
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concentration in the bottom row platens will have more concentration than that one. 
However, the HPS concentration will have the same concentration as the one being 
calibrated for. The HPS light intensities corresponding to the 10 different concentrations 
are shown in the last column (All column) of Table 3.1 and Table 3.2.
In order for the mathematical model to tolerate different base intensities obtained each 
time the HPS is opened, the HPS light intensity is normalized to its base intensity. The
normalized intensity is computed by the ratio ^  where I  is the current measurement of
light intensity and is its base intensity. For example, before normalization the HPS
light intensity for I PPG and 2 PPG slurries are equal to 56.8 and 69.2 respectively. This 
says that the fibers collect more light when a 2 PPG slurry is flowing in the slot than 
when a 1 PPG slurry is flowing. This contradicts to the fact that more proppant in the slot 
translates to less light received by the fibers. However, after normalization the HPS light 
intensity for I PPG and 2 PPG slurries are equal to 0.82 and 0.69 respectively. The HPS 
normalized light intensities and their corresponding proppant concentrations are 
computed and displayed in Table 3.3. The proppant concentration and the normalized 
intensities are graphed in Figure 3.4.
It is very important to note that it is assumed that the base intensity (non-uniformity) is 
constant over the test period. This assumption allows the normalization correction to be 
permitted.
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Platen # 1 2 3 4 5 6 7 8 9 All
Proppant 
Cone. (PPG)
Light Intensity in Gray Value ( 0 -  255 )
0 6Z4 41.2 52.7 64,6 85,4 30,4 84,3 107,9 91,5 619
1 57.4 39 6 49,7 52,4 67,8 25 6&25 8Z5 70,2 518
3 47.8 33.2 38,6 3Z6 41 17,6 314 37,1 315 35,4
5 38 26.7 40,3 25 37,5 19,1 31,3 17,7 214 216
7 31,6 22 218 16,6 20,9 11,2 16,7 11.9 15,3 18,9
9 25 j 17 18,2 12,9 16 9,5 13,9 9,2 12,4 14,9
Table 3.1 Odd Concentration Vs Light Intensity per Platen
w
00
Platen # 1 2 3 4 5 6 7 8 9 All
Proppant 
Cone. (PPG)
Light Intensity in Gray Value ( 0 -  255 )
0 97,9 81,2 65 8 98,4 112 50,5 101,8 115,7 117 93,4
2 80,6 72 55,1 70,3 79,1 34,1 64,7 6Z2 69.9 65,3
4 615 57,1 40,9 42,7 46,9 21,7 35,1 24,7 33,3 40,5
6 50,5 45,2 33 2&5 33,5 16,9 22,8 13.1 21,1 29,5
8 40 35,1 24,9 21,1 23,7 12,6 16,7 11,3 15,1 22J
10 35,1 30,1 21,1 17,6 19,4 11,5 13,6 7,3 13 18,7
Table 3.2 Even Concentration Vs Light Intensity per Platen
Proppant Cone. 
(PPG)
Normalized Intensity 
(Flo)
0 I
I 0.824383
2 0.699143
3 0.513788
4 0.433619
5 0.342524
6 0.315846
7 0.274311
8 0.238758
9 0.216255
10 0.200214
Table 3.3 Proppant Concentration VS HPS Normalized Light Intensity
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3.6 The Mathematical Model
A mathematical model- C = f { I ) ~  that relates proppant concentration C to light 
intensity /  is developed in this section. There are many different possibilities for the type 
of model that can be used [46]. However, Figure 3.4 shows that the proppant 
concentration exhibits a non-linear relation with the light intensity. This relationship 
could have a polynomial or exponential nature. Therefore, the two non-linear models 
(basis functions) that are used to relate the light intensity into proppant concentration are 
polynomial models of the form given in Equation (3.11) and exponential models of the 
form given in Equation (3.12).
C = a „ / " + a , / + ao (3.11)
C=a„e'^"‘ +a^ (3.12)
where C is the predicted proppant concentration,/ is the measured normalized light 
intensity,
,...,«□ and are the model coefficients, and «is the order of the
polynomial function and the exponential function.
In order to obtain a mathematical model that describes the proppant concentration in 
terms of normalized light intensity, first, the order of the model has to be determined, 
second, the model coefficients have to be estimated. Once the model order has been 
chosen, the model coefficients were computed based on minimizing the least squared
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error given by Equation (3.2). The following two sections compute the coefficients o f the 
model using the polynomial functions and the exponential functions.
3.6.1 Polynomial functions
A general n^ degree polynomial model can be written in its equation format, given in 
Equation (3.13). The equations are non-linear and there are N  equations; one equation 
per data point. The coefficients are the unknowns; they are (« + 1) unknowns. The 
degree of the polynomial should always be 1 less than the number of data points; 
otherwise, the number of unknowns will be more than the number of equations. In our 
case, 11 data points are available. Equation (3.13) given in the matrix-vector format for 
11 data points is expressed in Equation (3.14). The least square solution for estimating 
the coefficients corresponds to solving the matrix equation given in (3.15), covered in 
Section 3.2.
Before solving for the coefficients, the order o f the polynomial model has to be 
determined. In an effort to find the better proppant model, 3'^ '^  degree and 4*^  degree 
polynomials had been evaluated. The reason that higher-degree polynomials were not 
evaluated was that those polynomials exhibit large oscillations outside the proppant 
concentration interval [0-10] or the normalized light intensity interval [1-.2] [45]. The 3'^ '* 
degree model coefficients and the 4* degree model coefficients are expressed in Equation 
(3.16) and (3.17), respectively. The approximate proppant polynomial models and the 11 
data points are plotted in Figure 3.5.
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<^Jl" ' ■*---+ <^0 - Q
^«4" ' + ---- (3.13)
+^n-/Af"-- -^--- + ^ 0 ~ Qv
where (/,, C, ), ( / , ,  C, ), • • - ( / ^ , Cv ) are the N  data measurement points.
/"l r  n - l  1 I
P i /" - ':
P n /"-'u
<^n C.
^ n - X =
c .
.  " o  . C n .
W
(3.14)
W = (G^Gy' *G^*Y (3.15)
C = -42.8794 P  + 93.0073 P  -  70.6075 /  + 20.3723 (3.16)
C = 92.6116/-* -261.5481/^ +270.5642/" -128.2592/+  26.6084 (3.17)
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Figure 3.5 Polynomial approximation of C = / ( / )
3.6.2 Exponential functions
Two exponential functions have been used to model the proppant concentration. They are 
(3.18) and (3.19). The matrix format o f the exponential functions is written in Equation
(3.20) and (3 .21) for the 11 data points. Unlike the polynomial functions, the coefficients 
of the exponential functions can not be solved based on Equation (3.15). This is due to 
the X coefficients being embedded in the matrix G . Therefore, the coefficients were 
estimated by using the Nelder-Mead minimization algorithm for multiple variables, see 
[45] for description on the algorithm. The Nelder-Mead algorithm has been used to 
estimate the coefficient based on minimizing the Mean Squared Error given in Equation
(3.21). The estimated coefficients are least squared estimates. The coefficients for
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Equation (3.18) and (3.19) are expressed in Equation (3.22) and (3.23), model equations. 
The models as well as the 11 data points are plotted in Figure 3.6.
C = a,
C = a^ e^- +ÛT, +a^
(3.18)
(3.19)
where C and I  are proppant concentration and normalized light intensity, respectively, 
and « 2 , a,, «0 , /I,,, A, are the model coefficients.
g Vi g Vi 1 2^ "Q-
:
gVii gVii % Gu_
W Y
(3.20)
MSE = Ÿ ,iP , + a , ) ‘ (3.21)
C =  21.18443 +0.1673695 (3.22)
C = 29.5741846 4 - 1 1.757942 -1.6163401 (3.23)
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Figure 3.6 Exponential Approximation of C = / ( / )
3.7 Error Analysis
Which of the four computed approximations/models will be best describing the proppant 
concentration Vs light intensity relationship? To answer the question, one needs to 
discuss the errors (residuals) associated with each o f the models, examine the behavior of 
the models outside the data point interval [14, 45].
There are several errors that can be calculated to measure how close/far the models from 
the calibration test data points. Those errors are the maximum error given in Equation
(3.24), the average error given in Equation (3.25), and the root mean square error given in 
Equation (3.26). Table 3.4 shows all three errors associated with all four models. From
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the table, it can be concluded that the 4*^  degree polynomial best fits the data points. 
However, before making this conclusion, let’s examine the behavior of those models 
outside the interval [1, 0.2].
= m ax
^  K =\
E, =
V-''' K=l
I
.A;
(3.24)
(3.25)
(3.26)
where N  is the number of data points (7V=11 in our case).
Errors Polynomial models Exponential models
« = 3 « = 4 n = 1 n = 2
0.3802 0.2075 0.5815 0.3615
E, 0.1990 0.1152 0.2613 0.1481
E, 0.0713 0.0408 0.0979 0.0559
Table 3.4 Errors Associated with each of the four Models
The models that are being developed use the normalized light intensity instead of the 
absolute intensity to yield a proppant concentration. Therefore, the maximum value that
46
a normalized intensity could have is 1. However, the minimum value could be zero, 
which means total blockage of light. The author does not believe that total blockage can 
be achieved. However, partial blockage of light could be reached; then the values of the 
normalized intensity could be roughly 0.05. Since the interval [1-0.2] o f the normalized 
intensity has been considered when the models were being developed, the interval [0.2-1] 
will be investigated. Figure 3.7 shows the model reactions in the interval [0.2-0]. Table 
3.4 shows the model responses to the normalized intensity of value zero. To know which 
of the responses is reasonable, let’s compute the maximum proppant density that could be 
reached for a platen. The maximum density is computed when a dry 20/40 mesh sand 
covers the platen volume (28”x28”x0.I75”); the maximum density is 17 lb. The closest 
response is the one given by the 3'^ '^  degree polynomial model. Since the average error of 
this model is acceptable. Therefore, the 3"* degree polynomial model is chosen to 
describe the relation between normalized light intensity and proppant concentration in the 
slot.
Polynomial models Exponential models
n = 3 n = 4 n = l n = 2
20.3723
(PPG)
26.6308
(PPG)
21.3518
(PPG)
39.7158
(PPG)
Table 3.5 Models Responses to zero Intensity
47
0.2
0 .1 8
a l0 .1 6
>>
0 .1 4enc0)
c  0.12
.c
5> 0.1
_ i
•a
"  0 .08
0 .0 6O
Z
0.04
0.02
0 255 10 15 20 30 35 40
Proppant Conc. (PPG)
Figure 3.7 Models Behavior in the Interval [0.2,0]
3.10 Validation of the Model
Test procedures were performed to validate the devised model. One procedure consisted 
in flowing a 4 PPG proppant suspended in a 401b HPG linear gel fluid. The other 
procedure is the flowing of a 4 PPG proppant suspended in a 601b HPG linear gel fluid. 
Figure 3.8 and 3.9 show vertical profiles of the proppant concentration obtained during 
the procedures. Proppant vertical profile is the proppant concentration in column platens 
such as platen, 2, 5, and 8. When the slurry is introduced to the slot, the platen proppant 
concentrations start rising (transient state). The rising rate is the highest in platen 8 and 
lowest in platen 2. With a 60 gpm flow rate, the steady state is attained within 20 
seconds. In the steady state, a dynamic sand settling is detected in platen 2 and 5 for the 
401b HPG fluid. The dynamic settling caused a rise in the concentration of platen 8, see
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Figure 3.8. This settling is not pronounced for the 60lb HPG fluid. This conforms to the 
fact that higher viscous fluid such as the 601b HPG fluid is capable of carrying more 
proppant than the fluids with low viscosity; such a fluid is the 401b HPG gel. When the 
flushing cycle starts, the clear fluid removes the proppant from platen 2, 5, and 8 
consecutively, see Figures 3.8 and 3.9. This indicates that the clear fluid pushes the 
proppant toward the bottom of the slot; therefore, platen 8 will be last to flush. At the end 
of the procedures, the proppant is totally removed from Platen 2 and 5 (their proppant 
concentration will equal 0). However, platen 8 will have concentration of 1.43 PPG for 
the 401b HPG fluid and 0.61 PPG for the 601b HPG fluid. The remaining concentration is 
part of the dune that is formed during the procedures.
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Figure 3.8 Proppant Concentration Vertical Profile for 401b EDPG Fluid
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Chapter 4 
Image Processing and Enhancements
4.1 Introduction
The High Pressure Simulator presents a hostile imaging environment. The illumination of 
the slot is not homogeneous due to LED-fiber misalignment. The losses of light received 
by the optical fibers are not equal due to the HPS face manufacturing procedure. Even a 
few optical fibers are dead: no light can pass through them. As a result, the HPS raw 
images acquired by the vision system are noisy and not uniform, making it very difficult 
to clearly monitor the behavior of the fluid flowing in the HPS slot. Figure 4.1 displays a 
raw HPS image acquired while a sand free fluid is in the slot. To rectify the 
nonuniformity in the raw images and reduce the noise from them, image processing 
techniques and an enhancement display model were developed and implemented [31,44]. 
The display model is a real-time model [21]; it allows the WCTC researchers to monitor 
proppant activities as they occur. The vision system acquires and processes a new frame 
every 0.37 seconds.
In addition to the reduction of noise and nonuniformity, the display model displays some 
vital proppant transport characteristics, such as the dynamic proppant settling, proppant 
concentration per platen, fluid displacement, and dune formation. Those characteristics 
are deduced from monitoring the proppant concentration reported by each fiber.
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Figure 4.1 HPS Raw Pixel Image with Sand-free Fluid 
4.2 The Overall Algorithm
Three new terms that will be used throughout the chapter are due for definition. A pixel 
image is the digitized image produced by the fi"ame grabber. It is a (512x512) image; 
pixel (0x0) is the gray value (intensity) of the top-left pixel and pixel (512x512) is the 
intensity of the bottom-left pixel o f the image. A fiber image is generated fi'om a pixel 
image by consolidating the intensities of all the pixels covered by one fiber into one 
intensity. It is a (33x33) image. Fiber (0x0) is the top-left fiber located in camera 1 and 
fiber (33x33) is the bottom-right fiber located by camera 9.Each value represents the fiber 
intensity. The display image is (640x480) in dimension. It encompasses a window of
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(330x330) through which the processed images are displayed. The rest of the display 
image reveals the status/characteristics o f the slurry passing through the slot.
The algorithm consists of two major parts. The first part runs when sand free fluid is 
traversing the slot. This initializes the frame grabber and the enhanced display board. 
Then it calculates the base light intensities received by the 1089 (33x33) fibers. This part 
of the algorithm is executed once. The second part processes the acquired HPS raw 
images. Then it displays the processed images as well as the proppant transport 
characteristics. The second part o f the algorithm is executed repetitively. Figure 4.2 
shows a flowchart of the entire algorithm.
During the first part of the algorithm, a raw HPS base image is acquired and digitized, 
generating a pixel image. The raw base image is acquired while a sand-free fluid is 
flowing through the slot and the slot width is adjusted to match the slot width required for 
the actual proppant transport test. The slot width should not be changed during the test; 
otherwise, the width change will be interpreted as a proppant concentration change 
resulting in tainted data. The pixel image is scanned to determine the pixel location 
(x,y) of the (33x33) fiber image (the 1089 fibers. Using the (33x33) determined 
locations, the base light intensity fiber image, A , is determined. Then/, fiber image is 
conditioned to improve the appearance of the image.
During the second part of the algorithm, a new raw image is acquired. The image is 
digitized, generating a new pixel image. Using the (x,_y) fiber coordinates determined in
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the first part, a new light intensity fiber image, I , is calculated. This image is recorded 
on the computer hard disk for post analysis and presentation. Similar to the first part, the 
/im age is conditioned. The conditioned image is, then, processed to generate a (33x33) 
gray fiber image g . The image g  is inspected to produce the proppant transport status 
data (proppant concentration per platen, dune height, frame count, and...). Finally, the 
fiber image g  is expanded horizontally and vertically to construct a (330x330) pixel 
display image. The g  image is expanded using the bilinear interpolation technique. Then, 
the (330x330) image along with the proppant status data is displayed on a TV screen for 
real time monitoring and recording.
4.3 Operating the Vision System
To run the vision system, an operator needs to double click on the vision program icon. 
Upon the start, the program prompts the operator with instructions on how to prepare the 
multiplexer and the cameras for the execution of the first part of the algorithm, which 
includes base light intensity acquisition and fiber locations. Once the fiber locations and 
base intensities are determined, the cameras should not be moved or refocused. 
Otherwise, the determined fiber locations and the acquired base intensities become 
invalid and the re-execution of the first part of the algorithm is required. Upon 
completing the first part, the vision application prompts the operator with instructions on 
how to adjust the system to run a proppant transport experiment. A key hit on the 
computer keyboard instructs the vision program that the equipment is ready for the 
experiment. The program starts processing HPS images as they are acquired. Another key 
hit terminates the acquisition and stops execution of the program.
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Figure 4.2 Flow Chart of the Overall Algorithm
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4.4 Vision System Sub routines
All sub-routines are realized in C++ and TMS32C40 assembly languages. They are 
grouped into two groups. One sub-routine group runs on the computer using the computer 
CPU (Central Processing Unit); it is called the WCTC.c program. The other group runs, 
in parallel to the computer group, on the frame grabber using the TMS32C40 Processing 
unit; it is called a DSPAPPI.c program. The two groups communicate with each other 
through data channel and control channel. The programs and their sub-routines are listed 
in Appendix B.
4.4.1 Initialization
The initialization o f  the frame grabber and the enhanced display boards occur in the 
WCTC.c sub-routine. In the WCTC.c, the following sequence o f commands is executed 
for the initialization.
1- Establish the control channel through which the computer CPU sends commands and 
receives acknowledgment to/from the frame grabber.
2- Initialize the frame grabber board to make it ready to accept processing commands.
3- Load the camera parameter file in the frame grabber. The camera parameter file 
retains the format of the signal generated by the camera. Therefore, it is very 
important use the file that matches the camera used in the vision system. The 
parameter file used is “rslTOuse.cpf’.
4- Set the gain factor in the frame grabber to 1.
5- Initialize the enhanced display board connected to the frame grabber.
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6- Allocate memory buffer and create image buffers. Image buffers keep the acquired 
HPS images.
7- Display on the computer screen the procedure that needs to be followed in order to 
setup the multiplexer for base light acquisition.
8- Create nine ASCII files that will retain the raw intensities acquired by the frame 
grabber.
9- Establish a data channel between the computer and the grabber for data transport.
10-Enter an endless loop. In the loop the computer the acquired intensities every time a 
frame is captured. The loop is terminated upon a keyboard key hit.
4.4.2 Base Image Acquisition
During the first part of the algorithm, the pixel locations of the 1089 fibers are 
determined and the fiber base image is computed.
The fiber base image is calculated over 10 frames of sand-free HPS. Using 10 frames 
instead of 1 frame lowers the random noise standard deviation [45]. The calculation 
process of the fiber base image is addressed in Section 4.7.
The locations are resolved by implementing the following process. A raw pixel HPS 
image is segmented into 9 regions, each of which covers a camera fiber bundle. The 
dimensions of the 9 regions are preset to match the dimension of their respective 
cameras. Therefore, for new facings those regions have to be reset to agree with the new 
facings. Each of those regions is, then, divided into 121 (11x11) sections each o f them is
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of size 8 by 8 pixels. Each section coincides with a fiber in a facing. The pixel locations 
of the sections are maintained in a (x,_y) matrix for future referencing by the vision 
system application. The matrix is o f size 33 by 33 elements.
4.4.3 Pixel to Fiber Image Conversion
Before any raw HPS pixel image is processed, it is converted into a fiber image. 
Averaging the intensities occupied by each fiber generates the fiber image. The pixel 
locations o f the fibers are accessed to convert the pixel image into fiber image.
4.4.4 Image Conditioning
Once the base fiber image has been calculated, that image is conditioned to improve the 
quality and appearance of the image. The base intensity image will be inspected for any 
damaged fibers: dead fibers. If a fiber whose base intensity L is equal to 0 gray value is 
found, the fiber’s zero intensity is replaced by L .L  is computed by averaging the L s of 
the eight fibers neighboring the one with the zero base intensity. Damaged fibers located 
on the border of the image will use less than eight intensities in their calculations for their 
/a s. The fiber location of all the damaged fibers are saved in memory to be used in 
conditioning all subsequent images. Therefore, using those locations any subsequent 
image I  is conditioned by replacing its zero intensities with the average of the 
neighboring intensities
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4.4.5 Image Recording
Each image frame acquired by the vision system is recorded on the computer hard disk. 
The recorded data are used for post processing enhancements and analyses. An example 
of post processing enhancements is contour mapping of the proppant distribution in the 
HPS. An example of post analysis is density profile study. The image is recorded in an 
ASCn format. A description of the structure in which the data is recorded is given in 
Appendix A.
4.4.6 Image Enhancement
After the introduction of the slurry into the HPS, a new pixel image is acquired. Using the 
(x^y) fiber location matrix, the fiber light intensity image /  is determined. The image /  is 
recorded in the computer hard disk. Then the image I  is enhanced by computing its fiber 
gray image g  using the following equation.
g ^ K j -  (4.1)
Where K  is constant that is equal to gray value of 255 (white). Equation 4.1 is used to 
compensate for nonuni form illumination addressed in [16, 19, 45]. Figure 4.3 shows a 
flow chart illustrating the process of computing the g  enhanced gray image.
4.4.7 Image Reconstruction
Image reconstruction is the last processing stage in which the enhanced HPS images as 
well as the proppant activities are displayed on a monitor for human viewing. The 
(33x33) produced gray image g  is expanded into (330x330) image by using bilinear 
interpolation [20, 23, 25, 26]. The g  image is extended horizontally and vertically by
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inserting 10 pixels between two row fibers and 10 pixels between two column fibers, 
respectively. The intensities of the 20 pixels are computed using linear interpolation 
between the two row/column fibers. Besides expanding the image g, the vision 
application prepares the proppant transport data: proppant concentration per platen in 
PPG, dune height, in inches, measured from the bottom of the HPS, time (frame count), 
and fluid displacement column location. Then the expanded image along with the status 
data is displayed on a monitor. Figure 4.4 shows a display image of the raw HPS image 
presented in Figure 4.1. Notice that the nonuniformity that existed in the raw image is 
reduced from the enhanced image.
No
Column Index ■Yes— » I = /+l
No
;=33 •Yes— ►
for all the fibers whose
Save 
in memory
Row Index
I —
V = V + I
Figure 4.3 Flow Chart of the Procedure used in computing the g  image
60
The layout o f the display image is as follows. The whitish square is the enhanced image. 
Along the right side o f the enhanced image, the proppant concentration and the dune 
height are pasted. In the bottom of the display image, the status of the flow and the frame 
count (2.7 frame = 1 second) are pasted. The label affixed in the bottom of the screen 
indicates the type of fluid and the proppant concentration that will be flowing through the 
slot. For example, the label shown in Figure 4.3 indicates that the fluid is a 40 lb HPG 
linear gel mixed with 2 PPG proppant concentration.
2 P P G ,  4 0 l b  H P G
Figure 4.4 Real Time Processed Image of the Image shown in Figure 4.1
6 1
4.5 Results
The vision system was put into operation immediately after the calibration flow tests. 
Some image examples that highlight its capabilities are given in Figures 4.5 through 4.10. 
Figure 4.5 shows a raw image acquired while a 2 PPG sand front is in progress. Notice 
that it is very difficult to recognize the front by just looking at the raw image. However, 
as shown in Figure 4.6, the processed image displays the front while it is propagating 
through the slot. In addition to seeing the front coming, the status bar indicates a front 
being detected in column 2. Figure 4.7 shows 10 PPG sand front in progress. The dune 
(dark area in the bottom of the display image) in Figure 4.7 is the result of a previous 
proppant flow test prior to the introduction of the 10 PPG proppant front. Figure 4.8 
shows the dune built up at the end of 6 PPG slurry flow test. The status bar indicates a 
dune of height 2.5 inch in column 1 and 3 and 5.0 inch in column 2. Figure 4.9 shows 
three snapshots of slot being flushed with a clear fluid. The fluid used to flush the slot is 
601b /Mgal HPG linear gel. Finally, Figure 4.10 shows static sand settling during an 
encapsulation experiment in which there is no flow inside the slot.
A paper describing the visualization procedures as well as the mathematical model has 
been published in the 1997 SPE proceeding and presented in the SPE San Antonio 
meeting. The first page o f the paper is supplied in appendix D. the same paper is bending 
the approval for ajournai publication.
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Figure 4.5 HPS Raw Image of 2 PPG Slurry being introduced
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Figure 4.6 Real Time Processed Image of the Raw Image Shown in Figure 4.5
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Figure 4.7 Processed Image of 10 PPG Slurry being introduced to the Slot
B P P G ,  4 0 l b  HPG
Figure 4.8 Dune Buildup in the Slot
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65
; sr •
7 P F G ,  G O i b  H F G
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Figure 4.9 Real Time Processed Slot Flushing Snapshots
Figure 4.10 Image of Static Proppant Settling during an Encapsulation Experiment
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Chapter 5 
Conclusions and Recommendations
5.1 Conclusions
This dissertation has demonstrated the design and implementation of the High Pressure 
Simulator (HPS) vision system. It has also demonstrated the design, error analysis, and 
experimental verification o f a mathematical model that is used to measure proppant 
concentration in the HPS. It has also demonstrated a set of effective enhancement 
algorithms that have been developed to improve the appearance o f the HPS raw 
(unprocessed) images, enabling researches at the WCTC to observe static/dynamic 
proppant behavior.
An LED-fiber based vision system was successfully implemented on the HPS. Light 
emitted by the LEDs and collected by the fibers, interacts with proppant particles. The 
interaction between light and proppant particles was manifested in the decrease or 
increase of light intensities collected by the fibers. The change in light intensity was 
directly correlated to the concentration of a proppant suspended in the fluid inside the 
HPS. The light intensities collected by the fibers were collectively and orderly arranged 
to form images that provided visual access to the HPS interior. Those images could be 
processed in real-time and/or stored for future references.
Polynomial and exponential models have been developed to quantitatively measure 
proppant transport characteristics of fi'actures by relating normalized light intensities to
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proppant concentration. Normalized intensity is the ratio of the current intensity to the 
base intensity. A set of calibration tests was performed to compute the model 
coefficients. The coefficients were calculated based on the least square criterion. Error 
analysis performed on the obtained models indicated that the correlation between light 
and proppant concentration is best described by a fourth order polynomial model. 
However, this model behaved erratically outside the data range acquired during the 
calibration tests. Therefore, a third order polynomial model has been chosen to predict 
the proppant concentration inside the HPS.
Real time enhancement procedures have been developed to compensate for the 
nonuniformity in the acquired raw HPS images. The procedures were based on 
nonuni form illumination case [16, 19, 44].
The enhanced images combined with proppant concentration data have given the 
researchers the tools to study the behavior of a proppant suspended in a fracturing fluid.
5.2 Recommendations
Based on the work presented in this dissertation, there are several improvements that 
could be accomplished on the vision system to increase the prediction accuracy of the 
proppant concentration model and to further enhance the appearance o f the raw HPS 
images.
68
Recalling when performing calibration tests for model coefficient calculations, fibers 
whose base intensities were below 70 had collected more light intensity when proppant 
concentrations were below 1 PPG. The increase of intensity with respect to proppant 
concentration o f less than 1 PPG needs to be explored.
Many enhancements could be performed on the raw images. However, due to the 
computational intensity required to perform the current procedures covered in Chapter 4, 
new procedures could be realized only in post processing. One example of enhancing the 
images is the improvement of the fluid displacement. The improvement could be 
achieved by overlaying the edge of an incoming front on the processed image. Another 
example is pseudo coloring and proppant contour mapping.
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Appendix A
Vision System Data Structure
The format in which images are recorded on the system hard disk is the ASCII format. 
This allows all available spreadsheet programs to access the image data in the files. One 
file is recorded for every camera; therefore, a total of 9 files are recorded. In each file, 
there is a header identifying the camera number and the date in which the file is created. 
The data recorded in a file are light intensities received by the fibers of the corresponding 
camera/platen. The light intensities are neither conditioned nor normalized. The data in 
each row (in a file) count for one frame. The first column of a row holds the frame count. 
The next 11 columns hold the intensities of the first row of fibers (11 top fibers). The 
next 11 columns hold the intensities of the second row of fibers, so on so forth. A total of 
122 columns in each file; one column is for frame count the rest 121 are for the 
intensities. For example, if one needs to calculate the average intensity of the HPS at the 
frame count 200, one must locate that frame row 200 in each file. Then all 9 rows -one 
row from each file- are combined and averaged to calculate the HPS average light 
intensity.
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Appendix B
Vision System Sub-Routines
All sub-routines are realized in C44- and TMS32C40 assembly languages. They are 
grouped into two groups. One sub-routine group runs on the computer using the computer 
CPU (Central Processing Unit); it is called the JVCTC.c program. The other group runs, 
in parallel to computer group, on the frame grabber using the TMS32C40 Processing 
unit; it is called a DSPAPPl.c program. The two groups communicate with each other 
through data channel and control channel.
WCTC.c
# i n c l u d e
# i n c l u d e
^ i n c l u d e
# i n c l u d e
# i n . c l u d e
*/
# i n c l u d e
# i n c l u d e
< c o n i o . h >  
< t i m e . h >  
< s t d l i b . h >  
< a l l o c . h >
" d p d e f s . h"
" d p p t y p e s . h"  
" d b e r r o r s  . h"
^ i n c l u d e  " p r o t o c o l . h "  
a p p l i c a t i o n  * /
/ *  g e t c h  * /
/ * c l o c k ( ) * /
/ * c a l l o c * /
/ * f a r m a l l o c * /
/ *  XPG d e f i n i t i o n s  a n d  p r o t o t y p e s .
/ *  XPG f u n c t i o n  p r o t o t y p e s .  * /
/■*■ XPG e r r o r  c o d e s .  * /
/ *  P r o t o c o l  c o n s t a n t s  d e f i n e  f o r  t h i s
# i n c l u d e " d s p / f f c f . h "
/ /  F u n c t i o n  p r o t o t y p e s .
LONG D B U _ U ' s e r F u n c t i o n  (LONG l l r a a g e N u m b e r l ,  LONG l l m a g e N u m b e r Z ) ;
VOID m a i n  (VOID)  
(
INT  
INT
iX P G C o u n t  =  1 ;  
i X P G L o a d F l a g s ;
/ *  N u m b e r  o f  X P G 's  i n  t h e  PC. * /
/ *  O p t i o n  f l a g s  f o r  i n i t i a l i z i n g  t h e  XPG.
INT
LONG
LONG
LONG
LONG
LONG
LONG
LONG
LONG
LONG
CHAR
iX P G N um b er = 0 ;  / *  N u m b e r  o f  t h e  XPG t o  u s e .  * /
I D a t a S i z e ;  
l l m a g e s C r e a t e d ;  
I N u m L i n e s  ; 
I N u m P i x e l s ; 
I S t a t u s ;
/ *  P i x e l  s i z e  i n  b i t s .  * /
/ *  N u m b e r  o f  i m a g e s  c r e a t e d .  * /
/ *  N u m b e r  o f  l i n e s  i n  t h e  i m a g e .  * /  
/ *  N u m b e r  o f  p i x e l s  p e r  l i n e .  * /
/ *  E r r o r  s t a t u s .  * /
i S t a r t X ,  I S t a r t Y ;  / *  S t a r t  o f  g r a b  w i n d o w  * /  
iC P S N u m b e r ;  / *  C a m e r a  P a r a m e t e r  S t r u c t u r e  n u m b e r  * /
l l n p u t l m a g e N u m b e r 1 ;  / *  I n p u t  i m a g e  1 I D .  * /
l l n p u t l m a g e N u m b e r Z ; / *  I n p u t  i m a g e  2 I D .  * /
* p s z O u t F i l e N a m e  =  " x d s p a p p l . o u t " ;
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DISP_STRUCT sDISPStruct;
D P K _ X C C S e tW a itM o d e  ( P_WAIT_COM PLETE);
i f  ( ( I S t a t u s  =  D P K _ I n i t P C K  ( I X P G C o u n t ) )  !=  P_SUCCESS)
{ p r i n t f  ( " E r r o r  i n i t i a l i z i n g  PCK, s t a t u s  =  % l d . \ n " ,  I S t a t u s ) ;
r e t u r n ;
} / *  E n d  i f .  * /
i X P G L o a d F l a g s  =  P_IF B _R E L O A D _C O FF _F IL E  | P_IFB_CHECK_REVTSION;
i f  ( ( I S t a t u s  =  D P K _ I n i t X P G ( iX P G N u m b e r ,  i X P G L o a d F l a g s ,  
p s  z O u t F i l e N a m e ) )
!=  P_SUCCESS)
{ DPK_EndPCK ( ) ;
p r i n t f  ( " E r r o r  i n i t i a l i z i n g  XPG, s t a t u s  =  % l d . \ n " ,  I S t a t u s ) ;  
r e t u r n ;
} / *  E n d  i f .  * /
i f  ( ( I C P S N u m b e r  =  D P F _ L o a d C P F  ( " r s l 7 0 u s e .  c p f " ) ) !=  P_SUCCESS)
{ p r i n t f  ( " E r r o r  c r e a t i n g  a  C P F , s t a t u s  =  % l d . \ n " ,  I C P S N u m b e r ) ;  
DPK_EndPCK ( ) ;  
r e t u r n ;
} / *  E n d  i f .  * /
i f  ( ( I S t a t u s  =  D B F _ S e l e c t C P S  ( I C P S N u m b e r ) ) <  P_SUCCESS)
{ p r i n t f  ( " E r r o r  s e l e c t i n g  a  C P S ,  s t a t u s  =  % l d . \ n " ,  I S t a t u s ) ;  
DPK_EndPCK ( ) ;  
r e t u r n ;
} / *  E n d  i f .  * /
D B F _ M I O S e t G a in ( I C P S N u m b e r ,  1 6 7 0 ,  P_MASTER) ; / * 2 2 8 7  = =  2 x * /
/ / i n i t  EDB
i f ( ( I S t a t u s  =  D P D _ D i s p G e t I n i t ( " 8 0 0 x 6 0 0 . e d b " , S s D I S P S t r u c t )  ) ! =
P_SUCCESS) {
p r i n t f  ( " E r r o r  e d b  i n i t  f i l e ,  s t a t u s  =  s l d . \ n " ,  I S t a t u s ) ;  
DPK_EndPCK ( ) ;  
r e t u r n ;  }
i f ( ( I S t a t u s  =  D B D _ D i s p I n i t ( f i s D I S P S t r u c t )  ) !=  P_5UCCESS) {
p r i n t f  ( " E r r o r  e d b  i n i t ,  s t a t u s  =  % l d . \ n " ,  I S t a t u s ) ;  
DPK_EndPCK ( ) ;  
r e t u r n ;  }
I S t a r t X  = 3 2 ;
I N u m P i x e l s  =  6 0 0  ;
I S t a r t Y  = 5 ;
I N u m L i n e s  =  4 6 0 ;
i f  ( (DBF S e t G r a b W i n d o w  (P DEFAULT QGS, I S t a r t X ,  I N u m P i x e l s ,  
I S t a r t Y ,
I N u m L i n e s ) ) ! =  P_SUCCESS)
{ p r i n t f  ( " E r r o r  s e t t i n g  t h e  g r a b  w in d o w ,  s t a t u s  =  % l d . \ n " ,  
I S t a t u s ) ;
DPK_EndPCK ( ) ;  
r e t u r n ;
76
} / *  E n d  i f .  * /
I D a t a S i z e  =  P DATA S IZ E  BYTE;
i f  ( ( I S t a t u s  =  D B K _ M m t S e le c t C r e a t e L o c a t io n ( P _ B U F F E R _ L O C _ G B U S )  ) ! =  
P_SUCCESS)
{ p r i n t f  ( " E r r o r  c h o o s i n g  b u s ,  s t a t u s  =  % l d . \ n " ,  I S t a t u s ) ;  
DPK_EndPCK ( ) ;  
r e t u r n ;
} / *  E n d  i f .  * /
i f  ( ( I S t a t u s  =  D B K _ M m tC r e a te I m a g e  ( I N u m P i x e l s ,  I N u m L i n e s ,  
I D a t a S i z e ,
P_DATA_TYPE_INTEGER, 1 ,  S l I n p u t l m a g e N u m b e r l ,  & l l m a g e s C r e a t e d )  ) 
! =  P_SUC CESS)
{ p r i n t f  ( " E r r o r  c r e a t i n g  t h e  i n p u t  i m a g e 1 ,  s t a t u s  =  % l d . \ n " ,  
I S t a t u s ) ;
DPK_EndPCK ( ) ;  
r e t u r n ;
} / *  E n d  i f .  * /
i f  ( ( I S t a t u s  =  D B K _ M m t S e l e c t C r e a t e L o c a t i o n ( P_BUFFER_LOC_LBUS) ) ! =  
P_SUCCESS)
{ p r i n t f  ( " E r r o r  c h o o s i n g  b u s ,  s t a t u s  =  % l d . \ n " ,  I S t a t u s ) ;  
DPK_EndPCK ( ) ;  
r e t u r n ;
} / *  E n d  i f .  * /
i f  ( ( I S t a t u s  =  D B K _ N ta itC r e a te I m a g e  ( I N u m P i x e l s ,  I N u m L i n e s ,  
I D a t a S i z e ,
P_DATA_TYPE_INTEGER, 1 ,  & U n p u t I m a g e N u m b e r 2 , & l l m a g e s C r e a t e d )  ) 
! =  P_SUCCESS)
{ p r i n t f  ( " E r r o r  c r e a t i n g  t h e  i n p u t  i m a g e 2 ,  s t a t u s  =  s l d . \ n " , 
I S t a t u s )  ;
DPK_EndPCK ( ) ;  
r e t u r n ;
} / *  E n d  i f .  * /
i f  ( ( I S t a t u s  =
D B K _ M m t S e l e c t C r e a t e L o c a t i o n  (P_BUFFER_LOC_DONTCARE) ) !=  P_SUCCESS)
{ p r i n t f  ( " E r r o r  c h o o s i n g  b u s ,  s t a t u s  =  % l d . \ n " ,  I S t a t u s ) ; 
DPK_EndPCK ( ) ;  
r e t u r n ;
) / *  E n d  i f .  * /
p r i n t f ( " T u r n  o f f  t i m e  o n  m u l t i p l e x e r  a n d \ n " ) ;  
p r i n t f ( " p l a c e  h i g h l i g h t i n g  o n  n u m b e r  0 8 . \ n " ) ;  
p r i n t f ( " U n i P l e x  Command S e q . : \ t  # 3 1 1  \ t  0 0 0  [ 0 ] \ n " ) ; 
p r i n t f  ( " P r e s s  a n y  Icey t o  c o n t i n u e  w i t h  m a t r i x  
c a l c u l a t i o n s . . . \ n \ n " ) ;  
g e t c h ( ) ;
p r i n t f ( " A c q u i r i n g  p l a t e n  p o s i t i o n s  . . .  \ n "  ) ;
/ / C a l l  U s e r  F u n c  t o  g r a b ,  p r o c e s s ,  d i s p l a y  
i f  ( ( I S t a t u s  =  D B U _ U s e r F u n c t i o n  ( l l n p u t l m a g e N u m b e r l ,  
l I n p u t I m a g e N u m b e r 2 ) )
! =  P SUCCESS)
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{ DPK_EndPCK ( ) ;
p r i n t f  ( " E r r o r  w i t h  u s e r  f u n c t i o n ,  s t a t u s  =  % l d . \ n " ,  I S t a t u s ) ;  
) / *  End i f .  * /
DPK_EndPCK ( ) ;
} / *  End o f  t h e  m a i n  f u n c t i o n .  * /
# d e f i n e  P_ID _U SE R _F U N C T I0N 1 OL
# d e f i n e  P_PC0UNT_USER_FUNCTI0N1 2
LONG D B U _ U s e r F u n c t i o n  (LONG l l n p u t l m a g e l ,  LONG l l n p u t l m a g e 2 )  
{
/ * ----------------------------------------------+ /
/ *  L o c a l  v a r i a b l e s .  * /
/*----------------------- */
INT
LONG 
b o a r d .  * /  
LONG 
b o a r d .  * /
LONG
FLOAT
INT
LONG
FLOAT
iS a v e d C o r a m a n d M o d e ;  / *  S a v e d  com m and m o d e  f o r  XCC. * /
I S t a t u s ;  / *  F u n c t i o n  s t a t u s  r e t u r n e d  f r o m  t h e
I P r o t o c o l ; / *  F u n c t i o n  s t a t u s  r e t u r n e d  f r o m  t h e
I F r a m e C o u n t ,  I R e t u r n ;  
f S t a r t T i m e ,  f S t o p T i m e ;  
i , j , k , i X C o u n t , i Y C o u n t ;  
I M a t r i x [ 9 ] [ 2 ] ;  
f M a t r i x P l a t e n A v g [ 9 ] ;
FILE * f p C a m e r a [ 9 ]  ; 
CHAR c F i l e N a m e s [ 9 ] [ 2 5 ] { " d : \ \ v i s i o n \ \ d a t a \ \ c a m l . d a t " , 
" d : \ \ v i s i o n \ \ d a t a \ \ c a m 2 . d a t " ,  
" d : \ \ v i s i o n \ \ d a t a \ \ c a m 3 . d a t " , 
" d : \ \ v i s i o n \ \ d a t a \ \ c a m 4 . d a t " ,  
" d : \ \ v i s i o n \ \ d a t a \ \ c a m 5 . d a t " ,  
" d : \ \ v i s i o n \ \ d a t a \ \ c a m 6 . d a t " ,  
" d : \ \ v i s i o n \ \ d a t a \ \ c a m 7 . d a t " ,  
" d : \ \ v i s i o n \ \ d a t a \ \ c a m 8 . d a t " , 
" d : \ \ v i s i o n \ \ d a t a \ \ c a m 9 . d a t " } ;
ULONG f a r  * p u l I m a g e D a t a ;
UCHAR f a r  * p i I m a g e D a t a ;
/ * a l l o c  a n d  i n i t  o f  b u f f e r s * /
p u l I m a g e D a t a  =  (ULONG f a r  *)  f a r m a l l o c ( 6 4 * 6 4 * s i z e o f ( U L O N G ) ) ;  
p i l m a g e D a t a  =  (UCHAR f a r  * )  f a r m a l l o c ( 6 4 * 6 4 * s i z e o f ( C H A R ) ) ;  
i f  ( ( p u l I m a g e D a t a = = N U L L )  I I ( p i I m a g e D a t a = = N U L L )  ) { p r i n t f ( " a l l o c
e r r o r \ n " ) ;  }
f o r ( i = 0 ; i < ( 6 4 * 6 4 ) ; i + + )  {
* ( p u l I m a g e D a t a  +  i )  = 0 ;  } 
f o r ( i = 0 ;  i < ( 6 4 * 6 4  ) ; i + + )  (
* ( p i l m a g e D a t a  + i )  = 0 ;  }
/* m a k e  f i l e s * /
f o r ( i = 0 ; i < 9 ; i + + )  {
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f p C a m e r a [ i ]  =  f o p e n ( c F i l e N a m e s [ i ] , " w " ) ;
i f ( f p C a m e r a [ i ]  = =  NULL) ( p r i n t f ( " f i l e  e r r o r !  %s \ n " ,  
c F i l e N a m e s [ i ] ) ;  }
f p r i n t f ( f p C a m e r a [ i ] , " C a m e r a  %d D a t a  F i l e \ n " , i + I ) ;  
f p r i n t f ( f p C a m e r a [ i ] , " F r a m e ,  1 1 x 1 1  v a l u e s  f o r  f i b e r s  f r o m  
u p p e r l e f t  t o  l o w e r r i g h t . \ n " ) ;
f p r i n t f ( f p C a m e r a [ i ] , " F r a m e  1 i s  t h e  b a s e l i n e  i m a g e . \ n \ n " ) ;
}
D P K _X D C H ostT ran sferM ode(P _X D C T R A N S F E R _D E L A Y E D _M O D E );
/ * -------------------------------------------------------------------*/
/ *  Run t h e  u s e r  f u n c t i o n  i n  NO_WAIT m o d e  w h i c h  i s  * /
/ *  r e q u i r e d  w h e n  c a l l i n g  a  u s e r  f u n c t i o n  t h a t  * /
/ *  d e t a c h e s  t h e  XCC f o r  A s c y n c h r o n o u s  XCC M od e * /
/ * ----------------------------------------------------------------------------------------------------------------------------------- * /
iS a v e d C o m m a n d M o d e  =  D P K _X C C S etC om m and T yp e ( P _ U S E R ) ; 
D P K _ X C C S e tW a itM o d e  (P _ N O _ W A IT );
/ * --------------------------------------------------------------------------------------------------* /
/■*■ P u s h  f u n c t i o n  c o d e  a n d  i t ' s  p a r a m e t e r s .  * /
/ * ----------------------------------------------------------------------------------------------------------* /
D P K _ X C C P u sh O p co d e  ( P _ ID _ U S E R _ F U N C T I0 N 1 ,  P_PC O U N T _U SE R _FU N C T IO N l); 
D P K _X C C P u sh L on g  ( (ULONG) l l n p u t l m a g e 2 ) ;  / *  2 * /
D P K _X C C P u sh L on g  ( (ULONG) l l n p u t l m a g e l ) ; / *  1 * /
D P K _X C C S etC om m an d T yp e ( I S a v e d C o m m a n d M o d e ) ;
/■ * • -----------------------------------------------------------------------------------------------------------------------------------------------------------* /
/ *  C h e c ic  i f  w e  h a v e  a  f u n c t i o n  c a l l i n g  e r r o r .  * /
/ * ----------------------------------------------------------------------------------------------------------------- * /
i f  ( ( I S t a t u s  =  D P K _ X C C C h e c k S t a t u s  (P_PCOUT, P _ X C C F IX )) = =
P_SUCCESS)
{
/ * ------------------- */
/ *  L o o p  f o r e v e r  * /
/* ----------------------*/
I F r a m e C o u n t  =  0 ; 
w h i l e  ( 1 )
{
l F r a m e C o u n t + + ;
/  + -----------------------------------------------------------------------------------------------------------------------------------* /
/ *  Run i n  a n  e n d l e s s  l o o p  w h i c h  r e p e a t e d l y  c h e c i c s  a  * /
/ *  p r o t o c o l  w o r d  f r o m  t h e  D SP , i f  t h e  DSP a p p l i c a t i o n  i s  * /
/ *  t e r m i n a t e d ,  b r e a l c  o u t  o f  l o o p .  * /
/ * -----------------------------------------------------------------------------------------------------------------------------------* /
I P r o t o c o l  =  DPK_XCCRead ( ) ;
i f  ( I P r o t o c o l  = =  APPLICATION_TERMINATED)
( b r e a k ;  } / *  E n d  i f .  * /
/ / r e a d  r e s u l t s  f r o m  d s p  
I R e t u r n  = DPK X C C R e a d ( ) ;
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i f  ( I R e t u r n  = =  P_PUSHING_MATRIX_DATA) { 
p r i n t f ( " D i s p l a y i n g  c a l c u l a t e d  m a t r i x . . . \ n " ) ;  
f o r ( i = 0 ; i < 9 ; i + + )  {
I M a t r i x [ i ] [ 0 ]  =  D P K _X C C R ead ( ) ;
I M a t r i x [ i ]  [ 1 ]  =  D PK _X C C R ead ( ) ;  
f M a t r i x P l a t e n A v g [ i ]  =  D PK _XCCR ead() ;
}
f o r ( i = 0 ; i < 3 ; i + + )  {
p r i n t f ( " C a m  [ % d ] : ( % ld ,  % l d ) \ t " ,  i + 1 ,  I M a t r i x [ i ] [ 0 ] ^
I M a t r i x [ i ]  [ 1 ] )  ;
1
p r i n t f ( " \ n " )  ; 
f o r ( i = 3 ; i < 6 ; i + + )  {
p r i n t f ( "Cam [ % d ] : ( % ld ,  % l d ) \ t " ,  i + 1 ,  I M a t r i x [ i ] [ 0 ] ,
I M a t r i x [ i ] [ 1 ] ) ;
)
p r i n t f ( " \ n " ) ; 
f o r ( i = 6 ; i < 9 ; i + + )  {
p r i n t f ( "Cam [ % d ] : ( % ld ,  % l d ) \ t " ,  i + 1 ,  I M a t r i x [ i ] [ 0 ] ,
I M a t r i x [ i ] [ 1 ] ) ;
1
p r i n t f ( " \ n \ n "  ) ; 
f o r ( i = 0 ; i < 9 ; i + + )  {
p r i n t f ( " P l a t e n  [%d] A v g :  % . l f \ t " ,  i + 1 ,  
f M a t r i x P l a t e n A v g [ i ] ) ;
i f ( ( i+ 1 ) % 3  ==  0 )  p r i n t f ( " \ n " ) ;
}
p r i n t f ( " \ n \ n " ) ;
p r i n t f ( " T u r n  t i m e  o n  m u l t i p l e x e r  b a c k  o n . \ n " ) ;  
p r i n t f ( " C o m m a n d : \ t  # 3 1 1  \ t  0 0 7 \ n " ) ;
p r i n t f ( " P r e s s  a n y  k e y  t o  c o n t i n u e  w i t h  g r a b b i n g  . . . \ n \ n " ) ; 
g e t c h ()  ;
DPK_X CCW rite (P_MATRIX_DATA_RECEIVED) ;
p r i n t f ( " P r e s s  a n y  k e y  t o  q u i t . . . \ n " ) ;  
f S t a r t T i m e  =  c l o c k () /  CLK_TCK;
I F r a m e C o u n t  = 0 ;
s i z e * /
i )  ) ;
+  i X C o u n t ) )
e l s e  i f  ( I R e t u r n  -■= P_PUSHING_FRAME_DATA) (
D P K _X D C R cvD ata ( (HVOID * )  p u l I m a g e D a t a ,  6 4 * 6 4 ) ;  / * i m a g e
p i l m a g e D a t a  = (UCHAR *) p u l I m a g e D a t a ;  
f o r ( i = 0 ; i < 9 ; i + + )  {
i Y C o u n t  = 0 + ( i / 3 ) * 1 1 ;
f p r i n t f ( f p C a m e r a [ i ] , " \ n % d , " ,  I F r a m e C o u n t ) ;
f p r i n t f ( f p C a m e r a [ i ] , " % d ," ,  * ( p i l m a g e D a t a  +  3 2 * 6 4  + 3 3  +
f o r ( j = 0 ; j < l l ; j + + )  {
i X C o u n t  = 0 +  ( i % 3 ) * l l ;  
f o r ( k = 0 ; k < l l ; k + + )  {
f p r i n t f ( f p C a m e r a [ i ] ,  " % d ," ,  * ( p i l m a g e D a t a  +  i Y C o u n t * 6 4
i X C o u n t + + ;
}
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i Y C o u n t + + ;
}
}
} / * e n d  e l s e * /
/ * ----------------------------------------------------------------------------------------------------------------------* /
/ *  I f  t h e r e  i s  a  k e y  p r e s s ,  s e n d ,  d ow n  a  com m an d  * /
/ *  t o  t h e  d s p  t o  e n d  p r o c e s s i n g .  * /
/* -------------------------------------------------------------------------*/
i f  ( k b h i t O )
{
g e t c h () ;
D P K _X C C W rite  (END_APPLICATION_REQUEST);
} / *  E n d  i f .  * /
1 / *  E nd w h i l e .  * /
f S t o p T i m e  =  c l o c k () /  CLK_TCK;
p r i n t f ( " F r a m e s = % ld  \ t  S e c o n d s = % . 4 f  \ t  R a te = % . 4 f \ n " , 
I F r a m e C o u n t ,  f S t o p T i m e  -  f S t a r t T i m e ,
I F r a m e C o u n t /  ( f S t o p T i m e  -  f S t a r t T i m e ) ) ;
/ * ------------------------------------------------------------------------------------------------------------------* /
/ *  P r i n t  t h e  r e t u r n  s t a t u s  f r o m  t h e  u s e r  f u n c t i o n . * /
/ *  B e c a u s e  o f  t h e  d e f i n e d  p r o t o c o l ,  a f t e r  t h e  PC * /
/ *  r e c e i v e s  a n  APPLICATION_TERMINATED p r o t o c o l ,  * /
/ *  f r o m  t h e  PC, w e  k n o w  t h a t  t h e  n e x t  r e a d  i s  t h e  * /
/ *  l a s t  v a l u e  i n  t h e  XCC O u t p u t  FIFO  * /
/* ---------------------------------------------------------------------------- */
I S t a t u s  =  DPK_XCCRead ( ) ;
p r i n t f  ( " A p p l i c a t i o n  t e r m i n a t e d  w i t h  s t a t u s :
% 4 1 d \ n \ n " ,  I S t a t u s ) ;
/ * c l e a n  u p * /  
f o r ( 1 = 0  ; i < 9 ; i + + )  ( f c l o s e ( f p C a m e r a [ i ] ) ; }
f a r f r e e ( p u l I m a g e D a t a ) ; 
f a r f r e e ( p i l m a g e D a t a ) ;
} / *  End  i f .  * /
/* -------------------------------------------------------- */
/ *  R e s t o r e  t h e  p r e v i o u s  Command Mode * /
/ * ---------------------------------------------- */
IS a v e d C o m m a n d M o d e  =  D PK _X CC SetC om m andT ype ( I S a v e d C o m m a n d M o d e )  ; 
D P K _X C C S etW aitM od e  ( P_WAIT_COMPLETE) ;
r e t u r n  I S t a t u s ;
} / *  End  o f  t h e  D B U _ U s e r F u n c t i o n  f u n c t i o n .  * /
/** ==========================================================
====+*/
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DSPAPPl.c
# i n c i u d e
# i n c l u d e
# i n c l u d e
# i n c l u d e
^ i n c l u d e
# i n c l u d e
" d d d e f s . h "  
" d d p t y p e s . h"  
" d b e r r o r s . h"  
" x p g r e g . h "  
" g r a b i s r . h "  
" i n t p t 4 0 . h "
i n t e r t u u p t s  h e a d e r  * /
^ i n c l u d e  " p r o t o c o l . h "
a p p l i c a t i o n  * /
# i n c l u d e  " c : \ t i c 4 0 \ s t d l i b . h "
/ *  XPG d e f i n i t i o n s  a n d  p r o t o t y p e s .  * /  
/ *  XPG f u n c t i o n  p r o t o t y p e s .  * /
/ *  XPG e r r o r  c o d e s .  * /
/ *  XPG r e g i s t e r  d e f i n i t i o n s  * /
/ *  g r a b  i s r  i n c l u d e  f i l e  * /
/ *  P a r a l l e l  R u n t i m e  S u p p o r t  L i b r a r y
/ *  P r o t o c o l  c o n s t a n t s  d e f i n e d  f o r  t h i s
# i n c l u d e " f f c v i e w . h "
/ *  F u n c t i o n  p r o t o t y p e s . * /
e x t e r n  VOID DBU A p p l l n t e r r u p t  ( V O I D ) ;
/ *  G l o b a l  V a r i a b l e s * /  
v o l a t i l e  LONG G l A p p l U s e r M a s k l n t C o u n t  =  0 ;
LONG D B U _ U s e r F u n c t i o n  (LONG l l n p u t l m a g e l ,  LONG l l n p u t l m a g e 2 )
{
/ * ----------------------------------------------* /
/ *  L o c a l  v a r i a b l e s .  * /
/*----------------------- */
PROCESSINGINFO I m a g e l n f o l ;
PROCESSINGINFO I m a g e I n f o 2 ;
LONG lE D B Im a g e O ;
LONG I c u r r l m a g e N u m ,  I C u r r F r a m e C o u n t ;
LONG l l m a g e s C r e a t e d ;
LONG I M a t r i x I m a g e ,  I M a t r i x I m a g e T e m p  ;
PROCESSINGINFO M a t r i x i m a g e l n f o ,  M a t r i x I m a g e T e m p I n f o ;
LONG * p l M a t r i x A d d r ,  * p l M a t r i x I m a g e T e m p A d d r  ;
LONG I B a s e L i n e l m a g e ,  I R e d u c e d l m a g e ,  l l n p u t C o p y l m a g e ;
LONG I P r o c e s s e d l m a g e ,  l E x p a n d e d l m a g e ,  l E D B I m a g e ,  I L a s t I m a g e ,
l L a s t 2 I m a g e ;
PROCESSINGINFO B a s e L i n e l m a g e l n f o ,  R e d u c e d l m a g e l n f o , E D B I m a g e l n f o ,  
I n p u t C o p y l m a g e I n f o  ;
PROCESSINGINFO E x p a n d e d l m a g e l n f o ,  P r o c e s s e d l m a g e l n f o ,
L a s t l m a g e l n f o ,  L a s t 2 1 m a g e l n f o ;
LONG * p l B a s e L i n e I m a g e A d d r ,  * p l R e d u c e d I m a g e A d d r ,  * p lE D B I m a g e A d d r ,
* p l I n p u t C o p y I m a g e A d d r ;
LONG * p l E x p a n d e d I m a g e A d d r ,  * p l P r o c e s s e d I m a g e A d d r ,
* p l L a s t I m a g e A d d r ,  * p l L a s t 2 I m a g e A d d r ;
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LONG I N u m P i x e l s ,  I N u m L i n e s ;
c o n s t  LONG l N u m P i x e l s T e m p I m a g e s = 6 4 , l N u m L i n e s T e m p I m a g e s = 6 4 ; 
c o n s t  LONG I N u m P i x e l s F i n a l l m a g e = 5 1 6 ,  I N u m L i n e s F i n a l l m a g e = 5 1 5 ;
LONG I T e m p ;
ULONG u l T e m p ;
LONG I M a t r i x [ 9 ] [ 2 ] ;  / * p l a t e n  u p p e r  l e f t  c o r n e r  c o o r d s  x , y * /
LONG I M a t r i x S i z e [ 9 ] [ 2 ] ;  / * p l a t e n  w i d t h s  a n d  h e i g h t s  w , h * /
INT i ,  j ,  b B a s e L i n e P a s s ;
INT * i F u l l M a t r i x X ;
INT * i F u l l M a t r i x Y ;
/ * f u n c t i o n  p r o t o t y p e s * /
LONG C a l c u l a t e M a t r i x ( L O N G  , LONG, LONG, LONG * ,  LONG * ,  FLOAT * ,  
LONG * ) ;
LONG T r i m M a t r i x ( LONG * ,  LONG, LONG * ,  LONG * ,  FLOAT * ,  LONG * ) ;
v o i d  D r a w M a t r i x ( LONG * ,  LONG, LONG, LONG * ,  LONG * ,  LONG * ,  INT * ,
INT * ,  IN T  * )  ;
LONG R e d u c e lm a g e ( L O N G  * ,  LONG, LONG * ,  LONG, IN T * ,  INT * ) ;  
v o i d  E x p a n d lm a g e ( L O N G  * ,  LONG, LONG * ,  LONG, LONG);
LONG C r e a t e F u l l M a t r i x ( L O N G  * ,  INT * ,  INT * ,  LONG * ,  LONG * ,  IN T * ) ;  
LONG P r o c e s s l m a g e ( L O N G  * ,  LONG * ,  LONG * ,  LONG * ) ;  
v o i d  P r o c e s s B a s e l m a g e ( LONG * , LONG , LONG ) ;
/ * m a n u a l  c a l i b r a t i o n  t o  c o m p e n s a t e  f o r  c a m e r a  a n g l e s  a n d  s i z e * /  
LONG l P l a t e n X [ 9 ]  =  ( 1 2 1 ,  1 2 1 ,  1 2 1 ,  1 3 2 ,  1 2 1 ,  1 3 2 ,  1 2 1 ,  1 2 1 ,  1 2 1  } ;
LONG l P l a t e n Y [ 9 ]  =  ( 1 2 1 ,  1 3 2 ,  1 3 2 ,  1 3 2 ,  1 3 2 ,  1 3 2 ,  1 3 2 ,  1 3 2 ,  1 3 2  } ;
FLOAT f P l a t e n A v g [ 9 ]  ;
/ * c o l  t o  s t a r t  e x p a n d i n g  w i d t h  b y  1 p i x e l ,  1 2 = n e v e r * /
INT i C o l A d d S t a r t [ 9 ]  =  ( 1 2 ,  5 ,  5 ,  1 2 ,  5 ,  1 2 ,  2 ,  3 ,  5 } ;
LONG l E r r o r S t a t u s  ;
LONG I F i f o S t a t u s  ;
LONG I F r a m e C o u n t  =
LONG I S t a t u s ;
LONG * p l A d d r e s s l ;
LONG * p l A d d r e s s 2 ;
ULONG u l P C D a t a ;
r e g i s t e r  LONG * p l T e m p A d d r e s s ;
INT i P i x e l s T o A v g X  =  1 0 ,  i P i x e l s T o A v g Y  =  1 0 ;  / * m u s t  b e  e v e n ? * /
INT i P i x e l s T o A v g R o w ;
i P i x e l s T o A v g R o w  =  l P i x e l s T o A v g X * i P i x e l s T o A v g Y * 3 3 ;
I F u l l M a t r i x X  =  (IN T *) m a l l o c ( 3 3 * i P i x e l s T o A v g R o w * s i z e o f ( I N T ) ) ;  
I F u l l M a t r i x Y  =  (INT * )  m a l l o c ( 3 3 * i P i x e l s T o A v g R o w * s i z e o f ( I N T ) ) ;
l E r r o r S t a t u s  =  P_SU C C ESS;  
u l P C D a t a  =  AP P LICATION_RUNNING;
I F i f o S t a t u s  =  P_EMPTY;
i f ( ( I F u l l M a t r i x X  = =  NULL) | I  ( i F u l l M a t r i x Y  =  N U L L )) {
u l P C D a t a  =  END APPL ICATIO N REQUEST;
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l E r r o r S t a t u s  = P_MALLOC_FAIL;
}
/ *  D e t a c h  t h e  XCC f o r  a s y n c h r o n o u s  c o m m u n i c a t i o n s  * /
D D K _X C C D etach  ( ) ;
/* --------------------------------------------------------------------------------------------------- */
/ *  I n s t a l l  t h e  I S R  f o u n d  i n  t h e  f i l e  INTERRUP.ASM  t o  i n t e r r u p t  * /
/ *  r e s o u r c e  I I O F O .  I n i t i a l i z e  t h e  G _ l A p p l U s e r M a s k I n t C o u n t .  * /
/* --------------------------------------------------------------------------------------------------- */
D D F _ I S R S e t I I O F O  ( P_INTERRUPT_USER_MASK, (VOID *)
D B U _ A p p l I n t e r r u p t ) ;
G _ l A p p l U s e r M a s k I n t C o u n t  =  0 ;
/*  */
/ *  S e t  t h e  ID  o f  t h e  s e c o n d  i m a g e  f o r  d o u b l e  b u f f e r i n g .  * /
/ *  P e r f o r m  a  q u i c k  g r a b  s e t u p  o n  t h e  i n p u t  i m a g e  n u m b e r .  * /
/■*■ C a l l  Q u i c k  G r a b  w i t h  n o  w a i t .  T h i s  a p p l i c a t i o n  r u n s  t h e  g r a b  * /
/ *  i n  c o n t i n u o u s  m o d e ,  t h e  g r a b  w i l l  n o t  r e t u r n  u n t i l  t h e  DMA * /
/ *  h a s  s t a r t e d .  * /
/* --------------------------------------------------------------------------------------------------- */
i f  ( ( I S t a t u s  =  D B F _ S e t S e c o n d I m a g e I D  ( P_DEFAULT_QGS, l l n p u t l m a g e 2 ) )  
! =  P_SUCCESS)
{ u l P C D a t a  =  END_APPLICATION_REQUEST;
l E r r o r S t a t u s  =  I S t a t u s ;
} / *  E n d  i f .  * /
i f  ( ( I S t a t u s  =  DB F _ Q u i  c k G r a b  S e t u p  ( P_DEFAULT_QGS, l l n p u t l m a g e l ) )
! =  P_SUCCESS)
{
u l P C D a t a  =  END_APPLICATION_REQUEST;  
l E r r o r S t a t u s  = I S t a t u s ;
} / *  E n d  i f .  * /
i f  ( ( I S t a t u s  =  D B F _ Q u ic k G r a b  ( P_DEFAULT_QGS, P_G R A B _IN IT ,  
P_GRAB_NO_WAIT) )
!=  P_SUCCESS)
(
u l P C D a t a  =  END_APPLICATION_REQUEST;  
l E r r o r S t a t u s  =  I S t a t u s ;
) / *  E n d  i f .  * /
/* ---------------------------------------------------------------- */
/ *  E n a b l e  h a r d w a r e  i n t e r r u p t s  o n  IIO F O  * /
/* ---------------------------------------------------------------- */
INT_ENABLE ( ) ;  
s e t _ i i f _ f l a g  ( I I O F O _ E I I O F ) ;
/* ------------------------------------------------------------------------- */
/ *  I n i t i a l i z e  p o i n t e r s  t o  t h e  t w o  i m a g e  b u f f e r s  * /
/* ------------------------------------------------------------------------- */
i f  ( ( I S t a t u s  =  D B K _ M m t G e tI m a g e I n f o  ( l l n p u t l m a g e l ,  &I m a g e l n f o l ) )
! =  P SUCCESS)
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{ U lP C D a t a  =  END_APPLICATION_REQUEST;
l E r r o r S t a t u s  =  I S t a t u s ;
} / *  End i f .  * /
i f  ( ( I S t a t u s  =  D B K _ M m t G e tI m a g e I n f o  ( l l n p u t l m a g e 2 ,  & I m a g e I n f o 2 ) )
! =  P_SUCCESS)
{ u l P C D a t a  =  END_APPLICATION_REQUEST;
l E r r o r S t a t u s  =  I S t a t u s ;
} / *  End  i f .  *•/
p l A d d r e s s l  =  (LONG *)  I m a g e l n f o l . P R O _ M a p p e d A d d r e s s  ; 
p l A d d r e s s 2  =  (LONG *) I m a g e I n f o 2 . P R O _ M a p p e d A d d r e s s ;
I N u m P i x e l s  =  I m a g e l n f o l . P R O _ P i x e l s  ;
I N u m L i n e s  = I m a g e l n f o l . P R O _ L i n e s ;
/ ^ C r e a t e  a  d i s p l a y  i m a g e  o n  t h e  EDB b o a r d * /
i f ( ( I S t a t u s  =  D B K _ M m t S e l e c t C r e a t e L o c a t i o n ( P_B U FF E R _L 0C _E D B 1) ) ! =
P_SUCCESS) {
u l P C D a t a  =  END_APPLICATION_REQUEST;  
l E r r o r S t a t u s  =  I S t a t u s ;  }
i f ( ( I S t a t u s  =  D B K _ M m t C r e a t e I m a g e ( I N u m P i x e l s ,  I N u m L i n e s ,  
P_D ATA _SIZE_BYTE, P_DATA_TYPE_INTEGER, 1 ,  S lE D E I m a g e O ,
& l I m a g e s C r e a t e d ) ) ! =  P _ S U C C E S S ){
u l P C D a t a  =  END_AP P L I CATION_REQUEST; 
l E r r o r S t a t u s  =  I S t a t u s ;  }
i f ( ( I S t a t u s  =  D B K _ M m t S e l e c t C r e a t e L c c a t i o n ( P_BUFFER_LOC_DONTCARE)) !■
P_SU C C E SS) {
u l P C D a t a  =  END_APPLICATION_REQUEST;  
l E r r o r S t a t u s  =  I S t a t u s ;  }
/ * M a t r i x  I m a g e * /
i f ( ( I S t a t u s  =  D B K _ M m t C r e a t e I m a g e ( I N u m P i x e l s ,  I N u m L i n e s ,  
P_DATA_SIZE_BYTE, P_DATA_TYPE_INTEGER, 1 ,  & I M a t r i x I m a g e ,
& l l m a g e s C r e a t e d ) ) ! =  P _ S U C C E S S ){
u l P C D a t a  = END_APPLICATION_REQUEST;  
l E r r o r S t a t u s  =  I S t a t u s ; }
i f  ( ( I S t a t u s  =  D B K _ M m t G e t I m a g e I n f o ( I M a t r i x I m a g e ,  & M a t r i x I m a g e I n f o ) ) 
! =  P_SUCCESS)
{ u l P C D a t a  =  END_APPLICATION_REQUEST;  
l E r r o r S t a t u s  =  I S t a t u s ;  }
p l M a t r i x A d d r  =  (LONG * )  M a t r i x i m a g e l n f o . P R O _ M a p p e d A d d r e s s ;
D B K _ M m t C r e a t e I m a g e ( I N u m P i x e l s ,  I N u m L i n e s ,  P_D A T A _SIZ E _B Y T E ,  
P_D.ATA_TYPE_INTEGER, 1 ,  & I M a t r i x I m a g e T e m p , S l I m a g e s C r e a t e d )  ; 
D B K _ M m t G e t I m a g e I n f o ( I M a t r i x I m a g e T e m p ,  & M a t r i x I m a g e T e m p I n f o ) ; 
p l M a t r i x I m a g e T e m p A d d r  =  (LONG * )
M a t r i x I m a g e T e m p I n f o . P R O _ M a p p e d A d d r e ss  ;
/ * b a s e l i n e  a n d  f o u r  t e m p  i m a g e s * /
i f  ( ( I S t a t u s  =  D B K _ ^ t n t C r e a t e I m a g e  ( i N u m P i x e l s T e m p I m a g e s ,
I N u m L i n e s Tem pI m a g e s ,
P_D AT A _SIZ E_BY T E, P_DATA_TYPE_INTEGER, 1 ,
s l B a s e L i n e l m a g e ,
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^ l l m a g e s C r e a t e d ) ) [ =  P _ S U C C E S S ){
u l P C D a t a  =  END_APPLICATION_REQUEST;  
l E r r o r S t a t u s  =  I S t a t u s ;  } 
i f  ( ( I S t a t u s  =  D B K _ M m t C r e a t e I m a g e ( L N u m P x x e l s T e m p  I m a g e s ,
I N u m L i n e s T e m p I m a g e s ,
P_D AT A _SIZ E_BY T E, P_DATA_TYPE_INTEGER, 1 ,
& l R e d u c e d I m a g e ,
^ l l m a g e s C r e a t e d ) ) ! =  P _S U C C E S S ){
U lP C D a t a  =  END_APPLICATION_REQUEST;  
l E r r o r S t a t u s  =  I S t a t u s ;  } 
i f  ( ( I S t a t u s  =  D B K _ D f n t C r e a te I m a g e  ( L N u m P i x e l s T e m p I m a g e s  ,
I N u m L i n e s T e m p I m a g e s ,
P_D AT A _SIZ E_BY T E, P_DATA_TYPE_INTEGER, 1 ,
S l P r o c e s s e d l m a g e ,
S l l m a g e s C r e a t e d )  ) ! =  P _S U C C E S S ){
U lP C D a t a  =  END_APPLICATION_REQUEST;  
l E r r o r S t a t u s  =  I S t a t u s ;  } 
i f ( ( I S t a t u s  =  D B K _ M m t C r e a t e I m a g e ( L N u m P i x e l s T e m p I m a g e s ,
I N u m L i n e s T e m p I m a g e s ,
P_D AT A _SIZ E_BY T E, P_DATA_TYPE_INTEGER, 1 ,  S l L a s t l m a g e ,  
& l I m a g e s C r e a t e d ) ) ! =  P _S U C C E S S ){
U lP C D a t a  =  END_APPLICATION_REQUEST;  
l E r r o r S t a t u s  =  I S t a t u s ;  } 
i f  ( ( I S t a t u s  = D B K _ !y fa itC r ea teIm a g e  ( L N u m P i x e l s T e m p I m a g e s ,
I N u m L i n e s  Temp I m a g e s ,
P_D AT A _SIZ E_BY T E, P_DATA_TYPE_INTEGER, 1 ,
& l L a s t 2 I m a g e ,
f i l l m a g e s C r e a t e d ) ) ! =  P _S U C C E S S ){
u l P C D a t a  =  END_APPLICATION_REQUEST;  
l E r r o r S t a t u s  =  I S t a t u s ;  } 
i f  ( ( I S t a t u s  =  D B K _ M m t C r e a t e I m a g e ( L N u m P i x e l s F i n a l l m a g e ,
I N u m L i n e s  F i n a l l m a g e ,
P_D AT A _SIZ E_BY T E, P_DATA_TYPE_INTEGER, 1 ,
& l E x p a n d e d I m a g e ,
& l l m a g e s C r e a t e d ) ) ! =  P _ S U C C E S S ){
u l P C D a t a  =  END_APPLICATION_REQUEST;  
l E r r o r S t a t u s  =  I S t a t u s ; } 
i f ( ( I S t a t u s  =  D B K _ M m t C r e a t e I m a g e ( L N u m P i x e l s , I N u m L i n e s ,  
P_D AT A _SIZ E_BY T E, P_DATA_TYPE_INTEGER, 1 ,
& l I n p u t C o p y I m a g e ,
& 1 I m a g e s C r e a t e d )  ) ! =  P_SUCCESS) {
U lP C D a t a  =  END_APPLICATION_REQUEST;  
l E r r o r S t a t u s  =  I S t a t u s ;  }
D B K _ M m t G e t I m a g e I n f o ( I B a s e L i n e l m a g e ,  S B a s e L i n e l m a g e l n f o ) ; 
p l B a s e L i n e l m a g e A d d r  =  (LONG *) B a s e L i n e l m a g e I n f o  . P R O _ M a p p e d A d d r e s s ; 
D B K _ M m t G e t I m a g e I n f o ( I R e d u c e d l m a g e ,  & R e d u c e d I m a g e I n f o ) ;  
p l R e d u c e d l m a g e A d d r  =  (LONG * )  R e d u c e d l m a g e l n f o . P R O _ M a p p e d A d d r e s s ; 
D B K _ M m tG e tI m a g e I n fo  ( I P r o c e s s e d l m a g e ,  f i P r o c e s s e d l m a g e l n f o ) ; 
p l P r o c e s s e d l m a g e A d d r  =  (LONG *)
P r o c e s s e d l m a g e l n f o . P R O _ M a p p e d A d d r e s s ;
D B K _ M m t G e t I m a g e I n f o ( l E x p a n d e d l m a g e ,  S E x p a n d e d l m a g e l n f o )  ; 
p l E x p a n d e d l m a g e A d d r  =  (LONG * )  E x p a n d e d l m a g e l n f o . P R O _ M a p p e d A d d r e s s ;
D B K _ M m tG e tI m a g e I n fo  ( l L a s t 2 I m a g e ,  & L a s t 2 I m a g e I n f o )  ; 
p l L a s t 2 I m a g e A d d r  =  (LONG *) L a s t 2 1 m a g e l n f o . PRO M a p p e d A d d r e s s  ;
86
D B K _ t t o i t G e t I m a g e I n f o ( I L a s t l m a g e ,  & L a s t I m a g e I n f o ) ;  
p l L a s t l m a g e A d d r  =  (LONG * )  L a s t i m a g e l n f o . P R O _ M a p p e d A d d r e s s  ; 
D B K _ M it i tG e tIm a g e In fo  ( l l n p u t C o p y l m a g e ,  S l n p u t C o p y l m a g e l n f o ) ; 
p l I n p u t C o p y l m a g e A d d r  =  (LONG * )
I n p u t C o p y l m a g e I n f o . P R O _ M a p p e d A d d r e s s ;
D B K _ M m t G e t I m a g e I n f o ( lE D B I m a g e O , S E D B I m a g e l n f o )  ; 
p lE D B I m a g e A d d r  =  (LONG *)  E D B I m a g e l n f o  . P R O _ M a p p e d A d d r e s s  ;
D B I _ S e t I m a g e B u f f e r ( I B a s e L i n e l m a g e ,  O L ) ;
D B I _ S e t I m a g e B u f f e r ( I R e d u c e d l m a g e ,  O L ) ;
D B I _ S e t I m a g e B u f f e r ( l E x p a n d e d l m a g e ,  OL) ;
D B I _ S e t I m a g e B u f f e r ( I P r o c e s s e d l m a g e ,  O L ) ;
D B I _ S e t I m a g e B u f f e r ( I L a s t l m a g e ,  O L ) ;
D B I _ S e t I m a g e B u f f e r ( l L a s t 2 I m a g e ,  OL) ;
D B I _ S e t I m a g e B u f f e r ( l l n p u t C o p y l m a g e ,  OL) ;
/ * d o  a  s i n g l e  p a s s  t o  c a l c u l a t e  t h e  m a t r i x  t h e n  g o  t o  l o o p * /  
D D K _X CC PushO utFIFO  (APPLICATION_RUNNING, P_NO_PC_INTERRUPT,
P_WAITFORCOMPLETE);
w h i l e  ( u l P C D a t a  !=  END_APPLICATION_REQUEST) { 
i f  ( 2  < G _ l A p p l U s e r M a s I c I n t C o u n t )  (
I c u r r l m a g e N u m  =  l l n p u t l m a g e l ;  
p l T e m p A d d r e s s  =  p l A d d r e s s l ;
D B I _ C o p y I m a g e ( l l n p u t l m a g e l ,  I M a t r i x I m a g e ) ;
D B I _ C o p y I m a g e ( l l n p u t l m a g e l ,  I M a t r i x I m a g e T e m p )  ;
C a l c u l a t e M a t r i x ( I M a t r i x I m a g e T e m p ,  I N u m L i n e s ,  I N u m P i x e l s ,  
& l P l a t e n X [ 0 ] ,
& l P l a t e n Y [ 0 ] ,  & f P l a t e n A v g [ 0 ]  ,  & l M a t r i x [ 0 ]  [ 0 ] ) ;  
T r i m M a t r i x ( p l M a t r i x A d d r ,  I N u m P i x e l s , f i l P l a t e n X [ 0 ] ,
& l P l a t e n Y [ 0 ] ,  & f P l a t e n A v g [ 0 ] ,  & l M a t r i x [ 0 ] [ 0 ] ) ;  
C r e a t e F u l l M a t r i x ( S l M a t r i x [ 0 ] [ 0 ] ,  i F u l l M a t r i x X ,  i F u l l M a t r i x Y ,
& l P l a t e n X [ 0 ] ,  & l P l a t e n Y [ 0 ]  , & i C o l A d d S t a r t [ 0 ]  ) 
D r a w M a t r i x ( p l M a t r i x A d d r ,  I N u m L i n e s ,  I N u m P i x e l s ,
& l P l a t e n X [ 0 ] , & l P l a t e n Y [ 0 ] , & l M a t r i x [ 0 ]  [ 0 ]  , 
S i C o l A d d S t a r t [ 0 ] ,  I F u l l M a t r i x X ,  i F u l l M a t r i x Y ) ;
/ * d i s p l a y  m a t r i x  i m a g e * /
D B I _ C o p y I m a g e ( I M a t r i x I m a g e ,  l E D B I m a g e O ) ;
/ * p u s h  m a t r i x  d a t a  t o  P C * /
D D K _X CC PushO utFIFO  ( P_PUSHING_MATRIX_DATA, P_NO_PC_INTERRUPT,  
P_WAITFORCOMPLETE) ;
f o r ( i = 0 ; i < 9 ; i + + )  {
DD K _X CC PushO utFIFO  ( (LONG) I M a t r i x  [ i ]  [ 0 ]  , P_NO_PC_INTERRUPT,
P_WAITFORCOMPLETE);
DD K _X CC PushO utFIFO  ( (LONG) I M a t r i x [ i ] [ 1 ] ,  P_NO_PC_INTERRUPT,
P_WAITFORCOMPLETE) ;
DD K _X CC PushO utFIFO  ( (LONG) f P l a t e n A v g [ i ]  ,  P_NO_PC_INTERRUPT,
P_WAITFORCOMPLETE);
}
D D K _ X C C F IF O S ta tu s  ( P _ I N P U T _ F I F O ,  & l F i f o S t a t u s ) ;
/ * w a i t  f o r  PC t o  r e s p o n d  b e f o r e  c o n t i n u i n g * /  
w h i l e ( I F i f o S t a t u s  =  P_EMPTY) {
DDK X C C F I F O S t a t u s  (P INPUT F I F O ,  S l F i f o S t a t u s ) ;  }
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DDK _XCCPopInFIFO  ( S u l T e m p ,  P_WAITFORCOMPLETE) ;
/ * t h i s  s h o u l d  b e  P_MATRIX_DATA_RECEIVED*/  
b r e a k ;
} / * e n d  i f * /
} / * e n d  w h i l e * /
/ * a f t e r  d i s p l a y i n g  m a t r i x ,  r e a l l o c  e d b  m e m o r y * /  
D B D _ C l e a r D i s p l a y M e m o r y  ( P_DEVTCE_EDB1) ;
D B K _ î f o i t S e l e c t C r e a t e L o c a t i o n  ( P_BUFFER_L0C_EDB1) ;
D B K _ N f c i t C r e a t e I m a g e ( I N u m P i x e l s F i n a l l m a g e ,  I N u m L i n e s F i n a l l m a g e ,
P _D A T A _SIZ E _B Y T E , P_DATA_TYPE_INTEGER, 1 ,  
S lE D B I m a g e O ,  S l l m a g e s C r e a t e d )  ; 
D B K _ M m t S e l e c t C r e a t e L o c a t i o n  (P_BUFFER_LOC_DONTCARE) ;
b B a s e L i n e P a s s  =  TRUE; I F r a m e C o u n t  = 0 ;  I C u r r F r a m e C o u n t  = 0 ;  
w h i l e  ( u l P C D a t a  !=  END_APPLICATION_REQUEST)
{
i f  ( ( G _ l A p p l U s e r M a s k I n t C o u n t - l F r a m e C o u n t ) % 1 1  = =  0)  {
I F r a m e C o u n t  =  G _ l A p p l U s e r M a s k I n t C o u n t ;
I c u r r l m a g e N u m  =  ( I C u r r F r a m e C o u n t  % 2)
? l l n p u t l m a g e l  : l l n p u t l m a g e 2 ;  
p l T e m p A d d r e s s  =  ( I C u r r F r a m e C o u n t  % 2)
? p l A d d r e s s l  : p l A d d r e s s 2 ;  
l C u r r F r a m e C o u n t + + ;
/* -----------------------------------------------------------------------------------*/
/ *  P r o c e s s i n g  +■ d i s p l a y  l o o p .  * /
/* -----------------------------------------------------------------------------------*/
D B I _ C o p y I m a g e ( I c u r r l m a g e N u m ,  l l n p u t C o p y l m a g e ) ;
R e d u c e l m a g e ( p l I n p u t C o p y l m a g e A d d r ,  I N u m P i x e l s ,  
p l R e d u c e d l m a g e A d d r ,
I N u m P i x e l s T e m p I m a g e s , i F u l l M a t r i x X ,
I F u l l M a t r i x Y ) ;
/ *  i f ( l C u r r F r a m e C o u n t = = l )  {
P r o c e s s B a s e l m a g e ( p l R e d u c e d l m a g e A d d r ,
I N u m P i x e l s T e m p I m a g e s ,  I N u m L i n e s T e m p I m a g e s ) ;
D B I _ C o p y I m a g e ( I R e d u c e d l m a g e ,  i B a s e L i n e l m a g e ) ; 
f o r ( i = 0 ; i < l N u m P i x e l s T e m p I m a g e s * I N u m L i n e s T e m p I m a g e s  ; i + + )  {
* ( p i P r o c è s s e d l m a g e A d d r  + i )  =  * ( p l B a s e L i n e l m a g e A d d r  +
i )
8)
}
}
e l s e  { / *
/ * P r o c e s s I m a g e ( p l B a s e L i n e l m a g e A d d r ,  p l R e d u c e d l m a g e A d d r ,  
p l L a s t l m a g e A d d r , p l P r o c e s s e d l m a g e A d d r ) ; * /  
/ *  D B I _ C o p y I m a g e ( I R e d u c e d l m a g e ,  I P r o c e s s e d l m a g e ) ; 
E x p a n d l m a g e ( p l P r o c e s s e d l m a g e A d d r ,  I N u m P i x e l s T e m p I m a g e s ,  
p l E x p a n d e d l m a g e A d d r ,  I N u m P i x e l s F i n a l l m a g e ,
D B I _ C o p y I m a g e ( l E x p a n d e d l m a g e ,  l E D B I m a g e O ) ;
} */
/ *  D B I _ C o p y I m a g e ( I R e d u c e d l m a g e , I L a s  t i m a g e ) ;  * /  
E x p a n d l m a g e ( p l R e d u c e d l m a g e A d d r ,  I N u m P i x e l s T e m p I m a g e s ,
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plExpandedlmageAddr, INumPixelsFinallmage,
8) ;
D B I _ C o p y I m a g e ( l E x p a n d e d l m a g e ,  l E D B I m a g e O ) ;
/ *  S e n d  p r o t o c o l  a n d  d a t a  t o  t h e  PC * /
D D K _X C C PushO utFIFO  (APPLICATION_RUNNING, P_NO_PC_INTERRUPT,  
P_WAITFORCOMPLETE);
D D K _X C C PushO utFIFO  ( P_PUSHING_FRAME_DATA,
P_NO_PC_INTERRUPT,
P_WAITFORCOMPLETE);
D D K _ X D C S n d D a t a ( R e d u c e d l m a g e l n f o . P R O _ L o n g A d d r e s s ,
I N u m P i x e l s T e m p I m a g e s * I N u m L i n e s T e m p I m a g e s ) ;
1 / *  E n d  i f .  * /
D D K _ X C C F IF O S ta tu s  ( P _ IN P U T _ F IF O ,  & l F i f o S t a t u s ) ;  
i f  ( I F i f o S t a t u s  ! =  P_EMPTY)
{
DD K _XCC PopInFIFO  ( S u l P C D a t a ,  P_WAITFORCOMPLETE);
} / *  E n d  i f .  * /
} / *  E n d  w h i l e .  * /
/* -------------------------------------------------*/
/ *  D i s a b l e  t h e  IIOFO i n t e r r u p t .  * /
/* -------------------------------------------------*/
r e s e t _ i i f _ f l a g  ( I I O F O _ E I I O F ) ;
D D F _ I S R D i s a b l e I I O F O  ( ) ;
/* -------------------------------------------------*/
/ *  A b o r t  t h e  c o n t i n u o u s  g r a b .  * /
/* -------------------------------------------------*/
D B F _ Q u i c k G r a b A b o r t  (P_QGRAB_ABORT_END_OF_FRAME) ;
/*■ t h i s  i s n ' t  w o r k i n g ,  w e i r d .
D B F _ Q u i c k G r a b S t a t u s  (P_G R A B _W A IT ); * /
/* -------------------------------------------------------------------------*/
/ *  S e n d  b a c k  a  p r o t o c o l  w o r d  i n d i c a t i n g  t h e  * /
/ *  l a s t  p i e c e  o f  d a t a .  * /
/* -------------------------------------------------------------------------*/
D D K _X CC PushO utFIFO  (APPLICATION_TERMINATED, P_NO_PC_INTERRUPT,
P_WAIT FORCOMP LETE) ;
D D K _X CC PushO utFIFO  ( l E r r o r S t a t u s , P_NO_PC_INTERRUPT,  
P_WAITFORCOMPLETE);
/* -------------------------------------------------*/
/ *  E m p ty  XCC i n p u t  FIFO * /
/ *  R e A t t a c h  t h e  XCC f o r  n o r m a l  * /
/ *  o p e r a t i o n  a n d  r e t u r n .  * /
/* -------------------------------------------------*/
D D K _ X C C F IF O S ta tu s  ( P _ IN P U T _ F IF O ,  i l F i f o S t a t u s ) ;
w h i l e  ( I F i f o S t a t u s  !=  P_EMPTY)
{
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DDK_XCCPopInFIFO ( S u l P C D a t a ,  P_WAITFORCOMPLETE); 
D D K _ X C C F IF O S ta tu s  ( P _ I N P U T _ F I F O ,  S l F i f o S t a t u s ) ;
} /■*■ E n d  w h i l e .  * /
D D K _ X C C A tta c h ( ) ;  
r e t u r n  P_SUCCESS;
} / *  E n d  o f  t h e  DBU U s e r F u n c t i o n  f u n c t i o n .  * /
===* * /
LONG C a l c u l a t e M a t r i x ( L O N G  I M a t r i x I r a a g e ,  LONG I N u m L i n e s ,  LONG 
I N u m P i x e l s ,
LONG * l P l a t e n X ,  LONG * l P l a t e n Y ,  FLOAT
* f P l a t e n A v g ,
LONG * l M a t r i x )  (
INT i ,  j ,  k ,  1 ,  i l n d e x ;
INT i W i n d o w L i n e S t a r t [ 3 ] ;
INT b H a v e C a m [ 9 ] ,  b P a s t L o w ,  i O l d R o w [ 3 ]  [ 2 ]  , b Y C h a n g e ;
FLOAT f M e a n H i g h H o r i z [ 9 ] ,  f O l d M e a n ,  fN e w M e a n ,  f L o w M e a n ;  
FLOAT f H i g h M e a n ,  f T o p L i n e A v g ;
LONG I X S t a r t ,  l Y S t a r t ,  I T e m p ,  I S t a t u s ;
STATINFO s S t a t l n f o ;
/ * i n i t * /
I S t a t u s  =  0 ;
f o r ( 1 = 0  ; i < 1 8 ; i + + )  ( * ( i M a t r i x  +  i )  = 0 ;  }
f o r  ( i = 0 ; i < 9 ; i 4 - + )  { f M e a n H i g h H o r i z  [ i ]  =  0 ;  }
f o r ( i = 0 ; i < 9 ; i + + )  { b H a v e C a m [ i ]  =  FALSE; }
I W i n d o w L i n e S t a r t [ 0 ]  = 1 ;
I W i n d o w L i n e S t a r t [ 1 ]  =  1 5 5 ;
I W i n d o w L i n e S t a r t [ 2 ]  =  3 0 5  ;
i  =  0 ;  i l n d e x  = 0 ;
w h i l e ( i l n d e x < 9 )  {
f O ld M e a n  = 0; b P a s t L o w  =  FALSE;
f o r ( j = 0 ; j < ( l N u m P i x e l s - 1 3 2 ) ; j + = 4 )  {
D B K _ M m t S e t C a l c u l a t i o n W i n d o v ;  ( I M a t r i x I m a g e ,  j , 
i W i n d o w L i n e S t a r t [ i I n d e x / 3 ] ,
j + * ( I P l a t e n X + i l n d e x ) ,
I W i n d o w L i n e S t a r t [ i I n d e x / 3 ] + * ( I P l a t e n Y + i l n d e x ) ) ;
D B I _ S t a t i s t i c s ( I M a t r i x I m a g e ,  & s S t a t I n f o ) ; 
fN e w M e a n  = s S t a t l n f o . f M e a n ;
i f ( b H a v e C a m [ i I n d e x ]  = =  FALSE) { 
i f ( f N e w M e a n  > =  f M e a n H i g h H o r i z [ i l n d e x ] ) {
f M e a n H i g h H o r i z [ i l n d e x ]  =  fN e w M e a n ;
* ( I M a t r i x  + 2 * i l n d e x  + 0 )  =  j ;
* ( I M a t r i x  + 2 * i l n d e x  + 1 )  =  I W i n d o w L i n e S t a r t [ i I n d e x / 3 ] ;
* ( f P l a t e n A v g + i l n d e x )  =  f N e w M e a n ;
}
e l s e  { b H a v e C a m [ i l n d e x ]  =  TRUE; fL o w M e a n  =  fN e w M e a n ;  b P a s t L o w  
FALSE; }
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}e l s e  i f ( ( b H a v e C a m [ i I n d e x + l ]  = =  FALSE) &£ ( b P a s t L o w  = =  T R U E ))  { 
i f ( ( f N e w M e a n  > =  f M e a n H i g h H o r i z [ i I n d e x + 1 ] ) )  {
f M e a n H i g h H o r i z [ i I n d e x + 1 ]  =  fN e w M e a n ;
* ( I M a t r i x  +  2 * ( i I n d e x + 1 )  + 0 )  =  j ;
* ( I M a t r i x  +  2 * ( i I n d e x + 1 )  +  1 )  =  i W i n d o w L i n e S t a r t [ i l n d e x / 3 ] ;
* ( f  P l a t e n A v g + i I n d e x + 1 )  =  fN e w M e a n ;
}
e l s e  { b H a v e C a m [ i I n d e x + l ]  =  TRUE; fL o w M e a n  =  fN e w M e a n ;  b P a s t L o w  =
FALSE; }
e l s e  i f ( ( b H a v e C a m [ i I n d e x + 2 ]  = =  FALSE) && ( b P a s t L o w  = =  T R U E )) {
i f  ( ( f N e w M e a n  > =  f M e a n H i g h H o r i z  [ i I n d e x H - 2  ] )  ) {
f M e a n H i g h H o r i z [ i I n d e x + 2 ]  =  fN e w M e a n ;
* ( I M a t r i x  +  2 * ( i I n d e x + 2 )  + 0 )  =  j ;
* ( I M a t r i x  + 2 * ( i I n d e x + 2 ) +  1)  =  i W i n d o w L i n e S t a r t [ i I n d e x / 3 ] ;
* ( f  P l a t e n A v g + i I n d e x + 2 ) =  fN e w M e a n ;
}
e l s e  { b H a v e C a m [ i I n d e x + 2 ]  =  T R U E ; }
}
i f ( ( b P a s t L o w  = =  FALSE) && (b H a v e C a m  [ i I n d e x ] = =  T R U E )) (
i f ( f N e w M e a n  < =  ( f L o w M e a n ) ) ( fL o w M e a n  =  fN e w M e a n ;  }
e l s e  {
i f  ( ( b H a v e C a m [ i l n d e x ]  = =  TRUE) && ( b H a v e C a m [ i I n d e x + l ] = = F A L S E )  && 
( j  > ( * ( I M a t r i x  +  2 * i l n d e x  + 0)  + * ( i P l a t e n X + i l n d e x ) ) ) ) {
b P a s t L o w  =  TRUE; } 
e l s e  i f ( ( b H a v e C a m [ i I n d e x + l ]  = =  TRUE) £&
( j  >  ( * ( I M a t r i x  + 2 * ( i I n d e x + 1 )  + 0) +
* ( I P l a t e n X + i l n d e x ) ) )  ) {
b P a s t L o w  =  TRUE; }
}
}
f O ld M e a n  =  fN e w M e a n ;
} / * e n d  j f o r  l o o p * /
/ * s h i f t  b o x e s  d o w n * /
f o r ( j = 0 ; j < 3 ; j + + )  [
f H i g h M e a n  =  0 ;  b Y C h a n g e  =  FALSE;
f o r  ( lc=0 ; lc<17 ; lc++) {
I X S t a r t  =  * ( I M a t r i x  + 2 * ( j + i l n d e x )  +  0 ) ;  
l Y S t a r t  =  * ( I M a t r i x  + 2 * ( j + i l n d e x )  + 1 )  +  k;
D B K _ N t a i t S e t C a l c u l a t i o n W i n d o w ( l M a t r i x I m a g e ,  i X S t a r t ,  l Y S t a r t ,
I X S t a r t i * ( I P l a t e n X + i l n d e x ) ,
l Y S t a r t t * ( i P l a t e n Y + i l n d e x ) ) ;
D B I _ S t a t i s t i c s ( I M a t r i x I m a g e ,  S s S t a t l n f o ) ; 
fN e w M e a n  =  s S t a t l n f o . f M e a n ;
D B K _ M m t S e t C a l c u l a t i o n W i n d o w ( I M a t r i x I m a g e ,  I X S t a r t ,  l Y S t a r t ,
I X S t a r t t * ( I P l a t e n X + i l n d e x ) ,  l Y S t a r t + 1 ) ; 
D B I _ S t a t i s t i c s ( I M a t r i x I m a g e ,  S s S t a t l n f o ) ; 
f T o p L i n e A v g  =  s S t a t l n f o . f M e a n ;
i f ( ( f H ig h M e a n  < ( f N e w M e a n + 0 . 0 2 ) ) )  {
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f H i g h M e a n  =  fN e w M e a n ;
* ( f P l a t e n A v g  +  i l n d e x )  =  fN e w M e a n ;
IT em p  =  l Y S t a r t ;  
b Y C h a n g e  =  TRUE;
1
} / * e n d  k f o r  l o o p * /  
i f ( b Y C h a n g e  =  TRUE) {
* ( I M a t r i x  + 2 * ( j + i l n d e x )  +  1) =  I T e m p ; 
b Y C h a n g e  =  FALSE;
}
} / * e n d  j f o r  l o o p * /
i I n d e x + = 3 ;
} / * e n d  w h i l e * /
D B K _ M m t S e t C a l c u l a t i o n W i n d o w ( I M a t r i x I m a g e ,  0 ,  0 ,  I N u m P i x e l s ,
I N u m L i n e s ) ;  
r e t u r n  I S t a t u s ;
LONG T r im M a t r ix ( L O N G  * p l M a t r i x A d d r ,  LONG I N u m P i x e l s ,  LONG * l P l a t e n X ,  
LONG * l P l a t e n Y ,  FLOAT * f P l a t e n A v g ,  LONG * I M a t r i x )  {
FLOAT f A r e a A v g ,  f A r e a H i g h ;
INT i ,  j ,  k ,  1 ,  m, i X C o o r d ,  i Y C o o r d ;
LONG l S t a t u s = 9 9 9 ;
INT b L i v e D i s p  =  FALSE;
f o r ( i = 0 ; i < 9 ; i + + )  {
i X C o o r d  =  * ( I M a t r i x  + 2 * i  + 0 ) ;  
i Y C o o r d  =  * ( I M a t r i x  + 2 * i  +  1) ;
f o r ( k = ( i X C o o r d - 4 ) ; k < ( i X C o o r d + 4 )  ; k ++) {
f A r e a A v g  =  0 ; f A r e a H i g h  =  * ( f P l a t e n A v g 4-i  ) ; 
f o r ( l = i Y C o o r d ; 1 < ( i Y C o o r d + * ( I P l a t e n Y + i ) ) ; 1 + + )  {
f o r ( m = k ; m < ( k + * ( I P l a t e n X + i ) ) ;m++) {
f A r e a A v g  + =  * ( p l M a t r i x A d d r  + l * l N u m P i x e l s  +  m) ;
}
}
f A r e a A v g  / =  ( * ( I P l a t e n X + i )  * * ( I P l a t e n Y + i ) ) ;  
i f ( ( f A r e a A v g + 0 . 0 0 5 )  > f A r e a H i g h )  {
* ( f P l a t e n A v g + i )  =  f A r e a A v g ;  
f A r e a H i g h  =  f A r e a A v g  ;
* ( I M a t r i x  +  2 * i  + 0) =  k ;
* ( I M a t r i x  +  2 * i  + 1) =  i Y C o o r d ;
}
}
} / * e n d  f o r  e a c h  c a m * /
/ * m a n u a l  a d j u s t m e n t s  f o r  l i v e  d i s p l a y * /  
i f ( b L i v e D i s p )  (
* ( I M a t r i x  +  2 * 1  + 0) - =  4 ;  / * c a m 2  s h i f t  l e f t * /
* ( I M a t r i x  +  2 * 1  +  1) +=  1 ;  / * c a m 2  s h i f t  d o w n * /
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* ( I M a t r i x + 2 * 2 + 0) - =  4 ; /  * ca m 3 s h i f t l e f t * /
* ( I M a t r i x + 2 * 3 + 1) - =  1 ; / * c a m 4 s h i f t u p * /
* ( I M a t r i x + 2 * 4 + 1) - =  2 ; / * c a m 5 s h i f t u p * /
* ( I M a t r i x + 2 * 6 + 1) - =  1 ; / * c a m 7 s h i f t u p * /
* ( I M a t r i x + 2 * 8 + 1) - =  1 ; / * c a m 9 s h i f t u p * /
1
/ ^ a d j u s t m e n t s  f o r  t a p e s * /  
e l s e  {
* ( I M a t r i x + 2 * 4 + 0 )  + = 4 ; / * c a m 5 s h i f t r i g h t * /
* ( I M a t r i x + 2 * 5 + 1) - =  2 ; /  * ca m 6 s h i f t u p * /
* ( I M a t r i x + 2 * 6 + 1) - =  2 ; / * c a m 7 s h i f t u p * /
* ( I M a t r i x + 2 * 7 + 0 )  - =  1 ; /  * ca m 8 s h i f t l e f t * /
* ( I M a t r i x + 2 * 8 + 1) - =  2 ; / * c a m 9 s h i f t u p * /
1
r e t u r n  I S t a t u s ;
} / * e n d  T r i m M a t r i x * /  
/ * * = = = = = = = = = = = = = = = = = =
v o i d  D r a w M a t r i x  (LONG * p l M a t r i x A d d r ,  LONG I N u m L i n e s ,  LONG I N u m P i x e l s ,  
LONG * l P l a t e n X ,  LONG * l P l a t e n Y ,  LONG * l M a t r i x ,
INT * i C o l A d d S t a r t ,  INT * i F u l l M a t r i x X ,  INT
* l F u l l M a t r i x Y )  {
INT i ,  j ,  k ,  1 ;
INT i X a d d ,  i C o l ,  i X C o o r d ,  i Y C o o r d ;
f o r ( j = 0 ; j <9 ; j + + )  {
/ * v e r t i c a l  l i n e s * /
i C o l = 0 ;  i X a d d = 0 ;
f o r ( k = * ( l M a t r i x + 2 * j + 0 ) ;
k < = * ( l M a t r i x + 2 * j + 0 ) + * ( I P l a t e n X + j  ) +  ( 1 2 - * ( i C o l A d d S t a r t + j ) ) ; 
k + = ( * ( l P l a t e n X + j ) / l l + i X a d d ) ) {
f o r ( i = * ( l M a t r i x + 2 * j + 1 ) ; i < = ( * ( l M a t r i x + 2 * j + 1 ) + * ( I P l a t e n Y + j ) ) ; i + + )  { 
i f ( i C o l > = * ( i C o l A d d S t a r t + j ) )  { i X a d d  =  1 ; }  e l s e  ( i X a d d  =  0 ;  }
* ( p l M a t r i x A d d r  + i * l N u m P i x e l s  + k) =  2 5 5 ;
}
i C o l + + ;
}
i X a d d = 0 ;
f o r ( k = * ( l M a t r i x + 2 * j + 1 ) ;
k < = * ( l M a t r i x + 2 * j + 1 ) + * ( I P l a t e n Y + j ) ;  
k + = ( * ( l P l a t e n Y + j ) / l l ) ) {
f o r ( i = * ( l M a t r i x + 2 * j + 0 ) ; i < = * ( l M a t r i x + 2 * j + 0 ) + * ( I P l a t e n X + j ) + i X a d d ; i + + )
i f ( i X a d d  !=  1 2 )  { i X a d d  =  1 1 - i C o l A d d S t a r t [ j ] ; }  e l s e  ( i X a d d  =  0 ; }
* ( p l M a t r i x A d d r  + k * I N u m P i x e l s  + i )  =  2 5 5  ;
}
}
} / * e n d  j  l o o p * /
/ * d r a w  h o r i z .  l i n e s  1 5 5  3 0 5  
f o r  ( 1 = 0  ; K l N u m P i x e l s  ; i + + )  {
* ( p l M a t r i x A d d r  + ( 1 5 5 ) * l N u m P i x e l s  +  i )  =  2 5 5 ;
* ( p l M a t r i x A d d r  + ( 3 0 5 ) * l N u m P i x e l s  +  i )  =  2 5 5 ;
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} */
/ * d r a w  i n  f u l l m a t r i x * /
/ *  f o r ( i = 0 ; i < 3 3 ; i + + )  {
f o r ( j = 0 ; j < 3 3 ; j + + )  {
i X C o o r d  =  * ( i F u l l M a t r i x X  +  i * 3 3 * 1 0 0  + j * 1 0 0 ) ; 
i Y C o o r d  =  * ( i F u l l M a t r i x Y  +  i * 3 3 * 1 0 0  + j * 1 0 0 ) ; 
f o r ( 1 = - ( 1 0 / 2 ) ; 1 < ( 1 0 / 2  -  1 ) ; 1 + + )  {
f o r ( k = - ( 1 0 / 2 ) ; k < ( 1 0 / 2  -  l ) ; k + + )  {
* ( p l M a t r i x A d d r  + ( i Y C o o r d + 1 ) * I N u m P i x e l s  + ( i X C o o r d + k ) ) =  2 5 5 ;
}
} */
l / * e n d  D r a w M a t r i x * /
/  * * = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = =
LONG C r e a t e F u l l M a t r i x ( L O N G  * I M a t r i x ,  INT * i F u l l M a t r i x X ,  IN T  
* i F u l l M a t r i x Y ,
LONG * l P l a t e n X ,  LONG * l P l a t e n Y ,  INT
* i C o l A d d S t a r t  ) {
INT i , j , k , l , m ,  i C o l ,  i X a d d ;
IN T i Y C o u n t ,  i X C o u n t ;
IN T i X D i s t = l ,  i Y D i s t = l ;  / * m u s t  b e  e v e n * /
LONG l S t a t u s = 0 ;
IN T i X S t a r t ,  i Y S t a r t ,  i P i x C o u n t ;
f o r ( i = 0 ; i < 9 ; i + + )  (
i X S t a r t  =  * ( I M a t r i x  + 2 * i  + 0 ) ;  
i Y S t a r t  =  * ( I M a t r i x  + 2 * i  +  1 ) ;
i Y C o u n t  = 0 + ( i / 3 ) * 1 1 ;  
f o r ( j = i Y S t a r t  ;
j < ( l Y S t a r t + * ( I P l a t e n Y + i ) ) ;  
j + = ( *  ( i P l a t e n Y + i ) / I D  ) {
i X C o u n t =  0 + ( i % 3 ) * l l ;
i C o l  =  0 ;  i X a d d  =  0 ;  
f o r ( k = i X S t a r t ;
k < ( i X S t a r t + * ( I P l a t e n X + i ) ) ;  
k + = ( * ( I P l a t e n X + i ) / I I )  + i X a d d )  {
i P i x C o u n t  = 0 ;
f o r ( l = j ; 1 < ( j + l O ) ; 1 t +)  { / * x  d i r * /
f o r ( m = k ; m < ( k + 1 0 ) ; m + + )  { / * y  d i r * /
* ( i F u l l M a t r i x X  + i Y C o u n t * 3 3 * 1 0 0  + i X C o u n t * 1 0 0  4- 
i P i x C o u n t )  =  m + ( * ( I P l a t e n X + i ) / 2 2 ) ;
* ( i F u l l M a t r i x Y  + i Y C o u n t * 3 3 * 1 0 0  + iX C o u n t * 1 0 G  + 
i P i x C o u n t )  =  1 + ( * ( I P l a t e n Y + i ) / 2 2 ) ; 
i P i x C o u n t + + ;
}
}
i f ( i C o l > = * ( i C o l A d d S t a r t + i ) ) { i X a d d  =  1 ; }  e l s e  ( i X a d d  =  0 ;  }
i X C o u n t + + ;
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i C o l + + ;
}
i Y C o u n t + + ;
} / * e n d  j  f o r * /
} / * e n d  i  f o r * /
} / * e n d  C r e a t e F u l l M a t r i x * /  
/ * *  = = = = = = = = = = = = = = = = = =
= = = * * /
LONG R e d u c e lm a g e ( L O N G  * p l I n p u t I m a g e A d d r , LONG I N u m P i x e l s ,
LONG * p l O u t p u t I m a g e A d d r ,  LONG I N u m P i x e l s O u t ,
INT * I F u l l M a t r i x X ,  INT * i F u l l M a t r i x Y )  {
IN T  i , j ,  k ,  1 ,  m;
INT i Y C o o r d ,  i X C o o r d ,  i Y C o u n t ,  i X C o u n t ;
FLOAT f P i x T o t a l ;
LONG l S t a t u s = 0 ;
f o r ( i = 0 ; i < 3 3 ; i + + )  {
i Y C o u n t  =  ( i / l l ) ; 
f o r ( j = 0 ; j < 3 3 ; j + + )  (
i X C o u n t  =  ( j / 1 1 ) ;
f P i x T o t a l  = 0 ;
i X C o o r d  =  * ( i F u l l M a t r i x X  + i * 3 3 * 1 0 0  +  j * 1 0 0  + 0 ) ;  
i Y C o o r d  =  * ( i F u l l M a t r i x Y  + i * 3 3 * 1 0 0  +  j * 1 0 0  + 0 ) ;  
f o r ( k = - 5 ; k < 4 ; k + + )  ( / * y  d i r * /
f o r ( 1 = - 5 ; 1 < 4 ; 1 + + )  {
f P i x T o t a l  + =  * ( p l I n p u t l m a g e A d d r  + ( l Y C o o r d + k ) * l N u m P i x e l s  +  
( i X C o o r d + 1 ) ) ;
}
}
f P i x T o t a l  / =  1 0 0 ;
* ( p l O u t p u t l m a g e A d d r  + i * I N u m P i x e l s O u t  +  j )  =  f P i x T o t a l ;
} / * e n d  i , j  l o o p s * /
}
r e t u r n  I S t a t u s ;
} / * e n d  R e d u c e l m a g e * /
/ * *  = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = =
v o i d  E x p a n d l m a g e  (LONG * p l I n p u t I m a g e A d d r , LONG I N u m P i x e l s  I n ,
LONG * p l O u t p u t I m a g e A d d r ,  LONG I N u m P i x e l s O u t ,  
LONG i S c a l e )  {
INT i ,  j ,  k ,  1 ;
/ * FLOAT f P ,  f Q ; * /
f o r ( i = 0 ; i < 3 3 - l ; i + + )  {
f o r ( j = 0 ; j < 3 3 - l ; j + + )  {
f o r ( k = 0 ; k < l S c a l e ; k + + )  {
/ * f P  =  (FLOAT) k / l S c a l e ; * /
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f o r ( l = 0 ; l < l S c a l e ; l + + )  {
/ * f Q  =  (FLOAT) 1 / l S c a l e ; * /
/ * k + l  b e c a u s e  e d b  b o a r d  g o o f s  1 s t  l i n e * /
* ( p l O u t p u t l m a g e A d d r  +  ( i * l S c a l e + k + l )  * l N u m P i x e l s O u t  + ( j * l S c a l e ) + l )
* ( p l I n p u t l m a g e A d d r  + i * I N u m P i x e l s I n  + j ) ;
/ * ( 1 . 0 - f P ) * ( 1 . 0 - f Q ) * ( * ( p l I n p u t l m a g e A d d r  + i * l N u m P i x e l s I n  +  j ) )  + 
( f P )  * ( 1 .  0 - f Q )  * ( *  ( p l I n p u t l m a g e A d d r  + ( i + 1 )  * l N u m P i x e l s I n  + j ) )  +
( 1 . 0 - f P ) * ( f Q ) * ( * ( p l I n p u t l m a g e A d d r  +  i * l N u m P i x e l s I n  + j + 1 ) ) +
( f P )  * ( fQ ) * (*  ( p l I n p u t l m a g e A d d r  +  ( i + 1  ) * l N u m P i x e l s I n  + j + 1 ) ) ; * /
}
}
)
} / * e n d  E x p a n d l m a g e ( ) * /  
/ * *  = = = = = = = = = = = =
LONG P r o c e s s  I m a g e  (LONG * p l B a s e L i n e I m a g e A d d r ,  LONG * p l R e d u c e d I m a g e A d d r ,
LONG * p l L a s t I m a g e A d d r ,  LONG * p l O u t p u t I m a g e A d d r )  {
INT i ,  j ;
FLOAT f C u r r C h a n g e ,  f L a s t C h a n g e ;
LONG I L a s t D i f f ;
/ * n o r m a l i z e  a n d  r e d u c e  n o i s e * /  
f o r ( i = 0 ; i < 3 3 ; i + + )  {
f o r ( j  = 0  ; j  < 3 3 ; j  + + )  (
I L a s t D i f f  =  * ( p l R e d u c e d l m a g e A d d r  +  i * 6 4  + j )  -  * ( p l L a s t l m a g e A d d r  + 
i * 6 4  + j ) ;
i f ( I L a s t D i f f  < 0 )  { I L a s t D i f f  =  0 ;  }
i f ( I L a s t D i f f  > 1 0 )  {
f L a s t C h a n g e  =  2 5 5  . 0*  ( (FLOAT) * ( p l L a s t l m a g e A d d r  +  i * 6 4  + j ) ) /
( (FLOAT) * ( p l B a s e L i n e l m a g e A d d r  + i * 5 4  + j ) ) ;
* ( p l O u t p u t l m a g e A d d r  + i * 6 4  + j )  =  f L a s t C h a n g e ;
1
e l s e  {
f C u r r C h a n g e  =  2 5 5  . 0*  ( (FLOAT) * ( p l R e d u c e d l m a g e A d d r  + i * 6 4  +  j  ) ) /
((FLOAT) * ( p l B a s e L i n e l m a g e A d d r  + i * 6 4  +  j ) ) ;
* ( p l O u t p u t l m a g e A d d r  + i * 6 4  + j )  =  f C u r r C h a n g e ;
}
} / * e n d  f o r s * /
}
} / * e n d  P r o c e s s l m a g e ( ) * /
/  * * = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = =
v o i d  P r o c e s s B a s e l m a g e ( L O N G  * p l B a s e L i n e I m a g e A d d r ,
LONG I N u m P i x e l s T e m p I m a g e s ,  LONG
I N u m L i n e s T e m p I m a g e s ) {
INT i , j ;
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FLOAT f B a s e A v g = 0 ;
f o r ( i = 0 ; i < 3 3 ; i + + )  {
f o r  ( j = 0 ;  j < 3 3 ;  j -r+) {
f B a s e A v g  + =  * ( p l B a s e L i n e l m a g e A d d r  + i * l N u r t i P i x e l s T e m p I m a g e s  +  j  ) ;
}
)
f B a s e A v g  / =  I N u m P i x e l s T e m p I m a g e s  ^ I N u m L in e s T e m p  I m a g e s  ;
f o r ( i = l ; i < 3 2 ; i + + )  {
f o r ( j = l ; j < 3 2 ; j + + )  {
i f ( * ( p l B a s e L i n e l m a g e A d d r  + i * I N u m P i x e l s T e m p I m a g e s  + j )  > ( f B a s e A v g  + 
4 0 )  ) {
* ( p l B a s e L i n e l m a g e A d d r  + i * l N u m P i x e l s T e m p I m a g e s  + j ) =
( * ( p l B a s e L i n e l m a g e A d d r  + i + l N u m P i x e l s T e m p I m a g e s  + j - 1 )  +
* ( p l B a s e L i n e l m a g e A d d r  + i * l N u m P i x e l s T e m p I m a g e s  + j + 1 )  +
* ( p l B a s e L i n e l m a g e A d d r  + ( i - 1 ) ^ I N u m P i x e l s T e m p I m a g e s  + j )  +
* ( p l B a s e L i n e l m a g e A d d r  + ( i + 1 )  * l N u i t i P i x e l s T e m p I m a g e s  + j ) ) / 4 ;
}
}
}
} / * e n d  p r o c e s s B a s e l m a g e ( ) * /
/  * * = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = =
/*
f o r ( i = 0 ; i < 3 3 ; i + + )  {
f o r ( j = 0 ; j < 3 3 ; j + + )  {
I L a s t D i f f  =  * ( p l R e d u c e d l m a g e A d d r  + 1 * 6 4  + j )  -  * ( p l L a s t l m a g e A d d r  + 
1 * 6 4  + j ) ;
i f ( I L a s t D i f f  < 0) { I L a s t D i f f  =  0 ;  }
f C u r r C l i a n g e  =  2 5 5 . 0 *  ((FLOAT) * ( p l R e d u c e d l m a g e A d d r  + 1 * 6 4  + j  ) ) /
( (FLOAT) * ( p l B a s e L i n e l m a g e A d d r  + 1 * 6 4  + j ) ) ;
f L a s t C h a n g e  = 2 5 5 . 0 * ((FLOAT) * ( p l L a s t l m a g e A d d r  + 1 * 6 4  + j ) )  /
( (FLOAT) * ( p l B a s e L i n e l m a g e A d d r  + 1 * 6 4  + j ) ) ;
i f ( I L a s t D i f f  > 1 0 )  {
* ( p l O u t p u t l m a g e A d d r  + 1 * 6 4  + j )  =  * ( p l L a s t l m a g e A d d r  + 1 * 6 4  +  j ) ;  } 
e l s e  { * ( p l O u t p u t l m a g e A d d r  + 1 * 6 4  + j )  =  * ( p l R e d u c e d l m a g e A d d r  + 1 * 6 4  
+ j  ) ; }
*/
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Abstract
This paper presents a methodology for the 
determination of dynamic proppant 
concentration mapping in the High Pressure 
Simulator (HPS). It also presents a model that is 
being employed to real time display: (1) the sand 
front propagating through the slot (2) tlie 
proppant concentration at the HPS facings, and 
(3) the dune build up as it occurs. The paper will 
present the overall software and hardware 
schemes used to accomplish tins visualization 
task, snapshots of the real time videos produced 
by the technique, and how the technique is used.
Introduction
In the pursuit of characterizing fiacturing fluids, 
a vision system has been developed to profile the 
proppant transport in fiactiues. This system will 
not only provide slot flow observations such as 
dynamic proppant settling and dune formation 
but also determine, for tlie first time, the 
proppant concentration as a function of time and 
position. The vision system is installed on the 
HPS in the Fracturing Fluid Characterization
Facility (FFCF) at the University of Oklahoma.
Optical fibers embedded in the HPS are used 
to access the inside of the simulator. Light 
Emitting Diodes (LEDs) embedded in the HPS 
against the optical fibers are used to transmit 
light across the slot. Slurries flowing in the slot 
affect the light transmitted by the LEDs resulting 
in an image whose light intensity levels (gray 
levels) are related to the quantity of proppant 
suspended in the fiacturing fluid. The effect the 
slurry has on light intensity is manifested in the 
increase or decrease of light intensities collected 
by the fibers.
A methodology presented in this paper 
involves real time processing (digitizing, 
quantifying, mapping, displaying and storing) of 
video data during slurry flow in the HPS. The 
metliod measures the increase and decrease of 
light intensity due to sand flowing through the 
slot and maps those intensities by using a 
calibrated standard to proppant concentration. 
Image processing tools such as black and wliite 
Charge Coupled Device (CCD) cameras. Digital 
Signal Processing (DSP) frame grabber. 
Enhanced Display Board (EDB), and firame 
accurate video recorders are used to achieve the 
task.
Furthermore, due to the hostile imaging 
environment in the HPS, the raw images 
acquired during a proppant test are noisy 
and not uniform. Therefore, a display 
model has been developed to recognize 
useful signs and generate images based 
on those signs eliminating the noise and 
nonuniformity.
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Using data obtained by the vision system, three more papers have been published in the 
SPE proceedings and presented in different SPE meetings [50, 51, 52].
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