Abstract. We compute the cohomological Brauer group of a normal toric variety whose singular locus has codimension less than or equal to 2 everywhere.
For each prime number p we find a subset X\, ... ,xe (after a suitable relabelling) of {t, , ... , xm} such that [©?=1 Cl(UT¡)]p sé [B'(Tn/X)]p . We calculate the Brauer group of any toric surface (Corollary 2.9). In this case B'(TN/X) is nontrivial when there is a cycle of divisors on X whose pairwise consecutive intersections are singular points on X whose local rings all have divisor class groups of order divisible by a common prime p . An analogous statement holds for X of higher dimension. We employ terminology and notation of [ 12] for toric varieties and [11] for étale cohomology.
1
Following the notation terminology of [12] let r > 0 be an integer and N = II a free abelian group of rank = r. Let A be a finite fan on Ng, and X = Ttf emb(A) the associated toric variety containing the r-dimensional torus Tn as an open subset defined over the algebraically closed field k of characteristic 0. Let N' be the subgroup of N generated by |JCTeA a n N. The basis theorem for finitely generated abelian groups gives a basis n\,... ,nf of N such that N' = Zûi«i © Za2n2 © • • • © Zarnr where the a¡ are nonnegative integers and a¡\a¡+i for 1 < / < r-1. Call {ai, ... , ar} the set of invariant factors of A (or X -TNemb(A)). Let B(X) denote the Brauer group of Azumaya algebras on X and B'(X) the torsion subgroup of Fl2(X, Gm) the cohomological Brauer group of X. Our principal result of § 1 is 
1=1
The rest of this section is devoted to a proof of Theorem 1.1. From now on we assume X = Tn emb(A) is nonsingular. Along the way we will obtain explicit information about the Azumaya algebras on X and show the Brauer group B(X) of Azumaya algebras on X is equal to the cohomological Brauer group B'(X) = H2(X,Gm).
Let T = {0, pi, ... , p"] be the fan on Afo consisting of all cones in A of dimension < 1 and let U = Tn emb(r). The open immersion U ^-> X induces the isomorphisms of the next lemma. .. , xr, x~x], the symbol algebra (a, ß)" is the associative kalgebra generated by elements u, v subject to the relations uv = a, vv = ß -, and uv = Çvu. In what follows, we choose to identify (x¡, Xj)v as (m¡, mf)v and work in k(M). By [10, Theorem 6] , vB(Tn) is a free Z/V-module with basis given by the set of symbol algebras {(m¡, ntj)»}i<i<j<r for each v > 2. Since Tn is an open subset of X and X is nonsingular, B(X) is a subgroup of B(TN) by restriction and our object is to identify this subgroup explicitly.
From [4, Corollary 1.4] there is an exact sequence
where orb^, is the r^-invariant divisor on X = Tn emb(A) corresponding to the face p¡ of A. Given a symbol algebra (a, ß)v representing a class in B(TN), the ramification map a agrees with the tame symbol (see the discussion following [4, Remark 1.7] and [14, Theorem 8, p. 155] ). This means the kth coordinate of a((a, /?)"), the ramification of (a, ß)v along orb^ > is identified with a cyclic Galois extension of orb pk of degree v . Over the function field .K(orb pk) this extension is given by adjoining the vih root of aVk^//?u*(a) where vk is the valuation on K(X) determined by the prime divisor orb pk . From the remarks above, to determine the ramification of an arbitrary algebra A representing an element in B(Tn) along orbpk it suffices to determine K(orbpk) and vk(mj) for each k, j. The following lemma is well known. We include its short proof for completeness and to fix notation. Proof. Since nk is primitive there is a primitive pk e M with (pk, nk) -1. Let nk = {m e M\(m, nk) -0} . Then M = n^ © Z/*fc since 0-^n^M-^Z^O splits, where <p(m) = (m, nk). The affine coordinate ring of UPk = 7Vemb{0, pk} is k[nk , pk]. Localizing X along orb pk is equivalent to localizing UPk along orb pk . The prime ideal corresponding to orb pk is the principal ideal in k[nk , pk] generated by pk . Hence pk is a local parameter along orb pk. K(orbpk) is the quotient field of k[nk , Pk\l(Pk) giving (a). The valuation vk of any m e M is the pk -coordinate when m is written in terms of the decomposition M = nkL @ Zpk . Thus vk(m) = (m, nk). □ Keeping the notation above, define a homomorphism ramorb/)/, : "B(7/y) -? M/vM by letting ramorb/)jt(m;, mf)v = (ntj, nk)mi -(m¡, nk)m¡ + vM be the assignment on the basis for VB(TN), and extending by Z/V-linearity. Proof. First we check that Hp(i/,, Gm) is torsion for p > 2. For notational simplicity we suppress the subscript i from t, , 77,, and V¡. Now x is a twodimensional cone in Ar . Let f be x viewed as a two-dimensional cone in Rt . Then U = U^x Tr-2 where Tr_2 is an (r -2)-dimensional torus. Let R be the affine coordinate ring of Uj, and Rh the henselization of 7? at the maximal ideal m corresponding to the closed point orbt. Thus Cl(Uh) is finite. The long exact sequences for the pairs V ç U and yh ç jjh gjve t^g commutative diagram
with exact rows. By excision WV(U, Gm) S Hpyh(Uh , G") [11, p. 92] . By [15] W(Uh,Gm) = W(Vh, Gm) = HP((orbf) x Tr_2,Gm) which is torsion for p>2 since Tr_2 is smooth [7, p. 71] . Again by [7, p. 71 ] W(Uh-Vh ,Gm) and W(U-V ,Gm) are torsion for p > 2 . But Hx(Uh-Vh , Gm) = Pic(Uh-Vh) = Cl(Uh -Vh) = Cl(Uh) is torsion. It now follows that H'(C7, Gm) is torsion for p > 2.
The natural map U x A ' -> U and Kummer theory induce the commutative diagram
for all p > 2 and n > 2. By [ 11, p. 240] ß is an isomorphism for p > 2.
Since Pic U = 0 = Pic( U x A ' ), a is an isomorphism for p = 2 . Therefore, y is an isomorphism for p = 2 and all n > 2. Taking the inductive limit over all n, we have H2(L x Ax , Gm) = H2(7/, Gm). By induction on p we see that H"(i/x^1,Gm)^H"(77,Gm) for all p > 2 . We can give the coordinate ring k[5^] of U a grading by the nonnegative integers such that the degree = 0 subring is the coordinate ring of Lr_2. Since H"(C7xyll,Gm) = W(U, Gm), [8, Theorem 1.1] implies H"(7/,Gm)i= (For G a finite abelian group, Gp is the Sylow /7-subgroup.) In particular, the exact sequence of Theorem 2.3 is splitexact. To the fan A we associated a bipartite graph T. The vertex set of T is A(1)UA(2) = {pi, ... , p"}{J{xi, ... ,xm) and there is an edge in Y connecting Pj and Xj if and only if p¡ is a face of t, . If Y is the L^-invariant divisor X -Tn on X, then T is the graph associated to Y in the sense of [4] . A cycle Z in T (i.e., Z is homeomorphic to the unit circle) determines a finite set xi, ... , x¡ of two-dimensional cones and pi , ... , p¡ of one-dimensional faces of A configured as follows: P2 P/-I If Az is the subfan of A consisting of the cones {0, pi, ... , p¡, xi, ... , t/} , we will show that the cohomological Brauer group of Tn emb(Az) is cyclic of order the greatest common divisor of {|C1C/T/|}(=1. Of course, there may be many such cycles in T and the last step in the analysis is to choose for each prime p a list of cycles {Z,}¿=1 and for each Z, a face t, such that
We adopt the following notation: for each two-dimensional cone x¡ in A (I < i < m) let pu and p¡2 be the one-dimensional faces of x¡ so t, = Pn + Pn • We have observed C1(X) = C1(X -V) = Pic(X -F) and Cl(7/,) = C1(l/¡-F) = Píc(7/¡-F). Now we want to present Pic(X-F) and Pic(£/,-F) in terms of support functions on the fan A-{ii, ... , xm). If we let pi, ... , pn be the one-dimensional cones in A, then we can identify the support functions on A-{tí , ... 
1-B'(TN/X) i=i i=i
It is routine to check that im a + im ß -kerôy . As a result we have a fundamental exact sequence which we exploit for the remainder of this section: (in this sequence y/ = ôy),
®Zpi2)^B'(TN/X)^0.
Let T be the graph associated to A. Observe that T has 2m edges since each Xi has exactly two one-dimensional faces pn and pi2. The free abelian group ©i=i(Zp/i © Zpii) is called the edge space of T. If we write T as a union of its connected components T, we get a corresponding decomposition of A into subfans A, with A,-nA/ = {0} whenever i ^ j ). D Notice in Proposition 2.5 that if X, corresponds to a connected component of T containing no two-dimensional faces t, as vertices, then X, = LV emb{0, p} for some one-dimensional cone p in A. In this case X, is nonsingular and B'(Tn/X¡) = 0. Thus, as a result of Proposition 2.5 we can assume T is connected and at least one vertex of T is a two-dimensional cone in A.
We now determine a matrix representation for the map a + ß in (3) . Let x -pi + p2 e A(2) and consider the map M © Zp2 -+ Cl(Ur) -> 0 as in (2) . Pick a basis ni, ... , nr for N and a dual basis mi, ... , mr for M. Let r\i be a primitive element in N with p¡ = R>on¡. The matrix of ß with respect to the basis pair {mx,... , mr) , {pi, p2} is the 2 x r matrix whose i, /th entry is (m,, t]¡). But (m,, n,) is the jib coordinate of n¡ so we can write this matrix as (^') where we think of n¡ as a row vector. Therefore the map ß in (3) m m 0M-A0(Z^i©Zpi2) i=i i=i has a matrix representation which is a direct sum of 2 x r matrices ('") where t]n and r\i2 are the primitive generators of pn and p¡2 expressed with respect to the basis {«i, ... , nr) . To determine the matrix for the homomorphism $Z/);A0(Z/)fl$Z/»a)
given in (3) we observe the jib column of this matrix is a(pj). Thus the j'th column has a 1 in the row determined by pik if pj -pik . Otherwise this entry is 0. The matrix of the homomorphism a + ß of (3) where Ir is the rxr identity matrix. Thus the last r columns of Q containing ('"") are linear combinations of the preceding columns. We now assume Y is connected, and let F be a spanning tree for Y. We observe that in T each vertex t, is joined by edges x¡-Pn , Xi~pi2 to vertices pn , pi2 so there are 2m edges in Y. Since Y is connected, there are n + m -1 edges in T [1] .
Thus, if Ci, ... , ce denote the edges of Y that are not in T, then e = m-n + l and for each i at least one of x¡-p¡\, t,_/?,2 is in T. By reindexing we can assume cx -xi-pi2, ... , ce = xe-pe2. We identify c¡ with the basis vector where the first n columns span im a and the last 2m columns span im ß. We checked in (4) Here C) corresponds to the edge Xi-pm and 0™ ,(Z/>,'© Z/>,_i) is the edge space of T where po = Pm ■ We observed that B'(TN/X) is the quotient of the edge space by the column space of Q. Let [B\C] be the matrix whose columns are the columns labeled pi, ... , pm, ai, a2, ... , am_i, Ci . We check that the columns of [B\C] form a basis for the edge space by using column operations to reduce to a permutation matrix. Use column Ci to eliminate ai from column a i and the 1 in the entry with row index xi-pm and column index pm . Then use the 1 in the new column ai to eliminate the 1 in the entry with row index Ti_/?i and column index pi . Use the new column pi to eliminate the a2 in column a2 . Continue inductively, eliminating a^, ... , am-2 from columns indexed a3, ... , am_2 and the ones in the entries with row index x¡-p¡ and column index p¡, for 2 < i < m -2. At the last step use the remaining 1 in column pm-2 to eliminate am_i in column qw_i . Use 1 in the new column aOT_i to eliminate the 1 in the entry in row Tm_i_/9m_i , column /?OT_i . The result is a matrix whose Z-rank is 2m, which shows that C[ generates the quotient of the edge space 0™{(Zpt © Z/?,-_i) (po = pm) by the column space of Q. Recall that the last two columns of Q are a linear combination of the preceeding ones. Thus to calculate this quotient we simply project each of the columns ßi, ... , ßm on Zci . These projections follow the recursive pattern:
Column vector Projection on Zcx ßi = biCi biCi
The subgroup generated by the projections of the columns ß, on Zci is the subgroup generated by dc\ where d = gcd{¿i, b2ai, ... , bmam-i ■■■a2ai}.
Since gcd(a,, b¡) = 1 for 1 < /' < m, we see d = gcd{¿>i, ... , bm}. But \t>¡\ is the order of Cl( UTi ), so the theorem follows. D
To extend Theorem 2.6 it is necessary to introduce some additional notation.
Suppose the graph Y we have associated to the fan A is connected and let T be a spanning tree for Y. Since each vertex labeled by a two-dimensional face x, is connected by exactly two edges to vertices p,\ and p¡2 corresponding to the one-dimensional faces of x¡ in A, each t, is a vertex in T. If A(2) = {ti, ... , xm}, designate xm as the root node for T. Let C be the matrix whose columns are Ci, ... ,ce and let [Q\C] be the augmented matrix similar to that used in the proof of Theorem 2.6. Then Xi, ... ,xe are leaf nodes of T and c, = t,_/),2 for 1 < i < e. For e < i < m relabel p,i and pi2 if necessary so the edge Xi-Pn is closer to the root node xm than the edge x^pi2.
In our previous analysis this amounts to permuting the basis of the edge space ©i=i (Zp/i ®Zpi2 Proof. If T is a tree, then T = Y and e = 0. In this case we need to show that the columns of B span the edge space. Each leaf node of Y must be p¡2 for some / since each t, is incident to two edges in Y -T and pn is closer to the root node xm than pi2. We call the pair (t, , pi2) a leaf node pair. If i -m, then it is possible for pn to be a leaf node. This is the only exception and will be treated in the basis step for our induction below. Assume (t, , p¡2) is a leaf node pair and i ^ m . In A, p¡2 is a face of exactly one two-dimensional cone x¡. Thus the column indexed by p¡2 in B has exactly one nonzero entry which is a 1 in the row indexed t,_/?,2 as indicated below. Pu Pn ai
Use the column indexed p¡2 to eliminate a, in the column a, by an elementary column operation, then use the new column a, to eliminate the 1 in the Xj-pn entry of column pn . After these two steps are performed, we say we have pruned the leaf node pair from the tree Y -T. The two columns indexed p¡2 and a i are now elementary basis vectors in our basis for the edge space and appear in no further column operations. After the columns indexed p¡2 and a, are deleted, the remaining matrix is the matrix we would associate to the fan A' obtained from A be deleting the cones p¡2 and x¡. Apply this leaf pruning algorithm iteratively to reduce to the case where Y is the tree pmi-Xm-pm2. The matrix B for this tree is [¿ ° ] . Thus our algorithm reduces the original matrix B, using elementary column operations, to a permutation matrix. If T is not a tree, let xi-pi2, ... , xe-pe2 be the edges of Y which are not in T. Fix i, 1 < i < e. Since x¡-p¡\ is in T, it follows that x, is a leaf node of T. We can use the column indexed c, and elementary column operations to eliminate the entry a¡ from the column indexed a, and the entry 1 in the column indexed p¡2 and row indexed x¡-p¡2 in the matrix [7?|C] . Use the new column a i to eliminate the 1 in the x¡-p¡i entry of column pn . Repeat this step for i -I, ... , e. Observe that the 2e x 2e submatrix of [B\C] whose columns are indexed a, (1 < i < e), c¡ (\ < i < e) and whose rows are indexed Xi-Pij (1 < i < e and 1 < j < 2) has rank 2e. If we delete this submatrix from [B\C] (which corresponds to deleting Xi, ... ,xe from the fan A), the resulting matrix is the one we would associate to the fan A' = A-{xi, ... ,xe]. The graph of A' is a tree so the result follows from the first part of the proof. D To determine the p-subgroups of B'(TN/X) for each prime number p , we introduce some additional notation and terminology. Let Y be a finite edgeweighted graph such that to each edge E is associated the positive integer weight(Ts). Let vp be the p-adic valuation on Z and set the p-weight of E = weightp(£') = vp(viei$ú(E)). If Ti is a subgraph of Y, let weight^T,) = 53 weighty (F) where the summation is over all edges E in T|. A p-maximal spanning tree for Y is a spanning tree T for Y suchthat weighty (F) is maximal among the p -weights of all spanning trees. It is clear that every connected graph has a p-maximal spanning tree. Let F be a p-maximal spanning tree for Y and let c denote an edge of Y which is not an edge of T. Since F is a spanning tree, the subgraph Yi of Y obtained by adding the edge c to T contains a cycle Z which is unique since there is a unique path between any two vertices of the tree T. Suppose there is some edge E in Z with weighty(E) < weighty(c). Then we could obtain a spanning tree of larger p-weight by deleting the edge E from Y i . This means that if F is a p-maximal spanning tree for Y, c is an edge of Y not in T and Z is the unique cycle in the graph T U {c}, then c is an edge of minimal p-weight in Z .
Let T be the (connected) graph we have associated to the fan A whose cones all have dimension < 2. Assign weights to the edges Xt-Pij of Y by setting weight(T(_pí7) = b¡ = |C1(C7T/)| (recall Cl(i/Tj) = Z/b¡ is cyclic from (2)). Let T be a p-maximal spanning tree for Y. We have labeled the edges of Y not in T as Ti_pi2, t2 -p22, ... , xe-pe2. We call the set of 2-dimensional cones {ti , ... , xe) in A a p-minimal set of cones in A. If Y is not connected, then we can decompose A as a union of fans A, with A, n A7 = {0} when i ^ j and the graphs Y¡ associated to A, are connected. We define a p-minimal set of cones in A to be the union of p-minimal sets of cones in each A,. and y/p(Cj) has order p^fy) for I < j < e by identifying these elements in B'(TN/X) with their corresponding preimages Cj + image(a + ß) e coker(a + ß) in (3) and then checking the corresponding statements in coker(a + ß). Fix j and let n be a permutation of {I, ... , m} with n chosen so 7r(l) = j where the edge cj = tj-Ps and the cycle in T\J {cj} is 
