(c) A is a triangular matrix with zeros above tho
worked the material and improvod it in essential respects.
1. SU~Th~RY AND INTRODUCTION. In finding the distribution of multivariate statistics it is often desirable to make certain transformations. However, the calculation of the Jacobian is frequently rather difficult. We have therofore assembled in this paper the Jacobians of many of the most used transformations.
Certain general methods are applied in the calculation of the Jacobians; these methods will be found useful in the calculation of other Jacobians not givon
here. Three techniques of particular value for nonlinear transformations are:
(a) Taking differentials to get a linear oquation in the differentials; e.g., Theorem 4.1.
(b) Transformations to new variablos so that the 3.
Jacobian can be evaluated as the product of other Jacobians which are more easily calculated; e.g., Theorem 4.2.
(c) Introduction of new matrices such that the Jacobian of the original transformation is the discriminant of the bilinear form in the variables of the new matrices; e.g., Lemma 4.3 and Theorem 4.3.
2. NOTATION. Because the shape and s~~etry of matrices are important in finding Jacobians, we will consistently use the following notation:
(2.1) Lower case letters will denote scalars.
(2.2) As is customary, a prime will denote the transpose of a matrix.
(2.3) Lower case letters with a superior bar will denote column vectors, e.g. ii f = (u I ' ••• , up) (2.4) Capital lotters will denote matrices. A system of superior symbols will be used as follows:
(a) A is a symmetric matrix of elements a ij • (b) f is a skew symmetric matriX of cloments a ij above the main diagonal and -a ij below the main diagonal and zeros in the main diagonal.
(c) A is a triangular matrix with zeros above tho
1all 0
Ia 12 a 22 . (2.6) Orthogonal mstrices will be denoted by A and r.
(2.7) A: p X q means the matrix A has p rows and q columns; the srone notation will be usod for matricos with superior symbols.
(2.8) Since it is the absolute value of the Jacobian that is wanted, it is to bo understood that all determinants are evaluated up to tho sign only. PROOF:
Q.e.d. 
--I-
10.
+ TTl. This is the' transformation of Theorem 3.9, and hence tho theorem follows.
PROOF: Taking differentials:
(4.2.1)
A; 
" Pre-and postmultiply by W-l and W,-l respectivoly: 
11.
using 5B.2. from 4.2.9 using Theorem 3.4 and 5B.4.
(4.2.14)
by 5B.4. To find D(R , T); 0, V) we use (4.2.10) and (4.2.11):
J1.
The scheme of partial derivatives will then be as follows:
whore C is the diagonal matrix with elements:
.31 ••• "pi.'.'~p-ll'p'~p and D is the diagonal matrix with elements:
The matrix L does not. affect the valuo of the determinant, which is equal to by applying 5A.7 twice.
12.
Hence I i<.j lqI,.e.d.
(1)
LEMMA 4.3: Lot Xl = (x ij ) I (Plx ql) and X 2 = (X ij ), (P 2 x ql) be two matrices containing a total of N independent variables (N~Pl ql + P 2 q l) and Y l = (yijl» , (PIx. ql) , 
.... in turn:
The discriminant of this bilinear form islAi.
The J, D(Y l , Y2; XII X 2 ) of the original transformation
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where D .. We now partition Q and rewrite (4.3.4):. , (Dr: P x p). Then the J of the
P+Q1pt, q+lIQI,IP+l ( 11 6 t1.l.' ·-i l ) (n P 0) ( P n (2 2» The transformations in (4.3.13) and (4.3.14) are independent, so we can write: coefficients:
aii b ii 1')i We then have the scheme of coefficients (i < j in all cases):
J1. Tho scheme of coefficients, from ({.3.l~), is * 2 VVe now partition K so that the partition is a function of j:
Now wc can write 1--.
• ( 
using~A.l~,5A.14, and 5A.15.
By 5B.3, J = D(V"*; U~~). Consolidating the results: Take difforontials of (~.5.1) and put U~= dU;
..N*. e" I'\~~A T = d~; X = dX. Thon using 5A.20 we get Pre-and postmultiply (1.5.2) by T-1 and rr respectively and substitute from (1.5.4). Then
By 5B;2: THEOREM~.6. Let S: p x p be n.s. with the proporties:
and (ii) that its canon matrices
The J of the transformation
The roquirements (i) and (ii) arc necessary to make the transformation unique.
PROOF: By 5A.19 wo can write (4.6.1)
Take differentials of (4.6.1) using 5A.20 and.
substitute from (4.6.2): From (4.6.5), using Theorems 3.7 and 3.10,
The scheme of coefficients is:
, where H is diagonal, with elements a total of p(p-1)!2 terms. Therefore,
.L J and P 11 i<j (9. -9.) J whence, using 5A.18, of Theorem 4.6 are not satisfied is of measure zero.
PROOF: The conditions imposed on S were
(1) That the characteristic roots of S obeyed the relation 9 1 :> 9 2 :>". >9 p ;
(2) That in tho canon matrix r thu clements VIi~0, by an orthogonal transformation we can assume:
\-Ai ,.
• I
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