We study the problem of planning the production of new and recovering defective items of the same product manufactured on the same facility. Items of the product are produced in batches. The processing of a batch includes two stages. In the first work stage, all items of a batch are manufactured and good quality items go to the inventory to satisfy given demands. In the second rework stage, some of the defective items of the same batch are reworked. Each reworked item has the required good quality. During waiting for rework, defective items deteriorate. There is a given deterioration time limit.
Introduction
The problem of optimal planning work and rework processes belongs to the broad field of reverse logistics which deals with all kinds of reuse processes in supply chains, see de Brito and Dekker [1] . These processes aim to recover defective or used product items in such a way that they meet the quality level of a good item. The benefits are regaining the material and value added and improving the environment protection.
In many production situations, work and rework processes are performed on the same equipment. Flapper and Jensen [4] and Inderfurth and Teunter [8] note that such an integration leads to challenging planning and control problems.
Quite often reworkable items undergo a deterioration process while waiting to be recovered. This effect is especially important in process industries as indicated by Flapper et al. [2] . The deterioration of work-in-process results in an increase in processing time and cost for reworking the respective items.
In this paper, we address the following problem of scheduling work and rework processes. A single facility is used for manufacturing N good quality items of the same product and reprocessing some of the defective items. One unit of time is required for manufacturing one item. Due dates d j , j = 1, . . . , N, are given such that j good quality items should ideally be manufactured by time d j . Due dates can be obtained from demand planning because there is an evident relation between the due dates and demands for good quality items over time. We can assume without loss of generality that d 1 
Product items are manufactured in batches. Batch processing may include two stages that we call work and rework. A setup time s 1 precedes the processing of each batch.
During work stage, good quality as well as defective items are produced. We assume that the percentage of the defective items is given and that they are evenly distributed in each batch. Furthermore, we make a simplifying but still realistic assumption that in each batch the number of good quality items is a multiple of the number of defective items.
Thus, we assume that each batch includes an integer number of blocks where each block consists of v − 1, v − 1 ≥ 1, good quality items followed by a single defective item.
The work stage is completed when it is decided to start reprocessing of at least one defective item of the batch or N good quality items have been produced. In the former case, a setup time s 2 is needed to switch from work to rework stage. Only those defective items can be reworked whose waiting time for rework does not exceed a given deterioration time limit L. After an age of L time units it is assumed that deteriorating items are no longer recoverable or can only be reworked at a prohibitive cost. Some (or even all) defective items can be decided not to be reworked. A defective item that is decided not to be reworked or cannot be reworked is disposed of immediately after its work operation completes. Here we call processes of manufacturing and remanufacturing an item as work and rework operations, respectively. After remanufacturing, defective items are in the state of good quality items.
The above description shows that processing of every batch with a possible exception for the last batch includes two stages. The last batch may contain no reworked item.
We assume that the facility is an expensive equipment and, therefore, there is no idle time from time zero until N good quality items have been produced.
We separate from a trivial case when s 2 > L. In this case, no defective item can be reworked and there is only one feasible schedule that consists of a single batch. In the sequel, s 2 ≤ L is assumed.
Since N good quality items have to be produced in blocks and there are v − 1 good quality items in each block, the total number of blocks to be scheduled does not exceed
, where a is the smallest integer greater than or equal to a.
A batch setup cost is associated with each batch. Furthermore, there is a holding cost for each time unit of a good quality item to be in inventory, a holding cost for each time unit of a reworkable item to await rework, a disposal cost for a non-reworked defective item and a shortage cost for each time unit passed between the completion of j good quality items and the due date d j if jth good quality item is produced after d j , j = 1, . . . , N.
Due to deterioration, the per-item rework time and cost is often not constant. Even if it increases linearly with the time that a reworkable item waits for reprocessing, the corresponding model is still too complicated to find an optimal solution in a reasonable time, see Inderfurth et al. [7] and Inderfurth et al. [6] . Therefore, like it was done in the above mentioned papers, we make the following reasonable simplification of the deterioration model. Consider a feasible schedule. We say that a good quality item is labelled j and j is its label, if it is completed (manufactured or remanufactured) as jth among good quality items. Furthermore, if we say that some item is labelled j, then we assume that this item is a good quality item completed as jth. For formulating the cost function in our problem setting, the following notation is introduced. E -set of early good quality items such that
T -set of tardy good quality items such that C j > d j .
I -set of in-time good quality items such that
G -set of reworked items. For a reworked item labelled j we must have
The following costs are considered: 
Let S be a schedule with k batches and N good quality items. The total cost of such a schedule is calculated as follows:
The problem is to find a schedule with minimum value F (S). We denote this problem as WRLD, where the abbreviation can be read as work-rework-limited-deterioration.
Note that the batch setup cost can be different for a batch that includes no rework operation and for a batch that includes at least one rework operation. This difference can easily be incorporated into the model and handled by the solution method proposed below. However, a batch with no rework operation can occur only once at the end of the schedule. Therefore, we decided not to pay special attention to the case when the cost for the last batch can be different.
Furthermore, our solution method enumerates reworked items. Therefore, it can easily be adapted for the case when a fixed cost for each reworked item is included into the objective function.
There is a vast body of literature dealing with production and inventory control problems in case of product deterioration, see Goyal and Giri [5] for a recent survey. We also found a great amount of publications dealing with planning and control in case of rework, see Flapper and Jensen [4] for an overview. There are, however, very few publications addressing the problem area which combines both cases like it is done in our paper. A problem similar to problem WRLD was studied by Teunter and Flapper [12] and Flapper and Teunter [3] . They considered a situation where occurrence of a defective item is random and where demand is not restrictive insofar as every good quality item can be sold immediately. Inderfurth et al. [7] and Inderfurth et al. [6] addressed continuous and discrete versions, respectively, of the problem differing from problem WRLD in that the demand should always be satisfied and all defective items are reworked. In the continuous version [7] , the demand rate was assumed to be constant and rework time and cost increased linearly with the batch size. The assumptions in the discrete version [6] were the same as in problem WRLD except that the deterioration was unlimited and no shortage was allowed. The latter differences make the results of [6] not applicable for problem WRLD. As far as we know, there are no results available in the literature for problem WRLD.
In the following section, we discuss the problem of determining an optimal sequence of items to be reworked in an arbitrary batch. In Section 3, we describe a dynamic programming algorithm for problem WRLD. It runs in O(n 5 N ) time which is polynomial because there can be N distinct due dates in the input and n < N. The paper concludes with a discussion of related problems and suggestions for future research.
2 An optimal sequence of items to be reworked
In the next section, we shall describe a dynamic programming algorithm for problem WRLD. In each iteration of this algorithm, a batch with given number b of blocks and given number y, 0 ≤ y ≤ b, of defective items to be reworked is added to the end of a partial schedule. Here y = 0 implies that the added batch is the last one and N good quality items will be produced without remanufacturing any item of this last batch.
Let us first consider a situation when 1 ≤ y ≤ b. Given a pair (b, y) , the problem appears whether this pair is feasible and, if it is feasible, which defective items have to be reworked and in which sequence. An example of a batch associated with a pair (b, y)
is given in Fig. 1 . Since the processing time of a rework operation sequenced as jth is equal to p + jδ(y), j = 1, . . . , y, the holding time of the defective item in position i j to be reworked as jth is equal to
We must have h i j ,j ≤ L, j = 1, . . . , y, to satisfy the deterioration time limit.
The contribution of the sequence (i 1 , . . . , i y ) to the reworkable items holding and rework cost is equal to
It is easy to see that the value of HRC is independent of the sequence of indices i 1 , . . . , i y . Assume that i j > i j+1 for 1 ≤ j ≤ y − 1, i.e., a defective item manufactured later is reworked earlier than the one manufactured earlier, see Fig. 2 . 
Figure 2: Positions of items i j and i j+1 and their holding times defective item in position i j is increased but it does not exceed h i j+1 ,j+1 ≤ L. Therefore, the new sequence is feasible and, as we have shown above, optimal.
The described interchange procedure can be applied a finite number of times to all items to be reworked that do not satisfy the policy FCFS and an optimal sequence satisfying this policy can finally be constructed.
The above proof shows that the sequence of defective items to be reworked affects only the number of such items that can fit into the deterioration time limit L : the policy FCFS maximizes this number. Notice that this policy is reversed with respect to the policy "First come, last served" (FCLS) optimal for the problem with unlimited deterioration studied by Inderfurth et al. [6] .
Theorem 1 implies that an optimal solution to problem WRLD is completely characterized by the sequence of pairs ((b 1 , y 1 ) , . . . , (b k , y k )), where k is the number of batches, b j and y j are numbers of blocks and defective items to be reworked, respectively, in the batch sequenced jth, j = 1, . . . , k. The defective items to be reworked are the last defective items in the batch and they are reworked according to the policy FCFS. Furthermore, Given a pair (b, y) , its feasibility can be determined as follows. Calculate maximum holding time for items to be reworked: 
To unify presentation, set h *
Dynamic programming algorithm
We present a dynamic programming algorithm, denoted as DP, to solve problem WRLD.
In this algorithm, batch schedules are constructed forwards starting from time zero. In each iteration, a single batch is added to the end of a current partial schedule. This batch includes a given number of blocks b and a given number of items to be reworked y,
If the added batch is not the last one, then y ≥ 1.
We say that a partial schedule is in the state (k, r, x) if it includes k batches, r blocks and x reworked items. Observe that all partial schedules in the same state complete at the same time
and have the same number of good quality items (v − 1)r + x. Therefore, a schedule with minimum objective function value dominates all other schedules in the same state, that is, it can be extended to a complete feasible schedule for N good quality items with minimum objective function value among all complete feasible schedules extended from partial schedules in the same state.
In algorithm DP, we recursively compute value F (k, r, x), which is the minimum objective function value for feasible schedules in the state (k, r, x). Determine sets E and T of early and tardy items such that j ∈ E if C j < d j , and
and the contribution of the added batch to the objective function
Time of calculating ∆(b, y) is determined by the time of calculating ET (b, y). Therefore, it is equal to O(bv + y).
A formal description of algorithm DP is given below. Recall that n = N/(v − 1) .
Algorithm DP
Step 1 (Initialization) Set F (k, r, x) = 0 for (k, r, x) = (0, 0, 0) and
Step 2 (Recursion) For r = k+1, . . . , n and x = k+1, . . . , r such that r (v−1)+x ≤ N compute the following.
If r (v − 1) + x < N, then
where r = r − b and x = x − y. Set k = k + 1 and repeat Step 2.
If
where r = r − b and x = x − y. Go to Step 3.
Step 3 (Optimal solution) Calculate the optimal solution value
The corresponding optimal batch schedule can be found by backtracking.
It is easy to see that the time complexity of algorithm DP can be estimated as O(n
where Q is the time complexity of computing the minimum in the first recursive equation.
This minimum can be found in O(n 
Related problems and further research
In this section, we consider the following two problems related to problem WRLD. Such an approach to modelling situations in planning production with reworkable defectives is known in the literature, see for example, Liu and Yang [10] and Teunter and
Flapper [12] . It represents some kind of myopic policy applied to the dynamic planning problem. In case of a stationary demand process and an unlimited planning horizon this policy is expected to provide a satisfactory solution.
Observe Similar to [6] , it is easy to demonstrate that problem Multi-WRLD is NP-hard in the strong sense if Q is variable. It can be solved by a modification of algorithm DP in time polynomial in N 1 , . . . , N Q and exponential in Q. Therefore, it is polynomially solvable if Q is a constant.
In problem WRLD, we assumed that the individual deterioration of reworkable items in a batch is replaced by the batch deterioration. Further research can be undertaken to find tractable variants of the original problem in which time and cost of reworking an individual defective item depends on its holding time.
In many practical situations, shortage (tardiness) costs are hard to quantify so that a service level approach is preferred. One realization of this approach is to use a time dependent upper bound on the number of tardy items. It can be analyzed whether problem WRLD is still tractable if a respective additional restriction is incorporated into the model.
In the multi-product case, the work-rework policy that a work stage is always followed by the rework stage can be relaxed. This restriction is adequate only for special cases of real work-rework processes, see Minner and Lindner [11] . In general, it has to be allowed that multiple rework stages on different products follow one manufacturing stage and vice versa.
