Discontinuous Galerkin methods of higher order are applied as temporal discretizations for the transient Navier-Stokes equations. The spatial discretization based on inf-sup stable pairs of finite element spaces is stabilised using a one-level local projection stabilisation method. Optimal error bounds for the velocity with constants independent of the viscosity parameter are obtained for the semi-discrete case. For the fully discrete case, error estimates for both velocity and pressure are given. Numerical results support the theoretical predictions.
Introduction
Time-dependent flows of incompressible fluids can be described using the transient incompressible Navier-Stokes equations that read in dimensionless form u − ν∆u + u · ∇u + ∇p = f in (0, T ] × Ω,
where Ω ⊂ R d , d ∈ {2, 3}, denotes a domain with Lipschitz boundary Γ and I = [0, T ] a finite time interval with final time T > 0. Moreover, f is a given body force, ν the viscosity, u and p the velocity field and the pressure, respectively. The prime denotes the time derivative of u in a suitable sense. System (1) of partial differential equations has to be closed with an appropriate initial condition for the velocity at t = 0 and boundary conditions for the velocity on (0, T ] × Γ. For simplicity of presentation, we consider the Navier-Stokes equations (1) equipped with homogeneous Dirichlet boundary conditions.
The analysis of transient incompressible Navier-Stokes equations is still a great challenge in numerical analysis. There are several severe problems that make the theoretical investigations demanding. Since the unique solvability in three space dimensions is still open, regularity assumptions are usually made. Furthermore, the handling of the nonlinear convection term leads in general to an exponential grows of error bounds resulting from an application of Gronwall's lemma.
In order to solve (1) numerically, discretizations in space and time are needed. We will consider in this paper temporal discretization by discontinuous Galerkin (dG) methods of arbitrary order k ≥ 0 and spatial discretizations based on inf-sup stable pairs of finite element spaces of order r ≥ 2.
The remainder of the paper is organised as follows: Section 2 considers preliminaries and provides used notation. The error analysis for the semi-discrete problem are derived in Sect. 3. The temporal discretization by dG methods is given in Sect. 4 where also stability properties are studied. Moreover, error estimates for both velocity and pressure are showed. Numerical results will be presented in Sect. 5.
Preliminaries and notation
Throughout this paper, standard notation and conventions will be used. For a measurable set G ⊂ R d , the inner product in L 2 (G) will be denoted by (·, ·) G . The norm and semi-norm in W m,p (G) are given by · m,p,G and | · | m,p,G , respectively. In the case p = 2, we write H m (G), · m,G , and | · | m,G instead of W m,2 (G), · m,2,G , and | · | m,2,G . If G = Ω, the index G in inner products, norms, and semi-norms will be omitted. Note that all definitions are extended to the cases of vector-valued and tensor-valued arguments. The subspace of functions from H 1 (Ω) having zero boundary trace is denoted by H 1 0 (Ω). The duality pairing between a space W and its dual W will be denoted by ·, · . First and j-th order temporal derivatives of a function v are denoted by v and v (j) , respectively. Based on a Banach space W with norm · W , the spaces where ess sup denoted the essential supremum.
In order to derive a variational form of (1), we introduce the spaces Q := L 2 0 (Ω) = q ∈ L 2 (Ω) : (q, 1) = 0 , V := H 1 0 (Ω) d . Furthermore, let C F denote the Friedrichs constant fulfilling
In addition, we define X := v ∈ L 2 (V ), v ∈ L 2 (V ) where V = H −1 (Ω) d denotes the dual space of V . Note that v(0) is well-defined for v ∈ X since the mapping v : [0, T ] → L 2 (Ω) d is continuous. A variational formulation of problem (1) reads:
Find u ∈ X with u(0) = u 0 and p ∈ L 2 (Q) such that
for almost all t ∈ I where the bilinear form A is given by
Note that the initial condition u(0) = u 0 is well-defined since u ∈ X. For studying the existence of a velocity solution of (3), this system is usually considered in the subspace
the velocity solution of (3) can be computed by solving the problem:
for almost all t ∈ I. 
To discretise the pressure, let M h ⊂ L 2 (Ω) denote a finite element space of continuous or discontinuous functions with respect to T h . Furthermore, we set Q h := M h ∩ Q. This paper considers inf-sup stable pairs (V h , Q h ), i.e., there exists a positive constant β 0 , independent of h, such that
Furthermore, we introduce
as space of discretely divergence-free functions. Note that V div h can be equivalently defined using test functions q h from Q h only since V h provides homogeneous Dirichlet boundary conditions. The semi-discrete standard Galerkin finite element method applied to (3) reads
for almost all t ∈ I. Note that u h,0 ∈ V h is a suitable approximation of the initial velocity u 0 in the finite element space V h . Moreover, the initial condition u h (0) = u h,0 is well-defined since u h ∈ H 1 (V h ). Furthermore, let n denote the skew-symmetric form of the convective term defined by
The trilinear form n provides n(v, w, w) = 0 ∀v, w ∈ V (9) and
It is well-known that the standard Galerkin method (7) is unstable in the case of dominating convection unless h is unpractically small. The use of a stabilised discretization becomes necessary.
This paper concentrates on the one-level variant of the local projection stabilization method where approximation space and projection space are defined on the same mesh. For any K ∈ T h , let D(K) be a finite-dimensional space and π K : L 2 (K) → D(K) the associated local L 2 -projection into D(K). The local fluctuation operator κ K : L 2 (K) → L 2 (K) is given by κ K v := v − π K v and applied component-wise to vector-valued and tensor-valued arguments. We define
as abbreviation. Note that the estimate
holds true.
The stabilization term S h is defined by
are user-chosen non-negative constants. Furthermore, we set
The precise choice of µ K will be discussed in the upcoming sections. Note that also the separate stabilization of the divergence constraint and the derivative in streamline direction is possible, see [35, 37, 8] .
The stabilised semi-discrete problem reads:
For our subsequent analysis, several assumptions on V h , M h , and D(K) will be made. Note that r ≥ 2 will be a fixed integer describing the order of the spatial discretization. The dependence of constants on r will not be elaborated in this paper. ASSUMPTION 1. There exists an interpolation operator j h :
and preserves the discrete divergence
In addition, there is an interpolation operator i h :
the stability
and
The existence of velocity interpolation operators j h fulfilling (14) and (15) has been studied in [22] . In the case of discontinuous pressure approximations with D(K) ⊂ M h | K , the L 2 (Ω)-projection into M h fulfils (16), (17) , and (18) since it localises to the L 2 (K)-projections. A detailed discussion on interpolation operators satisfying (18) can be found in [37] . Note that (14) ensures the bounds
hence, the interpolation operator j h is stable. ASSUMPTION 2. The fluctuation operator provides the approximation property
Projection spaces D(K) which guarantee (20) are given in [35] .
Finally, we mention that the combination V h = Q r , M h = P disc r−1 with D(K) = P r−1 (K) fulfils for r ≥ 2 on quadrilateral/hexahedral meshes all assumptions. For details, we refer to [22, 35, 37] .
Error analysis for the semi-discrete case
This section considers stability properties and error estimates for the stabilised semi-discrete problem (12) .
The following lemma states the stability of the velocity solution u h . Lemma 1. Let u 0,h ∈ V h and f ∈ L 2 (V ). Then problem (12) satisfies the stability estimate
for almost all t ∈ (0, T ) where C F is the Friedrichs constant from (2).
Proof. The statement follows by setting (v h , q h ) = u h (t), p h (t) in (12), using the skew-symmetry (9) of the trilinear form n, the coercivity property (13) of A h , the properties of the duality pairing between V and V , the Friedrichs inequality (2), an integration over the time interval (0, t), and Young's inequality applied to the right-hand side.
Provided f is more regular, a ν-independent bound can be shown.
Assuming the regularity f ∈ L 1 (L 2 ), the bound
is obtained for almost all t ∈ (0, T ) where
is a constant depending on the problem data only.
Proof. This result is a straightforward adaption of Lemma 3.1 by [8] where a local projection scheme with separate stabilization of streamline derivative and divergence constraint was considered.
Our analysis will exploit that some appearing functions belong to the space
that covers V div + V div h . We frequently use following estimate.
holds true where
with C i from (17).
Proof. We obtain
using the properties of V h and i h , in particular (18) . A generalised Hölder inequality and (11) yield the statement of this lemma.
An error estimate for the velocity is given in the next theorem.
Theorem 1. Let the finite element spaces V h and Q h satisfy the discrete inf-sup condition (5) . Suppose assumptions 1, 2, and µ K ∼ 1 for all K ∈ T h . Let (u, p) be the solution of the continuous problem (3) and (u h , p h ) be the solution of the stabilised semi-discrete problem (12) with the initial condition u 0,h = j h u 0 . In addition, we assume
Then, the error estimate
is a constant depending on u and T while 
where we skip writing the time dependence. With v h = ξ h , the Cauchy-Schwarz inequality and Young's inequality give
where we used
due to property (18) of i h and (11) . The difference of the nonlinear terms is decomposed as
where n(u h , ξ h , ξ h ) = 0 due to (9) was used. The three nonlinear terms are estimated separately using Young's inequality, the representation (10) of the trilinear form n, and generalised Hölder inequalities. Hence, we have
Using Lemma 3 and Young's inequality, we obtain (25) . This results in
The third nonlinear term can be estimated as follows
using Lemma 3 and Young's inequality since u h ∈ H 1 (V div h ). Inserting these estimates and putting similar terms to the left-hand side, one gets
Multiplying by 2 and integrating the above estimate over (0, t) lead to
where we used ξ h (0) = 0 due to the choice u 0,h = j h u 0 of the discrete initial condition. Using the L 2 -stability of the fluctuation operator κ K , the properties (14) of the interpolation operator j h , and the approximation property (20) of κ K , we get for the first term on the right-hand side of (31)
The stability estimate (22) provides
Using the above bounds and the approximation properties (14) and (16) of the interpolation operators j h and i h in (31), we get
with C(u) given in (28) . Then, the application of Gronwall's lemma leads for almost all t ∈ (0, T ) to
with the Gronwall constant C exp defined in (27) . This estimate, the application of the triangle inequality ess sup
and the approximation properties (14) conclude the proof.
Time discretization by discontinuous Galerkin method
We discretise in this section the semi-discrete problem (12) in time by using discontinuous Galerkin (dG) methods to obtain a fully discrete LPS/dG formulation of (3). To this end, we consider a partition 0 = t 0 < t 1 < · · · < t N = T of the time interval I = [0, T ] and set I n := (t n−1 , t n ], τ n := t n − t n−1 , n = 1, . . . , N , and
For non-negative integers k, we define the fully discrete time-discontinuous velocity and pressure spaces as follows:
 denotes the space of W h -valued polynomials of degree less than or equal to k in time. For a function w being piecewise smooth in time, we define at t = t n the left-sided value w − n , the right-sided value w + n , and the jump [w] n as w − n := lim
The discontinuous Galerkin method applied to (12) leads to the fully discrete problem
for all v h,τ ∈ X k and all q h,τ ∈ Y k .
Note that the initial condition is enforced only weakly.
In order to evaluate the time integrals in (33) numerically, the right-sided Gauß-Radau quadrature with (k + 1) points will be applied. Let −1 <t 1 < · · · <t k+1 = 1 and ω j , j = 1, . . . , k + 1, denote the points and weights of this quadrature formula on the reference time interval [−1, 1]. We define on I n , n = 1, . . . , N , the transformed quadrature formula Q n by
is an affine mapping, see [34] . Note that Q n integrates polynomials of degree less than or equal to 2k exactly. Moreover, Q n fulfils a Cauchy-Schwarz-like estimate
for all suitable functions ϕ and ψ. Furthermore, we set
as abbreviation.
Let us introduce the forms B n and B h,n as
Note that B n and B h,n are linear with respect to their second and third arguments.
where u(t − 0 ) = u 0 . Since the test functions v h,τ ∈ X k and q h,τ ∈ Y k are allowed to be discontinuous at the discrete time points t n , we can choose their values on the time intervals I n , n = 1, . . . , N , independently. By considering v h,τ and q h,τ to vanish outside the time interval I n , the fully discrete scheme (33) results in a sequence of local problems on each I n , 1 ≤ n ≤ N , which read For given u(t − n−1 ), find u h,τ In ∈ P k (I n , V h ) and p h,τ In ∈ P k (I n , Q h ) such that
Representation of the fully discrete scheme
In order to get an algebraic formulation of (39), let ϕ 1 , . . . , ϕ k+1 ∈ P k denote the Lagrange basis functions with respect to the Gauß-Radau pointst 1 , . . . ,t k+1 on [−1, 1]. Following [34] , we define
on I n , n = 1, . . . , N , with T n from (34) . Since the restrictions of u h,τ and p h,τ to the interval I n are V h -valued and Q h -valued polynomials of degree less than or equal to k, they can be represented as
with (U j n,h , P j n,h ) ∈ V h × Q h , j = 1, . . . , k + 1. The choice of the ansatz basis guarantees u h,τ (t n,j ) = U j n,h , p h,τ (t n,j ) = P j n,h , j = 1, . . . , k + 1, with t n,j = T n (t j ), j = 1, . . . , k + 1. Taking into consideration that the Gauß-Radau formula Q n is exact for polynomials up to degree 2k, the particular choices
for the test functions lead to the following system of nonlinear equations:
for i = 1, . . . , k + 1 and for all
see [34] . The initial condition U 0 n,h on I n is given by
n−1,h , n > 1. Note that no initial pressure is required.
Velocity estimates: stability and convergence
In this section, we study the stability properties and the error analysis of the fully discrete scheme (39) with respect to the velocity. To this end, we exploit the skew-symmetry (9) of the nonlinear term n.
Following ideas presented in [21] , we define for any function space W the operators π n : C(I n , W ) → P k (I n , W ), n = 1, . . . , N , by (π n w)(t n,i ) = w(t n,i ) τ n t n,i − t n−1 = w(t n,i ) s i , s i = 2
Hence, π n w is the Lagrange interpolant of the function t → τ n w(t)/(t − t n−1 ) with respect to the Gauß-Radau points t n,i ∈ I n , i = 1, . . . , k + 1. Note that s 1 > s 2 > · · · > s k+1 = 1. We set
to shorten some notation.
Provided that W is either a subspace of L 2 (Ω) or L 2 (Ω) d , the mapping
gives a norm on P k (I n , W ) satisfying
where the fixed constant C 1 depends on the polynomial degree k but is independent of τ n and w ∈ P k (I n , W ). Moreover, we have Q n π n w 2 0 ≤ s w 2 n , Q n w 2 0 ≤ w 2 n ≤ sQ n w 2 0 (46) for all w ∈ C(I n , W ). We refer to Lemmata 3 and 5 by [21] for details.
The following result provides the stability of the fully discrete velocity. Theorem 2. Let (u h,τ , p h,τ ) ∈ X k × Y k be the solution of the fully discrete scheme (39) . Furthermore, we assume f ∈ C(L 2 ). Then, the estimate
with C 1 from (45) and s from (44) holds true for all n = 1, . . . , N .
Proof. Setting (v h,τ , q h,τ ) = (u h,τ , p h,τ ) in (39) , the exactness of the quadrature rule applied to (u h,τ , u h,τ ) and the application of (9) and (13) result in
The nonlinear term n vanishes in each quadrature point of Q n due to (43) and the skew-symmetric property (9) . Using the exactness of the quadrature formula, the first two terms on the left-hand side of (49) are bounded from below by
, see (4.24) in [21] for more details. Since s i ≥ 1, the use of (43) and the coercivity (13) give for the third term on the left-hand side of (49) the estimate Q n A h (u h,τ , p h,τ ), (π n u h,τ , π n p h,τ ) = τ n 2 k+1 j=1 ω j s j A h (u h,τ (t n,j ), p h,τ (t n,j )), (u h,τ (t n,j ), p h,τ (t n,j )) ≥ Q n ν ∇u h,τ 2 0 + S h (u h,τ , u h,τ ) ≥ 0. Inserting these estimates into (49) and using Cauchy-Schwarz' and Young's inequalities as well as (45) and (46) for the right-hand side of (49), we get
Putting the terms with u h,τ 2 n to the left-hand side and skipping non-negative contributions there, we arrive at
Inserting this in (48) leads to
The application of a discrete version of the Gronwall lemma to this estimate concludes the proof.
To prepare an error estimate for the velocity, more notation is needed. Let w be a time-continuous function. We define its Gauß-Radau interpolant w as w| In (t) := k+1 j=1 w(t n,j )ϕ n,j (t), with ϕ n,j given in (40) . Moreover, we set w − 0 := w − 0 . Note that u and p will be on each time interval I n , n = 1, . . . , N , polynomials of degree less than or equal to k with values in V and Q which coincide with u and p in all quadrature points t n,i . Furthermore, we define w I on each I n as the Lagrange interpolant of w with respect to the nodes t n−1 , t n,1 , . . . , t n,k+1 . Hence, w I is a time-continuous, piecewise polynomial of degree less than or equal to k + 1.
Using multiple times that the interpolants w and w I coincide in all quadrature points t n,i , integration by parts in time and the exactness of the quadrature rule Q n for polynomials of degree less than or equal to 2k, we obtain
Moreover, the standard interpolation theory leads to the error estimates
In
with i, j = 0, 1 and p ∈ [1, ∞].
ASSUMPTION 3. The a priori error analysis below assumes
for the solution (u, p) of the Navier-Stokes equations (3).
The subsequent analysis is based on exploiting properties of discretely divergence-free functions. We define
where ξ h,τ ∈ X div k and ϑ h,τ ∈ Y k are fully discrete velocity and pressure functions, respectively. Furthermore, the error splittings
is obtained by using the fully discrete problem (39) and property (38) of the continuous problem.
The difference of the nonlinear terms is estimated as follows: 
Then, there exists a positive constant C depending only on j h such that the estimate
depends on u C(In,W 1,∞ ) only.
Proof. Having in mind that u and u coincide in all quadrature points, we split the difference of the nonlinear terms as follows
due to v h,τ (t n,i ) = γ i ξ h,τ (t n,i ) and (9) . Applying generalised Hölder's inequalities followed by Young's inequalities, we get with (10) and (35)
. The choice of v h,τ , Lemma 3, conditions (56) and (10) , and Young's inequality yield the bound
The third nonlinear term is estimated similarly to the first one. We obtain
. The statement of this lemma follows by collecting the above statements and applying (14) for estimating in the last inequality the terms involving j h u.
We define
to shorten the notation of our error estimates.
Lemma 5. Let the spaces V h and Q h satisfy the discrete inf-sup condition (5) . Suppose assumptions 1, 2, and µ K ∼ 1 for all K ∈ T h . Let (u, p) and (u h,τ , p h,τ ) be the solutions of the continuous problem (3) and the fully discrete problem (39), respectively. Furthermore, assume that the solution (u, p) satisfies the regularity assumption 3. Then, the estimate
holds true where C n (u) is given in (58). The constant C is independent of τ , h, and ν.
we obtain by (12)
. We will bound the terms on the right-hand side of (61) separately. Taking into consideration that (u, p) and ( u, p) coincide in all quadrature points, we have η τ (t n,i ) = 0 in all quadrature points. This gives
where we have used (50) and the fact that the interpolation operators in time and space commute. The Cauchy-Schwarz inequality and Young's inequality give
. Note that the jump term in N 2 vanishes due to the continuity of η h = j h u − u in time. Hence, we get
since (div η h , ϑ h,τ ) = 0 due to (15) .
Adapting the techniques used to bound the similar terms in the semi-discrete analysis, we get
The estimate for the third term on the right-hand side of (61) uses the Cauchy-Schwarz-like estimate (35) and Young's inequality to get
. Collecting the above estimates in (61), using estimate (57) for the difference of the nonlinear terms, and contributing similar norm terms to the left-hand side, we obtain the statement of this lemma. Lemma 6. Let the assumptions of Lemma 5 hold. Then, the bound
holds true provided that
is fulfilled.
Remark 1. Note condition (65) is not a CFL conditions since the bounds depend only on the problem data and the order of the dG method, but not on the spatial mesh size h.
Proof. Substituting (v h,τ , q h,τ ) = (π n u h,τ , π n q h,τ ) in the error equation (55) and proceeding for the left-hand side as in the proof of the stability estimate, we arrive at
with
, (π n ξ h,τ , π n ϑ h,τ ) + S h (u, π n ξ h,τ ) , J 4 := Q n n(u h,τ , u h,τ , π n ξ h,τ ) − n u, u, π n ξ h,τ .
We shall consider the terms on the right-hand side separately. We get for the first term
by using the Cauchy-Schwarz inequality, the bound (45), and Young's inequality. Taking additionally into consideration that (u, p) and ( u, p) coincide in all quadrature points, the Cauchy-Schwarz inequality, (46), and Young's inequality give
where (50) and the commutation of temporal and spatial interpolations were exploited. Using the definition of A h , the error splitting, and the same arguments as in the proof of Thm. 1, we get
Using definition (43) together with s i ≥ 1, i = 1, . . . , k + 1, Lemma 4 can be applied with v h,τ = π n ξ h,τ . Exploiting (46), we obtain
Using the bounds for J 1 , . . . , J 4 in (66) gives after contributing similar term to the left-hand side the estimate
Exploiting the condition (65), the proof is completed by applying stability and error estimates for the interpolations operators in space and time.
Theorem 3. Assume that the finite element spaces satisfy the discrete inf-sup condition (5) . Suppose the assumptions 1, 2, and µ K ∼ 1 for all K ∈ T h . Let (u, p) be the solution of the continuous problem (3) and (u h,τ , p h,τ ) be the solution of the fully discrete scheme (39) with u 0,h = j h u 0 . Furthermore, assume that the solution (u, p) satisfies the regularity assumption 3. Then, there exists a constant C independent of h, ν, and τ such that the error estimate
is independent of τ n , h, and ν.
Proof. Combining the estimates of Lemmata 5 and 6, we get for n = 1, . . . , N
with C(u) from (68). The error splitting (54), the triangle inequality, and the fact that u and u coincide in all quadrature points lead to 
The statement of the theorem then follows by collecting the estimate for ξ h,τ as well as exploiting the stability and interpolation error estimates with respect to space and time.
Pressure estimates: convergence
This subsection will present a convergence result for the pressure that depends unfortunately on the inverse of the length of the smallest time step.
Theorem 4. Suppose assumptions 1, 2, µ K ∼ 1 for all K ∈ T h , and the discrete inf-sup condition (5) . Furthermore, let the regularity assumption 3 hold. Then, for the solutions (u h,τ , p h,τ ) of the fully discrete scheme (39) and (u, p) of the continuous problem (3), the error estimate
holds true where C is independent of ν, h, and τ while
is the error bound for the velocity error.
Proof. The proof of this lemma follows similar steps as in [1] . However, the stabilization term and nonlinearity have to be taken into consideration.
It follows from the discrete inf-sup condition (5) that there exist discrete velocity fields W i n,h ∈ V h , i = 1, . . . , k + 1, such that
We obtain Q i n,h = P i n,h − i h p(t n,i ) = P i n,h − p(t n,i ) + p(t n,i ) − i h p(t n,i ) using p(t n,i ) = p(t n,i ). Hence, we have
We get from (3) and (42) that
) where e i n,h := u(t n,i ) − U i n,h . This expression is similar to the one for the transient Stokes problem considered in [1] , but with the additional terms n and S h .
It follows by Friedrichs and the Cauchy-Schwarz inequalities that
The difference of the nonlinear terms is split as follows
. We estimate term-by-term using generalised Hölder's and Friedrichs' inequalities. We get for the first term (14) was applied. The second term gives n(ξ h,τ (t n,i ), j h u(t n,i ), W i n,h ) ≤ ξ h,τ (t n,i ) 0 ∇j h u(t n,i ) ∞ W i n,h 0
using Lemma 3 and (19) . We obtain the estimate (14) and (19) have been used.
For the last term on the right-hand side of (73), the Cauchy-Schwarz inequality, the stability property of the fluctuation operator κ K , and (20) give 
After squaring, multiplying by ω i τ n /2, and summing over i = 1, . . . , k + 1, we get
We estimate the first term by the approximation properties (16) of i h and the second term by using Theorem 3. To estimate the third term in (74), we proceed as follows
where an inverse inequality in time was applied in the second step. Furthermore, we exploited that u and u coincide in all quadrature points using by Q n . The appearing terms can be bounded by the interpolation properties (51) and the estimate from Theorem 3.
The remaining terms in (74) can be estimated by using again Theorem 3. We end up with 
Numerical studies
This section presents the numerical studies to verify the theoretical predictions of the previous sections. For this purpose, we consider the two different examples. In the first example a problem will be studied where the spatial error dominates. With this example, the order of convergence in space can be assessed in different norms. The second example where the temporal error dominates will show the convergence order in time.
We choose T = 1 as final time while the computational domain for both examples is Ω = (0, 1) 2 and the simulations were performed on uniform quadrilateral grids where the coarsest grid (level 1) is obtained by dividing the unit square into four congruent squares. We used in our numerical simulations mapped finite element spaces, see [15] , where the enriched spaces on the reference cell K = (−1, 1) 2 are given by
The combination Q bubble r (K) with D(K) = P r−1 (K) provides for r ≥ 2 suitable spaces for LPS methods, see [37] . The stabilization parameter for the dominant convection case is set to µ K = 0.1.
We will use the norm e h,τ S that is the combinations of the terms of the left-hand side of (67) 
Example with dominating space error
We consider the first example where the time error is negligible. The right-hand side f and the initial condition u 0 are chosen such that u(t, x, y) = sin(t) sin(πx) sin(πy), cos(πx) cos(πy) T p(t, x, y) = sin(t) sin(πx) + cos(πy) − 2 π is the solution of (1) equipped with the non-homogeneous Dirichlet boundary conditions.
To illustrate the convergence order in space, we performed the numerical simulations using the time discretization scheme dG(1) with a small time step τ = 1/800. Figure 1 presents the convergence results for the simulations performed with the finite element spaces V h /Q h = Q bubble 2 /P disc 1 and the projection space D h (K) = P 1 (K) for the LPS method and V h /Q h = Q 2 /P disc 1 for the standard finite element method. One can clearly see from the plots that the corresponding convergence orders are obtained in all norm as predicted in (67). 
Example with dominating time error
This example studies the convergence orders in time. The right-hand side f and the initial condition u 0 are chosen such that u 1 (t, x, y) = x 2 (1 − x) 2 2y(1 − y) 2 − 2y 2 (1 − y) sin(10πt), u 2 (t, x, y) = − 2x(1 − x) 2 − 2x 2 (1 − x) y 2 (1 − y) 2 sin(10πt), p(t, x, y) = −(x 3 + y 3 − 0.5) (1.5 + 0.5 sin(10πt)) is the solution of (1) with homogeneous Dirichlet boundary conditions.
In order to study the convergence order in time, the simulations were performed with V h /Q h = Q bubble 4 /P disc 3 and D(K) = P 3 (K) for all K ∈ T h and a mesh which consists of 8 × 8 squares. The calculations were done for dG(1) and dG(2) with the time step lengths τ = 0.1 × 10 i , i = 0, . . . , 6. Figure 2 report the convergence order for the methods dG(k), k = 1, 2 in combination with the spatial stabilization by LPS. The errors in different norms are plotted against the different refinement levels in time. It can be seen that the dG(k) method is accurate of order k + 1 in the L 2 (L 2 )-norm while the order k + 1/2 is observed in the · S -norm. These results are in agreement with the theoretical predictions in Theorem 3.
Comparing the convergence order for the pressure in L 2 (L 2 )-norm, one can see that the convergence is one order better than predicted by the theory (69). This is caused by the smoothness of the pressure. However, if we consider the problem where the pressure is replaced by the rough function p(t, x, y) = −(x 3 + y 3 − 0.5) 1.5 + 0.5t 4/3 then one can see in figure 3 , the convergence order for the pressure is limited by the smoothness. On the other hand, the convergence order of the velocity are not influenced by the smoothness of the pressure.
A simple post-processing of the time-discrete solution u h,τ allows to obtain numerical approximations which are order k + 2 in the integral based norms, see [1, 34] . The result for the post-processed solution are presented in figure 4. One can see the improved accuracy in the L 2 (L 2 )-norm and · S -norm. 
