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A Hilbert space operator A is anm-isometry if
m∑
k=0
(−1)k
(
m
k
)
A∗m−kAm−k = 0.
We prove that the tensor product of an m-isometry A with an n-
isometry B is an m + n − 1 isometry. This proves a conjecture of
Botelho and Jamison [5, Remark 5.1].
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
Let B(H) denote the algebra of operators (equivalently, bounded linear transformations) on a com-
plex, infinite dimensional Hilbert spaceH. An operator T ∈ B(H) is said to be anm-isometry for some
integerm  1 if
m∑
i=0
(−1)i
(
m
i
)
T∗m−iTm−i = 0.
Evidently, an isometric operator (i.e., a 1-isometric operator) is m-isometric for all integers m  1:
indeed, the class of m-isometric operators is a generalization of the class of isometric operators, and
a detailed study of this class has been carried out by Agler and Stankus [1–3]. A characterization of
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elementary operators of length 1 acting on the Hilbert–Schmidt class that are 2 or 3-isometries, and
a sufficient condition for a length one elementary operator to be an m-isometry, has recently been
carried out by Botelho and Jamison [5]. It is not difficult to see that m-isometric operators have SVEP
(the single-valued extension property), non-invertible m-isometries, m > 2, and 2-isometries are
polaroid (i.e., the isolated points of its spectrum are poles of the resolvent of the operator), and that
non-invertible m-isometric, and 2-isometric, operators satisfy Weyl’s theorem (i.e., the complement
of the Weyl spectrum of the operator in the spectrum of the operator is the set of finite multiplicity
isolated eigenvalues of the operator).
Given two complex infinite dimensional Hilbert spaces H1 and H2, let H1⊗H2 denote the com-
pletion, endowed with a reasonable uniform cross-norm, of the algebraic tensor product H1 ⊗ H2
of H1 and H2; let, for A ∈ B(H1) and B ∈ B(H2), A ⊗ B ∈ B(H1⊗H2) denote the tensor product
operator defined by A and B. Evidently, an operator A ∈ B(H) is an m-isometry if and only if (A ⊗ I)
and (I ⊗ A) ∈ B(H⊗H) are m-isometries. We observe in the following that the tensor product of
m-isometric operators has SVEP; if also one of the operators is not invertible, then the tensor product
is polaroid, and hence satisfies Weyl’s theorem. We prove that the tensor product of an m-isometric
operator with an n-isometric operator is anm+ n− 1-isometric operator. Translated to the left–right
multiplicationoperator LARB actingon theHilbert–Schmidt class, this implies that ifA is anm-isometric
operator and B∗ is an n-isometric operator, then LARB is anm + n − 1-isometric operator.
Almost all our notation and terminology is standard. Thus, σ(T), σa(T) and iso σ(T) denote the
spectrum, the approximate point spectrum and the isolated points of the spectrum of the operator
T . T ∈ B(H) is upper (resp., lower) semi-Fredholm if TH is closed and dim(T−1(0)) < ∞ (resp.,
dim(H \ TH) < ∞), and T is Fredholm if it is both upper and lower semi-Fredholm. The Fredholm
index of T is the integer, finite or infinite, ind (T) = dim(T−1(0)) − dim(H \ TH). The ascent (resp.,
descent) of T , asc (T) (resp., dsc (T)), is the least non-negative integerp such that T−p(0) = T−(p+1)(0)
(resp., TpH = Tp+1H); if no such integer exists, then asc (T) (resp., dsc (T)) is infinite. The Browder
spectrum and the Weyl spectrum of T are, respectively, the sets σb(T) = {λ ∈ σ(T) : T − λ is not
Fredholm or one of asc (T − λ) and dsc (T − λ) is infinite} and σw(T) = {λ ∈ σ(T) : T − λ is not
Fredholm or ind (T − λ) = 0}. T satisfies Browder’s theorem if σb(T) = σw(T) [8].
T ∈ B(H) has the single-valued extension property at λ0 ∈ C, SVEP at λ0 for short, if for every open
disc Dλ0 centered at λ0 the only analytic function f : Dλ0 → H which satisfies
(T − λ)f (λ) = 0 for all λ ∈ Dλ0
is the function f ≡ 0. T has SVEP if it has SVEP at every λ ∈ C. We say that the operator T is polaroid if
the isolated points of the spectrum of T are poles of the resolvent of T . Recall that λ ∈ iso σ(T) is a
pole of the resolvent of T if and only if asc (T − λ) = dsc (T − λ) < ∞ [4].
2. Results
If T ∈ B(H) is an n-isometric operator for some positive integer n, then σa(T) is a subset of the
boundary ∂D of the unit disc D (in the complex plane C), σ(T) is the closure D of Dwhenever T is not
invertible, σ(T) ⊆ ∂Dwhenever T is invertible, and T is injective and has closed range [1]. Thus T has
SVEP and T − λ (= T − λI) is upper semi-Fredholm with ind(T − λ)  0 for all λ ∈ D. If T is not
invertible, then iso σ(T) is empty. Hence, vacuously, such a T is polaroid. If σ(T) ⊆ ∂D, then both T
and T∗ have SVEP. Hence, if T − λ is semi-Fredholm for some λ ∈ σ(T) for such a T , then T − λ is
Fredholm and ind (T − λ) = 0 ; furthermore, λ ∈ iso σ(T) and asc (T − λ) = dsc (T − λ) < ∞ [4,
Theorem 3.77]. Observe that an invertible 2-isometric operator is unitary. Hence:
Proposition 2.1. Non-invertible n-isometric operators for n  3, and 2-isometric operators, are polaroid.
SVEP implies Browder’s theorem, i.e., if a Banach space operator T has SVEP, then σb(T) = σw(T)
[8]. Recall that T satisfiesWeyl’s theorem if σ(T) \ σw(T) = π00(T), where π00(T) = {λ ∈ iso σ(T) :
0 < dim(T−λ)−1(0) < ∞} [4,8]. A sufficient condition for an operator satisfying Browder’s theorem
to satisfy Weyl’s theorem is that it is polaroid [8]. Hence:
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Proposition 2.2. Non-invertible n-isometric operators for n  3, and 2-isometric operators, satisfyWeyl’s
theorem.
Recall, [6,9], that σx(A ⊗ B) = σx(A)σx(B), σx = σ or σa, for Banach space operators A and B.
Hence, if A, B ∈ B(H) are, respectively,m-isometric and n-isometric, then σa(A⊗ B) ⊆ ∂D and A⊗ B
has SVEP. Since the polaroid property transfers from A and B to A ⊗ B [7], we have:
Proposition 2.3. If A ∈ B(H) is m-isometric and B ∈ B(H) is n-isometric for some positive integers m
and n, and if either m = n = 2 or one of A and B is not invertible, then A ⊗ B satisfies Weyl’s theorem.
We proceed now towards stating our main result, namely that the tensor product of an m-isometric
operator with an n-isometric operator ism+ n− 1-isometric. But before that we prove some comple-
mentary (combinatorial) results. Throughout the following i, j, k,m and n shall denote non-negative
integers.
Lemma 2.4.
∑j
i=0 (−1)i
(
n+j−i
j
)(
j
i
)
= 1 for all 1  j  n.
Proof. We prove by induction. If we set∑j
i=0 (−1)i
(
n+j−i
j
)(
j
i
)
= In(j), then In(1) = 1. Assume that the equality holds for all 1  t < n. Then
In(t+1) − In(t) =
{(
n+t+1
t+1
)
+ (−1)
(
n+t
t
)}
+ (−1)
{(
n+t
t+1
)(
t+1
1
)
−
(
n+t−1
t
)(
t
1
)}
+ (−1)2
{(
n+t−1
t+1
)(
t+1
2
)
−
(
n+t−2
t
)(
t
2
)}
+ · · · + (−1)t
{(
n+1
t+1
)(
t+1
t
)
−
(
n
t
)}
+ (−1)t+1
(
n
t+1
)
=
{(
n+t
t+1
)
+ (−1)
(
n+t
t+1
)(
t+1
1
)
+ (−1)2
(
n+t−1
t
)(
t
1
)}
+ (−1)2
{(
n+t−1
t+1
)(
t+1
2
)
+ (−1)
(
n+t−2
t
)(
t
2
)}
+ · · · + (−1)t
{(
n+1
t+1
)(
t+1
t
)
+ (−1)
(
n
t
)}
+ (−1)t+1
(
n
t+1
)
= (−1)
{(
n+t−1
t+1
)(
t
1
)
+ (−1)
(
n+t−1
t+1
)(
t+1
2
)
+ (−1)2
(
n+t−2
t
)(
t
2
)}
+ · · · + (−1)t
{(
n+1
t+1
)(
t+1
t
)
+ (−1)
(
n
t
)}
+ (−1)t+1
(
n
t+1
)
= (−1)2
(
n+t−2
t+1
)(
t
2
)
+ · · · + (−1)t
×
{(
n+1
t+1
)(
t+1
t
)
+ (−1)
(
n
t
)}
+ (−1)t+1
(
n
t+1
)
· · ·
= (−1)t−1
(
n+1
t+1
)(
t
t−1
)
+ (−1)t
{(
n+1
t+1
)(
t+1
t
)
+ (−1)
(
n
t
)}
+ (−1)t+1
(
n
t+1
)
= (−1)t
(
n
t+1
)(
t
t
)
+ (−1)t+1
(
n
t+1
)
= 0.
This proves the lemma. 
A similar argument proves the following:
Lemma 2.5.
∑j
i=0 (−1)i
(
n+j+1−i
j
)(
j
i
)
= 1 for all 1  j  n.
Choosing j = m − 2, Lemmas 2.4 and 2.5 show that∑m−2
i=0 (−1)i
(
n+m−2−i
m−2
)(
m−2
i
)
= ∑m−2i=0 (−1)i( n+m−1−im−2
)(
m−2
i
)
= 1. In contrast:
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Lemma 2.6.
∑m−2
i=0 (−1)i
(
n+m−1−i
m−1−k
)(
m−2
i
)
= 0 for all 2  k  m − 1.
Proof. We prove in detail the case in which k = 2, and give an outline for the general case. Once
again, the proof is by induction. Set
∑m−2
i=0 (−1)i
(
n+m−1−i
m−1−k
)(
m−2
i
)
= I(n,m, k). Then I(n, 3, 2) = 0.
Assume now that I(n, t, 2) = 0 for all 3  t < m. Then
I(n, t + 1, 2) = I(n, t + 1, 2) − I(n, t, 2) =
{(
n+t
t−2
)
−
(
n+t−1
t−3
)}
+ (−1)
{(
n+t−1
t−2
)(
t−1
1
)
−
(
n+t−2
t−3
)(
t−2
1
)}
+ (−1)2
{(
n+t−2
t−2
)(
t−1
2
)
−
(
n+t−3
t−3
)(
t−2
2
)}
+ · · · + (−1)t−2
{(
n+2
t−2
)(
t−1
t−2
)
−
(
n+1
t−3
)}
+ (−1)t−1
(
n+1
t−2
)
=
{(
n+t−1
t−2
)
+ (−1)
(
n+t−1
t−2
)(
t−1
1
)
+ (−1)2
(
n+t−2
t−3
)(
t−2
t−3
)}
+ (−1)2
{(
n+t−2
t−2
)(
t−1
t−3
)
+ (−1)
(
n+t−3
t−2
)(
t−2
2
)}
+ · · · + (−1)t
{(
n+1
t+1
)(
t+1
t
)
+ (−1)
(
n
t
)}
+ (−1)t+1
(
n
t+1
)
= (−1)
{(
n+t−2
t−2
)(
t−2
1
)
+ (−1)
(
n+t−2
t−2
)(
t−1
2
)}
+ (−1)2
(
n+t−3
t−3
)(
t−2
2
)}
+ · · · + (−1)t−2
{(
n+2
t−2
)(
t−1
t−2
)
−
(
n+1
t−3
)}
+ (−1)t−1
(
n+1
t−2
)
= (−1)2
(
n+t−3
t−2
)(
t−2
2
)
+ · · · + (−1)t−2
{(
n+2
t−2
)(
t−1
t−2
)
−
(
n+1
t−3
)}
+ (−1)t−1
(
n+1
t−2
)
· · ·
= (−1)t−3
{(
n+2
t−2
)(
t−2
t−3
)
+ (−1)
(
n+2
t−2
)(
t−1
t−2
)
+ (−1)2
(
n+1
t−3
)}
+ (−1)t−1
(
n+1
t−2
)
= (−1)t−2
(
n+1
t−2
)
+ (−1)t−1
(
n+1
t−2
)
= 0.
This proves I(n,m, 2) = 0. For the general case we have:
I(n, t + 1, k) − I(n, t, k)
=
{(
n+t
t−k
)
−
(
n+t−1
t−k−1
)}
+ (−1)
{(
n+t−1
t−k
)(
t−1
1
)
−
(
n+t−2
t−k−1
)(
t−2
1
)}
+ · · · + (−1)t−2
{(
n+2
t−k
)(
t−1
t−2
)
−
(
n+1
t−k−1
)}
+ (−1)t−1
(
n+1
t−k
)
= (−1)t−3
{(
n+2
t−k
)(
t−2
t−3
)
+ (−1)
(
n+2
t−k
)(
t−1
t−2
)
+ (−1)2
(
n+1
t−k−1
)}
+ (−1)t−1
(
n+1
t−k
)
= 0.
This completes the proof. 
Lemma 2.7. Sm = ∑m−2i=0 (−1)i 1m+k−1−i
(
m−2
i
)
= (−1)m−2 (m−2)!
(m+k−1)(m+k−2)···(k+1) for all m  3.
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Proof. If m = 3, then S3 = (−1) 1!(k+2)(k+1) and the equality holds. Assume that the equality holds
for all 3  t < m. Then
(t + k)St+1 = 1 + (−1)
{(
t−1
1
)
+ 1
t + k − 1
(
t−1
1
)}
+ (−1)2
{(
t−1
2
)
+ 2
t + k − 2
(
t−1
2
)}
+ · · · + (−1)t−1
{
1 + t − 1
k + 1
}
= (−1)(t − 1)St +
{
1 + (−1)
(
t−1
1
)
+ (−1)2
(
t−1
2
)
+ · · · + (−1)t−1
}
= (−1)(t − 1)St + 0.
Hence
St+1 = (−1)t−1 (t − 1)!
(t + k)(t + k − 1) · · · (k + 1) ,
and the equality holds for allm  3. 
Lemma 2.8. S(n,m, k) = ∑m−2i=0 (−1)i( n+m−1−im−1
)(
m−1
i
)
m−1−i
m+k−1−i
= 1 + (−1)m−2
∏m−2
i=0 (n−k−i)∏m−2
i=0 (m+k−1−i)
.
Proof. Start by observing that
S(n,m, k) =
(
n+m−1
m−2
){n − m − k + 2
m + k − 1 + 1
}
+ (−1)
(
n+m−2
m−2
)(
m−2
1
)
×
{
n − m − k + 2
m + k − 2 + 1
}
+ (−1)2
(
n+m−3
m−2
)(
m−2
2
){n − m − k + 2
m + k − 3 + 1
}
+ · · · + (−1)m−2
(
n+1
m−2
) {n − m − k + 2
k + 1 + 1
}
=
{(
n+m−1
m−2
)
+ (−1)
(
n+m−2
m−2
)(
m−2
1
)
+ (−1)2
(
n+m−3
m−2
)(
m−2
2
)
+ · · · + (−1)m−2
(
n+1
m−2
)}
+ (n − m − k + 2)
{(
n+m−1
m−2
) 1
m + k − 1 + (−1)
(
n+m−2
m−2
)(
m−2
1
) 1
m + k − 2
+ (−1)2
(
n+m−3
m−2
)(
m−2
2
) 1
m + k − 3 + · · · + (−1)
m−2( n+1
m−2
) 1
k + 1
}
.
Applying Lemma 2.5 we have
S(n,m, k) = 1 + (n − m − k + 2)
{(
n+m−1
m−2
) 1
m + k − 1 + (−1)
(
n+m−2
m−2
)(
m−2
1
) 1
m + k − 2
+ (−1)2
(
n+m−3
m−2
)(
m−2
2
) 1
m + k − 3 + · · · + (−1)
m−2( n+1
m−2
) 1
k + 1
}
,
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and hence repeating the argument above and using Lemma 2.6:
S(n,m, k) = 1 + (n − m − k + 2)(n − m − k + 3)
m − 2
×
{(
n+m−1
m−3
) 1
m + k − 1 + (−1)
(
n+m−2
m−3
)(
m−2
1
) 1
m + k − 2
+ · · · + (−1)m−2
(
n+1
m−3
) 1
k + 1
}
+ (n − m − k + 2)
m − 2
×
{(
n+m−1
m−3
)
+ (−1)
(
n+m−2
m−3
)(
m−2
1
)
+ (−1)2
(
n+m−3
m−3
)(
m−2
2
)
+ · · · + (−1)m−2
(
n+1
m−3
)}
= 1 + (n − m − k + 2)(n − m − k + 3)
m − 2
{(
n+m−1
m−3
) 1
m + k − 1
+ (−1)
(
n+m−2
m−3
)(
m−2
1
) 1
m + k − 2 + · · · + (−1)
m−2( n+1
m−3
) 1
k + 1
}
.
Further repeating this argument, and using Lemma 2.7, we eventually have that
S(n,m, k) = 1 + (n − m − k + 2)(n − m − k + 3) · · · (n − k)
(m − 2)!
{
1
m + k − 1 + (−1)
(
m−2
1
)
× 1
m + k − 2 + (−1)
2
(
m−2
2
) 1
m + k − 3 + · · · + (−1)
m−2 1
k + 1
}
= 1 + (−1)m−2
∏m−2
i=0 (n − k − i)∏m−2
i=0 (k + m − 1 − i)
.
This completes the proof. 
If an A ∈ B(H) is anm-isometry, then
A∗m+jAm+j =
m−1∑
r=0
(−1)r
(
r+j
j
)(
m+j
r+j+1
)
A∗m−r−1Am−r−1.
Let B ∈ B(H) be an n-isometry, n  m. Then
B∗n+jBn+j =
n∑
k=0
(−1)k
(
k+j−1
j−1
)(
n+j
k+j
)
B∗n−kBn−k
and
m+n−1∑
t=0
(−1)t
(
m+n−1
t
)
A∗m+n−1−tAm+n−1−t ⊗ B∗m+n−1−tBm+n−1−t
=
m−2∑
t=0
(−1)t
(
m+n−1
t
){ m−1∑
r=0
(−1)r
(
r+n−1−t
n−1−t
)(
m+n−1−t
r+n−t
)
A∗m−r−1Am−r−1
⊗
n∑
k=0
(−1)k
(
k+m−2−t
m−2−t
)(
m+n−1−t
k+m−1−t
)
B∗n−kBn−k
}
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+
n−1∑
t=m−1
(−1)t
(
m+n−1
t
){ m−1∑
r=0
(−1)r
(
r+n−1−t
n−1−t
)(
m+n−1−t
r+n−t
)
A∗m−r−1Am−r−1
⊗ B∗m+n−1−tBm+n−1−t
}
+
m+n−1∑
t=n
(−1)t
(
m+n−1
t
)
A∗m+n−1−tAm+n−1−t ⊗ B∗m+n−1−tBm+n−1−t
and the coefficient C(m−r)(n−k) of A∗m−r−1Am−r−1 ⊗ B∗n−kBn−k in this expression is
C(m−r)(n−k)
= (−1)r+k
{(
r+n−1
n−1
)(
m+n−1
r+n
)(
k+m−2
m−2
)(
m+n−1
k+m−1
)
+ (−1)
(
m+n−1
1
)(
r+n−2
n−2
)
×
(
m+n−1
r+n−1
)(
k+m−3
m−3
)(
m+n−2
k+m−2
)
+ · · · + (−1)m−2
(
m+n−1
m−2
)(
r+n−m+1
n−m+1
)(
n+1
r+n−m+2
)(
n+1
k+1
)
+ (−1)m−1
(
m+n−1
m+k−1
)(
r+n−m−k
n−m−k
)(
n−k
r+n−m−k+1
)}
= (−1)r+k
(
m+n−1
m−1
)(
n
k
){(
m+n−1
m−r−1
)(
n+r−1
r
) m − 1
m + k − 1 + (−1)
(
m+n−2
m−r−1
)
×
(
n+r−2
r
)(
m−2
1
) m − 1
m + k − 2 + · · · + (−1)
m−2( n+1
m−r−1
)(
n+r−m+1
r
)m − 1
k + 1
+ (−1)m−1
(
m−1
m−r−1
) (n − k)(n − k − 1) · · · (n − m − k + 1)
(r + n − m − k + 1)[(m + k − 1)(m + k − 2) · · · (k + 1)]
}
.
The following lemma will be required in the proof of our main result. (The author would at this point
like to take the opportunity to thank a referee for pointing out the inadequacy of the original version
of the proof of this lemma.)
Lemma 2.9. If 2  r  m − 1, then
Sr(2) =
m−2∑
t=0
(−1)t
(
m+n−1−t
m−r−1
)(
n+r−1−t
r−2
)(
m−2
t
)
= 0.
Proof. A simple calculation shows that(
m+n−1−t
m−r−1
)(
n+r−1−t
r−2
)
= (r − 1)
(
m−2
m−r−1
)(
m+n−1−t
m−2
) 1
n + r − t ;
hence
Sr(2) = (r − 1)
(
m−2
m−r−1
)
Sn(m − 2),
where
Sn(m − 2) =
m−2∑
t=0
(−1)t
(
m+n−1−t
m−2
)(
m−2
t
) 1
n + r − t .
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We now use Lemma 2.6 to prove that Sn(m − 2) = 0. Observe that
Sn(m − 2) = 1
m − 2
m−2∑
t=0
(−1)t
(
m+n−1−t
m−3
)(
m−2
t
)n + 2 − t
n + r − t
= 1
m − 2
m−2∑
t=0
(−1)t
(
m+n−1−t
m−3
)(
m−2
t
)
+ (−1)(r − 2)
m − 2
m−2∑
t=0
(−1)t
(
m+n−1−t
m−3
)(
m−2
t
) 1
n + r − t
= (−1)(r − 2)
m − 2
m−2∑
t=0
(−1)t
(
m+n−1−t
m−3
)(
m−2
t
) 1
n + r − t
= (−1)(r − 2)
(m − 2)(m − 3)
m−2∑
t=0
(−1)t
(
m+n−1−t
m−4
)(
m−2
t
)n + 3 − t
n + r − t
= (−1)(r − 2)
(m − 2)(m − 3)
m−2∑
t=0
(−1)t
(
m+n−1−t
m−4
)(
m−2
t
)
+ (−1)
2(r − 2)(r − 3)
(m − 2)(m − 3)
m−2∑
t=0
(−1)t
(
m+n−1−t
m−4
)(
m−2
t
) 1
n + r − t
= (−1)
2(r − 2)(r − 3)
(m − 2)(m − 3)
m−2∑
t=0
(−1)t
(
m+n−1−t
m−4
)(
m−2
t
) 1
n + r − t
= · · ·
= (−1)
r−2(r − 2)(r − 3) · · · 2.1
(m − 2)(m − 3) · · · (m − r)
m−2∑
t=0
(−1)t
(
m+n−1−t
m−r−1
)(
m−2
t
)
= 0
by Lemma 2.6. 
Replacing r − 2 by r − p, 2  p  r − 1, in Sr(2) it is seen that Sr(p) = ∑m−2t=0 (−1)t( m+n−1−tm−r−1
)
(
n+r−1−t
r−p
)(
m−2
t
)
= (r−p+1)
(
m−p
m−r−1
)
Sn(m−p), where an argument similar to that of the proof of
Lemma 2.9 shows that Sn(m− p) = ∑m−2t=0 (−1)t( m+n−1−tm−p )( m−2t
)
1
n+r−t = 0 for all 2  p  r−1.
Hence:
Sr(p) =
m−2∑
t=0
(−1)t
(
m+n−1−t
m−r−1
)(
n+r−1−t
r−p
)(
m−2
t
)
= 0 for all 2  p  r − 1.
We now prove our main result.
Theorem2.10. If A ∈ B(H) is m-isometric and B ∈ B(H) is n-isometric, then A⊗B ism+n−1-isometric.
Proof. An operator T ∈ B(H) is k-isometric if and only if T ⊗ I and I ⊗ T are k-isometric. Hence,
in view of the fact that A ⊗ B = (A ⊗ I)(I ⊗ B) = (I ⊗ B)(A ⊗ I), it would suffice to consider the
case m  n. Observe that if r = 0, then it is clear from Lemma 2.8 that the coefficient C(m)(n−k) of
A∗m−1Am−1 ⊗ B∗n−kBn−k is (−1)kC
(
n
k
)
, where C = C(m, n, r) is independent of k. We prove in the
following that a similar statement holds for all r  1.
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Let
Ip =
(
m+n−1
m−r−1
)(
n+r−1
r−p
) 1
m + k − 1 + (−1)
(
m+n−2
m−r−1
)(
n+r−2
r−p
)(
m−2
1
) 1
m + k − 2
+ · · · + (−1)m−2
(
n+1
m−r−1
)(
n+r−m+1
r−p
) 1
k + 1
for integers 0  p  r − 1 and
αp = 1
r(r − 1) · · · (r − p + 1)
{(
m+n−1
m−r−1
)(
r+n−1
r−p
)
+ (−1)
(
m+n−2
m−r−1
)(
r+n−2
r−p
)(
m−2
1
)
+ · · · + (−1)m−2
(
n+1
m−r−1
)(
r+n−m+1
r−p
)}
for integers 1  p  r. Then
I0 = 1
r
{(
m+n−1
m−r−1
)(
n+r−1
r−1
)[n − m − k + 1
m + k − 1 + 1
]
+ (−1)
(
m+n−2
m−r−1
)(
n+r−2
r−1
)(
m−2
1
)
×
[
n − m − k + 1
m + k − 2 + 1
]
+· · ·+(−1)m−2
(
n+1
m−r−1
)(
n+r−m+1
r−1
)[n−m−k+1
k+1 +1
]}
= n − m − k + 1
r
I1 + α1,
where α1 = α(m, n, r) is independent of k. Considering I1 we have:
1
r
I1 = 1
r(r − 1)
{(
m+n−1
m−r−1
)(
n+r−1
r−2
)[n − m − k + 2
m + k − 1 + 1
]
+ (−1)
(
m+n−2
m−r−1
)(
n+r−2
r−2
)(
m−2
1
)
×
[
n − m − k + 2
m + k − 2 + 1
]
+ · · ·+(−1)m−2
(
n+1
m−r−1
)(
n+r−m+1
r−2
)
[n−m−k+2
k+1 +1]
}
= n − m − k + 2
r(r − 1) I2 + α2.
Here
α2 = 1
r(r − 1)
{(
m+n−1
m−r−1
)(
n+r−1
r−2
)
+ (−1)
(
m+n−2
m−r−1
)(
n+r−2
r−2
)(
m−2
1
)
+ · · · + (−1)m−2
(
n+1
m−r−1
)(
n+r−m+1
r−2
)}
= 0,
by Lemma 2.9. Repeating this argument, and observing that αp = 0 for all 2  p  r, we have
1
r! Ir−1 =
n − m − k + r
r!
{(
m+n−1
m−r−1
) 1
m + k − 1 + (−1)
(
m+n−2
m−r−1
)(
m−2
1
) 1
m + k − 2
+ · · · + (−1)m−2
(
n+1
m−r−1
) 1
k + 1
}
+ αr = n − m − k + r
r! Ir,
and hence
I0 = (n − m − k + 1)(n − m − k + 2) · · · (n − m − k + r)
r! Ir + C,
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where (Ir is as above and) the scalar C = α1 is independent of k. Consider now Ir , observing all the
while that
βi = 1
(m − r − 1)(m − r − 2) · · · (m − r − 1 − i)
×
{(
m+n−1
m−r−2−i
)
+ (−1)
(
m+n−2
m−r−2−i
)(
m−2
1
)
+ · · · + (−1)m−2
(
n+1
m−r−2−i
)}
= 0 :
Ir = 1
m − r − 1
{(
m+n−1
m−r−2
)[n − m − k + r + 2
m + k − 1 + 1
]
+ (−1)
(
m+n−2
m−r−2
)(
m−2
1
)
×
[
n − m − k + r + 2
m + k − 2 + 1
]
+ · · · + (−1)m−2
(
n+1
m−r−2
)[n − m − k + r + 2
k + 1 + 1
]}
= n − m − k + r + 2
m − r − 1
{(
m+n−1
m−r−2
) 1
m + k − 1 + (−1)
(
m+n−2
m−r−2
)(
m−2
1
) 1
m + k − 2
+ · · · + (−1)m−2
(
n+1
m−r−2
) 1
k + 1
}
+ β0
= n − m − k + r + 2
m − r − 1
{(
m+n−1
m−r−2
) 1
m + k − 1 + (−1)
(
m+n−2
m−r−2
)(
m−2
1
) 1
m + k − 2
+ · · · + (−1)m−2
(
n+1
m−r−2
) 1
k + 1
}
.
Repeating the argument above, eventually we have
Ir = (n − m − k + r + 2) · · · (n − k)
(m − r − 1)!
×
{
1
m + k − 1 + (−1)
1
m + k − 2
(
m−2
1
)
+ · · · + (−1)m−2 1
k + 1
}
= (−1)m−2 [(n − m − k + r + 2)(n − m − k + r + 3) · · · (n − k)](m − 2)!
(m − r − 1)![(m + k − 1)(m + k − 2) · · · (k + 1)] .
It is now clear from the above that
I0 − C = (−1)
m−2
(n − m − k + r + 1) ×
(n − m − k + 1)(n − m − k + 2) · · · (n − k)
(k + 1)(k + 2) · · · (k + m − 1)
× (m − 2)!
r!(m − r − 1)!
= (−1)
m−2
(m − 1)(n − m − k + r + 1)
× (n − m − k + 1)(n − m − k + 2) · · · (n − k)
(k + 1)(k + 2) · · · (k + m − 1)
(
m−1
m−r−1
)
,
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and hence
C(m−r)(n−k) = (−1)r+k
(
m−1
m−r−1
)(
m+n−1
m−1
)(
n
k
){
(−1)m−2 1
(n − m − k + r + 1)
× (n − m − k + 1)(n − m − k + 2) · · · (n − k)
(k + 1)(k + 2) · · · (m + k − 1)
+ (−1)m−1 1
(n − m − k + r + 1)
× (n − m − k + 1)(n − m − k + 2) · · · (n − k)
(k + 1)(k + 2) · · · (m + k − 1) + C
}
= C(−1)r+k
(
m−1
m−r−1
)(
m+n−1
m−1
)(
n
k
)
,
where (see above) C = α1. Since
m+n−1∑
t=0
(−1)t
(
m+n−1
t
)
A∗m+n−1−tAm+n−1−t ⊗ B∗m+n−1−tBm+n−1−t
=
m−1∑
r=0
{
n∑
k=0
C(m−r)(n−k)A∗m−r−1Am−r−1 ⊗ B∗n−kBn−k
}
=
{
m−1∑
r=0
(−1)rC
(
m−1
m−r−1
)(
m+n−1
m−1
)
A∗m−r−1Am−r−1
}
⊗
n∑
k=0
(−1)k
(
n
k
)
B∗n−kBn−k = 0,
the proof is complete. 
Let C2(H) denote the Hilbert space of Hilbert–Schmidt operators on H; let LA ∈ B(C2(H)) and
RA ∈ B(C2(H)) denote the operators LA(T) = AT and RA(T) = TA of left and (respectively) right
multiplication by A. Then [6] the tensor product A ⊗ B∗ may be identified with the (length one)
elementaryoperatorLARB|C2(H), LARB(T) = ATB for allT ∈ C2(H). Consequently, Theorem2.10provides
the following affirmative answer to a conjecture of [5].
Corollary 2.11 [5, Remark 5.1]. If A ∈ B(H) is an m-isometry and B∗ ∈ B(H) is an n-isometry, then
LARB|B(C2(H)) is an m + n − 1-isometry.
Let A, B ∈ B(H). We note in closing that characterizations for A ⊗ B to be a 2-isometry or a 3-
isometry, similar to those for LARB∗ |B(C2(H)) [5, Sections 3 and 4], are possible. Thus (we leave the
details of the proof to the reader, see however [5]):
(a) A⊗ B is 2-isometric if and only if there exists a number μ > 0 such that either A∗A = μI and√μB is
2-isometric, or B∗B = μI and √μA is 2-isometric;
(b) A⊗ B is 3-isometric if and only if there exists a number μ > 0 such that either A∗A = μI and√μB is
3-isometric, or B∗B = μI and √μA is 3-isometric, or there exists a real number λ = 0 such that λA and
1
λ
B are 2-isometries.
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