ABSTRACT As the widespread of mobile devices in recent years, mobile crowdsensing (MCS) has become a powerful mechanism to produce knowledge by collecting the individual contributed sensor data. In this paper, we aim to solve the target tracking problem through mobile crowdsensing. The traditional tracking method tends to rely on photos or videos provided by pre-deployed monitors, which may consume much power resources. Different from the traditional tracking method, the tracking approach through mobile crowdsensing (TAMC) proposed in this paper utilizes the wireless communication of mobile users to collect and contribute the valuable information about the target's whereabouts. Specifically, whenever the mobile users witness the target person, they will take photos of the target person and report the location and time of witnessing the target to the platform. Due to the fact that mobile users communicate with the platform only when they witness the target, the crowdsensing network composed of mobile users can be seen as a green network. In this way, the visited location history and corresponding time sequence of the target are available through the reports of mobile users. Once a new report is uploaded to the platform, the location history is updated. Then, according to the latest report, we apply a tree-based location prediction model named XGBoost, which is a scalable machine learning system, to predict the next place to be visited by the target. Finally, we conduct extensive experiments on a large-scale real-world dataset, namely, the Gowalla check-in dataset. The experimental results show that compared with the baseline methods, the tracking approach can predict the next places accurately.
I. INTRODUCTION
Due to the fact that smartphones and iPads have been widely used in people's daily life, Mobile Crowdsensing (MCS) has emerged as a novel paradigm to carry out the task of collecting sensing data through the mobile devices. Now the smart devices are equipped with powerful sensors, which could collect various kinds of data such as picture, video, text and so on. Therefore, MCS has attracted a lot of attention in recent years and the technology advancements of many fields [1] , [2] . MCS has been used The associate editor coordinating the review of this manuscript and approving it for publication was Carol Fung.
to solve multiple problems ranging from roadside parking management [3] , road condition detection [4] , environmental pollution monitoring [5] and urban WiFi characterization [6] to digital map updating [7] . In general, a MCS system consists of three components: task requester, service platform and mobile user. Firstly the task requestor releases the task to the platform and then the platform is responsible to allocate the task to the mobile users who register on the service platform. Next, the mobile users move to the task location to perform the task and upload the data to the platform. Finally, the service platform analyzes and processes uploaded data. With the help of such a platform, in this paper, we aim to solve the target tracking problem under the mobile VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ crowdsensing scenario. Current target tracking systems are mainly based on pre-deployed video monitors, but in most of the rural and suburb areas, there are few monitors. Even in city, the monitor network may not be deployed densely and its coverage is also limited. Moreover, the image recognition performance of the monitor is affected by many factors such as weather and image resolution. In view of this phenomenon, we try to solve the target tracking problem with the help of MCS. Specifically, when some people or organizations want to track the location of someone (target person), they will publish the task to the service platform as the task requesters. Then, the platform will allocate the task to the mobile users. In this case, the platform could utilize the mobile users who are in the same city with the target person to collect information. When the mobile users witness the target person, they will take photos of the target person and upload the information to the platform including the time and the location they meet. Subsequently, the service platform can determine whether the users have identified the right target person by the uploaded photos and construct a location history list of the target person consisting of a series of place names and corresponding time. When a new report is uploaded to the service platform, the location history list will be updated. Intuitively, the target is very likely to be near the latest reported area. However, due to the mobility of the target and the delay in uploading the reports, the target probably has left the location of the last report in the present moment. To cope with this, we utilize a location prediction model to predict the next location that the target will visit. As shown in Fig. 1 , when mobile user A witnesses the target person at No.1 High School, he will take photos and report the current time '2017/06/12 9:12' and the place 'No.1 High School' where they meet to the platform, so does mobile user B. Whenever the platform receives a new report, firstly, it will determine whether the users have identified the right target person by uploaded photos. If the identification is right, the platform adds the place and time to the location history list. Then, the location prediction model will produce and update the next place list that the target person is most likely to go according to the latest report. The requester could search the target around the predicted locations.
So the essence of tracking target is location prediction. Song et al. [8] indicate that there exists 93% potential predictability in mobile user mobility. They prove the periodicity of human mobility. It is worth noting that a witness's report only contains one location information. The place sequence of the location history list is not consecutive, since the location in the latest report may not be the next place of the last reported place. Specifically, the target person may have visited multiple locations between the two consecutive uploaded reports. Different from conducting prediction according to a spatial-temporal location sequence, we predict the next location given the location information of the latest uploaded report. To solve this problem, we comprehensively utilize individual and global spatial-temporal data, friendship information and place attribute to predict the target movement. The place attribute here refers to the type of place, such as cinema, stadium and school. Intuitively, the individual mobility may have correlation with his friends. That is to say, a person may move to the location where his friends have ever been. Another challenge emerges that how to utilize the information from multiple aspects mentioned above comprehensively. we extract various kinds of features collaboratively and then put them into a supervised classification model, named XGBoost [9] to predict target movement. Explicitly, we regard all the places in the city where the target person appears often as the candidate place set and use the trained model to calculate the probabilities that the target person will arrive at the candidate places. Finally, the approach ranks the candidate places in a descending order of the probabilities and returns a top-k next place list.
In conclusion, the main contributions in this paper are summarized as follows:
• We put forward the target tracking problem under mobile crowdsensing scenario. Unlike most traditional tracking approaches which are based on pre-deployed video cameras, we aim to solve the target tracking problem by means of mobile users, who will take photos and report the location and time information to the system when they witness the target.
• We extract features from multiple aspects: spatialtemporal information, friendship information and place attribute. Then, we utilize them to train the supervised classification model collaboratively.
• To efficiently predict the target's location, we address the location prediction problem as a binary classification problem and utilize a supervised learning model named XGBoost, which is a scalable machine learning system, to judge whether a place in the candidate location list will be visited by the target person. Furthermore, the model will give the probability that the target person will arrive at each candidate location. Through sorting the probabilities, we could get the top-k locations that are most likely to be visited by the target.
• We conduct extensive experiments on a real-world dataset to evaluate the performance of the proposed approach. The experimental results show that the proposed approach is superior to the baseline methods on various metrics. The remainder of our paper is organized as follows. In Section II, we review the related works. Section III describes and formulates the problem. In Section IV, we give the description about feature extraction. Section V introduces the theoretical principle of the location prediction model in detail. In Section VI, we demonstrate the experiment results. Finally, in Section VII, we conclude the paper.
II. RELATED WORKS A. TRADITIONAL TARGET TRACKING
The traditional method of tracking target is by the means of pre-deployed video monitors. There are several literatures about tracking target in the wireless sensor network. Liu et al. [10] put forward a dynamic node cooperation prediction framework in wireless video sensor network. In their paper, they build a nonlinear localization-oriented sensing model and apply the Sequential Monte Carlo algorithm (SMC) to compute the target location. The proposed node cooperation framework can balance the tradeoff between the performance of the framework and the total cost of the algorithm. In [11] , the authors aim to solve the minimum camera barrier coverage problem in wireless sensor networks. They model the full-view-covered regions and their relationships as a directed graph and propose an algorithm based on the graph. Furthermore, they prove the correctness of the solution.
B. TARGET TRACKING IN MOBILE CROWDSENSING
There are some works about tracking target under mobile crowdsensing scenario. Shin et al. [12] develop a mobile application to expedite the process of finding missing children by means of crowd cooperation. However, the application needs to coordinate with the special nametag carried with children. This way increases the cost of system and affects the availability negatively. In [13] , the authors develop a crowdsensing-based object tracking system (CrowdTracker) for the purpose of tracking vehicles on road. Visual Crowd Sensing (VCS) is applied to the tracking system which utilizes participants' contributed photos with a lower incentive cost. Cao et al. [14] put forward a target tracking framework in wireless sensor network based on crowdsourcing, explicitly, they design a market mechanism for sensors to exchange information in order to track object on assumption that the sensors are selfish and profit-incentive. In general, the literatures mentioned above pay no attention to tracking human through predicting human mobility. Different from these studies, in this paper, we track the target person by predicting human mobility.
C. LOCATION PREDICTION
It is of great importance to predict the target movement in order to track target trajectory. There are a lot of works that address the future location prediction problem. As the Markov model can address the time sequence data, it is widely used to build the location prediction model. Kim et al. [15] propose a location prediction framework to predict user destination based on hidden Markov model. They use k-nearest neighbor and decision tree to recognize user's current location and have developed a prediction system on smart phones. In [16] , the authors analyze the characteristic of human mobility and build a hybrid Markov model considering the time distribution of trajectory patterns. In order to improve the performance of the prediction model, they take the time when location is visited into consideration. In [17] , the authors design a system utilizing a hidden Markov model in order to predict the users' destinations when they start a new trip based on the GPS log history. Moreover, the approach proposed produces a street-map for each user to improve the performance of the system. In recent years, neural network has received more and more attention and some researchers have applied it to solve location prediction problem. Parija et al. [18] put forward a neural network model using back propagation technique to predict the position of mobile user in cellar network environment. Kim et al. [19] put forward a vehicle route prediction model which utilizes recurrent neural network called long short-term memory to analyze the temporal behaviors of the vehicle from a large amount of data.
The Markov model is appropriate to process the relatively dense spatial-temporal data with consecutive place trajectory. However, when facing data with sparse location points, the performance of Markov chain based model is not satisfactory in most cases. Although neural network model is capable of dealing with the sparse data in the training process, the process of training the neural network model needs a huge number of data and the design of the neural network is complex. The tracking approach proposed in this paper can predict the future location given only one mobility record, moreover, the data size required in training process is not as large as the neural network.
III. PROBLEM DESCRIPTION AND FORMULATION
As mentioned before, whenever the mobile user finds the appearance of the target person, he will take photos and report the location and time of witnessing the target person. Then, the location history list is updated and the requester can search the target with the help of the reported list. Compared with the way that only provides the latest reported location, this approach can provide more valuable information to analyze and judge the possible next places of the target. Obviously, the location prediction model plays an important role during the predicting process.
We assume that the target person's historical mobility record and friendship information are available for the platform. It is worth noting that the target's historical mobility records are different from the location history list. The location history list consists of place and time series reported by mobile users. The historical mobility records keep the individual's mobility information in the past period of time. According to the latest record in the location history list, VOLUME 7, 2019 we extract individual mobility features from the historical mobility record. The friends mentioned in the paper are the target's friends on social network. The friendship information contains the friends' historical mobility records. Another assumption is that the total historical mobility records are available on the platform by means of large-scale crowdsourcing. So we can extract global mobility features to help predict the future location of the target. The platform can obtain the corresponding type of place easily, such as school and restaurant, so we can extract the features from it. The assumptions mentioned above are practical when the government or the police want to track somebody when traditional tracking methods perform unsatisfactorily. The police can access the target's historical mobility records and friendship information, so they can track the target with the help of the tracking approach proposed in this paper. As shown in Fig. 2 , when a mobile user finds the target person, a new report is uploaded to the service platform. It is added to the location history list firstly. Then, the platform replaces the place name in the report with a unique place ID and adds the item of place type in report. Subsequently, the features from the target's historical mobility record, the total historical mobility record and place type as well as friendship information are extracted respectively. Finally, the features are put into the location prediction model to predict the possible next places. It is worth noting that the corresponding candidate place set is determined through selecting all the places of the city where the target person resides. Specifically, we can select all the places in the large-scale crowdsourcing data in the given city. For each candidate place, the model will predict the probability to be visited by the target. The platform returns a next place list including top-k places most likely to be visited in the end.
For each target person u, assume that the report about u's location after processed by platform is a triple p, t, s . Specifically, its latest reported place ID and time are defined as p, t and the place type is s. We define the candidate place set of u as L u . Then we formulate the next place prediction problem as follows. Given a triple p, t, s of the latest report reported by the mobile user, we try to predict the next places probably to be visited by the target person u. For each place l ∈ L u , we need to judge whether l will be visited by the target person and compute the probability that the target person will visit l in the future. Finally we rank the set of L u according to the probabilities and select the top-k places most likely to be visited. To solve this prediction problem, we formulate it as a binary classification problem and apply a binary classification strategy in the paper. Then for one candidate place, we will judge whether the place will be visited by the target. As shown in Fig. 3 , when the mobile user witnesses the target, a new report about the target person will be uploaded to the platform, the triple p, t, s is updated. Then, the features are extracted and the algorithm is used to predict the next location where the target will be according to the new triple. For each place in target's candidate place set, the prediction model will provide the probability that it will be visited by the target. In Fig. 3 , the platform produces a next place list which contains the places probably to be visited by the target. In the list, the probabilities of visiting school, park and shopping mall are 0.3, 0.7 and 0.6 respectively. Since it is a binary classification task, so it is worth noting that the probabilities of each candidate place are independent, that is to say, the sum of them is not equal to 1. The main notations used through the paper are illustrated in Table 1 .
IV. FEATURE EXTRACTION
As mentioned above, we will utilize multiple aspects of data to collaboratively predict the next place. To this end, we use a prediction model named XGBoost, which is a scalable machine learning system. The most important factor of its success is its scalability in nearly all scenarios. We need to extract features from the individual historical mobility record, the total historical mobility record and place type as well as friendship information to train the prediction model and produce the prediction results.
In this section, we give a detailed description of features used to solve the next place prediction problem. We divide them into three categories: individual mobility feature, global mobility feature and context feature. Individual mobility feature is extracted from the target's mobility information, while global mobility feature is extracted from large-scale crowdsourcing data of mobile users, it reflects the common rules about human mobility. Besides, context feature is relevant to friendship data and the place type. We denote l 0 and t 0 as the target's location and time reported by the mobile user. Moreover, the historical mobility record of individual u is expressed as R u = {r 1 , r 2 , . . . , r n }, where r i = p, t, s . Each item in the list R u is in chronological order. Total historical mobility records of all individuals are defined as R. Let U be the set of all individuals. For individual u, let (r f , r n ) denote the two consecutive records in R u .
A. INDIVIDUAL MOBILITY FEATURE
Many researches [20] , [21] have shown that human mobility has a strong periodicity, which means that people tend to appear in the same location around the similar time of the day. The features can provide insightful and significant information to predict the possible next place.
1) INDIVIDUAL PLACE TRANSITION
Here we consider the time periodicity of human movement. Intuitively, it is very important to consider individual direct transition among places. This feature is represented by the number of the direct transitions from l 0 to the place l c of the target in the past [22] . This value can be obtained by counting the past direct transitions in the target person's historical mobility data, which is defined as Eq. (1).
There is a significant difference in human behavior among different days of a week. For week mode, w(t) = {1, 2, 3, 4, 5, 6, 7}, which represents the day of the week from Monday to Sunday, respectively. w(t 0 ) represents the day of the week of the reported time t 0 of witnessing the target, then we extract week mode visit feature, which measures the number of visits in place l c in w(t 0 ) of target u, as shown in Eq. (2).
To model human mobility in the different time of a day, we divide the period of a day into four parts: before dawn (0:00-6:00), morning (6:00-12:00), afternoon (12:00-18:00), night (18:00-24:00). For day mode, we map the time into discrete time windows. d(t) = {1, 2, 3, 4} represents the above divided four parts respectively. Specifically, d(t 0 ) represents the corresponding part in the day mode of the reported time t 0 of witnessing the target. The feature models the number of visits in place l c in d(t 0 ) of target u, which is defined as Eq. (3).
4) TRANSITION TIME
This feature represents the average elapse time spent by the target u from current place l 0 to the place l c . For place l c , let
B. GLOBAL MOBILITY FEATURE
In most cases, people tend to follow common paths [23] . For example, children always go to school on similar routes and the public bus also follows the same route. This property has been used by many literatures to predict the next place. Now we demonstrate how we extract the global mobility feature from the global information to help solving the next place prediction problem. The details are shown as follows.
1) NUMBER OF VISITORS
This feature measures the popularity from the global view. There are some places, such as train station, tourist spot, which will always attract many people to go there. Based on the assumption that a person may follow the crowd, the feature counts the number of distinct visitors that have visited VOLUME 7, 2019 place l c before, which is formally expressed as Eq. (5).
2) NUMBER OF VISITS
This feature cooperatively works with the feature Number of visitors. This feature counts the number of total visits to the place l c of all visitors and is also a measurement of popularity, which is defined as Eq. (6).
C. CONTEXT FEATURE
To improve the performance of the model, we also extract some other context features from friendship information and the place type. The previous works have found that the significant influence of the friendship to human mobility. For instance, in [24] , the authors find that mobile users' behaviors are affected by their social friendship from spatial and temporal dimensions in location based social network.
In [25] , the authors find that it is a great possibility for an individual to move to where a friend has visited previously. The authors in [26] use the place type to infer the people's current activities and further solve the next place prediction problem. The exhaustive description is shown as follows.
1) NUMBER OF FRIENDS' VISITS
As mentioned above, an individual may go to the place where the friends have visited. This feature calculates the number of the target person's friends' visits in place l c , which is shown in Eq. (7). Here, we denote F(u) as the friend set of u.
2) PLACE TYPE TRANSITION
To the case of the direct movement, measuring the place type transition of the target person is meaningful to help improving the performance of the prediction model. This feature is defined as follows.
Given a reported location for prediction, we have a candidate place set. The features calculate a numeric value for the candidate place and all the features of a place form a feature vector. The feature vector is the input of the location prediction model. That is to say, the candidate place information is input to the prediction model in the form of the feature vector. Then, the model will calculate the probability of the candidate place to be visited by the target.
V. SUPERVISED CLASSIFICATION MODEL
In this section, we put the previous features into a supervised learning model. As mentioned before, we formulate the next place prediction problem into a binary classification problem. Then for each place in the candidate place set, the model calculates the probability that the target person will visit in the future and ranks the probabilities in descending order, so that we could select the top-k places most likely to be visited.
Just as other machine learning systems, the prediction model needs the training process to adjust the parameters and model structure. The data used to train the model is called training set. To construct the training set, for the two consecutive records in historical mobility record, we regard the place in the former record as the current location and the place in the latter record as the next place. We build the positive samples by extracting the features according to the two consecutive records and add a positive label to it. Then, to build the negative samples, we randomly select ten other places that the target person has not visited before, extract features and add negative labels to them. In this way, the extracted features are mapped to the corresponding samples. The training process aims to teach the model what the important characteristics are and how to adjust the structure and parameters to get a good prediction performance. As there also exist some parameters in the model that need to set manually, we use the validation set to evaluate the model and parameters. The validation set is built in the same way as the training set. it is worth noting that the training set and the validation set are disjoint.
We utilize a tree-based prediction model, named XGBoost, to learn the way in which the feature vectors correspond to the positive and negative labels. XGBoost is a powerful and scalable machine learning system, which is a tree boosting system based on multiple regression trees. Now, we will give a detailed description about how XGBoost works. First, we give a brief introduction about the structure of regression tree. The node in the regression tree except the leaf node represents a feature which splits the sample into two parts. Unlike decision tree, the leaf of tree contains a continuous score. As Fig. 4 displays, the tree contains two features: Visitor_num and Day_visit. Their corresponding split points are 20 and 30. The three leaf nodes contain sample set (x 1 , x 2 ), (x 3 ), (x 4 , x 5 ) and correspond to score 1.9, 2.5, 3.0, respectively. By means of regression tree, the given example is mapped to a leaf index and a corresponding score.
XGBoost is a tree boosting system which is based on multiple regression trees. As shown in Fig. 5 , the final prediction 
whereŷ i is the prediction result, M is the number of regression trees in the system and f m corresponds to the output of m-th regression tree. As mentioned above, the final prediction result is the sum of regression trees' results, which are calculated by the scores of the corresponding leaves in each tree (denoted by d). In order to learn the function of the model, the objective is shown as follow.
Here l(ŷ i , y i ) measures the difference between the prediction resultŷ i and the true label y i which is a differential convex function. E is the number of a tree's leaves. α and λ are two constants.
is used for regularization. Actually, it is used to avoid over-fitting by training a model applying simple functions. The more complex the model is, the larger will be. In conclusion, can be regarded as a penalty of the complex model. Letŷ 
Then, according to the second-order Taylor expansion Eq. (12) is obtained. (12) where
, by removing the constant term, a simplified version of objective at k-th iteration is represented as follow.
Let V j denote the sample set that map to leaf j and according to Eq. (10), Eq. (13) can be rewritten as follow.
According to the structure of a regression tree, the optimal score d * j of a leaf j can be calculated by Eq. (15) .
And Eq. (15) is obtained by
So the corresponding optimal value of L (k) is shown as follow.
Eq. (16) can be regarded as a score function to evaluate the performance of the regression tree. Due to the fact that there is no way to enumerate all the tree structures, hence, the model adopts a greedy algorithm. Specifically, it starts from a single node then splits the node and adds the branches to the tree iteratively. Let V L and V R signify the sample sets of left and right nodes, respectively. Let V = V L ∪ V R , then the decrease of the loss after the split is shown as follow.
In each iteration that the node is divided, the model chooses the feature and split point that make G largest, then continues to split the child node through the above approach until the max depth of the tree reaches the given threshold. Finally, all the trees are built one by one. It is worth noting that the probability that a candidate place will be visited by the target person is calculated by mapping the final score into a sigmoid function. VOLUME 7, 2019 To find the best feature and the split point in each iteration, one basic feasible approach is to enumerate over all possible features and split points greedily. In order to accelerate the greedy process, the algorithm sorts the data according to the feature values and enumerates data in the sorted order. However, when the size of data is large, it needs high computational and memory demanding. In the worst situation, the data may be too large to be put into the memory. The greedy algorithm is not practical in this case. A weighted quantile sketch algorithm [9] is used in this situation, which is a kind of approximate algorithm. Its basic idea is extracting a portion of split points according to the quantiles of features' distribution without enumerating all split points.
In conclusion, XGBoost is a tree-based boosting system with the help of multiple regression trees. This is an efficient and widely used machine learning approach.
VI. EXPERIMENT EVALUATION A. DATA PREPARATION
In this paper, we use a real-world dataset to carry out the extensive experiment for evaluating the performance of the proposed approach. The dataset [27] was collected from a location based social network site, called Gowalla, which contains more than 600,000 users. The dataset contains more than thirty million check-in records made by 319,063 users over 2,844,076 locations. According to the type of place, the places in the dataset have been classified into seven root categories, such as community, food, outdoors, shopping and so on. Each of them contains some subcategories. An example of the distribution of check-in points is shown in Fig. 6 . To prove that the result of the proposed model does not depend on the specific dataset, we choose check-in records in two cities, i.e., Honolulu and London as experiment datasets. The detailed parameters of selected datasets are shown in Table 2 . The time scope of the check-in data is three years ranging from 2009 to 2011 and the number of check-in records in 2010 is much larger than that of 2009 and 2011. Hence, we select check-in records in 2010 and delete the places with no type information in experiment. 
B. EVALUATION METRICS
In order to evaluate the performance of the proposed model, we measure the following metrics in this paper. , where |L| is the candidate list size and rank(k) is the ranking of the place k in the prediction list after sorting all the places in descending order of the probabilities to be visited. The PR is equal to 1 when the place is ranked first. The Average Percentile Rank (APR) is obtained by calculating the average value of all correct predictions and it measures the normalized position of the correct predictions.
C. RESULTS AND EVALUATION
The historical mobility records are divided into four parts, the recording period is set as one year. Explicitly, we use the data from July to September as the training set and the data from October to November as validation set. Finally, we use the data in December as testing set and the data from January to June are used to extract features. The baseline methods considered in our experiments are Logistic Regression (LR), Random Forest (RF), K-Nearest Neighbor (KNN). They are all widely used and classical classification algorithms. First, we compare the prediction performance of TAMC proposed in this paper with the baseline methods in the validation set. The results are shown in Fig. 7 . It is obvious that the proposed approach outperforms the baseline methods in terms of precision, recall and F1 score in both Honolulu and London datasets. Explicitly, F1 score of TAMC is 8% and 13% higher than that of Random Forest (the best baseline method) in Honolulu and London datasets, respectively. The precision metric of TAMC is 5% higher than that of the best baseline method in both datasets. In Honolulu dataset, the precision metric of TAMC is 15% higher than that of the worst baseline method. The recall metric of TAMC is 10% and 14% higher than that of the best baseline method in Honolulu and London datasets respectively. In Honolulu dataset, the recall metric of TAMC is 32% higher than that of the worst baseline method. Next, we evaluate the prediction performance by comparing Accuracy@N and Average Percentile Rank (APR) which demonstrate the effectiveness of the prediction model. Performance comparisons are displayed in Fig. 8 and Table. 4. As is shown in Fig. 8 , Accuracy@N of all the methods grow with the increase of the prediction list size N . The performance of TAMC is superior to the baseline methods. Specifically, the value of TAMC is at least 0.1 higher than that of the best baseline method in both Honolulu and London dataset. KNN is the worst method in both two datasets. When the prediction list size N is 6, the value of TAMC is 0.32 higher than that of KNN in Honolulu dataset. It is evident that when the prediction list size is 10, the disparity of the value of TAMC between the best baseline method is the most which is up to 0.19 in London dataset. When the prediction list size is 9, the Accuracy@N value of TAMC exceeds 0.7 on both Honolulu and London datasets, which are 0.75 and 0.71, respectively. Table. 4 plots Average Percentile Rank about different methods on two datasets. We can see that in London dataset, the APR values of LR and RF are close to that of TAMC, while the disparity becomes large in Honolulu dataset. Specifically, TAMC is 0.99 in two datasets, the result is 0.3 higher than RF and 0.6 higher than LR. As there exist thousands of places in the candidate place set in each prediction, it means that the average rank of the correctly predicted places in TAMC is higher than that of other baseline methods at least dozens of positions.
In order to prove the effectiveness of applying the combined features, we evaluate the performance of TAMC with combined features in contrast to the three baseline methods. Individual Feature based Method (IFM) means the baseline method that only uses individual mobility features and Global Feature based Method (GFM) represents the baseline method that only takes global mobility features into consideration, while Context Feature based Method (CFM) signifies the baseline method using the context features mentioned before. Accuracy@N and APR comparison results between different baseline methods are displayed in Fig. 9 and Table. 5. In Fig. 9-(a) , when N is equal to 8 and 9, though the value of TAMC and IFM coincide approximately, the value of TAMC is still higher than IFM. The value of IFM is the highest in London dataset when the next predicted location list is small, but as the list size N increases, the TAMC performs better than other baseline methods. Though the value of CFM is the lowest among all methods in Fig. 9-(b) , as the prediction size N increases, the value of CFM increases. When the prediction size is 10, Accuracy@N of CFM approximates to the value of GFM. Table. 5 demonstrates Average Percentile Rank (APR) comparison results on different kinds of features. The APR of CFM is the worst in both Honolulu and London dataset, specifically, the value is 0.81 and 0.74 respectively. The APRs of TAMC and IFM are equal to 0.99 and are higher than the other two baseline methods. In Honolulu dataset, the difference between the highest value and the lowest value is 0.14 and in London dataset, this difference is 0.2. In general, from Fig. 9 and Table. 5, we can conclude that the individual mobility feature plays an important role in the model, while the global mobility feature and the context feature have auxiliary effects to predict the next place. Fig. 10 shows Accuracy@N performed by using single feature to predict the next place with the change of the prediction list size. From Fig. 10 , we can conclude that in most cases, using the single feature does not have a good prediction performance. In Fig. 10-(a) , only Accuracy@N of the feature Individual place transition (Place_trans) exceeds 0.6 when the prediction list size is 10. The value of feature Number of visits (Visit_num) below 0.1 which is the lowest among all features. The value of most features grow along with the increase of the prediction list size N except Friend_visit. And in Fig. 10-(b) , the highest value of Accuracy@N is about 0.6, in the worst case, the value is below 0.1. The values of feature Individual place transition (Place_trans), Transition time (Trans_time) and Week mode visit (Week_visit) are the highest along with the increase of the prediction size N . Fig. 11 demonstrates the value of Average Percentile Rank comparison results for using the feature individually. The main observation is that the values of feature Day mode visit (Day_visit), Week mode visit (Week_visit) and Number of visits (Visit_num) are higher than that of others in both Honolulu and London dataset and the value of Number of visitors (Visitor_num) is the lowest in both datasets.
In conclusion, the tracking approach proposed in this paper performs better than the baseline methods. It can produce the next location list which contains the true next place with a relatively high possibility and rank it in the front position of the list.
VII. CONCLUSION
In this paper, we propose an efficient target tracking approach through mobile crowdsensing to solve the target tracking problem. The mobile users communicate with the MCS platform only when they find the appearance of the target. Hence, the mobile users form a crowdsensing network by means of wireless communications, which consume low energy resources. By collecting the reports of mobile users, the approach builds a location history list of the target, so that the searcher could track the target according to the location history list. Sometimes the searcher probably fails to find the target due to the mobility of the target. To overcome this problem, we propose and formulate a next place prediction problem to predict the next place list that may be visited by the target and address this problem as a binary classification problem. Furthermore, we utilize a location prediction model, named XGBoost, to predict the next places possibly to be visited by the target. Specifically, for each place in the candidate place set, we predict the probability that will be visited by the target and build a next place list which contains top-k places that the target will most likely reach. To improve the prediction performance of the model, we extract the combined features including individual mobility feature, global mobility feature as well as context feature to train the prediction model. Finally, we evaluate the model on a large-scale real-world dataset. The experimental results demonstrate that the proposed approach can effectively track target movement. 
