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WELLPOSEDNESS OF BOUNDED SOLUTIONS
OF THE NON-HOMOGENEOUS INITIAL BOUNDARY
FOR THE SHORT PULSE EQUATION
GIUSEPPE MARIA COCLITE AND LORENZO DI RUVO
Abstract. The short pulse equation provides a model for the propagation of ultra-short light
pulses in silica optical fibers. It is a nonlinear evolution equation. In this paper the wellposedness
of bounded solutions for the inhomogeneous initial boundary value problem associated to this
equation is studied.
1. Introduction
The short pulse equation has the form
(1.1) 2∂x1∂φA0 + χ
(3)∂2φφA
3
0 +
1
c22
A0 = 0,
where A0 is the light wave amplitude, φ =
t−x
ε
, x1 = εx, ε is a small scale parameter, and
χ(3) is the third order magnetic susceptibility. (1.1) was introduced recently by Scha¨fer
and Wayne [21] as a model equation describing the propagation of ultra-short light pulses
in silica optical fibers. It provides also an approximation of nonlinear wave packets in
dispersive media in the limit of few cycles on the ultra-short pulse scale. Numerical
simulations [5] show that the short pulse equation approximation to Maxwell’s equations
in the case when the pulse spectrum is not narrowly localized around the carrier frequency
is better than the one obtained from the nonlinear Schro¨dinger equation, which models
the evolution of slowly varying wave trains. Such ultra-short plays a key role in the
development of future technologies of ultra-fast optical transmission of informations.
In [4] the author studied a new hierarchy of equations containing the short pulse equa-
tion (1.1) and the elastic beam equation, which describes nonlinear transverse oscillations
of elastic beams under tension. He showed that the hierarchy of equations is integrable.
He obtained the two compatible Hamiltonian structures and constructed an infinite series
of both local and nonlocal conserved charges. Moreover, he gave the Lax description for
both systems. The integrability and the existence of solitary wave solutions have been
studied in [19, 20].
Well-posedness and wave breaking for the short pulse equation have been studied in
[21] and [16], respectively.
[3] (table 4.1.2, pag. 212) shows that, for some polymers, χ(3) is a negative constant.
Therefore, (1.1) reads
(1.2) 2∂x1∂φA0 − k
2∂2φφA
3
0 +
1
c22
A0 = 0, χ
(3) = −k2.
Following [1, 12, 13, 15], we consider the admensional form of (1.2)
(1.3) ∂x
(
∂tu+ 3u
2∂xu
)
= u.
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Indeed, multiplying (1.2) by −c22, we have
(1.4) − 2c22∂x1∂φA0 + c
2
2k
2∂2φφA
3
0 = A0
Consider the following Robelo transformation (see [1, 13, 15]):
(1.5) x1 = D1t, φ = D2x,
where D1 and D2 are two constants that will be specified later. Therefore,
(1.6) ∂x1 = D1∂t, ∂φ = D2∂x.
Taking A0(x1, φ) = u(t, x), it follows from (1.1) and (1.6) that
(1.7) − 2c22D1D2∂x(∂tu) + 3c
2
2k
2D22∂x
(
u2∂xu
)
= u.
We choose D1, D2 so that
2c22D1D2 = −1, c
2
2k
2D22 = 1,
that is
(1.8) D1 = −
k
2c2
, D2 =
1
c2k
.
Therefore, (1.3) follows from (1.7) and (1.8).
It is interesting to remind that equation (1.3) was proposed earlier in [18] in the context
of plasma physic.
We are interested in the initial-boundary value problem for this equation, so we augment
(1.3) with the boundary condition
(1.9) u(t, 0) = g(t), t > 0,
and the initial datum
(1.10) u(0, x) = u0(x), x > 0,
on which we assume that
(1.11) u0 ∈ L
∞(0,∞) ∩ L1(0,∞),
∫
∞
0
u0(x)dx = 0.
On the function
(1.12) P0(x) =
∫ x
0
u0(y)dy,
we assume that
(1.13) ‖P0‖
2
L2(0,∞) =
∫
∞
0
(∫ x
0
u0(y)dy
)2
dx <∞.
On the boundary datum g, we assume that
(1.14) g(t) ∈ L∞(0,∞).
Integrating (1.3) in (0, x) we gain the integro-differential formulation of (1.3) (see [19])
(1.15)


∂tu+ 3u
2∂xu =
∫ x
0 u(t, y)dy, t > 0, x > 0,
u(t, 0) = g(t), t > 0,
u(0, x) = u0(x), x > 0,
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that is equivalent to
(1.16)


∂tu+ 3u
2∂xu = P, t > 0, x > 0,
∂xP = u, t > 0, x > 0,
u(t, 0) = g(t), t > 0,
P (t, 0) = 0, t > 0,
u(0, x) = u0(x), x > 0.
One of the main issues in the analysis of (1.16) is that the equation is not preserving
the L1 norm, as a consequence the nonlocal source term P and the solution u are a priori
only locally bounded. Indeed, from (1.15) and (1.16) is clear that we cannot have any L∞
bound without an L1 bound. Since we are interested in the bounded solutions of (1.3),
some assumptions on the decay at infinity of the initial condition u0 are needed. The
unique useful conserved quantities are
t 7−→
∫
u(t, x)dx = 0, t 7−→
∫
u2(t, x)dx.
In the sense that if u(t, ·) has zero mean at time t = 0, then it will have zero mean at any
time t > 0. In addition, the L2 norm of u(t, ·) is constant with respect to t. Therefore,
we require that initial condition u0 belongs to L
2 ∩ L∞ and has zero mean.
Due to the regularizing effect of the P equation in (1.16) we have that
(1.17) u ∈ L∞((0, T ) × (0,∞)) =⇒ P ∈ L∞(0, T ;W 1,∞(0,∞)), T > 0.
Therefore, if a map u ∈ L∞((0, T ) × (0,∞)), T > 0, satisfies, for every convex map
η ∈ C2(R),
(1.18) ∂tη(u) + ∂xq(u)− η
′(u)P ≤ 0, q(u) =
∫ u
3ξ2η′(ξ) dξ,
in the sense of distributions, then [11, Theorem 1.1] provides the existence of strong trace
uτ0 on the boundary x = 0.
We give the following definition of solution (see [2]):
Definition 1.1. We say that u ∈ L∞((0, T ) × (0,∞)), T > 0, is an entropy solution of
the initial-boundary value problem (1.3), (1.9), and (1.10) if for every nonnegative test
function φ ∈ C2(R2) with compact support, and c ∈ R∫
∞
0
∫
∞
0
(
|u− c|∂tφ+ sign (u− c)
(
u3 − c3
)
∂xφ
)
dtdx
+
∫
∞
0
∫
∞
0
sign (u− c)Pφdtdx
+
∫
∞
0
sign (g(t) − c)
(
(uτ0(t))
3 − c3
)
φ(t, 0)dt
+
∫
∞
0
|u0(x)− c|φ(0, x)dx ≥ 0,
(1.19)
where uτ0(t) is the trace of u on the boundary x = 0.
The main result of this paper is the following theorem.
Theorem 1.1. Assume (1.11), (1.13) and (1.14). The initial-boundary value problem
(1.3), (1.9) and (1.10) possesses an unique entropy solution u in the sense of Definition
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1.1. Moreover, if u and v are two entropy solutions of (1.3), (1.9), (1.10) in the sense of
Definition 1.1 the following inequality holds
(1.20) ‖u(t, ·)− v(t, ·)‖L1(0,R) ≤ e
C(T )t ‖u(0, ·) − v(0, ·)‖L1(0,R+C(T )t) ,
for almost every 0 < t < T , R > 0, and some suitable constant C(T ) > 0.
The paper is organized as follows. In Section 2 we prove several a priori estimates on
a vanishing viscosity approximation of (1.16). Those play a key role in the proof of our
main result, that is given in Section 3
2. Vanishing viscosity approximation
Our existence argument is based on passing to the limit in a vanishing viscosity ap-
proximation of (1.16).
Fix a small number ε > 0, and let uε = uε(t, x) be the unique classical solution of the
following mixed problem
(2.1)


∂tuε + 3u
2
ε∂xuε = Pε + ε∂
2
xxuε, t > 0, x > 0,
∂xPε = uε, t > 0, x > 0,
uε(t, 0) = gε(t), t > 0,
Pε(t, 0) = 0, t > 0,
uε(0, x) = u0,ε(x), x > 0,
where uε,0 and gε are C
∞(0,∞) approximations of u0 and g such that
u0,ε → u0, a.e. and in L
p(0,∞), 1 ≤ p <∞,,
P0,ε → P0, in L
2(0,∞),
gε → g, a.e. and in L
p
loc(0,∞), 1 ≤ p <∞,
‖uε,0‖L∞(0,∞) ≤ ‖u0‖L∞(0,∞) , ‖uε,0‖L2(0,∞) ≤ ‖u0‖L2(0,∞) ,
‖uε,0‖L4(0,∞) ≤ ‖u0‖L4(0,∞) ,
∫
∞
0
uε,0(x)dx = 0,
‖Pε,0‖L2(0,∞) ≤ ‖P0‖L2(0,∞) , ‖gε‖L∞(0,∞) ≤ C0,
(2.2)
and C0 is a constant independent on ε.
Clearly, (2.1) is equivalent to the integro-differential problem
(2.3)


∂tuε + 3u
2
ε∂xuε =
∫ x
0 uε(t, y)dy + ε∂
2
xxuε, t > 0, x > 0,
uε(t, 0) = gε(t), t > 0,
uε(0, x) = uε,0(x), x > 0.
Let us prove some a priori estimates on uε and Pε, denoting with C0 the constants
which depend only on the initial data, and C(T ) the constants which depend also on T .
Arguing as [9, Lemma 1], or [12, Lemma 2.2.1], we have the following result.
Lemma 2.1. The following statements are equivalent∫
∞
0
uε(t, x)dx = 0, t ≥ 0,(2.4)
d
dt
∫
∞
0
u2εdx+ 2ε
∫
∞
0
(∂xuε)
2dx =
3
2
g4ε(t) + 2εgε(t)∂xuε(t, 0), t > 0.(2.5)
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Proof. Let t > 0. We begin by proving that (2.4) implies (2.5). Multiplying (2.3) by uε,
an integration on (0,∞) gives
d
dt
∫
∞
0
u2εdx =2
∫
∞
0
uε∂tuεdx
=2ε
∫
∞
0
uε∂
2
xxuεdx− 6
∫
∞
0
u3ε∂xuεdx+ 2
∫
∞
0
uε
(∫ x
0
uεdy
)
dx
=2ε∂xuε(t, 0)gε(t)− 2ε
∫
∞
0
(∂xuε)
2dx+
3
2
g4ε(t) + 2
∫
∞
0
uε
(∫ x
0
uεdy
)
dx.
By (2.1),
2
∫
∞
0
uε
(∫ x
0
uεdy
)
dx = 2
∫
∞
0
Pε∂xPεdx = P
2
ε (t,∞).
Then,
(2.6)
d
dt
∫
∞
0
u2εdx+ 2ε
∫
∞
0
(∂xuε)
2dx = P 2ε (t,∞) + 2ε∂xuε(t, 0)gε(t) +
3
2
g4ε(t).
Thanks to (2.4),
(2.7) lim
x→∞
P 2ε (t, x) =
(∫
∞
0
uε(t, x)dx
)2
= 0.
(2.6) and (2.7) give (2.5).
Let us show that (2.5) implies (2.4). We assume by contradiction that (2.4) does not
hold, namely: ∫
∞
0
uε(t, x)dx 6= 0.
For (1.16),
P 2ε (t,∞) =
(∫
∞
0
uε(t, x)dx
)2
6= 0.
Therefore, (2.6) gives
d
dt
∫
∞
0
u2εdx+ 2ε
∫
∞
0
(∂xuε)
2dx 6= 2ε∂xuε(t, 0)gε(t) +
3
2
g4ε(t),
which is in contradiction with (2.5). 
Lemma 2.2. For each t ≥ 0, (2.4) holds true. In particular, we have that
(2.8) ‖uε(t, ·)‖
2
L2(0,∞)+2ε
∫ t
0
‖∂xuε(s, ·)‖
2
L2(0,∞) ds ≤ C0(t+1)+2ε
∫ t
0
gε(t)∂xuε(t, 0)ds.
Proof. We begin by observing that ∂tuε(t, 0) = g
′
ε(t), being uε(t, 0) = gε(t). It follows
from (2.3) that
ε∂2xxuε(t, 0) =∂tuε(t, 0) + 3u
2
ε(t, 0)∂xuε(t, 0) −
∫ 0
0
uε(t, x)dx
=g′ε(t) + 3g
2
ε (t)∂xuε(t, 0).
(2.9)
Differentiating (2.3) with respect to x, we have
∂x(∂tuε + 3u
2
ε∂xuε − ε∂
2
xxuε) = uε.
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For (2.9), and being uε a smooth solution of (2.3), an integration over (0,∞) gives (2.4).
Lemma 2.1 says that also (2.5) holds true. Therefore, integrating (2.5) on (0, t), for (2.2),
we have
‖uε(t, ·)‖
2
L2(0,∞) + 2ε
∫ t
0
‖∂xuε(s, ·)‖
2
L2(0,∞) ds
≤‖u0‖
2
L2(0,∞) +
3
2
∫ t
0
g4ε(s)ds + 2ε
∫ t
0
gε(s)∂xuε(s, 0)ds
≤‖u0‖
2
L2(0,∞) +
3
2
‖gε‖
4
L∞(0,∞) t+ 2ε
∫ t
0
gε(s)∂xuε(s, 0)ds
≤‖u0‖
2
L2(0,∞) + C0t+ 2ε
∫ t
0
gε(s)∂xuε(s, 0)ds,
which gives (2.8). 
Lemma 2.3. We have that
(2.10) lim
x→∞
Fε(t, x) =
∫
∞
0
Pε(t, x)dx = ε∂xuε(t, 0) − g
3
ε(t),
where
(2.11) Fε(t, x) =
∫ x
0
Pε(t, y)dy.
Proof. We begin by observing that, integrating on (0, x) the second equation of (2.1), we
get
(2.12) Pε(t, x) =
∫ x
0
uε(t, y)dy.
Differentiating (2.12) with respect to t, we have
(2.13) ∂tPε(t, x) =
∫ x
0
∂tuε(t, y)dy =
d
dt
∫ x
0
uε(t, y)dy.
It follows from (2.4) and (2.13) that
(2.14) lim
x→∞
∂tPε(t, x) =
d
dt
∫
∞
0
uε(t, x)dx = 0.
Integrating on (0, x) the first equation of (2.1), thanks to (2.13), we have
(2.15) ∂tPε(t, x) + u
3
ε(t, x)− g
3
ε(t)− ε∂xuε(t, x) + ε∂xuε(t, 0) =
∫ x
0
Pε(t, y)dy.
It follows from the regularity of uε that
(2.16) lim
x→∞
(
u3ε(t, x)) − ε∂xuε(t, x)
)
= 0.
(2.14) and (2.16) give (2.10). 
Arguing as in [8, Lemma 2.3], we prove the following lemma.
Lemma 2.4. Let T > 0. There exists a constant C(T ) > 0, independent on ε, such that
‖uε(t, ·)‖
4
L4(0,∞) + 2 ‖Pε(t, ·)‖
2
L2(0,∞)
+ 12ε
∫ t
0
‖uε(s, ·)∂xuε(s, ·)‖
2
L2(0,∞) ds
+ 4ε
∫ t
0
‖uε(s, ·)‖
2
L2(0,∞) ds+ ε
2
∫ t
0
(∂xuε(s, 0))
2 ds ≤ C(T ),
(2.17)
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for every 0 ≤ t ≤ T .
Proof. Let 0 ≤ t ≤ T . We begin by observing that (2.11) and (2.15) imply
(2.18) ∂tPε(t, x) = Fε(t, x)− u
3
ε(t, x) + g
3
ε (t) + εuε(t, x)− ε∂xuε(t, 0).
Multiplying (2.18) by Pε, an integration on (0,∞) gives
d
dt
∫
∞
0
P 2ε dx =2
∫
∞
0
Pε∂tPεdx
=2
∫
∞
0
PεFεdx− 2
∫
∞
0
u3εPεdx+ 2g
3
ε(t)
∫
∞
0
Pεdx
+ 2ε
∫
∞
0
∂xuεPεdx− 2ε∂xuε(t, 0)
∫
∞
0
Pεdx.
(2.19)
By (2.1),
(2.20) 2
∫
∞
0
∂xuεPεdx = −2ε
∫
∞
0
uε∂xPεdx = −2ε ‖uε(t, ·)‖
2
L2(0,∞)
while, in light of (2.11) and (2.10),
2
∫
∞
0
PεFεdx =2
∫
∞
0
Fε∂xFεdx
=F 2ε (t,∞) =
(
ε∂xuε(t, 0) − g
3
ε(t)
)2
=ε2 (∂xuε(t, 0))
2 − 2ε∂xuε(t, 0)g
3
ε (t) + g
6
ε(t).
(2.21)
Using again (2.10),
−2ε∂xuε(t, 0)
∫
∞
0
Pεdx =− 2ε
2 (∂xuε(t, 0))
2 + 2ε∂xuε(t, 0)g
3
ε (t),
2g3ε(t)
∫
∞
0
Pεdx =2ε∂xuε(t, 0)g
3
ε (t)− 2g
6
ε(t).
(2.22)
(2.19), (2.20), (2.21) and (2.22) give
d
dt
‖Pε(t, ·)‖
2
L2(0,∞) =− 2ε ‖uε(t, ·)‖
2
L2(0,∞) − 2
∫
∞
0
u3εPεdx
− ε2 (∂xuε(t, 0))
2 − g6ε(t) + 2ε∂xuε(t, 0)g
3
ε (t),
that is,
d
dt
‖Pε(t, ·)‖
2
L2(0,∞) + 2ε ‖uε(t, ·)‖
2
L2(0,∞) + ε
2 (∂xuε(t, 0))
2
=− 2
∫
∞
0
u3εPεdx− g
6
ε(t) + 2ε∂xuε(t, 0)g
3
ε (t).
(2.23)
Multiplying (2.1) by 2u3ε, an integration on (0,∞) gives
d
dt
(
1
2
∫
∞
0
u4εdx
)
=2
∫
∞
0
u3ε∂tuεdx
=− 6
∫
∞
0
u5ε∂xuεdx+ 2
∫
∞
0
u3εPεdx+ 2ε
∫
∞
0
u3ε∂
2
xxuεdx
=g6ε(t) + 2
∫
∞
0
u3εPεdx+ 2ε∂xuε(t, 0)g
3
ε (t)− 6ε
∫
∞
0
u2ε(∂xuε)
2dx,
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that is
d
dt
(
1
2
‖uε(t, ·)‖
4
L4(0,∞)
)
+ 6ε ‖uε(t, ·)∂xuε(t, ·)‖
2
L2(0,∞)
= g6ε(t) + 2
∫
∞
0
u3εPεdx+ 2ε∂xuε(t, 0)g
3
ε (t).
(2.24)
Adding (2.23) and (2.24), we get
d
dt
(
1
2
‖uε(t, ·)‖
4
L4(0,∞) + ‖Pε(t, ·)‖
2
L2(0,∞)
)
+ 6ε ‖uε(t, ·)∂xuε(t, ·)‖
2
L2(0,∞) + 2ε ‖uε(t, ·)‖
2
L2(0,∞)
+ ε2 (∂xuε(t, 0))
2 = 4ε∂xuε(t, 0)g
3
ε (t).
(2.25)
Due to the Young inequality,
(2.26) 4ε∂xuε(t, 0)g
3
ε (t) ≤ |ε∂xuε(t, 0)|
∣∣4g3ε(t)∣∣ ≤ ε22 (∂xuε(t, 0))2 + 8g6ε(t).
It follows from (2.25) and (2.26) that
d
dt
(
1
2
‖uε(t, ·)‖
4
L4(0,∞) + ‖Pε(t, ·)‖
2
L2(0,∞)
)
+ 6ε ‖uε(t, ·)∂xuε(t, ·)‖
2
L2(0,∞) + 2ε ‖uε(t, ·)‖
2
L2(0,∞)
+
ε2
2
(∂xuε(t, 0))
2 ≤ 8g6ε(t).
(2.27)
Integrating (2.27) on (0, t), by (2.2), we have
1
2
‖uε(t, ·)‖
4
L4(0,∞) + ‖Pε(t, ·)‖
2
L2(0,∞) + 6ε
∫ t
0
‖uε(s, ·)∂xuε(s, ·)‖
2
L2(0,∞) ds
+ 2ε
∫ t
0
‖uε(s, ·)‖
2
L2(0,∞) ds+
ε2
2
∫ t
0
(∂xuε(s, 0))
2 ds
≤ ‖u0‖
4
L4(0,∞) + ‖P0‖
2
L2(0,∞) + 8
∫ t
0
g6ε(s)ds
≤ C0 + 8 ‖gε‖
6
L∞(0,∞) t ≤ C0 (1 + 8t) ,
which gives (2.17). 
Lemma 2.5. Let T > 0. There exists a constant C(T ) > 0, independent on ε, such that
(2.28) ‖uε(t, ·)‖
2
L2(0,∞) + 2ε
∫ t
0
‖∂xuε(s, ·)‖
2
L2(0,∞) ds ≤ C(T ),
for every 0 ≤ t ≤ T . In particular, we have
(2.29) ‖Pε‖L∞((0,T )×(0,∞)) ≤ C(T ).
Proof. We begin by observing that, using the Young inequality,
2εgε(t)∂xuε(t, 0) ≤ 2 |gε(t)| |ε∂xuε(t, 0)| ≤ g
2
ε(t) + ε
2 (∂xuε(t, 0))
2 .
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Therefore, in light of (2.2) and (2.17),
2ε
∫ t
0
gε(s)∂xuε(s, 0)ds ≤2
∫ t
0
|gε(t)| |ε∂xuε(t, 0)| dx
≤
∫ t
0
g2ε(s)ds + ε
2
∫ t
0
(∂xuε(s, 0))
2 ds
≤‖gε‖
2
L∞(0,∞) t+ ε
2
∫ t
0
(∂xuε(s, 0))
2 ds
≤C0t+ ε
2
∫ t
0
(∂xuε(s, 0))
2 ds ≤ C(T ).
(2.30)
(2.28) follows from (2.8) and (2.30).
Finally, we prove (2.29). Due to (2.1), (2.17), (2.28) and the Ho¨lder inequality,
P 2ε (t, x) = 2
∫ x
0
Pε∂xPεdy ≤2
∫
∞
0
|Pε||∂xPε|dx
≤2 ‖Pε(t, ·)‖L2(0,∞) ‖∂xPε(t, ·)‖L2(0,∞)
=2 ‖Pε(t, ·)‖L2(0,∞) ‖uε(t, ·)‖L2(0,∞) ≤ C(T ).
Therefore,
|Pε(t, x)| ≤ C(T ),
which gives (2.29). 
Lemma 2.6. Let T > 0. We have
(2.31) ‖uε‖L∞((0,T )×(0,∞)) ≤ ‖u0‖L∞(0,∞) +C(T ).
Proof. Due to (2.1) and (2.29),
∂tuε + 3u
2
ε∂xuε − ε∂
2
xxuε ≤ C(T ).
Since the map
F(t) := ‖u0‖L∞(0,∞) + C(T )t,
solves the equation
dF
dt
= C(T )
and
max{uε(0, x), 0} ≤ F(t), (t, x) ∈ (0, T ) × (0,∞),
the comparison principle for parabolic equations implies that
uε(t, x) ≤ F(t), (t, x) ∈ (0, T )× (0,∞).
In a similar way we can prove that
uε(t, x) ≥ −F(t), (t, x) ∈ (0, T ) × (0,∞).
Therefore,
|uε(t, x)| ≤ ‖u0‖L∞(0,∞) + C(T )t ≤ ‖u0‖L∞(0,∞) + C(T )T,
which gives (2.31). 
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3. Proof of Theorem 1.1
This section is devoted to the proof of Theorem 1.1.
Let us begin by proving the existence of a distributional solution to (1.3), (1.9), (1.10)
satisfying (1.19).
Lemma 3.1. Let T > 0. There exists a function u ∈ L∞((0, T ) × (0,∞)) that is a
distributional solution of (1.16) and satisfies (1.19).
We construct a solution by passing to the limit in a sequence {uε}ε>0 of viscosity
approximations (2.1). We use the compensated compactness method [22].
Lemma 3.2. Let T > 0. There exists a subsequence {uεk}k∈N of {uε}ε>0 and a limit
function u ∈ L∞((0, T )× (0,∞)) such that
(3.1) uεk → u a.e. and in L
p
loc((0, T ) × (0,∞)), 1 ≤ p <∞.
Moreover, we have
(3.2) Pεk → P a.e. and in L
p
loc(0, T ;W
1,p
loc (0,∞)), 1 ≤ p <∞,
where
(3.3) P (t, x) =
∫ x
0
u(t, y)dy, t ≥ 0, x ≥ 0,
and (1.19) holds true.
Proof. Let η : R → R be any convex C2 entropy function, and q : R → R be the
corresponding entropy flux defined by q′(u) = 3u2η′(u). By multiplying the first equation
in (2.1) with η′(uε) and using the chain rule, we get
∂tη(uε) + ∂xq(uε) = ε∂
2
xxη(uε)︸ ︷︷ ︸
=:L1,ε
−εη′′(uε) (∂xuε)
2︸ ︷︷ ︸
=:L2,ε
+η′(uε)Pε︸ ︷︷ ︸
=:L3,ε
,
where L1,ε, L2,ε, L3,ε are distributions. Let us show that
L1,ε → 0 in H
−1((0, T )× (0,∞)), T > 0.
Since
ε∂2xxη(uε) = ∂x(εη
′(uε)∂xuε),
for (2.28) and Lemma 2.6,
∥∥εη′(uε)∂xuε∥∥2L2((0,T )×(0,∞)) ≤ ε2 ∥∥η′∥∥2L∞(JT )
∫ T
0
‖∂xuε(s, ·)‖
2
L2(0,∞) ds
≤ ε
∥∥η′∥∥2
L∞(JT )
C(T )→ 0,
where
JT =
(
−‖u0‖L∞(0,∞) −C(T ), ‖u0‖L∞(0,∞) + C(T )
)
.
We claim that
{L2,ε}ε>0 is uniformly bounded in L
1((0, T )× (0,∞)), T > 0.
Again by (2.28) and Lemma 2.6,
∥∥εη′′(uε)(∂xuε)2∥∥L1((0,T )×(0,∞)) ≤ ∥∥η′′∥∥L∞(JT ) ε
∫ T
0
‖∂xuε(s, ·)‖
2
L2(0,∞) ds
≤
∥∥η′′∥∥
L∞(JT )
C(T ).
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We have that
{L3,ε}ε>0 is uniformly bounded in L
1
loc((0, T ) × (0,∞)), T > 0.
Let K be a compact subset of (0, T ) × (0,∞). Using (2.29) and Lemma 2.6,∥∥η′(uε)Pε∥∥L1(K) =
∫
K
|η′(uε)||Pε|dtdx
≤
∥∥η′∥∥
L∞(JT )
‖Pε‖L∞(IT ) |K|.
Therefore, Murat’s lemma [17] implies that
(3.4) {∂tη(uε) + ∂xq(uε)}ε>0 lies in a compact subset of H
−1
loc ((0, T ) × (0,∞)).
The L∞ bound stated in Lemma 2.6, (3.4), and the Tartar’s compensated compact-
ness method [22] give the existence of a subsequence {uεk}k∈N and a limit function
u ∈ L∞((0, T ) × (0,∞)), T > 0, such that (3.1) holds.
(3.2) follows from (3.1), the Ho¨lder inequality and the identity
Pεk =
∫ x
0
uεkdy, ∂xPεk = uεk .
Finally, we prove (1.19).
Let k ∈ N, c ∈ R be a constant, and φ ∈ C∞(R2) be a nonnegative test function with
compact support. Multiplying the first equation of(2.1) by sign (uε − c), we have
∂t|uεk − c|+ ∂x
(
sign (uεk − c)
(
u3εk − c
3
))
− sign (uεk − c)Pεk − εk∂
2
xx|uεk − c| ≤ 0.
Multiplying by φ and integrating over (0,∞)2, we get∫
∞
0
∫
∞
0
(
|uεk − c|∂tφ+
(
sign (uεk − c)
(
u3εk − c
3
))
∂xφ
)
dtdx
+
∫
∞
0
∫
∞
0
sign (uεk − c)Pεkdtdx− εk
∫
∞
0
∫
∞
0
∂x|uεk − c|∂xφdtdx
+
∫
∞
0
|u0(x)− c|φ(0, x)dx +
∫
∞
0
sign (gεk(t)− c)
(
g3εk(t)− c
3
)
φ(t, 0)dt
− εk
∫
∞
0
∂x|uεk(t, 0) − c|φ(t, 0)dt ≥ 0.
Thanks to (2.2) and Lemmas 2.5 and 2.6, when k →∞, we have∫
∞
0
∫
∞
0
(
|u− c|∂tφ+
(
sign (u− c)
(
u3 − c3
))
∂xφ
)
dtdx
+
∫
∞
0
∫
∞
0
sign (u− c)Pdtdx+
∫
∞
0
|u0(x)− c|φ(0, x)dx
+
∫
∞
0
sign (g(t)− c)
(
g3(t)− c3
)
φ(t, 0)dt
− lim
εk
εk
∫
∞
0
∂x|uεk(t, 0) − c|φ(t, 0)dt ≥ 0.
We have to prove that (see [2])
lim
εk
εk
∫
∞
0
∂x|uεk(t, 0)− c|φ(t, 0)dt
=
∫
∞
0
sign (g(t)− c)
(
g3(t)− (uτ0(t))
3
)
φ(t, 0)dt.
(3.5)
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Let {ρν}ν∈N ⊂ C
∞(R) be such that
(3.6) 0 ≤ ρν ≤ 1, ρν(0) = 1, |ρ
′
ν | ≤ 1, x ≥
1
ν
=⇒ ρν(x) = 0.
Using (t, x) 7→ ρν(x)φ(t, x) as test function for the first equation of (2.1) we get∫
∞
0
∫
∞
0
(
uεk∂tφρν + u
3
εk
∂xφρν + u
3
εk
φρ′ν
)
dtdx+
∫
∞
0
∫
∞
0
Pεkφρνdtdx
− εk
∫
∞
0
∫
∞
0
∂xuεk
(
∂xφρν + φρ
′
ν
)
dtdx+
∫
∞
0
u0(x)φ(0, x)ρν(x)dx
+
∫
∞
0
g3εk(t)φ(t, 0)dt − εk
∫
∞
0
∂xuεk(t, 0)φ(t, 0)dt = 0.
As k →∞, we obtain that∫
∞
0
∫
∞
0
(
u∂tφρν + u
3∂xφρν + u
3φρ′ν
)
dtdx+
∫
∞
0
∫
∞
0
Pφρνdtdx
+
∫
∞
0
u0(x)φ(0, x)ρνdx+
∫
∞
0
g3(t)φ(t, 0)dt
= lim
εk
εk
∫
∞
0
∂xuεk(t, 0)φ(t, 0)dt.
Sending ν →∞, we get
lim
εk
εk
∫
∞
0
∂xuεk(t, 0)φ(t, 0)dt =
∫
∞
0
(
g3(t)− (uτ0(t))
3
)
φ(t, 0)dt.
Therefore, due to the strong convergence of gεk and the continuity of g we have
lim
εk
εk
∫
∞
0
∂x|uεk(t, 0)− c|φ(t, 0)dt
= lim
εk
∫
∞
0
∂xuεk(t, 0)sign (uεk(t, 0)− c)φ(t, 0)dt
= lim
εk
∫
∞
0
∂xuεk(t, 0)sign (gεk(t)− c)φ(t, 0)dt
=
∫
∞
0
sign (g(t)− c)
(
g3(t)− (uτ0(t))
3
)
φ(t, 0)dt,
that is (3.5). 
Proof of Theorem 1.1. Lemma (3.2) gives the existence of an entropy solution u for (1.15),
or equivalently (1.16).
We observe that, fixed T > 0, the solutions of (1.15), or equivalently (1.16), are bounded
in (0, T ) ×R. Therefore, using [6, Theorem 1.1], u is unique and (1.20) holds true. 
References
[1] S. Amiranashvili, A. G. Vladimirov, and U. Bandelow. A model equation for ultrashort optical pulses.
Eur. Phys. J. D, 58:219, 2010
[2] C. Bardos, A. Y. Leroux, and J. C.Ne`de`lec. First order quasilinear equations with boundary conditions.
Comm. Partial Differential Equations 4, 9:1017–1034, 1979.
[3] R. W. Boyd. Nonlinear Optics. Academic Press, Boston, 1992.
[4] J. C. Brunelli. The short pulse hierarchy. J. Math. Phys. 46:123507, 2005.
[5] Y. Chung, C. K. R. T. Jones, T. Scha¨fer, and C. E. Wayne. Ultra-short pulses in linear and nonlinear
media. Nonlinearity, 18:1351–1374, 2005.
[6] G. M. Coclite and L. di Ruvo.Wellposedness of bounded solutions of the non-homogeneous initial boundary
value problem for the Ostrovsky-Hunter equation. Submitted.
[7] G. M. Coclite and L. di Ruvo. Wellposedness results for the short pulse equation. Submitted.
THE SHORT PULSE EQUATION 13
[8] G. M. Coclite and L. di Ruvo. Convergence of the regularized short pulse equation to the short pulse one.
Submitted.
[9] G. M. Coclite, L. di Ruvo, and K. H. Karlsen. Some wellposedness results for the Ostrovsky-Hunter
equation. Hyperbolic conservation laws and related analysis with applications, 143-159, Springer Proc. Math.
Stat., 49, Springer, Heidelberg, 2014.
[10] G. M. Coclite, H. Holden, and K. H. Karlsen. Wellposedness for a parabolic-elliptic system. Discrete
Contin. Dyn. Syst., 13(3):659–682, 2005.
[11] G. M. Coclite, K. H. Karlsen, and Y.-S. Kwon. Initial-boundary value problems for conservation laws with
source terms and the Degasperis-Procesi equation. J. Funct. Anal., 257(12):3823–3857, 2009.
[12] L. di Ruvo. Discontinuous solutions for the Ostrovsky–Hunter equation and two phase flows. Phd Thesis,
University of Bari, 2013. www.dm.uniba.it/home/dottorato/dottorato/tesi/.
[13] K. Erbas. Master Thesis: Some Properties and Conserved Quantities of The Short Pulse Equation. The
Graduate School of Natural Sciences and Applied Sciences of Middle East Technical University, Ankara,
Turkey, 2008.
[14] S. N. Kruzˇkov . First order quasilinear equations with several independent variables.Mat. Sb. (N.S.), 81(123),
28:228–255, 1970.
[15] L. Kurt, Y. Chung, and T. Scha¨fer. Higher-order corrections to the short-pulse equation. Prepint.
[16] Y. Liu, D. Pelinovsky and A. Sakovich. Wave breaking in the short-pulse equation. Dynamics of PDE,
6:291–310, 2009.
[17] F. Murat. L’injection du coˆne positif de H−1 dans W−1, q est compacte pour tout q < 2. J. Math. Pures
Appl. (9), 60(3):309–322, 1981.
[18] S. P. Nikitenkova, Yu. A. Stepanyants, and L. M. Chikhladze. Solutions of the modified Ostrovskii
equation with cubic non-linearity. J. Appl. Maths Mechs, 64, No. 2:267–274, 2000.
[19] A. Sakovich and S. Sakovich. The short pulse equation is integrable. J. Phys. Soc. Jpn. 74:239–241, 2005.
[20] A. Sakovich and S. Sakovich. Solitary wave solutions of the short pulse equation. J. Phys. Soc. Jpn. 39:361-
367, 2006.
[21] T. Scha¨fer, and C.E. Wayne. Propagation of ultra-short optical pulses in cubic nonlinear media. Physica D,
196:90–105, 2004.
[22] L. Tartar. Compensated compactness and applications to partial differential equations. In Nonlinear analysis
and mechanics: Heriot-Watt Symposium, Vol. IV, pages 136–212. Pitman, Boston, Mass., 1979.
(Giuseppe Maria Coclite and Lorenzo di Ruvo)
Department of Mathematics, University of Bari, via E. Orabona 4, 70125 Bari, Italy
E-mail address: giuseppemaria.coclite@uniba.it, lorenzo.diruvo@uniba.it
URL: http://www.dm.uniba.it/Members/coclitegm/
