Abstract. In this paper we study radial solutions of ∆u + K(r) f (u) = 0 on the exterior of the ball of radius R > 0 centered at the origin in R N where f is odd with f < 0 on (0, β), f > 0 on (β, ∞), and f superlinear. The function K(r) is assumed to be positive and K(r) → 0 as r → ∞. We prove existence of an infinite number of radial solutions with u → 0 as r → ∞ when K(r) ∼ r −α with N < α < 2(N − 1).
Introduction
In this paper we study radial solutions of: where x ∈ Ω = R N \ B R (0) is the complement of the ball of radius R > 0 centered at the origin.
Since we are interested in radial solutions of (1.1)-(1.3) we assume that u(x) = u(|x|) = u(r) where x ∈ R N and r = |x|= x 2 1 + · · · + x 2 N so that u solves:
u (r) + N − 1 r u (r) + K(r) f (u(r)) = 0 on (R, ∞), where R > 0, (1.4) u(R) = 0, u (R) = b > 0. (1.5) Throughout this paper we denote as differentiation with respect to r.
We make the following assumptions on f and K. Let f be odd and locally Lipschitz with:
f (0) < 0, ∃β > 0 s.t. f (u) < 0 on (0, β) and f (u) > 0 on (β, ∞).
In addition, let: f (s) ds we assume:
∃γ > 0 with 0 < β < γ s.t. F < 0 on (0, γ) and F > 0 on (γ, ∞).
Further we also assume K and K are continuous on [R, ∞) and:
K(r) > 0, ∃α ∈ (0, 2(N − 1)) s.t. lim r→∞ rK K = −α and (H4)
Theorem 1.1. Let N > 2 and N < α < 2(N − 1). Assuming (H1)-(H5) then for every nonnegative integer n there exists a solution, u n , of (1.4)-(1.5) such that lim r→∞ u n (r) = 0 and u n has n zeros on (R, ∞).
Note: The model case for this theorem is f (u) = |u| p−1 u − u for p > 1 (and thus F(u) = 1 p+1 |u| p+1 − 1 2 u 2 ) and K(r) = r −α with N < α < 2(N − 1).
Note: when Ω = R N , K(r) ≡ 1, and f grows superlinearly at infinity -i.e. lim u→∞ f (u) u = ∞, then the problem (1.1), (1.3) has been extensively studied [1-3, 9, 11, 13] .
Interest in the topic for this paper comes from recent papers [5, 10, 12] about solutions of semilinear equations on exterior domains. In [5] the authors use variational methods to prove the existence of a positive solution. In this paper we examine a similar differential equation and use ordinary differential equation methods to prove the existence of an infinite number of solutions -one with n zeros for each nonnegative integer n.
In [8] we studied (1.1)-(1.3) under the assumptions (H1)-(H5) with K(r) ∼ r −α where 0 < α < N and Ω = R N \ B R (0) and (H1)-(H5). In that paper we proved existence of an infinite number of solutions -one with exactly n zeros for each nonnegative integer n such that u → 0 as |x| → ∞. In earlier papers [6, 7] we have also studied (1.1), (1.3) when Ω = R N and K(r) ≡ 1 where f is odd, f < 0 on (0, β), f > 0 on (β, δ), and f ≡ 0 on (δ, ∞).
Preliminaries
For R > 0 existence of solutions of (1.4)-(1.5) on a small interval [R, R + ) with > 0 and continuous dependence of solutions with respect to b follows from the standard existenceuniqueness-continuous dependence theorem of ordinary differential equations [4] .
Recall that K(r) > 0, K(r) is differentiable, and that N > 2. We define the "energy" of a solution of (1.4) as follows:
where u solves (1.4)-(1.5). Then it is straightforward to show:
Thus we see that E(r, b) is non-increasing precisely when r 2(N−1) K is non-decreasing. In Proof. The proof of this lemma is similar to the one we used in [8] . First, we see that if u (r, b) > 0 for r ≥ R then u(r, b) > 0 for r > R and so we are done in this case. Otherwise, u(r, b) has a first local maximum, 
After rewriting (2.3) and using (H5) we obtain:
Integrating (2.4) on (R, r b ) where u > 0 and using (H5) as well as α > 2 gives:
Thus:
Next we observe by (H1) and the definition of F that there is a t 0 > 0 such that:
and therefore combining (2.5)-(2.6) gives:
This is a contradiction since the left-hand side is bounded but the right-hand side is not. Thus we see that u(r, b) > 0 if b > 0 is sufficiently small. Proof. Multiplying (1.4) by r N−1 and integrating on (R, r) gives:
Now if u(r, b) is uniformly bounded from above on [R, 2R] for all sufficiently large b > 0 then since f is continuous there exists
, and estimating in (2.7) we see that:
, and recalling u(R, b) = 0 gives:
Hence we obtain a contradiction since we assumed that u(r, b) was uniformly bounded from above on [R, 2R] . This completes the proof of the lemma. Proof. We begin by making the following change of variables:
Then it is straightforward to show using (1.4)-(1.5):
where:
We note since N < α < 2(N − 1) it follows that 0 < q < 1 and thus h(t) is integrable on (0, R 2−N ]. Suppose now that u(r, b) does not have a local maximum on [R, ∞) for sufficiently large b. Then u (r, b) > 0 for r ≥ R and so we see that max [R,2R] 
From this and Lemma 2.2 it follows that min
. Next we define:
It follows from (2.14) and (H2) that min
Now we let y(t) be the solution of:
such that:
Multiplying (2.17) by w, multiplying (2.10) by y, and subtracting gives:
Now it is well-known that the general nontrivial solution of equation (2.17) is y(t) = c 1 sin C(b)(t − c 2 ) for some constants c 1 = 0 and c 2 . Thus any interval of length
contains a zero of y(t). Since C(b) → ∞ as b → ∞ (by (2.16)) it follows that if b is sufficiently large then y(t) has a zero on ( We claim now that w(t, b) has a local maximum on ( 
2R) 2−N ) and using (2.18) gives: Proof. Integrating (2.10) and using (2.11) on (Q b , R 2−N ) gives: Next a straightforward computation using (2.10) shows:
Therefore we have:
After rewriting (2.23), recalling that w < 0 on (Q b , R 2−N ), and integrating on (Q b , R 2−N ) we obtain:
Now we will show
Proceeding as we did in [8] it follows from (H2) that f (x) ≥ 1 2 x p for large x and thus for x sufficiently large we have min [ 
where: 
Hence by (2.26) and (2.28): 
Thus by (2.26) and (2.30): 
and M b is the local maximum that we have shown to exist by Lemma 2.4. Then:
From Lemma 2.4 we see that as b → ∞ then λ
Now we let:
It is straightforward to show that:
|u| p+1 → 0 as |u| → ∞. Then for r > 0:
|u| p+1 → 0 as |u| → ∞ it follows that the right-hand side of (2.34) is bounded for large λ and also since G(u) |u| p+1 → 0 as |u| → ∞ it follows that there is a constant G 0 such that |G(u)| ≤ 
Now it is straightforward to show that v has an infinite number of zeros on [0, ∞) and thus given n then v λ has at least n zeros for large enough λ so that u has at least n zeros for large enough b. This completes the proof. Proof. Let a 1 , a 2 ∈ R and suppose a 1 ≤ a ≤ a 2 . It is straightforward to show that if w + h(t) f (w) = 0 on (0, R 0 ) with w(R 0 ) = 0 and w (R 0 ) = a where R 0 > 0 then:
It follows from (2.22) that:
Since F(w) → ∞ as |w| → ∞ by (H2)-(H3) we see that there is a constant C 5 such that |w(t)| ≤ C 5 for all t ∈ [0, R 0 ] and for all a where a 1 ≤ a ≤ a 2 . Therefore there is a constant C 6 such that | f (w(t))| ≤ C 6 for all t ∈ [0, R 0 ] and for all a where a 1 ≤ a ≤ a 2 . Also since h(t) ∼ 1 t q with 0 < q < 1 (by (2.12)) there is a C 7 > 0 such that:
Thus it follows from (2.35) and since h is decreasing that:
So now suppose w 1 and w 2 are solutions of (2.10) with w 1 (R 0 ) = w 2 (R 0 ) = 0, w 1 (R 0 ) = a 1 , and w 2 (R 0 ) = a 2 . Then from (2.35):
Since f is locally Lipschitz it follows that on [0, B] there exists a D > 0 such that
. Then since h < 0:
Then for C 10 = C 7 D we obtain:
Then from the usual Gronwall inequality [4] we obtain: > 0.
Thus we obtain a contradiction so no such z 2,b exists. This completes the proof.
Proof of Theorem 1.1
By Lemma 2.1 we see that {b > 0 | u(r, b) > 0 for all r > R} is nonempty and by Lemma 2.5 this set is bounded from above so we define:
It follows that u(r, b 0 ) > 0 for r > R because if there were a smallest z > R such that u(z, b 0 ) = 0 then it follows by uniqueness of solutions of initial value problems that u (z, This completes the proof of Theorem 1.1.
