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 I 
Abstract   
Objective: Cone beam CT (CBCT) images contain more scatter than a conventional 
CT image and therefore provide inaccurate Hounsfield units (HU). Consequently 
CBCT images cannot be used directly for radiotherapy dose calculation. The aim of 
this study is to enable dose calculations to be performed with the use of CBCT images 
taken during radiotherapy and evaluate the necessity of re-planning. 
Methods: A phantom, a standard prostate cancer patient and prostate cancer patients 
with single and double metallic hips were imaged using both CT and CBCT. A 
multilevel threshold algorithm (MLT) was used to categorise pixel values in the 
CBCT images into segments of homogeneous HU. The variation in HU with position 
in the CBCT images was taken into consideration and the benefit of using a large 
number of materials has been explored. This segmentation method relies upon the 
operator dividing the CBCT data into a set of volumes where the variation in the 
relationship between pixel values and HUs is small. In addition, an automated MLT 
algorithm was developed to reduce the operator time associated with the process. 
Furthermore, magnetic resonance (MR) images of the standard prostate case were 
segmented and converted into HUs using the MLT algorithm. Radiotherapy treatment 
plans were generated from CT images and then copied to the segmented CBCT and 
MR data sets and the doses were recalculated and compared using pencil beam (PB), 
collapsed cone (CC) and Monte Carlo (MC) algorithms. 
Results: Compared with the planning CT (pCT) treatment plan, in the phantom case, 
a gamma evaluation showed all points in planning target volume (PTV), rectum and 
bladder had gamma value < 1 (3%/3 mm) in the segmented CBCT, when considering 
only 2 material bins, water and bone. For the standard patient case, using 3 materials, 
air, water and bone, was accurate enough to provide accurate dose calculations with 
differences of less than 2%. For the patient with a metallic hip, increasing the number 
of bins to define the material type from 7 materials to 8 materials, required 50% more 
operator time to improve the accuracy by 0.01% using PB and CC and 0.05% when 
using MC algorithms. The use of 5 values of HU (air, adipose, water, bone and metal 
implant) gave the best balance between dose accuracy and operator time (3.5 hours). 
For the patient with double hip prosthetics, segmenting CBCT into 5 materials with 
the MLT algorithm showed –0.46% dose difference with 8 hours operator time, whilst 
the automated MLT algorithm showed –1.36%. For the standard case, the 
segmentation of MR images, into 3 materials, resulted in a dose difference of –1.31% 
with 2 hours operator time. 
Conclusion: The segmentation of CBCT images using the method in this study can 
be used for dose calculation. For a simple phantom and standard prostate case, 2 and 3 
values of HU were needed to improve dose calculation accuracy, respectively. For 
patients with additional anatomical inhomogeneities such as metallic hips, 5 values of 
HU were found to be needed, giving a reasonable balance between dose accuracy and 
operator time. The automated MLT algorithm reduced the operator time associated 
with implementing the MLT algorithm to achieve clinically acceptable accuracy. This 
saved time makes the automated MLT algorithm superior and easier to implement in 
the clinical setting. The MLT method can be applicable for the dose calculation on 
MR images and can be of interest to MRI-only based radiotherapy treatment planning. 
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1.1 Introduction and background 
Prostate cancer is the most common form of cancer in men. In England and Wales 
about 28,870 men were affected by prostate cancer in 2003, and 31.76% of them died 
in 2003 (Cancer Research UK, 2003, Cancer Research UK, 2004). In 2014, statistics 
published by Cancer Research UK showed that about 46,700 men were diagnosed 
with prostate cancer, and there were 11,300 prostate cancer deaths in 2014, showing 
that the number of prostate patients has increased. In England and Wales, 84% of 
prostate cancer patients survived for ten years or more. The improvement in survival 
rates may be due to the prostate-specific antigen (PSA) testing (Cancer Research UK, 
2014). It also showed that much effort has been made on improving treatments. There 
are many types of cancer treatments and these can be used individually or in 
combination to achieve greater effects. These treatments include: surgery to remove 
tumours, using drugs to kill or inhibit proliferation of cancer cells by interfering with 
the process of cell division (chemotherapy), using hormones to stop testosterone from 
feeding the prostate cancer (hormone therapy), and the use of ionizing radiation to kill 
or prevent cancer recurrence by damaging the DNA inside the cell (radiotherapy) 
(Kufe et al., 2003). This thesis will concentrate on treating prostate cancer with 
external beam radiotherapy (EBRT). In this chapter, a brief introduction and 
background of radiotherapy process, image guided radiotherapy, cone beam CT and 
adaptive radiotherapy will be presented. Literature review and previous works of cone 
beam CT-based dose calculation techniques will be presented as well as thesis aims. 
 
1.1.1 Radiotherapy process 
The aim of external beam radiotherapy treatment is to maximize the radiation dose to 
the tumour, whilst minimizing the radiation dose to the organs at risk (OARs) and 
normal surrounding tissues. The variation in effect with dose on the tumour is called 
the tumour control probability (TCP) and the variation in effect with dose on normal 
tissue is called the normal tissue complication probability (NTCP). A high ratio of 
TCP to NTCP is desired, and this is called the therapeutic ratio (Barrett et al., 2009). 
   A typical radiotherapy treatment includes a number of different phases that are all 
taken successively in order to obtain an optimal process and improvements in the 
therapeutic ratio (Khan and Stathakis, 2010). The first phase of radiotherapy treatment 
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involves the localization of the anatomical tumour site and surrounding normal tissues 
which can be assessed by various imaging modalities, such as Computed Tomography 
(CT), Magnetic Resonance Imaging (MRI) and Positron Emission Tomography  
(PET). Compared with the conventional radiographs, CT scanners have improved the 
radiation therapy planning process due to their ability to present a patient’s anatomical 
structure in slices of tissue, without overlying or underlying structures, along with 
electron density (ED) information that can be used for dose deposition calculations. 
Thus, in turn, it provides more accurate information.   
   At Singleton Hospital where this project was undertaken, all radical radiotherapy 
treatments are planned using CT imaging. CT images are a matrix of relative 
attenuation coefficients (μ) (Khan and Stathakis, 2010). When reconstructing the CT 
image, the linear attenuation coefficient is calculated for each pixel, averaged over all 
energies in the beam spectrum travelling through that pixel from different projections. 
The reconstructed image does not present these μ values directly. After CT 
reconstruction, a high-precision number represents each pixel in the image and this is 
related to an attenuation coefficient of that pixel. This number is called the CT 
number and is measured in Hounsfield units (HU).  
   Compton scattering is the dominant tissue interaction process for megavoltage 
beams, and it is directly proportional to electron density (Figure 1.1), therefore CT 
Figure 1.1: Typical calibration curve between CT number and electron density (Khan and 
Stathakis, 2010). 
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provides detailed density information for dose calculations of tissue inhomogeneity 
e.g. lung and bone, as well as unique anatomical and tumour data (Schneider et al., 
1996). Unlike CT, MRI provides excellent soft tissue contrast, which is useful for 
non-bony sites such as brain, head & neck and prostate cancers, and do not provide 
direct electron density information for dose calculation. MRI is the standard imaging 
for delineating all prostate patients in Singleton Hospital. However, whilst MRI and 
CT detect any changes that occurred in organs or tissue structures, PET scanning 
detects the functional variations at the physiological level in early stage before 
changes in the anatomical structure are visible, and can be used for dose painting 
(Bentzen, 2005).  
   Following these imaging procedures the simulation of the treatment course is made, 
which must be done prior to the treatment planning stage. One of the purposes of 
simulation in the radiotherapy process is to display the treatment fields so that the 
target volume can be accurately covered without delivering unnecessary radiation to 
surrounding normal tissues. In addition, during the treatment course, a simulator can 
be used to monitor changes in the patients’ anatomy arising from their weight loss or 
tumour progressions/regressions (Aird and Conway, 2002). In modern radiotherapy, a 
CT scanner and virtual simulation software are used to provide 3D visualization as 
well as the electron densities required for dose calculation. 
   The next step is the treatment planning process where the desired dose to the tumour 
region is maximized to the prescription and is calculated as accurately as possible 
whilst minimising the dose to the surrounding tissues. At Singleton hospital, patients 
are asked to follow drinking and dietary protocols to achieve a consistent bladder and 
rectal volume (see Section 2.3). Beam and patient data acquisitions, the specification 
of doses and the fractionation steps are part of a typical treatment planning process, 
where the data is then transferred to the treatment machine and the record-and-verify 
system (Khan and Stathakis, 2010). A tumour volume is divided into several volumes 
when prescribing a desired dose to a particular region in a patient. In radiotherapy 
planning, three of these volumes are of greater importance, as shown in Figure 1.2. 
   The first volume denotes the demonstrated tumour position and its extent (that can 
be seen or imaged) and is termed the gross tumour volume (GTV). The second 
volume comprises the GTV(s) and volumes with suspected tumour that cannot be 
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imaged, called the clinical target volume (CTV). Planning target volume (PTV) 
comprises the CTV with a margin to account for variation in size, shape and position 
relative to the treatment beams. The PTV is therefore a geometrical concept used to 
ensure that the CTV receives the prescribed dose (Morgan-Fletcher, 2001). The 
margin added to CTV to get the PTV is not always isotropic. In this thesis, the CTV 
was increased by a 1 cm anterior/left/right/superior/inferior margin and 0.5 cm 
posterior margin to give the PTV.  
   In 3D treatment planning, the selection of an optimum treatment plan can be 
assisted by a quantitative plan evaluation tool called the dose volume histogram 
(DVH) (Chen, 1988). The DVH is a graph that shows the calculated dose received by 
a volume of tissue. DVHs are used to confirm that the desired dose will be delivered 
to the tumour, whilst the normal structures receive a dose which is within their dose 
constraints. 
   As mentioned before, the primary aim of radiotherapy is to maximize the dose to the 
tumour whilst minimizing the dose to the organs at risk. This is known as conformal 
radiotherapy (CFRT) where the geometrical shape of a beam can be changed with 
regard to the tumour site using wedges (Glatstein, 2002). The fluence shaping across 
the field is constant. Intensity modulated radiotherapy (IMRT) is a particular form of 
CFRT where both shaping, geometry and fluence, can be adjusted by using many 
independent leaves in the treatment head, called multileaf collimator (MLC). There 
are two techniques; the multiple-static MLC (referred to as ‘step-and-shoot) and the 
dynamic MLC technique. IMRT uses an inverse planning technique where the dose 
OAR 
Figure 1.2: A tumour with different volumes 
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objectives are set and the treatment planning system (TPS) calculation is optimized to 
achieve these objectives by making use of DVHs (Glatstein, 2002). IMRT can be used 
for complex sites and can increase confidence in boosting the dose to the tumour, 
whilst spreading a modest dose to the surrounding normal tissues.  
   The treatment planning system used at Singleton Hospital is called the Oncentra 
Masterplan Treatment Planning System (OMP, version 4.3), and it supports two types 
of algorithm to calculate the dose distribution: the pencil beam (PB) and the collapsed 
cone (CC) algorithms (Ahnesjö, 1989, Ahnesjö et al., 1992, Ahnesjö et al., 2005). 
These model-based algorithms derive the dose distribution using the energy 
deposition within the patient and the physical characteristics of the treatment beam. In 
the pencil beam algorithm, an equivalent path length (EPL) correction is used to 
account for tissue heterogeneities for the primary dose contribution, whilst a one-
dimensional density correction is used for scattered radiation (see Section 3.4). 
Although PB provides a fast dose calculation, its accuracy is limited in low-density 
regions. This is because the PB algorithm does not account for secondary electron 
transport in media other than water (Knöös et al., 2006). This limitation of the PB 
algorithm can be overcome by using the CC algorithm. CC uses three-dimensional 
density correction to take into account secondary electron transport and energy 
deposition from scattered radiation (Ahnesjö, 1989). Therefore, CC provides a more 
accurate dose distribution, particularly in low-density regions, such as interfaces 
between lung and soft tissues (Knöös et al., 2006).  
   A more accurate method of dose calculation is the Monte Carlo (MC) algorithm, 
which is considered to be the gold standard to benchmark dose calculation algorithms 
(Seco and Verhaegen, 2013). In MC, the primary and secondary electron transport 
and energy deposition from scattered radiation are taken into account by modeling 
microscopic interactions (see Chapter 3). In a high dose gradient (i.e. IMRT) or 
inhomogeneous regions (i.e. lung), the accuracy of MC calculations can achieve 2% 
in dose calculation compared with conventional treatment planning algorithms where 
the accuracy varies between 3-12% (Francescon et al., 2003, Oelkfe and Scholz, 
2006). In this thesis, EGSnrc MC code is used to evaluate the accuracy of PB and CC 
algorithms (see Chapter 4 and 5). 
   The critical step in the radiotherapy process is ensuring that the tumour volume 
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receives the prescribed dose and the normal tissue structures receive the specified 
dose within particular clinical constraints as planned. For prostate patients, for 
example with a prescribed dose of 74 Gy, dose constraints allow no more than 65% 
and 30% of the rectum and bladder be irradiated to 41% and 68% of the prescription 
dose, respectively. Therefore, to assess the accuracy of radiotherapy, geometric and 
dosimetric verification are needed. Assuming that the patient’s external anatomy is 
constant relative to internal anatomy, tattoos on the skin or bony anatomy are used to 
align the planned geometry of the field to internal anatomy. For brain cancer, the bony 
anatomy is a reliable and accurate surrogate  for the tumour position. However, both 
skin and bony anatomies are not accurate surrogates in some tumours, where the 
movements are independent, e.g. prostate and lung cancers. In these cases, implanting 
a fiducial marker in or near the tumour as a surrogate for tumour positioning would be 
important to achieve optimum treatment accuracy. This technique can be used with 
on-treatment imaging, which is a method that can be used to assess patient positioning 
prior to irradiation using either 2D or 3D imaging. However, imaging guidance or 
verification can be divided into online and offline strategies (Hoskin, 2008). An 
online strategy acquires and assesses information from daily imaging and corrections 
must be applied immediately prior to each treatment fraction being delivered. An 
offline strategy refers to frequent acquisition of images taken to match with a 
reference image at some time after the treatment has been given without immediate 
intervention. The offline strategy reduces systematic error (i.e. changes in target 
position and shape between delineation and treatment) whilst the online strategy 
reduces both systematic and random errors (i.e. changes in target position and shape 
between fractions, patient set-up errors) (Hoskin, 2008). 
 
1.1.2 Image guided radiotherapy 
Image guided radiotherapy (IGRT) is used to ensure the radiotherapy process is 
accurately guided and is achieved by comparing reference images that are produced 
by the treatment planning system (i.e. digitally reconstructed radiographs (DRRs), 
digitally composited radiographs (DCRs)) with the patient image in the treatment 
position acquired by either planar (2D) imaging or volumetric imaging (3D and 4D). 
For prostate cancer, bladder emptying and rectal filling have been demonstrated to 
have significant effects on prostate position and a negative impact on the accuracy of 
Chapter 1                                                                                                                                 Introduction 
 8 
the treatment course (Langen and Jones, 2001). At Singleton Hospital, patients are 
asked to follow drinking and dietary protocols from 4 weeks before the start of 
treatment (see Section 2.4). 
   However, these changes usually occur during the course of treatment and 
repositioning the patient cannot resolve all of them. IGRT, where decisions made on 
the basis of imaging before and/or during the treatment delivery process, including 
real-time re-planning, would be one of the ideal solutions leading to improvements in 
the therapeutic ratio. For patient positioning, many IGRT technologies have been 
introduced to improve its accuracy such as thermoplastic cast, vacuum bags and portal 
films (Song et al., 1996, Green et al., 2002, Italia et al., 1997). Later, an electronic 
portal imaging device (EPID) was introduced which provides a verification image that 
is obtained by the same MV beam used for therapy (Figure 1.3) (Antonuk et al., 
1996). These images can be then compared with the DRRs produced by the treatment 
planning system. There are some disadvantages with this technique, such as the two-
dimensional nature of the projection images and the fact that the obtained (2D) image 
has poor soft tissue contrast due to the MV beam. This technique also imparts an 
additional MV dose (Shaw, 2014). This suggests that kV portal imaging should be 
introduced to reduce patient dose, thus acquiring more projections (Pisani et al., 
2000). However, such technologies do not provide soft tissue information. To 
overcome this limitation, newer linear accelerators have been integrated with kV cone 
beam CT (CBCT) systems to produce a set of 3D images with good soft tissue 
contrast, which can reduce both systematic and random errors (Jaffray and 
Siewerdsen, 2000, Jaffray et al., 2002). Since its commercial introduction in 2005, the 
CBCT system has been the main technology for image guidance (Shaw, 2014).  
 
1.1.3 Adaptive radiotherapy 
The fast development of IGRT technology and more advanced treatment delivery, 
where a highly conformal dose is used such as IMRT, has produced a need for 
adaptive radiotherapy (ART) where the initial plan is adapted based on the current 
patient geometry. ART can address and take into account random and progressive 
changes, called online and offline ART respectively (Li et al., 2010). For prostate 
cancer, for example, the online ART approach has been effective at improving daily 
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target coverage and OAR sparing by taking into account interfractional/intrafractional 
motions of the patient. A study showed that using a specified adaptive protocol 
(prostate localization on CBCT and a diet and mild laxatives) can reduce the PTV by 
29% and the probability for late rectal bleeding by 19% (Nijkamp et al., 2008).   
   One of the ART techniques is called ‘Plan of the day’, where multiple plans are 
generated at the time of planning with different PTVs. During the treatment course, 
daily imaging (i.e. CBCT) is used to choose the most appropriate plan based on that 
day (Murthy et al., 2011, Chai et al., 2012). However, one of the major challenges for 
online adaptive treatment is the length of time required to re-plan the treatment, 
especially with IMRT where many different fields among different structures and 
organs are used depending on the complexity of the tumour site. Considering re-
optimization time for the prostate, there are many studies which have proposed 
different schemes to achieve a fast re-optimization for ART (Wu et al., 2008). 
However, CBCT represents a technology platform for ART, where the 3D 
information in CBCT can be used in many ways such as refining and adapting the 
planning and target margins for boosting the dose during the treatment course,  
choosing a “plan of the day”, estimating the dosimetric effect of patient weight 
Figure 1.3: Elekta Synergy linear accelerator at Singleton Hospital. 
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loss/gain, recalculating dose distribution and generating new plans (Smitsmans et al., 
2005, Hansen et al., 2006, Nuver et al., 2007, Nijkamp et al., 2008, Chai et al., 2012, 
Fotina et al., 2012).  
 
1.1.4 Cone beam computed tomography 
CBCT is a relatively new medical imaging technique that is now available as part of 
the linear accelerator systems such as Elekta Synergy X-ray volumetric imaging 
system, which is used in this thesis (XVITM, version 4.5, Elekta, Crawley, UK) (Figure 
1.3 and Figure 1.4). This allows the possibility of imaging the patient in the treatment 
position to distinguish the exact anatomical information either before or after each 
treatment in a 3D view then registering this image to a reference planning CT image 
via an integrated software system (Dawson and Jaffray, 2007). 
   At the beginning, the main aim of introducing CBCT in radiotherapy as an IGRT 
tool, was to correct patient (translational and rotational) setup errors in the treatment 
room, as well as to perform quality assurance (see Section 2.2) (Smitsmans et al., 
2005, Létourneau et al., 2005b, Moseley et al., 2007, Purdie et al., 2007). The 
improved CBCT image quality and acquisition time allows this technology to adapt 
the treatment plan based on daily imaging to match tumour deformation during the 
treatment fractions and to perform dose calculations (see Section 2.3) (Yoo and Yin, 
2006, Boggula et al., 2007, Yang et al., 2007, Dunlop et al., 2015). In order to use 
CBCT data for dose calculation, it is essential to acquire the relationship between 
HUs and EDs, as this is the main input for the dose calculation and is used to take into 
account tissue heterogeneities (Khan and Stathakis, 2010). Compared to a 
conventional CT, CBCT has more scatter due to cone-beam geometry resulting in an 
increased amount of image artefacts with a lower signal-to-noise ratio produced by 
the lower photon energy of CBCT (Figure 1.4). This is because the beam is hardened 
by the preferential attenuation of the lower photon energies leading to less variation 
between high density and low density structures (Jaffray et al., 2002). In addition, the 
level of beam hardening and the amount of scatter depends on the field of view, 
scanned object size, and which collimator and filter are used (see Chapter 2). A CBCT 
image thus provides inaccurate HUs. Currently, there are two CBCT systems that are 
widely used in radiotherapy: Elekta XVI and Varian On Board Imager (OBI) (Varian 
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Medical systems, Palo Alto, CA). The Elekta XVI system shows larger discrepancies 
in CBCT pixel values, and image noise is 2-4 times higher, compared with the Varian 
OBI system (less than 10 pixel values) (van Zijtveld et al., 2007, Yoo and Yin, 2006, 
Lee et al., 2008b, Chan et al., 2011). Due to its larger flat-panel detector design, the 
Elekta XVI CBCT system can cover a larger field of view (FOV). However, the dose 
to patients from the Elekta XVI is less, and therefore also the image quality, is poorer, 
than those from the Varian OBI system (Hyer et al., 2010). Therefore, for electron 
density calibration and dose calculation, the non-uniformity of CBCT images needs to 
be corrected, as without correction the dose difference between CBCT and CT plans 
can be up to 51% in a worst case scenario, and 1-5% in a best case scenario (Yang et 
al., 2007, Guan and Dong, 2009, Hatton et al., 2009, Boggula et al., 2009). The main 
aim of this thesis is to enable dose calculations to be performed with the use of CBCT 
images taken during radiotherapy course. 
 
1.2 Literature review and previous work 
The main role of CBCT technology in radiation therapy is to correct patient setup 
errors as well as to provide tumour or anatomical information such as tumour size, 
location, internal movement and orientation. As mentioned before, patient weight 
loss, bladder or rectal volumes and prostate position can change during the course of 
the treatment, or even between the initial planning CT (pCT) and the first treatment 
fraction. These changes can be accounted for by acquiring CBCT images, thus 
Figure 1.4: Cone beam CT geometry (Liu et al., 2012). 
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providing a more conformal target treatment and spare OARs as planned. In terms of 
its capability in radiotherapy treatment planning, CBCT can provide a more promising 
future (Shaw, 2014, Rafic and Ravindran, 2015). Ideally, CBCT can be used for dose 
calculation and to provide information about the treatment dose to the tumour and 
OARs on a daily or weekly basis for verification and ART purposes.  
   Owing to its cone-beam geometry, the amount of scatter in CBCT images is greater 
than that of conventional CT images (fan beam), and is dependent on the scanned 
object size, the collimator and the filter used. The image quality also depends on 
acquisition parameters, i.e. mA, kV and the number of projections (Hatton et al., 
2009). The number of projections for image reconstruction in CBCT is between 400 
and 700 which limits the image quality, whilst in pCT it is between 2000 and 4000 
projections, thus providing less information about the image (Richter et al., 2008). In 
addition, limited gantry rotation speed, about 2 minutes, and a large FOV in a single 
rotation reduce image quality (see Chapter 2). This means that, for each CBCT mode 
setting and patient site and size, there is a different HU-ED relationship. Currently, 
CBCT images in the XVI system provide pixel values, gray-scale intensity values or 
CBCT numbers that do not demonstrate true HUs (Guan and Dong, 2009, La et al., 
2009, Li et al., 2013). Consequently, CBCT images cannot be used directly for dose 
calculation (Fotina et al., 2012). Since the amount of scatter, and consequently CBCT 
numbers, depend on the patient size and acquisition parameters, converting CBCT 
numbers into HUs and then establishing a HU-ED calibration curve would cause dose 
calculation error, in some cases > 5% (Richter et al., 2008, Guan and Dong, 2009). By 
comparison, establishing a single HU-ED calibration for a given CT scanner is 
accurate enough to enable dose calculation in a TPS. Therefore, if there are significant 
anatomical changes observed on the CBCT images, acquiring another CT is necessary 
for an accurate assessment of dose differences. This procedure is time consuming 
across all staff groups involved in the radiotherapy pathway and an additional dose is 
delivered to the patients. Thus it would be sufficient to use CBCT images that were 
already taken during radiotherapy for evaluating the necessity of re-planning.   
   Many papers have studied the use of CBCT data for dose recalculation, which is 
still an active area of research (Onozato et al., 2013, Li et al., 2013, Onozato et al., 
2014, Dunlop et al., 2015, Held et al., 2015, Rafic and Ravindran, 2015). Some of 
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these papers look at physical or algorithm modifications to reduce the amount of 
scatter in CBCT images, whilst some of them deal with the CBCT HU-ED 
calibration. Other papers used CBCT images for dose calculation by mapping each 
voxel in CT to the equivalent point in the CBCT using rigid or deformable 
registration algorithms, or by using look-up tables. In addition, approaches to modify 
CBCT data using density override techniques, such as multilevel-threshold 
algorithms, can achieve an acceptable dose calculation accuracy. These approaches 
are relatively unsophisticated and can be easily implemented into clinic. 
   The first approach, physical modifications, includes anti-scatter grids and a bowtie 
filter (F1, in Elekta system). It has been shown that using a bowtie filter in Elekta XVI 
improves image quality and increases the contrast-to-noise ratio (CNR) (Chan et al., 
2011). Not only do these modifications reduce scatter artefacts but they also reduce 
CBCT imaging doses. It has been shown that using a bowtie filter can reduce the dose 
by 22% in the pelvic region (Spezi et al., 2012). However, these physical 
modifications do not always improve image quality to a level where the CBCT 
images can be used for dose calculation (Marchant et al., 2008, Mail et al., 2009).  
   Algorithm modifications to reduce scatter can be applied just before processing the 
projections or by post processing the acquired projections. Rinkel et al (2007) and 
Morin et al (2007) studied the effect of software corrections to CBCT images on 
scatter artefacts using both pre- and post-reconstruction, respectively. The result was 
that a greater reduction in scatter artefacts was observed compared with the physical 
modifications, but it was not achieved for all object sizes (Rinkel et al., 2007, Morin 
et al., 2007, Marchant et al., 2008). Poludniowski et al (2012) developed an algorithm 
to reduce scatter before reconstructing the projections. The results showed that 
acceptable differences in dose (< 3%) between the doses on CBCT (Elekta XVI) and 
pCT can be achieved (Poludniowski et al., 2012). However, such a technique cannot 
achieve acceptable differences in dose for large patient sizes and can be difficult to be 
implemented in the clinic. In recent commercial software releases, more sophisticated 
scatter-reduction algorithms are now available (Dunlop et al., 2015). 
   The third approach is to generate HU-ED tables for CBCT by assigning the 
densities in the pCT to the CBCT numbers. Richter at al (2008) studied the accuracy 
of using CBCT (Elekta XVI) for dose calculation using population-specific HU-ED 
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tables. The results showed that the use of phantom based HU-ED tables resulted in 
dose differences greater than 5% for pelvis patients. The use of patient specific or 
patient group specific HU-ED tables resulted in dose differences of less than 5% 
(Richter et al., 2008). Hu et al (2010) used patient specific HU-ED tables using a 
similar method to Richter’s. Dose differences of less than 3.3% were achieved (Hu et 
al., 2010). However, such techniques are still subject to CBCT image artefacts, which 
may lead to higher dosimetric errors (Fotina et al., 2012). In addition, in some TPSs, 
only one intrinsic HU-ED calibration is used and it therefore cannot be routinely 
altered by the user. 
   The forth approach for using CBCT images for dose calculation is by modifying the 
CBCT image where the HU in each voxel in the CT was mapped to the equivalent 
point in the CBCT. Yang et al (2007) used this approach with a deformable image 
registration (DIR) for three prostate patients using Varian OBI. The results showed 
that the dose differences in the PTV could be greater than 6 ∼10%, which was 
attributed to the interfractional organ movement. It was concluded that the modified-
CBCT-based dose calculation agreed with the pCT-based dose calculation within 1% 
(Yang et al., 2007). Van Zijtveld et al (2007) used the same approach for head and 
neck cancer patients, but with a rigid registration algorithm based on bony anatomy. 
The results showed that the dose differences between pCT and CBCT (Elekta XVI) 
were less than 1% (van Zijtveld et al., 2007). Depuydt et al (2006) generated a look-
up table to convert CBCT numbers into HU by mapping the HU values of pCT to 
CBCT numbers. However, using this approach with DIR, and its associated 
uncertainties, would in some cases result in no improvement in the accuracy of the 
dose calculation because the accuracy of DIR can be affected by bowel gas and 
artefacts from gold fiducial markers inside the prostate (Thor et al., 2011, Onozato et 
al., 2013). The uncertainty of DIR would be much higher if both pCT and CBCT 
images were affected by image artefacts, such as metal artefacts caused by the 
presence of a metal hip prosthesis. In addition, using this approach with rigid image 
registration would result in higher dose differences as the pCT is usually acquired 
weeks before the CBCT images (van Zijtveld et al., 2007, Dunlop et al., 2015). 
Therefore, significant anatomical differences may be observed between the two scans. 
Furthermore, the method of using look-up tables to convert CBCT numbers into HUs 
does not take into account the variation in CBCT numbers caused by artefacts in 
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different regions of the image (Marchant et al., 2008). Thus significant artefacts 
present in both histograms would result in higher dose uncertainties.    
   The last approach for enabling CBCT data to be used for dose calculation is by 
modifying CBCT numbers using a multilevel threshold (MLT) algorithm. This 
involves categorising pixel values in the CBCT images into segments of 
homogeneous HU used in clinical CT. Boggula et al (2007) used the MLT algorithm 
which replaces the pixel values of CBCT (Elekta XVI) images with three fixed HU 
values (as in CT) for air, soft tissue and bone based on threshold values. For three 
prostate cancer patients, the results showed that using uncorrected CBCT images for 
dose calculation resulted in dose differences of more than 20% in comparison to the 
pCT (Boggula et al., 2007). After correcting CBCT images, the dose difference 
reduced to less than 1%. Onozato et al (2014) evaluated the CBCT-based dose 
calculation accuracy for 10 prostate cancer patients using two methods: the MLT 
algorithm and a histogram matching algorithm. Using the MLT algorithm, the CBCT 
images were segmented into air, fat, muscle and bone with one set of threshold values 
(Onozato et al., 2014). The study showed that modifying CBCT images using with 
these two methods with rigid registration resulted in a dose difference of more than 
1% compared with pCT. Using these methods with DIR, the dose differences were 
reduced to less than 1%. Even though the differences between the two methods, in 
either registration, were not significant, the histogram matching method provided 
some correction for CBCT image artefacts caused by the gold fiducial markers and 
bowel gas, whilst the MLT method erroneously replace it with soft tissue HUs. Such 
artefacts can affect the DIR accuracy (Thor et al., 2011). The occurrence of additional 
inhomogeneities in the patient anatomy, e.g. a hip replacement, would significantly 
affect the DIR accuracy and result in greater dosimetric errors, due to the difficulties 
presented by the additional metal artefacts in both pCT and CBCT images. In 
addition, in such circumstances, one set of threshold values would be unable to 
accurately correct the image artefacts as the level of scatter is variable across the 
image. 
   Fotina et al (2012) assessed the accuracy of two HU modifications based on density 
assignments or overrides, called the “water-air-bone” (WAB) technique and region of 
interest (ROI) mapping techniques. The ROI technique is based on the same principle 
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as the MLT algorithm in a way that the CBCT numbers are replaced by the pCT 
numbers. In the WAB technique, the bony and low density structures on CBCT 
images (Elekta XVI) were extracted based on the grey values threshold using an 
automatic segmentation algorithm (available in iPlan TPS v.4.5.0, BrainLab, 
Germany) (Fotina et al., 2012). Fixed HU values were then manually assigned for 
bone (soft bony structures, hard bone and teeth), air/low density regions (rectal 
balloon and lung) and all the other structures are assumed to be water. The accuracy 
of these two techniques was compared with the phantom- and population-based HU-
ED CBCT calibration curves approach. For 10 prostate cancer patients, the results 
showed that the WAB and ROI techniques showed better agreement (below 2%) with 
pCT than the two CBCT calibration curves (up to 5%). Compared with the ROI 
mapping technique, the WAB technique is easier to implement in clinic as it does not 
require special software for mapping or analysis of the average HU values from the 
pCT images (van Zijtveld et al., 2007, Fotina et al., 2012).  
   Recently, Dunlop et al (2015) assessed the CBCT (Elekta XVI) dose calculation 
accuracy for density override techniques for four pelvic cases, where CBCT voxels 
were assigned as water-only and then as either water or bone (water-only and water-
and-bone methods). This was then compared with a scatter correction with a look-up 
table and an automated density assignment method that is available in the RayStation 
TPS (V3.99, RaySearch Laboratories, Stockholm, Sweden) (Dunlop et al., 2015). In 
the automated density assignment method, six different densities (air, lung, adipose 
tissue, connective tissue, cartilage/bone, and a higher density for prosthesis) were 
assigned to the CBCT image by binning the CBCT image histogram into six density 
levels. Compared with the pCT acquired on the same day as the CBCT, the results 
showed that the automated approach was superior to the other methods when 
considering smaller patients (with anterior-posterior distance < 25 cm). For larger 
patients, the water-only method gave the best accuracy. However, the automated 
density assignment method assigns the six materials based on the CBCT image 
histogram, which is approximated by two normal distributions to define the threshold 
values. Therefore, for larger patients, thus larger scatter, this approximation is highly 
affected, leading to larger dose differences. If there are significant image artefacts, 
such as metal artefacts, the approximation is even more affected. For the water-only 
method, all tissues are assigned as water and it ignores lower-density tissues, such as 
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adipose, and higher-density tissues, such as bone, thus provides a less accurate 
anatomical representation. 
   Besides dose calculation uncertainties introduced by CBCT image artefacts, or by 
the approaches used to enable dose calculation on CBCT images, dose calculation 
algorithms can be a source of dosimetric uncertainty. Some of the presented studies 
used moderately simple dose calculation algorithms, such as the pencil beam 
algorithm (Yoo and Yin, 2006, van Zijtveld et al., 2007, Yang et al., 2007, Boggula et 
al., 2009, Hatton et al., 2009, Guan and Dong, 2009). It is known that pencil beam 
algorithms calculate dose to water (Ahnesjö et al., 1992, Ahnesjö et al., 2005). For 
patients with additional inhomogeneities, such as hip prostheses, such an algorithm 
can result in incorrect interpretations. None of the presented papers studied the effects 
of using different dose calculation algorithms on the processed CBCT images of a 
patient with additional inhomogeneities. 
 
1.3 Thesis aims 
As mentioned before, changes in patient position, tumour shrinkage or growth, and 
internal organ motion occur during the treatment course for prostate cancers. For 
example, bladder and rectal volumes change on a daily basis, affecting the prostate 
position. The CBCT and pCT images are fused based on rigid registration. After the 
first three fractions, if the average shift in CBCT and pCT match is more than the 
tolerance of 3 mm, which takes into account the uncertainties in outlining, registration 
and position, then it will be corrected for the next fraction. Acquiring CBCT images 
with the new setup in the next fraction, if it is still more than 3 mm  this means that 
there are significant changes in patient geometry and/or internal organ position/shape 
seen on the CBCT scan, then a dosimetric assessment is required. Then the original 
plan is copied onto CBCT images after creating an external contour and fusing it with 
the pCT images, as shown in Figure 1.5. The dose is then recalculated turning the 
inhomogeneity correction off in both CBCT and pCT. If the dose difference at the 
isocentre is within 2%, the treatment will be continued, whilst if it is more than 2%, 
the patient will be re-scanned in the CT and the original plan is copied onto the new 
CT. The dose is then recalculated turning the inhomogeneity correction on. The 
Oncologist will review the dose distribution on the new scan and if acceptable, the 
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treatment will be continued, otherwise a new treatment plan will be generated. 
   The main aim of this thesis is to correct/modify CBCT images that are obtained 
during the treatment course, perform dose calculation on these processed images and 
to assess the impact of the dose being delivered. Since the CBCT images contain 
more scatter than a conventional CT system, the CT HU-ED calibration should be 
changed based on the CBCT image. Despite the fact that the accuracy of using HU-
ED CBCT calibration is affected by image artefacts, this cannot be done with the 
existing treatment planning system software (OMP, version 4.3), where the CT 
calibration is intrinsic and cannot be altered by the user. As an alternative, the MLT 
algorithm will be used to modify/segment CBCT images for dose calculation, as it is 
more robust against CBCT artefacts and can be easily implemented into clinic. In this 
thesis, the MLT algorithm will be used to segment CBCT images and will be 
investigated, along with the following objectives: 
1. Investigating the dose calculation accuracy based on segmented CBCT images 
using MLT algorithm.  
2. Segmenting CBCT images of a phantom, patient, patient with a single hip 
Figure 1.5: Current verification process using CBCT images. 
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prosthesis and patient with double hip prostheses, to provide a good assessment of 
dose calculation.  
3. Finding the optimum number of material bins, where a bin is a region of a 
uniform HU value, that are needed when segmenting CBCT images to give the 
best balance between dose accuracy and operator time.  
4. Identifying the effects of these bins on the dose calculation algorithms when using 
simple and complicated plan geometries. 
5. Developing the MLT algorithm to automate the CBCT segmentation process 
based on geometric landmarks and radial symmetry and enhancing the 
performance of this method so it can be completed in a timeframe which can make 
it clinically useful. Then using it as a fast decision-making tool regarding on-
treatment patient shape changes and whether a new CT is required. 
6. Enabling dose calculations to be performed with the use of MR images using 
MLT algorithm. 
   To identify the effects of the segmentation process on the dose calculation 
algorithms, Monte Carlo modeling will be used, firstly in a conventional way to test 
uncertainties in the dose calculation inherent in the treatment planning system, and 
Figure 1.6: Verification process using modified/corrected CBCT images. 
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secondly to enable dose calculations to be performed with the use of CBCT images. 
In this way, it minimizes uncertainty related to the dose calculation as well as 
identifying those introduced by the different scanning technologies and different 
material bins.  
   The endpoint of this thesis is to have an accurate and efficient way to modify CBCT 
data where it can be quickly used for dose calculation that is as accurate as using the 
TPS to calculate a dose distribution on a CT planning scan, then using it as a quick-
decision-making tool for re-planning, as shown in Figure 1.6. This will eliminate the 
need to rescan the patient (unnecessary CT rescan if the patient does not require a new 
plan to be created) and potentially avoiding additional dose and enabling the 
introduction of adaptive planning in the clinic. 
 
1.4 Thesis structure 
Having established the research activity in the subject area, the rest of the thesis is 
structured in the following:   
   Chapter 2 reviews the physics of cone beam CT systems in detail, including system 
instructions, applications and image artefacts.  
   Chapter 3 reviews the advantages and disadvantages of some of the commercial 
dose calculation algorithms including Monte Carlo dose calculation algorithm.  
   Chapter 4 presents the main concepts of Monte Carlo simulation for photon and 
electron transports. It also reviews the main radiation interaction mechanisms.  
   Chapter 5 shows the investigation and validation of the Monte Carlo linear 
accelerator model of the Elekta Synergy linear accelerator using EGSnrc MC code. 
   Chapter 6 investigates the dose calculation accuracy based on modified/segmented 
cone beam CT images of a male pelvis phantom. The segmentation process was 
performed using the multilevel threshold algorithm and two material bins were 
included, water and bone.  
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Chapter 7 investigates the dose calculation accuracy based on segmented cone beam 
CT images of a prostate patient. The segmented cone beam CT images included three 
bins that represent air, water and bone.  
   Chapter 8 shows the investigation of the dose calculation accuracy based on 
segmented cone beam CT images of a prostate patient with hip prosthesis. A large 
number of material bins (up to 8) was explored to find an optimum solution, 
balancing, segmentation speed (operator time) with dose calculation accuracy. This 
chapter and parts of Chapter 6 are coauthored publications, which I laid on the 
development of the methodology, analysis and the write-up (Almatani et al., 2016a).   
   Chapter 9 shows the investigation of the dose calculation accuracy based on 
segmented cone beam CT images of a prostate patient with double hip prostheses. 
Based on Chapter 8 results, five material bins were used to segment cone beam CT 
images. The same cone beam CT image set was segmented three times each with 
different operator time to provide more accurate bone delineation.  
   Chapter 10 introduces an automated multilevel threshold algorithm to reduce 
operator time associated with the multilevel threshold algorithm. The automated 
multilevel threshold algorithm was used to segment the same cases used in Chapter 7, 
8 and 9. Parts of this chapter (double hip case only) are coauthored publications, 
which I laid on the development of the methodology, analysis and the write-up 
(Almatani et al., 2016b).  
   Chapter 11 investigates the segmentation of MR images using the multilevel 
threshold algorithm and the dose calculation accuracy based on segmented MR 
images of the prostate cancer patient used in Chapter 7.   
   Chapter 12 summarises the findings of this thesis, provides suggestions for future 
works and concludes the thesis. 
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2.1 Introduction  
CBCT is a medical imaging technique that was initially developed as an IGRT tool by 
Jaffray and Siewerdsen in the early 2000’s (Jaffray and Siewerdsen, 2000, Jaffray et 
al., 2002). Since then it was characterized and implemented in radiotherapy 
departments as part of the linear accelerator (Linac) system to correct patient 
(translational and rotational) setup errors in the treatment room in order to reduce 
field margins and to optimize the treatment plan (Figure 1.3 and Figure 1.4) 
(Smitsmans et al., 2005). Compared with fan beam (conventional) CT, CBCT uses a 
beam that is wider in the patient longitudinal direction and it is possible to acquire a 
wider volume scan in a single rotation, making it feasible to be integrated into Linac 
systems. By comparison, the fan beam property in the conventional CT, as well as the 
mechanical complexity of the implantation, means it is practically infeasible to 
integrate conventional CT with the Linac. Siemens SOMATOM CT-on-rails, installed 
in the treatment room, has been used but not widely due to its limitations, such as 
uncertainties in the patient couch position after a rotation. This is because the CT-on-
rail dose not share the same gantry with the treatment machine, operating 
independently (Owen et al., 2009). Currently, there are several linear accelerators 
integrated with kV-CBCT systems (sharing the same gantry) which are commercially 
available.  The more commonly used systems are Elekta X-ray Volume Imager (XVI) 
(Elekta, Crawley, UK) and Varian On Board Imager (OBI) (Varian Medical systems, 
Palo Alto, CA). This study focuses only on the XVI system (XVITM, version 4.5, 
Elekta, Crawley, UK) mounted on the Elekta Synergy Linac (Figure 1.3).  
 
2.2 XVI system 
The XVI system contains a kilo-voltage (kV) source, which is similar to those used 
for conventional CT, and has a fan-cooled X-ray tube and a flat panel detector. The 
term ‟cone beam” refers to the cone-shaped beam generated from the kV source. 
Kilo-voltage X-rays are generated by an X-ray tube, which is mounted on the linear 
accelerator drum so that the focal spot of the tube is at 90° to the mega-voltage (MV) 
source and 100 cm from the treatment system axis of rotation as shown in Figure 1.3. 
The flat panel detector is mounted opposite the X-ray source and the MV treatment 
beam shares the same axis of rotation with the kV beam. The central axis of the kV 
beam is positioned perpendicular to the treatment beam. Two retractable arms control 
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the movement of the kV source and the flat panel detector, and the source-to-detector 
distance is 153.6 cm. In conventional CT scanners, the acquisition can be performed 
using either axial or helical modes. For the former, the scans are performed with 
multiple rotations at different axial positions whilst in the latter, the scans are 
performed with multiple rotations with a table moving at a constant speed. By 
comparison, the acquisition of CBCT images is performed by taking multiple 
sequential planar projection images of the FOV, acquired in a single rotation around 
the patient with a fixed table position (axial mode). Each planar image is projected 
and collected at different angles and for each scanning protocol there are a different 
number of projections acquired.  
   The kV beam is filtered as it exits the tube housing by a physical filtration system, 
made of a stack of metallic cones and disks, that is fitted at the tube window. This 
system reduces the dose to the patient and decreases scatter. An additional physical 
filter, called a bowtie filter, can be added by the user to further reduce the amount of 
scattered radiation which in some CBCT scans, such as in the pelvic region, exceed 
the primary radiation (Graham et al., 2007). The bowtie filter (F1) is constructed of 
aluminium and is contained in a cassette that can be placed in the beam path. With the 
bowtie shape, the signal at the periphery of the field is reduced as the photons 
travelling toward the periphery traverse a greater thickness of aluminium, allowing 
the detector panel to operate within its dynamic range. It improves image quality by 
removing low energy photons and reducing the amount of scattered reaching the 
detector by a factor of 2 (Siewerdsen and Jaffray, 2000, Graham et al., 2007).  
   The flat panel detector can be placed in three different positions (perpendicular to 
the rotational axis of the imaging system) to generate three different FOVs: small, 
medium and large. These different fields of view determine the transaxial dimensions 
of the image (XVI R4.5 manual). The small FOV (SFOV) is selected by centrally 
aligning the flat panel with the X-ray tube and a minimum gantry rotation of 200° is 
required. The maximum diameter of this scan is 27 cm at the isocentre. For the 
medium FOV (MFOV), the flat panel is shifted laterally by 11.5 cm and the 
reconstructed images can have a diameter of 41 cm. When the flat panel is offset from 
the central axis of the kV beam, the circular movement around the axis results in a 
wider volume being scanned. The large FOV (LFOV) is selected by offsetting the flat 
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panel to 19 cm from the central axis. A full gantry rotation is required for both 
medium and large FOV.  
   For each FOV there is a collimator cassette which contains a lead insert with a 
specified shape and a thickness of 3.2 mm. The collimators are inserted to restrict the 
kV beam to the FOV and to determine the scan length in the superior-inferior 
direction along the patient (G-T direction). This is called the nominal irradiated length 
at the isocentre by Elekta. 
 
2.2.1 kV source 
The kV source generates X-rays by converting the kinetic energy of electrons 
accelerated under a high voltage into electromagnetic radiation due to ‘collisional’ or 
‘radiative’ interactions with a metal target (see Chapter 4). The X-ray production is 
controlled by an X-ray tube and an X- ray generator, which supplies electric power 
and allows the user to control the selection of X-ray energy. The X-ray tube (Dunlee, 
Aurora, IL) is a vacuum tube and comprises a cathode and anode. The cathode is a 
heated tungsten filament from which electrons are emitted, termed thermionic 
emission. The XVI uses a rotating anode that contains the tungsten target with a small 
angle, 14°, and a focal spot size of 0.8 mm (Mail et al., 2009). The emitted electrons 
are accelerated toward the anode by a high voltage, supplied by the X-ray generator, 
without collisions since the X-ray tube is a vacuum, to generate the X-ray. The X-ray 
tube is capable of producing photon spectra with peak voltage (kVp) range between 
70 and 150 kVp. 
 
2.2.2 Flat panel detector  
A flat-panel detector (FPD) is an indirect detector that is based on a large-area solid-
state sensor panel coupled to an X-ray scintillator layer. The FPD in the XVI system 
is an amorphous-silicon (a-Si) thin film transistor (TFT) on a large area of 
scintillating material (cesium iodide (CsI)) detector and has a matrix of 1024 × 1024 × 
16 bits (physical size 41 × 41 cm2). With indirect detection of X-rays, an X-ray tube 
sends a beam of X-ray photons through a target. X-ray photons not absorbed by the 
target strike the CsI scintillator layer, where the photoelectron effect occurs. The 
electrons in the scintillator are then excited and lose their energy through ionisation 
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interactions. This creates electron-hole pairs, which are positively charged holes and 
negatively charged electrons. The electron-hole pairs then recombine producing 
visible light, which has an intensity that is proportional to the energy of the incident 
photon.  These visible light photons are detected and converted into electrons by the 
TFT layer of the photodiode that can activate the pixels in a layer of amorphous 
silicon. The activated pixels produce electronic data that a computer can translate into 
an image of the target. The FPD produces images with sufficient soft tissue contrast at 
acceptable dose levels. It can also cover a large field of view with a resolution of 
approximately 0.5 mm (Chan et al., 2011). In addition, there are other advantages of 
the FPD which include large-area fabrication and radiation damage resistance. 
However, there are some disadvantages that limit their performance, such as 
manufacturing defects, their non-uniformity and their non-linear response to the 
radiation spectrum. Furthermore, the material characteristics of the amorphous-silicon 
semiconductor shows increased charge trapping effect and lower mobility (Bourland, 
2012). These limitations of the FPD produce image artefacts and thus decrease image 
quality, which are discussed in detail in Section 2.5.  
 
2.2.3 Image reconstruction  
In conventional CT, the algorithm used for image reconstruction is called Filtered 
Back Projection (FBP), which is the most widely used algorithm in CT image 
reconstruction (Turbell, 2001).  The X-ray runs through multiple slices and each slice 
is reconstructed to give 3D volumetric data. In CBCT, however, the 2D projection 
data is used directly to reconstruct 3D volumetric data. This is referred to as cone-
beam reconstruction where the projection data is acquired with a circular trajectory. 
Figure 2.1: Construction of flat panel detector, 1 Aluminum, 2 air gap, 3 CsI scintillator, 4 
attenuator and 5 photodiodes (Courtesy of Elekta)(Giles, 2010).  
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The most popular algorithm used for CBCT image reconstruction, and that which is 
also used by the XVI system, is called the Feldkamp, Davis and Kress (FDK) 
algorithm, also referred to as the Feldkamp algorithm (Feldkamp et al., 1984, Shaw, 
2014). The FDK algorithm is an extension of the fan beam FBP algorithm, where the 
2D cone-beam projections undergo three major steps; preweighting, 1D filtration and 
3D backprojection. The preweighting process depends on both the fan angle, which 
defines the width of the beam across the scanned object, and the cone angle, which 
defines the width of the beam in the object direction. The preweighting process 
compensates for the increased attenuation of photons along the periphery of the object 
at larger cone angles. Then a row-by-row ramp filtering is applied, on the detector 
plane, to the preweighted data to remove statistical noise. During the 3D 
backprojection step, the intensities in each voxel for a particular cone angle are 
determined by linearly interpolating all filtered fan-beam projections along the tilted 
plane and these are then summarized to get the whole 3D volume. 
   Due to its approximate nature, the structures in planes that are away from the 
midplane are inaccurately reconstructed. This is due to the fact that the projection data 
acquired along circular source-detector trajectory are inadequate for complete 
reconstruction. According to the so-called Tuy-Smith condition, a complete 
reconstruction can be obtained if every plane intersecting the object intersects the 
source-detector orbit (Tuy, 1983, Smith, 1985). For CBCT, consequently, any 
location above or below the midplane violates Tuy-Smith condition. This 
incompleteness of the circular cone beam acquisition results in the so-called cone 
beam artefacts that will appear near the edges of the image and these become more 
prominent with increasing cone angles (see Section 2.5.6). Despite its approximate 
nature, the FDK-type algorithms are easy to implement and have higher 
computational efficiency to provide a quick volume image.   
 
2.3 CBCT in image-guided radiotherapy for prostate cancer 
The main aim of EBRT is to deliver the planned radiation dose to the target volume, 
PTV, and to avoid delivering high doses to OAR. With the development of highly 
conformal treatment techniques, such as IMRT, it becomes possible to deliver higher 
doses to the target, dose escalation, and whilst also minimizing the dose to the 
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neighboring normal tissues. For the prostate, such technique results in better clinical 
outcomes such as increasing local tumour control (Sveistrup et al., 2014). It is been 
shown that dose escalation of ≥ 75.6  Gy for low-risk patients were associated with 
improved long-term prostate-specific antigen relapse-free survival (PSA-RFS) 
outcomes, and for higher-risk patients, biochemical control was improved with ≥ 
81  Gy (Zelefsky et al., 2011). Thus greater precision for localization of the target, 
OAR, treatment set-up and delivery is required.  
   However, the adjacent organs, such as the rectum and bladder, and their 
interrelationship, the distension of the rectum and bladder filling makes delivering a 
uniform dose to the target challenging on a day-by-day basis. The delivery of a typical 
prostate radiotherapy course takes about 7 weeks and is planned on a single pCT scan 
that is taken a week or two before starting the course. As mentioned in Chapter 1, it 
has been shown that rectal and bladder volumes have significant impacts on the 
prostate position (Roeske et al., 1995, de Crevoisier et al., 2005). The rectal distension 
has a larger influence than the bladder filling. In addition, tumour regression and 
patient weight loss might also occur during the treatment course. Thus the initial pCT 
scan is more unlikely to accurately represent either the prostate position or the 
surrounding normal tissue. This variation of the internal anatomy increases the risk of 
geographical miss and decreases the dose to the target with increasing dose to OAR, 
leading to low biochemical control and local control, and increased rates of especially 
late rectal toxicity (de Crevoisier et al., 2005, Fiorino et al., 2009).  
   These changes in prostate position can be up to 11 mm, primarily in the anterior–
posterior (AP) direction and 13 mm superiorly due to rectal size and shape (Ciernik et 
al., 2002, Hoskin, 2008). Interfraction and intrafraction motions have major impacts 
on the treatment as well. Interfraction motion is the motion of the anatomy between 
different treatment fractions and has both systemic and random factors such as 
variability in target position between fractions whilst intrafraction motion is the 
motion occurred during a single fraction and considered to be random such as 
breathing and internal organ motion (Hoskin, 2008). To compensate for these 
motions, the CTV-PTV margin should be more extended. However, a larger PTV 
margin increases the dose of the surrounding normal tissue. For prostate volume of 60 
cm3, a 55% or 74% reduction of normal tissue irradiated is achieved when decreasing 
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the margin from 10 mm to 5 mm or 3 mm, respectively (Ciernik et al., 2002). Boda-
Heggemann et al (2011) stated that reducing standard margins by 50% leads to 
decreased biochemical control and increased rectal toxicity since the margins are too 
small to consider interfractional motion. Van Herk (2008) stated that biological 
imaging so far is not capable of showing tumour deposits on a microscopical level due 
to the resolution limitation of all scanners and therefore CTV-PTV margin should 
take that into account to avoid missing part of the tumour.  
   As a result, it can be clearly seen that the margin is the result of compromises that 
balanced concerns for a potential geometrical miss, unacceptable toxicity and tumour 
control, especially when a high dose is delivered. It has been shown that patients with 
a distended rectum in the pCT lead to a reduction in biochemical control rates (de 
Crevoisier et al., 2005). In the UK, approximately 20% of patients need repeat 
planning CT to reduce rectal volume (Stillie et al., 2009). Therefore, a dietary 
protocol to achieve a consistent rectal volume is required to maintain prostate position 
and improve biochemical control with a decrease in rectal toxicity (Langen and Jones, 
2001, Stillie et al., 2009). In addition, it has been shown that it is more advantageous 
to treat prostate with a full bladder protocol to reduce bladder toxicity (Hille et al., 
2005, Hoskin, 2008). In Singleton hospital, the drinking and dietary protocols include 
laxatives (Liquid paraffin and Magnesium Hydroxide (30 ml)) to ensure regular 
bowel movements with the aim of reducing rectal diameter, and drinking water (> 200 
ml) to maintain comfortably full bladder size. However, an advanced imaging 
guidance technique, IGRT, is thus required to localize the target and evaluate OAR 
geometry throughout the radiotherapy treatment course. 
   As a CBCT system is integrated with a Linac, it allows correcting patient set-up and 
provides 3D image sets of the patient in the treatment position immediately before 
treatment with good soft tissue contrast (Jaffray et al., 2002).  It can also monitor any 
changes in shape, size and position of the prostate and those related to weight loss, 
organ filling/distension or tumour regression. This can be done by registering CBCT 
images with the pCT images (rigid or deformable registration) that also determine the 
shift required to place the patient in the correct position as planned. The development 
of CBCT volumetric imaging in the treatment room makes it a widely-used IGRT tool 
and a routine procedure for patient verification and tumour positioning, especially for 
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highly conformal radiation therapy techniques (Boydev et al., 2015, Held et al., 2015). 
Along with the prostate, the accuracy of radiotherapy treatment has been improved by 
using CBCT as an IGRT tool for different sites such as head & neck and lung cancers 
(Boda-Heggemann et al., 2011, Oldham et al., 2005). 
   The use of CBCT as an IGRT tool has been shown to allow a reduction in CTV-
PTV margins and a reduction in toxicity. It has been demonstrated that CBCT can 
achieve a high accuracy of matching CBCT images of an unambiguous object to 
reference pCT images with residual errors 0.12 mm (Moseley et al., 2007). For 
prostate phantom, the accuracy of CBCT-based IGRT is high with residual errors less 
than 1 mm (Létourneau et al., 2005a). This is more difficult to achieve in clinical 
practice, where inter-observer variability can be 2.2 mm when matching CBCT 
images of soft tissues to a reference pCT images (Moseley et al., 2007). This can be 
reduced to less than 1 mm if fiducial marker was used for prostate localization (Boda-
Heggemann et al., 2011). Deegan et al (2015) studied the difference between aligning 
fiducial markers and soft tissue on CBCT and found that the inter-observer variability 
on soft tissue-based alignment was higher than fiducial marker-based alignment, 
which should be considered in the margin generation. For soft tissue-based alignment, 
the higher inter-observer variability can be due to CBCT image quality, which can be 
affected by different image artefacts (see Section 2.5, for more details).  
   Even though the CBCT image quality is inferior to the pCT, CBCT has the 
advantage over 2D-based IGRT to evaluate OAR geometry. A study showed that the 
rectal and bladder borders were reliably identified in 94% of the CBCT image sets of 
176 cases (Showalter et al., 2008). The cases were without any addition of 
inhomogeneities into the patient anatomy such as hip replacement which greatly 
degrades image quality. A proper bladder filling protocol allows the reduction of the 
dose to OAR and the PTV margin from 8 mm to 4 mm (Pawlowski et al., 2010). 
Further using CBCT with margin reduction to 3 mm statistically improves rectal 
toxicity as modeled by NTCP with no reduction in the TCP (Maund et al., 2014).  
   Beside image quality, the use of CBCT as an IGRT increases overall radiation dose 
to the patients. It has been shown that kV CBCT of the pelvis resulted in an effective 
dose of more than 22 mSv per scan and could increase the secondary cancer risk by 
up to 2% to 4% if CBCT is used daily (Kan et al., 2008). Mandatory in UK 
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legislation, CBCT has to be used safely in IGRT and therefore, the risks associated 
with the concomitant imaging need to be balanced against the benefits of the 
treatment outcome such an increase in overall survival, improvement in TCP and 
reduced toxicity (Sykes et al., 2013).  
 
2.4 CBCT in adaptive radiotherapy for prostate cancer 
The initial pCT that is acquired one or two weeks before starting the treatment course 
is unlikely to accurately represent the prostate position or the surrounding normal 
tissue due to changes in the patient anatomy. Changes such as tumour shrinkage, 
weight loss and OAR deformation cannot be corrected accurately unless the treatment 
is re-planned or adapted to take these changes into account. Adaptive radiotherapy 
(ART) uses CBCT images as a guidance to facilitate re-planning, then adapting or 
modifying the treatment prescription parameters, such as number of fraction or even 
generating a new plan, based on any changes in the patient anatomy prior to the 
treatment. Another treatment prescription parameter that can be modified is field 
margins (as mentioned in Section 2.3). The first clinical results of CBCT as ART 
evaluated for prostate cancer were found to reduce the PTV margin by 29% on 
average and reducing the probability of late rectal bleeding by 19% (Nijkamp et al., 
2008, Srinivasan, 2015). ART combined with IGRT can also compare the planned 
and delivered doses to the target volume and OAR. 
   The use of CBCT as an ART tool can be used to generate treatment plan, estimate 
the dosimetric effect of patient weight loss, assess choosing a ‘plan of the day’ and 
recalculate the dose distribution (Wu et al., 2008, Cheung et al., 2009, Burridge et al., 
2006, Boggula et al., 2007). To estimate the dosimetric impact of observed anatomical 
changes, the original plan is applied to the CBCT images and the dose distribution 
within specific volumes is compared with the original dose distribution. In the so-
called ‘plan of the day’, multiple plans are generated at the time of planning with 
different PTVs. During the treatment course, daily CBCT imaging is used to choose 
the most appropriate plan based on that day (Burridge et al., 2006). Another technique 
is to generate a patient-specific database that contain all plans delivered and if no plan 
fits the current case, the original plan will be adapted and then added to the patient 
database for future fractions (Li, 2011). The dose distribution from the original plan 
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that performed on pCT is deformed onto the CBCT images to approximate the dose 
distribution for reoptimization process to match the ‘anatomy of the day’. In addition, 
CBCT data can be used in retrospective IMRT dose reconstruction where the 
respective MLC log-files are retrieved and converted into fluence maps, then the dose 
is reconstructed on CBCT data with the regenerated fluence maps (Lee et al., 2008b). 
However, CBCT images generated using XVI on Elekta treatment units do not 
provide true Hounsfield units or CT numbers (Fotina et al., 2012).  
   In order to be able to perform CBCT-based ART, the CBCT images should be 
corrected. Compared with pCT, the image quality of CBCT is inferior due to the 
cone-beam geometry and associated scatter radiation, resulting in more image 
artefacts which make the correction of CBCT data more challenging. These image 
artefacts are described in detail in the rest of this chapter. However, different methods 
have been proposed for correcting CBCT data in order to achieve accurate dose 
calculation that is consistent with that calculated on pCT (for more detail see Section 
1.2) (Yang et al., 2007, Boggula et al., 2007, Richter et al., 2008, Cheung et al., 2009, 
Fotina et al., 2012, Onozato et al., 2014, Dunlop et al., 2015, Held et al., 2015). The 
main aim of this thesis is to correct CBCT data and enable dose calculations to be 
performed quickly with the use of CBCT images as eliminating the need to rescan the 
patient and potentially avoiding additional dose. 
 
2.5 CBCT image quality 
Image quality can be defined as a measure of the accuracy with which the final image 
portrays the original object. In CT, it is therefore the accuracy with which the true 
HU, CT numbers or the actual linear attenuation coefficients of the materials are 
displayed in the image. Image quality can be expressed by some parameters such as 
image noise, contrast resolution and spatial resolution. In reality, a perfect 
representation of an object in the reconstructed images is impossible. Image quality is 
affected by image artefacts, which are any distortion in the image that is irrelevant to 
the object being scanned. In other word, an artefact in CT images is a systematic 
difference between the expected CT numbers and the CT numbers in the 
reconstructed images of an object. In addition, artefacts arise from several sources 
such as the X-ray source, the geometry of the imaging system, the image formation at 
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the detector and the subject being scanned. 
   In the CBCT system, image quality is one of the more notable disadvantages 
because cone-beam geometry covers a large FOV in a single rotation with a large area 
detector, which results in an increased in the scattered radiation component. This 
affects the CBCT number or pixel value (gray scale), which shows the degree of X-
ray attenuation in CBCT images (in conventional CT, HU or CT number shows the 
degree of X-ray attenuation (see Chapter 1)). This leads to artefacts in the 
reconstructed image that influence image contrast, noise and pixel value accuracy. 
The most common and significant artefacts in kV CBCT system are discussed in the 
following sections. 
 
2.5.1 Scatter artefact 
The interaction between soft tissue or bone and the incident X-ray beam is energy 
dependent. For CT imaging energies, Compton scattering takes place when the X-ray 
beam passes through a region of low atomic number (Z) (see Chapter 4). In 
conventional CT, the X-ray source is collimated to only allow scatter generated from 
a thin axial region of interest to reach a single-row or multi-row detector. However, 
the X-ray is collimated to a wide beam in the CBCT system thus allowing scatter 
from the entire object volume to reach the detector. Large beam angles and a larger 
detector result in larger scatter as scattered photon at larger deflection angles are still 
more likely to be detected. These detected scattered photons are indistinguishable 
from the primary photons. The effect of scatter is that the beam appears to be more 
penetrating because the scattered and the primary radiation are detected together, 
instead of the primary radiation alone being detected. Thus the transmission in the 
projection measurement is overestimated and the true attenuation coefficient is 
underestimated, therefore degrading CBCT images. When the scatter varies slowly in 
the projection domain, the amplitude of the inhomogeneities towards the centre of the 
object is increased leading to slowly varying artefacts, called cupping or shading 
artefacts, which reduce the reconstructed pixel values. A sharp variation in the scatter 
in the projection domain, i.e. behind high density material such as bone or prosthesis, 
leads to sharply varying artefacts, called dark streak artefacts as shown in Figure 2.2 
and Figure 2.3. These dark streak artefacts are seen particularly between 
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heavily attenuating materials within the scanned object, leading to a large reduction in 
attenuation values.  
   In FDK reconstruction, applying the ramp filter to the projection data that are 
inconsistent along views with low or high X-ray scatter leads to bright streaks 
artefacts. In addition, the amount of scatter increases with FOV, collimations and 
object size, and varies with the acquisition parameters such as kVp, number of 
projection and mAs. Furthermore, X-ray scatter degrades CBCT images by increasing 
noise that reduces the measured contrast between reconstructed tissues. Noise can be 
referred to as any stochastic variation in the CBCT pixel values. The best example of 
noise is quantum noise, which is a random distribution of individual X-ray photons 
incident on each detector element. In CBCT, quantum noise is high as the tube current 
value used is low, to avoid delivering high doses. This is considered to degrade the 
system’s detective quantum efficiency (DQE), which is the fraction of X-ray photons 
contributing to the 3D image. DQE can be used to describe the image noise generated 
by X-ray scatter. 
   The scatter-to-primary ratio (SPR) is used to express scatter contribution and 
depends on FOV, filter used, object size and system geometry. In CBCT, SPR can be 
more than 1 showing that the majority of the detected photons have undergone at least 
one scattering event. An increase in SPR results in a proportional reduction in DQE, 
i.e. a SPR of 1 reduces the system DQE by a factor of 2 (Siewerdsen and Jaffray, 
Figure 2.2: Example image illustrating X-ray scatter artefacts, due the presence of high 
density material, hip prosthesis. 
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2000).  
   There are several methods proposed to correct or minimize X-ray scatter artefacts. 
Changing acquisition parameters such as FOV, voxel size, number of projection and 
kVp can reduce the amount of scatter but also reduces the image quality and contrast. 
In addition, physical methods can be introduced to reject X-ray scatter at the detector 
that include a bowtie filter and an antiscatter grid. A bowtie filter (available in the 
XVI system, F1) improves image quality and reduces SPR, leading to improved 
CBCT pixel values accuracy and makes the best use of the dynamic range of the flat 
panel detector (Graham et al., 2007). A bowtie filter can be used to reduce X-ray 
scatter, and therefore, SPR, making it more uniform (see Section 2.2). For a midsize 
human torso, it has been shown that on a CBCT system SPR is around 2-3 and can be 
up to 8 in certain areas of the projection images that contain highly attenuating 
material (such as bone) even when using a bowtie filter (Zhu et al., 2009). It has been 
shown that using an antiscatter grid for kV images reduces scattered radiation but also 
absorbs part of the primary radiation, thus imparts a tradeoff in imaging dose, noise 
and artefacts (Siewerdsen et al., 2004, Shaw, 2014).  
   Even with when changing the acquisition parameters and the physical methods, the 
X-ray scatter in CBCT can still significantly degrade image quality and pixel values 
in the reconstructed images. This suggests the need for correcting scatter artefacts by 
estimating the scatter contribution to the projection data, either using measurement, 
analytical approaches, MC simulation and modulation methods (Ning et al., 2004, 
Boone and Seibert, 1988, Jarry et al., 2006, Maltz et al., 2005). The analytical and 
MC approaches make some assumptions to increase computational efficiency which 
compromises the estimation accuracy. Measurement approaches can correct scatter 
artefacts but often result in high patient dose, as two scans per projection are required 
to compensate for the primary loss (Fan et al., 2015). Modulation methods tend to not 
correct scatter-induced high-frequency artefacts such as those caused by metal. 
However, all the correction methods mentioned above usually associate with 
inconvenient system hardware modifications, increasing the patient dose or increased 
computational time, preventing them from wide clinical use as an efficient correction 
method.  
   Even when using or applying the methods mentioned above to reduce scatter 
Chapter 2                                                                                                                             Cone beam CT 
 36 
artefacts, it is still one of the major sources of image degradation in CBCT. The 
complicated and random nature of scattered photons makes the accurate rejection or 
estimation of the scatter contribution to the reconstructed images a very challenging 
task.  
 
2.5.2 Beam hardening 
As with all medical X-ray beams, the kV source in CBCT XVI uses a polyenergetic 
X-ray spectrum. After passing through a patient, the lower energy X-rays are 
attenuated more than the higher energy X-rays, mainly because of the photoelectric 
effect. Therefore, as the polychromatic X-ray beam penetrates the object, the lower 
energies are absorbed, preferentially leading to a skew in the shape of the energy 
spectrum toward the higher energies. Consequently, the mean energy of the beam 
gradually increases (hardens) and is attenuated less as it penetrates the object.  
   The beam hardening causes artefacts in CBCT because the average energy of the 
beam from some projection angles is hardened more than from other angles. For 
example, the average energy of the X-ray travelling through the edges of the object is 
lower than those travelling through the centre of the object since there is less material 
for the beam to travel through. As the beam hardens, the effective attenuation 
coefficient within a large material length is lower than the expected. The 
reconstruction algorithm assumes that the attenuation is exponentially related to the 
object thickness, ignoring the energy dependence of the attenuation coefficients. 
Therefore, in the reconstructed image, the attenuation coefficient is underestimated, 
thus the centre of the object appears to be less dense than the edges, leading to an 
inconsistency in the CBCT pixel value of the same material. This leads to a dark area 
at the centre of the object, cupping artefacts (Figure. 2.3). The extent of the cupping 
artefact increases with object size and the location of the cupping is also dependent on 
the object’s position relative to the isocentre.  
   Beam hardening also results in dark streaks between highly attenuating materials 
within the scanned object. When the beam crosses inconsistencies parts of a high 
attenuating material, such as bone, it leads to dark streak artefacts that join areas of 
this material in the reconstructed image. In addition, the reconstructed images may 
show bright streaks due to the application a ramp filter to inconsistent projection data. 
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In general, artefacts caused by beam hardening have similar characteristics to those 
caused by X-ray scatter, and it is therefore difficult to differentiate between them 
(Shaw, 2014). Compared with X-ray scatter artefacts, the magnitude of beam 
hardening artefacts tend to be smaller and more easily corrected (Bourland, 2012).  
   Beam hardening artefacts can be minimized using physical methods that include a 
bowtie filter and added beam filtration to flatten the X-ray fluence transmitted to the 
detector. However, using this method results in a reduction of the detector signal, thus 
increasing noise. More effective methods include nonlinear correction algorithms 
based on a water calibration for homogenous objects. For inhomogeneous objects, 
additional correction factors related to the energy dependence of the attenuation 
coefficients of the materials must be considered. Iterative correction algorithms can 
significantly correct beam hardening artefacts associated with more than one high-
attenuating materials with the advantages of improving image quality (Hsieh et al., 
2000).  
Radar & ring 
artefacts 
Cupping 
artefacts 
Figure 2.3: Example images illustrating beam hardening, between highly attenuating 
materials, radar and scatter artefacts. 
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2.5.3 Ring artefact 
In CBCT, the FPD can be a source of image artefacts. Miscalibrated detector pixel 
lines/rows, elements or manufacturing defects in the FPD affect the quality of the 
reconstructed image, leading to artefacts. The shape of these artefacts is ring-like as 
the erroneous signal arises from a measurement that is from a fixed location on the 
detector, i.e. a dead or defective pixel. Thus a fixed defect is presented in the 
sinogram and overlapped in the backprojection at a fixed radius in the reconstruction, 
owing to the rotating motion of the detector during the acquisition. A ring artefact 
appears as a single or multiple concentric ring centered around the location of the axis 
of rotation and is presented in every axial slice of the 3D reconstruction (Figure. 2.3). 
Depending on the direction of the erroneous signal, the ring artefacts can be bright or 
dark (Shaw, 2014). Bright ring artefacts result in an increase in the reconstructed 
CBCT pixel values whilst dark ring artefacts result in a reduction in the pixel values. 
As mentioned in Section 2.2, the FPD can be shifted laterally to the centre of rotation 
to cover large volumes. Such a shift results in poorer uniformity with a ring artefact in 
the centre of the reconstructed images in the axial plane . In addition, beam hardening, 
or a change in detector exposure, causes pixel gain variation that leads to structured 
nonuniformities in projections and ring artefacts in CBCT images (Altunbas et al., 
2014).  
   Ring artefacts can be minimized by sufficient offset-gain-defect detector calibration. 
Spatial variation in detector dark current and variations in the detector response to 
nonuniform X-ray should be corrected using offset and gain corrections, respectively. 
Using defect calibration can identify dead or noisy pixels that show erroneous offset 
or gain characteristics, these can then be filtered prior to filtered backprojection 
(Bourland, 2012). However, ring artefacts are not completely avoided using only 
experimental measures, thus methods to suppress them were developed. These 
methods include pre- and postprocessing techniques that are based on the sinogram 
processing and image space processing, respectively (Tang et al., 2001, Prell et al., 
2009, Anas et al., 2011). 
 
2.5.4 Metal artefact 
The presence of metal implants within the patient such as prostheses can significantly 
Chapter 2                                                                                                                             Cone beam CT 
 39 
degrade image quality by causing the so-called metal artefact, which is a combination 
of different effects (Pauwels et al., 2013, Bourland, 2012). These include scatter, 
beam hardening, quantum noise, zero data and photon starvation effects.  The amount 
of scatter increases with the presence of a high attenuation material and it reaches the 
detector due to the large FOV of cone-beam geometry leading to cupping artefacts as 
mentioned in Section 2.4.1. After passing the metal object, the mean beam energy 
increases significantly due to the absorption of low-energy photons, as the 
photoelectric cross sections are very high with high Z materials (see Chapter 4). This 
beam hardening leads to a dark area at the centre of the metal object. If there are two 
prostheses within the scanned patient, the metal artefacts caused by the beam 
hardening effect appear as dark streaks between the metals with surrounding bright 
streaks. In addition, the presence of metal increases the graininess of the image due to 
the contamination of the detector signal.  
   The metal implant may also totally attenuate or absorb all the incoming photons 
along certain beam paths. Thus the detector signal, in such a situation, is zero leading 
to what is called zero-data artefacts. Due to the scatter and noise, the detector signal is 
very small but not zero in some cases. However, the zero-data artefacts appear as 
bright streaks radiating from the metal object corresponding to very high attenuation. 
It also appears, in combination with beam hardening, as dark areas between two metal 
objects or inconsistencies in part of one metal as shown in Figure 2.4. Furthermore, 
Figure 2.4: Example images illustrating metal artefacts due to the appearance of single (left) 
and double hip (right) prostheses. 
Zero-data & photon 
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the presence of a metal object reduces the detector signal-to-noise ratio which leads, 
in combination with increased quantum noise, to a stochastic effect that is called 
photon starvation. This effect increases with the scanned object size due to the high 
attenuation. For prostate patients with two prostheses, for example, photon starvation 
leads to streaks between the two metals due to the increased noise caused by the 
lateral projections that suffer from strong attenuation through the two metals. As a 
result, metal artefacts caused by all the above effects lead to a significantly large 
variation in the CBCT reconstructed pixel values.  
   As metal artefacts are a combination of different effects, correcting of each effect 
separately can reduce metal artefacts, such as the beam hardening correction methods 
mentioned in Section 2.4.2. Photon starvation effect can be reduced by weighting 
noisy projection data using algorithms or by boosting X-ray intensity in projection 
using physical methods (Bourland, 2012). Furthermore, using multipass 
reconstruction-based or projection-based algorithms can minimize metal artefacts. In 
these algorithms, the projection data is restored to reasonable detector signal values. 
Using model-based iterative reconstruction algorithms can reduce metal artefacts but 
do not completely remove the artefacts due to the incompleteness of projection data 
(Williamson et al., 2002). For such algorithms, the knowledge about the shape and 
location of the metal object is required which is hard to get especially when the object 
lies behind a high density region such as bone. Auto-identifying the shape and 
location of the metal objects in the image space can be achieved by using an effective 
image intensity gradient threshold-based method (Wang and Xing, 2010). In this 
method, a binary image is obtained in such a way that the metal is 1 and all the other 
materials are 0. Then an iterative algorithm is applied to the binary image by 
effectively utilizing the enormous difference in attenuation coefficients of metals and 
the surrounding materials. 
 
2.5.5 Motion artefact 
Another source of artefacts can be the motion of the scanned object during the image 
acquisition. In a conventional CT, the gantry rotation takes around 0.3 s whilst the 
rotation time in a typical CBCT system mounted in a Linac is between 60 and 120 s. 
For SFOV, the minimum gantry rotation required is 200° which is used for small 
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scanned object such as lung, head and neck. For larger objects such as the pelvis, 
MFOV or LFOV, where the FPD is shifted, a full gantry rotation is required, thus 
requiring a longer acquisition time. Due to IEC requirements, the maximum gantry 
rotation speed is limited to 1 rotation per minute (International Electrotechnical, 
1998). This longer acquisition time increases the possibility that the object moves 
during the acquisition, thus making CBCT images more prone to artefacts. 
Inconsistent projection data due to object motion affects the entire volume in the 3D 
CBCT. Such motion can be periodic, such as respiration, or random, such as gas in 
the rectum, that is difficult to avoid during acquisition. If the motion is constant, the 
motion artefacts appear as blurring in the direction of motion and if the motion is not 
constant it appears as streaks. It can also lead to streaks from high contrast structures 
such as air cavities. For example, moving gas in the rectum can cause bright streaks at 
the rectum wall and dark streak around the rectum. Figure 2.5 shows bright streak 
artefacts caused by a small motion of gas within the rectum. For prostate cancer 
delineation, in some cases, such an artefact reduces the visibility of the prostate.  
   Motion artefacts caused by periodic motion can be reduced by using gating 
techniques that include prospective and retrospective gating methods (Sonke et al., 
2005, Li et al., 2005). Motion artefacts caused by random motion are minimized by 
using positioning aids and applying appropriate protocols. For prostate cancer 
patients, using a dietary protocol decreases motion artefacts and improves CBCT 
image quality (Smitsmans et al., 2008). Furthermore, appropriate quality assurance of 
the mechanical stability of the XVI system is required as the motion of the kV source 
Figure 2.5: Example images illustrating motion artefacts. 
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and detector can lead to motion artefacts that are minor compared with those caused 
by patient motion. 
 
2.5.6 Cone-beam and truncation artefact  
As mentioned in 2.2.3, a circular source-detector geometry in the CBCT system 
results in an incomplete sampling of a volume, leading to cone-beam artefacts. Such 
geometry violates the Tuy-Smith condition for exact reconstruction, which says that 
every plane passing through a point in the reconstruction must intersect the circular 
trajectory. Only voxels in the central axial slice are meet with this condition and they 
are accurately reconstructed. Any voxels that are away from the central plane violate 
the condition and are not reconstructed accurately, and are thus subject to cone-beam 
artefacts. This is due to the incomplete sampling of the full 3D Fourier domain from a 
circular trajectory that is then sampled by a 3D filtered back-projection. As the 
distance from the central plane increases, thus increasing the cone angle, the degree of 
incompleteness increases. The artefacts appear as a reduction in the CBCT pixel 
values. Cone-beam artefacts can be minimized by using exact analytical 
reconstruction algorithms or non-circular source-detector trajectories (Pearson et al., 
2010, Davis et al., 2014).  
   Even though the FPD can be shifted laterally to cover a large FOV, it is often 
insufficient to completely cover large objects or lateral extent of the patients, such as 
the pelvic region, thus obtaining incomplete projection data. This incompleteness 
results in so-called truncation artefacts that appear as bright rings about the periphery 
of reconstruction and dark cupping near the centre of reconstruction, caused by a 
reduction in the CBCT pixel values in the centre of the reconstructed images and an 
increase in the periphery regions. If there is a highly attenuating material within the 
FOV such as prostheses, truncation artefacts appear as bright streak in some 
projections. However, truncation artefacts can be corrected by extrapolating the 
projection data at truncated edges or estimating the missing data from the prior CT 
scan (Bourland, 2012).  
 
2.5.7 Other artefacts 
The FPD shows some residual signal frame-to-frame leading to image lag artefacts. 
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Due to the increased charge trapping in the amorphous-silicon semiconductor of the 
FPD, the signal read in a given projection may have been already generated in the 
previous projection. Such an effect leads to an azimuthal comet artefact behind high 
contrast structures that depends on the distance from the centre of reconstruction and 
the degree of image lag. Similarly, a change in the detector gain or sensitivity is 
dependent on previous exposures, leading to an effect called image ghosting. Both 
image lag and ghosting effects cause the so-called radar artefacts that appear as a 
bright-shaded region (ring-like) primarily about the periphery of a large asymmetric 
object (Figure. 2.3 and Figure. 2.2). For example in a pelvic region with prostheses, 
there is a rapid change in the exposure to the FPD from frame to frame, receiving high 
exposure then followed by low exposure due the strong attenuation of the metal. Such 
an artefact can be minimized by measuring the lag characteristics and subtracting the 
effect of the previous projection from the current one (Mail et al., 2008).   
   Another kind of artefact that degrades CBCT image quality is called the aliasing 
artefact. Due to the cone-beam geometry, in each projection the number of recorded 
rays traversing a voxel depends on the location of the voxel relative to the detector. 
The closer the voxel to the detector the lower the number of rays. This leads to line 
patterns in the reconstructed CBCT images. In addition, approximating the length of 
each ray traversing the voxels by linear interpolation during backprojection in the 
FDK algorithm may result in aliasing artefacts (Schulze et al., 2014). Thus more 
complex backprojection techniques, or better interpolation methods can reduce 
aliasing artefacts (De Man and Basu, 2004).  
   Although CBCT images may display any or all of the above artefacts, they are an 
improvement over 2D imaging for radiotherapy on-treatment verification and aid 
treatment. CBCT is an important part of image guided radiotherapy. Due to its 
volumetric anatomical information, Wong et al (2014) wrote that “The highly 
localized nature of RT predisposes its close tie to advances in imaging. The 
community has long relied on some form of imaging to verify patient setup and beam 
placement. But as treatment methodologies evolve with technological advances, cone 
beam computed tomography (CBCT) has rapidly become the main enabling 
technology for image guidance since its commercial introduction in 2005. The advent 
of CBCT heralded our present era of image-guided radiation therapy (IGRT), and 
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perhaps more appropriately, the era of volumetric or three-dimensional (3D) IGRT” 
(Wong et al., 2014). 
   However, if CT or CBCT images are used for dose calculation, the dose calculation 
accuracy depends on the accurate representation of CT or CBCT number. In addition, 
the dose calculation accuracy depends on the dose calculation algorithms. In the next 
chapter, simple dose calculation algorithms as well as those used in this thesis will be 
presented. 
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3.1 Introduction  
The aim and at the same time the greatest challenge of radiotherapy is to give a 
tumoricidal dose to the tumour and to spare healthy tissues. Ideally, more than 95% of 
the PTV dose should cover the tumour. Organs at risk should receive much less dose 
depending on the individual organ. Much effort has been made to improve 
technologies in order to achieve this goal. As mentioned in Chapter 1, a typical 
radiotherapy treatment is a complex process and includes a number of different phases 
(i.e. simulation, planning phases) that are all taken successively in order to obtain an 
optimal process and to improve treatment outcomes. Each phase of these contains 
inherent uncertainties associated with the dose delivery. It has been stated in ICRU 
report 83 (International Commission on Radiation Units and Measurements) that the 
uncertainty of dose delivery to the patient should be less than 3.5% (ICRU, 2010). 
The uncertainty should include systematic and random errors, which can be reduced 
by acquiring CBCT images (see Section 2.3). This in turn requires that the accuracy 
of dose calculation algorithms implemented in a commercial TPS should be within 
±2% (Papanikolaou et al., 2004).  
   Currently, most of the TPS algorithms cannot reach that level of accuracy, 
especially in situations where density inhomogeneties or atomic number variations are 
present (e.g. tissue/metallic prosthesis interfaces) (Ding et al., 2005, Aarup et al., 
2009). This is mainly due to the fact that the calculation accuracy is balanced by the 
calculation speed to be fast enough for clinical use. The inhomogeneity corrections 
methods involved fail to predict the lateral transport of the secondary electrons and 
the separation of primary and scatter dose components (Knöös et al., 2006). In 
addition, accurate dose calculation does not only rely on accurate calculation 
algorithms but also depends on the accurate representation of HU or CT number and 
accurate HU-ED calibration.  
   There is no consensus on a classification methodology for dose calculation 
algorithms but in general use there is type-a and type-b algorithm (see Section 3.4) 
(Knöös et al., 2006, Mayles et al., 2007). A suggestion was made by Mackie et al. 
(1996), who distingushed between correction-based algorithms, where the dose 
distribution in water phantom is computed and manipulated for the patient 
characteristics, and model-based algorithms, where the dose in the patient is 
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computed directly. Battista et al. (1997) suggested distinguishing between broad beam 
methods, where the primary and scatter dose components are not distinguished, and 
superposition methods, which calculate the primary and scatter radiation separately. 
However, based on the inhomogeneity corrections for photon beams, dose calculation 
algorithms can be categorized into four groups, (1) those that only take into account 
the variation in density between the radiation source and the point of calculation and 
thus treating all dose as primary (e.g. equivalent path length), and (2) those that 
correct for the primary and scatter dose (e.g. equivalent tissue-air ratio), and (3) those 
that account for the primary and scatter components and electron transport by 
macroscopic means (e.g. convolution/superposition method, such as pencil beam and 
collapsed cone, which OMP has), and (4) those that account for primary and scatter 
component and electron transport by microscopic means (e.g. Monte Carlo) (Keall, 
1996, Papanikolaou et al., 2004). The accuracy of the dose calculation increases from 
method (1) to (4) as the number of simplifications reduces but the calculation times 
grow by a large factor. These methods have been drawn in what follows. 
 
3.2 Effective path length method 
The effective path length (EPL) method is considered to be the simplest method to 
correct for an inhomogeneity where a simple correction factor based on the 
radiological depth is used to modify depth dose data. Effective or radiological depth is 
the thickness of water-equivalent tissue that would give approximately the same 
attenuation for photon beam by the same amount as the actual tissue along the ray line 
between the source and the calculation point. The effective depth, deff, of a 
geometrical actual depth, d, is determined by summing the product of thickness ti and 
density ρi  of the material that each ray passes through to reach that point (Milan and 
Bentley, 1974) 
 
 
deff = tiρi
i=1
d
∑   (3.1) 
   The dose to this point is then obtained by multiplying the dose in water at deff by an 
inverse square correction to account for the difference between the effective depth and 
the geometrical depth, 
Chapter 3                                                                                                        Dose calculation algorithms 
 48 
 
 
D(d ) = D(deff )× (SSD + deff )
2
(SSD + d )2
  (3.2) 
where SSD is source to surface distance. This method is only valid for the primary 
component when only Compton effects with peripheral electrons are considered 
assuming that the electron fluence mediated between the source and the calculation 
point is the same, charged particle equilibrium (CPE). The result of applying this 
correction in high density media gives a lower predicted dose than if the medium were 
unit density (water). On the other hand, in low density media, the result gives a 
greater predicted dose than for unit density (Metcalfe et al., 1993). This is mainly due 
to the fact that this correction considers only modification of the primary dose and 
dose not attempt to consider scattered photons and secondary electrons where the 
electron disequilibrium occurs at media interfaces with different material densities. 
 
3.3 Equivalent tissue-air method 
Tissue-air ratio (TAR) method is slightly more accurate technique than the equivalent 
pathlength method. It is defined as the ratio of dose at a given depth, d, in tissue (or 
water) to the dose in air at the same the depth. The TAR correction, C, applied to the 
dose is  
 
 
C = TAR(deff , Ad)
TAR(d , Ad)
  (3.3) 
where A is the field size at depth d and deff is the effective depth.  
   Even thought TAR method provides a slightly better accuracy than EPL method, 
both methods are equivalent at some distance from inhomogeneities where both do 
not consider the scatter radiation (Batho, 1964). Sontag and Cunningham (1978) 
developed TAR method to introduce the so-called equivalent tissue-air ratio (ETAR), 
which is the first algorithm that accounts the scattered dose. Compared with TAR 
where only the depth is scaled, ETAR method uses the effective depth, deff, and an 
effective density, ′ρ , to scale the field size in proportion to the lateral electron 
transport and associated photon scattering for each calculation point, d (Sontag and 
Cunningham, 1978). The ETAR relies on O’Connor theorem which states that the 
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dose to a point in a homogenous non-unit density medium is the same as in a unit 
density provided the geometric depths and beam radius are scaled inversely with 
density (O'Connor, 1957). If the density information is obtained from voxels in a CT 
image, the effective density is obtained by performing a weighted sum of the density 
of each voxels surrounding, d, and calculated as 
 
 
′ρ =
ρijk,Wijk
ijk
∑
Wijk
ijk
∑   (3.4) 
where  Wijk  are the weighting factors for each voxels in the irradiated volume that 
contributed to the scatter dose and ijk are the total number of voxels. 
   This is a 3D summation over the entire irradiated volume, which is too time 
consuming, thus impractical to be used routinely in clinic. To overcome this 
limitation, the CT scans are coalesced into a single slice positioned at an effective 
distance from the calculation point so the effective density is obtained from the 2D 
summation. This slice is called, virtually, the effective slice or the effective scatter 
slice which reduces this method to a 2.5D method (Sontag and Cunningham, 1978). 
The field size is then scaled by multiplying the beam radius by the effective density, 
′ρ , 
                                              
C = TAR(deff , Adeff )
TAR(d , Ad)
  (3.5) 
   The result of applying this correction gives an overestimation of the predicated dose 
in low density media, such as lung, as the primary and scatter dose components rely 
on TAR measurements obtained under equilibrium conditions in unity density 
(water), thus in a heterogeneous medium this method does not account for electron 
disequilibrium. For low energy photons (in keV range), TAR assumption can predict 
the electron disequilibrium where the range of the secondary electron is small. Thus 
satisfying O’Connor theorem, in a homogenous non-unity density as well, where the 
effect of the atomic number variations is neglected and assuming that the secondary 
electrons travel in straight line. On the other hand, at high energy (in MeV range, 
radiation therapy) and low density region where the range of electrons is increased 
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from that in water and the sum of electrons scattered from the central axis of the beam 
are not balanced by the sum of electrons scattered into the central axis of the beam, 
this assumption fails to predict such a situation (Carrasco et al., 2004). Since the 
secondary electrons do not travel in straight lines especially at medium interfaces, the 
dose is overestimated at the calculation point and underestimated lateral spread. In 
addition, the weighting factor,  Wijk , used to determine the effective density is 
assumed constant with respect to the depth, only a function of the irradiated area, and 
the media between the effective scatter slice and the calculation point is assumed to be 
water (Cedric and Wong, 1993). Therefore, the scatter component is considered as a 
whole with implicit ray tracing for the scatter dose calculation through the 
inhomogeneous region. 
 
3.4 Convolution/Superposition method 
All methods mentioned so far are based on a large number of input data as such dose 
profile curves and depth dose curves for several field sizes of each available beam 
energy that is calculated in water and then corrected for the patient characteristics. 
These are known as correction-based methods. Thus, it is assumed that the electron 
equilibrium exists even in inhomogeneity and build-up regions. This is not true in 
photon beams where the range of the secondary electrons produced is long and the 
scatter contribution becomes less important, such as for MV treatment beam or in 
inhomogeneous regions. In this case, electron transport cannot be ignored and the 
change in the photon fluence caused by an inhomogeneity is not proportional to the 
change in dose (Mackie et al., 1985a). The superposition method, on the other hand, 
does not rely on measured dose data and is a model-based method where the 
interaction in the patient is computed directly taking into account the patient 
characteristics and the beam modifiers. Not only does superposition account 
accurately for primary and scattered photons, but it also accounts for the range of 
secondary electrons, and hence the situation of electron disequilibrium occurring at 
media interfaces is modeled (Mackie et al., 1996).  
   TERMA is the total energy released to unit mass by the photon beam at each 
interaction site and depends on the primary photon fluence. In a convolution 
calculation, the pattern of energy deposition about a primary photon interaction site, 
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per unit TERMA (known as kernel or dose spread function or energy deposition 
kernel) is convolved with TERMA to obtain the dose distribution (Figure 3.1) 
(Ahnesjö, 1989, Mackie et al., 1985b). For inhomogeneities, the kernel used can also 
be scaled to account for the density variations. In this case, the convolution method is 
referred to as the superposition method.  
   These kernels are calculated in water using Monte Carlo calculation (see next 
section), which can then be adjusted to fit dose distributions for individual clinical 
beams, or using analytical calculation, constructed using multiple scattering theory 
(Papanikolaou et al., 2004). Kernels can be split into primary and scatter kernels as 
they require knowledge about the appropriate energy spectrum and fluence of the 
primary and secondary photons as well as the photon and electron contamination 
component. The primary kernel is defined as the three dimensional distribution of 
energy deposited by secondary particles from the primary interaction site. Scatter 
kernel is defined as the energy deposition by secondary particles generated by 
scattered photons. However, there are two common elementary energy deposition 
kernel classes for model-based algorithms that are implemented in current clinical 
treatment planning systems, pencil beam and point kernels (Ahnesjö, 1989, Mackie et 
al., 1988). At Singleton hospital, where this study takes a place, the treatment 
planning system used, OMP TPS, supports both kernel classes. Pencil beam kernel is 
referred to as a type-a, where lateral electron transport is modelled as for homogenous 
media, whilst point kernel is referred to as type-b, as collapsed cone, where the lateral 
electron transport is considered in heterogenous media in an approximate way (Knöös 
et al., 2006).  
   Pencil beam kernel was used in most TPSs due to the fact that it is fast and accurate 
Figure 3.1: Convolution method performed with TERMA and kernel to obtain dose 
distribution (McDermott, 2016). 
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enough for dose calculation. It describes the three-dimensional dose distribution of an 
infinite monoenergetic photon beam in water equivalent media. It uses the integration 
of point kernels along a line of a beam in a phantom to obtain a pencil beam type dose 
distribution, thus assuming all interaction points of the photons are on the central axis 
of the pencil beam. The dose from the pencil beam is precalculated and then scaled 
according to the relative electron density along the ray: 
 
                             D(x, y, z) = Ψ( ′x , ′y ) p
ρ∫∫ (x − ′x , y − ′y , z)d ′x d ′y                               (3.6) 
where D is the dose at a point (x,y,z),Ψ is the entrance energy fluence and p/ρ is the 
dose distribution of a pencil beam scaled with density ρ. The two dimensional 
integration is limited to the field area (Ahnesjö and Aspradakis, 1999, Krieger and 
Sauer, 2005).  
   In a homogenous water-like medium, the equation (3.6) is a true convolution 
method as the kernel can be assumed spatially invariant thus the calculation time can 
be speeded up by means of Discrete Fourier Transform (DFT) techniques (Ahnesjö 
and Aspradakis, 1999). In a heterogeneous medium, this assumption is no longer true 
and the mathematical solution is a superposition. The density variation is accounted 
for by the EPL method for the primary dose. For the scatter dose (including secondary 
electrons), the dose is calculated using the geometrical depth and then multiplied by a 
1D convolution correction factor, which is calculated using the radiological depth to 
account for heterogeneities along the pencil beam (Ahnesjö et al., 1992).  
   As a result, this method cannot model accurately the scatter and electron transport in 
a heterogeneous medium (Wieslander and Knöös, 2000). The electron variations 
perpendicular to the pencil beam axis are not accounted for since it is based on a 1D 
correction factor for the scatter photons. As a consequence of generating point kernels 
in water, pencil beam calculates dose to water thus the secondary electron pathlentgh 
will not be accurate in lower or higher density medium where electronic 
disequilibrium occurs. Even though the PB algorithm uses a set of monoenergetic 
kernels over the effective spectrum to compose polyenergetic kernels, scaling these 
kernels for different densities must be done to reflect the secondary electrons tracks. 
In low density medium, such as lung, the PB algorithm can result in an overestimation 
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of the dose on the central beam axis by 12%, ignoring the the enhanced lateral 
scattering of secondary electrons (Oelkfe and Scholz, 2006). The overestimation 
increased with increasing beam energy showing magnitude similar to that found in the 
conventional correction-based algorithms (see Section 3.2 & Section 3.3). However, 
despite these limitations, PB algorithm was the most widespread in clinical TPSs as it 
provided an acceptable compromise between accuracy and speed for a wide range of 
tumour sites. For example, it is used for pelvic region where there are fewer 
inhomogeneties or atomic number variations. For IMRT, where there are many beam 
segments used and increasing the speed of calculation time is desired, PB algorithm is 
well suited for such a technique and provides the best balance between dose accuracy 
and calculation times (Oelkfe and Scholz, 2006, Mayles, 2007).  
   However, with ever-increasing computer power, the more accurate type-b 
algorithms are now of comparable calculation speeds and are therefore becoming the 
standard algorithm for most modern TPSs such as Raystation (V4.7, RaySearch 
Laboratories, Stockholm, Sweden). Point kernel is referred to as a type-b and 
describes the distribution of absorbed energy in water from a photon interaction site 
as a function of direction and distance, where the primary photons are forced to 
interact at specific point, i.e. at the central voxel (Ahnesjö and Aspradakis, 1999). For 
dose calculation, TERMA is calculated then convolved with a kernel that combines 
the primary and scatter contributions over the entire volume:  
D(x, y, z) = T ( ′x , ′y , ′z )K(x; ′x , y; ′y , z; ′z )d ′V∫∫∫                              (3.7)                   
where D (x,y,z)  is the dose at the calculation point and T ( ′x , ′y , ′z )  is TERMA 
distribution around the calculation point. K(x; ′x ,y; ′y ,z; ′z )  is the point kernel or 
energy deposition point kernel that represents the energy released from the interaction 
volume  d ′V and deposited at the calculation point. The three-dimensional integration 
represents the entire volume (Ahnesjö, 1989, Ahnesjö and Aspradakis, 1999, Mayles 
et al., 2010).  
   For a homogenous medium, the shape of the kernel can be assumed to be 
transitional invariant, thus the kernel is changed to K(x - ′x ,y - ′y ,z - ′z )  as only a 
function of distance between the interaction and calculation point. For an 
inhomogeneous medium, the density scaling that relies on rectilinear scaling based on 
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O’Connor theorem is applied directly to the point kernel (see Section 3.2). Therefore, 
scaling the kernel in all directions is obtained by multiplying all dimensions by the 
effective density, which is used to change secondary particle contributions. It is 
assumed that electrons travel in straight lines from the interaction point to the 
calculation point. In inhomogeneities, such as hip prostheses, this leads to a 
significant dose calculation uncertainty (Spirydovich et al., 2006). However, since the 
calculation is no longer a convolution in an inhomogeneous medium (the kernel is not 
spatially invariant), the main problem of superposition is that the computation time is 
too long even if it is performed with an advanced hardware technology, thus many 
approximations have been proposed to reduce the computation time (Schlegel et al., 
2006). One of these approximations is called collapsed cone (CC) and introduced by 
Ahnesjö (1989).  
   The CC algorithm (also called run-length raytracing) is a full three-dimensional 
convolution/superposition and uses an analytical kernel that is subdivided into a 
number of cones, with each cone radiating away from the interaction site and 
contributing to a fraction of the solid angle around the interaction point that together 
constitute a 4π solid angle (shown in Figure 3.2) (Reckwerdt and Mackie, 1992, 
Ahnesjö, 1989). The electron transport and scattered photons that occur inside each 
cone is collapsed on the central axis of the cone, hence the name. The energy released 
is then calculated, for primary and scatter components, only along that axis (Ahnesjö, 
1989). In a CT image, each cone axis is corresponded by one ray that crosses each 
voxel, which picks up energy released from points along the ray and later on deposits 
at dose deposition points along the ray according to the density variation. The kernel 
is then a number of energy deposition rays. Therefore, it reduces the calculation 
number from N6 (N3 number of deposition voxels, from N3 number of interaction in 
3D) to M.N3 where M is the number of cones. Decreasing M, less voxels are 
intersected by cones, would decrease the calculation time but decrease the accuracy as 
well. Voxels that are not assigned with energy deposition are compensated from other 
cones, thus with increasing distance from the kernel origin the accuracy decreases.  
   As a result, the CC algorithm can model the contribution from single scattered 
photons to the dose whilst it approximates the multiple scatter contributions (Krieger 
and Sauer, 2005). Compared with PB algorithm that calculates dose to water, CC 
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algorithm, type-b, calculates dose to the medium specified thus provides more 
accurate dose calculation in heterogeneous media. Other implications are, since it 
calculates dose to medium, the HU of the medium must be accurate and the 
comparison with dose to water plan is not direct. In addition, it helps the comparison 
to MC results. However, using rectilinear scaling for secondary electron transport 
overestimates lateral scattered dose in a layer beyond high-to-low density interface, 
especially for large field sizes. This is because the rectilinear scaling does not account 
for the multiple scatter events, which is the largest contribution to lateral electron 
spread, providing wider electron spread (Woo and Cunningham, 1990). In low density 
region (i.e. lung) and high energy beam (15 MV), this can overestimate the dose by up 
to 6% outside of the field (Nisbet et al., 2004). In high density inhomogeneities, such 
as hip prostheses, it underestimates the dose in regions just downstream of low-to-
high density interfaces due to primary interactions before the interface and the 
increased backscatter caused by the metallic hip, which is not modeled at all 
(Spirydovich et al., 2006). For dose due to recoil electrons generated by primary 
photons, the rectilinear scaling is valid but for subsequently scattered photons and 
their recoil electrons the rectilinear approximation is no longer valid. This is not an 
issue in the pelvis region but in head and neck region. Therefore, the CC algorithm 
cannot accurately account for electronic disequilibrium. However, the CC, whilst it 
has limitations, is amongst the most accurate TPS algorithms currently widely 
available in commercial TPSs. 
Figure 3.2: An example of CC, 13 cone axes representing 26 possible directions of particle 
transport cover a lattice made of 3 × 3 × 3 voxels (Ahnesjö, 1989). 
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3.5 Monte Carlo method 
Monte Carlo (MC) is an indirect numerical solution to the Boltzmann transport 
equation describing the interaction of a continuous field of particles and a direct 
simulation of the physical processes occurring in radiation transport and proven to be 
the most accurate method for dose calculation (see Chapter 4) (Andreo, 1991, Seco 
and Verhaegen, 2013). Similar to the convolution/superposition method, the MC 
method does not rely on measured dose data but it calculates dose distribution directly 
from the known characteristics of the incident beam. In MC, there is no approximate 
scaling to correct dose within heterogeneous media and the electron transport is 
modeled but not on an event by event basis as there are some approximations made 
(see Chapter 4 and 5) (Seco and Verhaegen, 2013).  
   Unlike convolution/superposition, MC does not account for the primary and scatter 
components and electron transport by macroscopic means but rather microscopic, 
considering groups of particles. By the sampling of random variables from the 
probability distributions obtained from an understanding of the physics, charged 
particle transport can be simulated and thus the dose deposition. Random number 
techniques are well suited to the simulation of particle transport since probability in 
the quantum mechanical interaction of the particles is implicit. If the linear accelerator 
geometry and components as well as the composition of the patient are provided 
accurately, and enough particles are used in the simulation to achieve an acceptable 
level of sampling or statistical errors, MC can calculate the dose deposition accurately 
even in dosimetric situations where analytical techniques cannot handle. A large 
number of particles must be simulated (called “histories”) to reduce the statistical 
errors of the output due to the stochastic nature of the interactions, especially for the 
photon beams where the mean free path is long and consequently there are a small 
number of interactions. The relationship between number of particles (n) and 
statistical errors is 1/n1/2. Thus, MC is capable of providing results as accurately as 
statistical errors will permit (Rogers and Bielajew, 1988, Andreo, 1991).  
   The most common MC code used in radiotherapy is EGS (Electron Gamma 
Shower) though there is a number of other codes, such as MCNP (Monte Carlo N-
Particle), ETRAN (Electron Transport), PENELOPE and GEANT codes (Nelson and 
Hirayama, 1985, Briesmeister, 1986, Berger and Seltzer, 1973, Baro et al., 1995, Brun 
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et al., 1978). In this study, a version of EGS called EGSnrc code is used which 
consists of user-written code and EGS system code (Kawrakow and Rogers, 2000). 
The user-written code contains the setup parameters of the simulation that are used to 
initialise particle histories, define the geometry and to record the result, such as dose 
deposition, particle location, direction, type and energy. The EGS system code 
contains subroutines that are independent of the user setup to transport each particle 
through the given geometry and the medium using PEGS file (this contains physical 
properties such as energy dependent photon attenuation coefficients, electron stopping 
powers and mean free paths).  
   As a result, the MC algorithm provides the most accurate dose calculation compared 
with the current clinical dose algorithms. It simulates each individual particle taking 
into account the medium density variations, such as lung and surface irregularities, 
thus calculating the dose to medium. MC models the multiple scattering explicitly 
whereas CC method is an approximation. The accuracy of MC calculation can 
achieve 2% in dose calculation compared with the present TPS algorithms where the 
accuracy varies between 3-8% (Francescon et al., 2003).  In spite of the accuracy, the 
main limitations of MC method are the simulation time and the requirement of the 
exact geometry of the treatment head machine, which may not be easily available to 
users. For example, it takes 2.1 hours to simulate 10×106  particles on a simple water 
phantom (size of 57 x 57 x 70 voxel) running on a OS X 10.8 with 3.0 GHz Dual-core 
Intel Core i7 processor, turbo Boost up to 3.5GHz and a RAM size of 8GB. 
Therefore, these limitations had prevented the use of pure MC calculation in the 
clinical routine for many years. Moore’s law states that the capacity of memory chips 
double every 18 to 24 months (Thornton and Rex, 2012). This might reduce the 
problem of MC calculation time in near future. However, with the arrival of modern 
fast computers, many efforts have been made in reducing the calculation time to a 
clinically acceptable level, i.e. running over night to achieve accuracy between 3-8 % 
using a cluster (see Chapter 4). Some of these are the implementation of variance 
reduction techniques and the use of distributed computing techniques (Verhaegen and 
Seuntjens, 2003, Downes et al., 2009). Such techniques allowed the implementation 
of MC in commercial TPS such as Elekta Software XiO (XVMC), Varian Eclipse 
(eMC), and Nucletron Oncentra MasterPlan (VMC++) (Fippel, 1999, 
Neuenschwander et al., 1995, Kawrakow, 2001).  
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In this study, EGSnrc code will be used to model the Elekta Synergy linear 
accelerator. In the next chapter, the general MC simulation concepts as well as MC 
transport of photons and electrons will be reviewed.  
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Chapter 4 The Monte Carlo simulation 
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4.1 Introduction  
The birth of the Monte Carlo (MC) method for particle transport can be traced back to 
World War II where it was used in part of the Manhattan project to develop a 
thermonuclear weapon. The purpose was to use a statistical approach for solving the 
neutron diffusion problem and multiplication problems in fusion devices.  There is no 
consensus on who first used MC method for particle transport but it is well known 
that Metropolis and Ulam published the first unclassified paper on the Monte Carlo 
methods (Metropolis and Ulam, 1949). In addition, R. Wilson published the first 
paper on Monte Carlo methods that included electron transport (Wilson, 1951).  
   The name was suggested by Metropolis et al (1949), referring to an administrative 
area of the Principality of Monaco where the primary attractions are casinos that have 
games of chance (Metropolis and Ulam, 1949, Metropolis, 1987). Since that time, the 
MC method has been used widely, i.e. calculating mathematical constants, general 
statistical analysis, nuclear physics, thermodynamics, quantum mechanics and 
radiation or particle transport (Seco and Verhaegen, 2013).  
   The MC method is a numerical method based on random sampling to approximate 
solutions to mathematical equations or integrals. The method produces a probability 
distribution for the quantity being estimated and the uncertainty can be calculated 
from this distribution. A single event or case can be estimated or simulated a number 
of times and the probability of different outcomes is provided. MC methods use 
random numbers, which are generated using a computer program called random 
number generator (RNG), to generate random points between 0 and 1 with a specific 
distribution that resembles the probability of occurrence of the event being measured 
(the likelihood of the event occurring) (Rogers and Bielajew, 1990). A reliable 
average value can be achieved by simulating a large number of events that are 
associated with a statistical uncertainty. Since the result is averaged, as the number of 
simulated events is increased by a factor of 4, the statistical uncertainty is reduced by 
a factor of 2 (Seco and Verhaegen, 2013).  
   For example, the MC method can be used to approximate π of a circle with a radius 
0.5 cm inscribed within a square of side equals to 1. By taking the ratio of the area of 
a circle to the area of a square then multiplying by the area of the square, the value of 
π can be estimated. Figure 4.1 shows an approximation of π using the MC method 
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when two different numbers of events are used. It can be clearly seen that as the 
number of events or trials (N) increases from 1000 to 10000 the approximation is 
closer to the actual value and the statistical uncertainty is reduced from 7% to 0.1%, 
respectively. Such a simple problem can be solved using deterministic or analytical 
methods but if the dimensionality of the problem becomes very large, the solutions of 
analytical or deterministic methods are impossible or computationally impractical 
whereas the MC method would be the most suitable method to solve the problem.  
 
4.2 Monte Carlo radiation transport  
The use of MC method in radiotherapy and dosimetry is to describe radiation 
transport by solving the Boltzmann transport equation (Duderstadt and Martin, 1979). 
Particle trajectories can be described by the linear Boltzmann transport equation: 
 
∂
∂s
+ p
p
⋅ ∂
∂x
+ µ(x, p)
⎡
⎣
⎢
⎢
⎤
⎦
⎥
⎥
ψ (x, p,s) = d ′x d ′p µ(x, p, ′p )ψ ( ′x , ′p ,s)∫∫          (4.1) 
where s is the particle pathlength, p is the momentum, x is the particle position,
 µ(x, p) is the total macroscopic cross section and  ψ (x, p,s) is the probability of 
finding a particle in dx about x, in dp about p and at s (Seco and Verhaegen, 2013). 
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Figure 4.1: The estimation of the value of π using the MC method. Left panel shows the 
estimated value of π, 3.208, using 1000 events. Right panel shows the estimated value of π, 
3.146, using 10000 events. 
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The integral has multi-dimensional variables depending on the number of x and p. 
   The Boltzmann transport equation is an equation of continuity in phase-space and 
applies to the microscopic physical laws that govern particle interactions, i.e. electron-
atom or/and photon-atom interactions. As the complexity of the problem increases (> 
4D), such as in complex geometries, or if the dimensionality approaches infinity such 
as the calculation of dose distribution in patients, the analytical solution becomes 
impractical unless major approximations are applied. For example, the convolution 
method is used to estimate the number of particles reaching x from phase-space 
located at x′, p′ with respect to s. In non-homogenous media or interfaces, the distance 
between x′ and x is scaled by the collision density, which describes the contribution 
from single scattered photons to the dose whilst approximating the multiple scatter 
contributions (see Chapter 3) (Seco and Verhaegen, 2013). The MC method can 
estimate the problem numerically and approach the true answer by introducing 
sampling errors according to the Central limit theorem (Feller, 1950, Seco and 
Verhaegen, 2013). Indubitably, the accuracy of the result depends on the accuracy of 
the geometry information provided, cross section data and the number of particle 
simulated. However, as the nature of radiation interaction with matter is probabilistic, 
the MC method is well suited. 
   There are many MC codes that have been used in radiotherapy modeling and 
dosimetry such as EGS, PENELOPE, FLUKA, MCNP and GEANT4. Each of these 
codes has particular advantages and limitations and, therefore, they have been used 
for different applications. In this study, EGSnrc , which is a version of EGS (Electron 
Gamma Shower) that was developed by the National Research Council (NRC; 
Canada), is used since it is mainly designed for modeling Linacs and is the most 
common code used for this purpose (see Chapter 5) (Kawrakow and Rogers, 2000).  
 
4.3 Photon transport 
4.3.1 Photon interactions 
The microscopic physical laws that govern particle interactions are well known and 
governed by quantum electrodynamics. The probabilities of these interactions need to 
be included in MC codes to simulate particle transport accurately and are given by 
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their cross sections. In radiotherapy, the possible photon interaction processes that 
should be modeled are: 
1. Rayleigh scattering; 
2. Compton scattering; 
3. Photoelectric effect; and 
4. Pair production. 
   Figure 4.2 shows the photon cross sections of the possible interactions that can 
occur in water over a range of energies. In general, the probabilities of these 
interactions occurring are dependent upon the energy of the incident photon and the 
atomic number of the absorbing material. 
 
4.3.1.1 Rayleigh scattering 
In Rayleigh scattering, a photon scatters elastically from bound electrons without 
transferring energy in a target atom, hence also called coherent scattering. Thus it 
involves only a change in direction of the photon. This interaction sets electrons into 
momentary vibration with the same frequency as the incident photon. Then these 
vibrating bound electrons emit electromagnetic radiation with the same energy as the 
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Figure 4.2: The cross-sections of different photon interactions (cm2) against energy (MeV) 
for water (generated using the PENELOPE MC code). 
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incident photon. The scattered contributions will then combine, mainly in the forward 
direction. The cross section of Rayleigh scattering decreases with increasing incident 
photon energy and with decreasing atomic number. For high Z materials, it depends 
on Z2 (Johns, 1983). Since no energy is transferred to the electrons, its cross section is 
usually forward peaked (particularly in low-Z) and since it is less than 10% of the 
total cross section in the therapeutic energies range, its contribution to energy 
deposition can be ignored, thus not important in radiation dosimetry. 
 
4.3.1.2 Compton scattering 
Unlike Rayleigh scattering, Compton scattering does not only involve a change in 
direction of the incident photon, but it also involves energy transfer to an electron, as 
kinetic energy, whose binding energy is a significantly small fraction of the incident 
photon, thus it is incoherent scattering. The Compton process ignores this binding 
energy and treats an electron as unbound or free. The maximum energy that can be 
transferred to an electron occurs when the incident photon is scattered with angle of 
180º of its original direction, and the electron is ejected, carrying out this energy in 
the forward direction with an angle of 0º. In this case the scattered photon will then 
carry out the minimum energy. The total energy is conserved in such a collision:       
   hv = h ′v + E       (4.2)                                              
where  hv  is the energy of the incident photon before the collision,  h ′v  is the energy 
of the photon after the collision and  E  is the energy of the recoil electron (Johns and 
Cunningham, 1983). 
   The scattering angle can vary from 0º to 360º thus the energy of the recoil electron 
can vary from 0 up to the possible maximum energy transferred which then will be 
either deposited or transferred to another electron within the medium via electron-
electron interactions (see Section 4.5). As the energy of the incident photon increases, 
so does the probability of scattering in the forward direction and the fraction of the 
energy transferred per collision. For water (or tissue-like material), Compton 
scattering dominates at energies between 100 keV and 10 MeV as shown in Figure 
4.2. Thus it is the dominant interaction in radiotherapy energies between 1 and 10 
MeV. For higher energy (> 10 MeV), the probability of Compton scattering decreases 
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linearly with increasing photon energy but it strongly dominates for low atomic 
number materials. Since there is energy transferred to electrons, it plays a major role 
in radiation dosimetry. 
 
4.3.1.3 Photoelectric effect 
One of the possible photon interactions that dominates at energies less than 100 keV 
is the photoelectric effect. In this process, a photon interacts with a tightly bound 
electron, unlike Compton scattering where the electron is considered to be unbound. 
The photon is absorbed completely, giving up all its energy to the electron. 
Consequently, the electron, called photoelectron, leaves the atom with a kinetic 
energy that is equal to the difference between the incident photon energy and the 
electron binding energy, which dissipates in the absorbing medium mainly by 
excitation and ionisation. Thus the photoelectric effect does not occur when the 
incident photon energy is less than the electron binding energy. The atom is then left 
with a vacancy in one of its shells that is filled by one of the electrons from the outer 
shells, resulting in the emission of either fluorescence and/or Auger electron. The 
probability of the photoelectric effect occurring significantly increases when the 
incident photon energy is just slightly greater than the electron binding energy of each 
atomic shell of the absorption medium. The cross section curve exhibits 
discontinuities, referred to as absorption edges, which occur at energies corresponding 
to the binding energies of the atomic shells. The rest of the cross section curve varies 
as  1/ hv3  for low photon energies, where the photoelectric effect is dominant, and 
decreases linearly for high photon energies and increases as  Z n where n varies 
between 4 and 5 (Rogers and Bielajew, 1990).  
 
4.3.1.4 Pair production 
In pair production, a high energy photon interacts with the nuclear coulomb field. 
Similarly to photoelectric absorption, the incident photon is absorbed completely but 
in pair production an electron-positron, particle and anti-particle, pair is created 
following the conversion of energy into mass. Since the resting mass of an electron or 
positron is  mec
2 (me is the rest mass and c is the speed of light), the incident photon 
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energy must exceed 2mec
2 . If the incident photon energy is higher than this threshold, 
the additional energy is transferred into kinetic energy and is shared by the electron 
and the positron, which can be then deposited in the absorption medium. In this way, 
the energy and charge can be conserved. To conserve momentum a third object, 
usually a nucleus, is needed to absorb the additional momentum that is possessed by 
the incident photon, as the momentum before the interaction is always larger than the 
total momentum after the interaction mainly due to the fact that the electron-positron 
pair always have a velocity less than the speed of light. This additional momentum is 
extremely small, thus the nucleus gains a small amount of energy and this can be 
neglected compared with the electron-positron pair energy. The third object can be an 
orbital electron if the incident photon interacts with the atomic coulomb field, and will 
then be set in motion, hence the process is called triplet production. However, the 
positron travels through the medium and loses energy via excitation and ionization 
until it comes to rest then it annihilates with an electron, producing two photons with 
0.511 MeV opposite to each other in order to conserve momentum. In this way, the 
mass is converted back into energy. The probability of pair production occurring is 
low at photon energies comparable to the threshold and increases rapidly with 
increasing energy until it dominates when the photon energy approaches several MeV 
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Figure 4.3: The photon mean free path to different photon interactions (cm) against energy 
(MeV) in water (generated using the PENELOPE MC code). 
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as shown in Figure 4.2. The cross section of pair production varies as  1/ Z 2 .   
 
4.3.2 Monte Carlo photon transport simulation 
In the therapeutic photon energy range, photons have fewer interactions compared 
with charged particles, electron or positron, as they pass through the patient.  Some of 
these photons might not interact with the patient at all. The mean free path of a 
nominal 6 MV beam (mean photon energy about 2 MeV) in water and human tissue is 
about 20 cm as shown in Figure 4.3. Thus, it would be expected that photons would 
interact only a few times in the patient, where the size of a region of interest is about 
30 cm (Seco and Verhaegen, 2013). Primary photons lose their energies indirectly to 
the interacting medium as they produce energetic electrons via absorption or 
scattering, which in turn deposit energy along their paths. Consequently, these 
electrons can produce other electrons and photons. 
   In MC dose calculation, photon transport starts with defining the physical 
parameters such as location, momentum and energy, which is then used to sample 
from the appropriate cross section. Firstly, MC samples the mean free path length to 
the first interaction point, s, using the probability distribution given by exponential 
attenuation law and a uniform distributed random number  ξ1 : 
  p(s) = e
(−µs)   (4.3) 
where μ is the linear attenuation coefficient of the interacting medium. The distance 
to the first interaction can be then obtained using: 
 
 
s = −
ln(ξ1)
µ
 (4.4) 
   In this way, the simulated photon can be traced through the simulated geometry 
taking into account different materials with different attenuation coefficients, which 
can be calculated using a database if the material compositions are known. EGSnrc 
MC code uses a variety of databases such as XCOM (Berger and Hubbell), EPDL 
(Cullen et al., 1990) and SI (Storm and Israel, 1970). For the geometry of the 
treatment head, data about the material compositions can be obtained from the 
manufacturer, whilst for the patient geometry it can only be obtained from CT 
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numbers that are provided in their CT images. These CT numbers (or HU) are unique 
for each material. Thus mapping these CT numbers to specific human tissue types is 
required in order to calculate the attenuation coefficients in each voxel of the CT 
image. Using a small number of materials in the CT map or calibration is not 
recommended as the linear interpolation in the calibration can lead to enormous cross 
section uncertainties (Seco and Verhaegen, 2013). This shows how the cross sections 
have a strong dependence on the CT numbers and the calibration. For example, 
artefacts in the CT images produced by a high-density material can provide an 
inaccurate CT number and thus corrupt the cross section data and consequently 
decrease the dose calculation accuracy (see Chapter 8 and 9). However, after 
sampling the mean free path length to the first interaction site and calculating the 
interaction coefficients, the interaction type is then sampled using: 
  
µtotal = µPE + µCoh + µComp + µPP    (4.5) 
where  µPE ,   µCoh ,  µComp ,  µPP  are the linear attenuation coefficients for photoelectric 
absorption, coherent or Rayleigh scatter, Compton scatter and pair production, 
respectively. This involves the use of a second random number  ξ2 . If the value of  ξ2  
is less than  µPE , the interaction is then photoelectric absorption. For coherent scatter 
interaction,  ξ2  must be more than  µPE  and less than  µCoh , the same is applied for the 
other interactions. Then secondary particles are created by the chosen interaction, 
except for coherent scatter, and a third random number is used to sample energy and 
direction using the corresponding differential cross sections for that interaction. The 
secondary particles could be then simulated in the same manner as the primary photon 
starting with sampling the mean free path to the next interaction site, called analog 
particle transport. These secondary particles can produce more additional particles, 
which can be simulated in this analog manner. The path of a single primary particle, 
all of the secondary particles it generates, and all its products, is called a particle 
history. For dose calculation, an extra step is needed where the absorbed energy in 
each voxel is accumulated. At the end, the particle history is terminated if either the 
simulated particle leaves the simulated geometry or its energy drops below predefined 
minimum energies, called cut-off energies. Then another particle history is picked and 
the same analog manner is applied, and so on. 
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4.4 Electron transport 
4.4.1 Electron interactions 
Since electrons are charged particles their interactions with matter are basically 
different from that of neutral particles, photons. As electrons travel through matter, 
they experience large numbers of small interactions and lose energy mainly in 
Coulomb interactions with the nuclei and bound atomic electrons of the interacting 
medium. In contrast to a photon where all its kinetic energy is dissipated with few 
interactions, an electron may undergo approximately  105  individual interaction to lose 
all its kinetic energy depending on the initial energy (Attix, 2008). Due to the 
relativistic effects, the interaction can result in quite large changes in direction and 
energy. For example, the mass of a 2 MeV electron is about 4.9 times the electron rest 
mass. Thus, as the energy of the incident electron decreases the cross section of an 
interaction occurring increases and the possibility of large deviations in the electron 
path increases as well. The electron creates a trail of ionisations and excitations along 
its path, and hence energy is deposited in the medium. Electron scattering affects the 
absorbed dose distribution in a medium, especially at media interfaces with different 
material densities (Andreo, 1985). A lateral displacement of the electrons can be 
caused by the angular deflections, thus widening the dose distribution. Therefore, the 
difference in scattering causes a perturbation in the dose distribution. However, in 
radiotherapy, the possible electron interaction processes that should be modeled in a 
MC code are: 
1. Elastic scattering  
2. Inelastic scattering and 
3. Bremsstrahlung. 
These interactions are shown in Figure 4.4. It shows the electron cross-section of 
different electron interactions against energy.  
 
4.4.1.1 Elastic scattering 
In elastic scattering, the incident electron interacts with one of the bound electrons of 
the interacting medium without energy transfer, only a change of direction. The 
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interaction is Coulomb interaction between the two negative charges and is modified 
at a large distance by the screening effect of the orbital electron (Jackson John, 1999). 
Such scattering does not contribute energy to the medium, but is an important 
mechanism in deflecting electrons. When a fast electron passes close enough to the 
atomic nucleus, at a distance smaller than the atomic radius, the Coulomb interaction 
takes place between the electron charge and the nuclear charge and is a repulsive 
interaction (Johns, 1983). In this case, the electron is deflected and a small amount of 
energy is transferred to the nucleus to satisfy momentum conservation. This energy 
transfer is considered to be negligible as the mass of the nucleus is much heavier than 
the relativistic mass of the incoming electron (Mayles, 2007). At energies lower than 
10 MeV, elastic or semi-elastic scattering is the main energy loss mechanism.  
 
4.4.1.2 Inelastic scattering 
As mentioned before, due to the relativistically corrected mass of the incident 
electron, the interactions with orbital electrons of the interacting medium can result in 
a large energy loss and cause appreciable changes of direction, thus called inelastic 
scattering. If the incident electron passes an atom at a distance larger than the atom 
radius, and the energy it pocesses is less than the binding energy, this energy can be 
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Figure 4.4: The cross-sections of different electron interactions (cm2) against energy (MeV) 
for water (generated using the PENELOPE MC code). 
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transferred to one of the orbital electrons, elevating the electron to a higher energy 
state. Thus the atom is excited. If the incident electron passes close enough to the 
orbital electrons, sufficient energy can be transferred to the orbital electron causing it 
to be ejected from the atom, thus the atom is ionised. The ejected electron can then 
also have enough energy to ionise and excite other atoms, just as the incident electron 
does. This is called δ-ray (delta ray) and the event is called Møller scattering, where 
the maximum energy loss is half of the kinetic energy of the incident particle (Møller, 
1932). At energies higher than 10 MeV, inelastic scattering represents the main 
energy loss mechanism, also called collision energy loss (Knoll, 2010). If the incident 
charged particle is a positron, the interaction with an orbital electron results in the 
emission of two photons. The cross section of this process is higher for positrons with 
a lower rest mass energy. On the other hand, at higher energies, a positron loses 
energy via collisions with the orbital electrons until it comes to rest. The same as in 
the case of an electron, a δ-ray is produced and the event is called Bhabha scattering, 
where the maximum energy loss is the total kinetic energy of the positron (Bhabha, 
1936). The cross section of this interaction is needed and should therefore be included 
in MC code that is used to calculate energy deposition.    
 
4.4.1.3 Bremsstrahlung production 
When a fast electron of a mass m passes very close to a nucleus of a charge Z, it will 
undergo inelastic scattering with the nucleus. Due to the strong electric field of the 
nucleus, the electron will be attracted toward the nucleus, thus decelerated, and the 
electric and magnetic fields associated with the electron will adjust themselves to such 
a change. As a result, the electron emits some of its energy in the form of 
electromagnetic radiation called bremsstrahlung radiation, with an energy equal to the 
energy difference before and after the deceleration (Jackson John, 1999). The energy 
of the emitted photon can be up to the initial energy of the incident electron. The 
electron may have more than one bremsstrahlung interaction. In radiotherapy machine 
generating energies, only   3% of the incident electron energy emerges as 
bremsstrahlung radiation in a typical Tungsten target. The cross section of a 
bremsstrahlung interaction is proportional to (Z/m)2, thus it increases directly with the 
atomic number of the interacting medium and with light particles such as electrons. 
Thus bremsstrahlung interactions are unimportant and insignificant in low atomic 
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number materials at electron energies below 10 MeV, i.e. in water/tissues as shown in 
Figure 4.4. Bremsstrahlung radiation can also be produced if the incident particle is a 
positron, as well as positron-electron and electron-electron interactions.  At energies 
higher than 10 MeV, together with the inelastic scattering, bremsstrahlung 
interactions represent the main energy loss mechanism, called radiative energy loss.  
 
4.4.2 Monte Carlo electron transport simulation 
The transport of electrons (or positrons) is fundamentally different from that of 
photons. It can be stated that the magnitude of the energy deposition problem for an 
electron beam is less than for a photon beam. This is due to the fact that the volume 
involved with the electron beam is smaller with a higher density of particle histories 
and the energy deposited per particle is higher (Rogers and Bielajew, 1990). Thus the 
variation from one history to another is reduced. As mentioned before, for therapeutic 
energies, electrons undergo a large number of single interactions and lose their energy 
in a near continuous set of interactions. These interactions include all the interactions 
mentioned in the previous section. Thus the MC simulation of a single electron 
history requires a larger computational time than a single photon history. This great 
increase in computational complexity for electron transport makes the analog 
approach (used in the photon case) and the direct simulation of all the physical 
interactions on an event-by-event basis unrealistic for practical use.  
   For example, the total mean free path in water for a 10 MeV electron is about 2.6 × 
10-5 g/cm2 and the range is approximately 5.03 g/cm2 (as shown in Figure 4.5). This 
means that each electron with this energy will undergo about 2 × 105 interactions 
before slowing down. Fortunately, elastic scattering dominates the total cross section 
at this energy range (the therapeutic energy range), thus there is no energy transfer to 
the medium, although inelastic scattering still occurs but with little energy loss (Seco 
and Verhaegen, 2013). Thus as the electrons slow down in the medium, most of their 
interactions cause a small amount of energy loss or angular deflection. This allows the 
possibility of combining the effect of many elastic interactions and low energy-loss 
inelastic scattering within a certain length of geometry into one virtual large effect 
interaction (called step or segment) without significant loss of simulation accuracy. 
This large combined step is approximated using a technique based on continuous 
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slowing down approximation  (CSDA) and a multiple-scattering theory (Bielajew et 
al., 1988, Seco and Verhaegen, 2013). Thus the MC codes usually employ this 
combining technique to speed up the calculation time and is called a condensed 
history (CH) technique (Berger, 1963). As a consequence, the electron track is 
divided in multiple substeps. The CH technique is employed in two algorithm classes, 
class I and class II algorithm.  
   In class I algorithm, all energy losses and angular deflections of a certain type of 
interaction are grouped together for each CH step using CSDA. During the CH step, 
the effect of secondary particle creation above a certain threshold energy is taken into 
account on a statistical basis by sampling from an energy loss straggling algorithm 
(Bielajew et al., 1988). Then the energy of the primary electron is reduced by that 
amount at the end of the step. Thus the creation of the secondary electron does not 
directly affect the primary electron during the step. For example, MCNP (old 
versions) and ETRAN codes are class I algorithms.  
   In class II, the interactions are divided into “soft” and “hard” interactions or 
collisions. Electron interactions that release energy below a certain threshold are 
considered to be soft collisions and are grouped together in a single multiple 
scattering step using CSDA and restricted stopping powers. The energy is then 
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Figure 4.5: The electron mean free path and range (g/cm2) against energy (MeV) in water 
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deposited at the end of the CH step. On the other hand, above that threshold, the 
collisions are considered to be hard and receive explicit simulation and transport. 
EGSnrc is a class II algorithm as well as PENELOPE, GEANT4 and FLUKA codes. 
In general, electrons in CH step travel in straight lines and change direction due to 
only multiple scattering at the end step or between steps.  
   However, one of the most challenging aspect of CH technique is the simulation of 
an electron crossing material boundaries. If the CH technique is based on Molière 
multiple scattering theory, it fails to simulate the transport accurately because the 
ensemble of paths occurring in the adjacent medium cannot be taken into account. 
Thus there are new multiple scattering theories that switch to a single scattering 
model for short steps near material boundaries and then switch back to a multiple 
scattering model at larger steps in a uniform medium. In EGSnrc, Kawrakow et al 
(2011) developed such an algorithm called Exact that allows a simulated electron that 
reaches a boundary (defined by the user) to cross in a single scatter mode, shortening 
the step, then as the electron moves away from the boundary the step is lengthened 
again. It has been shown that Exact provides an accurate result even for large 
scattering angles (Seco and Verhaegen, 2013).  
   Briefly, the MC electron transport during CH step starts with picking the initial 
energy, direction and position of the particle stack. The path length (s) of a particle 
with initial energy E0 is defined as 
 
 
s = d ′E
S(E)0
E0
∫   (4.6) 
where S is the unrestricted stopping power. This is the CSDA solution to the electron 
fluence transport. Based on the path length, sampling the distance to next discrete 
event can be done using a random number (r) between 0 and 1:  
 
 
d ′s σ tot
0
s
∫ ( ′s ) = − ln r   (4.7) 
where  σ tot  is the total cross section. Then the energy of the next interaction that will 
be simulated explicitly is sampled. Then the final energy, direction and position are 
defined based on solving the electron transport equation, which is a function of 
restricted stopping power, differential and total cross sections. Then the type of 
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interaction is sampled, if the electron is absorbed, the history is terminated, otherwise 
the energy, direction and position of the final state electron is defined based on the 
interaction differential cross sections. The end of the CH step can be terminated either 
by the maximum step size (defined by the user) or by the next hard interaction. If the 
next hard interaction is bremsstrahlung interaction, the resultant photon is then 
simulated using the analog technique.  
   Even though the CH technique speeds up the MC electron transport significantly 
compared to the analog technique, the efficiency of the MC simulation still needs to 
be improved for the calculation of the quantities of interest. Thus MC codes usually 
make use of variance reduction techniques (VRT) (Bielajew et al., 1988, Rogers et al., 
1995). The efficiency of a MC simulation, ε, is defined as  
 
 
ε = 1
s2T
  (4.8) 
where s is the variance or uncertainty associated with the calculated quantity of 
interest and T is the central processing unit (CPU) time required to calculate that 
quantity with an uncertainty s. The aim of a VRT is to minimize either T or the 
uncertainty s without affecting the accuracy of the calculation. Some of these VRTs 
are used in this study and will be explained in more detail in the appropriate sections.   
 
4.5 EGSnrc Monte Carlo code 
The most commonly used Monte Carlo code in medical physics, particularly in 
radiotherapy, is the Electron Gamma Shower code that was developed at the National 
Research Council in Ottawa, EGSnrc (Kawrakow and Rogers, 2000). The code allows 
the user to model a linear accelerator head precisely using a friendly graphical user 
interface (GUI), written in MORTRAN language, and simulates the physical photon 
and electron/positron processes in the energy range of 1 keV to 10 GeV. It has been 
benchmarked against measurements and used as a reference for the validation of MC 
code when used for multiple purposes in the medical physics field (Chibani and Li, 
2002, Faddegon et al., 2009). EGSnrc code consists of three main components. The 
first component is called user code which is used to specify the geometry (including 
phantoms), radiation source and output variables. Examples of EGSnrc user codes are 
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BEAMnrc, DOSXYZnrc, DOSRZnrc and FLURZnrc. The second component is 
called EGS code where the electron and photon transports are simulated through the 
specified geometries. The last component is called PEGS4, which calculates the 
interaction cross-sections for the materials used in the simulation.  
   In this study, only two user codes are used, BEAMnrc and DOSXYZnrc codes. The 
BEAMnrc/DOSXYZnrc codes are used to simulate the beam generated from the 
treatment head and to score dose deposition in voxel grids of a 3D rectilinear 
geometry, respectively (Rogers et al., 2001, Walters et al., 2005). In general, 
BEAMnrc can be considered as the fluence engine whilst DOSXYZnrc can be 
considered as the dose engine. DOSXYZnrc can score dose deposition using real 
patient geometry obtained from a CT scan. This can be achieved by using a code 
called CTcreate or dicomrt_ctcreate (see Seection 6.2.6). It converts the CT number 
associated with each voxel in the CT images into material and density information 
needed by DOSXYZnrc to simulate transport in a patient using a calibration curve in 
MC database. Then, the interaction cross-sections can be calculated for each voxel 
using the assigned material information, such as density and composition. Thus the 
cross sections have a strong dependence on the CT numbers, which can decrease the 
dose calculation accuracy if artefacts present. 
   In the next chapter, the specifics of MC modeling with EGSnrc (BEAMnrc and 
DOSXYZnrc codes) system will be discussed and the code system is validated with 
the measurements. The validated model will be then used to benchmark for 
comparison with OMP (PB and CC algorithms) treatment plans. Furthermore, it will 
be used for cases where dose calculation is known to be particularly uncertain such as 
for a prostate cancer patient with single hip or double hip prostheses. 
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5.1 Introduction 
For radiotherapy purposes, a linear accelerator (Linac) is made of several components 
that are used to shape the radiation field. In MC, a Linac can be easily modelled using 
BEAMnrc GUI, which is considered to be a major step forward in the radiotherapy 
field (Seco and Verhaegen, 2013). It allows the user to build the Linac in such a way 
that the treatment head is divided into blocks, layers or slabs, called component 
modules. An example of component modules (CM) is the MLCQ CM, designed to 
model the MLCs, or the FLATFELT CM, designed to simulate a stack of truncated 
cones, each with different radius values and material definitions, which are used to 
model the flattening filter. To build an accurate MC model, the different components 
of the Linac through which the emitted radiation passes must be known in great detail. 
This information includes the position, dimension, composition of materials and 
alloys, and the mass densities. In this chapter, the modelling of the Elekta Synergy 
linear accelerator head for a 6 MV photon beam only is presented.  
   The Linac was modelled based on manufacturer information, including aspects 
developed by previous PhD students (Piliero, 2014, Alsaleh, 2014). However, there 
are usually differences between the simulation and measurements. This is because 
there is no specific information about the exact energy or radial distribution of the 
electrons that are producing the bremsstrahlung photons from the target. The electron 
energy is the main source affecting the percentage depth dose (PDD) curve, whilst the 
radial distribution (spot size) affects the lateral dose profiles, especially for large field 
sizes (Lin et al., 2001, Verhaegen and Seuntjens, 2003). Thus the aim of this chapter 
is to validate or tune the beam model of the simulation, which is reached through 
gaining agreement between simulation and measurement.  
 
5.2 Materials and methods 
5.2.1 Tuning and validation of the Linac model 
The Elekta Synergy linear accelerator head at Singleton Hospital, which contains; 
Target, primary collimator, flattening filter, chamber, backscatter plate, multi-leaf 
collimator (MLC), backup jaws, secondary collimator and Mylar sheet CM, was 
modelled using BEAMnrc code, as shown in Figure 5.1. The material of each CM is 
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shown in Table 5.1. The beam intensity and the size of the beam field are defined 
using adjustable components such as MLC, backup jaws and secondary collimator, 
whilst the rest of the components are fixed. In this chapter, the phase-space approach 
of simulating a Linac and patient is used, which involves separating the simulation 
into three distinct phases (Verhaegen and Seuntjens, 2003). In the first phase, source 
number 19 (elliptical beam with Gaussian distribution in X and Y) in BEAMnrc was 
used to model the incident electrons on the target. Then all the simulated particles that 
pass through the fixed components of the head, and reach an arbitrary plane 
perpendicular to the beam direction, are stored in a file called the phase space file 
(PHSP). The PHSP contains information such as particle energy, particle type, 
position and direction, and can be re-used without repeating the simulation for these 
fixed components since the simulation of a particle at any point is independent of its 
Figure 5.1: A view of the Linac 6 MV model in (a) the xz and (b) the yz plane. 
(b) (a) 
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previous history (Rogers and Bielajew, 1990). This PHSP file is patient-independent 
and is used as an input source for the next phase of the simulation. 
 
Table 5.1: The component models and materials of the 6 MV Linac model. 
CM Material CM description 
SLABS Tungsten (WRE_18P-_700) Copper (CU700ICRU) Target 
CONS3R Tungsten Alloy Primary collimator 
FLATFILT Stain Steel (MILDSTEEL700) Flattening filter 
CHAMBER Aluminium (AL700ICRU) Chamber 
SLABS Aluminium (AL700ICRU) Backscatter plate 
JAWS Lead (PB700ICRU) Wedge 
MLCE Tungsten Alloy Multileaf collimator 
MLCQ Tungsten Alloy Backup jaws 
JAWS Tungsten Alloy Secondary collimator 
SLABS Mylar  (MYLAR700ICRU) Mylar sheet 
 
   In the second phase, source number 21 in BEAMnrc (full phase-space beam data, 
incident on any CM) was used to transport the particles from the PHSP file through 
the adjustable components such as jaws and multi-leaf collimators. The simulated 
particles are then stored in a second PHSP file that is placed below the adjustable 
components. This is a patient-dependent phase and the output is then used as an input 
source for the next step of the simulation. In the final phase, source number 2 in 
DOSXYZnrc (full phase-space source file) was used to transport particles from the 
second PHSP file into a phantom or patient, and the dose is scored. To provide an 
accurate simulation with a low statistical uncertainty, the PHSP file in the first phase 
should have a large number of particles. In this chapter, 50 million particles were used 
for each simulation to reduce the statistical uncertainty to less than 2% in the 
calculated dose at the maximum dose depth. 
   As mentioned before, any Linac model has to be validated with the commissioning 
measurement of the Linac, as there is some missing information, i.e. information on 
the exact energy and radial distribution of the electrons that produce bremsstrahlung 
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photons from the target. This information can be predicted by performing a trial-and-
error procedure to tune the Linac model with the commissioning measurement. The 
PDD of a 6 MV photon beam (the absorbed dose in a medium as a function of depth 
along the beam direction) and the lateral dose profiles (the absorbed dose along x and 
y axes perpendicular to the beam direction at a certain depth in a medium) were 
measured in a PTW MP3 water tank (PTW, Freiburg, Germany), with a PTW 
semiflex ionisation chamber volume of 0.125 cc, using different square fields. For 
tuning the electron energy value, the PDD of the simulation, and the measurements of 
different field sizes (3, 5, 7 and 10 cm2) at a source-to-surface distance (SSD) of 90 
cm, were compared using different electron energies. Once the closet match was 
obtained, the lateral dose profiles of different field sizes (5, 10, 15 and 20 cm2), at 
different depths (1.5, 5, 10, 20 cm), were compared using different spot sizes with and 
without a wedge. For all field sizes, dose profiles with a 90 cm SSD were normalised 
to the central axis value of the dose profile at a depth of 1.5 cm, which is the 
maximum depth dose for a 6 MV beam. Only the best matches of both electron 
energy and spot size will be demonstrated in this chapter. 
    The combination of the electron beam and the spot size was used to calculate the 
output factor, and the quality index was then compared with the measurement. The 
output factor (OF) is defined as the ratio of the dose for a given field size to that of a 
reference field size, usually 10 cm2. The quality index (QI), or tissue-phantom ratio 
(TPR 20/10), is the ion chamber value at a depth of 20 cm, divided by the value at 10 
cm for the same source-to-chamber distance (SCD), and with a field size of 10 cm2, 
thus with different SSDs. 
 
5.2.2 Simulation parameters 
Most of the simulation parameters used in the BEAMnrc and DOSXYZnrc codes 
were left at their recommended (default) values, as shown in Table 5.2. The energy 
cutoff for electrons and photons (ECUT and PCUT), and the energy of secondary 
electrons and bremsstrahlung production (AE and AP), were set to 700 keV and 10 
keV respectively. Below these energy thresholds, all the interactions were considered 
to be soft collisions and the particle histories were terminated, thus all the energy was 
deposited locally. Above these thresholds, all the interactions were considered to be 
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hard collisions and were simulated explicitly in an analog manner (see Section 4.4.2). 
The maximum step size, which is based on the percentage energy loss during the step, 
was set to 25%. This means that the step size depends on the mass density and 
stopping power of the interacting material.   
 
Table 5.2: The transport parameters used in BEAMnrc and DOSXYZnrc in this study. 
Option  Parameter 
Bound Compton scattering  Off 
Pair angular sampling  Simple 
Pair cross section BH (Bethe-Heitler) 
Photoelectron angular sampling  Off 
Rayleigh scattering  On 
Atomic relaxations Off 
Photon cross-sections si 
Boundary crossing algorithm EXACT 
Electron-step algorithm  PRESTA-II 
Spin effect On 
Electron impact ionisation  Off 
Bremsstrahlung angular sampling  Simple 
Bremsstrahlung cross-sections BH 
 
5.2.3 Voxel water phantom 
DOSXYZnrc was used to model the watertank. The simulations were performed on a 
41 × 41 × 70 voxel water phantom. The particles were transported through the 
phantom on a voxel-by-voxel basis and the energy deposition was scored in each 
voxel. This was then converted into a dose deposition at the end of the simulation. For 
PDD curves, the voxel size was 1 × 1 × 0.75 cm3 in the build-up region and 0.5 × 0.5 
× 0.5 cm3 from 2 cm onwards.  
 
5.2.4 Variance reduction techniques 
Even though the CH technique speeds up MC electron transport significantly 
compared to the analog technique, the efficiency of MC simulation still needs to be 
improved for the calculation of the quantities of interest. Thus MC codes usually 
make use of VRT (Bielajew et al., 1988, Rogers et al., 1995). The aim of a VRT is to 
minimize either calculation time or the uncertainty without affecting the accuracy of 
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the calculation.   
 
5.2.4.1  Bremsstrahlung splitting 
 
One of the VRT used in this chapter is bremsstrahlung splitting in BEAMnrc (Rogers 
et al., 2001). When electrons hit the target, only  3% of the incident electron energy 
emerges as bremsstrahlung photons in a typical Tungsten target, and 97% are 
converted into heat within the target. Thus for one million bremsstrahlung photons, at 
least 33 million histories are needed and this provides a low statistical accuracy as the 
variation from one history to another is large (see Section 4.4.2). Therefore a very 
large number of particle histories are needed and thus the simulation will be very 
long.  
   The Bremsstrahlung splitting technique is used to improve the statistics of 
bremsstrahlung photons whilst retaining a reasonable calculation time. When 
bremsstrahlung radiation is emitted, each bremsstrahlung event produces a predefined 
number of independent photons (N) and each of them is assigned with a statistical 
weight equal to the inverse of N, called splitting number. Thus one bremsstrahlung 
photon is represented by N number of simulated photons and the total weight is 
preserved. Therefore the transport simulation of N additional electrons is avoided to 
increase the statistical accuracy and consequently reduces the simulation time. In this 
chapter directional bremsstrahlung splitting (DBS) is used. After splitting, DBS loops 
through these split photons and for each one determines whether it is aimed at the 
field of interest. If it is, then the photon is kept and given a low weight (meager 
photon), if not, the Russian Roulette technique (another VRT) is applied to determine 
its survival by comparing a random number, (ζ), sampled from a uniform distribution, 
with the survival probability (1/N). If ζ is larger than the survival probability, the 
photon is killed, otherwise the photon is simulated and its statistical weight is 
multiplied by N, and it is considered to be a fat photon. This photon can be split when 
it undergoes interactions (annihilation or Compton event) and if the newly created 
photon is aimed away from the field of interest, Russian Roulette is played again. In 
this way, many meager photons will be in the splitting field and few fat photons 
outside the splitting field. Therefore, terminating the photons outside the field of 
interest saves the simulation time. DBS is considered to be the most efficient 
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bremsstrahlung splitting technique (Rogers et al., 2001).  The DBS parameters were 
chosen as follows; the square splitting field radius was 30 cm, the SSD was 100 cm 
and the splitting number was set to 500 using a rejection plane at 85 cm. 
 
5.2.4.2 Photon splitting 
Another VRT used in this chapter is called photon splitting and it is used in 
DOSXYZnrc (Walters et al., 2005). When these split photons, with different weights 
in the Linac model, reach the voxel water phantom, each of them is splitting into a 
number of photons M. Each of these sub-photons will be assigned a weight which is 
the inverse of M multiplied by the original photon weight. Along the initial photon 
path, the interaction site of each of the sub-photons is sampled. At the interaction site, 
the produced charged particles, which deposit energy along their paths, are kept whilst 
scattered photons undergo Russian Roulette with a survival threshold given as the 
inverse of M. In this way, the efficiency of the dose calculation in the phantom is 
increased. 
 
5.2.4.3 HOWFARLESS 
In DOXYZnrc, the HOWFARLESS option was used. Since the MC calculations were 
made in a water phantom, the voxel boundary restrictions were not necessary because 
it is a homogenous medium, thus they can be removed or eliminated during the 
simulation. Instead, only the outer boundaries of the voxel grid, the phantom 
boundaries, were considered. The separation of the voxel grid from the homogenous 
phantom geometry was done by HOWFARLESS option. In this way, the simulation 
of each history was not interrupted at each voxel boundary, thus the efficiency of the 
calculation is increased without loss of simulation accuracy. 
 
5.3 Result and discussion 
5.3.1 PDD and dose profile comparison 
The measured PDD curves were obtained from Singleton Hospital, for 3 × 3 cm2, 5 × 
5 cm2, 7 × 7 cm2 and 10 × 10 cm2 field sizes with a 90 cm SSD in a watertank. The 
simulated PDD curves were calculated on a voxel water phantom in DOSXYZnrc 
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using the same field sizes and settings. The energy of the electrons hitting the target, 
and producing the photon beam in the Linac model, was adjusted to find the best 
agreement with the measurement. After the tuning process, which included a 
considerable amount of trial-and-improvement, the best agreement between 
simulation and measurement was found when using a 6.05 MeV electron energy. 
   Figure 5.2 shows the PDD comparison between measurement and simulation for 
different field sizes using a 6.05 MeV electron energy. For the 10 × 10 cm2 field size 
PDD comparison, the relative difference was less than ±1 % before a depth of 25 cm 
and the largest relative difference was at a depth of 27 cm where the simulation 
underestimated the relative dose by −1.5%. For the 7 × 7 cm2 and 5 × 5 cm2 field sizes 
the relative dose was less than ±1% and beyond a depth of 20 cm it increased up to 
−1.8%. For the 3 × 3 cm2 field size PDD comparison, the largest relative difference 
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Figure 5.2: Comparison between measured PDD data of the 6 MV beam (red solid line) and 
simulated PDD for 3 × 3, 5 × 5, 7 × 7 and 10 × 10 cm2 field size at 90 cm SSD with 6.05 
MeV. 
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was at a depth of 25.5 cm where the simulation underestimated the relative dose by 
2.2%. This is considered to be acceptable (Verhaegen and Seuntjens, 2003).  
   After finding the best electron energy match, the spot size was adjusted in order to 
obtain the best match between measurement and simulation in terms of lateral dose 
profile comparison. The best match was found when using an circular shape for the 
electron spot with a full-width half-maximum (FWHM) of 0.14 cm. Figure 5.3 shows 
the lateral dose profile comparisons between measurement and simulation for 5 × 5 
cm2, 10 × 10 cm2, 15 × 15 cm2 and 20 × 20 cm2 at different depths using the best 
match spot size. For all field sizes, dose profiles with a 90 cm SSD were normalised 
to the central axis value of the dose profile at a depth of 1.5 cm. The results showed 
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Figure 5.3: Lateral dose profiles comparisons for open beam between measured (solid line) 
and simulation (dotted line) of 5 × 5, 10 × 10, 15 × 15 and 20 × 20 cm2 at 1.5, 5, 10 and 20 
cm depths along jaws axis using 6.05 MeV electron energy with 0.14 cm spot size. 
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that the difference between measurement and simulation for a 10 × 10 cm2 field size, 
at any depth, was less than ±1% inside the field and increased up to ±3% as the filed 
size increased to 20 × 20 cm2. In the low dose (below 20% of the normalized dose) 
region, the relative difference was –13% (in 2 mm) for a 10 × 10 cm2 field size and 
increased up to –18% which decreased as the depth increased. The largest 
disagreement was found outside the field in the low dose region. 
   Furthermore, the Linac model was compared with the measurement using a wedge 
for the same field sizes used in the open fields. Figure 5.4 shows the lateral dose 
profile comparisons between measurement and simulation for different field sizes, at 
different depths, using a wedge. The agreement between measurement and simulation 
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Figure 5.4: Lateral dose profiles comparisons for wedged beam between measured (solid 
line) and simulation (dotted line) of 5 × 5, 10 × 10, 15 × 15 and 20 × 20 cm2 at 1.5, 5, 10 and 
20 cm depths along jaws axis using 6.05 MeV electron energy with 0.14 cm spot size. 
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for a 10 × 10 cm2 field was good with a relative difference of less than ±3% inside the 
field at any depth. In the low dose gradient, it increased up to ±5%. For a 20 × 20 cm2 
field size, the relative difference was less than ±5% at any depth, for any point inside 
the field, and increased up to –20% in the low dose region. Figure 5.5 shows the dose 
profiles of the wedged beams that represent the cross-plane profiles. Similar 
differences were found except for the 20 × 20 cm2 field, where the relative difference 
was –9% inside the field. However, the largest field size used in this thesis was 10 × 
10 cm2.    
   The results of the Linac model are in agreement with other studies that modelled the 
Elekta linear accelerator (Sheikh-Bagheri and Rogers, 2002, Almberg et al., 2012). 
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Figure 5.5: Lateral dose profiles comparisons for wedged beam between measured (solid 
line) and simulation (dotted line) of 5 × 5, 10 × 10, 15 × 15 and 20 × 20 cm2 at 1.5, 5, 10 and 
20 cm depths along MLC axis using 6.05 MeV electron energy with 0.14 cm spot size. 
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Using EGSnrc code, Sheikh-Bagheri et al (2002) suggested using 6.3 MeV with a 
0.11 cm spot size. Almberg et al (2012) stated that 6.45 MeV and an elliptical spot 
size of 0.025 cm in-plane, and 0.1 cm cross-plane, as the best fit for a 6 MV photon 
beam using the Elekta Synergy Linac.  
 
5.3.2 Output factor and quality index comparison 
The OF at the maximum dose depth of 1.5 cm were compared for the measurement 
and simulation, for different field sizes, and with and without a wedge. This is shown 
in Figure 5.6. For open beams, the largest relative difference was found for a field size 
of 5 × 5 cm2 where the simulation overestimated the OF by 1.26%. This decreased 
down to –0.66% for 20 × 20 cm2 field size. For wedged beams, the largest relative 
difference was found for a 5 × 5 cm2 field size where the simulation overestimated the 
OF by 3.92%. The difference decreased down to –0.88% for a 20 × 20 cm2 field size. 
   Finally, the QI (or TPR 20/10) was compared. The QI is calculated by taking the ion 
chamber value at a depth of 20 cm and dividing it by the value at a depth of 10 cm, 
for the same SCD and with a field size of 10 × 10 cm2, with different SSDs. The 
measured QI for a 6 MV beam was 0.675 and the QI for the simulation of the fine-
tuned electron energy and spot size was 0.677. 
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Figure 5.6: Output factors comparison between measurement (solid line) and simulation 
(dotted line) for different field sizes for open and wedged beams. 
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5.4 Conclusion 
This chapter has explained the modelling of the Elekta Synergy 6MV linear 
accelerator using BEAMnrc/DOSXYZnrc codes. This required tuning the Linac head 
model to adjust the appropriate mean energy and spot size of the incident electrons to 
find the best match with the measurement. Using a parallel Gaussian beam (Gaussian 
distributed in space X and Y) with a monoenergetic electron beam (SOURCE 19, 
BEAMnrc), the fine-tuned parameters for the 6 MV photon beam was found to be a 
6.05 MeV mean electron energy with a 0.14 cm circular spot size.  
   After the fine-tuned model was achieved, a comprehensive investigation of the 
model outputs was carried out in order to validate the MC Linac model. The 
simulation of the linacs was very CPU intensive, therefore a number of variance 
reduction techniques were used in order to speed up the simulation as much as 
possible. The validation process of the MC Linac model involved the comparison of 
PDD, dose profile, QI and OF, for open and wedged beams, with the measurement. 
The MC model was in agreement with the measurements for fields ranging from 5 × 5 
to 20 × 20 cm2. As a result, in the following chapters the validated MC Linac model 
will be used to produce clinical MC-based treatment plans and thus enable the 
separation of uncertainties arising in the dose calculations from the commercial 
treatment planning system algorithms, from the uncertainties introduced by the 
different scanning technologies (CT and CBCT). In the next chapter, the dose 
calculation accuracy based on modified/segmented CBCT images of a male pelvis 
phantom will be investigated. 
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Chapter 6 CBCT-based dose calculation of a male 
pelvis phantom 
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6.1 Introduction 
The integration of CBCT into a Linac allows the possibility of imaging the patient in 
the treatment position immediately before, during or after treatment. These images 
can be used to correct patient set-up error and evaluate or monitor any changes in 
shape, size and position of the prostate and those related to weight loss, organ 
filling/distension or tumour regression. This can be achieved by registering CBCT 
images with the reference pCT images. In addition, CBCT images can be used for 
ART in various ways such as choosing a “plan of the day”, generating a treatment 
plan and recalculating the dose distribution. However, CBCT images generated using 
the XVI system on the Elekta treatment units provide pixel values (gray scale) or 
CBCT numbers instead of true HUs or CT numbers. Compared with pCT, CBCT 
images contain more scatter and suffer from more image artefacts (see Section 2.5) 
due to the cone beam geometry and a larger detector. The image artefacts and scatter 
affect the pixel values and are dependent on the FOV, collimations, patient size and 
image acquisition parameters. Therefore, CBCT images cannot be used directly for 
dose calculation. The aim of this project is to correct CBCT data and convert the pixel 
values to true HUs or CT numbers that are comparable to the pCT, consequently, to 
enable quick dose calculations assessment to be performed with the use of CBCT and 
then use it as a quick-decision-making tool for re-planning. This will eliminate the 
need to rescan the patient in pCT and potentially avoiding additional imaging dose. 
Before that, the accuracy of the dose calculation on the corrected or processed images 
has to be investigated and compared with those of the pCT. In this chapter, a simple 
anthropomorphic geometry phantom was used and a simple dose distribution was 
performed and investigated.     
 
6.2 Methodology   
6.2.1 Multiblock phantom 
A male pelvis phantom was built using the multiblock phantom that was designed by 
A. Seaby et al. (Swansea NHS Trust, Swansea, UK) (Seaby et al., 2002) (Figure 6.1). 
The phantom is made up of two tissue-equivalent materials: WT1 for water and IB7 
for inner bone. The length of the phantom blocks is 30 cm and each block is a square 
shape or a triangle with sides of 4 cm. The blocks were rearranged to represent 
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sections through the pelvic region as shown in Figure 6.1. The lateral separation of the 
pelvis was 36 cm and the length was 20 cm in anterior-posterior direction.  
 
6.2.2 CT and CBCT image acquisition  
The male pelvis phantom was scanned using a Philips Brilliance Big Bore CT scanner 
installed at Singleton Hospital (Philips Medical Systems, version 2.3, Cleveland, 
Ohio, USA). It is a 16-slice helical scanner with a bore diameter of 85 cm. The CT 
images were acquired with 120 kVp and the tube current was modulated during the 
scan based on phantom anatomy. The matrix size of the reconstructed images was 512 
× 512 and voxel sizes were 0.98 × 0.98 × 5 mm3. The scan length in the superior-
inferior direction was 29.5 cm. 
   A CBCT scan was acquired with a medium FOV (MFOV), and collimator M10 and 
the F1 filter using the following parameters: 120 kVp, 32 mA, 40 ms per projection 
and 660 projections. The matrix size of the reconstructed images was 410 × 410 and 
(b) (a) 
(c) 
Radar 
& ring 
artefact 
Cupping 
artefact 
2 1 
Figure 6.1: Multiblock phantom scan using (a) CBCT, (c) pCT and the resultant image after 
segmenting CBCT, sCBCT (b). 
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the voxel size was 1 × 1 × 3 mm3 and the scan length in the superior-inferior direction 
along the phantom (G-T direction) was 12 cm.  
 
6.2.3 Modification of CBCT images  
The main input for radiotherapy treatment planning is the CT image data which 
consists of pixels associated with CT numbers or HUs. These CT numbers are 
converted into relative ED by using HU-ED calibration in the TPS software for use in 
dose calculation algorithms (Figure 6.3). Since the CBCT images contain more scatter 
than a conventional CT system, the CT HU-ED calibration should be changed based 
on the CBCT image if the image is to be used for dose calculation. This cannot be 
done with the existing TPS software, OMP, where the CT calibration is intrinsic and 
cannot be altered by the user. In addition, the amount of scatter, thus image artefacts, 
depends on the FOV, collimator and object size (see Chapter 2). Consequently, even 
if multi-calibration (based on CT and CBCT) was achievable in OMP, one calibration 
curve that is based on CBCT would not be sufficiently accurate for dose calculation. 
Therefore, the CBCT images need to be corrected to accurately represent HUs or CT 
numbers that are similar to those in pCT images, thus fitting the HU-ED calibration in 
the TPS. This was achieved by converting the pixel values (CBCT numbers) of CBCT 
images into CT numbers used in the pCT. This step involved segmenting CBCT pixel 
values into different discrete bins, where a bin is a region of a uniform material with 
single CT number/HU, using MLT algorithm (Boggula et al., 2007, Boggula et al., 
2009). The MLT algorithm used in this work was written in MATLAB (Mathworks, 
Natick, MA).  
   The CBCT images of the male pelvis phantom were imported and read in 
MATLAB using built-in (DICOMread) functions. The MLT algorithm was then 
performed to convert the pixel values that lie in predefined ranges into material bins 
or segments. The CBCT images were then segmented into only two material bins, by 
visualising the images, that represent water and inner bone, as shown in Figure 6.1(a). 
The CBCT image set was divided into two regions. For region 1, the range of pixel 
values for water was from 250 to 829 pixel value. The range is chosen by the user to 
choose whether the range is appropriate to represent a specific material bin with aid 
from the original CT. For inner bone, the range was from 830 to 4000. Again, this is 
chosen by the user based on the artefacts and anatomical information and can be 
Chapter 6                                                                               Segmenting CBCT of a male pelvis phantom   
 
 95 
easily modified in the MLT algorithm. Therefore, any pixel with a value of more than 
250 and equal or less than 829 was assigned as water and given a value of 1024 (0 
HU). Any pixel with a value of more than 829 was assigned as inner bone 1195 (171 
HU), as in the pCT images. These assigned values were chosen based on the CT ramp 
used by the TPS. For region 2, the range of pixel values for water was from 250 to the 
maximum value (4000). This was performed through all slices. If any water region is 
erroneously replaced by inner bone in any slice (and vice versa) it can be manually 
and individually corrected by applying the MLT algorithm to a subregion of the 
CBCT. Finally the corrected or segmented CBCT images, referred to as sCBCT, were 
written and exported from MATLAB in a digital imaging and communication in 
medicine (DICOM) format with the original voxel dimensions and DICOM 
information and headers. Figure 6.2 shows a flowchart that describes the process 
briefly. As a result, it can be seen that the segmentation method was able to remove 
Figure 6.2: Segmentation of CBCT process using the MLT algorithm. 
Choose number of materials  
Choose regions based on 
artefacts and anatomical 
information 
Choose ranges for each material 
in each region (if necessary) 
 
Any misidentified 
region 
Yes 
No 
Write and export sCBCT in 
DICOM format 
Form subregions to deal with 
exceptions 
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image artefacts, such as cupping, ring and radar artefacts, as shown in Figure. 6.1(b), 
which would also affect the accuracy of the dose calculation. 
 
6.2.4 Treatment planning system and treatment plan    
Both CT and CBCT images were transferred to the TPS via DICOM protocol for dose 
calculation. In OMP TPS, a complete 3D dose distribution of a treatment plan can be 
displayed and evaluated using DVH. It supports two types of algorithm to calculate 
dose distribution; PB and CC algorithm, which are based on pencil and point kernels, 
respectively (see Chapter 3).  
   A field-in-field radiotherapy plan was generated from the CT of the phantom using 
a 6 MV photon beam energy. The plan consisted of six fields: two anterior beams, 10 
and 8 cm2 field size; two left lateral beams, 10 (with 45° wedge) and 8 cm2 field size; 
and two right lateral beams, 10 (with 45° wedge) and 8 cm2 field size. The wedge in 
the Elekta Synergy linear accelerator is a motorized wedge that can be positioned in 
or out the beam and the desired angle can be achieved by combining an open and 
wedge beam (0° to 60°). Structures were drawn in the pCT to represent CTV, PTV, 
femoral heads, rectum and bladder as in a real patient, as shown in Figure 6.3. The 
CTV was grown with a 1 cm anterior/left/right/superior/inferior margin and 0.5 cm 
posterior margin to give the PTV. The CBCT and pCT images were fused using 
ProSoma virtual simulation software (v3.3, MedCom, Germany) and the structure sets 
were then transferred to both CBCT and sCBCT images. The plan was then copied to 
Figure 6.3: The pCT of the multiblock phantom with the drawn structures.  
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CBCT (without any modification on the image set) and sCBCT using the same 
geometry and monitor unit (MU) values and the prescription dose was 74 Gy in 37 
fractions (2 Gy/fraction) with the isocentre was positioned inside the PTV. The doses 
were recalculated in OMP using PB and CC algorithms. The reason of using different 
dose calculation algorithms is to allow comparison with the MC technique and to see 
the effect of CT number on the dose calculation across various algorithms to highlight 
where any differences may occur. Thus any uncertainty inherited from the dose 
calculation algorithms in OMP can be distinguished from that associated with the use 
of different image sets.  
 
6.2.5 Monte Carlo-based treatment plan  
The MC plan was performed using DOSXYZnrc user code using the ‘BEAM 
treatment head simulation’ option as a radiation source. In this option, the simulation 
started from the initial electron source in the Linac model that was built using 
BEAMnrc (see Chapter 5). Then the particles were transported from the Linac into the 
male pelvis phantom and the dose was scored.  
   The transport parameters and variance reduction techniques were used as in Table 
5.2 in Chapter 5. The global photon and electron cutoff energy, PCUT and ECUT, 
were 0.01 MeV and 0.70 MeV, respectively. As the male pelvis phantom is not a 
homogenous phantom, the ‘HOWFARLESS’ option was turned off in DOSXYZnrc. 
This made the simulation time longer as the simulation of each history was 
interrupted at each voxel boundary to take into account any changes in the material 
densities.  
   The treatment plan parameters, such as beam energy, collimators positions, wedge, 
isocentre coordinates, SSD, gantry angle and collimator angle, were extracted from 
the OMP system using an in-house Excel macro (written by Mark Edwards). A single 
input file, for each BEAMnrc and DOSXYZnrc, was created for each beam manually 
based on these parameters. The coordinate difference between the OMP and MC 
system was taken into account. Each beam was run separately with 55 × 106 histories, 
chosen so as to reduce the statistical uncertainty to less than 2% in the calculated dose 
at the plan isocentre.  
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The MC calculations were run on High Performance Computing (HPC-Wales), a 
cluster of computers, to speed up the calculation (HPC-Wales). The simulation of 
each beam was split into 100 jobs using 100 nodes, which were run in parallel. Thus 
the simulation time was decreased by a factor of 100. Then, at the end of the 
simulation of each beam, the calculated dose distributions from all jobs were 
combined in a single format file called 3ddose, which was then weighted by their 
MUs using MATLAB scripts. Finally, the MC plan was generated by combining the 
dose distributions of all weighted beams (open and wedged) in a single 3ddose file 
using a MATLAB script. The final dose was then normalized at the isocentre to 74 
Gy.  
 
6.2.6 Conversion of CT images into MC format  
In order to perform MC dose calculations on the CT, CBCT and sCBCT phantom 
images in DOSXYZnrc, each DICOM image set had to be converted to a compatible 
format. This was done by using the DICOM-RT toolbox (dicomrt_ctcreate function) 
which is provided with a software called Computational Environment for 
Radiotherapy Research (see Section 6.2.7) (Spezi et al., 2002, Deasy et al., 2003). 
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Figure 6.4: The CT ramp for the conversion of CT values to material type and density used in 
OMP. The same ramp was used in MC. The density and composition of the material used in 
this ramp were included in the PEGS4 cross section data file. 
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In the dicomrt_ctcreate function (equivalent to the CTcreate user code provided with 
the EGSnrc package), each CT number in the DICOM images was converted to a 
specific material that must be included in the PEGS (preprocessor for EGSnrc) data 
file. This contains the atomic composition and cross section data of all materials 
involved in the simulation. Therefore, the atomic compositions and cross sectioal data 
of the male pelvis phantom materials, WT1 and IB7, were calculated and included in 
the PEGS file (see Table 6.1). However, the conversion was based on the same HU- 
ED calibration (CT ramp) as in the OMP software, as shown in Figure 6.4. Any voxel 
with a CT number higher than 3856 is considered as Iron with density of 7.87 g/cm3. 
This conversion requires some input parameters such as material density lower bound, 
material density upper bound and material CT upper bound. The DICOM images 
were thus converted to different material matrices, of known atomic composition and 
density, through their relative electron densities. Finally, the converted data of each 
DICOM image set was written and exported in a format called egsphant, which was 
then used and read in DOSXYZnrc for dose calculation, with the same original voxel 
dimensions (Figure. 6.5).   
 
 
Figure 6.5: A CT transverse slice of the Multiblock phantom in egsphant format (generated 
using DOSXYZ_show utility, provided with EGSnrc package). 
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Table 6.1: Element composition of male pelvis phantom tissue substitutes. 
Tissue  
Element composition (% by weight) 
Density 
(g/cm3) 
H C N O Cl Ca 
WT1 8.1 67.72 0.24 19.8 0.1 2.3 1 
IB7 6.86 59.1 2.08 24.12 0.12 5.09 1.18 
 
6.2.7 Treatment planning evaluation and comparison 
The pCT, CBCT and sCBCT plans were exported from the OMP system as the 
DICOM-RT files that were then imported into the computational environment for 
radiotherapy research (CERR) software. CERR is an open source software 
environment that is based on MATLAB (Deasy et al., 2003). Once the DICOM-RT 
was imported, the combined MC dose file was imported into MATLAB and CERR 
then overlayed it upon the DICOM images. CERR was then used to visualize and 
evaluate the resultant dose distributions of both the OMP and MC plans.  
 
6.2.7.1 DVH and dose profile comparison 
The cumulative DVHs were generated for PTV, rectum and bladder structures and 
compared with pCT, CBCT and sCBCT plans for PTV, rectum and bladder. The 
comparison of DVHs was performed using OMP, PB and CC, and MC algorithms. 
The dose profiles at the reference point (isocentre) depth were compared and plotted 
against the pCT, CBCT and sCBCT numbers to show the dose distribution of CBCT 
and sCBCT profiles relative to the reference pCT profile/number. The relative 
difference between pCT and sCBCT dose profiles was plotted to aid comparison, 
which is defined as Drel = (DCB-DCT)/ DCT.  
 
6.2.7.2 Gamma index comparison 
The differences between pCT and CBCT/sCBCT dose distributions at the pixel level 
would be an accurate evaluation. However, superimposing dose distributions and 
calculating the differences does not allow for an accurate quantitative comparison 
because in high dose gradient regions, a small spatial difference can lead to a large 
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dose difference. To allow an accurate quantitative comparison, gamma (γ) index 
evaluation method was performed, which uses two separate criteria; dose difference at 
a certain point and the distance-to-agreement (DTA) value to determine the 
acceptability of the dose calculation (Low et al., 1998). The DTA is defined as the 
distance from one point in the reference dose distribution (xr), to the closest point in 
the calculated dose distribution (x) of the same dose. The criteria were 3% dose 
difference (DD), and 3 mm DTA and 5% low dose threshold. The pCT dose 
distribution was set as a reference. The γ index evaluation is calculated using the 
following   
 
 
γ = Δx
2
DTA2
+ ΔD
2
DD2
  (6.1) 
where  Δx = x − xr and  ΔD = D(x)− D(xr )  is the difference between dose values on 
the calculated and reference distributions (Low et al., 1998). If the γ index value is 
below or equal to 1, the calculation point passes the test, when the γ index value is 
above 1 it fails. The γ index evaluation was calculated inside the PTV, rectum and 
bladder structures. The γ index evaluation is a regularly used tool in the radiotherapy 
community to compare plans or compare planned and delivered dose. 
 
6.3 Results and discussion 
It is worth stating the effects of some factors that are relevant to the results of this 
thesis. As mentioned in Chapter 2, the CBCT images contain more scatter than 
conventional CT, which increases with FOV, collimations and object size, and varies 
with the acquisition parameters such as kVp, number of projections and mAs. 
Consequently, it is essential to study the stability of CBCT numbers. The stability of 
CBCT numbers of the XVI system at Singleton hospital was examined over four 
consecutive weeks in a Master’s project using the Catphan phantom (The Phantom 
Laboratory, Salem, New York, USA) (Almatani, 2011). The results confirmed the 
stability of CBCT with time (within 4.1%) and were in agreement with other studies 
(Hu et al., 2010). The results also showed that the CBCT numbers were highly 
affected by the FOV size and, less so, the collimator size within a specific FOV, and 
object size. In addition, the scan parameters showed a significant impact on the CBCT 
numbers. These findings were in agreement with other studies (Richter et al., 2008, 
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Lu et al., 2010, Kamath et al., 2011).  
   The stability of CBCT numbers is particularly important if the CBCT images are 
used for dose calculation using a HU-ED calibration curve, as variations in CBCT 
HU-ED calibration curves can lead to dose differences of up to 17% (Takemura et al., 
2015). In this thesis, the dose calculation was performed in CBCT images that were 
modified/segmented to represent CBCT numbers that are similar to CT numbers in 
the pCT, thus an additional HU-ED calibration curve was not needed. In addition, the 
stability of CBCT number is relatively unimportant as the CBCT images contain only 
two different materials and the phantom size is much smaller than the FOV. Thus the 
amount of scatter is small and, consequently, its effect on the CBCT numbers is also 
small. Therefore, the segmentation of CBCT into different materials would not be 
affected by the relative instability of CBCT numbers.  
   The impact of scans parameters on the CBCT number is not considered in this thesis 
as only two scan protocols are used at Singleton hospital for the pelvic region. The 
only difference between the two protocols is the collimation size, M10 and M15. The 
rest of the parameters are the same. Increasing the collimator size from M10 to M15 
resulted in a very small reduction in the CBCT numbers, due to a slight increase in the 
image noise, and cupping artefacts, due to the increased amount of scatter (Almatani, 
2011). Therefore, such a reduction would not affect the performance of MLT 
algorithm in this thesis.  
 
6.3.1 DVH and dose profile comparison 
Figure 6.6(a) shows the DVH of a prostate field-in-field plan with a prescription dose 
of 74 Gy in 37 fractions. It shows the dose of the pCT, CBCT and sCBCT plans to the 
PTV, rectum and bladder using the PB algorithm. The largest differences were found 
when the CBCT images were used directly for dose calculation without segmenting or 
converting the CBCT numbers to CT numbers/HUs, similar to those in pCT images. 
In terms of PTV coverage, the relative dose difference in Dmean between the pCT and 
CBCT plans was 8.3% and in Dmin was 13.9% when using PB algorithm, as shown in 
Table 6.2. For OARs, the CBCT plan overestimated the rectum minimum dose by 
26.1% compared with the pCT plan. Similar results were found when using CC and 
MC algorithms, as shown in Figure 6.6(b) and Figure 6.6(c), respectively.  
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On the other hand, the dose differences greatly decreased when the CBCT images 
were segmented into regions and the CBCT numbers were converted to CT numbers 
(sCBCT numbers), as shown in the sCBCT plan. It can be clearly seen that the 
sCBCT plan is in good agreement with the pCT plan. In general, the dose differences 
between pCT and sCBCT plans in all structures were less than ±2% when using all 
algorithms. These results were similar to previous studies (Boggula et al., 2007, 
Onozato et al., 2013, Onozato et al., 2014). The only exception was the rectum 
minimum dose which was 26.1%, 19.7% and 3.2% when using PB, CC and MC 
algorithms, respectively. The reason of this difference may be due to the gaps 
between the blocks when the phantom was setup in the CT scanner (Figure 6.3 and 
Figure 6.5). These gaps were seen in the CBCT images as well but were converted to 
a water material bin in the sCBCT. The difference was small when using the MC 
algorithm compared with PB and CC algorithms because the gaps were converted to 
water in the pCT images as well.  
   In general, the PB algorithm was less accurate, as expected, at accounting for the 
differences between CBCT and sCBCT numbers, i.e. the rectum minimum dose was 
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Figure 6.6: DVHs comparison between pCT, CBCT and sCBCT plans for PTV, rectum and 
bladder using (a) PB, (b) CC and (c) MC algorithm (prescription dose 74 Gy). 
(c) 
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constant (Table 6.2). This is due to the fact that the PB algorithm calculates dose to 
water, thus, the fluctuation in the pCT number in the pCT images was not taken into 
account (see Chapter 3). In the sCBCT images, there was no variation in the sCBCT 
numbers, consequently, the PB algorithm dealt with both scans identically in some 
cases. On the other hand, the MC algorithm showed a significant reduction in the 
rectum minimum dose difference compared with the pCT plan when moving from the 
CBCT to the sCBCT plan. Even though CC and MC algorithms calculate dose to 
medium, the difference with the PB algorithm in such a simple geometry phantom is 
small. Thus all algorithms would be expected to perform in a similar manner.  
 
Table 6.2: Dose and coverage differences between CBCT/sCBCT plans and the pCT plan, in 
%, for the PTV, rectum and bladder. 
 
CBCT sCBCT 
PB CC MC PB CC MC 
PTV 
Dmax 8.34 8.96 9.41 0 0.25 –0.25 
Dmean 10.96 11.61 12.25 0.02 0.06 0.16 
Dmin 13.98 14.26 16.09 0.28 0.29 1.19 
Rectum 
Dmax 13.86 14.34 14.06 –0.56 –0.28 –1.12 
Dmean 15.22 16.19 14.47 1.25 1.24 –0.67 
Dmin 26.08 33.8 15.87 26.08 19.71 3.17 
Bladder 
Dmax 7.74 7.27 8.55 –0.24 –0.75 –0.5 
Dmean 8.55 8.91 8.99 1.13 1.2 1.04 
Dmin 11.3 14.53 16.08 0.49 2 1.07 
 
   Figure 6.7 shows the cross-plane profile of pCT, CBCT and sCBCT at the depth of 
the plan isocentre as well as the pCT, CBCT and sCBCT numbers at that depth. 
Figure 6.7(a), (b) and (c) represents the dose profiles using PB, CC and MC 
algorithms, respectively, each with a subplot that aids a clear comparison between 
pCT and sCBCT dose profiles. It can be clearly seen that the sCBCT numbers/dose 
profiles are in good agreement with the pCT numbers/dose profile. On the other hand, 
the CBCT numbers were much lower than the CT number, especially at the centre of 
the phantom. This is due to cupping artefacts caused by beam hardening and scatter 
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that lead to a drop in the CBCT number in the centre compared with the periphery 
region (Figure. 6.1(a)). Consequently, the calculated doses were much higher 
compared with the calculated doses based on the pCT images.  The segmentation of 
CBCT using the MLT algorithm was able to remove cupping artefacts, as shown in 
Figure 6.1(b). It corrected ring artefacts, caused by miscalibrated detector pixel 
lines/rows, elements, or manufacturing defects at a fixed location in the FPD as well 
as radar artefacts that appear as a circular radar bright-shaded region owing to 
inconsistencies in detector signal and/or gain (see Chapter 2). 
   However, in Figure 6.7(a) and (b), the drops in the pCT numbers in the high dose 
(PTV) region were caused by the gaps between blocks in pCT images. In this region, 
the dose difference between pCT and sCBCT was ±0.5% using the PB algorithm 
whilst the CC algorithm was more sensitive and showed a difference of ±1.2%. These 
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Figure 6.7: Comparison of the dose profile of pCT, CBCT and sCBCT plans at the isocentre 
depth using (a) PB, (b) CC and (c) MC algorithm. The second y axis represents the CBCT 
number, sCBCT number and CT number. Subplots represent the differences between pCT and 
sCBCT dose profiles. 
 
 
(c) 
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gaps were in the CBCT images as well but the increased amount of scatter increased 
the CBCT numbers in these regions in some slices. For MC calculations, these gaps in 
the pCT images were considered as water as shown in Figure 6.7(c). At the bone 
regions, some adjacent pixels were considered as water and some were considered as 
inner bone in the sCBCT images due to the threshold process. This was most 
observed by the MC algorithm, which showed a dose difference of ±2.5% compared 
with the pCT dose profile (Figure 6.7(c)). This may be due to the statistical 
uncertainty of MC which was within 2%. Due to the threshold nature, the lateral dose 
difference between pCT and sCBCT was more than ±23% using all algorithms. This 
was excluded from each subplot to show clear dose differences at the PTV and 
inhomogeneities (bone) regions. However, the relative dose difference pCT and 
CBCT (in the high dose region) decreased from more than 10% to less than –1% after 
the segmentation, which is similar to previous studies (Boggula et al., 2007). 
 
Table 6.3: Summary of the γ index with fixed DTA = 3 mm and DD = 3% for the calculation 
points falling inside the PTV, rectum and bladder, showing the percentage of points resulting 
with γ ≤ 1. 
  CBCT sCBCT 
  PB CC MC PB CC MC 
PTV 0 0 0 100 100 100 
Rectum 49.49 33.69 49.45 100 100 100 
Bladder 26.09 23.21 20.97 100 100 99.22 
 
6.3.2 Gamma index comparison 
Table 6.3 shows the γ index evaluation for the calculation points falling inside the 
PTV, rectum and bladder for CBCT and sCBCT plans using PB, CC and MC 
algorithms. The results are shown as the percentage of calculation points resulting 
with γ ≤ 1. As expected, all the calculation points in the PTV of the CBCT plan failed 
the test, when using all algorithms, showing γ > 1. For the rectum region, more than 
50% of the calculation points failed the test. For the bladder region, the lowest 
percentage of calculation points that passed the test was 20.9% when using the MC 
algorithm. The sCBCT plan, however, showed much better results where all the 
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calculation points in the PTV, rectum and bladder regions passed the test using all 
algorithms, except 0.8% of the calculation points in the bladder which failed when 
using the MC algorithm. These results are in agreement with the previous studies 
(Boggula et al., 2009). As a result, these γ values are considered to be clinically 
acceptable when the passing rate is greater than 95% with 3 mm DTA and 3% DD 
criteria (Son et al., 2015). 
 
6.4 Conclusion 
In order to use CBCT images for dose calculations, the CBCT numbers or pixel 
values need to be converted to CT numbers or HUs that are similar to those in the 
pCT images. In this study, it has been demonstrated that if the CBCT images are used 
directly for dose calculation, even for a simple phantom, it results in a dose difference 
of more than 10% when compared with pCT images, and more than 70% of the 
calculation points failed γ test. The segmentation of CBCT into two materials (water 
and bone) and converting the CBCT numbers to CT numbers using the MLT 
algorithm improves the relative dose accuracy by 8%. This method is independent of 
CBCT image artefacts in contrast to the use of a CBCT calibration curve which is still 
subject to image artefacts. As a result, the use of CBCT images directly for dose 
calculation (without segmentation) was not performed in the rest of this thesis, as 
more complex geometries were used and the dose differences would be much higher 
than the dose difference in the phantom case. The next step is to correct and segment 
CBCT images of a more realistic patient type geometry, as presented in the next 
chapter, and then, even in challenging circumstances as, for prostate patients with 
single hip prosthesis and with double hip prostheses (see Chapter 8 and 9, 
respectively).   
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7.1 Introduction  
In this chapter, real patient pCT data was used to test the accuracy of the segmentation 
of CBCT images. Compared with the previous chapter, a more complex treatment 
plan, IMRT, was calculated on the processed images and the resultant dose 
distribution was analysed and compared with the pCT plan. As the prostate is close to 
the rectum and bladder, IMRT is particularly useful for prostate irradiation (Martin et 
al., 2010).  It has been shown that IMRT increases the ratio of TCP to NTCP of the 
rectum in the treatment of prostate cancer (De Meerleer et al., 2000). In such a 
technique, it is assumed that the target position and patient shape do not change 
during the treatment course. The movement of the prostate is unpredictable and very 
common, mainly due to changes in rectal volume or bladder filling (see Section 2.2). 
Such movement increases the risk of a geographical miss and may decrease the dose 
to the target with increasing dose to OAR, leading to low biochemical control and 
local control, and increased rates of especially late rectal toxicity. This movement can 
be corrected by using CBCT imaging. However, the IMRT plans for prostate cancer 
only deliver doses of 74-78 Gy in 37-39 fractions (2 Gy/fraction). It has been 
demonstrated that delivering higher doses per fraction may be beneficial for prostate 
cancer. Dearnaley et al (2015) studied a large UK led trial (CHHiP). The results 
showed that 60 Gy in 20 fractions (3 Gy/fraction) provides low toxicity rates with 
equivalent effectiveness and less cost (Dearnaley et al., 2015). In this chapter, this 
hypofractionation technique was used.   
 
7.2 Methodology  
7.2.1 CT and CBCT image acquisition  
 
A prostate cancer patient was scanned using the same CT scanner used in the previous 
chapter (see Section 6.2.2). The CT images were acquired with 120 kVp and the tube 
current was modulated during the scan based on patient anatomy. The matrix size of 
the reconstructed images was 512 × 512 and voxel sizes were 1.19 × 1.19 × 3 mm3.  
   A CBCT scan was acquired with a MFOV, collimator M15 and the F1 filter using 
the following parameters: 120 kVp, 25 mA, 40 ms per projection and 660 projections. 
The matrix size of the reconstructed images was 410 × 410, the voxel size was 1 × 1 × 
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3 mm3 and the scan length in the superior-inferior direction along the phantom (G-T 
direction) was 16.8 cm.  
 
7.2.2 Modification of CBCT image   
Figure 7.1 shows the pCT, CBCT and sCBCT images of a prostate cancer patient. The 
segmentation of CBCT was performed using a similar procedure as in the previous 
chapter. In this study, besides water (0 HU) and bone (528 HU), an air bin/segment (–
976 HU) was included in the sCBCT images as there was air/gas in the rectum in both 
scans, pCT and CBCT (Figure 7.1). In contrast to the phantom case, the patient CBCT 
image set was divided into three regions and each region has individual threshold 
values for the water, bone and air segments. The division of regions is implemented in 
the MLT algorithm using the coordinates of each region. The reason for this division 
was that there were a large number of image artefacts, and more scatter, than in the 
phantom case, as the patient separation was larger and more inhomogeneous. In 
addition, the image artefacts, scatter and noise are variant and dependent on the 
Streak 
artefact 
 
Cupping 
artefact 
 
Radar & 
ring 
artefact 
 
Figure 7.1: A prostate patient scan using (a) CBCT, (c) pCT and the resultant image after 
segmenting CBCT, (b) sCBCT. 
 
(a) 
(c) 
(b) 
1 2 3 
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position in the CBCT images. Thus the image set was divided into three regions 
where the variation in the CBCT numbers of a material was small within each region. 
For example, in region 2 the range of pixel values for bone was ≥ 796. If this range 
was used in region 3, it would erroneously replace radar and streak artefacts with the 
bone CT number (528 HU). The radar artefact is a result of the ghosting effect that is 
caused by the rapid change in the exposure to the FPD from frame to frame, resulting 
in incompleteness of projection data (see Section 2.4.7). In the air region, or low 
density region, this change resulted in an intensity that was higher than in other 
frames in the projection image, which appeared in the subsequent images, and 
consequently appeared as a circular bright-shaded region in the reconstructed images. 
Similarly, if the same range was used in region 1, it would erroneously replace streak 
artefacts, which appeared in the rectum at the air(gas)-tissue boundaries, with the 
bone CT number. The streak artefact was caused by gas motion in the rectum that 
occurred during acquisition of the projection images. Therefore, three threshold 
values were used for each material in each region, as shown in Table 7.1. If there are 
misidentified regions, they can be manually and individually corrected by applying 
the MLT algorithm to subregions of the CBCT (see Figure 6.2). As a result, the 
segmentation in this way was able to accurately correct for the artefacts in CBCT 
images, as shown in Figure 7.1(b). The operator time for the segmentation was an 
hour.  
 
Table 7.1 The threshold values for region 1, 2 and 3. 
Region 
Pixel value range 
Air Water Bone 
1 0 to 360 361 to max - 
2 - 0 to 795 796 to max 
3 0 to 400 401 to max - 
 
7.2.3 OMP-based treatment plan   
Compared with a conventional plan, the implementation of IMRT allows the delivery 
of a highly conformal dose distribution with high precision by modulating both the 
number of fields and the intensity of radiation within the radiation field using MLCs. 
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IMRT uses an inverse planning technique where the dose objectives are set and the 
TPS calculation optimized to achieve these objectives by making use of DVHs.	   
 
Table 7.2: Summary of the prostate treatment plan settings for IMRT. 
      IMRT plan     
  No of  Segments 
Gantry  
angle 
Collimator 
 angle SSD MU 
BEAM 1 5 180 0 88.4 71.6 
BEAM 2 6 100 350 80.2 160.1 
BEAM 3 5 35 349 85.6 101.7 
BEAM 4 6 260 16 79.3 148 
BEAM 5 6 325 20 85.2 123.9 
 
   Using the inverse planning option in the OMP software, a segmented IMRT plan 
with five 6-MV photon fields, at gantry angles of 180°, 100°, 35°, 260° and 325° was 
created for the pCT image set (Table 7.2 & Figure 7.2). An acceptable uniformity for 
the PTV was achieved by optimizing the plan with a total of 28 segments. The plan 
was delivered in 20 fractions, each with a radiation absorbed dose of 3 Gy. The 
sCBCT and pCT images were fused with manual rigid registration using ProSoma 
software (v3.3, MedCom, Germany) and the structure sets were transferred to the 
sCBCT images without any modification except for the external contour. The plan 
was then copied to the sCBCT using the same geometry and MU values. The doses 
were recalculated using PB and CC algorithms, to highlight differences in dose 
calculation in inhomogeneous regions. 
   The registration is based on the matching of bony anatomy. If there is a rotation or 
the legs are in a different place, the two image sets cannot be match as rigid 
registration assumes that the patient is not in the same place but is the same shape. 
Even though the same immobilisation devices are used in both scans, there will be 
differences in the soft-tissue between the two scans other than a translational shift e.g. 
patient weight changes and internal organ motion. These changes are not taken into 
account by the rigid registration. Therefore, there is an uncertainty associated with the 
registration process. Currently, only rigid registration is available for clinical 
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use. These effects are likely to lead to displacements of less than 3 mm as discussed in 
Section 1.3. 
 
7.2.4 MC-based treatment plan   
The MC plan was performed with the DOSXYZnrc user code using the ‘BEAM 
treatment head simulation’ option as a radiation source. In contrast to the previous 
chapter where the conventional plan was normalised to give 74 Gy at the isocentre, 
the IMRT plan was delivered and optimized with no normlisation point. In the OMP 
system, the plan is based on achieving a prescribed dose to the PTV whilst 
minimizing the dose to the OARs. The prescribed dose is reported in Gray (Gy). In 
MC the simulation, the dose is scored in dose per particle, Gy per particle. Therefore 
this dose needs to be converted into an absolute dose. In the clinic the linacs are 
calibrated to deliver a set amount of radiation in MUs. The calibration is made by 
calculating the dose in a water phantom under standard reference conditions so that 1 
MU is equivalent to 0.01 Gy at the depth of maximum dose for a 10 × 10 cm2 field 
size at 100 cm SSD. The calibration factor, k, is then 0.01 Gy/MU. In the MC 
simulation, such a calibration factor can be calculated at the same point as the Linac is 
calibrated by modeling the same conditions using DOSXYZnrc code. The MC 
calibration factor, KMC, can be then used to obtain an absolute dose (Dabs) using the 
following equation:  
Figure 7.2: A screenshot of a prostate IMRT plan using (a) OMP with CC algorithm and (b) 
MC algorithm, both displayed using CERR. The horizontal lines show where the cross 
profiles were taken from. 
(a) (b) 
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  Dabs = DMC (k / K MC )U   (7.1) 
where DMC is the MC scored dose per particle, k is the Linac calibration factor 
(Gy/MU) and U is the prescribed MUs (Spezi et al., 2002). KMC is the MC calibration 
which can be calculated using   
 
 
K MC =
DMC
DM
  (7.2) 
where  DMC  and  DM are the average doses between the depth of 5 cm and 15 cm for 
the MC simulation and the measurement, respectively. The calibration factor, KMC, of 
9.85 × 1013 particle/MU was calculated for the MC model in this thesis using the 
Elekta Synergy Linac. 
   For the IMRT plan, a single input file, for each BEAMnrc and DOSXYZnrc, was 
created for each segment manually based on the treatment plan parameters (Table 
7.2). It is time consuming to write an input file for BEAMnrc and another one for 
DOSXYZnrc, for each segment (total of 28 segments) and these are also subject to 
random errors. In addition, for the MC sCBCT-based plan, the same BEAMnrc input 
files of the MC pCT-based plan were used but separate DOSXYZnrc input files were 
generated as the sCBCT coordinates were different from those in pCT, i.e. plan 
isocentre. This suggested that an automated procedure should be applied to the 
DICOM-RT file (both pCT- and sCBCT-based plan file) to extract the treatment plan 
parameters and then convert and write them in a MC-format input file (egsinp file) for 
BEAMnrc and DOSXYZnrc, separately (see Chapter 10). The simulation or 
calculation of each segment was performed on the egsphant file, which was generated 
from the CT and sCBCT DICOM images of the patient (see Section 6.2.6). Each 
simulation was run with 90 × 106 histories and split into 100 jobs using 100 nodes, 
which were run in parallel in HPC-Wales . Then, at the end of the simulation of each 
segment, the calculated dose distributions from all jobs were combined in a single 
format file 3ddose. The dose in the 3ddose file of each segment was then weighted by 
their MUs and converted into an absolute dose using equation 7.1 in a MATLAB 
script. Finally, the whole IMRT treatment plan was generated by adding all the 
segments’ 3ddose files together. 
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7.2.5 Treatment planning evaluation and comparison 
The pCT and sCBCT plans were exported from the OMP system as DICOM-RT files 
that were then imported into CERR. Once the DICOM-RT was imported, the 
combined MC dose file was imported into MATLAB and then CERR overlaid it on 
the DICOM images (Figure 7.2). CERR was then used to visualize and evaluate the 
resultant dose distributions of both the OMP and MC plans.  
 
7.2.5.1 DVH comparison 
Cumulative DVHs were generated for the PTV, rectum, bladder and right and left 
femoral heads and compared between the pCT and sCBCT plans. The comparison of 
DVHs was performed using the OMP PB and CC algorithms, and MC calculation. 
The Dmax, Dmean and Dmin parameters for the above structures were compared. The 
coverage of the PTV, the dose to 95% of the PTV (D95%), and the volume of PTV 
with dose > 95% of the prescription dose (V95), were compared. 
 
7.2.5.2 Dose profile comparison 
The dose profiles at a depth of 12.6 cm were compared and plotted against the CT and 
sCBCT numbers of the pCT and sCBCT, respectively (Figure 7.2). Such a 
comparison was made to show the accuracy of segmenting and converting the CBCT 
pixel values in heterogeneous regions, and what the effect of this conversion was on 
the dose distribution. The relative difference between pCT and sCBCT dose profiles 
was plotted to aid comparison. 
 
7.2.5.3 Gamma index comparison 
The comparison between pCT and sCBCT dose distributions at the pixel level was 
made using gamma evaluation. The γ index analysis was performed inside the above 
structures and the pCT plan was considered as the reference plan. The criteria were 
3% DD, 3 mm DTA and 5% low dose threshold.  
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7.2.5.4 NTCP comparison 
One of the most important late toxicities of radiotherapy for prostate cancer is the 
rectal toxicity and late bleeding. Thus the rectum and other OARs should receive 
doses less than a constraint dose. This can be achieved with the use of the IMRT 
technique. However, rectal distension and internal motions increase the risk of a 
geometrical miss and have a significant impact on excessive normal tissue toxicity in 
the rectum. Therefore, the NTCP, as a biological endpoint parameter, was calculated 
for the rectum and compared between pCT and sCBCT plans. The Lyman-Kutcher-
Burman (LKB) model was used to calculate the NTCP values. The model is initially 
based on the Lyman model which describes complication probabilities for uniformly 
irradiated organ volumes (Lyman, 1985). Normal tissues are rarely uniformly 
irradiated, thus the Lyman model is incomplete. Kutcher and Burman (1989) 
proposed a DVH reduction algorithm to convert a heterogeneous dose distribution 
into a uniform organ irradiation using the effective volume method (Kutcher and 
Burman, 1989). This method is most commonly used to complement the Lyman 
model and the combination of both is referred to as the LKB model (Mayles, 2007, Li 
et al., 2012). The LKB model is the most well known and used model to predict the 
NTCP after a radiotherapy treatment (D’Avino et al., 2015). The NTCP can be 
calculated using the following equations:
      
 
 
 
NTCP = 1
2π
e
− t2
2
−∞
t
∫ dt   (7.3) 
where t is defined as  
 
 
t =
EUD − D50 (v)
m D50 (v)
  (7.4) 
and  
 
 
EUD = 1
N
Di
1/n
i=1
i=N
∑⎡
⎣
⎢
⎤
⎦
⎥
n
  (7.5) 
The parameter EUD represents the generalized equivalent uniform dose delivered to 
the organ, the rectum in this case, that leads to the same NTCP as the actual 
nonuniform dose distribution. D50 is the tolerance dose to the whole organ which, for 
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a given partial volume fraction v, results in a 50% complication risk, m is the slope of 
NTCP (sigmoid curve), Di is the dose at voxel i, N is the total number of voxels and n 
is the volume effect parameter which can assume values in the range 0-1 (Mohan et 
al., 1992, Li et al., 2012, Bansal et al., 2012). 
   From the literature, three sets of LKB parameters were chosen to minimize any 
impact of the LKB model parameters. This was suggested by Hardcastle et al (2011), 
where the three sets were taken from Tucker et al (2004), Rancati et al (2004) and 
Sohn et al (2007). This study uses parameters from the last two studies and a more 
recent parameter set proposed by Michalski et al (2010). The reason why the Tucker 
et al (2004) parameter set was excluded is that the volume parameter, n, has a large 
value (1.03) which corresponds to a large volume effect and the architecture has more 
parallel tissue. The three chosen sets of LKB parameters used in this study have small 
n values which correspond to small volume effects (series architecture), indicating 
that high dose regions play an important role in determining the risk of late rectal 
toxicity. Based on the literature, the n value usually is quite small (< 0.15) (Michalski 
et al., 2010). The three chosen sets of LKB model parameters are given in Table 7.3, 
all representing ≥ Grade 2 rectal toxicity. The CERR toolkit was used to calculate the 
NTCP values. 
 
Table 7.3: NTCP calculation parameters. 
 Parameter Set 
 n m D50 Reference 
NTCP1 0.24 0.14 75.7 Rancati et at (2004) 
NTCP2 0.084 0.108 78.4 Sohn et al (2007) 
NTCP3 0.09 0.13 76.9 Michalski et al (2010) 
 
7.3 Results and discussion  
7.3.1 DVH comparison  
Figure 7.3 shows the DVH of the prostate IMRT plan with a prescription dose of 60 
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Gy in 20 fractions. It shows the dose of the pCT and sCBCT plans to the PTV, 
rectum, bladder, right and left femoral heads using the (a) PB, (b) CC and (c) MC 
algorithms. 
   It can be clearly seen that the sCBCT plan is in a good agreement with the pCT 
plan. In general, the sCBCT plan slightly underestimated the dose to all the structures, 
except the left and right femoral head structures when using (a) PB and (b) CC 
algorithms. The sCBCT plan overestimated the left femoral head minimum dose by 
3.38% and 3.51% when using PB and CC algorithms, respectively (Table 7.3). The 
right femoral head maximum dose was overestimated by the sCBCT plan by 1.13% 
and 1.15%, when using PB and CC algorithms, respectively. This indicated that the 
left and right femoral heads volumes were underestimated in the sCBCT images and 
considered as water, thus the doses were higher in these regions. For the MC 
algorithm, the largest difference was found in the PTV minimum dose where it was 
overestimated by 61.64% in the sCBCT plan. This may be due to the fact that the 
air/gas pocket volume in the rectum in the sCBCT was less than in the pCT.                                                                                      
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Figure 7.3: DVHs comparison between pCT and sCBCT plans for PTV, rectum and bladder 
using (a) PB, (b) CC and (c) MC algorithm (prescription dose 60 Gy). 
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Table 7.4: Dose and coverage differences between sCBCT and pCT plans, in %, for the PTV, 
rectum, bladder and left and right femoral heads. 
 
sCBCT 
PB CC MC 
PTV 
Dmax –0.96 –1.63 0 
Dmean –0.76 –0.89 –1.58 
Dmin –2.12 1.91 61.64 
Rectum 
Dmax –0.97 –0.67 –3.62 
Dmean –1.22 –0.77 2.22 
Dmin 0 0 –11.76 
Bladder 
Dmax –1.29 –1.31 –3.23 
Dmean –1.09 –1.29 –1.15 
Dmin 0 0 6.45 
Left femoral head 
Dmax 0 –0.55 1.57 
Dmean 0.35 0.46 1.97 
Dmin 3.38 3.51 0 
Right femoral head 
Dmax 1.13 1.15 –5.36 
Dmean –0.98 –0.92 0.73 
Dmin 0 0 9.52 
 
Consequently the anterior rectal wall was partially inside the PTV and the MC 
algorithm was sensitive to such a heterogeneous region, thus, giving lower doses in 
that region of the pCT. This is due to the difference in density between (of several 
magnitudes) air and water, leading to a significant difference in the mass-stopping 
powers (Knöös et al., 2006). The CC algorithm also overestimated the PTV minimum 
dose by 1.91%, whilst the PB algorithm underestimated the PTV minimum dose by –
2.12%. This difference means that the segmentation of CBCT images using the MLT 
algorithm underestimated the air/gas pocket volume. The volume difference was 
found to be –12.5%. This may be due to the threshold method, where the partial 
volume in the rectum was considered either air or water based on the threshold values.  
   Another reason for the underestimation in volume in the sCBCT may be due to a 
real difference in the rectum volume between the two scans. This volume difference 
resulted in higher volumes, in the rectum, receiving doses over the range of 0-45 Gy 
in the sCBCT plan compared with the pCT plan when using the MC algorithm. The 
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difference in the rectum mean dose was –1.22%, –0.77% and 2.22% when using PB, 
CC and MC algorithms, respectively. This finding is similar to the Onozato et al 
(2014) study. This study used the MLT algorithm to segment the CBCT into air, fat, 
muscle and bone and found that the average difference in the rectum Dmean was less 
than 1.2% when using the AAA algorithm (Onozato et al., 2014). The results also 
showed that the average difference in Dmean for PTV between the pCT and the 
modified CBCT was less than 0.65%. 
   Table 7.5 shows the PTV coverage data. In general, the sCBCT plan slightly 
underestimated the dose to the PTV compared with the pCT plan. The sCBCT plan 
resulted in a lower dose to 95% of the PTV, by –0.8%, –1% and –1.5% when using 
PB, CC and MC algorithms, respectively. The difference in the V95% parameter was  
–0.5% when using the PB algorithm whilst the CC and MC algorithms showed 
differences of –3.7% and –10.3 respectively. This indicated that the sCBCT numbers 
were higher in the PTV region, representing only water with a value of 1024, 
compared with the pCT numbers, which represent a range of soft tissue that include 
low pCT numbers for adipose tissues (with a value < 928). Such differences were not 
picked by the PB algorithm whilst the CC and MC algorithms showed larger dose 
differences.     
 
Table 7.5: PTV coverage for the pCT and sCBCT plans. The dose to 95% of PTV volume, 
D95%, and the volume receiving 95% of prescription dose.   
  pCT sCBCT 
  D95% V95% D95% V95% 
PB 58.6 99.9 58.1 99.4 
CC 57.2 96 56.6 92.4 
MC 56.4 92.6 55.5 83 
 
7.3.2 Dose profile comparison   
Figure 7.4 shows the cross-profiles of the pCT and sCBCT plans at a depth of 12.6 
cm, as well as the pCT numbers and sCBCT numbers at that depth, using PB, CC and 
MC algorithms, respectively. Each has a subplot that aids a clear comparison between 
the pCT and sCBCT dose profiles. In general, the sCBCT profiles are in good 
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agreement with the pCT profiles when using all algorithms. In high density regions, 
where the pCT images showed high pCT numbers, the sCBCT numbers quite 
accurately represent these regions with small changes. For example, in the right side 
of the plots, the sCBCT numbers underestimated some high density regions and 
considered it as water, whereas the pCT numbers increased gradually with some 
fluctuations. Thus, compared with the pCT dose profile, the sCBCT doses were 
higher in these regions and were lower in the periphery regions as the sCBCT 
numbers overestimated those regions, which were adipose tissues represented by the 
pCT numbers. This suggested that the adipose tissues HU or CT number (bin) should 
be included in the segmentation of the CBCT images (see Chapter 8). However, the 
three bins were enough to provide a clinically acceptable dose accuracy.  
   The MC algorithm showed strong sensitivity to any change in the CT or sCBCT 
numbers and the CC algorithm was also sensitive especially in the high density 
region, as shown in Figure 7.4(b) and 7.4(c), respectively. On the other hand, the PB 
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Figure 7.4: Comparison of the dose profile of pCT and sCBCT plans at the isocentre depth 
using (a) PB, (b) CC and (c) MC algorithm. The second y axis represents the sCBCT number 
and CT number. Subplots represent the differences between pCT and sCBCT dose profiles. 
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algorithm was the least sensitive to the change in the CT and sCBCT numbers. The 
PB algorithm in OMP calculates dose to water, whilst the CC algorithm calculates 
dose to medium, as does the MC algorithm (Knöös et al., 2006). Thus it is expected 
that PB would provide higher doses than CC and MC by 1-2% (depending on 
homogeneities), due to the differences in mass energy absorption coefficients that 
depend on atomic composition. Using the PB algorithm, the density variation in a 
heterogeneous medium is accounted for by the EPL method for the primary dose (see 
Chapter 3). For the scatter dose (including secondary electrons), the dose is calculated 
using the geometrical depth and it is then multiplied by a 1D convolution correction 
factor, which is calculated using the radiological depth to account for heterogeneities 
along the pencil beam (Ahnesjö et al., 1992). Thus the PB algorithm cannot accurately 
model the scatter and electron transport in lower or higher (than water) density 
mediums where electronic disequilibrium occurs. Thus the PB algorithm 
underestimates the lateral scattered dose and overestimates the dose at the calculation 
point (in the beam direction), as shown in Figure 7.4.  
   In the CC algorithm, the density variation is accounted for by applying a density 
scaling that relies on rectilinear scaling based on O’Connor’s theorem. This is applied 
directly to the point kernels, which are convolved with TERMA. Thus the kernels 
represent the energy from primary electrons and scattered photons (Ahnesjö, 1989). 
For doses due to electrons generated by primary photons, the rectilinear scaling is 
valid but for subsequently scattered photons and their recoil electrons the rectilinear 
approximation is no longer valid. Therefore, the CC algorithm is an approximation for 
multiple scatter (Krieger and Sauer, 2005).  
   In the MC algorithm, the primary, scatter components and electron transports, are 
accounted for explicitly, if the energy transfer during interactions is above an arbitrary 
energy threshold. However, there are approximation methods applied to increase the 
simulation efficiency (see Chapter 4 and 5). Particles, with energy below the 
threshold, are terminated and the energy deposited locally. Since MC and CC 
algorithms calculate dose to medium, the HU or CT/sCBCT numbers of the medium 
must be provided precisely. Therefore, the PB algorithm would be less sensitive than 
CC and MC for calculating the dose using different scans. Thus MC and CC 
algorithms minimised uncertainty related to the dose calculation and also identified 
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those introduced by different scans. However, the relative dose difference at the 
centre of the PTV was –0.9%, –0.5% and –1.5% when using PB, CC and MC 
algorithms, respectively. Such differences are considered to be clinically acceptable.  
   Besides any internal differences between the two scans, the lateral (x,y) FOV in 
some of the CBCT images was cropped due to the combination of the medium FOV 
and a large scanned patient, as shown in the sCBCT number profile. It has been 
suggested that relative information from pCT could substitute the missing volumes 
(Lee et al., 2008a). Alternatively, the missing area can be similarly substituted with 
water-equivalent tissue, based on the outline of the pCT images (van Zijtveld et al., 
2007, Fotina et al., 2012). These corrections were not used in this study because the 
missing volume was never more than 5 mm, as guided by pCT images and the 
contribution of a single beam was to increase the dose by at most 0.4%. It was also 
not situated on the central axis of any beam and therefore did not affect the dose 
calculated at the PTV.  
   The FOV can be changed from MFOV to LFOV to cover the whole patient, where 
FPD can be shifted laterally by 19 cm from the central axis by using the L 
collimation. However, this mode significantly degrades the image quality and 
increases the overall radiation dose to the patient. Currently, as a compromise 
between image quality, radiation dose and FOV, the M collimation is used in 
Singleton’s clinical protocol for pelvis patients.  
 
7.3.3 Gamma index comparison 
Table 7.6 shows the γ index evaluation for the calculation points falling inside the 
PTV, rectum, bladder and right and left femoral heads for the sCBCT plan using PB, 
CC and MC algorithms. The results are shown as the percentage of calculation points 
resulting in γ ≤ 1. As a result, almost all calculation points passed the 3%/3mm 
criteria when using PB and CC algorithms. However, the MC algorithm showed more 
calculation points failed the test compared with the other algorithms, but still more 
than 97.31% passed the test in the rectum. This is in agreement with previous studies 
(Boggula et al., 2009). The results also showed that the femoral heads were accurately 
represented in the sCBCT images. The segmentation method used in this study was 
accurate enough to separate high density regions from low density regions, even with 
Chapter 7                                                                                      Segmenting CBCT of a prostate patient    
 
 128 
the presence of image artefacts. Thus it shows that using three material bins is 
accurate to segment CBCT images of a typical prostate patient (without any 
prosthesis).  
   However, as expected, the PB algorithm failed to detect the volume difference in the 
rectum and that was caused by either the segmentation procedure or by internal organ 
motion. The CC and MC algorithms resulted in 99.45% and 97.31%, respectively, of 
the calculation points in the rectum passing the test. When using the MC algorithm, 
there were a high number of failure points in the rectum and this shows that there was 
a difference in the rectum volume between the two scans. This was caused by either 
the segmentation method or by the internal organ motion. However, such a difference 
is considered to be clinically acceptable. It was stated that the γ value is considered 
acceptable when the passing rate is greater than 95% with 3 mm DTA and 3% DD 
criteria  (Son et al., 2015).  
 
Table 7.6: Summary of the γ index with fixed DTA = 3 mm and DD = 3% for the calculation 
points falling inside the PTV, rectum, bladder and right and left femoral heads showing the 
percentage of points resulting with γ ≤ 1. 
       sCBCT 
  PB   CC MC 
PTV 100   100 99.44 
Rectum 100   99.45 97.31 
Bladder 100   100 99.97 
Left femoral head 100   100 99.77 
Right femoral head 100   100 99.91 
 
7.3.4 NTCP comparison 
Since there was a significant difference in the rectum volume between the pCT and 
sCBCT scans, the NTCP was calculated for the rectum using the LKB model with 
three sets of LKB model parameters (see Table 7.2). The lower the NTCP, the better 
the plan and is considered to be superior. Figure 7.5 shows the calculated NTCP for 
the IMRT plan based on pCT and sCBCT images when using (a) PB, (b) CC and (c) 
MC algorithms. The rectal cumulative DVH was reduced to a single representative 
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measure, EUD, which is then converted into a probability of complication using a 
mathematical model based on estimated parameters.  
   For all parameter sets, NTCP1, NTCP2 and NTCP3, the sCBCT plan resulted in 
lower NTCPs, and similar EUDs, compared with the pCT plan, when using all 
algorithms. This may be due to the larger rectum volume in the pCT images than in 
the sCBCT images, where the volume difference was 12%. This leads to a higher 
probability of rectal complication in the pCT based IMRT plan. Therefore, the 
segmentation of CBCT using the method in this study did not affect the IMRT plan 
goals and achieved similar NTCPs in the rectum. 
 
7.4 Conclusion  
The CBCT images can be used for dose calculation if the pixel values, or CBCT 
numbers were corrected (using the MLT method) to represent CT numbers or HUs 
that are similar to those in the pCT images used for planning. In this chapter, it has 
been demonstrated that the segmentation of CBCT images into three materials, mainly 
air, water and bone, using the MLT algorithm, provides accurate dose calculations 
with differences of less than 2%. Similar dose distributions to the original treatment 
plan were found when dose calculations were performed on the MLT corrected CBCT 
images (sCBCT). Gamma evaluation showed that more than more than 97% of the 
calculation points passed the test. Using the method in this study, the CBCT image 
artefacts, such as streak, cupping, ring and radar artefacts, were corrected and 
accurately replaced with the correct CT numbers. If a patient losses weight or their 
tumour changes size, performing dose calculation on sCBCT would save time and 
more importantly reduce radiation dose as it eliminates re-scanning on fan beam CT. 
Thus it can be used as a quick-decision-making tool for re-planning. The next step is 
to optimize the number of CT bins for more challenging circumstances as for a 
prostate patient with single hip prosthesis. 
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8.1 Introduction 
In the previous chapter, the segmentation of CBCT images of a prostate patient into 
three bins, air, water and bone, using the MLT algorithm was presented. The result 
showed that the three bins were enough to improve the dose calculation accuracy. The 
results also showed that the normal tissue complication probability for OARs was 
maintained at low levels as intended by the original plan. The occurrence of 
inhomgeneities in the patient anatomy, e.g. metallic hip replacement, has the ability to 
complicate the segmentation process. The amount of scatter increases with the 
presence of a metallic hip as the high attenuation material results in more image 
artefacts. The image quality degrades significantly because of the artefacts caused by 
the metal, which is a combination of different effects. These include scatter, beam 
hardening, quantum noise, zero data and photon starvation. These effects result in 
dark and bright streaks, cupping, ring and radar artefacts that lead to a large variation 
in the CBCT reconstructed pixel values (see Section 2.5.4). Such a circumstance 
makes the correction of CBCT data more challenging. The presence of metal also 
degrades the pCT image quality. A study of the literature showed that no studies of 
CBCT corrections for dose calculation has looked at a patient with prostheses. In this 
chapter, CBCT images of a prostate cancer patient with a metallic prosthetic right hip 
replacement was used, which would provide a more challenging assessment of dose 
calculation using CBCT. A larger number of material bins (up to 8) than typically 
used in previous works was explored to find an optimum solution, balancing, 
segmentation speed with dose calculation accuracy as well as volume consistency 
between pCT and CBCT images of stable volumes. The main aim of this chapter was 
to find how many material bins were needed to improve the dose accuracy in such a 
case with reasonable operator time. 
 
8.2 Methodology  
8.2.1 CT and CBCT image acquisition 
A prostate cancer patient with a metallic prosthetic hip was scanned using the same 
CT scanner used in the previous chapters (see Section 6.2.2). The pCT images were 
acquired with 120 kVp and the tube current was modulated during the scan based on 
patient anatomy. The matrix size of the reconstructed images was 512 × 512 and 
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voxel sizes were 1.06 × 1.06 × 3 mm3. The scan length in the superior-inferior 
direction was 23.7 cm. A CBCT scan was acquired with a MFOV, and collimator 
M10 and the F1 filter using the following parameters: 120 kVp, 32 mA, 40 ms per 
projection and 660 projections. The matrix size of the reconstructed images was 410 × 
410 and the voxel size was 1 × 1 × 3 mm3 and the scan length in the superior-inferior 
direction along the phantom (G-T direction) was 12 cm. 
 
8.2.2 Modification of CBCT image  
The MLT algorithm involves categorising pixel values in the CBCT images into 
segments of homogeneous HU using MATLAB scripts to generate sCBCT. In the 
phantom and patient case, in Chapter 6 and 7, the dose accuracy was improved by 
segmenting the CBCT into two and three material bins, respectively. In this chapter, 
the hip prosthesis, and the range of soft tissue types and different materials densities 
suggested that more bins would be needed to take into account this variation. The 
maximum number of material bins used in this study was eight bins (sCBCT8) that 
represent air (–976 HU), two adipose tissues (–135 and –96 HU), water (0 HU), 
muscle (48 HU), soft bone (200 HU), hard bone (528 HU) and metal implants (2976 
HU) (see Table 8.1). The soft bone bin was then excluded and considered as hard 
bone in sCBCT7, and in sCBCT6 the muscle bin was excluded and considered to be 
water. In sCBCT5, the adipose1 bin was excluded and considered as adipose2, whilst 
sCBCT4 excluded both adipose bins. The minimum number of bins used was three 
bins (sCBCT3) that represent air, water and hard bone, which are the main materials 
in the pelvis region, as used in Chapter 7. The combination of different bins in each 
sCBCT was chosen to create a realistic balance between the main three materials. In 
general, the range of pixel values in the CBCT images were: air (0 to 200), adipose 
tissues (201 to 600 and 601 to 700), water (701 to 800), muscle (801 to 875), soft 
bone (876 to 1000), hard bone (1001 to 1600) and metal implant (1601 to 8000).  
   For the patient case, in Chapter 7, the CBCT image set was divided into three 
different regions, where the variation in the CBCT numbers of a material is small in 
each region. Each region has individual threshold values for the air, water and bone 
segments. Such a method was sufficiently accurate to correct the CBCT artefacts. For 
the patient with a hip prosthesis case, the threshold values change geometrically since 
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noise and scatter in CBCT is variable and dependent on position in the image, 
especially in the presence of high density materials (Pineda et al., 2008).  
   Figure 8.1(a and c) shows two different slices and different locations of the original 
CBCT images. Figure 8.1(b) shows the segmentation of the pixel values using 
specific threshold values, which can correct ring and radar artefacts. These values are 
valid even in high density regions. On the other hand, in the presence of the hip 
prosthesis (higher density region), these threshold values are no longer valid and 
would overestimate the HU values in that region due to the increased amount of X-ray 
scatter and beam hardening resulting in different forms of artefact, such as cupping or 
dark shading, streaks, ring and radar artefacts, as shown in Figure 8.1(d) (see Section 
2.5.4). The artefacts affect the pixel values and therefore affect the segmentation 
compared with the pCT image (Figure. 8.1(e)). This means that the CBCT data should 
be divided into regions with sets of different threshold values, which are determined 
on a region-by-region basis, and should be applied to these regions to accurately 
correct for the artefacts, as shown in Figure 8.1(f). In general, the greater the variation 
in the scatter the greater the number of regions that need to be considered and the size 
of the region decreases as it gets closer to inhomogeneities. Thus, threshold values 
were highly variable across the whole CBCT data set in this study, particularly in the 
presence of the hip prosthesis. If there are misidentified regions, they can be manually 
and individually corrected by applying the MLT algorithm to subregions of the CBCT 
(see Figure 6.2). 
 
Table 8.1: Number of bins used in sCBCT image sets. 	  	  
Materials	   Bins sCBCT3 sCBCT4 sCBCT5 sCBCT6 sCBCT7 sCBCT8 
Air ✓ ✓ ✓ ✓ ✓ ✓ 
Adipose1 ✗ ✗ ✗ ✓ ✓ ✓ 
Adipose2 ✗ ✗ ✓ ✓ ✓ ✓ 
Water ✓ ✓ ✓ ✓ ✓ ✓ 
Muscle  ✗ ✗ ✗ ✗ ✓ ✓ 
Soft bone ✗ ✗ ✗ ✗ ✗ ✓ 
Hard bone ✓ ✓ ✓ ✓ ✓ ✓ 
Titanium alloy ✗ ✓ ✓ ✓ ✓ ✓ 
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8.2.3 OMP-based treatment plan   
Using the inverse planning option in OMP software, a segmented IMRT plan with 
five 6-MV photon fields, at gantry angles of 180°, 110°, 65°, 225° and 325° was 
calculated on the pCT image set (Table 8.2). The plan was delivered in 37 fractions, 
each with a radiation absorbed dose of 2 Gy. The doses were calculated using PB and 
CC algorithms.  
 
 
 
Ring and 
radar 
artefacts  
Streak 
artefact  Cupping 
artefact  
(a) (b) 
(c) (d) 
(e) (f) 
Figure 8.1: Two different locations and slices of the original CBCT (a and c) and the 
resultant images after segmentation using the same threshold values in only a part of the 
image (b and d respectively). In particular it is observed in (d) that the artefacts in the 
vicinity of the metal are erroneously corrected. Variable threshold values were then used (f) 
which compared well with the original pCT image (e). 
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Table 8.2: Summary of the prostate treatment plan settings for IMRT. 
      IMRT plan     
  No of  Segments 
Gantry  
angle 
Collimator 
 angle SSD MU 
BEAM 1 5 180 0 86.6 76.4 
BEAM 2 8 110 335 81.4 120 
BEAM 3 6 65 340 83.5 101.7 
BEAM 4 7 225 25 81.1 148 
BEAM 5 4 325 20 88.3 123.9 
 
8.2.4 MC-based treatment plan   
An input file, for each BEAMnrc and DOSXYZnrc, each segment of the IMRT plan 
(total of 30 segments) was created manually. The simulation or calculation of each 
segment was performed on the egsphant file, which was generated from the CT and 
sCBCT DICOM images of the patient (see Section 6.2.6). Then the same steps used in 
Chapter 7 (see Section 7.2.4) were then used in this chapter. 
 
8.2.5 Treatment planning evaluation and comparison    
The sCBCT and pCT images were fused using ProSoma software and the structure 
sets were then transferred to the sCBCT images without any modification except the 
external contour, where there are some differences. The plans were then copied to 
sCBCT using the same geometry and MU values and doses were recalculated using 
PB and CC algorithms. For MC calculation, the pCT artefacts (dark shading, as 
shown in Figure 8.1(e)) were changed to a water material of uniform density using a 
MATLAB script. The MC dose calculation was then performed on pCT and sCBCT 
images using the same HU-ED calibration as in OMP (Figure 6.3). The MC dose file 
(.3ddose) and the DICOM-RT file were then imported into CERR software to 
compare the resultant dose distribution.  
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8.2.5.1 DVH and dose profile comparison 
The cumulative DVHs were generated for PTV, rectum and bladder structures and 
compared between pCT, sCBCT3, sCBCT5 and sCBCT8 plans. The comparison of 
DVHs was performed using the OMP PB and CC, and MC algorithms. The Dmax, 
Dmean and Dmin parameters for the above structures were compared. The cross-plane 
profiles of pCT, sCBCT3 and sCBCT8 plans at the isocentre depth were compared. 
 
8.2.5.2 Gamma and conformity index comparison 
To quantitatively appraise the differences between pCT and sCBCT plans, especially 
for the PTV, rectum and bladder, a γ index analysis was performed using the pCT 
plan as a reference. The criteria were set as 3 mm DTA and 3% DD and 5% low dose 
threshold. The conformity index (CI), defined as the volume of PTV covered by the 
reference dose divided by the volume of PTV, was calculated for all sCBCT plans and 
then compared with the pCT plans using the PB, CC and MC algorithms.  
 
8.2.5.3 Dose point comparison 
The dose at the isocentre (at the geometric centre of the prostate PTV (PTVp)) was 
compared between the pCT and sCBCT plans and plotted against the operator time 
required for defining the threshold values for different regions. The greater the 
variation in scatter the more regions need to be defined. Thus the operator time 
increases as the number of anatomical materials involved increases. The reason of 
performing such a comparison was due to the fact that, in the local department, the 
CBCT images are acquired in the first three days of the radiotherapy treatment and 
then weekly. If significant changes in patient geometry and/or internal organ 
position/shape are seen on the CBCT scan, then a dosimetric assessment is required. 
The original plan is then copied onto CBCT images after creating an external contour 
and fusing it with the pCT images. The dose is then recalculated turning the 
inhomogeneity correction off in both scans (see Section 1.3). If the dose difference at 
the isocentre is within ±2%, the treatment will be continued, whilst if it is more than 
that the patient will be re-scanned and the original plan is copied onto the new CT. 
The dose is then recalculated turning the inhomogeneity correction on. The 
Oncologist will review the dose distribution on the new scan and if acceptable, the 
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treatment will be continued, otherwise a new treatment plan will be generated. 
 
8.3 Result and discussion  
8.3.1 Dose profile and DVH comparison 
Figure 8.2 shows the cross-plane dose profile of the pCT, sCBCT8 and sCBCT3 at 
the depth of the plan isocentre as well as the pCT, sCBCT3 and sCBCT8 number at 
that depth using (a) PB, (b) CC and (c) MC algorithms. Only the sCBCT3 and 
sCBCT8 profiles were plotted to show the clear improvement in the match with the 
pCT profile when increasing from 3 to 8 values of HU. The subplots represent the 
absolute differences between pCT and sCBCT dose profiles to aid comparison.  
   Whilst the sCBCT3 dose profile clearly showed large difference, it can be seen that 
the sCBCT8 profile is in good agreement with the pCT profile. The largest difference 
between the pCT and sCBCT8 plans was at the implant/tissue interface where 
sCBCT8 was –2.8 Gy, –3.1 Gy and 12.1 Gy when using PB, CC and MC algorithms, 
respectively. This is due to the fact that the pCT numbers in this region in the pCT 
were affected by artefacts due to the presence of the metal. It can be seen that there is 
a significant drop in the pCT numbers in this region, thus the MC algorithm 
calculated the dose as if the medium was air, therefore providing lower doses. These 
artefacts were reassigned as water in the original patient plan using a bulk density 
correction in the OMP system for dose calculation using the PB and CC algorithms. 
These artefacts were even more pronounced in the CBCT images, as shown in Figure 
8.1, but they were corrected in the sCBCT8, as well as the sCBCT3 scans. Therefore, 
the PB and CC algorithms showed relatively small differences (±3 Gy) in these 
regions. It may also be due to the inherent accuracy issues of these algorithms (see 
Chapter 3). However, the sCBCT3 profile overestimated the dose across the metal by 
up to 2.20 Gy (20%), 2.24 Gy (23%) and 2.98 Gy (36%) when using PB, CC and MC 
algorithms, respectively. This is due to the fact that the sCBCT3 approach does not 
include the HU of metal and thus considers that region as hard bone whilst sCBCT8 
considers it as metal. The sCBCT8 numbers overestimated the metal region at that 
depth compared the pCT numbers. Beside the threshold nature of MLT, the metal 
artefacts in the pCT scans increased the differences between pCT and sCBCT8 
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numbers in that region. However, such differences did not affect the dose in the PTV 
region as the metal hip was avoided during beam placement.  
   Figure 8.3 shows the DVH of the prostate IMRT plan. It shows the dose of the 
sCBCT3, sCBCT5, sCBCT8 and pCT plans to the 95% volume of the PTV, rectum 
and bladder using (a) PB, (b) CC and (c) MC algorithms. In terms of PTV coverage, 
the lowest difference between the pCT and sCBCT plans was achieved using the 
sCBCT8 plan whilst the largest difference was obtained using the sCBCT3 plan, 
which provided less anatomical materials compared with sCBCT8. The results 
showed that the differences between pCT and sCBCT increased as the number of bins 
decreased. Table 8.3 shows the dose and coverage differences between sCBCT plans 
and pCT plan for the PTV, rectum and bladder using PB, CC and algorithms. In 
general, the higher the number of HU bins the better the agreement with the pCT. 
There are some differences and outlines but the general trend holds. 
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Figure 8.2: Comparison of the dose profile of pCT, sCBCT3 and sCBCT8 plans at the 
isocentre depth and the absolute difference between sCBCT8 and pCT using (a) PB, (b) CC 
and (c) MC algorithm. 
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It is worth mentioning that there are some differences in the bladder and rectal volume 
between the pCT and CBCT scans. The bladder volume, for example, is significantly 
reduced in the CBCT scan (> 25 % reduction). Therefore, the differences are not 
directly comparable indicting that deformable image registration (DIR) was needed 
rather than rigid image registration to correct for organ deformation between pCT and 
CBCT. Currently, only rigid image registration is available for clinical use. 
Deforming the pCT to match the CBCT anatomy so that the original HU are copied 
onto the CBCT could be used as a benchmark for the study. Yang et al (2007) used 
deformable electron density mapping on CBCT images and reported that the dose 
difference between pCT and CBCT was within 2% in three prostate patients. More 
recently, Onozato et al (2014) used the MLT algorithm as well as DIR on CBCT 
images of ten prostate patients and achieved better accuracy (< 1%). For some 
patients, the accuracy was not improved mainly due to the large artefacts from gold 
fiducial markers and bowel gas in CBCT images, which could have been corrected if 
the threshold values were changeable geometrically. None of these studies included a 
patient with a hip prosthesis.  
Figure 8.3: DVHs comparison pCT (:v), sCBCT8 (solid line), sCBCT5 (--) and sCBCT3 (-.) 
IMRT plans for PTV95, rectum and bladder using (a) PB, (b) CC and (c) MC algorithm. 
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Table 8.3: Dose and coverage differences between sCBCT plans and pCT plan in % for the 
PTV, rectum and bladder using PB, CC and MC algorithms. 
SCAN 
PTV Rectum Bladder 
Dmax Dmean Dmin Dmax Dmean Dmin Dmax Dmean Dmin 
sCBCT8 
PB -1.51 -0.75 -1.41 -0.51 4.57 58.8 -0.77 72.34 285 
CC -1.02 -0.695 -5.19 0.26 4.68 66.6 -0.52 71.03 97.83 
MC -1.5 -0.61 -0.18 -1.27 1.64 40 -0.78 63.28 171.4 
sCBCT7 
PB -1.51 -0.76 -1.41 -0.51 4.57 58.8 -0.77 72.33 285 
CC -1.02 -0.7 -5.19 0.26 4.68 66.6 -0.52 71.02 257 
MC -1.5 -0.68 -1.9 -1.28 1.89 40 -0.76 63.24 171.4 
sCBCT6 
PB -1.76 -0.88 -1.41 -0.51 4.5 58.8 -0.77 72.15 285 
CC -1.02 -0.8 -5.48 0.26 4.62 66.6 -0.52 70.9 257 
MC -1.75 -0.82 -2.23 -1.28 2.43 40 -0.76 63 171.4 
sCBCT5 
PB -2.01 -1.33 -2.26 -1.29 3.85 58.8 -1.28 71.31 285 
CC -1.79 -1.22 -5.77 -0.52 3.99 66.6 -1.3 70.1 257 
MC -2 -1.1 -2.61 -2.04 1.79 40 -1.3 62.2 171.4 
sCBCT4 
PB -3.02 -2.77 -3.68 -2.58 2.38 58.8 -3.08 68.84 285 
CC -2.82 -2.93 -6.92 -2.1 2.15 66.6 -3.39 67.08 285 
MC -2.25 -3.15 -4.85 -4.59 0.29 40 -2.87 59.6 171.4 
sCBCT3 
PB -3.02 -2.77 -3.68 -2.58 2.43 58.8 -3.08 68.91 285 
CC -2.82 -2.96 -6.92 -2.1 2.18 66.6 -3.39 67.02 285 
MC -2.25 -3.15 -4.85 -4.85 0.36 53 -3.13 59.7 171.4 
 
8.3.2 Gamma and conformity index comparison 
Figure 8.4(a) shows the γ index evaluation for the calculation points falling inside the 
PTV, rectum and bladder for different bins, showing the fraction of points resulting 
with γ < 1. In general, as the number of bins decreased the number of calculation 
points which passed (γ < 1) decreased slightly at first and then significantly when 
moving from 5 to 4 bins for all algorithms. The number of points that passed 
remained almost unchanged when going from 4 to 3 bins except for the rectum region 
where it increased from 99.3% to 99.8% when using PB and from 97.9% to 98.2% 
when using CC algorithm. For the PTV and bladder region, all the calculation points 
passed the gamma test for 5 up to 8 bins when using the PB algorithm, whilst using 
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the CC algorithm, more than 99.1% showed γ < 1 for the PTV, and more than 98.3% 
for the bladder, when using the same bins. When using MC, the number of calculation 
points that showed γ < 1 decreased almost linearly as the number of bins decreased. 
As mentioned before, the PB algorithm in OMP calculates dose to water whilst, the 
CC algorithm calculates dose to medium as does the MC algorithm (Knöös et al., 
2006). Since MC and CC algorithms calculate dose to medium, the HU of the 
medium must be provided precisely. Therefore, the PB algorithm is less sensitive than 
CC and MC for calculating the dose using different bins as shown in Figure 8.4. Thus 
MC and CC algorithms minimised uncertainty related to the dose calculation as well 
as identifying those introduced by different bins.  
   Figure 8.4(b) shows the CI values of the sCBCT plans and the difference compared 
with pCT using PB, CC and MC algorithms. The three horizontal lines indicate the CI 
value of the pCT plan using PB, CC and MC algorithms. The CI value changed very 
little when going from the sCBCT8 to the sCBCT7 plan using all algorithms. The 
most significant change in the CI value was found when moving from the sCBCT5 
plan to the sCBCT4 plan, going from 0.98 to 0.87 when using the CC algorithm and 
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Figure 8.4: (a) Summary of the γ index with fixed DTA = 3 mm and DD = 3% for the 
calculation points falling inside the PTV, rectum and bladder, showing the fraction of points 
resulting with γ< 1. (b) CI comparison between pCT and sCBCT plans using PB, CC and MC 
algorithms against number of bins. 
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from 0.93 to 0.76 when using the MC algorithm. The results showed that going for 
fewer than 5 bins for such a case would cause a difference of at least 13% in the CI 
values compared with pCT when using CC and MC algorithms. According to the 
RTOG guidelines, a CI value between 0.9 and 1 indicates that a target volume is not 
adequately covered by the prescribed isodose with a minor violation, whereas for CI 
values of less than 0.9 the treatment plan are rated as having major violations but may 
nevertheless be considered to be acceptable (Feuvret et al., 2006, Petkovska et al., 
2010).   
 
8.3.3 Dose point comparison 
Figure 8.5 shows the dose difference between pCT and sCBCT plans at the isocentre 
using all algorithms plotted against the operator time needed to segment each sCBCT 
bin. The sCBCT5 to sCBCT8 plans showed differences of less than –2% compared 
with the pCT plan when using the PB and CC algorithms, which is considered to be 
clinically acceptable. For the MC algorithm, only the sCBCT7 and sCBCT8 plans 
showed similar differences. It can be clearly seen that as the number of bins increased 
the operator time increased as shown in Figure 8.5. From sCBCT7 (8 hours) to 
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Figure 8.5: Dose comparison between pCT and sCBCT plans at the isocentre against 
operator time using PB, CC and MC algorithms. 
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sCBCT8 (12 hours), it required 50% more operator time to improve the accuracy by 
0.01% when PB and CC algorithms were used for dose calculation and 0.05% when 
using MC algorithm in this case (other cases may be different). For sCBCT5 (3.5 
hours) plan, compared with sCBCT7, it required about 55% less operator time to 
improve the accuracy by 1.13%, 1.26% and 1.45% using PB, CC and MC algorithms 
respectively. Therefore, the five bins is the optimal level which balances the accuracy 
of the calculation and the time required. This time would be greatly reduced with 
automation but there is likely to be a certain amount of operator intervention required 
and the relative amount of operator time is likely to be dependent on the number of 
bins chosen (see Chapter 10). Furthermore, a patient with double metal hip prostheses 
would complicate the segmentation process and the operator time is expected to be 
longer, as shown in the next chapter. 
 
8.4 Conclusion  
The segmentation of CBCT images using the MLT method in this study can be used 
for dose calculation. In this chapter, the segmentation of CBCT of a prostate patient 
with hip prosthesis, where the irradiated volume has a large range of inhomogeneities 
(including metal prosthetic implant), was investigated. It was necessary to extend the 
MLT algorithm to categorise pixel values into segments on a region-by-region basis, 
with the region size changing depending on the anatomical features as there is a 
variation on a slice by slice basis. In addition, a larger number of materials (up to 8) 
than typically used in previous works was explored. The results showed that five 
values of HU (air, adipose, water, hard bone and metal implant) gave the best balance 
between dose accuracy (–1.9%) and operator time (3.5 hours). Thus this method is 
feasible for ART, as an alternative to obtaining a new planning CT and re-outlining 
the structures, which can take up to a day in a busy radiotherapy department, and 
more importantly avoiding the delivery of additional dose. This chapter and parts of 
Chapter 6 (as a phantom case) have been published (Almatani et al., 2016a). In the 
next chapter, a more complicated case, as a prostate patient with double hip 
prostheses, will be investigated. 
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Chapter 9 CBCT-based dose calculation of a prostate 
cancer patient with double hip prostheses 
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9.1 Introduction  
In the previous chapter, the segmentation of CBCT images of a prostate patient with 
single hip prosthesis was investigated. It was necessary to extend the MLT algorithm 
to categorise pixel values into segments on a region-by-region basis, with the region 
size changing depending on the anatomical features. In general, the greater the 
variation in the scatter the greater the number of regions that need to be considered 
and the size of the region decreases as it gets closer to inhomogeneities.  
   The results showed that the optimal amount of operator time, which balanced the 
dose accuracy and calculation time, was found when only five values of HU, 
including air, adipose, water, bone and metal implant HU values, were used. 
However, the occurrence of more inhomogeneities in the patient anatomy, e.g. 
another hip prosthesis, would complicate the segmentation process. The amount of 
scatter increases with the presence of the two metallic hips, where the highly 
attenuating material results in even more image artefacts. If there are two prostheses 
within the scanned patient, the metal artefacts caused by the beam hardening effect 
appear as dark streaks between the metals with surrounding bright streaks as shown in 
Figure 9.1. In addition, the metal implant may also totally attenuate or absorb all the 
incoming photons along certain beam paths. Thus the detector signal, in such a 
situation, is zero leading to zero-data artefacts (see Section 2.5.4). In this chapter, the 
segmentation of a prostate cancer patient with bilateral metallic prosthetic hip 
replacements was investigated. Based on the results of the previous chapter, only five 
bins were used in this chapter. The main aim of this chapter was to ensure that the 
MLT method works for patients with two hip implants and to find the optimal 
operator time required to achieve a dose accuracy that is clinically acceptable. 
 
9.2 Methodology  
9.2.1 CT and CBCT image acquisition 
A prostate cancer patient with bilateral metallic prosthetic hip replacements was 
imaged using the same CT scanner used in the previous chapters with the same setting 
except that the matrix size of the reconstructed images was 512 × 512 and voxel sizes 
were 1.06 × 1.06 × 3 mm3. The scan length in the superior-inferior direction was 33.6 
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cm. A CBCT scan was acquired with a MFOV, collimator M15 and the F1 filter using 
the following parameters: 120 kVp, 25 mA, 40 ms per projection and 660 projections. 
The matrix size of the reconstructed images was 410 × 410, the voxel size was 1 × 1 × 
3 mm3 and the scan length in the superior-inferior direction along the phantom (G-T 
direction) was 16.8 cm. 
 
9.2.2 Modification of CBCT image  
The CBCT images were segmented on a region-by-region basis, with the region size 
changing depending on the anatomical features. For the single hip prosthesis, 
segmenting the CBCT images into five bins achieved an acceptable dose accuracy (–
1.9%). The operator time needed to achieve that accuracy was 3.5 hours. In this 
chapter, the operator time of segmenting CBCT images into five material bins was 8 
hours as the variation in the scatter was greater than in the single hip case, due to the 
presence of the metallic hips in both sides. Thus the number of regions that need to be 
considered was greater. Due to the increased amount of scatter, more time was 
(d) (c) 
(b) (a) 
Figure 9.1: A prostate cancer patient with bilateral hip replacement using (a) pCT and the 
resultant images after segmentation (b) 1st sCBCT, (c) 2nd sCBCT and (d) 3rd sCBCT.  
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required in the segmentation to achieve an accurate representation of the bony 
structures. Furthermore, two additional (2nd sCBCT and 3rd sCBCT) segmentations of 
the same CBCT images were performed (Figure 9.1). The operator time of 
segmenting 2nd sCBCT and 3rd sCBCT was 12 and 14 hours, respectively (more time 
to delineate bone regions). The main difference between the three sCBCT images was 
mostly the volume of the bony structures considered in the segmentation process, as 
shown in Figure 9.1.  
 
9.2.3 OMP-based treatment plan 
Using the inverse planning option in the OMP software, a segmented IMRT plan with 
five 6-MV photon fields, at gantry angles of 180°, 145°, 35°, 235° and 300° was 
performed on the pCT image set (Table 9.1). The plan was delivered in 35 fractions, 
each with an absorbed radiation dose of 2 Gy. The fusion of the sCBCT and pCT 
images was accomplished with manual rigid registration using ProSoma software. 
The structure sets were then transferred to the sCBCT images without any 
modification except the external contour. Then the same steps described in Chapter 7 
and 8 were used in this chapter. 
 
Table 9.1 Summary of the treatment plan settings for IMRT. 
      IMRT plan     
  No of  Segments 
Gantry  
angle 
Collimator 
 angle SSD MU 
BEAM 1 8 180 0 85.1 84.4 
BEAM 2 3 145 340 81.8 63.1 
BEAM 3 4 35 345 88.2 77.9 
BEAM 4 4 235 18 78.4 85.4 
BEAM 5 4 300 20 82.9 100.4 
 
9.2.4 MC-based treatment plan 
Input files, for each BEAMnrc and DOSXYZnrc, were created manually for each 
segment of the IMRT plan (total of 23 segments). The simulation or calculation of 
each segment was performed on the egsphant file, which was generated from the pCT 
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and sCBCT DICOM images of the patient (see Section 6.2.6). Then the same steps 
described in Chapter 7 and 8 were used in this chapter. 
 
9.2.5 Treatment planning evaluation and comparison  
The sCBCT and pCT images were fused using ProSoma software and the structure 
sets were then transferred to the sCBCT images without any modification except for 
the external contour. The plans were then copied to sCBCT using the same geometry 
and MU values and the doses were recalculated using PB and CC algorithms. For the 
MC calculation, the pCT artefacts (Figure 9.1(a)) were changed to a water material of 
uniform density using a MATLAB script. Then the same precedure as in the previous 
Chapter 8 was used. 
 
9.2.5.1 DHV comparison 
The cumulative DVHs were generated for PTV (the prostate and seminal vesicles), 
rectum and bladder structures and compared between pCT, 1st sCBCT, 2nd sCBCT and 
3rd sCBCT plans. The comparison of DVHs was performed using OMP, PB and CC, 
and MC algorithms. The Dmax, Dmean and Dmin parameters for the above structures were 
compared.  
 
9.2.5.2 Hip and bone volume comparison 
As the main difference between the three sCBCT images was mostly the volume of 
the bony structures, the bone volumes in the left and right side in the pCT images 
were compared with those in the 1st sCBCT, 2nd sCBCT and 3rd sCBCT images. 
Furthermore, the cumulative intensity or image volume histogram (IVH) of the left 
and right hip structures was compared using CERR. For the IVH comparison, only 1st 
sCBCT data was used since the volume of the left and right hip in the three sCBCT 
image sets was the same. 
 
9.2.5.3 Gamma and conformity index comparison 
To quantitatively appraise the differences between pCT and sCBCT plans, especially 
for the PTV, rectum and bladder, a gamma index analysis was performed using the 
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pCT plan as a reference. The same criteria used in the previous chapters were used. In 
addition, the CI was calculated for all sCBCT plans and then compared with the pCT 
plans using PB, CC and MC algorithms. 
 
9.2.5.4 Dose point comparison 
The dose at the isocentre (at the geometric centre of the prostate PTV (PTVp)) was 
compared between the pCT and sCBCT plans and plotted against the operator time 
required for defining the threshold values for different regions. As the main difference 
between the three sCBCT images was mostly the volume of the bony structures, the 
greater the operator time invested (to delineate bone regions) the more accurate the 
representation of these bony structures. 
 
9.3 Result and discussion  
9.3.1 DVH comparison  
Figure 9.2 shows the DVH of a prostate IMRT plan with a prescription dose of 70 Gy. 
It shows the dose of 1st sCBCT, 2nd sCBCT, 3rd sCBCT and pCT plans to the PTV, 
rectum and bladder using (a) PB, (b) CC and (c) MC algorithms. In terms of PTV 
coverage, the smallest difference between the pCT and sCBCT plans was achieved by 
the 1st sCBCT plan whilst the largest difference was obtained by the 3rd sCBCT. In 
general, going from the 1st sCBCT to the 3rd sCBCT plans, the differences with the 
pCT plan increased, as shown in Table 9.2. For example, compared with the pCT 
plan, the PTV mean dose was underestimated by –0.5%, –0.8% and –1.6% in the 1st 
sCBCT, 2nd sCBCT and 3rd sCBCT plans, respectively, when using the MC algorithm. 
The 1st sCBCT, 2nd sCBCT and 3rd sCBCT plans underestimated the rectum mean 
dose by –2.3%, –2.4% and –3.1%, respectively. Some differences in the bladder and 
rectal volume between the pCT and CBCT scans were observed due to physical 
changes in the patient anatomy. The bladder volume, for example, was significantly 
reduced in the CBCT scan (> 15 % reduction). Such a deformation resulted in larger 
differences in the bladder mean dose between the pCT and all sCBCT plans (Table 
9.2). Therefore, the differences are not directly comparable (see Section 8.3.1). 
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Table 9.2: Dose and coverage differences between the sCBCT plans and the pCT plan, in %, 
for the PTV, rectum and bladder using PB, CC and MC algorithms. 
SCAN 
PTV Rectum Bladder 
Dmax Dmean Dmin Dmax Dmean Dmin Dmax Dmean Dmin 
1st sCBCT 
PB -0.8 -1.5 -3.7 -2 -2.6 8.7 -1.1 -48.6 -43 
CC -0.6 -1 -0.3 -2.3 -2.3 8 -1.1 -48.8 -52 
MC 3.4 -0.6 -0 -2.3 -2.4 32 0.6 -47 -47 
2nd sCBCT 
PB -1.1 -1.7 -3.6 -1.9 -2.6 8.6 -1.3 -48.8 -48 
CC -0.8 -1.1 -0.6 -2.2 -2.3 8 -1.1 -48.9 -52 
MC 3.4 -0.8 -0.3 -2.3 -2.4 32 0.6 -47.3 -47 
3rd sCBCT 
PB -1.6 -2 -4.3 -1.9 -2.6 8.6 -1.9 -48.8 -48 
CC -1.4 -1.3 -0.9 -2.5 -2.2 8 -1.6 -48.9 -52 
MC 0.7 -1.6 -1.7 -3.1 -3.1 32 -1.1 -47.8 -47 
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Figure 9.2: DVHs comparison pCT, 1st sCBCT, 2nd sCBCT and 3rd sCBCT IMRT plans for 
PTV95, rectum and bladder using (a) PB, (b) CC and (c) MC algorithms. 
 
 
(c) 
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9.3.2 Hip and bone volume comparison  
Figure 9.3 shows the cumulative IVH of the right (RT)/left (LT) hip structures of the 
pCT and sCBCT scans. Since the two hip volumes (metallic hip material bin) were 
the same in the three sCBCT scans, only data from the 1st sCBCT was used in the 
IVH comparison. The result showed that the sCBCT scan considered 2.9%, 12.6% 
and 18.3% of the LT hip structure as adipose, water and bone, respectively. In the 
pCT scan, about 30% of the LT hip volume showed pCT numbers that were higher 
than the bone material bin (1552) and increased gradually from 2170 to 4000. This 
was due to the partial volumes effect, or the metal artefacts, within the LT hip 
structure. In the sCBCT scan, such an effect was not presented properly and it was 
therefore partially considered as low density materials such as adipose and water. 
However, the sCBCT scan considered 66.2% of the LT hip volume as metal implant 
(with a sCBCT number 4000) which is comparable with the pCT scan (where 70% 
was considered to be as metal implant). In addition, the sCBCT scan considered 0.4%, 
0.5%, 8.5% and 90.6% of the volume of the RT hip structure as adipose, water, bone 
and metal implant, respectively. Similarly, the pCT scan considered 90% of the 
volume of the RT hip structure as metal implant but the rest of the volume (10%) 
showed pCT numbers that increased gradually from 3402 to 4000.      
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Figure 9.3: Image volume histogram (IVHs) comparison pCT and 1st sCBCT for left (LT) and 
right (RT) hip. 
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Figure 9.4 shows the differences in the LT and RT bone volumes between the pCT 
scan, 1st sCBCT, 2nd sCBCT and 3rd sCBCT scans. Compared with the pCT scan, the 
1st sCBCT scan showed the largest differences in the LT and RT bone volumes which 
were underestimated by –21.6% and –29.6%, respectively. On the other hand, the 
smallest differences in the LT and RT bone volumes between the pCT and sCBCT 
was achieved by the 3rd sCBCT scan where the differences were 2.7% and –19.1%, 
respectively. Therefore, the 3rd sCBCT scan is considered to be the most accurate 
representation of the bony structures compared with the pCT scan. Besides the 
accuracy of the MLT algorithm, another reason for the underestimation of both bone 
volumes in the three sCBCT scans might be the fact that streak artefacts in the pCT 
increased the number of high HU values and these were not corrected for (only for 
dose calculation). In the sCBCT, the MLT algorithms attempted to correct for this. 
 
9.3.3 Gamma and conformity index comparison  
Figure 9.5 (a) shows the γ index evaluation for the calculation points falling inside the 
PTV, rectum and bladder for different bins, showing the fraction of points resulting 
with γ < 1. In general, going from the 1st sCBCT to the 3rd sCBCT plans, the number 
of calculation points which passed (γ < 1) decreased, except for the PTV and bladder 
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Figure 9.4: Right/Left hip and bone volume differences between pCT and 1st sCBCT, 2nd 
sCBCT and 3rd sCBCT.  
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region when using CC and MC algorithms, where some fluctuation was observed. 
Even with the presences of such a fluctuation, the fraction of the number of the 
calculation points that showed γ < 1, in the three sCBCT plans, is still considered to 
be clinically acceptable (Son et al., 2015). 
   Figure 9.5 (b) shows the CI values of the pCT, 1st sCBCT, 2nd sCBCT and 3rd 
sCBCT plans using PB, CC and MC algorithms. It can be clearly seen that the CI 
value, compared with the pCT, dropped almost linearly from the 1st sCBCT to the 3rd 
sCBCT plan. This shows that as the sCBCT represents bone volumes that are more 
closer to those in the pCT, the differences in the CI values increased. Then the 
difference would be expected to be constant, reaching a steady level. This represents 
the true difference between the pCT and CBCT scans due to the actual anatomical 
difference. Therefore, that level can be considered as the ground truth. In addition, the 
result also shows that the gradients of CC and MC lines are slightly steeper than the 
gradient of the PB line showing that CC and MC algorithms are more sensitive to the 
changes in the bone volumes than the PB algorithm (see Section 8.3.2). 
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Figure 9.5: (a) Summary of the γ index with fixed DTA = 3 mm and DD = 3% for the 
calculation points falling inside the PTV, rectum and bladder, showing the fraction of points 
resulting with γ< 1. (b) CI comparison between pCT and sCBCT plans using PB, CC and MC 
algorithms. 
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9.3.4 Dose point comparison  
Figure 9.6 shows the dose difference between pCT and the 1st sCBCT, 2nd sCBCT and 
3rd sCBCT plans at the isocentre using all algorithms plotted against the operator time 
needed to segment each sCBCT. Based on the local department condition for re-
planning (see Section 8.2.5.3), all three sCBCT plans passed the criteria, showing 
differences of less than –2% compared with the pCT plan when using all algorithms. 
From the 2nd sCBCT to the 3rd sCBCT, it required 50% more operator time to improve 
the accuracy by 0.07%, 0.23% and 0.65% when using PB, CC and MC algorithms, 
respectively. For 1st sCBCT, compared with 2nd sCBCT, it required 50% less time to 
provide dose differences of –0.81%, –0.46% and –0.39% when using PB, CC and MC 
algorithms, respectively. Such a difference is considered to be clinically acceptable if 
the pCT is the ground truth for dose calculation. Therefore, the 1st sCBCT scan is 
considered to provide the optimal level which balances the accuracy of the calculation 
and the time required (8 hours). 
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Figure 9.6: Dose comparison between pCT and sCBCT plans at the isocentre against 
operator time using PB, CC and MC algorithms. 
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9.4 Conclusion   
The segmentation of CBCT images in multiple hip prostheses using the MLT method 
in this study can be used for dose calculation. In this chapter, the segmentation of 
CBCT of a prostate patient with bilateral hip prostheses was investigated. Based on 
the result of the previous chapter, the CBCT images were segmented into five values 
of HU (air, adipose, water, bone and metal implant) in three different sets, where the 
only difference was about the bone volume. The operator time for segmenting the 1st 
sCBCT, 2nd sCBCT and 3rd sCBCT was 8, 12 and 14 hours, respectively. The results 
showed that as the operator time to segment each set increased the differences in the 
bone volumes decreased compared with the pCT scan. However, as the differences in 
the bone volumes decreased the dose difference increased between the sCBCT and 
pCT plans. Nevertheless, the dose difference is considered to be acceptable if the pCT 
scan was considered as the ground truth for dose calculation. Thus, as a result, 1st 
sCBCT scan, even though it showed the largest difference in the bone volumes 
compared with the pCT scan, gave the best balance between the dose accuracy (–
0.8%) and operator time (8 hours). This could be implemented in the clinic as a 
decision-making tool for re-planning where a clinical decision could be made in the 
time between treatment fractions. The next step is to develop an automated MLT 
algorithm to reduce the operator time associated with the MLT algorithm. 
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Chapter 10 Automated algorithm for CBCT-based dose  
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10.1 Introduction  
In Chapter 8, it has been shown that segmenting the CBCT images of a prostate 
patient with a single hip prosthesis into five material bins using the MLT algorithm, 
resulted in a dose accuracy (–1.9%) that is clinically acceptable as an on-treatment 
assessment for changes in internal anatomy, shape and size. For a prostate patient 
with double hip prostheses, the segmentation using the same method achieved a dose 
accuracy of –0.8%, as shown in Chapter 9. The operator time needed to segment the 
CBCT images was 3.5 and 8 hours, respectively. This is because it was necessary to 
extend the MLT algorithm to categorize pixel values on a region-by-region basis, with 
the operator time depending on image artefacts as well as the additional difficulties 
presented by the metallic hip prosthesis. However, the length of operator time needed 
could make it difficult to implement this as a technique in the clinic as the main 
reason of proposing this method is to use it as a quick-decision-making tool for re-
planning. This will eliminate the need to rescan the patient in pCT and potentially 
avoid an additional dose. The aim of this chapter, therefore, was to reduce the 
operator time associated with the MLT algorithm by developing an automated MLT 
algorithm, and test its accuracy on patient cases that were already used in this thesis. 
 
10.2 Methodology  
10.2.1 CT and CBCT image acquisition 
The CT and CBCT images used in this chapter are the same images as those used in 
Chapters 7, 8 and 9, of standard (without metal implant), single and double hip 
replacement prostate patients.  
 
10.2.2 Modification of CBCT image 
In this chapter, the MLT algorithm was used in two ways: using a manual and an 
automated procedure. In the manual procedure, the CBCT images were segmented 
using the same method previously described (see Chapter 7, 8 and 9). The resultant 
segmented CBCT images using this procedure are referred to as sCBCTman. 
   In the automated procedure, the CBCT images of each case were divided into five 
concentric rings, which are uniform in shape through all slices, using MATLAB 
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(d) (c) 
(a) (b) 
Figure 10.1: A slice of the pCT (a) of the standard case and the original CBCT (b), and the 
resultant images after segmentation CBCT using the manual MLT (sCBCTman) and the 
automated MLT (sCBCTauto) (c and d respectively). 
 
(a) 
(d) (c) 
(b) 
Figure 10.2: A slice of the pCT (a) of the single hip prosthesis case and the original CBCT 
(b), and the resultant images after segmentation CBCT using the manual MLT (sCBCTman) 
and the automated MLT (sCBCTauto) (c and d respectively). 
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scripts, as shown in Figure 10.1(d), 10.2(d) and 10.3(d). The centre of the inner radius 
of each case was defined as the centre of the patient geometry, which can be changed 
by the user. The lower threshold values for each material changes with the radius and 
slice as the image/pixel histogram of any radius changes from slice to slice. Figure 
10.4(a) shows the image histograms (56 curves) of the bilateral hip prostheses in 
radius number 4 only, for 56 slices. It can be seen that the histogram of some slices 
are broader than other, showing that the metal and other CBCT artefacts caused by the 
presence of the two hip prostheses in these slices spread out the pixel values. There 
are two fixed peaks that only change in magnitude. These peaks represent air and 
water, but in other radii, there would be only one peak that represents water as there is 
no air region. However, the threshold values can be easily determined by the user’s 
analysis of the central slice. For example, the lower threshold value for water, in the 
inner radius, was defined in relation to the pixel value with the maximum frequency 
in the slice according to the ratio of the lower threshold value of water and the pixel 
value with the maximum frequency in the central slice (Figure 10.4(b)). In this 
example, the central slice is, usually, the main PTV slice and has a pixel value with 
(a) 
(c) 
(b) 
(d) 
Figure 10.3: A slice of the pCT (a) of the bilateral hip prostheses case and the original CBCT 
(b), and the resultant images after segmentation CBCT using the manual MLT (sCBCTman) 
and the automated MLT (sCBCTauto) (c and d respectively). 
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the maximum frequency of 700 in radius number 4. By visualising the radius number 
4 in the central slice, the user can then select the lower threshold value for water 
which is, in this case, approximately 635. For radius number 4 only, the lower 
threshold value for water in any other slice is then the pixel value with maximum 
frequency divided by 1.1 which is the result of the division of 700/635 (Figure 
10.4(b)). Therefore, the variation in the pixel value within this radius in each slice is 
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Figure 10.4: Image histogram of the bilateral hip prostheses case in radius number 4 only 
through all slices (a) and an image histogram of a single slice in radius number 4 (b), 
showing how the lower threshold values of each material are defined. 
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taken into account when defining the lower threshold of water. The same procedure 
was applied for each material bin in each radius. Thus the threshold values are defined 
automatically and it takes approximately 20 minutes of operator time. The selection of 
the centre of the inner radius, as well as the selection of the lower threshold value for 
each material in each radius in the central slice, is considered in the operator time. 
The resultant segmented CBCT images using this procedure are referred to as 
sCBCTauto.  
   The motivation for using a radial shape was the fact that, in CBCT, the issue of the 
scatter occurs spherically and ring artefacts that caused by miscalibrated detector 
pixel lines/rows, elements or manufacturing defects at a fixed location in the FPD. In 
addition, due to the presence of the hip prostheses, the low energetic X-rays are 
absorbed, thus the polychromatic beam becomes gradually harder. Consequently, the 
FPD exhibits pixel-to-pixel sensitivity variations, which lead to ring artefacts. In a 
pelvic region with prostheses, there is a rapid change in the exposure to the FPD from 
frame to frame, fluctuating between high exposure and by low exposure due to the 
strong attenuation of the metal. This leads to radar artefacts that appear as a circular 
radar bright-shaded region, owing to inconsistencies in the detector signal and/or gain 
(see Section 2.5). However, based on the results of Chapter 7, the CBCT images of 
the standard were segmented into three material bins using the automated MLT 
algorithms. For the single and double hip prostate cases, the CBCT images were 
segmented into five material bins (see Chapter 8 and 9).  
 
10.2.3 OMP-based treatment plan 
The same IMRT treatment plan parameters, shown in tables 7.1, 8.2 and 9.1 for the 
standard, single hip and double hip prostheses patients, respectively, were performed 
on the sCBCTauto images (see Chapter 7, 8 and 9). 
 
10.2.4 MC-based treatment plan 
In the previous chapters mentioned above, all the input files, for each BEAMnrc and 
DOSXYZnrc, were created manually for each segment of each IMRT plan (total of 
28, 30 and 23 segments for the standard, single hip and double hip prostheses case, 
respectively). It is time consuming to write an input file for BEAMnrc and another 
Chapter 10                                                                          Automated algorithm for CBCT segmentation    
 
 166 
one for DOXYZnrc for each segment and these are also subject to errors. In this 
chapter, an automated procedure was developed and applied to the DICOM-RT file to 
extract the treatment plan parameters, using a MATLAB script, and then convert and 
write them in a MC-format input file (egsinp file) for BEAMnrc and DOSXYZnrc, 
separately. Applying the script to the DICOM-RT file eliminated the need to use the 
in-house Excel macro (written by Mark Edwards) that had been used previously to get 
the treatment plan parameters. These parameters include collimators positions, backup 
jaws positions, secondary jaws positions, isocentre coordinates, SSD, gantry angle 
and collimator angle. The coordinate difference between the OMP and MC system is 
taken into account. The script also automatically sets the random number generator 
(RNG) seeds to different values in each input file to avoid potential correlations in 
pseudo-random sampling. In addition, the script is an interactive script that requires 
the number of histories and the input file name, for each BEAMnrc and DOSXYZnrc, 
and the directory and the name of the egsphant file. Finally, the outputs from the 
script are the input files with names that are provided by the user with beam number 
and the segment number of that beam, i.e. prostate1_5.egsinp, where 1 is the beam 
number and 5 is the segment number.   
   The simulation or calculation of each segment was performed on the egsphant file, 
which was generated from sCBCTauto images (see Section 6.2.6). Then the same steps 
described in Chapter 7, 8 and 9 were used in this chapter. 
 
10.2.5 Treatment planning evaluation and comparison 
For each case, the sCBCTauto and pCT images were fused using ProSoma software 
and the structure sets were then transferred to the sCBCTauto images without any 
modification except for the external contour, where there are some differences. The 
plans were then copied to sCBCTauto using the same geometry and MU values and the 
doses were recalculated using PB, CC and MC algorithms. These steps were already 
performed for sCBCTman in previous chapters. For the single hip prosthesis case, the 
sCBCT5 scan was used and referred to as the sCBCTman. For the double hip 
prostheses case comparison, the 1stsCBCT scan only was used and referred to as the 
sCBCTman. 
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10.2.5.1 Dose profile comparison 
The dose profiles around the reference point (isocentre) depth were compared and 
plotted against the CT, sCBCTman and sCBCTauto numbers to show how close the 
sCBCTman and sCBCTauto number profiles are close to the reference CT number at 
that depth using MC algorithm. The absolute differences between the pCT, sCBCTman 
and sCBCTauto dose profiles were plotted to aid comparison. The dose profile 
comparison was performed using only the MC algorithm. In addition, the maximum 
dose, mean dose and minimum dose parameters for PTV, rectum and bladder were 
compared between the pCT plans and sCBCTman/sCBCTauto plans. 
 
10.2.5.2 Hip and bone volume comparison 
The volumes of right (RT)/left (LT) bone were calculated in the pCT scan and 
compared with those in the sCBCTman and sCBCTauto scan for the standard case. For 
the single and double hip prostheses cases, the volume of right/left hip and bone were 
compared. Such a comparison was performed to show how close the two scans were 
to the pCT scan. 
 
10.2.5.3 Gamma and conformity index comparison 
For the three cases, gamma index analysis was performed using the pCT plan as a 
reference in each, in the PTV, rectum and bladder structures. The same criteria used 
in the previous chapters were used. In addition, the CI was calculated for sCBCTauto 
plans and then compared with the pCT plans using PB, CC and MC algorithms. 
 
10.2.5.4 Dose point comparison 
The dose at the isocentre (at the geometric centre of the prostate PTV) was compared 
between the pCT and sCBCTman/sCBCTauto plans. 
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10.3 Result and discussion 
10.3.1  Dose profile comparison 
Figure 10.5 shows the cross-profile of pCT, sCBCTman and sCBCTauto around the 
isocentre depth as well as the pCT, sCBCTman and sCBCTauto numbers at that depth 
for (a) the standard, (b) single hip and (c) double hip prostheses cases using MC 
algorithms. For the standard case, the sCBCTman and sCBCTauto number profiles are 
in good agreement with the pCT number profile, especially at the bone/tissue 
interfaces. In some bone regions, the sCBCTauto numbers showed less agreement with 
pCT numbers, compared with sCBCTman numbers, where some of these regions were 
considered as water. However, in general, the dose differences between sCBCTauto 
and pCT profiles were less compared with the dose differences for sCBCTman and 
pCT profiles.  
   For the single hip prosthesis case, the sCBCTman and sCBCTauto number profiles are 
in good agreement with the pCT number profile, especially at the implant/tissue 
interface. It can be clearly seen that the pCT number increased gradually at the 
implant/tissue interface until reaching the maximum pCT number, which is 4000, 
representing the hip metallic. This is due to the partial volumes effect in that region. 
In addition, one notable feature in the pCT number profile is the sharp drop before 
and after the hip prosthesis region, due to the metal and zero-data artefacts presented 
in the pCT images. The sCBCTman and sCBCTauto number profiles both showed a 
highly sharp increase in the scan number, where it jumped from the water value, 
1024, to the hip metallic value, 4000. This is due to the fact that the partial volumes 
effect in the sCBCT scans was considered either water or metal, due to the nature of 
the threshold method. In addition, the metal and zero-data artefacts, which also 
appeared in the original CBCT images, were replaced with the metal CT/HU value in 
both scans, sCBCTman and sCBCTauto. Therefore, the dose differences between 
sCBCTman/sCBCTauto and pCT profiles were higher in that region. However, the 
sCBCTauto number/dose profiles are comparable to those of sCBCTman with much less 
(approximately 90%) operator time. 
   For the double hip prostheses, the sCBCTman and sCBCTauto profiles are in good 
agreement with the pCT profile, especially at the implant/tissue interface. For bone 
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regions, the sCBCTauto numbers showed less agreement with the pCT numbers, 
compared with the sCBCTman numbers, where some of these regions were considered 
as water. In addition, the sCBCTauto overestimated some adipose tissue regions and 
considered it as water, especially in the PTV region (high-dose region), leading to an 
underestimation of the dose in that region by –4.4%. The sCBCTman numbers 
suggested there was more adipose tissue than the sCBCTauto numbers, thus the dose 
difference with the pCT dose profile was less when compared with the sCBCTauto 
dose profile. Similar to the single prosthetic hip case, there were sharp drops in the 
pCT number around the metals due to the metal artefacts presented in the pCT 
images, whereas in sCBCTman and sCBCTauto, these were replaced with the adipose 
and water CT/HU values. However, the sCBCTauto number/dose profiles are 
comparable to those of sCBCTman with much less (approximately 95%) operator time. 
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Figure 10.5: Comparison of the dose profiles of pCT, sCBCTman and sCBCTauto plans 
around the isocentre depth using MC algorithm for the (a) standard, (b) single hip and (c) 
double hip prostheses cases. The second y axis represents the sCBCTman number, sCBCTauto 
number and pCT number. Subplots represent the differences between pCT and 
sCBCTman/sCBCTauto dose profiles. 
 
 
(c) 
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Tables 10.1, 10.2 and 10.3 show the dose differences between the sCBCTman and 
sCBCTauto plans and the pCT plans for the standard, single hip and double hip 
prostheses, respectively, for the PTV, rectum and bladder. Although there are 
differences in material assignments (manual and automated MLT algorithms), the 
overall difference in the calculated dose was small. In general, for the three cases the 
sCBCTauto plans showed similar dose differences with the pCT plans compared to the 
sCBCTman plans, and it even showed better dose accuracy in the standard case. This 
suggested that the automated MLT algorithm works better than the manual MLT if 
there are no additional inhomogeneities in the patient anatomy. 
 
Table 10.1: Dose and coverage differences between sCBCT plans and pCT plan, in %, for the 
PTV, rectum and bladder for the standard prostate case. 
 
sCBCTman sCBCTauto 
PB CC MC PB CC MC 
PTV 
Dmax –0.96 –1.63 0 –0.64 –1.3 –2.2 
Dmean –0.76 –0.89 –1.58 –1.8 –0.47 –1.1 
Dmin –2.12 1.91 61.64 –17.01 1.53 3.5 
Rectum 
Dmax –0.97 –0.67 –3.62 –0.64 –1 –4.28 
Dmean –1.22 –0.77 2.22 –0.79 –0.74 1.77 
Dmin 0 0 –11.76 0 0 –11.76 
Bladder 
Dmax –1.29 –1.31 –3.23 –0.64 –0.65 –2.58 
Dmean –1.09 –1.29 –1.15 –0.74 –1.03 –0.78 
Dmin 0 0 6.45 0 0 6.45 
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Table 10.2: Dose and coverage differences between sCBCT plans and pCT plan, in %, for the 
PTV, rectum and bladder for the single hip prosthesis case. 
 
sCBCTman sCBCTauto 
PB CC MC PB CC MC 
PTV 
Dmax –2.01 –1.79 –2 –2.01 –1.28 –3.7 
Dmean –1.33 –1.22 –1.1 –1.59 –1.55 –1.1 
Dmin –2.26 –5.77 –2.61 –2.83 –2.88 –4.5 
Rectum 
Dmax –1.29 –0.52 –2.04 –1.03 –0.26 –2.55 
Dmean 3.85 3.99 1.79 3.45 3.68 3.1 
Dmin 58.8 66.6 40 58.8 66.6 53 
Bladder 
Dmax –1.28 –1.3 –1.3 –2.05 –1.83 7.8 
Dmean 71.31 70.1 62.2 69.9 68.9 66 
Dmin 285 257 171.4 285 285 345 
 
 
 
 
 
Table 10.3: Dose and coverage differences between sCBCT plans and pCT plan, in %, for the 
PTV, rectum and bladder for the double hip prostheses case. 
 
sCBCTman sCBCTauto 
PB CC MC PB CC MC 
PTV 
Dmax –0.83 –0.56 3.42 –1.38 –1.40 0.00 
Dmean –1.54 –1.00 –0.60 –1.97 –1.60 –1.20 
Dmin –3.69 –0.32 0.00 –4.31 –0.96 –4.29 
Rectum 
Dmax –1.98 –2.28 –2.26 –1.98 –2.56 –2.54 
Dmean –2.57 –2.27 –2.40 –2.69 –2.56 –2.66 
Dmin 8.69 8.00 31.57 8.69 8.00 31.57 
Bladder 
Dmax –1.11 –1.13 0.57 –1.66 –1.13 0.85 
Dmean –48.60 –48.84 –47.15 –49.04 –49.17 –47.414 
Dmin –43.47 –52.17 –47.05 –43.47 –52.17 –47.05 
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10.3.2  Hip and bone volume comparison 
Figure 10.6 shows the differences in the LT/RT hip and bone volumes between the 
pCT scan and sCBCTman/sCBCTauto scans for the (a) standard, (b) single hip and (c) 
double hip prostheses cases. In general, using the manual MLT algorithm to segment 
CBCT images resulted in differences in the hip and bone volumes that were less than 
those when using the automated MLT algorithm, except for the RT hip in the single 
hip case and for the RT bone in the double hip prostheses case. Nevertheless, the 
differences in hip and bone volumes between sCBCTman and sCBCTauto scans are 
comparable except for the LT bone in the standard and single hip prosthesis cases, 
and the LT hip in the double hip prostheses case. For the standard case, the MLT 
algorithm underestimates some bony regions and considered them as water. This 
underestimation may be the reason why the sCBCTauto dose profile was closer to the 
pCT dose profile than the sCBCTman dose profile, where the underestimation of the 
bony region was less pronounced (Figure 10.6(a)). 
   For the single hip prosthesis case, compared with the pCT scan the largest 
difference between the sCBCTman and sCBCTauto scans was found in the LT bone 
where it was underestimated by –5% in sCBCTman and by –59% in sCBCTauto (Figure 
10.6(b)). This showed that the automated MLT algorithm was unable to correct scatter 
and beam hardening artefacts and erroneously replaced the artefacts with water 
CT/HU values. By comparison, the manual MLT algorithm correctly replaced the 
artefacts with bone CT/HU values. For the RT hip, the automated MLT algorithm was 
able to correct metal artefacts, resulting in a volume difference with the pCT scan that 
was less compared with that of the manual MLT algorithm. 
   For the double hip prostheses case, the largest difference between sCBCTman and 
sCBCTauto was found in the LT hip where in sCBCTman it was overestimated by 6.8% 
and underestimated by –30.2% in sCBCTauto. This underestimation was due to the 
fact that the automated MLT algorithm was unable to accurately correct cupping 
artefacts due to the increased amount of scatter and beam hardening inside the LT hip, 
resulting in dark streaks. Thus, the automated MLT algorithm erroneously replaced 
the artefacts with bone HU values whilst the manual MLT correctly replaced the 
artefacts with metal HU values as shown in Figure 10.7. In fact, the automated MLT 
algorithm considered 43% of the LT hip volume as bone. Both MLT algorithms 
(a) (c) (b) 
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Figure 10.6: Right/Left hip and bone volume differences between pCT and 
sCBCTman/sCBCTauto for the (a) standard, (b) single hip and (c) double hip prostheses cases.  
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overestimated the RT hip where scatter and bright streak artefacts were erroneously 
replaced with hip HU values, leading to a significant reduction in the RT bone volume 
around that region. Another reason for the underestimation of both bone volumes in 
both MLT algorithms might be due to the fact that streak artefacts in pCT increased 
the number of high HU values and these were not corrected for (only for dose 
calculation), whereas in sCBCT, both MLT algorithms attempted to correct for this. 
However, the accuracy of the automated MLT algorithm is comparable to the manual 
MLT algorithm, except in the LT hip region, and it requires much less (approximately 
95% reduction) operator time. 
 
10.3.3  Gamma and conformity index comparison 
Table 10.4 shows the γ index evaluation for the calculation points falling inside the 
PTV, rectum and bladder for the pCT, sCBCTman and sCBCTauto plans. It shows the 
fraction of points resulting in γ < 1, for the standard, single hip and double hip 
prostheses cases.  
 
 
 
Figure 10.7: A slice of the pCT of the bilateral hip prostheses case (a) and the resultant 
images after segmentation of CBCT using the manual MLT (sCBCTman) and the automated 
MLT (sCBCTauto) (b and c respectively), showing the HU value difference in the left hip 
prosthesis. 
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Table 10.4: Summary of the γ index with fixed DTA = 3 mm and DD = 3% for the calculation 
points falling inside the PTV, rectum and bladder, showing the fraction of points resulting in 
γ < 1 using PB, CC and MC algorithms. 
Standard case 
  sCBCTman sCBCTauto 
  PB CC MC PB CC MC 
PTV 100 100 99.44 100 100 99.5 
Rectum 100 99.45 97.31 100 100 97.23 
Bladder 100 100 99.97 100 100 99.98 
Single hip case 
PTV 100 99.11 98.44 100 99.98 98.99 
Rectum 99.72 99.02 98.17 100 100 96.75 
Bladder 100 98.38 98.04 100 99.52 98.46 
Double hip case 
PTV 99.43 99.93 99.69 98.71 99.69 99.45 
Rectum 99.93 99.77 98.71 99.49 99.26 97.88 
Bladder 100 100 99.94 100 100 99.83 
 
For the standard case, almost all calculation points passed the test for the bladder 
region in both sCBCTman and sCBCTauto plans, when using all algorithms. In general, 
going from the sCBCTman to sCBCTauto plans, the number of calculation points which 
passed (γ < 1) increased, except for the rectum region when using the MC algorithm. 
   For the single hip prosthesis case, the lowest number of points that passed, in the  
sCBCTauto plan, was found in the rectum region when using MC algorithm, where 
96.7% showed γ < 1 whilst 98.2% showed γ < 1 in the sCBCTman plan. Apart from 
that, in all other regions and when using all the algorithms, the automated MLT 
algorithm resulted in a larger number of calculation points that passed the test, 
compared to the manual MLT algorithm. 
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For the double hip prostheses case, all the calculation points in the bladder region 
passed the gamma test when using the PB and CC algorithm, whilst using the MC 
algorithm, 99.9% and 99.8% showed γ < 1 for the sCBCTman and sCBCTauto, 
respectively. The lowest number of points that passed was found in the rectum region 
when using MC algorithm, where 98.7% showed γ < 1 in the sCBCTman plan and 
97.9% showed γ < 1 in the sCBCTauto plan. Similarly, the automated MLT algorithm 
resulted in a lower number of calculation points that passed the test than the manual 
MLT algorithm when using all algorithms. For all three cases, the percentage of 
calculation points that showed γ < 1, in both the sCBCTman and sCBCTauto plans, is 
still considered to be clinically acceptable (Son et al., 2015). 
   Table 10.5 shows the CI values of the pCT, sCBCTman and sCBCTauto plans using 
PB, CC and MC algorithms for the (a) standard, (b) single hip and (c) double hip 
prostheses cases. For the standard case, it can be clearly seen that the CI values were 
improved from 0.78, 0.31 and 0.12, in the sCBCTman plans, to 0.89, 0.46 and 0.24, in 
the sCBCTauto plans, when using PB, CC and MC algorithms, respectively. This 
shows that the automated MLT algorithm was more accurate than the manual MLT 
algorithm if the pCT was considered to be the ground truth for dose calculation, and if 
there were no additional inhomogeneities in the patient anatomy.  
   For the single hip and double hip prostheses cases, the CI values dropped compared 
with the pCT plans when going from the sCBCTman plans to sCBCTauto plans, using 
all algorithms. This shows that the manual MLT algorithm was more accurate than the 
automated MLT algorithm when there were additional inhomogeneities in the patient 
anatomy. However, the operator time needed to segment CBCT images using the 
manual MLT algorithms was approximately 90% and 95% more than the operator 
time needed to segment CBCT images using the automated MLT algorithms, for the 
single hip and double hip prostheses cases, respectively. The length of this operator 
time needed for the manual MLT algorithms could make it difficult to implement this 
technique in the clinic. 
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Table 10.5: Conformity index (CI) comparison between pCT, sCBCTman and sCBCTauto plans 
using PB, CC and MC algorithms. 
 Standard Single hip Double hip 
pCT 
PB 0.9 1 0.9 
CC 0.6 0.99 0.56 
MC 0.58 0.97 0.32 
sCBCTman 
PB 0.78 0.99 0.66 
CC 0.31 0.98 0.32 
MC 0.12 0.93 0.27 
sCBCTauto 
PB 0.89 0.98 0.55 
CC 0.46 0.97 0.14 
MC 0.24 0.91 0.17 
 
10.3.4  Dose point comparison 
Figure 10.8 shows the dose difference between the pCT and the sCBCTman/sCBCTauto 
plans at the isocentre using all algorithms for the (a) standard, (b) single hip and (c) 
double hip prostheses cases, respectively. For the standard case, the largest dose 
difference between the sCBCTman plan and sCBCTauto plan, compared with the pCT 
plan, was found when using the CC algorithm, where the difference increased from –
0.5% in the sCBCTman plan to 0.9% in the sCBCTauto plan, when compared with the 
pCT plan (Figure 10.8(a)). Based on the local department condition for re-planning, 
the sCBCTman and sCBCTauto plans passed the criteria, showing differences of less 
than –2% compared with the pCT plan when using all algorithms (see Section 1.3). 
   For the single hip prosthesis case, both the sCBCTman and sCBCTauto plans showed 
almost similar dose differences with the pCT plans (Figure 10.8(b)). The sCBCTauto 
plans did not pass the local department condition for re-planning when using the CC 
and MC algorithms. For the MC algorithm, both the sCBCTman and sCBCTauto plans 
did not pass the criteria. This may represent the true difference between the pCT and 
CBCT scans due to the actual anatomical difference. It may also suggest that the  
sCBCTman and sCBCTauto scans still need some manual corrections to improve the 
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Figure 10.8: Dose comparison between pCT, sCBCTman and sCBCTauto plans at the 
isocentre using PB, CC and MC algorithms for the (a) standard, (b) single hip and (c) double 
hip prostheses cases. 
(a) 
(b) 
(c) 
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accuracy. Even though both the sCBCTman and sCBCTauto plans showed similar dose 
differences, the operator time required for defining the threshold values for the 
different regions in sCBCTman was 3.5 hours, whereas in sCBCTauto, the threshold 
values were defined automatically within 20 minutes of operator time.  
   Figure 10.8(c) shows the dose difference between the pCT and sCBCT plans at the 
isocentre using all algorithms for the double hip prostheses case. In general, both the 
sCBCTman and sCBCTauto plans showed differences of less than –2% compared with  
the pCT plan, when using all algorithms, meaning that both are considered to be 
clinically acceptable. For the MC calculation, the difference increased from –0.4% in 
the  sCBCTman plan to –1.4% in sCBCTauto plan when compared with the pCT plan. 
However, the operator time required for defining the threshold values for different 
regions in sCBCTman was 8 hours, whilst in sCBCTauto, the threshold values were 
defined automatically and takes 20 minutes operator time. Some manual modification 
was still needed to ensure an appropriate assignment of each material in the 
sCBCTauto scan to improve the accuracy, but it requires much less (approximately 
95%) operator time compared with the sCBCTman scan.  
   Recently, Dunlop et al (2015) assessed the CBCT dose calculation accuracy for 
density override approaches for four pelvis cases, where CBCT voxels were assigned 
as water only and then as either water or bone (water only and water-and-bone 
methods). This was then compared with a scatter correction and automated density 
override approach that is available in the RayStation TPS (V3.99, RaySearch 
Laboratories, Stockholm, Sweden) (Dunlop et al., 2015). The results showed that the 
automated approach was superior to the other methods, when applied to smaller 
patients (with anterior-posterior distance < 25 cm). For larger patients, the water only 
method gave the best accuracy. However, in this study, the anterior-posterior 
distances of the standard, single hip and double hip prostheses cases that were used to 
test the accuracy of the automated MLT algorithm were 25.6 cm, 24 cm and 26.5 cm, 
respectively. This shows that the automated MLT algorithm worked sufficiently well 
with different patient sizes and, as mentioned above, even in the worst scenario i.e. 
bilateral hip prostheses.  
   As a result, dividing CBCT images into five concentric rings was accurate enough 
to correct image artefacts and the variation in the pixel value with position in the 
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CBCT images, even in the complex example of a patient with bilateral hip prostheses. 
Therefore, the automated MLT algorithm reduced the operator time, but retained an 
acceptable level of accuracy. This reduction in operator time could turn this research-
based technique into a clinically implemented application and therefore makes it 
superior compared with the manual approach. 
 
10.4 Conclusion  
The segmentation of CBCT images using the two MLT methods in this study can be 
used for dose calculation with an acceptable level of accuracy. Based on previous 
chapters (Chapter 8 and 9), the results showed that the main disadvantage of the 
manual MLT algorithm was the length of the operator time needed to segment CBCT 
images, which could make it difficult to implement it in the clinic. In this chapter, an 
automated MLT algorithm was developed to reduce the operator time associated with 
the manual MLT algorithm. The results showed that the automated MLT algorithm 
showed better dose accuracy than the manual MLT algorithm, compared with the 
pCT, for a standard (no additional inhomogeneities in the patient anatomy) prostate 
cancer patient. For a patient with a single hip prosthesis, the automated MLT 
algorithm, the sCBCTauto plans, were comparable to the manual MLT algorithm, the 
sCBCTman plans, and showed similar dose differences with the pCT plans, but 
required less (approximately 90%) operator time. For a patient with bilateral hip 
prostheses, the manual MLT algorithm showed smaller dose differences with the pCT 
than those of the automated MLT algorithm. Nevertheless, those dose differences are 
still considered to be clinically acceptable. However, some manual modification, to 
ensure an appropriate assignment of each material in the sCBCTauto scan, was still 
needed to improve the accuracy but it requires much less (approximately 95%) 
operator time compared with the sCBCTman scan. This reduction in operator time 
could make it easier to implement in the clinic and makes it superior compared with 
the manual approach. Therefore, it can be used as a quick-decision-making tool for re-
planning. Finally, it is envisaged that the method could be applicable for the 
automation of dose calculation on segmented magnetic resonance (MR) images and 
could be of interest to MR-based ART. Parts of this chapter (double hip case only) 
have been published (Almatani et al., 2016b). The next step is to enable dose 
calculations to be performed with the use of MR images using the MLT algorithm.
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11.1 Introduction  
For all the patient cases presented in previous chapters of this thesis, the prostates 
were outlined using MR imaging which is the gold standard imaging modality for 
prostate delineation and disease staging (Fütterer et al., 2008, Murphy, 2011). 
Compared with conventional CT, MR provides much better soft tissue contrast of the 
prostate, the surrounding normal tissues and OARs. In CT, identifying the prostate 
boundaries is challenging, whilst in MR images the boundaries of the prostate as well 
as the peripheral zone and central gland can be identified (Schmidt and Payne, 2015). 
In addition, MR imaging can provide more clinical information, such as physiological 
and biochemical information, that cannot be provided by CT images, and can thus 
distinguish between healthy and malignant tissues (Mayles et al., 2007). Most 
importantly, MR images are acquired using radiofrequency (non-ionising) radiation, 
whilst CT images are acquired using ionising radiation. Therefore, it is more 
advantageous and beneficial to use MR imaging in cases where additional radiation 
doses need to be avoided or in cases where frequent image acquisitions are required 
during the treatment course to detect any changes in the target and OARs and to show 
any early response to therapy or radiation-induced tissue changes (Schmidt and 
Payne, 2015). These advantages of MR imaging have led to the development of MR 
imaging systems to be extended for the entire radiotherapy process (Lagendijk et al., 
2014a). Recently, a MRI-only simulator has been commercially introduced with 
features similar to a CT simulator, such as a flat table, external lasers and MR-
compatible patient immobilization (Weber et al., 2008, Devic, 2012, Doemer et al., 
2015). Owing to the high soft tissue contrast, the GTVs defined in a MR simulator 
can be significantly smaller than those delineated on a CT (Weber et al., 2008). Such 
a difference in the target delineation could make the MRI-only simulator a routine 
modality as it reduces radiation toxicity and eliminates the MR-to-CT registration 
systematic errors (Korhonen, 2015, Edmund et al., 2015).  
   With the development of more advanced radiotherapy treatment planning, such as 
IMRT and stereotactic body radiotherapy (SBRT), the desire for more accurate 
localization of tumours prior to and during the treatment delivery has increased, 
ensuring that the higher tumour dose is achieved whilst reducing the dose to OARs 
and normal tissues. The integration of the CBCT imaging system in the Linac 
provides 3D volumetric images during the treatment delivery. However, despite its 
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major improvement in IGRT, the image quality of CBCT images makes it hard to 
accurately identify the prostate and, more importantly, the CBCT imaging dose limits 
the frequency with which this technique can be used (see Chapter 2). For these 
reasons, the MR imaging system has been integrated in the Linac system for 
offline/online treatment guidance, such as MRI-Linac (Lagendijk et al., 2014b). The 
MR imaging system has also been integrated in the Cobalt source unit as ViewRay, 
and installed in the treatment room as the MR-on-rails (Mutic and Dempsey, 2014, 
Stanescu et al., 2014). Therefore, using a MR imaging system as an IGRT tool allows 
the acquisition of 3D volumetric images immediately before each fraction, without 
any additional ionizing radiation dose to the patient (radiofrequency radiation). For a 
highly mobile and challenging target, such as a prostate, MR imaging allows more 
accurate localization of the prostate and intraprostatic lesions, as well as real-time 
imaging during beam delivery and thus provides information for ART. Therefore, MR 
imaging can potentially manage interfraction and intrafraction motions. This would 
potentially decrease the CTV-PTV margin and increase the confidence of boosting the 
target dose using fewer treatment fractions (hypofractionation). However, a technical 
problem of integrating a MR imaging system in a Linac is the magnetic interaction 
between the two systems (Lagendijk et al., 2016). This would affect the dose 
distribution inside the patient, leading to a decreased build-up distance, off-axis shift, 
and asymmetric penumbral (Raaymakers et al., 2004, Oborn et al., 2010, Bol et al., 
2012, Rubinstein et al., 2014). In addition, the patient skin dose is increased due to the 
electron return effect (ERE), where the secondary electrons released inside air regions 
within the patient are forced back into the tissue, this is most prominent at tissue-air 
interfaces (Raaijmakers et al., 2005, Murphy, 2011). These effects should be included 
in the TPS dose calculation algorithms to provide accurate dose calculations. The 
commercial dose calculation algorithms presented in this thesis, PB, CC and MC 
EGSnrc, do not include these effects (Bol et al., 2012). The MC algorithm, such as 
GEANT4 or FLUKA, is suitable for accurate dose calculations in the presence of a 
high magnetic field (Raaijmakers et al., 2007). 
   Despite its excellent soft tissue contrast, there are factors that can limit the 
implementation of some MR imaging platforms into the radiotherapy process. These 
factors include cost, system-related and patient-related geometric distortions, and ED 
information for dose calculation (Schmidt and Payne, 2015). In MR images, assigning 
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signal values in their spatial location is based on varying the static magnetic field with 
magnetic field gradients to provide a linear relationship between resonant frequency 
and position (Korhonen, 2015, Schmidt and Payne, 2015). Therefore, any change in 
the static magnetic field uniformity and linearity, as well as the patient-specific spatial 
distribution of magnetic susceptibilities, can cause geometric distortions (Kapanen et 
al., 2013, Korhonen, 2015). However, one of the main factors that limits the use of 
MRI-only treatment planning, and the MRI-only simulator, is that MR images do not 
provide HUs and the intensity, or voxel values are not directly related to EDs 
(Schmidt and Payne, 2015).   
   There are different approaches to convert the voxel values of MR images into HUs 
to produce pseudo-CT images, also known as substitute CT or synthetic CT 
(Johansson et al., 2011, Hsu et al., 2013, Korhonen et al., 2014, Andreasen et al., 
2016, Koivula et al., 2016). One of these approaches uses a CT-based ED atlas with 
non-rigid registration to transfer CT ED to MR images (Dowling et al., 2012, 
Andreasen et al., 2016). For prostate cancer patients using this approach, the dose 
difference between the pseudo-CT and planning CT is within 2%. A limitation of this 
approach is that it can be time consuming for multiple atlas and lead to greater 
uncertainty if the patient is dissimilar to the database used for the atlas (Keereman et 
al., 2010, Andreasen et al., 2016).  
   Another approach for converting voxel values in MR images into HUs is by 
segmenting MR images into a number of materials and subsequently applying bulk 
density assignment (Eilertsen et al., 2008, Lambert et al., 2011, Karotki et al., 2011, 
Johansson et al., 2011, Doemer et al., 2015, Koivula et al., 2016, Andreasen et al., 
2016). In this approach, the whole body can be considered as water-only, or water and 
air materials (Schmidt and Payne, 2015). Lambert et al (2011) showed that the bone 
region should be included for a more accurate dose calculation in the pelvic region. 
This is in agreement with our findings for accurate dose calculation using sCBCT 
images (see Chapter 6 and 7). However, bone regions and boundaries are hard to 
visualize in conventional or standard MR images (T1- or T2-weighted), which is the 
standard sequence for diagnosis, due to the low proton densities in these regions and 
short T2 (transverse relaxation time) (Keereman et al., 2012, Gutierrez et al., 2015). 
Therefore, it is hard to differentiate between air, lung and bone regions. To separate 
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bone voxels, additional MR sequences are used, such as ultra-short echo times (UTE) 
or T1/T2*-weighted, where T1 is the longitudinal relaxation time (Johansson et al., 
2011, Kapanen and Tenhunen, 2013, Korhonen et al., 2014). However, these MR 
sequences may increase SNR at tissue interfaces, and consequently lead to greater 
uncertainty in the conversion to HUs (Rank et al., 2013, Andreasen et al., 2016). In 
addition, these extra MR sequences are time consuming and are not used in clinical 
radiotherapy. The bone regions can be manually or automatically contoured and then 
assigned with different HUs, whilst soft tissues are converted to HUs using dual 
model conversion techniques (Korhonen et al., 2014, Koivula et al., 2016).  However, 
for a standard MR sequence, bone regions can be manually or automatically 
contoured and then assigned with a single HU, and anything outside is considered to 
be water and is assigned a single HU. This approach, excluding the water-only 
method, resulted in a dose accuracy of 1-3%. In this chapter, this method was used to 
convert the voxel values of the MR images, of the standard prostate case used in 
Chapter 7, into HUs using the MLT algorithm. These processed images were then 
used for dose calculations and compared with the original pCT  plan.  
 
 
11.2 Methodology 
11.2.1 Modification of MR image 
The acquisition of the MR images of the standard prostate patient was performed with  
the T2-weighted sequence using the Toshiba scanner (3 Tesla, Model 200 SP5), with 
a flat table as in the CT simulator. This acquisition sequence is the standard sequence 
used in the local department for prostate localization and delineation. The matrix size 
of the reconstructed MR images was 512 × 512 and the voxel sizes were 0.74 × 0.74 × 
5 mm3 whilst the CT voxel sizes were 1.19 × 1.19 × 3 mm3. As mentioned before, 
acquiring MR images with the conventional or standard sequence produces images 
with no contrast between bone and air (Figure 11.1b). In addition, the femoral heads 
are mostly composed of bone marrow tissue, which has a wide intensity range due to 
the proportions of adipose and water (Korhonen et al., 2014). Therefore, it is 
challenging to accurately contour bone regions. However, MATLAB scripts were 
developed so that contours could be drawn on the MR images. There were 5 contours 
drawn on the MR image to enable accurate bone representation, and to isolate bone 
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tissue from the surrounding adipose and water tissues, as shown in Figure 11.1b. This 
was done for each MR slice (total of 24 slices), and the operator time was about 2 
hours. In each ROI, the MLT algorithm was applied to convert voxel values into CT 
numbers that are comparable with the pCT to generate segmented MR (sMR) images 
(Figure 11.1c). Furthermore, an additional contour was drawn as a body contour 
around the patient. To reduce manual delineation or contouring time, regional 
coordinates were written in the MLT algorithm that were expected to encompass the 
whole rectum, through all the slices. Any voxel inside this region with a range voxel 
value between 0 and 110 was considered as air with –976 HU otherwise they were 
considered as water with 0 HU. Any voxel inside the body contour and outside both 
the bone contours and the rectum region was considered as water. Any voxel inside 
the bone contours with a range value between 0 and 1150 was considered as bone 
with 528 HU otherwise they were considered as water. Moreover, as shown in Figure 
11.1, there is a missing volume laterally in the MR images, so the external contour of 
the MR images was copied onto the pCT and any voxel outside this contour was 
considered as air, thus matching the FOV between the two scans. Finally, to enable 
(a) (b) 
(c) 
Figure 11.1: A prostate patient scan using (a) pCT, (b) MR and the resultant image after 
segmenting MR, (c) sMR. 
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dose calculation to be performed within sMR images using OMP, the DICOM tags 
were modified to match pCT DICOM tags, otherwise OMP calculates the dose with 
overriding the density. 
 
11.2.2 Treatment planning evaluation and comparison  
The fusion of the sMR and pCT images was accomplished with manual rigid 
registration. The pCT images were resampled to the sMR images to enable direct 
comparison of dose calculations. The resultant pCT data set contained 24 slices with a 
voxel size of 0.74 × 0.74 × 5 mm3. The structure sets were then transferred to the sMR 
images without any modification except the external contour. The plans were then 
copied to sMR using the same geometry and MU values and the doses were 
recalculated using PB, CC and MC algorithms (see Chapter 7). The DVHs were 
generated for PTV, rectum, bladder and left and right femoral heads structures, and 
compared between pCT and sMR plans using CERR. The gamma index analysis was 
performed using the pCT plan as a reference, in the PTV, rectum, bladder and left and 
right femoral heads structures. The same criteria used in the previous chapters were 
used. Finally, dose at the isocentre (at the geometric centre of the prostate PTV) was 
compared between the pCT and sMR plans. 
 
  
11.3 Results and discussion 
11.3.1 DVH comparison    
Figure 11.2 shows the DVH of the prostate IMRT plan with a prescription dose of 60 
Gy in 20 fractions. It shows the dose of the pCT and sMR plans to the PTV, rectum, 
bladder, right and left femoral head using the PB (a), CC (b) and MC (c) algorithms. 
   It can be seen that the sMR plan is in a good agreement with the pCT plan. In 
general, the sMR plan slightly underestimated the dose to all the structures when 
using all algorithms. There are some differences and outlines but the general trend 
holds. The largest differences were found in the rectum minimum dose where it was 
underestimated by 95.65% when using PB and CC algorithms, as shown in Table 
11.1. This is because the rectum minimum dose was low at 2.3 Gy, 2.3 Gy and 1.9 Gy 
when using PB, CC and MC algorithms, respectively, in the pCT plan whilst in the 
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sMR plan, the rectum minimum dose was 0.1 Gy, 0.1 Gy and 1.7 Gy when using PB, 
CC and MC algorithms, respectively. Thus a small change in this value leads to a 
large relative difference. For the PTV, the largest difference was found in the PTV 
minimum dose where it was overestimated by 70.3% (21.6 Gy) in the sMR plan when 
using MC algorithm (Table 11.1). This may be due to the fact that the air/gas pocket 
volume in the rectum in the sMR was less than in the pCT. Consequently the anterior 
rectal wall was partially inside the PTV and the MC algorithm was sensitive to such a 
heterogeneous region, thus, giving lower doses in that region of the pCT (see section 
7.3.1). This rectal volume difference between sMR and pCT scans may be due to a 
real difference in the rectum volume between the two scans. Another reason for the 
rectal volume difference may be due to the threshold method, where the partial 
volume in the rectum was considered either air or water based on the threshold values. 
For the left and right femoral heads, the largest difference was found for the left 
femoral head minimum dose where it was underestimated by –5.4% and 
overestimated by 5.4% when using CC and MC algorithms, respectively. For the PB 
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Figure 11.2: DVHs comparison between pCT and sMR plans for PTV, rectum and bladder 
using (a) PB, (b) CC and (c) MC algorithm (prescription dose 60 Gy). 
 
(c) 
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algorithm, the left femoral head minimum dose was the same in both plans. However, 
these findings show that the MLT algorithm used in this study to segment MR images 
resulted in a dose calculation that is comparable to the pCT. 
 
Table 11.1: Dose and coverage differences between pCT and sMR plans, in %, for the PTV, 
rectum, bladder, left and right femoral head. 
 
sMR 
PB CC MC 
PTV 
Dmax –3.05 –2.18 –4.82 
Dmean –0.91 –0.69 –0.27 
Dmin –3.70 4.50 71.28 
Rectum 
Dmax –4.00 –0.96 –7.54 
Dmean –3.07 0.29 8.44 
Dmin –95.65 –95.65 –10.52 
Bladder 
Dmax –1.85 –1.56 –3.08 
Dmean –1.40 –1.62 –1.91 
Dmin 0 0 0 
Left femoral head 
Dmax –0.52 –1.06 –3.05 
Dmean –1.31 –0.87 0.86 
Dmin 0 5.40 –5.40 
Right femoral head 
Dmax –2.03 –1.56 –3.47 
Dmean –0.84 –0.61 1.22 
Dmin 0 0 0 
 
11.3.2 Gamma index comparison    
Table 11.2 shows the γ index evaluation for the calculation points falling inside the 
PTV, rectum, bladder and right and left femoral heads for the sMR plan using PB, CC 
and MC algorithms. The results are shown as the percentage of calculation points 
resulting in γ ≤ 1. As mentioned in section 11.3.1, there was a difference in the rectal 
volume between the pCT and sMR. This difference resulted in 84%, 82% and 81% of 
the calculation points passed the test, for the rectum region, when using PB, CC and 
MC algorithms, respectively. For the left and right femoral head regions, almost all 
calculation points passed the 3%/3mm criteria when using PB, CC and MC 
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algorithms. This shows that the MLT algorithm correctly replaced the voxel values 
with bone CT/HU values, with an acceptable level of accuracy.   
 
Table 11.2: Summary of the γ index with fixed DTA = 3 mm and DD = 3% for the calculation 
points falling inside the PTV, rectum, bladder, right and left femoral head showing the 
percentage of points resulting with γ ≤ 1. 
 sMR 
  PB               CC MC 
PTV 94.90 97.83 99.66 
Rectum 84.05 81.92 81.44 
Bladder 100 100 100 
Left femoral head 100 100 99.87 
Right femoral head 100 100 99.94 
 
11.3.3 Dose point comparison    
Table 11.3 shows the dose, in Gy, of the pCT and sMR plans at the isocentre (the 
geometric centre of the prostate PTV) using PB, CC and MC algorithms. The 
segmentation of MR images using the MLT algorithm used in this study resulted in a 
dose difference of –0.3%, 0.8% and –1.3% when using PB, CC and MC algorithms, 
respectively. Based on the local department condition for re-planning (see Section 
8.2.5.3), sMR plan passed the criteria, showing differences of less than –2% 
compared with the pCT plan when using all algorithms. 
 
Table 11.3:Dose comparison between pCT and sMR plans at the isocentre using PB, CC and 
MC algorithms. 
Scan 
pCT sMR 
PB CC MC PB CC MC 
Dose at 
 isocentre (Gy) 61.9 60.6 61.3 61.7 61.1 60.5 
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11.4 Conclusion  
The segmentation and conversion of MR images into HUs/EDs data using the MLT 
algorithm used in this study can be used for dose calculation. In this chapter, the 
segmentation of MR images of a prostate cancer patient was investigated as a 
feasibility study. The MR images were segmented into three material bins, mainly air, 
water and bone. The bone regions were contoured to isolate bone tissue from the 
surrounding tissues. Similar dose distribution to the original treatment plan were 
found when dose calculations were performed on the MLT corrected CBCT images. 
Gamma evaluation showed that more than more than 94.9% of the calculation points 
passed the test, except for the rectum region which may be due to the actual 
anatomical difference between the pCT and MR scans. The sMR provides accurate 
dose calculations with differences of less than 2%. Therefore, this method can be 
applicable for the dose calculation on MR images and can be of interest to MRI-only 
based radiotherapy treatment planning and MR-based ART. For MRI-Linac, this 
method can be performed on MR images taken during the radiotherapy to evaluate the 
necessity of re-planning. Parts of this chapter have been published (Almatani et al., 
2017). 
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Chapter 12 Conclusion and future work  
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12.1 Summary and conclusion  
In this thesis, it has been shown that CBCT imaging plays an important rule in the 
radiotherapy process. The development of CBCT volumetric imaging in the treatment 
room makes it a widely-used IGRT tool and a routine procedure for patient 
verification and tumour positioning. Compared with other IGRT techniques, the 
CBCT system provides 3D image sets with good soft tissue contrast. For prostate 
cancer patients, the use of CBCT as an IGRT tool to localize the target, ensure dose 
coverage and evaluate OAR geometry throughout the treatment course has improved 
the accuracy of the radiotherapy treatment especially for highly conformal treatment 
techniques. In addition, CBCT can be used as an ART tool to refine and adapt the 
treatment plan. Ideally, CBCT can be used for dose calculation and to provide 
information about the treatment dose to the tumour and OARs on a daily or weekly 
basis for ART purposes.  
   CBCT images in the XVI system, however, provide pixel values, gray-scale 
intensity values or CBCT numbers that do not demonstrate true HUs as CBCT images 
contain more scatter than conventional CT. Consequently, CBCT images cannot be 
used directly for dose calculation. If there are significant anatomical changes observed 
on the CBCT images, acquiring another CT is necessary for an accurate assessment of 
dose differences. This procedure is time consuming across, all staff groups involved 
in the radiotherapy pathway, and has an element of risk associated with it. Thus it 
would be efficient to use CBCT images that were already taken during radiotherapy 
for evaluating the necessity of re-planning.  
   The main aim of this thesis was to enable fast and accurate dose calculation to be 
performed on CBCT images. In order to correct CBCT data, the MLT was used to 
categorise pixel values in the CBCT images into segments of homogeneous HU. The 
MLT method was performed on CBCT images of a phantom, standard prostate 
patient, prostate cancer patients with a single and double metallic prosthetic hip 
replacements. This enabled the development of a robust method to account for the full 
range of patient sizes as well as the difficulties presented by the metal artefacts in 
both pCT and CBCT images. In addition, MC modeling was used in order to separate 
uncertainties in the dose calculation inherent in the treatment planning system, 
including those due to the influence of the titanium implant, from uncertainties 
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introduced by the threshold method. 
   In Chapter 5, the Elekta Synergy 6MV linear accelerator was modelled using 
EGSnrc code (BEAMnrc/DOSXYZnrc). The fine-tuned parameters for the 6 MV 
photon beam was found to be a 6.05 MeV mean electron energy with a 0.14 cm 
circular spot size. The validation process of the MC Linac model involved the 
comparison of PDD, dose profile, QI and OF, for open and wedged beams, with the 
measurement. The MC model was in agreement with the measurements for fields 
ranging from 5 × 5 to 20 × 20 cm2. The validated MC Linac model was used to 
generate clinical MC-based treatment plans for the following studies. 
   In Chapter 6, the phantom case, it was demonstrated that if the CBCT images are 
used directly for dose calculation, even for a very simple phantom, it results in a dose 
difference of more than 10% when compared with pCT images. In addition, it resulted 
in more than 70% of the calculation points failing the γ test. The segmentation of 
CBCT into two materials (water and bone) and converting the CBCT numbers to CT 
numbers, that are comparable to the pCT, using the MLT algorithm results in a dose 
difference of 2%.  
   In Chapter 7, the standard prostate patient case, it was demonstrated that the 
segmentation of CBCT images into three materials (air, water and bone) using the 
MLT algorithm, provides accurate dose calculations with differences of less than 2%. 
The CBCT image artefacts, such as streak, cupping, ring and radar artefacts, were 
corrected and accurately replaced with the correct CT numbers. 
   In Chapter 8, the prostate patient with a single hip prosthesis case, the amount of 
scatter and image artefacts was increased due to the presence of the metal. As a result, 
it was necessary to extend the MLT algorithm to categorise pixel values into segments 
on a region-by-region basis, with the region size changing depending on the 
anatomical features. In general, the greater the variation in the scatter the greater the 
number of regions that need to be considered and the size of the region decreases as it 
gets closer to inhomogeneities, e.g. metal prosthetic implant. In addition, a larger 
number of materials (up to 8) than typically used in previous works was explored. The 
result demonstrated that the dose difference between pCT and sCBCT plans decreased 
as the number of materials or bins increased as well as the operator time. The optimal 
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balance of dose accuracy (–1.9%) and operator time (3.5 hours) was found when five 
values of HU (air, adipose, water, bone and metal implant HU values) were used.  
   In Chapter 9, the prostate with double hip prostheses case, the CBCT images were 
segmented into five values of HU in three different sets, where the only difference 
was regarding the bone volume considered in the segmentation process. The operator 
time for segmenting the 1st sCBCT, 2nd sCBCT and 3rd sCBCT was 8, 12 and 14 
hours, respectively. The result showed that the 1st sCBCT scan, even though it showed 
the largest difference in the bone volumes compared with the pCT scan, gave the best 
balance between the dose accuracy (–0.8%) and operator time (8 hours). 
   The length of operator time needed to segment CBCT images, for single and double 
hip prostheses cases, could make it difficult to implement this as a technique in the 
clinic. In Chapter 10, an automated MLT algorithm was developed to reduce the 
operator time associated with the manual MLT algorithm. The automated MLT 
algorithm was used to segment CBCT images of the previous patient cases. The 
results showed that automated MLT algorithm were comparable to the manual MLT 
algorithm and showed similar dose differences to the pCT plans, but required less 
(approximately 90% and 95% for single and double hip prostheses case, respectively) 
operator time. This reduction in operator time would make it easier to implement in 
the clinic and makes it superior compared with the manual approach as the main 
reason for proposing this method is to use it as a quick-decision-making tool for re-
planning. 
   Finally, in Chapter 11, the MR images of the standard prostate cancer patient, used 
previously, was used for dose calculation. The MR images were segmented into three 
material bins (air, water and bone) using the MLT algorithm. The bone regions were 
contoured to isolate bone tissue from the surrounding tissues and the operator time 
was approximately 2 hours. In these regions, specific threshold values were applied to 
convert the voxel values into HU of either bone or water. Any voxel outside these 
bone regions were considered either water or air. The results showed that the 
segmentation of MR images using the method used in this study provides accurate 
dose calculations with differences of less than 2%. This method can be of interest to 
MRI-only based radiotherapy treatment planning and MR-based ART. 
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12.2 Future work 
The results of this thesis allow implementing ART techniques and underline the need 
for further investigations, as following : 
1. Implementing the automated MLT algorithm for hypofractionated high dose 
IMRT for prostate, where 500 or 600 cGy per fraction, the PACE trial (Cancer 
Research UK PACE trial, 2016). In this case, 200 cGy could be delivered to 
the patient and then acquiring and segmenting CBCT images then rapidly re-
planning and optimizing that treatment plan. This can be done two or three 
times with one treatment slot.  
2. Finding the optimum number of bins that are needed when segmenting CBCT 
images for different sites such as lung or head and neck cases, even in the 
complex example of a patient with dental fillings and implants. 
3. Investigating the dose calculation accuracy based on segmented MR images 
using MLT algorithm for prostate patients with hip prostheses and for 
different sites. 
4. Developing an automated algorithm for contouring bone regions in MR 
images, as well as an automated MLT algorithm, to reduce the operator time. 
 
12.3 Thesis conclusion  
This thesis reached its objectives in that it: 
1. Enabled dose calculations to be performed with the use of CBCT images using 
MLT algorithm. 
2. Developed a robust method to account for the full range of patient size as well 
as the difficulties presented by the metal artefacts in both pCT and CBCT 
images. 
3. Found the optimum number of bins that are needed when segmenting CBCT 
images to give the best balance between dose accuracy and operator time 
(Almatani et al., 2016a). 
4. Identified the effects of these bins on the dose calculation algorithms when 
using simple and complicated plan geometries. 
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5. Developed an automated MLT algorithm and enhanced the performance of 
this method so it can be completed in a timeframe which can make it clinically 
useful. Then it was used as a fast decision-making tool regarding on-treatment 
patient shape changes and whether a new CT is required (Almatani et al., 
2016b).  
6. Enabled dose calculations to be performed with the use of MR images using 
the MLT algorithm. 
   The endpoint of this thesis was achieved which was to have an accurate and 
efficient way to modify CBCT data where it can be quickly used for dose calculation 
that is as accurate as using the TPS to calculate a dose distribution on a CT planning 
scan, then using it as a quick-decision-making tool for re-planning, as shown in 
Figure 1.6. 
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Appendices  
Appendix A BEAMnrc input example  
Beam_6MV_Elekta                                                                       #!GUI1.0 
AIR700ICRU 
0, 0, 0, 0, 1, 3, 1,  IWATCH ETC. 
1000, 851, 266, 50000.0, 2, 1000, 2, 0,  NCASE ETC. 
15, 100, 0, 0, 0, ,  DIRECTIONAL BREM OPTIONS 
-1, 19, -0.14, 0.0, 0.0, 1, 0, -0.0, 0.0, 0.0,  IQIN, ISOURCE + OPTIONS 
0, MONOENERGETIC 
6.05 
0, 0, 0.7, 0.01, 0, 0, 0,  0 , ECUT,PCUT,IREJCT,ESAVE 
0, 1, 1, 7, 7,  PHOTON FORCING 
1, 11,  SCORING INPUT 
5, 1 
5.0, 10.0, 15.0, 20.0, 25.0,  
0,  DOSE COMPONENTS 
0.0, Z TO FRONT FACE 
*********** start of CM SLABS with identifier target  *********** 
10.0, RMAX 
WRe and copper block target  
2, NSLABS 
0, ZMIN 
0.1, 0.7, 0.01, 0, 1, 1.0 
WRE_18P0_700 
1, 0.7, 0.01, 0, 1, 1.0 
CU700ICRU 
*********** start of CM CONS3R with identifier primcoll  *********** 
10.0, RMAX 
Primary Collimator 
1.5, ZMIN 
10.1, ZTHICK 
2, NUM_NODE 
1.5, 0.645,  
11.6, 2.9,  
0.7, 0.01, 0, 0, 0,  
AIR700ICRU 
0.7, 0.01, 0, 2, 0,  
tangsten_Alloy 
*********** start of CM FLATFILT with identifier flattenf  *********** 
10.0, RMAX 
Flattening Filter  
13.39, ZMIN 
6, NUMBER OF LAYERS 
1, 0.34, # CONES, ZTHICK OF LAYER 1 
0,  
0.545,  
1, 0.27, # CONES, ZTHICK OF LAYER 2 
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0.545,  
0.9,  
1, 0.49, # CONES, ZTHICK OF LAYER 3 
0.9,  
1.45,  
1, 0.55, # CONES, ZTHICK OF LAYER 4 
1.45,  
2.25,  
3, 0.56, # CONES, ZTHICK OF LAYER 5 
2.25, 3.85, 4.65,  
3.25, 3.85, 4.65,  
1, 0.2, # CONES, ZTHICK OF LAYER 6 
4.65,  
4.65,  
0.7, 0.01, 0, 3,  
MILDSTEEL700 
0.7, 0.01, 0, 0,  
AIR700ICRU 
0.7, 0.01, 0, 0,  
MILDSTEEL700 
0.7, 0.01, 0, 0,  
AIR700ICRU 
0.7, 0.01, 0, 0,  
MILDSTEEL700 
0.7, 0.01, 0, 0,  
AIR700ICRU 
0.7, 0.01, 0, 0,  
MILDSTEEL700 
0.7, 0.01, 0, 0,  
AIR700ICRU 
0.7, 0.01, 0, 0,  
MILDSTEEL700 
0.7, 0.01, 0, 0,  
AIR700ICRU 
0.7, 0.01, 0, 0,  
MILDSTEEL700 
0.7, 0.01, 0, 0,  
AIR700ICRU 
0.7, 0.01, 0, 0,  
MILDSTEEL700 
0.7, 0.01, 0, 0,  
AIR700ICRU 
*********** start of CM CHAMBER with identifier chamber  *********** 
7.4, RMAX 
ion chamber  
16.44, ZMIN 
2, 15, 2, N_TOP, N_CHM, N_BOT 
0.0012, 7.4, 0, ZTHICK, RCYS, FLAG FOR LAYER 1 IN TOP 
0.7, 0.01, 0, 0,  
MYLAR700ICRU 
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0.511, 0.01, 0, 0,  
AL700ICRU 
0.1, 4.5, 0, ZTHICK, RCYS, FLAG FOR LAYER 2 IN TOP 
0.7, 0.01, 0, 0,  
AIR700ICRU 
0.7, 0.01, 0, 0,  
AL700ICRU 
4.5, 5.04, 6.625, RADII FOR CENTRAL PART 
0.0012, 0, ZTHICK, FLAG FOR LAYER 1 IN CENTRAL PART 
0.7, 0.01, 0, 0,  
MYLAR700ICRU 
0.1, 0, ZTHICK, FLAG FOR LAYER 2 IN CENTRAL PART 
0.7, 0.01, 0, 0,  
AIR700ICRU 
0.0012, 0, ZTHICK, FLAG FOR LAYER 3 IN CENTRAL PART 
0.7, 0.01, 0, 0,  
MYLAR700ICRU 
0.22, 0, ZTHICK, FLAG FOR LAYER 4 IN CENTRAL PART 
0.7, 0.01, 0, 0,  
AIR700ICRU 
0.0012, 0, ZTHICK, FLAG FOR LAYER 5 IN CENTRAL PART 
0.7, 0.01, 0, 0,  
MYLAR700ICRU 
0.1, 0, ZTHICK, FLAG FOR LAYER 6 IN CENTRAL PART 
0.7, 0.01, 0, 0,  
AIR700ICRU 
0.0012, 0, ZTHICK, FLAG FOR LAYER 7 IN CENTRAL PART 
0.7, 0.01, 0, 0,  
MYLAR700ICRU 
0.1, 0, ZTHICK, FLAG FOR LAYER 8 IN CENTRAL PART 
0.7, 0.01, 0, 0,  
AIR700ICRU 
0.0012, 0, ZTHICK, FLAG FOR LAYER 9 IN CENTRAL PART 
0.7, 0.01, 0, 0,  
MYLAR700ICRU 
0.1, 0, ZTHICK, FLAG FOR LAYER 10 IN CENTRAL PART 
0.7, 0.01, 0, 0,  
AIR700ICRU 
0.0012, 0, ZTHICK, FLAG FOR LAYER 11 IN CENTRAL PART 
0.511, 0.01, 0, 0,  
MYLAR700ICRU 
0.1, 0, ZTHICK, FLAG FOR LAYER 12 IN CENTRAL PART 
0.7, 0.01, 0, 0,  
AIR700ICRU 
0.0012, 0, ZTHICK, FLAG FOR LAYER 13 IN CENTRAL PART 
0.7, 0.01, 0, 0,  
MYLAR700ICRU 
0.1, 0, ZTHICK, FLAG FOR LAYER 14 IN CENTRAL PART 
0.7, 0.01, 0, 0,  
AIR700ICRU 
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0.0012, 0, ZTHICK, FLAG FOR LAYER 15 IN CENTRAL PART 
0.7, 0.01, 0, 0,  
MYLAR700ICRU 
0.7, 0.01, 0, 0,   chamber wall 
AL700ICRU 
0.7, 0.01, 0, 0,   gap 
AL700ICRU 
0.7, 0.01, 0, 0,   container 
AL700ICRU 
0.3004, 6.625, 0, ZTHICK, RCYS, FLAG FOR LAYER 1 IN BOTTOM PART 
0.7, 0.01, 0, 0,  
AIR700ICRU 
0.7, 0.01, 0, 0,  
AL700ICRU 
0.07, 4.5, 0, ZTHICK, RCYS, FLAG FOR LAYER 2 IN BOTTOM PART 
0.7, 0.01, 0, 0,  
AIR700ICRU 
0.7, 0.01, 0, 0,  
AL700ICRU 
0, MRNGE 
*********** start of CM SLABS with identifier backs  *********** 
5.45, RMAX 
backscatter plate 
1, NSLABS 
18.2, ZMIN 
0.3, 0.7, 0.01, 0, 0, 0 
AL700ICRU 
*********** start of CM JAWS with identifier Wedge  *********** 
5.4, RMAX 
Wedge 
1, # PAIRED BARS OR JAWS 
X 
18.6, 24.4, 5.4, 5.4, 3, -4.086,  
0.7, 0.01, 0, 0,  
0.7, 0.01, 0, 0,  
AIR700ICRU 
*********** start of CM MLCE with identifier ymlc  *********** 
20, RMAX 
x-MLCs for Elekta  
0, ORIENT 
40, NUM_LEAF 
29.8, 37.3, ZMIN, ZMAX 
33.9, 33.7, ZSTEPL, ZSTEPR 
0.06, TGW 
0.164, 0.201, X3, X4 
1, 100, SPACE, SSD 
0, LBROT 
0, ENDTYPE 
15, 33.55, LEAFRADIUS, CIL 
-15.1567, 15.0446, 1 
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-15.1567, 15.0446, 1 
-15.1567, 15.0446, 1 
-15.1567, 15.0446, 1 
-15.1567, 15.0446, 1 
-15.1567, 15.0446, 1 
-15.1567, 15.0446, 1 
-15.1567, 15.0446, 1 
-15.1567, 15.0446, 1 
-15.1567, 15.0446, 1 
-15.1567, 15.0446, 1 
-15.1567, 15.0446, 1 
-15.1567, 15.0446, 1 
-15.1567, 15.0446, 1 
-15.1567, 15.0446, 1 
-16.1538, 16.0343, 1 
-16.3554, 16.341, 1 
-16.4624, 16.4487, 1 
-16.4651, 16.4534, 1 
-16.4651, 16.4537, 1 
-16.3645, 16.2521, 1 
-16.1632, 16.2521, 1 
-16.0625, 16.0511, 1 
-15.8612, 15.9501, 1 
-15.056, 15.1453, 1 
-15.056, 15.1453, 1 
-15.056, 15.1453, 1 
-15.056, 15.1453, 1 
-15.056, 15.1453, 1 
-15.056, 15.1453, 1 
-15.056, 15.1453, 1 
-15.056, 15.1453, 1 
-15.056, 15.1453, 1 
-15.056, 15.1453, 1 
-15.056, 15.1453, 1 
-15.056, 15.1453, 1 
-15.056, 15.1453, 1 
-15.056, 15.1453, 1 
-15.056, 15.1453, 1 
-15.056, 15.1453, 1 
0.7, 0.01, 0, 0,  
AIR700ICRU 
0.7, 0.01, 0, 0,  
tangsten_Alloy 
*********** start of CM MLCQ with identifier ybj  *********** 
28.0, RMAX 
Backup jaw 
0, IDMLFC 
39.6, ZMIN 
3.0, ZTHICK 
4, 20, # LEAVES, TOTAL WIDTH 
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0, ZFOCUS(1) 
6, 41.1, R0LEAF, Z0LEAF 
-7.7948, 7.7809, 4 
0.7, 0.01, 0, 0,  
AIR700ICRU 
0.0, 0.01, 0, 11,  
tangsten_Alloy 
*********** start of CM JAWS with identifier secjaws  *********** 
28.0, RMAX 
Secondary jaws 
1, # PAIRED BARS OR JAWS 
X 
43.1, 50.9, 1.724, 2.036, -2.155, -2.545,  
0.0, 0.0, 0, 0,  
0.7, 0.01, 0, 0,  
tangsten_Alloy 
*********** start of CM SLABS with identifier airslab  *********** 
30.0, RMAX 
PMMA light field reticle-air 
1, NSLABS 
51.9, ZMIN 
0.103, 0.7, 0.01, 0, 12, 0.5 
MYLAR700ICRU 
*********** start of CM APPLICAT with identifier applicat  *********** 
28, RMAX 
10 x 10 Electron Applicator 
82, ZBACK 
1, 0, #SCRAPERS, SQUARE 
61, 0.6, 7, 2, 0, 0 
0.7, 0.01, 0, 0,  
AIR700ICRU 
*********************end of all CMs***************************** 
 ######################### 
 :Start MC Transport Parameter: 
  
 Global ECUT= 0.7 
 Global PCUT= 0.01 
 Global SMAX= 1e10 
 ESTEPE= 0.25 
 XIMAX= 0.5 
 Boundary crossing algorithm= EXACT 
 Skin depth for BCA= 0 
 Electron-step algorithm= PRESTA-II 
 Spin effects= On 
 Brems angular sampling= Simple 
 Brems cross sections= BH 
 Bound Compton scattering= Off 
 Compton cross sections= default 
 Pair angular sampling= Simple 
 Pair cross sections= BH 
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 Photoelectron angular sampling= Off 
 Rayleigh scattering= Off 
 Atomic relaxations= Off 
 Electron impact ionization= Off 
 Photon cross sections= si 
 Photon cross-sections output= Off 
  
 :Stop MC Transport Parameter: 
 ######################### 
 :Start DBS rejection plane: 
  
 Use a rejection plane= On 
 Z(cm) from zero reference plane= 85 
  
 :Stop DBS rejection plane: 
 ######################### 
 :Start BCSE: 
  
 Use BCSE= Off 
 Media to enhance=   
 Enhancement constant= 1000 
 Enhancement power= 2 
 Russian Roulette= on 
  
 :Stop BCSE: 
 ######################### 
 
Appendix B DOSXYZnrc input example  
Dose_6MV_Elekta                                                                  #!GUI1.0 
0 
/scratch/turki.almatani/egsnrc/dosxyznrc/CTh.egsphant 
0.7, 0.01, 0 
0, 0, 0,  
2, 9, 0.1, 0.54, -0.7, 270, 270, 18, 180, 0, 20 
2, 0, 0, 0, 0, 0, 0, 0 
BEAM_LinD_6MV,Bhip1_1,700icru_tangsten 
1000, 0, 1000, 381, 1236, 100.0, 0, 0, 1, 0, , 0, 0, 0, 100, 0 
 ######################### 
 :Start MC Transport Parameter: 
  
 Global ECUT= 0.7 
 Global PCUT= 0.01 
 Global SMAX= 1e10 
 ESTEPE= 0.25 
 XIMAX= 0.5 
 Boundary crossing algorithm= EXACT 
 Skin depth for BCA= 0 
 Electron-step algorithm= PRESTA-II 
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 Spin effects= On 
 Brems angular sampling= Simple 
 Brems cross sections= BH 
 Bound Compton scattering= On 
 Compton cross sections= default 
 Pair angular sampling= Simple 
 Pair cross sections= BH 
 Photoelectron angular sampling= On 
 Rayleigh scattering= On 
 Atomic relaxations= On 
 Electron impact ionization= On 
 Photon cross sections= si 
 Photon cross-sections output= Off 
  
 :Stop MC Transport Parameter: 
 ######################### 
 
Appendix C MLT automated algorithm example  
function Bi_case_ring; 
 clc;clearclose all; 
  
image_list=dir('*.dcm'); 
X= input ('Enter Xcoordinate(YinImageJ) = ') % 225 
Y= input ('Enter Ycoordinate(XinImageJ) = ') % 211 
coach= input ('Coach level (YinImageJ) = ') % 342 
  
image_list=dir('T*.dcm'); 
[slice_no,xx_slice_no]=size(image_list); 
 
for i=1:slice_no   
       img=dicomread(image_list(i).name); 
       imgHdr= dicominfo(image_list(i).name); 
img(1:410,1:410)= 1024*uint16(img(1:410,1:410)>=5000 &    
img(1:410,1:410)<=9000)+uint16(img(1:410,1:410)<5000 | 
img(1:410,1:410)>9000).*img(1:410,1:410); 
  
x=1:410; 
xxx=x'*ones(1,410); 
y=1:410; 
yyy=(y'*ones(1,410))'; 
for i=1:56 
zzz(:,:,i)=ones(410,410,1)*i; 
end  
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%*************% Ring 1 MLT%*************% 
%Finding threshold values for each material in this ring 
xRi1=size(img(((((xxx-X).^2+(yyy-Y).^2)>0^2)&(((xxx-X).^2+(yyy-
Y).^2)<70^2)))); 
xsizecbRi1=xRi1(1)*xRi1(2); 
img_recb=reshape(img(((((xxx-X).^2+(yyy-Y).^2)>0^2)&(((xxx-X).^2+(yyy-
Y).^2)<70^2))),xsizecbRi1,1); 
[hcbRi1,xcbRi1]=hist(double(img_recb),100); 
        [pixelsRi1,pvalue25Ri1]=max(hcbRi1(10:100)); 
        HU_maxRi1=xcbRi1(pvalue25Ri1+9); 
       lo_MLT_hip=ceil(HU_maxRi1/0.3); 
        lo_MLT_bone=ceil(HU_maxRi1/0.785); 
        lo_MLT_h2o=ceil(HU_maxRi1/1.01); 
        lo_MLT_adipose=ceil(HU_maxRi1/1.5); 
                
%*************% Ring 2 MLT%*************% 
%Finding threshold values for each material in this ring 
xRi2=size(img(((((xxx-X).^2+(yyy-Y).^2)>70^2)&(((xxx-X).^2+(yyy-
Y).^2)<100^2)))); 
     xsizecbRi2=xRi2(1)*xRi2(2); 
img_recbRi2=reshape(img(((((xxx-X).^2+(yyy-Y).^2)>70^2)&(((xxx-X).^2+(yyy-
Y).^2)<100^2))),xsizecbRi2,1); 
[hcbRi2,xcbRi2]=hist(double(img_recbRi2),100); 
[pixelsRi2,pvalue25Ri2]=max(hcbRi2(10:100)); 
         HU_maxRi2=xcbRi2(pvalue25Ri2+9); 
        lo_MLT_hipRi2=ceil(HU_maxRi2/0.54); 
            lo_MLT_boneRi2=ceil(HU_maxRi2/0.8); 
            lo_MLT_h2oRi2=ceil(HU_maxRi2/1.0); 
            lo_MLT_adiposeRi2=floor(HU_maxRi2/HU_maxRi2^2); 
                 
%*************% Ring 3 MLT%*************% 
%Finding threshold values for each material in this ring 
xRi3=size(img(((((xxx-X).^2+(yyy-Y).^2)>100^2)&(((xxx-X).^2+(yyy-
Y).^2)<140^2)))); 
     xsizecbRi3=xRi3(1)*xRi3(2); 
img_recbRi3=reshape(img(((((xxx-X).^2+(yyy-Y).^2)>100^2)&(((xxx-X).^2+(yyy-
Y).^2)<140^2))),xsizecbRi3,1); 
       [hcbRi3,xcbRi3]=hist(double(img_recbRi3),100); 
            [pixelsRi3,pvalue25Ri3]=max(hcbRi3(10:100)); 
            HU_maxRi3=xcbRi3(pvalue25Ri3+9); 
            lo_MLT_hipRi3=ceil(HU_maxRi3/0.54); 
            lo_MLT_boneRi3=ceil(HU_maxRi3/0.74); 
            lo_MLT_h2oRi3=ceil(HU_maxRi3/1.07); 
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            lo_MLT_adiposeRi3=ceil(HU_maxRi3/1.9); 
                
%*************% Ring 4 MLT%*************% 
%Finding threshold values for each material in this ring 
xRi4=size(img(((((xxx-X).^2+(yyy-Y).^2)>140^2)&(((xxx-X).^2+(yyy-
Y).^2)<170^2)))); 
            xsizecbRi4=xRi4(1)*xRi4(2); 
img_recbRi4=reshape(img(((((xxx-X).^2+(yyy-Y).^2)>140^2)&(((xxx-X).^2+(yyy-
Y).^2)<170^2))),xsizecbRi4,1); 
            [hcbRi4,xcbRi4]=hist(double(img_recbRi4),100); 
[pixelsRi4,pvalue25Ri4]=max(hcbRi4(10:100)); 
     HU_maxRi4=xcbRi4(pvalue25Ri4+9); 
      lo_MLT_hipRi4=ceil(HU_maxRi4/0.54); 
            lo_MLT_boneRi4=ceil(HU_maxRi4/0.75); 
            lo_MLT_h2oRi4=ceil(HU_maxRi4/1.1); 
            lo_MLT_adiposeRi4=ceil(HU_maxRi4/1.6); 
                
 %*************% Ring 5 MLT%*************% 
%Finding threshold values for each material in this ring 
            xRi5=size(img(((((xxx-X).^2+(yyy-Y).^2)>170^2)&(((xxx-X).^2+(yyy-
Y).^2)<231^2)))); 
            xsizecbRi5=xRi5(1)*xRi5(2); 
            img_recbRi5=reshape(img(((((xxx-X).^2+(yyy-Y).^2)>170^2)&(((xxx-
X).^2+(yyy-Y).^2)<231^2))),xsizecbRi5,1); 
            [hcbRi5,xcbRi5]=hist(double(img_recbRi5),100); 
            [pixelsRi5,pvalue25Ri5]=max(hcbRi5(4:100)); 
            HU_maxRi5=xcbRi5(pvalue25Ri5+3); 
            if HU_maxRi5 <=140;  
                   HU_maxRi5=156; 
              elseif HU_maxRi5 >=190; 
                         HU_maxRi5=156; 
              else 
                       HU_maxRi5=HU_maxRi5; 
            end 
                       
lo_MLT_h2oRi5=ceil(HU_maxRi5/0.25); 
            lo_MLT_adiposeRi5=ceil(HU_maxRi5/0.4); 
                
%*****************************%Ring 1%****************************% 
%Converting  pixel values into HUs using the threshold values defined above for each 
material in this ring 
               img(((((xxx-X).^2+(yyy-Y).^2)>0^2)&(((xxx-X).^2+(yyy-
Y).^2)<70^2)))=4000*uint16(img((((xxx-X).^2+(yyy-Y).^2)>0^2)&(((xxx-
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X).^2+(yyy-Y).^2)<70^2)) >=lo_MLT_hip & img((((xxx-X).^2+(yyy-
Y).^2)>0^2)&(((xxx-X).^2+(yyy-Y).^2)<70^2)) <=9000)+uint16(img(((((xxx-
X).^2+(yyy-Y).^2)>0^2)&(((xxx-X).^2+(yyy-Y).^2)<70^2)) )<lo_MLT_hip | 
img(((((xxx-X).^2+(yyy-Y).^2)>0^2)&(((xxx-X).^2+(yyy-Y).^2)<70^2)) 
)>9000).*img(((((xxx-X).^2+(yyy-Y).^2)>0^2)&(((xxx-X).^2+(yyy-Y).^2)<70^2)) ); 
               img(((((xxx-X).^2+(yyy-Y).^2)>0^2)&(((xxx-X).^2+(yyy-
Y).^2)<70^2)))=1552*uint16(img((((xxx-X).^2+(yyy-Y).^2)>0^2)&(((xxx-
X).^2+(yyy-Y).^2)<70^2)) >=lo_MLT_bone & img((((xxx-X).^2+(yyy-
Y).^2)>0^2)&(((xxx-X).^2+(yyy-Y).^2)<70^2)) 
<=lo_MLT_hip)+uint16(img(((((xxx-X).^2+(yyy-Y).^2)>0^2)&(((xxx-X).^2+(yyy-
Y).^2)<70^2)) )<lo_MLT_bone | img(((((xxx-X).^2+(yyy-Y).^2)>0^2)&(((xxx-
X).^2+(yyy-Y).^2)<70^2)) )>lo_MLT_hip).*img(((((xxx-X).^2+(yyy-
Y).^2)>0^2)&(((xxx-X).^2+(yyy-Y).^2)<70^2)) ); 
               img(((((xxx-X).^2+(yyy-Y).^2)>0^2)&(((xxx-X).^2+(yyy-
Y).^2)<70^2)))=1024*uint16(img((((xxx-X).^2+(yyy-Y).^2)>0^2)&(((xxx-
X).^2+(yyy-Y).^2)<70^2)) >=lo_MLT_h2o & img((((xxx-X).^2+(yyy-
Y).^2)>0^2)&(((xxx-X).^2+(yyy-Y).^2)<70^2)) 
<=lo_MLT_bone)+uint16(img(((((xxx-X).^2+(yyy-Y).^2)>0^2)&(((xxx-X).^2+(yyy-
Y).^2)<70^2)) )<lo_MLT_h2o | img(((((xxx-X).^2+(yyy-Y).^2)>0^2)&(((xxx-
X).^2+(yyy-Y).^2)<70^2)) )>lo_MLT_bone).*img(((((xxx-X).^2+(yyy-
Y).^2)>0^2)&(((xxx-X).^2+(yyy-Y).^2)<70^2)) ); 
               img(((((xxx-X).^2+(yyy-Y).^2)>0^2)&(((xxx-X).^2+(yyy-
Y).^2)<70^2)))=928*uint16(img((((xxx-X).^2+(yyy-Y).^2)>0^2)&(((xxx-
X).^2+(yyy-Y).^2)<70^2)) >=lo_MLT_adipose & img((((xxx-X).^2+(yyy-
Y).^2)>0^2)&(((xxx-X).^2+(yyy-Y).^2)<70^2)) 
<=lo_MLT_h2o)+uint16(img(((((xxx-X).^2+(yyy-Y).^2)>0^2)&(((xxx-X).^2+(yyy-
Y).^2)<70^2)) )<lo_MLT_adipose | img(((((xxx-X).^2+(yyy-Y).^2)>0^2)&(((xxx-
X).^2+(yyy-Y).^2)<70^2)) )>lo_MLT_h2o).*img(((((xxx-X).^2+(yyy-
Y).^2)>0^2)&(((xxx-X).^2+(yyy-Y).^2)<70^2)) ); 
                
%*****************************%Ring 2%****************************% 
%Converting  pixel values into HUs using the threshold values defined above for each 
material in this ring 
img(((((xxx-X).^2+(yyy-Y).^2)>70^2)&(((xxx-X).^2+(yyy-
Y).^2)<100^2)))=4000*uint16(img((((xxx-X).^2+(yyy-Y).^2)>70^2)&(((xxx-
X).^2+(yyy-Y).^2)<100^2)) >=lo_MLT_hipRi2 & img((((xxx-X).^2+(yyy-
Y).^2)>70^2)&(((xxx-X).^2+(yyy-Y).^2)<100^2)) <=9000)+uint16(img(((((xxx-
X).^2+(yyy-Y).^2)>70^2)&(((xxx-X).^2+(yyy-Y).^2)<100^2)) )<lo_MLT_hipRi2 | 
img(((((xxx-X).^2+(yyy-Y).^2)>70^2)&(((xxx-X).^2+(yyy-Y).^2)<100^2)) 
)>9000).*img(((((xxx-X).^2+(yyy-Y).^2)>70^2)&(((xxx-X).^2+(yyy-Y).^2)<100^2)) 
); 
               img(((((xxx-X).^2+(yyy-Y).^2)>70^2)&(((xxx-X).^2+(yyy-
Y).^2)<100^2)))=1552*uint16(img((((xxx-X).^2+(yyy-Y).^2)>70^2)&(((xxx-
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X).^2+(yyy-Y).^2)<100^2)) >=lo_MLT_boneRi2 & img((((xxx-X).^2+(yyy-
Y).^2)>70^2)&(((xxx-X).^2+(yyy-Y).^2)<100^2)) 
<=lo_MLT_hipRi2)+uint16(img(((((xxx-X).^2+(yyy-Y).^2)>70^2)&(((xxx-
X).^2+(yyy-Y).^2)<100^2)) )<lo_MLT_boneRi2 | img(((((xxx-X).^2+(yyy-
Y).^2)>70^2)&(((xxx-X).^2+(yyy-Y).^2)<100^2)) )>lo_MLT_hipRi2).*img(((((xxx-
X).^2+(yyy-Y).^2)>70^2)&(((xxx-X).^2+(yyy-Y).^2)<100^2)) ); 
               img(((((xxx-X).^2+(yyy-Y).^2)>70^2)&(((xxx-X).^2+(yyy-
Y).^2)<100^2)))=1024*uint16(img((((xxx-X).^2+(yyy-Y).^2)>70^2)&(((xxx-
X).^2+(yyy-Y).^2)<100^2)) >=lo_MLT_h2oRi2 & img((((xxx-X).^2+(yyy-
Y).^2)>70^2)&(((xxx-X).^2+(yyy-Y).^2)<100^2)) 
<=lo_MLT_boneRi2)+uint16(img(((((xxx-X).^2+(yyy-Y).^2)>70^2)&(((xxx-
X).^2+(yyy-Y).^2)<100^2)) )<lo_MLT_h2oRi2 | img(((((xxx-X).^2+(yyy-
Y).^2)>70^2)&(((xxx-X).^2+(yyy-Y).^2)<100^2)) 
)>lo_MLT_boneRi2).*img(((((xxx-X).^2+(yyy-Y).^2)>70^2)&(((xxx-X).^2+(yyy-
Y).^2)<100^2)) ); 
               img(((((xxx-X).^2+(yyy-Y).^2)>70^2)&(((xxx-X).^2+(yyy-
Y).^2)<100^2)))=928*uint16(img((((xxx-X).^2+(yyy-Y).^2)>70^2)&(((xxx-
X).^2+(yyy-Y).^2)<100^2)) >=lo_MLT_adiposeRi2 & img((((xxx-X).^2+(yyy-
Y).^2)>70^2)&(((xxx-X).^2+(yyy-Y).^2)<100^2)) 
<=lo_MLT_h2oRi2)+uint16(img(((((xxx-X).^2+(yyy-Y).^2)>70^2)&(((xxx-
X).^2+(yyy-Y).^2)<100^2)) )<lo_MLT_adiposeRi2 | img(((((xxx-X).^2+(yyy-
Y).^2)>70^2)&(((xxx-X).^2+(yyy-Y).^2)<100^2)) )>lo_MLT_h2oRi2).*img(((((xxx-
X).^2+(yyy-Y).^2)>70^2)&(((xxx-X).^2+(yyy-Y).^2)<100^2)) ); 
  
%*****************************%Ring 3%****************************% 
%Converting  pixel values into HUs using the threshold values defined above for each 
material in this ring 
               img(((((xxx-X).^2+(yyy-Y).^2)>100^2)&(((xxx-X).^2+(yyy-
Y).^2)<140^2)))=4000*uint16(img((((xxx-X).^2+(yyy-Y).^2)>100^2)&(((xxx-
X).^2+(yyy-Y).^2)<140^2)) >=lo_MLT_hipRi3 & img((((xxx-X).^2+(yyy-
Y).^2)>100^2)&(((xxx-X).^2+(yyy-Y).^2)<140^2)) <=9000)+uint16(img(((((xxx-
X).^2+(yyy-Y).^2)>100^2)&(((xxx-X).^2+(yyy-Y).^2)<140^2)) )<lo_MLT_hipRi3 | 
img(((((xxx-X).^2+(yyy-Y).^2)>100^2)&(((xxx-X).^2+(yyy-Y).^2)<140^2)) 
)>9000).*img(((((xxx-X).^2+(yyy-Y).^2)>100^2)&(((xxx-X).^2+(yyy-
Y).^2)<140^2)) ); 
               img(((((xxx-X).^2+(yyy-Y).^2)>100^2)&(((xxx-X).^2+(yyy-
Y).^2)<140^2)))=1552*uint16(img((((xxx-X).^2+(yyy-Y).^2)>100^2)&(((xxx-
X).^2+(yyy-Y).^2)<140^2)) >=lo_MLT_boneRi3 & img((((xxx-X).^2+(yyy-
Y).^2)>100^2)&(((xxx-X).^2+(yyy-Y).^2)<140^2)) 
<=lo_MLT_hipRi3)+uint16(img(((((xxx-X).^2+(yyy-Y).^2)>100^2)&(((xxx-
X).^2+(yyy-Y).^2)<140^2)) )<lo_MLT_boneRi3 | img(((((xxx-X).^2+(yyy-
Y).^2)>100^2)&(((xxx-X).^2+(yyy-Y).^2)<140^2)) 
)>lo_MLT_hipRi3).*img(((((xxx-X).^2+(yyy-Y).^2)>100^2)&(((xxx-X).^2+(yyy-
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Y).^2)<140^2)) ); 
               img(((((xxx-X).^2+(yyy-Y).^2)>100^2)&(((xxx-X).^2+(yyy-
Y).^2)<140^2)))=1024*uint16(img((((xxx-X).^2+(yyy-Y).^2)>100^2)&(((xxx-
X).^2+(yyy-Y).^2)<140^2)) >=lo_MLT_h2oRi3 & img((((xxx-X).^2+(yyy-
Y).^2)>100^2)&(((xxx-X).^2+(yyy-Y).^2)<140^2)) 
<=lo_MLT_boneRi3)+uint16(img(((((xxx-X).^2+(yyy-Y).^2)>100^2)&(((xxx-
X).^2+(yyy-Y).^2)<140^2)) )<lo_MLT_h2oRi3 | img(((((xxx-X).^2+(yyy-
Y).^2)>100^2)&(((xxx-X).^2+(yyy-Y).^2)<140^2)) 
)>lo_MLT_boneRi3).*img(((((xxx-X).^2+(yyy-Y).^2)>100^2)&(((xxx-X).^2+(yyy-
Y).^2)<140^2)) ); 
               img(((((xxx-X).^2+(yyy-Y).^2)>100^2)&(((xxx-X).^2+(yyy-
Y).^2)<140^2)))=928*uint16(img((((xxx-X).^2+(yyy-Y).^2)>100^2)&(((xxx-
X).^2+(yyy-Y).^2)<140^2)) >=lo_MLT_adiposeRi3 & img((((xxx-X).^2+(yyy-
Y).^2)>100^2)&(((xxx-X).^2+(yyy-Y).^2)<140^2)) 
<=lo_MLT_h2oRi3)+uint16(img(((((xxx-X).^2+(yyy-Y).^2)>100^2)&(((xxx-
X).^2+(yyy-Y).^2)<140^2)) )<lo_MLT_adiposeRi3 | img(((((xxx-X).^2+(yyy-
Y).^2)>100^2)&(((xxx-X).^2+(yyy-Y).^2)<140^2)) 
)>lo_MLT_h2oRi3).*img(((((xxx-X).^2+(yyy-Y).^2)>100^2)&(((xxx-X).^2+(yyy-
Y).^2)<140^2)) ); 
                
%*****************************%Ring 4%****************************% 
%Converting  pixel values into HUs using the threshold values defined above for each 
material in this ring 
               img(((((xxx-X).^2+(yyy-Y).^2)>140^2)&(((xxx-X).^2+(yyy-
Y).^2)<170^2)))=4000*uint16(img((((xxx-X).^2+(yyy-Y).^2)>140^2)&(((xxx-
X).^2+(yyy-Y).^2)<170^2)) >=lo_MLT_hipRi4 & img((((xxx-X).^2+(yyy-
Y).^2)>140^2)&(((xxx-X).^2+(yyy-Y).^2)<170^2)) <=9000)+uint16(img(((((xxx-
X).^2+(yyy-Y).^2)>140^2)&(((xxx-X).^2+(yyy-Y).^2)<170^2)) )<lo_MLT_hipRi4 | 
img(((((xxx-X).^2+(yyy-Y).^2)>140^2)&(((xxx-X).^2+(yyy-Y).^2)<170^2)) 
)>9000).*img(((((xxx-X).^2+(yyy-Y).^2)>140^2)&(((xxx-X).^2+(yyy-
Y).^2)<170^2)) ); 
               img(((((xxx-X).^2+(yyy-Y).^2)>140^2)&(((xxx-X).^2+(yyy-
Y).^2)<170^2)))=1552*uint16(img((((xxx-X).^2+(yyy-Y).^2)>140^2)&(((xxx-
X).^2+(yyy-Y).^2)<170^2)) >=lo_MLT_boneRi4 & img((((xxx-X).^2+(yyy-
Y).^2)>140^2)&(((xxx-X).^2+(yyy-Y).^2)<170^2)) 
<=lo_MLT_hipRi4)+uint16(img(((((xxx-X).^2+(yyy-Y).^2)>140^2)&(((xxx-
X).^2+(yyy-Y).^2)<170^2)) )<lo_MLT_boneRi4 | img(((((xxx-X).^2+(yyy-
Y).^2)>140^2)&(((xxx-X).^2+(yyy-Y).^2)<170^2)) 
)>lo_MLT_hipRi4).*img(((((xxx-X).^2+(yyy-Y).^2)>140^2)&(((xxx-X).^2+(yyy-
Y).^2)<170^2)) ); 
               img(((((xxx-X).^2+(yyy-Y).^2)>140^2)&(((xxx-X).^2+(yyy-
Y).^2)<170^2)))=1024*uint16(img((((xxx-X).^2+(yyy-Y).^2)>140^2)&(((xxx-
X).^2+(yyy-Y).^2)<170^2)) >=lo_MLT_h2oRi4 & img((((xxx-X).^2+(yyy-
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Y).^2)>140^2)&(((xxx-X).^2+(yyy-Y).^2)<170^2)) 
<=lo_MLT_boneRi4)+uint16(img(((((xxx-X).^2+(yyy-Y).^2)>140^2)&(((xxx-
X).^2+(yyy-Y).^2)<170^2)) )<lo_MLT_h2oRi4 | img(((((xxx-X).^2+(yyy-
Y).^2)>140^2)&(((xxx-X).^2+(yyy-Y).^2)<170^2)) 
)>lo_MLT_boneRi4).*img(((((xxx-X).^2+(yyy-Y).^2)>140^2)&(((xxx-X).^2+(yyy-
Y).^2)<170^2)) ); 
               img(((((xxx-X).^2+(yyy-Y).^2)>140^2)&(((xxx-X).^2+(yyy-
Y).^2)<170^2)))=928*uint16(img((((xxx-X).^2+(yyy-Y).^2)>140^2)&(((xxx-
X).^2+(yyy-Y).^2)<170^2)) >=lo_MLT_adiposeRi4 & img((((xxx-X).^2+(yyy-
Y).^2)>140^2)&(((xxx-X).^2+(yyy-Y).^2)<170^2)) 
<=lo_MLT_h2oRi4)+uint16(img(((((xxx-X).^2+(yyy-Y).^2)>140^2)&(((xxx-
X).^2+(yyy-Y).^2)<170^2)) )<lo_MLT_adiposeRi4 | img(((((xxx-X).^2+(yyy-
Y).^2)>140^2)&(((xxx-X).^2+(yyy-Y).^2)<170^2)) 
)>lo_MLT_h2oRi4).*img(((((xxx-X).^2+(yyy-Y).^2)>140^2)&(((xxx-X).^2+(yyy-
Y).^2)<170^2)) ); 
                
%*****************************%Ring 5%****************************% 
%Converting  pixel values into HUs using the threshold values defined above for each 
material in this ring 
               img(((((xxx-X).^2+(yyy-Y).^2)>170^2)&(((xxx-X).^2+(yyy-
Y).^2)<231^2)))=1024*uint16(img((((xxx-X).^2+(yyy-Y).^2)>170^2)&(((xxx-
X).^2+(yyy-Y).^2)<231^2)) >=lo_MLT_h2oRi5 & img((((xxx-X).^2+(yyy-
Y).^2)>170^2)&(((xxx-X).^2+(yyy-Y).^2)<231^2)) <=3000)+uint16(img(((((xxx-
X).^2+(yyy-Y).^2)>170^2)&(((xxx-X).^2+(yyy-Y).^2)<231^2)) )<lo_MLT_h2oRi5 | 
img(((((xxx-X).^2+(yyy-Y).^2)>170^2)&(((xxx-X).^2+(yyy-Y).^2)<231^2)) 
)>3000).*img(((((xxx-X).^2+(yyy-Y).^2)>170^2)&(((xxx-X).^2+(yyy-
Y).^2)<231^2)) ); 
               img(((((xxx-X).^2+(yyy-Y).^2)>170^2)&(((xxx-X).^2+(yyy-
Y).^2)<231^2)))=928*uint16(img((((xxx-X).^2+(yyy-Y).^2)>170^2)&(((xxx-
X).^2+(yyy-Y).^2)<231^2)) >=lo_MLT_adiposeRi5 & img((((xxx-X).^2+(yyy-
Y).^2)>170^2)&(((xxx-X).^2+(yyy-Y).^2)<231^2)) 
<=lo_MLT_h2oRi5)+uint16(img(((((xxx-X).^2+(yyy-Y).^2)>170^2)&(((xxx-
X).^2+(yyy-Y).^2)<231^2)) )<lo_MLT_adiposeRi5 | img(((((xxx-X).^2+(yyy-
Y).^2)>170^2)&(((xxx-X).^2+(yyy-Y).^2)<231^2)) 
)>lo_MLT_h2oRi5).*img(((((xxx-X).^2+(yyy-Y).^2)>170^2)&(((xxx-X).^2+(yyy-
Y).^2)<231^2)) ); 
               img(((((xxx-X).^2+(yyy-Y).^2)>170^2)&(((xxx-X).^2+(yyy-
Y).^2)<231^2)))=48*uint16(img((((xxx-X).^2+(yyy-Y).^2)>170^2)&(((xxx-
X).^2+(yyy-Y).^2)<231^2)) >=49 & img((((xxx-X).^2+(yyy-Y).^2)>170^2)&(((xxx-
X).^2+(yyy-Y).^2)<231^2)) <=lo_MLT_adiposeRi5)+uint16(img(((((xxx-
X).^2+(yyy-Y).^2)>170^2)&(((xxx-X).^2+(yyy-Y).^2)<231^2)) )<49 | img(((((xxx-
X).^2+(yyy-Y).^2)>170^2)&(((xxx-X).^2+(yyy-Y).^2)<231^2)) 
)>lo_MLT_adiposeRi5).*img(((((xxx-X).^2+(yyy-Y).^2)>170^2)&(((xxx-
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X).^2+(yyy-Y).^2)<231^2)) ); 
  
               % correcting low HU (air) in high density region (metals)  
               img((X-50:X+50),(Y-180:Y-58))= 928*uint16(img((X-50:X+50),(Y-180:Y-
58))>=0 & img((X-50:X+50),(Y-180:Y-58))<=927)+uint16(img((X-50:X+50),(Y-
180:Y-58))<0 | img((X-50:X+50),(Y-180:Y-58))>927).*img((X-50:X+50),(Y-180:Y-
58)); 
               img((X-50:X+50),(Y+49:Y+182))= 928*uint16(img((X-
50:X+50),(Y+49:Y+182))>=0 & img((X-
50:X+50),(Y+49:Y+182))<=927)+uint16(img((X-50:X+50),(Y+49:Y+182))<0 | 
img((X-50:X+50),(Y+49:Y+182))>927).*img((X-50:X+50),(Y+49:Y+182)); 
               % to exculde coach  
               img(coach:410,1:410)= 48*uint16(img(coach:410,1:410)>=0 & 
img(coach:410,1:410)<=9000)+uint16(img(coach:410,1:410)<0 | 
img(coach:410,1:410)>9000).*img(coach:410,1:410); 
               % to exclude the high HU in the top  
               img(1:110,1:410)= 1024*uint16(img(1:110,1:410)>=1025 & 
img(1:110,1:410)<=9000)+uint16(img(1:110,1:410)<1025 | 
img(1:110,1:410)>9000).*img(1:110,1:410); 
  
                
       dicomwrite(img, ['Bi' num2str(i) '.dcm'], imgHdr,'CreateMode','Copy') 
   end 
close all 
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