Graph spanners have been studied extensively, and have many applications in algorithms, distributed systems, and computer networks. For many of these application, we want distributed constructions of spanners, i.e., algorithms which use only local information. Dinitz and Krauthgamer (PODC 2011) provided a distributed approximation algorithm for 2-spanners in the LOCAL model with polylogarithmic running time, but the question of whether a similar algorithm exists for k-spanners with k > 2 remained open. In this paper, we show that a similar algorithm also works for cases where k > 2.
Introduction
In this paper we are interested in finding distributed algorithms for spanners of a given graph. The following definition was introduced by Peleg and Ullman [9] , and Peleg and Schäffer [8] .
Definition 1. Given a possibly directed graph G = (V, E) and a real number k ≥ 1, a subgraph H = (V, E H ) of G is a k-spanner if for all pairs s, t ∈ V , there is a path of length at most k · d(s, t) in H, where d(s, t) is the shortest path distance from s to t in G 1 . The parameter k is called the stretch.
Spanners have been considered extensively over the past 30 years. For our purposes, we will divide the results along two axes: distributed vs. centralized, and absolute vs. relative. The first axis is self-explanatory: we can try to design algorithms for computing spanners in either a classical centralized model, or in any distributed or parallel setting (e.g., the LOCAL model, a messagepassing model in which in each round, every node is allowed to send a message of unbounded size to its neighbors [7] 2 . The second axis is about the type of result. In an absolute result, we make claims that hold simultaneously for all graphs. For example, claims of the form "every graph G admits a 3-spanner with O(n 3/2 ) edges" are absolute claims, and are more graph-theoretic than algorithmic (although of course we would also like fast algorithms that get these bounds). On the other hand, we could ask for algorithms that do well relative to the input graph. For example, claims of the form "there is a polynomial-time algorithm which on any graph G always returns a 2-spanner that has at most O(log n) times as many edges as the minimum-size 2-spanner of G" are relative, since they compare to the optimum for the specific input graph G, and are more about the limits of efficient algorithms.
1 It can be shown that it is enough to show the existence of such paths only for pairs of adjacent nodes. 2 We assume that while the graph itself may be directed, the communication graph is undirected, as in [6] .
The vast majority of research on spanners has been on absolute bounds (in both centralized and distributed models), but recently there has been significant interest in relative bounds. In particular, there has been a series of results on the Minimum k-Spanner problem, in which we are given an input graph G and are asked to find the k-spanner of G of minimum size (see, e.g., [2, 5, 6] ). However, these results all use linear programming relaxations, which are straightforward to solve in centralized models but difficult to solve in distributed models. Hence there has been only one result on relative bounds in distributed models: [6] gave an O(log n)-approximation in the LOCAL model with k = 2. In this paper, we show that the techniques of [6] can be extended and combined with the ideas of [2, 5] to give approximation algorithms for k ≥ 3 in the LOCAL model.
Results
Our main result is providing anÕ(n 1/2 )-approximation algorithm to the minimum k-spanner problem in the LOCAL model. More precisely, Theorem 1. There is an algorithm in the LOCAL model that runs in O(k log 2 n) time, and with high probability computes an O(n 1/2 ln n)-approximation to the minimum cost k-spanner problem on an undirected or a directed graph.
The best known approximation ratio for directed graphs is O(n 1/2 ln n) shown in [2] (better approximations are known for undirected graphs), and hence our distributed algorithm essentially matches the performance of the best centralized algorithm. Our approach, similarly to [6] , consists of three main parts. First, we will provide a distributed algorithm for finding k-padded decompositions (Definition 2), using an approach similar to the sequential algorithm proposed in [1] . The k-padded decomposition partitions the graph into clusters of (weak) diameter O(k log n). Second, we will use an algorithm in the LOCAL model (similar to the one proposed in [6] ) to approximately solve an LP relaxation of the k-spanner problem introduced by Dinitz and Krauthgamer [5] . In this algorithm, a node in each cluster of the padded decomposition solves a local LP defined for the cluster and sends the solution to all other nodes in that cluster. We adjust the formulation of these local LPs to correctly approximate the solution of the global LP for stretches k ≥ 3. Finally, we will use a distributed version of the rounding scheme proposed in [2] to get theÕ(n 1/2 )-approximation.
Padded decomposition
We will now define padded decompositions with respect to undirected graphs. The definition and our algorithm work more generally for any metric space (not only graphs). As stated earlier, we assume that the communication graph is undirected and hence we can define the padded decompositions with respect to the communication graph. In the next section, we will be solving the spanner problem on a directed graph that consists of the same set of nodes as the communication graph, where each pair of nodes that have a directed edge in the directed graph have an undirected edge in the communication graph. Therefore, we will be considering two different notions of "distance". For any pair of nodes u, v ∈ V we define d(u, v) to be the distance between u and v in the communication graph (i.e. the length of a shortest path between u and v regardless of edge directions), and we define d(u, v) to be the length of a shortest directed path between u and v in G. Similarly, we define B(u, k) to be an undirected ball of radius k from u in the communication graph, while B out (u, k) is a directed outgoing ball of radius k from u in the directed graph. More precisely,
In this section, all the distances are with respect to the undirected graph. Definition 2. Given an undirected graph G, a k-padded decomposition is a probability measure µ over the set of graph partitions (clusterings) that has the following properties: 1) For every P ∈ supp(µ), and every cluster C ∈ P , we have:
2) For every u ∈ V , it holds that Pr(∃C ∈ P | B(u, k) ⊆ C) ≥ 1/2.
These padded decompositions have found many uses in centralized approximation algorithms. A related type of decomposition, in which we want to bound the probability (as a function of their distance) that any two nodes end up in different clusters (rather than bounding the probability that each ball is cut as in a padded decomposition), has been studied in both centralized and distributed settings. However, despite the importance of padded decompositions, to the best of our knowledge no work has explicitly provided distributed algorithms for padded decompositions. We first use a centralized algorithm (Algorithm 1) to sample from a k-padded decomposition, and then describe how it can be implemented in the LOCAL model. Algorithm 1 and its analysis are similar to a partitioning algorithm proposed in [1] , which was shown to have a low probability of separating nodes in a close neighborhood.
be an arbitrary permutation (bijection) over the nodes in V , and let r = 4k.
Sample z v independently from a distribution with probability density function
Set the radius r v = min(z v , r ln n + k).
// Node u joins the cluster C(v), with cluster center v For any partition P sampled from a k-padded decomposition based on Algorithm 1, any cluster C(v) ∈ P is associated with a node v that we call the center of cluster C(v). Later, we will use the center of each cluster for solving locally defined LPs.
Lemma 2. Algorithm 1 partitions a given undirected graph
Proof. The first property in Definition 2 is directly implied by the definition of r v for all nodes v ∈ V .
For the second property we consider an arbitrary node u ∈ V , and compute the probability that the ball B(u, k) is not in any of the clusters in P . Consider an arbitrary value 1 ≤ t ≤ n, and the node v ∈ V such that t = π(v), and let z = z v be the real number sampled by v. Also, for any x, y ∈ V , letd(x, y) = min(d(x, y), r ln n + k). Let us also order the clusters based on their center's position in the permutation, so that C t is the cluster corresponding to t = π(v) (i.e. v is the cluster center of C t ). We define the following events:
• A t : B(u, k) does not intersect with any of the clusters C 1 , .., C t−1 .
•
The following recursive relation holds:
We have,
We also have,
If t < n is the last step, then the bound trivially holds for Pr(X t ) = 0. We now inductively prove that Pr(X t ) ≤ (2 − t n−1 )( 2k r ). Assume that the bound is true for t + 1. We have,
The proof is then implied by the fact that Pr(X 0 ) ≤ 2k/r ≤ 1/2.
We will use an idea similar to the one used in [6] to make the k-padded decomposition algorithm distributed. In [6] they only required that each node u and its neighbors belong to the same cluster with probability at least constant rather than all nodes in B(u, k), which is why we cannot simply use their result as a black box.
Lemma 3.
There is an algorithm in the LOCAL model that runs in O(k ln n) rounds, and samples from a k-padded decomposition (so every node knows the cluster that it is in).
Proof. Without loss of generality, we assume that all nodes have unique IDs 3 . The sequence of IDs in ascending order will determine the permutation π used in Algorithm 1, i.e. if ID u < ID v then π(u) < π(v). The algorithm proceeds as follows until all nodes have been assigned to a cluster: each node u ∈ V chooses a radius r u based on the distribution defined in Algorithm 1. Then every u ∈ V simultaneously sends a message containing ID u to all nodes in B(u, r u ). After receiving all the messages, each node chooses the node with the smallest ID as the cluster center. Then Lemma 2 implies that the clusters satisfy the properties of a k-padded decomposition. Since the radius that each node chooses is O(k log n), and each node only communicates with nodes within its radius, the running time in the LOCAL mode is O(k log n).
LP relaxation
As stated earlier, in this section we define an LP relaxation on a directed graph, and thus we consider directed paths when considering distance of two nodes. Given a directed graph G = (V, E) and (u, v) ∈ V , let P u,v denote the set of all stretch k directed paths from u to v. Consider the following LP, which we will denote by LP(G):
This LP was introduced by Dinitz and Krauthgamer [5] , who proved that it is a valid relaxation of the minimum k-spanner problem and that it can be solved in polynomial time (approximately if k is non-constant). Let P be a partition sampled from a k-padded decomposition (in particular, from Algorithm 2). For each cluster C ∈ P , let N (C) := {u | u ∈ V \ C, ∃w ∈ C, d(w, u) ≤ k}, i.e. for all u ∈ N (C) there is at least one node w ∈ C where u has distance at most k from w. Also, let Γ(
We define G(C) to be the subgraph induced by C ∪ N (C).
Lemma 4. For each cluster C sampled from a k-padded decomposition, there is a distributed algorithm running in O(k log n) rounds so that every cluster center knows G(C).
Proof. The first property of k-padded decompositions implies that for all nodes u ∈ C, we have d(u, v) = O(k log n), where v is the center of cluster C. By definition, there is a directed path of length at most O(k log n + k) = O(k log n) between any node in N (C) and v, and hence there is a corresponding undirected path of length at most O(k log n) in the communication graph, and hence B out (u, k) ⊆ B(u, k). Each node u ∈ C that determines v as the center of the cluster it belongs to, will send the information of the edges in B out (u, k) to v. Since there is no bound on the size of the messages being forwarded, this can be done in O(k log n) time.
We are now ready to define the local linear programs based on partition P . For each C ∈ P let LP(C) be LP(G) defined on G(C), but where the edges in Γ(C) are modified to have cost c e = 0, and the rest of the edges have cost c e = 1. The objective will then be to minimize e∈E c e x e . Let LP * be the value of an optimal solution to LP(G), and let LP * (C) be the value of an optimal solution to LP(C). The following lemma is similar to Lemma 3.8 in [6] , and we show that it holds for our modified definition of local linear programs.
Lemma 5.
C∈P LP * (C) ≤ LP * for any partition P .
Proof. Let x, f be an optimal fractional solution to LP(G). For each C ∈ P , we will build a solution x C , f C to LP (C) as follows:
x e e ∈ E(C) 1 e ∈ Γ(C) Then for all p ∈ P u,v ,
Also, we set f C (u,v) = 1 for all (u, v) ∈ Γ(C). We now show that x C , f C is a feasible solution for LP(C). By definition of N (C) we have that for any (u, v) ∈ E(C) all paths in P u,v also appear in G(C), and therefore, both capacity and flow constraints of LP(C) are satisfied for pairs (u, v) ∈ E(C) since they were satisfied in LP(G). For pairs (u, v) ∈ Γ(C), since x C e = 1 and f C (u,v) = 1 the constraints of LP(C) are trivially satisfied.
Hence it is enough to prove the upper bound. All e ∈ Γ(C) have cost 0 in LP(C), and every edge e ∈ E(C) is at most in one cluster C. Thus,
We now provide a distributed algorithm for solving LP(G), by having cluster centers solve LP(C) of their cluster using the algorithm provided in [5] . Let C u,i denote the cluster that node u belongs to in the i-th iteration, and let x C u,i ,i , f C u,i ,i be the fractional LP solution of C u,i , where
is the fractional LP value for e = (u, v), and p ∈ P u,v .
Algorithm 2: Distributed algorithm for approximating LP(G).
1 for i ← 1 to t = 32 ln n do 2 Sample a partition P i from the k-padded decomposition 3 For each cluster C ∈ P i , the center of cluster C knows G(C) (Lemma 4) 4 The center of each cluster C ∈ P i solves LP (C) and sends the solution x C,i , f C,i to all nodes u ∈ C 5 for e = (u, v) ∈ E do 6 Let I u,v = {i | ∃C ∈ P i : u, v ∈ C} // these are the iterations in which both endpoints are in same cluster Let I u = {i : ∃C ∈ P i , B(u, k) ⊆ C}, i.e. I u is the set of iterations in which B(u, k) is contained in a cluster. Note that since B out (u, k) ⊆ B(u, k), we know that in each iteration in which B(u, k) is contained in a cluster C, then B out (u, k) is also contained in C. Also, since we need to implement Algorithm 2 locally, we use I u,v , while the analysis is based on I u . By definition we have I u ⊆ I u,v , for any (u, v) ∈ E. For any P ∈ P u,v , we set the flow values to bef p = 1 |Iu| i∈Iu f i p . We will show that this gives a feasible flow. First we show that enough flow is being sent. For all (u, v) ∈ E, we have,
We have used the fact that for each i ∈ I u the solution corresponding to the LP of the cluster u belongs to satisfies the constraint that P ∈Pu,v:e∈P f C u,i ,i p ≥ 1. Next, we will argue that the capacity constraints are also satisfied. The second property of k-padded decompositions implies that for each iteration 1 ≤ i ≤ t, it holds that Pr(i ∈ I u ) ≥ 1/2. By linearity of expectation we have E[I u ] ≥ t/2. Since each iteration is performed independently, we use the Chernoff bounds to get Pr(|I u | ≤ t/4) ≤ e −(1/8)t/2 ≤ e −2 ln n = 1 n 2 . Hence by a union bound on all nodes we have that with high probability |I u | > t/4. As stated earlier, since B out (u, k) ⊆ B(u, k), in all iterations in I u all the nodes in B out (u, k) are in the same cluster. Therefore, all the edges in the k-stretch directed paths appear in the capacity constraints of LPs corresponding to iterations in I u , and thus in each of the local LPs the capacity constraints are satisfied. For all (u, v) ∈ E, e ∈ E, we have (w.h.p.),
The bounds on the size of the solutions follows from Lemma 5: we have,
Time Complexity: First phase: the decomposition step and sending the information within a cluster takes O(k log n) since the diameter of each cluster is O(k log n). The first phase is repeated O(log n) times and hence the first phase take O(k log 2 n). All the computations for the second phase can be done in O(k) time in the LOCAL model. smaller ID flips a coin, and exchanges the coin flip result with its corresponding neighbors. In order to form T in i and T out i , v performs a distributed BFS algorithms by forming a shortest path tree while keeping track of the distance from v. When the distance counter reaches k, the tree construction terminates.
Theorem 1 is directly implied from the following corollary.
Corollary 9. Algorithm 2 along with the rounding scheme in Algorithms 3 yields an O(n 1/2 ln n)-approximation w.h.p. to the minimum k-spanner problem that runs in O(k log 2 n) time in the LOCAL model.
Proof. As noted before, each cluster center uses the polynomial time algorithm provided in [5] to solve their local LP. Next, we run Algorithm 2 to solve LP(G) which takes time O(k log 2 n) with high probability (Theorem 6). We then use Algorithm 3 to round the fractional solutions of LP(G) that takes O(k) time. Since the size of a k-spanner is at least Ω(n), Algorithm 3 then outputs an O(n 1/2 ln n)-approximation to the minimum (Lemma 8).
Conclusion
In this paper we presented an O(n 1/2 log n)-approximation for finding the minimum size directed k-spanner, which runs in O(k log 2 n) rounds in the LOCAL model of distributed computation. This essentially matches the best-known approximation in the centralized setting, showing that computing minimum-size spanners can be made into an essentially local computational task. This is only the second result on approximating spanners in a distributed setting, and is the first that gives nontrivial guarantees for all stretch values. In order to accomplish this, we generalized the techniques of [6] to hold for larger stretch bounds, including giving the first distributed algorithm for constructing padded decompositions (to the best of our knowledge).
There are many interesting future directions. For example, it would be very interesting to see whether similar algorithms exist in more realistic models such as the CON GEST model. It would also be interesting to determine whether the requirement of the running time on n is necessary in the LOCAL model. There has also been a surge of results recently on approximation algorithms for other versions of spanners, such as pairwise spanners [4] , or other objective functions, such as minimizing the max degree [3] . Can we turn these into distributed algorithms, or are those problems inherently sequential despite the locality of the spanner definition?
