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KZ equation on the moduli space M0,5 and
the harmonic product of multiple polylogarithms
OI, Shu and UENO, Kimio
Abstract
In this article, we derive a system of functional relations called the
generalized harmonic product relations for hyperlogarithms on the mod-
uli space M0,5 and show that the relations contain the harmonic product
of multiple polylogarithms. The generalized harmonic product relations
are equivalent to the relations which come from two decompositions of the
fundamental solution normalized at the origin of the KZ equation onM0,5.
1 Introduction
The Knizhnik-Zamolodchikov equation (the KZ equation, KZE, for short) is a
differential equation on the moduli spaceM0,n whose coefficients are generators
of the infinitesimal pure braid Lie algebra of M0,n.
Our aim is deriving the harmonic product of multiple zeta values (MZVs)
through studies on the KZ equation onM0,5, which is regarded as a differential
equation of two variables. Deligne-Terasoma [7] and Furusho [8] succeeded in
deriving the harmonic product of MZVs from relations of Drinfel’d associator
through the viewpoint of arithmetic geometry. Drinfel’d associator appears as
a connection matrix between certain solutions of KZE.
In this paper we consider KZE onM0,5 and its fundamental solutions. From
the viewpoint of differential equations and iterated integrals, we introduce the
generalized harmonic product relations. They are functional relations for hy-
perlogarithms which contain the harmonic product of multiple polylogarithms
(MPLs).
The central idea of our method is the decomposition of the infinitesimal pure
braid Lie algebra X, the reduced bar algebra B, which is a dual Hopf algebra
of U(X), and fundamental solutions of KZE on the moduli space M0,5. Brown
[2] mentioned to the decomposition of the KZ equation on the moduli space,
however, we will consider such decompositions concretely from the topological
and algebraic viewpoints.
Since the harmonic product of MPLs yields the harmonic product of MZVs
as a boundary values, the result of this paper says that the harmonic product
of MZVs comes from the decomposition of the fundamental solution of the KZ
equation on M0,5.
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This paper is organized as follows: Section 2 is devoted to the preliminaries
for universal enveloping algebras of Lie algebras and shuffle algebras. In Section
3 and 4, we introduce the moduli spaceM0,n and the KZ equation onM0,n. In
Section 5, we discuss the KZ equation on M0,4. In this case, KZE is regarded
as the KZ equation of one variable (KZE1) in the cubic coordinate system of
M0,4. Moreover we consider generalization of KZE1 known as the Schlesinger
type equations. In section 6, we consider the harmonic product of MZVs and
MPLs. Similarly as in the case of the harmonic product of MZVs, the harmonic
product of MPLs is defined as a sort of “series shuffle product”.
In Section 7, we consider KZE on M0,5. In the cubic coordinate system of
M0,5, the equation can be written as the KZ equation of two variables (KZE2).
We show the decomposition of the infinitesimal pure braid Lie algebra X and
its universal enveloping algebra U(X) in two ways (Proposition 3). In Section
8, we give an interpretation of the decompositions of X based on the fiber space
structure of the moduli space M0,5.
In Section 9, we discuss the reduced bar algebra B and its decomposition. Let
S be a shuffle algebra of 1-forms appeared in KZE2. The reduced bar algebra B
is the subalgebra of S spanned by elements which satisfies Chen’s integrability
condition. An iterated integral of an element of B depends only on a homotopy
class of the integral contour. B is interpreted as the 0-th cohomology group
of the reduced bar complex of the Orlik-Solomon algebra associated with M0,5
[12].
However we consider B from a different view point. We observe that B is a
dual Hopf algebra of U(X) (Proposition 4). We denote by B0 the subalgebra of
B spanned by elements which are regular at the origin. Through the decompo-
sition of U(X), B and B0 decompose to tensor product of shuffle algebras in two
ways (Proposition 6 and 7). Such decomposition of B0 corresponds to iterated
integrations along the specific contours named C1⊗2 and C2⊗1 (Figure 4).
In section 10, we discuss hyperlogarithms of the typeM0,5 and MPLs of two
variables through the decompositions of B0.
In Section 11, the generalized harmonic product relations (GHPRs, for short)
are formulated through iterated integration of an element of B0 along the con-
tours C1⊗2 and C2⊗1 (Theorem 12). Furthermore we prove that the GHPRs
contain the harmonic product of MPLs (Theorem 16).
In Section 12, we construct the fundamental solution normalized at the ori-
gin of KZE2 (Proposition 17) and show the decomposition of the fundamental
solution (Proposition 18). Finally in Section 13, we calculate the fundamental
solution along the contour C1⊗2, C2⊗1 and show that the GHPRs are equiva-
lent to the relations which comes from the decompositions of the fundamental
solution (Theorem 24).
In [13], we will discuss the connection problem of the KZ equation on M0,5
from the viewpoint of the decomposition theorem.
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2 Preliminary
For a Lie algebra g, we denote by U(g) the universal enveloping algebra of g
and I the unit of U(g). U(g) has a Hopf algebra structure as follows. We define
the coproduct ∆, the counit ε as an algebra morphism and an antipode ρ as an
anti-algebra morphism by
∆(x) = I⊗ x+ x⊗ I,
ε(x) = 0,
ρ(x) = −x
for x ∈ g.
If g is a graded Lie algebra g =
⊕∞
s=1 gs, [gs, gs′ ] ⊂ gs+s′ , the universal
enveloping algebra U(g) is also graded:
U(g) =
∞⊕
s=0
Us(g),
Us(g)Us′ (g) ⊂ Us+s′(g),
where Us(g) is determined by gs ⊂ Us(g). Moreover U(g) is a graded Hopf
algebra, namely
∆(Us(g)) ⊂
∑
s′+s′′=s
Us′(g)⊗ Us′′(g),
ε(Us(g)) = {0}
for s ≥ 1 and ρ preserves the grading as an anti-algebra morphism. We denote
by U˜(g) the completion of U(g) with respect to this grading.
For a set A = {A1, . . . , An}, we denote by C{A} = C{A1, . . . , An} the free
Lie algebra generated by A1, . . . , An over C. The universal enveloping algebra
U(C{A}) is nothing but the non-commutative polynomial algebra C〈A〉 gener-
ated by A. U(C{A}) is a graded Hopf algebra with grading given by the length
of the words.
The shuffle algebra S(A) = S(a1, . . . , an) generated by the set A of a1, . . . , an
(Reutenauer [14]) is a non-commutative polynomial algebra C〈A〉 generated by
A with the shuffle product x. The shuffle product is defined as
w x 1 = 1x w = w,
(a1w1)x (a2w2) = a1(w1 x (a2w2)) + a2((a1w1) x w2),
where 1 is the unit of C〈A〉 (that is, 1 is the empty word), a1, a2 ∈ A, and
w,w1, w2 are words of C〈A〉. (S(A),x,1) is an associative commutative algebra
and has a Hopf algebra structure by the coproduct
∆∗(ai1 · · · air ) =
r∑
k=0
ai1 · · · aik ⊗ aik+1 · · · ar,
where aik ∈ A (we regard ai1 · · · ai0 for k = 0 and air+1 · · ·air for k = r as 1),
the counit ε∗(a) = 0 for a ∈ A and the antipode ρ∗(ai1 · · ·air ) = (−1)
rair · · ·ai1
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for ai1 , . . . , air ∈ A. S(A) =
⊕∞
s=0 Ss(A) is also a graded Hopf algebra with the
grading defined by the length of words. The restricted dual of this Hopf algebra
is the universal enveloping algebra of the free Lie algebra U(C{A1, . . . , An})
with respect to the duality defined by the pairing
〈ai1 · · · air , Aj1 · · ·Ajs〉 =
{
1 (r = s, ik = jk for 1 ≤ k ≤ r),
0 (otherwise).
3 The moduli space M0,n
We denote by
(1) Fn(P
1) = {(x1, . . . , xn) ∈ (P
1)n | xi 6= xj (i 6= j)}
the configuration space of n points on P1 = P1
C
. The projective general linear
group PGL(2,C) acts on Fn(P
1) as a linear fractional transformation diago-
nally. The quotient space by this action
(2) M0,n = PGL(2,C)\Fn(P
1)
is called the moduli space. There are topological homeomorphisms
Fn(P
1) ≈ PGL(2,C)×M0,n
and
M0,n ≈ Fn−3(P
1 − {0, 1,∞})
for n ≥ 4. Especially we can identify M0,4 as P
1 − {0, 1,∞}. We define
[x1, . . . , xn] to be the PGL(2,C) orbit of (x1, . . . , xn). This is called the homo-
geneous coordinate system of M0,5.
We introduce two coordinate systems onM0,n introduced by Brown [2]. The
first one is the simplicial coordinate system
(3) yi =
xi − xn−2
xi − xn
·
xn−1 − xn
xn−1 − xn−2
(1 ≤ i ≤ n− 3).
The correspondence
[x1, . . . , xn] 7→ (y1, . . . , yn−3)
gives the homeomorphism
M0,n ≈ Fn−3(P
1 − {0, 1,∞}).
The second is the cubic coordinate system introduced through
(4) z1 = y1, z2 =
y2
y1
, · · · , zn−3 =
yn−3
yn−4
⇐⇒ yi = z1 · · · zi (1 ≤ i ≤ n− 3).
The cubic coordinate system gives a blowing up for the simplicial coordinate
system to be normal crossing at the origin.
There is a smooth compactification of M0,n denoted by M0,n. For M0,5,
the compactification M0,5 (Yoshida [15]) can be written as
(5) M0,5 = PGL(2,C)\{(x1, . . . , x5) | if xi = xj = xk, #{i, j, k} ≤ 2}
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and
(6) M0,5 =M0,5 −
⋃
1≤i<j≤5
Dij
holds, where Dij = {[x1, . . . , x5] ∈M0,5 | xi = xj}. We have
(7) Dij ∩Dkl =
{
∅ ({i, j} ∩ {k, l} 6= ∅, {i, j} 6= {k, l})
{one point} ({i, j} ∩ {k, l} = ∅),
thus the divisors {Dij} are normal crossing. Moreover we obtain
Dij −
⋃
{k,l}6={i,j}
Dkl ≈M0,4.
The real part of M0,5, defined by
(8) M0,5(R) = PGL(2,R)\{(x1, x2, x3, x4, x5) ∈ R
5 | xi 6= xj (i 6= j)}
has 12 distinct connected components and each component is homeomorphic a
pentagon like Figure 1.
D23
D45
D12
D35
D14
Figure 1: the homogeneous coordinate system of M0,5
The divisors {Dij} are blowing down to the divisors
(9) {y1 = 0, 1,∞}∪ {y2 = 0, 1,∞}∪ {y1 = y2}
in the simplicial coordinate system, and
(10) {z1 = 0, 1,∞}∪ {z2 = 0, 1,∞}∪ {z1z2 = 1}
in the cubic coordinate system. The real part of these divisors are drawn as
Figure 2.
4 KZ equation on M0,n
Denote by X the Lie algebra derived by the lower central series of the funda-
mental group of Fn(P
1)(Ihara [11]). The Lie algebra X is written as
(11) X := C{Ωij | 1 ≤ i, j ≤ n}
/
(IPBR),
5
(0, 0) (1, 0)
(0, 1) (1, 1)
y1
y2
(0, 0) (1, 0)
(0, 1) (1, 1)
z1
z2
Figure 2: the simplicial and cubic coordinate system of M0,5
and referred to as the infinitesimal pure braid Lie algebra. The infinitesimal
pure braid relation (IPBR) is defined by
(12)
{
Ωij = Ωji, Ωii = 0,∑
j Ωij = 0 (∀i), [Ωij , Ωkl] = 0 ({i, j} ∩ {k, l} = ∅).
Since the relations (12) are homogeneous, the infinitesimal pure braid Lie al-
gebra X has the natural grading derived from C{Ωij}, and U(X) has a graded
Hopf algebra structure.
We call the total differential equation (connection) on Fn(P
1)
(13) dG = ΩG, Ω =
∑
i<j
ωijΩij , ωij = d log(xi − xj)
the KZ equation(Drinfel’d [6]). We note that this equation is defined on Fn(C),
but the relation
∑
j Ωij = 0 on (12) makes it regular at infinity. There are unique
non-trivial second order relations among ωij ’s called the Arnold relations(Arnold
[1])
(14) ωij ∧ ωik + ωik ∧ ωjk + ωjk ∧ ωij = 0
for i < j < j.
From (12) and (14), the equation (13) is an integrable system and has
PGL(2,C)-invariance. Thus one can regard (13) as an equation on the mod-
uli space M0,n and solutions of the equation are considered as U˜(X)-valued
functions on M0,n. The equation (13) has logarithmic singularities along the
divisors D = {Dij}, where Dij = {[x1, . . . , xn] ∈ M0,n | xi = xj}.
5 KZ equation of one variable
The KZ equation on M0,4 is described in the cubic coordinate system as
(15) dG = ΩG, Ω = ξ1X1 + ξ11X11, ξ1 =
dz1
z1
, ξ11 =
dz1
1− z1
,
where X1 = Ω12, X11 = −Ω13. We call the equation (15) the KZ equation
of one variable (KZE1). The equation (15) has logarithmic singularities at
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D = {z1 = 0, 1,∞}. In this case, the infinitesimal pure braid relation (12) is
trivial, thus the infinitesimal pure braid Lie algebra X = C{X1, X11} is a free
Lie algebra generated by X1, X11. The Arnold relations (14) have only a trivial
relation ξ1 ∧ ξ11 = 0.
We consider the fundamental solution L(z1) normalized at the origin of (15).
It is the solution expressed as L(z1) = L̂(z1)z
X1
1 , where L̂(z1) is a U˜(X)-valued
holomorphic function on a neighborhood at z1 = 0 and L̂(0) = I.
Proposition 1. The fundamental solution L(z1) normalized at the origin exists
uniquely and expressed as follows:
L̂(z1) =
∞∑
s=0
L̂s(z1),(16)
L̂s(z1) =
∑
k1+···+kr=s
(∫ z1
0
ξk1−11 ξ11 · · · ξ
kr−1
1 ξ11
)
(17)
× ad(X1)
k1−1µ(X11) · · · ad(X1)
kr−1µ(X11)(I),
where ad(X1)(F ) = [X1, F ], µ(X11)(F ) = X11F for F ∈ U(X).
The integral in the right hand side of (17) stands for the iterated integral;
it is defined by
(18)
∫ z1
z
(0)
1
ξiw :=
∫ z1
z
(0)
1
(
ξi
∫ z1
z
(0)
1
w
)
,
∫ z1
z
(0)
1
1 := 1,
where i = 1 or 11, and w is a word of the shuffle algebra S(ξ1, ξ11). If w is not
terminated by ξ1, we can set the start point z
(0)
1 as 0.
Proof of Proposition 1. The degree s homogeneous component of the holomor-
phic part L̂s(z1) satisfies the following recursive equation
dL̂s+1(z1)
dz1
=
1
z1
[X1, L̂s(z1)] +
1
1− z1
X11L̂s(z1).
By starting from L̂0(z1) = I, we have
L̂s(z1) =
∫ z1
0
(ξ1 ⊗ ad(X1) + ξ11 ⊗ µ(X11))
s(1⊗ I)
inductively. This is nothing but the equation (17).
We note that the fundamental solution L(z1) is a grouplike element of U˜(X),
namely
∆(L(z1)) = L(z1)⊗ L(z1),(19)
ε(L(z1)) = 1.(20)
The function defined by the iterated integral
∫ z1
0 from 0 to z1 of a word
ξk1−11 ξ11 · · · ξ
kr−1
1 ξ11 is denoted by Lik1,...,kr (z1)
(21) Lik1,...,kr (z1) :=
∫ z1
0
ξk1−11 ξ11 · · · ξ
kr−1
1 ξ11.
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We call this a multiple polylogarithm of one variable (MPL1, for short). MPL1
is a many-valued analytic function on P1−{0, 1,∞} and has a Taylor expansion
at z = 0 as follows:
(22) Lik1,...,kr (z1) =
∑
m1>···>mr>0
zm11
mk11 · · ·m
kr
r
.
This series converges absolutely on |z1| < 1. If k1 > 1, the series also converges
as z1 tends to 1 and defines a multiple zeta value (MZV)
(23) ζ(k1, . . . , kr) := lim
z1→1
Lik1,...,kr(z1) =
∑
m1>···>mr>0
1
mk11 · · ·m
kr
r
.
The sum of index k = k1 + · · · + kr is called the weight and the length of
index r is referred to as the depth.
For a word ξk1−1ξ11 · · · ξkr−1ξ11 ∈ S(ξ1, ξ11), we put
Li(ξk1−11 ξ11 · · · ξ
kr−1
1 ξ11; z1) = Lik1,...,kr (z1),(24)
ζ(ξk1−11 ξ11 · · · ξ
kr−1
1 ξ11) = ζ(k1, . . . , kr) (k1 > 1)(25)
and extend Li and ζ to the C linear map
Li : S0(ξ1, ξ11) = C1+ S(ξ1, ξ11)ξ11 → {C-valued analytic functions},
ζ : S10(ξ1, ξ11) = C1+ ξ1S(ξ1, ξ11)ξ11 → C.
Let a1, . . . , an ∈ C − {0} be distinct non-zero complex numbers. KZE1 is
generalized to the following total differential equation
(26) dG =
(
A0dz
z
+
n∑
i=1
aiAidz
1− aiz
)
G
on P1 − {0, 1
a1
, . . . , 1
an
,∞}. The coefficients A0, A1, . . . , An are assumed to
generate the free Lie algebra C{A0, A1, . . . , An}. We call this equation the
generalized KZ equation of one variable or the Schlesinger type equation. The
fundamental solution normalized at the origin of the equation can be constructed
in a similar fashion as KZE1.
Proposition 2. Put ω0 =
dz
z
, ω1 =
a1dz
1−a1z
, . . . , ωn =
andz
1−anz
. The fundamental
solution L(z) normalized at z1 = 0 of (26) exists uniquely and expressed as
follows:
L(z) = L̂(z)zA0 ,(27)
L̂(z) =
∞∑
s=0
L̂s(z),(28)
L̂s(z) =
∑
i1,...,ir∈{1,...,n}
k1+···+kr=s
(∫ z
0
ωk1−10 ωi1 · · ·ω
kr−1
0 ωir
)
× ad(A0)
k1−1µ(Ai1) · · · ad(A0)
kr−1µ(Air )(I).(29)
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We call a function defined by the iterated integral
∫ z
0
ωk1−10 ωi1 · · ·ω
kr−1
0 ωir
a hyperlogarithm and denote it by
(30) L(k1ai1 . . .
krair ; z1) :=
∫ z
0
ωk1−10 ωi1 · · ·ω
kr−1
0 ωir .
A hyperlogarithm is a many-valued analytic function on P1−{0, 1
a1
, . . . , 1
an
,∞}
and has a Taylor expansion
(31) L(k1ai1 · · ·
krair ; z1) =
∑
m1>m2>···>mr>0
am1−m2i1 a
m2−m3
i2
· · · amrir
mk11 · · ·m
kr
r
z1
m1
on a neighborhood of z1 = 0. This series converges absolutely on
|z1| < min{1/|ai| | 1 ≤ i ≤ n}.
For n = 1 and a1 = 1, the generalized KZ equation of one variable is nothing
but KZE1 and hyperlogarithms are MPL1s. For n = 2, a1 = 1 and a2 = z2,
hyperlogarithms are referred to as hyperlogarithms of the type M0,5. We will
discuss them in Section 10.
6 The harmonic product of MZVs and MPLs
For the depth 1, MZVs are nothing but the Riemann zeta values. For this case,
we have
ζ(k1)ζ(l1) =
∑
m1>0
1
mk11
∑
n1>0
1
nl11
(32)
=
 ∑
m1>n1>0
+
∑
(m1=n1)>0
+
∑
n1>m1>0
 1
mk11 n
l1
1
= ζ(k1, l1) + ζ(k1 + l1) + ζ(l1, k1).
These relations can be generalized by using Hoffman’s harmonic algebra (Hoff-
man [10]) as follows. The harmonic product ∗ on S0 = S0(ξ1, ξ11) = C1 +
S(ξ1, ξ11)ξ11 ⊂ S(ξ1, ξ11) is defined as
w1 ∗ 1 = 1 ∗ w1 = w1,(33)
(χk1w1) ∗ (χk2w2)(34)
= χk1(w1 ∗ (χk2w2)) + χk2((χk1w1) ∗w2) + χk1+k2(w1 ∗ w2)
for any words w1, w2 ∈ S0 and χk stands for ξ
k−1
1 ξ11. Then (S
0, ∗,1) becomes
an associative commutative algebra. We remark that the harmonic product is
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expressed in a recursive form as follows:
(χk1 · · ·χkr ) ∗ (χl1 · · ·χls)(35)
=
r−1∑
p=1
(
(χk1 · · ·χkpχl1)((χkp+1 · · ·χkr ) ∗ (χl2 · · ·χls))
+ (χk1 · · ·χkpχkp+1+l1)((χkp+2 · · ·χkr ) ∗ (χl2 · · ·χls))
)
+ χk1 · · ·χkrχl1 · · ·χls
+
s−1∑
p=1
(
(χl1 · · ·χlpχk1)((χk2 · · ·χkr) ∗ (χlp+1 · · ·χls))
+ (χl1 · · ·χlpχk1+lp+1)((χk2 · · ·χkr ) ∗ (χlp+2 · · ·χls))
)
+ χl1 · · ·χlsχk1 · · ·χkr
+ χk1+l1((χk2 · · ·χkr ) ∗ (χl2 · · ·χls)),
where we regard (χki+1 · · ·χki) and (χli+1 · · ·χli) as 1. Furthermore, for words
w1, w2 in S
10 = S10(ξ1, ξ11) = C1+ ξ1S(ξ1, ξ11)ξ11, we have
(36) ζ(w1)ζ(w2) = ζ(w1 ∗ w2).
This is the harmonic product of MZVs.
We denote by IDX the non-commutative algebra over C spanned by all
indexes of positive integers and the empty index ∅. The product of index
(k1, . . . , kr) · (l1, . . . , ls) is defined by the concatenation (k1, . . . , kr, l1, . . . , ls).
There is an algebra isomorphism from S0 to IDX defined by χk1 · · ·χkr 7→
(k1, . . . , kr), and ξ (resp. Li) can be regarded as a C linear map on IDX . One
can express the equation (35) and define the harmonic product on IDX as fol-
lows;
(k1, . . . , kr) ∗ ∅ = ∅ ∗ (k1, . . . , kr) = (k1, . . . , kr),(37)
(k1, . . . , kr) ∗ (l1, . . . , ls)(38)
=
r−1∑
p=1
(
(k1, . . . , kp, l1) · ((kp+1, . . . , kr) ∗ (l2, . . . , ls))
+ (k1, . . . , kp, kp+1 + l1) · ((kp+2, . . . , kr) ∗ (l2, . . . , ls))
)
+ (k1, . . . , kr, l1, . . . , ls)
+
s−1∑
p=1
(
(l1, . . . , lp, k1) · ((k2, . . . , kr) ∗ (lp+1, . . . , ls))
+ (l1, . . . , lp, k1 + lp+1) · ((k2, . . . , kr) ∗ (lp+2, . . . , ls))
)
+ (l1, . . . , ls, k1, . . . , kr)
+ (k1 + l1) · ((k2, . . . , kr) ∗ (l2, . . . , ls)),
where (kr+1, . . . , kr) = (ls+1, . . . , ls) = ∅. In this notation, we can describe the
harmonic product of MZVs as
(39) ζ(k1, . . . , kr) ∗ ζ(l1, . . . , ls) = ζ((k1, . . . , kr) ∗ (l1, . . . , ls))
for k1, l1 > 1.
This product is generalized to multiple polylogarithms as follows. Set
(40) Lik1,...,kr (i, r − i; z1, z2) :=
∑
m1>···>mr>0
zm11 z
mi+1
2
mk11 · · ·m
kr
r
,
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and call this a multiple polylogarithm of two variables (MPL2). This is a special
case of hyperlogarithms (for detail, see Section 10) and in particular we have
Lik1,...,kr (r, 0; z1, z2) = Lik1,...,kr (z1),(41)
Lik1,...,kr (0, r; z1, z2) = Lik1,...,kr (z1z2).(42)
For MPL1s of depth 1, we have
Lik1(z1) Lil1(z2) =
∑
m1>0
zm11
mk11
∑
n1>0
zn12
nl11
(43)
=
 ∑
m1>n1>0
+
∑
(m1=n1)>0
+
∑
n1>m1>0
 zm11 zn12
mk11 n
l1
1
= Lik1,l1(1, 1; z1, z2) + Lik1+l1(z1z2) + Lil1,k1(1, 1; z2, z1).
In the same fashion, the product Lik1,...,kr(z1) Lil1,...,ls(z2) is expressed as fol-
lows. We denote the harmonic product of indexes by
(k1, . . . , kr) ∗ (l1, . . . , ls) =
∑
(p1, . . . , pt).
By definition, pi (i = 1, . . . , t) is ku, lv or ku + lv for some u ∈ {1, . . . , r}, v ∈
{1, . . . , s} and each of k1, . . . , kr, l1, . . . , ls appears just one time in (p1, . . . , pt).
Under this notation, the harmonic product of MPLs is given by
(44) Lik1,...,kr (z1) Lil1,...,ls(z2) =
∑
(p1,...,pt)
∑
m1>···>mp>0
z
mi1
1 z
mi2
2
mp11 · · ·m
pt
t
,
where k1 appears in pi1 and l1 appears in pi2 . We note that each summand of
the right hand side is
∑
m1>···>mp>0
z
mi1
1 z
mi2
2
mp11 · · ·m
pt
t
=

Lip1,...,pt(i2 − 1, t− i2 + 1; z1, z2) (i1 = 1 < i2)
Lip1,...,pt(i1 − 1, t− i1 + 1; z2, z1) (i2 = 1 < i1)
Lip1,...,pt(0, t; z1z2) (i1 = i2 = 1).
From (38), (43) and (44), we see that the harmonic product of MPL1s is
given in a recursive way as follows;
Lik1,...,kr (z1) Lil1,...,ls(z2)(45)
=
r−1∑
p=1
(
Li(k1,...,kp,l1)·((kp+1,...,kr)∗(l2,...,ls))(p, •; z1, z2)
+ Li(k1,...,kp,kp+1+l1)·((kp+2,...,kr)∗(l2,...,ls))(p, •; z1, z2)
)
+ Li(k1,...,kr ,l1,...,ls)(r, s; z1, z2)
+
s−1∑
p=1
(
Li(l1,...,lp,k1)·((k2,...,kr)∗(lp+1,...,ls))(p, •; z2, z1)
+ Li(l1,...,lp,k1+lp+1)·((k2,...,kr)∗(lp+2,...,ls))(p, •; z2, z1)
)
+ Li(l1,...,ls,k1,...,kr)(s, r; z2, z1)
+ Li(k1+l1)·((k2,...,kr)∗(l2,...,ls))(0, •; z2, z1),
where, in Lik1,...,kr(p, •; zi, zj), • = (the depth r − the first number p).
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7 KZ equation of two variables and the decom-
position of the infinitesimal pure braid Lie al-
gebra
We consider the KZ equation on M0,5. Put
X1 = Ω12 +Ω13 +Ω23, X11 = −Ω14, X2 = Ω23, X22 = −Ω12, X12 = −Ω24.
Then the KZ equation (13) on M0,5 becomes
dG = ΩG, Ω = ξ1X1 + ξ11X11 + ξ2X2 + ξ22X2 + ξ12X12,(46)
ξ1 =
dz1
z1
, ξ11 =
dz1
1− z1
, ξ2 =
dz2
z2
, ξ22 =
dz2
1− z2
, ξ12 =
d(z1z2)
1− z1z2
on the cubic coordinate system. We call this the KZ equation of two variables
(KZE2). This equation has logarithmic singularities along the divisors D =
{z1 = 0, 1,∞}∪ {z2 = 0, 1,∞}∪ {z1z2 = 1}.
The infinitesimal pure braid relation (12) reads
(47)
{
[X1, X2] = [X11, X2] = [X1, X22] = 0,
[X11, X22] = [−X11, X12] = [X22, X12] = [−X1 +X2, X12],
and the Arnold relations (14)
(48)

ξ1 ∧ ξ11 = 0, ξ2 ∧ ξ22 = 0,
(ξ1 + ξ2) ∧ ξ12 = 0,
ξ11 ∧ ξ12 + ξ22 ∧ (ξ11 − ξ12)− ξ2 ∧ ξ12 = 0.
The infinitesimal pure braid Lie algebra X = C{A}
/
(47), where A is a set of
X1, X11, X2, X22, X12, has the following decomposition.
Proposition 3. The following decompositions hold as C-vector spaces:
(49) X = C{X1, X11, X12} ⊕C{X2, X22} = C{X2, X22, X12} ⊕C{X1, X11},
where C{X1, X11, X12} and C{X2, X22, X12} are Lie ideals of X, and
U(X) = U(C{X1, X11, X12})⊗ U(C{X2, X22})(50)
= U(C{X2, X22, X12})⊗ U(C{X1, X11}).
The proposition can be proved by using induction on the degree of the gra-
dation on X. However we can interpret the decomposition (49) of X from the
geometric viewpoint of M0,5 as in the following section.
8 Geometrical interpretation of the decomposi-
tion of the infinitesimal pure braid Lie algebra
We consider the projection
p2 :M0,5 →M0,4; [x1, x2, x3, x4, x5] 7→ [x1, x3, x4, x5]
12
defined by the homogeneous coordinate system. In the cubic coordinate system,
this projection can be identified as (z1, z2) 7→ z1. The projection gives the
fiber space structure of M0,5 over the base space M0,4 and the fiber of z1 is
P1 − {0, 1,∞, z−11 } (see Figure 3).
M0,4 ≈ P1 − {0, 1,∞}
0 1 ∞
M0,5
❄
p2
z1
p−12 (z1)
≈ P1 − {0, 1,∞, z−11 }
Figure 3: the fiber space structure of M0,5 on M0,4
For this fiber space structure, we have the homotopy exact sequence
(51) pi2(M0,4, z1) = 1→ pi1(P
1 − {0, 1,∞, z−11 }, z2)→ pi1(M0,5, (z1, z2))
→ pi1(M0,4, z1)→ pi0(P
1 − {0, 1,∞, z−11 }, z2) = 1.
There exists a continuous section of this fiber space, so that the exact sequence
(51) splits. Hence we have the decomposition of the fundamental group
(52) pi1(M0,5, (z1, z2)) ∼= pi1(P
1 − {0, 1,∞, z−11 }, z2)⋊ pi1(M0,4, z1).
Taking the lower central series of the decomposition (infinitesimal version of the
decomposition, Ihara [11] Lemma 3.1.1 and Proposition 3.2.1), we obtain the
decomposition of X
X = C{X2, X22, X12} ⊕C{X1, X11},
where C{X2, X22, X12} is a Lie ideal of X.
In the same way, the projection
p4 :M0,5 →M0,4; [x1, x2, x3, x4, x5] 7→ [x1, x2, x3, x5]
(in the cubic coordinate system, (z1, z2) 7→ z2) also define the fiber space struc-
ture of M0,5 over M0,4, and the fiber of z2 is P1 − {0, 1,∞, z
−1
2 }. Hence we
have the decomposition of the fundamental group
(53) pi1(M0,5, (z1, z2)) ∼= pi1(P
1 − {0, 1,∞, z−12 }, z1)⋊ pi1(M0,4, z2)
and the infinitesimal version
X = C{X1, X11, X12} ⊕C{X2, X22}
(C{X1, X11, X12} is a Lie ideal) is followed.
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9 The reduced bar algebra and iterated inte-
grals of two variables
We consider the dual Hopf algebra of U(X) which consists of differential forms.
Let A = {ξ1, ξ11, ξ2, ξ22, ξ12} be a set of differential forms and S = S(A) be
the shuffle algebra generated by A. We say that a degree s element of S
(54) Ss(A) ∋ ϕ =
∑
I=(i1,...,is)
cI ωi1 · · ·ωis , (CI ∈ C, ωi ∈ A)
satisfies Chen’s integrability condition, if and only if the formula
(55)
∑
I
cI ωi1 ⊗ · · · ⊗ ωil ∧ ωil+1 ⊗ · · · ⊗ ωis = 0
holds for all 1 ≤ l ≤ s− 1 as a multiple differential form.
From Chen’s lemma(Chen [4]), if an element ϕ (54) satisfies Chen’s integra-
bility condition, the iterated integral
∫ (z1,z2)
(z
(0)
1 ,z
(0)
2 )
ϕ depends only on the homo-
topy class of the integral path and defines a many-valued analytic function on
P1 ×P1 −D.
We define the reduced bar algebra B as the subspace of S spanned by ele-
ments which satisfy Chen’s integrability condition. The reduced bar algebra has
the grading B =
⊕∞
s=0 Bs, Bs = B ∩ Ss(A) and (B,x,1,∆
∗, ε∗, ρ∗) is a graded
Hopf algebra. The subspaces B0,B1 and B2 are described as
B0 = C1,(56)
B1 = Cξ1 ⊕Cξ11 ⊕Cξ2 ⊕Cξ22 ⊕Cξ12,(57)
B2 =
⊕
ω∈A
Cωω ⊕
⊕
i=1,2
Cξiξii ⊕
⊕
i=1,2
Cξiiξi(58)
⊕
⊕
ω1=ξ1,ξ11
ω2=ξ2,ξ22
C(ω1ω2 + ω2ω1)⊕
⊕
ω∈A−{ξ12}
C(ωξ12 + ξ12ω)
⊕C(ξ1ξ12 + ξ2ξ12)⊕C(ξ11ξ12 + ξ22ξ11 − ξ22ξ12 − ξ2ξ12).
Moreover, Bs (s > 2) is characterized as follows(Brown [2]):
Bs =
s−1⋂
j=1
BjBs−j =
s−2⋂
j=0
B1 · · · B1︸ ︷︷ ︸
j times
B2 B1 · · · B1︸ ︷︷ ︸
s−j−2 times
.(59)
Proposition 4. U(X) is a graded restricted dual Hopf algebra of B.
For the proof we need the following notation and lemma. We denote by
H = U(C{A}) the universal enveloping algebra of the free Lie algebra generated
by A = {X1, X11, X2, X22, X12}, and by H =
⊕∞
s=0 Hs the grading of H defined
by the length of words.
Let
I2 = C[X1, X2] +C[X1, X22] +C[X11, X2] +C([X11, X22] + [X11, X12])
+C([X11, X22] + [X12, X22]) +C([X11, X22] + [X1 −X2, X12])
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be a subspace of C{A} and I (resp. J) be an ideal of C{A} (resp. a two sided
ideal of H) generated by I2. Clearly we have X = C{A}/I and U(X) = H/J.
Lemma 5.
(B1 · · · B1︸ ︷︷ ︸
l−1 times
B2 B1 · · · B1︸ ︷︷ ︸
s−l−1 times
)⊥ ∩ Hs = Hl−1J2Hs−l−1.
Proof. Let
{ξi1 · · · ξil−1ϕξil+2 · · · ξis | ik ∈ {1, 11, 2, 22, 12}, ϕ ∈ the basis of B2}
be a basis of B1 · · · B1B2B1 · · · B1. An element of Hs which is orthogonal to the
element ξi1 · · · ξil−1ϕξil+2 · · · ξis can be expressed as Xi1 · · ·Xil−1ΦXil+2 · · ·Xis ,
for some Φ ∈ H2 such that 〈Φ, ϕ〉 = 0. By counting the dimensions, we obtain
B⊥2 ∩H2 = J2. Thus we have proved the lemma.
Proof of Proposition 4. Since J2 = I2 and
Js =
s−1∑
l=1
Hl−1J2Hs−l−1,
for s > 2, the lemma says that J is the orthogonal complement of B. Hence
U(X) = H/J is a dual Hopf algebra of B.
We denote by B0 (resp. S0) the subalgebra of B (resp. S) generated by
elements which have no terms ended with ξ1 and ξ2. For an element ϕ ∈ B
0,
the iterated integral
∫ (z1,z2)
(0,0)
ϕ makes sense.
Corresponding to the decomposition of U(X), one can show that B is iso-
morphic to the tensor product of shuffle algebras as follows.
Proposition 6. Put ξ
(1)
12 =
z2dz1
1−z1z2
and ξ
(2)
12 =
z1dz2
1−z1z2
. We define the projection
Pr
(i)
i⊗j ,Pr
(j)
i⊗j ({i, j} = {1, 2}) by
Pr
(i)
i⊗j : S → S(ξi, ξii, ξ
(i)
12 ); ξj , ξjj 7→ 0, ξ12 7→ ξ
(i)
12 ,(60)
Pr
(j)
i⊗j : S → S(ξj , ξjj); ξi, ξii, ξ12 7→ 0.(61)
Define maps ιi⊗j : B→ S(ξi, ξii, ξ
(i)
12 )⊗ S(ξj , ξjj) by
(62) ιi⊗j =
(
Pr
(i)
i⊗j
∣∣∣
B
⊗ Pr
(j)
i⊗j
∣∣∣
B
)
◦∆∗,
where ∆∗ is the coproduct of B. Then ιi⊗j are shuffle algebra isomorphisms.
Furthermore we have a decomposition of B0 as follows.
Proposition 7. The restrictions
ιi⊗j |B0 : B
0 → S0(ξi, ξii, ξ
(i)
12 )⊗ S
0(ξj , ξjj)
({i, j} = {1, 2}) are also shuffle algebra isomorphisms.
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We prove only for ι1⊗2 and ι1⊗2|B0 . We prepare combinatorial claims for B
and B0.
Lemma 8. (i) Assume that ϕ ∈ Bs ∩ (S1(ξ2, ξ22)Ss−1(A)). Then
ϕ ∈ Ss(ξ2, ξ22).
(ii) For ϕ ∈ Bs, the following two statements are equivalent:
(a) ϕ contains a term of the form ϕ′ξ1ν1 · · · νp (resp. ϕ′ξ2µ1 · · ·µp),
(b) ϕ contains a term of the form ϕ′ν1 · · · νpξ1 (resp. ϕ′µ1 · · ·µpξ2),
where ϕ′ ∈ B and ν1, . . . , νp ∈ {ξ2, ξ22} (resp. µ1, . . . , µp ∈ {ξ1, ξ11}).
(iii) Assume that Proposition 6 holds. For i = 1 and 2, if ϕ ∈ Bs contains a
term which is ended with ξi, ι1⊗2(ϕ) (resp. ι2⊗1(ϕ)) also has a term ended
with ξi in S(ξ1, ξ11, ξ
(1)
12 ) or S(ξ2, ξ22)-component (resp. S(ξ2, ξ22, ξ
(2)
12 ) or
S(ξ1, ξ11)-component ).
Proof. (i) This claim can be proved easily by direct calculation for B2 and by
induction on s.
(ii) Assume that ϕ ∈ Bs contains the term ϕ′ξ1ν1 · · · νp. From (58), ξ1ξ2 (resp.
ξ1ξ22) appears in pairs with ξ2ξ1 (resp. ξ22ξ1) in B2. Since ϕ belongs to
Bs−p−1B2 B1 · · · B1︸ ︷︷ ︸
p times
, ϕ has the term ϕ′ν1ξ1ν2 · · · νp. This means that ϕ
contains ϕ′ν1 · · · νpξ1. The converse assertion is proved in the same way.
(iii) We show the claim for ι1⊗2. Put ϕ ∈ Bs as
ϕ = ϕ1ξ1 + ϕ11ξ11 + ϕ12ξ12 + ϕ2ξ2 + ϕ22ξ22,
where ϕ1, . . . , ϕ22 ∈ Bs−1.
For i = 1, we have ϕ1 6= 0 by assumption. Since ι1⊗2 is a x-isomorphism,
ι1⊗2(ϕ1) is not equal to 0. Thus ϕ1 has a term such as
µ1 · · ·µpν1 · · · νs−p
where µ1, . . . , µp ∈ {ξ1, ξ11, ξ12} and ν1, . . . , νs−p ∈ {ξ2, ξ22}. This implies
that ϕ has the term
µ1 · · ·µpν1 · · · νs−pξ1,
so has the term
µ1 · · ·µpξ1ν1 · · · νs−p
by using (i). Hence ι1⊗2(ϕ) contains a term ended with ξ1 in S(ξ1, ξ11, ξ
(1)
12 )
component.
For i = 2, we assume that ϕ2 6= 0. By definition of ι1⊗2, we have
ι1⊗2(ϕ) = (Pr
(1)
1⊗2(ϕ1)ξ1)⊗ 1+ (Pr
(1)
1⊗2(ϕ11)ξ11)⊗ 1
+ (Pr
(1)
1⊗2(ϕ12)ξ12)⊗ 1
+ ι1⊗2(ϕ2)(1⊗ ξ2) + ι1⊗2(ϕ22)(1⊗ ξ22).
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Thus by virtue of ι1⊗2(ϕ2) 6= 0, we see that ι1⊗2(ϕ) contains a term ended
with ξ2.
Proof of Proposition 6. It is enough to prove that ιs := ι1⊗2|Bs is injective. We
show ker(ιs) = 0 by induction on s. For s = 0 and 1, ker(ιs) = 0 is clear.
For s = 2, we can show by direct calculation. For s ≥ 3, we assume that
ker(ιs−1) = 0.
We define the sets
S1⊗2,s(A) := {ϕ∈Ss(A) | In all terms of ϕ,
ξ2 or ξ22 appears in the left side of some ξ1, ξ11, ξ12},
Scs(ξ2, ξ22) := {ϕ ∈ Ss(A) | ϕ is a linear combination of words
which have at least one ξ1, ξ11, ξ12}.
Then we have clearly ker(ιs) = Bs ∩ S1⊗2,s(A).
Put ϕ ∈ ker(ιs). Since ϕ ∈ S1⊗2,s(A), ϕ can be written as
ϕ = ξ1ϕ1 + ξ11ϕ11 + ξ12ϕ12 + ξ2ϕ2 + ξ22ϕ22,
where ϕ1, ϕ11, ϕ12 ∈ S1⊗2,s−1(A), ϕ2, ϕ22 ∈ Scs−1(ξ2, ξ22). On the other hand,
from the assumption, we have ϕ1, ϕ11, ϕ12 ∈ Bs−1∩S1⊗2,s−1(A) = ker(ιs−1) = 0
and
ϕ = ξ2ϕ2 + ξ22ϕ22.
Thus, from the lemma (i) above, we have ϕ ∈ Scs(ξ2, ξ22) ∩ Ss(ξ2, ξ22) = {0}.
Proof of Proposition 7. It suffices to prove
ι1⊗2(B
0) = S0(ξ1, ξ11, ξ
(1)
12 )⊗ S
0(ξ2, ξ22).
First, we show ι1⊗2(B0) ⊂ S0(ξ1, ξ11, ξ
(1)
12 )⊗ S
0(ξ2, ξ22). Put ϕ ∈ B0. It is clear
that ι1⊗2(ϕ) ∈ S(ξ1, ξ11, ξ
(1)
12 )⊗ S
0(ξ2, ξ22). We assume that
ι1⊗2(ϕ) ∈ S(ξ1, ξ11, ξ
(1)
12 )⊗ S
0(ξ2, ξ22)− S
0(ξ1, ξ11, ξ
(1)
12 )⊗ S
0(ξ2, ξ22),
namely ϕ contains a term of the form ϕ′ξ1ϕ
′′, where ϕ′ ∈ S(ξ1, ξ11, ξ12), ϕ′′ ∈
S(ξ2, ξ22). Thus by Lemma 8 (ii), ϕ contains ϕ
′ϕ′′ξ1. This means that ϕ does
not belong to B0. Therefore we obtain ι
(1)
1⊗2(ϕ) ∈ S
0(ξ1, ξ11, ξ
(1)
12 )⊗ S
0(ξ2, ξ22).
Next, we prove that ι1⊗2(B0) ⊃ S0(ξ1, ξ11, ξ
(1)
12 ) ⊗ S
0(ξ2, ξ22). Since ι1⊗2 is
an isomorphism, for any ψ ∈ S0(ξ1, ξ11, ξ
(1)
12 )⊗S
0(ξ2, ξ22), there exists a unique
element ϕ ∈ B such that ι1⊗2(ϕ) = ψ. We assume that ϕ ∈ B − B0, that is, ϕ
has a term ended with ξ1 or ξ2. By using Lemma 8 (iii), we see that ι1⊗2(ϕ) is
not an element of S0(ξ1, ξ11, ξ
(1)
12 )⊗ S
0(ξ2, ξ22).
We have thus completed the proof of Proposition 7.
For one variable, it is well known that S(ξ1, ξ11) is the shuffle polynomial
ring over S0(ξ1, ξ11) = C1 + S(ξ1, ξ11)ξ11, namely S(ξ1, ξ11) = S
0(ξ1, ξ11)[ξ1]
(Reutenauer [14]). Moreover S(ξ1, ξ11, ξ
(1)
12 ) = S
0(ξ1, ξ11, ξ
(1)
12 )[ξ1] also holds. As
a corollary of Proposition 6 and 7, one can show the following “two variables”
analogue.
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Corollary 9. We have
(63) B = B0[ξ1, ξ2].
We note that the maps ιi⊗j can be obtained by the following way:
(i) Picking up the terms which have the form ψiψj (ψi ∈ S(ξi, ξii, ξ12), ψj ∈
S(ξj , ξjj)).
(ii) Changing each ψiψj to ψi ⊗ ψj ∈ S(ξi, ξii, ξ12)⊗ S(ξj , ξjj).
(iii) Replacing ξ12 to ξ
(i)
12 .
(0, 0) (1, 0)
(0, 1) (1, 1)
z1
z2
(z1, z2)
C
(1)
2⊗1
C
(2)
2⊗1C
(2)
1⊗2
C
(1)
1⊗2
C2⊗1 = C
(2)
2⊗1 ◦ C
(1)
2⊗1
C1⊗2 = C
(1)
1⊗2 ◦ C
(2)
1⊗2
✲
✻✻
✲
Figure 4: the contours C1⊗2, C2⊗1
For 0 < |z1| < 1 and 0 < |z2| < 1, we denote by C
(2)
1⊗2 the contour from
(0, 0) to (0, z2) on {0}× {z ∈ C | |z| < 1}, and C
(1)
1⊗2 the contour from (0, z2) to
(z1, z2) on {z ∈ C | |z| < 1} × {z2}. We also denote by C
(1)
2⊗1 the contour from
(0, 0) to (z1, 0) on {z ∈ C | |z| < 1}× {0}, and C
(2)
2⊗1 the contour from (z1, 0) to
(z1, z2) on {z1} × {z ∈ C | |z| < 1}.
We define the integral contours C1⊗2 and C2⊗1 by C1⊗2 = C
(1)
1⊗2 ◦ C
(2)
1⊗2,
C2⊗1 = C
(2)
2⊗1 ◦ C
(1)
2⊗1, where the composition of paths C ◦ C
′ is defined by
connecting C after C′ (see Figure 4).
The projection ιi⊗j corresponds to the contour Ci⊗j as the following propo-
sition.
Proposition 10. If ϕ ∈ B0, iterated integrals
∫
C1⊗2
ϕ and
∫
C1⊗2
ϕ make sense
and are given as follows: ∫
C1⊗2
ϕ =
∫
1⊗2
ι1⊗2(ϕ),(64) ∫
C2⊗1
ϕ =
∫
2⊗1
ι2⊗1(ϕ),(65)
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where the integrals of the right hand sides stand for
(66)
∫
1⊗2
ψ1 ⊗ ψ2 :=
∫
C1⊗2
ψ1ψ2 =
∫ z1
z1=0
ψ1
∫ z2
z2=0
ψ2
for ψ1 ⊗ ψ2 ∈ S0(ξ1, ξ11, ξ
(1)
12 )⊗ S
0(ξ2, ξ22), and
(67)
∫
2⊗1
ψ2 ⊗ ψ1 :=
∫
C2⊗1
ψ2ψ1 =
∫ z2
z2=0
ψ2
∫ z1
z1=0
ψ1
for ψ2 ⊗ ψ1 ∈ S0(ξ2, ξ22, ξ
(2)
12 )⊗ S
0(ξ1, ξ11).
Proof. The definition of ι says that ιi⊗j is the map picking up terms which do
not vanish for integration on Ci⊗j .
10 The hyperlogarithms of the type M0,5
For the integral (66) and (67), the integrals∫ z1
0
w (w ∈ S0(ξ1, ξ11))
and ∫ z2
0
w (w ∈ S0(ξ2, ξ22))
are nothing but multiple polylogarithms of one variable appeared in Section 5∫ zi
0
w = Li(w; zi) (w ∈ S
0(ξi, ξii)).
In this section, we consider the integrals∫ z1
0
w (w ∈ S0(ξ1, ξ11, ξ
(1)
12 ))
and ∫ z2
0
w (w ∈ S0(ξ2, ξ22, ξ
(2)
12 )).
They are referred to as hyperlogarithms of the type M0,5.
For w = ξk1−11 ω1 · · · ξ
kr−1
1 ωr ∈ S
0(ξ1, ξ11, ξ
(1)
12 ) (ωi ∈ {ξ11, ξ
(1)
12 }), we de-
note by L(w; z1) =
∫ z1
0
w the iterated integral of w from 0 to z1. This is the
hyperlogarithm
L(w; z1) = L(
k1α1 · · ·
krαr; z1),
where αi = 1 or z2 with respect to ωi = ξ11 or ξ
(1)
12 . We call this “hyperlogarithm
of the main variable z1 with the singular points {0, 1,
1
z2
,∞}”. This function is a
many-valued analytic function on P1−{0, 1, 1
z2
,∞} and has a Taylor expansion
(68) L(w; z1) =
∑
m1>···>mr>0
αm1−m21 α
m2−m3
2 · · ·α
mr
r
mk11 · · ·m
kr
r
zm11
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on a neighborhood of z1 = 0.
Particularly, if w ∈ S0(ξ1, ξ11), the hyperlogarithm L(w; z1) is a multiple
polylogarithm of one variable
(69) L(k11 · · · kr1; z1) = Lik1,...,kr (z1),
and if w1, . . . , wi = ξ11, wi+1, . . . , wr = ξ
(1)
12 , it is a multiple polylogarithm of
two variables appeared in Section 6
(70) L(k11 · · · ki1ki+1z2 · · ·
krz2; z1) = Lik1,...,kr (i, r − i; z1, z2).
In the same way, for w ∈ S0(ξ2, ξ22, ξ
(2)
12 ), we call L(w; z2) =
∫ z2
0
w “hyper-
logarithms of the main variable z2 with the singular points {0, 1,
1
z1
,∞}”.
Under this convention, the iterated integral of an element of B0 on C1⊗2
(resp. C2⊗1) can be written as the product of hyperlogarithm of z1 (resp. z2)
and MPL1 of z2 (resp. z1).
Multiple polylogarithms satisfy the following recursive relations which can
be proved easily by using the series expansion.
Lemma 11. Lik1,...,ki+j (i, j; z1, z2) satisfies the following differential recursive
relations.
∂
∂z1
Lik1,...,ki+j (i, j; z1, z2)(71)
=

z2
1− z1z2
Lik2,...,kj (0, j − 1; z1, z2) (i = 0, k1 = 1),
1
1− z1
Lik2,...,ki+j (i − 1, j; z1, z2) (i > 0, k1 = 1),
1
z1
Lik1−1,k2,...,ki+j (i, j; z1, z2) (k1 > 1),
∂
∂z2
Lik1,...,ki+j (i, j; z1, z2)(72)
=

z1
1− z1z2
Lik2,...,kj (0, j − 1; z1, z2) (i = 0, k1 = 1),
1
1− z2
Lik1,...,ki,ki+2,...,ki+j (i, j − 1; z1, z2)
−
1
1− z2
Lik1,...,ki,ki+2,...,ki+j (i − 1, j; z1, z2)
−
1
z2
Lik1,...,ki,ki+2,...,ki+j (i − 1, j; z1, z2) (i > 0, ki+1 = 1),
1
z2
Lik1,...,ki,ki+1−1,ki+2,...,ki+j (i, j; z1, z2) (ki+1 > 1).
11 The generalized harmonic product relations
and the harmonic product of MPLs
Now we obtain immediately the following theorem.
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Theorem 12 (The generalized harmonic product relations). For each ϕ ∈ B0,
the relation among hyperlogarithms of the type M0,5
(73)
∫
1⊗2
ι1⊗2(ϕ) =
∫
2⊗1
ι2⊗1(ϕ)
holds.
Proof. Since an iterated integral of ϕ ∈ B0 depends only on the homotopy class
of the integral path, we have
(74)
∫
C1⊗2
ϕ =
∫
C2⊗1
ϕ.
Applying Proposition 10 to (74), we have the theorem.
Particularly, applying the theorem to w ∈ S0(ξ1, ξ11, ξ
(1)
12 ), we have
(75) L(w; z1) =
∫
2⊗1
ι2⊗1 ◦ ι
−1
1⊗2(w ⊗ 1).
This equation says that the hyperlogarithm L(w; z1) of the main variable z1 can
be represented in terms of hyperlogarithms of the main variable z2 and multiple
polylogarithms of z1.
Relations (73) among hyperlogarithms of the type M0,5 for all ϕ ∈ B0 are
referred to as the generalized harmonic product relations.
We show some examples of the generalized harmonic product relations:
• For w = ξ11ξ
(1)
12 , we have
ι−11⊗2(w ⊗ 1) = ξ11ξ12 + ξ22ξ11 − ξ22ξ12 − ξ2ξ12.
The generalized harmonic product relation for ι−11⊗2(ξ11ξ
(1)
12 ⊗ 1) is
Li1,1(1, 1; z1, z2) = Li1(z2) Li1(z1)− Li1,1(1, 1; z2, z1)− Li2(0, 1 : z2, z1).
This is the simplest case of the harmonic product of MPLs.
• For w = ξ
(1)
12 ξ11, we have
ι−11⊗2(w ⊗ 1) = ξ12ξ11 − ξ22ξ11 + ξ22ξ12 + ξ2ξ12.
The generalized harmonic product relation for ι−11⊗2(ξ
(1)
12 ξ11 ⊗ 1) is
L(1z2
11; z1) = Li1(0, 1; z2, z1) Li1(z1)− Li1(z2) Li1(z1)
+ Li1,1(1, 1; z2, z1) + Li2(0, 1; z2, z1).
• For w = ξ
(1)
12 ξ11ξ
(1)
12 , we have
ι−11⊗2(w ⊗ 1)=ξ12ξ11ξ12 + ξ12ξ22ξ11 + ξ22ξ12ξ11 − ξ22ξ11ξ12
− 2ξ22ξ22ξ11 + 2ξ22ξ22ξ12 + 2ξ22ξ2ξ12 − ξ12ξ22ξ12 − ξ12ξ2ξ12.
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The generalized harmonic product relation for ι−11⊗2(ξ
(1)
12 ξ11ξ
(1)
12 ⊗ 1) is
L(1z2
111z2; z1)
= −2 Li1,1(z2) Li1(z1) + 2Li1,1,1(2, 1; z2, z1)
+ 2Li1,2(1, 1; z2, z1) + L(
1z1
11; z2) Li1(z1)
+ Li1,1(1, 1; z2, z1) Li1(z1)− L(
1z1
111z1; z2)− Li1,2(0, 2; z2, z1).
Next, we consider the case of ϕ = ι−11⊗2(w ⊗ 1) ∈ B
0 for
w = ξk1−11 ξ11 · · · ξ
ki−1
1 ξ11ξ
ki+1−1
1 ξ
(1)
12 · · · ξ
kr−1
1 ξ
(1)
12 ∈ S
0(ξ1, ξ11, ξ
(1)
12 ).
Put ϕk1,...,kr (i, r − i) = ι
−1
1⊗2(w ⊗ 1) and ϕ∅(0, 0) = 1.
Proposition 13. The following identity in B holds:
(76) ϕk1,...,kr(i, r − i)
=

ξ11ϕk2,...,kr(r − 1, 0) (i = r, k1 = 1),
ξ1ϕ(k1−1),k2,...,kr(r, 0) (i = r, k1 > 1),
ξ12ϕk2,...,kr(0, r − 1) (i = 0, k1=ki+1= 1),
ξ11ϕk2,...,kr(i − 1, r − i)
+ξ22ϕk1,...,ki,ki+2,...,kr(i, r − i− 1)
−(ξ22 + ξ2)ϕk1,...,ki,ki+2,...,kr (i− 1, r − i) (r > i > 0, k1=ki+1= 1),
ξ11ϕk2,...,kr(i − 1, r − i)
+ξ2ϕk1,...,ki,(ki+1−1),ki+2,...,kr(i, r − i) (r > i > 0, k1= 1, ki+1>1),
ξ1ϕ(k1−1),k2,...,kr(i, r − i)
+ξ22ϕk1,...,ki,ki+2,...,kr(i, r − i− 1)
−(ξ22 + ξ2)ϕk1,...,ki,ki+2,...,kr (i− 1, r − i) (r > i > 0, k1 > 1, ki+1= 1),
ξ1ϕ(k1−1),k2,...,kr(i, r − i)
+ξ2ϕk1,...,ki,(ki+1−1),ki+2,...,kr(i, r − i) (r > i ≥ 0, k1>1, ki+1>1).
Proof. We show this by induction on the weight k = k1 + · · ·+ kr. If k = 1, we
have
ϕ1(1, 0) = ι
−1
1⊗2(ξ11 ⊗ 1) = ξ11 = ξ111 = ξ11ϕ∅(0, 0),
ϕ1(0, 1) = ι
−1
1⊗2(ξ
(1)
12 ⊗ 1) = ξ12 = ξ121 = ξ12ϕ∅(0, 0).
Therefore the equation (76) holds.
We assume that the equation (76) holds for all l1 + · · · + ls < k. By the
definition of ι1⊗2, we obtain ι1⊗2(LHS) = ι1⊗2(RHS) = w⊗I for all cases. Thus
it suffices to prove the RHS of (76) belongs to B2B
0
k−2 ⊂ B
0 for k1+ · · ·+kr = k.
For i = 0, k1 = ki+1 = 1, we have
RHS = ξ12ϕk2,...,kr (0, r − 1)
=
{
ξ12ξ12ϕk3,...,kr(0, r − 2) (k2 = 1),
ξ12(ξ1 + ξ2)ϕ(k2−1),k3,...,kr (0, r − 1) (k2 > 1)
∈ B2Bk−2.
For other cases, we can show that the RHS of (76) belongs to B2B0k−2 in the
same fashion.
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Corollary 14. We have
(77) ϕk1,...,kr(0, r) = (ξ1 + ξ2)
k1−1ξ12 · · · (ξ1 + ξ2)
kr−1ξ12.
Moreover the generalized harmonic product relation for ϕk1,...,kr (0, r) is the triv-
ial relation
(78) Lik1,...,kr (0, r; z1, z2) = Lik1,...,kr (0, r; z2, z1).
Proof. Applying Proposition 13 to ϕk1,...,kr (0, r) recursively, we have the first
formula. The second claim follows immediately from the first formula.
Let MPL = {ϕk1,...,kr (i, r − i)} ⊂ B
0 be a subset of elements such that
ι−11⊗2(ξ
k1−1
1 ξ11 · · · ξ
ki−1
1 ξ11ξ
ki+1−1
1 ξ
(1)
12 · · · ξ
kr−1
1 ξ
(1)
12 ⊗ 1).
Set MPLk =MPL ∩ Bk. The expression (76) defines five maps
dµ :MPLk →MPLk−1
for µ ∈ {1, 11, 2, 22, 12} by
ϕk1,...,kr(i, r − i) =
∑
µ∈{1,11,2,22,12}
ξµdµ(ϕk1,...,kr(i, r − i)).
Corollary 15.
dLik1,...,kr (i, r − i; z1, z2) =
∑
µ∈{1,11,2,22,12}
ξµ
∫
1⊗2
ι1⊗2(dµ(ϕk1,...,kr (i, r − i))).
(79)
Proof. It follows immediately from Lemma 11 and the computation
dLik1,...,kr(i, r − i; z1, z2)
=
∂ Lik1,...,kr(i, r − i; z1, z2)
∂z1
dz1 +
∂ Lik1,...,kr (i, r − i; z1, z2)
∂z2
dz2.
Now we can express recursively the generalized harmonic product relation
(73) for ϕk1,...,kr (i, r − i) as follows:∫
2⊗1
ι2⊗1(ϕk1,...,kr (i, r − i)) =
∫
C2⊗1
ϕk1,...,kr (i, r − i)
=
∫
C2⊗1
∑
µ
ξµ
∫
C2⊗1
dµ(ϕk1,...,kr (i, r − i))
=
∫
C2⊗1
∑
µ
ξµ
∫
2⊗1
ι2⊗1(dµ(ϕk1,...,kr(i, r − i)))
=
∫
C2⊗1
∑
µ
ξµ
∫
1⊗2
ι1⊗2(dµ(ϕk1,...,kr(i, r − i))).
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The last equation follows from the generalized harmonic product relations for
the weight k1 + · · ·+ kr − 1. Hence we have∫
2⊗1
ι2⊗1(ϕk1,...,kr(i, r − i)) =
∫
C2⊗1
∑
µ
ξµ
∫
1⊗2
ι1⊗2(dµ(ϕk1,...,kr (i, r − i)))
=
∫
C2⊗1
dLik1,...,kr (i, r − i; z1, z2).
On the other hand, we obtain∫
1⊗2
ι1⊗2(ϕk1,...,kr(i, r − i)) = Lik1,...,kr(i, r − i; z1, z2).
Therefore the generalized harmonic product relation∫
1⊗2
ι1⊗2(ϕk1,...,kr (i, r − i)) =
∫
2⊗1
ι2⊗1(ϕk1,...,kr (i, r − i))
is equivalent to the recursive relation
(80) Lik1,...,kr (i, r − i; z1, z2) =
∫
C2⊗1
dLik1,...,kr(i, r − i; z1, z2).
Using the fact above, one can calculate the generalized harmonic product
relation for Lik1,...,kr (i, r − i; z1, z2) recursively without determining a concrete
expression of ϕk1,...,kr(i, r − i) as follows:
(i) Write
dLik1,...,kr (i, r − i; z1, z2) =
∑
µ∈{1,11,2,22,12}
ξµfµ,
where fµ for µ ∈ {1, 11, 2, 22, 12} is a linearly combination of MPL2 with
the main variable z1 with the weight k1 + · · ·+ kr − 1.
(ii) By using the generalized harmonic product relations for weight k1+ · · ·+
kr− 1, convert f1, . . . , f12 to the product of MPL2 with the main variable
z2 and MPL1 of z1. We denote the results by
dLik1,...,kr (i, r − i; z1, z2) =
∑
µ∈{1,11,2,22,12}
ξµgµ
where gµ for µ ∈ {1, 11, 2, 22, 12} is a linearly combination of the product
of MPL2 with the main variable z2 and MPL1 of z1.
(iii) Compute
∫
C2⊗1
ξ1g1 + · · · ξ12g12 as follows. For k = (k1, . . . , kr) and l =
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(l1, . . . , ls), we have∫
C2⊗1
ξ1 Lik(i, r − i; z2, z1) Lil(z1) =
{
0 (k 6= ∅),
Li(l1+1),l2,...,ls(z1) (k = ∅),∫
C2⊗1
ξ11 Lik(i, r − i; z2, z1) Lil(z1) =
{
0 (k 6= ∅),
Li1,l1,...,ls(z1) (k = ∅),∫
C2⊗1
ξ2 Lik(i, r − i; z2, z1) Lil(z1) = Li(k1+1),k2,...,kr (i, r − i; z2, z1) Lil(z1),∫
C2⊗1
ξ22 Lik(i, r − i; z2, z1) Lil(z1) = Li1,k1,...,kr (i+ 1, r − i; z2, z1) Lil(z1),∫
C2⊗1
ξ12g12 =
{
Li1,k2,...,kr (0, r; z2, z1) (i = 0, k1 = 1)
0 (otherwise).
The first four formulas are derived from the definition of ι2⊗1 immediately.
The fifth equation holds by virtue of Corollary 14.
For instance, we calculate the generalized harmonic product for the MPL2
Li2,1(1, 1; z1, z2). Since
dLi2,1(1, 1; z1, z2)
= ξ1 Li1,1(1, 1; z1, z2) + ξ22 Li2(1, 0; z1, z2)− (ξ22 + ξ2) Li2(0, 1; z1, z2),
we prepare the generalized harmonic product relations for Li1,1(1, 1; z1, z2),
Li2(1, 0; z1, z2) and Li2(0, 1; z1, z2). For Li2(1, 0; z1, z2) and Li2(0, 1; z1, z2), we
obtain easily
Li2(1, 0; z1, z2) = Li2(z1),
Li2(0, 1; z1, z2) = Li2(0, 1; z2, z1).
For Li1,1(1, 1; z1, z2), we have
Li1,1(1, 1; z1, z2)
=
∫
C2⊗1
dLi1,1(1, 1; z1, z2)
=
∫
C2⊗1
(
ξ11 Li1(0, 1; z1, z2) + ξ22 Li1(1, 0; z1, z2)
− (ξ22 + ξ2) Li1(0, 1; z1, z2)
)
=
∫
C2⊗1
(
ξ11 Li1(0, 1; z2, z1) + ξ22 Li1(z1)− (ξ22 + ξ2) Li1(0, 1; z2, z1)
)
= 0 + Li1(1, 0; z2, z1) Li1(z1)− Li1,1(1, 1; z2, z1)− Li2(0, 1; z2, z1).
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Thus we obtain
Li2,1(1, 1; z1, z2)
=
∫
C2⊗1
dLi1,1(2, 1; z1, z2)
=
∫
C2⊗1
(
ξ1 Li1,1(1, 1; z1, z2) + ξ22 Li2(1, 0; z1, z2)− (ξ22 + ξ2) Li2(0, 1; z1, z2)
)
=
∫
C2⊗1
(
ξ1(Li1(1, 0; z2, z1) Li1(z1)− Li1,1(1, 1; z2, z1)− Li2(0, 1; z2, z1))
+ ξ22 Li2(z1)− (ξ22 + ξ2) Li2(0, 1; z2, z1)
)
= 0 + Li1(1, 0; z2, z1) Li2(z1)− Li1,2(1, 1; z2, z1)− Li3(0, 1; z2, z1).
Therefore the generalized harmonic product relation for Li2,1(1, 1; z1, z2) is
Li2,1(1, 1; z1, z2) = Li1(1, 0; z2, z1) Li2(z1)− Li1,2(1, 1; z2, z1)− Li3(0, 1; z2, z1).
This is nothing but the harmonic product of multiple polylogarithms
Li2(z1) Li1(z2) = Li2,1(1, 1; z1, z2) + Li3(z1z2) + Li1,2(1, 1; z2, z1).
In general, we can show that the generalized harmonic product relations
contains the harmonic product of multiple polylogarithms. Namely
Theorem 16. For
w = ξk1−11 ξ11 · · · ξ
ki−1
1 ξ11ξ
ki+1−1
1 ξ
(1)
12 · · · ξ
kr−1
1 ξ
(1)
12 ∈ S
0(ξ1, ξ11, ξ
(1)
12 ),
the generalized harmonic product relations
(81) Lik1,...,kr(i, r − i; z1, z2) =
∫
2⊗1
ι2⊗1 ◦ ι
−1
1⊗2(w ⊗ 1)
yield relations among multiple polylogarithms of two variables. Moreover Z-
linear combinations of these relations contain the harmonic product of multiple
polylogarithms.
Proof. By the recursive computation of∫
2⊗1
ι2⊗1 ◦ ι
−1
1⊗2(w ⊗ 1) =
∫
2⊗1
ι2⊗1(ϕk1,...,kr (i, r − i))
as above, this is a sum of products of certain MPL2s of main variable z2 and
certain MPL1s of z1. Hence (81) are relations among multiple polylogarithms
of two variables.
In what follows, we prove Z-linear combinations of (81), that is the gener-
alized harmonic product relations for elements of Z-span of MPL, contain the
harmonic product of multiple polylogarithms. Put
N = {wϕ | w is a word of ξ1, ξ11, ξ2 containing at least one ξ1 or ξ11,
and ϕ is an element of MPL containing at least one ξ22 or ξ12}.
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For r > 0, s ≥ 0 and m > 0, applying Proposition 13 inductively, we obtain
r−1∑
p=0
(
ϕk1,...,kr−p,m,kr−p+1,...,kr+s(r − p, s+ p+ 1)(82)
+ ϕk1,...,kr−p−1,(kr−p+m),kr−p+1,...,kr+s(r − p− 1, s+ p+ 1)
)
= (terms in N )
+ ξ2 · · · ξ2︸ ︷︷ ︸
m−1 times
ξ22ϕk1,...,kr+s(r, s)− ξ2 · · · ξ2︸ ︷︷ ︸
m−1 times
ξ22ϕk1,...,kr+s(0, r + s),
where (k1, . . . , k0) = ∅. Since each term in N has at least one ξ1 or ξ11 on the
left side of ξ2, ξ22, ξ12, we have∫
C2⊗1
(terms in N ) = 0.
Hence the generalized harmonic product relation for (82) is expressed as
r−1∑
p=0
(
Lik1,...,kr−p,m,kr−p+1,...,kr+s(r − p, s+ p+ 1)
+ Lik1,...,kr−p−1,(kr−p+m),kr−p+1,...,kr+s(r − p− 1, s+ p+ 1)
)
=
∫
C2⊗1
ξ2 · · · ξ2︸ ︷︷ ︸
m−1 times
ξ22ϕk1,...,kr+s(r, s)−
∫
C2⊗1
ξ2 · · · ξ2︸ ︷︷ ︸
m−1 times
ξ22ϕk1,...,kr+s(0, r + s)
=
∫
C2⊗1
ξ2 · · · ξ2︸ ︷︷ ︸
m−1 times
ξ22ϕk1,...,kr+s(r, s)− Lim,k1,...,kr+s(1, r + s; z2, z1).
Therefore the relation∫
C2⊗1
ξ2 · · · ξ2︸ ︷︷ ︸
m−1 times
ξ22 Lik1,...,kr+s(r, s; z1, z2)(83)
=
∫
2⊗1
ι−12⊗1( ξ2 · · · ξ2︸ ︷︷ ︸
m−1 times
ξ22ϕk1,...,kr+s(r, s))
=
r−1∑
p=0
(
Lik1,...,kr−p,m,kr−p+1,...,kr+s(r − p, s+ p+ 1; z1, z2)
+ Lik1,...,kr−p−1,(kr−p+m),kr−p+1,...,kr+s(r − p− 1, s+ p+ 1; z1, z2)
)
+ Lim,k1,...,kr+s(1, r + s; z2, z1)
for r > 0, s ≥ 0,m > 0 is the generalized harmonic product relation for some
element of Z-span of MPL.
In the last of this proof, we calculate
(84)
∫
C2⊗1
ξ2 · · · ξ2︸ ︷︷ ︸
l1−1 times
ξ22 · · · ξ2 · · · ξ2︸ ︷︷ ︸
ls−1 times
ξ22 Lik1,...,kr(r, 0; z1, z2)
by using (83) recursively and show that the result, which is also the generalized
harmonic product relations for some element of Z-span ofMPL, is the harmonic
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product relation (45). Since∫
C2⊗1
ξ2 · · · ξ2︸ ︷︷ ︸
l1−1 times
ξ22 · · · ξ2 · · · ξ2︸ ︷︷ ︸
ls−1 times
ξ22 Lik1,...,kr (r, 0; z1, z2)
= Lil1,...,ls(z2) Lik1,...,kr (z1)
is clear, it suffices to prove that the computation of (84) by using (83) is equal
to the right hand side of (45) up to the generalized harmonic product relation
for some element of Z-span of MPL. We show this by induction on s.
For s = 1, we have∫
C2⊗1
ξ2 · · · ξ2︸ ︷︷ ︸
l1−1 times
ξ22 Lik1,...,kr (r, 0; z1, z2)
=
r−1∑
p=0
(
Lik1,...,kr−p,l1,kr−p+1,...,kr (r − p, p+ 1; z1, z2)
+ Lik1,...,kr−p−1,kr−p+l1,kr−p+1,...,kr (r − p− 1, p+ 1; z1, z2)
)
+ Lil1,k1,...,kr (1, r; z2, z1)
=
r∑
p=1
Lik1,...,kp,l1,kp+1,...,kr (p, r − p+ 1; z1, z2)
+
r∑
p=1
Lik1,...,kp−1,kp+l1,kp+1,...,kr (p− 1, r − p+ 1; z1, z2)
+ Lil1,k1,...,kr(1, r; z2, z1)
=
r−1∑
p=1
Lik1,...,kp,l1,kp+1,...,kr (p, r − p+ 1; z1, z2)
+ Lik1,...,kr ,l1(r, 1; z1, z2)
+
r∑
p=2
Lik1,...,kp−1,kp+l1,kp+1,...,kr (p− 1, r − p+ 1; z1, z2)
+ Lik1+l1,k2,...,kr (0, r; z1, z2)
+ Lil1,k1,...,kr(1, r; z2, z1).
This is nothing but the right hand side of the equation (45) for s = 1 up to
Lik1+l1,k2,...,kr (0, r; z1, z2) = Lik1+l1,k2,...,kr (0, r; z2, z1),
which is the generalized harmonic product relation for
ι−11⊗2(ξ
k1+l1−1
1 ξ
(1)
12 ξ
k2−1
1 ξ
(1)
12 · · · ξ
kr−1
1 ξ
(1)
12 ⊗ 1) ∈MPL.
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For general, we assume that∫
C2⊗1
ξ2 · · · ξ2︸ ︷︷ ︸
l2−1 times
ξ22 · · · ξ2 · · · ξ2︸ ︷︷ ︸
ls−1 times
ξ22 Lik1,...,kr (r, 0; z1, z2)(85)
=
r−1∑
p=1
(
Li(k1,...,kp,l2)·((kp+1,...,kr)∗(l3,...,ls))(p, •; z1, z2)
+ Li(k1,...,kp,kp+1+l2)·((kp+2,...,kr)∗(l3,...,ls))(p, •; z1, z2)
)
+ Li(k1,...,kr ,l2,...,ls)(r, s− 1; z1, z2)
+
s−1∑
p=2
(
Li(l2,...,lp,k1)·((k2,...,kr)∗(lp+1,...,ls))(p− 1, •; z2, z1)
+ Li(l2,...,lp,k1+lp+1)·((k2,...,kr)∗(lp+2,...,ls))(p− 1, •; z2, z1)
)
+ Li(l2,...,ls,k1,...,kr)(s− 1, r; z2, z1)
+ Li(k1+l2)·((k2,...,kr)∗(l3,...,ls))(0, •; z2, z1).
We divide the right hand side of (85) and denote it by f1(z1, z2) + f2(z1, z2) +
f3(z1, z2),
f1(z1, z2) =
r−1∑
p=1
(
Li(k1,...,kp,l2)·((kp+1,...,kr)∗(l3,...,ls))(p, •; z1, z2)
+ Li(k1,...,kp,kp+1+l2)·((kp+2,...,kr)∗(l3,...,ls))(p, •; z1, z2)
)
+ Li(k1,...,kr ,l2,...,ls)(r, s− 1; z1, z2),
f2(z1, z2) =
s−1∑
p=2
(
Li(l2,...,lp,k1)·((k2,...,kr)∗(lp+1,...,ls))(p, •; z2, z1)
+ Li(l2,...,lp,k1+lp+1)·((k2,...,kr)∗(lp+2,...,ls))(p, •; z2, z1)
)
+ Li(l2,...,ls,k1,...,kr)(s− 1, r; z2, z1),
f3(z1, z2) = Li(k1+l2)·((k2,...,kr)∗(l3,...,ls))(0, •; z2, z1).
Then we have∫
C2⊗1
ξ2 · · · ξ2︸ ︷︷ ︸
l1−1 times
ξ22 · · · ξ2 · · · ξ2︸ ︷︷ ︸
ls−1 times
ξ22 Lik1,...,kr(r, 0; z1, z2)
=
∫
C2⊗1
ξ2 · · · ξ2︸ ︷︷ ︸
l1−1 times
ξ22 (RHS of (85))
=
∫
C2⊗1
ξ2 · · · ξ2︸ ︷︷ ︸
l1−1 times
ξ22 f1(z1, z2) +
∫
C2⊗1
ξ2 · · · ξ2︸ ︷︷ ︸
l1−1 times
ξ22 f2(z1, z2)
+
∫
C2⊗1
ξ2 · · · ξ2︸ ︷︷ ︸
l1−1 times
ξ22 f3(z1, z2).
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For f2(z1, z2) and f3(z1, z2),∫
C2⊗1
ξ2 · · · ξ2︸ ︷︷ ︸
l1−1 times
ξ22 f2(z1, z2)
=
s−1∑
p=2
(
Li(l1,...,lp,k1)·((k2,...,kr)∗(lp+1,...,ls))(p, •; z2, z1)
+ Li(l1,...,lp,k1+lp+1)·((k2,...,kr)∗(lp+2,...,ls))(p, •; z2, z1)
)
+ Lil1,...,ls,k1,...,kr (s, r; z2, z1)
and∫
C2⊗1
ξ2 · · · ξ2︸ ︷︷ ︸
l1−1 times
ξ22 f3(z1, z2) = Li(l1,(k1+l2))·((k2,...,kr)∗(l3,...,ls))(1, •; z2, z1)
are clear by direct computation. For f1(z1, z2), by using (83), we have∫
C2⊗1
ξ2 · · · ξ2︸ ︷︷ ︸
l1−1 times
ξ22 f1(z1, z2)
=
r−1∑
p=1
r−1∑
q=p
(
Li(k1,...,kp,l1,kp+1,...,kq,l2)·((kq+1,...,kr)∗(l3,...,ls))(p, •; z1, z2)
+ Li(k1,...,kp,l1,kp+1,...,kq,kq+1+l2)·((kq+2,...,kr)∗(l3,...,ls))(p, •; z1, z2)
)
+
r∑
p=1
Lik1,...,kp,l1,kp+1,...,kr,l2,...,ls(p, •; z1, z2)
+
r−2∑
p=0
r−1∑
q=p+1
(
Li(k1,...,kp,kp+1+l1,kp+2,...,kq,l2)·((kq+1,...,kr)∗(l3,...,ls))(p,•; z1, z2)
+ Li(k1,...,kp,kp+1+l1,kp+2,...,kq,kq+1+l2)·((kq+2,...,kr)∗(l3,...,ls))(p,•; z1, z2)
)
+
r−1∑
p=0
Lik1,...,kp,kp+1+l1,kp+2,...,kr,l2,...,ls(p, •; z1, z2)
+
r−1∑
p=1
(
Li(l1,k1,...,kp,l2)·((kp+1,...,kr)∗(l3,...,ls))(1, •; z2, z1)
+ Li(l1,k1,...,kp,l2+kp+1)·((kp+2,...,kr)∗(l3,...,ls))(1, •; z2, z1)
)
+ Lil1,k1,...,kr ,l2,...,ls(1, r + s− 1; z2, z1)
=
r−1∑
p=1
(
Li(k1,...,kp,l1)·((kp+1,...,kr)∗(l2,...,ls))(p, •, z1, z2)
+ Li(k1,...,kp,l1+kp+1)·((kp+2,...,kr)∗(l2,...,ls))(p, •, z1, z2)
)
+ Lik1,...,kr ,l1,...,ls(r, s; z1, z2)
+ Li(l1,k1)·((k2,...,kr)∗(l2,...,ls))(1, •; z2, z1)
+ Li(l1+k1)·((k2,...,kr)∗(l2,...,ls))(0, •; z1, z2).
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The last equation is due to calculations by using identities on IDX
(k1, . . . , kr) ∗ (l1, . . . , ls)
=
r−1∑
p=0
(
(k1, . . . , kp, l1) · ((kp+1, . . . , kr) ∗ (l2, . . . , ls))
+ (k1, . . . , kp, kp+1 + l1) · ((kp+2, . . . , kr) ∗ (l2, . . . , ls))
)
+ (k1, . . . , kr, l1, . . . , ls),
which is proved by easy induction on r.
Thus we have∫
C2⊗1
ξ2 · · · ξ2︸ ︷︷ ︸
l1−1 times
ξ22 (RHS of (85)) = RHS of (45).
We have proved the theorem.
This theorem says that the harmonic product of multiple polylogarithms
is regarded as a special case of the generalized harmonic product relations.
We note that the generalized harmonic product relations contain the harmonic
product for multiple polylogarithms as a proper subset. Indeed, the generalized
harmonic product relation for ι−11⊗2(ξ
(1)
12 ξ11 ⊗ 1) is
L(1z2
11; z1) = Li1(0, 1; z2, z1) Li1(z1)− Li1(z2) Li1(z1)
+ Li1,1(1, 1; z2, z1) + Li2(0, 1; z2, z1),
which is not the harmonic product of multiple polylogarithms. The hierarchy
of the generalized harmonic product relations is interpreted as follows:
The generalized harmonic product relations for arbitrary ϕ ∈ B0
⊃
The generalized harmonic product relations for
ϕ ∈ Z-span of {ι−11⊗2(w ⊗ 1)}, where w ∈ S
0(ξ1, ξ11, ξ
(1)
12 )
) The generalized harmonic product relations for ϕ ∈ Z-span of MPL
⊃ The harmonic product of multiple polylogarithms
12 The fundamental solution of the KZ equation
of two variables and the decomposition
In this section, we construct the fundamental solution normalized at the origin
of KZE2 and show the decomposition theorem of the fundamental solution.
Let Ω0, Ω
′ be connection forms defined as
Ω0 = ξ1X1 + ξ2X2 (singular part of Ω at (0, 0)),(86)
Ω′ = ξ11X11 + ξ22X22 + ξ12X12 (regular part of Ω at (0, 0)).(87)
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Proposition 17. KZE2 (46) has the unique solution L(z1, z2) satisfying the
asymptotic condition L(z1, z2) = L̂(z1, z2)z
X1
1 z
X2
2 , L̂(z1, z2) is holomorphic at
(0, 0) and L̂(0, 0) = I. This solution is referred to as the fundamental solution
normalized at (0, 0) and expressed as
L̂(z1, z2) =
∞∑
s=0
L̂s(z1, z2),(88)
L̂s(z1, z2) =
∫ (z1,z2)
(0,0)
(ad(Ω0) + µ(Ω
′))
s
(1⊗ I),
where ad (resp. µ) stands for the adjoint action (resp. the left multiplication)
for the U(X)-component, that is,
ad(ω ⊗X)(ϕ⊗ F ) = ωϕ⊗ [X,F ]
(resp. µ(ω ⊗X)(ϕ⊗ F ) = ωϕ⊗XF )
for ω ∈ {ξ1, . . . , ξ12}, ϕ ∈ B, X ∈ {X1, . . . , X12}, F ∈ U(X).
Furthermore, for all s, the integrand form (ad(Ω0) + µ(Ω
′))
s
(1⊗ I) belongs
to B0s ⊗ Us(X).
Proof. If the solution exists, the holomorphic part L̂(z1, z2) satisfies a differential
equation
dL̂(z1, z2) = [Ω0, L̂(z1, z2)] +Ω
′L̂(z1, z2).
This is equivalent to the recursive equation
dL̂s+1(z1, z2) = [Ω0, L̂s(z1, z2)] +Ω
′L̂s(z1, z2)
for all s. Thus if the iterated integral
∫ (z1,z2)
(0,0)
(ad(Ω0) + µ(Ω
′))
s
(1⊗ I) is well-
defined as a many-valued analytic function on M0,5, the integral
L̂s(z1, z2) =
∫ (z1,z2)
(0,0)
(ad(Ω0) + µ(Ω
′))
s
(1⊗ I)
determines the unique solution satisfying the asymptotic condition as above. So,
for proving this proposition, it is sufficient to prove (ad(Ω0) + µ(Ω
′))
s
(1 ⊗ I)
belongs to B0s ⊗ Us(X).
We prove it by induction on s. We denote by Pl a map defined by
Pl(
∑
I
ωi1 · · ·ωis ⊗XI) =
∑
I
(
s−1∑
l=1
ωi1 ⊗ · · · ⊗ ωil ∧ ωil+1 ⊗ ωis)⊗XI
and by Ω(s) =
(
ad(Ω0) + µ(Ω
′)
)s
(1⊗ I). For s = 0 and 1, it is clear that Ω(s)
belongs to B0s ⊗ Us(X). For s > 1, since
Ω(s) = [Ω0[Ω0, Ω
(s−2)]] + [Ω0, Ω
′Ω(s−2)] +Ω′[Ω0, Ω
(s−2)] + Ω′Ω′Ω(s−2)
and
P1([Ω0[Ω0, Ω
(s−2)]]) = P1([Ω0, Ω
′Ω(s−2)]+Ω′[Ω0, Ω
(s−2)]) = P1(Ω
′Ω′Ω(s−2))
= 0
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by direct computation, we have P1(Ω
(s)) = 0. This implies that Ω(s) is an
element of B0s ⊗ Us(X) by virtue of the hypothesis of the induction.
We restrict KZE2 on the contours C
(1)
1⊗2, C
(2)
1⊗2, C
(2)
2⊗1 and C
(1)
2⊗1 which ap-
peared in Section 9. On these contours, KZE2 becomes the following four (gen-
eralized) KZ equations of one variable
dz1G(z1, z2) = Ω
(1)
1⊗2G(z1, z2), Ω
(1)
1⊗2 = ξ1X1 + ξ11X11 + ξ
(1)
12 X12,(89)
dz2G(z2) = Ω
(2)
1⊗2G(z2), Ω
(2)
1⊗2 = ξ2X2 + ξ22X22,(90)
dz2G(z1, z2) = Ω
(2)
2⊗1G(z1, z2), Ω
(2)
2⊗1 = ξ2X2 + ξ22X22 + ξ
(2)
12 X12,(91)
dz1G(z1) = Ω
(1)
2⊗1G(z1), Ω
(1)
2⊗1 = ξ1X1 + ξ11X11,(92)
where dz1 (resp. dz2) stands for the exterior derivation by z1 (resp. z2). The
fundamental solution normalized at the origin of each equation is given by
L
(1)
1⊗2 = L̂
(1)
1⊗2 z
X1
1 ,
L
(2)
1⊗2 = L̂
(2)
1⊗2 z
X2
2 ,
L
(2)
2⊗1 = L̂
(2)
2⊗1 z
X2
2 ,
L
(1)
2⊗1 = L̂
(1)
2⊗1 z
X1
1
respectively, where each L̂
(k)
i⊗j is a holomorphic function at zk = 0 and satisfies
L̂
(k)
i⊗j
∣∣∣
zk=0
= I.
Proposition 18 (The decomposition theorem of the fundamental solution).
The fundamental solution L(z1, z2) normalized at the origin of KZE2 (46) is
decomposed to the product of fundamental solutions of one variable equations as
(93) L(z1, z2) = L
(1)
1⊗2L
(2)
1⊗2 = L
(2)
2⊗1L
(1)
2⊗1.
Proof. We show the decomposition L(z1, z2) = L
(1)
1⊗2L
(2)
1⊗2. Since L̂(0, z2)z
X2
2 is
the fundamental solution normalized at z2 = 0 of the differential equation (90)
dz2G = (ξ2X2 + ξ22X22)G,
we have L̂(0, z2)z
X2
2 = L
(2)
1⊗2(z2). Put
G(z1, z2) = L(z1, z2)
(
L
(2)
1⊗2(z2)
)−1
.
Then G(z1, z2) satisfies the equation (89)
dz1G(z1, z2) =
(
ξ1X1 + ξ11X11 + ξ
(1)
12 X12
)
G(z1, z2).
Furthermore, from [X1, X2] = [X1, X22] = 0, we have
G(z1, z2) = Ĝ(z1, z2)z
X1
1 ,
Ĝ(z1, z2) = L̂(z1, z2)
(
L̂
(2)
1⊗2(z2)
)−1
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and
Ĝ(0, z2) = L̂(0, z2)
(
L̂
(2)
1⊗2(z2)
)−1
= L
(2)
1⊗2(z2)
(
L̂
(2)
1⊗2(z2)
)−1
= I.
This asymptotic condition says that G(z1, z2) is the fundamental solution nor-
malized at z1 = 0 of (89). Therefore G(z1, z2) = L
(1)
1⊗2 holds. Thus we obtain
the decomposition L(z1, z2) = L
(1)
1⊗2L
(2)
1⊗2.
From [X1, X2] = [X1, X22] = 0, we have the following corollary immediately.
Corollary 19.
(94) L̂(z1, z2) = L̂
(1)
1⊗2L̂
(2)
1⊗2 = L̂
(2)
2⊗1L̂
(1)
2⊗1.
13 The iterated integral expression of the fun-
damental solution
In this section, we try to express the fundamental solution (88) as iterated in-
tegrals along the integral contours C1⊗2 and C2⊗1, and discuss the relationship
between the decomposition of the fundamental solution and the generalized har-
monic product relations.
Let α : U(X)→ End(U(X)) be an algebra homomorphism defined as
(95) α : (X1, X11, X2, X22, X12) 7→ (ad(X1), µ(X11), ad(X2), µ(X22), µ(X12))
and α(I) = idU . We note that α is well-defined as a map on U(X).
We also define the duality maps
θ
(i)
i⊗j : U(C{Xi, Xii, X12})→ S(ξi, ξii, ξ
(i)
12 ),
θ
(j)
i⊗j : U(C{Xj, Xjj})→ S(ξj , ξjj)
as
θ
(i)
i⊗j(Xi) = ξi, θ
(i)
i⊗j(Xii) = ξii, θ
(i)
i⊗j(X12) = ξ
(i)
12 ,(96)
θ
(j)
i⊗j(Xj) = ξj , θ
(j)
i⊗j(Xjj) = ξjj .
For i1, . . . , ik ∈ {1, 11, 2, 22, 12}, we denote by W0(Xi1 , . . . , Xik) the set of
all words of letters Xi1 , . . . , Xik ended with other than X1 and X2, and by |W |
the length of the word W . Since [X1, X2] = [X1, X22] = 0, we remark that
α(W1W2)(I) = α(W1)(I)α(W2)(I)
holds for W1 ∈ W0(X1, X11, X12) and W2 ∈ W0(X2, X22).
Now we calculate the fundamental solution L(z1, z2) = L̂(z1, z2)z
X1
1 z
X2
2 nor-
malized at the origin by integrating along the contour C1⊗2 and C2⊗1.
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Proposition 20. We have
(97) (ι1⊗2 ⊗ idU )((ad(Ω0) + µ(Ω
′))s(1⊗ I))
=
∑
W1∈W
0(X1,X11,X12)
W2∈W
0(X2,X22)
|W1|+|W2|=s
(
θ
(1)
1⊗2(W1)⊗ θ
(2)
1⊗2(W2)
)
⊗ α(W1W2)(I)
and
(98) (ι2⊗1 ⊗ idU )((ad(Ω0) + µ(Ω
′))s(1⊗ I))
=
∑
W2∈W
0(X2,X22,X12)
W1∈W
0(X1,X11)
|W2|+|W1|=s
(
θ
(2)
2⊗1(W2)⊗ θ
(1)
2⊗1(W1)
)
⊗ α(W2W1)(I).
Proof. We prove the first equation by induction on s. For s = 1, we have
(ι1⊗2 ⊗ idU )((ad(Ω0) + µ(Ω
′))(1⊗ I))
= (ζ11 ⊗ 1)⊗X11 + (ζ
(1)
12 ⊗ 1)⊗X12 + (1⊗ ζ22)⊗X22
= (θ
(1)
1⊗2(X11)⊗ θ
(2)
1⊗2(I)) ⊗X11 + (θ
(1)
1⊗2(X12)⊗ θ
(2)
1⊗2(I)) ⊗X12
+ (θ
(1)
1⊗2(I) ⊗ θ
(2)
1⊗2(X22))⊗X22.
We assume that the equation holds for s. By the hypothesis of the induction,
we can express (ad(Ω0) + µ(Ω
′))s(1⊗ I) as
(ad(Ω0) + µ(Ω
′))s(1⊗ I) =
∑
W1,W2
|W1|+|W2|=s
ϕW1,W2 ⊗ α(W1W2)(I),
where ϕW1,W2 = ι
−1
1⊗2(θ
(1)
1⊗2(W1)⊗ θ
(2)
1⊗2(W2)) ∈ B
0. Thus we obtain
(ι1⊗2 ⊗ idU )(ad(Ω0) + µ(Ω
′))s+1(1⊗ I)
=
∑
W1,W2
|W1|+|W2|=s
∑
i∈{1,11,2,22,12}
ι1⊗2(ξiϕW1,W2)⊗ α(XiW1W2)(I).
By definition, we have ι1⊗2(ξiϕW1,W2) = θ
(1)
1⊗2(XiW1)⊗θ
(2)
1⊗2(W2) for i = 1, 11, 12
and α(X1IW2)(I) = 0. On the other hand, if W1 6= I, each term of ϕW1,W2 has
at least one ξ11 or ξ12. Thus
ι1⊗2(ξ2ϕW1,W2) = ι1⊗2(ξ22ϕW1,W2) = 0
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for W1 6= I holds. Therefore we obtain
(ι1⊗2 ⊗ idU)(ad(Ω0) + µ(Ω
′))s+1(1⊗ I)
=
∑
W1 6=I,W2
|W1|+|W2|=s
(
θ
(1)
1⊗2(X1W1)⊗ θ
(2)
1⊗2(W2)
)
⊗ α(X1W1W2)(I)
+
∑
W1,W2
|W1|+|W2|=s
((
θ
(1)
1⊗2(X11W1)⊗ θ
(2)
1⊗2(W2)
)
⊗ α(X11W1W2)(I)
+
(
θ
(1)
1⊗2(X12W1)⊗ θ
(2)
1⊗2(W2)
)
⊗ α(X12W1W2)(I)
)
+
∑
W2
|W2|=s
((
θ
(1)
1⊗2(I) ⊗ θ
(2)
1⊗2(X2W2)
)
⊗ α(X2W2)(I)
+
(
θ
(1)
1⊗2(I)⊗ θ
(2)
1⊗2(X22W2)
)
⊗ α(X22W2)(I)
)
=
∑
W1,W2
|W1|+|W2|=s+1
(
θ
(1)
1⊗2(W1)⊗ θ
(2)
1⊗2(W2)
)
⊗ α(W1W2)(I).
Corollary 21. The decomposition (94) of the fundamental solution normalized
at the origin
L̂(z1, z2) = L̂
(1)
1⊗2(z1, z2)L̂
(2)
1⊗2(z2)(
resp. L̂(z1, z2) = L̂
(2)
2⊗1(z1, z2)L̂
(1)
2⊗1(z1)
)
is equal to the iterated integration
L̂(z1, z2) =
∞∑
s=0
∫
C1⊗2
(ad(Ω0) + µ(Ω
′))
s
(1⊗ I)
(
resp. L̂(z1, z2) =
∞∑
s=0
∫
C2⊗1
(ad(Ω0) + µ(Ω
′))
s
(1⊗ I)
)
along the contour C1⊗2 (resp. C2⊗1).
Proof. From Proposition 20 and α(W1W2)(I) = α(W1)(I)α(W2)(I), we have∫
C1⊗2
(ad(Ω0) + µ(Ω
′))
s
(1⊗ I)
=
∫
1⊗2
(ι1⊗2 ⊗ idU ) (ad(Ω0) + µ(Ω
′))
s
(1⊗ I)
=
∑
W1∈W
0(X1,X11,X12)
W2∈W
0(X2,X22)
|W1|+|W2|=s
∫
1⊗2
(
θ
(1)
1⊗2(W1)⊗ θ
(2)
1⊗2(W2)
)
⊗ α(W1W2)(I)
=
∑
W1∈W
0(X1,X11,X12)
W2∈W
0(X2,X22)
|W1|+|W2|=s
∫ z1
z1=0
θ
(1)
1⊗2(W1)
∫ z2
z2=0
θ
(2)
1⊗2(W2)α(W1)(I)α(W2)(I)
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=
∑
s1+s2=s
 ∑
W1∈W
0(X1,X11,X12)
|W1|=s1
∫ z1
z1=0
θ
(1)
1⊗2(W1)α(W1)(I)

×
 ∑
W2∈W
0(X2,X22)
|W2|=s2
∫ z2
z2=0
θ
(2)
1⊗2(W2)α(W2)(I)
 .
This is nothing but the degree s part of L̂
(1)
1⊗2(z1, z2)L̂
(2)
1⊗2(z2).
This corollary says that two decompositions in Proposition 18
L̂(z1, z2) = L̂
(1)
1⊗2(z1, z2)L̂
(2)
1⊗2(z2)
and
L̂(z1, z2) = L̂
(2)
2⊗1(z1, z2)L̂
(1)
2⊗1(z1)
correspond to the choice of integral contours C1⊗2 or C2⊗1 respectively.
Finally, we discuss the relationship between the generalized harmonic prod-
uct relations and the decomposition theorem. For this purpose, we consider the
subspace of U(X) spanned by elements α(W1W2)(I) forW1 ∈ W0(X1, X11, X12),
W2 ∈ W0(X2, X22).
Proposition 22. (i) Two sets
{α(W1W2)(I) |W1 ∈ W
0(X1, X11, X12),W2 ∈ W
0(X2, X22)},
{α(W2W1)(I) |W2 ∈ W
0(X2, X22, X12),W1 ∈ W
0(X1, X11)}
are both linearly independent sets of U(X).
(ii) We have
C-span of {α(W1W2)(I) | W1 ∈ W
0(X1, X11, X12),W2 ∈ W
0(X2, X22)}
= C-span of {α(W2W1)(I) |W2 ∈ W
0(X2, X22, X12),W1 ∈ W
0(X1, X11)}
as a subspace of U(X).
To prove the proposition, we prepare the following lemma.
Lemma 23. Let W be a word of X2, X22, X12. There exists an element W
′ of
U(C{X2, X22, X12}) such that
X1α(W )(I) = α(W )(I)X1 + α(W
′)(I)
(resp. X11α(W )(I) = α(W )(I)X11 + α(W
′)(I)).
Proof. This can be proved by easy induction on the length of the word W . We
show the case for X1α(W )(I) = α(W )(I)X1 + α(W
′)(I). For W = I, we have
X1α(I)(I) = X1 = α(I)(I)X1 + α(0)(I).
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We assume that W = X2W˜ and the claim holds for W˜ . Since [X1, X2] = 0, we
have
X1α(X2W˜ )(I) = X1(X2α(W˜ )(I)− α(W˜ )(I)X2)
= X2X1α(W˜ )(I)−X1α(W˜ )(I)X2
= X2(α(W˜ )(I)X1 + α(W˜
′)(I)) − (α(W˜ )(I)X1 + α(W˜
′)(I))X2
= X2α(W˜ )(I)X1 +X2α(W˜
′)(I) − α(W˜ )(I)X2X1 − α(W˜
′)(I)X2
= (X2α(W˜ )(I)− α(W˜ )(I)X2)X1 +X2α(W˜
′)(I)− α(W˜ ′)(I)X2
= α(X2W˜ )(I)X1 + α(X2W˜
′)(I)
where W˜ ′ ∈ U(C{X2, X22, X12}). We can prove the case for W = X22W˜ and
W = X12W˜ in a similar way.
Proof of Proposition 22. (i) We consider the first set.
Let W1 ∈ W0(X1, X11, X12) and W2 ∈ W0(X2, X22). From
[X1,W
0(X2, X22)] = 0,
there exists A
(i)
W1,W2
∈ U(C{X1, X11, X12}), B
(j)
W1,W2
∈ U(C{X2, X22})
such that
α(W1W2)(I) =W1W2 +
∑
i,j≥0
(i,j) 6=(0,0)
A
(i)
W1,W2
X i1B
(j)
W1,W2
Xj2 .
Since U(X) is equal to U(C{X1, X11, X12})⊗ U(C{X2, X22}) as a vector
space, the set {W1W2|W1 ∈ W0(X1, X11, X12), W2 ∈ W0(X2, X22)} is a
linearly independent set, so is {α(W1W2)(I)}.
(ii) For proving the claim, it suffices to prove α(W1W2)(I) ∈ RHS for W1 ∈
W0(X1, X11, X12), W2 ∈ W
0(X2, X22). We prove this by induction on
|W1|. For W1 = I, it is clear. We assume α(W˜1W2)(I) ∈ RHS.
If W1 = X1W˜1, we have
α(W1W2)(I) = α(X1W˜1W2)(I)
= X1α(W˜1W2)(I)− α(W˜1W2)(I)X1.
By the hypothesis of the induction, α(W˜1W2)(I) can be written as
α(W˜1W2)(I) =
∑
i
ciα(W
(i)
2 W
(i)
1 )(I) =
∑
i
ciα(W
(i)
2 )(I)α(W
(i)
1 )(I)
where W
(i)
2 ∈ W
0(X2, X22, X12), W
(i)
1 ∈ W
0(X1, X11).
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Hence, by virtue of Lemma 23, we obtain
α(W1W2)(I) =
∑
i
ciX1α(W
(i)
2 )(I)α(W
(i)
1 )(I) −
∑
i
ciα(W
(i)
2 )(I)α(W
(i)
1 )(I)X1
=
∑
i
ci(α(W
(i)
2 )(I)X1 + α(W
′(i)
2 )(I))α(W
(i)
1 )(I)
−
∑
i
ciα(W
(i)
2 )(I)α(W
(i)
1 )(I)X1
=
∑
i
ciα(W
(i)
2 X1W
(i)
1 )(I) +
∑
i
ciα(W
′(i)
2 W
(i)
1 )(I),
where W
′(i)
2 ∈ U(C{X2, X22, X12}). Therefore α(W1W2)(I) is an element
of RHS.
For W1 = X11W˜1, we can prove α(X11W˜1W2) ∈ RHS in the same way.
ForW1 = X12W˜1, the claim is clear. Thus we have proved the proposition.
We denote by U0(X) the subspace of U(X) appeared in Proposition 22 (ii):
U0(X)
= C-span of {α(W1W2)(I) | W1 ∈ W
0(X1, X11, X12),W2 ∈ W
0(X2, X22)}
= C-span of {α(W2W1)(I) | W2 ∈ W
0(X2, X22, X12),W1 ∈ W
0(X1, X11)}.
Proposition 22 (i) says that the map
α(•)(I) : W1W2 7→ α(W1W2)(I)
for W1 ∈ W
0(X1, X11, X12),W2 ∈ W
0(X2, X22) is a linear isomorphism from
C-span of {W1W2 |W1 ∈ W
0(X1, X11, X12),W2 ∈ W
0(X2, X22)}
to U0(X). Moreover B0 ∼= S0(ξ1, ξ11, ξ
(1)
12 )⊗S
0(ξ2, ξ22) holds by virtue of Propo-
sition 7. Then we can define an isomorphism of vector spaces
Θ1⊗2 : U
0(X)→ B0
as
(99) Θ1⊗2(α(W1W2)(I)) = ι
−1
1⊗2(θ
(1)
1⊗2(W1)⊗ θ
(2)
2⊗1(W2)).
The isomorphism Θ2⊗1 : U0(X)→ B0 is also defined in the same fashion. Under
this notation, the equations (97) and (98) can be written as
(ad(Ω0) + µ(Ω
′))s(1⊗ I) =
∑
W1∈W
0(X1,X11,X12)
W2∈W
0(X2,X22)
|W1|+|W2|=s
Θ1⊗2(α(W1W2)(I)) ⊗ α(W1W2)(I)(100)
=
∑
W2∈W
0(X2,X22,X12)
W1∈W
0(X1,X11)
|W1|+|W2|=s
Θ2⊗1(α(W2W1)(I)) ⊗ α(W2W1)(I).(101)
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From Proposition 22, one can write uniquely
α(W1W2)(I) =
∑
i
ciα(W
(i)
2 W
(i)
1 )(I)
where ci ∈ C,W
(i)
2 ∈ W
0(X2, X22, X12),W
(i)
1 ∈ W
0(X1, X11). In this case, we
have
(102) Θ1⊗2(α(W1W2)(I)) =
∑
i
ciΘ2⊗1(α(W
(i)
2 W
(i)
1 )(I))
in B0. Then we can express the generalized harmonic product relation for the
element (102) as
(103)
∫
1⊗2
θ
(1)
1⊗2(W1)⊗ θ
(2)
1⊗2(W2) =
∑
i
ci
∫
2⊗1
θ
(2)
2⊗1(W
(i)
2 )⊗ θ
(1)
2⊗1(W
(1)
1 ).
This is nothing but the comparison of the coefficients of α(W1W2)(I) on∫
C1⊗2
(ad(Ω0) + µ(Ω
′))s(1⊗ I) =
∫
C2⊗1
(ad(Ω0) + µ(Ω
′))s(1⊗ I).
On the other hand, since Θ1⊗2 is an isomorphism, each element of a certain
basis of B0 is appeared just one time in (100). From these facts and Corollary
21, we have the following theorem.
Theorem 24. The generalized harmonic product relations (73) are equivalent to
the relations comes from the comparison of the coefficients on the decomposition
(94).
For example, we calculate the degree two holomorphic part of the funda-
mental solution L̂2(z1, z2) along the contour C1⊗2 and C2⊗1. For C1⊗2, we
have
L̂2(z1, z2) = Li2(1, 0; z1, z2)[X1, X11] + Li2(0, 1; z1, z2)[X1, X12]
+ Li1,1(2, 0; z1, z2)X
2
11 + Li1,1(1, 1; z1, z2)X11X12
+ L(1z2
11; z1)X12X11 + Li1,1(0, 2; z1, z2)X
2
12
+ Li1(1, 0; z1, z2) Li1(z2)X11X22 + Li1(0, 1; z1, z2) Li1(z2)X12X22
+ Li2(z2)[X2, X22] + Li1,1(z2)X
2
22.
On the other hand, for C1⊗2, we have
L̂2(z1, z2) = Li2(z1)[X1, X11] + Li2(0, 1; z2, z1)[X1, X12] + Li1,1(z1)X
2
11
+
(
− Li2(0, 1; z2, z1)− Li1,1(1, 1; z2, z1)
+ Li1(1, 0; z2, z1) Li1(z1)
)
X11X12
+
(
Li2(0, 1; z2, z1) + Li1,1(1, 1; z2, z1)
− Li1(1, 0; z2, z1) Li1(z1) + Li1(0, 1; z2, z1) Li1(z1)
)
X12X11
+ Li1,1(0, 2; z2, z1)X
2
12 + Li1(1, 0; z2, z1) Li1(z1)X11X22
+
(
Li1,1(1, 1; z2, z1) + L(
1z1
11; z2)
)
X12X22
+ Li2(1, 0; z2, z1)[X2, X22] + Li1,1(2, 0; z2, z1)X
2
22
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by using the infinitesimal pure braid relation (47). Thus the coefficient of
X11X12 of L̂(z1, z2) is
Li1(z2) Li1(z1) = Li1,1(1, 1; z1, z2) + Li2(0, 1; z2, z1) + Li1,1(1, 1; z2, z1)
and the coefficient of X12X11 is
L(1z2
11; z1)
= Li2(0, 1; z2, z1)+Li1,1(1, 1; z2, z1)−Li1(z2) Li1(z1)+Li1(0, 1; z2, z1) Li1(z1).
There are nothing but the generalized harmonic product relation for elements
ι−11⊗2(ξ11ξ
(1)
12 ⊗ 1) and ι
−1
1⊗2(ξ
(1)
12 ξ11 ⊗ 1) in B
0.
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