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Abstract
The branching ratio for the decay τ− ! e−νeντ has been measured using Z0 decay data collected by the OPAL
experiment at LEP. In total 33 073 τ− ! e−νeντ candidates were identied from a sample of 186 197 selected
τ decays, giving a branching ratio of B(τ− ! e−νeντ ) = (17.81  0.09 (stat)  0.06 (syst))%. This result is
combined with other measurements to test e - µ and µ - τ universality in charged-current weak interactions.
Additionally, the strong coupling constant αs(m2τ ) has been extracted from B(τ
− ! e−νeντ ) and evolved to the
Z0 mass scale, giving αs(m2Z) = 0.1204 0.0011 (exp) 0.0019 (theory).
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1 Introduction
Decays of τ leptons probe the Standard Model in both the electroweak and strong sectors. The leptonic
branching ratios, in conjunction with τ lifetime and mass measurements, can be used to test the universality
of charged-current couplings to electrons, muons and τ leptons [1]. In addition, large QCD corrections to the τ
decay width enable the strong coupling constant αs to be determined at the τ mass scale from a measurement
of the τ− ! e−νeντ branching ratio [1, 2].
This paper presents a measurement of the τ− ! e−νeντ branching ratio1 using data collected by the OPAL
experiment [3] at energies near the Z0 resonance. This measurement uses a larger data set than earlier OPAL
measurements of B(τ− ! e−νeντ ) [4, 5] and is based on a likelihood selection procedure. Tests of e - µ and
µ - τ universality are presented and a value of αs(m2τ ) is extracted from the branching ratio result within the
context of xed-order perturbation theory and evolved to the Z0 mass.
2 Selection of τ jets
The OPAL experiment collected data corresponding to approximately 170 pb−1 of integrated luminosity during
the period in which the LEP collider operated at centre-of-mass energies close to the Z0 mass. Approximately
90% of these data were collected at the Z0 peak and the remainder at energies within about 2 GeV of the
peak. Candidate τ events used in this analysis are selected from this data set using a procedure similar to that
described in previous OPAL publications [6].
Selection eciencies and kinematic variable distributions were modelled using Monte Carlo simulated τ+τ−
event samples generated with the KORALZ 4.02 [7] package and the TAUOLA 2.0 [8] library. These events were
then passed through a full simulation of the OPAL detector [9]. Events generated at energies approximately
2 GeV above and below the Z0 peak were combined with the events generated on-peak in proportion to the
integrated luminosities of the data. Background contributions from non-τ sources were evaluated using Monte
Carlo samples based on the following generators: Multihadronic events (e+e− ! qq) were simulated using JET-
SET 7.4 [10], e+e− ! µ+µ− events using KORALZ [7], Bhabha events using BABAMC [11] and BHWIDE [12],
and four fermion events using VERMASEREN 1.01 [13] and FERMISV [14].
At LEP, Z0 bosons decaying at rest in the laboratory frame produce back-to-back τ pairs. Each highly-
relativistic τ subsequently decays in flight, producing strongly collimated jets. Events selected as τ+τ− are
required to have exactly two such jets identied using a cone algorithm [15] with a cone half-angle of 35. The
average j cos θj of the two jets is required to be in the central region (j cos θj < 0.68) of the OPAL detector2.
The scalar sum of the momenta of all tracks, ptot, and the sum of the energies of all electromagnetic calorimeter
(ECAL) clusters, Etot, are required to satisfy Evis  Etot + ptot > 0.01  Ecm, where Ecm is the centre-of-mass
energy, in order to be considered a good event. Backgrounds from cosmic rays are reduced to a negligible level
by requirements on the time-of-flight detector. Two-photon mediated four-fermion events, e+e− ! (e+e−)l+l−
where l+l− represents lepton pairs, are rejected by requirements on the acollinearity angle θacol, dened as the
supplement of the angle between the two jets, and on the total energy and momentum of tracks and clusters in
the event. The remaining background from two-photon mediated events was evaluated by comparing the θacol
distribution in data and simulation, and was estimated to be (0.21 0.02)%.
Decays of Z0 bosons into lepton pairs produce low track and ECAL cluster multiplicities compared with
multihadronic events (e+e− ! qq). The τ+τ− candidates are required to possess between two and six tracks
and no more than ten ECAL clusters. Jets produced in multihadronic events are typically less collimated than
those resulting from τ decays. The residual e+e− ! qq background was therefore evaluated by examining the
collimation of tracks in the jets and was estimated to be (0.38 0.05)%
Events within this low-multiplicity sample are expected to be lepton pairs, and are classied as either e+e−,
1Charge conjugation is assumed throughout this paper.
2In the OPAL coordinate system the e− beam direction defines the +z axis, and the centre of the LEP ring defines the +x axis.
The polar angle θ is measured from the +z axis, and the azimuthal angle φ is measured from the +x axis
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Source τ candidate sample (%) τ− ! e−νeντ sample (%)
e+e− ! (e+e−)l+l− 0.21 0.02 0.62 0.07
e+e− ! qq 0.38 0.05 0
e+e− ! e+e− 0.15 0.03 0.67 0.10
e+e− ! µ+µ− 0.52 0.03 0
total 1.26 0.07 1.29 0.12
Table 1: Estimates of non-τ backgrounds in the τ candidate sample and in the τ− ! e−νeντ candidate sample.
µ+µ− or τ+τ− based on tracking, calorimetry and muon chamber information. Bhabha events (e+e− ! e+e−)
typically possess two high-momentum tracks and ECAL energy close to the full centre-of-mass energy. These
events are rejected by requiring Etot + 0.3  ptot  Ecm and Evis  1.4  Ecm. The residual Bhabha background
in the τ sample was determined to be (0.15 0.03)% by examining the distribution of Etot + 0.3  ptot in events
containing an electron.
Muon-pair events (e+e− ! µ+µ−) are characterized by two back-to-back high-momentum tracks associated
with activity in the muon chambers or the hadron calorimeter and with little energy in the ECAL. Events with
Evis > 0.6  Ecm in combination with a muon tag [6] in both jets are rejected. Muon-pair events which survive
this cut generally do so because one of the muons has passed through a region of the detector which lacks muon
chamber coverage. The background due to muon pairs was evaluated by examining the Evis distribution of
events with a single track in each jet, and was estimated to be (0.52 0.03)%.
Fiducial cuts are imposed on the individual τ candidate jets to avoid regions of the detector associated with
small gaps between structural units of the ECAL and to reject tracks which are close to the anode planes of the
central jet chamber. Particles associated with these detector regions possess degraded ECAL energy and track
momentum resolution respectively, resulting in a reduced ability to distinguish τ− ! e−νeντ decays from other
τ decays.
A total of 186 197 τ candidate jets pass the selection described above. Estimates of non-τ backgrounds in
the τ candidate sample are summarized in table 1. In cases where the data are well described by the Monte
Carlo distributions the uncertainties are determined by the statistical error in the distributions, otherwise
the uncertainties have been increased to reflect the level of disagreement between the data and the simulated
distributions. The total non-τ background was estimated to be fτ = (1.26 0.07)%. The contribution from
s-channel four-fermion nal states was found to be negligible for all processes except for e+e− ! e+e−τ+τ−
which contributes at the level of  0.2%. However, the τ leptons produced in this process are added to the
signal without introducing any signicant measurement bias.
3 τ− ! e−ν¯eντ preselection
A τ− ! e−νeντ decay in the OPAL detector typically consists of a single track in the jet chamber, associated
with a single ECAL cluster having essentially the full energy of the decay electron. These decays are identied
from the τ -sample using a cut-based preselection followed by a likelihood selection. The preselection consists of
a collection of loose selection cuts which reject τ jets which are clearly inconsistent with τ− ! e−νeντ decays.
The preselection requirements are described in the remainder of this section.
The kinematic variables used in this selection are based primarily on tracking and calorimetry. Monte Carlo
modelling of the selection variables was checked over the entire momentum range using selected data samples of
τ decays. Additional verication of variable distributions for electrons was performed at high and low momenta
using Bhabha and e+e− ! (e+e−)e+e− data samples respectively (see Section 5). Several of the kinematic
variables used in this analysis are \normalized" in order to remove the momentum dependence for τ− ! e−νeντ
decays. For a variable K(p), the mean, µK(p), and width, σK(p), are parameterized for τ− ! e−νeντ decays
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as a function of the track momentum p. The normalized quantity N(K), dened as
N(K)  K(p)− µK(p)
σK(p)
, (1)
has a distribution which is centred at zero and with a width of unity.
Although most τ− ! e−νeντ decays produce only a single track in the jet chamber, in approximately 2% of
these decays a radiated photon converts to an e+e− pair, producing additional tracks which may or may not be
associated with distinct ECAL clusters. In order to allow for these photon conversions, the preselection accepts
jets with up to three tracks. If more than one track is present in a jet, the highest momentum track is assumed
to be the decay electron and is referred to as the primary track. The number of tracks in the jet (Ntracks) is
plotted in Figure 1a for τ jets which pass all other preselection requirements.
All τ− ! e−νeντ candidate jets which have primary track momentum p  5 GeV are required to have
exactly one ECAL cluster associated to the track. Jets with p < 5 GeV are accepted even if the primary track
has no associated cluster. ECAL clusters which are not associated to tracks, referred to as neutral clusters,
may be produced either by radiated photons or by photons from pi0 decays. Jets containing up to two neutral
clusters are accepted by the preselection. The number of neutral clusters (Nneut) is plotted in Figure 1b.
The electromagnetic shower produced by the electron from a τ− ! e−νeντ decay is normally fully contained
in the ECAL and little or no activity is expected in the hadron calorimeter (HCAL). The depth of penetration
of τ decay products into the HCAL is measured using the number of sequential HCAL layers, NHCAL, with
activity associated with the τ candidate jet. Jets with NHCAL > 3 are rejected. This variable is plotted in
Figure 1c. The discrepancy between data and Monte Carlo in this plot is due to the modelling of τ hadronic
decays rather than τ− ! e−νeντ decays, and its eect on the estimated background is understood.
The ratio of the energy of the associated ECAL cluster (E) to the momentum of the primary track (p) is
typically near unity for τ− ! e−νeντ decays, and less than one for other τ decays. This ratio is normalized as
described above to create the selection variable N(E/p) shown in Figure 2a. A preselection cut of N(E/p) >
−6.0 is applied to all τ candidate jets which have an ECAL cluster associated with the primary track.
The ionization energy deposition (dE/dx) [16] of a charged particle traversing the central jet chamber is
considered to be well measured if more than 20 out of a possible 159 signal wires collect a measurable charge.
This criterion is satised for approximately 99.7% of electrons produced in τ− ! e−νeντ decays. The normalized
quantity N(dE/dx) is constructed for all tracks with well measured dE/dx. Candidate jets in which the primary
track possesses a well measured dE/dx and N(dE/dx)  −3.5 are rejected (see Figure 2b).
All tracks other than the primary track are required to have properties which are consistent with electrons
produced by a photon conversion. The quadratic sum of N(dE/dx) of conversion-candidate tracks with well
measured dE/dx is required to be less than 2.5. The second highest momentum track in the jet is required to
have momentum less than 4.0 GeV. If the jet contains three tracks, then the scalar sum of the momenta of the
second and third tracks must be less than 6.0 GeV.
The preselection cuts described above reduce the background from hadronic τ decays to approximately
16% of the sample and the background from τ− ! µ−νµντ decays to a negligible level while maintaining a
high eciency (over 99%) for τ− ! e−νeντ decays. The main τ− ! e−νeντ selection is then accomplished by
applying a likelihood selection to this sample, further reducing the τ background to the level of  1%.
4 τ− ! e−ν¯eντ likelihood selection
The sample of τ decays which survive the preselection requirements described above is used as the basis for a
τ− ! e−νeντ likelihood selection. For this selection, the Bayesian posterior probability P (ejX) that an event
represents a τ− ! e−νeντ decay is estimated given measurements of a set X of uncorrelated kinematic variables.
The τ− ! e−νeντ selection is accomplished by applying a cut on the estimator P (ejX). Jets which survive the
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preselection can be classied as either τ− ! e−νeντ decays or τ− ! pi−( 0pi0)ντ decays, so likelihood functions
are constructed only for these two types of decays. The likelihood functions are based on reference histograms
obtained from Monte Carlo simulation of a set of six selection variables.
The rst two likelihood selection variables, N(θ) and N(φ), are normalized measures of the dierence
between the θ and φ position at which a charged particle enters the ECAL, as determined by tracking in the
jet chamber, and the centroid of the associated ECAL cluster. Fluctuations in ECAL energy deposition by
hadrons result in large variations in the reconstructed cluster position ( 9 mrad) compared with the variations
produced by electrons or photons (1 - 2 mrad). This dierence in position resolution is used to discriminate
between τ− ! e−νeντ decays and hadronic τ decays, as shown in Figure 2c and 2d.
The remaining four likelihood selection variables, Nneut, NHCAL, N(dE/dx) and N(E/p), were described
in the previous section. Jets which do not possess measurements of all likelihood selection variables are not
automatically rejected. Instead, the likelihood is computed using the remaining variables. This can occur, for
example, if a track with p  5 GeV does not have an associated cluster so that no measurement of N(E/p) is pos-
sible. The use of normalized variables implies that the selection variable reference distributions for τ− ! e−νeντ
decays are eectively independent of the track momentum. The background τ− ! pi−( 0pi0)ντ reference dis-
tributions, however, remain momentum dependent. Reference histograms are therefore constructed in the three
momentum bins p  5 GeV, 5 < p  20 GeV and p > 20 GeV.
The probability estimator P (ejX) is plotted in Figure 3 for all τ jets which survive the preselection require-
ments. The likelihood selection cut of P (ejX) > 0.35 is optimized so as to minimize the total measurement
uncertainty, and selects 33 073 τ− ! e−νeντ candidates out of the sample of τ jets. The τ− ! e−νeντ selection
eciency and the background due to τ other decays were estimated from τ Monte Carlo to be (98.40 0.05)%
and (1.21 0.04)% respectively, where the quoted uncertainties are due to the Monte Carlo statistics only. The
contributions to this background are (0.48 0.03)% from τ− ! pi−ντ , (0.69 0.03)% from τ− ! pi−( 1pi0)ντ
and (0.04 0.01)% from other τ decays. Systematic uncertainties on the eciency and background estimates
are discussed in Section 5.
Non-τ events with electrons in the nal state, such as e+e− ! e+e− and e+e− ! (e+e−)e+e−, constitute
a signicant background in the τ− ! e−νeντ candidate sample. These non-τ background contributions to the
τ− ! e−νeντ candidate sample were evaluated using the same methods as the corresponding backgrounds in
the τ sample. Estimates of the contributions to this background are listed in Table 1 and total fnon−ττ!eν¯ν =
(1.29 0.12)% . The energy distribution of τ− ! e−νeντ candidate jets is plotted in Figure 3.
5 Branching ratio results
The τ− ! e−νeντ branching ratio is evaluated using the expression
B(τ− ! e−νeντ ) =

Ne
Nτ



1− f ττ!eν¯ν − fnon−ττ!eν¯ν
(1− fτ )  e  FB

, (2)
where Ne and Nτ are the number of selected τ− ! e−νeντ candidates and the number of τ candidate jets
respectively, e is the eciency for selecting τ− ! e−νeντ decays from the τ candidate sample and f ττ!eν¯ν is the
background in the τ− ! e−νeντ sample due to τ decays. The fractional non-τ backgrounds in the τ candidate
sample and in the τ− ! e−νeντ candidate sample are given by fτ and fnon−ττ!eν¯ν respectively, and FB is the τ
selection bias factor which is discussed below. The values of these quantities are summarized in Table 2.
The τ selection procedure does not in general have a uniform eciency for selecting dierent τ decay
channels and therefore introduces a bias to the measured value of B(τ− ! e−νeντ ). The τ selection bias factor
FB measures the degree to which the τ selection favours or suppresses the decay τ− ! e−νeντ relative to other
τ decay channels. It is dened as the ratio of the fraction of τ− ! e−νeντ decays in a sample of τ decays
after the τ selection is applied to the fraction before the selection. The bias factor was evaluated using a
sample of approximately 1.1 million simulated τ+τ− events. Systematic uncertainties on FB were estimated by
comparing data and Monte Carlo distributions of τ selection variables such as track and cluster multiplicities,
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Quantity Value
Ne 33 073
Nτ 186 197
FB 1.0009 0.0019
fτ (1.26 0.07)%
fnon−ττ!eν¯ν (1.29 0.12)%
e (98.40 0.05)%
f ττ!eν¯ν (1.21 0.04)%
Table 2: Values of quantities used in the calculation of B(τ− ! e−νeντ ). Note that the quoted uncertainties on
e and f ττ!eν¯ν are due to Monte Carlo statistics only.
and the ECAL energy scale. Monte Carlo variables were then smeared to cover the largest discrepancy between
data and simulation and the observed shift in the measured bias factor was used as an estimate of the systematic
uncertainty. Additional checks included modication of the cone nding algorithm and evaluation of the beam
energy dependence of FB. These studies result in a bias factor estimate of FB = 1.0009 0.0019, which
contributes a systematic uncertainty of 0.034% to the branching ratio measurement.
The non-τ backgrounds fnon−ττ!eν¯ν and fτ are correlated, since the background in the τ− ! e−νeντ candidate
sample also contributes to the background in the τ sample. A single systematic uncertainty of 0.025% is
therefore assigned to the branching ratio measurement to account for the correlated uncertainties in the non-τ
background estimates given in Table 2.
The systematic uncertainty due to Monte Carlo modelling of the likelihood selection variables was evaluated
by varying the means and widths of the four normalized variables N(dE/dx), N(E/p), N(θ) and N(φ)
around their central values and measuring the corresponding variation in the branching ratio result. The ranges
of variation for each variable were estimated by comparing data and Monte Carlo distributions and were chosen
to cover the largest discrepancies between data and simulation. The resulting shifts in the measured branching
ratio were determined independently for each varied parameter and the uncertainty due to modelling of these
variables was estimated by adding these shifts in quadrature. The contributions to this uncertainty from the
modelling of the remaining two likelihood selection variables, Nneut and NHCAL, were estimated by varying
the preselection cuts on these quantities. The systematic uncertainty due to Monte Carlo modelling of the six
likelihood selection variables was estimated to be 0.031%. The combined Monte Carlo statistical uncertainties
on the eciency and τ -background estimates given in Section 4 contribute an additional systematic uncertainty
of 0.015% to the branching ratio measurement.
The preselection contributes to the branching ratio systematic uncertainty predominantly through the mod-
elling of the preselection eciency rather than the τ background. Modelling of preselection variables was veried
with data by comparing the variable distributions of selected and rejected jets in samples in which all prese-
lection cuts were applied other than the cut under consideration. All selection variables are well-modelled for
τ− ! e−νeντ decays. A systematic uncertainty of 0.015% was assigned due to the eect of preselection cuts
which are not already covered by the selection variable modelling uncertainty or photon conversion uncertain-
ties which are treated separately. The dominant contribution to this uncertainty is from the associated cluster
requirement for tracks with p  5 GeV.
The systematic uncertainty introduced by Monte Carlo modelling of photon conversions was evaluated by
modifying the preselection cuts to reject jets possessing more than one track. This was found to introduce a
shift of 0.005% to the measured branching ratio. Jets with up to three tracks were then re-admitted to the
τ− ! e−νeντ candidate sample but the momentum and N(dE/dx) cuts on the second and third tracks were
not applied. A signicantly higher background and a slightly increased τ− ! e−νeντ selection eciency were
obtained, and the reconstructed branching ratio was found to shift by 0.007%. A systematic uncertainty of
0.010% was assigned as a result of these tests.
The systematic uncertainty estimates from the eects discussed above are summarized in Table 3. Combining
these values gives a total branching ratio systematic uncertainty of 0.057%. As a cross check, the likelihood
selection cut was varied over the range 0.1 < P (ejX) < 0.8 and the branching ratio result was evaluated at each
7
Source Uncertainty (%)
Bias factor 0.034
Likelihood selection modelling 0.031
Non-τ backgrounds 0.025
Preselection 0.015
Monte Carlo statistics 0.015
Photon conversions 0.010
Total systematic uncertainty 0.057
Table 3: Contributions to the total branching ratio absolute systematic uncertainty.
value of this cut. The resulting variation of the branching ratio was found to be consistent with the estimated
systematic uncertainties over the full range of likelihood cuts. Each of the six selection variables was then
dropped in turn from the likelihood selection, and the posterior probability estimator was computed using the
remaining ve variables. A cut at 0.35 was imposed on each of these estimators and the six branching ratio
measurements obtained in this manner were found to be consistent within the likelihood selection systematic
uncertainty quoted above, indicating that no individual selection variable introduces a bias which exceeds the
estimated uncertainty.
Modelling of selection variable distributions and the electron identication eciency of the τ− ! e−νeντ
selection were checked over the accessible momentum range using data control samples of Bhabha and two-
photon e+e− ! (e+e−)e+e− events. A pure data sample of electron jets was obtained from Bhabha events
by selecting low-multiplicity events with Etot > 80 GeV, θacol < 0.75 and requiring a tagged electron in
the opposite jet. The full τ− ! e−νeντ selection was then applied to this data sample and the eciency was
compared with that found using the Bhabha Monte Carlo simulation. A similar check was performed at low
momentum using two-photon e+e− ! (e+e−)e+e− events selected by requiring θacol > 20 and a tagged electron
in the opposite jet. In both of these data samples the overall eciencies were found to be consistent with the
Monte Carlo simulation at the level of 0.06%.
Substituting the values from Table 2 into equation 2 and using the systematic uncertainty estimate above
gives a branching ratio measurement of
B(τ− ! e−νeντ ) = (17.81 0.09 (stat) 0.06 (syst))% . (3)
This result is the most precise measurement of B(τ− ! e−νeντ ) to date, and is in good agreement with other
measurements of this quantity [17].
6 Lepton universality tests
In the Standard Model, the leptonic partial decay widths of the τ , including electroweak radiative corrections
of order α and neglecting neutrino masses, are given by [18, 19]
Γ(τ− ! l−νlντ ) = g
2
τg
2
l
(8m2W)2
m5τ
96pi3
f

m2l
m2τ

(1 + δτRC) , (4)
where ml is the mass of the lepton (l = e, µ), mτ is the mass of the τ lepton, mW is the mass of the W boson
and f(x) = 1− 8x + 8x3 − x4 − 12x2 ln x is a phase-space correction factor. The term
(1 + δτRC) =

1 +
3m2τ
5m2W
 
1 +
α(m2τ )
2pi

25
4
− pi2

(5)
represents leading order W propagator and radiative corrections, where α(m2τ ) = 1/133.29 is the ne structure
constant at the τ mass scale. The coupling constants gτ and gl describe the strength of the coupling of the W
to the dierent lepton generations. Lepton universality requires that ge, gµ and gτ are identical.
8
The ratio of gµ/ge can be evaluated by comparing the τ decay widths to electrons and muons using equation 4,
giving 
gµ
ge
2
=
B(τ− ! µ−νµντ )
B(τ− ! e−νeντ )
f(m2e/m
2
τ )
f(m2µ/m2τ )
. (6)
The phase-space correction factors have the values f(m2e/m2τ ) = 1.0000 and f(m2µ/m2τ ) = 0.9726. Using the
OPAL τ− ! µ−νµντ branching ratio measurement (17.36 0.27)% [5], one obtains gµ/ge = 1.0011 0.0083,
in good agreement with the hypothesis of e - µ universality.
A test of µ - τ universality can be made by comparing the partial widths for τ− ! e−νeντ and µ− ! e−νeνµ
decays. The µ− ! e−νeνµ width is given by an expression equivalent to equation 4. The ratio of the couplings
gτ and gµ is then given by
Γ(τ− ! e−νeντ )
Γ(µ− ! e−νeνµ) =
g2τ m
5
τ f
(
m2e/m
2
τ

(1 + δτRC)
g2µ m
5
µ f
(
m2e/m
2
µ

(1 + δµRC)
, (7)
where (1 + δµRC) represents the W
 propagator and radiative corrections to the µ− ! e−νeνµ width analogous
to equation 5. Substituting numerical values for the correction factors gives
gτ
gµ
2
= 0.9996
τµ
ττ
m5µ
m5τ
B(τ− ! e−νeντ ) . (8)
Using the OPAL value for the τ lifetime, ττ = 289.2 1.7 1.2 fs [20], the BES Collaboration value for the
τ mass, 1777.0 0.3 MeV/c2 [21], and Particle Data Group [17] values for the muon mass and lifetime, τµ,
gives the result gτ/gµ = 1.0025 0.0047. The OPAL τ lifetime and B(τ− ! e−νeντ ) are compared with the
Standard Model prediction in Figure 4.
7 Measurement of αs
A measurement of αs can be extracted from the ratio Rτ of the hadronic decay width to the electronic decay
width:
Rτ  Γ(τ
− ! hadrons ντ )
Γ(τ− ! e−νeντ ) . (9)
Signicant deviations from the parton level prediction Rτ ’ 3 can be accounted for in terms of QCD dynam-
ics [22, 23, 24, 25] and are suciently large to allow a measurement of αs. Perturbative and non-perturbative
corrections to the parton level prediction can be organized in powers of 1/m2τ using the short-distance Operator
Product Expansion [26], giving
Rτ = 3
(jVudj2 + jVusj2 SEW
8<:1 + δEW + δ(0) + X
D=2,4,...
δ(D)
9=; , (10)
where δ(D) are QCD condensates which are suppressed by 1/mDτ . The factors SEW = 1.0194 0.0040 [19] and
δEW = 0.0010 [27] are electroweak corrections, and Vud = 0.9753 0.0008 and Vus = 0.2205 0.0018 are CKM
matrix elements [17]. Perturbative QCD corrections contribute at dimension D = 0 and have been calculated
to be [23]
δ(0) =

αs(m2τ )
pi

+ 5.2023

αs(m2τ )
pi
2
+ 26.366

αs(m2τ )
pi
3
+O(αs4) . (11)
The coecient of the O(αs4) term is (78.00 + K4), where the K4 coecient has been estimated to be K4 
25  50 [25, 28]. The theoretical uncertainty in the perturbative expansion is taken to be due only to the K4
uncertainty. Quark mass corrections contribute at dimension D = 2 and total δ(2) = −0.010 0.002. Non-
perturbative QCD corrections enter at dimension D  4 and have been estimated to total −0.010 0.004 [24,
29]. Recent experimental measurements of the moments of the τ hadronic spectral functions have conrmed
the size of these condensates [30, 31].
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Source Uncertainty αs(m2τ ) αs(m
2
Z)
Scale dependence µ2/m2τ ! 0.4− 2.0 0.009 0.0009
RS dependence MS ! PMS 0.010 0.0011
K4 dependence K4 = 25 50 0.006 0.0007
δ(D) corrections (D  2) −0.020 0.004 0.004 0.0005
Electroweak corrections 1.0194 0.0040 0.004 0.0005
Running αs(m2τ ) ! αs(m2Z) - - 0.0003
Total theory uncertainty - 0.016 0.0019
Table 4: Theoretical uncertainties on αs(m2τ ) and αs(m
2
Z).
Under the assumption of lepton universality, Rτ can be expressed in terms of the τ− ! e−νeντ branching
ratio only:
Rτ =
1− B(τ− ! e−νeντ )  (1.9726)
B(τ− ! e−νeντ ) , (12)
where the numerical factor is from the phase space correction factor in Section 6. Substituting the branching
ratio result from Section 5 gives the experimental value Rτ = 3.6420.033. A value of αs(m2τ ) can be extracted
from this result using equations 10 and 11, yielding
αs(m2τ ) = 0.334 0.010 (exp) 0.016 (theory) . (13)
Contributions to the theoretical uncertainty, listed in Table 4, are dominated by the renormalization-scheme
and scale dependences. The scale dependence is taken from [31], while the renormalization scheme dependence
was estimated in [32] by evaluating the eect of changing from the MS scheme to a scheme using the principle
of minimal sensitivity (PMS).
The value of αs(m2τ ) is evolved to the Z
0 mass scale for comparison with other measurements. The β
coecients of the renormalization group equations have recently been calculated up to four loops in the MS
scheme [33]. Following the procedure described in [34], running is performed at four loops, with three-loop
matching conditions used to pass the heavy quark mass thresholds. This procedure has been shown to introduce
an uncertainty of 0.0003 to the extracted value of αs(m2Z) [34]. Evolving the result from expression 13 gives
αs(m2Z) = 0.1204 0.0011 (exp) 0.0019 (theory) , (14)
which is in good agreement with determinations of αs(m2Z) using measurements at other energy scales [17].
8 Conclusions
Data collected by the OPAL experiment at energies near the Z0 resonance have been used to determine the
τ− ! e−νeντ branching ratio. A total of 33 073 candidate τ− ! e−νeντ decays were identied from a sample of
186 197 τ decays, using a likelihood-based selection, to give a branching ratio measurement of B(τ− ! e−νeντ ) =
(17.81  0.09 (stat)  0.06 (syst) )%. This result supersedes previous OPAL τ− ! e−νeντ branching ratio
measurements [4, 5] and is the most precise measurement of this quantity to date. This result has been
combined with measurements of other quantities to test the universality of e - µ and µ - τ charged-current
couplings to a precision of better than 1%. In addition, the strong coupling constant αs(m2τ ) has been extracted
from B(τ− ! e−νeντ ) yielding αs(m2τ ) = 0.334  0.010 (exp)  0.016 (theory). Evolving this value to the Z0
mass scale gives αs(m2Z) = 0.1204 0.0011 (exp) 0.0019 (theory).
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Figure 1: Comparison of data and Monte Carlo simulation of (a) the number of tracks Ntracks in the τ jet, (b)
the number of neutral clusters Nneut and (c) the depth of penetration (in layers) into the HCAL NHCAL, for τ
jets which have survived all preselection cuts other than the cut on the plotted variable. The selected regions
are indicated by the arrows.
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Figure 2: Data and Monte Carlo simulation of the (a) N(E/p) and (b) N(dE/dx) distributions for τ jets which
have survived all other preselection cuts. The arrows indicate the regions accepted by the preselection cuts.
The normalized track-cluster matching variables (c) N(θ) and (d) N(φ) are shown for all jets which pass
the preselection. The points represent data, while the solid and shaded histograms are the τ Monte Carlo signal
and background predictions respectively.
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Figure 3: The likelihood selection variable P (ejX) is plotted for all τ jets which pass the preselection (upper
plot). The τ− ! e−νeντ candidate sample is composed of all jets in this plot with P (ejX) > 0.35 as indicated
by the arrow. The energy distribution of jets in the τ− ! e−νeντ candidate sample is shown in the plot below.
Monte Carlo predictions for the backgrounds from τ and non-τ sources are indicated.
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Figure 4: The OPAL τ lifetime is plotted against the τ− ! e−νeντ branching ratio. The shaded band is the
Standard Model prediction under the assumption of lepton universality, and its width represents the uncertainty
due to the measured τ mass.
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