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Abstract
Particle Markov Chain Monte Carlo methods are used to carry out inference in non-
linear and non-Gaussian state space models, where the posterior density of the states is
approximated using particles. Current approaches usually perform Bayesian inference
using a particle Marginal Metropolis-Hastings algorithm, a particle Gibbs sampler, or
a particle Metropolis within Gibbs sampler. This paper shows how the three ways of
generating variables mentioned above can be combined in a flexible manner to give
sampling schemes that converge to a desired target distribution. The advantage of
our approach is that the sampling scheme can be tailored to obtain good results for
different applications, for example when some parameters and the states are highly
correlated. We investigate the properties of this flexible sampling scheme, including
conditions for uniform convergence to the posterior. We illustrate our methods with
a factor stochastic volatility state space model where one group of parameters can be
generated in a straightforward manner in a particle Gibbs step by conditioning on the
states, and a second group of parameters are generated without conditioning on the
states because of the high dependence between such parameters and the states.
Keywords: Diffusion equation; Factor stochastic volatility model; Metropolis-Hastings;
Particle Gibbs sampler.
1 Introduction
Our article deals with statistical inference for both the unobserved states and the parameters
in a class of state space models. Its main goal is to give a flexible approach to constructing
1
ar
X
iv
:1
40
1.
16
67
v5
  [
sta
t.C
O]
  1
2 O
ct 
20
18
sampling schemes that converge to the posterior distribution of the states and the param-
eters. The sampling schemes generate particles as auxiliary variables. This work extends
the methods proposed by Andrieu et al. [2010], Lindsten and Scho¨n [2012b], Lindsten et al.
[2014] and Olsson and Ryden [2011].
Andrieu et al. [2010] introduce two particle Markov chain Monte Carlo (MCMC) methods
for state space models. The first is particle marginal Metropolis-Hastings (PMMH), where
the parameters are generated with the states integrated out. The second is particle Gibbs
(PG), which generates the parameters given the states. They show that the augmented
density targeted by this algorithm has the joint posterior density of the parameters and
states as a marginal density. Andrieu et al. [2010] and Andrieu and Roberts [2009] show
that the law of the marginal sequence of parameters and states, sampled using either PG or
PMMH, converges to the true posterior as the number of iterations increase. Both particle
MCMC methods are the focus of recent research. Olsson and Ryden [2011] and Lindsten
and Scho¨n [2012b] use backward simulation [Godsill et al., 2004] for sampling the state
vector, instead of ancestral tracing [Kitagawa, 1996]. Lindsten and Scho¨n [2012b] extend the
PG sampler to a particle Metropolis within Gibbs (PMwG) sampler to deal with the case
where the parameters cannot be generated exactly conditional on the states. Unless stated
otherwise, we write PG to denote the PG and PMwG samplers that generate the parameters
conditional on the states.
Our work extends the particle MCMC framework introduced in Andrieu et al. [2010],
Lindsten and Scho¨n [2012b] and Lindsten et al. [2014] to situations where using just PMMH
or just PG is impossible or inefficient. We derive a particle sampler on the same augmented
space as the PMMH and PG samplers, in which some parameters are sampled conditionally
on the states and the remaining parameters are sampled with the states integrated out.
We call this a PMMH+PG sampler. We show that the PMMH+PG sampler targets the
same augmented density as the PMMH or PG samplers. We provide supplementary mate-
rial showing that the Markov chain generated by the algorithm is uniformly ergodic, given
regularity conditions. It implies that the marginal law of the Markov chain generated by
nth iteration of the algorithm converges to the posterior density function geometrically fast,
uniformly on its starting value, as n→∞.
We use ancestral tracing in the particle Gibbs step to make the presentation accessible
and the online supplementary material shows how to modify the methods proposed in the
paper to incorporate auxiliary particle filters and backward simulation in the particle Gibbs
step. The proofs may also be modified using arguments found in Olsson and Ryden [2011],
and the same results hold.
As a main application we propose a general algorithm for Bayesian inference on a factor
stochastic volatility (SV) model. These models are used to jointly model many co-varying
financial time series, as they are able to capture their common features using only a small
number of latent factors (see, e.g. Chib et al. [2006] and Kastner et al. [2017]). We consider
a factor SV model in which the volatilities of the factors follow a traditional SV model (as in
Chib et al. [2006] and Kastner et al. [2017]) and the log-volatilities of the idiosyncratic errors
follow either a continuous time Ornstein-Uhlenbeck (OU) process [Stein and Stein, 1991] or
2
a GARCH diffusion process [Chib et al., 2004, Kleppe et al., 2010]. The OU process admits
a closed form transition density whereas the GARCH process does not. Such factor models
can also apply to spatial temporal data with a large number of spatial measurements at each
time point.
The paper is organized as follows. Section 2 introduces the basic concepts and notation
used throughout the paper as well as the PMMH+PG sampler for estimating a single state
space and its associated parameters. Section 3 applies the methods to a factor stochastic
volatility model. This is more complex than the sampling scheme introduced in Section
2 because many univariate sampling schemes are involved as part of the overall sampling
scheme. Section 4 gives empirical results for the factor stochastic volatility using both
simulated and real data. The appendix in the paper presents some more details of the
sampling scheme for the factor model introduced in Section 3. The paper has an online
supplement which contains some further empirical results and technical results.
2 The PMMH+PG sampling scheme for state space
models
This section introduces a sampling scheme that combines PMMH and PG steps for the
Bayesian estimation of a state space model. The first three sections give preliminary results
and Section 2.4 presents the sampling scheme. The methods and models introduced in this
section are used in the more complex models in Section 3.
2.1 State space model
Define N as the set of positive integers and let {Xt}t∈N and {Yt}t∈N denote X -valued and
Y-valued stochastic processes, where {Xt}t∈N is a latent Markov process with initial density
f θ1 (x) and transition density f
θ
t (x
′|x), i.e.,
X1 ∼ f θ1 (·) and Xt|(Xt−1 = x) ∼ f θt (·|x) (t = 2, 3, . . . ).
The latent process {Xt}t∈N is observed only through {Yt}t∈N, whose value at time t
depends on the value of the hidden state at time t, and is distributed according to gθt (y|x):
Yt|(Xt = x) ∼ gθt (·|x) (t = 1, 2, . . . ).
The densities f θt and g
θ
t are indexed by a parameter vector θ ∈ Θ, where Θ is an open
subset of Rdθ , and all densities are with respect to suitable dominating measures, denoted
as dx and dy. The dominating measures are frequently taken to be the Lebesgue measure
if X ∈ B(Rdx) and Y ∈ B(Rdy), where B(A) is the Borel σ-algebra generated by the set A.
Usually X = Rdx and Y = Rdy .
We use the colon notation for collections of random variables, i.e., for integers r ≤ s, ar:s =
(ar, . . . , as), a
r:s
t = (a
r
t , . . . , a
s
t) and for t ≤ u, at:ur:s = (at:ur , . . . , at:us ). The joint probability
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density function of (x1:T , y1:T ) is
p (x1:T , y1:T |θ) = f θ1 (x1)gθ1(y1|x1)
T∏
t=2
f θt (xt|xt−1) gθt (yt|xt).
We define Z1(θ) := p(y1|θ) and Zt(θ) := p(yt|y1:t−1, θ) for t ≥ 2, so the likelihood is Z1:T (θ) =
Z1(θ)× Z2(θ) . . . ZT (θ). The joint filtering density of X1:t is
p (x1:t|y1:t, θ) = p (x1:t, y1:t|θ)
Z1:t (θ)
.
The posterior density of θ and X1:T can also be factorized as
p(x1:T , θ|y1:T ) = p(x1:T , y1:T |θ)p(θ)
Z1:T
,
where the marginal likelihood Z1:T =
∫
Θ
Z1:T (θ) p(θ) dθ = p(y1:T ). This factorization is used
in the particle Markov chain Monte Carlo algorithms.
2.2 Target distribution for state space models
We first approximate the joint filtering densities {p(xt|y1:t, θ) : t = 1, 2, . . . } sequentially, us-
ing particles, i.e., weighted samples, (x1:Nt , w¯
1:N
t ), drawn from auxiliary distributionsm
θ
t . This
requires specifying importance densities mθ1(x1) := m1(x1|Y1 = y1, θ) and mθt (xt|xt−1) :=
mt(xt|Xt−1 = xt−1, Y1:t = y1:t, θ), and a resampling scheme M(a1:Nt−1|w¯1:Nt−1), where each
ait−1 = k indexes a particle in (x
1:N
t−1, w¯
1:N
t−1), and is sampled with probability w¯
k
t−1. We refer
to Doucet et al. [2000], Van Der Merwe et al. [2001], and Guo et al. [2005] for the choice
of importance densities and Douc and Cappe´ [2005] for a comparison between resampling
schemes. Unless stated otherwise, upper case letters indicate random variables and lower
case letters indicate the corresponding values of these random variables, e.g., Ajt and a
j
t , Xt
and xt. We denote the vector of particles by
U1:T :=
(
X1:N1 , . . . , X
1:N
T , A
1:N
1 , . . . , A
1:N
T−1
)
where ajt is the value of the random variable A
j
t and its sample space by U := X TN×N(T−1)N .
The Sequential Monte Carlo (SMC) algorithm used here is the same one as in Section 4.1
of Andrieu et al. [2010], and is defined in Section S1 and Algorithm S1 in the supplementary
material. The algorithm provides an unbiased estimate of the likelihood
Ẑ1:T (θ) = Z(u1:T , θ) =
T∏
t=1
(
N−1
N∑
i=1
wit
)
,
where
wi1 =
f θ1 (x
i
1)g
θ
1(y1|xi1)
mθ1(x
i
1)
, wit =
gθt (yt|xit)f θt (xit|x
ait−1
t−1 )
mθt (x
i
t|xa
i
t−1
t−1 )
for t = 2, . . . , , T, and wit =
wit∑N
j=1w
j
t
.
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The joint distribution of the particles given the parameters is
ψ (u1:T |θ) :=
N∏
i=1
mθ1
(
xi1
) T∏
t=2
{
M(a1:Nt−1|w¯1:Nt−1)
N∏
i=1
mθt
(
xit|x
ait−1
t−1
)}
. (1)
The key idea of particle MCMC methods is to construct a target distribution on an
augmented space that includes the particles U1:T and has a marginal distribution equal to
p(x1:T , θ|y1:T ). This section describes the target distribution from Andrieu et al. [2010].
Later sections describe current MCMC methods to sample from this distribution and hence
sample from p(x1:T , θ|y1:T ). Section S3 of the supplementary material describes other choices
of target distribution and how it is straightforward to modify our results to apply to these
distributions.
The simplest way of sampling from the particle approximation of p(x1:T |y1:T , θ) is called
ancestral tracing. It was introduced in Kitagawa [1996] and used in Andrieu et al. [2010] and
consists of sampling one particle from the final particle filter. The method is equivalent to
sampling an index J = j with probability w¯jT , tracing back its ancestral lineage b
j
1:T (b
j
T = j
and bjt−1 = a
bjt
t−1) and choosing the particle x
j
1:T = (x
bj1
1 , . . . , x
bjT
T ).
With some abuse of notation, for a vector at, denote a
(−k)
t =
(
a1t , . . . , a
k−1
t , a
k+1
t , . . . , a
N
t
)
,
with obvious changes for k ∈ {1, N}, and denote
u
(−j)
1:T =
{
x
(−bj1)
1 , . . . , x
(−bjT−1)
T−1 , x
(−j)
T , a
(−b11)
1 , . . . , a
(−bjT−1)
T−1
}
.
It simplifies the notation to sometimes use the following one-to-one transformation
(u1:T , j)↔
{
xj1:T , b
j
1:T−1, j, u
(−j)
1:T
}
,
and switch between the two representations and use whichever is more convenient. Note
that the right hand expression will sometimes be written as
{
x1:T , b1:T−1, j, u
(−j)
1:T
}
without
ambiguity.
We now assume Assumptions S1 and S2, which we give in Section S1 of the online
supplement.
The target distribution from Andrieu et al. [2010] is
p˜iN
(
x1:T , b1:T−1, j, u
(−j)
1:T , θ
)
:=
p(x1:T , θ|y1:T )
NT
ψ (u1:T |θ)
mθ1
(
xb11
) ∏T
t=2 w¯
a
bt
t−1
t−1 m
θ
t
(
xbtt |xa
bt
t−1
t−1
) . (2)
Assumption S1 ensures that p˜iN (u1:T |θ) is absolutely continuous with respect to ψ (u1:T |θ)
so ψ (u1:T |θ) can be used as a Metropolis-Hasting proposal density for generating from
p˜iN (u1:T |θ).
From Assumption S2, equation (2) has the following marginal distribution
p˜iN (x1:T , b1:T−1, j, θ) =
p(x1:T , θ|y1:T )
NT
, (3)
and hence p˜iN (x1:T , θ) = p(x1:T , θ|y1:T ). The online supplement gives more detail.
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2.3 Conditional sequential Monte Carlo (CSMC)
The particle Gibbs algorithm in Andrieu et al. [2010] uses exact conditional distributions
to construct a Gibbs sampler. If we use the ancestral tracing augmented distribution given
in (2), then this includes the conditional distribution given by p˜iN
(
u
(−j)
1:T |xj1:T , bj1:T−1, j, θ
)
,
which involves constructing the particle approximation conditional on a pre-specified path.
The conditional sequential Monte Carlo algorithm, introduced in Andrieu et al. [2010], is
a sequential Monte Carlo algorithm in which a particle XJ1:T = (X
BJ1
1 , . . . , X
BJT
T ), and the
associated sequence of ancestral indices BJ1:T−1 are kept unchanged. In other words, the
conditional sequential Monte Carlo algorithm is a procedure that resamples all the particles
and indices except for UJ1:T = (X
J
1:T , A
J
1:T−1) = (X
BJ1
1 , . . . , X
BJT
T , B
J
1 , . . . , B
J
T−1). Algorithm S2
of the the supplementary material describes the conditional sequential Monte Carlo algorithm
(as in Andrieu et al. [2010]), consistent with (xj1:T , a
j
1:T−1, j).
2.4 Flexible sampling scheme for state space models
This section introduces a sampling scheme that is suitable for the state space form given
in Section 2.1, where some of the parameters can be generated exactly conditional on the
state vectors, but other parameters must be generated using Metropolis-Hasting proposals.
Let θ := (θ1, . . . , θp) be a partition of the parameter vector into p components where each
component may be a vector and let 0 ≤ p1 ≤ p. Let Θ = Θ1× . . .×Θp be the corresponding
partition of the parameter space. We use the notation θ−i := (θ1, . . . , θi−1, θi+1, . . . , θp). The
following sampling scheme generates the parameters θ1, . . . , θp1 using PMMH steps and the
parameters θp1+1, . . . , θp using PG steps. We call this a PMMH+PG sampler. To simplify
the discussion, we assume that both particle marginal Metropolis-Hastings steps and particle
Gibbs steps are used, i.e., 0 < p1 < p.
Sampling Scheme 1 (PMMH+PG Sampler) Given initial values for U1:T , J and θ,
one iteration of the MCMC involves the following steps.
1. (PMMH sampling) For i = 1, . . . , p1
Step i:
(a) Sample θ∗i ∼ qi,1(·|U1:T , J, θ−i, θi).
(b) Sample U∗1:T ∼ ψ(·|θ−i, θ∗i ).
(c) Sample J∗ ∼ p˜iN(·|U∗1:T , θ−i, θ∗i ).
(d) Set (θi, U1:T , J)← (θ∗i , U∗1:T , J∗) with probability
αi (U1:T , J, θi;U
∗
1:T , J
∗, θ∗i |θ−i) = 1∧
p˜iN (U∗1:T , θ
∗
i |θ−i)
p˜iN (U1:T , θi|θ−i)
qi(U1:T , θi|U∗1:T , J∗, θ−i, θ∗i )
qi(U∗1:T , θ
∗
i |U1:T , J, θ−i, θi)
, (4)
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where
qi(U
∗
1:T , θ
∗
i |U1:T , J, θ−i, θi) = qi,1(θ∗i |U1:T , J, θ−i, θi)ψ(U∗1:T |θ−i, θ∗i ).
2. (PG sampling) For i = p1 + 1, . . . , p
Step i:
(a) Sample θ∗i ∼ qi(·|XJ1:T , BJ1:T−1, J, θ−i, θi).
(b) Set θi ← θ∗i with probability
αi
(
θi; θ
∗
i |XJ1:T , BJ1:T−1, J, θ−i
)
=
1 ∧ p˜i
N
(
θ∗i |XJ1:T , BJ1:T−1, J, θ−i
)
p˜iN
(
θi|XJ1:T , BJ1:T−1, J, θ−i
) × qi(θi|XJ1:T , BJ1:T−1, J, θ−i, θ∗i )
qi(θ
∗
i |XJ1:T , BJ1:T−1, J, θ−i, θi)
. (5)
3. Sample U
(−J)
1:T ∼ p˜iN(·|XJ1:T , BJ1:T−1, J, θ) using the conditional sequential Monte Carlo
algorithm (CSMC) discussed in Section 2.3.
4. Sample J ∼ p˜iN (·|U1:T , θ).
Note that Parts 2 to 4 are the same as the particle Gibbs sampler described in Andrieu
et al. [2010] or the particle Metropolis within Gibbs sampler described in Lindsten and Scho¨n
[2012a]. Part 1 differs from the particle Marginal Metropolis-Hastings approach discussed
in Andrieu et al. [2010] by generating the variable J which selects the trajectory. This is
necessary since J is used in Part 2.
A major computational cost of the algorithm is generating the particles p1 times in Part
1 and running the CSMC algorithm in Part 3. Hence there is a computational cost in using
the PMMH+PG sampler compared to a particle Gibbs sampler. Similar comments apply to
a blocked PMMH sampler.
Section S2 of the supplementary material discusses the convergence of Sampling Scheme 1
to its target distribution and Section S4 of the supplementary material illustrates the sam-
pling scheme by applying it to a univariate OU model for daily stock return data.
Remark 1 Andrieu et al. [2010] show that
p˜iN (U1:T , θi|θ−i)
ψ (U1:T |θ−i, θi) =
Z(U1:T , θ)p(θi|θ−i)
p (y1:T |θ−i) , (6)
and hence the Metropolis-Hasting acceptance probability in (4) simplifies to
1 ∧ Z(θ
∗
i , θ−i, U
∗
1:T )
Z(θi, θ−i, U1:T )
qi,1(θi|U∗1:T , J∗, θ−i, θ∗i )p(θ∗i |θ−i)
qi,1(θ
∗
i |U1:T , J, θ−i, θi)p(θi|θ−i)
. (7)
Equation (7) shows the PMMH steps can be viewed as involving a particle approximation to
an ideal sampler which we use to estimate the likelihood of the model. This version of the
PMMH algorithm can also be viewed as a Metropolis-Hastings algorithm using an unbiased
estimate of the likelihood.
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Remark 2 Part 1 of the sampling scheme is a good choice for parameters θi which are highly
correlated with the state vector X1:T . Part 2 of the sampling scheme is a good choice if the
parameter θi is not highly correlated with the states and it is possible to sample exactly from
the distribution
p˜iN (θi|X1:T , θ−i) = p (θi|X1:T , y1:T , θ−i)
or a good approximation is available as a Metropolis-Hastings proposal. See Lindsten and
Scho¨n [2012a] for more discussion about the particle Metropolis-Hasting proposals in Part 2.
3 Sampling schemes for factor stochastic volatility mod-
els
3.1 The factor stochastic volatility model
Factor stochastic volatility (SV) models are a popular approach to jointly model many co-
varying financial time series, as they are able to capture their common features using only
a small number of latent factors (see, e.g., Chib et al. [2006] and Kastner et al. [2017]).
However, estimating time-varying multivariate factor models can be very challenging because
the likelihood involves calculating an integral over a very high-dimensional latent state space,
and the number of parameters in the model can be large. Current approaches to estimate
these models often employ MCMC samplers. We argue that our particle MCMC method
can be used to estimate a larger class of SV models.
We consider a factor SV model with the volatilities of the factors following a traditional
SV model [Chib et al., 2006, Kastner et al., 2017], while the log volatility of the idiosyncratic
errors follow a continuous time Ornstein-Uhlenbeck (OU) process [Stein and Stein, 1991] or a
GARCH diffusion process [Chib et al., 2004, Kleppe et al., 2010]. The log volatility of an OU
process admits a closed form state transition density, whereas the GARCH process does not.
Our estimation methods are applied to Euler approximations of the diffusion process driving
the log volatilities, hence can handle diffusions that do not admit closed form transition
densities [see Ignatieva et al., 2015, for other diffusions whose transition equations need an
Euler approximation because they cannot be expressed in closed form]. We show on both
simulated and real data that the PMMH+PG sampler works well. The sampling scheme
generates the latent factors on the PG step and then, conditioning on the latent factors,
estimates a series of univariate state space models. Most of the parameters of the model are
generated in the PG step, whereas a few are left for the PMMH step to improve mixing. We
note that our example merely illustrates our methods which can naturally handle multiple
factors and most types of log-volatilites for both the factors and idiosyncratic errors
Suppose that P t is a S× 1 vector of daily stock prices and define yt := logP t− logP t−1
as the log-return of the stocks. We model yt as a factor SV model
yt = βf t + V
1
2
t t (t = 1, . . . , T ), (8)
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where f t is aK×1 vector of latent factors (withK  S), β is a S×K factor loading matrix of
unknown parameters. Appendix A.1 gives further details on the restrictions on β. We model
the latent factors as f t ∼ N (0,Dt) and t ∼ N (0, I), so that yt|(f t,ht) ∼ N (βf t,V t).
The time-varying variance matrices Dt and V t depend on unobserved random variables
λt = (λ1t, ..., λKt) and ht = (h1t, ..., hSt) such that
Dt := diag (exp (λ1t) , ..., exp (λKt)) , V t := diag (exp (h1t) , ..., exp (hSt)) .
Each λkt is assumed to follow an independent stochastic volatility process
λkt = φkλkt−1 + τ fkηkt, k = 1, ..., K, (9)
with ηkt ∼ N (0, 1). The log volatilities hst follow a either a Gaussian OU continuous time
volatility process or a GARCH diffusion continuous time volatility process.
The continuous time Ornstein-Uhlenbeck (OU) process {hst}t≥1, introduced by Stein and
Stein [1991], satisfies
dhst = αs (µs − hst) dt+ τ sdWst, for s = 1, ..., S, (10)
where Wt is a Wiener process. The transition distribution for each hst is [Lunde et al., 2015,
p. 7]
hst|hs,t−1 ∼ N
(
µs + exp (−αs) (hs,t−1 − µs) ,
1− exp (−2αs)
2αs
τ 2s
)
, s = 1, . . . , S. (11)
with hs1 ∼ N
(
µs,
τ2s
2αs
)
. The transition equations are in state space form with x1:T = h1:T
and the parameters are αs > 0, µs and τ
2
s > 0.
The Euler scheme approximates the evolution of the log-volatilities hst in equation (10)
by placing M − 1, evenly spaced, latent points between times t and t+ 1. The intermediate
volatility components are denoted by hst,1, ..., hst,M−1, and it is convenient to set ht,0 = ht
and ht,M = ht+1. The equation for the Euler evolution, starting at ht,0 is (see for example,
Stramer and Bognar [2011], pg. 234)
hst,j|hst,j−1 ∼ N
(
hst,j−1 + αs (µs − hst,j−1) δ, τ 2sδ
)
, (12)
for j = 1, ...,M , where δ = 1/M .
The continuous time GARCH diffusion process {hst}t≥1 [Chib et al., 2004, Kleppe et al.,
2010] satisfies
dhst =
{
αs (µs − exp (hst)) exp (−hst)−
τ 2s
2
}
dt+ τ sdWst, for s = 1, ..., S, (13)
where the Wst are independent Wiener processes. The Euler approximation of the state tran-
sition density of equation (13) yields the transition density between steps (see for example,
Wu et al. [2018], pg. 21)
hst,j+1|hst,j ∼ N
(
hst,j +
{
αs (µs − exp (hst,j)) exp (−hst,j)−
τ 2s
2
}
δ, τ 2sδ
)
(14)
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for j = 0, ...,M − 1, where δ = 1/M .
We denote the parameter vector for the factor stochastic volatility model given by equa-
tions (8), (9) and either (11), (12) or (14) by
ω = (β; (φk, τ fk), k = 1, . . . , K; (αs, µs, τ s), s = 1, . . . , S) .
Section 4 applies the methods in the paper to the stochastic volatility factor model. .
3.2 Target density for the factor SV model
Although the factor model outlined in Section 3.1 can be written in the state space form in
Section 2.1, it is more efficient to take advantage of extra structure in the model and base
the sampling on multiple independent univariate state space models. This section outlines
the conditional independence structure and the more complex target density and sampling
schemes required for this approach to estimating the posterior distribution of the factor SV
model. Appendix A gives further details.
3.2.1 Conditional independence in the factor SV model
The key to making the estimation of the factor SV model tractable is that given the values of
(y1:T ,f 1:T ,ω) and the conditional independence of the innovations of the returns, the factor
model in equation (8) separates into independent components consisting of K univariate SV
models for the latent factors and S univariate state space models for the idiosyncratic errors.
For k = 1, ..., K, we have that
fkt|λkt ∼ N (0, exp (λkt)) , (15)
with the transition density given in equation (9). For s = 1, ..., S, we have
yst|f t, hst ∼ N (βsf t, exp (hst)) , (16)
with the exact and approximate transition densities given in equations (11), (12) or (14).
3.2.2 The closed form density case
This section provides an appropriate target density for a factor model with the closed form
density given in equation (11). The target density includes all the random variables produced
by K + S univariate particle filters that generate the factor log volatilities λk,1:T for k =
1, ..., K and the idiosyncratic log volatilities hs,1:T for s = 1, ..., S, as well as the factors f 1:T
and the parameters ω. It is convenient in the developments below to define θ = (f 1:T ,ω).
To specify the univariate particle filters that generate the factor log volatilities λk,1:T for
k = 1, ..., K we use equations (9) and (15) and to generate the idiosyncratic log volatili-
ties hs,1:T for s = 1, ..., S we use equations (11) and (16). We denote the weighted sam-
ples by
(
λ1:Nkt , w
1:N
fkt
)
and
(
h1:Nst , w
1:N
st
)
. We denote the proposal densities by mθfk1 (λk1),
mθfkt (λkt|λkt−1), mθs1 (hs1) and mθst (hst|hst−1) for t = 2, ..., T . We denote the resampling
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schemes byMf
(
a1:Nfk,t−1|w1:Nfk,t−1
)
for k = 1, ..., K, where each aifk,t−1 = j indexes a particle in(
λ1:Nkt , w
1:N
fkt
)
and is chosen with probability wjfkt; the resampling scheme M
(
a1:Nst−1|w1:Nst−1
)
for s = 1, ..., S is defined similarly. We denote the vector of particles by
U f,1:K,1:T =
(
λ1:N1:K,1:T ,A
1:N
f,1:K,1:T−1
)
, (17)
and
U ,1:S,1:T =
(
h1:N1:S,1:T ,A
1:N
,1:S,1:T−1
)
. (18)
The joint distribution of the particles given the parameters is
ψfk (U fk,1:T |θ) =
N∏
i=1
mθfk1
(
λik1
) T∏
t=2
{
Mf
(
a1:Nfk,t−1|w1:Nfk,t−1
) N∏
i=1
mθfkt
(
λifkt|λ
aifk,t−1
fkt−1
)}
(19)
for k = 1, ..., K and
ψs (U s,1:T |θ) =
N∏
i=1
mθs1
(
his1
) T∏
t=2
{
M
(
a1:Ns,t−1|w1:Ns,t−1
) N∏
i=1
mθst
(
hist|h
ais,t−1
s,t−1
)}
(20)
for s = 1, ..., S.
Next, we define indices Jfk = j for each k = 1, ..., K, then trace back its ances-
tral lineage bjfk,1:T
(
bjfk,T = j, b
j
fk,t−1 = a
bjfk,t
fk,t−1
)
, and select the particle trajectory λjk,1:T =(
λ
bjfk1
k,1 , ..., λ
bjfkT
k,T
)
. Similarly, we define indices Js = j for each s = 1, ..., S, then trace back
its ancestral lineage bjs,1:T
(
bjs,T = j, b
j
s,t−1 = a
bjs,t
s,t−1
)
, and select the particle trajectory
hjs,1:T =
(
h
bjs1
s,1 , ..., h
bjsT
s,T
)
.
The augmented target density of the factor model is defined as
p˜iN (U f,1:K,1:T ,U ,1:S,1:T ,Jf ,J ,θ) :=
pi
(
λ
Jf
1:K,1:T ,h
J
1:S,1:T ,θ
)
NT (K+S)
K∏
k=1
ψfk (U fk,1:T |θ)
mθfk1
(
λ
bfk1
k1
)∏T
t=2 w
a
bfkt
fk,t−1
fk,t−1 m
θ
fkt
(
λ
bfkt
kt |λ
a
bfkt
fk,t−1
k,t−1
)
S∏
s=1
ψs (U s,1:T |θ)
mθs1
(
hbs1s1
)∏T
t=2w
a
bst
st−1
s,t−1m
θ
st
(
hbstst |h
a
bst
s,t−1
s,t−1
) . (21)
The first term in equation (21) is defined using the joint distribution of the factor SV model
using equation (11) for the selected trajectories and the factors f 1:T conditional on (y,ω).
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The prior for ω is specified by the user. The conditional independence results discussed in
Section 3.2.1 show that this distribution factors into separate terms for the K+S univariate
state space models given by equations (9), (11), (15) and (16) as shown in equation (22)
below.
pi
(
λ
Jf
1:K,1:T ,h
J
1:S,1:T ,θ
)
= pi (θ)
K∏
k=1
pi
(
λ
Jfk
k,1:T |θ
) S∏
s=1
pi
(
hJss,1:T |θ
)
. (22)
3.2.3 Approximating the transition density by an Euler scheme
This section provides an appropriate target density for a factor model with the Euler ap-
proximation given in equation (12) or equation (14). We follow the approach in Lind-
sten et al. [2015] and introduce state vectors for s = 1, ..., S defined as xs1 = hs1 and
xst = (hst, hs,t−1,M−1, . . . , hs,t−1,1)
T , for t = 2, . . . , T . The state transition densities are given
by
f θst(xst|xs,t−1) =
M∏
j=1
f θs,t−1,j(hs,t−1,j|hs,t−1,j−1) (t = 2, . . . , T ), (23)
where the densities f θs,t,j(hs,t,j|hs,t,j−1) for j = 1, . . . ,M , t = 1, . . . , T − 1 and s = 1, . . . , S
are defined by equation (12) or equation (14). We use the proposal densities
mθst(xst|xs,t−1) = f θst(xst|xs,t−1) (t = 2, . . . , T and s = 1, . . . , S)
which can be generated using equation (12) or equation (14). With these modifications, we
use the same construction as Section 3.2.2. The modifications give
U ,1:S,1:T =
(
x1:N1:S,1:T ,A
1:N
,1:S,1:T−1
)
(24)
ψs (U s,1:T |θ) =
N∏
i=1
mθs1
(
xis1
) T∏
t=2
{
M
(
a1:Ns,t−1|w1:Ns,t−1
) N∏
i=1
mθst
(
xist|x
ais,t−1
s,t−1
)}
(25)
p˜iN (U f,1:K,1:T ,U ,1:S,1:T ,Jf ,J ,θ) :=
pi
(
λ
Jf
1:K,1:T ,x
J
1:S,1:T ,θ
)
NT (K+S)
K∏
k=1
ψfk (U fk,1:T |θ)
mθfk1
(
λ
bfk1
k1
)∏T
t=2w
a
bfkt
fk,t−1
fk,t−1 m
θ
fkt
(
λ
bfkt
kt |λ
a
bfkt
fk,t−1
k,t−1
)
S∏
s=1
ψs (U s,1:T |θ)
mθs1
(
xbs1s1
)∏T
t=2 w
a
bst
st−1
s,t−1m
θ
st
(
xbstst |x
a
bst
s,t−1
s,t−1
) (26)
pi
(
λ
Jf
1:K,1:T ,x
J
1:S,1:T ,θ
)
= pi (θ)
K∏
k=1
pi
(
λ
Jfk
k,1:T |θ
) S∏
s=1
pi
(
xJss,1:T |θ
)
. (27)
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3.3 PMMH+PG sampling scheme for the factor SV model
We illustrate our methods using the PMMH
(
α, τ 2f , τ
2

)
+PG (β,f 1:T ,φ,µ) sampler, which
was found to give good performance in the Empirical studies in Section 4. It is straightfor-
ward to modify the sampling scheme for other choices of which parameters to sample with a
PMMH step and which to sample with a PG step. Our procedure to determine an efficient
sampling scheme is to run the PG algorithm first to identify which parameters have large
IACT, or, in some cases, require a large amount of computational time to generate in the
PG step. We then generate these parameters in the PMMH step. See, for example, our
discussion of the univariate OU model in Section S4 of the supplement. In particular, we
note that if an Euler approximation is used, then generating any parameter in the OU or
GARCH model is time intensive as we need to determine, store and use the ancestor history
of the entire state vector.
The sampling schemes for the factor SV model with the closed form transition density
given by equation (11) and the model with the Euler scheme given by equation (12) or
equation (14) have the same structure, so Sampling Scheme 2 is given below in a generic
form and the appropriate state space models are used for the different cases, see Sections 3.2.2
and 3.2.3 for details. We have simplified the conditional distributions in Sampling Scheme 2
wherever possible using the conditional independence properties discussed in Section 3.2.1.
The Metropolis-Hasting proposal densities for Sampling scheme 2 are given in Section 3.3.1.
Sampling Scheme 2 (PMMH
(
α, τ 2f , τ
2

)
+ PG (β,f 1:T ,φ,µ)) Given initial values for
Uf,1:T , U,1:T , Jf , J and θ, one iteration of the MCMC involves the following steps.
1. (PMMH sampling),
(a) For k = 1, ..., K
i. Sample
(
τ 2∗fk
) ∼ qτ2fk (·|U fk,1:T , τ 2fk,θ\τ2fk)
ii. Sample U ∗fk,1:T ∼ ψfk
(
·|τ 2∗fk,θ\τ2fk
)
iii. Sample J∗fk from p˜i
N
(
·|U ∗fk,1:T , τ 2∗fk,θ\τ2fk
)
iv. Set
(
τ 2fk,U fk,1:T , Jfk
)← (τ 2∗fk,U ∗fk,1:T , J∗fk) with probability
α
(
U fk,1:T , Jfk, τ
2
fk;U
∗
fk,1:T , J
∗
fk, τ
2∗
fk|θ\τ2fk
)
=
1 ∧
Z
(
U∗fk,1:T , τ
2∗
fk,θ\τ2fk
)
p
(
τ 2∗fk
)
Z
(
Ufk,1:T , τ 2fk,θ\τ2fk
)
p
(
τ 2fk
) × qτ2fk
(
τ 2fk|U ∗fk,1:T , τ 2∗fk,θ\τ2fk
)
qτ2fk
(
τ 2∗fk|U fk,1:T , τ 2fk,θ\τ2fk
) .
(b) For s = 1, ..., S,
i. Sample (α∗s, τ
2∗
s ) ∼ qαs,τ2s
(·|U s,1:T , αs, τ 2s,θ\αs,τ2s)
ii. Sample U ∗s,1:T ∼ ψs
(·|α∗s, τ 2∗s ,θ\αs,τ2s)
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iii. Sample J∗s from p˜i
N
(·|U ∗s,1:T , α∗s, τ 2∗s ,θ\αs,τ2s)
iv. Set (αs, τ
2
s,U s,1:T , Js)←
(
α∗s, τ
2∗
s ,U
∗
s,1:T , J
∗
s
)
with probability
α
(
U s,1:T , Js,
(
αs, τ
2
s
)
;U ∗s,1:T , J
∗
s,
(
α∗s, τ
2∗
s
) |θ\αs,τ2s) =
1∧Z
(
U∗s,1:T , α
∗
s, τ
2∗
s ,θ\αs,τ2s
)
p (α∗s, τ
2∗
s )
Z
(
Us,1:T , αs, τ 2s,θ\αs,τ2s
)
p (αs, τ 2s)
×qαs,τ2s
(
αs, τ
2
s|U ∗s,1:T , α∗s, τ 2∗s ,θ\αs,τ2s
)
qαs,τ2s
(
α∗s, τ 2∗s |U s,1:T , αs, τ 2s,θ\αs,τ2s
) .
2. (PG sampling)
(a) Sample β|λJf1:T ,hJ1:T ,BJff,1:T−1,BJ,1:T−1,Jf ,J ,θ\β,y1:T using equation (31) in Ap-
pendix A.1.
(b) Redraw the diagonal elements of β through the deep interweaving procedure de-
scribed in Appendix A.2. This step is necessary to improve the mixing of the
factor loading matrix β.
(c) Sample f 1:T |λJf1:T ,hJ1:T ,BJff,1:T−1,BJ,1:T−1,Jf ,J ,θ\f1:T ,y1:T using equation (32)
in Appendix A.3.
(d) For k = 1, ..., K
i. Sample φ∗k from the proposal qφk
(
·|λJfkk,1:T ,θ\φk
)
and set φk ← φ∗k with proba-
bility
1 ∧
p˜iN
(
φ∗k|λJfkk,1:T ,Bfk,1:T−1, Jfk,θ\φk
)
p˜iN
(
φk|λJfkk,1:T ,Bfk,1:T−1, Jfk,θ\φk
) × qφk
(
φk|λJfkk,1:T ,θ\φk
)
qφk
(
φ∗k|λJfkk,1:T ,θ\φk
) .
ii. Sample U
(−Jfk)
fk,1:T ∼ p˜iN
(
·|λJfkk,1:T ,Bfk,1:T−1, Jfk,θ
)
using the conditional se-
quential Monte Carlo algorithm (CSMC) discussed in Section S2.
iii. Sample Jfk ∼ p˜iN (·|U fk,1:T ,θ).
(e) For s = 1, ..., S,
i. Sample µ∗s from the proposal qµs
(·|hJss,1:T ,θ\µs) and set µs ← µ∗s with proba-
bility
1 ∧ p˜i
N
(
µ∗s|hJss,1:T ,Bs,1:T−1, Js,θ\µs
)
p˜iN
(
µs|hJss,1:T ,Bs,1:T−1, Js,θ\µs
) × qµs (µs|hJss,1:T ,θ\µs)
qµs
(
µ∗s|hJss,1:T ,θ\µs
)
ii. Sample U
(−Js)
s,1:T ∼ p˜iN
(·|hJss,1:T ,Bs,1:T−1, Js,θ) using the conditional sequen-
tial Monte Carlo algorithm (CSMC) discussed in Section 2.3.
iii. Sample Js ∼ p˜iN (·|U s,1:T ,θ).
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3.3.1 Proposal densities
This section details the proposal densities used in Sampling Scheme 2 for the exact OU
model given by equation (11). We will specify other cases such as the Euler evolution given
by equation (12) and the GARCH diffusion model given by equation (14) when describing
the sampling scheme.
• For k = 1, . . . , K, qτ2fk is an adaptive random walk.
• For s = 1, . . . , S, qαs,τ2s is an adaptive random walk.
• For k = 1, . . . , K, qφk
(
·|λJfkk,1:T ,θ\φk
)
= N
(
cφk , dφk
)
, where
cφk =
dφk
τ 2fk
T∑
t=2
λktλkt−1, and dφk =
τ 2fk∑T−1
t=2 λkt
,
• For s = 1, . . . , S, qµs
(·|hJss,1:T ,θ\µs) = N (cµs , dµs), where
cµs =
dµs
τ 2s
(
hs,1 (2αs) +
(
2αs
1− exp (−2αs)
)( T∑
t=2
(hs,t − exp (−αs)hs,t+
exp (−2αs)hs,t−1 − exp (−αs)hs,t−1)
)
.
dµs =
τ 2s
(2αs) +
(
2αs
1−exp(−2αs)
)
(T − 1) (1− 2 exp (−αs) + exp (−2αs))2
,
3.4 The PMMH sampling scheme for the factor stochastic volatil-
ity model
The PMMH method generates the parameters by integrating out all the latent factors, so
that the observation equation is given by
yt|λt,ht,ω ∼ N
(
0,βDtβ
′
+ V t
)
. (28)
The state transition equations are given by equations (9) and either equation (11) for the
closed form case or equation (23) for the Euler scheme.
4 Empirical Studies
This section presents empirical results for the factor SV model described in Section 3 to
illustrate the flexibility of the sampling approach given in our article. That is, we show it is
desirable to generate parameters that are highly correlated with the states using a PMMH
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step that does not condition on the states. Conversely, if there is a subset of parameters
that is not highly correlated with the states, then it is preferable to generate them using a
particle Gibbs step, or a particle Metropolis within Gibbs step, that conditions on the states,
especially when the subset is large. A simple example of the methods is given in Section
S4 of the supplementary material where Sampling Scheme 1 is applied to a univariate OU
model for daily stock return data.
4.1 Preliminaries
To define our measure of the inefficiency of a sampler that takes computing time into ac-
count,we first define the integrated autocorrelation time (IACT) for a univariate parameter
θ,
IACTθ := 1 + 2
∞∑
j=1
ρj,θ (29)
where ρj,θ is the correlation of the iterates of θ in the MCMC after the chain has converged.
A large value of IACT for one or more of the parameters indicates that the chain does not
mix well.
We estimate IACTθ based on M iterates θ
[1], ..., θ[M ] (after convergence) as
ÎACTθ,M = 1 + 2
LM∑
j=1
ρ̂j,θ,
where ρ̂j,θ is the estimate of ρj,θ, LM = min(1000, L) and L = minj≤M |ρ̂j,θ| < 2/
√
M
because 1/
√
M is approximately the standard error of the autocorrelation estimates when
the series is white noise. Let ÎACTMAX and ÎACTMEAN be the maximum and mean of the
estimated IACT values over all the parameters in the model, respectively. Our measure of
the inefficiency of a sampler based on ÎACTMAX is the time normalized variance (TNV).
TNVMAX = ÎACTMAX × CT, (30)
where CT is the computing time in seconds per iteration; we define the inefficiency of a
sampler based on ÎACTMEAN similarly. The relative time normalized variance (RTNV)
shows the TNV relative to the most efficient method.
We use the following notation to describe the algorithms used in the examples. The basic
samplers, as used in Sampling Schemes 1 or 2, are PMMH(·) and PG(·). These samplers
can be used alone or in combination. For example, PMMH(θ) means using a PMMH step
to sample the parameter vector θ; PMMH(θ1) + PG(θ2) means sampling θ1 in the PMMH
step and θ2 in the PG step; and PG(θ) means sampling θ using the PG sampler. In all
the examples, the PMMH step uses the bootstrap particle filter to sample the particles and
the adaptive random walk in Roberts and Rosenthal [2009] as the proposal density for the
parameters. The particle filter and the parameter samplers are implemented in Matlab.
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We note that efficient Metropolis-Hastings schemes for standard MCMC are possible
because both the likelihood and its derivatives can be computed exactly or, in the case
of derivatives, by finite differences. This is not the case for PMMH where the likelihood
is estimated and its derivatives are not available, even numerically. We therefore use the
adaptive random walk in all our examples to generate the parameters as it provides a general
and flexible sampling solution that does not require the computation or estimation of the
local gradient or hessian. The random walk proposal scales the covariance matrix by the
factor 2.38/
√
d in the non-particle case and 2.56/
√
d in the particle case [Sherlock et al.,
2015] , where d is the number of parameters in the random walk. This means that for large
d the scale factor can be very small and the random walk is very inefficient because it moves
slowly. Moreover, and importantly, Sherlock et al. [2015] show that in the particle case,
the optimal acceptance rate of random walk proposals is 7%, which suggests that it is quite
inefficient. Sherlock et al. [2015] derive this acceptance rate assuming that d → ∞, which
also means that, at least theoretically, the step size is very small.
The use of more efficient particle MALA algorithms is discussed by Nemeth et al. [2016]
who write “Our results show that the behaviour of particle MALA depends crucially on how
accurately we can estimate the gradient of the log-posterior. If the error in the estimate of
the gradient is not controlled sufficiently well as we increase dimension, then asymptotically
there will be no advantage in using particle MALA over a particle MCMC algorithm using
a random-walk proposal.” However, as noted by Sherlock et al. [2015], it is, in general, even
more difficult to obtain accurate estimates of the gradient of the log-posterior than it is to
get accurate estimates of the log-posterior.
This discussion again suggests why using PG may be preferred to PMMH whenever
possible, because it may be easier to obtain better proposals within a PG framework.
4.2 Factor stochastic volatility model
4.2.1 Simulation Study
We conducted a simulation study to compare several estimation approaches: PG with an-
cestral tracing (PGAT), PG with backward simulation (PGBS), PMMH+PG, and PMMH
with exact and approximate transition densities for the Gaussian OU process. We simulated
data with T = 1, 000, S = 20, and K = 1 from the factor model in equation (8). We
set αs = 0.06, and τ
2
s = 0.1 for all s, φ1 = 0.98, τ
2
f1 = 0.1 and βs = 0.8 for all s. For
every unrestricted element of the factor loading matrix β, we chose independent Gaussian
distributions, i.e. βsk ∼ N (0, 1), and the priors for the state transition density parameters
are αs ∼ IG
(
v0
2
, s0
2
)
, τ 2s ∼ IG
(
v0
2
, s0
2
)
, τ 2fk ∼ IG
(
v0
2
, s0
2
)
, where v0 = 10 and s0 = 1, and
φk ∼ U (−1, 1). These prior densities cover most possible values in practice. The initial
state of λkt is normally distributed N
(
0,
τ2fk
1−φ2k
)
for k = 1, ..., K. The initial state of hst is
also normally distributed N
(
µs,
τ2s
2αs
)
for s = 1, ..., S. We ran all the sampling schemes for
11, 000 iterations and discarded the initial 1, 000 iterates as warmup. We used M = 10 latent
points for the Euler approximations to the state transition densities.
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Gaussian OU process with exact transition density
The PMMH method uses the observation density in equation (28), which includes all (K +
S) dimensional latent log-volatilities simultaneously. This becomes a high dimensional (20
dimensional) state space model. The performance of the standard PMMH sampler depends
critically on the number of particles N used to estimate the likelihood. Pitt et al. [2012]
suggest selecting the number of particles N such that the variance of the log of the estimated
likelihood is around 1 to obtain an optimal tradeoff between computing time and statistical
efficiency. Table 1 gives the variance of the log of estimated likelihood for different number
of particles for the PMMH method using the bootstrap filter and shows that even with 5,000
particles, the log of the estimated likelihood still has a large variance and the Markov chain
for the PMMH approach could get stuck. We therefore do not report results for the PMMH
method as it is computationally very expensive and its TNV would be significantly higher
than the PG and PMMH+PG methods. The correlated PMMH proposed by Deligiannidis
et al. [2018] correlates the random vectors u and u′, used to construct the estimators of
the likelihood at the current and proposed values of the parameters (θ and θ′) to reduce
the variance of the difference between log
(
Z1:T
(
θ
′
,u
′
))
− log (Z1:T (θ,u)) appearing in
the PMMH acceptance ratio. We set the correlation between the individual elements of
u and u
′
to corr
(
ui, u
′
i
)
= 0.999999. We then obtained 1, 000 independent estimates of
log
(
Z1:T
(
θ,u
′))
and log (Z1:T (θ,u)) at the true value of θ and computed their sample
correlation. The sample correlation was 0.06, showing that it is difficult to preserve the
correlation in such a high dimensional state space model and that the correlated PMMH
Markov chain will still get stuck unless enough particles are used to ensure that the variance
of the log of the estimator of the likelihood is close to 1.
A second problem with the PMMH approach is the large number of parameters to be
estimated. Constructing proposals in high dimensions is remarkably difficult, and often
requires estimating gradients and Hessian matrices. On the other hand, simpler approaches
such as the adaptive random walk are very inefficient in large dimensions. Hence, it is natural
to use a parameter splitting strategy and hybrid samplers.
Table S3 in Section S5 of the supplement shows the IACT values for the parameters in
the factor SV model estimated using three different samplers using the exact transition den-
sity, PMMH
(
α, τ 2 , τ
2
f
)
+ PG (β,µ, φ), PGAT
(
β,α, τ 2 , τ
2
f , φ
)
and PGBS
(
β,α, τ 2 , τ
2
f , φ
)
.
All three samplers estimate the factor loading matrix β and µ with comparable IACT val-
ues. The PMMH+PG sampler always has lower IACT values than both PG samplers for
parameters α,τ 2 , τ
2
f , and φ. There are some improvements in terms of IACT obtained by
using PGBS compared to PGAT. Table 2 summarises the estimation results using the exact
transition density and shows that in terms of TNVMAX, the PMMH+PG sampler is 9.25
and 4.19 times better than PGAT and PGBS, respectively, and in terms of TNVMEAN, the
PMMH+PG is 2.69 and 2.55 times better than PGAT and PGBS, respectively.
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Gaussian OU process with Euler evolution transition density
Table S4 in Section S5 of the supplement shows the IACT values for all the parameters in the
model for the three samplers using the Euler approximation scheme for the transition den-
sity. The table shows that the PMMH+PG samplers with the exact and approximate state
transition densities have very similar IACT values for all the parameters suggesting that the
inefficiency of the PMMH+PG sampler does not deteriorate when the Euler approximation
is used. However, both PG samplers, PGAT and PGBS, using the Euler approximation are
significantly worse than the PGAT and PGBS samplers with the exact transition density.
For example, the IACT of τ 24 in PGAT with the exact transition density is 283.23, compared
to 977.93 for PGAT with the Euler approximation.
Table 3 summarises the estimation results with the Euler approximation of the transi-
tion density and shows that in terms of TNVMAX, the PMMH+PG sampler is 60.57 and
50.72 times better than PGAT and PGBS, respectively, and in terms of TNVMEAN, the
PMMH+PG sampler is 14.67 and 12.95 times better than the PGAT and PGBS samplers,
respectively. It is also interesting to see that when we use an Euler approximation for the
diffusion then all three samplers PMMH+PG, PGAT, and PGBT take approximately the
same computing time because for the PG samplers we need to store and trace back all the
latent log-volatilities hst and the M latent data points between t and t+ 1 for all s = 1, ..., S
and t = 1, ..., T , whereas the PMMH+PG sampler only needs to store and trace back the
latent log-volatilities hst for all s = 1, ..., S and t = 1, ..., T . Therefore, the PMMH+PG
sampler is also more efficient in terms of memory usage if it is necessary to use an Euler
approximation.
4.2.2 Application to US stock returns
We now apply our methods to a sample of daily US industry stock returns data. The
data, obtained from the Kenneth French website1 consists of daily returns for S = 20 value-
weighted industry portfolios, using a sample from January 3rd, 2001 to the 24th of December,
2003, a total of 1,000 observations. We compare several estimation approaches: PGAT,
PGBS, PMMH+PG for the Gaussian OU model with the exact and approximate transition
densities, as well as for the GARCH diffusion model with approximate transition densities.
Tables S5, S6, and S7 in Section S6 of the supplement show the IACT values for all the
parameters in the factor model SV estimated with the exact transition density for the Gaus-
sian OU model and the Euler approximation for the transition density for the Gaussian OU
and GARCH diffusion models. As for the simulated data, all three samplers estimate the fac-
tor loading matrix β and µ efficiently and with comparable IACT values. The performance
of the PMMH+PG sampler does not deteriorate for the real data, whereas both PGAT and
PGBS samplers get worse in terms of the IACT values of the parameters, especially with the
Euler approximation. Overall, the PMMH+PG samplers always have smaller IACT values
than both PGAT and PGBS samplers for all the state transition parameters.
1 http://mba.tuck.dartmouth.edu/pages/faculty/ken.french/datalibrary.html
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Tables 4 and 5 summarise the estimation results for the Gaussian OU model and show that
in terms of TNVMAX, the PMMH+PG samplers is 20.87 and 13.91 times better than PGAT
and PGBS samplers with the exact transition density, respectively, and the PMMH+PG
sampler is 53.94 and 58.71 times, respectively, better than the PGAT and PGBS with the
Euler approximation. In terms of TNVMEAN, the PMMH+PG samplers is 5.61 and 4.73
times better than PGAT and PGBS samplers with the exact transition density, respectively,
and the PMMH+PG sampler is 22.17 and 22.40 times, respectively, better than PGAT and
PGBS samplers when using the Euler approximation.
Figures S1 and S2 in Section S6 of the supplement present the kernel density estimates
of marginal posterior densities of four representative α and τ 2 parameters, respectively, for
the US stock returns data. The density estimates are for PMMH+PG using exact and
approximate transition densities and PG with approximate transition densities using ances-
tral tracing and backward simulation for the Gaussian OU model. The figures show that
both PMMH+PG samplers produce estimates that are close to each other, whereas the PG
samplers are much less reliable and suggest that the PG estimators did not converge.
Table 6 summarises the estimation results for the GARCH diffusion model and show
that in terms of TNVMAX, the PMMH+PG is 19.56 and 22.11 times better than PGAT and
PGBS samplers. In terms of TNVMEAN, the PMMH+PG is 25.84 and 28.01 times better than
PGAT and PGBS, respectively. This confirms the usefulness of the PMMH+PG samplers
for this class of the model.
Table 1: The Variance of the log of the estimated likelihood for the PMMH method with
the exact transition density for different numbers of particles for the simulated dataset with
T = 1, 000, S = 20, and K = 1 evaluated at the true values of the parameters. CPU time is
the time in seconds to estimate the likelihood.
Number of Particles Variance of log-likelihood CPU time
250 1672.07 4.39
500 766.38 8.57
2500 331.65 45.03
5000 243.82 130.53
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Table 2: Comparing different samplers in terms of Time Normalised Variance with the exact
transition density for the Gaussian OU model: Sampler I: PMMH
(
α, τ 2 , τ
2
f
)
+PG (β,µ,φ),
Sampler II: PGAT
(
β,α, τ 2 ,µ,φ, τ
2
f
)
, sampler III: PGBS
(
β,α, τ 2 ,µ,φ, τ
2
f
)
for simulated
data with T = 1000, S = 20, and K = 1, and number of particles N = 500. Time denotes
the time taken in seconds for one iteration of the method.
I II III
ÎACTMAX 18.07 283.23 101.64
TNVmax 33.97 314.39 142.30
RTNVmax 1 9.25 4.19
ÎACTMEAN 8.54 38.96 29.26
TNVMEAN 16.06 43.25 40.96
RTNVMEAN 1 2.69 2.55
Time 1.88 1.11 1.40
Table 3: Comparing different samplers in terms of Time Normalised Variance with the
Euler approximation for the state transition density for the Gaussian OU model: Sampler
I: PMMH
(
α, τ 2 ,µ, τ
2
f
)
+ PG (β,φ), Sampler II: PGAT
(
β,α, τ 2 ,µ,φ, τ
2
f
)
, sampler III:
PGBS
(
β,α, τ 2 ,µ,φ, τ
2
f
)
for the simulated data with T = 1, 000, S = 20, and K = 1, and
number of particles N = 1, 000. Time denotes the time taken in seconds for one iteration of
the method.
I II III
ÎACTMAX 17.57 977.93 792.88
TNVmax 113.50 6874.85 5756.31
RTNVmax 1 60.57 50.72
ÎACTMEAN 14.17 191.04 163.26
TNVMEAN 91.54 1343.01 1185.27
RTNVMEAN 1 14.67 12.95
Time 6.46 7.03 7.26
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Table 4: Comparing different samplers in terms of Time Normalised Variance with the exact
transition density for the Gaussian OU model: Sampler I: PMMH
(
α, τ 2 , τ
2
f
)
+PG (β,µ,φ),
Sampler II: PGAT
(
β,α, τ 2 ,µ,φ, τ
2
f
)
, sampler III: PGBS
(
β,α, τ 2 ,µ,φ, τ
2
f
)
for US stock
returns data with T = 1, 000, S = 20, and K = 1, and number of particles N = 500. Time
denotes the time taken in seconds for one iteration of the method.
I II III
ÎACTMAX 20.57 682.49 382.86
TNVmax 38.26 798.51 532.18
RTNVmax 1 20.87 13.91
ÎACTMEAN 8.54 76.19 54.06
TNVMEAN 15.88 89.14 75.14
RTNVMEAN 1 5.61 4.73
Time 1.86 1.17 1.39
Table 5: Comparing different samplers in terms of Time Normalised Variance with the
Euler approximation for state transition density for the Gaussian OU model: Sampler
I: PMMH
(
α, τ 2 ,µ, τ
2
f
)
+ PG (β,φ), Sampler II: PGAT
(
β,α, τ 2 ,µ,φ, τ
2
f
)
, sampler III:
PGBS
(
β,α, τ 2 ,µ,φ, τ
2
f
)
with backward simulation for US stock returns data with T =
1, 000, S = 20, and K = 1, and number of particles N = 1, 000. Time denotes the time
taken in seconds for one iteration of the method.
I II III
ÎACTMAX 23.99 1215.77 1228.99
TNVmax 152.82 8242.92 8971.63
RTNVmax 1 53.94 58.71
ÎACTMEAN 12.99 270.58 253.90
TNVMEAN 82.75 1834.53 1853.47
RTNVMEAN 1 22.17 22.40
Time 6.37 6.78 7.30
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Table 6: Comparing different samplers in terms of Time Normalised Variance with the Euler
approximation for the state transition density for the GARCH diffusion model. Sampler
I: PMMH
(
α, τ 2 ,µ, τ
2
f
)
+ PG (β,φ), Sampler II: PGAT
(
β,α, τ 2 ,µ,φ, τ
2
f
)
, Sampler III:
PGBS
(
β,α, τ 2 ,µ,φ, τ
2
f
)
for US stock returns data with T = 1000, S = 20, and K = 1,
and number of particles N = 1000. Time denotes the time taken in seconds for one iteration
of the method.
I II III
ÎACTMAX 147.16 3098.27 3257.52
TNVMAX 1392.13 27233.79 30783.56
RTNVMAX 1 19.56 22.11
ÎACTMEAN 17.38 483.37 487.28
TNVMEAN 164.41 4248.82 4604.80
RTNVMEAN 1 25.84 28.01
Time 9.46 8.79 9.45
5 Discussion
Our article introduces a flexible particle Markov chain Monte Carlo sampling scheme for
state space models where some parameters are generated without conditioning on the states
(PMMH) while other parameters are generated conditional on the states (PG). Previous
schemes generated exclusively using PMMH or PG without combining both strategies. The
technical contribution of our article is to set out the required particle framework for the
flexible sampler and to obtain uniform ergodicity under given assumptions. Our examples
demonstrate that it is advantageous to use this flexible sampling scheme to generate the
parameters that are highly correlated with the states without conditioning on the states
(the PMMH component) while other parameters are generated by particle Gibbs (PG).
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A Further details of the sampling scheme for the factor
stochastic volatility model
A.1 Sampling the factor loading matrix β
First, to identify the parameters for the factor loading matrix β, we follow the usual con-
vention and set the upper triangular part of β to zero (Geweke and Zhou [1996]). This
parameterisation imposes an order dependence. Second, the model is also not identified
without further constraining either the scale of the kth column of β or the variance of fkt.
The usual solution is to set the diagonal elements of the factor loading matrix βkk to one, for
k = 1, .., K, while the level µ2k,t of the factor volatility λk,t is modeled to be unknown. How-
ever, Kastner et al. [2017] note that this approach makes the variable ordering dependence
stronger. We follow Kastner et al. [2017] and leave the diagonal elements βkk unrestricted
and set the level µ2k of the factor volatility λk,t to zero for k = 1, ..., K.
Let ks denote the number of unrestricted elements in row s of β and define
F s =
 f11 · · · fks1... ...
f1T · · · fksT
 , and V˜ s =
 exp (hs,1) · · · 00 . . . 0
0 · · · exp (hs,T )
 .
We sample the factor loadings βs,. =
(
βs1, ..., βsks
)T
, for s = 1, ..., S, independently for each
s using the Gibbs-update
βs,.|f ,ys,.,hs,. ∼ Nks (asT , bsT ) , (31)
where bsT =
(
F Ts V˜
−1
s F s + Iks
)−1
and asT = bsTF
T
s V˜
−1
p ys,1:T .
A.2 Deep Interweaving
To improve the mixing in the draws of the factor loading matrix we employ the following
deep interweaving strategy introduced by Kastner et al. [2017].
• Determine the vector β∗.,k, where β∗sk = βoldsk /βoldkk in the kth column of the transformed
factor loading matrix β∗.
• Define λk,.∗ = λoldk,. + 2 log |βoldkk | and sample βnewkk from p
(
βkk|β∗.,k,λ∗k,., φk, τ 2fk
)
.
• Update β.,k = β
new
kk
βoldkk
βold.,k , fk,. =
βoldkk
βnewkk
f oldk,. , and λk,. = λ
old
k,. + 2 log | β
old
kk
βnewkk
|.
In the deep interweaving representation the scaling parameter βkk is sampled indirectly
through µk = log β
2
kk, k = 1, ..., K. The implied prior p (µk) ∝ exp (µk/2− exp (µk) /2) and
the density p
(
β∗.,k|µk
) ∼ Nkl (0, exp (−µk) Ikl) and the likelihood yields the posterior
p
(
µk|β∗.,k,λ∗k,., φk, τ 2fk
) ∝ p (λ∗k,.|µk, φk, τ 2fk) p (β∗.,k|µk) p (µk) ,
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which is not in recognisable form. We draw a proposal for µpropk from N (A,B) where
A =
∑T−1
t=2 λ
∗
k,t +
(
λ∗k,T − φkλ∗k,1
)
/ (1− φk)
T − 1 + 1/B0 , B =
τ 2fk/ (1− φk)2
T − 1 + 1/B0 .
Denoting the current value µk by µ
old
k , the new value µ
prop
k gets accepted with probability
min (1, R), where
R =
p (µpropk ) p
(
λ∗k,1|µpropk , φk, τ 2fk
)
p
(
β∗.,k|µpropk
)
p
(
µoldk
) (
λ∗k,1|µoldk , φk, τ 2fk
)
p
(
β∗.,k|µoldk
) × paux (µoldk |φk, τ 2fk)
paux
(
µpropk |φk, τ 2fk
) ,
where
paux
(
µoldk |φk, τ 2fk
) ∼ N (0, B0τ 2fk/ (1− φk)2) .
The constant B0 is set to large value 10
5 as in Kastner et al. [2017].
A.3 Sampling the Latent Factors f 1:T
We obtain after some algebra that
{f t} |y, {ht} , {λt} ,β ∼ N (at, bt) , (32)
where bt =
(
βTV −1t β +D
−1
t
)−1
and at = btβ
TV −1t yt.
References
C. Andrieu and G. O. Roberts. The pseudo-marginal approach for efficient Monte Carlo
computations. The Annals of Statistics, 37(2):697–725, 2009.
C. Andrieu and M. Vihola. Convergence properties of pseudo-marginal Markov chain Monte
Carlo algorithms. Annals of Applied Probability, 25(2):1030–1077, 2015.
C. Andrieu, A. Doucet, and R. Holenstein. Particle Markov chain Monte Carlo methods.
Journal of the Royal Statistical Society, Series B, 72:269–342, 2010.
S. Chib, M. K. Pitt, and N. Shephard. Likelihood based inference for diffusion driven models.
Working Paper, 2004.
S. Chib, F. Nardari, and N. Shephard. Analysis of high dimensional multivariate stochastic
volatility models. Journal of Econometrics, 134:341–371, 2006.
N. Chopin and S. S. Singh. On the particle Gibbs sampler. Bernoulli, 21(3):1855–1883, 2015.
G. Deligiannidis, A. Doucet, and M. K. Pitt. The correlated pseudo-marginal method. To
appear in J. R. Statist. Soc B, 2018.
25
R. Douc and O. Cappe´. Comparison of resampling schemes for particle filtering. In Image
and Signal Processing and Analysis, 2005. ISPA 2005. Proceedings of the 4th International
Symposium on, pages 64–69. IEEE, 2005.
A. Doucet, S. Godsill, and C. Andrieu. On sequential Monte Carlo sampling methods for
Bayesian filtering. Statistics and Computing, 10(3):197–208, 2000.
J. F. Geweke and G. Zhou. Measuring the pricing error of the arbitrage pricing theory.
Review of Financial Studies, 9:557–587, 1996.
S. Godsill, A. Doucet, and M. West. Monte Carlo smoothing for nonlinear time series.
Journal of the American Statistical Association, 99(465):156–168, 2004.
D. Guo, X. Wang, and R. Chen. New sequential Monte Carlo methods for nonlinear dynamic
systems. Statistics and computing, 15:135–147, 2005.
K. Ignatieva, P. Rodrigues, and N. Seeger. Empirical analysis of affine versus nonaffine
variance specifications in jump-diffusion models for equity indices. Journal of Business
and Economic Statistics, 33(1):68–75, 2015.
G. Kastner, S. Fruhwirth-Schnatter, and H. F. Lopes. Efficient Bayesian inference for multi-
variate factor stochastic volatility models. Journal of Computational and Graphical Statis-
tics, 0(0):1–13, 2017.
G. Kitagawa. Monte Carlo filter and smoother for non-Gaussian nonlinear state space models.
Journal of Computational and Graphical Statistics, 5(1):1–25, 1996.
T. S. Kleppe, J. Yu, and H. Skaug. Estimating the GARCH diffusion: Simulated maximum
likelihood in continuous time. Research Collection School of economics, 2010.
F. Lindsten and T. B. Scho¨n. On the use of backward simulation in particle Markov chain
Monte Carlo methods. arxiv:1110.2873, 2012a.
F. Lindsten and T. B. Scho¨n. On the use of backward simulation in the particle Gibbs
sampler. In Proceedings of the 37th International Conference on Acoustics, Speech, and
Signal Processing, pages 3845–3848. ICASSP, 2012b.
F. Lindsten, M. I. Jordan, and T. B. Scho¨n. Particle Gibbs with ancestor sampling. Journal
of Machine Learning Research, 15:2145–2184, 2014.
F. Lindsten, P. Bunch, S. S. Singh, , and T. B. Scho¨n. Particle ancestor sampling for
near-degenerate or intractable state transition models. arxiv:1505.0635v1, 2015.
A. Lunde, A. F. Brix, and W. Wei. A general Schwartz model for energy spot price -
estimation using a particle MCMC method. CREATES Research paper 2015-46, 2015.
C. Nemeth, C. Sherlock, and P. Fearnhead. Particle Metropolis-adjusted Langevin algo-
rithms. Biometrika, 103(3):701–717, 2016.
26
J. Olsson and T. Ryden. Rao-Blackwellization of particle Markov chain Monte Carlo methods
using forward filtering backward sampling. Signal Processing, IEEE Transactions on, 59
(10):4606–4619, 2011.
M. K. Pitt, R. d. S. Silva, P. Giordani, and R. Kohn. On some properties of Markov chain
Monte Carlo simulation methods based on the particle filter. Journal of Econometrics,
171:134–151, 2012.
G. O. Roberts and J. S. Rosenthal. General state space Markov chains and MCMC algo-
rithms. Probability Surveys, 1:20–71, 2004.
G. O. Roberts and J. S. Rosenthal. Examples of adaptive MCMC. Journal of Computational
and Graphical Statistics, 18(2):349–367, 2009.
C. Sherlock, A. Thiery, G. Roberts, and J. Rosenthal. On the efficieny of pseudo-marginal
random walk Metropolis algorithms. Annals of Statistics, 43(1):238–275, 2015.
E. Stein and J. Stein. Stock price distributions with stochastic volatility: an analytic ap-
proach. Review of Financial Studies, 4:727–752, 1991.
O. Stramer and M. Bognar. Bayesian inference for irreducible diffusion processes using the
pseudo-marginal approach. Bayesian Analysis, 6(2):231–258, 2011.
R. Van Der Merwe, A. Doucet, N. De Freitas, and E. Wan. The unscented particle filter.
Advances in neural information processing systems, pages 584–590, 2001.
X. Wu, G. Zhou, and S. Wang. Estimation of market prices of risks in the G.A.R.C.H.
diffusion model. Economic Research-Ekonomska Istrazˇivanja, 31(1):15–36, 2018.
27
Online Supplement for “Flexible Particle Markov chain
Monte Carlo methods with an application to a factor
stochastic volatility model”
We use the following notation in the supplement. Equation (1), Algorithm 1, and Sampling
Scheme 1, etc, refer to the main paper, while equation (S1), Algorithm S1, and Sampling
Scheme S1, etc, refer to the supplement. Section S1 lists some of the algorithms used in
the main paper. These algorithms are used in Andrieu et al. [2010] and are included here
for notational consistency. Section S2 discusses the convergence of Sampling Scheme 1 to
its target distribution. Section S3 discusses other choices of target distribution and how it
is straightforward to modify the results in the main paper to apply to these distributions.
Section S4 illustrate the flexibility of the methods by applying them to a univariate OU
model for daily stock return data. Section S5 presents some additional tables and plots
based on the analysis reported in Sections 4.2.1 and 4.2.2.
S1 Algorithms
The Sequential Monte Carlo algorithm used here is the same one as in Andrieu et al. [2010]
and is defined as follows.
Algorithm S1 (Sequential Monte Carlo)
1. For t = 1:
(a) Sample X i1 from m
θ
1(x), for i = 1, . . . , N
(b) Calculate the importance weights
wi1 =
f θ1 (x
i
1) gθ(y1|xi1)
mθ1(x
i
1)
(i = 1, . . . , N),
and normalize them to obtain w¯1:N1 .
2. For t = 2, 3, . . . :
(a) Sample the ancestral indices A1:Nt−1 ∼M
(
a1:N |w¯1:Nt−1
)
(b) Sample X it from m
θ
t
(
x|xait−1t−1
)
, i = 1, . . . , N
(c) Calculate the importance weights
wit =
fθ
(
xit|x
ait−1
t−1
)
gθ (yt|xit)
mθt
(
xit|xa
i
t−1
t−1
) (i = 1, . . . , N)
and normalize them to obtain w1:Nt = w
1:N
t /
∑N
i=1 w
i
t.
S1
Algorithm S2 is the conditional sequential Monte Carlo algorithm (as in Andrieu et al.
[2010]), consistent with (xj1:T , a
j
1:T−1, j).
Algorithm S2 (Conditional Sequential Monte Carlo)
1. Fix Xj1:T = x
j
1:T and A
j
1:T−1 = b
j
1:T−1.
2. For t = 1
(a) Sample X i1 from m
θ
1(x)dx, for i ∈ {1, . . . , N} \ {bj1}.
(b) Calculate the importance weights
wi1 =
f θ1 (x
i
1) gθ(y1|xi1)
mθ1(x
i
1)
(i = 1, . . . , N),
and normalize them to obtain w¯1:N1 .
3. For t = 2, . . . , T
(a) Sample the ancestral indices
A
−(bjt )
t−1 ∼M
(
a(−b
j
t )|w¯1:Nt−1
)
.
(b) Sample X it from m
θ
t
(
x|xait−1t−1
)
dx, i ∈ {1, . . . , N} \ {bjt}.
(c) Calculate the importance weights
wit =
fθ
(
xit|x
ait−1
t−1
)
gθ (yt|xit)
mθt
(
xit|xa
i
t−1
t−1
) (i = 1, . . . , N)
and normalized them to obtain w¯1:Nt .
S2 Ergodicity
This section first discusses the assumptions reqired for the particle filter. We then discuss
convergence of Sampling Scheme 1 in total variation norm and then consider the stronger
condition of uniform convergence.
For t ≥ 1, we define,
Sθt =
(
x1:t ∈ χt : pi (x1:t|θ) > 0
)
and Qθt =
{
x1:t ∈ χt : pi (x1:t−1|θ)mθt (xt|x1:t−1,y1:t) > 0
}
.
Assumption S1 ensures that the proposal densities pi (x1:t−1|θ)mθt (xt|x1:t−1,y1:t) can be
used to approximate pi (x1:t|θ) for t ≥ 1.
S2
Assumption S1 [Andrieu et al., 2010] We assume that Sθt ⊆ Qθt for any θ ∈ Θ and
t = 1, ..., T
Assumption S1 is always satisfied in our implementation because we use the bootstrap filter
with p (xt|xt−1,θ) as a proposal density which are positive everywhere.
We also require Assumption S2 given below.
Assumption S2 [Andrieu et al., 2010] For any k = 1, ..., N and t = 1, .., T , the resampling
scheme M (a1:Nt−1|w¯1:Nt−1) satisfies M (akt−1 = j|w¯1:Nt−1) = w¯jt−1.
Assumption S2 is satisfied by the popular resampling schemes, such as multinomial, system-
atic, residual resampling.
Under Assumption S2, it is straightforward to show that the algorithm samples from the
target density of the random variable U
(−J)
1:T =
(
X
(−BJ1 )
1 , . . . , X
(−BJT )
T , A
(−BJ2 )
1 , . . . , A
(−BJT )
T−1
)
,
conditional on UJ1:T and index J given by
p˜iN
(
u
(−j)
1:T |x1:T , b1:T−1, j, θ
)
=
ψ (u1:T |θ)
mθ1
(
xb11
) ∏T
t=2 w¯
ait−1
t−1 m
θ
t
(
xbtt |xa
bt
t−1
t−1
) ;
see Andrieu et al. [2010] for details.
We now discuss convergence of Sampling Scheme 1 in total variation norm and then
consider the stronger condition of uniform convergence. Note that, by construction, Sampling
Scheme 1 has the stationary distribution
p˜iN
(
x1:T , b1:T−1, j, u
(−j)
1:T , θ
)
defined in (2). From Roberts and Rosenthal [2004] Theorem 4, irreducibility and aperiodicity
are sufficient conditions for the Markov chain obtained using Sampling Scheme 1 to converge
to its stationary distribution in total variation norm for p˜iN -almost all starting values. These
conditions must be checked for a particular sampler and it is often straightforward to do so.
We will relate Sampling Scheme 1 to the particle Metropolis within Gibbs sampling scheme
defined below.
Sampling Scheme S3 (Ideal) Given initial values for U1:T , J and θ, one iteration of the
MCMC sampling scheme involves the following steps
1. (PMMH sampling) For i = 1, . . . , p1
Step i:
(a) Sample θ∗i ∼ qi,1(·|U1:T , J, θ−i, θi).
(b) Sample (J∗, U∗1:T ) ∼ p˜iN (·|θ−i, θ∗i ).
S3
(c) Set (θi, U1:T , J)← (θ∗i , U∗1:T , J∗) with probability
α˜i (U1:T , J, θi;U
∗
1:T , J
∗, θ∗i |θ−i) =
1 ∧ p˜i
N (θ∗i |θ−i)
p˜iN (θi|θ−i)
qi,1(θi|U∗1:T , J∗, θ−i, θ∗i )
qi,1(θ
∗
i |U1:T , J, θ−i, θi)
(S1)
2. (PG sampling) For i = p1 + 1, . . . , p
Step i:
(a) Sample θ∗i ∼ qi(·|XJ1:T , BJ1:T−1, J, θ−i, θi).
(b) Set θi ← θ∗i with probability
αi
{
θi; θ
∗
i |XJ1:T , BJ1:T−1, J, θ−i
}
=
1 ∧ p˜i
N
(
θ∗i |XJ1:T , BJ1:T−1, J, θ−i
)
p˜iN
(
θi|XJ1:T , BJ1:T−1, J, θ−i
)
qi(θi|XJ1:T , BJ1:T−1, J, θ−i, θ∗i )
qi(θ
∗
i |XJ1:T , BJ1:T−1, J, θ−i, θi)
. (S2)
3. Sample U
(−J)
1:T ∼ p˜iN(·|XJ1:T , BJ1:T−1, J, θ) using Algorithm S2.
4. Sample J ∼ p˜iN (·|U1:T , θ).
We call Sampling Scheme S3 an ideal particle sampling scheme because in Part 1 Step
i(b) it generates the particles U∗1:T from their conditional distribution p˜i
N (·|θ−i, θ∗i ) instead
of using a Metropolis-Hasting proposal. Thus comparing Sampling Schemes 1 and S3 allows
us to concentrate on the effect of the Metropolis-Hastings proposal for the particles on the
convergence of the sampler.
Remark S3 Andrieu and Roberts [2009] and Andrieu and Vihola [2015] discuss the re-
lationship between PMMH sampling schemes with one block of parameters and an ideal
Metropolis-Hastings sampling scheme not involving the particles. Sampling Schemes 1 and
S3 are more general. Our approach is similar to, but generalizes, the results in Andrieu and
Roberts [2009] and Andrieu and Vihola [2015] to more complex sampling schemes.
To develop the theory of Sampling Schemes 1 and S3 we require the following definitions.
Let
{
V (n), n = 1, 2, . . .
}
be the iterates of a Markov chain defined on the state space V :=
U ×N×Θ. For i = 1, . . . , p, let Ki(v; ·) be the substochastic transition kernel of the ith step
of Sampling Scheme 1 that defines the probabilities for accepted Metropolis-Hastings moves
and define
K := K1K2 . . . Kp
to be the substochastic transition kernel that defines the probabilities for accepted Metropolis-
Hastings moves. Note that probabilities involving the substochastic kernels provide lower
bounds on the probabilities for the transition kernel of the corresponding Markov chain.
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For i = 1, . . . , p1
Ki (U1:T , J, θ−i, θi;U∗1:T , J
∗
i , θ−i, θ
∗
i ) =
p˜iN(J∗|U∗1:T , θ−i, θ∗i )qi(U∗1:T , θ∗i |U1:T , J, θ−i, θi)× αi (U1:T , J, θi;U∗1:T , J∗, θ∗i |θ−i) .
Similarly, for i = 1, . . . , p, let K˜i(v; ·) be the substochastic transition kernel of the ith step of
Sampling Scheme S3 that defines the probabilities for accepted Metropolis-Hastings moves
and define
K˜ = K˜1K˜2 . . . K˜p,
where the kernels Ki and K˜i only differ for i = 1, . . . , p1.
The next theorem gives a sufficient condition for Sampling Scheme 1 to be irreducible
and aperiodic and is similar to Theorem 1 of Andrieu and Roberts [2009]).
Theorem S1 If K˜ is irreducible and aperiodic then K is irreducible and aperiodic. Proof.
For i = 1, . . . , p1, p˜i
N (·|θ−i, θ∗i ) ψ (·|θ−i, θ∗i ) and the result now follows from from Assump-
tion 1 of Andrieu et al. [2010].
We now follow the approach in Andrieu and Roberts [2009] and show the uniform erdogic-
ity of the sampling schemes by giving sufficient conditions for the existence of minorization
conditions for Sampling Scheme 1. These minorization conditions are equivalent to uniform
ergodicity by Theorem 8 of Roberts and Rosenthal [2004]. The results use the following
technical lemmas.
Lemma S2 For i = 1, . . . , p1,
αi (U1:T , J, θi;U
∗
1:T , J
∗, θ∗i |θ−i) ≥
{
1 ∧ p˜i
N (U∗1:T |θ−i, θ∗i )ψ(U1:T |θ−i, θi)
p˜iN (U1:T |θ−i, θi)ψ(U∗1:T |θ−i, θ∗i )
}
× α˜i (U1:T , J, θi;U∗1:T , J∗, θ∗i |θ−i)
Proof. From (4),
αi (U1:T , J, θi;U
∗
1:T , J
∗, θ∗i |θ−i)
= 1 ∧ p˜i
N (U∗1:T , θ
∗
i |θ−i)
p˜iN (U1:T , θi|θ−i)
qi(U1:T , θi|U∗1:T , J∗, θ−i, θ∗i )
qi(U∗1:T , θ
∗
i |U1:T , J, θ−i, θi)
= 1 ∧ p˜i
N (U∗1:T |θ−i, θ∗i )ψ(U1:T |θ−i, θi)
p˜iN (U1:T |θ−i, θi)ψ(U∗1:T |θ−i, θ∗i )
× p˜i
N (θ∗i |θ−i) qi,1(θi|U∗1:T , J∗, θ−i, θ∗i )
p˜iN (θi|θ−i) qi,1(θ∗i |U1:T , J, θ−i, θi)
≥ 1 ∧ p˜i
N (U∗1:T |θ−i, θ∗i )ψ(U1:T |θ−i, θi)
p˜iN (U1:T |θ−i, θi)ψ(U∗1:T |θ−i, θ∗i )
× 1 ∧ p˜i
N (θ∗i |θ−i) qi,1(θi|U∗1:T , J∗, θ−i, θ∗i )
p˜iN (θi|θ−i) qi,1(θ∗i |U1:T , J, θ−i, θi)
=
{
1 ∧ p˜i
N (U∗1:T |θ−i, θ∗i )ψ(U1:T |θ−i, θi)
p˜iN (U1:T |θ−i, θi)ψ(U∗1:T |θ−i, θ∗i )
}
× α˜i (U1:T , J, θi;U∗1:T , J∗, θ∗i |θ−i)
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Lemma S3 Suppose that
p˜iN (U∗1:T |θ)
ψ(U∗1:T |θ)
≤ γ <∞ (S3)
for all U∗1:T ∈ U , θ ∈ S. Then, for i = 1, . . . , p1, each Markov transition kernel Ki satisfies
Ki ≥ γ−1K˜i (S4)
and hence
K ≥ γ−p1K˜. (S5)
Proof. Fix i ∈ {1, . . . , p1} and let A ∈ B (U), J, J∗ ∈ {1, . . . , N} and B ∈ B (Θi). Then
Ki (U1:T , J, θ−i, θi;A, J∗, θ−i, B)
=
∫
A×B
p˜iN(J∗|U∗1:T , θ−i, θ∗i )qi(U∗1:T , θ∗i |U1:T , J, θ−i, θi)×
αi (U1:T , J, θi;U
∗
1:T , J
∗, θ∗i |θ−i) dU∗1:Tdθ∗i
≥
∫
A×B
p˜iN(J∗|U∗1:T , θ−i, θ∗i )qi(U∗1:T , θ∗i |U1:T , J, θ−i, θi)×{
1 ∧ p˜i
N (U∗1:T |θ−i, θ∗i )ψ(U1:T |θ−i, θi)
p˜iN (U1:T |θ−i, θi)ψ(U∗1:T |θ−i, θ∗i )
}
× α˜i (U1:T , J, θi;U∗1:T , J∗, θ∗i |θ−i) dU∗1:Tdθ∗i
≥ γ−1
∫
A×B
p˜iN (U∗1:T , J
∗|θ−i, θ∗i ) qi,1(θ∗i |U1:T , J, θ−i, θi)× α˜i (U1:T , J, θi;U∗1:T , J∗, θ∗i |θ−i) dU∗1:Tdθ∗i
= γ−1K˜i (U1:T , J, θ−i, θi;A, J∗, θ−i, B) ,
which proves (S4). Apply (S4) for each i to get (S5) Lemma S3 can be used to find
sufficient conditions for the existence of minorization conditions for Sampling Scheme 1 as
given in the theorem below, which is similar to Andrieu and Roberts [2009] , Theorem 8.
Let LN{V (n) ∈ ·} denote the sequence of distribution functions of the random variables
{V (n) : n = 1, 2, . . . }, generated by Sampling Scheme 1, and let | · |TV be total variation
norm.
Theorem S4 Suppose that Sampling Scheme S3 satisfies the following minorization condi-
tion: there exists a constant  > 0, a number n0 ≥ 1, and a probability measure ν on V such
that K˜n0(v;A) ≥  ν(A) for all v ∈ V , A ∈ B (V). Suppose also that the conditions of Lemma
S3 are satisfied. Then Sampling Scheme 1 satisfies the minorization condition
Kn0(v;A) ≥ γ−p1n0ν(A)
and for all starting values for the Markov Chain∣∣LN{V (n) ∈ ·} − p˜iN {V (n) ∈ ·}∣∣TV ≤ (1− δ)bn/n0c ,
where 0 < δ < 1 and bn/n0c is the greatest integer not exceeding n/n0.
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Proof. To show the first part, suppose K˜n0(v;A) ≥  ν(A) for all v ∈ V , A ∈ B (V). Fix
v ∈ V , A ∈ B (V). Applying Lemma S3 repeatedly gives
Kn0(v;A) ≥ γ−p1n0K˜n0(v;A) ≥ γ−p1n0ν(A)
as required. The second part follows from the first part and Roberts and Rosenthal [2004],
Theorem 8.
Lemma S5 gives sufficient conditions for Lemma S3 to hold. The first condition is from
Andrieu et al. [2010].
Lemma S5 Suppose
(i) There is a sequence of finite, positive constants {ct : t = 1, . . . , T} such that for any
x1:t ∈ St(θ) and all θ ∈ S, fθ(xt|xt−1)gθ(yt|xt) ≤ ctmθt (xt|xt−1).
(ii) There exists an ε > 0 such that for all θ ∈ S, p (y1:T |θ) > ε.
If (i) and (ii) hold, then the conditions in Lemma S3 are satisfied.
Proof. Part (i) implies that for all θ ∈ S and all U1:T ∈ U , Z(U1:T , θ) ≤
∏T
t=1
ct. Hence
Part (ii) implies that
Z(U1:T , θ)
p (y1:T |θ) <
∏T
t=1
ct
ε
.
From (6),
p˜iN (U∗1:T |θ)
ψ (U∗1:T |θ)
=
Z(U1:T , θ)
p (y1:T |θ)
giving the result.
Remark S4 The results above can be modified for the factor stochastic volatility model given
in Section 3 in a straightforward way. Details are available from the authors on request.
Remark S5 If the states are sampled using backward simulation, similar arguments can be
applied to obtain corresponding results (see Section S3). The mathematical details of the
derivation use the results in Olsson and Ryden [2011] and Lindsten and Scho¨n [2012a].
S3 Backward simulation
Godsill et al. [2004] introduce the backward simulation algorithm which samples the indices
JT , JT−1, . . . , J1 sequentially, and differs from ancestral tracing which samples one index
J and traces back its ancestral lineage. The backward simulation algorithm (Algorithm S3
below) is used in the PMCMC setting by Olsson and Ryden [2011] (in the PMMH algorithm)
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and Lindsten and Scho¨n [2012a] (in the PG algorithm). Chopin and Singh [2015] studied the
PG algorithm with backward simulation and found that it yields a smaller autocorrelation
than the corresponding algorithm using ancestral tracing. Moreover, it is more robust to
the resampling scheme (multinomial resampling, systematic resampling, residual resampling
or stratified resampling) used in the resampling step of the algorithm.
Algorithm S3 (Backward Simulation) 1. Sample JT = jt conditional on u1:T , with
probability proportional to wjTT , and choose x
jT
T ;
2. For t = T − 1, . . . , 1, sample Jt = jt conditional on
(u1:t, jt+1:T , x
jt+1
t+1 , . . . , x
jT
T ),
with probability proportional to wjtt fθ(x
jt+1
t+1 |xjtt ), and choose xjtt .
We denote the particles selected and the trajectory selected by xj1:T1:T = (x
j1
1 , . . . , x
jT
T ) and
j1:T , respectively. With some abuse of notation, we denote
x
(−j1:T )
1:T =
{
x
(−j1)
1 , . . . , x
(−jT )
T
}
.
It will simplify the notation to sometimes use the following one-to-one transformation
(u1:T , j1:T )↔
{
xj1:T1:T , j1:T , x
(−j1:T )
1:T , a1:T−1
}
,
and switch between the two representations and use whichever is more convenient.
The augmented space in this case consists of the particle filter variables U1:T and the sam-
pled trajectory J1:T and PMCMC methods using backward simulation target the following
density
p˜iNBSi
(
x1:T , j1:T , x
(−j1:T )
1:T , a1:T−1, θ
)
:=
p(x1:T , θ|y1:T )
NT
ψ (u1:T |θ)
mθ1
(
xb11
) ∏T
t=2 w¯
ait−1
t−1 m
θ
t
(
xbtt |xa
bt
t−1
t−1
) ×
T∏
t=2
w
a
jt
t−1
t f(x
jt
t |xa
jt
t−1
t−1 )∑N
i=1w
ait−1
t f(x
i
t|xa
i
t−1
t−1 )
. (S6)
Olsson and Ryden [2011] show that, under Assumption 2 of Andrieu et al. [2010],
p˜iNBSi
(
x1:T , j1:T , x
(−j1:T )
1:T , a1:T−1, θ
)
has the following marginal distribution
p˜iNBSi (x1:T , j1:T , θ) =
p(x1:T , θ|y1:T )
NT
,
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and hence
p˜iNBSi (x1:T , θ) = p(x1:T , θ|y1:T ).
The conditional sequential Monte Carlo algorithm used in the backward simulation also
changes. It is given in Lindsten et al. [2014] and generates from the full conditional distri-
bution
p˜iNBSi
(
x
(−j1:T )
1:T , a1:T−1|x1:T , j1:T , θ
)
.
The general sampler using backward simulation is analogous to the ancestral tracing general
sampler, but on an expanded space.
Sampling Scheme S4 (general-BSi) Given initial values for U1:T , J1:T and θ, one iter-
ation of the MCMC involves the following steps
1. (PMMH sampling) For i = 1, . . . , p1
Step i:
(a) Sample θ∗i ∼ qBSi,i,1(·|U1:T , J1:T , θ−i, θi).
(b) Sample U∗1:T ∼ ψ(·|θ−i, θ∗i ).
(c) Sample J∗1:T from p˜i
N
BSi(·|U∗1:T , θ−i, θ∗i ).
(d) Set (θi, U1:T , J1:T )← (θ∗i , U∗1:T , J∗1:T ) with probability
αi (U1:T , J1:T , θi;U
∗
1:T , J
∗
1:T , θ
∗
i |θ−i) = (S7)
1 ∧ p˜i
N
BSi (U
∗
1:T , θ
∗
i |θ−i)
p˜iNBSi (U1:T , θi|θ−i)
qBSi,i(U1:T , θi|U∗1:T , J∗1:T , θ−i, θ∗i )
qBSi,i(U∗1:T , θ
∗
i |U1:T , J1:T , θ−i, θi)
where
qBsi,i(U
∗
1:T , θ
∗
i |U1:T , J1:T , θ−i, θi) =qBSi,i,1(θ∗i |U1:T , J1:T , θ−i, θi)ψ(U∗1:T |θ−i, θ∗i ).
2. (PG or PMwG sampling) For i = p1 + 1, . . . , p
Step i:
(a) Sample θ∗i ∼ qi(·|XJ1:T , BJ1:T−1, J, θ−i, θi).
(b) Set θi ← θ∗i with probability
αi
(
θi; θ
∗
i |XJ1:T , BJ1:T−1, J, θ−i
)
= 1 ∧ p˜i
N
(
θ∗i |XJ1:T , BJ1:T−1, J, θ−i
)
p˜iN
(
θi|XJ1:T , BJ1:T−1, J, θ−i
) qi(θi|XJ1:T , BJ1:T−1, J, θ−i, θ∗i )
qi(θ
∗
i |XJ1:T , BJ1:T−1, J, θ−i, θi)
.
3. Sample U
(−J),∗
1:T ∼ p˜iN(·|XJ1:T , BJ1:T−1, J, θ−i, θ∗i ).
4. Sample J ∼ p˜iN (·|U1:T , θ)
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The PMMH steps in Sampling Scheme S4 simplify similarly to Sampling Scheme 1. Olsson
and Ryden [2011] show that
p˜iNBSi (U1:T , θi|θ−i)
ψ (U1:T |θ−i, θi) =
Z(U1:T , θ)p(θi|θ−i)
p (y1:T |θ−i) ,
which is the same expression as (6). Hence, the Metropolis-Hasting acceptance probability
in (S7) simplifies to
1 ∧ Z(θ
∗
i , θ−i, U
∗
1:T )
Z(θi, θ−i, U1:T )
qBSi,i,1(θi|U∗1:T , J∗, θ−i, θ∗i )p(θ∗i |θ−i)
qBSi,i,1(θ
∗
i |U1:T , J, θ−i, θi)p(θi|θ−i)
.
The results in Section S2 can be modified for the distribution p˜iNBSi (·), instead of the
distribution p˜iN (·) in a straightforward way. Details are available from the authors on request.
S4 Empirical example: Univariate OU model
This section illustrates Sampling Schemes 1 and S4 by applying them to a univariate SV
model. We simplify equation (8) by considering univariate observations and by removing the
factor term. We consider a univariate OU model given by equation (11) as well as its Euler
approximation given by equation (12). We give results for several estimation approaches:
PG with ancestral tracing (PGAT), PG with backward simulation (PGBS), PMMH, and
PMMH+PG. The aim of this section is to illustrate the flexibility of the sampling schemes
for a simple example, rather than carrying out a detailed study to determine which method
is preferred, but we have given performanace comparisons using the measures described in
Section 4.1 for completeness.
We apply the methods to a sample of daily US steel industry stock returns data obtained
from the Kenneth French website2, using a sample from January 3rd, 2001 to the 24th of
December, 2003, a total of 1,000 observations. The priors for the OU parameters are α ∼
IG
(
v0
2
, s0
2
)
, τ 2 ∼ IG (v0
2
, s0
2
)
, and p (µ) ∝ 1. These prior densities cover most possible values
in practice. We ran all the sampling schemes for 11,000 iterations and discarded the initial
1,000 iterations as warmup. We used M = 10 latent points for the Euler approximations to
the state transition densities.
Table S1 shows the IACT values for the parameters in the univariate OU model esti-
mated using four different samplers using the exact transition densities, PMMH (α, τ 2, µ),
PGAT (α, τ 2, µ), PGBS (α, τ 2, µ), and PMMH (α, τ 2) + PG (µ). The reasons we use
PMMH (α, τ 2) + PG (µ) is that both PG samplers have a large IACT for both parameters
α and τ 2 and we show that putting those two parameters in the PMMH step improves the
mixing significantly. Table S2 summarises the estimation results with an Euler approxima-
tion of the transition density. The two tables show that it is necessary to use PMMH for at
least the α and τ 2 parameters. See our comments in Section 3.3 on a strategy for identifying
the parameters that should be generated by PMMH.
2 http://mba.tuck.dartmouth.edu/pages/faculty/ken.french/datalibrary.html
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Table S1: Inefficiency factors of α, τ 2, and µ for univariate OU with exact transition
density: Sampler I: PMMH (α, τ 2) + PG (µ), Sampler II: PGAT (α, τ 2, µ), Sampler III:
PGBS (α, τ 2, µ), and Sampler IV: PMMH (α, τ 2, µ) for univariate US stock returns data
with T = 1, 000, and number of particles N = 500. Time denotes the time taken in seconds
for one iteration of the method
I II III IV
IACT α 11.71 57.47 40.27 13.80
µ 1.49 1.56 1.48 13.44
τ 2 12.45 109.90 115.04 14.63
ÎACTmax 12.45 109.90 115.04 14.63
TNVmax 2.37 12.09 16.11 1.61
RTNVmax 1 5.10 6.80 0.68
ÎACTmean 8.55 56.31 52.26 13.96
TNVmean 1.62 6.19 7.32 1.54
RTNVmean 1 3.82 4.52 0.95
Time 0.19 0.11 0.14 0.11
Table S2: Inefficiency factors of α, τ 2, and µ for univariate OU with an Euler approximation
for the transition density: Sampler I: PMMH (α, τ 2) + PG (µ), Sampler II: PGAT (α, τ 2, µ),
and Sampler III: PGBS (α, τ 2, µ), Sampler IV: PMMH (α, τ 2, µ) for univariate US stock
returns data with T = 1, 000, and number of particles N = 500. Time denotes the time
taken in seconds for one iteration of the method
I II III IV
IACT α 11.87 216.09 113.74 14.24
µ 9.56 14.55 15.42 15.55
τ 2 12.05 531.20 341.13 14.80
ÎACTmax 12.05 531.20 341.13 15.55
TNVmax 8.44 196.54 136.45 2.18
RTNVmax 1 23.29 16.17 0.26
ÎACTmean 11.16 253.95 156.76 14.86
TNVmean 7.81 93.96 62.70 2.08
RTNVmean 1 12.03 8.03 0.27
Time 0.70 0.37 0.40 0.14
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S5 Tables for simulated example in Section 4.2.1
Table S3: Inefficiency factor of β, α, µ, τ 2, φ, and τ 2f with exact transition density
for the Gaussian OU model: Sampler I: PMMH
(
α, τ 2, τ 2f
)
+ PG (β,µ,φ), Sampler II:
PGAT
(
β,α, τ 2,µ,φ, τ 2f
)
, sampler III: PGBS
(
β,α, τ 2,µ,φ, τ 2f
)
for simulated data with
T = 1000, S = 20, and K = 1, and number of particles N = 500.
I II III I II III I II III I II III
β1 12.55 12.92 13.95 α1 12.64 66.69 39.94 τ
2
1 14.70 136.58 99.80 µ1 1.29 1.47 1.39
β2 12.67 13.03 13.94 α2 11.76 44.67 35.59 τ
2
2 14.36 72.64 74.03 µ2 1.28 1.43 1.33
β3 12.69 13.20 14.17 α3 11.89 64.76 61.08 τ
2
3 12.01 92.80 101.64 µ3 1.56 1.72 1.59
β4 12.53 12.37 13.77 α4 13.13 107.58 59.69 τ
2
4 14.70 283.23 93.35 µ4 1.41 1.40 1.33
β5 12.66 13.08 13.86 α5 15.21 76.45 35.94 τ
2
5 14.56 123.53 81.58 µ5 1.29 1.37 1.25
β6 12.76 12.89 14.01 α6 14.80 37.25 30.74 τ
2
6 14.84 76.76 56.96 µ6 1.25 1.29 1.18
β7 12.56 12.62 13.72 α7 14.11 27.87 24.29 τ
2
7 13.36 58.61 43.39 µ7 1.23 1.28 1.18
β8 12.85 12.96 13.87 α8 13.65 40.08 19.94 τ
2
8 13.37 98.49 42.14 µ8 1.24 1.27 1.20
β9 12.52 13.11 13.83 α9 13.58 96.90 47.77 τ
2
9 15.06 144.72 81.66 µ9 1.99 1.86 1.54
β10 12.39 12.81 14.05 α10 18.07 23.49 32.13 τ
2
10 16.56 58.06 57.03 µ10 1.29 1.28 1.23
β11 12.80 12.94 14.13 α11 17.31 41.43 31.13 τ
2
11 14.33 75.79 66.30 µ11 1.33 1.37 1.27
β12 12.75 13.07 14.22 α12 16.33 30.14 47.93 τ
2
12 14.18 53.80 74.84 µ12 1.42 1.35 1.31
β13 12.78 12.87 14.16 α13 16.24 38.37 27.31 τ
2
13 13.67 67.67 47.37 µ13 1.25 1.31 1.25
β14 12.78 13.04 14.23 α14 14.41 38.38 21.61 τ
2
14 15.88 83.16 46.09 µ14 1.27 1.30 1.26
β15 12.47 12.82 13.80 α15 12.72 34.25 22.16 τ
2
15 15.39 60.91 44.90 µ15 1.22 1.25 1.19
β16 12.91 12.99 14.01 α16 15.19 70.11 42.38 τ
2
16 13.60 110.75 66.36 µ16 1.40 1.62 1.34
β17 12.74 13.11 13.86 α17 11.17 22.16 27.11 τ
2
17 11.43 53.60 51.73 µ17 1.37 1.31 1.21
β18 12.58 12.93 13.84 α18 12.74 28.17 28.51 τ
2
18 15.66 59.10 75.58 µ18 1.33 1.32 1.30
β19 12.64 12.81 13.80 α19 12.67 40.38 29.96 τ
2
19 15.17 74.87 59.19 µ19 1.44 1.57 1.41
β20 12.77 13.19 14.08 α20 12.85 27.12 22.34 τ
2
20 12.84 73.02 44.80 µ20 1.26 1.38 1.30
φ 8.03 20.12 18.62 τ2f1 14.76 73.76 79.14
S6 Tables and figures for US stock return analysis in
Section 4.2.2
Table S5 gives the inefficiency factors of β, α, µ, τ 2, φ, and τ 2f with the exact transition
density for the Gaussian OU model for the three samplers: Sampler I: PMMH
(
α, τ 2, τ 2f
)
+
PG (β,µ,φ), Sampler II: PGAT
(
β,α, τ 2,µ,φ, τ 2f
)
, sampler III: PGBS
(
β,α, τ 2,µ,φ, τ 2f
)
for US stock returns data with T = 1000, S = 20, and K = 1, and with the number of par-
ticles N = 500.
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Table S5: Inefficiency factors of β, α, µ, τ 2, φ, and τ 2f with exact transition density
for the Gaussian OU model: Sampler I: PMMH
(
α, τ 2, τ 2f
)
+ PG (β,µ,φ), Sampler II:
PGAT
(
β,α, τ 2,µ,φ, τ 2f
)
, sampler III: PGBS
(
β,α, τ 2,µ,φ, τ 2f
)
for US stock returns data
with T = 1000, S = 20, and K = 1, and number of particles N = 500.
I II III I II III I II III I II III
β1 2.18 2.05 1.91 α1 14.21 219.61 113.66 τ
2
1 14.37 260.88 129.79 µ1 2.11 4.50 2.84
β2 1.68 1.85 1.90 α2 11.87 35.87 40.80 τ
2
2 12.29 68.34 70.17 µ2 1.20 1.42 1.18
β3 1.80 1.76 1.70 α3 13.04 62.04 89.69 τ
2
3 13.23 110.88 157.46 µ3 2.39 2.66 2.36
β4 1.79 1.76 1.83 α4 14.22 66.24 51.79 τ
2
4 14.99 122.26 88.17 µ4 1.77 1.83 1.50
β5 1.87 1.76 1.69 α5 18.44 466.48 136.77 τ
2
5 17.14 682.49 167.35 µ5 2.97 3.57 1.91
β6 1.66 1.74 1.67 α6 17.31 113.00 112.08 τ
2
6 19.29 202.66 258.42 µ6 4.88 5.94 4.11
β7 1.61 1.67 1.66 α7 11.41 52.72 64.09 τ
2
7 14.00 91.79 92.67 µ7 1.87 1.79 1.86
β8 1.82 1.93 1.70 α8 18.71 86.37 45.28 τ
2
8 20.57 145.71 76.37 µ8 2.43 3.41 1.80
β9 1.89 1.96 1.74 α9 12.97 80.73 136.71 τ
2
9 14.23 116.44 158.23 µ9 2.27 2.77 3.30
β10 1.65 1.73 1.66 α10 15.25 119.34 124.61 τ
2
10 12.54 106.68 128.63 µ10 6.21 7.57 6.70
β11 1.63 1.74 1.67 α11 14.66 65.71 69.71 τ
2
11 14.44 121.39 83.53 µ11 3.24 5.57 2.84
β12 1.65 1.89 1.69 α12 17.47 433.51 97.20 τ
2
12 16.20 545.21 146.63 µ12 3.36 5.94 2.54
β13 1.94 2.02 1.92 α13 13.50 151.20 112.64 τ
2
13 13.49 189.17 145.44 µ13 2.74 3.19 2.19
β14 1.66 1.79 1.60 α14 14.48 70.44 74.94 τ
2
14 14.11 146.32 121.04 µ14 2.01 2.06 1.73
β15 1.62 1.82 1.45 α15 13.08 126.39 291.78 τ
2
15 14.80 148.03 382.86 µ15 2.20 2.66 2.11
β16 1.69 1.76 1.83 α16 11.58 133.17 39.94 τ
2
16 11.64 210.38 99.40 µ16 1.54 1.54 1.55
β17 2.12 2.54 1.95 α17 14.52 39.97 30.94 τ
2
17 15.65 94.23 54.03 µ17 1.30 1.25 1.24
β18 1.94 2.04 1.93 α18 15.24 51.58 40.02 τ
2
18 17.46 105.41 70.14 µ18 1.36 1.51 1.36
β19 1.80 1.92 1.73 α19 15.14 36.14 28.02 τ
2
19 13.73 81.59 68.35 µ19 1.28 1.48 1.37
β20 1.87 1.81 1.73 α20 14.52 33.78 28.57 τ
2
20 17.10 72.67 55.28 µ20 1.27 1.51 1.22
φ 8.77 25.64 20.05 τ2f1 14.24 55.08 48.92
Table S6 and S7 give the inefficiency factors of β, α, µ, τ 2, φ, and τ 2f with the approxi-
mate Euler based transition density for the Gaussian OU model and for the GARCH diffusion
model, respectively, for the three samplers: Sampler I: PMMH
(
α, τ 2, τ 2f
)
+ PG (β,µ,φ),
Sampler II: PGAT
(
β,α, τ 2,µ,φ, τ 2f
)
, Sampler III: PGBS
(
β,α, τ 2,µ,φ, τ 2f
)
for US
stock returns data with T = 1000, S = 20, and K = 1, and with the number of particles
N = 1000.
Figures S1 and S2 present the kernel density estimates of marginal posterior densities of
four representative α ande τ 2 respectively for the Gaussian OU model for the US stock returns
data. The density estimates are for PMMH+PG using exact and approximate transition
densities and PG with approximate transition densities using ancestral tracing and backward
simulation. Both figures show that both PMMH+PG samplers produce estimates that are
close to each other, whereas the PG samplers are much less reliable.
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Figure S1: The kernel density estimates of marginal posterior densities of four representative
α for the US stock returns data. The density estimates are for PMMH+PG using exact
and approximate transition densities and PG with approximate transition densities using
ancestral tracing and backward simulation for the Gaussian OU model.
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Figure S2: The kernel density estimates of marginal posterior densities of τ 2 for the US stock
returns data for four representative τ 2. The density estimates are for PMMH+PG using
exact and approximate transition densities and PG using ancestral tracing and backward
simulation for the Gaussian OU model.
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