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Re´sume´
Situe´ sur la frontie`re franco-suisse, leCERN, Organisation Europe´enne pour la Recherche Nucle´aire
est le plus grand laboratoire de recherche en physique expe´rimentale au monde. Il accueillera en
2007 le LHC le plus grand collisionneurs de particules jamais conc¸u, sur lequel s’articulent plusieurs
expe´riences et en particulier le LHCb. C’est sur son sous de´tecteur RICH qu’a` porte´ le travail ef-
fectue´ d’avril a` septembre 2006, en s’appuyant aussi bien sur les projets de´ja` effectue´ dans le cadre
du controˆle et de la surveillance de l’e´lectronique du de´tecteur que par l’inte´gration de nouveaux
outils spe´cialement de´veloppe´s pour l’expe´rience. Base´ sur le logiciel SCADA, PVSS II, le projet
a pour taˆche la surveillance et le controˆle de l’alimentation ainsi que celle de l’e´lectronique du sous
de´tecteur. L’alimentation est base´e sur les syste`mes CAEN et WIENER tandis que le controˆle est
effectue´ par des machines d’e´tats finis, ou automates couple´s a` une base de donne´es de confi-
guration. Comme tout travail de recherche, une part de temps fut consacre´e a` la mise au point et
aux tests des diffe´rents composants, que ce soit dans la chaˆıne de communication SPECS ou sur
la conception des mate´riels e´lectroniques ainsi que la documentation du travail effectue´. Ce rapport
pre´sente le contexte, les outils et le travail re´alise´.
Mots cle´s: CERN, LHCb, controˆle et surveillance, SCADA, PVSS II, CAEN, WIENER, auto-
mates, SPECS, base de donne´es de configuration.
Abstract
Located on the French-Swiss border, CERN is the world biggest physics laboratory in and will
host in 2007 the LHC, the most powerful particles collider ever built on which will be dispatched
various experiments and the LHCb in particular. The design of the project of monitoring and
control of LHCb’s RICH sub-detector electronics has taken place from April to September 2006,
and has consisted in the integration of new tools specially designed for this experiment. Running under
the PVSS II SCADA software, the project aims at monitoring and controlling power supplies and
the sub-detector’s electronics. The power supply system is based on CAEN andWIENER hardware
while the monitoring relies on finite states machines, or FSM, linked to a configuration datatabase.
As any research job, a part of the time was spent adjusting and testing the different components, in
the SPECS data transmission or on the electronic design as well as documenting the work that have
been one. This report describes the work done, its context and its tools.
Keywords: CERN, LHCb, monitoring and control, SCADA, PVSS II, CAEN, WIENER, FSM,
SPECS, Configuration Database.
Xavier Le Gouard - CERN PH-ED/DTB - Xavier.Le.Gouard@cern.ch
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Glossaire
ALICE : A Large Ion Collider Experiment, expe´rience du LHC cre´e´e pour e´tudier les collisions
d’ions lourds.
ATLAS : A large Toro¨ıdal LHC ApparatuS, expe´rience du LHC visant a` e´tudier les collisions de
protons.
CERN : Au de´part l’abre´viation CERN signifiait Conseil Europe´en pour la Recherche Nucle´aire,
cet acronyme a e´te´ conserve´ bien que le nom officiel du laboratoire soit de´sormais Organisation
Europe´enne pour la Recherche Nucle´aire.
CCPC : Credit Card PC, PC carte de cre´dit.
CU : Control Unit. Partie de l’arbre d’un automate qui est abstraite et dont la logique ne sert qu’a`
commander les e´tages infe´rieurs de la hie´rarchie.
CMS : Compact Muon Solenoid, Expe´rience du LHC e´tudiant les collisions entre protons.
DAC : Digital Analogic Converter : Convertisseur Analogique Nume´rique.
DAQ : Data AcQuisition, de´signe l’ensemble des e´le´ments faisant partie active de la chaˆıne d’ac-
quisition des donne´es.
DCS : Detector Control System, ce terme de´crit l’ensemble des e´le´ments qui composent le syste`me
de controˆle d’un de´tecteur, par opposition au syste`me DAQ. Aussi appele´ slow control.
DEN : Device Editor & Navigator.
DIM : Distributed Interface Manager.
DU : Device Unit. Partie de l’arbre d’un automate qui est connecte´ au hardware.
Drivers : Composant logiciel de bas niveau faisant le lien avec le mate´riel. Composant mate´riel
assurant la traduction de signaux pour leur communication longue distance.
ECS : Experiment Control System, nouveau nom du DCS dont la porte´e a e´te´ e´tendue a l’ensemble
de l’expe´rience.
Framework : (litt. cadre de travail) en ge´nie logiciel il s’agit d’un ensemble de composants mis a`
disposition pour faciliter le travail de de´veloppement.
Front-End : Terme de´signant la partie frontale du mate´riel d’une expe´rience. C’est la partie, situe´e
le plus pre`s des phe´nome`nes a` e´tudier. L’e´lectronique LV et L0 forme le front-end e´lectronique
des RICH.
FSM : Finite State Machine. De´signe une machine d’e´tats finis, ou automate.
Gluon : Particule portant l’interaction forte.
GOL : Gigabit Optical Link, composant des cartes L0 du RICH, il ge`re la communication par fibre
optique avec l’e´lectronique L1.
Hadron : Particule faite de constituants d’interaction forte (quarks/gluons).
HPD : Hybrid PhotoDetector, Photo De´tecteur Hybride, il s’agit de l’e´quipement d’acquisition de
donne´es pour les de´tecteurs RICH. Il convertit un photon incident en e´lectron de´tecte´ sur une
puce en silicium, d’ou` son nom de de´tecteur hybride.
I2C : Inter Integrated Circuit, bus et protocole de communication se´rie invente´ par Philips.
Item : (litt. chose ou article), Terme informatique de´signant une donne´e et des informations connexes
(date, type).
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INFN : InstitutoNazionale di FisicaNucleare, organisme italien de recherche en physique nucle´aire.
JTAG : Joint Test Action Group norme e´galement connue sous le nom de IEEE 1149.1, elle de´finit
un ensemble d’e´le´ments pour le controˆle des composants e´lectroniques (TAP) et de l’intercon-
nexion de ceux-ci (Boundary Scan)
L0 : Level 0, terme de´signant l’ensemble des composants et des commandes au niveau le plus pre`s
des de´tecteurs.
L1 : Level 1, niveau supe´rieur au L0 (plus e´loigne´ du de´tecteur) tant au niveau de l’acquisition de
donne´es que de l’e´lectronique ou du traitement.
LAL : Laboratoire de L’Acce´le´rateur Line´aire, unite´ mixte du CNRS, de l’IN2P3 et de l’universite´
de Paris XI (Orsay). Le LAL fournit l’interface SPECS au LHCb.
LHC : Large Hadron Collider (Grand Collisionneur de Hadrons), machine de´veloppe´e au CERN
pour effectuer des collisions de protons a` tre`s haute e´nergie. Sa mise en fonctionnement devrait
s’effectuer en 2007.
LHCb : LHC beauty, expe´rience du LHC dont le but est d’e´tudier la physique des me´sons B et
ainsi de trouver des traces de la violation de syme´trie CP.
Me´son : Hadron compose´ d’un nombre pair de quarks.
Namespace : Terme de´signant l’espace contenant l’ensemble des noms utilise´s, par exemple, pour
un serveur.
OLE : Object Linking and Embedded, technologie Microsoft visant a` partager des donne´es entre
diffe´rentes applications.
OPC : OLE for Process Control, OLE pour controˆle de processus. Standard de communication.
PINT : Pixel INTerface, composant principal des cartes L0 du RICH de´veloppe´ a` Oxford par Marco
Adinolfi. Il ge`re le traitement des donne´es, et l’adaptation des niveaux entre les diffe´rents
composants de la carte.
Pilot : aussi appele´ ANAlog PILot ou ANAPIL, c’est un composant des cartes L0 du RICH qui
est utilise´ comme DAC.
Pixel Chip : Composant d’un HPD il s’agit d’une puce en silicium semblable a celle e´quipant les
appareils photo nume´riques. Compose´ de 256x32 pixels il fournit une image de la feneˆtre d’entre´e
d’un HPD.
Quark : Une des particules e´le´mentaires de la matie`re.
RAL : Rutherford Appleton Laboratory, laboratoire anglais de recherche scientifique.
RICH : Ring Imaging CHerenkov, nom de de´tecteurs fonctionnant selon le principe Cherenkov.
SCADA : Supervisory Control And Data Acquisition, type de logiciel destine´ a` controˆler un
syste`me en re´cupe´rant des informations en provenance du mate´riel.
SMI++ : State Management Interface. Cadre de travail permettant la conception et
l’imple´mentation de syste`mes de controˆle distribue´s.
SML : State Manager Language.
SPECS : Serial Protocol for the Experiment Control System, protocole de communication se´rie
utilise´ pour les communications de l’ECS au LHCb.
Syme´trie CP : Terme de physique des particules de´signant une inversion des directions de l’es-
pace (syme´trie C) et une inversion de la charge pour les particules (syme´trie P). Lors d’une
syme´trie CP l’image d’une particule charge´e positivement devient son reflet dans un miroir
charge´ ne´gativement, sauf s’il y a violation de cette syme´trie.
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Testbeam : Le Testbeam (ou litte´ralement ”rayon test”) est l’expe´rience consistant a` mettre un
prototype d’une expe´rience en sortie d’un acce´le´rateur de particules afin de ve´rifier son fonc-
tionnement.
Trigger : Dans la chaˆıne d’acquisition de donne´es, les triggers permettent de se´lectionner les
e´ve`nements a` retenir, dans le but de re´duite la quantite´ de donne´es a` traiter et stocker. Trois
niveaux de trigger interviennent dans le DAQ du LHCb, les triggers L0, L1 et HLT (High Level
Trigger).
TOTEM : Expe´rience du LHC visant a` calculer la section spatiale des interactions du LHC.
TTCrx : Timing, Trigger & Control receiver) Composant des cartes L0 des RICH, il ge`re l’ensemble
du timing, des triggers et des controˆles rec¸us a` travers l’interface TTC et les distribue sur la
carte.
Xavier Le Gouard - CERN PH-ED/DTB - Xavier.Le.Gouard@cern.ch
Controˆle et Surveillance par automates de l’e´lectronique du RICH
Introduction
La physique fondamentale s’attache a` comprendre la matie`re et les forces qui la re´gissent et par
la` meˆme a` mieux connaˆıtre l’Univers. Depuis les anne´es 50 les scientifiques du CERN travaillent a`
percer ces myste`res en fabriquant des acce´le´rateurs et des collisionneurs de particules de plus en
plus e´volue´s, dont la pie`ce maˆıtresse sera le LHC qui rentrera en ope´ration en 2007. Si le CERN
est a` la pointe de la recherche dans le domaine de la physique il en est de meˆme pour le secteur in-
formatique comme en te´moigne l’invention du world wide web qui y a e´te´ cre´e´ il y a quinze ans de cela.
Le travail pre´sente´ dans ce rapport est celui re´alise´ au CERN au sein de la division PH/ED/DTB
d’avril a` septembre 2006. Il traite de la re´alisation d’un syste`me de controˆle et de surveillance de
l’e´lectronique du sous de´tecteur RICH de l’expe´rience LHCb a` l’aide d’un logiciel de type SCADA
de´nomme´ PVSS II ainsi que de la mise a` jour de certaines conventions touchant a` la mise en place de
l’expe´rience finale. Ce syste`me vise a` controˆler les diffe´rentes cartes e´lectroniques qui composent le
sous de´tecteur, ainsi que ses alimentations, en utilisant dans un premier temps les solutions de base
propose´es par PVSS puis dans un second temps par l’inte´gration puis l’utilisation d’outils de´veloppe´s
spe´cifiquement par le CERN permettant le controˆle de l’expe´rience a` l’aide d’automates, ce qui sera
la solution finale.
Apre`s une courte pre´sentation du contexte scientifique et des outils utilise´s ce document de´crit
de quelle manie`re ceux-ci sont imple´mente´s pour mettre en oeuvre le controˆle et la surveillance de
l’e´lectronique de l’expe´rience.
Xavier Le Gouard - CERN PH-ED/DTB - Xavier.Le.Gouard@cern.ch
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Contexte de l’e´tude
1 Le CERN
1.1 Pre´sentation du CERN
Le CERN emploie un peu moins de 3 000 personnes a` plein temps. C’est le plus grand centre
de recherche en physique des hautes e´nergies du monde. A` ce titre il accueille environ 6 500
scientifiques (repre´sentant 500 universite´s et plus de 80 nations, soit pre`s de la moitie´ de la
communaute´ mondiale dans ce domaine) qui effectuent leurs recherches au CERN. Le complexe
d’acce´le´rateurs du CERN comprend une dizaine acce´le´rateurs line´aires et circulaires, regroupe´s
sur un meˆme site. Le plus grand e´tait le Large Electron Positron (LEP), acce´le´rateur circulaire
de 9 km de diame`tre qui acce´le´rait et faisait entrer en collision des e´lectrons et des positons,
il a e´te´ de´mantele´ en 2000 pour laisser la place au Large Hadron Collider (LHC). Le Super
Proton Synchrotron (SPS) acce´le`re des protons ou des ions lourds pour obtenir des faisceaux de
particules qui sont envoye´s d’abord vers des cibles puis vers des zones d’expe´riences. La prochaine
grande machine, qui devrait fonctionner en 2007, sera le Large Hadron Collider (LHC) elle acce´le`rera
deux faisceaux de protons ou d’ions lourds qui entreront en collisions dans de gigantesques de´tecteurs.
En plus des services rattache´s a` la direction ge´ne´rale, le CERN est organise´ en de´partements
implique´s soit dans le fonctionnement administratif, soit dans la recherche.
Le de´partement des ressources humaines (HR) a la responsabilite´ de ge´rer l’ensemble des 10.000
membres du personnel pre´sents sur les diffe´rents sites du CERN. C’est e´galement lui qui ge`re
formation, recrutement, services sociaux, avancement et mobilite´ internes. C’est en particulier au
de´partement HR que l’on doit l’ensemble des confe´rences ouvertes a` tous sur les travaux du laboratoire.
Le de´partement des finances (FI) est responsable de la comptabilite´, du controˆle et de la gestion
financie`re du CERN, mais aussi de l’approvisionnement et de la logistique. C’est en l’occurrence lui
qui ge`re l’ensemble des de´penses budge´taires s’e´levant a` un montant de 1 297 MCHF soit environ
850 millions d’euros.
Le de´partement acce´le´rateur et faisceau (AB) s’occupe de la production, de l’acce´le´ration,
du transfert et de la fourniture des faisceaux de particules pour les acce´le´rateurs. Il est de plus
responsable de l’acquisition, de la mise en service et du controˆle de la machine du LHC, ainsi que
des convertisseurs de puissances pour les diffe´rents de´tecteurs. Son travail porte aussi bien sur les
machines du LHC et des autres expe´riences du CERN, que sur la recherche et le de´veloppement
de nouveaux acce´le´rateurs et mate´riels ne´cessaires au bon fonctionnement de ceux-ci. C’est
en particulier le de´partement AB qui s’occupe de l’expe´rience CNGS visant a` envoyer au labo-
ratoire italien de Gran Sasso, situe´ a` 732km du CERN, un faisceau de particules de tre`s haute e´nergie.
Le de´partement de technologie des acce´le´rateurs (AT) proche du de´partement AB. Il s’applique
a` fournir son expertise dans les domaines de la cryoge´nie, la technologie des supraconducteurs, les
aimants, ou le vide pour les objectifs fixe´s par les expe´riences du CERN. Ainsi le de´partement
AT ope´rera le LHC, et tiendra a` jour ses e´quipements. De plus, le de´partement AT fournit un
support aux diffe´rentes expe´riences. Son groupe de recherche et de´veloppement travaille tant sur les
acce´le´rateurs que sur les de´tecteurs.
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Le de´partement support technique (TS) a pour but de fournir un support technique a` l’ensemble
des infrastructures du CERN, des acce´le´rateurs, expe´riences et aux services lie´s a` la maintenance et
au fonctionnement du CERN. C’est le de´partement TS qui a la charge d’assurer 24h/24h et 365 jours
par an la surveillance et le maintien des sites. Il fournit e´galement des services ge´ne´raux de courrier,
transport et logement. Graˆce en partie a` des contrats externes, le de´partement TS, fournit e´galement
des compe´tences pour le ge´nie civil, la me´trologie, ou le ge´nie me´canique que ce soit d’usage ge´ne´ral
sur les sites du CERN, ou spe´cifiquement pour les sites expe´rimentaux. Le de´partement TS coordonne
e´galement l’installation du LHC.
Le de´partement des technologies de l’information (IT) est responsable de l’informatique a`
usage ge´ne´ral au sein du CERN, des services informatiques administratifs, de l’informatique a`
usage scientifique ainsi que du maintien, de la coordination et de la standardisation des activite´s
informatiques. La communaute´ scientifique du CERN, bien que divise´e en deux principaux groupes,
inge´nieurs et physiciens, a d’e´normes besoins en ressources informatiques que ce soit pour le calcul
et la mode´lisation pour les premiers, ou pour le de´veloppement pour les autres. Le de´partement IT
s’efforce de fournir dans les meilleures conditions possibles l’ensemble des outils ne´cessaires. C’est
ainsi au sein du de´partement IT que sont mene´s des travaux sur le stockage de masse et sur le calcul
partage´ avec le projet GRID/EGEE.
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Fig. I.1 – Organigramme du CERN
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1.2 Le De´partement PH
Le de´partement de physique (PH) conduit des recherches a` la fois sur le plan the´orique, unite´
TH, et expe´rimental, unite´ EP.
L’unite´ the´orique travaille sur de nouvelles voies de recherches the´oriques dans le but de comprendre
les composants fondamentaux et les forces qui re´gissent le monde dans lequel nous vivons. L’unite´
the´orique travaille en particulier a` la mise au point de logiciels de calcul visant a` exploiter la
conside´rable quantite´ d’information qui sera produite par les de´tecteurs du LHC. Mais d’autres voies
de recherches sont suivies comme par exemple la cosmologie, la the´orie des cordes ou la the´orie de
supersyme´trie de´double´e.
L’unite´ expe´rimentale est active dans les domaines de l’e´lectronique, de la me´canique, de la
technologie des de´tecteurs et de l’informatique pour les expe´riences. Elle participe a` la mise en
place et au fonctionnement des expe´riences et dans l’analyse physique. Meˆme si ces dernie`res anne´es
l’activite´ dominante fut la construction des de´tecteurs du LHC, les expe´riences au PS, au SPS
et ISOLDE occupent toujours une partie de l’activite´ de l’unite´. Les groupes qui la composent
fournissent support technique, administratif ou logistique aux expe´riences du CERN.
Ce rapport pre´sente le travail effectue´ au sein de la section PH EP/ED DTB d’Avril a` Septembre
2006, pour les sous de´tecteurs RICH de l’expe´rience LHCb du collisionneur LHC.
1.3 Le LHC
Le large collisionneur de hadrons (LHC) sera l’acce´le´rateur a` la base de la majeure partie
travaux du CERN a` partir de sa mise en fonctionnement pre´vue pour juillet 2007. En attendant
c’est e´galement sur le LHC que nombre d’e´quipes du CERN travaillent, que ce soit pour la partie
acce´le´rateur ou pour les 5 de´tecteurs ge´ants prenant place aux points d’interaction.
Situe´ a` 120 m sous terre, il occupera la place de l’ancien acce´le´rateur LEP. D’une circonfe´rence
de 27 kilome`tres, il deviendra la plus grande structure supraconductrice au monde. En effet pour
acce´le´rer des faisceaux de particules aux e´nergies du LHC, il faut une importante quantite´ d’e´nergie
pour alimenter les aimants que traversent les faisceaux le long des 27 Km de l’anneau. Afin de rendre
possible la cre´ation de tels champs magne´tiques, la technologie supraconductrice sera employe´e. Elle
permet en effet de minimiser les pertes re´sistives dans les mate´riaux et ainsi de cre´er des aimants aux
proprie´te´s exceptionnelles. Pour conserver leur proprie´te´ de supraconductivite´ aimants et les caˆbles
devront eˆtre maintenus a` la tempe´rature de 1,9 K (-271˚ C).
Pour e´viter toute interaction parasite, c’est la technique du super-vide qui sera e´prouve´. Ceci
afin de maintenir un vide extreˆmement pousse´ a` l’inte´rieur des tubes a` vide contenant les faisceaux
de particules. Tout ceci permettra de mettre en place le plus puissant acce´le´rateur de particules du
monde, avec une e´nergie de 7 TeV par faisceau. L’acce´le´rateur le plus puissant en service a` ce jour
fonctionne a` des e´nergies de collision de 2 TeV, soit sept fois moins que les e´nergies utilise´es sur le LHC.
Le LHC n’est que la machine permettant de cre´er des collisions a` des e´nergies jamais atteintes.
Pour e´tudier ces interactions, le LHC comporte 5 de´tecteurs, ayant pour but d’acque´rir des re´sultats
lors des interactions. Chaque de´tecteur a e´te´ conc¸u pour une taˆche plus ou moins pre´cise, ainsi les
de´tecteurs TOTEM, ALICE et LHCb sont des de´tecteurs spe´cialise´s, alors que les deux de´tecteurs
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ATLAS et CMS sont d’usage plus ge´ne´ral et permettront de de´tecter des e´ve`nements pre´visibles ou
des e´ve`nement inattendus, signe de nouvelles de´couvertes en physique fondamentale. Ainsi ces deux
de´tecteurs sont conc¸us de fac¸on a` enregistrer le maximum d’informations sur les interactions qui
se produiront en leur centre. Les de´tecteurs TOTEM, ALICE et LHCb sont quant a` eux optimise´s
pour des de´tections particulie`res. TOTEM mesurera la section efficace totale d’interaction entre les
protons. ALICE e´tudiera l’interaction entre ions lourds.
2 Le de´tecteur LHCb
2.1 Pre´sentation du de´tecteur LHCb
Fig. I.2 – Repre´sentation du pit du LHCb
Aujourd’hui, nous semblons vivre dans un Univers forme´ uniquement de matie`re. Pourtant, les
physiciens pensent que le tout jeune Univers contenait autant de matie`re que d’antimatie`re. Qu’est
alors devenue l’antimatie`re ? Matie`re et antimatie`re s’annihilant en ne laissant que de l’e´nergie, un
de´se´quilibre a duˆ se produire. Ce de´se´quilibre serait duˆ, du moins en partie, a` un effet subtil de la
force faible. Les premie`res e´tudes de cet infime phe´nome`ne ont e´te´ re´alise´es avec ce que l’on appelle
les quarks e´tranges. Depuis, les expe´rimentateurs n’ont cesse´ d’essayer de mesurer la diffe´rence entre
matie`re et antimatie`re. Enfin les collisions Proton-Proton qui seront mises en oeuvre dans le LHC
et qui seront une source conside´rable de quarks de Beaute´, plus lourds, permettront a` l’expe´rience
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LHCb de poursuivre cette queˆte et peut-eˆtre d’y donner une re´ponse de´finitive. Le taux e´leve´ de
production de particules permettra d’approfondir l’e´tude de la violation de la syme´trie CP dans des
modes rares de de´sinte´gration du me´son B et peut-eˆtre de mettre en e´vidence une nouvelle physique
non pre´vue par le Mode`le standard.
Bien qu’il soit assez gros et tre`s lourd, le de´tecteur du LHCb[1] est un instrument de tre`s grande
pre´cision. Contrairement aux grands de´tecteurs polyvalents que sont ATLAS et CMS, LHCb est un
outil spe´cialise´ destine´ a` re´aliser la meilleure de´tection possible des me´sons B. Ces particules e´tant
e´mises lors des collisions pre´fe´rentiellement dans des directions voisines du faisceau, ce de´tecteur
est spe´cifiquement conc¸u pour les observer a` petit angle. Il permet de mesurer les trajectoires des
particules e´mises et d’identifier ces particules. Le de´tecteur du LHCb (fig.I.2) comporte plusieurs sous
de´tecteurs, chacun d’entre eux e´tant destine´ a` mesurer un aspect diffe´rent de ce qui se passe lors d’une
collision :
– VELO (VErtex LOcator) : place´ dans l’axe de la direction du faisceau, ce de´tecteur sera utilise´
pour fournir des mesures pre´cises de la trajectoire des particules a` proximite´ de la zone de
collision. Il sera e´galement utilise´ pour reproduire la cre´ation et l’affaiblissement des hadrons
Beaute´ et Charme, afin de fournir des donne´es pre´cises de leur dure´e de vie.
– Spectrome`tre : dipoˆle magne´tique qui sera place´ a` proximite´ de la zone de collision, afin d’en
minimiser la taille.
– Tracking System : son but sera de de´terminer la trajectoire des particules entre le VELO et les
calorime`tres, ainsi que la quantite´ de mouvement des particules.
– Calorime`tre : il permettra d’identifier et de se´lectionner les particules (hadrons, e´lectrons et
photons) qui seront conserve´es par l’acquisition des donne´es.
– MUON : ce de´tecteur utilise la capacite´ pe´ne´trative des muons, afin de permettre leur identifi-
cation.
– RICH 1 & 2 : ces deux Ring Image Cherenkov Counters permettront l’identification des parti-
cules charge´es passant dans le de´tecteur, ainsi que leur quantite´ de mouvement (momentum).
Nous allons maintenant de´crire plus en de´tails ce sous de´tecteur, sur l’e´lectronique duquel porte
ce document.
2.2 Le sous de´tecteur RICH
Les deux sous de´tecteurs RICH fonctionnent selon le principe de focalisation annulaire de la
lumie`re par effet Cherenkov. Le principe physique de l’effet Cherenkov s’e´nonce comme suit :
Si la vitesse d’une particule charge´e est plus grande que la vitesse de phase de la lumie`re dans un









) pour θc 1
Ou` n est l’indice du milieu et ou` β est le rapport de la vitesse de la particule dans le milieu sur
la vitesse de la lumie`re dans le vide.
Le rayon du coˆne de lumie`re est proportionnel a` la vitesse de la particule. C’est le rayon de ce
coˆne de lumie`re (fig. I.3) qui est mesure´ par les RICH, donnant ainsi la vitesse des particules. Ce
rayon est obtenu graˆce a` une se´rie d’instantane´s d’e´ve´nements capture´s par le RICH, e´ve´nements
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espace´s de 25 ns. Avec les donne´es de moment recueillies par le VELO, et ces donne´es de vitesse du
RICH on peut identifier les particules. RICH et VELO sont donc les pie`ces maˆıtresses du de´tecteur
LHCb. Par analogie on peut comparer le coˆne de son laisse´ par un avion apre`s son passage a` la
lumie`re e´mise par effet Cherenkov.
Fig. I.3 – Simulation des anneaux de´tecte´s par le RICH
La longueur d’onde e´mise est situe´e dans le bleu ou dans l’ultraviolet. Dans le cas des RICH du
LHCb la longueur d’onde se situera dans l’ultraviolet. L’avantage d’utiliser des de´tecteurs a` effet
Cherenkov est de ne pas perturber les particules traversant le de´tecteur. En effet, la perte d’e´nergie
lie´e a` l’e´mission de lumie`re est ne´gligeable. De plus, le fait que la trace d’identification soit de la
lumie`re permet de pouvoir de´porter l’e´lectronique de lecture de la trajectoire des particules. C’est ce
qui est fait dans les de´tecteurs RICH par l’interme´diaire d’un jeu de miroirs sphe´riques et plans.(fig.
I.4) Ainsi l’e´lectronique n’interfe`re pas avec les particules pour les de´tecteurs place´s plus loin.
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Fig. I.4 – Sche´ma du RICH1
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Les organes sensibles a` la lumie`re (fig. I.5) sont les HPD (Photo De´tecteur Hybride) ils sont
compose´s d’une photocathode. La photocathode convertit un photon incident en un e´lectron puis
l’acce´le`re graˆce a` une diffe´rence de potentiel de 20 kV. Des e´lectrodes permettent de focaliser les
e´lectrons sur la surface sensible d’un de´tecteur silicium. Soumise a` une diffe´rence de potentiel d’une
centaine de volts, la surface sensible en silicium du pixel chip joue le roˆle d’amplificateur de charge.
Un e´lectron ayant acquis une e´nergie cine´tique de 20 keV la dissipe en cre´ant entre 3000 et 5000
paires d’e´lectrons trous. Cette charge est alors de´tecte´e et traite´e par la partie de lecture du pixel chip.
Fig. I.5 – Sche´ma d’assemblage d’une colonne
Les HPD sont organise´s en matrice de 16x9 et 14x7 respectivement dans le RICH2 et le RICH1.
Une matrice est place´e de chaque cote´ des axes de syme´trie des deux RICH. Ce qui nous donne un
total de 288 HPD en 18 colonnes pour RICH2 et 196 HPD en 14 colonnes pour RICH1. De par leur
conception les de´tecteurs RICH se´parent inde´pendamment les colonnes (fig. I.6) les unes des autres.
Ainsi, a` part la diffe´rence du nombre de HPD entre RICH1 et RICH2, les colonnes sont toutes
identiques, et peuvent eˆtre conside´re´es individuellement. Chaque colonne contient donc l’ensemble
de l’e´lectronique ne´cessaire aux fonctions de la chaˆıne d’acquisition. Ainsi sur une colonne on trouve
les cartes d’alimentation pour les HPD et pour l’e´lectronique, les cartes d’acquisition de donne´es et
l’ensemble des caˆbles et fibres optiques ne´cessaires.
Afin de controˆler et d’assurer la surveillance d’un tel appareillage, il a fallu mettre au point des
cartes e´lectroniques permettant aussi bien l’acquisition des donne´es que l’alimentation globale mais
il a fallu aussi de´terminer quel logiciel commun a` toutes les expe´riences permettrait d’assurer le bon
fonctionnement des sous de´tecteurs.
Ainsi diffe´rentes cartes ont e´te´ mises au point puis teste´es avant d’eˆtre et l’acquisition des donne´es
se fait au moyen du logiciel PVSS autour duquel gravite de nombreux concepts.
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Fig. I.6 – Cadre supportant les diffe´rentes colonnes du RICH
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Pre´sentation des concepts aborde´s
1 Le contexte du projet : mate´riels et protocoles utilise´s
1.1 La norme OPC
Fig. II.1 – Logo de l’OPC Foundation
OPC, OLE for Process Control (OLE pour la commande des proce´de´s), est une norme qui a
e´te´ de´veloppe´e durant les huit dernie`res anne´es par une e´quipe de 150 compagnies et a` laquelle 350
compagnies adhe`rent aujourd’hui. La norme OPC vise a` de´fnir un standard de communication entre
les logiciels et les mate´riels afin que chacun puisse acce´der d’une fac¸on uniformise´e aux donne´es des
pe´riphe´riques.
La hie´rarchisation de l’OPC est compose´e de trois couches. Le serveur sert de container pour
les groupes. Il maintient e´galement a` jour les donne´es le concernant. Les groupes organisent les
items dernier niveau dans cette hie´rarchie. Les groupes permettent aux diffe´rents clients d’organiser
la manie`re dont ils acce`dent aux items. Ainsi un client peut de´finir un groupe prive´, qui lui sera
propre, ou un groupe public accessible par d’autres clients connecte´s au serveur. La structure de
groupe permet e´galement aux clients de de´finir avec quelle fre´quence les donne´es doivent eˆtre mises a`
disposition. Dans chaque groupe le client peut organiser un ou plusieurs items. Les items repre´sentent
la connexion aux donne´es physiques a` travers le serveur. Un item n’a pas d’existence a` l’exte´rieur
d’un groupe, ainsi pour acce´der a` un item celui-ci devra eˆtre place´ dans un groupe de´fini. A chaque
item sont associe´s trois types de valeurs. Un identificateur de qualite´ permettant de savoir si la
donne´e re´cupe´re´e est fiable et/ou a` jour, un identificateur de temps permettant de connaˆıtre a` quelle
date la valeur rec¸ue a e´te´ extraite du mate´riel, et enfin la valeur est transmise.
1.2 Alimentation des cartes LV
1.2.1 Pre´sentation du WIENER Maraton
Pour fournir l’alimentation aux cartes e´lectroniques, alimentation bas voltage, le choix a e´te´
effectue´ d’utiliser une alimentation Wiener Maraton (MAgnetic RAdiation TOlerant New
system). L’alimentation Wiener Maraton a spe´cialement e´te´ conc¸ue pour pouvoir fonctionner dans
un environnement irradie´ ainsi que dans un fort champ magne´tique. Ainsi la partie alimentation a`
proprement parler comporte le minimum de logique. La partie logique est de´porte´e sur une carte
VME comportant une interface Ethernet pour le controˆle a` distance. La partie alimentation peut
fournir 12 canaux bas voltage limite´s a` 8V et 50A. L’alimentation Maraton est donne´e pour eˆtre tre`s
peu bruite´e. L’ensemble des parame`tres de courant, de tension et de surveillance peut eˆtre configure´s
a` distance. Afin de garantir son bon fonctionnement, l’alimentation Maraton est refroidie par eau.
L’alimentation du Maraton est fournie par un rectifieur primaire (PRM) de´livrant une puissance de
sortie de 3500W sous 385VDC. Un baˆti de 19” et 4U permet d’accueillir 6 unite´s PRM.
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Le mode`le Maraton de Wiener n’e´tant pas un mode`le standard et c’est pourquoi il a subi une
phase de de´veloppement afin de re´pondre particulie`rement aux attentes du CERN.
1.2.2 Serveur OPC pour le Maraton
Le premier serveur OPC permettant de connecter les datapoints de PVSS au Maraton a e´te´
publie´ de´but Avril. Une des premie`res taˆches a donc e´te´ de tester ce serveur OPC mais avant tout
de l’installer. L’installation e´tant malheureusement incomple`te, il a donc fallu rentrer en contact
avec les de´veloppeurs de chez WIENER pour re´soudre le proble`me, qui consistait en un absence
d’enregistrement du serveur dans la base de registres.
Le serveur OPC se configure a` l’aide d’un fichier XML qui comprend diffe´rents types d’informa-
tions relatives, et en particulier le nom de l’alimentation Wiener, le protocole utilise´, son type de
carte et son adresse IP.
Fig. II.2 – Exemple de fichier de configuration du serveur OPC Wiener
Tous les tests effectue´s ont e´te´ concluants et l’interfac¸age avec PVSS s’est de´roule´ sans anicroches.
1.3 Alimentation du polarisateur en silicium
1.3.1 Pre´sentation du CAEN SY1527
Le SY1527 consiste en un logement pour les modules d’extension et peut accueillir jusqu’a` 16
cartes d’extension, que ce soit des cartes de bas voltage de haut voltage ou des distributeurs. Il
comporte e´galement une partie informatique puissante fournissant une interface utilisateur via un
e´cran LCD de 7.7”, et un ensemble de pe´riphe´riques de saisie auquel un clavier au format PS/2
standard peut eˆtre adjoint. La partie controˆle fournit e´galement des possibilite´s de controˆle et de
surveillance a` distance, que ce soit par l’interme´diaire de l’acce`s telnet ou par la connectivite´ OPC.
Le SY1527 fournit e´galement l’alimentation primaire ne´cessaire pour les modules d’extensions ainsi
que le refroidissement de ceux-ci.
Le choix a e´te´ fait d’utiliser le module A1519B dans la mesure ou` chaque colonne du RICH
ne´cessitant un canal inde´pendant, les douze canaux permettent de limiter a` deux le nombre de
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modules ne´cessaires afin d’alimenter tout le sous de´tecteur. Chacun de ces canaux de´livre une tension
nominale de 80 V et de 10 µ A permettant d’alimenter les pixel chips.
1.3.2 Serveur OPC pour le CAEN SY1527
Le serveur OPC fournie par l’entreprise CAEN est facile a` installer, parame´trer et utiliser. Il
ne´cessite simplement de donner un nom au mate´riel, qui doit correspondre au nom qui lui est donne´
dans PVSS ainsi qu’une adresse IP afin de s’assurer de la sa connectivite´.
Le serveur OPC pour le CAEN SY1527 ayant de´ja` e´te´ teste´ et utilise´ avec le projet en cours, il a
fallu tester la compatibilite´ entre les diffe´rents serveurs OPC et s’assurer qu’aucun conflit n’appa-
raissait dans PVSS. Il a aussi fallu s’assurer, lors de la re´ception d’un second CAEN SY 1527 et
des diffe´rents modules l’accompagnant que l’on pouvait configurer deux alimentations, ce qui est le cas.
Fig. II.3 – Serveur OPC pour deux alimentations CAEN SY1527
1.4 L’e´lectronique du RICH
1.4.1 Pre´sentation
Si les HPDs et les pixel chips sont le coeur de l’e´lectronique du RICH, ils ne repre´sentent pourtant
qu’une petite partie de l’e´lectronique finale. En effet trois autres types de cartes sont ne´cessaires pour
l’alimentation et la configuration des diffe´rents composants de ces cartes qui permettent de re´cupe´rer
et de trier les informations transmises par les pixel chips.
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1.4.2 L’e´lectronique LV
De´veloppe´ par le groupe LHCb RICH[2], le roˆle principal de la carte LV est de fournir l’ensemble
des tensions pour les cartes d’acquisition de donne´es L0. Le principe de fonctionnement des cartes
LV oblige celles-ci a` eˆtre lie´es. En effet seule la carte situe´e en teˆte d’une colonne rec¸oit les signaux
SPECS, et l’alimentation. Chaque carte LV est donc lie´e a` la suivante afin de router l’alimentation
et les diffe´rents signaux de controˆle, et particulie`rement les signaux JTAG. La premie`re carte LV
servant de ve´ritable interface avec l’exte´rieur de la colonne, c’est elle qui doit router l’ensemble des
alimentations dont l’alimentation pour le polarisateur en silicium des pixels chips. L’interface SPECS
est fournie par une carte de type mezzanine se fixant sur la premie`re carte LV. La premie`re carte LV
doit donc e´galement pouvoir accueillir cette carte mezzanine. Il en re´sulte une conception diffe´rente
pour la premie`re LV et pour les 3 autres. Ces deux types de cartes sont respectivement appele´s type
A et type B.
Sur les cartes LV, l’e´tage de conversion de tension est confie´ a` des re´gulateurs de types LHC4913
de STMicroelectronics. Ces re´gulateurs cre´e´s pour eˆtre utilisables dans des environnements hostiles,
ont l’avantage de pouvoir eˆtre controˆle´s par une entre´e TTL. Ainsi, un signal TTL issu du controˆleur
SPECS permet d’allumer ou d’e´teindre les diffe´rents re´gulateurs sur les cartes LV, et donc de pouvoir
ge´rer l’alimentation des cartes L0.
1.4.3 L’e´lectronique L0
L’e´lectronique des cartes L0 est de´die´e a` l’acquisition de donne´es. Son but est de traiter les
donne´es pour les expe´dier de fac¸on correcte vers l’e´lectronique L1, mais e´galement de diminuer la
quantite´ d’information envoye´e en ne se´lectionnant que les donne´es utiles. Cette carte complexe
(PCB 18 couches) est de´veloppe´e par le groupe LHCb RICH[3]. On y trouve ainsi un circuit de
traitement de donne´es (PINT), deux circuits de transmission optique des donne´es (un GOL par
pixel chip), un circuit de timing et trigger (TTCrx) et un circuit DAC servant a` ajuster les niveaux
requis par les pixels chips. D’autres circuits sont e´videmment pre´sents sur la carte L0, mais sont
moins importants et ne sont pas configurables. L’ensemble de ces circuits sera de´taille´ dans la suite
de l’e´tude lors de la pre´sentation de l’interface permettant leur configuration.
La configuration de ces circuits se fait en utilisant la norme JTAG. En effet comme le pre´voit la
norme, l’ensemble des circuits posse´dant une interface JTAG ont e´te´ chaˆıne´s. L’ordre de chaˆınage est
le suivant : PINT, PIXEL0, PIXEL1, GOL0, GOL1, PILOT et TTCrx. Il est a` noter que le PINT
effectue la conversion de niveau entre les diffe´rents composants aux technologies diffe´rentes, mais ce
type de connexion n’intervient pas sur le fonctionnement des communications JTAG.
1.4.4 L’e´lectronique SPECS
Le protocole SPECS[4] a e´te´ conc¸u spe´cialement pour le controˆle de l’e´lectronique front-end
du LHCb [12]. Le syste`me SPECS est compose´ de trois e´le´ments, une carte maˆıtre au format PCI
agissant comme maˆıtre et fournissant, dans sa dernie`re version, 4 canaux SPECS. Une carte esclave
de type mezzanine pouvant eˆtre interface´e avec l’e´lectronique du LHCb, et un ensemble de librairies
logiciel afin de de´velopper des logiciels utilisant le mate´riel SPECS. Le protocole SPECS est un
protocole se´rie base´ sur la communication longue distance en environnement difficile. Ainsi la carte
esclave a e´te´ teste´e pour tole´rer les radiations, et le protocole SPECS a e´te´ conc¸u afin d’efficacement
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lutter contre les erreurs.
1.4.4.1 La carte SPECS master La carte SPECS master est une carte au format PCI base´
sur un composant PLX, qui se charge de faire le lien entre le FPGA et le bus PCI. Le FPGA quant
a` lui incorpore toute la logique de traitement pour le protocole SPECS. Il s’agit d’un FPGA Apex
d’Altera.
1.4.4.2 La carte SPECS slave (mezzanine) La carte SPECS mezzanine a e´te´ de´veloppe´e afin
de pouvoir s’inte´grer dans l’e´lectronique des de´tecteurs du LHCb. C’est une carte aux dimensions
re´duites (82 mm x 58 mm) dont la conception a e´te´ faite en minimisant le nombre de composants
expose´s en zone sensible. L’interface entre la carte mezzanine et sa carte hoˆte se fait via deux connec-
teurs de haute densite´ SMD. Sur ces deux connecteurs SMD se retrouve l’ensemble des E/S de la
carte mezzanine. En plus de la communication a` longue distance via le protocole SPECS, la carte
mezzanine comporte :
– Un bus I2C.
– Un bus JTAG.
– Des bits de control pour pouvoir fournir 16 canaux JTAG ou I2C graˆce au control de drivers.
– Un bus paralle`le de 16 bits adresse´s sur 8 bits.
– Un registre 32 bits statique.
– Un switch permettant de de´finir l’adresse de l’esclave.
2 PVSS
2.1 Pre´sentation de PVSS
Fig. II.4 – Logo de PVSS
Le syste`me de controˆle des expe´riences repose sur une structure logicielle commune a` toutes les
expe´riences, le JCOP, reposant sur un logiciel commercial : PVSS II d’ETM. PVSS est un logiciel
SCADA, (Supervisory Control And Data Acquisition), destine´ a` la Supervision du Controˆle et
de l’Acquisition des Donne´es. Il sera utilise´ pour se connecter aux composants mate´riels, obtenir
les donne´es qu’ils produiront, mais e´galement pour controˆler leur comportement, les initialiser, les
configurer et les utiliser.
Le fonctionnement de PVSS repose sur plusieurs composants :
– une base de donne´es (Run Time Database) : lieu ou` sont stocke´es les donne´es issues du mate´riel,
afin d’eˆtre traite´es, visualise´es... Cette base de donne´es est organise´e de manie`re hie´rarchique,
avec des donne´es nomme´es ” DataPoint Element ”, regroupe´es selon leur particularite´ en ”
DataPoint Type ”
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– une gestion d’alarmes (Alarm Activation and Handling) : des alarmes peuvent eˆtre de´clenche´es
selon certaines conditions sur les nouvelles donne´es arrivant dans PVSS.
– un e´diteur graphique (Graphical Editor) : permet aux utilisateurs d’imple´menter leurs propres
interfaces graphiques (panels).
– un langage de scripts (Control Script) : permet aux utilisateurs d’interagir avec les donne´es en
taˆche de fond et non a` partir d’interfaces graphiques. Les Scripts PVSS suivent la syntaxe du
langage C a` laquelle sont rajoute´es des fonctions spe´cifiques aux SCADA (connexion a` la base
de donne´es par exemple).
– un syste`me d’archivage (Archiving) : les donne´es contenues dans la base de donne´es peuvent
eˆtre archive´es pour un stockage a` long terme, et re´utilise´es ulte´rieurement.
– des pilotes (Drivers) : permettent la connexion entre PVSS et d’autres composants mate´riels
et/ou logiciels. PVSS a une architecture distribue´e : une application PVSS est compose´e de
plusieurs processus (Managers), qui communiquent a` l’aide d’un protocole spe´cifique a` PVSS
base´ sur TCP/IP.
Fig. II.5 – Organisation des managers dans PVSS
Le processus situe´ au coeur du syste`me est l’Event Manager qui permet toutes les communications.
Il rec¸oit les donne´es des drivers, et les envoie au Data Base Manager qui les inscrit dans la base de
donne´es. D’autres managers sont les User Interface Managers qui permettent de ge´rer les interfaces
graphiques, de lire ou d’e´crire une donne´e dans la base de donne´es, le CTRL (Control) Manager,
qui s’occupe d’exe´cuter les scripts en taˆche de fond, l’API Manager, qui permet d’e´crire ses propres
programmes en C++ acce´dant a` la base de donne´es PVSS.
2.2 Le PARA module et les datapoints
Le PARA module de l’interface utilisateur de PVSS II est une interface graphique utilise´e pour
e´diter les datapoint types et les datapoint. Un datapoint type est une structure sur la base de laquelle
sont de´rive´s tous les datapoints du meˆme genre. Les datapoints correspondent aux besoins du com-
posant d’un syste`me re´el en terme de controˆle c’est-a`-dire qu’une carte e´lectronique contiendra une
structure adapte´e aux conditions d’une certaine carte. La structure pour cette carte est son datapoint
type.
– Ces structures sont organise´es en arbres. Les datapoint types contiennent toutes les valeurs
ne´cessaires au controˆle du syste`me
– La structure est compose´e d’e´le´ments. Les e´le´ments qui se divisent en d’autres e´le´ments sont
appele´s des noeuds, les e´le´ments les plus bas sont appele´s des feuilles.
– On de´finit les proprie´te´s des feuilles en ajoutant des configs. La spe´cification des proprie´te´s
d’une config se trouve dans ses attributs, qui repre´sente les valeurs actuelles du datapoint.
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Fig. II.6 – Le PARA module
Ainsi cre´er un datapoint type dans le PARA module revient a` cre´er un arbre. Les noeuds et les
feuilles peuvent eˆtre ajoute´s ou enleve´s de la structure par un simple clic.
2.3 Les panneaux et le Graphical Editor
PVSS permet aux utilisateurs de cre´er leurs propres interfaces. Ces interfaces sont appelle´es
panneaux et sont cre´e´es dans le Graphical Editor.
Fig. II.7 – Edition d’un panneau grace au Graphical Editor
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En utilisant l’e´diteur graphique l’utilisateur dans un premier temps de´finit la partie statique de
son panneau en dimensionnant son interface puis en de´posant les boutons, les tableaux, les champs de
caracte`res a` l’endroit de´sire´. Ensuite il fait correspondre aux boutons une action pour un e´ve´nement
donne´, tel que l’initialisation, un clic ou le changement de la valeur d’un datapoint donne´. Chaque
e´le´ment du panneau, ou widget, peut contenir un tel code et re´agir soit a` une e´ve´nement utilisateur,
soit a` un script e´crit en langage PVSS et qui tourne en toile de fond.
Fig. II.8 – Edition d’un script au sein du Graphical Editor
2.4 Le JCOP Framework
L’objectif du JCOP, ou Joint COntrol Project, est de fournir un cadre commun, ou Framework,
sur lequel les diverses e´quipes travaillant sur les sous de´tecteurs pourront s’appuyer. Le framework
pre´sente les objectifs suivants :
– Fournir une structure commune qui permet le de´veloppement d’un syste`me logique et homoge`ne
a` plusieurs e´quipes sur des sites diffe´rents.
– A cacher autant que faire ce peu les outils fondamentaux des utilisateurs, re´duisant ainsi la
quantite´ de formation et de logistique exige´e.
– De fournir des composants configure´s du mieux possible en utilisant des templates, des e´le´ments
standards et des fonctions requises pour un syste`me de commande d’expe´rience .
– De fournir un mode`le ope´rationnel commun pour les divers dispositifs des sous de´tecteurs.
De nombreux outils et guide de style pour PVSS ont ainsi e´te´ cre´e´s, et chaque dispositif des diffe´rentes
expe´riences posse`de aujourd’hui une description en terme de datapoints. Ces diffe´rents outils corres-
pondent a` une bibliothe`que de panneaux et d’automates qui permettent de faciliter la conception de
projets de´die´s au controˆle de certains dispositifs, notamment des alimentations comme le CAEN ou
des cartes d’acquisition telles que les ELMB, de manie`re tre`s aise´e et de s’assurer une compatibilite´
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comple`te entre les diffe´rents projets.
Ce document se rapporte ainsi au de´veloppement, a` l’utilisation et a` la configuration de nombreux
framework components, qui correspondent a` des composants facilement installables en tant que plugin
dans un projet, ainsi qu’a` leurs inte´gration.
2.4.1 Le Hardware modelling Tool
Le HardWare modelling Tool (fig.II.9) est un outil ge´ne´rique de de´finition des registres pour les
types de mate´riel SPECS et CCPC. Chaque registre est repre´sente´ par un datapoint permettant
de´finir l’e´criture, la lecture et le statut du registre.
Cet outil permet une abstraction mate´riel et permet de ne se pre´occuper que de l’aspect logiciel dans
la mesure ou les datapoints sont souscrits dans les serveur SPECS et ainsi a` chaque changement de
la valeur des registres les datapoints sont mis a` jour.
Fig. II.9 – Configuration des parame`tres d’une colonne dans le Hardware Modelling Tool
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2.4.2 Le Device Editor & Navigator
Le Device Editor & Navigator (DEN) est un panneau fourni par le framework afin de pouvoir
facilement acce´der aux diffe´rentes valeurs stocke´es dans les datapoints graˆce a` des panneaux
de´veloppe´s spe´cialement par le JCOP. Il permet aussi de cre´er des conventions de nommage, ou
aliases, qui permettent de de´signer un mate´riel non pas par son datapoint mais par un nom choisi
pre´alablement. Le DEN (fig.II.10) permet enfin de configurer les FSM qui sont des panneaux ge´ne´re´s
automatiquement a` partir d’une logique imple´mente´e graˆce au langage SML.
Fig. II.10 – Device Editor & Navigator
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2.4.3 SMI++
SMI a e´te´ de´veloppe´ afin de re´duire la complexite´ que pre´sentait le controˆle de l’expe´rience DEL-
PHI. Utilise´ dans toutes les expe´riences depuis il consiste en une collection d’objets se comportant
de la meˆme manie`re que des automates. Ces objets peuvent repre´senter une entite´ concre`te, telle une
carte e´lectronique, ou une entite´ abstraite, tel un sous syste`me logique.
Les objets concrets interagissent avec le hardware qu’ils repre´sentent et les controˆlent. Ces objets
sont organise´s de manie`re hie´rarchique appele´s domaines permettant une automatisation comple`te
de l’expe´rience par un objet de haut niveau.
Ces objets sont de´crits graˆce a` un langage de´die´, le SML, qui permet de cre´er des spe´cifications
de´taille´es de chaque objet, tel que son e´tat ainsi que des actions et les conditions qui leurs sont
associe´es.
2.4.4 La Configuration Database
Le but de la Configuration Database, ou base de donne´es de configuration, est de permettre de
stocker et de re´cupe´rer diffe´rents ensembles de donne´es de configuration d’un syste`me de controˆle
dans une base de donne´es externes. Ainsi elle permet de sauvegarder des parame`tres statiques, tel
que la pe´riode d’archivage ou l’adresse d’un mate´riel, ainsi que des variables changeantes, telles que
des variations d’intensite´s ou des alarmes, et de les re´cupe´rer a` l’initialisation d’un projet PVSS par
exemple.
Ce framework component consiste en une se´rie de panneaux (fig.II.11) accessible depuis le DEN, et
permettant de sauvegarder dans une base de donne´es Oracle, sans faire appel a` aucune connaissance
en SQL de la part de l’ope´rateur, diffe´rentes informations stocke´es dans les datapoints. Le sche´ma
de la base de donne´es est ge´ne´re´ automatiquement a` partir des informations recueillies dans PVSS
et l’ope´rateur n’a aucune vue sur ce processus. La sauvegarde de donne´es dans la Configuration
Database ainsi que la compatibilite´ qu’apporte le framework permet d’importer simplement des
donne´es d’un projet vers un autre, c’est donc un outil puissant car il permet a` un ope´rateur d’utiliser
facilement les diffe´rents modes d’exe´cution fixe´s par l’expert.
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Fig. II.11 – Panneaux de controˆle de la connexion a` la Configuration Database
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2.5 Le projet RICHElectronics
Ce projet PVSS cre´e´ par Michel Laverne, promo06F1 ISIMA, lors de son stage d’Avril a` Sep-
tembre 2005 au CERN dans le meˆme de´partement a servi de base commune pour le de´veloppement
et l’ajout de nouvelles fonctionnalite´s dans le controˆle de l’e´lectronique du RICH.
Ce projet e´volue autour d’un panneau principal permettant d’acce´der au controˆle de tous les diffe´rents
mate´riaux qui composent le RICH : l’utilisateur peut ainsi commander aussi bien l’alimentation
d’une colonne que les diffe´rentes cartes ou meˆme configurer les pixel chips.
Ce projet se base enfin sur plusieurs scripts qui permettent l’acce`s a` diffe´rentes informations et qui
avec le temps et le de´veloppement de nouveau outils par l’e´quipe dui LHCb Online sont devenus
obsole`tes ou ne correspondaient plus a` la philosophie de PVSS.
Il est en modification constante et aura beaucoup e´volue´ durant les cinq mois qu’auront dure´ ce
stage.
Une fois les diffe´rents concepts assimile´s, qui recouvrent aussi bien des principes physiques,
e´lectroniques ou informatiques, il a fallu les mettre en oeuvre. La mise en service du sous de´tecteur
RICH e´tant pre´vu courant 2007, il e´tait important de cre´er l’automate permettant le controˆle du
RICH avec un de´lai suffisant afin d’assurer sa bonne inte´gration dans l’automate ge´rant l’expe´rience
LHCb dans son entier.
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Re´alisation et re´sultats
1 Mise en place de convention pour le RICH
1.1 Le nommage des colonnes
Un des proble`mes majeurs dans le pojet RICHelectronics e´tait que les diffe´rentes colonnes
composant le sous de´tecteur RICH e´taient de´signe´es seulement par leur nume´ro, ce qui pouvait
mener a` des confusions lors des tests des colonnes dans le laboratoire SSB. C’est pourquoi il a fallu
mettre au point une convention de nommage qui permettrait de de´signer simplement et rapidement
la colonne sur laquelle le surveillant ope`re.
Le premier pas a` consiste´ a` e´laborer une convention de nommage suivant les diffe´rents sous de´tecteurs
RICH1 et RICH2. La collaboration avec Antonis Papanestis du RAL et Alessandro Petrolini
de l’INFN a permis de mettre au point la convention suivante : Les HPD du RICH1 sont situe´s
dans le plan horizontal tandis que ceux du RICH2 sont situe´s dans le plan vertical. Ainsi pour les
colonnes du RICH1 sont de´signe´es par UP & DOWN tandis que celles du RICH2 sont de´signe´es par
LEFT & RIGHT. Ainsi un nom de colonne sera de´termine´ de la manie`re suivant : Type de colonne
(UP/DO/RI/LE) + ” Column ” + Nume´ro de colonne.
Cette convention a ensuite e´te´ utilise´e en conjonction avec le Hardware Modelling Tool : Cet outil
rend possible la cre´ation de datapoints qui sont directement lie´s a` une colonne. Ainsi ces parame`tres
essentiels, qui e´taient auparavant code´s en dur, ont permis de faire adhe´rer le projet comple`tement
a` la philosophie de PVSS en remplac¸ant toutes les variables globales de parame´tristation et d’e´tats,
par la lecture et l’e´criture de datapoints.
Cette convention a enfin permis de mettre en place des alias dans le DEN liant des canaux
des alimentations du RICH a` la colonne qui leur correspond, permettant ainsi une surveillance
extreˆmement facilite´e, et la possibilite´ de faire correspondre rapidement les diffe´rents changements
effectue´s sur le mate´riel avec ceux effectue´s dans le projet. Les canaux du CAEN sont organise´s de
la meˆme manie`re que sur la figure III.1
Fig. III.1 – Re´partition des diffe´rents canaux des alimentations CAEN pour l’alimentation du RICH
Si cette convention est satisfaisante d’un point de vue de la conception elle ne permet pas en
revanche de mode´liser fide`lement ce qui se passe dans la caverne du LHCb. En effet, la notion de
droite et de gauche e´tant toute relative, il a e´te´ de´cide´ de changer cette convention pour adopter une
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nouvelle qui, si elle est moins intuitive, correspond a` une appellation de´ja` existante et connue des
ope´rateurs. Cette convention a e´te´ fixe´e lors d’une re´union fin Juillet re´unissant les personnes de´ja`
implique´es ainsi que Stig Topp-Jorgensen.
1.2 Initialisation d’une colonne
Graˆce au projet RICHElectronics la section PH-ED a acquis un solide savoir faire dans le controˆle
d’une colonne et notamment son initialisation au moyen de PVSS. Cependant de nombreuses per-
sonnes e´tant amene´es a` travailler sur ces colonnes il a e´te´ ne´cessaire d’imposer un cadre de travail
commun dont le but serait aussi bien de mettre a` plat avec les experts les diffe´rentes e´tapes d’initia-
lisation d’une colonne, que de ve´rifier que le syste`me en place correspondait bien au de´roulement mis
en place dans le projet PVSS. Un organigramme a donc e´te´ fourni a` tous nos collaborateurs et suite
a` quelques modifications cet organigramme (fig.III.2) servant de base commune a` e´te´ adopte´.
Fig. III.2 – Organigramme d’initialisation d’une colonne du RICH
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2 Controˆle et surveillance de l’alimentation du RICH
2.1 Mise en oeuvre
Le projet RICHElectronics permettait seulement de controˆler l’alimentation CAEN graˆce a` PVSS.
Le WIENER Maraton quand a` lui e´tait controˆle´ par un programme de´die´ qui, par l’interme´diaire
d’un caˆble USB, re´cupe´rait les statuts des diffe´rents canaux et les affichait. Cette situation n’e´tait
pas acceptable dans la mesure ou` le JCOP framework spe´cifie explicitement que tous les mate´riels
de´pendant d’une expe´rience doivent eˆtre controˆlable via PVSS.
De manie`re heureuse un serveur OPC de´veloppe´ par WIENER a vu le jour quelques semaines
avant de´but Avril 2006 ce qui a permis, apre`s une premie`re pe´riode de tests, le de´veloppement d’un
framework component par le JCOP. Si l’ajout de ce composant dans le projet RICHElectronics
n’a pas pose´ de proble`mes, il en va tout autrement pour le serveur OPC : en effet l’installation de
celui ci n’e´tant pas comple`te il e´tait impossible de s’en servir. Apre`s quelques contacts aupre`s des
de´veloppeurs du serveur OPC chez WIENER et Mark Beharrel, cre´ateur du Wiener Framework
Component, il a e´te´ possible de trouver une solution permettant ainsi de forcer l’enregistrement
du serveur OPC dans la base de registre de Windows et de pouvoir enfin controˆler facilement les
diffe´rents canaux du WIENER Maraton.
2.2 De´veloppement PVSS
2.2.1 Mise en place des alias
Avant toute modification des panneaux du projet RICHElectronics il fallait s’assurer d’une
manie`re fiable de retrouver facilement un lien entre une colonne et les canaux qui l’alimentent : on
trouve en effet un canal du CAEN pour chaque colonne et deux canaux du WIENER Maraton, l’un
e´tant appele´ HV, l’autre LV. La cre´ation d’alias dans le DEN (fig.III.3) a e´te´ la solution adopte´e
car d’une part elle permet une vision rapide des associations effectue´es entre alias et canaux dans la
mesure ou en cliquant sur un alias on a directement le nom de ce canal et tous ses parame`tres. De
plus il est aise´ de modifier ces alias dans le DEN, afin de faire correspondre la partie logicielle avec
les modifications ayant e´te´ effectue´es sur le mate´riel.
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Fig. III.3 – Mise en place d’alias pour les canaux du CAEN et du Maraton
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La mise en place de cet alias s’est aussi fait au niveau du panneau principal : La se´lection de la
colonne se faisait en donnant un nume´ro, qui e´tait ensuite propage´ dans les scripts et les diffe´rents
panneaux. Graˆce a` cet alias et a` une parame´trisation au niveau des datapoints ge´ne´re´s par le
Hardware Modelling Tool, seules les colonnes e´tant accessibles graˆce a` l’ordinateur sur lequel on
ope`re sont de´tecte´es. De`s lors il a fallu modifier tous les scripts afin de remplacer chaque occurrence
de variable globale par un acce`s au datapoint donnant les informations requises pour l’envoi de
commandes aussi bien aux serveurs OPC qu’au serveur SPECS.
2.2.2 Alimentation CAEN
Le panneau de controˆle d’un canal de l’alimentation CAEN e´tait de´ja` de´veloppe´, cela dit il a
fallu y apporter quelques modifications : Tout d’abord il a fallu passer un nouveau parame`tre, qui
est le nom de la colonne se´lectionne´, autrement dit son alias. Cette ope´ration s’effectue dans PVSS
par la propagation d’un parame`tre entre diffe´rents panneaux appele´ $ parameter. De cette manie`re il
est possible de re´cupe´rer, graˆce au nom de la colonne et alias de´finis dans le DEN, a` quel canal du
CAEN correspond la colonne.
Les modifications suivantes e´taient esthe´tiques de manie`re a` avoir une meilleur vue sur les informa-
tions dipense´es par le panneau.
Fig. III.4 – Panneau de controˆle du canal de l’alimentation CAEN associe´e a` la colonne RIColumn4
La couleur de fond du canal repre´sente l’e´tat de celui ci en suivant la convention de couleur
suivante :
– Bleu : correspond dans PVSS a` l’e´tat ”FwOkNotPhysics” soit dans l’e´tat OFF.
– Vert : correspond dans PVSS a` l’e´tat ”FwOkPhysics” soit dans l’e´tat READY.
– Rouge : correspond dans PVSS a` l’e´tat ”FwStateAttention3” soit dans l’e´tat ERROR.
2.2.3 Alimentation WIENER
Le panneau du controˆle des deux canaux ne´cessaires a` l’alimentation d’une colonne par l’alimen-
tation WIENER Maraton a e´te´ cre´e´ puis rajoute´ au projet. Il repose sur les meˆmes principes que
celui du CAEN et la meˆme philosophie de conception lui a e´te´ applique´e, ainsi on passe le nom de
la colonne en $ parameter et on garde la meˆme disposition. Cela dit le WIENER propose moins de
moyens de controˆle que le CAEN et seule le voltage et l’intensite´, dont la valeur est fournie par le
serveur OPC, sont a` meˆme de nous inte´resser.
De plus la mise en route des canaux doit se faire dans un ordre bien pre´cis, ainsi il est impossible
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d’allumer le canal LV avant d’avoir allume´ le canal HV, et il est impossible d’e´teindre le canal HV
avant d’avoir e´teint le canal LV.
Fig. III.5 – Panneau de controˆle des canaux de l’alimentation WIENER associe´es a` la colonne LE-
Column0
3 Base de donne´es de configuration
3.1 Mise en oeuvre
La Configuration Database n’ayant jamais e´te´ utilise´e dans le projet RICHElectronics, il a
fallu l’y ajouter. L’installation est extreˆmement facilite´e par l’utilisation de l’Installation Tool, un
framework component qui permet d’installer d’autres framework component au sein d’un projet. Une
fois l’installation termine´e, il faut configurer l’acce`s a` la base de donne´es. Si cette configuration est
aise´e sur une machine NICE, qui est un PC dote´ d’une configuration typique d’une CERN, il en va
autrement lorsqu’il s’agit de configurer une machine n’ayant pas les parame`tres par de´faut. Ainsi il a
fallu re´soudre un proble`me de path empeˆchant PVSS d’acce´der a` la base de donne´es du CERN.
Une fois ces proble`mes de connectivite´ et de compatibilite´ entre PVSS et Oracle re´solus, une
connexion spe´cifique au testbeam, qui devait avoir lieu mi juillet, a e´te´ cre´e´e. Cette connexion aurait
permis de sauvegarder aussi bien les parame`tres utilise´s lors du testbeam, permettant ainsi une
utilisation ulte´rieure, que les re´sultats obtenus, notamment sur l’intensite´ de´livre´ par les canaux du
WIENER qui est un des parame`tres les plus significatifs de la bonne marche des colonnes.
3.2 De´veloppement PVSS
Afin de faciliter l’utilisation de la Configuration Database et de permettre d’acce´der rapidement
aux diffe´rents mode d’exe´cution de´finis par l’expert, un panneau a e´te´ de´veloppe´. Ce panneau est
inte´gre´ au sein du projet RICHelectronics et son exe´cution de´pend de facteurs divers.
Tout d’abord une connexion doit d’abord eˆtre configure´e par l’expert. Le panneau permet de
re´cupe´rer toutes les connexions pre´alablement de´finies, ce qui permet ainsi de se connecter a` des
bases de donne´es diffe´rentes suivant le type d’information que l’on peut re´cupe´rer. Ensuite il est
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possible de choisir une configuration spe´cifique pour le CAEN ou le WIENER parmi toutes celles qui
ont e´te´ pre´vues par l’expert. Enfin il est possible de choisir un ensemble d’alias qui sera applique´ aux
diffe´rents mate´riels.
Ces ensembles peuvent eˆtre charge´es se´pare´ment ou tous a` la fois : les valeus stocke´es dans la
base de donne´es sont alors importe´es dans les datapoints. Ce processus se fait avant l’initialisa-
tion d’une colonne afin de donner les valeurs de re´fe´rences ne´cessaires a` la bonne marche des colonnes.
Fig. III.6 – Panneau permettant l’importation de donne´es graˆce a` la Configuration Database
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4 Machines d’e´tats finis
4.1 Mise en oeuvre
Si les panneaux PVSS de´veloppe´s dans le cadre du RICH suffisent a` la mise au point et aux test
des prototypes, l’expe´rience finale, surveille´e vingt quatre heures sur vingt quatre par des ope´rateurs,
sera controˆle´e par des machines d’e´tats finis. Ces automates sont de´veloppe´s sous PVSS graˆce au
framework component SmiSM, qui regroupe le cadre de travail SMI et le langage SML. Ils se doivent
de correspondre a` certains guides de styles [5] impose´s par le JCOP framework pour une expe´rience
donne´e.
Rien n’ayant encore e´te´ fait dans ce domaine, il a fallu, en collaboration avec Alessandro Petrolini,
responsable de l’ECS, autrement dit de l’automate final, et Antonis Papanestis, responsable de la
branche DCS, mettre au point la premie`re version de l’arbre de controˆle du sous de´tecteur RICH.
Si les outils existent depuis longtemps, ils n’avaient encore jamais e´te´ mis en oeuvre pour l’expe´rience
LHCb et il a donc fallu tester et installer plusieurs automates, mais il a aussi e´te´ ne´cessaire de
de´velopper ceux qui n’avaient pas e´te´ fait par les JCOP framework, spe´cialement pour le RICH.
4.2 La branche DCS
La branche DCS, pour Detector Control System, de´crit l’ensemble des e´le´ments qui composent
le syste`me de controˆle d’un de´tecteur. Tous les automates de la branche DCS sont sense´s avoir la
meˆme logique (fig.III.7).
Fig. III.7 – Logique partage´e par les automates de la branche DCS
4.2.1 Automate pour l’alimentation WIENER
Le premier automate qu’il a fallu de´velopper est un automate pour le WIENER, sous la forme
d’un framework component. Son de´veloppement s’est fait en accord avec le guide de style impose´ par
le JCOP framework et par le groupe LHCb[6], aussi bien au niveau des couleurs des e´tats que de
leurs noms ainsi que ceux de leurs commandes. Il est relativement facile a` utiliser car il est base´ sur
un unique datapoint de´crivant l’e´tat d’un canal du WIENER. Ainsi suivant la valeur de ce datapoint,
qui est un entier, on peut facilement de´terminer son e´tat, et lorsque la valeur de ce datapoint change,
les actions qui sont associe´es a` ce changement s’exe´cutent.
Si cet automate e´tait satisfaisant et permet de controˆler les diffe´rents canaux du WIENER il
n’incluait cependant pas l’interface entre la Configuration Database et les automates, interface qui
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READY Status.On a` TRUE Le WIENER est allume´
OFF Status.On a` FALSE Le WIENER est e´teint
ERROR Status.FailureMaxTemperture a` TRUE
ou Status.FailureMaxCurrent a` TRUE
ou Status.FailureMaxSenseVoltage
a` TRUE ou Sta-
tus.FailureMaxTerminalVoltage a`
TRUE
Le WIENER est dans un e´tat errone´
Tab. III.1 – Tableau des e´tats de l’automate du WIENER
SWITCH ON Status.On a` TRUE Allume un canal du WIENER
SWITCH OFF Status.On a` FALSE Eteint un canal du WIENER
Tab. III.2 – Tableau des actions de l’automate du WIENER
est encore en cours de de´veloppement. J’ai donc aide´ Bruno Belbute du groupe LHCb Online a
de´veloppe´ un automate qui suive le guide de style, qui contienne une interface a` la Configuration
database et qui soit adapte´ au WIENER, mate´riel qu’il ne connaissait pas. Cette contribution s’est
retrouve´e dans un framework component appele´ le lbLVTool et il sera imple´mente´ dans le syste`me
final.
4.2.2 Automate pour l’alimentation CAEN
Un framework component avait de´ja` e´te´ de´veloppe´ pour le CAEN, le lbHVCAENTool. Cepen-
dant il s’agissait d’un outil de´veloppe´ pour le sous de´tecteur VELO du LHCb et il ne correspondait
pas a` la logique DCS mais a` un cas d’utilisation haute tension du CAEN. C’est pourquoi lors du
de´veloppement du lbLVTool, il a e´te´ de´cide´ de faire d’une pierre deux coups et que le meˆme automate
serait imple´mente´ pour les deux types d’alimentation CAEN et WIENER. Ainsi la seule diffe´rence
entre les deux types d’automates est le configurateur, qui est l’automate ge´rant la connexion a` la
Configuration Database.
4.2.3 Test de la branche DCS
Fin Mai 2006, la branche DCS e´tait preˆte a` eˆtre teste´e et un premier test a e´te´ organise´ avec les
diffe´rents collaborateurs dans le laboratoire. La branche DCS se divise elle meˆme en deux branches :
D’une part la branche ”Column” qui signifie de l’e´tat des mate´riels ne´cessaire pour alimenter une
colonne et s’assurer de son bon fonctionnement, et d’autre part la branche ”Infrastructure” qui
signifie de l’e´tat des alimentations en elle meˆme.
Dans la branche ”Infrastructure” se trouve l’e´tat des deux alimentations au niveau de leur alimen-
tation par le secteur. Cet partie de l’arbre signifie de la bonne marche des alimentations et que les
canaux qui le composent peuvent eˆtre utilise´s sans proble`mes. Cette partie de l’arbre doit donc eˆtre
initialise´e avant la branche ”Column”.
Dans la branche ”Column” se trouve donc les deux canaux du WIENER et le canal du CAEN qui
lui correspondent, ainsi que le configurateur qui contient les informations ne´cessaires a` la connexion
et a` la re´cupe´ration d’informations depuis la Configuration Database. Enfin l’arbre contient la
tempe´rature des diffe´rentes puces de la colonne re´cupe´re´es par des sondes. L’automate pour ces
sondes e´tant configure´es dans un autre projet PVSS il a e´te´ ne´cessaire de configurer un projet
distribue´ afin d’acce´der aux donne´es de l’autre projet.
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Fig. III.8 – Panneau de controˆle de l’automate des alimentations pour une colonne.
Ce test a e´te´ une re´ussite puisqu’il a e´te´ possible de commander l’allumage d’une colonne en envoyant
une simple commande depuis le niveau le plus haut de la hie´rarchie.
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Fig. III.9 – Cre´ation de l’arbre DCS dans le DEN
Xavier Le Gouard - CERN PH-ED/DTB - Xavier.Le.Gouard@cern.ch
page 44 / 50
Controˆle et Surveillance par automates de l’e´lectronique du RICH
4.3 La branche DAQ
La branche DAQ, pour Data AcQuisition, de´crit l’ensemble des e´le´ments faisant partie active de
la chaˆıne d’acquisition des donne´es (fig.III.10).
Fig. III.10 – Logique partage´e par les automates de la branche DAQ
4.3.1 Conception de la branche DAQ
Le responsable pour l’automate de l’acquisition de donne´es e´tant Stig Topp-Jorgensen,
de nombreuses re´unions ont eu lieu pour mettre au point la branche DAQ et surtout pour bien
de´composer les diffe´rentes e´tapes de l’initialisation. L’organigramme d’initialisation d’une colonne
(fig.III.2) a en cela e´te´ tre`s utile dans la mesure ou` il a permis de de´composer l’arbre, plusieurs
branches successives permettant la prise correcte de donne´es.
Si Stig Topp-Jorgensen se concentrait sur l’aspect acquisition de donne´es, qui consiste en
la configuration des cartes L0 et la re´cupe´ration des donne´es graˆce a` la puce GOL, il restait
cependant toute la partie alimentation des cartes L0 a` re´aliser. Cette alimentation e´tant assure´e
par les cartes LV, il a fallu de´finir le spectre d’application de l’automate a` re´aliser avant de le concevoir.
4.3.2 Conception et De´veloppement de l’automate pour la carte SPECS mezzanine
4.3.2.1 Conception Dans un premier temps un automate a e´te´ cre´e´ pour le protocole SPECS,
mais n’a pas e´te´ imple´mente´. En effet cet automate fait partie de la branche DAI et n’avait donc pas
sa place dans l’arbre DAQ. Cet automate a donc e´te´ remplace´ par un automate base´ sur une logique
de la branche DAQ et qui permettrait de mettre en route les quatre cartes LV que comportent une
colonne. Cependant le DU que l’on cherche a` configurer n’est pas la carte LV mais la carte L0. Un
autre changement de logique est donc apparu, et cette fois au lieu de se baser sur la carte LV pour
cre´er l’automate, la carte L0 a servi de DU.
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Malheureusement cet automate n’e´tait pas satisfaisant car il fallait cre´er huit types d’automate, un
pour chaque carte L0 d’une colonne. En effet la difficulte´ avec cet automate, qui se base sur les
datapoints de la carte SPECS Mezzanine ge´ne´re´s pas le Hardware Tool, est que l’e´tat des cartes
L0 ne de´pend pas de la valeur d’un seul datapoint de´crivant le statut de la carte comme la plupart
des mate´riels de l’expe´rience, mais de deux registres de seize bits de´crivant l’e´tat des re´gulateurs
de tension des cartes LV qui alimentent les cartes L0. Il fallait donc que chaque type d’automate
permette de ne changer seulement que les bits qui correspondaient a` l’allumage de la carte L0
conside´re´e.
Devant l’ampleur de la taˆche et la multiplication des types d’automates, il a e´te´ de´cide´ de n’en
faire qu’un seul pour la carte SPECS Mezzanine qui controlerait toutes les cartes L0. De plus le cas
normal d’utilisation de cet automate veut que toutes les cartes L0 soient configurables d’une seule
traite et qu’une seule commande permette de le faire. Des commandes permettant de les allumer
une a` une par l’expert ont cependant e´te´ imple´mente´es pour permettre le controˆle d’une carte L0
particulie`re, cela afin de pouvoir tester les diffe´rents HPDs.
4.3.2.2 De´veloppement Les valeurs des deux registres de´crivant l’e´tat des re´gulateurs sont
re´cupe´re´es dans le ParaModule a` partir d’un datapoint spe´cifique pour la lecture. Le type de donne´es
e´tant le char il faut le changer de telle manie`re qu’a` partir de deux char repre´sentant l’e´tat de tous
les re´gulateurs on se retrouve avec deux tableaux de boole´ens (appele´s RegSetting0 et RegSetting1)
de seize bits ou` chaque bit correspond a` l’e´tat d’un re´gulateur de la carte LV : allume´ ou e´teint.
Apre`s ce surtypage, la valeur des diffe´rents bits des tableaux sont analyse´s de manie`re a` savoir quelles
cartes sont allume´es : l’allumage de chaque carte L0 correspond a` l’allumage d’un certain nombre de
re´gulateurs.
L’e´tat de ces bits signifie donc de l’e´tat des diffe´rentes cartes L0. Ainsi si l’on veut allumer ou e´teindre
une carte L0, la meˆme fonction sera appele´e qui inversera la valeur des boole´ens correspondant a`
cette carte L0 dans le tableau ade´quat. La difficulte´ provient du fait que les cartes L0 partagent
certains des re´gulateurs, c’est pourquoi il a fallu analyser de manie`re pousse´e quels re´gulateurs
e´taient partage´s par toutes les cartes L0 et quels re´gulateurs e´taient partage´s par deux cartes L0 a` la
fois.
Si l’on veut changer l’e´tat d’une carte L0, il suffit donc d’inverser la valeur des boole´ens correspondant
aux re´gulateurs commandant l’alimentation de la carte. La nouvelle valeur des tableaux est ensuite
surtype´ de manie`re a` transformer le tableaux de char en une suite de bits transforme´e elle meˆme en
entier puis en char. Ce char est ensuite e´crit dans un datapoint et la valeur du registre est mise a`
jour graˆce au serveur SPECS.
READY Tous les e´le´ments de RegSetting0 et
RegSetting1 a` FALSE
Tous les re´gulateurs sont allume´s,
toutes les cartes L0 sont alimente´es et
configure´es.
OFF Tous les e´le´ments de RegSetting0 et
RegSetting1 a` TRUE
Tous les re´gulateurs, et donc toutes les
cartes L0, sont e´teints.
NOT READY Certains e´le´ments sont a` TRUE,
d’autre a` FALSE
Certaines cartes L0 sont allume´es.
ERROR Les datapoints sont vides ou la chaˆıne
JTAG ne re´pond pas
L’e´tat des cartes est inconnu.
Tab. III.3 – Tableau des e´tats de l’automate du Specs Mezzanine
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SWITCH L00 Inverse les bits des deux registres cor-
respondant a` la carte 0
Allume ou e´teint la carte L0 nume´ro 0
SWITCH L01 Inverse les bits des deux registres cor-
respondant a` la carte 1
Allume ou e´teint la carte L0 nume´ro 1
SWITCH L02 Inverse les bits des deux registres cor-
respondant a` la carte 2
Allume ou e´teint la carte L0 nume´ro 2
SWITCH L03 Inverse les bits des deux registres cor-
respondant a` la carte 3
Allume ou e´teint la carte L0 nume´ro 3
SWITCH L04 Inverse les bits des deux registres cor-
respondant a` la carte 4
Allume ou e´teint la carte L0 nume´ro 4
SWITCH L05 Inverse les bits des deux registres cor-
respondant a` la carte 5
Allume ou e´teint la carte L0 nume´ro 5
SWITCH L06 Inverse les bits des deux registres cor-
respondant a` la carte 6
Allume ou e´teint la carte L0 nume´ro 6
SWITCH L07 Inverse les bits des deux registres cor-
respondant a` la carte 7
Allume ou e´teint la carte L0 nume´ro 7
SWITCH OFF Pour toutes les cartes allume´es on in-
verse les bits correspondants dans les
tableaux RegSetting0 et RegSetting1
Eteint toutes les cartes allume´es
SWITCH ON Pour toutes les cartes e´teintes on in-
verse les bits correspondants dans les
tableaux RegSetting0 et RegSetting1
Allume toutes les cartes e´teintes
RECOVER Passe tous les bits de Allume toutes les cartes e´teintes
Tab. III.4 – Tableau des actions de l’automate du Specs Mezzanine
Il reprend la logique DCS (fig.III.7) car celle du DAQ ne lui correspond pas puisqu’il s’agit de
la partie alimentation du DAQ. La logique DCS lui a donc e´te´ applique´. Un proble`me ce soule`ve
alors : comment faire pour faire communiquer correctement le CU controˆlant l’automate pour
le SPECS. Il a suffit de re´aliser un automate tampon qui traduise les commandes envoye´es par
les niveaux supe´rieures de la hie´rarchie en commandes quel l’automate de plus bas niveau comprendra.
La re´alisation de cet automate (fig.III.11) a donc e´te´ la dernie`re taˆche effectue´e et son utilisation
s’est re´ve´le´e bien plus facile en pratique que celle effectue´e avec le projet RICHElectronics. En effet,
l’utilisation de datapoints et des fonctions du framework ont permis d’acce´le´rer de manie`re notable
la vitesse d’exe´cution des commandes et la surveillance se fait de manie`re plus pousse´e puisque
de`squ’un des re´gulateurs change d’e´tat, l’automate s’adapte, ce qui n’e´tait pas le cas lorsque par
exemple une erreur survenait avec le syste`me pre´ce´dent. Enfin, avec la re´alisation prochaine par Sean
Brisbane de la branche d’acquisition de donne´es, la branche DAQ sera preˆte a` l’emploi.
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Fig. III.11 – Actions qui peuvent eˆtre effectue´es pour l’automate SPECS Mezzanine
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Conclusion
Les objectifs du de´but du stage ont e´te´ atteints : Le projet RICHElectronics permettant la controˆle
des diffe´rentes parties de l’e´lectronique du RICH a e´te´ mis a` jour a` la fois avec les derniers outils en date
fournis par le JCOP framework, ainsi qu’avec les automates permettant le controˆle et la surveillance
de toute l’e´lectronique.
Les diffe´rentes branches de l’arbre ECS mis en place seront inte´gre´s dans un premier temps dans le
projet controˆlant les prochains testbeams, avant de faire finalement part du projet controˆlant toute
l’e´lectronique du LHCb. Il a vraiment e´te´ tre`s gratifiant de savoir que le travail effectue´ ferait partie
du syste`me final et m’a donc pousse´ a` de´velopper des outils aussi propres que possible.
Ce stage a e´te´ une ve´ritable opportunite´ car s’il a permis le de´veloppement de compe´tences techniques,
il a surtout permis le de´veloppement de compe´tences de communication indispensable a` ce genre de
taˆche, mais il a aussi de´veloppe´ ma culture scientifique.
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A. Documentation
A.1 Documentation du projet RICHElelctronics
Cette documentation a e´te´ ge´ne´re´e par Doxygen et comprend une installation pas a` pas et un
guide d’utilisation, ainsi que le prototype des scripts e´crits pour le bon fonctionnement de ce projet.
Xavier Le Gouard - CERN PH-ED/DTB - Xavier.Le.Gouard@cern.ch
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Main Page Modules Files  Search for 
RICH Electronics Documentation
2.0 
Rich Electronics Library Documentation
Library of PVSS functions to operate the RICH LV, L0 boards and HPDs through SPECS and JTAG
Usage: RICH electronic project
PVSS manager usage: VISION, CTRL
Constants  
Conversion Functions  
Common Functions  
Registers Functions  
L0 board Functions  
LV board Functions  
Pint Functions  
GOL Functions  
Pixel Chips Functions  
Anapil Functions
What to do to start the system?
K. Wyllie, July 2006
VME & NIM crates
Power on VME crate - check that voltage indicator reads 5V (if you get 0, switch off and on again) Power on NIM crate
Set up MXI interface between DAQ PC and VME
Run 'Resman' from desktop Click OK when it has completed successfully
Set up TTCvi module in VME crate using DAQ PC
Run 'TTCControl_System.vi' in Labview (shortcut on desktop, file is in C:/TTC/TTC_Labview). You need to just run the vi. LEDs 
should flash on the front-panel of the TTCvi VME module. When the flashing stops, the set-up is complete. The following LEDs 






Start PVSS and SPECS on PVSS PC
Note that some of the PVSS items are slow to load. Be patient!
All files are in folder C:/PVSS/RICHel1.7.5. In this folder, run 'S3.vbs' to start the SPECS server. 
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It will prompt for the PC name - you can click OK. 
Two command windows should appear: DO NOT CLOSE THEM!
The DNS.exe window you can minimize
The SPECSServer.exe tells you when there is SPECS activity and is useful.
In the PC Start menu => all programs => PVSS II 3.0, you start 'PVSS II project administration' Select our project "RICHel1.7.5" 
and click on green traffic light to start the project. * You see the PVSS console for this project and various other panels. 
When the "SPECS client" panel appears, SPECSServer.exe should find the 4 channels of the SPECS master. A message should 
appear saying:
"GetMasterIDs <01,02,03,04>" On the "SPECS client" panel, you should see "SPECS client is running" in green. The "SPECS 
Client" panel can be closed.
The main panel to be used now is called Vision_1;(NoName). You should select the column number from the drop-down list 
"RICH2" (eg LEColumn0). 
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If something goes wrong (eg SPECSServer.exe crashes), stop the project by clicking on the red traffic light button in the PVSS 
console. You should re-start the SPECS server using S3.vbs and then the PVSS project using the green traffic light.
Turn on Low Voltage Power Supplies (Wiener Maraton) 
With the appropriate column selected, click on the button "LV". A panel appears showing the status of the two Wiener channels used 
for this column. It displays the voltage and current readings from each channel. These two channels must be powered on and off in a
particular order and the panel is designed to enforce this. Sometimes the channels are referred to as HV and LV.
Turn on the first channel (HV). The colour turns green. The voltage should be between 5Vand 6V. The current should be less than 
1A. Turn on the second channel (LV). The colour turns green. The voltage should be between 4V and 5V. The current should be 
less than 1A.
The two currents are also displayed on the Main Panel.
On the front panel of the Wiener VME control modules, the ON/OFF state of each channel is indicated by a LED. Two LEDs should
now be on.
Close the panel.
Turn on Silicon bias (CAEN SY-1527) 
With the appropriate column selected, click on the button "Si. bias". A panel appears showing the status of the CAEN channel used 
for this column. It displays the voltage and current readings and the state of the channel by colour-coding.
On the patch panel above the CAEN SY-1527 in the crate, you should verify that the appropriate channel is enabled by the switch.
On the CAEN SY-1527 you should verify that the following parameters are set: 
 V0set = 80V
 I0set = 100uA
 RDWn (ramp-down speed) = 10
 RUp (ramp-up speed) = 10
 
Turn on the channel (HV). The colour turns yellow while it is ramping. When it reaches the set voltage, it turns green. The Vmon 
should read 80V. Imon should be ~2-3uA.
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On the display of the CAEN-SY1527 you can check the status of the channel.
Close the panel.
Turn on L0 boards in column
With the appropriate column selected, click on the button "Regulators". A panel appears called "Voltage Regulators" which allows 
you to power on/off any of the L0 boards in the column. There are "Power up" and "Turn OFF" buttons for each L0 board. Each 
"Power up" button does two things: turns on the voltage regulators for that L0 and checks the JTAG communication is working.
In the Main Panel, select L0 board number 0. In the "Voltage Regulators" panel, click on "Power up L0 #0". This button should turn 
green, indicating that the board is powered on correctly. If the JTAG communication check succeeded, then the L0 board in the 
main panel should also turn green. If it does not, try clicking on "JTAG reset" on the Main Panel. If there is still a problem, try turning
off the board with the "Turn OFF" button and then repeat the procedure.
The currents of the HV and LV channels should have increased to 2-3A.
Repeat this procedure for the remaining seven L0 boards, one at a time, and monitor the result of the JTAG check for each in the 
main panel.
At the end, all eight "Power up L0" buttons should be green and the L0 board in the main panel should be green from numbers 0-7.
HV current ~ 2.24A LV current ~ 17.4A
Close the panel "Voltage Regulators".
IMPORTANT NOTE: The cooling for the column should now be turned on. This can be done by simply turning on the pump by 
plugging in the black power cable into the power distribution block. You can check that it is on by verifying that water is 
coming out of the exit pipe that flows into the reservoir under the SSB.
Configure L0 boards
The SPECSServer.exe window should be visible during this operation.
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There are two methods to configure the L0 boards:
a) Automatic method: On the Main Panel, click Global Config. Select the L0 boards you want to configure and then click Configure. 
This will take some time.
b) Manual method: Select the L0 board number in the Main Panel and click "Conf reset", and wait until the "Configuration in
progress" sign disappears. The activity can be seen in the SPECSServer.exe window. It is recommended that "Conf reset" is 
repeated to ensure that the loading has been done properly. After the second time, the final "Data Out" in the SPECSServer.exe
window should be 18 00 00. If this is not the case, repeat "Conf Reset". This procedure should be done for all eight L0 boards.
HV current ~ 2.28A LV current ~ 18.6A
If necessary, configuring different components in the L0 board can be done by clicking on the component and changing the 
parameters (eg change the PINT from ALICE mode to LHCB mode).
Turning on the HV
The HV power supply is the FUG mounted on the DAQ rack. It is powered by the LAMBDA 12V power supply above it. You should 
turn on the LAMBDA power supply first, then the FUG.
The control of the FUG is done by a Labview program. On the PVSS PC, go to C: VI Frascati. Double click on HV control 
TestBeam8(basic).vi. This will open a labview panel. Do not change the ramp-up or ramp-down settings. To set a voltage on the 
FUG, enter the voltage in the field New voltage [kV] and then press Start. The FUG will then ramp up to this voltage.
For ramping up to 20kV, it is recommended that you go to 10kV, then pause for a few minutes, then 15kV, the pause, and then up to 
20kV.
In an emergency, the HV can be switched off immediately by clicking on STOP. 
Switching off the column
In the panel "Voltage Regulators", the L0 boards should be turned off one by one. At the end, the button "ALL OFF" should be 
clicked to switch of the remaining regulators.
The Wiener and CAEN supplies can be switched off using the panels "LV" and "Si.bias".
IMPORTANT NOTE: If the LV Wiener supply is turned off and the user then wants to turn on again, the Main Panel should be 
closed and then re-opened. This carries out the correct initialization of the SPECS slave on the column. To close the Main 
Panel, just click on "Close". To re-open the Main Panel, look in the PVSS Console window and find the item "Windows User 
Interface JTAG_L0.pnl". Select this and then click on the green traffic light.
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A.2 Documentation du HW Specs Mezzanine FSM
Cette documentation a e´te´ ge´ne´re´e par Doxygen et comprend une installation pas a` pas et un
guide d’utilisation, ainsi que le prototype des scripts e´crits pour le bon fonctionnement de cet FSM.
Xavier Le Gouard - CERN PH-ED/DTB - Xavier.Le.Gouard@cern.ch
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Main Page Modules Files  Search for 
Hw Specs Mezzanine FSM Documentation
1.0 
RICH Hw SPECS Mezzanine FSM Library Documentation
Library of PVSS functions to operate the RICH LV through the Framework FSM.
Constants  
Casting Functions  
LV Common Functions  
How to set up and use the LV FSM?
X. Le Gouard, August 2006
Installation file: You can find the LV FSM Component here.
Configure the Hardware Tool (HwTool)
Before doing anything else you have to use the hardware modelisation tool to create datapoints corresponding to your actual 
hardware. First download the HwTool and Install it using the Installation Tool. You can find the documentation there too. Start the 
panel, choose the hardware type "SpecsMezzanine" and click on the Hardware tab. 
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Create a new instance of Specs Mezzanine on the "Create" button after giving it a name (e.g. for Rich Electronics Project: 
SPECS+Colum Name). Configure the different settings: 
 PC: PC name, it should be the same as the DIM_DNS_NODE into the Environnement Variable.
 MasterID: Integer representing to which slot the ethernet cable is.
           SPECS Master in PCI Slot 0: 01, 02, 03, 04 (MasterId from corresponding to ports from left to right).
           SPECS Master in PCI Slot 1: 13, 14, 15, 16 (MasterId from corresponding to ports from left to right).
           SPECS Master in PCI Slot 2:...
 Slave Address: Default is one for all Specs Mezzanine boards for the RICH.
 
IMPORTANT: Don't forget to press "Save" to update your settings
Before closing this panel, you have to subscribe your device with the SPECS server, do so by pressing the "Subscribe" button 
(located under the list of items).
Set up the FSM tree
Start the Device Editor & Navigator panel from the Event Manager, and go to the FSM tab. Click on the "Go to Editor" button anf 
then right click onto the system name (e.g. dist_1:) and select "Add...". You have to first set up a Control Unit (CU) which will 
control the Device Unit (DU) that is in fact the real hardware. Choose a CU of type "DCS_Domain" and give it a name (e.g. 
"SPECS"). 
Now that you have a CU you want to have to add a DU to the tree. Right click on the SPECS CU, and choose "Add->Devices". 
Choose "Add Device from Hardware View" and select the hardware that you want to monitor. 
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The last step consists in generating the FSM. You can do so by right clicking on the CU and choosing "Generate FSM"
Start the FSM tree
Press the "Go to Navigator" button, right click on the CU and choose "Stop Tree". Wait for the message in the log and the right 
click again and choose "Start/Restart Tree". This step should be taken everytime the FSM has a timeout, something which 
shouldn't happen, but still... Richt click on the CU and choose "View" to open the FSM panel.
Operate the FSM
Click on the little lock at the side of the CU and choose "Include" to begin working with the FSM 
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The DU should be in state "OFF" if not you can click on the state field and choose "RECOVER", this will turn off all the boards.
Description of the different states: 
 SWITCH_ON  : Switch ON all the boards one by one. If this command fails, send a RECOVER command.
 SWITCH_OFF : Switch OFF all the boards one by one. If this command fails, send a RECOVER command.
 SWITCH_L0n : Switch ON board number n, n in [0..7].
 RECOVER    : Switch OFF all the boards. This command is not safe and should be used with caution.
 
By Double Clicking on the control Unit you can monitor which L0 boards are turned ON at the moment. 
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What if?
What if the state is DEAD?
The device is in state DEAD if either it has not been subscribed or the SPECS server can not be reached. Try to subscribe again 
the device in the HwTool panel or to Write/Read something in the registers using the SPECS panel.
What if the state goes to ERROR?
If the device is in state ERROR, one of those events might have occured: 
       * The reading and/or writing in the datapoint might have failed. 
       * The communication with the SPECS server might have failed.
       * The JTAG check might have failed. Check that you have configured the TTCrx and the VMI crate.
 
What if the state is grayed out?
Something has gone wrong with smi++. Close the FSM panel, stop the tree in the Device Editor and Navigator, and try to restart 
it. 
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A.3 Pre´sentation de l’alimentation du RICH pour la re´union DCS
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RICH Power Supplies
Monitoring and control
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Introduction (1)
Pixel Chip
Courtesy of Paolo Baesso
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Introduction (2)
LV board



























¢ Board section: 16 slots to house HV/LV 
boards
¢ CPU and front panel section
¢ Power supply section
¢ Fan unit














¢ Ethernet Interface (TCP/IP)
l OPC
l Telnet
¢ CAEN OPC server provided
¢ With or without front panel control:
l 7”7 TFT screen
l Keyboard


















¢ One channel per column
Rich Electronic project panel














¢ Bruno Belbute’s lbLVTool
¢ fwCaenDefaultChannel:














Panel for the FSM visualization














¢ Rich ConfDB panel:













¢ Conclusion Wiener Maraton crate















¢ 12 independent channels
¢ Water Cooling
¢ USB Connection
¢ Ethernet Connection (TCP/IP)
l OPC
¢ WIENER OPC server provided


















¢ Two channels per column: LV and HV
Rich Electronic project panel





























¢ CAEN and Wiener Maraton work 
perfectly.
¢ Easy control thanks to JCOP framework 
and OPC servers.
¢ FSM for both crates ready to be used.
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Column Initialization
B. Un exemple de code SML
Ce code permet de de´finir les actions prises par l’automate SPECS Mezzanine.
HwTypeSPECSSpecsMezzanineL0board #0 _valueChanged( string domain , string →






deviceSettingsArray=strsplit(deviceSettings ,","); // 3 cells in the →
↪→ array [1]PC name [2] MasterID [3] SlaveID
fwDim_getState(FWSPECS_CONFIG_NAME , stateManager);






GetRegFSM(deviceSettingsArray [1], deviceSettingsArray [2], →
↪→ deviceSettingsArray [3], device);
i f (RegSetting1 [1]== FALSE && RegSetting1 [2]== FALSE && →
↪→ RegSetting0 [16]== FALSE && RegSetting1 [3]== FALSE
&& RegSetting1 [4]== FALSE && RegSetting1 [8]== FALSE && →
↪→ RegSetting1 [6]== FALSE)
{









e l se i f (RegSetting1 [1]== TRUE && RegSetting1 [2]== TRUE && →
↪→ RegSetting0 [16]== TRUE && RegSetting1 [3]== TRUE
&& RegSetting1 [4]== TRUE && RegSetting1 [8]== TRUE && →
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C. Le laboratoire SSB
SSB signifie Simple Smal Box et c’est la` que se trouve le prototype des colonnes et que les tests
sur les colonnes de production ont lieu. Le SSB consiste en une boite herme´tique qui peut servir aux
testbeams et dans laquelle ont peut faire rentrer trois colonnes. C’est un environnement de test parfait
pour les colonnes et la bonne marche de l’e´lectronique y est teste´e tout au long de l’anne´e.
Fig. A.1 – Photo de la Simple Small Box.
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