Consider independent and identically distributed random variables {X n,k , 1 ≤ k ≤ mn, n ≥ 1}. We order this data set, X n(1) < X n(2) < X n(3) < · · · < X n(mn −1) < X n(mn ) . Then we find the ratio of these adjacent order statistics. Our random variable of interest is the largest of these adjacent ratios, max 2≤k≤mn X n(k) /X n(k−1) . We obtain various limit theorems for this random variable.
Introduction
In this paper we establish limit theorems for the largest ratio of adjacent order statistics from a sample of size m n , where the only restriction on m n is that we prevent it from going to infinity. We examine the uniform and the Pareto distributions. But in the last section we show how this can be extended to the exponential and many other distributions. In order to do this we first take the joint density of the random sample and then transform that to the order statistics. Then we obtain the joint distribution of the smallest order statistic with the m n − 1 adjacent ratios. Then by integrating out the smallest order statistic we have the joint density of all the adjacent ratios. From that joint density we obtain the distribution of the largest one. This is similar to what was done in various papers. Initially in [1] , sums of order statistics from Pareto random variables were observed. Then in [2] , ratios of order statistics from Paretos were examined. Likewise the ratios
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[December of these order statistics from the uniform distribution was explored in [3] , then later in [7] . The exponential distribution was first covered in [4] , then in [6] and also in [8] . What is truly fascinating about these theorems is that the ratio of any of the order statistics to the minimal order statistic was almost the same, which defies logic. And these statistics, especially in the exponential setting is quite important. The exponential distribution measure lifetimes of equipment, so these ratios are informing us as to the stability of these systems.
In these previous cases we only looked at the marginal distributions of these ratios. To obtain the distribution of the largest of these ratios we must examine their joint density. What is remarkable is how we can obtain unusual strong laws for the largest of these ratios, which are known as Exact Strong Laws and also some classic strong laws. In all of our cases the size of our samples plays a minor role in the final result and in the uniform case the value of our parameter, θ n , is completely unimportant.
As usual, we define lg x = log (max{e, x}) and lg 2 x = lg(lg x). We use throughout the paper the constant C as a generic real number that is not necessarily the same in each appearance, it is just an upper bound in our calculations. And I(·) is our indicator function.
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which are
In order to obtain this density we need the Jacobian, which is the determinant of the matrix
. . .
which is the lower triangular matrix
Thus the Jacobian is the product of the diagonal elements, which is · · · r n,mn−1 . Hence the joint density of X n(1) , R n,2 , . . . , R n,mn is f (x n(1) , r n,2 , . . . , r n,mn ) = m n ! θ · · · r n,mn−1 ·I(r n,2 > 1)I(r n,3 > 1)I(r n,4 > 1) · · · I(r n,mn > 1)
).
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Integrating out the unnecessary random variable, X n(1) , we finally have the joint density of our ratios of adjacent order statistics 
This shows that the random variables R n,2 , . . . , R n,mn are independent, but not identically distributed. Let M n = max 2≤k≤mn R n,k . We can now obtain our desired distribution 
Notice that the parameter, θ n , does not appear in this distribution. Likewise we need not take the same size sample each time. As long as the sample size does not go to infinity we have f Mn (a) = a −2 + O(a −3 ) and from that we can obtain an Exact Strong Law. Theorem 1. If X n,1 , . . . , X n,mn are i.i.d. U (0, θ n ) random variables with sup n≥1 m n < ∞, then for all α > 0 we have
Proof. Let a n = (lg n) α−2 /n, b n = (lg n) α and c n = b n /a n = n(lg n) 2 . We use the usual partition
THE LARGEST RATIO OF ADJACENT ORDER STATISTICS 319
The first term vanishes almost surely by the Khintchine-Kolmogorov Convergence Theorem, see page 113 of [5] , and Kronecker's lemma since
The second term vanishes, with probability one, by the Borel-Cantelli lemma since
As for the third term in our partition, we have
which completes the proof.
Pareto Distribution
In our next case we observe m n i.i.d. random variables where the underlying density is f (x) = px −p−1 I(x ≥ 1), with p > 0. The joint density of the original data is
The joint density of the corresponding order statistics, X n(1) , . . . , X n(mn) , is
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The Jacobian is the same as in the previous section, hence the joint density of X n(1) , R n,2 , . . . , R n,mn is f (x n(1) , r n,2 , . . . , r n,mn )
· · · r n,mn−1 ·I(1 < x n(1) < r n,2 x n(1) < r n,3 r n,2 x n(1) < · · · < r n,mn . . . r n,3 r n,2 x n(1) ). This is equivalent to Integrating out the unnecessary random variable, X n(1) , we have the joint density of our ratios of adjacent order statistics
·I(r n,2 > 1)I(r n,3 > 1) · · · I(r n,mn > 1).
Once again the random variables R n,2 , . . . , R n,mn are independent, but not identically distributed. If M n = max 2≤k≤mn R n,k , then 
By selecting different values for p we can obtain various limit theorems. The next proof is the same as the last and will be omitted. Proof. This follows from the fact that
af Mn (a)da.
Other Distributions
Note that if the random variable X has the density f X (x) = px −p−1 I (x ≥ 1) and if Y = 1/X, then Y has the density f Y (y) = py p−1 I(0 < y < 1). That allows these results to hold for a sample from this particular Beta distribution. The reason is that the order statistics from these two
