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Abstract
We investigate the characteristic polynomials ϕN of the Gaussian β-ensemble for general β > 0
through its transfer matrix recurrence. We show that the rescaled characteristic polynomial ϕN con-
verges to a random entire function in a neighborhood of the edge of the limiting spectrum. This
random entire function, called the stochastic Airy function, is the unique (up to scaling) L2 solution
to the stochastic Airy equation, a family of second order stochastic differential equations. Moreover,
we obtain a coupling between ϕN and a solution of the stochastic Airy equation which allows us to
show that for any ǫ> 0, these two function are uniformly close by N−1/6+ǫ with overwhelming prob-
ability. These results build on the results of [LP20] in which the hyperbolic portion of the transfer
matrix recurrence for ϕN is analyzed.
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1 Introduction
Main result. In this article, we develop newproperties ofN–dimensionalGaussianβ-ensemble, or GβE,
and introduce a new random entire function which describes the large N scaling-limit of its characteris-
tic polynomial at the spectral edge. For β > 0, the GβE is the N–point process on R with a joint density
function
(λ1,λ2, . . . ,λN ) 7→
1
ZN ,β
e−
∑N
i=1βNλ
2
i
∏
i> j
∣∣λi −λ j ∣∣β (1.1)
where ZN ,β > 0 is a normalizing constant. When β = 1,2,4, this is the law of the eigenvalues of the
classical Gaussian invariant ensembles. In this scaling, the limiting spectral distribution is a semicircle
on [−1,1]. In terms of these points, we define the characteristic polynomial
ϕN (z)=
∏N
i=1(z−λi ), z ∈C.
We let {πn}n∈N be the monic Hermite polynomials orthogonal with respect to the measure e−2Nx
2
dx
on R. In this normalization πN (z)= EϕN (z). In a neighborhood of z = 1, the classical Plancherel–Rotach
asymptotics [PR29] for these Hermite polynomials give a scaling limit of πN to the Airy function. Specif-
ically, if we set
wn(z) :=
(
(2π)1/4eNz
2
2−n(Nz2)−1/12
√
n!
Nn
)−1
, (1.2)
2
then the polynomials πn obey the limit
πN−tN1/3 (1+ λ2N2/3 )wN−tN1/3 (1+
λ
2N2/3
) →
N→∞
Ai(λ+ t ) (1.3)
uniformly on compact sets of λ ∈ C and t ∈ R. Ai denotes the Airy function which is the unique solution
of the second order ODE: Ai′′(t )= t Ai(t ) with the following asymptotics as t→∞,
Ai(t )≃ t−1/4exp
(
− 23 t3/2
)
/
p
4π.
The goal of this paper is to obtain a probabilistic analogue of these asymptotics; that is we show that
ϕN under a suitable (and similar) normalization converges to a random analytic function of λ. No such
scaling limit of the characteristic polynomial has been performed before, even for the cases of classical
β.
This new limiting object is a solution of the stochastic Airy equation, which we now define. Let B be
a two-sided Brownian motion such that B (0) = 0 and normalized such that E[B2(t )] = 4β |t | for all t ∈ R.
Formally, the stochastic Airy equation is a system of stochastic differential equation
dφ′λ(t )= (t +λ)φλ(t )dt +φλdB (t ), (1.4)
indexed by a parameter λ ∈C. Given deterministic initial data
(
φλ(s),φ
′
λ
(s)
)
∈C2 for s ∈ R, this equation
can be posed as an Itô differential equation for φ′
λ
both for {t > s} and for {t < s}, in which case solutions
are suitably adapted to the canonical filtration of B pinned at s.
However by making an integration by parts, it is possible to make sense of (1.4) for almost all real-
izations of B and for random initial data. This is the approach considered in [Min15] and that we take
below. Let us define the kernel
Uλ(t , s)=
t2− s2
2
+B (t )−B (s)+λ(t − s), λ∈C, s, t ∈R. (1.5)
The equation (1.4) can be written in terms of this kernel as dφ′ =φdUλ and if Φλ =φ′λ solves (1.4), then
it also satisfies the integral equation:{
Φλ(t )= c2+
∫t
s Uλ(t ,u)Φλ(u)du+c1Uλ(t , s),
φλ(t )= c1+
∫t
s Φλ(u)du,
λ ∈C, t , s ∈R. (1.6)
We use this equation as the precise meaning of the stochastic Airy equation. In contrast to (1.4), it does
not require Itô’s calculus and is defined as a deterministic functional of the continuous Brownian path
for all s, t ∈ R. In particular, one can take c1,c2 ∈ C to be random variables in (1.6). Conversely, we show
in Section 3 that any solution to (1.6) for deterministic c1 and c2 solves (1.4) in the Itô sense with initial
data
{
φλ(s)= c1,φ′λ(s)= c2
}
.
The equation (1.4) canbe viewed as theusual Airy equationperturbedby amultiplicativewhite noise.
In particular, P-almost surely for Lebesgue-a.e. choice of initial data, (1.4) produces a solution which
diverges like e
2
3
t 3/2 as t→∞. However, there is a unique (up to a multiplicative constant) random choice
of initial data that produces a solution SAiλ(t ) which remains bounded as t →∞ and that we call the
stochastic Airy function. This special solution is constructed in Section 5 and we show that it is an entire
function of λ ∈Cwhich has the following almost sure asymptotics as t→∞,
SAiλ(t )≃ t
− 14
(
1+ 2β
)
exp
(
−23 (t +λ)3/2−
∫t
0
X(u)du+ 2c∗β
)
/
p
4π, (1.7)
where c∗ ∈R is a (deterministic) constant andX is the continuous Gaussian process
X(u) :=
∫u
0
e
4
3
(t 3/2−u3/2)dB (t ). (1.8)
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We fix c∗ so that (formally) limβ→∞SAiλ(t ) = Ai(t +λ) – see Remark 5.4 and formula (5.7) below. We
expect that SAiλ is also an analytic function of the parameter γ=
√
2/β; see Question 1.20.
Our main result shows that this function λ 7→ SAiλ(0) appears naturally as the scaling limit of the
characteristic polynomial ϕN near the spectral edge.
Theorem 1.1. SetΨN (λ) :=wNϕN (1+ λ2N2/3 ). There is a centered Gaussian variableGN with
EG2N =
2
3β
logN +Oβ(1)
as N →∞ such that as a random real-analytic function under the topology of locally uniform convergence
of the function and all its derivatives,(
ΨN (λ)
Eexp(GN )
exp(GN )
: λ ∈R
)
law−−−−→
N→∞
(
SAiλ(0) :λ∈R
)
.
The proof of Theorem 1.1 proceeds by showing that the function ΨN is an approximate solution of the
stochastic Airy equation where the driving Brownian motion is explicitly coupled to ϕN . We refer to
Section 1.3 for an almost sure convergence result based on this coupling.
We note that as a corollary of this convergence, we can derive a central limit theorem for the loga-
rithm of the characteristic polynomial at the edge:
Corollary 1.2. For any λ∈R,
log |ΨN (λ)|+ 13β logN√
2
3β
logN
law−−−−→
N→∞
N (0,1).
The convergence holds as a process and the limit is the same for all λ ∈R.
Similar central theorem limit theorems for the log-characteristic polynomials of random unitary ma-
trices [KS00; Bou+08], for the determinant (at 0) of the Gaussian β–ensembles [Duy17] and for general
Wigner matrices (β= 1,2) in [BM19].1
Properties of the stochastic Airy function. First as λ 7→ SAiλ(0) is an entire function with isolated
zeros, it follows from the strong mode of convergence in Theorem 1.1 that the zero sets converge in
distribution as well. This yields an alternative description of the celebrated Airyβ point process.
The stochastic Airy equation and the Airyβ point process first appear in thework of [ES07] as a heuris-
tic device to describe the scaling limit of the edge eigenvalues of the GβE. These are formalized in the
celebrated work of [RRV11], in which the limiting point process on R is defined as the spectrum of the
random Schrödinger operator, the stochastic Airy operator Hβ = ∂2t − t −dB acting on R+ with Dirichlet
boundary condition at 0; we mention this is interpreted in the integration by parts as in (1.6).
Furthermore, [RRV11] show thatHβ is of limit-point type at∞, is well–posed on the domain
H0(R+)=
{
f ∈H1(R+) : f (0)= 0,
∫∞
0
(| f ′(t )|2+ (1+ t )| f (t )|2)dt <∞}, (1.9)
and that its spectrum consists of simple eigenvalues
{
z1 > z2 > ·· ·
}
. They also provide a Sturm–Liouville
description of the counting function of the Airyβ point process in terms of a Riccati diffusion and es-
tablish that this process is indeed the large-N distributional limit of the edge eigenvalues of the GβE.
1Existing central theorems tend to focus on the behavior in the bulk. We do not know of one which explicitly address the
edge.
4
Universality of the Airyβ point process at the soft-edge has since been established for other β-ensemble
with a regular potential in [BEY14; KRV16], as well as for generalized Wigner matrices when β = 1,2 in
[Bou+16; Bou18]. Let us also point out that it has been shown by [Min15, Theorem 1] that Hβ has a
unique self-adjoint (Friedrichs) extension.
Using the stochastic Airy function, we give an explicit diagonalization of the stochastic Airy operator:
Theorem 1.3. Let A = {λ ∈C : SAiλ(0)= 0} be the zero set of the stochastic Airy function. The eigenbasis
of the stochastic operator Hβ is given by {λ,SAiλ}λ∈A . In particular, A ⊂ R has the law of the Airyβ point
process.
This spectral theorem for the stochastic Airy operator is proved in Section 5 (see Proposition 5.7). We also
provide several equivalent descriptions of the counting function for the randomsetA in Proposition 5.8.
As the underlying white noise t 7→ dB (t ) enjoys a shift-invariance in law, it follows that the equation
(1.4) has a type of distributional shift-invariance. In this paper, we let
law= denote equality in law, then:
Proposition 1.4. For any ς ∈R,
(SAiλ(t ) :λ∈C, t ∈R) law= (SAiλ−ς(t +ς) :λ ∈C, t ∈R).
From this point, we can conclude from (1.7) that
SAiλ(t )
law= (λ+ t )−
1
4
(
1+ 2β
)
exp
(
−2
3
(t +λ)3/2−
∫t+λ
0
X(u)du+ 2c∗
β
)( 1p
4π
+oλ,t ,β(1)
)
, (1.10)
where oλ,t ,β(1) is a random variable that converges weakly to 0 as R ∋λ→∞, uniformly on compact sets
of t ∈R.
We provide a more extensive discussion of SAi and possible characterizations in Section 1.5. We will
presently elaborate more on the results we prove and how the SAi function arises from the Gaussian
β–ensemble.
1.1 Transfer-matrix recurrence
In this section, we explain how the distributional limit from Theorem 1.1 arises as an almost sure limit in
a natural way. Our starting point is the Dumitriu–Edelman matrix model for the Gaussian β–ensemble.
Recall that for any α > 0, a χα random variable has density proportional to xα−1e−x
2/21x>0 and χ2α ∼
Γ(α
2
,2) where Γ(α
2
,2) denotes a Gamma distribution with shape α
2
and rate 1
2
. In terms of these variables,
we define the semi-infinite tridiagonal matrix
A=

b1 a1
a1 b2 a2
a2 b3
. . .
. . .
. . .
 , (1.11)
where bi ∼N (0,2) and ai ∼ χβi are independent random variables. By [DE02], the eigenvalues of the
principal N ×N minor of the random matrix A/
√
4Nβ have the same law as the Gaussian β-ensemble,
(1.1), and so in particular ϕN (z)= det([z− (4Nβ)−1/2A]N ,N ).
We letΦn(z)= det([z− (4Nβ)−1/2A]n,n) for any n ∈N. By cofactor expanding the n–th column of this
determinant, we are led to the following recurrence for any integer n ≥ 2,[
Φn(z)
Φn−1(z)
]
=
 z− bn2pNβ − a2n−14Nβ
1 0
[ Φn−1(z)
Φn−2(z)
]
=: Tn(z)
[
Φn−1(z)
Φn−2(z)
]
,
5
where by conventionΦ0 = 1 andΦ1(z)= z− b1
2
p
Nβ
. This shows that for any n ≥ 1,
(
Φn(z)
Φn−1(z)
)
= Tn(z) · · ·T2(z)
(
z− b1
2
p
Nβ
1
)
. (1.12)
Thematrices {Tn} can be treated as randomperturbations of their expectations T˜n = ETn . Let {πn} be
themonic Hermite polynomials scaled to be orthogonal with respect to the weight e−2Nx
2
on R. Then, it
is well-known that for n ≥ 2,(
πn(z)
πn−1(z)
)
= T˜nT˜n−1 · · · T˜2
(
z
1
)
, T˜n =
[
z −n−14N
1 0
]
, (1.13)
which is the deterministic counterpart of the recurrence (1.12). In particular, it follows from the inde-
pendence of the transfer matrices {Tn} that EΦn =πn for any n ∈N.
For z ∈ [−1,1], this Hermite recurrence undergoes a transition in behavior when z ≈ ±
p
n/N , and
this leads to three distinct regimes (the hyperbolic, parabolic and elliptic) of behavior with different sen-
sitivities to perturbation by random noise. We describe this phenomena in further details in [LP20,
Section 1.2–1.3], and refer the interested readers to the discussion there. For our purposes here, it is
enough to know that for n≪Np(z) (the hyperbolic region), the results of [LP20] show that (1.12) is well-
approximated by (effectively) a scalar recurrence, and we will use those results as a black box to estimate
the behavior for n≪Np(z).
The stochastic Airy equation arises naturally from the parabolic region, when z ≈ ±
p
n/N , and we
will sketch how when z ≈ 1. Define for all k ≥ 1,
Xk =
bkp
2
and Yk =
a2
k−1−β(k −1)√
2β(k −1)
, (1.14)
where we take by convention Y1 = 0. These are independent, mean 0 and variance 1 random variables. If
we let Ψ̂n(λ) := (wnΦn)(1+ λ2N2/3 ) it is possible to represent the transfer matrix recurrence as
Ψ̂n−2Ψ̂n−1+Ψ̂n−2 ≈
(N −n
N
+ λ
N
− Xn
p
2√
βN
)
Ψ̂n−1−
(Ynp2√
βN
)
Ψ̂n−2. (1.15)
(See (8.1) for the precise statement).
The recurrence (1.15) is a natural a discretization of (1.4). So besides constructing the stochastic Airy
function SAi, our other main task is to show the stability of solutions to (1.4). Having done so, we will not
need to do an extensive analysis of the actual transfer matrix recurrence. It will simply follow from (1.15)
(with some relatively simple quantification of the error terms) that Ψ̂ is approximated by SAi.
1.2 Gaussian coupling
We will do the analysis in an almost sure sense, by working on a specific coupling of A to two Brownian
motions.2 Recalling (1.14), we assume that our probability space supports two independent standard
Brownian motions (X̂(t ))t≥0 and (Ŷ(t ))t≥0 which are coupled to the sequences {Xk} and {Yk } in such a
way that
n∑
j=1
X j = X̂(n) for all n ≥ 1 and limsup
n→∞
1
logn
∣∣∣ n∑
j=1
Y j − Ŷ(n)
∣∣∣<∞ a.s.
2The same space is used in [LP20].
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Such an embedding is usually referred to as a strong embedding of random walk or KMT embedding.
For a specific discussion of the embedding we use, see [LP20, Appendix C]. In particular, we will use a
version of this embedding that gives some exponential moment control for max1≤ j≤N |
∑n
j=1Y j − Ŷ(n)|.
On this space, we wish to define the stochastic Airy equation. As a technicality, we first extend (X̂t :
t ≥ 0) and (Ŷt : t ≥ 0) to 2-sided Brownian motions. Then with Np(z) = ⌊N (ℜz)2⌋, we define a family of
two-sided Brownian motions indexed by z ∈ [−1,1],
Bz(t ) :=
√
2
β
1
N 1/6p
(
sign(z)
(
X̂Np − X̂Np−tN1/3p
)
+ ŶNp − ŶNp−tN1/3p
)
(1.16)
which are normalized to have EB2z (t )= 4β |t |. Then for any z ∈ [−1,1], we can consider the stochastic Airy
equation (1.6) driven by Bz and define the corresponding stochastic Airy function (λ, t ,z) 7→ SAi(z)(λ, t ).
While in principle we could consider properties of this process (which is constructed on our probabil-
ity space as a single continuous process in all variables), all statements that we make below concern a
fixed z ∈ [−1,1]. In particular, the edge asymptotics of the characteristic polynomial Φn corresponds to
choosing z =±1 and n ∈ [N −CN 1/3,N ] for a constantC > 0.
On the other hand, the characteristic polynomials {Φn} forn≪Np dependson theBrownianmotions
X̂ and Ŷ in a different way. Let (Xt : t ∈ [0,1]) = (N−1/2X̂tN : t ∈ [0,1]) and (Yt : t ∈ [0,1]) = (N−1/2ŶtN : t ∈
[0,1]), which remain standard Brownianmotions byBrownian scaling. Let J :C\[−1,1]→Dbe the inverse
Joukowsky transform,
J(z)= z−
√
z2−1, (1.17)
where
p· is chosen so that J is a conformal map. Let us define the Gaussian process for t ∈ [0,1) and
z ∈C\[−1,1],
Wt (z)=
1
2
∫t
0
dXu + J(z/
p
u)dYup
z2−u
. (1.18)
This is a harmonic extension of a log-correlated field on [−1,1] (see [LP20, Section 1.4] for details) which
appears in the asymptotics of the characteristic polynomial ϕN away from the support of the semicircle
law in the following way:
Theorem1.5 (Theorem1.4 in [LP20] ). For any compact set K ⊂C\[−1,1], there exist constantsCβ,K ,cβ > 0
so that for all N ∈N,
P
sup
z∈K
∣∣∣∣ϕN (z)E
[
exp
(√
2
βW1(z)
)]
πN (z)exp
(√
2
βW1(z)
) −1∣∣∣∣≥Cβ,KN− 110
≤ e−cβNδ .
1.3 Multiparameter almost sure asymptotic
We can now provide an expression for the Gaussian correction needed to derive the stochastic Airy func-
tion asymptotics from Theorem 1.1 and formulate an almost sure convergence result for the character-
istic polynomial. Let
G(±1)
N
:= 1√
2β
∫1
0
(
1− J(1/
p
u)p
1−u
dY(u)
)
+
∫N2/3
0
∫u
0
e
4
3
t 3/2−u3/2dB±1(t )du. (1.19)
In terms of the probability space we have constructed, it is a natural consequence of our approach
that the two-parameter process {Φn(z) : n ∈N,z ∈C} admits an almost sure limit to (λ, t ) 7→ SAi(±1)λ (t ) for
z in a neighborhood of the edges.
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Theorem 1.6. Let Ψ(±1)
N ,k
(λ) := wN−kΦN−k (±1+ λ2N2/3 )exp(−G
(±1)
N
)Eexp(G(±1)
N
). For any compact set K ⊂
R×R and any ℓ ∈N0,
max
(t ,λ)∈K
∣∣∣∂ℓλ(Ψ(±1)N ,⌊tN1/3⌋(λ)−SAi(±1)±λ (t ))∣∣∣ a.s.−−−−→N→∞ 0.
The proof of Theorem 1.6 is given in Section 8.4, it relies on certain overwhelming probability esti-
mates that we explain in the next section. By formula (8.29), it holds almost surely
G(±1)N =
∫N2/3
1
dB±1(u)
2
p
u
+W(±1)∗ + o(1)
N→∞
. (1.20)
whereW∗ and the error areGaussian random variables. This shows that E
(
G(±1)
N
)2 =β−1 log(N 2/3)+Oβ(1)
as N →∞ and this implies Theorem 1.1 as an immediate corollary.
Remark 1.7. Note that according to (1.16), since they are driven by two independent Brownian motions
B±1, the two stochastic Airy functions SAi
(±1)
±λ which describe the almost sure edge scaling limits of the
GβE characteristic polynomial are independent. Hence, we recover the somewhat surprising fact that
one observes two independent Airyβ point processes around±1.
1.4 Quantitative asymptotics
Underlying this almost sure convergence to the stochastic Airy function, wemake quantitative estimates
comparing the sequence of characteristic polynomials {Φn} to a solution of the stochastic Airy equation
(1.4) with initial data given by the output of the hyperbolic portion of the recurrence. Hence, we need to
review our previous results on the hyperbolic part of the recurrence. Let us recall the following notation
and results from [LP20].
Definition 1.8. Let Np(z)= ⌊N (ℜz)2⌋∧N and ωN (z)=ΩN (z)N 1/3p (logNp)2/3 withΩN > 0 for z ∈C. Fix a
small δ> 0, define
DH =
{
z ∈C : 0≤ℑz ≤ 2ℜz,ℜz ≥Nδ− 12
}
and for any z ∈DH ,
NH (z)= (Np −ωN )∧N .
Note thatwe excluded z ≈ 0 fromDH because the transfermatrix recurrence has an exceptional behavior
in this case.
For any sufficiently small ̹> 0 with ̹> ǫ, define
S̹(N ) :=
{
λ ∈C : |ℜλ| ≤ (logN )1−̹, |ℑλ| ≤N−̹}. (1.21)
The main result from [LP20] that we need gives a uniform approximation for the characteristic polyno-
mials just up to the transition point to parabolic behavior:
Theorem 1.9 ([LP20]). Let
(
Wt (z) : t ∈ [0,1],z ∈ C \ [−1,1]
)
be the Gaussian process defined in (1.18). Let
πn be the monic Hermite polynomial of degree n ∈ N normalized as in (1.13). Fix any z0 ∈ [−1,1]∩DH ,
and let Np , ωN and NH be defined as in Definition 1.8 with z = z0. For any z = z0+ λz02N2/3p with λ ∈ S̹(N ),
defineΥN (z) implicitly by(
ΦNH (z)
ΦNH−1(z)
)
=
exp
(
−
√
2
βWtH (z)
)
E
[
exp
(−√ 2
β
WtH (z)
)] ( πNH (z)πNH−1(z)
)
(1+ΥN (z)) ,
where tH =NH (z0)/N. Then, there exist constants C =C (β,δ,̹,ǫ)> 0 and c = c(β,δ,̹,ǫ)> 0 so that
max
z0∈DH
P
[
sup
λ∈Sκ(N)
‖ΥN (z0+ λz02N2/3p )‖ ≥C (logN )
−1/4+ǫ
]
≤ e−c(logN)1+ǫ/2 .
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This is a corollary of [LP20, Theorem 1.6], after a meshing argument (we give a proof in Appendix A).
Let wn(z) be as in (1.2) and define for λ ∈C,
Ψn(λ) :=wnΦn
E
[
exp
(−√ 2
β
WtH
)]
exp
(−√ 2
β
WtH
) (z0+ λz02Np (z0)2/3 ) for n ≥NH −1. (1.22)
We now state our main technical approximation for the GβE characteristic polynomial in the parabolic
regime. For a small ǫ> 0, define
Jǫ(N ) :=
[−e (logN)1−ǫ ,T ], T :=N−1/3p (ωN +1). (1.23)
Theorem 1.10. We work under the assumptions of Theorem 1.9. Let z0 ∈ (0,1]∩DH ,Ψ be as in (1.22) and
χλ be the (unique) solution of the stochastic Airy equation (1.4) driven by the Brownian motion Bz0 as in
(1.16)with initial data: {
χλ(T )=ΨNH−1(λ); χ′λ(T )=N 1/3p
(
ΨNH (λ)−ΨNH−1(λ)
)}
. (1.24)
For any 0 < η < δ/3, there exists a constant C (depending on the parameters δ,ǫ,̹,η and β) such that it
holds with probability at least 1−e−(logN)1+ǫ/C , for all t ∈ Jǫ∩N−1/3p Z and all λ∈ S̹,
max
 |ΨNp−N1/3p t (λ)−χλ(t )|∣∣∣N 1/3p (ΨNp−N1/3p t−1(λ)−ΨNp−N1/3p t (λ))−χ′λ(N−1/3p j )∣∣∣
≤N−ηAi((ℜλ+ t )+). (1.25)
The proof of Theorem 1.10 is given in Section 8. As described in (1.15), its proof consists in viewing the
recurrence (1.12) as a discretization of the stochastic Airy equation (1.4). The majority of the work is to
show stability for solutions of (1.4) under small perturbations. We achieve this by representing solutions
in terms of a stochastic Airy kernel3; see Section 4. The main technical part of the proof consists in
obtaining (sharp) bounds for the stochastic Airy kernel which hold with overwhelming probability, see
Theorem 4.5.
To go from Theorem 1.10 to the almost sure asymptotics of Theorem 1.6, the main step consists
in replacing the solution χλ arising from the hyperbolic part of the recurrence by the stochastic Airy
function SAiλ. This comparison is possible since χλ(T ) and SAiλ(T ) have similar asymptotics as T →∞
as explained by the following remark.
Remark 1.11. Let us comment about the normalization in Theorem 1.10. In (1.22), the factorwn(z) cor-
responds to the (deterministic) normalization as for the Hermite polynomials in a neighborhood of the
turning point (see (1.3)) and the log-correlated fieldWtH (z) accounts for the random contribution com-
ing from the hyperbolic part of the recurrence. Then, we compare ΨNp (z0)−k and its discrete derivative,
locally uniformly in λ ∈ C and k ∈ Z to a solution χλ of the stochastic Airy equation which matches ex-
actly withΨNH as initial data (1.24). From the asymptotics of Theorem 1.9, we deduce that for λ ∈C and
T as in (1.23): (
χλ(T )
χ′
λ
(T )
)
=
(
Ai(λ+T )
Ai′(λ+T )
)(
1+O(N−δ/2)
)
. (1.26)
In fact, the solution χλ matches with the Airy function in the sense that Eχ
′
λ
(t )≃ Ai′(λ+ t ) and by Corol-
lary 4.8, |χ′
λ
(t )| ≤ N−η/2Ai
(
(λ+ t )+
)
with overwhelming probability. This explains the magnitude of the
error in (1.25). Moreover, instead of χλ, we could also compareΨNp (z0)−k to a solution with (determinis-
tic) initial data given by the RHS of (1.26) and obtain a similar result.
3This kernel can also be used to express the solution map for the stochastic Airy equation (1.6) which is constructed in
Section 3.
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1.5 Discussion and open questions
Related theory around the Airyβ point process. We have constructed the stochastic Airy function and
shown that it describes the edge scaling limit of the characteristic polynomial of GβE. This gives a new
characterization of the Airyβ point process as the zero set ofλ 7→ SAiλ(0), and a newproof that it describes
the edge fluctuations of the GβE eigenvalues. We also obtain several equivalent descriptions for the
counting function of the Airyβ point process – see Proposition 5.8 below.
The stochastic Airy function SAiλ(t ) has a shift invariance in law (Proposition 1.4). This shift invari-
ance implies that its λ–zero set is such that
{
zn(t )+ t
}
have the distribution of Airyβ for any t ∈R. In light
of Theorems 1.3 and 1.6, this could be viewed as a consequence of the spectral properties of the stochas-
tic Airy operator L = d2
dt 2
− t −dB restricted to an interval [t ,∞]. Indeed it is shown in [GH20] that these
eigenvalues evolve differentiably in t and after shifting, form a stationary process. The invariance in law
of the stochastic Airy function SAiλ(t ) gives a new proof of this stationarity.
Another point of viewon the stochastic Airy operator comes from [GS18]; see also [Gau19] and [LS19].
Therein, a characterization of the Airyβ point process is given in terms of stochastic Airy semigroup. In
[Gau19] and [LS19], there is a related representation given for the limiting point processes arising from
spiked models, which for the rank-1 case, can be formulated as the eigenvalues of the stochastic Airy
operator with differing boundary conditions. Such point processes were first formulated in a general-β
context in [BV13; BV16]. In Section 5 we make a connection between the stochastic Airy function and
the eigenvalues of the stochastic Airy operator with general Robin type boundary conditions. We do not
knowamore explicit connection between the stochastic Airy semigroup and the stochastic Airy function,
but believe it is an interesting direction of inquiry.
The recent work of [DLV20] shows convergence of the hard–edge operators (see therein for details) to
the stochastic Airy operator. In so doing, they develop some theory related to the inverse operator of the
stochastic Airy operator. This has some passing similarity to the stochastic Airy kernel developed here
and could in principle give another characterization of the stochastic Airy function.
Finally we mention that there is some recent work motivated by the connection between the Cole–
Hopf solution of the KPZ equation (with special boundary conditions) and to the Airyβ point process (for
β = 1,2). These works require quantitative analysis of the Riccati diffusion associated to the stochastic
Airy equation andwhich bears resemblance on a technical level to thework here. This beginswith [CG20]
on the left tail of KPZ and continues in [Tsa18] in which the exact lower tail is found. This is recently
extended in [Zho19] in which part of a large deviation principle for the Airyβ point process is given.
We also mention that in [Zho19], an estimate for the distance between the extremal eigenvalues of GβE
and Airyβ point process
{
zn
}
is given. We also mention in passing that underlying all of these works
is a fundamental connection between the Laplace functionals of the stochastic heat equation and the
Airyβ point processes for β= 1,2 (see [BG16, Theorem 2.2]). These Laplace functionals potentially admit
another representation in terms of the stochastic Airy function.
Universality of SAi. Our analysis is principally focused on developing the stability properties of the
stochastic Airy equation under perturbations. Having done so, the convergence of the characteristic
polynomial to SAi is a consequence of having precise control of the initial conditions (coming from the
hyperbolic part of the recurrence, see [LP20]) and that the 3-term recurrence (1.12) near the turning point
can be approximated by the stochastic Airy equation. The latter part is already known to hold for general
β-ensembles (see [For10] for a comprehensive reference on β–ensembles) with a polynomial potential,
and that is the basis for the proof of [KRV16] of the universality of the stochastic Airy operator.
We also note that more explicit probabilistic descriptions exist for the characteristic polynomials of
the β–Laguerre and β–Jacobi ensembles ([DE02], [Lip03], [ES08]), which are structurally very similar to
the Dumitriu–Edelman β–Hermite model. Hence we conjecture that the suitably rescaled characteristic
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polynomial of a β-ensemble with a soft edge converges to SAi in a neighborhood of a spectral edge.
Question 1.12. For a suitable class of potential function V , show that φN (x)e
−NV (x) where φN is the
characteristic polynomial of the β-ensemble with potentialV converges weakly to SAiλ in a scaling limit
around a point of the soft edge.
An interesting research direction is to generalize the dynamical approach (based on the fast relax-
ation of Dyson’s Brownian motion to equilibrium) from [BEY14; Bou18] to establish universality of the
stochastic Airy function as the soft edge scaling limit of the characteristic polynomial of general β–
ensembles and Wigner matrices. Another approach to universality consists of using the transport map
approach from [BFG15; Shc13].
Since it is already known that the Airyβ point process is universal for a large class of matrix models,
onemight hope this could be used to obtain universality of the edge scaling for the characteristic polyno-
mial. This motivates the question whether SAiλ(0) is (up to multiplication by zero-free entire function)
the unique entire functionwith zeros given by the Airyβ point process. Let us recall that the Airy function
is an entire function of order 3/2. We expect the same holds for the stochastic Airy function:
Question 1.13. Show that SAiλ(t ) is an entire function of order 3/2.
Having done so, it would follow fromWeierstrass factorization’s Theorem that
SAiλ(t )= egλ(t )
∞∏
n=1
(
1− λ
zn(t )
)
e
λ
zn (t) ,
where λ 7→ gλ(t ) is a affine (random) function.
Random analytic functions arising in the bulk of the spectrum The analogue of the stochastic Airy
function associated with the Sine process is constructed for β= 2 in [CNN17] by taking the scaling limit
of ratios of the characteristic polynomial ZN of a N ×N CUE matrix. Namely, letting ξN (λ) = ZN (e
2πiλ/N )
ZN (1)
,
then almost surely, ξN converges uniformly on compact subsets of C to an entire function ξ∞(λ) :=
e iπλpv
∏
k∈Z(1−λ/yk ) where (yk )k∈Z is a realization of the Sine2 process; see [CNN17, Theorem 1.5]. This
result is generalized in [Chh+19] to a larger family of β= 2 randommatrices. In particular, they obtain a
similar (weak) convergence statement for ratios of the GUE characteristic polynomial in the bulk of the
spectrum. Let us observe that as a corollary of Theorem 1.6, we obtain the exact edge-counterpart for
this result: almost surely, as a random real-analytic function,
ΦN (1+ λ2N2/3 )
ΦN (1)
e−N
1/3λ→ SAiλ(0)
SAi0(0)
as N→∞.
This raises the following questions:
Question 1.14. (1) For general β > 0, construct an entire function ξ(β)∞ (λ) for λ ∈ C whose zeros are dis-
tributed according to the Sineβ process and show that it describes the scaling limit of ratios of the CβE
and GβE characteristic polynomial in the bulk.
(2) Show that in a suitable scaling limit, SAiλ(t ) converges locally uniformly forλ ∈C to ξ(β)∞ (λ) as t→−∞.
Regarding the GβE characteristic polynomial, from the nature of the Dumitriu–Edelman recurrence
(see Section 1.1 or [LP20] for a fuller discussion), its scaling limit in the bulk of the spectrum depends on
all three portions of the transfer matrix recurrence: the hyperbolic, the parabolic and the elliptic parts.
The elliptic part has different noise sensitivity than the hyperbolic or the parabolic portions. We have left
for future work to study this elliptic part of the recurrence, which would require as input Theorem 1.10.
This is all to say: the bulk scaling limit requires a different analysis of a different problem which builds
on the one considered here.
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Moments. There is an extensive body of work on the computation of expectations of products and ra-
tios of characteristic polynomials of randommatrices. We mention in particular [BS06] in which the ex-
pectation of ratios of characteristic polynomials of the GOE/GUE/GSE are computed in the scaling limit
to reflect bulk behavior. We also mention [SF03] in which the expectations of ratios of the characteristic
polynomial of orthogonal polynomial ensembles (β= 2) are considered in more detail. Related ratio re-
sults for the characteristic polynomial of the classical compact groups have also been given [Con+03]. To
our knowledge, ratio asymptotics for expectations of the characteristic polynomials of GOE/GUE/GSE
have not been performed near the edge. However, at an algebraic level, [BS06] and [SF03] have reduced
that problem classical asymptotics of Hermite polynomials. More to the point, we ask the analogous
question for SAi :
Question 1.15. What are the expectations of the following ratios
E
( SAiλ1(t1)SAiλ2(t2) . . .SAiλn (tn)
SAiµ1(s1)SAiµ2(s2) . . .SAiµm (sm)
)
?
Here
{
λi ,µ j
}
i=1,...,n, j=1,...,m for n,m ∈N0 should be taken in C\R.
The case of ti = si = 0 already contains much of the interesting information. Indeed, for this case, we
should be able to recover the limiting behavior of expectations of ratios of the characteristic polynomial:
Question 1.16. LetΨN =Ψ(1)N ,0 be as in Theorem 1.6, do we have convergence
E
(
ΨN (λ1)ΨN (λ2) . . .ΨN (λn)
ΨN (µ1)ΨN (µ2) . . .ΨN (µn)
)
→N→∞ E
(SAiλ1(0)SAiλ2(0) . . .SAiλn (0)
SAiµ1(0)SAiµ2(0) . . .SAiµn (0)
)
?
Here
{
λi ,µi
}
i=1,...,n should be taken in C\R.
We note that the terms involving the Gaussian random variable G(1)
N
exactly cancel since we consider
balanced ratios of the characteristic polynomial.
If we instead considered the expectation of EϕN (z), then it is in fact an identity that this is given by
the monic Hermite polynomial. If however we considered E|ΨN (λ)|2, the Gaussian process G(1)N can not
be ignored.
Question 1.17. What is the limit of E|ΨN (λ)|2? What of other moments?
Asymptotic properties of SAi. There is considerable room to develop the almost sure properties of the
stochastic Airy function as a process inλ.Whilewehave given a type of distributional asymptotic approx-
imation for SAiλ(0) as λ∈R→∞, these asymptotics do not reveal the almost sure behavior of SAiλ(0) for
large λ ∈R.
Question 1.18. What are the almost sure asymptotics of SAiλ as λ→∞?
On the other hand, in the oscillatory direction, Lemma 6.5 implies that SAiλ(t ) has no more than
poly–logarithmic growth (in law) as t→−∞ for fixed λ. Then, it is natural to ask whether SAi decays like
the Airy functions or if its behavior depends in a non-trivial way on β.
Question 1.19. What is the almost sure behavior of SAiλ(t ) as λ→−∞ or as t→−∞?
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Properties depending on β. We have not investigated the dependence in β > 0 for the stochastic Airy
function, but there are interesting potential questions. If we extract a factor of
√
2
β
from the Brownian
motion B in (1.4), then the kernelUλ has analytic dependence on this parameter.
Question 1.20. Is SAiλ(t ) an analytic function of
√
2
β?
Note that we expect that the asymptotics in Section 5 for the Riccati diffusion can be made locally uni-
form for β ∈R. If this could be extended to a neighborhood of β ∈ (0,∞) in the complex plane, this would
follow.
For large β > 0, with our normalization, we expect that that (SAiλ(t ) : λ ∈ C, t ∈ R) law−−−−→
β→∞
(Ai(λ+ t ) :
λ ∈ C, t ∈ R). Recently in [DL19] it is shown that Airyβ point process appropriately rescaled converges as
β→∞ to a Poisson point process of exponentially decaying intensity. So we ask:
Question 1.21. What are the scaling limits as β→∞ and as β→ 0 of SAi?
We have not observed any phase transition of SAiλ at β= 2, or for that matter at any other β. For the
Sineβ and its related stochastic sine-equation, some such properties are known (see [VV09]).
Question 1.22. Does the process SAiλ exhibit any transitions in behavior β= 2?
Finally, we dare to ask if any of the classical, algebraic descriptions of the Airy-β processes can be derived
using the stochastic Airy function (c.f. Question 1.15).
1.6 Organization
Let us draw a roadmap for the proofs of the results presented above. In Section 2, we introduce the
notation aswell as the formalism for concentration of randomvariables that wewill use in the remainder
of this paper. We also introduce the Riccati diffusion which is an invaluable tool for describing solutions
of the stochastic Airy equation (1.4).
In Section 3, we show (global) existence anduniqueness of the solutions (1.4), interpreted as a Volterra-
type equation in the form (1.6), and develop the basic properties of the solutionmap. Section 4 addresses
the stability of solutions of (1.6). Specifically, solutions can be represented in terms of an object that
we call the stochastic Airy kernel. Our main result is an overwhelming probability estimate (see The-
orem 4.5) for this kernel which is instrumental in showing that the characteristic polynomial (1.12), if
suitably rescaled, approximately solves the stochastic Airy equation.
In Section 5, we properly define the stochastic Airy function SAi. This definition arises from the al-
most sure asymptotics of the Dirichlet and Neumann solutions of (1.6). We also show that SAiλ are the
only solutions of (1.6) lying in the Sobolev space H1(R+) and give its full asymptotics. This makes a con-
nection with the spectral theory of the stochastic Airy operator. Amidst, we show that for any Robin-type
boundary condition, this operator is diagonalized by the stochastic Airy function, see Theorem 5.7. In
conjunction, we prove that the zero set of λ 7→ SAiλ(0) is a realization of the Airyβ point process and pro-
vide a description of its counting function in terms of the Riccati diffusion, see Proposition 5.8. Hence,
this provides an alternative approach to the results of [RRV11] on the spectrum of the stochastic Airy
operator. Our construction of the stochastic Airy function is based on the fine asymptotics of the Ric-
cati diffusion and the main steps are explained in Section 5.1. Sections 5.2–5.4 present the (involved)
technical details of our proof.
In Sections 6 and 7, we give the proof of the kernel estimate Theorem 4.5. Section 6 provides a simple
series of reductions after which it suffices to estimate the growth of an arbitrary solution φλ(t ) of (1.4)
with λ = 0. In the oscillatory direction {t ≤ 1}, we obtain such bounds by a basic energy method in Sec-
tion 6.3 Our bounds in the expanding direction {t ≥ 1} are presented in Section 7, see Proposition 7.1.
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Our approach relies again on the Riccati diffusion: in Sections 7.2–7.4, we give some technical moderate
deviations estimates for the stability and the number of blow-downs of the Riccati diffusion.
Finally, in Section 8, we approximate the GβE characteristic polynomial in the parabolic regime by
solutions of the stochastic Airy equation (1.4). The first step (Section 8.1) consists in viewing the re-
currence (1.12) as a finite difference equation which can be well approximated by (1.4). This is based
on the coupling introduced in Section 1.2. Then in Section 8.3, we prove Theorem 1.10 by using the
stability property of the stochastic Airy equation developed in Section 4 (especially the bounds from
Theorem 4.5). In Section 8.4, we specialize Theorem 1.10 to the edge regime and we prove our main
result: Theorem 1.6. Themain step is to show that the special solution χλ converges almost surely to the
stochastic Airy function SAiλ as N →∞. This proofs relies crucially on our previous asymptotics in the
hyperbolic regime, see Theorem 1.9 from [LP20] and the almost sure asymptotics for SAiλ from Section 5.
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2 Preliminaries
2.1 Notation
Throughout this article, the parameter β > 0 is fixed and we do not keep track of the β-dependency of
various constants. We make use of the symbols . and& in the following form. We write f (x).α g (x) if
there is a finite functionC =C (β,α)> 0 so that for all x for which f is being compared to g , | f (x)| ≤Cg (x).
We alternatively use f (x) = Oα
(
g (x)
)
or f (x) ≤ Oα
(
g (x)
)
to mean f (x).α g (x). If we omit the subscript
α in either case, we mean the inequality holds with a constantCβ which only depends on β> 0. We also
let diag(M ) denotes the diagonal matrixmatching the diagonal of matrixM . We take the convention that
for a sequence of matrices {Mn}, ∏n
j=pM j =MnMn−1 . . .Mp+1Mp .
Throughout this article, B is a Brownian motion with variance 4/β and for any s ∈R, we define
Gs = (Gs,t : t ∈R) with Gs,t =σ
(
B (u)−B (s) : u ∈ [s, t ]
)
,
where we allow both t > s and t < s (this is a filtration for t > s and a reversed filtration for t < s). More-
over, we work on the event that B is α-Hölder for a fixed 0<α< 1/2.
2.2 Concentration
Wemake crucial use of the theory of sub–Gaussian and sub–exponential randomvariables. Furthermore,
we will formulate many standard concentration results in terms of this theory. For clarity, we briefly
overview this theory, following [Ver18, Chapter 2], where one may find the proofs of all the claims in this
section.
Define, for any p ≥ 1, and any complex valued random variable X ,
Xp = inf
{
t ≥ 0 : Ee |X |p/t p ≤ 2
}
.
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For all those X for which Xp <∞, this defines a norm. In the cases of p = 1 and p = 2, these are the
sub–exponential norm and the sub–Gaussian norm, respectively, and those are the only two cases we
will use in this paper.
By Markov’s inequality, it follows that if Xp <∞, then for all t ≥ 0
P [|X | ≥ t ]≤ 2exp(−tp/Xpp ), (2.1)
on observing the infimum in the definition of  ·p is attained whenever it is finite. Moreover, this con-
centration inequality is equivalent to the finiteness of ·p , in that if there exists s ≥ 0 such that
P [|X | ≥ t ]≤ s exp(−tp) for all t ≥ s, (2.2)
then Xp ≤Cp,s for some absolute constantCp,s > 0.
Finallyweobserve as a consequence of Young’s inequality that for any p,q ≥ 1 satisfying 1/p+1/q = 1,
there is an absolute constantCp,q so that for any two random variables X and Y ,
XY 1 ≤Cp,qXpY q .
In the particular case that p = q = 2, one can further takeC2,2 = 1.
We also make use of concentration inequalities for the local supremum of a Gaussian processes, in
the following form. Suppose thatK ⊂C is a compact set and thatG :K →C is a centeredGaussian process
which has the property that
E|G(z)−G(y)|2 ≤ |z− y |α
for some α ∈ (0,2]. Then there is a constantC =C (K ,α) so that
 sup
z,y∈K
|G(z)−G(y)|2 ≤C . (2.3)
This follows as a corollary of standard chaining techniques (Talagrandmajorization or Dudley’s inequal-
ity), see [Ver18, Theorem 8.1.6]. If in addition we have that G(y)2 ≤ C for some y ∈ K , then we may
further conclude
sup
z∈K
|G(z))|2 ≤ 2C . (2.4)
2.3 Riccati diffusion
In this section, we present basic facts about solutions of the so-called Riccati SDE (2.5) and its connec-
tion to the stochastic Airy equation. Analyzing the behavior of this diffusion is our main tool to obtain
the almost sure asymptotics as t →∞ of solutions of the stochastic Airy equation (including (1.7)) in
Section 5, as well as to obtain moderate deviations bounds for the growth of solutions in Section 7 (see
Proposition 7.1). These bounds are instrumental for obtaining the high probability asymptotics of the
characteristic polynomial of the Gaussian β-ensemble around the spectral edges.
As we explained in the introduction, the equation (1.4) can formally be viewed as an eigenvalue prob-
lem for the stochastic Airy operator Hβ, which turns out to be a generalized Sturm–Liouville problem.
With our conventions, {t ≤ 0} is the region where solutions of (1.4) have oscillatory behavior while they
generically have an exponentially growing behavior for {t ≥ 0}. It is well-known in Sturm–Liouville theory
that it is possible to analyze these behaviors by performing a so-called Riccati substitution: ρ = φ′
λ
/φλ.
Then, we verify that ρ = ρλ,s solves the following equation4:
dρ(t )= (t +λ−ρ2)dt +dB (t ), ρ(s)=ω. (2.5)
4We refer to the proof of Lemma 2.1.
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where s ∈ R is fixed and λ ∈ C is a parameter. As this SDE is locally Lipschitz, (2.5) has a (unique) strong
solution ρ : [s,z1)→Rwith z1 = inf
{
t > s : ρ(t )=−∞}. Indeed, any solution is a continuous adapted pro-
cess which can blow down to−∞ in finite time, which corresponds naturally to a zero of φ. In particular,
z1 is a stopping time with respect to the filtration Gs = σ
(
B (u)−B (s) : u ≥ s). Moreover, before blowing
down, two solutions with different initial conditions cannot cross. Hence, by a limiting procedure, it is
possible to define a solution with initial data ω=+∞ (for s = 0, this corresponds to the Neumann solu-
tion studied in [RRV11]). Hence, we can define a (unique) continuous solution ρ : [s,∞)→Rby induction
as follows: For k ∈N, on the event {zk <∞}, the process ρ : [zk ,zk+1)→R is the solution of (2.5) with initial
data ρ(zk)=+∞ and zk+1= inf
{
t > zk : ρ(t )=−∞
}
.
For a given s ∈ R, these solutions (ρλ,s)λ∈C,ω∈(−∞,+∞] are coupled together and they interlace5: For
λ,µ ∈R,
ρλ,s ≺ρµ,s if ρλ,s(s)≤ρµ,s(s) and λ≤µ. (2.6)
For λ ∈R, let us denote for t ∈R,
N[s,t )(ρλ,s)= #
{
u ∈ [s, t ),ρλ,s(u)=∞
}= #{u ∈ [s, t ),φλ(u)= 0}.
These functions are càdlàg non-decreasing and (2.6) implies that for all t ≥ s,
N[s,t )(ρλ,s)≤N[s,t )(ρµ,s)≤N[s,t )(ρλ,s)+1.
Moreover, according to Proposition 7.5 below, for any λ∈Rwith λ≥ 1,
N[0,∞)(ρλ,0)= lim
t→∞N[0,t )(ρλ,0) is finite almost surely.
Besides being used to count the number of zeros of a given solution of the stochastic Airy equation (1.4),
there is a precise relation between φλ and its Riccati transformwhich is summarized by the next lemma.
Lemma 2.1. Almost surely, any non-trivial solution of (1.6) has only isolated simple zeros. Let φλ be the
solution of (1.6) with λ ∈ R and initial data
{
φλ(s)= c1,φ′λ(s)= c2
}
∈ R2 with c1 6= 0, then the function
ρλ :R→R given by ρλ(t )=φ′λ(t )/φλ(t ) is continuous and it holds for all t ∈R,
φλ(t )= c1exp
(
pv
∫t
s
ρλ(u)du+ iπN[s,t )(ρλ)
)
, (2.7)
where pv as the same meaning as in Lemma C.1. Moreover, if c1,c2 are fixed, ρλ solves the SDE (2.5) with
initial conditionω=−c2/c1.
Proof. The proof relies on the results of Section 3 and Lemma C.1. Namely, according to Lemma 3.5,
(almost sure) existence and uniqueness of the solutionmapT implies that if any solution has a double-
zero, then it is identically zero. In turn, as T takes values inC1(R), if the zeros of solution would have an
accumulation point z ∈ R, then z would be a double-zero, which cannot happen. Then, the representa-
tion (2.7) is a direct consequence of the deterministic Lemma C.1. Finally, if c1,c2 are deterministic, φλ
solves (1.4) in the Itô sense and we verify that ρλ is a solution of (2.5) by applying Itô’s formula. Namely,
φ′
λ
is a continuous semimartingale and dφλ =φ′λdt since φλ ∈C1(R), so that
dρλ,s =
dφ′
λ
φλ
−
(φ′
λ
)2
φ2
λ
dt = (t +λ−ρ2)dt +dB (t ).
5This means that ρλ,s (t) ≤ ρµ,s (t) for all t ∈ [s,z1) where z1 = inf
{
t > s : ρλ,s (t) =−∞
}
, then on the event {z1 <∞}, we have
ρλ,s (t)≤ ρµ,s (t) for all t ∈ [z1,z′1] where z′1 = inf
{
t > s : ρµ,s (t)=−∞
}
, etc.
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Lemma 2.1 provides a representation for real-valued solutions of the stochastic Airy equation (λ ∈ R
and (c1,c2) ∈R2). Using the following observation, this can extended to general solutions.
Lemma 2.2. Let s ∈R be fixed and suppose that η=ℑλ 6= 0. Letφλ solve (1.6)with initial data (c1,c2) ∈C2.
The function t 7→φλ(t ) has at most one zero. Moreover, if (c1,c2) ∈R2 with c1 6= 0, then φλ has no zeros.
Proof. We consider the process I (t )=ℑ{φ′
λ
(t )φλ(t )
}
for t ∈R. I is a continuous Gs-adapted process and
applying Itô’s formula, dI (t )= η|φλ(t )|2.
Hence, for any non-trivial solution, I (t )=ℑ{c2c1}+η
∫t
s
|φ(u)|2du has atmost 1 zero . In case (c1,c2)∈R2,
this implies that neither φλ nor φ
′
λ
has any zero except possibly at t = s.
This lemma shows that we can also perform the Riccati substitution for λ ∈ C in which case if φλ
solves (1.6) for fixed (c1,c2) ∈R2 with c1 6= 0, then it holds for all t ∈R,
φλ(t )= c1exp
(∫t
s
ρλ,s(u)du
)
and N[s,∞)(ρλ,s)= 0. (2.8)
3 The solution operator of the stochastic Airy equation
In this section, we show the equivalence of (1.4) with the integral equation (1.6) defined on the space of
continuous functions, and we develop the properties of the solution map associated to this equation.
Proposition 3.1. For a fixed s ∈R, there exists a continuous function C×R2 ∋ (λ,u, t ) 7→ Aλ(t ,u)which is
entire in λ, Gs,t–measurable for all u ∈ [s, t ] such that for all (c1,c2) ∈C2, the function
Φλ(t )= c2−c1Uλ(t , s)+
∫t
s
Aλ(t ,u)(c2−c1Uλ(u, s))du, t ∈R,
is the unique solution to (1.6). Then for deterministic (c1,c2) ∈C2, the processes
(
Φλ(t )
)
t≥s and
(
Φλ(t )
)
t≤s
are adapted to Gs and φλ(t )= c1+
∫t
s Φλ(v)dv is the unique solution of (1.4).
Proof. The integral equation (1.6) is of Volterra type, and so the kernel A is easily constructed by Picard
iteration. Define inductively form ≥ 2 and (t , s)∈R2,
K
m
λ (t , s) :=
∫t
s
K
1
λ (t ,u)K
m−1
λ (u, s)du where K
1
λ (t ,u) :=−Uλ(t ,u). (3.1)
Each of these kernels is entire in λ and continuous in its other parameters. In addition, K m
λ
(t ,u) are
Gs,t–measurable for all u ∈ [s, t ]. For any fixed compact set K ⊂C, we verify by induction that they satisfy
the estimate form ≥ 2,
sup
λ∈K
u∈[s,t ]
|K mλ (t ,u)| ≤
(
sup
λ∈K
u∈[s,t ]
|Uλ(t ,u)|
) |t − s|m−1
(m−1)! , for (s, t )∈R
2. (3.2)
Hence, the sum Aλ,s(t ,u) :=
∑∞
m=1K
m
λ
(t ,u) converges locally uniformly for λ ∈ C, t ∈ R and u ∈ [s, t ].
This defines a kernel which is entire in λ ∈ C, continuous in (t ,u) ∈ R2 and has the desired adaptedness.
Moreover, it holds for any (s, t )∈R2,
−
∫t
s
Uλ(t ,u)Aλ,s(u, s)du = Aλ,s(t , s)+Uλ(t , s), (3.3)
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interchanging the integral and sumwhich by virtue of (3.2) is justified and using (3.1). This already shows
that R ∋ t 7→ Aλ(t , s) is a solution to (1.6) with initial data (c1,c2)= (1,0). Moreover by Fubini’s Theorem,
this implies that withΦλ as in the statement of the proposition, we have
−
∫t
s
Uλ(t ,u)Φλ(u)du =
∫t
s
Aλ(t ,u)(c2−c1Uλ(u, s))du =Φλ(t )−
(
c2−c1Uλ(t , s)
)
so we conclude that Φλ solves (1.6). The uniqueness of this solution follows from Banach’s fixed point
Theorem. Indeed, the difference of two solutions is a fixed point of the mapping
f ∈C (R) 7→
(
R ∋ t 7→ −
∫t
s
Uλ(t ,u) f (u)du
)
.
Using the almost sure Hölder–continuity of B (and of the kernel Uλ, see (1.5)), this mapping is almost
surely (locally) a contraction, so its only fixed point is f = 0.
Finally, given deterministic initial data c1,c2 ∈ C, by construction the stochastic process
(
φλ(t ) =
c1+
∫t
s Φλ(u)du
)
t∈R is C
1 and adapted to Gs in the above sense. Hence, the following Itô integral is well-
defined and by an integration by parts, it holds for t ≥ s,∫t
s
φλ(u)
(
(u+λ)du+dB (u))=−c1Uλ(t , s)+∫t
s
Φλ(v)Uλ(u, s)dv. (3.4)
Here, we have used that by definition Uλ(t , s)=
∫t
s
(u+λ)du+dB (u) for t ≥ s and φλ(s) = c1. Similarly,
(3.4) also holds for t ≤ s. This shows that φλ solves the Itô’s stochastic equation (1.4) both for t ≤ s and
t ≥ s. Conversely, any C1 solution of (1.4) such that Φλ = φ′λ is adapted to Gs gives rise to a solution the
integral equation (1.6). This completes the proof.
Remark 3.2. Observe that if φλ solves the Itô’s stochastic equation (1.4) with fixed initial data, upon
reversing time and changing the driving Brownianmotion, (φλ(t ) : t ≤ s) law= (φ−λ−s(t ) : t ≥ 0). As (1.6) has
a transparent meaning (almost surely) for any t ∈R, we do not dwell on this.
This allows us to define the solutionmapT to the stochastic Airy equation (1.6) by the formula:
T (c1,c2,λ, s, t )= c2−c1Uλ(t , s)+
∫t
s
Aλ(t ,u)(c2−c1Uλ(u, s))du. (3.5)
In the remainder of the section, we develop some basic properties of this solution mapT While this
map is entire for λ ∈C, jointly continuous for (s, t )∈R2 from the properties of the kernelsU and A, there
is a stronger connection between themap for different values of s.
Lemma 3.3. Almost surely, for any s1, s2 ∈ R and any c11,c12,λ ∈ C, if Φλ = T (c11,c12,λ, s1, ·) then Φλ =
T (c21,c22,λ, s2, ·)where{
c21 = c11+
∫s2
s1
Φλ(u)du,
c22 = c12−c11Uλ(s2, s1)−
∫s2
s1
Uλ(s2,u)Φλ(u)du =Φλ(s2).
(3.6)
This shows that the (random) space of functions
{
(t ,λ) 7→T (c1,c2,λ, s, t ), (c1,c2) ∈C2
}
is a 2-dimensional
vector space which does not depend on the choice of base point s.
18
Proof. By definition, we have for any t ∈R,
Φλ(t )= c12−
∫t
s1
Uλ(t ,u)Φλ(u)du−c11Uλ(t , s1)
= c12−c11Uλ(s2, s1)−
∫s2
s1
Uλ(t ,u)Φλ(u)du−
∫t
s2
Uλ(t ,u)Φλ(u)du−c11Uλ(t , s2)
where we used thatUλ(t , s1)=Uλ(t , s2)+Uλ(s2, s1). Similarly, we have∫s2
s1
Uλ(t ,u)Φλ(u)du =
∫s2
s1
Uλ(s2,u)Φλ(u)du+Uλ(t , s2)
∫s2
s1
Φλ(u)du.
Hence, we conclude that Φλ(t ) = c22−
∫t
s2
Uλ(t ,u)Φλ(u)du+ c21Uλ(t , s2) where c22 and c21 are as in the
statement of the lemma. From the uniqueness of solutions to (1.6), see Proposition 3.1, this conclude
the proof.
Since the equation (1.6) is linear, we can represent a general solution as a linear combination of two
special solutions. We use the following basis which exist almost surely.
Definition 3.4 (Dirichlet and Neumann solutions). Let us define for λ ∈C and s ∈R,(
fλ,s(t ),gλ,s(t )
)
=
(
1+
∫t
s
T (1,0,λ, s,u)du,
∫t
s
T (0,1,λ, s,u)du
)
t∈R
.
Let us observe that we have seen in the proof of Proposition 3.1, c.f. formula (3.3), that
f′λ,u(t )=T (1,0,λ,u, t )= Aλ(t ,u).
The following classical lemma shows that these form a fundamental system for solutions of the
stochastic Airy equation.
Lemma 3.5. Almost surely for all λ ∈C and s ∈R, the WronskianW = fλ,sg′λ,s − f′λ,sgλ,s = 1.Moreover, if
φλ(t )= c1+
∫t
ς
T (c1,c2,λ,ς,u)du, t ∈R
for ς ∈R,λ,c1,c2 ∈C, then it holds for any s ∈R,
φλ(t )=φλ(s)fλ,s(t )+φ′λ(s)gλ,s (t ) t ∈R. (3.7)
Proof. For fixed s ∈R, let
(
f,g
)
=
(
fλ,s ,gλ,s
)
. By Proposition 3.1, both f and g are (adapted) solutions of the
stochastic Airy equation (1.4) so that by Itô’s formula for any λ∈C and any t > s,
dW = fdg′−gdf′
= f(t )g(t )(tdt +dB )−g(t )f(t )(tdt +dB )= 0.
The same computation for t < s shows that for all t ∈R,W (t )=W (s)= 1 almost surely. AsW is also a con-
tinuous function of (s,λ), it follows that almost surely it is identically 1 by applying the above argument
to a countable dense set of (s,λ)∈R×C.
This implies that (f,g) is a basis of solutions of the stochastic Airy equation. Moreover with φλ as in
the statement of this Lemma, by Lemma 3.3, we have
φ′λ(t )=T (c1,c2,λ,ς, t )=T (φλ(s),φ′λ(s),λ, s, t ).
By linearity ofT in its first two variables, if we integrate this equation, we obtain (3.7) and this completes
the proof.
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We conclude by observing that the solution map has a type of invariance property in law.
Proposition 3.6. The operatorT has an invariance in law: for any ς ∈R
(T (c1,c2,λ, t , s) : c1,c2,λ ∈C, t , s ∈R) law= (T (c1,c2,λ−ς, t +ς, s+ς) : c1,c2,λ ∈C, t , s ∈R) .
Proof. Let ς ∈R be fixed, let B̂ (t )=B (t +ς)−B (ς) and
Ûλ(t , s)= t
2−s2
2 + B̂(t )− B̂ (s)+λ(t − s), λ ∈C, s, t ∈R.
Then by (1.5), we verify that Ûλ(t , s) =Uλ−ς(t +ς, s +ς). Since the solution map T̂ defined in terms of
Ûλ has the same law as T , we draw the desired conclusion.
4 The stochastic Airy kernel
Definition and basic properties. In this section, for λ ∈ C, we define a (random) function Aλ ∈C1(R×
R→C) that we call the stochastic Airy kernel and we can use to represent solutions of the stochastic Airy
equationwith a forcing term.
Definition 4.1 (Stochastic Airy kernel). We define the kernel
Aλ(t ,u) := fλ,0(t )gλ,0(u)− fλ,0(u)gλ,0(t ), λ ∈C,u, t ∈R
This kernel is (almost surely) well-defined andC1 on C×R×R, and it is entire in λ ∈C.
It turns out that the stochastic Airy kernel is an intrinsic object which has several other representa-
tions, e.g. in terms of the Dirichlet and Neumann solutions fromDefinition 3.4. This Lemma also reveals
some interesting relationships between Dirichlet and Neumann solutions.
Lemma 4.2. For any s ∈ R, we have Aλ(t ,u) = fλ,s(t )gλ,s(u)− fλ,s(u)gλ,s(t ) for u, t ∈ R and λ ∈ C. This
implies that for all u, t ∈R,
Aλ(t ,u)= gλ,t (u)=−gλ,u(t ), ∂uAλ(t ,u)= fλ,u(t ) and ∂tAλ(t ,u)=−fλ,t (u). (4.1)
Consequently, we also have for all u, t ∈R,
∂tuAλ(t ,u)= f′λ,u(t )=−f′λ,t (u). (4.2)
Proof. By Lemma 3.5, we have for u, t ∈R(
fλ,s(t ) gλ,s(t )
fλ,s(u) gλ,s (u)
)
=
(
fλ,0(t ) gλ,0(t )
fλ,0(u) gλ,0(u)
)(
fλ,s(0) gλ,s(0)
f′
λ,s
(0) g′
λ,s
(0)
)
.
By taking determinants, this implies that
fλ,s(t )gλ,s(u)− fλ,s(u)gλ,s(t )=W Aλ(t ,u).
Since W = 1, this proves the first claim. By Definition 3.4: gλ,u(u) = f′λ,u(u) = 0 and fλ,u(u) = g′λ,u(u) = 1
for any u ∈R so that
Aλ(t ,u)=
(
fλ,s(t )gλ,s(u)− fλ,s(u)gλ,s(t )
)|s=u =−gλ,u(t )
and
∂uAλ(t ,u)=
(
fλ,s(t )g
′
λ,s (u)− f′λ,s(u)gλ,s (t )
)|s=u = fλ,u(t ).
By a similar argument, we find that Aλ(t ,u) = gλ,t (u), ∂tAλ(t ,u) = −fλ,t (u) and ∂tuAλ(t ,u) = f′λ,u(t ) =
−f′
λ,t
(u).
Remark 4.3. The previous argument shows thatwe canwrite the kernelAλ(t ,u)=χ(t )φ(u)−χ(u)φ(t ) for
any two solutionsφ,χ of the stochastic Airy equation (1.6) with fixed initial data at s ∈RwhoseWronskian
is normalized to 1.
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Inhomogeneous stochastic Airy equation. Our next proposition allows us to express the solution of
the stochastic Airy equation dφ′ =φdUλ(t , s)+dζwith forcing ζ (written as an integral equation (4.3)) in
terms of the stochastic Airy kernel defined above. This is instrumental to obtain our coupling between
the characteristic polynomial of the Gaussian β-ensemble and a solution of the stochastic Airy equation.
The following Proposition holds almost surely.
Proposition 4.4. Let λ ∈ C and ζ : R→ R be a càdlàg function with ζ(s) = 0 for a fixed s ∈ R and suppose
that h solves the equation
h(t )=−
∫t
s
Uλ(t ,v)h(v)dv +ζ(t ), t ∈R. (4.3)
Then, it holds for any t ∈R,
h(t )= ζ(t )+
∫t
s
∂tuAλ(t ,u)ζ(u)du. (4.4)
Conversely, if h is given by (4.4), then it also solves the equation (4.3).
Proof. Let h(t )=−
∫t
s
∂tAλ(t ,u)dζ(u); this function is well-defined since ζ is a càdlàg process and for a
fixed t ∈R, u 7→ ∂tAλ(t ,u) is aC1(R) function. Moreover, by an integration by parts,
h(t )= ζ(t )+
∫t
s
∂tuAλ(t ,u)ζ(u)du
where we used that ζ(s)= 0 and ∂tAλ(t ,u)|u=t =−fλ,t (t )=−1 for any t ∈R; see (4.1). This shows that the
process f defined above is given by (4.4).
Now, let us check thath also solves the equation (4.3). First note that by (4.1), we alsohave ∂tAλ(t , s)=
−g′
λ,s
(t ) for s, t ∈ R where g′
λ,s
is a solution of the equation (1.6) with c1 = 0 and c2 = 1. This implies that
for all u, t ∈R,∫t
s
∂vAλ(v, s)Uλ(t ,v)dv =−
∫t
s
g′λ,s(v)Uλ(t ,v)dv = g′λ,s(t )−1=−∂tAλ(t , s)−1.
By Fubini’s theorem, this shows that∫t
s
Uλ(t ,v)h(v)dv =−
∫t
s
∫t
u
Uλ(t ,v)∂vAλ(v,u)dvdζ(u)
=
∫t
s
(
∂tAλ(t ,u)+1
)
dζ(u)
=−h(t )+ζ(t ).
For the last step, we used again that ζ(s) = 0. The converse statement follows from the fact that the
equation (4.3) has a unique solution. Indeed, if g is the difference of two solutions for (4.3), then by
linearity, g satisfies g (t )=−
∫t
s
Uλ(t ,v)g (v)dv . This equation is of the form (1.6) with c1 = c2 = 0. Hence,
by Proposition 3.1, we conclude that g = 0 is the unique such solution.
Stability of solutions to the stochastic Airy equation Aswe shall see in Section 8, the 3-term recurrence
(1.12) approximately solves (1.6). From here we would like to conclude that {Φn} is well approximated by
a given solution of the stochastic Airy equation. Ourmain technical result which enables us to draw such
a conclusion is a bound for the kernel ∂tuAλ(t ,u)= f′λ,u(t ) which holds with overwhelming probability.
For λ ∈C and t , s ∈R, let
Eλ(t , s)= e
2
3
(
(ℜλ+s∨t )3/2+ −(ℜλ+s∧t )3/2+
)
. (4.5)
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Theorem 4.5. For a small ̹ > 0, let J̹(N ) := [−e (logN)
1−̹
, (logN )1−̹] and let K̹(N ) :=
{
λ ∈ C : ℜλ ∈
J̹(N ), |ℑλ| ≤N−̹
}
. For any δ> 0, there exists constants C =C (β,δ,̹) so that
P
[
sup
{
|∂tuAλ(t ,u)|E−1λ (t ,u) : t ,u ∈ J̹(N );λ ∈K̹(N )
}
>Nδ
]
≤Ce−(logN)1+̹ .
We give this proof in Section 6.
Remark 4.6. To understand the bounds from Theorem 4.5, one can compare to the (deterministic) Airy
kernel for the usual Airy equation which is given by
Âλ(t ,u)=π
(
Ai(t +λ)Bi(u+λ)−Ai(u+λ)Bi(t +λ)
)
.
In which case using the well-known asymptotics of Ai′ and Bi′, see e.g. [Olv+, Section 9.7], we verify that
for t ≥ u,
∂tuÂλ(t ,u)≃−πAi′(u+λ)Bi′(t +λ)≃ (u+λ)1/4(t +λ)1/4Eλ(t ,u)/2.
Using the previous bounds, we formulate a statement which shows that solutions of (1.6) are stable
under perturbation, that is, suppose hλ solves the equation
hλ(t )= c2−
∫t
s
(Uλ(t ,u)+∆1λ(t ,u))hλ(u)du−c1Uλ(t , s)+∆2λ(t ), (4.6)
for all t ∈ I , a closed interval containing s. If ∆1 and ∆2 are small, the following proposition allows us to
conclude that g is close to the solution φλ of the same equation with ∆
1 =∆2 = 0.
Proposition 4.7. Let J̹(N ) and K̹(N ) be as in Theorem 4.5 and suppose that hλ(t ) solves (4.6) for (λ, t ) ∈
K×Jκ(N )where K ⊆K̹. Suppose that s is any point in J̹(N ) and that hλ is normalized so that |c1|+|c2| ≤ 1.
Let us also assume that there existsα> ̹ so that
sup
u∈[s,t ]
|∆1λ(t ,u)| ≤N−α and |∆2λ(t )| ≤N−αEλ(t , s) (4.7)
for all t ∈ J̹ and λ ∈ K . Then, if φλ solves the stochastic Airy equation (1.6), there exists a constant C =
C (β,̹,ǫ) so that with probability at least 1−Ce−(logN)1+̹− ,
sup
t∈J̹,λ∈K
(
|hλ(t )−φλ(t )|E−1λ (t , s)
)
≤N−α− .
Proof. Wework on the event of Theorem 4.5: for all t ,u ∈ J̹ and λ ∈K ,
|∂tuAλ(t ,u)| ≤NδEλ(t ,u). (4.8)
By Lemma 4.2, we can write both fλ,s(t ) and gλ,s(t ) as integrals of ∂tuAλ(t ,u). Using (4.8), we obtain the
crude bounds:
|fλ,s(t )| ≤ 1+
∫
[s,t ]
|∂tuAλ(u, s)|du ≤ 1+|J̹|NδEλ(t , s) (4.9)
and then
|gλ,s(t )| ≤
∫
[s,t ]
|fλ,u(t )|du ≤ (1+|J̹|)2NδEλ(t , s).
As we may represent φλ = c1fλ,s +c2gλ,s with |c1|+ |c2| ≤ 1, this implies that for all t ∈ J̹ and λ ∈K ,
|φλ(t )| ≤MEλ(t , s), where M := (1+|J̹|)2Nδ. (4.10)
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Now let us denote ξλ :=φλ−hλ. Combining (4.6) and (1.6), this function satisfies
ξλ(t )=−
∫t
s
Uλ(t ,u)ξλ(u)du+ζλ(t ) where ζλ(t ) :=
∫t
s
∆
1
λ(t ,u)(ξλ(u)−φλ(u))du+∆2λ(t ).
Hence, by Proposition 4.4, we conclude
ξλ(t )= ζλ(t )+
∫t
s
∂tuAλ(t ,u)ζλ(u)du.
Let us denote M := supt∈J̹,λ∈K
(|ξλ(t )|E−1λ (t , s)). It follows from the conditions (4.7) and (4.10) that
|ζλ(t )| ≤N−α(M +M )
∫
[s,t ]
Eλ(u, s)du+N−αEλ(t , s)≤N−α(M +M )(1+|J̹|)Eλ(t , s).
Using the bound (4.8) once more, this implies that
|ξλ(t )| ≤N−α(M +M )(1+|J̹|)
(
Eλ(t , s)+Nδ
∫
[s,t ]
Eλ(t ,u)Eλ(u, s)du
)
≤N−α(M +M )MEλ(t , s).
Hence, rearranging, we conclude thatM (1−MN−α)≤M2N−α which completes the proof as the param-
eter δ> 0 in the event of Theorem 4.5 can be arbitrary small.
Let us also record the following consequence of Theorem 4.5.
Corollary 4.8. Let φλ be any solution of the stochastic Airy equation (1.6) with s ∈ J̹(N ) and normalized
so that |c1|+ |c2| ≤ 1. For any ̹> η> 0, there exists constantsC =C (β,̹,η) so that with probability at least
1−Ce−(logN)1+η ,
sup
t∈J̹,λ∈K̹
|φλ(t )E−1λ (t , s)|, sup
t∈J̹,λ∈K̹
|φ′λ(t )E−1λ (t , s)| ≤CN−η.
Proof. The first bound corresponds to (4.10), the second bound follows by the same argument by using
the bounds for f′
λ,s
(t )= ∂t sAλ(t , s) and g′λ,s(t )=−∂tAλ(t , s) which can be deduced from Theorem 4.5.
5 Construction of the stochastic Airy function
In this section we construct the stochastic Airy function and give its asymptotic behavior as t →∞. We
recall thatX(t )=
∫t
0
e−
4
3
(t 3/2−u3/2)dB (u), and we define
θλ(t ) :=
p
t + λ
2
p
t
− 1
4(t +1) +X(t )−
4
β
∫t
0
∫s
0
e−
4
3
(t 3/2−u3/2)− 4
3
(s3/2−u3/2)duds, λ ∈C, t ≥ 0. (5.1)
We use this function to describe the almost sure behavior of Dirichlet and Neumann solutions of (1.6).
The last term in (5.1) can be understood in terms of the covariance structure of the (centered) Gaussian
processX : for t ≥ s ≥ 0,
E[X(t )X(s)]= 4
β
∫s
0
e−
4
3
(t 3/2−u3/2)− 4
3
(s3/2−u3/2)du =β−1e− 43 (t 3/2−s3/2)
( 1p
s
+ O
s→∞(s
−3/2)
)
. (5.2)
In particular, this implies that the last term on the RHS of (5.1) equals to
1
2
∂tE
[(∫t
0
X(s)ds
)2]
=
∫t
0
E[X(t )X(s)]ds = 1
2βt
+ Oβ
t→∞
(t−2). (5.3)
We can define the derivative of the stochastic Airy function through the asymptotic behavior of
Dirichlet solutions.
23
Proposition 5.1 (Asymptotics of Dirichlet solutions). Almost surely, the following limits exist (locally uni-
formly) for all λ∈C and s ∈R,
lim
t→∞ fλ,s(t )exp
(
−
∫t
0
θλ(u)du
)
=:−pπSAi′λ(s).
Then the function (s,λ) 7→ SAi′
λ
(s) is continuous on R×C, entire in λ ∈ C and have the following almost
sure asymptotics: it holds locally uniformly for λ ∈C,
lim
s→∞SAi
′
λ(s)exp
(∫s
0
θλ(u)du
)
=− 1
2
p
π
. (5.4)
Definition 5.2. For any λ ∈ C, the function SAi′
λ
∈ L2([t ,∞)) for any t ∈ R and we define the stochastic
Airy function:
SAiλ(t )=−
∫∞
t
SAi′λ(s)ds.
The function (t ,λ) 7→ SAiλ(t ) is C1(R×C), entire for λ ∈C and SAiλ = SAiλ. We also define the stochastic
BAiry function SBi as the solution of (1.6) with initial data
{
SBiλ(0),SBi
′
λ(0)
}
=
{
−SAi′
λ
(0)
π((SAiλ(0))2+ (SAi′λ(0))2)
,
SAiλ(0)
π((SAiλ(0))2+ (SAi′λ(0))2)
}
.
We also show that the asymptotic behavior of Neumann solutions are given in terms of the stochastic
Airy function. Moreover, as claimed in the introduction, the stochastic Airy function turns out to be the
only decaying solution of the stochastic Airy equation.
Proposition 5.3 (Asymptotics of Neumann solutions). Almost surely, it holds (locally uniformly) for all
λ ∈C and s ∈R,
lim
t→∞gλ,s(t )exp
(
−
∫t
0
θλ(u)du
)
=pπSAiλ(s).
The functions (SAiλ)λ∈C are the only non-trivial solutions of the stochastic Airy equation (1.6) in L2(R+)
and they satisfy
lim
t→∞SAiλ(t )
p
t exp
(∫t
0
θλ(u)du
)
= 1
2
p
π
. (5.5)
The goal of this section is to prove Propositions 5.1 and 5.3. The main steps of the proofs are pre-
sented in Section 5.1. We fill in the technical details in Sections 5.2–5.4.
Remark 5.4. In Proposition 5.1, we made a convention to define SAi′ that we now explain by comparing
the asymptotics (5.4) with their counterpart for the (deterministic) Airy equation. Since the Wronskian
of the Airy and BAiry functions, W (Ai,Bi)= 1/π, the Dirichlet solutions for the Airy equation are given by
f̂λ,s(t )=π
(
Bi′(λ+ s)Ai(λ+ t )−Ai′(λ+ s)Bi(λ+ t )), s, t ∈R,λ ∈C.
Let us define
θ̂λ(t ) := ∂t logE
[
exp
(∫t
0
θλ(u)du
)]
=
p
t + λ
2
p
t
− 1
4(t +1) = θλ|β=∞(t ),
c.f. (5.3). Using the well-known asymptotics of Ai and Bi, see e.g. [Olv+, Section 9.7], we verify that
lim
t→∞Ai(λ+ t )exp
(
−
∫t
0
θ̂λ(u)du
)
= 0 and lim
t→∞Bi(λ+ t )exp
(
−
∫t
0
θ̂λ(u)du
)
= 1p
π
.
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Hence, this shows that for s ∈R and λ ∈C,
SAiλ′(s) :=− 1pπ limt→∞ f̂λ,s(t )exp(−
∫t
0
θ̂λ(u)du
)
=Ai′(λ+ s).
We further verify that this is consistent with (5.4) in the sense that
lim
s→∞
SAiλ′(s)exp(∫s
0
θ̂λ(u)du
)
= lim
s→∞Ai
′(λ+ s)exp
(∫s
0
θ̂λ(u)du
)
=− 1
2
p
π
.
Note thatSAiλ is also the unique solution of the (deterministic) Airy equation with such asymptotics. In
fact, we claim that limβ→∞SAiλ(t ) exists and is a solution of the (deterministic) Airy equation which has
the same asymptotics asSAiλ(t ) when t→∞ (we do not justify these claims here). Then our convention
implies that limβ→∞SAiλ(t ) = Ai(λ+ s). In fact, one can rewrite the asymptotics from Propositions 5.1
and 5.3 as t→∞,
SAi′λ(t )≃Ai′(λ+ t )exp
(
−
∫t
0
X(u)du
)
Eexp
(∫t
0
X(u)du
)
SAiλ(t )≃Ai(λ+ t )exp
(
−
∫t
0
X(u)du
)
Eexp
(∫t
0
X(u)du
) (5.6)
locally uniformly in λ ∈C.
Let us define
c∗ := lim
T→∞
(
2
∫T
0
∫t
0
∫s
0
e−
4
3
(t 3/2−u3/2)− 4
3
(s3/2−u3/2)− logT
4
)
. (5.7)
This limit exists by (5.2)–(5.3) and according to (5.1), we obtain the asymptotics∫t
0
θλ(u)du =
∫t
0
(p
u+ λ
2
p
u
+X(u)− 1/4
u+1 +
1/2β
u+1
)
du+ 2c∗
β
+ Oβ
t→∞
(t−1)
= 2
3
(t +λ)3/2+
∫t
0
X(u)du+ ( 1
2β
− 1
4
)
log(t )+ 2c∗
β
+Oβ,λ
t→∞
(t−1/2)
where the last error is deterministic and locally uniform for λ ∈ C. By (5.5), this implies the asymptotics
(1.7).
According to Definition 5.2, the stochastic BAiry function is the conjugate solution to the stochastic
Airy function. Its asymptotics follow as a corollary from Propositions 5.1 and 5.3.
Corollary 5.5. The solutions {SAi,SBi} form a fundamental set of solutions to (1.6) with Wronskian iden-
tically equal to 1
π
. The function SBi satisfies almost surely and locally uniformly in λ ∈C,
lim
t→∞−SBiλ(t )SAi
′
λ(t )= limt→∞SBi
′
λ(t )SAiλ(t )=
1
2π
.
Proof. The Wronskian identity follows from how the initial data is chosen (by Lemma 3.5, it suffices to
expand both solutions {SAi,SBi} in the Dirichlet–Neumann basis), that is
SAiλSBi
′
λ−SBiλSAi′λ = 1π . (5.8)
Moreover, by Propositions 5.1 and 5.3, we obtain
lim
t→∞SBiλ(t )exp
(
−
∫t
0
θλ(u)du
)
=−pπSAi′λ(0)SBiλ(0)+
p
πSAiλ(0)SBi
′
λ(0)=
1p
π
locally uniformly in λ ∈C. Thus using the asymptotics from (5.4), we may rewrite this as
lim
t→∞SBiλ(t )SAi
′
λ(t )= limt→∞
(
SBiλ(t )e
−∫t0 θλ(u)du)(SAi′λ(t )e∫t0 θλ(u)du)= −12π .
From theWronskian identity (5.8), the other limit follows.
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Remark 5.6. According to Remark 4.3, the stochastic Airy kernelA can also be represented as
Aλ(t ,u)=π(SAiλ(t )SBiλ(u)−SAiλ(u)SBiλ(t )), u, t ∈R,λ ∈C.
It turns out that the spectral Theorem 1.3 for the stochastic Airy operator is another consequence
of Proposition 5.3. In the following, we present a result for general boundary conditions. Let Hβ,ω =
∂2t − t −dB be the operator acting formally on L2(R+) with boundary condition: f ′(0) = ω f (0) for ω ∈
(−∞,+∞] and f (+∞)= 0. Note that in the case of the stochastic Airy operatorHβ , theDirichlet boundary
condition corresponds naturally to the limiting case ω = +∞. In our setting, the operators Hβ,ω are
coupled together (with the same driving Brownian motion) and their spectrums are understood as in
(1.6). Namely, φλ,ω is an eigenfunction for Hβ,ω with eigenvalue λ if it satisfies the equation (1.6) with
s = 0, c2 =ωc1 and φλ,ω,Φλ,ω ∈ L2(R+).
Theorem 5.7. Let Aω =
{
λ ∈ C : SAi′
λ
(0) = ωSAiλ(0)
}
. The spectrum of the operator Hβ,ω is given by
(λ,SAiλ)λ∈Aω and in particular, Aω ⊂ R is a countable set, bounded from above with no accumulation
point.
Proof. Let us recall from [BV13] that the operators Hβ,ω are symmetric, bounded from below and have
pure point spectrum for any ω ∈ (−∞,+∞] (these facts are established by using the standard variational
characterization for the spectrum). By Propositions 5.1 and 5.3, we have characterized all solutions of
(1.6) which lie in H1(R+). By matching the boundary conditions at 0, this yields an explicit description of
the spectrum ofHβ,ω.
According to [RRV11, Proposition 3.4], it is also possible to describe the spectrum of the stochastic
Airy operator Hβ, and more generally of Hβ,ω, in terms of the Riccati diffusion (2.5). For simplicity we
restrict to the case of ω=+∞. Namely, we can define its eigenvalues’ counting function by for λ∈R,
NHλ = #
{
t ≥ 0 : ρ∗λ(t )=−∞
}
, ρ∗λ solves (2.5) with ρ
∗
λ(0)=+∞.
We take the convention that R ∋ λ 7→NH
λ
is a non-increasing càdlàg function and we know that it jumps
only by −1 and that limλ→∞NHλ = 0. We also denote the zero counting function for SAiλ by
NSAiλ = #
{
t ≥ 0 : SAiλ(t )= 0
}
,
and the counting function for the set A =
{
λ∈R : SAiλ(0)= 0
}
by
NAλ = #
{
µ≥λ : SAiµ(0)= 0
}
.
It turns out that these three counting functions coincide, which gives a direct proof of the fact that
the zero set of the stochastic Airy function λ 7→ SAiλ(0) = 0 is the Airyβ point process. The following
proposition follows from the fact that the stochastic Airy operatorHβ is a Sturm–Liouville operator with
a random potential.
Proposition 5.8. Almost surely,NH
λ
=NSAi
λ
=NA
λ
for all λ ∈R.
Proof. In this proof, we let qλ = (logSAiλ)′ be the Riccati transform of the solution SAiλ. We also abbrevi-
ate gλ = gλ,0 and ρ∗λ = (loggλ)′. Then using the notation of Section 2.3, NHλ =N[0,∞)(ρ∗λ), NSAiλ =N[0,∞)(qλ)
and by (2.6), qλ ≺ ρ∗λ, so that it holds for any λ∈R,
NHλ ≤NSAiλ ≤NHλ +1.
In particular, this guarantees that the counting function NSAi
λ
is well-defined. We rely on the following
characterization of the stochastic Airy function which follows from Proposition 5.3: if φλ is any solution
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of (1.6), then
{
lim
t→∞(logφλ(t ))
′→−∞}= {(logφλ)′ = qλ}= {φλ∝ SAiλ } up to a null event. This is a single
null event off of which the events coincide for all λ ∈R, and we shall suppress this going forward.
Then the key observation is that since qλ ≺ ρ∗λ and limt→∞qλ(t )=−∞, it holds for any λ∈R\A and
k ∈ N:
{
NSAi
λ
= k
}
⊆
{
NH
λ
= k
}
. Indeed, for NSAi
λ
> NH
λ
it must be that the Riccati qλ has blown down one
more time, and so is larger than the Riccati ρ∗
λ
for all time sufficiently large. Hence as limt→∞qλ(t )=−∞,{
NSAi
λ
= k ,NH
λ
= k −1
}
⊂
{
lim
t→∞ρ
∗
λ
(t )=−∞
}
=
{
qλ =ρ∗λ
}
. Thus have for any λ ∈R and k ∈N,
{
NSAiλ = k ,NHλ = k −1
}
=
{
SAiλ = gλ,#{t ≥ 0 : gλ(t )= 0}= k
}
⊂ {λ ∈A }.
These facts imply that {
NSAiλ = k
}= {NHλ = k}, for all λ∈R\A and k ∈N0.
Now recall that the function (λ, t ) ∈R2 7→ SAiλ(t ) is C1, analytic in λ, and
{
t ∈R+ : SAiλ(t )= SAi′λ(t )=
0
} =∅. This implies that A is a countable set with no accumulation point, that the counting function
NSAi is càdlàg non-decreasing, and that it jumps by −1 if and only if λ ∈A (in case a new zero of SAiλ(t )
would appear/disappear in the bulk (for a t > 0) as the parameter λ decreases, then it must be a double-
zero). By conventions, the counting functions NH and NA are also càdlàg. Hence, we conclude that
NH = NSAi and in particular limλ→∞NSAiλ = 0. This implies that A is upper-bounded (since otherwise
limλ→∞NSAiλ would not exist) and that N
SAi = NA (as both have the same jumps and converge to 0 as
λ→∞).
5.1 Almost sure asymptotics: Proofs of Propositions 5.1 and 5.3
Let λ=µ+ iη. Throughout this section, we fix a compact set K ⊂C. We are interested in asymptotics for
the Dirichlet and Neumann solutions (see Definition 3.4) which are uniform for λ∈K . Let us recall from
Section 2.3 that for any n ≥ 1 and sn > n, on the event
{
N[sn ,∞)(ρλ,n)= 0
}
, it holds for any t ≥ sn ,
φ(t )=φ(sn)exp
(∫t
sn
ρλ,n(u)du
)
for φ ∈
{
fλ,n ,gλ,n ,λ ∈K
}
, (5.9)
see in particular Lemma 2.1 and (2.8).
Let ρ = ρλ,n and decompose ρ :=σ+ i̟. Then, the Riccati equation (2.5) becomes a coupled system:
dσ(t )=−σ2(t )+̟2(t )+µ+ t +dB (t ), σ(n)= 0/∞,
d̟(t )=−
(
2σ(t )̟(t )−η
)
dt , ̟(n)= 0, (5.10)
where the initial condition σ(n) = 0/∞ depends on whether we consider the Dirichlet or Neumann so-
lution. The equation for̟ being a first order ODE is solved by
̟λ,n(t )= η
∫t
s
e−2
∫t
u σλ,n(v)dv du. (5.11)
Then, we deduce from (5.10) an autonomous equation for the diffusion σλ,n (up to the first blow-
down time). We expect that as t → ∞, this system approaches equilibrium in the sense that σλ,n(t )
fluctuates around the stable parabola
p
t +µ and̟λ,n(t ) fluctuates around η2pt+µ .
First, it turns out that when the initial time s > 0 is large, the diffusions σλ,s quickly reach the stable
parabola with good probability (in particular it will never blow down). In Section 5.3, we obtain the
following result which applies to both Dirichlet and Neumann cases.
27
Proposition 5.9. For any ǫ ∈ (0, 3
4
), there exist constants c = cK ,ǫ and C = Cβ,K ,ǫ so that if s is sufficiently
large (depending only on K ), it holds with probability 1−e−s2ǫ/C log(logs),
|̟λ,s(t )| ≤ cs−1/2 , |σλ,s(t )−
√
t +µ| ≤ cs−1/4+ǫ for t = s+ (log s)/ps.
The main step of the proofs of Propositions 5.1 and 5.3 consists in showing that once the diffusion σ
reaches the stable parabola, it remains close to it with good probability. It turns out that the fluctuations
of σ are described by the following diffusion:
dχ(t )=−2
(√
t +µχ(t )+ 1/4p
t +µ
)
dt +dB (t ), χ(s)= 0. (5.12)
Let us denote for λ ∈C,
yλ(t )= exp
(
4
3 (t +λ)3/2
)
, (5.13)
this function being analytic for t ≥ℜ(−λ), in which case we verify that
yλ(t )y
−1
λ (s)= exp
(
2
∫t
s
p
v +λdv
)
.
Throughout the remainder of this paper, we make use of the following basic estimates: for any γ ∈ R, as
t→∞,
y−1λ (t )
∫t
s
yλ(u)u
−γdu = cγt−1/2−γ+OK ,γ(t−3/2−γ),
and as s→∞,
yλ(s)
∫∞
s
y−1λ (u)u
−γdu = c ′γs−1/2−γ+OK ,γ(s−3/2−γ),
where cγ,c
′
γ > 0 and both errors are uniform for λ ∈K where K ⊂C is a compact set.
The stochastic differential equation (5.12) is explicitly solvable, its solution χ=χµ,s being given by
χµ,s(t )= y−1µ (t )
(
−
∫t
s
yµ(u)
2
p
u+µdu+
∫t
s
yµ(u)dB (u)
)
.
Moreover, the previous estimate shows that
χµ,s(t )=−
1
4(t +1) +Xµ,s (t )+OK (t
−2) where Xµ,s(t )= y−1µ (t )
∫t
s
yµ(u)dB (u) (5.14)
and the error is deterministic and uniform for λ∈K . For large s ≥ 0, this Gaussian processX satisfies the
following uniform tail bounds which are proved in Section 5.4.
Proposition 5.10. For any ǫ ∈ (0,1], κ≥ 0 and s ≥κ, sup
|µ|≤κ,t≥s
|(1+ t )1/4−ǫXµ,s(t )|

2
.κ β
−1(1+ s)−ǫ log(2+ s)
and  sup
|µ|≤κ,t≥s
∣∣∣(1+ t )−ǫ∫t
s
Xµ,s(u)du
∣∣∣
2
.κ β
−1(1+ s)−ǫ.
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Wenow proceed to linearizing the equation forσλ,s(t )−
p
t +µ. This leads us to define a new process
∆λ,s(t ) :=σλ,s(t )−
√
t +µ−χµ,s (t ), t ≥ s. (5.15)
One can rewrite the first equation in (5.10) in terms of ∆=∆λ,s and χ=χµ,s as
d∆(t )=−2
√
t +µ∆(t )dt + (̟(t )2− (∆(t )+χ(t ))2)dt
Note that this equation has no Itô term, and its solution (before it blows down) can be written as follows
∆(t )= y−1µ (t )
(
∆(s)yµ(s)+
∫t
s
yµ(u)
(
̟(u)2−
(
∆(u)+χ(u)
)2)
du
)
. (5.16)
From this representation and using the fact that̟λ,s(t )≃ η2pt+µ , we expect the following behavior as
t→∞,
∆λ,s(t )=−y−1µ (t )
∫t
s
yµ(u)χ
2
λ,s(u)du+O (t−3/2).
These asymptotics are derived in Section 5.2. We further use them to control the integral of the
process∆λ,s (t ) for t ∈ [s,∞) uniformly for all parametersλ∈K on an event E of good probability. Namely,
we obtain the following bounds whose proof relies on a deterministic argument which applies to both
Dirichlet and Neumann cases.
Lemma 5.11. Let ǫ ∈ (0, 34 ), c = cK ,ǫ ≥ 1 and nK ≥ 1 be sufficiently large depending on K and ǫ. There is a
constant C =Cǫ,K such that on the event
En(ǫ)=
{
∀λ ∈K : |̟λ,n(sn)| ≤
cp
sn
, |∆λ,n(sn)| ≤
c
s1/4−ǫn
}
∩
{
∀t ≥ n,∀λ∈ K : |χµ,n(t )| ≤
c
t1/4−ǫ
,
∣∣∣∫t
n
χµ,n(u)du
∣∣∣≤ ct ǫ} , (5.17)
with sn >n ≥ nK , we have N[sn ,∞)(ρλ,n)= 0 and it holds for all t ≥ sn ,
|̟λ,n(t )| ≤Ct−1/2 and
∫∞
sn
∣∣∣∆λ,n(t )+ y−1µ (t )∫t
s
yµ(u)χ
2
µ,n(u)du
∣∣∣dt ≤Cs− 12∧3( 14−ǫ)n .
Applying Proposition 5.9 and Proposition 5.10, we can estimate the probability of the good event
(5.17). We obtain that for any integer n ≥ nK , by choosing sn =n+ lognpn ,
P[En(ǫ)]≥ 1−e−n
2ǫ/C (logn)2 .
According to (5.15), Lemma 5.11 implies that on the event En(1/4−ǫ), the Riccati diffusion does not blow
down after time sn and∫∞
sn
∣∣∣σλ,n(t )−√t +µ−χµ,n(t )+ y−1µ (t )∫t
s
yµ(u)χ
2
µ,n(u)du
∣∣∣dt ≤Cn−3ǫ.
This provides us with the asymptotics (up to an integrable error which is uniform for λ ∈ K ) for the real-
part of the Riccati diffusion. As for the imaginary part, we also obtain the following bound in Section 5.2.
Lemma 5.12. Under the same hypothesis as Lemma 5.11,
∫∞
sn
|̟λ,n(t )− η2pt+µ |dt ≤Cs
ǫ−1/4
n .
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Recall that ρ(t )=σ(t )+ i̟(t ) and λ=µ+ iη. Using the deterministic bound∫∞
sn
|
p
t + λ
2
p
t
−
(√
t +µ+ i η
2
p
t+µ
)|.K n−1/2
and combining the previous estimates, we obtain that for any n ≥ nK and ǫ < 1/4, it holds on the good
event En(1/4−ǫ),∫∞
sn
∣∣∣ρλ,n(t )− (pt + λ2pt )−χµ,n(t )+ y−1µ (t )
∫t
s
yµ(u)χ
2
µ,n(u)du
∣∣∣dt ≤Cǫ,Kn−ǫ. (5.18)
Our final estimates which are proved in Section 5.4 allow us to replace the process χµ,n , see (5.14), by
X=X0,0 which is independent of the parameter λ and n ∈N.
Proposition 5.13. It holds for any s ≥κ≥ 0, sup
|µ|≤κ
∫∞
s
|χµ,s(u)−X(u)+ 1/4u+1 |du

2
.κ,β (1+ s)−1/4 log(2+ s)
and sup
µ∈K ,T≥s
∣∣∣∫T
s
(
y−1µ (t )
∫t
s
yµ(u)χ
2
µ,s(u)du−
∫t
0
E[X(t )X(u)]du
)
dt
∣∣∣
1
.β,K (1+ s)−3/4(log(2+ s))3/2.
Given ǫ< 1/4, according to (5.18), Proposition 5.13 and the definition of θ:
θλ(t ) :=
p
t + λ
2
p
t
− 1
4(t +1) +X(t )−
∫t
0
E[X(t )X(s)]ds,
c.f. (5.1) and (5.3), we conclude that there exists an eventAn(ǫ,K )⊂ En(1/4−ǫ) which also has probability
at least 1−e−n1/2−2ǫ/C (logn)2 under which∫∞
sn
|ρλ,n(t )−θλ(t )|dt ≤Cǫ,Kn−ǫ. (5.19)
According to (5.9), this shows that for n ≥ nK , it holds on An , for any t ≥ sn = n+ lognpn ,
φ(t )exp
(
−
∫t
sn
θλ(u)du
)
=φ(sn)exp
(
OK ,ǫ,β(n
−ǫ)
)
for φ ∈
{
fλ,n ,gλ,n ,λ ∈K
}
, (5.20)
where the error is uniform for all λ ∈K and t ≥ sn .
This provides the asymptotics of the Dirichlet and Neumann solutions. We can now use these to
prove the results announced in Section 5.
Proof of Proposition 5.1. Existence. By (5.20), on the event En ,
ζfλ,n := limt→∞
{
fλ,n(t )exp
(
−
∫t
n
θλ(u)du
)}
and ζ
g
λ,n
:= lim
t→∞
{
gλ,n(t )exp
(
−
∫t
n
θλ(u)du
)}
exist for all λ ∈C and are both entire functions (because of the local uniformity of the error in (5.20) and
as λ ∈C 7→ θλ is entire).
Recall that for any time s ∈R, we can always decompose in the Dirichlet–Neumann basis,
fλ,s(t )= fλ,s(n)fλ,n(t )+ f′λ,s(n)gλ,n(t ), n ∈N.
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This shows that for n ≥nK , on the event En ,
lim
t→∞ fλ,s(t )exp
(
−
∫t
0
θλ(u)du
)
=
(
fλ,s(n)ζ
f
λ,n + f′λ,s(n)ζ
g
λ,n
)
exp
(
−
∫n
0
θλ(u)du
)
(5.21)
exists for all λ ∈ K (this function being of course unique on the event An ∩An′ for n,n′ ∈N). Moreover,
it follows from the properties of fλ,s , f
′
λ,s
that this limit holds with the required uniformity and defines a
function which is entire for λ ∈C and continuous for s ∈R.
Hence, by the Borel–Cantelli Lemma, since
∑
n∈NP[A cn ] <∞, we conclude that the function SAi′ =
− lim
t→∞f(t )exp(−
∫t
0 θ)/
p
π exists almost surely and has the required regularity.
Asymptotics. By Lemma 5.17 with s = 0 and Lemma 5.15 below, we can assume that for ǫ< 1/4,
An(ǫ,K )⊂
{∀t ≥ 0 : |X(t )| ≤n1/4}∩{ sup
λ∈K ,t∈[n,sn]
|ρλ,n(t )−ψn(t )| ≤ n−ǫ
}
(5.22)
without changing its probability, that is P[A cn ] ≤ e−n
1/2−2ǫ/C (logn)2 up to increasing C = CK ,ǫ,β. In (5.22),
ρλ,n =σλ,n+i̟λ,n is defined in theDirichlet case andweused (5.34) in order to control supt∈[n,sn ] |̟λ,n(t )|
uniformly for all λ ∈K . To obtain the asymptotic behavior of SAi′, we can write for n ≥ 1,
−pπSAi′λ(n)exp
(∫n
0
θλ(u)du
)
= lim
t→∞
{
fλ,n(t )exp
(
−
∫t
n
θλ(u)du
)}
= lim
t→∞
{
exp
(∫t
n
(
ρλ,n(u)−θλ(u)
)
du
)}
= ζfλ,n = exp
(∫∞
n
(
ρλ,n(u)−θλ(u)
)
du
)
,
where the previous limit exists on the event An(ǫ,K ) for λ ∈ K (in particular the Riccati diffusions {ρλ,n :
λ ∈K } do not blow down on the eventAn(ǫ,K )). Using the uniform estimate (5.19) and (5.22), this shows
that for n ≥ nK , on An ,
ζfλ,n = exp
(∫sn
n
(
ψn(u)−
p
u
)
du+OK ,ǫ(n−ǫ)
)
,
where ψn(t )= tanh((t −n)
p
n)
p
n, sn = n+ lognpn and we have used that
∫sn
n
|θλ(u)−
p
u|du = OK ,ǫ(n−ǫ).
Note that the previous integral involves the processX and under the event (5.22),∫sn
n
|X(u)|du ≤n−1/4 log(n)=Oǫ(n−ǫ).
Finally, let us observe thatψn(u)≤
p
u for all u ≥ n and we explicitly compute with sn = n+ lognpn ,∫sn
n
(p
u−ψn(u)
)
du = (sn−n)
p
n− logcosh((sn−n)
p
n)+O(n−1)
= log2+O(n−1).
Hence, we conclude that for n ≥ nK , it holds on An(ǫ,K ) with probability at least 1−e−n
1/2−2ǫ/C (logn)2 ,
ζfλ,n =−
p
πSAi′λ(n)exp
(∫n
0
θλ(u)du
)
= 1/2+OK ,ǫ(n−ǫ).
This shows that on the event
⋃
nK∈N
⋂
n≥nK An which has probability 1,
lim
n→∞SAi
′
λ(n)exp
(∫n
0
θλ(u)du
)
=−1/2pπ,
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uniformly for all λ ∈ K (we even have a rate of n−ǫ for any ǫ < 1/4). We can repeat this argument and
similarly show that
P
[
∀q ∈N : lim
n→∞SAi
′
λ(n/q)exp
(∫n/q
0
θλ(u)du
)
=−1/2pπ
]
= 1.
Since the function s ∈R 7→ SAi′
λ
(s) is continuous, this implies that almost surely,
lim
s→∞SAi
′
λ(s)exp
(∫s
0
θλ(u)du
)
=−1/2pπ,
the limit being locally uniform for λ ∈C – This completes the proof.
We can derive the following uniform bounds from the previous proof.
Lemma 5.14. For any κ > 0 and small ǫ > 0, there exists a random constant c = c(β,κ,ǫ) > 0 such that
almost surely, it holds for all s ≥ c,
sup
λ∈[−κ,κ],t≥s
{
|fλ,s(t )|exp
(
−
∫t
0
θλ(u)du
)}
≤ exp(−(23 −ǫ)⌊s⌋3/2).
Proof. We have seen that the Riccati diffusions
{
ρλ,n : λ ∈ [−κ,κ]
}
(in the Dirichlet case; ρλ,n(n) = 1)
do not blow down on the event An for n ∈ N and there exists C = C (ǫ,κ,β) such that for all n ∈ N,
P[
⋃
m≥n A cm] ≤ Ce−n
1/2−3ǫ
. Moreover, since the curves
(
ρλ,m(t )
)
m≥n,t≥n for a fixed λ ∈ R do not cross on
the event
{⋂
m≥n Am
}
, it holds on this event,
ρλ,n(t )> ρλ,n+1(t )> ρλ,n+2(t )> ·· · > −∞, for t ≥ n.
Then the interlacing property (see (2.6)) also implies that on this event,
ρκ,m(t )≥ρλ,s(t ), for s ∈ [m,m+1],λ∈ [−κ,κ] and t ,m ≥ n.
Hence, theDirichlet solutions
{
fλ,s : s ≥ n,λ∈ [−κ,κ]
}
are all positive with probability at least 1−Ce−n1/2−3ǫ
and, by Lemma 2.1, we have on this event
0< fλ,s(t )≤ exp
(∫t
s
ρκ,m(u)du
)
for s ∈ [m,m+1], t ≥m ≥ n and λ ∈ [−κ,κ].
This implies that under the same conditions,
0< fλ,s(t )exp
(
−
∫t
0
θκ(u)du
)
≤ exp
(∫m+1
m
ρ−κ,m(u)du
)
exp
(∫∞
m
|ρκ,m(u)−θκ(u)|du
)
exp
(
−
∫m
0
θκ(u)du
)
.
Now by (5.19) and (5.22), like the above proof of Proposition 5.1, it holds on the event Am form ≥ n,
exp
(∫∞
m
|ρκ,m(u)−θκ(u)|du
)
≤ 1/2+Oκ,ǫ(n−ǫ).
Moreover, we also verify that
{
ρ−κ,m(u)≤m−ǫ for u ≥m
}
on the event Am . Hence, we obtain the upper-
bound which holds on the event
{⋂
m≥n Am
}
,
0< fλ,s(t )exp
(
−
∫t
0
θκ(u)du
)
≤ exp
(
−
∫⌊s⌋
0
θκ(u)du
)(
1/2+Oκ,ǫ(n−ǫ)
)
,
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uniformly for t ≥ s ≥ n and λ ∈ [−κ,κ]. Then by (5.1) and (5.22), it also holds on the event {⋂m≥n Am},
for anym ∈N, ∫m
0
θκ(u)du = 23m3/2+Oκ,ǫ(m1/2)
This shows that if n is sufficiently large (depending on the parameters ǫ,κ), with probability at least
1−Ce−n1/2−3ǫ ,
0< fλ,s(t )exp
(
−
∫t
0
θκ(u)du
)
≤ exp(−(23 −ǫ)⌊s⌋3/2), uniformly for t ≥ s ≥ n and λ ∈ [−κ,κ].
By the Borel–Cantelli Lemma, this implies the claim.
We can now turn to study the asymptotic behavior of Neumann solutions.
Proof of Proposition 5.3. Asymptotics of Neumann solutions. We can repeat the first argument from the
proof of Proposition 5.1 in the Neumann cases. Instead of (5.21), we obtain for n ≥ nK , on the event An ,
Φλ(s)= lim
t→∞gλ,s (t )exp
(
−
∫t
0
θλ(u)du
)
= (fλ,s(n)ζfλ,n+ f′λ,s(n)ζgλ,n)exp(−∫n
0
θλ(u)du
)
exists for s ≤ nK , uniformly for all λ ∈ K . This establishes that (λ, s) ∈ C×R 7→Φλ(s) exists almost surely,
is continuous for s ∈ R and analytic for λ ∈ C. We are now going to verify that Φ = SAi/pπ as in Defini-
tion 5.2. Recall that by Lemma 4.2,
gλ,s(t )=
∫t
s
fλ,v (t )dv, s, t ∈R and λ ∈C.
This implies that
Φλ(s)= lim
t→∞
(∫t
s
fλ,v (t )exp
(
−
∫t
0
θλ(u)du
)
dv
)
.
By the dominated convergence Theorem, Lemma 5.14 justifies taking the limit inside the integral when
λ ∈ R, then as SAi′
λ
(v) = − lim
t→∞fλ,v (t )exp(−
∫t
0 θλ)/
p
π locally uniformly for v ∈ R, we obtain that almost
surely
Φλ(s)=−
p
π
∫∞
s
SAi′λ(v)dv =
p
πSAiλ(s), s ∈R and λ ∈R.
Since both (λ, s) ∈C×R 7→Φλ(s) and (λ, s) ∈C×R 7→
p
πSAiλ(s) are continuous for s ∈R and analytic for
λ ∈C, they (almost surely) coincide.
Asymptotics of SAi. It follows directly from (5.4) that the stochastic Airy function has the following almost
sure (locally uniform) asymptotics: as t→∞,
SAiλ(t )exp
(∫t
0
θλ(u)du
)
≃ 1
2
p
π
∫∞
t
exp
(
−
∫s
t
θλ(u)du
)
ds. (5.23)
According to (5.1), an integration by parts shows that∫∞
t
exp
(
−
∫s
t
θλ(u)du
)
ds = 1p
t
+
∫∞
t
exp
(
−
∫s
t
θλ(u)du
)(
θλ(s)−
p
s− 1
2s
) dsp
s
and
(
θλ(s)−
p
s− 12s
) =X(s)+Oβ,K (s−1/2) as s→∞. By (5.22), this shows that on the event An , it holds
for t ≥ n, ∫∞
t
exp
(
−
∫s
t
θλ(u)du
)
ds = 1p
t
1
1−Oβ,K (t−1/4)
.
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By the Borel-Cantelli Lemma and (5.23), we conclude that almost surely, as t→∞,
SAiλ(t )exp
(∫t
0
θλ(u)du
)
≃ 1
2
p
πt
.
This proves (5.5) with the required uniformity.
Special solutions of the stochastic Airy equation. According to Lemma 4.2, we have
−gλ,u (t )= fλ,0(t )gλ,0(u)− fλ,0(u)gλ,0(t ), u, t ∈R, λ∈C.
Hence, by combining the asymptotics from Propositions 5.1 and 5.3, we obtain
p
πSAiλ(u)= lim
t→∞gλ,u(t )exp
(
−
∫t
0
θλ(u)du
)
=pπSAi′λ(0)gλ,0(u)+
p
πSAiλ(0)fλ,0(u).
This decomposition in the Dirichlet–Neumann basis shows that SAiλ is a solution of the stochastic Airy
equation.
Uniqueness. We have already establishes that SAiλ ∈H1(R+) for any λ∈C. Moreover by Corollary 5.5, we
can decompose any solution of stochastic Airy equation in the basis {SAi,SBi}. Given that the stochastic
BAiry functions SBiλ grow super-exponential like e
2
3
(t+λ)3/2 as t→∞, this implies that the stochastic Airy
functions are the only solutions which lie in L2(R+).
5.2 Control of the processes∆ and̟: Proofs of Lemmas 5.11 and 5.12
In this section, we fix ǫ ∈ (0, 34 ), n > 0 sufficiently and denote σ = σλ,n , ∆ = ∆λ,n , ̟ = ̟λ,n , y = yµ and
χ= χµ,n . For s > n, we work conditionally on the event
En =
{
∀λ ∈K : |̟(s)| ≤ cp
s
, |∆(s)| ≤ c
s1/4−ǫ
}
∩
{
∀t ≥n,∀λ ∈K : |χ(t )| ≤ c
t1/4−ǫ
,
∣∣∣∫t
n
χ(u)du
∣∣∣≤ c
t−ǫ
}
.
Let us first observe that on this event: for any λ ∈ K and all t ≥ s, |∆(s)|y(s)y(t )−1 ≤ ct ǫ−1/4. Let us define
the stopping time
ϑ := inf {t ≥ s : maxλ∈K |∆(t )| ≥ 1}.
By (5.16), on the event En , we obtain the bound for t ∈ [s,ϑ],
−∆(t )≤ |∆(s)|y(s)y(t )−1+ y(t )−1
∫t
s
y(u)
(
∆(u)2+χ(u)2)du
≤ c
(
t ǫ−1/4+ y(t )−1
∫t
s
y(u)u2ǫ−1/2du
)
.K ,ǫ t
ǫ−1/4.
By (5.11),̟(t )=̟(s)e−2
∫t
s σ(v)dv du+η∫ts e−2∫tu σ(v)dv du, so that as |̟(s)| ≤ cs1/2−ǫ , this implies that for
t ∈ [s,ϑ],
|̟(t )|.K ,ǫ
e−t
3/2+s3/2
p
s
+
∫t
s
e−t
3/2+u3/2 du.K ,ǫ
1p
t
.
In turn, by (5.16) again, we deduce the upper-bound for t ∈ [s,ϑ],
∆(t )≤ |∆(s)|y(s)y(t )−1+ y(t )−1
∫t
s
y(u)̟(u)2du.K ,ǫ t
ǫ−1/4.
Hence, if n is sufficiently large (depending only on K ), by continuity of the process t 7→ ∆(t ), we
conclude that En ⊂ {ϑ =∞} ⊂
{|∆(t )|.K ,ǫ t ǫ−1/4, |̟(t )|.K ,ǫ 1/pt}. In particular this already shows that
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N[sn ,∞)(ρ)= 0 and provide us the necessary control of the imaginary part of ρ = σ+ i̟. We also deduce
the two bounds valid for t ≥ s,
y−1(t )
∫t
s
y(u)̟(u)2du.K ,ǫ t
−3/2 and y(t )−1
∫t
s
y(u)
(
∆(u)2+χ(u)2)du.K ,ǫ t2ǫ−1. (5.24)
For the second claim, we set
Θ(t ) :=∆(t )−∆(s)y(s)y(t )−1
(
1−2
∫t
s
χ(u)du
)
+ y(t )−1
∫t
s
y(u)χ(u)2du (5.25)
= y(t )−1
∫t
s
y(u)
(
̟(u)2−∆(u)2)du−2y(t )−1∫t
s
y(u)
(
∆(u)−∆(s)y(s)y−2µ (u)
)
χ(u)du.
First, let us observe that by (5.16) and (5.24),
|∆(t )−∆(s)y(s)y(t )−1|.K ,ǫ t2ǫ−1, (5.26)
so that using the second formula in (5.25),
|Θ(t )|.K ,ǫ t2ǫ−1+2y(t )−1
∫t
s
y(u)u3ǫ−5/4du.K ,ǫ t2ǫ−1.
We can improve this bound using that from the first formula in (5.25), by definition of En ,
|∆(t )|2.K ,ǫ |Θ(t )|2+|∆(s)|2y(s)2y(t )−2t2ǫ+ t2(2ǫ−1)
.K ,ǫ |∆(s)|2y(s)2y(t )−2t2ǫ+ t4ǫ−2
Feeding the previous bound again in the second formula in (5.25), by (5.24) and (5.26), we conclude that
|Θ(t )|.K ,ǫ t−3/2+ t4ǫ−5/2+|∆(s)|2y(s)2y(t )−1
∫t
s
y(u)−1u2ǫdu+2y(t )−1
∫t
s
y(u)u3ǫ−5/4du
.K ,ǫ t
−3/2+ t4ǫ−5/2+ s2ǫ−1/2|∆(s)|2y(s)y(t )−1+ t3ǫ−7/4.
This shows that on the event En , the function Θ is integrable and∫∞
s
|Θ(t )|dt .K ,ǫ s−
1
2
∧3( 1
4
−ǫ).
To finish the proof, we go back to the definition of Θ, (5.25), and find that on the event En ,∫∞
s
∣∣∣∆(t )+ y(t )−1∫t
s
y(u)χ(u)2du
∣∣∣dt .K ,ǫ∫∞
s
|Θ(t )|dt +∆(s)y(s)
∫∞
s
y(t )−1t ǫdt
.K ,ǫ s
− 1
2
∧3( 1
4
−ǫ).
This proves the second claim of Lemma 5.11. As for the proof Lemma 5.12, let us define the process
ä(t ) :=̟(t )− η
2
p
t+µ , t ≥ n.
By (5.10), we verify that that this process satisfies the ODE:
dä(t )=−
(
2σ(t )ä(t )− η/4
(t+µ)3/2
)
dt ,
whose solution can be expressed for t ≥ s as
ä(t )=ä(s)y(s)y(t )−1− y(t )−1
∫t
s
y(u)
(
2
(
χ(u)+∆(u))ä(u)− η/4
(u+µ)3/2
)
du.
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Under the event En , we have already shown that |ä(u)| .K ,ǫ u−1/2 and |χ(u)+∆(u)| .K ,ǫ uǫ−1/4 for all
u ≥ s. These bounds imply that for any ǫ ∈ (0, 3
4
),∣∣∣∫t
s
y(u)
(
2
(
χ(u)+∆(u)
)
ä(u)− η/4
(u+µ)3/2
)
du
∣∣∣.K ,ǫ∫t
s
y(u)uǫ−3/4du.K ,ǫ
y(t )
t5/4−ǫ
.
In turn, as |̟(s)| ≤ cs−1/2 on the event En , we conclude that∫∞
s
|ä(t )|dt ≤ |ä(s)|y(s)
∫∞
s
y(t )−1dt +OK ,ǫ(sǫ−1/4).
This completes the proofs of both Lemmas 5.11 and 5.12.
5.3 Control of the entrance behavior: Proof of Proposition 5.9
In this section, we are interested in the short-time behavior of the diffusions {σλ(t ) : t ≥ s,λ ∈ K }, see
(5.10), in the Dirichlet (σλ(s) = 0) and Neumann (σλ(s) =∞) cases. Our goal is to show that if s > 0 is
sufficiently large, then with good probability, it takes a time of order 1/
p
s for σλ(t ) to reach the stable
parabola t 7→pt .
In the Dirichlet case, the idea is that for large s > 0, one can approximate (5.10) on a short time
interval by the ODE:
ψ′ =−ψ2+ s, ψ(s)= 0. (5.27)
The solution being given explicitly byψs(t ) := tanh((t − s)
p
s)
p
s, we obtain the following behavior.
Lemma5.15. Let (σλ,s (t ) :λ∈K ) be the real-part of the Riccati diffusions for (fλ,s :λ∈K ). For any ǫ ∈ (0, 34 )
and γ ∈ (1, s3/4−ǫ], there is a constant C =Cβ,K ,ǫ so that it holds with probability at least 1−e−s
2ǫ/C logγ,
|σλ,s(t )−ψs (t )| ≤ s−1/4+ǫ for all t ∈
[
s, s+γ/ps] and λ∈K .
Proof. Let κ =minλ∈K (ℜλ). By (5.10), we note that all Riccati diffusions
(
σλ,s(t )
)
t≥s,λ∈K remain above
the (strong) solution to the SDE:
dρκ(t )=−ρ2κ(t )+κ+ t +dB (t ), ρκ(s)= 0, (5.28)
which we define to be absorbed at −∞. Hence, to obtain a lower-bound, it suffices to estimate the prob-
ability that ρκ remains aboveψs(t )− s−1/4−ǫ for the short time-interval that we consider. Let
τ := inf
{
t ∈ [s, s+ γp
s
]
: |ρκ(t )−ψs(t )| > s−1/4+ǫ
}
.
By (5.11), it holds for any t ∈ [s,τ],
max
λ∈K
|̟λ,s(t )| ≤ |η|
∫t
s
e−2
∫t
u ρκ(v)dv du
≤ |η|
∫t
s
e
2γ
s3/4−ǫ −2
∫t
u ψs (v)dv du
.ǫ,η
∫t−s
0
( cosh(ups)
cosh((t − s)ps)
)2
du.ǫ,K s
−1/2.
Hence, this quantity is bounded uniformly for λ ∈ K and by (5.10), all Riccati diffusions (σλ,s(t ))t≥s,λ∈K
also remain below the solution of
dρκ′(t )=−ρ2κ′(t )+κ′+ t +dB (t ), ρκ′(s)= 0,
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for another constant κ′ > κ depending on K ,ǫ. This SDE is of the same type as (5.28), therefore it suffices
to bound the probability of the event
{
τ < s + γp
s
}
uniformly over the parameter κ ∈ [−Cǫ,K ,Cǫ,K ]. The
idea is to compare the diffusion (5.28) with the solution ψs of the ODE (5.27). Let us denote A(t ) =∫t
s (ρκ(u)+ψs (u))du. Using (5.27), we can write (5.28) as
d
(
ρκ(t )−ψs(t )
)=−(ρκ(t )−ψs(t ))dA(t )+κ+ (t − s)+dB (t ).
Hence, we can write the solution of (5.28) as
ρκ(t )−ψs(t )=
∫t
s
e−A(t )+A(u)(u− s+κ)du+e−A(t )
∫t
s
e A(u)dB (u). (5.29)
For all t ∈ [s,τ], we have the estimate
|A(t )− Aˆ(t )| ≤ (t − s)s−1/4+ǫ, where Aˆ(t )= 2
∫t
s
ψs(u)du = 2log(cosh((t − s)
p
s)).
This shows thatwhen ǫ ∈ (0, 3
4
), |A(t )− Aˆ(t )|.ǫ 1 for all t ∈ [s,τ]. In particular, we can bound themean
in (5.29) by
sup
t∈[s,s+γ/ps],|κ|≤Cǫ,K
∣∣∣∫t
s
e−A(t )+A(u)(u− s+κ)du
∣∣∣.ǫ,K ∫t−s
0
e−Aˆ(t )+Aˆ(u+s)(1+u)du. 1p
s
+ γ
s
. (5.30)
As for the martingale part in (5.29), let M (t ) = ∫t∧τs e A(u)dB (u). The quadratic variation of this mar-
tingale is bounded above and below (up to a multiplicative constant) by
〈M (t )〉 =
∫t
s
e2A(u)d〈B (u)〉 ≍β,ǫ
∫t
s
e2Aˆ(u)du =
∫t−s
0
cosh4(u
p
s)du.
On the one-hand, for short times, this immediately implies the sub-Gaussian estimate sup
t∈
[
s,s+ 1p
s
]e−2A(t )M (t )2 .
√
〈M (s+1/ps)〉.β,ǫ s−1/4.
On the other-hand, for t ≥ s+1/ps,
〈M (t )〉 ≍β,ǫ
∫t−s
0
cosh4(u
p
s)du ≍ e
4(t−s)ps
4
p
s
and e−Aˆ(t ) = cosh((t − s)ps)−2 ≍ e−2(t−s)
p
s .
By the martingale representation TheoremM (t )
law= B〈M(t )〉 and the previous estimates imply that sup
t∈
[
s+ 1p
s
,s+ γp
s
]e−A(t )M (t )2.ǫ  sup
t∈
[
s+ 1p
s
,s+ γp
s
]e−Aˆ(t )M (t )2
≍
 sup
u∈[1,γ]
e−2uB (e4u/c
p
s)

2
for a small constant c = cβ,ǫ > 0. This comparison with anOrnstein-Uhlenbeck process (using the scaling
property of B ) shows that  sup
t∈
[
s+ 1p
s
,s+ γp
s
]e−A(t )M (t )2.β,ǫ s−1/4
√
logγ.
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Combining the previous estimates, we conclude that sup
t∈
[
s,s+ γp
s
]∣∣∣e−2A(t )∫t
s
e A(u)dB (u)
∣∣∣.β,ǫ s−1/4√logγ.
Using the representation (5.29) together the estimate (5.30) for the mean, this yields a sub-Gaussian
bound for sup
t∈
[
s,s+ 2log sp
s
] |ρκ(t )−ψ(t )| which is locally uniform in the parameter κ ∈ R. Thus, P[τ ≤
s+ γp
s
]≤ e−s2ǫ/CK ,ǫ,β logγ and as claimed above, this completes the proof.
In the Neumann case, as σλ(s) =∞, it is convenient to work instead with its inverse xλ = 1/σλ. By
(5.10)–(5.11) and Itô’s formula, we verify that the diffusions (xλ(t ) : t ≥ s,λ∈K ) satisfy the following SDEs:
dxλ(t )= 1− (̟2λ(t )+ t +µ)x2λ(t )+ 4βx3λ−x2λ(t )dB (t ), xλ(s)= 0,
̟λ(t )= η
∫t
s
e−
∫t
u 2x
−1
λ
(v)dv du.
(5.31)
For large s > 0, one can approximate (5.31) on a short time interval by the ODE:
ϕ′ = 1− sϕ2, ϕ(s)= 0. (5.32)
The solution being given explicitly by ϕs (t ) := tanh((t − s)
p
s)/
p
s =ψs(t )/s, we obtain the following be-
havior.
Lemma 5.16. For any ǫ ∈ (0, 34 ) and γ ∈ (1, s3/4−ǫ], there is a constant C = Cβ,K ,ǫ so that it holds with
probability at least 1−e−s2ǫ/C logγ,
|xλ,s(t )−ϕs(t )| ≤ϕs(t )s−3/4+ǫ for all t ∈
[
s, s+γ/ps] and λ ∈K .
Proof. Fix ǫ> 0, let ϕ=ϕs and
τ := inf
{
t ∈
[
s, s+γ/ps
]
: ∃λ ∈K , |xλ(t )−ϕ(t )| >ϕ(t )s−ǫ
}
.
Observe that for t ∈ [s,τ], xλ(t )≥ 0 so that by (5.31), we have |̟λ(t )|2/
p
s ≤ |η|2γ2s−3/2 .K ,ǫ 1. Hence we
can sandwich all (xλ(t ) : t ∈ [s,τ],λ∈K ) between two solutions of
dxκ(t )= 1− (t +κ)x2κ(t )+ 4βx3κ−x2κ(t )dB (t ), xκ(s)= 0,
for κ ∈ {±CK }. Hence, if we control the solutions of (5.31) locally uniformly for λ = κ ∈ R, we obtain the
claim. Set A(t )=∫ts (xκ(u)+ϕ(u))du and observe that
d
(
xκ(t )−ϕ(t )
)=−s(xκ(t )−ϕ(t ))dA(t )− (t − s+κ)x2κ(t )dt + 4βx3κ(t )dt −x2κ(t )dB (t )
Hence, by integrating this equation, we obtain
xκ(t )−ϕ(t )=−
∫t
s
e−s(A(t )−A(u))
(
(u− s+κ)x2κ(u)− 4βx3κ(u)
)
du+e−sA(t )Mκ(t ) (5.33)
whereM (t ) :=
∫t
s
e sA(u)x2κ(u)dB (u) is a martingale. Moreover, for all t ∈ [s,τ], we have the estimate
s|A(t )− Aˆ(t )| ≤ s1−ǫ Aˆ(t ) where Aˆ(t )= 2
∫t
s
ϕ(u)du = 2log(cosh((t − s)ps))/s.
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This shows that
s|A(t )− Aˆ(t )|. γs−ǫ.ǫ 1
and we verify that the mean in (5.33) is controlled by
sup
t∈[s,τ]
∣∣∣∫t
s
e−s(A(t )−A(u))
(
(u− s+κ)x2κ(u)− 4βx3κ(u)
)
du
∣∣∣.ǫ,K ,β∫t
s
e−s(Aˆ(t )−Aˆ(u))ϕ(u)2du
≤ϕ(t )/s,
where we used that the function ϕ is increasing. We now turn to controlling the martingale term, its
quadratic variation being given by
〈M (t )〉 = 4β
∫t
s
e2sA(u)x4κ(u)du ≍ǫ,β
∫t
s
e2s Aˆ(u)ϕ4(u)du.
This shows that 〈M (t )〉.ǫ,β ϕ(t )2/s3/2 for all t ∈
[
s, s+ 1p
s
]
where we used the uniform bound ϕ(t )≤p
s. Hence, for short times, we obtain the sub-Gaussian estimate sup
t∈
[
s,s+ 1p
s
] |ϕ(t )−1e−sA(t )M (t )|2 .ǫ  sup
t∈
[
s,s+ 1p
s
] |ϕ(t )−1Bϕ(t )2/s3/2 |2.ǫ,β s−3/4.
On the other-hand, for larger time, we have 〈M (t )〉 ≍ǫ,β s−5/2e2s Aˆ(t ) and e s Aˆ(t ) ≍ e2(t−s)
p
s . Then, by
themartingale representation TheoremM (t )
law= B〈M(t )〉 and we obtain sup
t∈
[
s+ 1p
s
,s+ γp
s
] |e−sA(t )M (t )|2 ≍ǫ  supu∈[1,γ]e−2uB (e4u/cs5/2)

2
.
for a small constant c = cβ,ǫ > 0. This comparison with an Ornstein-Uhlenbeck process shows that sup
t∈
[
s+ 1p
s
,s+ γp
s
] |ϕ(t )−1e−sA(t )M (t )|2 .β,ǫ s−3/4
√
logγ.
where we used that ϕ(t )≥ c/ps for all t ≥ s+1/ps.
Consequently, using the representation (5.33), these estimates yields control of the sub-Gaussian
norm of sup
t∈
[
s,s+ γp
s
] |xκ(t )ϕ(t )−1− 1| by Cβ,ǫ,K s−3/4√logγ. Thus, we conclude that P[τ ≤ s +γ/ps] .
e−s
3/2−2ǫ/Cβ,ǫ,K logγ. Replacing ǫ> 0 by 3/4−ǫ> 0, this completes the proof.
We are now ready to complete our proof of Proposition 5.9.
Proof of Proposition 5.9. In the Dirichlet case, on the event of Lemma 5.15, it holds with γ= log(s),
|σλ,s(t )−
√
t +µ| ≤ s−1/4+ǫ+|ψs (t )−
p
s|+OK (s−1/2)≤ cK ,ǫs−1/4+ǫ,
where we used that ψs(t )= tanh(log s)
p
s =ps+O(s−3/2). As for the imaginary part of the Riccati diffu-
sion, by (5.11) and using that e−2
∫t
u σλ,s(v)dv = y(u)y(t )−1(1+OK ,ǫ(log(s)s−3/4+ǫ)), we obtain the following
bound which holds on the same event,
sup
t∈[s,s+ logsp
s
]
|̟λ,s(t )|.K ,ǫ 1/
p
s. (5.34)
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In the Neumann case, recall that xλ,s =σ−1λ,s and observe that on the event of Lemma 5.16,
|σλ,s(t )−
√
t +µ|. |1−xλ,s (t )
p
t +µ|
ϕs(t )
≤ |1−ϕs (t )
p
t +µ|
ϕs(t )
+O(s−1/4+ǫ).
Letting t = s+ logsp
s
, we have
ϕs(t )
√
t +µ=ϕs(t )
p
s+OK (ϕs(t )s−1/2) and ϕs(t )
p
s = tanh(log s)= 1+O (s−2)
so that we obtain
|σλ,s(t )−
√
t +µ| ≤ cK ,ǫs−1/4+ǫ.
On the event of Lemma 5.16, we verify by the same argument that if s is sufficiently large,
e−2
∫t
u σλ,s (v)dv ≤ e−
∫t
u
dv
ϕs (v) = sinh((u− s)
p
s)
sinh((t − s)ps)
so that according to formula (5.11), it holds for all t ∈ [s, s+ γp
s
],
|̟λ,s(t )| ≤ |η|
∫t
0
e
−∫tu dvϕs (v)dv .K 1p
s
cosh(γ)−1
sinh(γ)
.
By choosing γ= log(s), this completes the proof.
5.4 Estimates for the processX: Proofs of Propositions 5.10 and 5.13
Let us recall that for µ ∈R and s ≥−µ, we have defined
Xµ,s(t )= y−1µ (t )
∫t
s
yµ(u)dB (u) where yµ(t )= exp
(
4
3
(t +µ)3/2).
Lemma 5.17. For any ǫ ∈ (0,1] and s ≥ 0,sup
t≥s
(1+ t )1/4−ǫ|X0,s(t )|

2
.β−1(1+ s)−ǫ log(2+ s).
Proof. Fix γ< 1/4 and let y = y0. By the martingale representation Theorem,(
(1+ t )γX0,s(t )
)
t≥s
law=
(
(1+ t + s)γy−1(t + s)B (G(t ))
)
t≥0
whereG(t )=
∫t
0
y2s (u)du. In particular, for any α> 0,sup
t≥s
tγ|X0,s(t )|

2
≤max
x≥s
(
(1+x)γy−1(x)) sup
t∈[0,α]
|B (G(t ))|

2
+
sup
t≥α
|(1+ t + s)γy−1s (t )B (G(t ))|

2
.β−1(s+1)γe−4s3/2/3
√
G(α)+
 sup
u≥G(α)
|(1+G−1(u)+ s)γy−1s (G−1(u))B (u)|

2
.
Observe that by an integration by parts,
G(t )=
[
y2s (u)
4
p
u+ s
]t
0
+
∫t
0
y2s (u)
8(u+ s)3/2du ≤
y2s (t )
4
p
t + s
+ G(t )
8s3/2
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so that
G(t )≤ y
2
s (t )p
t + s
.
Using this bound, we verify that there exists a numerical constant c > 0 such that for any u ≥ c ,
(1+G−1(u)+ s)γy−1s (G−1(u))≤
2u−1/2
(G−1(u)+ s)1/4−γ ≤
2u−1/2
(logu)2(1/4−γ)/3
where we used thatG−1(u)≥ (38 logu)2/3− s for any u ≥ 2. This implies that
sup
u≥G(α)
|(1+G−1(u)+ s)γy−1s (G−1(u))B (u)|. sup
u≥G(α)
|B (u)|p
u(logu)2(1/4−γ)/3
so that by Lemma B.1, it holds for γ< 1/4 andG(α)≥ c , sup
u≥G(α)
|y−2s (G−1(u))B (u)|

2
.β−1(logG(α))2(γ−1/4)/3 log(logG(α)).
Optimizing over α> 0, we pickG(α)=Ce8s3/2/3/
p
s+1 and conclude thatsup
t≥s
tγ|X0,s (t )|

2
.β−1(1+ s)γ−1/4 log(2+ s).
We now extend the bound fromLemma 5.17 so that it holds locally uniformly for the parameterµ ∈R.
Observe that the family of processes (Xµ,s)µ∈[−κ,κ] are solutions of the coupled SDEs:
dXµ,s(t )=−2
√
t +µXµ,s(t )dt +dB (t ), Xµ,s(s)= 0.
Thus the difference (Xµ,s(t )−X0,s(t )) satisfies an ODE, which when solved, implies that for any µ ∈
[−κ,κ],
Xµ,s(t )=X0,s(t )+ y−1µ (t )Υµ,s(t ), t ≥ s, (5.35)
where
Υµ,s(t ) :=
∫t
s
yµ(u)X0,s(u)
(√
u+µ−pu)du.
This representation and Lemma 5.17 allows us to prove Proposition 5.10.
Proof of Proposition 5.10. First observe that for any µ ∈ [−κ,κ] and t ≥ s ≥ κ,
|Υµ,s(t )|.κ sup
t≥s
|(1+ t )γ|X0,s(t )|
∫t
s
yµ(u)(1+u)−γ−1/2du
.κ sup
t≥s
|(1+ t )γ|X0,s(t )|yµ(t )(1+ t )−γ−1.
Then by formula (5.35), this implies that
sup
|µ|≤κ,t≥s
|(1+ t )γXµ,s(t )|.κ (1+ s)−γ−1 sup
t≥s
|(1+ t )γ|X0,s(t )|.
By Lemma 5.17, choosing γ= 1/4−ǫ, this shows that for any ǫ ∈ (0,1], κ> 0 and s ≥ κ, sup
|µ|≤κ,t≥s
|t5/4−ǫy−1µ (t )Υµ,s(t )|

2
∨
 sup
|µ|≤κ,t≥s
|(1+ t )1/4−ǫXµ,s(t )|

2
.κ β
−1(1+ s)−ǫ log(1+ s). (5.36)
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This proves the first claim. For the second claim, we verify by an integration by parts that∫t
s
Xµ,s(u)du =−Yµ(t )Xµ,s(t )+
∫t
s
Yµ(u)dB (u), Yµ(t ) := yµ(t )
∫∞
t
y−1µ (u)du. (5.37)
Using the asymptotics Yµ(t ) = 1/2pt +Oκ(t
−3/2) as t →∞, the quadratic variation of the martingale part
Mµ(t ) :=
∫t
s
Yµ(u)dB (u) in (5.37) satisfies as s→∞,
〈Mµ(t )〉 =
4
β
∫t
s
Y 2µ (u)du =β−1
(
log
(
t
s
)+Oκ(s−1)).
Hence, by the martingale representation theorem and Lemma B.1, we verify that for any ǫ > 0, fixed
µ ∈ [−κ,κ] and s ≥κ, sup
t≥s
|(1+ t )−ǫMµ(t )|

2
.κ,ǫ β
−1(s+1)−ǫ. (5.38)
We are now going to show that the bound (5.38) is locally uniform in the parameter µ. We verify that
the function Yµ and the corresponding martingaleMµ have the following representations for all µ ∈R,
Yµ(t )= Y0(t )+2yµ(t )
∫∞
t
y−1µ (v)
(√
v +µ−pv)Y0(v)dv
Mµ(t )=M0(t )+2
∫∞
s
y−1µ (v)
(√
v +µ−pv
)
Y0(v)yµ(v ∧ t )Xµ,s(v ∧ t )dv.
This implies that
sup
|µ|≤κ,t≥s
|(1+t )−ǫMµ(t )| ≤ sup
t≥s
|(1+t )−ǫM0(t )|+2 sup
|µ|≤κ,t≥s
|(1+t )1/4−ǫXµ,s(t )|
∫∞
s
(√
v +µ−pv
)
Y0(v)v
−1/4dv︸ ︷︷ ︸
=Oκ(s−1/4)
.
Combining the sub-Gaussian estimates (5.36) and (5.38), this shows that any ǫ ∈ (0,1] and s ≥ κ, sup
|µ|≤κ,t≥s
|(1+ t )−ǫMµ(t )|

2
.κ β
−1(1+ s)−ǫ.
Since Yµ(t )≤ Cκpt , by using the previous bound, (5.37) and (5.36) again, we conclude that sup
|µ|≤κ,t≥s
∣∣∣(1+ t )−ǫ∫t
s
Xµ,s(u)du
∣∣∣
2
.β β
−1(1+ s)−ǫ.
This completes the proof of the second claim of Proposition 5.10.
Let us now move on to the proof of Proposition 5.13. The argument to obtain the second bound is
rather technical and relies on the following Lemma.
Lemma 5.18. For any κ≥ 0, it holds for Zs =X20,s −EX20,s with s ≥ κ, sup
µ∈[−κ,κ],T≥s
∣∣∣∫T
s
y−1µ (t )
∫t
s
yµ(u)Zs(u)dudt
∣∣∣
1
.β,K (1+ s)−3/4(log(1+ s))3/2.
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Proof. By the martingale representation Theorem,(
Z(u)
)
u≥s
law=
(
y(u)−2
(
B (G(u))2− 4βG(u)
))
u≥s where G(u)=
∫u
s
y(v)2dv, y = y0,
and the process M (t ) := B (t )2− 4β t for t ≥ 0 being itself a martingale. Then, we have the identity in law
between the two processes(∫T
s
y−1µ (t )
∫t
s
yµ(u)Z(u)dudt
)
T≥s,µ∈[−κ,κ]
law=
(∫T
s
y−1µ (t )
∫t
s
yµ(u)y(u)
−2M (G(u))du
)
T≥s,µ∈[−κ,κ]
. (5.39)
Hence, it suffices to estimate·1 norm for theRHSof (5.39). Let us also denote byhµ(t )= yµ(t )
∫∞
t
y−1µ (u)du
for t ≥ s ≥ κ and µ ∈ [−κ,κ].
First, let us observe that integrating by parts, we can rewrite∫T
s
y−1µ (t )
∫t
s
yµ(u)y(u)
−2M (G(u))du =−hµ(T )y−1µ (T )
∫T
s
yµ(u)
(
1+O(u−1)
)M (G(u))
1+G(u)
du
4
p
u
+
∫T
s
hµ(u)y(u)
−2M (G(u))du (5.40)
where we have used thatG(t )= y(t )2
(
1
4
p
t
+O(t−3/2)
)
as t→∞.
Now, by definition of M and since B is a Brownian motion, by Lemma B.1 and the Cauchy–Schwarz
inequality, it holds for any ǫ ∈ (0,1] and t ≥ 0,sup
v≥t
B (v)2
(v+1)(log(2+v))ǫ

1
∨
sup
v≥t
|M(v)|
(v+1)(log(2+v))ǫ

1
.β,ǫ
(log(1+log(2+t )))3
(log(2+t ))ǫ . (5.41)
Using this sub-exponential norm bound, it is straightforward to control the first term on the RHS of
(5.40). Namely as hµ(t )= 1+Oκ(t
−1)
2
p
t
and loglogG(t )≃ 32 log t as t→∞, we have sup
|µ|≤κ,T≥s
∣∣∣hµ(T )y−1µ (T )∫T
s
yµ(u)
(
1+O(u−1)
)M (G(u))
1+G(u)
du
4
p
u
∣∣∣
1
. sup
|µ|≤κ,T≥s
(
hµ(T )y
−1
µ (T )
∫T
s
yµ(u)du
)
×
 sup
v≥G(s)
|M(v)|
(v+1)(log(2+v))1/3

1
.κ,β (1+ s)−3/2(log(1+ s))3. (5.42)
For the second term on the RHS of (5.40), by the same argument,∫T
s
hµ(u)y(u)
−2M (G(u))du =
∫T
s
y(u)−2M (G(u))
du
2
p
u
+
∫T
s
M (G(u))
1+G(u)
Oκ(1)
1+u2du
=−Y (T )M (G(T ))+ IT +Oκ,β
(
(1+ s)−1(log(1+ s))3
)
,
(5.43)
where we rewrite the first term using Itô integration by parts, the error is controlled in terms of the ·1
norm and we denote
IT =
∫T
s
Y (u)dM (G(u)), Y (t )=
∫∞
t
y(v)−2
2
p
v
dv.
Using that Y (t ) = y(t )−2( 1
4t
+O(t−2)), the previous asymptotics for G(t ) and the estimate (5.41) as
above, we obtain for ǫ< 1,sup
T≥s
|Y (T )M (G(T ))|

1
≤ sup
T≥s
|Y (T )(1+G(T ))(log(2+G(T )))ǫ|×
 sup
v≥G(s)
|M(v)|
(v+1)(log(2+v))ǫ

1
.β (1+ s)−3/2(log(1+ s))3. (5.44)
43
As for the martingale part, by definition ofM , its quadratic variation is given by
〈IT 〉 =
∫G(T )
0
Y (G−1(v))2d〈M (v)〉 = 16
β
∫T
s
Y (u)2B (G(u))2G ′(u)du
.β
∫T
s
B (G(u))2
1+G(u)
du
1+u5/2 .
Using the estimate (5.41) again and that loglogG(t ) ≃ 3
2
log t as t →∞, we can control this quadratic
variation by, for any ǫ< 1,
sup
T≥s
〈IT 〉1 .β,ǫ sup
u≥s
(∫T
s
(log(2+G(u)))ǫ du
1+u5/2
)
×
 sup
v≥G(s)
B (v)2
(v+1)(log(2+v))ǫ

1
.β (1+ s)−3/2(log(1+ s))3.
Now by applying Freedman’s inequality to thismartingale, we deduce the tail bound: for any λ,Σ> 0,
P
[
sup
t≥s
|It | ≥λ
]≤ 2exp(− λ2
2Σ
)+P[sup
t≥s
〈It 〉 ≥Σ
]
. exp
(
− λ√
2supT≥s〈IT 〉1
)
by choosing Σ = λ√supT≥s〈IT 〉1/2. This shows that supT≥s |IT |1 . √supT≥s〈IT 〉1, so that by
(5.43) and (5.44), we conclude that sup
T≥s,µ∈[−κ,κ]
∣∣∣∫T
s
hµ(u)y(u)
−2M (G(u))du
∣∣∣
1
.β,κ (1+ s)−3/4(log(1+ s))3/2.
Finally, by combining (5.40), (5.42) and the previous bound with the identity ((5.39), this shows that sup
T≥s,µ∈[−κ,κ]
∣∣∣∫T
s
y−1µ (t )
∫t
s
yµ(u)Z(u)dudt
∣∣∣
1
.β,κ (1+ s)−3/4(log(1+ s))3/2.
We are now ready to complete the proof of Proposition 5.13.
Proof of Proposition 5.13. Using the representation (5.35), we have for any t ≥ s ≥κ and 0< ǫ< 1/4,
sup
|µ|≤κ
∫t
s
|Xµ,s(u)−X0,s(u)|du. sup
|µ|≤κ,u≥s
|u5/4−ǫy−1µ (u)Υµ,s(u)|
∫t
s
du
(1+u)5/4−ǫ
Applying the sub-Gaussian estimates (5.36), this implies that for any s ≥ κ≥ 0, sup
|µ|≤κ
∫∞
s
|Xµ,s (u)−X0,s(u)|du

2
.κ,β (1+ s)−1/4 log(2+ s).
Now, let us recall that according to (5.14), χµ,s (t )=− 1/4t+1 +Xµ,s (t )+Oκ
(
1
(t+1)2
)
. Then, the previous bound
shows that  sup
|µ|≤κ
∫∞
s
|χµ,s(u)−X0,s(u)+ 1/4u+1 |du

2
.κ,β (1+ s)−1/4 log(2+ s).
Finally, to obtain the first claim, it remains to observe that by (5.14), for any t ≥ s ≥ 0,
X0,s(t )=X(t )−X(s)y(s)y(t )−1, (5.45)
whereX=X0,0 and y = y0. In particular, we obtain that for s ≥ 0,∫∞
s
|X0,s(t )−X(t )|dt . |X(s)|s−1/2.
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Hence, by Lemma 5.17 with s = 0 and ǫ= 1/4, we conclude that for any s ≥ κ≥ 0, sup
|µ|≤κ
∫∞
s
|χµ,s(u)−X0,1(u)− 1/4u |du

2
.κ,β (1+ s)−1/4 log(2+ s)
As for the second claim, let us use again that for any t ≥ s ≥ κ,
|χµ,s(t )−X0,s(t )|2 .
(
y−1µ (t )Υµ,s(t )
)2+Oκ( 1(t+1)2 ),
where the error is deterministic and uniform for µ ∈ [−κ,κ]. Moreover, applying the sub-Gaussian esti-
mates (5.36), we obtain by the Cauchy–Schwarz inequality that for any ǫ< 1/2, sup
|µ|≤κ,t≥s
|t5/2−2ǫ(y−1µ (t )Υµ,s(t ))2|
1
.κ,β,ǫ s
−2ǫ(log(2+ s))2.
Then, the previous sub-exponential bound implies that for s ≥ κ≥ 0, sup
|µ|≤κ
∫∞
s
y−1µ (t )
∫t
s
yµ(u)|χµ,s(u)−X0,s(u)|2dudt

1
.κ,β (1+ s)−1(log(2+ s))2
Hence, by Lemma 5.18 and the triangle inequality, we conclude that that for s ≥ κ≥ 0, sup
µ∈K ,T≥s
∣∣∣∫T
s
y−1µ (t )
∫t
s
yµ(u)
(
χ2µ,s(u)−EX0,s(u)2
)
dudt
∣∣∣
1
≤
 sup
µ∈[−κ,κ],T≥s
∣∣∣∫T
s
y−1µ (t )
∫t
s
yµ(u)Zs(u)dudt
∣∣∣
1
+Oκ,β
(
(1+ s)−1(log(2+ s))2)
=Oκ,β
(
(1+ s)−3/4(log(2+ s))3/2).
(5.46)
Now, let us denote for µ ∈ [−κ,κ] and s ≥ κ≥ 0,
IIµ,s,t = y−1µ (t )
∫t
s
yµ(u)EX0,s(u)
2dudt > 0.
Observe that according to (5.2), we can rewrite for t ≥u ≥ 0
E[X(t )X(u)]= y(t )−1y(u)EX(u)2
so that II0,0,t =
∫t
0
E[X(t )X(u)]du. Moreover, as we have EX0,s(u)
2 = y(u)−2∫us y(v)2dv = 1/4+O(u−1)pu when
u→∞, it holds uniformly for all µ ∈ [−κ,κ] as t→∞,
IIµ,s,t = 1/8+Oκ(t
−1)
t .
This implies that ∫∞
s
|IIµ,s,t − II0,0,t |dt =
∫∞
s
Oκ
(
(1+ t )−2)dt =Oκ((1+ s)−1).
Hence, by (5.46), we conclude from this deterministic bound that sup
µ∈K ,T≥s
∣∣∣∫T
s
(
y−1µ (t )
∫t
s
yµ(u)χ
2
µ,s(u)du−
∫t
0
E[X(t )X(u)]du
)
dt
∣∣∣
1
.β,K (1+ s)−3/4(log(2+ s))3/2.
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6 Bound for the stochastic Airy kernel: Proof of Theorem 4.5
Let J̹(N ) = [−e (logN)
1−̹
, (logN )1−̹] and recall that K̹(N ) =
{
λ ∈ C : ℜλ ∈ J̹(N ), |ℑλ| ≤ N−̹
}
for a small
̹> 0. In this section, we prove the estimates from Theorem 4.5 on the stochastic Airy kernel in a series of
reductions. Our first reduction is to a local estimate for |λ| <N−κ, which is to say thatwe reduce Theorem
4.5 to the following lemma.
Lemma 6.1. For any small ̹> δ> 0, there exists constantsC =C (β,δ,̹) and c = c(β,δ,̹) so that
P
[
sup
{|∂tuAλ(t ,u)|E−1λ (t ,u) : u, t ∈ Jκ, |λ| <N−κ}>CNδ]≤Ce−c(logN)1+̹ .
This is done by using invariance properties of the solution map T (see Proposition 3.6) and then by a
net argument; see Section 6.1 for further details.
The second reduction is that by continuity of the stochastic Airy kernel in the parameter λ ∈ C, it
suffices to have control for ∂tuAλ(t ,u)= f′λ,u(t ) at λ= 0, i.e. we reduce Lemma 6.1 to:
Lemma 6.2. For any small ̹,δ> 0, there exists constantsC =C (β,δ,̹) and c = c(β,δ,̹) so that
P
[
sup
{|f′0,u(t )|E−10 (t ,u) :u, t ∈ J̹(N )}>CNδ]≤Ce−c(logN)1+̹ .
The proof of Lemma 6.2 is analogous to the that of Proposition 4.7 and it relies on the fact that one can
express f′
λ
in terms of f′0 as a Volterra or Fredholm equation, see (6.7) in Section 6.2 for further details.
The proof of Lemma 6.2 now amounts to controlling (with overwhelming probability) the real-valued
Dirichlet solutions f′0 of the stochastic Airy equation (1.4). In the oscillatory direction t ≤ 0, this can be
achieved by a simple energy estimatewhich is presented in Section 6.3.
Lemma 6.3. For any small ̹,δ > 0, there exists constants C = C (β,δ,̹) and c = c(β,δ,̹) so that any
solutionφ=φ0 of (1.4)with λ= 0 and initial data φ2(1)+φ′(1)2 ≤ 1 satisfies,
P
[
sup
{
|φ(t )|, |φ′(t )| :−e (logN)1−̹ ≤ t ≤ 1
}
≥CNδ
]
≤Ce−c(logN)1+̹ .
We can obtain bounds for real-valued solutions of the stochastic Airy equation in the expanding
direction by using Lemma 2.1 and controlling the behavior of the Riccati diffusion for positive times.
The arguments are somewhat similar to that of Section 5 except that we require quantitative bounds
which hold with overwhelming probability. The following Lemma summarizes these bounds.
Lemma 6.4. For any small δ,̹ > 0, there exists constants C = C (β,δ,̹) and c = c(β,δ,̹) so that for any
s ∈ [1, (logN )1−κ], it holds for any solutionφ=φ0 of (1.4)with λ= 0 and initial data φ2(s)+φ′(s)2 ≤ 1,
P
[
sup
{|φ(t )|E−10 (t , s), |φ′(t )|E−10 (t , s) : t ∈ [s, (logN )1−κ]}≥CNδ]≤Ce−c(logN)1+κ .
The proof of Lemma 6.4 is rather involved and is given in Section 7 – see in particular Proposition 7.1 and
Section 7.1.
To complete the proof of Theorem 4.5, it remains to show that Lemma 6.3 and Lemma 6.4 imply
Lemma 6.2. Let us first observe that by combining these two Lemmas, we immediately obtain that for
any solution φ=φ0 of (1.4) with λ= 0 and initial data φ2(1)+φ′(1)2 ≤ 1,
P
[
sup
{
|φ(t )|E−10 (t ,1), |φ′(t )|E−10 (t ,1) : t ∈ J̹(N )
}
≥CNδ
]
≤Ce−c(logN)1+κ . (6.1)
This provides the required bound for f′0,u when u = 1. We are now going to show that this bound holds
for all u ∈ J̹(N ) with a similar probability by a net argument.
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Proof of Lemma 6.2. Let us recall from Lemma 4.2 that f′0,u(t ) = ∂tuA0(t ,u), so by anti-symmetry of the
kernelA0, it suffices to show that
P
[
sup
{|f′0,u(t )|E−10 (t ,u) : u, t ∈ J̹(N ),u < t}≥CN 2δ]≤Ce−c(logN)1+̹ .
Note that the small parameter δ> 0 which controls the error is only involved in the constantsC ,c >). By
Lemma 4.2, we can represent for u, t ∈R,
f′0,u(t )= f′0,1(t )g′0,1(u)− f′0,1(u)g′0,1(t ),
so that by (6.1), we have for u, t ∈ J̹ with u ≤ 1∧ t ,
|f′0,u(t )|.Nδ
(
|f′0,1(t )|+ |g′0,1(t )|
)
.N 2δE0(t ,u) (6.2)
with probability at least 1−Ce−c(logN)1+κ . Here we have used that E0(1,u) ≤ E0(t ,u) and E0(1,u). 1 for
u ≤ 1∧ t .
In the case 1≤ u ≤ t , we cannot use the same argument and we rely on the continuity of u 7→ f′0,u and
Lemma 6.4 instead. Let {uk}
N
k=1 be a uniform net of the interval [1,(logN )
1−δ]. By Lemma 6.4, we have
sup
k=1,...,N
{
|g′0,uk (t )|E
−1
0 (t ,uk), |f′0,uk (t )|E
−1
0 (t ,uk) : t ∈ [uk , (logN )1−κ]
}
≤CNδ
with probability 1−Ce−c(logN)1+κ (up to adapting the constantsC ,c). By Lemma 4.2 again, we have
f′0,u(t )= f′0,uk (t )g
′
0,uk
(u)− f′0,uk (u)g
′
0,uk
(t ), u ∈ [uk ,uk+1], t ≥ u.
By (4.5), E0(uk ,uk+1)≤ 2 and so that for all t ≥ u ≥ 1,
|f′0,u(t )|.Nδ
(|f′0,uk (t )|+ |g′0,uk (t )|).N 2δE0(t ,u). (6.3)
By combining the bounds (6.2) and (6.3), this gives the required (uniform) control for |f′0,u(t )|.
6.1 Reduction 1: from a local estimate in λ to a global estimate
In this section, we assume Lemma 6.1 and give the proof of Theorem 4.5. The key insight here is that the
kernel ∂tuAλ(t ,u) has an invariance in law: for any fixed α ∈R,
(Aλ(t ,u) :λ ∈C, t ,u ∈R) law= (Aλ−α(t +α,u+α) :λ ∈C, t ,u ∈R). (6.4)
Let (αk )
N
k=1 be a uniform net of the interval J̹(N ). If N is sufficiently large, K̹(N ) ⊂
⋃N
k=1
{
λ ∈ C :
|λ−αk | ≤ 2N−κ
}
, so that by a union bound,
P
[
sup
{|∂tuAλ(t ,u)|E−1λ (t ,u) : u, t ∈ J̹,λ ∈K̹}>Nδ]
≤∑N
k=1P
[
sup
{|∂tuAλ(t ,u)|E−1λ (t ,u) :u, t ∈ J̹, |λ−αk | ≤ 2N−κ}>Nδ]
≤N P
[
sup
{
|∂tuAλ(t ,u)|E−1λ (t ,u) :u, t ∈ 2J̹, |λ| ≤ 2N−κ
}
>Nδ
]
where we used (6.4) to bound the probabilities at the second step. By Lemma 6.1, this probability is
at most Ce−(logN)
1+ǫ
for some 0 < ǫ < ̹ and a constant C = C (β,δ,̹,ǫ). This completes the proof of
Theorem 4.5, it just remains to justify (6.4). Recall that from Definition 4.1,
Aλ(t ,u)= fλ,0(t )gλ,0(u)− fλ,0(u)gλ,0(t ) for all λ ∈C, t ,u,∈R
From Proposition 3.6, for any fixed α ∈R, this entire process therefore has the same law as
fλ−α,α(t +α)gλ−α,α(u+α)− fλ−α,α(u+α)gλ−α,α(t +α) for all λ∈C, t ,u,∈R.
By Lemma 4.2), this kernel equals toAλ−α(t +α,u+α).
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6.2 Reduction 2: from an estimate at λ= 0 to a local estimate for |λ| ≤N−δ
We show that (deterministically), on the event{|f0,u(t )| ≤NδE0(t ,u) :∀ t ,u ∈ J̹}, (6.5)
a similar bound holds for fλ uniformly for all |λ| ≤ N−κ provided that ̹ > δ and N is sufficiently large.
This establishes that Lemma 6.2 implies Lemma 6.1. The proof relies on the Volterra-type structure of
the stochastic Airy equation (1.6). Let us denote by hλ,s := f′λ,s − f′0,s for s ∈ R, |λ| < Nδ and K (t ,u) =∫t
u
f0,t (v)dv . First observe that according (4.5),
sup
{
Eλ(t ,u)E
−1
0 (t ,u) : t ,u ∈ J̹, |λ| ≤N−̹
}= exp(o̹(1))
as N →∞, so it suffices to show that with E = E0,{|f′λ,u(t )| ≤NδE (t ,u) :∀u, t ∈ J̹, |λ| <N−δ}.
Second, observe that on the event (6.5), the bound (4.9) holds with λ = 0 for all t , s ∈ J̹ and we can
bound
|K (t ,u)| ≤E (t ,u)
∫t
u
|f0,t (v)|E (t ,v)−1dv ≤ (1+|J̹|)2NδE (t ,u). (6.6)
Now, since both f′
λ,s
, f′0,s solve (1.6) with c1 = 1,c2 = 0 andUλ(t , s)=U0(t , s)+λ(t−s), the function hλ,s
solves the equation:
hλ,s(t )=−
∫t
s
U0(t ,v)hλ,s(v)dv −λζ(t ), where ζ(t )=
∫t
s
1+ (t −v)f′λ,s(v)dv =
∫t
s
fλ,s(v)dv.
Since ζ ∈C1(R), applying Proposition 4.4 withA=A0, we obtain after integrating by parts twice
hλ,s(t )=λ
∫t
s
∂tA(t ,u)dζ(u)=λ
∫t
s
∂tA(t ,u)fλ,s(u)du =λK (t , s)−λ
∫t
s
K (t ,u)f′λ,s(u)du,
where we used that ∂tA(t ,u)=−f0,t (u)= ∂uK (t ,u) (c.f. Lemma 4.2). In summary, we arrive at a Volterra-
type equation for hλ,s where the parameter λ is small:
hλ,s(t )=−λ
∫t
s
f0,t (u)f0,s(u)du−λ
∫t
s
K (t ,u)hλ,s(u)du. (6.7)
We can use this equation to deduce a (uniform) bound for hλ,s . On the event (6.5),∣∣∣∫t
s
f0,t (u)f0,s(u)du
∣∣∣≤ E (t , s)∫t
s
|f0,t (u)|E (t ,u)−1|f0,s(u)|E (u, s)−1du ≤ |J̹|N 2δE (t , s).
Let us denote M := supt∈J̹,|λ|≤N−δ
(|hλ,s(t )|E (t , s)−1). The previous bound and (6.6) imply that
|hλ,s(t )| ≤λ|J̹|N 2δE (t , s)+λM (1+|J̹|)2Nδ
∫t
s
E (t ,u)E (s,u)du.
Hence, if |λ| ≤ N−δ and δ < ̹, we obtain for N is sufficiently large (depending only on the parameters
δ,̹),
M ≤ (Nδ+M )/2.
By rearranging, we conclude that M ≤ Nδ and |fλ,s(t )′| ≤M +|f′0,s(t )| ≤ 2Nδ, this bound being uniform
over all s, t ∈ J̹ and |λ| ≤N−δ.
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6.3 Control of solutions in the oscillatory direction
We give the proof of Lemma 6.3 by formulating a tail bound for supt∈[−T,s]
{|φ(t )|+p1+ t−|φ′(t )|} where
T, s > 0 and we assume that φ2(s)+φ′(s)2 ≤ 1. Since we are interested in the behavior of a single solution
for large T , it will be convenient to reverse time in the stochastic Airy equation (1.4). Hence, we suppose
that φ is a strong solution of the diffusion: for t ≥−s,
dφ′(t )= (−tdt +dB (t ))φ(t ), where
{
φ(−s)=α,
φ′(−s)=±
p
1−α2,
(6.8)
with α ∈ [−1,1] and B is a Brownian motion with variance 4/β (this Brownian motion must be a reversal
of the one that appears in (1.4), but only the law of φwill be important here).
Let us choose a functionU : R→ (0,1] such thatU ∈C1,U ′ ≤ 0,U (t ) = 1/t for t ≥ 2 andU (t ) = 1 for
t ≤ 0. We define the Lyapunov function:
H (t ) :=U (t )φ′(t )2+φ2(t ) (6.9)
and prove the following tail-bound.
Lemma 6.5. Let φ be any solution of (6.8), then for any T ≥ 1 andΛ> 0,
P
[
sup
−s≤t≤T
H (t )≥ e (s+2)
2
2
+Λ]≤ exp(− βΛ2
8(2+ s+ logT )
)
.
Before proceeding to the proof, we observe that control onH implies control on bothφ andφ′, since
|φ(t )| ≤pH (t ) and |φ′(t )| ≤
√
(1+ t+)H (t ) – herewe used that by construction≥ 11+t+ for all t ∈R. Hence
taking T = e (logN)1−δ and Λ = δ1 logN − 12 (logN )1−δ, we obtain for s ∈ [0, (logN )1−δ] and N sufficiently
large,
P
[
sup
{
|φ′(t )|e− (s+2)
2
2 : t ∈ [−s,e (logN)1−δ ]
}
>Nδ1
]
≤ exp
(
− cβ(logN )
2
1+ (logN )1−δ
)
, (6.10)
where c = c(δ,δ2)> 0. Note that the bound (6.10) displays the wrong growth for large s, namely a factor
e s
2/2 instead of e
2
3
s3/2 , besides it remains accurate for all s ∈ [0,δ3
√
logN ] with δ3 > 0 sufficiently small.
Choosing s = 1 and going back to the usual time convention, this concludes the proof of Lemma 6.3.
Proof. Note that H > 0 as non-trivial solutions of the stochastic Airy equation have (almost surely) no
double zero. Let us denote by V (t )= 2U (t )φ(t )φ
′(t )
H (t ) andM (t )=
∫t
−sV (u)dB (u). SinceU ∈C1 andU > 0, by
applying Itô’s formula and (6.8), we verify that
dlogH (t )= ((U (t )−1− t)V (t )+U ′(t )H (t )−1φ′(t )2− 2
β
V (t )2
)
dt +dM (t ).
Thus, using thatU ′ < 0 andU (t )= 1/t for t ≥ 2, this implies that for t ≥−s,
d logH (t )≤ (2− t )+dt +dM (t ).
As H (−s)≤ 1, this allows to control for t ≥ 0,
logH (t )≤ (s+2)22 +M (t ).
Moreover V (t )2 ≤U (t ) andU ∈ (0,1], the quadratic variation of the martingaleM satisfies for t ≥ 1,
〈M〉(t )= 4
β
∫t
−s
V (u)2du ≤ 4
β
∫t
−s
U (u)du ≤ 4
β
(
2+ s+ log(t )).
Hence by Freedman’s inequality, for anyΛ> 0 and T ≥ 1
P
[
sup
−s≤t≤T
M (t )≥Λ]≤ exp(− βΛ28(2+s+logT ) ).
This provides the required bound for H .
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7 Control of solutions in the expanding direction
The goal of this section is to prove Lemma 6.4. That is, we would like to control the growth6 of a solution
φ0 of a solution of the stochastic Airy equation (1.4) with parameter λ = 0 in the expanding direction
t ≥ s ≥ 1. In addition, using the invariance in law of the stochastic Airy equation (see Proposition 3.6):(
φ0(t )
)
t≥λ
law= (φλ(t ))t≥0 for any λ≥ 1. Hence, it suffices to prove the following estimates.
Proposition 7.1. Fix a small ̹ ∈ (0,1), T = cβ(logN )1−̹ for a sufficiently small constant cβ > 0 and
λ ∈ [1,T ]. Let φλ solve (1.4) with initial data
{
φλ(0)= c1 > 0,φλ(0)= c2 ∈R
}
. There exists two constants
C̹,Cβ,̹ > 0 such that for any R ∈ [C̹,
p
T ], the following estimate holds with probability at least 1−
Cβ,̹N
−cβR ,
sup
t∈[0,T ]
(|φλ(t )|E−1λ (t ))≤ c1exp(pR(logN )1−̹/2), (7.1)
where
Eλ(t ) := Eλ(t ,0)= exp
(∫t
0
p
v +λdv
)
= exp
(2
3
(t +λ)3/2− 2
3
λ3/2
)
, t ≥ 0. (7.2)
The proof of Proposition 7.1 consists in expressing φλ in terms of its Riccati transform ρ and then in
analyzing the long-time behavior of ρ. Namely, by Lemma 2.1, we have
|φλ(t )| = |c1|exp
(
pv
∫t
0
ρ(u)du
)
. (7.3)
Note that the estimate (7.1) essentially comes from the fact ρ solves (2.5) with s = 0 and the drift forces
the solutions to become stationary: ρ(t )∼
p
t +λ (since the branch −
p
t +λ us unstable).
Our proof strategy is to quantitatively control the integral on the RHS of (7.3) by cutting short regions
around the zeros
{
zk
}
of φλ where ρ blows down, for which we provide quantitative estimates by taking
advantage of the cancellation implicit in the principal value. Away from the zeros, we use comparisons
between the Riccati diffusion ρ and a linearized process, which in comparison to the regions near zeros,
is much simpler.
Let ΓN := (logN )1/2−̹/4 for a small ̹> 0 andNt =N[0,t )(ρ)= #
{
k : zk ∈ [0, t )
}
be the counting function
of the zeros of φλ. Define the stopping times 0< τ1 <σ1 < τ2 <σ2 < ·· · as follows:
τk = inf
{
t >σk :ρ(t )=−ΓN
}
and σk = inf
{
t > zk : ρ(t )=ΓN
}
. (7.4)
A priori it could be that the process returns from τk to σk without blowing down, but we shall show
this is a low-probability event that can be discarded and it is a consequence of our estimates that with
overwhelming probability each interval (τk ,σk ) contains exactly one zero zk .
Setting σ0, it holds for any t ≥ 0,
pv
∫t
0
ρ(u)du ≤
Nt∑
k=0
∫τk+1∧t
σk
ρ(s)ds+
Nt∑
k=1
pv
∫σk
τk
ρ(s)ds
so that by (7.3), we obtain
|φλ(t )| ≤ c1exp
( Nt∑
k=0
∫τk+1∧t
σk
ρ(s)ds
) Nt∏
k=1
∣∣∣φλ(σk )
φλ(τk )
∣∣∣.
6Indeed by (1.4), φ′0 can be represented in terms of φλ as an Itô integral, and it suffices to control the growth of φ0. See
Section 7.1 for further details.
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Suppose thatwe construct a continuousdiffusion x such that x(t )≥ ρ(t )−
p
t +λ for all t ∈⋃k≥0[σk ,zk+1).
Then by (7.2), the previous bound implies that
|φλ(t )|E−1λ (t )≤ c1exp
( Nt∑
k=0
∫τk+1∧t
σk
x(s)ds
) Nt∏
k=1
∣∣∣φλ(σk)
φλ(τk)
∣∣∣.
Without loss of generality, we assume that c1 = 1. We denote for T ≥ 0,
IT = sup
t∈[0,T ]
( Nt∑
k=0
∫τk+1∧t
σk
x(u)du
)
and IIT =
NT∏
k=1
∣∣∣φλ(σk )
φλ(τk )
∣∣∣.
In the sequel, we refer to I as the non-singular contribution and II as the singular contribution. In terms
of these quantities, we obtain the following uniform estimate for any T ≥ 0,
sup
t∈[0,T ]
(|φλ(t )|y−1λ (t ))≤ IIT exp(IT ). (7.5)
.
In Section 7.2, we begin our analysis by providing bounds for the counting functionNt of blow-downs
when the parameter λ≥ 1. Notice that as λ (or equivalently time) increases, these blow-downs become
progressively more expensive andwe exploit this fact show that with overwhelming probability, there are
about at most
√
logN blow-down; see Proposition 7.5.
In Section 7.3, we prove the following estimate for the non-singular contribution.
Proposition 7.2. Let ΓN = (logN )1/2−̹/4 with ̹ < 1, λ ≥ 1 and T = (logN )α with α > 0. It holds for any
R ∈ [1, (logN )1/2−̹],
P
[
IT ≥
p
R(logN )1−̹/4
]≤Cα,β,̹N−cβR .
The proof is based on constructing a suitable diffusion x such that x(t )≥ ρ(t )−
p
t +λ away from the
blow-downs {zk } and our previous control of the counting functionNT .
To control the singular contribution II, let us denote by vk = fλ,τk and uk = gλ,τk the Dirichlet, respec-
tively Neumann, solutions of the stochastic Airy equation (1.4) at the stopping time τk for k ≥ 1. These
two processes are adapted and by linearity of the equation (1.4), it holds that for all t ≥ τk ,
φλ(t )=φλ(τk)vk (t )+φ′λ(τk )uk (t ).
In particular, this implies that
φλ(σk )
φλ(τk )
= vk (σk)−ΓNuk (σk ) for any k ≥ 1. The intuition is that with over-
whelming probability, (σk −τk ). Γ−1N and both vk and uk are approximately linear in this short interval.
This allows us to show that |φλ(σk )φλ(τk ) |. 1with overwhelming probability; this beingmade precise by Propo-
sition 7.7 below. In particular, we prove the following Proposition in Section 7.4.
Proposition 7.3. Fix T ≤ cβΓ2N for a sufficiently small constant cβ > 0 and λ ∈ [1,T ]. For any ̹ ∈ (0,1),
there exists constants c̹,Cβ > 0 such that
P
[
IIT ≤ ec̹(logN)
3/4]≥ 1−Cβe−cβ(logN)3/2−̹ .
By combining Propositions 7.2 and 7.3 with the upper-bound (7.5), we conclude that for any R ∈
[C̹, (logN )
1/2−̹], the solution φλ of the Stochastic Airy equation (1.4) with initial data c1 =φλ(0)> 0 and
c2 =φ′λ(0) ∈R satisfies with probability at least 1−Cβ,̹N−cβR ,
sup
t∈[0,T ]
(
|φλ(t )|y−1λ (t )
)
≤ c1 exp
(
2
p
R(logN )1−̹/4
)
.
This completes the proof of Proposition 7.1.
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7.1 Proof of Lemma 6.4
Having Proposition 7.1, we deviate briefly to show that this implies the desired estimate Lemma 6.4. Fix
small 0< ̹< 1/3 andδ> 0. First observe that by applyingProposition 7.1 to the initial data {ψ(0)= 1,ψ′(0)= 0}
and
{
ψ(0)= 1,ψ′(0)= 1}with R = δ2(logN )̹, we conclude that if λ∈ [1,T ],
|fλ,0(t )| ≤ Eλ(t )Nδ and |fλ,0(t )+gλ,0(t )| ≤ 2Eλ(t )Nδ for all 0≤ t ≤T = (logN )1−κ,
with probability 1−Ce−cδ2(logN)1+κ . Taking linear combinations, we obtain a similar bound for any solu-
tion of (1.4) with φ2
λ
(0)+φ′
λ
(0)2 ≤ 1,
|φλ(t )| ≤ 3Eλ(t )Nδ for all 0≤ t ≤ (logN )1−κ,
Moreover, using the invariance in law from Proposition 3.6, this implies that for any fixed λ ∈ [1,T ],
|f0,λ(t )| ≤Eλ(t −λ)Nδ and |g0,λ(t )| ≤ 3Eλ(t −λ)Nδ for all λ≤ t ≤ (logN )1−κ,
with the same probability. To get a similar control for f′
0,λ
,g′
0,λ
, we use the SDE (1.4), for t ≥λ,
f′0,λ(t )=
∫t
λ
uf0,λ(u)du+Mλ(t ) where Mλ(t )=
∫t
λ
f0,λ(u)dB (u). (7.6)
The quadratic variation of the martingale part is bounded for t ≥λ≥ 1 by
〈Mλ(t )〉 = 4β
∫t
s
f20,λ(u)du ≤ 4βN 2δ
∫t−λ
0
Eλ(u)du ≤ 4βN 2δEλ(t −λ)
Hence representing this martingale as a time-changed Brownian motion and using the previous bound,
we have for any α ∈ (0,1], sup
t∈[λ,T ]
|Mλ(t )E−1λ (t −λ)|

2
≤
 sup
t∈[λ,T ]
|B (〈Mλ(t )〉)|
E (1+α)/2
λ
(t −λ)

2
.β N
δ(1+α)
 sup
t∈[λ,T ]
|B (〈Mλ(t )〉)|
1+〈Mλ(t )〉(1+α)/2

2
.
Then by Lemma B.1, this shows that any small α> 0, sup
t∈[λ,T ]
|Mλ(t )E−1λ (t −λ)|

2
.β,α N
δ(1+α).
In particular, it holds with probability 1−Ce−cN2α(1−δ) ,
sup
t∈[λ,T ]
|Mλ(t )E−1λ (t −λ)| ≤Nδ+α.
Going back to (7.6), we conclude that with probability 1−Ce−c(logN)1+κ , it holds for any fixed λ≥ 1 and all
1≤ t ≤ (logN )1−κ,
|f′0,λ(t )|E−1λ (t −λ)≤NδE−1λ (t −λ)
∫t−λ
0
(u+λ)Eλ(u)du+Nδ+α ≤Nδ
p
t +Nδ+α.Nδ+α.
The same argument yields an analogous bound for theNeumann solution g′
0,λ
(t ). Since Eλ(t−λ)=E (t ,λ)
according to the notation (4.5)–(7.2) and α> 0 is arbitrary small, this completes the proof.
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7.2 Estimates for the number of blow-downs
Let usfirst provide an estimate theprobability that theRiccati diffusionhits 0when started froma generic
point.
Proposition 7.4. Let ν= inf
{
t ≥ 0 : ρ(t )= 0} where ρ is the Riccati diffusion (2.5) with s = 0 and λ≥ 1. If
ω ∈
(
0,
p
λ/8], then it holds for all u ≥ βλ
2
8 ∨ 8β ,
Ee−uν ≤ e−
ω
2
p
2
(p
βu+ λβ
2
p
2
)
.
Proof. The idea is to compare the Riccati diffusion to simpler process x which is driven by the same
Brownian motion. Let us define the following stopping times: ϑ0 = 0 and for k ≥ 0,
νk+1 = inf
{
t ≥ϑk : x(t )= 2ω or x(t )= 0
}
and ϑk+1 = inf
{
t ≥ νk+1 :ρ(t )=ω
}
,
where the process x is defined (piecewise) by{
dx =λ/2dt +dB , t ∈ [ϑk ,νk+1), x(ϑk)=ω
x(t )=ω, t ∈ [νk+1,ϑk+1]
.
We easily verify that x(t ) ≤ ρ(t ) for all t ≤ τ = inf{t ≥ 0 : x(t ) = 0}, so that τ ≤ ν almost surely. Indeed,
since ω≤
p
λ/8, we have by construction x ≤ 2ω and{
dρ ≥λ/2dt +dB , t ∈ [ϑk ,νk+1)∩ {ρ ≤ 2ω},
ρ(t )≥ω, t ∈ [νk+1,ϑk+1)
.
Since τ≤ ν, the Laplace transform of ν satisfies for any u ≥ 0,
Ee−uν ≤ Ee−uτ. (7.7)
We can use that
(
x(t )
)
t≤ν1 is a (stopped) Brownianmotion with drift λ/2 to compute the RHS of (7.7). We
have the domination τ≥∑k∈N1τ=νk∑k−1j=0(ν j+1−ϑ j ) and by the (strong) Markov property, (ν j+1−ϑ j ) j∈N0
are i.i.d. with law ν1. We further claim that the event
{
x(ν1)= 0
}
is independent from the stopping time
ν1 which has Laplace transform:
E[e
− 2u2
β
ν1 ]=
cosh
(λβ
8
ω
)
cosh
(
ω
√
u2+λ2β2/64) , u ≥ 0. (7.8)
If ℘ :=P[x(ν1)= 2ω], by (7.7), this shows that
Ee−uν ≤
∑
k∈N
(1−℘)℘k−1(Ee−uν1)k = (1−℘)E[e−uν1]
1−℘E[e−uν1] .
We claim that℘= exp
(λβ
8 ω
)
2cosh
(λβ
8 ω
) , so that we verify that if u ≥ (βλ/4)∨2, then
(1−℘)E[e−
2u2
β
ν1]
1−℘E[e−
2u2
β
ν1]
=
exp
(
− λβ8 ω
)
2cosh
(
ω
√
u2+λ2β2/64)−exp(λβ8 ω) ≤ e−
ω
2
(
u+ λβ
4
)
.
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Note that up to factor 1/2, the previous bound is sharp for large u. Hence, we conclude that for all
u ≥ (βλ/4)∨2,
E
[
e
− 2u2
β
ν]≤ e− ω2 (u+ λβ4 ),
which is the claimed bound after rescaling u ≥ 0.
To complete the proof, it remains to verify our formula for the probability ℘ and (7.8). This is a
classical argument based on Girsanov’s theorem. Recall that E[B (t )2] = 4t
β
for t ≥ 0 and let us make the
change of measure given by
dQ
dP
∣∣∣
t
= exp(− λβ
8
B (t )− λ
2β
32
t
)
,exp
(− λβ
8
(x(t )−ω)+ λ
2β
32
t
)
,
where the second identity holds for t ≤ ν1. By Girsanov’s Theorem, under Q, the process
(
x(t )
)
t≤ν1 is a
Brownian motion with variance 4t
β
started from ω. If fQ denotes the probability density of the stopping
time ν1 (underQ), then it holds for any u ≥ 0,
Q[e
− 2u2
β
ν1]=
∫+∞
0
e
− 2u2
β
t
fQ(t )dt =
1
cosh(ωu)
. (7.9)
By definitions, observe that
Q
[
{x(ν1)= 0,ν1 = t }
]=P[{ν1 = t ,x(t )= 0}dQ
dP
∣∣∣
t
]
=P[{x(ν1)= 0,ν1 = t }]exp(λβ8 ω+ λ2β32 t).
By symmetryQ
[
{x(ν1)= 0,ν1 = t }
]= fQ(t )/2, so that for any t ≥ 0,
P
[
{ν1 = t ,x(ν1)= 0}
]
= fQ(t )
2
exp
(
− λβ8 ω−
λ2β
32 t
)
.
Similarly, we also verify thatP
[
{ν1 = t ,x(ν1)= 2ρ}
]= fQ(t )2 exp(λβ8 ω− λ2β32 t). These formulae show that un-
der P , the event {x(ν1)= 2ρ} is independent from the stopping time ν1 with probability ℘=
exp
(λβ
8 ω
)
2cosh
(λβ
8 ω
)
as claimed and that ν1 has probability density function
fP(t )= fQ(t )exp
(
− λ
2β
32 t
)
cosh
(λβ
8 ω
)
.
Using the explicit formula (7.9), this allows to compute the Laplace transform Ee−uν1 , hence verifying
(7.8) and completing the proof.
Recall that {zk} denotes the blow-down times of the Riccati diffusion ρ such that 0< z1 < z2 etc. and
Nt = #
{
k : zk < t
}
is the associate counting function. Proposition 7.4 provides us with a lower-bound for
the blow-down time of the Riccati diffusion started from +∞ which allows us to deduce overwhelming
probability upper-bounds for the process Nt . Namely, by the (strong) Markov property, it holds for any
λ≥ 1, t ≥ 0 and k ∈N,
P
[
Nt ≥ k +1
]
≤P[Z1+·· ·+Zk ≤ t ], (7.10)
where
{
Z j
}
are i.i.d. random variables which satisfy for u ≥ βλ
2
8
∨ 8
β
,
E
[
e−uZ j
]
≤ e−
p
βλ
8
(p
u+ λ
p
β
2
p
2
)
. (7.11)
Here we used the bound from Proposition 7.4 with ω=
p
λ/8.
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Proposition 7.5. Let R > 1 and a small ǫ> 0. There exists constants Cβ,ǫ,c > 0 so that it holds with proba-
bility at least 1−Cβ,ǫN−cβR ,
N+∞ ≤ (loglogN )1+ǫ
√
R logN and
∑
k
1p
zk
≤
√
R logN
Proof. Combining (7.10) and (7.11) with Markov’s inequality, we obtain for any t ≥ 0, k ∈ N and u ≥ 0
sufficiently large,
P
[
Nt ≥ k +1
]≤ eut−kpβλ8 (pu+ λpβ2p2 ).
To minimize the RHS amounts to choosing u = λβ128 k
2
t 2
. Hence, if k ≥ 2
p
2t (
p
λ∨ 8
β2
), this implies that
P
[
Nt ≥ k +1
]≤{e−cβλ3/2−cβk2λ/t if k ≥ 2p2t (pλ∨ 8β2 )
e−cβλ
3/2
else
,
for a small numerical constant c > 0. For R ≥ 1, if N is sufficiently large (depending only on β), we
immediately obtain for any λ≥ 1
P
[
N1 ≥
√
R logN
]≤N−cβR
and by the Markov property,
P
[
N+∞−N(R logN)2/3 ≥ 2
]
≤P
[
N
(R logN)2/3
+∞ ≥ 2
]
≤N−cβR .
By a similar argument, it holds for any j ∈N0,
P
[
N2 j+1 −N2 j ≥R
√
logN
]
≤P
[
N(2
j )
2 j
≥
√
R logN
]
≤N−cβRe−cβ23 j/2 .
By a union bound, this shows that for any λ ≥ 1 and ǫ > 0, if N is sufficiently large (depending only on
β,ǫ),
P
[
N+∞ ≥R(loglogN )1+ǫ
√
logN
]≤CN−cβR .
Similarly, this also implies that
P
[∑
k
1p
zk
≥
√
R logN
]
≤CN−cβR ,
the main contribution coming from the first zeros.
7.3 Control of the nonsingular part: Proof of Proposition 7.2
Let h(t )= ρ(t )−
p
t +λ for λ≥ 0 and set τk = τk ∧T , for a given T > 0 (depending on N ). By definition,(
h(t )
)
t≥0 is a continuous diffusion which satisfies the SDE:
dh =−
(
h(t )2+2h(t )
p
t +λ− 1/2p
t +λ
)
+dB with h(0)=ω−
p
λ.
Our goal is to show that in the long run, with overwhelming probability, the process h(t ) does not
become too large. The idea is to compare h to a simpler diffusion x which is drivenby the sameBrownian
motion and satisfies the SDE:
dx =−2x(t )
p
t +λdt +dB + dt
2
p
t +λ
with x(0)=ΓN . (7.12)
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In particular, if ω ≤ ΓN ,we have h(t ) ≤ x(t ) for all t ≤ z1, that is up to the first blow-down of the Riccati
diffusion. The previous SDE is explicitly solvable by using integration factor and its solution is given by
x(t )= ΓN y−1λ (t )+ y−1λ (t )
(∫t
0
yλ(u)
2
p
u+λ
du+
∫t
0
yλ(u)dB (u)
)
where the function yλ is as in (5.13). Hence, we obtain the bound∫τ1
0
h(t )dt ≤
∫τ1
0
x(t )dt ≤ΓN
∫∞
0
y−1λ (t )dt +
∫T
0
∫t
0
yλ(t )y
−1
λ
(u)
p
u+λ
dudt +Θ1
where Θ1 =
∫τ1
0
y−1λ (t )
∫t
0
yλ(u)dB (u)dt is a random variable. Let us observe that by the (strong) Markov
property, we also have h(σk + t ) ≤ xk(t ) for t ∈ [0,zk+1−σk ) where xk satisfies the SDE (7.12) driven by
the Brownian motion
(
Bk(t )=B (t +σk)−B (σk)
)
t≥0
and with drift λ+σk instead fo λ. Hence, this shows
that for any t ∈ [0,T ],
Nt∑
k=0
∫τk+1
σk
h(u)du ≤ ΓN
Nt∑
k=0
∫∞
0
y−1σk (s)ds+ (Nt +1)
∫T
0
∫s
0
yλ(s)y
−1
λ
(u)
p
u+λ
duds+
Nt∑
k=0
Θk (7.13)
where Θk =
∫τk−σk
0
y−1λ+σk (t )
∫t
0
yλ+σk (u)dBk(u)dt .
For the first two terms on the RHS of (7.13), we easily verify that there exists a numerical constant
C > 0 such that for any λ≥ 0,∫∞
0
y−1λ (t )dt ≤
C
1+
p
λ
and
∫T
0
∫t
0
y−1
λ
(t )yλ(u)p
u+λ
du ≤C
(
1+ logT
)
. (7.14)
To control the contributions from the random variablesΘk , we rely on the following lemma which is
proved at the end of this section.
Lemma 7.6. Let λ≥ 0. We can rewrite for any τ≥ 0,∫τ
0
y−2λ (t )
∫t
0
y2λ(u)dB (u)dt =Mλ(τ)+Yλ(τ) where Mλ(τ)= 1τ>1
∫τ
1
dB (u)
2
p
λ+u
andYλ is a continuous (adapted) Gaussian process; see formula (7.18). Moreover there exists numerical
constant C > 0 such that
supτ∈R+ |Yλ(τ)|
2
2 ≤C/β. (7.15)
Notice that the martingaleMλ is a continuous Gaussian log-correlated process in the sense that its
quadratic variation is τ 7→ log(λ+τλ+1 ). Hence, it holds for any λ≥ 0 and T ≥ 2,
supτ≤T |Mλ(τ)|22. (logT )/β.
Together with Lemma 7.6, this shows that for any k ≤NT ,
Θk22. (logT )/β.
We now consider the event AN =
{
N∞ ≤ (log logN )1+ǫ
√
R logN
}
and assume that λ ≥ 1. The previous
sub-Gaussian norm estimates imply that for anyΛ≥ 0,
P
[
sup
t≤T
∣∣∣∑Nt
k=0Θk
∣∣∣≥Λ]≤P[A cN ]+P[∃K ≤ (loglogN )1+ǫ√R logN : ∣∣∣∑Kk=0Θk ∣∣∣≥Λ]
≤P[A cN ]+N exp
(
− cβΛ
2
(log logN )1+ǫ
√
R logN logT
)
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where we used that ∑K
k=0Θk22 ≤ c
∑K
k=0Θk22 for anyK ∈N since the random variablesΘk are indepen-
dent and mean-zero. By Proposition 7.5, we know that the event AN has overwhelming probability, so
that takingΛ=R(logN )3/4+ǫ and T = (logN )α, we obtain that for any fixed α,ǫ> 0,
P
[
sup
t≤T
∣∣∣∑Nt
k=0Θk
∣∣∣≥R(logN )3/4+ǫ]≤Cα,β,ǫN−cβR .
Then, by(7.14) and Proposition 7.5, it also holds with probability at least 1−CβN−cβR .
sup
t≥0
( Nt∑
k=0
∫∞
0
y−1σk (s)ds
)
≤C
∑
k
1p
zk
≤C
√
R logN .
Hence from the estimate (7.13), we conclude that for with T = (logN )α, it holds for any fixed α,ǫ> 0
and for arbitrary R ≥ 1,
P
[
sup
t≤T
( Nt∑
k=0
∫τk+1
σk
h(u)du
)
≥ΓN
√
R logN +R(logN )3/4+ǫ
]
≤Cα,β,ǫN−cβR .
This ends our proof of Proposition 7.2. To complete the argument, it remains to prove Lemma 7.6.
Proof of Lemma 7.6. First, an integration by parts shows that∫τ
0
y−2λ (t )
∫t
0
y2λ(u)dB (u)dt = Yλ(τ)
∫τ
0
y2λ(u)dB (u)+
∫τ
0
Yλ(u)y
2
λ(u)dB (u), (7.16)
where Yλ(τ)=
∫∞
τ
y−2λ (t )dt . LetGλ(τ)=
∫τ
0
y4λ(u)du, by themartingale representation Theorem, the first
term on the RHS of (7.16) has the same law as the process τ 7→ Yλ(τ)BGλ(τ) In particular, we have the
following sub-Gaussian norm estimate: for any T ≥ 0,sup
τ≥T
∣∣∣Yλ(τ)∫τ
0
y2λ(u)dB (u)
∣∣∣
2
=
 sup
t≥Gλ(T )
∣∣∣Yλ(G−1λ (t ))B (t )∣∣∣
2
.
To control this norm, we rely on the following facts: 1) There exists an increasing bijection ζ : [1,∞)→
[0,∞) such that ∫ζ(t )0 pv +λdv = 14 log(t ). 2) We check that ζ(t ) ≥ (38 log t)2/3 for all t ≥ 1. 2) Gλ is an
increasing function with Gλ(τ) ≤ y4λ(τ) so that by (5.13), its inverse function satisfies G−1λ (t ) ≥ ζ(t ) for
t ≥ 1. 3) Yλ is a decreasing function with Yλ(τ)≤
y−2
λ
(τ)
2
p
τ+λ , so that it holds for any t ≥ 1,
Yλ
(
G−1λ (t )
)≤ y−2λ (ζ(t ))
2
√
ζ(t )+λ
≤ 1p
t (log t )1/3
.
This bound implies thatsup
τ>0
(
Yλ(τ)
∫τ
0
y2λ(u)dB (u)
)
2
≤ Yλ(0)
 max
t∈[0,2]
|B (t )|

2
+
sup
t≥2
|B (t )|p
t(log t )1/3

2
,
so that by Lemma B.1, we obtain the sub-Gaussian norm estimate: sup
τ∈R+
∣∣∣Yλ(τ)∫τ
0
y2λ(u)dB (u)
∣∣∣.β−1. (7.17)
where the implied constant is independent of λ> 0 and β. We also verify that
lim
T→∞
sup
τ≥T
∣∣∣Yλ(τ)∫τ
0
y2λ(u)dB (u)
∣∣∣
2
= 0
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which implies that lim
τ→∞
(
Yλ(τ)
∫τ
0
y2λ(u)dB (u)
)
= 0 almost surely.
The function τ ∈ R+ 7→ Y 2λ (τ)Gλ(τ) is smooth, non-negative and uniformly bounded (independently
of λ≥ 0). Indeed, we verify that we have the following asymptotics as τ→∞,
Y 2λ (τ)Gλ(τ)=
1/16
(τ+λ)3/2
(
1+O (τ−1)).
For the second term on the RHS of (7.16) which is a martingale, let us observe that
Yλ(t )y
2
λ(t )=
1
2
p
λ+ t
−Hλ(t ) Hλ(t ) :=
1
4
∫∞
t
e−
4
3
(u3/2−t 3/2) du
(u+λ)3/2 .
This decomposition shows that indeed we have for any τ≥ 0,∫τ
0
y−2λ (t )
∫t
0
y2λ(u)dB (u)dt = 1τ>1
∫τ
1
dB (u)
2
p
λ+ t
+Yλ(τ)
where
Yλ(τ) := Yλ(τ)
∫τ
0
y2λ(u)dB (u)+
∫τ∧1
0
Yλ(u)y
2
λ(u)dB (u)+1τ>1
(∫τ
1
Hλ(u)dB (u)
)
(7.18)
is a continuous (adapted) Gaussian process. Finally, observe that the function Hλ ∈ L2([1,∞)) since it
has the following asymptotics Hλ(τ) = 1/8(τ+λ)2
(
1+O (τ−1)) as τ→ +∞. This shows that the process Yλ
converges almost surely and
Yλ(∞) := lim
τ→∞Yλ(τ)=
∫1
0
Yλ(u)y
2
λ(u)dB (u)+
∫∞
1
Hλ(u)dB (u). (7.19)
Moreover, for any λ≥ 0, we have the following sub-Gaussian norm estimate :sup
τ≥1
∣∣∣∫τ
1
Hλ(u)dB (u)
∣∣∣.β−1.
Combining the previous estimate with (7.17) and an analogous bound for the second martingale on the
RHS of (7.18), we obtain (7.15).
7.4 Control of the singular part: Proof of Proposition 7.3
The proof requires two properties that we need to show hold with overwhelming probability: the in-
tervals [τk ,σk ] are small and that both the Dirichlet and Neumann solutions are well-behaved for short
times. The following Proposition summarizes these estimates.
Proposition 7.7. Fix T ≤ cβΓ2N for a sufficiently small constant cβ > 0 and λ ∈ [−T,T ]. For any k ≥ 1, on
the event {τk ≤T }, the following occurs with probability at least 1−Ce−cβ(logN)
3/2−̹
,
σk ≤ τk +5Γ−1N and max
t∈[0,5Γ−1N ]
{
|vk(t )|, |uk (t )t−1|
}
≤C̹.
Using Proposition 7.5 and Proposition 7.7, it is straightforward to control the singular contribution.
Proof of Proposition 7.3. Recall that IIT =
∏NT
k=1 |
ψ(σk )
ψ(τk )
| and ψ(σk )
ψ(τk )
= vk(σk )−ΓNuk (σk) for any k ≥ 1. Propo-
sition 7.7 implies that it holds on the event
{
NT ≤ (logN )3/4
}
with overwhelming probability, |ψ(σk )ψ(τk ) | ≤C̹.
Moreover, by Proposition 7.5 with R = (logN )1/2−̹, we obtain
P
[
NT ≥ (logN )3/4
]
≤Cβe−cβ(logN)
3/2−̹
Hence, by a union bound (and adjusting the constants), we conclude that
P
[
IIT ≤C (logN)
3/4
̹
]≥ 1−Cβe−cβ(logN)3/2−̹ .
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It remains to prove Proposition 7.7. Our analysis is based on the study of the inverse Riccati diffusion
x = 1/ρ that we already encountered in Section 5.3. First, we show that when started from a small x0,
the process x(t ) remains approximately linear for a short amount of time with overwhelming probability.
This estimateswill be instrumental for the rest of the proof. Then,we provide short-time uniformbounds
for both Dirichlet and Neumann solutions. Finally, we complete the proof of Proposition 7.3 in the last
section.
Inverse Riccati diffusion: short time estimates. We define the inverse Riccati diffusion x = 1/ρ. Apply-
ing Itô’s formula to (2.5), we verify that x solves the following SDE:
dx = (1− (t +λ)x2+ 4
β
x3)dt −x2dB with x(0)= x0 = 1/ω. (7.20)
We are interested in the case where x0 = 0 (Neumann solution) or x0 is small. This equation has a strong
solution until its first blow-up (which corresponds to the Riccati diffusion hitting 0 if it occurs).
Note that by definitions (7.4), the (strong) Markov property implies that for any k ≥ 1, on the event
{τk <∞}, the process xk(t )= 1/ρ(τk + t ) solves (7.20) with x0 =−Γ−1N and
(σk −τk )= inf
{
t > 0 : xk(t )= Γ−1N
}
(7.21)
Hence by showing that if x0 is small, the inverse Riccati diffusion x(t ) remains in a linear tube for a short
window of time, we can get an estimate for (7.21).
Lemma 7.8. Let x solve (7.20)with x0 ≤ 0 and set ϑ= inf
{
t ∈ [0,1] : |x(t )−x0− t | ≥ t
1+α−x0
2
}
for a α ∈ [0,1].
There is a small constant cβ so that
• If x0 = 0, it holds for all δ≤ cβp
1+|λ|
, P[ϑ≤ δ]≤ 2e−cβδ−3+2α .
• If α= 0 and |x0| ≤ cβp
1+|λ|
, then P
[
ϑ< 5|x0|
]
≤ 2e−cβ|x0|−3 .
Proof. Integrating (7.20), we have that for t ≤ϑ,
t +x0−x(t )=
∫t
0
{
(u+λ)x2(u)− 4βx3(u)du
}
+M (t ),
whereM (t )=∫t0 x2(u)dB (u) is a martingale. By definition of ϑ, we verify that we can bound for t ≤ϑ,
|x(t )−x0− t | ≤ 34 |λ|(t −x0)3+Cβ(t −x0)4+|M (t )|.
for some constant Cβ. If x0 = 0, choosing δ > 0 sufficiently small so that 3|λ|δ+4Cβδ2 ≤ 1, this implies
that
P[ϑ≤ δ]≤P
[
|M (t ∧ϑ)| ≥ (t ∧ϑ)1+α/2 for a t ≤ δ
]
The quadratic variation of themartingaleM (t ) is bounded above and below by t5 up to amultiplica-
tive constants. Hence, if we representM as a time change of a Brownian motion X , we can bound
sup
t≤δ
|M (t ∧ϑ)|
(t ∧ϑ)1+α . supt≤δ
|M (t ∧ϑ)|
〈M (t ∧ϑ)〉(1+α)/5 . supt≤Cβδ5
|X (t )|
t (1+α)/5
for a constant Cβ > 0. By Lemma B.1 with f (t ) = t3/10−α/5, we obtain the sub-Gaussian norm estimate:
supt≤δ |M(t∧ϑ)|(t∧ϑ)  .β δ3/2−α. This proves the first claim. We can use the same argument to obtain the
second bound. If 27|λ|x20 +43Cβ|x0|3 ≤ 1/4, then we verify that
P[ϑ≤ 5|x0|]≤P
[|M (t ∧ϑ)| ≥ (t ∧ϑ−x0)/2 for a t ≤ 5|x0|].
Taking δ= 5|x0| in the previous sub-Gaussian norm estimate also yields the second claim.
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Control of Dirichlet solutions. Our next Lemma deals with the local behavior of the Riccati diffusion
started from 0. This allows us to get control of the growth of Dirichlet solution for short time.
Proposition 7.9. Let ρ solve (2.5)withω= 0 and λ ∈R. Given η≥ 1, let ϑ= inf{t > 0 : |ρ(t )| > η}. There is a
constant cβ > 0 so that P[ϑ≤δ]≤ e−cη
2/δ for all δ≤ η4|λ| ∧ 12η . This implies that for such small δ,
P
[
max
t∈[0,δ]
|fλ,0(t )| ≥ eδη
]
≤ e−cβη2/δ.
Proof. Integrating the equation (2.5), it holds for t ∈ [0,ϑ],
ρ(t )=
∫t
0
(
−ρ2(u)+u+λ
)
du+B (t ),
since the Riccati diffusion has not yet blown down. Thus, we have for t ≤ϑ≤ δ,
|ρ(t )| ≤ |t2/2+ (λ−η2)t |+ |B (t )| ≤ 3η/4+|B (t )|,
where we used that δ≤ η4|λ| ∧ 12η and η≤ 1 to get the second bound. Hence we conclude
P[ϑ≤ δ]≤P
[
|B (t )| ≥ η/4 for a t ∈ [0,δ]
]
≤ e−cβη2/δ.
Finally, by (7.3) applied to fλ,0, we obtain the trivial bound on the event {ϑ≥ δ}, |fλ,0(t )| ≤ eδη valid for all
t ≤ δ. This proves the second estimate.
Control of Neumann solutions. In this case gλ,0(0)= 0 and the corresponding Riccati diffusion ρ starts
from ω = ∞. Let τ = inf{t > 0 : gλ,0(t ) = 0}. Applying Lemma 2.1, it holds conditionally on the event
{ǫ< τ}, for any t ∈ [ǫ,τ),
gλ,0(t )= gλ,0(ǫ)exp
( ∫t
ǫ
ρ(u)du
)
.
We can rewrite this formula in terms of the inverse Riccati diffusion x = 1/ρ, then take the limit as ǫ→ 0.
By continuity of g′
λ,0
, it holds almost surely lim
ǫ→0
gλ,0(ǫ)ǫ
−1 = g′λ,0(0)= 1, so that for any t ≤ τ,
gλ,0(t )= t exp
(
lim
ǫ→0
(∫t
ǫ
dv
x(v)
− dv
v
))
. (7.22)
By Lemma 7.8 with x0 = 0 and a small α> 0, we know that with overwhelming probability |x(t )− t | ≤
t1+α/2 for a short time. Hence for such short time, we expect that |gλ,0(t )|. t . This is the content of our
next proposition.
Proposition 7.10. For any α ∈ (0,1], there exists a constant Cα > 0 such that it holds for any δ≤ cβp
1+|λ|
,
P
[
max
t∈[0,δ]
|gλ,0(t )t−1| ≥Cα
]
≤ 2e−cβδ−3+2α .
Proof. Let ϑ be as in Lemma 7.8 with x0 = 0 – we plainly have ϑ ≤ τ. Observe that conditionally on the
event {ϑ≥ t }, we have for any 0< ǫ< t ≤ 1,∣∣∣∫t
ǫ
dv
x(v)
− dv
v
∣∣∣≤∫t
ǫ
∣∣∣x(v)−v
x(v)v
∣∣∣dv .∫1
ǫ
dv
v1−α
≤ cα
By (7.22), we conclude that for any δ > 0, on the event {ϑ ≥ δ}, supt∈[0,δ] |gλ,0(t )t−1| ≤Cα. Then, the tail
bound follows from the first claim in Lemma 7.8.
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Proof of Proposition 7.7. Wework on the event {τk ≤ T }. Let us first obtain control for the length of the
interval [τk ,σk ]. By (7.21) and applying the second estimate from Lemma 7.8 with x0 =−Γ−1N , we obtain
1−e−cβΓ3N ≤P[ϑ≥ 5Γ−1N ]≤P
[
(σk −τk )≤ 5Γ−1N ,τk ≤ T
]
.
We can now get control of the singular contribution. Recall that for k ≥ 1, vk = fλ,τk and uk =
gλ,τk where τk is the stopping time (7.4). Then by the strong Markov property, we have (vk ,uk )
law=
(fλ+τk ,0,gλ+τk ,0). For the Dirichlet solutions, applying Proposition 7.9 with δ = 5Γ−1N and η = ΓN /10, we
obtain
P
[
max
t∈[0,5Γ−1N ]
|vk (t )| ≥ e1/2,τk ≤ T
]
≤ e−cβΓ3N .
Here, we used the assumption T ≪ Γ2N , so that the condition δ ≤
η
8T
is satisfied. For the Neumann
solutions, applying Proposition 7.10 with δ= 5Γ−1N and α= ̹/21−2̹ , we conclude that
P
[
max
t∈[0,5Γ−1
N
]
|uk(t )t−1| ≥C̹,τk ≤ T
]
≤ 2e−cβΓ3−2αN = 2e−cβ(logN)3/2−̹ .
Combining these estimates, this completes the proof.
8 Approximationof the characteristic polynomial by solutionsof the stochas-
tic Airy function
In this section, we finally apply Proposition 4.7 tomake a comparison between the Gaussian β-ensemble
characteristic polynomialsΦn (z)= det([z−(4Nβ)−1/2A]n,n) and solutions of the stochastic Airy equation.
We prove Theorem 1.10 first. Theorem 1.6 will be a consequence thereof.
8.1 Finite difference equation
In this first section, we rewrite the Dumitriu–Edelman recurrence (1.12) as a finite difference equation.
Let us recall that z0 ∈ (0,1]∩DH is a given point (which is allowed to depend on N ) and according to
Definition 1.8: Np(z0) = ⌊Nz20⌋, NH = Np −ωN where ωN = ⌊N 1/3p (logNp)1−δ⌋. We can rewrite (1.12) in
terms of the (normalized) random variables (1.14) as
Φn =
(
z− Xn√
2Nβ
)
Φn−1−
(
Yn
√
2β(n−1)+β(n−1)
4Nβ
)
Φn−2, n ≥ 2.
By rescaling as in (1.22) and using that wn =
√
4N
n wn−1, we arrive at the finite difference equation:
Ψn −2Ψn−1+Ψn−2 = 2
((
z0+ λz02N2/3p
)√
N
n −1−
Xnp
2nβ
)
Ψn−1−
(
Yn
p
2p
βn
+
√
n−1
n −1
)
Ψn−2. (8.1)
Note that the factor involvingWtH on the RHS of (1.22) exactly cancel.
Now, we define a piecewise C1 function which interpolatesΨn and that is appropriately normalized
to compare to a specific solution the stochastic Airy function. Notice that the time conventions between
the finite difference equation (8.1) and the SDE (1.4) are reversed. Let T :=N−1/3p (ωN +1), and define for
λ ∈C the function Pλ : (−∞,T ]→C by
P ′λ(t ) :=N 1/3p
(
Ψn−1(λ)−Ψn (λ)
)
1Np−n=⌊tN1/3p ⌋ and Pλ(T )=ΨNH−1(λ). (8.2)
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By this construction, P ′
λ
is constant on intervals with endpoints in the set N−1/3p Z and we verify by in-
duction that for any j ∈N,
Pλ(T −N−1/3p j )= Pλ(T )−
∫T
T−N−1/3p j
P ′λ(t )dt =ΨNH+ j−1(λ).
Using this relationship, that Np =NH +ωN and replacing j 7→ − j +ωN +1 we obtain
ΨNp− j (λ)= Pλ(N−1/3p j ), j ∈Z∩ [−ω+N ,ωN ]. (8.3)
By substituting (8.3) into (8.1) with n−1=Np − j , we conclude that for λ ∈C,
Pλ(N
−1/3
p ( j −1))−2Pλ(N−1/3p j )+Pλ(N−1/3p ( j +1))= a1λ, jPλ(N−1/3p j )−a2λ, jPλ(N−1/3p ( j +1)) (8.4)
where
a1λ,Np−n+1 = 2
((
1+ λ
2N2/3p
)
z0
√
N
n −1
)
−
√
2
β
Xnp
n
and a2λ,Np−n+1 =
Yn
p
2p
βn
+
√
n−1
n −1. (8.5)
Notice that by (8.3) and the definition (8.2), we can also rewrite
P ′λ(t )=N 1/3p
(
Pλ(N
−1/3
p (k +1))−Pλ(N−1/3p k)
)
1k=⌊tN1/3p ⌋.
Now we show that P ′
λ
approximately satisfies (1.6) with s = T for some choice of initial data (c1,c2). If
we sum (8.4) from j = k +1,k +2, . . . ,ωN we obtain for t ∈ [k ,k +1)N−1/3p ,
N−1/3p
(
P ′λ(T −N−1/3p )−P ′λ(t )
)=Pλ(N−1/3p k)−Pλ(N−1/3p (k +1))− (Pλ(N−1/3p ωN )−Pλ(N−1/3p (ωN +1)))
=
ωN+1∑
j=k+1
(a1λ, j −a2λ, j )Pλ(N−1/3p j )−N−1/3p Ξλ(t ), (8.6)
where we used that T =N−1/3p (ωN +1) and we set
Ξλ(t )=N 1/3p
(
a1λ,ωN+1Pλ(T )−a
2
λ,⌊tN1/3p ⌋+1Pλ(t +N
−1/3
p )
)
. (8.7)
We can rewrite the RHS of (8.6) using Abel summation’s formula: if A(t ) = ∑0≤ j≤tM a j and f is an
absolutely continuous function on R+, then for anyM > 0 and T > t ≥ 0,∑
Mt< j≤MT
a j f (
j
M
)= A(T ) f (T )− A(t ) f (t )−
∫T
t
A(u) f ′(u)du
=−
∫T
t
(
A(u)− A(t )
)
f ′(u)du+ (A(T )− A(t )) f (T ).
We define the kernel for u, t ∈R with t ≥ u,
Uλ(u, t ) :=N 1/3p
∑
uN1/3p < j≤tN1/3p
(
a1λ, j −a2λ, j
)
. (8.8)
Hence, by applying Abel summation’s formula to the RHS of (8.6) and rearranging, we arrive at
P ′λ(t )=P ′λ(T −N−1/3p )+Ξλ(t )+
∫T
t
Uλ(u, t )P
′
λ(u)du−Uλ(T, t )Pλ(T ). (8.9)
This is to be compared with the integral equation (1.6) with s = T , c1 = Pλ(T ) and c2 = P ′λ(T −N−1/3p ).
Note that according to (8.7), we can rewrite
Ξλ(t )=N 1/3p
(
a1λ,ωN+1−a
2
λ,⌊tN1/3p ⌋+1
)
c1+N 1/3p a2λ,⌊tN1/3p ⌋+1
∫T
t+N−1/3p
P ′λ(u)du. (8.10)
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8.2 Coupling
Recall that z0 ∈ [−1,1]∩DH andwework on a probability space supporting the Brownianmotion (Bz0 (t ) :
t ∈R), see (1.16). This embedding gives exponentialmoment control which is summarized in the follow-
ing lemma (see [LP20, Theorem C.1]).
Lemma 8.1. For any ǫ> 0 and any given z0 ∈ (0,1]∩DH with Np =Np (z0), sup
|t |≤N ǫp
∣∣∣Bz0(t )+
√
2
β
⌊tN1/3p ⌋∑
k=1
XNp+k+1+YNp+k+1
N 1/6p
∣∣∣
1
≤
Cβ,ǫ logN
N 1/6p
.
LetU be the kernel (1.5) driven by the Brownian motion B =Bz0 . From this coupling, we obtain the
following bound
Lemma 8.2. For a given z0 ∈ (0,1]∩DH , according to Definition 1.8, Np(z0)& N 2δ. For any 0 < ǫ < 1/6,
there is a constant C =C (ǫ,β,δ) so that sup
−N ǫp≤t≤u≤N ǫp ,|λ|≤N ǫp
|Uλ(t ,u)−Uλ(t ,u)|

1
≤C logN
N 1/6p
.
Proof. From the definitions (8.8) and (8.5), we can rewrite
Uλ(u, t )−Uλ(u, t )= Iλ+ II− III,
where
Iλ =
u2− t2
2
+λ(u− t )−2N 1/3p
∑
tN1/3p < j≤uN1/3p
((
1+ λ
2N2/3p
)
z0
√
N
Np− j+1 −1
)
,
II=Bz0(t )−Bz0(u)+
√
2
βN
1/3
p
∑
tN1/3p < j≤uN1/3p
XNp− j+1+YNp− j+1p
Np− j+1
and III=N 1/3p
∑
tN1/3p < j≤uN1/3p
(
1−
√
Np− j
Np− j+1
)
.
The terms Iλ and III are deterministic and we have
0≤ III≤N 1/3p
∑
tN1/3p < j≤uN1/3p
1
Np − j
.N−2/3+ǫp .
Moreover, as Nz20 =Np +O(1), a Taylor expansion shows that for | j | ≤N 1/3+ǫp and |λ| ≤N ǫp with ǫ≤ 1/6,(
1+ λ
2N2/3p
)
z0
√
N
Np− j+1 −1=
j −1
2Np
+ λ
2N 2/3p
+O(N−1p ).
Notice that this is the step where we used that z0 > 0. This implies that I = O(N−1/3+ǫp ). Finally, by
Lemma 8.1, we have
II=
√
2
βN
−1/6
p
∑
tN1/3p < j≤uN1/3p
(XNp− j+1−YNp− j+1)
(√
Np
Np− j+1 −1
)
+O( logN
N1/6p
)
,
where the error is controlled in terms of the sub-exponential norm  ·1. Using [LP20, Lemma B.1], we
know that
sup
k≥1
(Xk1,Yk1).β 1, (8.11)
and using that
√
Np
Np− j+1 = 1+O(N
−2/3+ǫ
p ), we conclude that II1 =O
( logN
N1/6p
)
. This completes the proof.
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8.3 Proof of Theorem 1.10
Our goal is to apply is to apply Proposition 4.7 in order to compare for λ ∈ Kκ(N ) the rescaled charac-
teristic polynomial Pλ : (−∞,T ]→Cwith the solution χλ of the stochastic Airy equation (1.6) with s = T
and initial data (
c1
c2
)
=
(
Pλ(T )
P ′
λ
(T −N−1/3p )
)
=
(
ΨNH−1
N 1/3p (ΨNH−1−ΨNH )
)
(λ).
We begin by giving its asymptotics for large N . According to Theorem 1.9 with z = z0+ λz02N2/3p , it holds with
probability at least 1−e−c(logN)1+ǫ/2 ,(
ΨNH−1
N 1/3p (ΨNH−1−ΨNH )
)
(λ)=
(
0 wNH−1
−wNHN−1/3p N−1/3p wNH−1
)(
πNH
πNH−1
)
(z)
(
1+O
(
(logN )−1/4+ǫ
))
=
(
wNH−1πNH−1
N 1/3p (wNH−1πNH−1−wNHπNH )
)
(z)
(
1+O
(
(logN )−1/4+ǫ
))
where NH =Np −⌊N 1/3p (logNp)1−ǫ⌋ at z0 and the error term is uniform for all λ ∈K̹(N ).
Now, let us recall from the introduction that the monic Hermite polynomial πn have the uniform
asymptotics: for |λ| ≤Nηp and |n−Np | ≤N 1/3+ηp satisfying λ+ (Np −n)N−1/3p ≥ 1
wnπn
(
z0+ λz02N2/3p
)
=Ai
(
λ+ (Np −n)N−1/3p
)(
1+O(N−1/3+ηp )
)
, (8.12)
for any η> 0. This follows from standard Plancherel-Rotach asymptotics for wnπn with large parameter
n, and the observation that Np = n+ O
N→∞
(n1/3+η). With T =N−1/3p (ωN +1), this implies that as N →∞
(
c1
c2
)
=
(
wNH−1πNH−1
N 1/3p (wNH−1πNH−1−wNHπNH )
)(
z0+ λz02N2/3p
)
=
(
Ai(λ+T )
N 1/3p (Ai(λ+T )−Ai(λ+T −N−1/3p ))
)(
1+O(N−η/2))
=
(
Ai(λ+T )
Ai′(λ+T )
)(
1+O(N−η/2)
)
where we used that the Airy function is smooth and Ai′′(λ+T ) = O(N−1) if ǫ < 1/3 uniformly for all
λ ∈K̹(N ). In fact, by [Olv+, Section 9.7], the Airy function as the following asymptotics: uniformly for all
λ ∈K̹(N ), as N→∞,
Ai(λ+T )=
E−1
λ
(T )
2
p
πT 1/4
(
1+O
(
logN )κ−ǫ
))
and Ai′(λ+T )=−
E−1
λ
(T )
2
p
π
T 1/4
(
1+O
(
logN )κ−ǫ
))
where we have used that T ≃ (logNp)1−ǫ. Hence, we conclude from these asymptotics that with proba-
bility at least 1−e−c(logN)1+ǫ/2 ,(
χλ
χ′
λ
)
(T )=
E−1
λ
(T )
2
p
πT 1/4
(
1
−
p
T
)(
1+O
(
logN )κ−ǫ
))
. (8.13)
We now return to our approximation for the characteristic polynomial in the parabolic regime. Note
that the equation (8.9)–(8.10) is of the form (4.6) with
∆
1
λ(u, t )=Uλ(u, t )−Uλ(u, t )+N 1/3p a2λ,⌊tN1/3p ⌋+11u≥t+N−1/3p
∆
2
λ(t )=−c1
(
∆
1
λ(T, t )+N 1/3p
(
a2λ,ωN+11⌊tN1/3p ⌋=ωN −a
1
λ,ωN+1
))
,
64
where a1
λ,· and a
2
λ,· are given by (8.5). Like in the proof of Lemma 8.2, according to (8.11), we verify that
these random variables satisfy
sup
|λ|≤N1/3p ,|n|≤
p
Np
(a1λ,Np−n+11,a
1
λ,Np−n+11).β 1/
√
Np .
Then, by Lemma 8.2, for ǫ ∈ (0,1) it holds on an event of probability at least 1−e−(logN)1+ǫ ,
sup
t∈[T−,T ],λ∈K̹
sup
u∈[t ,T ]
|∆1λ(u, t )|.β,̹,δ (logN )3N−1/6p and sup
t∈[T−,T ],λ∈K̹
|∆2λ(t )|.β,̹,δ |c1|(logN )3N−1/6p .
Hence, we can apply Proposition 4.7 (note that this requires to rescale both functions Pλ and χλ
by
√
c21 +c22) and conclude that if κ is small enough, with probability at least 1−Ce−(logN)
1+ǫ/2
, it holds
uniformly for all t ∈ Jǫ and λ ∈K̹,
|P ′λ(t )−χ′λ(t )| ≤N−η
√
c21 +c22 Eλ(T, t ),
where 0< η< δ/3 andC =C (η,̹,δ,ǫ). From the asymptotics (8.13), this implies that
|P ′λ(t )−χ′λ(t )|.N−ηT 1/4E−1λ (t ) (8.14)
We can now integrate the estimate (8.14), using that Pλ(T )= χλ(T ) and that E−1λ is a non-increasing
function, we obtain the uniform bound
|Pλ(t )−χλ(t )|.N−η|Jǫ|5/4E−1λ (t ). (8.15)
The conclusions from Theorem 1.10 follow immediately from (8.2)–(8.3) and the estimates (8.14)–(8.15)
by using that E−1
λ
(t ). T 1/4Ai
(
(ℜλ+t )+
)
for all t ∈ Jǫ,λ ∈K̹ and by increasing the constantC as required.
8.4 Proof of Theorem 1.6
In this section, we consider the edge case where z0 = 1 and Np =N . In particular, the full transfer matrix
recurrence ends up in the parabolic regime and we can relate the GβE characteristic polynomial to the
stochastic Airy function. This is done by comparing the special solution χλ appearing in Theorem 1.10
with the stochastic Airy function (see Definition 5.2).
Lemma 8.3. Let χ(T )
λ
be the solution of (1.4) with initial data at time T > 0, ( c1c2 ) = ( Ai(λ+T )Ai′(λ+T )) and ΘT =
exp
(
−∫T0 X(u)du)Eexp(∫T0 X(u)du)whereX is as in (5.1). Then almost surely, for any compact sets K ⊂C,
KR ⊂R, for any ℓ ∈ {0,1,2, · · · } and k ∈ {0,1},
lim
T→∞
sup
t∈KR,λ∈K
∣∣∣∂ℓλ∂kt (SAiλ(t )−ΘTχ(T )λ (t ))∣∣∣= 0.
Proof. Recall from Corollary 5.5 that {SAiλ,SBiλ} is a fundamental set of solutions of the stochastic Airy
equation with Wronskian 1π and proscribed asymptotics at infinity. Hence, we can write
χλ =α1SAiλ+α2SBiλ where
(
α1
α2
)
=π
(
SBi′
λ
−SBiλ
−SAi′
λ
SAiλ
)(
χλ
χ′
λ
)
(T ). (8.16)
Almost surely, supλ∈K ,t≥0
{|SAi′
λ
(t )|, |SAiλ(t )|
}<∞, then using the asymptotics (8.13),
α2 =O (T 1/4E−1λ (T ))
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which obviously converges to 0 as T →∞. From the covariance kernel (5.2), ∫T0 X(u)du is a centered
Gaussian random variable with variance:
E
(∫T
0
X(u)du
)2
= 2
β
Ï
0≤s≤t≤T
e−
4
3
(t 3/2−s3/2)
( 1p
s
+O(s−3/2)
)
dsdt .
logT
β
.
This implies that almost surely:
0<ΘT . ecβ
−1 logT (8.17)
for a numerical constant c > 0 and we conclude that as T →∞
α2ΘT → 0.
Moreover, using the asymptotics (5.6) fromRemark 5.4 and Corollary 5.5, we verify that almost surely
as T →∞
−SBiλ(t )≃
1
2πSAi′
λ
(t )
≃ 1/2π
Ai′(λ+ t )
exp
(∫t
0 X(u)du
)
Eexp
(∫t
0 X(u)du
) and SBi′λ(t )≃ 1/2πAi(λ+ t )
exp
(∫t
0 X(u)du
)
Eexp
(∫t
0 X(u)du
) .
so that
α1 ≃π
(
SBi′λ(T )Ai(λ+T )−SBiλ(T )Ai′(λ+T )
)
≃Θ−1T .
Since all solutions of the stochastic Airy equation areC1 and analytic in λ, this implies the claim.
Now, let us recall that by Theorem 1.10, it holds with probability at least 1−C (β,̹,η)e−(logN)1+̹ , for
all λ ∈Cwithℜλ∈ KR and |ℑλ| ≤N−̹,
sup
k∈N1/3KR
∣∣∣ΨN+k (λ)−χ(T )λ (−kN−1/3)∣∣∣.N−η (8.18)
where 0< η< 1/6 (δ= 1/2 in this case) and ̹> 0 is arbitrary small.
Recall (1.18), that tH = 1− ωNN , T =N−1/3(ωN +1) and define
Ψ˜n(λ) :=ΘTwnΦn(1+ λ2N2/3 )exp
(−√ 2βWtH (1))E[exp(−√ 2βWtH (1))],
ΓN (λ) :=
E
[
exp
(√
2
βWtH (1)
)]
E
[
exp
(
−
√
2
βWtH (1+ λ2N2/3 )
)] exp(−√ 2β(WtH (1)−WtH (1+ λ2N2/3 ))).
Using these notation, it follows from (1.22) and (8.18) that
sup
k∈N1/3KR
∣∣∣Ψ˜N+k (λ)−ΘTχ(T )λ (−kN−1/3)ΓN (λ)∣∣∣.ΘTN−ηΓN (λ).
According to (1.18), for any compact set K ⊂
{
λ ∈ C : |λ| < ωNN−1/3
}
, the process λ ∈ K 7→WtH (1+
λ
2N2/3
) where tH = 1− ωNN is a Gaussian analytic function. Hence, for any k ∈ Z and t ∈ R, the functions
Ψ˜n(λ) and χλ(t )ΓN (λ) are both almost surely analytic for λ ∈K . Moreover since T ≃ (logN )1−ǫ, using the
almost sure estimate (8.17), we haveΘT .κ N
κ. By Cauchy’s Theorem, this implies that for any compact
KR ⊂R and any ℓ ∈N0, on the event (8.18),
sup
λ∈KR,k∈N1/3KR
∣∣∣∂ℓλΨ˜N+k (λ)−ΘT ∂ℓλ(χ(T )λ (−kN−1/3)ΓN (λ))∣∣∣.N−η+(ℓ+1)̹ sup
λ∈K
ΓN (λ), (8.19)
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where K ⊂ C is a compact set such that K ⊃ ⋃µ∈KR {λ ∈ C : |λ−µ| ≤ N−̹}. Hence, by the Borel–Cantelli
Lemma and using the following estimates for the RHS of (8.19), we conclude that almost surely: for any
compact set KR ⊂R and any ℓ ∈N0,
lim
N→∞
sup
λ∈KR,k∈N1/3KR
∣∣∣∂ℓλΨ˜N+k (λ)−ΘT ∂ℓλ(χ(T )λ (−kN−1/3)ΓN (λ))∣∣∣= 0. (8.20)
Lemma 8.4. It holds almost surely: for any compact set K ⊂C, uniformly for all λ ∈K ,
lim
N→∞
ΓN (λ)= 1.
Proof. We fix a compact set K ⊂R. According [LP20, Remark 1.2], it holds for any N sufficiently large(
WtH (1+ λ2N2/3 )
)
λ∈K
law=
(
ξ(zλ)
)
λ∈K ,
where zλ = J
( 1+ λ
2N2/3√
1− ωN
N
)
, J(z) = z −
p
z2−1 denotes the inverse Joukowsky map, and ξ : D→ R is GAF with
ξ(z)= ξ(z), and covariance structure: Eξ(w )ξ(z)= log
(
1− zw
)−1
.
Let us observe that λ̂ : K → K̂ given by λ̂ :=
p
TN 1/3(1−
p
TN−1/3− zλ) is a 1-1 map7 with K̂ ⊂ K and
T is as in (1.23). In particular, we have(
WtH (1+ λ2N2/3 )−WtH (1)
)
λ∈K
law=
(
ξ̂N (λ̂)/
p
T
)
λ̂∈K̂
where ξ̂N (λ̂) :=
p
T
(
ξ
(
1−N−1/3(
p
T +λ̂/
p
T )
)
−ξ
(
1−N−1/3(
p
T + 0̂/
p
T )
))
. From this definition, it follows
that the variance of an increment of the Gaussian process ξ̂N is given by
E
(
ξ̂N (λ̂)− ξ̂N (η̂)
)2 = 2T log( 1− (1−N−1/3(pT + λ̂/pT ))(1−N−1/3(pT + η̂/pT ))√
1− (1−N−1/3(pT + λ̂/pT ))2√1− (1−N−1/3(pT + η̂/pT ))2
)
.
Using the expansion valid for |u|, |v | < 1 withℜu,ℜv > 0,
log
( 1− (1−u)(1−v)√
1− (1−u)2
√
1− (1−v)2
)
=
(u−v
u+v
)2(1+ (u+v)(1− (u+v)
2
)
1− u+v
4
+O(u−vu+v )2),
we obtain that
E|ξ̂N (λ̂)− ξ̂N (η̂)|2 = |λ̂− µ̂|2
(
2+O(T−1)) (8.21)
where the error is locally uniform in (λ̂, µ̂).
The diameter of K̂ is bounded uniformly in N . Hence using Dudley’s inequality (2.3), there is a con-
stantC > 0 so that for all N ∈N
sup
λ̂∈K̂
|ξ̂N (λ̂)− ξ̂N (0̂)|2 ≤C .
By Borel–Cantelli, if we go over the sequence N = 2k for k ∈N, we conclude
limsup
N→∞
N∈2N
p
T supλ∈K |
(
WtH (N)(1+ λ2N2/3 )−WtH (N)(1)
)|√
log logN
<∞ a.s. (8.22)
7This follows from the asymptotics zλ = 1−
p
λ+T
N1/3
+O(N−1) as N →∞.
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Recall that tH = 1− (ωN (1))N−1 ∼ 1−N−2/3T. We must still fill in the gaps between the exponentially
spaced sequence. So we consider the process
Xt ,N (λ) :=WtH+tN−2/3T (1+ λ2N2/3 )−WtH+tN−2/3T (1)− (WtH (1+
λ
2N2/3
)−WtH (1)).
The spatial correlations we bound for all N sufficiently large, trivially and suboptimally using (8.21),
uniformly on compact sets of t by
E|Xt ,N (λ)−Xt ,N (η)|2 ≤C
(λ−η)2
T
(8.23)
where C is a constant depending on K . The time correlations we bound using the stochastic integral
representation forW (1.18):
Xt ,N (λ)=
1
2
tH+tN−2/3T∫
tH
(dXu + J((1+ λ2N2/3 )/pu)dYu√
(1+ λ
2N2/3
)2−u
− dXu + J(1/
p
u)dYup
1−u
)
.
The J(·) terms can both be bounded in modulus by 1 uniformly. Thus we conclude that for real numbers
t , s and λ ∈K
E|Xt ,N (λ)−Xs,N (λ)|2 ≤
C |t − s|
T 2
. (8.24)
So combining this with (8.23), we have again from Dudley’s inequality that uniformly in N .
 sup
t∈[0,100]
sup
λ∈K
|Xt ,N (λ)−X0,N (λ)|2 = sup
t∈[0,100]
sup
λ∈K
|Xt ,N (λ)|2 ≤C .
Thus we conclude again from Borel Cantelli that
limsup
N→∞
N∈2N
p
T supλ∈K | Xt ,N (λ)|√
log logN
<∞ a.s.
If we combine this with (8.22), it follows that
limsup
N→∞
p
T supλ∈K |
(
WtH (N)(1+ λ2N2/3 )−WtH (N)(1)
)|√
log logN
<∞ a.s.
As T ∼ (logN )1−ǫ we therefore have the random part of ΓN tends to 1 almost surely.
To complete the proof, it remains to see that
E
[
exp
(√
2
β
WtH (1)
)]
E
[
exp
(−√ 2
β
WtH (1+ λ2N2/3 )
)] = exp( 2βEξ(z0)2−Eξ(zλ)2)= (1− z2λ1− z20
) 2
β
=
(pT + λ̂/pT +O(TN−1/3)p
T +O(TN−1/3)
) 2
β
= exp
( 2λ̂
βT
(
1+O(T−1)
))
where all error terms are locally uniform in λ̂. By definition, since T ≃ (logN )1−ǫ, this shows that almost
surely ΓN (λ)= 1+O (
√
log logN/
√
βT ) as N →∞, uniformly for all λ∈ K .
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Now, by (8.20),
lim
N→∞
sup
λ∈KR,k∈N1/3KR
∣∣∣∂ℓλΨ˜N+k (λ)−∂ℓλ(SAiλ(−kN−1/3)ΓN (λ))∣∣∣≤ limN→∞ supt∈KR,λ∈KR
∣∣∣∂ℓλ((SAiλ(t )−ΘTχ(T )λ (t ))ΓN (λ))∣∣∣.
(8.25)
We also deduce from Lemma 8.4 and Cauchy’s formula that almost surely: for any ℓ ∈N0,
lim
N→∞
∂ℓλΓN (λ)= 1ℓ=0,
uniformly for all λ ∈KR. By Lemma 8.3, this implies that almost surely: for any ℓ ∈N0,
lim
N→∞
sup
t∈KR,λ∈KR
∣∣∣∂ℓλ((SAiλ(t )−ΘTχ(T )λ (t ))ΓN (λ))∣∣∣= 0.
Similarly we have
lim
N→∞
sup
t∈KR,λ∈KR
∣∣∣∂ℓλ(SAiλ(t )(ΓN (λ)−1))∣∣∣= 0,
so that by (8.25), we conclude that almost surely: for any ℓ ∈N0,
lim
N→∞
sup
λ∈KR,k∈N1/3KR
∣∣∣∂ℓλΨ˜N+k (λ)−∂ℓλ SAiλ(−kN−1/3)∣∣∣= 0. (8.26)
The proof of Theorem 1.6 is now almost complete. In the notation of this Theorem, we have for k ∈Z
and λ ∈C,
Ψ˜N+k (λ)=Ψ(1)N ,k (λ)exp
(
G(1)
N
−
√
2
βWtH (1)−
∫T
0
X(u)du
)E[exp(√ 2βWtH (1))]E[exp(∫T0 X(u)du)]
E
[
expG(1)
N
] (8.27)
where the Brownian motion driving both SAi and the Gaussian process X (see (5.1)) is B =B1 and ac-
cording to (1.19),
G(1)
N
= 1√
2β
∫1
0
(1− J(1/pu)p
1−u
dY(u)
)
+
∫N2/3
0
X(u)du.
Let us now recall that on our probability space defined in Section 1.2, we have
B (t )=
√
2
βN
−1/6(X̂N − X̂N−tN−1/3 + ŶN − ŶN−tN−1/3)=√ 2βN 1/3(X1−X(1−tN−2/3)+Y1−Y1−tN−2/3)
Then by a change of variable, for any u ∈R and N ∈N,√
β
2N
−1/3B (uN 2/3)=X(1)−X(1−u)+Y(1)−Y(1−u).
This implies that
√
2
β
WtH (1)=
√
2
β
∫tH
0
dX(u)+dY(u)p
1−u
+
√
2
β
∫tH
0
J(1/
p
u)−1p
1−u
dY(u)
= 1
2
∫1
1−tH
dB (uN 2/3)p
uN 2/3
+
√
2
β
∫tH
0
J(1/
p
u)−1p
1−u
dY(u)
=
∫N2/3
T
dB (u)
2
p
u
+
√
2
β
∫1
0
J(1/
p
u)−1p
1−u
dY(u)+Oβ(
p
T ) (8.28)
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as N →∞, where we used that tH = 1− ωNN = 1− TN2/3 and that the error is controlled with respect to ·2.
In fact, as (J(1/
p
u)−1)2 . 1/pu−1 for u ∈ (0,1], the error∫T
T−1
dB (u)
2
p
u
−
√
2
β
∫1
tH
J(1/
p
u)−1p
1−u
dY(u)
is a Gaussian random variable whose variance is bounded (up to a constant depending on β) by∫T
T−1
du
u
+
∫1
tH
1
1+pu
dup
u
=O(T−1).
Now, let us observe that according to Lemma 7.6 with λ= 0, we can decompose for any t ≥ 0,∫t
0
X(u)du =M(t )+Y(t ) where M(t )= 1t≥1
∫t
1
dB (u)
2
p
u
andY(∞)= limt→∞Y(t ) exists almost surely and is a Gaussian random variable (depending only on B ).
By (8.28), this shows that for our specific coupling, almost surely∫T
0
X(t )dt +
√
2
β
WtH (1)=
∫N2/3
1
dB (u)
2
p
u
+W∗+ o(1)
N→∞
=G(1)
N
+ o(1)
N→∞
,
(8.29)
where both errors are Gaussian and we set W∗ :=Y(∞)+
1
2
∫1
0
J(1/
p
u)−1p
1−u
dY(u).
By (8.27), these asymptotics show that almost surely
Ψ˜N+k (λ)=Ψ(1)N ,k (λ)exp
(
o(1)
N→∞
)
the error being independent of k ∈Z andλ ∈C. Hence by (8.26), we conclude that uniformly for allλ ∈KR
and k ∈N 1/3KR,∣∣∣∂ℓλΨN ,k (λ)−∂ℓλ SAiλ(−kN−1/3)∣∣∣= O (1)
N→∞
∣∣∣∂ℓλΨ˜N+k (λ)−∂ℓλ SAiλ(−kN−1/3)∣∣∣+ o(1)
N→∞
∣∣∣SAiλ(−kN−1/3)∣∣∣)
= o(1)
N→∞
almost surely as N →∞. This completes the proof of the scaling of the GβE characteristic polynomial in
a neighborhood of the spectral edge at +1.
Regarding what happens around the other spectral edge −1. By definition, we can write Φn(−z) =
(−1)n det([z−(4Nβ)−1/2Â]n,n)= (−1)nΦ̂n(z) where Â is a tridiagonalmatrix as (1.11) with entries âk =−ak
and b̂k =−bk for k ≥ 1. Therefore in the notation of Theorem 1.6,
Ψ
(−1)
N ,k
(λ)= (−1)N+kΨ̂(1)
N ,k
(−λ)
where we used thatG(−1)
N
= Ĝ(1)
N
. Using the above asymptotics, we obtain that
lim
N→∞
sup
λ∈KR,k∈N1/3KR
∣∣∣∂ℓλΨ̂(1)N ,k (−λ)−∂ℓλŜAi−λ(−kN−1/3)∣∣∣= 0
where the stochastic Airy function ŜAi and X̂ are defined in termsof theBrownianmotion B̂1 =
√
2
β
1
N1/6
(
ŶN−
ŶN−tN1/3−X̂N +X̂N−tN1/3
)
; see Section 1.2 and recall that âk
2 = a2
k
and b̂k =−bk for k ≥ 1. This completes
the proof of Theorem 1.6.
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A Uniformity of the error bound in the hyperbolic approximation
We will show the derivation of Theorem 1.9 from [LP20, Theorem 1.6]. For convenience, we recall the
notation, and what must be proved. Let
(
Wt (z)
)
t∈[0,1],z∈C\[−1,1] be as in (1.18) and πn be the Hermite
polynomial of degree n ∈N normalized as in (1.13). For z ∈C\ [−1,1] defineΥN (z) by
(
ΦNH (z)
ΦNH−1(z)
)
=
exp
(−√ 2
β
WtH (z)
)
E
[
exp
(−√ 2βWtH (z))]
(
πNH (z)
πNH−1(z)
)
(1+ΥN (z))=:
(
π̂NH (z)
π̂NH−1(z)
)
(1+ΥN (z))
where tH =NH (z)/N . Let z0 ∈ [−1,1]∩DH be a given point, set Np =Np(z0)= ⌊Nz20⌋ andΩN (z0) in such
a way that such that ωN (z0) = ⌊N 1/3p (logNp)1−ǫ⌋ for a ǫ < ̹∧ 14 . We choose ΩN (z0+
λz0
2N2/3p
) in such a way
that NH (z0+ λz02N2/3p ) = NH (z0) for all λ ∈ S̹(N ), (1.21). We would like to show that there exist constants
C =C (β,δ,̹,ǫ)> 0 and c = c(β,δ,̹,ǫ)> 0 so that
max
z0∈DH
P
[
sup
λ∈Sκ(N)
‖ΥN (z0+ λz02N2/3p )‖ ≥C (logN )
−1/4+ǫ
]
≤ e−c(logN)1+ǫ/2 . (A.1)
The existing work [LP20, Theorem 1.6] shows the uniform single point estimate:
max
z0∈DH
λ∈Sκ/2(N)
P
[
‖ΥN (z0+ λz02N2/3p )‖ ≥C (logN )
−1/4+ǫ
]
≤ e−c(logN)1+ǫ/2 . (A.2)
The passage from (A.2) to (A.1) (with different constants) follows by a meshing argument. We will
cover Sκ/2(N ) by a finite but N–dependentmesh Ŝ(N ) := Sκ/2(N )∩ (Z+ iZ)N−Rβ for Rβ sufficiently large
but fixed. We apply (A.2) at every point of the mesh Ŝ(N ). And for any λ ∈ Sκ(N ) we let λ̂ be the closest
point to it in Ŝ(N ).
There is another bad event we must control, which is that the Gaussian process GN (λ) :=WtH (z0+
λz0
2N2/3p
) for λ ∈ Sκ/2(N ) oscillates too much. Using (8.21) we can estimate the magnitude of an increment
by
E|GN (λ)−GN (µ)|2 ≤C |λ−µ|2
uniformly over λ,µ ∈ Ŝ(N ) with |λ−µ| ≤ 2. Using Dudley’s inequality (2.3), there is an absolute constant
C > 0 so that sup
λ:|λ−λ0|≤2
|GN (λ)−GN (λ0)|

2
≤C and
 sup
λ:|λ−λ0|≤N−2
|GN (λ)−GN (λ0)|

2
≤CN−2.
Thus for any fixed Rβ sufficiently large, with probability 1−NO(1)e−(logN)
1+ǫ
, for all λ∈ Sκ(N )∣∣∣WtH (z0+ λz02N2/3p )−WtH (z0+ λ̂z02N2/3p )∣∣∣≤N−1 and
sup
|µ−λ̂|≤2
∣∣∣WtH (z0+ µz02N2/3p )−WtH (z0+ λ̂z02N2/3p )∣∣∣≤p2C2 (logN )1+ǫ2 . (A.3)
From the smoothness of the covariance we similarly can conclude
E
[
exp
(
−
√
2
β
WtH (z0+ λz02N2/3p )
)]
= E
[
exp
(
−
√
2
β
WtH (z0+ λ̂z02N2/3p )
)](
1+ O
N→∞
(N−1)
)
(A.4)
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We need to show similar estimates for ΦNH (z0+ λ̂z02N2/3p ) and for πNH (z0+
λ̂z0
2N2/3p
). Both are polynomials
of degree at most N , and we can therefore use interpolation estimates. The first is Berstein’s inequality
for polynomials, which shows that for a polynomialQ of degree at most N ,
sup
|z|≤1
|Q ′(z)| ≤N sup
|z|≤1
|Q(z)|.
Combining this with the max-modulus principle, we may instead take the maximum over any larger
region, and for our application, we will use the boundary of a square that contains the unit circle. Us-
ing [Rak07, Theorem 1], we may bound the maximum of a polynomial of degree N on a line segment
above byC logN times themaximum of the same polynomial over any equally spaced mesh of cardinal-
ity greater than N of the interval. It follows that for a polynomial of degree N when Rβ > 1,
|Q(λ)−Q(λ̂)| ≤C (N 1−Rβ logN )
(
sup
µ∈Ŝ(N)
|µ−λ̂|≤2
|Q(µ)|
)
. (A.5)
Now from the Airy asymptotic for πn (see (8.12)), for any λ̂ ∈ Ŝ(N ),
sup
µ∈Ŝ(N)
|µ−λ̂|≤2
|πNH (z0+
µz0
2N2/3p
)| ≤ |πNH (z0+ λ̂z02N2/3p )|exp
(
O
N→∞
(
(logN )1/2−ǫ/2
))
.
Thus on the event controlled in (A.3), we have
sup
µ∈Ŝ(N)
|µ−λ̂|≤2
|π̂NH (z0+ µz02N2/3p )| ≤ |π̂NH (z0+
λ̂z0
2N2/3p
)|exp
(
O
N→∞
(
(logN )1/2+ǫ/2
))
.
Hence applying this, on the events controlled in (A.5), (A.4), (A.3) we have the bound for allN sufficiently
large and any λ ∈ Ŝ(N )
|ΦNH (z0+ λz02N2/3p )−ΦNH (z0+
λ̂z0
2N2/3p
)| ≤N 2−Rβ|π̂NH (z0+ λ̂z02N2/3p )|, and
|π̂NH (z0+ λz02N2/3p )− π̂NH (z0+
λ̂z0
2N2/3p
)| ≤N 2−Rβ|π̂NH (z0+ λ̂z02N2/3p )|.
(A.6)
As we also have from the original union bound that
|π̂NH (z0+ λ̂z02N2/3p )−ΦNH (z0+
λ̂z0
2N2/3p
)| ≤ (logN )−1/4+ǫ|π̂NH (z0+ λ̂z02N2/3p )|,
we conclude from the triangle inequality that
|ΦNH (z0+ λz02N2/3p )−ΦNH (z0+
λ̂z0
2N2/3p
)| ≤ 3(logN )−1/4+ǫ|π̂NH (z0+ λ̂z02N2/3p .
The conclusion (A.1) therefore follows from the above using (A.6) once more to replace the right hand
side.
B Estimates for Brownianmotion
Let us recall that B be a Brownian motion with variance E[B (t )2]= 4β t for t ≥ 0.
Let us consider the following functions
g (u)=
{
f (u) if f (u)= uα for a α> 0
f (u)
(log(1+log(1+u)))3/2 if f (u)= log(1+u)α for a α> 0
.
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Lemma B.1. There is a constant C =Cα so that for any T > 0,sup
t≥T
B (t )p
t f (t )

2
≤ C/βg (T ) and
 sup
t≤1/T
B (t )p
t f (1/t )

2
≤ C/βg (T ) .
Proof. The second statement follows from the first by time inversion symmetry of Brownian symmetry
(i.e. t 7→ tB (1/t ) is again a Brownian motion with the same variance). Hence we just need to control the
sub-Gaussian norm of the random variable XT = supt≥T | B (t )pt f (t ) |. From the Borell-TIS inequality,
XT −EXT2 .
√
sup
t≥T
EB (t )2
t f (t )2
.
1
β f (T )
(B.1)
since f is an increasing function. Hence, it suffices to bound EXT . The proof relies on the fact that
W (t ) :=B (Te t )/
p
Te t is an Ornstein–Uhlenbeck process and its maximum on an interval of length ℓ has
mean at most C
β
√
log(1+ℓ).8 Partitioning [0,∞) into intervals of length 2k , we obtain
Esup
t≥T
∣∣∣ B (t )p
t f (t )
∣∣∣= Esup
t≥0
∣∣∣ W (t )
f (Te t )
∣∣∣.β−1 ∞∑
k=0
p
k +1
f (Te2
k
)
where we used that the function f is increasing. In case f (u)= uα, this immediately implies that EXT .α
1
β f (T ) . In case f (u) = logα(u), the main contribution to the sum comes from k : 2k ≤ 1+ log(1+T ), and
we obtain EXT .α
(log(1+log(1+T )))3/2
β f (T ) . By (B.1) and the triangle inequality, this completes the proof.
C Logarithmic derivative
In order to relate a solution of the stochastic Airy equation to its logarithmic derivative, we rely on the
following deterministic Lemma.
Lemma C.1. Suppose that φ ∈ C1(R+ → R) has only single isolated zeros {zk } and that φ(0) > 0. Let ρ =
φ′/φ and Nt = #{k ∈N : zk < t } for t ∈R+. Then the function ρ :R+→R is well defined, continuous and
φ(t )=φ(0)exp
(
pv
∫t
0
ρ(s)ds+ iπNt
)
(C.1)
where pv
∫t
0
ρ(s)ds := lim
ǫ→0
∫
St ,ǫ
ρ(s)ds and St ,ǫ := [0, t ] \
⋃
k≤Nt [zk −ǫ,zk +ǫ].
Proof. By assumptions, the zeros set N = {zk} is locally finite (hence countable and ordered) and we
verify that limǫ→0ρ(z∓ ǫ)= ∓∞ for all z ∈N. This shows that we can turn ρ : R+→ R into a continuous
function such thatN= {u ∈R+ :ρ(u)=∞}. For any η> 0, we have∫t
0
φ′(u)
φ(u)+ iηdu = log
(
φ(t )+ iη)− log(φ(0)+ iη)
for the principle branch of log(·). Upon taking the limit as η→ 0 and using the continuity of exp(·), this
shows that
φ(t )=φ(0)exp
(
lim
η→0
∫t
0
φ′(u)
φ(u)+ iηdu
)
.
8 To see this: cut the time interval into ℓ intervals of length 1. On an interval of length 1, (2.4) gives the subgaussian norm
is bounded by a constant. Now the max of ℓ variables of uniformly bounded subgaussian norm has expectation bounded by√
logℓwith at most constant order subgaussian fluctuations.
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In particular, the above limit exists. Suppose that t ∉N and choose ǫ> 0 sufficiently small so that∫t
0
φ′(u)
φ(u)+ iηdu =
∫
St ,ǫ
φ′(u)
φ(u)+ iηdu+
∑
k≤Nt
∫zk+ǫ
zk−ǫ
φ′(u)
φ(u)+ iηdu.
As above, we verify that
lim
η→0
∫
St ,ǫ
φ′(u)
φ(u)+ iηdu =
∫
St ,ǫ
ρ(u)du and lim
η→0
∫zk+ǫ
zk−ǫ
φ′(u)
φ(u)+ iηdu = log
∣∣∣φ(zk +ǫ)
φ(zk −ǫ)
∣∣∣∓ iπ
where ±= sgn (φ′(zk)). These elementary computations show that for all ǫ> 0 sufficiently small,
exp
(
lim
η→0
∫t
0
φ′(u)
φ(u)+ iηdu
)
= exp
(∫
St ,ǫ
ρ(u)du+
∑
k≤Nt
log
∣∣∣φ(zk +ǫ)
φ(zk −ǫ)
∣∣∣+ iπNt )
Note that by a Taylor expansion and using thatφ′(zk) 6= 0, we have for any k , log
∣∣∣φ(zk +ǫ)
φ(zk −ǫ)
∣∣∣= log |1+o(1)|
as ǫ→ 0. This implies that pv
∫t
0
ρ(s)ds := lim
ǫ→0
∫
St ,ǫ
ρ(s)ds exists in R and that
exp
(
lim
η→0
∫t
0
φ′(u)
φ(u)+ iηdu
)
= exp
(
pv
∫t
0
ρ(s)ds+ iπNt
)
.
This completes the proof of (C.1) in case t ∉ N. On the other hand, if t ∈ N, then we have seen that
lim
u→t−
ρ(u)=−∞ so that by definition pv
∫t
0
ρ(s)ds =−∞. Hence, formula (C.1) holds in this case as well.
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