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ABSTRACT 
Welding of duplex stainless steel pipeline material for the oil and gas industry is now 
common practice. To date, research has been conducted primarily on the parent material and 
heat affected zones in terms of its susceptibility to various forms of corrosion and any 
effects due to the addition of alloying elements. However, there has been little research 
conducted on the corrosion characteristics and structural transformation of the weld metal in 
terms of the degree of sensitisation of the various successive weld layers, namely the root, 
fill and cap layers. 
The focus of this research study was to: (i) provide an in-depth microstructural analysis of 
the various weld passes, in terms of the weld morphology, phase transformations within the 
weld regions and distribution of major alloying elements; (ii) study the mechanical 
properties of the weld regions; (iii) determine the susceptibility to intergranular corrosion in 
terms of the degree of sensitisation of the various weld passes; and (iv) investigate the 
residual stress levels within the various regions/phases of the duplex stainless steel girth 
welds using neutron diffraction techniques. 
Four weld test conditions were prepared using the manual Gas Tungsten Arc Welding 
(GTAW) technique at both high and low heat input conditions. Two different joint 
configurations (double bevel single ‘V’ and double bevel single ‘U’ joint configuration) 
were adopted. Techniques for the structural analysis of the welds consisted of (i) optical 
microscopy, scanning electron microscopy and magnetic force microscopy; (ii) ferrite 
content determination by means of Magna-Gauge, Fischer Ferrite-scope and American 
Standards for Testing of Materials (ASTM) E562 Point Count method. Mechanical testing 
consisted of Vickers hardness measurements, Charpy impact studies and transverse tensile 
testing. The degree of sensitisation was determined by three test methods: a modified 
ASTM A262, ASTM A923 and a modified Double Loop Electrochemical Potentiodynamic 
Reactivation (DL-EPR) test. Residual stress levels were determined using two neutron 
diffraction techniques: a reactor source and a Time of Flight (TOF) spallation source.  
For all the weld conditions researched in this study, the results obtained showed that the 
microstructure observed by optical microscopy and magnetic force microscopy 
exhibited the formation of both fine and coarse structures within the weld metal. This was 
dependent on the level of under-cooling associated with the welding process adopted here, 
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since the weld metal in the cap region would cool down more quickly as a result of the 
lower ambient temperature of the weld surface and adjacent parent material at the start 
of welding. There was no evidence of secondary austenite, being present in any of the 
weld metal conditions examined. In addition, no detrimental intermetallic phases or 
carbides were present.   
Mechanical tests conducted revealed that values obtained from the various studies 
conformed to the requirements as set out in the various standards. 
The DL-EPR test results revealed that the fill layer regions for all four conditions and 
the base material showed the highest values for Ir/Ia and Qr/Qa, where Ir/Ia and Qr/Qa 
are the ratios of the re-activation and activation current and charge values respectively, 
which serve as an indication to the degree of sensitization induced in the material. All 
four test conditions passed the ASTM A262 and A923 qualitative type tests, even 
under restricted and modified conditions.  
Residual stress measurements by neutron diffraction conducted at Lucas Heights Hi-
Flux Reactor (HIFAR) revealed that the ferrite phase stress was tensile in the heat 
affected zones and weld, and appeared to be balanced by local compressive austenite 
phase stresses in the normal and transverse directions. The results showed that for 
ferrite and austenite, a maximum tensile stress was formed in the fill section of the 
weld and decreases in the root and cap regions for the transverse direction. 
Residual stress measurements by neutron diffraction conducted at Los Alamos Nuclear 
Science Centre (LANSCE) revealed that in the hoop direction, ferrite (211) and austenite 
(311) exhibited tensile strains in the weld. As the distance from the weld centreline 
increased out to the heat affected zone, the magnitude of both the ferrite and austenite 
tensile strains became less. In the axial and radial direction, the strains for both phases were 
more compressive. This was thought to be associated with constraints impeding the 
contraction of the weld during cooling. 
Correlations were observed between the optical and magnetic force microscopy (MFM) 
measurements and the phases present due to transformations. The observations from the 
MFM work strongly support the findings from optical and scanning electron microscopy. 
The different austenite - ferrite microstructures observed in the weld regions, such as the 
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presence of discontinuous grain boundary austenite layers, Widmanstätten austenite side-
plates, austenite intragranular precipitates and intragranular acicular ferrite were thought to 
be associated with, and hence explained in terms of, variations in transformation rates and 
the degree of undercooling. 
Although no relationship was observed between the percentage ferrite content in the notch 
region and toughness, there was a significant correlation between the hardness values 
and the per cent transformation of ferrite.  Here, higher hardness was associated with 
increased ferrite levels. This was observed for all conditions except for condition 4 
where the reverse was observed in the root, fill and cap regions. 
Correlations between the degree of sensitisation and microstructural changes / ferrite 
content were observed. Higher degrees of sensitisation (Ir/Ia and Qr/Qa) were associated 
with reduced ferrite (increased austenite) content.  In particular, the increased levels of 
sensitisation observed in the fill regions compared to the cap regions were attributed to the 
development of intragranular precipitates. 
Correlations between the stresses generated, the evolved microstructures and degree of 
sensitisation were evident. Stresses within the cap region were generally shown to be of a 
tensile nature, particularly in the transverse and longitudinal direction. Consequently, the 
observed microstructures in this region, whereby significant amounts of Widmanstätten 
side-plates growing into ferrite grains from austenite allotriomorphs, associated with 
abnormal growth and high residual stresses, which are tensile in nature, were likely to have 
contributed to the lower degree of sensitisation observed.  
In summary, the study has shown that correlations exist between the weld microstructure, 
susceptibility to sensitisation and levels / distribution of internal stresses within the weld 
regions. This information can be used to predict performance of the welds and thus be used 
in the design and development of welding procedures for production welding of duplex 
stainless steel pipelines, with particular emphasis for the oil and gas industry. 
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 CHAPTER 1 INTRODUCTION 
1.1  General Background 
Duplex stainless steels are stainless steels with a microstructure comprising of proportionate 
(50:50) amounts of ferrite and austenite. Consequently, they have desirable properties of 
both austenitic and ferritic stainless steels, such as high tensile strength, good toughness at 
low temperatures and excellent resistance to chloride stress corrosion cracking [1]. They are 
used increasingly as alternatives to austenitic stainless steels, especially in chloride or 
sulphide environments, for example, in the manufacture of pipelines for transportation of oil 
and gas. As such, these steels are prime candidates for sour service applications [2].  
Duplex stainless steels were originally created as low-nickel alternatives to austenitic 
stainless steels in some applications. Modern super duplex stainless steels reveal a clear 
trend to higher alloying additions, such as increasing nickel from four to seven wt. per cent. 
The advantages of duplex stainless steel against austenitic stainless steels can be extended 
by using them in environments, where standard austenitic stainless steels are inappropriate 
due to intergranular corrosion [2-4]. Consequently, duplex stainless steels are used primarily 
in chemical, petrochemical, pulp and paper industry, in power generation and oil and gas 
production as components for tubing, pumps, heaters and coolers. 
This beneficial behaviour of the duplex stainless steels arises from the partitioning of 
alloying elements between the phases. The austenite phase appears to be cathodically 
protected by the ferrite phase, which is usually mechanically stronger in commercial duplex 
stainless steels with low nickel content. Recently, interest has emerged in the use of the 
newly developed super duplex steels for improved resistance to intergranular corrosion, as a 
result of poor welding techniques increasing the susceptibility of intergranular corrosion in 
conventional duplex steels, which is a major problem in oil and gas applications [2-5].  
Widespread applications of duplex stainless steels was restricted for a long time because of 
difficulties in hot working, for example, hot cracking occurring during welding. Progress in 
the steelmaking techniques and development in filler material allowed for a better 
understanding of the metallurgy and phase balance at high temperatures. Improvements in 
weldability were also achieved by increasing the nickel content in the steel and further 
development of welding methods. 
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In the development of welding procedures and production welding of duplex stainless steel 
pipelines, it is essential to maintain a ferrite-austenite ratio close to 50:50. However, this 
phase balance may be upset due to rapid cooling involved in most weld thermal cycles 
resulting in weld metal austenite contents in excess of 50 per cent. In order to restore the 
phase balance, weld filler materials are usually over alloyed compared with the base 
material [3]. The resultant phase ratio is dependent on the energy input during welding, as 
this determines the cooling rate and the extent of the phase transformation which is 
diffusion based. High heat inputs may induce the development of coarse grains in the weld 
region, wide heat affected zones and possibly precipitation of brittle intermetallic phases[4,5]. 
However, due to the resultant slow cooling rates, the transformation may yield a more 
favourable phase balance. Thus, it is desirable to control welding conditions such that 
cooling is slow enough for adequate formation of austenite, but fast enough to prevent the 
formation of undesirable precipitates [6].  
Whilst there has been significant progress in the development of welding techniques, such 
as, mechanised welding of duplex stainless steel pipelines, problems associated with these 
pipeline materials such as intergranular corrosion and stress corrosion cracking, particularly 
in the weld regions have been a major concern in the oil and gas industry, where high 
hydrogen sulphide levels exist in the gas composition (sour gas environments). Only in the 
last ten years or so, has research and development been focused on the various testing 
techniques on intergranular corrosion and stress corrosion cracking predominantly in the 
parent metal and to a lesser extent the weld regions. While comparative studies on the 
structural characterisation and associated properties have been carried out on the parent 
metal, heat affected zone and weld regions, nothing has been done on determining any 
microstructural variations and phase transformations, variations in mechanical properties 
and susceptibility of the individual weld passes to intergranular corrosion and stress 
corrosion cracking, of production type gas tungsten arc weldments for duplex stainless 
steels. 
Another area of concern is the development of residual stresses, which have a major adverse 
impact on duplex stainless steel pipeline integrity in a number of areas. These residual 
stresses come from manufacturing strip, forming the pipe from strip, and girth welding. 
Residual stresses lead to the onset of unacceptable deformation in pipelines, or in more 
severe circumstances may contribute to premature failure by fatigue, corrosion, hydrogen 
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assisted cold cracking (HACC) and sensitisation. Residual stresses can alter fatigue life by 
changes in the mean stress level, particularly at the pipe surfaces. Methods of measuring 
residual stress include destructive and non-destructive techniques. Destructive techniques 
include hole drilling, Sachs boring, and ring slitting. Non-destructive techniques include 
ultrasonic and magnetic methods, and diffraction methods using x-rays or neutrons. Slitting 
a ring of pipe material will allow a calculation of the averaged residual stresses. Neutron 
diffraction can determine residual (and applied) stresses by measuring the change in lattice 
spacing in a crystalline solid and thus the elastic strain. From the strains in a number of 
directions the elastic stresses can be calculated. 
It is evident that there are strong interdependencies and interactions between structure, 
phase transformations, degree of sensitisation and residual stresses in duplex stainless steels. 
While there is limited literature on the combined effect of these variables for the duplex 
stainless steel parent metal, very little is known about the combined effects of these 
variables in the various weld regions. Clearly, there is a need to conduct a systematic 
investigation into the effects of welding conditions/variables on structural changes, phase 
transformations, distribution of residual stresses and resultant corrosion and mechanical 
properties of the welded pipe sections, and more importantly within the successive weld 
passes (root, fill and cap regions) associated with the GTAW technique. Such studies will 
provide a deeper understanding of mechanisms controlling the changes occurring during 
welding and thus allow for prediction and optimisation of the weld conditions to optimise 
mechanical properties and stress levels in the weld region and minimise degree of 
sensitisation. This in turn would benefit the oil and gas industry in allowing increase 
production rates of duplex stainless steel pipelines by lowering the repair and rework and 
allowing the development of welding procedures to account for the interaction of corrosion, 
stresses and strains in phase transformation, this would contribute to a signification cost 
savings.  
1.2  Research Objectives 
The aim of this study was to conduct a detailed analysis of standard production welded 
sections within a duplex stainless steel pipeline, as a function of heat input and type of weld, 
in terms of the metallurgical structure, composition and mechanical properties and to assess 
the degree of sensitisation and resultant stress or strain distribution in the weld material. 
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Standard welding procedures for production of pipelines were made by manual gas tungsten 
arc welding. Two different joint configurations were adopted: double bevel single ‘V’ and 
double bevel single ‘U’ joint configuration. For each joint configuration, both high and low 
heat input conditions were carried out in the range of 1.4 to 2.0 kJ/min 
The following are the specific research objectives: 
a) To determine any structural variations occurring in duplex stainless steel pipeline, gas 
tungsten arc weldments, specifically morphological and compositional changes, phase 
transformations, and variations in mechanical properties associated with the welds. 
b) To determine the susceptibility of the duplex stainless steel pipeline gas tungsten arc 
weldments (cap, fill and root regions) to degree of sensitisation, based on a modified 
electrochemical potentiodynamic polarisation test in comparison with standard 
sensitisation tests methods. 
c) To determine the levels and variation in residual stresses in duplex stainless steel 
pipeline gas tungsten arc weldments (cap, fill and root regions).  
d) To investigate any correlation between the weld structures, degree of sensitisation and 
levels and distribution of internal stresses within the weld regions in order to provide a 
deeper understanding of the effect of weld parameters on structural changes and 
resultant corrosion and mechanical properties 
Traditionally, the common methods for studying the microstructure of duplex stainless 
steels, in particular the weld regions, have been quantitative metallography and 
microhardness techniques in conjunction with scanning electron microscopy for higher 
resolution surface analysis and elemental analysis using energy dispersive X-ray (EDAX) 
techniques. In recent years, a technique has been developed to compliment these 
conventional methods, utilising a scanning probe microscope in magnetic imaging mode, 
known as magnetic force microscopy (MFM). This technique enables the ferrite regions to 
be distinguished from the austenite regions, using their magnetic characteristics. The ferrite 
regions are ferromagnetic, in contrast to the austenite regions, which are paramagnetic.  
In the present investigation, a series of mechanical tests were performed to determine the 
structural integrity and mechanical properties of the welded region, this include Charpy 
impact tests, tensile tests, bend tests, Vickers hardness and various methods for ferrite 
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determination, namely; Magna-Gauge method, Fischer Ferritescope method and as a 
comparison, ferrite was determined metallographically by the point count method. 
MFM studies were carried out on the weld and parent metal regions of four duplex stainless 
steel weld samples, in order to compliment information provided by conventional 
metallography and optical / electron microscopy techniques, for structural and 
morphological characterisation of the duplex stainless steels welds. 
Three test methods (modified ASTM A262, ASTM A923 and a modified Double Loop 
Electrochemical Potentiodynamic Reactivation, DL-EPR test) were employed to determine 
susceptibility to intergranular corrosion.  
Residual strain measurements were made using two methods in the successive weld passes 
(root, fill and cap regions). Measurements were taken in the longitudinal-L (Hoop), 
transverse-T (Axial) and normal-N (Radial) directions. The first method adopted was 
neutron diffraction with a wavelength of 1.40Å on The Australian Strain Scanner (TASS) 
located at the Australian Nuclear Science and Technology Organisation (ANSTO), 
Australia. The second method was by means of a Time of Flight (TOF), spallation source. 
Residual strain measurements using a spallation source were made using neutron diffraction 
at the Los Alamos Nuclear Science Centre (LANSCE). The measurement of residual elastic 
strain by monochromatic neutron diffraction relies on the use of Bragg’s law to relate the 
lattice spacings, dhkl, to the angle of diffraction 2θhkl associated with the diffraction peak 
labelled by Miller indices hkl at a fixed wavelength. Strain was calculated from the selected 
planar atomic spacing for ferrite and austenite at discrete locations in the weldment. 
1.3  Structure of the Thesis 
The thesis consists of six chapters as outlined below: 
Chapter 1: This chapter provides (i) an introduction to the project and general background 
information on duplex stainless steel welds; (ii) the research objectives and techniques used 
in the current investigation; and (iii) an outline of the structure of the thesis.  
Chapter 2: The literature review presented in this section is broadly divided into three 
sections. The first section (2.1) is a critical evaluation of the microstructure and phase 
transformations that occur within duplex stainless steels, particularly within the weld 
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regions. A detailed review of intergranular corrosion and degree of sensitisation that occur 
in these steels and the various proposed mechanisms is presented in the second section (2.2). 
The final section (2.3) contains a theoretical review of the nature of residual stresses in 
duplex stainless steels and the various proposed models for stress/strain analysis.  
Chapter 3: This section, broken down into five sub-sections, presents a description of the 
experimental procedures adopted for the current study. The first section (3.1) contains 
details of the welding conditions and procedures adopted while the mechanical testing 
procedures and ferrite determination are given in section 3.2. Methodology for the various 
microscopy techniques, namely optical microscopy, magnetic force microscopy and 
scanning electron microscopy, for structural characterisation and phase determination are 
specified in section 3.3. The various sensitisation procedures are described in 3.4. Residual 
stress measurements using neutron scattering are given in section 3.5. 
Chapter 4: The results section is broken down into five sub-sections. The first part (section 
4.1) is focused on evaluation of the mechanical properties of the various weld passes and 
weld regions, using standard techniques, to include Vickers Hardness Measurements, 
Charpy Impact Testing and Tensile Testing and variation in these properties as a function of 
the welding conditions, weld regions and weld passes. Ferrite content evaluation of the 
various weld regions and passes is presented in section 4.2, while section 4.3 contains a 
detailed structural characterisation of the weld zones using optical microscopy, magnetic 
force microscopy and scanning electron microscopy. Section 4.4 is focused on the corrosion 
behaviour, specifically the degree of sensitisation of these weld samples, using standard and 
modified methods for determining susceptibility to intergranular corrosion of the individual 
weld pass regions. Residual stress measurements using neutron diffraction scattering 
techniques are presented in section 4.5  
Chapter 5: The discussion section is broken down into eight sub-sections. The first part 
(section 5.1) is focused on microstructural evolution of welds in the gas tungsten arc 
welding process for all weld conditions. Section 5.2 discusses the MFM Studies for the 
phase identification of welded sections of all test conditions. Here a correlation between 
optical and MFM for phase transformation identification is discussed in detail. Section 5.3 
discusses the mechanical properties and provides a discussion on comparison of the 
hardness profiles and welding parameter. Section 5.4 discusses the ferrite content and 
resulting microstructure. Section 5.5 describes composition analysis of the weld regions 
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from EDS analysis. The degree of sensitisation of the weld region by means of the modified 
ASTM A923-03 Test Method A and B, ASTM A262 Standard Practices E and DL-EPR test 
are presented in section 5.6. Any correlations between the structure, morphology, 
distribution of the various phases (austenite and ferrite) and degree of susceptibility to 
sensitisation within the various weld passes are presented in this section. Stress and strain 
analysis using the two neutron diffraction techniques from a reactor source and TOF 
spallation source is presented in Section 5.7. And any correlation of the stress/strain 
distribution within the weld regions with respect to the structure, morphology, phase 
transformations and the degree of susceptibility to sensitisation are presented in Section 5.8  
Chapter 6: The conclusions and major findings from this study are presented in the first 
section of this chapter (6.1) while suggestions for future work arising from this study are 
presented in section 6.2.  
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 CHAPTER 2 LITERATURE REVIEW 
The literature review presented here is broadly divided into three sections. The first section 
(2.1) is a critical evaluation of the microstructure and phase transformations that occur 
within duplex stainless steels, particularly within the weld regions. A detailed review of 
intergranular corrosion and degree of sensitisation that occurs in these steels is presented in 
the second section (2.2). The final section (2.3) contains a theoretical review of the nature of 
residual stresses in duplex stainless steels and the various proposed models for stress/strain 
analysis.  
2.1 Metallurgy and Phase Transformations occurring within 
Duplex Stainless Steel Welds 
2.1.1  Introduction 
Duplex stainless steels can be defined as an alloy that is a derivative of the austenitic 
stainless steel, containing more than twelve wt. per cent chromium. Additions of 
molybdenum, nitrogen, tungsten, copper and nickel induce the formation of a two-phase 
alloy system comprising of approximately equal proportions of ferrite and austenite phases. 
These phases are present in approximately equally large separate volumes, in contrast to 
conventional two-phase alloys, in which one phase appears in the form of small precipitates. 
Further stabilisation of the ferrite phase to provide a balanced duplex alloy can be achieved 
by increasing the levels of chromium, molybdenum, tungsten and niobium. These additions 
may contribute to a considerable increase in the strength of the ferrite phase. This balanced 
microstructure offers a combination of satisfactory weldability, high toughness, good 
corrosion resistance and high strength, although a decrease in the toughness of the ferrite 
phase may be observed at low temperatures. The combination of these properties cannot be 
achieved by either austenitic or ferritic stainless steels alone [1]. The presence of the ferrite 
phase may also induce a marked refinement in the grain size of both the ferrite and 
austenite, which has been reported to improve the resistance to intergranular corrosion [6]. 
The volume fraction ratio of the phase constituents are usually around 50:50, but can be 
deliberately varied over a rather wide range by appropriate chemical composition 
selection[7]. Austenite content can be increased up to 55 and even 60 vol. per cent because 
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austenite stabilising elements allow better control of the microstructure in the heat affected 
zone formed during welding. 
Environmentally assisted cracking occurs in both ferrite and austenite; ferrite is more 
susceptible to hydrogen embrittlement while austenite is more susceptible to chloride stress 
corrosion cracking. The performance of duplex stainless steels can be significantly affected 
by welding-induced microstructural changes such as annealing and grain growth. Such 
microstructural changes and phase transformations may alter the grain size, phase ratios and 
microstructural morphologies in the welded region [2]. The degree to which the 
microstructure is altered depends on thermal cycles and the kinetics of phase 
transformations that takes place during welding. Loss of material properties, such as 
strength, can be significant if the microstructure of the base metal is altered, therefore 
understanding the evolution of microstructural variations has been an important goal for 
research into the welding of duplex stainless steel. 
The ferrite to austenite transformation is of paramount importance because the grain size, 
phase fraction and concentration homogeneity of the transformed austenite phase affect the 
kinetics of subsequent ferrite grain growth and phase transformations during cooling [3]. 
Time temperature transformation diagrams and continuous cooling transformation diagrams 
for these steels are rarely published and are very difficult to obtain by conventional 
experimental methods, since the microstructure that forms during heating is subsequently 
altered by the transformations during cooling. 
Figure 2.1 shows two Fe-Cr-Ni pseudo-binary diagrams for both 70 per cent and 60 per cent 
iron content [5, 6]. These diagrams are used to quantify the phase evolution in the weld 
thermal cycles related to the transformation of stainless steels. They show that the ferrite 
and austenite balance is a function of alloy composition and temperature. For a typical 2205 
(UNS S31803) duplex stainless steel, which solidifies in the ferrite field, the ferrite 
transforms to austenite only during the cooling part of the cycle. This transformation occurs 
faster with more nitrogen additions. At elevated temperatures, the ferrite phase exists in 
quantities close to 100 per cent. However, at lower temperatures, the phases can exist as 
partial or complete austenite, depending on the equilibrium conditions. As the temperature 
decreases below the melting temperature, a two-phase field called the partially melted zone 
which is a mixture of liquid and solid ferrite phase exists. The existence of 100 per cent 
ferrite in this zone is attributed to the high temperature promoting the formation of ferrite. 
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On further cooling, austenite regions develop in the ferrite matrix. The development of 
austenite (and ferrite) regions is, however, impeded within the two-phase regions, as 
austenite and ferrite grains restrict the growth of each other by a pinning effect. 
 
Figure 2.1:  Pseudo-binary section of the ternary Fe-Cr-Ni phase diagrams at (a) 70 per cent Fe, (b) 60 
per cent Fe. (after Schafmeister and Ergang ) [6] 
2.1.2  Chemical Composition of Duplex Stainless Steels 
The table below (Table 2.1) shows the typical elemental composition and associated Pitting 
Resistance Equivalent Number (PREN) values of various duplex stainless steel alloys. 
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Table 2.1: Typical composition (in wt. per cent) of main alloying elements of some common duplex 
stainless steel grades [6-8] 
Chemical compositions, as well as thermomechanical treatments of modern duplex stainless 
steel, are selected to produce a desired volume fraction of the ferrite constituents. Chemical 
composition is used for the classification of duplex stainless steels by calculating pitting 
resistance equivalent (PRE) or PREN where nickel and tungsten content is taken into 
account [8]. 
PREN = [wt. per cent chromium] + 3.3• [wt. per cent molybdenum + ½ wt. per cent 
tungsten] + 16/30• [wt. per cent nitrogen]            Equation 2.1 
The four main different types of duplex stainless steels are: 
Low alloyed: Low-cost essentially Mo-free duplex stainless steels with 23 per cent 
chromium, four per cent nickel, 0.1 per cent nitrogen intended to replace AISI 304 and 
UNS316 where improved resistance to stress corrosion cracking is required. These alloys 
are often used for construction purposes and have a PREN value of 25. 
Medium alloyed: Duplex stainless steels of the type 22 per cent chromium, five per cent 
nickel , three per cent molybdenum, 0.17 per cent nitrogen with the corrosion resistance 
Standard Type Cr Mo Ni N PREN 
UNS S32304 SAF 2304  23 0.2 4.0 0.1 25 
UNS 32205 SAF 2205 22 2.5 4.5 0.1 35 
UNS 32101 LDX2101 22 0.1 1.7 0.2 29 
UNS S32304 UR 35N  23 0.2 4.0 0.1 25 
UNS S31803 UR 45N  22.3 3.0 5.3 0.17 35 
UNS S31803 SAF 2205  22 3.0  5.3  0.17  35 
UNS S31803 FALC 223  22 3.0 5.3  0.17  35 
UNS S31260 DP 3  25 3.0  6.5  0.16 37 
UNS S32550 UR 52N  25 3.0 6.5  0.18  38 
UNS S 32760 Zeron 100  25 3.6 7.0 0.25 41 
UNS S32550 UR 52N+ 25 3.8 6.0 0.26 42 
UNS S32750 SAF 2507 25 3.8 7.9 0.27 42 
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comparable to that between UNS316 and super-austenitic (six per cent molybdenum and 
nitrogen added) grades. These alloys have a PREN value between 30-35. 
High alloyed: Duplex stainless steels containing 25 per cent chromium with varying 
contents of molybdenum and nickel and additions of copper and tungsten. These alloys are 
typically used for demanding applications such as topside low H2S production for oil and 
gas applications and have a PREN value between 35-39. 
Super duplex stainless steels: Duplex stainless steels with a typical content of 25 per cent 
chromium, seven per cent nickel, 3.7 per cent molybdenum, 0.27 per cent nitrogen, designed 
for extremely aggressive environments in high H2S oil and gas application with a PREN 
value above 40. 
An important feature of duplex stainless steels is the partitioning of the alloying elements 
between the constituent phases. This partitioning accounts for many peculiarities in 
mechanical and corrosion properties of duplex stainless steels. The ferrite phase is enriched 
in ferrite-stabilising elements (chromium and molybdenum), and the austenite phase 
enriched in gamma-stabilising elements (nickel, nitrogen, copper and manganese). The 
distribution of the alloying elements between the phases is described by the partition 
coefficient, the ratio of the content of an element in ferrite in wt.  per cent to that in 
austenite[9]. Little variation in the partition coefficient values between various alloys (except 
for nitrogen) was explained by the fact that the limits of solubility were not exceeded. 
Nitrogen, in turn, has very low solubility in the ferrite phase and resides almost completely 
in the austenite constituent of duplex stainless steels [10].  
Advances in the steelmaking techniques in the 1970s provided the ability to control high 
contents of nitrogen in duplex stainless steels. Nitrogen, which resides mostly in the 
austenite phase, has a significant strengthening effect as well as affecting the partitioning of 
alloying elements like chromium and molybdenum, thus producing an indirect effect on the 
precipitation kinetics of secondary phases (mainly ferrite and austenite) [11]. The 
concentration of chromium and molybdenum in ferrite can be estimated from the following 
formula: 
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where 
δ
MoCrC ,
 is the concentration of chromium and molybdenum in ferrite and, 
γ
υV
 is the 
volume fraction of austenite, 
γ
MoCrP , is the partitioning coefficient of chromium and 
molybdenum [12].  
The expression in equation 2.2 was used to explain two opposite influences of nitrogen on 
the solution temperature of the ferrite phase [11]. The influence was related to the changes in 
the volume fraction of the austenite phase in one case and caused stabilisation of the ferrite 
phase at higher temperatures. For any given volume fraction (austenite to ferrite ratio), 
nitrogen affects the partitioning of alloying elements, significantly decreasing the 
chromium content in the ferrite region, therefore retarding precipitation of the ferrite phase. 
Nitrogen has been shown to be an important alloying element which affects ferrite 
decomposition in the temperature range 300-500 °C [13]. This is particularly important when 
considering the solidification of gas tungsten arc welds. Table 2.2 shows the partition of 
alloying elements for a series of standard duplex stainless steels. 
 SAF 2205 SAF 2304 SAF 2507 
 δ γ δ/γ δ γ δ/γ δ γ δ/γ 
Cr 26.0 22.0 1.18 30.3 26.8 1.12 29.7 25.0 1.19 
Ni 4.60 7.05 0.66 6.82 10.4 0.65 6.41 8.91 0.72 
Mo 3.40 2.23 1.55 3.52 2.33 1.52 4.79 3.00 1.57 
Cu 0.10 0.25 1.05 2.05 3.07 0.67 1.82 2.85 0.64 
N 0.06 0.27 0.65 0.03 0.32 0.43 0.03 0.39 2.36 
 Table 2.2:   Composition of the main alloying elements in ferrite and austenite phases and partition 
coefficients in common duplex stainless steels [12] 
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2.1.3  Alloying Elements in Duplex Stainless Steels 
Correct balancing of ferrite-stabilising and austenite-stabilising elements in these alloys 
contribute to the mechanical and corrosion properties of alloys as described below. 
Chromium is added in the composition range 22-27 wt per cent, to enhance the primary 
passivation potential, Epp, thus expanding the passive potential range and reducing the 
passive current density, ipass. In addition, chromium increases the critical pitting temperature 
(CPT) and critical crevice temperature (CCT) and raises the pitting potential, Up, in chloride 
solutions [13]. However, there is a maximum limit to the chromium content in order to avoid 
formation of the sigma phase, which may reduce the toughness, ductility and corrosion 
resistance. 
Nickel is added to improve the crevice corrosion resistance of welded components. 
Additions of nickel above five wt per cent decrease the critical pitting temperature (CPT) in 
the base metal, and increases the CPT for the weld metal [14]. The austenite content increases 
with increasing nickel thus promoting greater concentration of austenite-stabiliser elements 
in the remaining austenite, causing the alloy to be more prone to the precipitation of the 
sigma phase in the range 650-950°C. In contrast, low nickel levels may contribute to the 
formation of a high proportion of ferrite in the microstructure. The principal role of nitrogen 
in duplex stainless steels is to ensure a favourable ratio of ferrite and austenite in the 
microstructure. 
Molybdenum extends the passive potential range, reduces the pitting potential and improves 
resistance to general corrosion and crevice corrosion in chloride solutions. Molybdenum 
reduces the critical current for passivation and increases the pitting potential. Molybdenum 
additions are generally limited to four wt per cent in order to decrease the tendency for 
widening of the sigma phase field and promote the precipitation of alpha prime (α‘) [15]. 
Nitrogen is added at levels below the solubility limit of 0.20 to 0.25 wt per cent to increase 
to austenite phase field. Nickel, copper, cobalt and tungsten lower nitrogen solubility as the 
addition of nitrogen is associated with an increase in the A4 temperature leading to an 
increase in austenite content at peak temperatures causing transformation to start at higher 
temperatures during the weld cooling cycle. Nitrogen is effective in extending the passive 
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potential range and also serves as a potent strengthening agent. It also increases the rate of 
work hardening in austenite [16]. Higher nitrogen content at approximately the same levels as 
for the nickel may promote a decrease in toughness in the as-welded condition, while 
causing an increase in yield strength and toughness in the as-annealed condition [17]. An 
increase in the nitrogen content of duplex stainless steels may also improve the pitting 
corrosion resistance in shielded metal arc welded and gas tungsten arc welded welds [18]. 
Copper is added in levels up to 2 to 2.5 wt per cent as an agent to improve general corrosion 
and pitting corrosion resistance. The optimum amount of copper intended for applications in 
70 per cent H2SO4 is 1 to1.5 wt per cent. The formation of a copper-rich layer improves the 
corrosion behaviour associated with active dissolution, rather than with changes in the 
alloy’s intrinsic passive behaviour, thus rendering the addition of copper beneficial in 
applications subjected to liquid media containing H2S at high velocities where cavitation 
erosion may be of concern [19]. Copper and nickel can reduce the stress corrosion cracking 
resistance of duplex stainless steels [20]. 
Low carbon levels, typically 0.03 wt per cent, minimise the formation of carbides and/or 
carbonitrides, which are prime candidates for instigating intergranular corrosion. 
2.1.4  Precipitation Phenomena in Duplex Stainless Steel Welds 
Figure 2.1 describes the various phases that may form during cooling from above 
1200°C[19, 20]. Here, chromium and molybdenum rich carbides and/ or carbonitrides, the 
chromium rich chi phase, ‘R’ phase, copper rich precipitates, alpha prime and secondary 
austenite may form during cooling from above 1200°C. Figure 2.2 shows the time 
temperature precipitation kinetics for alloy SAF 2205 for a variety of second phase 
particles. This shows that the simultaneous precipitation of Cr2N and M23C6 and chi 
phases are rapid at 800 °C and follow a C-curve type behaviour. 
The alpha phase in duplex stainless steels is essentially unstable because of the high content 
of alloying elements. Consequently, a large variety of secondary phases may precipitate in 
duplex stainless steels in the temperature range of 300-1,000°C during isothermal aging or 
other heat treatment. Precipitation of secondary phases in duplex stainless steels is usually 
considered in two separate temperature regions, below 600 °C and from 600 to 1,000°C[8,21]. 
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Table 2.3 details the various phases, their composition and associated physical parameters 
that have been observed in duplex stainless steels [21]. These include the: alpha phase, Cr2N, 
CrN, secondary austenite, chi phase, ‘R’ phase, sigma phase and M23C6 phase. 
 
Figure 2.2: TTT diagram for various precipitates appearing in duplex stainless steel. Curves indicate 1 
per cent volume fraction of precipitates [8, 21] 
If the grade contains copper, it can also precipitate as a copper-rich phase. Additionally, 
spinodal decomposition can occur in the temperature range of 300-500°C. Long exposure 
times are usually required for this. The sigma phase is undoubtedly the most important of 
the listed secondary phases because of its significant volume fraction and its strong 
influence on toughness and corrosion behaviour. It is generally accepted that at four vol. per 
cent, sigma phase can result in a decrease in impact toughness from 230 to 300 J down to 
values lower than 27 J. A more detailed description of the nature and properties of the 
precipitates that are found in duplex stainless steels is presented below:  
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Precipitate Composition Latice  
Type 
Space  
Group 
Lattice 
parameter (nm) 
Temperature 
(oC) 
Sigma (σ) 
Fe 35-55,  
Cr 24-40,  
Mo 11-25 
BCT P42mnm a=0.880, c=0.454 600-1,000 
 
Chromium 
nitride 
Cr2N Hexagonal P31m a=0.480, c=0.447 700-900 
 
Chromium 
nitride 
CrN Cubic Fm3m a=0.413, c=0.447 N/A 
Chi (χ) 
Fe36Cr12Mo10, 
Fe35-50, 
Cr 20-35, 
Mo 20-22 
BCC I43m a=0.892 700-900 
‘R’ 
Fe30-40, 
Cr 17-20, 
Mo 25-45 
Hexagonal  
or  
Rhombohedral 
R3 
a=1.0903, 
c=1.9342 or 
a=0.9011,  
550-600 
Pi (π) 
 
Fe7Mo13N4, 
 
Cubic P4132 a=0.636 to 0.647 550-600 
Tau (τ) Not determined - Fmmm 
 
a=0.405, b=0.484, 
c=0.286 
550-650 
Carbide M7C3 - Pnma 
 
a=0.452, b=0.699, 
c=1.211 
950-1050 
Carbide M23C6 FCC Fm3m a=1.056 to 1.065 
 
600-950 
 
Table 2.3: Phases observed in duplex stainless steels [21] 
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Chromium Carbides and/ or Carbonitrides 
Tacke and Kohler [22] studied the microstructure and precipitation behaviour of duplex 
stainless with additions of nitrogen, niobium and vanadium of approximately 0.25 wt. per 
cent. Depending on their composition, the precipitation of niobium-rich and vanadium-rich 
nitrides of cubic CrN type, hexagonal (CrMo)Nx and tetragonal Z-phase (CrMo)2Nb2N2 type 
were found to occur. Fine, CrN type precipitates were observed either in ferrite grains or at 
ferrite/ferrite grain boundaries. The crystallographic relationship between the ferrite matrix 
and CrN type precipitate was (001) ferrite ║ (001) CrN : [001] ferrite ║ [100] CrN. In a 
similar study, Tawancy and Abbas [23] examined the effect of aging characteristics of 
Ferralium 255. They employed 1,000 hours of aging at temperatures in the range of 300 to 
500°C and then air cooled. They noted a considerable increase in yield strength and 
substantial decrease in ductility relative to the annealed condition. Microstructural 
examination by TEM and EDS revealed precipitates to consist of iron and chromium in 
ferrite grains and ferrite/ferrite grain boundaries in the form of (Fe,Cr)2N. 
M23C6 Precipitates  
Nucleation of such precipitates occurs within less than one minute at 800oC [24]. The ferrite 
and austenite boundaries are the most likely sites for formation of this carbide due to 
increased levels of chromium in the ferrite and enrichment of carbon in the austenite phase. 
Carbide precipitation may occur at ferrite/ferrite and austenite/austenite grain boundaries 
and within the ferrite and austenite grains. Several different types of M23C6 carbide 
morphology have been observed including the formation of cuboidal and fibrous like 
particles and the occurrence of a cellular precipitate [25].  
Ohmori and Maehara [26] investigated the precipitation of M23C6 during aging over a 
temperature range from 670 to 920oC. M23C6 particles were observed to form at 
ferrite/ferrite and ferrite/austenite boundaries. It is well established that an M23C6 particle 
forming at an austenite/austenite interface is related to one of the grains with the cube/cube 
orientation relationship [27], and that for some particles there is a 0.6° twist deviation from 
the exact cube/cube relationship [28]. M23C6 particles at austenite/austenite grain boundaries 
were triangular in shape, in contrast to those nucleated at dislocations within the matrix, 
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which were approximately cubic in shape as reported by Beckitt and Clark [25]. In low 
carbon content alloys (0.017 wt per cent or less), the precipitation of M23C6 at the interface 
boundary causes the depletion of chromium and molybdenum within the ferrite in the 
vicinity of the particles, thus increasing the free energy difference between the ferrite and 
austenite. Since the pinning force of M23C6 particles for boundary migration is also reduced 
by the coarsening of the particles, the austenite will bulge out into the ferrite regions. Since 
the ferrite/austenite inter-phase boundary migrates with the growth of lamellar M23C6, the 
orientation of new austenite will be exactly parallel to the austenite matrix.  
It is noted that alloy partitioning occurs at the tip of an advancing cellular structure and the 
ferrite interface, as shown in Figure 2.3, while a schematic illustration showing the time 
dependency for the formation and growth direction of M23C6 from N-Cr-Mo-V, Ni-Fe-Cu 
with additions of nitrogen at original austenite and sigma/austenite grain boundaries having 
short diffusion paths, are shown in Figure 2.4. The dissolution of nitrides contributes to the 
formation of Ni-Fe-Cu compounds, [26]. 
 
  
Figure 2.3: Schematic illustration showing the growth of M23C6, γ and σ/ γ eutectoid structures [26] 
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Figure 2.4: Schematic illustration showing the time dependency for the formation and growth direction 
of M23C6 from N-Cr-Mo-V, Ni-Fe-Cu with additions of nitrogen at the original γ and σ/ γ 
grain boundaries having short diffusion paths. [26] 
 
Chromium Nitrides 
Precipitation of Cr2N have become an important issue with the increased use of high nickel 
content in new lean duplex stainless steels. Formation of Cr2N takes place at temperatures 
between 700-900°C during fast cooling from high solution annealing temperatures, 
presumably because of the supersaturation of the ferrite phase with nickel, or during 
isothermal heat treatment. In the former case, the precipitation of Cr2N particles is mostly 
intragranular in nature, with the following crystallographic relationship; <0001> [Cr2N] 
<011> [ferrite]. In the latter case, nitride particles precipitate intergranularly at ferrite/ferrite 
grain boundaries or austenite/ferrite phase boundaries. As for the nucleation and growth of 
the chi phase, simultaneously forming secondary austenite becomes depleted in chromium. 
In corrosive environments, this leads to the formation of numerous pits close to prior 
austenite/ferrite phase boundaries, thus contributing to the degradation of corrosion 
resistance of these duplex stainless steels. 
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Cubic CrN nitride was observed in the heat affected zone of welds of SAF 2205 duplex 
stainless steel [29]. Very little or no effect on toughness or corrosion properties was detected. 
This seems to be the only reported observation of CrN nitride in duplex stainless steels to 
date. The formation and growth of CrN and secondary austenite
 
at austenite and 
ferrite/austenite grain boundaries from former ferrite/austenite is shown in Figure 2.5 [29]. 
 
Figure 2.5: Formation and growth of CrN and γ2 at γ and σ/ γ grain boundaries from former σ/ γ [29] 
Sigma Phase 
This phase adversely affects mechanical properties and, in particular, impacts toughness. 
The high chromium content of the sigma phase leads to matrix depletion of this element and 
a subsequent reduction in corrosion resistance. The sigma phase is an electron compound 
type intermetallic phase with a tetragonal crystal structure (c/a = 0.52, 30 atoms per unit 
cell), The compositions of the sigma phase are FeCr and/or FeMo based generally occurring 
in the form of (Cr. Mo) x (Ni, Fe) y. In general, the expected temperature range for sigma 
phase formation in duplex stainless steels is from 670 to 920oC during cooling from the 
solution treatment temperature. Sigma phase nucleation requires high energy interfaces, such 
as high angle grain boundaries, incoherent twin boundaries or high energy interfaces of 
second phases, such as oxide inclusions. Sigma phase precipitation occurs principally 
through the eutectoid decomposition of ferrite into sigma and austenite phases [26]. Sigma 
phase formation may be preceded firstly by the precipitation of M23C6 and new austenite in a 
cellular structure growing into ferrite from ferrite/austenite boundaries oriented at random 
and secondly by new austenite laths growing into ferrite grains. This growth occurred from 
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boundaries across which the austenite and ferrite had developed the Kurdjumov-Sachs 
orientation relationship with ferrite in which they precipitated [30]. Ohmori and Maehara [31] 
indicated that the precipitation of the sigma phase occurs principally on austenite/ferrite 
inter-phase boundaries following a sigma/austenite orientation relationship: (111)γ || (001)σ, 
[101]γ || [110]σ. Maehara et al. [26] studied the effect of alloying elements on sigma phase 
precipitation in duplex stainless steels. It was indicated that the rate of sigma phase 
precipitation was enhanced by the presence of chromium and molybdenum in the ferrite. 
Although the rate of sigma phase precipitation was markedly accelerated by an increase in 
nickel content, the maximum amount of sigma phase precipitation in this case decreased 
with increasing nickel content. However, the increased amount of ferrite phase present, as a 
result of raising the solution treatment temperature diluted the concentrations of chromium 
and molybdenum in the ferrite before ageing, leading to the retardation of sigma phase 
precipitation. 
Norstrom et al. [27] investigated sigma phase embrittlement in four commercial duplex 
stainless steels. They developed a simple equation shown below defined as the ‘sigma phase 
equivalent’, which could be used as a measure of precipitation tendency: 
σeq=X αCr  + (4-5)X αMo  + (1.2)X αSi    Equation 2.3 
Where Xm (chromium, molybdenum, silicon) is the content of the alloying element in the 
ferrite. Interestingly, molybdenum promotes sigma phase formation four to five times 
stronger than chromium and also enlarges the sigma phase formation temperature range, 
enabling sigma to form at higher temperatures. Solomon and Devine [24] found that sigma 
phase which forms in U50 duplex stainless steel is probably not a binary iron-chromium 
phase but a multi-component phase also containing molybdenum. 
Chi and ‘R’ phases 
These are brittle and undesirable phases. Aging at 600 to 700°C for more than six to ten 
hours results in the formation of the chi phase [24]. Kasper [32] indicated that it had an ordered 
cubic structure with a composition of Fe36Cr12Mo10. Hochmann et al. [33] observed only the 
‘R’ phase was present in the U50 alloy. X-ray analysis identified the ‘R’ phase as Fe2Mo 
and to be present in lesser amounts than the chi phase.  
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Intermetallic chi phase is commonly found in duplex stainless steel after aging at 
temperatures 700 to 900°C (Figure 2.2). It appears often with the sigma phase, although the 
‘nose‘ of its C-curve appears at somewhat lower temperatures and shorter exposure times [8]. 
The effects of the chi phase on toughness and corrosion properties are detrimental; however, 
it is often difficult to separate them from those of the sigma phase. Although the volume 
fraction of the chi phase is not usually very high, it consumes significant amounts of 
chromium and molybdenum from the parent matrix, and simultaneously forming secondary 
austenite becomes depleted of these elements. This can lead to a decrease in the pitting 
corrosion temperature. The high content of molybdenum in the chi phase together with its 
large atomic scattering factor enables the chi phase to be distinguished from scanning 
electron microscope (SEM) images recorded with backscattered electrons, where it appears 
with brighter contrast than that of the sigma phase [8]. 
The ‘R’ phase, an intermetallic compound enriched in molybdenum, has a complicated 
trigonal crystal structure with the unit cell consisting of 159 atoms. Precipitation occurs in 
the range 550 to 700°C. The ‘R’ phase was found to contain approximately 30 per cent iron, 
25 per cent chromium, six per cent nickel, 35 per cent molybenum and four per cent    
silicon [34]. Reduction of toughness and critical pitting temperature was detected because of 
the ‘R’ phase formation. Both intergranular and intragranular precipitates were observed. It 
was noticed that intergranular precipitates could be more deleterious from the pitting 
corrosion point of view since they may contain as much as 40 per cent molybdenum, 
causing molybdenum-depletion to occur in the surrounding matrix. The ‘R’ phase becomes 
unstable after prolonged aging times [8]. 
Martensite 
The transformation of austenite to martensite is via a diffusionless shear transformation. The 
Ms temperature has been shown to be dependent on composition, and is generally below 
room temperature [35]. Wakasa and Nakamura [36] studied the formation of martensite in 
austenite. They observed both a lath-type BCC martensite structure (which they termed 
alpha prime and is not the same phase as the chromium rich BCC phase which forms via 
diffusion controlled reactions) and HCP ε martensite. The ε martensite was found to be a 
low temperature transitional phase, transforming to the lath-type BCC martensite with 
increasing strain. The ε martensite was not observed to form with deformation above -50oC. 
Only the lath BCC martensite transformation occurred above this temperature. 
 27 
Chromium rich alpha prime
 
precipitation occurs by spinodal decomposition of Fe-Cr (BCC) 
alloys at high chromium contents, generally occurring inside the spinodal boundary, or by 
nucleation and growth at lower chromium content or higher temperatures, such as 475°C in 
Fe-Cr and Fe-Cr-Ni systems [37]. The presence of alloying elements such as nickel, 
molybdenum and/or copper in duplex stainless steels promotes the precipitation of alpha 
prime phase that cannot be possible in a binary alloy. It has been indicated that alpha prime 
precipitation occurs as zones on the {100} ferrite planes. The precipitation of this 
constituent causes a marked increase in hardness and decrease in ductility and toughness, 
measured either by reduction-of-area, impact strength or bend angle. Solomon and 
Devine[24] summarised the studies of alpha prime formation in duplex stainless steels and 
associated kinetics. Solomon [38] observed fine alpha prime phase after aging at 600oC after 
ten minutes in the U50 alloy. These precipitates were about 75 to 200 Ǻ in diameter and 
about 250 to 750 Ǻ apart. Aging for 2 hours at 600°C resulted in coarsening of the alpha 
prime phase and the precipitation of some secondary austenite. 
Southwick and Honeycombe [39] reported the formation of alpha prime in 26 per cent 
chromium five per cent nickel, 0.03 per cent carbon and molybdenum free duplex stainless 
steels by a nucleation and growth process in the temperature range (600 to 400 °C), which 
gave rise to embrittlement at 475 °C. They found that after the shortest aging times (five 
seconds), very small precipitates (0.6 x 3 nm) formed along the cube-planes {100} in the 
ferrite. The precipitation of alpha prime occurred throughout the ferrite grains leaving a 
precipitate free zone around ferrite grain boundaries where a network of austenite was 
present. They further stated that after prolonged aging, alpha prime dissolved in the ferrite 
matrix after twenty hours at 500oC and 100 hours at 400 °C. The disappearance of alpha 
prime was accompanied by the precipitation of the rod-like austenite associated with aging 
above 650oC. The growth of these austenite particles proceeds as austenite forms in the 
higher temperature range but at a slower rate. 
Solomon and Koch [40] studied the formation of alpha prime in U50 duplex stainless steel. 
They indicated that alpha prime precipitated after ten hours at 525°C or two hours at 
600°C. Precipitates were visible after ten minutes at 600°C. They noted that alpha prime 
precipitated only in ferrite grains and not in austenite grains, which was apparent at 
temperatures as high as 600oC. Alloy U50 did not have any alpha prime precipitates after 
aging at 475°C for periods ranging from ten minutes to ten hours, although the precipitation 
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of alpha prime was observed after 100 hours aging at 475°C [40]. 
475°C embrittlement observed in ferritic steels below approximately 500°C [41] and later in 
duplex stainless steel [42], was thought to be associated with the miscibility gap in the Fe-Cr 
binary system, resulting in the decomposition of ferrite into chromium-rich alpha prime 
phase and iron-rich alpha. Two different mechanisms of the decomposition were proposed. 
The first was related to the spinodal decomposition of the solution within the spinodal, 
while the second mechanism was based on the classical nucleation and growth of alpha 
prime phase outside the spinodal but still within the miscibility gap [43]. The reaction of the 
decomposition resulted in embrittlement and increased hardness, which was found to be 
independent of the mechanism. The effects were observed for lower temperatures (280°C) 
although longer times were needed (typically 1,000 hours or more) [44]. 
Chromium, molybdenum and copper [9] were found to enhance 475°C embrittlement. 
Copper effects, however, were thought to be related to some other mechanism, involving the 
nucleation of copper-rich precipitates. Nickel has an indirect influence, promoting the 
partitioning of chromium and molybdenum into the ferrite phase. Spinodal decomposition 
of ferrite was affected by nitrogen, which was observed directly by TEM [8]. 
‘G’ phase 
In addition to the mechanism of spinodal decomposition of ferrite in the temperature range 
300 to 500°C, precipitation of the ‘G’ phase was mentioned as a possible mechanism for 
inducing 475°C embrittlement [45]. ‘G’ phase is a silicide with molybdenum substituting for 
titanium in duplex stainless steels. Precipitation of the ‘G’ phase was observed in the ferrite 
phase of duplex stainless steels after long exposures (more than 7,500 hours) at 300 to 
500°C. Typical size of ‘G’ phase precipitates was observed to be 2 to 6 nm in the matrix and 
as high as 10 nm on dislocations [45]. The nucleation of ‘G’ particles is enhanced by the 
spinodal decomposition of the ferrite matrix and takes place at the interface between 
chromium-rich and chromium-depleted domains. However, the effects of the ‘G’ phase are 
usually not considered alone, but rather as a combined net effect with spinodal 
decomposition. 
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Copper-rich Precipitates 
Lippold and Baeslack [5] have reported the presence of copper-rich precipitates in duplex 
stainless steels containing copper. The precipitates that Smith et al. [46] observed formed in 
a low-temperature – time regime similar to the secondary austenite. Like secondary 
austenite, these copper-rich precipitates were FCC. Copper-rich precipitates are quite 
similar to the secondary austenite precipitates in several other respects, such that they obey 
the Kurdjumov-Sachs orientation relationship [47], (i.e., (111)fcc║(110)bcc, [110]bcc║[111]fcc) 
with similar d spacing. 
The majority of the previous studies on the effects of copper in steels have been performed 
on cast or low-alloy steels. It has been found that because the solubility of copper decreases 
with decreasing temperature, copper-rich particles precipitate in the supersaturated ferrite 
phase. The process can be divided into three stages: 
• Formation and growth of coherent BCC copper-rich clusters; 
• Transformation of these clusters to FCC-phase particles; the phase containing in 
addition to copper small amounts of other elements; and 
• Subsequent growth of these particles to rod-like precipitates after prolonged aging. 
Precipitation of the copper-rich phase takes place both along dislocations and uniformly 
throughout the matrix [48]. The change of the shape of the copper precipitates from spherical 
to rod-like has been attributed to the minimisation of the strain energy [49] and to the 
anisotropy of the surface energy [50]. These rod-like precipitates were reported to have an 
almost constant length-to-radius ratio of ten [50], although others have reported this ratio to 
vary significantly in the range of 20 to 50 [51]. 
It has been reported that a significant extension of the low temperature hardening range of 
duplex stainless steels was attributed to the precipitation of fine particles enriched in  
copper[9]. Conversely, it was noted that additions of copper emphasise the drop in impact 
toughness due to heat treatment in the range of 260 to 320°C [9]. The presence of copper in 
duplex stainless steels increases the pitting potential in NaCl and HCl solutions with less 
evident effects on the critical pitting temperature [52]. Banas et al. [52], concluded that the 
precipitation of the copper-rich phase decreased the resistance of ferrite to pitting corrosion 
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in 1M H2SO4 + 1M NaCl solution by decreasing the stability of the passive film because of 
the poor passive behaviour of copper-rich phases in chloride environments. 
Laves Phase 
Herbsleb and Schwaab [53] indicated the precipitation of the Laves phase, an intermetallic 
with composition Fe2Mo, occurred at ferrite/ferrite grain boundaries in AF22+Mo duplex 
stainless steel, although some precipitation was observed to occur along the ferrite/austenite 
grain boundaries. However, these precipitates were not observed in AF22 with low 
molybdenum content. 
Pi (π) Phase 
Nilsson and Liu [34] discovered the nitride π phase in the duplex weld metal 22 per cent 
chromium, three per cent molybdenum and eight per cent nickel duplex stainless steel. The 
π phase has a cubic crystal structure and it precipitates intragranularly in isothermally aged 
alloys at 600°C and, like the ‘R’ phase, it contributes to the toughness and corrosion 
resistance reduction. The π phase was found to contain approximately 28 per cent iron, 35 
per cent chromium, three per cent nickel and 34 per cent molybdenum. 
Secondary Austenite 
Several mechanisms for the formation of secondary austenite have been proposed by 
Nilsson [8] as described below: 
Eutectoid reaction is facilitated by rapid diffusion along boundaries and produces a typical 
eutectoid structure of ferrite and austenite phases in former ferrite grains. Transformation 
occurs at temperatures 700 to 900°C and is provoked by the sigma phase precipitation and 
depletion in chromium and molybdenum within the ferrite matrix 
Widmannstatten precipitates with various morphologies form at temperatures above 650°C, 
involving fast diffusion rates [53]. Austenite formation obeys the Kurdjumov-Sachs 
orientation relationship and contains higher amounts of nickel compared with the amount of 
nickel present in ferrite matrix  
Martensitic process is involved at temperatures below 650°C [53]. Austenite precipitates 
isothermally and obeys the Nishiyama-Wasserman orientation relationship. No differences 
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were detected in the composition, compared to the ferrite matrix, indicating the diffusionless 
nature of the transformation with respect to the substitutional elements. 
2.1.5  Solidification and Crystallisation Phenomena of Fusion Welds 
Both ingot casting and fusion welding are two important solidification processes associated 
with processing of duplex stainless steels. Both are classified as first order phase 
transformation solidification [54], a process that occurs by the nucleation and growth of a 
new phase (solid) at an advancing solid-liquid interface [55]. For many years, basic 
solidification principles have been applied to fusion welding. However, weld solidification, 
in many respects, is a fundamentally different process to that of casting. In general, there are 
at least six sequences that are associated with the fusion welding process: 
• Heating 
• Melting 
• Metallurgical reactions 
• Solidification 
• Phase transformation in solidification process 
• Formation of a solid structure in a weld geometry 
Despite the process, fusion welding has been frequently compared with that of casting, 
although a number of basic differences exist which markedly influence the structure and 
ultimately the properties of the final weld. These can be summarised as follows [56]: 
• Local heating, melting and solidification occurs in welding as opposed to a complete 
melting in castings; 
• The thermal gradient present in both the liquid and solid at the solidifying interface 
can be 1,000 to 10,000 times greater in weld solidification than that in larger 
castings; 
• The growth rates at which the solid/liquid interface in the weld pool advances can be 
10 to 100 times greater during welding than in castings; the micro structural 
evolution is thus under non-equilibrium conditions; 
• In welding, high peak temperatures up to several thousand oC can be attained in a 
constricted region; 
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• The motion of the molten metal within a weld pool is typically much greater than 
that experienced in a solidifying ingot; and 
• During ingot casting, the nucleation and growth of metal crystals takes place on 
pouring, generating the chill zone by heterogeneous nucleation in the mold wall. In 
contrast, the chill zone is absent in welding, since the partially melted base metal 
grains at the fusion boundary act as seed crystals for the growing grains. 
The crystals in the weld are solidified from the liquid weld pool and grow directly on the 
existing base metal. Therefore, Savage and his co-workers [57] have confirmed that 
heterogeneous nucleation is of minor importance in fusion welding compared to crystal 
growth. Consequently, it is generally considered from the free energy point of view that 
there is little or no nucleation barrier. A small or no critical nucleus size, r*s, as shown in 
Figure 2.6, is required during weld metal solidification [58]. 
 
Figure 2.6: The free energy change associated with heterogeneous nucleation during casting and weld 
metal solidification [106] 
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2.1.6  Regions within the Fusion Weld 
Prior to the 1960s, Nippes [59] characterised three regions of a fusion weld, which were 
roughly composed of the fusion zone, the heat affected zone and the base metal. These 
regions are commonly categorised by the temperature experienced during the welding 
process. Each zone can be characterised by the following details and as shown in Figure 2.7: 
• Fusion Zone (Weld Material): During welding, this zone is completely molten and has 
a maximum temperature above the liquidus temperature of the alloy. Grain structure 
development occurs by epitaxial growth, competitive growth (columnar grains), 
followed by the formation of equiaxed grains. Moreover, solidification cracking or hot 
tearing (mostly along the centre of the weld) are common phenomena. 
• Heat Affected Zone: This zone is not melted during welding and exhibits a maximum 
temperature below the eutectic temperature of the alloy. 
• Base Material: The metal to be welded but not affected by the heat input. 
 
Figure 2.7: The three regions of a fusion weld, which is composed of the fusion zone, the heat affected 
zone and the base material [59] 
Savage et al. [60] identified two additional regions. They proposed that the fusion zone 
consisted of a composite region where the filler metal and base metal are uniformly mixed 
and an unmixed zone where base metal melts and resolidifies without mixing with the filler 
metal. The heat affected zone was further subdivided into a partially melted zone and a true 
heat affected zone. The partially melted zone represents the transition from 100 per cent 
liquid at the fusion boundary to 100 per cent solid. 
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2.1.6.1 Epitaxial Solidification of Fusion Welds 
For heterogeneous nucleation, the free energy required is a function of the wetting angle (Φ) 
between the substrate and the embryo formed. This is typically the case in a weld where the 
partially melted base metal at the fusion boundary acts as a substrate to the fusion weld. 
Figure 2.8 illustrates the relationship between wetting angle and interfacial energy for 
heterogeneous nucleation. Assuming that the interfacial energy between the embryo and the 
liquid is isotropic, it can be shown, for given volume of the embryo, that the interfacial 
energy of the whole system is minimised if the embryo has the shape of a spherical cap. 
Under such conditions, the following relationship exists between the interfacial energies 
(equations 2.4 to 2.6): 
EMELML γφγγ += cos        Equation 2.4 
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Here, ∆Ghet* denotes the change in free energy, ∆Gv is the free energy change associated 
with the embryo formation, γ is the interfacial energies, r is the radius of the stable nucleus, 
and f(Φ) is the shape factor. During welding, the liquid weld metal completely wets the base 
metal (substrate), rendering the wetting angle (Φ) is zero and so the free energy, ∆Ghet*, is 
also zero. In autogenous welding, the composition of the fusion zone is identical to the base 
metal and the grains at the fusion boundary of partially melted base metal generally act as 
seed crystals for the growing grains [60]. If the solidifying weld has a crystallographic 
orientation identical to that of the adjoining solid grain at the fusion boundary, epitaxial 
crystalline growth can occur to create an additional grain boundary parallel to the fusion 
boundary. This is evident from the continuity of grains across the fusion boundary observed 
in melt runs on some autogenous welds (as shown in Figure 2.8). 
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Figure 2.8: Schematic representation of (a) heterogeneous nucleation, and (b) epitaxial nucleation and 
competitive growth in the weld fusion zone 
2.1.6.2 Solidification Parameters and Weld Microstructures 
The parameters that determine the final welding microstructures are growth rate (R), also 
referred to as the alloy composition solidification rate, temperature gradient (G), cooling 
rate (T) and supercooling (undercooling) (T) [56]. 
The solidification rate (growth rate, R), also referred to as the solidification front, is the rate 
at which the solid/liquid interface advances across the weld pool. During steady state 
welding, the weld pool moves along the welding direction and the shape of the pool remains 
constant. Thus, the solidification rate is directly related to the welding speed. Figures 2.9 
and 2.10 illustrate a schematic geometry of a 3-D weld pool where R denotes the 
solidification rate, v denotes the welding speed, and n is the unit vector normal to the 
solidification front. Since the solidification rate R is along the maximum temperature 
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gradient, which is normal to the liquid/ solid interface, it is related to the welding speed v by 
equation 2.7: 
θcosnvR •=
       Equation 2.7 
Assuming that the solidification front is normal to the surface, the growth rate would vary 
from R= 0 when θ = 90o along the fusion line to a maximum of R = v when θ = 0o long the 
centerline of the weld. Consequently, the growth direction of the columnar grains will 
change continuously from the fusion line towards the centre of the weld due to a 
corresponding shift in the direction of the maximum temperature gradient. 
 
Figure 2.9:  Schematic diagram showing relationships between welding speed and solidification rate, (a) 
weld pool in 3-D cross-section with a unit vector normal to the solidification front, (b) top 
view of the weld 
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Figure 2.10: Effects of temperature gradient and growth rate for different shape of weld pools. (a) 
elliptical shape, low and moderate welding speed (b) tear-drop shape, high welding speed 
2.1.6.3 Supercooling 
The supercooling, sometimes referred to as undercooling, ∆T, is generally defined as the 
temperature difference between the equilibrium temperature of a system and its actual 
temperature [59]. The latter is lower than the equilibrium temperature when the melt is 
supercooled. David and Vitek [56] have reviewed that the total supercooling for growth of 
solidification during welding which is composed of four terms, as shown in equation 2.8: 
krcth TTTTT ∆+∆+∆+∆=∆       Equation 2.8 
Where ∆Tth is the thermal supercooling at the interface as well as within the weld pool, ∆Tc 
is the constitutional supercooling present at the interface as well as in the liquid, ∆Tr is the 
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supercooling due to curvature at the solid/liquid interface present at the interface and ∆Tk is 
the kinetic supercooling present at the interface. 
Process Cooling Rate (K/s) 
Directional Solidification 10-1 to 101 
Casting 100 to 102 
Arc welding 101 to 103 
Electron and Laser welding 102 to 106 
Rapid Solidification Processing 103 to 107 
EB or LB surface modification 105 to 107 
Single laser pulse 107 to 108 
Table 2.4: Estimated cooling-rate ranges for various solidification processes [61] 
Among these, the ∆Tk is so small that its contribution can be ignored. In contrast, much 
higher solidification rates are found in welding than in casting. Therefore, the ∆Tr term is 
believed to be significant. Thermal supercooling is not commonly found under welding 
conditions since nucleation of the solid is not difficult and therefore it is not possible to cool 
the liquid far below the transformation temperature. A summary of cooling rates for selected 
solidification and welding processes is given in Table 2.4. 
Since the solidification is accompanied by the evolution of heat, in a pure metal the 
solidification rate is determined by the rate of heat extraction from the solid-liquid interface. 
This is of purely academic interest only in welding, since the welding of pure metal is 
impractical. Most engineering metals are alloyed and their melting points are composition 
dependent during solidification. The change in transformation temperature due to 
compositional effects is known as constitutional supercooling (see Figure 2.11) which 
described by Savage et al. [62]. The extent of constitutional supercooling in a given alloy 
depends on its solidification rate and temperature gradient. Thus, by plotting the value of 
G/(R)½ as the abscissa and the solute content as the ordinate, the solidification 
microstructures can be summarised as shown in Figure 2.11. In the broadest sense, low 
values of G/(R)½ indicate an increased tendency for constitutional supercooling, thus 
favouring the dendritic growth during solidification, whereas steep G in the liquid and slow 
R favour planar and cellular growth. 
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Figure 2.11:  Influence of cooling rate and direction of base metal crystallisation on crystal  
configuration, crystal direction and constitutional supercooling. Modified after Savage[62] 
2.1.7  Microstructure of Welded Duplex Stainless Steels 
With the increasing use of welding processes, observations of non-equilibrium 
microstructures in duplex stainless steels under rapid cooling conditions are becoming 
significant. Such observations are well documented for austenitic stainless steel welds [63]; 
however, limited reports have been made for duplex stainless steel. Atamert and King [64] 
have summarised that the solidification microstructures in duplex stainless steel were in 
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many aspects, akin to the transformation of microstructures in low-alloy steels, in which 
allotriomorphic, Widmanstätten, and acicular austenite phases were identified in the weld 
metal. A change in solidification mode from primary austenite to primary ferrite was found 
to occur at higher Cr/Ni ratios with the laser welds than with gas tungsten arc welds, which 
was attributed to dendrite tip undercooling. It has also been suggested that the solidification 
of ferrite that transformed to austenite via a massive transformation [65] occurred via the 
same mechanism. 
2.1.7.1 Primary Solidification Modes of Duplex Stainless Steel Alloys 
The primary solidification mode of duplex stainless steel alloys, and their subsequent solid-
transformation structures are strongly dependent on the weld composition, i.e. the content of 
the ferrite and austenite forming elements (Creq/Nieq). Moreover, the influence of cooling 
rate has been another critical factor because rapid solidification processing, especially in 
welding, can dramatically alter the microstructure of these alloys. Numerous investigators 
have demonstrated that the properties of stainless steel weldments may be improved 
markedly by controlling what has come to be known as the solidification mode. On the basis 
of interpretation of the Fe-Cr-Ni ternary phase diagram and the microstructural 
characterisation after arc welding, the primary solidification mode of stainless steel welds 
can be classified into five different types: (i) single-phase austenite; (ii) primary austenite 
with second phase Widmanstätten ferrite; (iii) eutectic (allotriomorphic) ferrite and eutectic 
austenite; (iv) primary ferrite with second phase austenite; and (iv) single phase ferrite. 
These primary solidification modes have been investigated and well documented 
respectively by Suutala [66], Katayama [67], Brooks [68] and Lippold [69]. Figure 2.12 shows the 
primary solidification modes in Fe-Cr-Ni alloys and resulting ferrite morphologies. Local 
crystal growth and the re-nucleation of crystals occurs along <100> directions that 
correspond close to the steepest temperature gradients in the weld pool are shown in Figure 
2.12. Calculation of grain growth as a function of heat source travel, and the nucleation of 
austenite and ferrite, as shown in Figure 2.13, and is given by Equation 2.9. 
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Figure 2.12: Schematic diagram of primary solidification modes in Fe-Cr-Ni alloys and resulting ferrite 
morphologies after Brooks et al. [68] 
ψ
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        Equation 2.9 
 
Fig 2.13: Local crystal growth and the re-nucleation of crystals occurs along <100> directions that 
correspond close to the steepest temperature gradients in the weld pool 
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2.1.7.2 Formation of Grain Boundaries during Welding 
Grain boundaries play an important role in the welding and subsequent solidification of 
duplex stainless steels. They not only play an important role as preferential sites for 
segregation, diffusion, strain and defect accommodation, but also in the formation of 
detrimental phases. These various types of nucleation sites strongly influence corrosion 
(transport phenomena and chemical reactions), magnetic, electrical and mechanical 
properties of the material [70]. The interface between two grains of the same phase in 
polycrystalline materials is referred to as grain boundaries [71]. A grain boundary can also be 
considered as the region where two crystals, differing only in orientation, are in contact with 
each other [72]. At grain boundaries, some atoms will be out of the equilibrium position 
because they are attracted by atoms from both adjacent crystals [73]. Watanabe [74] postulated 
that grain boundaries should be utilised to exert their beneficial influence, leaving their 
harmful effects suppressed in order to allow polycrystalline materials to be used in materials 
application.  
Unlike dislocations and other line defects, the grain boundaries can be considered as planar 
defects, and are elucidated so far by at least three atomic models; disordered amorphous 
model [75], transitional model [76] (later modified as island model) [77] and the dislocation 
model [78] , characterised by the periodicity of the coincidence site lattice model [79]. 
Grain growth and grain boundary migration are major factors in the evolution of the 
microstructure of materials during solidification of welds. This applies to purely solid state 
processes such as dynamic recrystallisation or diffusion induced grain boundaries migration 
as well as solidification in welding and growth from the vapour deposition. The formation 
of solidification grain boundaries during welding have been detailed by Lippold et al. [80] 
where three kinds of solidification grain boundaries are identified: i.e. solidification grain 
boundary, solidification sub-grain boundary and migrated grain boundary, as shown in 
Figure 2.14. Solidification grain boundaries form due to the impingement of opposing 
solidification fronts. This impingement results from epitaxial nucleation and subsequent 
competitive growth. Since the impinging grains can be described using macroscopic 
solidification, a steep composition gradient exists across the boundary. At the end of 
solidification, a large crystallographic misorientation exists across the solidified grain 
boundary, where the impinging grains normally have a different orientation. 
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The solidification sub-grain boundary results from the breakdown of a planar solidification 
front into solidification sub-grains, described as cells and dendrites. The boundaries between 
these sub-grains are compositionally distinct due to Scheil partitioning [81]. The 
crystallographic misorientation across these boundaries is small since adjacent sub-grains 
have the same growth direction. These boundaries can also be considered as low angle 
boundaries. 
The migrated grain boundary forms when the crystallographic component of a sub-grain 
boundary migrates away from its original location at the end of the solidification process. 
The original misorientation of the sub-grain boundary will be maintained by the migrated 
grain boundary, thus, a migrated grain boundary will transform into a high angle grain 
boundary. There will be no misorientation across the parent sub-grain boundary once the 
migrated grain boundary forms. The composition of the migrated grain boundary will 
influence the microstructure into which it migrates. In addition, it is possible that impurities 
may be swept into the boundary as it migrates. The migrated grain boundary is most 
apparent in single-phase weld metals, particularly in austenitic steels, where there is no 
barrier for boundary migration. In dual phase alloys, or weld metals that form eutectic 
constituents, migrated grain boundaries may not be present since boundary migration is 
restricted.  
 
Figure 2.14: Three types of distinct grain boundary in solidified weld (modified after Lippold et al.)[80] 
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2.1.8 Forces and Transport Processes in Arc Welding of Duplex Stainless 
Steel 
The selection of appropriate welding parameters is crucial in arc welding of duplex stainless 
steels. The process selection is dependent on the various welding parameters to ensure a 
desired phase balance is attained. In a duplex stainless steel arc welding process, the arc 
efficiency (η), which defines the fraction of the arc energy that is transferred to the 
workpiece, is expressed as:  
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where qe is the rate of heat transferred to the electrode from the welding arc, qp is the rate of 
heat radiated and convected from the arc column, n is the proportion of heat output from the 
arc column that is transferred into the workpiece, qw is the rate of heat absorbed by the 
workpiece, m is the fraction of absorbed energy that is radiated away and lost, and V and I 
are the welding voltage and current, respectively. This equation is useful in explaining the 
manner in which various types of heat loss affect arc efficiency [82].  
A common practice in the welding of duplex stainless steels is to experimentally determine 
the arc efficiency under various welding conditions. From the literature, experimentally 
measured arc efficiency is available for various arc welding processes including shielded 
metal arc welding, submerged arc welding and gas tungsten arc welding, as well as gas 
metal arc welding. The reported measured arc efficiency varies from 20 per cent to over 95 
per cent depending on the welding process used [83]. 
Tsai and Eagar [84] experimentally measured the distribution of heat flux and the arc 
efficiency for a gas tungsten arc welds on a water-cooled copper anode as a function of 
various welding parameters. These welding parameters included the welding current, arc 
length, electrode tip angle and shielding gas. In their experiments, the current ranged from 
100 to 280 A, the arc length varied from two to nine mm, the electrode trip angle changed 
from 30° to 120° and three different shielding gases were used: pure argon; 25 per cent 
helium + 75 per cent argon; and 50 per cent helium + 50 per cent argon. It was found that 
the arc energy distribution parameter depended strongly on the welding current, arc length 
and shielding gas, whereas it did not change significantly with the electrode tip angle. The 
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value of (η) varied from 1.5 to 3.6 mm for the welding conditions used in their experiments, 
as calculated from equation 2.11. 
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8.7η        Equation 2.11 
Based on the experimental data of Tsai and Eagar [84] for a pure argon arc, Arenas et al. [85] 
proposed the above simple approximation for estimating the arc efficiency. Where L is the 
arc length (mm), and Rc is the arc radius (mm), which is related to the arc energy 
distribution parameter by Rc = 2.13 [86], I is the arc current (ampere) and V is the arc voltage 
(volt). It should be noted that Equation 2.11 was derived by fitting the experimental data of 
Tsai and Eagar. Strictly speaking, this equation is valid only for the welding conditions used 
in Tsai and Eagar’s experiments [84], as described in the previous paragraph. 
The arc efficiency is usually lower for gas tungsten arc welding compared to other processes 
where the electrode is consumed in the process, i.e. gas metal arc welding, since a fraction 
of energy lost to the electrode is transferred into the work-piece in the form of superheating 
metal droplets.  
2.1.9  Deposition of Heat Energy at Weld Top Surface 
It is important to know how the heat energy is distributed over the weld top surface for 
duplex stainless steel welds, since the distribution of heat input has a direct influence on the 
weld pool geometry as well as the resultant phase balance. For gas tungsten arc welds, the 
following Gaussian distribution (equation 2.12) has been widely used to account for the heat 
flux at the weld top surface [87].  
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where q is the heat flux at a given location at the weld top surface, r is the distance between 
the specific location and the heat source, fd is a distribution factor, V and I are welding 
voltage and current respectively, η is the arc efficiency and rb is a characteristic energy 
distribution parameter. In the literature, two typical values of fd have been reported: three 
and 0.5. The fd value of 0.5 was proposed by Tsai et al. [84] and Smartt et al. [88] based on 
experimental measurements. On the other hand, several other weld models [89] have been 
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shown to use the fd value of three. Depending on the electrode tip angle, arc length and 
current, the distribution parameter (rb) was reported to vary in the range between one and 
four mm [90]. Equation 2.12 indicates that the heat flux at the weld top surface can be 
computed if the values of fd, η and rb are known. The knowledge of heat input flux is a 
prerequisite to calculate the heat dissipation in the weldment, which in turn provides a 
mechanism to support prediction of phase transformations that may occur. 
2.1.9.1 Convective Heat Transfer in Weld Pool 
Convective heat transfer is important because it assists in determining the shape and size of 
the weld pool and the temperature distribution in the entire weldment [91]. This assists in 
designing girth welds to ensure high production rates are achieved with a desired contour of 
weld profile in the circumference of the weldment. The liquid convection is driven by the 
surface tension gradient, buoyancy, jet impingement and, when electric current is used, 
electromagnetic forces may be estimated [92]. Since the calculation of convective heat 
transfer involves the solution of the equations of conservations of mass, momentum and 
heat and is highly complicated, a numerical solution is often utilised. The effect of various 
driving forces must be properly incorporated into the momentum equation in order to 
predict the convective heat transfer in the weld pool accurately. 
2.1.9.2 Electromagnetic Forces during the Solidification of Welds 
Figure 2.15 is a schematic plot showing the various driving forces in the weld pool and the 
resulting liquid flow pattern. The electromagnetic force, also called the Lorentz Force, is 
caused by the electric current field together with the magnetic field it induces in the metal 
work-piece. The electromagnetic force (emf 
→
F ) can be expressed as [93] : 
→
F
 
= 
→
J  x 
→
B         Equation 2.13  
where 
→
J  is the current density vector and 
→
B  is the magnetic flux vector in the weld pool. 
Comprehensive three-dimensional calculations of 
→
J  and 
→
B  fields are needed for the 
accurate determination of the electromagnetic force in the weld pool. Kou and Sun [94] 
further developed alternative analytical expressions for 
→
J  and 
→
B .  
 47 
More recently, Kumar and DebRoy [95] developed a numerical model to accurately calculate 
the 
→
J  fields and the resulting electromagnetic force field in three dimensions in the entire 
weldment. Contributions of the electrode current, arc plasma and current distribution inside 
the three-dimensional workpiece to the magnetic field and the electromagnetic force field 
were determined. They evaluated the effects of different arc locations and work piece 
geometry on the electromagnetic force field.  
 
Figure 2.15: The various driving forces and the resulting liquid convection in a duplex stainless steel 
weld pool [91]: (a) electromagnetic force, (b) surface tension negative gradient force, (c) 
surface tension positive gradient force, (d) buoyancy force and  (e) plasma jet 
impingement force. 
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2.1.9.3 Formation of Marangoni Shear Stresses During Weld Solidification 
Surface tension (γ ), is a thermo-physical property of the liquid metal, which may generate a 
shear stress at the liquid/gas interface. The spatial gradient of surface tension is a stress, 
which is known as the Marangoni shear stress. This stress arises due to spatial variation of 
temperature and composition, which can be expressed as: 





∂
∂
∂
∂+




∂
∂
∂
∂
=
r
CXCr
TXT
γγτ     Equation 2.14 
where τ  is the shear stress due to surface tension, T is the temperature, r is the distance 
along the surface from the heat source, and C is the concentration of the surface active 
element. In most cases, the difference in surface tension is due to the spatial temperature 
variation. Or, the ∂γ/∂C term in equation 2.14. is zero, and the shear stress depends only on 
∂γ/∂T and the spatial temperature gradient ∂T/∂r at the pool surface. 
In the absence of a surface active element, the temperature coefficient of surface tension 
(∂γ/∂T) for many materials is less than zero. In other words, the higher the temperature, the 
lower the surface tension. Hence, at the weld pool top surface, the liquid metal flows 
outwards in a radial direction, since the warmer liquid metal of lower surface tension near 
the centre of the pool is pulled outward by the cooler metal of higher surface tension at the 
pool edge [91]. Pushed by the strong outward flow at the top surface, the liquid metal is 
transported outwards from the middle of the weld pool and arises at the centre of the pool. If 
a small, yet significant, amount of surface active elements such as sulphur and oxygen are 
present in the weld pool, the value of ∂γ/∂T can be dramatically altered.  
2.1.9.4 Buoyancy Force during Welding 
The Boussinesq approximation method is used in the calculation of buoyancy force driven 
flow. In other words, the variation in the density of the liquid metal is ignored, except 
insofar as it gives rise to a buoyancy force, which is also termed as the gravitational force. 
The buoyancy force can be expressed as [96]: 
( )
refb TTgF −= βρ        Equation 2.15 
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Where ρ is the density of liquid metal, g is the acceleration due to gravity, β is the thermal 
expansion coefficient, T is the temperature of the liquid metal, and Tref is an arbitrarily 
selected reference temperature. 
2.1.9.5 Shear Stress Induced by Plasma in Gas Tungsten Arc Welding 
When an electric arc is used during gas tungsten arc welding, the arc plasma moves outward 
at high speeds along the weld pool surface, which can exert an outward shear stress at the 
pool surface. The direction of the shear stress is similar to that resulting from the surface 
tension gradient with negative ∂γ/∂T values. The liquid metal flows from the centre of the 
pool surface to the pool periphery, and then returns below the pool surface in the middle of 
the molten pool. 
Matsunawa and Shinichiro [97] experimentally measured the fusion zone shape and size in 
welded 304 stainless steel with two difference levels of sulphur: 18 ppm and 77 ppm. It was 
found that when a two mm long arc was used, the fusion zone was much deeper in the 304 
stainless steel with 77 ppm compared with 18 ppm. In contrast, when an eight mm long arc 
was used, the fusion zone was shallow regardless of the sulphur level present in the base 
metal. This further indicated that the surface tension gradient force dominated in case of the 
two mm long arc, whereas the plasma shear stress was primarily responsible for driving the 
liquid convection in case of the eight mm long arc. It was shown that sulphur increased the 
viscosity of the melt and the therefore increased the shear stress and surface tension of the 
melt with no effect on the arc length. 
2.1.9.6 Turbulence Effects in the Weld Pool 
The liquid flow can be classified into the following two types according to its stability: 
laminar flow and turbulent flow. In laminar flow, the flow velocity at any location is 
deterministic, whereas in a turbulent flow, the flow velocity is fluctuating in a chaotic 
manner. Laminar flow is often observed at low flow velocity and high viscosity. As the flow 
velocity increases, the laminar flow may change to turbulent flow, which can greatly 
enhance the mixing of mass, momentum and energy. The following Reynolds number 
(equation 2.16) is used to describe the flow behaviour [98].  






=
v
LU
R RRe
ρ
        Equation 2.16 
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Where ρ is the liquid density, UR and LR are the characteristic velocity and length of the 
flow, respectively, and ν is the kinematic (molecular) viscosity of the liquid. For flow 
through round pipes, the critical transition Reynolds number from laminar to turbulent was 
determined to be about 2100 [98]. 
In order to accurately simulate the heat transfer and fluid flow in the weld pool, it is 
important to understand the turbulent behaviour of the liquid metal. It is not yet completely 
clear whether the flow in the weld pool is turbulent in nature. However, there is evidence 
which suggests that the existence of turbulence in the weld pool. Malinowski-Brodnicka      
et al. [99] measured the flow velocity in AISI 310 stainless steel weld pools and found that 
the Reynolds number was about 3000. Comparing this value to the classical critical 
Reynolds number of 2100, they concluded that the flow in the weld pool was most likely of 
a turbulent nature. 
Choo and Szekely [100] first considered turbulence in gas tungsten arc welding weld pools. 
They developed a two-dimensional model based on the two-equation K-ε turbulence    
model [101]. The liquid flow in 304 stainless steel weld pools during stationary gas tungsten 
arc welding was simulated using their turbulence model. The calculated geometry from both 
laminar and turbulence models was compared with the experimental data. They found that 
turbulence affected the pool depth significantly, and the calculated weld pool geometry from 
the turbulence model was in much better agreement with measurements than that from the 
laminar model. 
Hong et al. [102] also developed a K-ε turbulence thermo-fluid model, where the free surface 
of the weld pool and the wall function boundary for the solid-liquid interface were 
considered by using a dynamic grid-remapping technique. It was found that the depth of the 
weld pool, the peak temperature, and the maximum velocity were reduced due to 
consideration of turbulent heat transfer and fluid flow. The predicted results from the 
turbulent model were also found in much better agreement with the observed results than 
those obtained from the laminar model. They concluded that the turbulence had significant 
influence on the final weld pool shape and size in gas tungsten arc welding processes. 
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2.1.9.7 Weld Pool Free Surface Flow and Surface Deformation 
In many models of heat transfer and fluid flow in the weld pool, the weld pool top surface is 
assumed to be flat and not deformable. This is a reasonable assumption when the arc current 
is low and the arc pressure exerted on the top surface is small. However, when the arc 
current is high, the weld pool surface can be severely deformed. For example, Lin and 
Eagar[103] experimentally measured the depression of the pool top surface during stationary 
welding of SUS304 stainless steel using gas tungsten arc welding. Their measurement 
indicated that the surface depression at currents below 200 A was negligible. However, 
when the current was increased to about 300 A, the surface depression was observed to be 
as high as 4.5 mm in the stainless steel weld pools. During gas metal arc welding and 
automatic gas tungsten arc welding, the use of consumable electrodes and droplet transfer 
further displace the weld pool. Such a deformed pool surface may affect the heat transfer 
and fluid flow in the weld pool, the weld pool geometry and the temperature distribution in 
the heat affected zone. The severely deformed surface may result in the formation of several 
weld defects such as humped bead and undercutting [104]. Hence, understanding the weld 
pool top surface profile and its effect on the heat transfer and fluid flow is very important 
for the selection of optimum voltage, amperage and travel speed. 
It should be noted that the weld pool top surface, i.e., the liquid/gas interface, is a free 
surface, because the densities of the gas and liquid metal are significantly different where 
the ratio for liquid metal and air is about 7000. A low gas density means that its inertia can 
generally be ignored compared to that of the liquid. Therefore, the liquid moves freely with 
respect to the gas. The only influence of the gas is the pressure it exerts on the liquid 
surface. In other words, the weld pool top surface is not constrained; free surface flow 
means the liquid flow which contains a free surface. 
Accurate calculation of heat transfer and fluid flow in a deformable weld pool requires the 
knowledge of the free surface profile. Since such information is often unknown, it has to be 
included as a part of the solution process. There are three essential features needed to 
properly model free surfaces [105]: 
(1)  A scheme is needed to describe the shape and location of a surface and geometry of 
the bevel angle. 
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(2)  Predetermination is required to evolve the shape and location of the surface with time, 
determined predominantly by travel speed, amperage and voltage. 
(3)  Free surface boundary conditions must be applied at the surface. 
2.1.10  Mechanical Properties of Duplex Stainless Steels in General 
Applications of duplex stainless steels are normally restricted to temperatures between room 
temperature and 275°C. Their sensitivity to embrittlement due to the formation of 
intermatellic phases, such as sigma, chi, and alpha prime restricts high temperature use, 
while the sensitivity of ferrite to cleavage fracture hinders possible cryogenic service.  
Norberg [106] examined the applicability of duplex stainless steel SAF2205 above 300°C. 
Charpy V-notch impact tests were performed on quench-annealed as well as cold-worked 
material after aging at 300 and 325°C for up to 30,000 hours. It is well recognised that 
duplex stainless steels exhibit a general tendency to embrittlement in the temperature range 
from 300 to 950°C. It was shown that the influence of aging on the impact energy was very 
small even after 30,000 hours aging at 300°C. However, the effect became pronounced after 
aging at 325°C, whereby the impact strength was 27 J at -100°C after aging for 30,000 
hours. It was also shown that cold work reduced the upper-shelf energy to between one half 
and one third of the quench-annealed material. The Upper-shelf energy is described as the 
limit to which brittle to ductile behaviour is exhibited for a specific alloy. Norberg 
concluded that SAF 2205 can be used in the quench-annealed condition at 310oC for 20 
years without the Charpy V-notch impact energy falling below 27 J at room temperature. 
Unnikrishnan and Mallik [107] studied phase relationships associated with cold rolling and 
annealing in a U50 duplex stainless steel. Cold rolling and subsequent annealing in the 
temperature range from 800 to 1240°C resulted in a sequence of transformations. Annealing 
at temperatures between 800 and 975°C led to the formation of the sigma phase and at 
1,000°C, recrystallisation was observed. Annealing at higher temperatures did not give rise 
to the sigma phase formation. The mechanical properties of the material treated up to 
1,000°C are controlled by the presence of the sigma phase and the lack of recrystallisation. 
Above 1,000°C, the effect of microstructure on the mechanical properties is dominated by 
the amount of ferrite and the associated microstructure and banding. In general, the tensile 
strength, yield strength and hardness decreased with increasing annealing temperature. 
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Solid solution hardening effects may also arise from the presence of substitutional elements 
due to composition balancing for suitable ferrite/austenite ratio. Table 2.5 shows the tensile 
properties and Charpy impact toughness values for Ferralium 255 and SAF 2205 duplex 
stainless steels. 
Although tensile properties of duplex stainless steels are not anisotropic, impact properties 
show significant directionality. The impact toughness of duplex stainless steels is enhanced 
by the crack arresting feature of the tough austenite. In addition the introduction of nickel 
into ferrite improves toughness. Table 2.5 also shows Charpy impact energy values at room 
temperature. 
 
Table 2.5: Mechanical properties of typical duplex stainless steels 
Phase transformations in the high temperature region of the heat affected zones and the 
fusion zones not only influence toughness, but also affect the ductile to brittle transition 
temperature. Gooch [108] has stated that the heat affected zones will need to fulfil impact 
energy minima of about 27 J at 0oC and above, provided that an adequate austenite level is 
maintained.  
The fusion zones toughness and ductile to brittleness transition temperature are of principal 
concern, which have been shown to be related to the ferrite/austenite balance. This 
relationship was reported by Koteki [109] for gas tungsten arc welded SAF 2205 type 
Type Standard Yield 
Strength 
(0.2% 
MPa) 
Ultimate 
Tensile 
Strength 
MPa 
Elongation 
% 
Impact 
Toughness 
at RT (J) 
SAF 2304  UNS S32304 400 600 to 820 24 300 
SAF 2205  UNS S31803 450 580 to 880 25 250 
Ferralium UNS 32550 450 570-880 25 250 
Zeron 100  UNS 32760 450 560 to 860 25 250 
SAF 2507 UNS S32750 550 800 to 1,000 25 230 
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specimens. Toughness in the fusion zones of autogenous welds may be further reduced over 
that of the heat affected zones by the production of a coarse, columnar-shaped ferrite grain 
morphology. Flasche [110] examined the Charpy impact energy of Ferralium 255 gas 
tungsten arc weld metals produced with filler wire of matching composition, and reported a 
weld metal toughness of 78 J at room temperature. Testing at -20oC, the weld metal showed 
a toughness of only 16 J due to the highly ferritic nature of the fusion zone. Liljas and 
Qvarfort [111] investigated the effect of nitrogen on weldment properties in SAF 2205. They 
noted that both gas tungsten arc welding and pulsed tungsten arc welding processes gave 
high impact strengths in the order of 113 J in the as-welded condition, whereas post-weld 
heat treatment increased the impact energy to 227 J at -40°C. Hertzman et al. [112] reported a 
Charpy impact energy of 49 J at -20°C for weld metal produced by autogenous gas tungsten 
arc welding on SAF 2205. They stated that the weld metal showed a slightly lower impact 
energy level than the fusion boundary and heat affected zone region. Yasuda et al. [113] 
obtained an impact energy of 50 J at -40°C in the ‘as welded’ condition for submerged arc 
welded SAF 2205, with impact energy values of about 100 J at 0°C. 
Lundqvist et al. [114] reported that for SAF 2205 weld metals produced by gas tungsten arc 
welding with and without filler wire additions. Specimens in welded joints were taken both 
in the weld metal and at the fusion line. Fusion line specimens had the notch located with 
one half in the weld metal and one half in the heat affected zone. It was reported that gas 
tungsten arc welding welds with slightly lower ferrite content than the base metal showed 
slightly higher impact energies than the base metal. An increased ferrite content resulted in 
reduced impact toughness. Shielded metal arc welding and submerged arc welding weld 
metals induced the lowest impact energies in welded duplex stainless steels. They indicated 
that ferrite content in the weld metal from covered electrodes was lower than for the wire 
electrodes. Hoffmeister et al. [115] investigated the effect of weld metal composition and 
welding conditions on ferrite and Charpy V notch toughness of a 26Cr-5Ni-1.5Mo duplex 
stainless steel. Welding processes employed in this study were shielded metal arc welding, 
gas metal arc welding and submerged arc welding with filler wires of matching 
composition (generally containing high nickel content). They examined the impact 
toughness of the alloy at -40°C. Results showed increasing ferrite content in the weld metal 
considerably lowered the Charpy V notch toughness at values. A Charpy V notch value of 
about 25 J at -40°C in the half size test piece was achieved. This seems to indicate 
sufficient high toughness as compared to weld joint requirements of 40 J at room 
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temperature for full size specimens fabricated from SAF 2205 alloy. A typical time 
temperature transformation (TTT) diagram for SAF2205, is shown in Figure 2.16. Here, the 
curve corresponds to 27 J impact toughness indicating the rate of embrittlement at the 
different temperature regions [115]. 
 
 
Figure 2.16: Time temperature transformation (TTT) diagram for SAF2205, the curve corresponds to 
27 J impact toughness indicating the rate of embrittlement at different temperature 
regions [115] 
2.1.11   Alloying Element Partitioning 
Liquid-solid and solid-state phase transformations are generally associated with the 
partitioning of alloying elements between the phases. The extent of this partitioning is 
dependent on the transformation temperature(s) and the weld cooling rate. A greater extent 
of partitioning will occur at high temperatures where diffusion of alloying elements occurs 
most rapidly. Since such elemental partitioning strongly influences the final properties of 
each phase and the alloy in general, particularly the mechanical and corrosion properties, it 
is important to determine the extent of any such changes due to welding. Lippold at el. [5] 
investigated the distribution of alloying elements in ferrite and austenite phases in both the 
base and weld metal microstructures for autogenous gas tungsten arc welded SAF 2205. 
These were expressed as the coefficient of partitioning (P), given by equation 2.17. 
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 P= elemental content in ferrite / elemental content in austenite Equation  2.17 
The partitioning in the base metal was found to be significant for chromium, molybdenum, 
nickel and nitrogen between ferrite and austenite, however, partitioning in the as-welded 
duplex microstructure was negligible. It was observed that nitrogen was significantly 
concentrated in the austenite. Following post-weld heat treatment, the P-values in the weld 
metal approached those of the unaffected base metal. A complete compositional invariance 
was observed between the phases with regard to chromium, molybdenum, nickel and 
nitrogen. Although the nitrogen content was not measured, it was suggested that as above, it 
was appreciably enriched in the austenite phase [5]. Similar results were observed by Ogawa 
and Koseki [18] for composition profiles studies across weld zone microstructures in 22 wt 
per cent chromium – three wt per cent molybdenum – nickel - nitrogen alloys. They further 
showed that an increase in nickel and nitrogen promoted alloying element partitioning by 
increasing the transformation temperature to austenite. This indicates that austenite 
formation and the resulting austenite/ ferrite balance in the weld regions, was influenced by 
rapid diffusion of nitrogen. 
2.1.12  Ferrite Identification and Prediction 
It has been common practice in the past to predict ferrite content in conventional austenitic 
stainless steel welds using constitution diagrams, such as the well known Schaeffler and 
DeLong diagrams. A comprehensive review of the evolution of these diagrams was 
performed by Siewert et al. [116]. Unfortunately, the application of these original diagrams 
for the prediction of ferrite contents in duplex stainless steels is very limited because of their 
marginal accuracy in calculating the nickel and chromium equivalency values and the 
limited equivalency ranges (as in the DeLong diagram). 
In 1988, Siewert et al. [116] developed a revised stainless steel constitution diagram using a 
database containing 950 alloy compositions. Their diagram considers low ferrite number 
300-series austenitic stainless steel compositions, and it corrects a two ferrite number bias 
detected for Type 309 stainless steels using the DeLong diagram. They indicated that their 
diagram was more accurate than the Schaeffler diagram for duplex stainless steels and 
ferrite contents up to 100 ferrite number. They defined Creq = Cr+Mo+0.7Nb and Nieq = 
Ni+35C+20N, and produced the new diagram. They noted that the diagram was more 
accurate when the manganese content was restricted to ten wt per cent, Molybdenum 
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content restricted to three wt per cent, nitrogen content restricted to 0.2 wt per cent and 
silicon content restricted to one wt per cent. In addition to the prediction of weld metal 
ferrite content in duplex stainless steels through constitutional diagrams, attempts have been 
made by other researchers, particularly by Skuin and Kreyssing [117], to obtain direct 
relationships between a compositional parameter and ferrite-forming tendencies. They 
attempted to predict the ferrite/austenite content of duplex stainless steel weldments based 
on compositional variables, producing a compositional factor called the ‘P’ factor, which is 
a weighted ratio of ferrite-stabiliser elements to austenite-stabiliser elements and is defined 
as follows: 
P = (%Cr+3%Si+7%Ti+I2%Al)/ (Ni+30%C+26%N+0.7%Mn).             Equation 2.18 
Consequently, a diagram was developed relating weld metal and heat affected zones 
austenite content versus P factor based on metallographic determination of austenite content 
of the duplex stainless steels studied, as depicted in Figure 2.17. 
 
Figure 2.17: Development of the WRC Constitution diagram from the Schaffer and DeLong diagram 
for predicting ferrite numbers by Siewert et al. [278] 
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Honeycombe and Gooch [118] concluded that the P factor did not include all elements 
contained in duplex stainless steels in particular molybdenum. Considering the less 
significant effect of nitrogen and carbon, they proposed a modified P factor described below 
by equation 2.19: 
Pmod = (%Cr+%Mo+3%Si)/ (Ni+15%C+10%N+0.7%Mn). Equation 2.19 
Note that neither the original P factor nor Pmod consider the effect of copper, which is an 
alloying element in some duplex stainless steels. Since copper is usually regarded as a very 
weak austenite stabiliser its exclusion would not likely change microstructure/ composition 
relationships significantly. Further studies have been performed to develop more consistent 
relationships between composition and the weld metal ferrite to austenite balance. 
Honeycombe and Gooch [118] indicated that since the ferrite/ austenite transformation is 
controlled by the diffusion of substitutional elements, carbon and nickel were overestimated 
in the Schaeffler (and Delong) diagrams. 
Noble and Gooch [116] defined a Q factor that reconsiders the modified P factor. This 
relationship is shown below: 
Q = (Cr+1.5%Mo+2Mn+0.25Si/ 2Ni+12C+12N). Equation 2.20 
Using the Q factor, it is claimed that the austenite level in the weld metal can be predicted 
with an accuracy of twelve per cent at the 50 per cent austenite level.  
The Q factor can be said to be the most effective method of a weighted ratio of ferrite-
stabiliser elements to austenite-stabiliser elements as it includes the effect of copper, which 
does not change microstructure or composition relationships significantly but has higher 
prediction accuracy. 
2.1.12.1 Factors Controlling Ferrite - Austenite Balance 
The austenite/ferrite balance is influenced both by compositional effects, including the base 
alloy composition, filler metal composition and the weld dilution, and the local weld 
thermal cycle, in particular the weld cooling rate through the transformation temperature 
range. The relationship that an increased cooling rate generally promotes decreased 
austenite content is well known [108]. It has been shown that for a variety of conventional arc 
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welding processes used in standard applications, the ferrite/austenite balance is determined 
principally by compositional effects. 
2.1.13 Magnetic Force Microscopy for Phase Identification in Duplex Stainless 
Steels 
The use of atomic and magnetic force microscopy has been employed to differentiate 
between magnetic and non magnetic phases in materials. Such techniques are considered 
valuable for the identification of different phases in duplex stainless steels, particularly the 
weld regions, and would thus compliment standard metallographic and optical microscopy 
techniques. In particular, magnetic force microscopy is particularly useful in differentiating 
between the non-magnetic austenite regions and magnetic ferrite regions, thus showing 
detailed information relating to the size, shape and distribution of the austenite and ferrite 
regions. 
A wide range of methods has been developed to image magnetic domain patterns, which are 
summarised below:  
• Bitter decoration technique [119]  
• Magneto optical microscopy in reflection (Kerr effect) and transmission (Faraday 
effect)[120]  
• Lorentz force microscopy [121]  
• Scanning electron microscopy with polarisation analysis [122]  
• X-ray magnetic linear and circular dichroism microscopy [123] 
• Scanning Hall probe microscopy [124]  
• Scanning superconducting quantum interference device (SQUID) microscopy [125] 
• Magnetic force microscopy (MFM) [126]  
• Spin-polarised scanning tunnelling microscopy [127]  
• Magnetic exchange force microscopy (MExFM) [128] 
In this section, the magnetic force microscopy technique is only considered as this was the 
technique adopted in the study to identify magnetic regions in the duplex stainless steel 
weld regions. 
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2.1.13.1 Theory of Magnetic Force Microscopy (MFM) 
MFM utilises an atomic force microscopy (AFM) set-up [129]. Its main feature is a force 
sensor comprising of a sharp tip mounted at the free end of a flexible cantilever that is 
scanned across a surface to detect the tip-sample interaction force locally. MFM senses the 
dipolar magnetostatic force between a ferromagnetic tip and a ferromagnetic sample. Since 
the magnetostatic force is long range, typical tip-sample separations are larger than 10 nm, 
which is considered an advantage since small separations lead to the possibility of 
unintended contact with the surface. 
An important consequence is that the resolution is limited to the nanometer scale. 
Nevertheless, it is still a very powerful tool to study ferromagnetic domain patterns [130], 
domain walls [131,132] and magnetic vortices [133], as well as flux lines in 
superconductors[134,135]. The vast majority of all MFM experiments are performed in zero or 
rather small magnetic fields. By setting up a microscope that can be operated in an external 
flux density of up to five T [136], it has been observed that the domain patterns in 
ferromagnetic thin films [137], as well as the static and dynamic flux-line configurations in 
high temperature superconductors [138] were clearly observed. To exceed the nanometer 
resolution capabilities of MFM, it was proposed as early as 1990 by Wiesendanger et. al.[139] 
to use the short range magnetic exchange force for magnetic imaging. This force acts 
between two closely spaced atomic magnetic moments (spins) and hence can only be 
detected at very small tip-sample distances on the order of 0.5 nm. 
Image recording in the MFM mode is schematically shown in Figure 2.19. A cantilever with 
eigenfrequency f0 and force constant cz is oscillated by self-excitation and kept at a constant 
amplitude A by a feedback loop where ∆f can be expressed by; 
f= f - fo        Equation 2.21 
In the constant frequency shift mode, ∆f and therefore the tip sample interaction force are 
kept constant by a z-feedback loop which adjusts the tip-sample distance in the z-direction 
accordingly during scanning in the x-y plane across the surface. The resulting z(x, y) image 
reflects the surface topography, revealing steps, terraces, adsorbates, etc. Suitable frequency 
shift set points depend on tip sharpness as well as the spring constant, resonance frequency, 
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and amplitude set point. Height differences on the atomic scale correspond to variations of 
the short-range interatomic forces between tip and sample.  
 
Figure 2.18: Layout of conventional Magnetic Force Microscopy showing development of 
eigenfrequency f0 and force constant cz and amplitude A by a feedback loop [139] 
A common data acquisition scheme is the constant height plane subtraction mode, which is 
used to record MFM data [140]. First, the tilt between tip and sample has to be compensated 
with active z-feedback. Thereafter, it is switched off and the tip is retracted to a certain 
height h. Since the tilt has been compensated, the tip is scanned in a constant height h over 
the surface. ∆f(x, y)-maps recorded in the plane-subtraction mode reflect the magnitude and 
sign of the tip-sample interactions. Without tilt compensation, unwanted contrast variations 
would perturb the image data.  
2.1.13.2 Ferromagnetic Domain Imaging Separation of Forces 
The merit of force microscopy is its capability to detect all kinds of short- and long-range 
electromagnetic tip-sample interaction forces, for example, electrostatic, magnetostatic, van 
der Waals, chemical, magnetic exchange, friction, adhesive, and elastic. However, the 
experimentalist is mostly interested in only one of these forces, for example, the 
magnetostatic force in an MFM experiment. Therefore, one has to separate the topography 
and the magnetic signal [140]. This can be done simply by scanning the tip relatively far 
above the surface (h > 10 nm) using the constant height plane-subtraction mode. At such a 
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distance, the long-range tip-sample interactions, i.e. the magnetostatic and electrostatic 
interactions, dominate. The latter is often disregarded, but has to be considered to obtain a 
pure magnetostatic signal. An electrostatic contribution is present whenever tip and sample 
exhibit different work functions, W1 and W2, which results in a contact potential difference 
(UCPD). To avoid any crosstalk between electrostatic and magnetostatic signals, the CPD has 
to be compensated by applying an appropriate bias voltage (UBias), shown by the following 
equations: 
UBias = –UCPD         Equation 2.22 
With,  
eU = W = W1 – W2       Equation 2.23 
To determine UCPD, a ∆f(UBias)-curve is recorded at a fixed x,y-position on the sample with 
the z-feedback loop switched off. The shape of the curve is parabolic (if tip and sample are 
well conducting) and the voltage at the apex corresponds to UCPD. Electrostatic crosstalk is 
particularly bothersome on rough surfaces because electric charges assemble there, resulting 
in a topography-like contrast even at relatively large tip-sample separations. A nonmagnetic 
tip is used to exclude any magnetostatic contribution to the tip-sample interaction. An image 
in the constant height plane-subtraction mode (h = 10 nm) is then recorded with four 
different values for UBias. Only when the CPD is balanced, no topography-like contrast is 
visible [141]. Electrostatic interactions can also impede MFM image interpretation, if the 
surface is composed of more than one material of which at least one is ferromagnetic. One 
possibility is to vary UBias above both components or even employ Kelvin probe 
microscopy[141]. In the latter case, a lock-in technique is used to compensate for local CPD 
variations during scanning by adjusting UBias. Another alternative means of distinguishing 
between magnetostatic and electrostatic contributions is to apply an external magnetic field, 
which does not influence the electrostatic contrast. An important consequence of the 
relatively large tip-sample distance during MFM imaging is a rather weak magnetostatic tip 
sample interaction.  
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2.1.13.3 MFM Contrast Formation 
The most important factor for the magnitude of the MFM signal, as well as for the image 
quality and ease of data interpretation, is the magnetic state of the tip. To address this issue, 
it is useful to examine the magnetostatic interaction between two macroscopic bodies like 
the tip and the sample. The interaction energy ETS can be written as: 
∫ ∫=−= dVHJdVHJE TSSTTS
rrrr
     Equation 2.24 
Both integrals, in which S and T denote sample and tip properties, respectively, are 
equivalent. Either the sample magnetic stray field SH
r
 above the surface is probed with the 
tip magnetic polarisation TJ
r
or the sample magnetic polarisation SJ
r
is probed with the 
magnetic stray field TH
r
 emanating from the tip. Since different distributions of the 
magnetic polarisation in the sample can result in the same stray field above the sample, it is 
generally impossible to deduce unambiguously the magnetic polarisation distribution in the 
sample from an MFM image without additional knowledge. If the FM technique (or any 
other dynamic mode) is used and if the oscillation amplitude A is much smaller than the 
characteristic decay length of the magnetostatic (or any other) interaction, the force gradient 
perpendicular to the surface ∂Fz = ∂z, i.e. the second derivative of the tip-sample interaction 
energy, is detected and is related to the measured frequency shift by: 
∂Fz/∂z = 2cz . ∆f/f0       Equation 2.25 
Typically, the decay length of the magnetostatic interaction is ~100 nm. Hence, oscillation 
amplitudes in the order of ten nm or below are valid. To simplify the analysis, it is assumed 
that the magnetic structure of the tip can be represented by a dipole, as depicted in equations 
2.26 and 2.27 respectively: 
),,( zyxT mmmM =        Equation 2.26 
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The image interpretation is easiest if the dipole points only into one direction, for example, 
in the z-direction. Then mx = my = 0 and the force gradient depends only on the second 
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derivative of the z component of the sample stray field. To understand the physical meaning 
of an MFM image, it is often helpful to use a different representation which is obtained after 
partial integration [142], i.e. 
∫ ∫−−= dSdVE TSTSTS φσφρ       Equation 2.28 
Here, ρS = –divJ→ ss JdV
r
−=ρ
      Equation 2.29 
S and σS = n→J→ ss Jn
r
=σ
      Equation 2.30 
Theses expressions are the volume and surface magnetic pole densities, respectively. ΦT is 
the scalar potential of the tip stray field. To obtain the force gradient, ΦT has to be replaced 
by ∂2ΦT = ∂z2.  
2.2  Sensitisation of Duplex Stainless Steels 
2.2.1  Mechanisms of Sensitisation and Intergranular Corrosion 
Sensitisation or intergranular corrosion can be caused by the presence of impurities at the 
grain boundaries, enrichment of one of the alloying elements, or depletion of these elements 
in the grain-boundary areas [81]. For stainless steels, the accepted theory for sensitisation is 
based on impoverishment or depletion of chromium in the grain boundary areas [143]. The 
addition of chromium to ordinary steel imparts corrosion resistance to the steel in many 
environments. However, Cr23C6 (and carbon) is insoluble and precipitates out of solid 
solution if the carbon content is 0.017 per cent or higher where the sensitisation process is 
time and temperature dependent. The chromium is thereby removed from solid solution, 
resulting in the area adjacent to the grain boundaries having lowered chromium content.[144]. 
The chromium-depleted zone near the grain boundary is also attacked, as it does not offer 
corrosion resistance in many corrosive environments. Duplex stainless steels, usually 
contains 0.018 to 0.02 per cent carbon, so any excess carbon combines with the chromium 
to form the carbide precipitate. Carbon readily diffuses towards the boundary [145]. Figure 
2.19 shows chromium precipitation in ferrite phase for a range of different aging   
conditions [146]. 
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Figure 2.19: Evolution of Chromium in ferrite phase with different aging conditions for SAF2205[146] 
There is evidence to indicate that the chromium content near the grain boundary may be 
reduced to a very low level of approximately  seven percent at 550 0C for 10,000 
hours[146,147], thus causing the sensitisation behaviour to be high where metallic phases with 
dissimilar compositions are in contact and a large unfavourable ratio is present. The 
depleted area protects the grains, the net effect being an attack on the impoverished area. A 
typical chromium depletion profile for alloy SAF 2205 after ageing is shown in Figure 2.20. 
The difference in the depletion profile for chromium in the austenite and ferrite phase is 
mainly because chromium is a strong ferrite stabiliser, and precipitates as chromium 
carbides at the grain boundaries thus depleting the ferrite region of chromium. 
 
Figure 2.20: Profile of chromium depletion after aging conditions for SAF2205 [146]. 
The mechanism of sensitisation associated with the weld regions, heat affected zone regions 
and the base material, which is attacked intergranularly, is often referred to as weld decay. 
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This is shown schematically in Figure 2.21. The weld decay zone is usually a band in the 
parent metal some distance from the weld depending on time and temperature 
transformation associated with sensitisation [148]. The Heat affected zone is the most 
common area to exhibit weld decay. This is due to heating cycles associated with welding 
and the sensitisation temperature range, which ultimately affects the size of the heat affected 
zone. Heat flow and thermal history associated with welding time and temperature effects 
provide reasons why electric arc welding is used in preference to gas welding for stainless 
steels. The former produces higher and more intense heating effects in shorter times. The 
latter method keeps a wider zone of metal in the sensitising range for a longer time, which 
means greater carbide precipitation [149].  
 
Figure 2.21:  Mechanism of sensitisation in austenite and ferrite phases in duplex stainless steels 
2.2.2  Control of Sensitisation in Duplex Stainless Steels Welds 
Commercial solution-quenching treatments for duplex stainless steels consist of heating the 
specimen to 1066oC, followed by water quenching. Chromium carbide is dissolved at these 
temperatures, and a more homogeneous alloy is obtained. If welding is used during 
fabrication, the fabrication materials must be quench-annealed to negate the susceptibility to 
sensitisation [150]. Quenching, or rapid cooling from the solution temperature, is very 
important. If cooling is too slow, the entire structure may be sensitised.  
The original SAF 2205 and SAF 2507 stainless steels contained around 0.03 per cent 
carbon, but this was quickly reduced to 0.02 per cent because of rapid and serious weld 
decay failures. Lowering the carbon content below 0.02 per cent was not possible until the 
technique of blowing oxygen through the melt to burn out carbon and/or the formation of 
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low-carbon ferrochrome was discovered [151]. These stainless steels have a high solubility 
for carbon when in the molten state and therefore have a tremendous propensity for picking 
up carbon. For example, the degree of sensitisation is reduced when the welder carefully 
cleans the bevelled plate before welding [152]. A few isolated carbides that may appear in 
type SAF 2205 steel are not destructive for many applications although a continuous 
network of carbides would be catastrophic. In fact, the degree of sensitisation of duplex 
stainless steels can be reduced by severely cold-working the alloy. Cold-working produces 
smaller grains and many slip lines, which provide a much larger surface for carbide 
precipitation. This is not, however, a recommended or practical procedure [153 to 157]. 
Fusion welding is a process of joining which inevitably generates zones in which (i) 
material composition and characteristics vary; (ii) mechanical properties are modified; (iii) 
residual stress are introduced; and (iv) various types of defects are formed. Failure of 
materials due to intergranular corrosion or sensitisation often occurs at welds through a 
combination of one or more of these factors. The changes that occur in the weld zone are 
complex, however, there is a sufficient understanding of the corrosion mechanisms and 
processes that occur to introduce specific welding procedures for service applications and, 
more importantly, how to identify potentially susceptible welds that have not been produced 
in line with the specification [145 158]. 
As previously discussed, sensitisation in the heat affected zone of weld regions within 
duplex stainless steels, promotes carbide precipitation to occur preferentially along ferrite-
austenite boundaries as distinct from austenite-austenite boundaries. The mechanisms 
associated with sensitisation are extremely complex and a number of models have been 
proposed and are well documented. These models are reviewed in more detail in section 
2.2.3 below. 
2.2.3  Sensitisation Mechanisms 
Sensitisation-related research has been conducted extensively over the past 40 years. 
Physical modelling began with the proposal that the chromium depletion zone is responsible 
for sensitisation [159]. During detrimental heat treatments or improper control of process 
parameters in welding, chromium carbides precipitate along the grain boundaries. As the 
carbides grow, the chromium depletion zone increases and sensitisation occurs.  
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Modelling of carbide formation and the development of the chromium-depletion zone 
involves thermodynamic and kinetic modelling. The growth rate of a precipitate forming in 
a metastable matrix can be diffusion controlled, interface-controlled or combined diffusion 
and interface controlled. When most of the free energy is dissipated in diffusion, the growth 
rate is said to be diffusion-controlled. On the other hand, the growth rate is interface 
controlled when the majority of the free energy is dissipated in transferring atoms across the 
interface. Table 2.6 shows a summary of the various models proposed in the last 40 years, 
based around thermodynamics and kinetic theory. 
Model Description Year Reference 
Zener 
 
This model was developed to identify grain boundary 
precipitation and formation of chromium depleted 
zones which are based on diffusion-controlled 
processes. 
1969 [160] 
Hall & 
Briant 
This model was developed to determine chromium 
concentration at the grain boundary region. 
1984 [161] 
Was & 
Kruger 
This is an integrated thermodynamic and kinetic 
model to determine chromium depleted zone adjacent 
to a grain boundaries in Ni-Cr-Fe alloys. 
1985 [162] 
Bruemmer 
This model was developed to predict the degree of 
sensitisation based on empirical values. 
1990 [159] 
Mayo 
This semi empirical model was developed to 
determine the minimum chromium concentration at 
the grain boundaries and depletion zone based on 
halfwidth values for thermal treatments. 
1997 [163] 
Sahlaoui 
et al. 
This two-stage diffusional model was developed to 
predict chromium profiles from carbide precipitation 
during aging 
2002 [146] 
Table 2.6: Summary of work on sensitisation modelling over the last 40 years 
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2.2.3.1 The Zener Model 
Zener’s model (1969) on growth kinetics for growth in binary systems which is based on 
diffusion-controlled processes assumes that in the matrix, the concentration gradient is 
constant and no net changes to concentration is observed in the far-field.  
Isothermal transformation and the concentrations at the interface can be obtained as 
described in Figure 2.22. 
 
 
Figure 2.22: Concentration profile at the interface for; a) Diffusion Controlled, b) Interface Controlled 
and c) Mixed Control processes. Phase diagrams of the concentration profile at the growth 
interface regions are shown as d) Concentration vs Temperature and e) Distance z vs 
Concentration profiles [160] 
Here, the rate at which the solute is absorbed is dependent on the solute flux at the interface, 
as detailed in equation 2.31 below: 
( )
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∂
=∂
∗∂
−
∗=
γβγγγββγ
   Equation 2.31 
Dγ is the volume diffusion coefficient, t is time, c is the concentration of solute and z* is the 
position of the interface, as described below: 
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Combining equations 2.31 and 2.32 lead to: 
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Where: 
tDz γ∝∗
        Equation 2.34 
Zener showed that there was a parabolic relationship in one-dimensional growth between 
the thickness of the precipitate and the square root of time, whereas all earlier models 
assumed that carbon forms carbides developed at a very much early stage.  
It was proposed that the chromium content at the carbide matrix interface is considered to be 
at its lowest point when all the carbon has precipitated. It was further proposed that the 
increase in the chromium concentration at the carbide-matrix interface increases when the 
diffusion of chromium is influenced by further annealing. 
Most of the previous models assume that carbides precipitate at an early stage due to the 
high diffusivity of carbon. For kinetic modeling, t is assumed that precipitation at the 
carbide-matrix interface is low due to the chromium content, causing chromium diffusion 
from the matrix to the interface and adjacent zone. Precipitation is considered to be 
complete when all the carbon has transformed into the carbide state. The interface 
chromium content will increase on further annealing.  Here, the width of the depleted-zone 
W is calculated based on the random-walk theory (equation 2.35) [160]: 
tDW γ≈2
1
        Equation 2.35 
The chromium concentration in the matrix (γ) in equilibrium with the precipitate phase (β) 
can be determined based on Zener's model. Where Dγ is the diffusion coefficient and t is 
time. The fraction in the carbide will thus be 16/6 γCc  when the composition of the carbide is 
approximated as Fe7Cr16C. The chromium content can be calculated based on the 
assumption that all of the carbon will form carbides, as expressed in the following equation: 
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2.2.3.2 Stawstrom and Hillert Model 
Stawstrom and Hillert (1969) [160] developed a model for grain boundary precipitation 
assuming that a local equilibrium exists between the carbide and austenite phase at the 
interface. It was assumed that the carbon activity is uniform in the matrix, and carbon 
diffuses at a higher magnitude than chromium, referred to as carbon isoactivity. By 
calculating the activity of carbon for a number of points on the austenite / austenite + β 
boundary, the carbon activity decreases as the precipitate forms, so the interface chromium 
content will gradually increase and precipitation continues. 
Stawstrom and Hillert's model neglects the interaction effect between nickel and chromium 
in the system is but takes into account the chromium content at the matrix-carbide interface 
and the carbon activity. However, the downside of this model is that the calculation of the 
carbon activity cannot be performed for more complex systems, such as for steels with 
significantly different levels of nickel content. 
It was shown that rather than two different mechanisms, the precipitation process can be 
modeled using the same diffusional process. Here, Stawstrom and Hillert established the 
development of a chromium depleted zone at the grain boundary region in stainless steels 
and a model for the precipitation of carbides based on a diffusion-controlled process.  
Shvartz and Kristal [161] suggested carbon diffusion-controlled growth for sensitisation and 
chromium diffusion-controlled growth, however according to the depleted zone theory, the 
precipitation process rate is determined by the slow rate of chromium diffusion. Therefore, 
the activation energy of the process in which the steel is susceptible to sensitisation must 
equal the activation energy of the diffusion of chromium. Shvartz and Kristal [161] suggested 
different mechanisms for sensitisation based upon Levin's calculations [164], where the 
activation energy did not correspond to processes of chromium depletion but rather for the 
sensitisation process corresponding to a carbon controlled diffusion process. 
Stawstrom and Hillert's model were based on the assumptions that a uniform thickness grain 
boundary film is formed and that diffusion in the matrix can be treated as one dimensional, 
it is assumed that there is an even carbon activity at all times in the whole material as the 
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diffusion coefficient of carbon is several orders of magnitude higher than chromium. As the 
precipitation reaction is assumed to be controlled by chromium diffusion in the austenite 
phase it was assumed that the diffusivity of chromium in the carbide is sufficiently high to 
keep the chromium content at a constant level.,  
The flux of chromium at the interface is given by the following expression in accordance 
with the Zener's model for mass balance theory and Fick's 2nd law assuming that the 
concentration gradient in the matrix is constant. The basic rate equation is expressed as: 
( )
zV
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      Equation 2.37 
Where γCrx  is the initial mole fraction of chromium in the matrix 
γβ
Crx is the chromium mole 
fraction in matrix in equilibrium with precipitates, γCrD  is the diffusion coefficient of 
chromium, and γ
mV is the molar volume of the matrix phase.  
Taking into consideration the transformation of a thin layer of austenite phase to a layer of 
carbide, the mass balance equations for chromium and iron can then be performed where the 
equation can then be expresses as [160]: 
( ) ( ) ( )( ) ( )γβββγγβγββγ CmCCrCCrCr xVxxxxtzJ −−−−×∂∂= ∗ 111   Equation 2.38 
Rearranging the above equations produces the following expression: 
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By solving the equation, the chromium concentration profile can be predicted. The main 
drawback is that the effect of a multicomponent alloy system is not properly accounted for 
in Stawstrom and Hillert's thermodynamic and kinetic models. However, it does take into 
account the carbon activity in their thermodynamic calculation. It was also shown that only 
diffusion fluxes of iron and chromium are considered in this model and the interaction effect 
between nickel and chromium is neglected. 
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2.2.3.3 Hall and Briant Model 
A thermodynamic model to determine the chromium concentration was developed by Hall 
and Briant (1984) [165] to determine the matrix in equilibrium with the carbide formed. An 
assumption is made in this model that the carbide is Cr23C6. The calculated based on the 
equilibrium reaction and the chromium concentration in the matrix is based on the carbide-
matrix interface as expressed in equation 2.40 and 2.41: 
6C+23Cr <=> Cr23C6       Equation 2.40 
( ) 
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K γβϕ
      Equation 2.41
 
Based upon the assumed equilibrium reaction, the above formula allows for determining 
Keq, where Keq is the equilibrium constant for the carbide reaction, γβCrc
 is the chromium 
concentration in equilibrium with the carbide and 
crϕ  is the activity coefficient of 
chromium. ac is the activity of carbon in equilibrium with the carbide. Only the chromium 
and carbon activities are considered
 
in the Hall and Briant's model. 
For the kinetic model, proposed by Hall and Briant, the chromium concentration profiles are 
predicted based on bulk diffusion controlled growth of a precipitate. According to Hall and 
Briant, the asymmetric profiles were caused by grain boundary movement associated with 
the discontinuous precipitation of Cr23C6 carbides. However, the model does not account for 
any asymmetric profile. 
The main limitation of this model is that it only allows for prediction of the symmetric 
chromium depletion profiles but not the asymmetric profiles. However, since only 
chromium is considered in the model and hence any effects associated with multi 
component systems is neglected. 
2.2.3.4 Was and Kruger Model  
An integrated thermodynamic and kinetic model to describe the development of the 
chromium-depleted zone in Ni-Cr-Fe alloys was developed by Was and Kruger (1985). As 
in Stawstrom and Hillert's model, this model assumes that the carbon activity is spatially 
uniform at all times where M7C3 carbides are present along the grain boundary with local 
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equilibrium at the carbide-matrix interface. Kohler [166] expressed the free energy 
association with this model as given by: 
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Where xi are mole fractions in the matrix phase, G° the free energy of the pure element i in 
the austenite phase relative to its reference state, hij and hi are the binary interaction terms 
in which i≠j 
The partial molar free energy of each element i is given by equation 2.43 below: 
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Where oiG  is the free energy of pure element i in the γ phase relative to its reference state 
and i ≠ j, j ≠ k, ai is the activity of element i. Was and Kruger introduce a single ternary 
interaction parameter to model. Due to the lack of experimental data, the quaternary system 
was approximated as a ternary system. The free energy additional term for the system is 
given by [162]: 
G(additional) = x1x4x’ΘT       Equation 2.44 
Here, xl = Cr, x4 = C, x’ = Ni + Fe are the receptive mole fractions for :xi and ΘT is the 
temperature dependent ternary interaction parameter in J mol-1, within the temperature 
range 573 K to 1173 K. The corresponding additional terms for the partial molar free 
energies are given by the following expressions depicted in equations 2.45 and 2.46 [162]: 
µ(additional) = x1x4x’ΘT       Equation 2.45 
µ(additional) = x1x’(1-x4)ΘT      Equation 2.46 
The equilibrium constant for carbide Cr7C3 precipitation (as in Hall and Briant's model) is 
given as: 
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The equilibrium constant Keq, where aCr, and aC are the chromium and carbon activities. 
From the following free energy formula: 
eq
o
CCr KRTG ln37 −=∆        Equation 2.48 
o
CCrG 37∆  is the Gibbs free energy for the formation of Cr7C3. The mole fraction ratio of Ni/Fe 
is a constant at any point which is dependent on the carbide in this model. Here the 
composition is solely made up of chromium and carbon,. The total amount of mole fractions 
in the system is always equal to unity, as shown by the following equations (equations 2.49 
and 2.50). 
x2/x3 = k         Equation 2.49 
x1 + x2 + x3 + x4 = 1       Equation 2.50 
The mole fractions: xl = Cr, x2 = Ni, x3 = Fe and x4 =C are based on xi and k is a constant. 
The chromium concentration at the carbide-matrix interface can be determined by solving 
these equations simultaneously,. 
Kinetic modelling to determine the chromium depleted zone adjacent to the grain boundary 
was performed by Was and Kruger as a function of alloy composition, grain size time and 
temperature. Was and Kruger also discussed the chromium depletion profile in their model 
and the effect of grain size. The chromium concentration which is numerically calculated 
from the grain size is given as the sum of the diffusion spacing (∆m) of all nodes, as shown 
by the following equation: 
∑
=
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j
jmg
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Equation 2.51 
It is shown here that γβCrc  rises with increasing time and chromium concentration in the 
matrix at the carbide matrix interface. The carbon content in the matrix decreases as the 
 76 
precipitate grows, causing increases the chromium activity in the matrix at the carbide-
matrix interface and a net decrease in its activity.  
A smaller grain size approaches equilibrium more rapidly compared with a larger grain size 
and gives a shorter diffusion path. as shown in Figure 2.23 for the same length of time 
smaller grains give rise to higher chromium concentration. Hence, a more steady state 
chromium profile is achieved earlier compared with larger grains. 
 
Figure 2.23: Grain size and chromium profile after heat treatment at 700oC for 100h.  The mole 
fraction was 0.00153 [162] 
Was and Kruger's model has shown there is a grain size effect. However, by considering 
only volume diffusion of chromium to the grain boundary the development of a chromium 
depletion profile will need to be time dependent and does not take into account any other 
elements. In practice, the effect associated with a multicomponent alloy may not be 
negligible due to the fact that multicomponent systems are involved in multiple precipitation 
reactions. 
2.2.3.5 Bruemmer Model 
Bruemmer (1990) [159] performed a thermodynamic calculation for carbide precipitation 
using the model based upon Hall and Briant’s assumptions. Assuming the precipitates are 
Cr23C6, the chromium concentration at the carbide-matrix interface is given by the following 
expression in equation 2.52: 
23/6123/1 )()()( −−−= γβγβ ϕϕ CCCreqCr cKc      Equation 2.52 
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Where γβCrc is the carbon concentration, crϕ  and Moϕ  represent the activity coefficients of 
chromium and carbon at the carbide-matrix interface. The carbon content in the matrix at 
the carbide-matrix interface is assumed to be equal to the initial carbon content as carbon 
diffuses more rapidly than chromium and the carbon content is assumed to be equilibrated. 
The above equation is justified due to the presence of molybdenum which may be 
incorporated into the M23C6 precipitates and become depleted during carbide growth. An 
effective chromium concentration that integrates the effects due to the presence of both 
molybdenum and chromium was developed by Fullman [167], where the presence of 
molybdenum is taken into account in the thermodynamic calculation of carbide 
precipitation, as shown by the following expression: 
γγ
MoCrCr ccc 35.0+=∗        Equation 2.53 
Here, γβCrc  and γβMoc  represent the initial chromium and molybdenum compositions of the steel 
which effects the chromium concentration and directly influences the carbon and chromium 
activities at the interface. As a consequence of the development of an empirical 
relationship[159] for the activity coefficient of chromium, the equilibrium constant can be 
calculated where G(M23C6) is the Gibbs free energy for carbide formation. This 
relationship was defined by direct measurements taken of the chromium depletion region. 
The chromium concentration at the carbide-matrix interface can thus be calculated.  
Stawstrom and Hillert [160], Fullman [168] and Bruemmer's model [159] compared differences 
using the empirical relations defined by direct measurements at the chromium depletion 
region between the predictions of minimum chromium concentration at the carbide-matrix 
interface from these comparisons, Bruemmer's prediction of minimum chromium 
concentration at the carbide-matrix interface has proved to be the best from all of the 
predicted models. Although the effect of molybdenum was considered, the effects of other 
elements such as nickel and manganese were not taken into account in this model. The main 
aim was to determine the effective chromium concentration term.  
This theoretically based, empirically modified kinetic model was developed by Bruemmer 
to predict chromium depletion characteristics and degree of sensitisation. The methodology 
used in this model is shown in Figure 2.24. 
 78 
Here, the chromium concentration at the carbide-matrix interface is determined based on the 
thermodynamics of carbide formation and carbide precipitation is assumed to occur as a 
continuous film along grain boundaries.  
 
Figure 2.24: Diagram of Brummer Model on degree of sensitisation [166] 
Strawstrom and Hillert [160] modeled the chromium depletion kinetics at the grain boundary 
in terms of the critical chromium depletion width and if the critical chromium 
concentrations at the carbide-matrix interface γCrc (critical) are known.  This is shown in 
equation 2.54. 
γβγ
γβγβ
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CrcriticalCr
Crcritical cc
cc
tDW
−
−
=
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)( 2     Equation 2.54 
Where γβCrc
 is the chromium concentration in the matrix in equilibrium with the carbide, γCrD  
the chromium diffusivity and t is time. Here γCrc  is the bulk chromium concentration. 
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Bruemmer's modified model is able to quantitatively predict the degree of sensitisation. 
Although Bruemmer has considered the effect of molybdenum in the calculation, the effect 
of other elements such as nickel is not accounted for.  
2.2.3.6 Mayo Model 
Mayo (1997) [163] established a semi-empirical model to determine the chromium depletion 
at the grain boundary over a wide range of temperatures and thermal treatment time. Mayo 
argued that a finite time is required for carbide nucleation and the establishment of the 
depletion zone by assuming the chromium concentration in the matrix at the carbide matrix 
interface, γCrc   does not instantaneously reach a minimum value.  
As shown in previous work [167] a finite time is required for carbide nucleation and the 
establishment of the depletion zone. Thus, t, is defined as the holding time to reach the 
minimum chromium concentration in the matrix at the carbide matrix interface, γβCrc (min). 
The kinetics of precipitation is modeled based on conventional diffusion equations solved 
by a numerical method. The chromium concentration profile as a function of the diffusion 
time is expressed by an error function [163] as shown in equation 2.55: 
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Based on Zener's formula, the isothermal carbide growth radius can be determined, where 
γ
Crc  is the initial chromium concentration, 
γβ
Crc is the chromium concentration 
in the matrix at the carbide-matrix interface at time t and Dγ is the bulk diffusivity is 
approximated by equation 2.56: 
                                                                                               Equation 2.56 
 
From carbide growth theory, the chromium that enters the carbide must equal that which has 
been depleted in the matrix. Here γβCrc (min) from equation 2.56 is defined as the minimum 
chromium concentration in the matrix in equilibrium with the precipitate phase at 
temperature T in K, γCrc  is the initial carbon content in the matrix and t is the holding time to 
reach γβCrc . Figure 2.25 shows a comparison of the experimental data and the prediction 
tDr γΓ=
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results of Mayo's model. The results obtained by Was and Kruger [162] using integrated 
thermodynamic and kinetic model are used as a comparison as shown in Figure 2.26. 
 
Figure 2.25: Comparison of results of Chromium depletion for half width full maximum between the 
various models. Experimental data by Kai is shown as hollow circles and data by Was is 
shown as black squares on the diagram [163]. Data is presented in terms of Full Width Half 
Maximum (FWHM) / m vs. Time / h. 
Figure 2.26 shows the time temperature-concentration (TTC) contour plot based on the 
predicted γβCrc  values using Mayo's model. Although this model manages to predict a better 
result compared with Was and Kruger, there is still no effect of any multicomponent 
systems taken into account in this model. 
 
Figure 2.26: Calculation of Chromium concentration on Time Temperature Concentration diagram 
showing regions of susceptibility sensitisation [163]. 
 81 
2.2.3.7 Sahlaoui et al. Model 
Sahlaoui et al. (2002) [146] argued that result discrepancies as shown in previous 
models[162,169]  are associated with the assumptions of instantaneous carbide nucleation and 
that the chromium content in the matrix at the carbide-matrix interface instantaneously 
reaches its thermodynamic equilibrium value.  
A two-stage diffusional model for Ni-Cr-Fe alloys which takes into account dechromization 
and rechromization was developed according to Sahlaoui et al., where the dechromization 
stage begins when the nucleation and growth of chromium carbides start at time T as shown 
in Figure 2.27.  
Sensitisation begins after an annealing duration ts at temperature T, here the chromium 
concentration in the matrix at the carbide-matrix interface reaches a critical value γβCrc (critical). 
The chromium concentration in the matrix continues to decrease until a minimal value 
γβ
Crc (min) which corresponds to a partial thermodynamic equilibrium between the carbides and 
matrix. An increase in local chromium activity occurs causing rechromization where carbon 
atoms diffuse faster compared with chromium. This  leads to a uniform decrease in carbon 
concentration with depth. Desensitisation is obtained when the chromium level in the matrix 
at the interface reaches the critical value after time td. 
 
Figure 2.27: Results of Mayo’s experiments and prediction for Chromium. Depletion at 700oC, 
Chromium at 0.032 wt%. dashed line indicate 0.5h and solid line indicated 10h for 
predicted values. Hollow circles and black dots are experimental data 
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Figure 2.28: Description of Chromium concentration at the carbide interface during sensitisation[146] 
Dechromisation Stage Theory 
In this model, the chromium concentration in the matrix at the carbide-matrix interface, 
γβ
Crc , during dechromisation stage as shown in Figure 2.28 above 
[146]
 is given by: 






−=
c
CrCr t
tkcc 1exp
γγβ
     Equation 2.57 
Where γCrc  is the initial chromium content for the duration to reach 
γβ
Crc , 
 and k1 is a 
constant. With the γβCrc value known, the chromium concentration profile in the depleted 
zone can then be calculated using Fick's 2nd law as proposed in Mayo's model, where z is 
the distance from the carbide-matrix interface into the matrix, t is time, Dγ is the diffusion 
coefficient and γCrc  is the initial chromium concentration. 
Rechromisation Stage 
During the rechromisation stage as shown in Figure 2.29, γβCrc
 is analytically calculated 
based upon the conservation of matter flow through the carbide-matrix interface, leading 
to the equality of the two areas Sl and S2. Profiles of the chromium concentration during 
the aging process at various stages of carbide growth are shown in Figure 2.30, showing 
specifically the initial state with no carbide formation, nucleation and finally growth of 
carbides. 
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Figure 2.29: Profile of Chromium concentration during the aging process, a) initial state, b) 
nucleation of carbides, c) growth of carbides [146] 
Sahlaoui et al. assumed the growth of carbides is sufficiently slowed down to be neglected 
at time t, and the size of the carbides can thus be considered as constant. Thus the area S1 
can be expressed by the following equation: 
cCr tDcS
γβγ Γ=1        Equation 2.58 
Γ is the width of the depleted zone, and Dγ is the chromium diffusion coefficient which 
depends on temperature. The area S2 is approximated with the assumption of the formation 
of a linear chromium concentration gradient near the grain boundaries, and is given by the 
following equation. 
( )
22
WccS CrCr
γβγ
−
=
       Equation 2.59 
Based on the random-walk theory by Stawstrom and Hillert [160], the width can be 
approximated as: 
tDW γ2≈
        Equation 2.60 
The substitution of W gives: 





 Γ−= t
t
ccc cCrCrCr
βγγγβ
      Equation 2.61 
As the growth of carbides is assumed to be sufficiently slow, it can be neglected at this 
stage. Sahlaoui et al. calculated the chromium concentration profile based on 
interdiffusion mechanisms through the Matano plane, a plane that divides the depleted 
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zone into two equal areas in which the transport of the chromium atoms across the two 
areas takes place without accumulation, as given by the following expression: 
( ) γγγβγ CrCrCr ctDzerfccctzc +




−=
22
1),(
    Equation 2.62 
However, detailed analysis indicates that no thermodynamic calculations are discussed in 
the model and the obtaining of γβCrc  value is not indicated. Thermodynamic instability at 
the carbide matrix interface may cause carbide growth, thus leading to inaccuracies in the 
predictions of the chromium concentration profile in the matrix. 
2.2.4 Tests to Characterise Sensitisation of Duplex Stainless Steel Welds 
2.2.4.1 Standard Immersion Tests 
Two categories to characterise the corrosion performance of welds are ranking tests and 
tests to evaluate the performance of a weld in a simulated service environment. Ranking 
tests are used to compare the effects of variables, such as composition of parent material, 
welding procedure and filler metal, on the corrosion performance of welds. These are 
generally rapid tests and are conducted in reasonably aggressive environments. These tests 
provide a relative ranking of the corrosion performance but do not provide direct 
information on the performance of the weld in service [170,171].  
The tests outlined below are reviewed on a scientific basis to identify the importance of 
selecting the appropriate test and test conditions with respect to the detection of sensitisation 
in the welded regions of duplex stainless steels. These tests are commonly used as standard 
test methods for pipeline application for the oil and gas industry.  
The ASTM A923-08 Standard Test Methods for Detecting Detrimental Intermatellic 
Phase in Duplex Austenitic/Ferritic Stainless Steels;  is designed to detect intermetallic 
phases in duplex stainless steels [172]. It is often used to qualify welds of stainless steels and 
nickel-based alloys. It is acknowledged that this is a measure of the general corrosion rate 
whereas corrosion will probably be in the form of pitting. The ASTM A923 test is a rapid 
test which is useful for providing a quick ranking of welds [150]. Test method A describes the 
use of a sodium hydroxide etch test to identify the presence of intermatellic compounds. 
Test Method B describes to use of Charpy Impact test for classification of structures of 
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duplex stainless steels while Test method C describes the use of ferric chloride for 
classification of structures of duplex stainless steels. The criterion is based on acceptance 
and rejection for rapid screening purposes as commonly used by pipe mills. 
The ASTM A262 Standard Practice for Determining Susceptibility to Intergranular 
Attack in Austenitic Stainless Steel  (The Strauss Test) is generally used to determine the 
susceptibility of stainless steels to intergranular attack associated with the depletion of 
chromium around chromium carbide or nitride precipitates. It may be used to evaluate the 
effect on intergranular attack of welding or heat treatment, addition of stabilising elements 
such as titanium and reductions in carbon content. ISO 3651: Part 2 [156] states that the test is 
applicable to stainless steels that are intended for use in a mildly oxidising acid 
environment, such as sulphuric acid or phosphoric acid. 
The ASTM A262 Standard Practice for Determining Susceptibility to Intergranular 
Attack in Austenitic Stainless Steel, Practice E [157] is used to determine sensitisation in 
particular stainless steels. The specimen is covered with copper shot or grindings and 
immersed in a solution of sixteen wt per cent sulphuric acid with six wt per cent copper 
sulphate. The potential of a stainless steel specimen in this environment in contact with 
copper filings is about +0.06 V (SCE) [173]. The solution is then heated to its boiling point 
and maintained at this temperature for 24 hours. On removal from solution, the specimen is 
bent through 180° over a rod with a diameter equivalent to the thickness of the specimen. 
The procedure for ferritic stainless steels given in ASTM A763 [174] Practice Z is similar but 
the weight loss of the specimen is also measured in this standard. The specimen is 
considered to have suffered intergranular attack if fissures or cracks, indicating the presence 
of intergranular attack, are visible at a magnification of x20. 
ISO 3651: Part 2 Determination of Resistance to Intergranular Corrosion of Stainless 
Steels [156] describes a procedure for testing ferritic, austenitic and duplex stainless steels. It 
provides guidance on the preparation of welded samples for flat and tube products. The 
surface of the specimen is prepared by mechanical abrasion followed by chemical removal 
of any oxide scales formed. The ISO standard specifies three solutions which may be used 
and provides guidance on the solution which should be used for a particular steel 
composition. The solutions are: 
i. 16 wt% sulphuric acid/6 wt% copper sulphate 
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ii. 35 wt% sulphuric acid/7 wt% copper sulphate 
iii. 40 wt% sulphuric acid/2 wt% ferric sulphate 
Solutions ii and iii are similar to those used in the copper-copper sulphate - sulphuric acid 
test and in the Streicher test. When solutions i or ii are used the specimen should be covered 
with copper filings as in the ASTM test method. The specimen is immersed in the test 
solution which is heated to its boiling point and maintained at this temperature for 20 ± 5 
hours. The corrosion potential of the specimens in solutions i and ii would be expected to be 
about +0.06 V (SCE) but in solution iii the corrosion potential would be about +0.60 V 
(SCE) [170]. On removal from solution, specimens from wrought products are bent through at 
least 90o (compared to 180o for the ASTM test) over a rod with a radius equivalent to the 
thickness of the specimen. For cast products, the radius of the rod shall be no more than 
twice the thickness of the specimen. This is different to the ASTM test which specifies a 
diameter equivalent to the specimen thickness. The specimen is considered to have suffered 
intergranular attack if fissures or cracks are visible at a magnification of x10, although 
cracks at the edge of the specimen may be disregarded. If it is uncertain whether cracking is 
due to intergranular corrosion, a 90° bend test should be conducted on a sample which has 
not been exposed to the environment. Gooch [175] considers that it is also useful to conduct 
an exposure test after which the specimen is sectioned to examine for cracks but not bent. It 
is also recommended that the welded sample should be bent longitudinally along the weld in 
some tests. 
A major advantage of these tests is that they are rapid. Copper is added to increase the rate 
of attack by moving the corrosion potential of the stainless steel from the passive region to 
the active region. The major drawback of this test is that it does not necessarily provide 
information about the performance of the material in other environments. Another concern 
with the ASTM test is that cracking may result from lack of ductility in the weld metal 
rather than intergranular corrosion [176]. This should be identified if a control bend test was 
conducted as recommended in the ISO standard [156]. 
ASTM A262 Standard Practice for Determining Susceptibility to Intergranular Attack 
in Austenitic Stainless Steel, Practice C [157] describes the procedure to measure the 
relative susceptibility of austenitic stainless steels to intergranular attack. This test is 
particularly useful for evaluating alloys for use in nitric acid or other highly oxidising 
environments, to ensure that the material composition is adequate. The specimen is 
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immersed in boiling 65 wt  per cent nitric acid for five periods of 48 hours. The corrosion 
potential of a stainless steel specimen in this environment is in the range +0.75 to + 1.00 V 
(SCE) [170]. After each exposure period, the specimen is scrubbed, weighed and the solution 
is refreshed. The specimen size is not specified, however, for a welded sample there must be 
no more than 12 mm of parent metal on either side of the weld metal. The corrosion rate is 
calculated from the weight loss measurements. No pass/ fail criterion is given in the 
standard as this is a relatively rapid test for detecting the susceptibility of a stainless steel to 
intergranular corrosion. However, the test duration is longer than the Strauss test and the 
Streicher test. 
ASTM A262 Standard Practice for Determining Susceptibility to Intergranular Attack 
in Austenitic Stainless Steel, Practice B and ASTM A763 Standard Practice for 
Detecting Susceptibility to Intergranular Attack in Ferritic Stainless Steels , Practice 
X[157,174] describes the test procedure for the Streicher test to detect susceptibility to 
intergranular attack associated with chromium-depleted regions. It does not detect formation 
of the sigma phase in wrought steels. In ferritic stainless steels, the test detects susceptibility 
to intergranular corrosion associated with the precipitation of chromium carbides, chromium 
nitrides and intermetallic precipitates such as chi and sigma phases. The solution may also 
selectively attack titanium carbides and nitrides. 
The specimen is immersed in a boiling solution of ferric sulphate - 50 wt per cent sulphuric 
acid for 120 hours. The potential of a stainless steel specimen in this solution is the redox 
potential of the Fe3+/Fe2+ equilibrium, i.e. in the range +0.55 to +0.60 V (SCE) [173]. The 
concentration of ferric ions allows the couple to provide a large current without an 
appreciable change in potential, approaching a non-polarisable electrode. The cathodic 
reaction i.e. the reduction of ferric to ferrous ions occurs on the exposed passive surface.  
The specimen size is not specified but for a welded sample there must be no more than 12 
mm of parent metal on either side of the weld metal. In ASTM A262 the results are 
evaluated by measuring the weight loss of the specimen but in ASTM A763 the results may 
be evaluated by weight loss or microstructural examination. A pass/fail criterion is not given 
in the standards. The advantages of this test are that it is simple and rapid. The disadvantage 
is that it does not provide specific information about performance in service. 
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ASTM A262 Standard Practice for Determining Susceptibility to Intergranular Attack 
in Austenitic Stainless Steel, Practice F and ASTM A763 Standard Practice for 
Detecting Susceptibility to Intergranular Attack in Ferritic Stainless Steels, Practice 
Y[157,174] provide procedures to determine the susceptibility of molybdenum-bearing cast 
austenitic stainless steels or ferritic stainless steels to intergranular attack associated with the 
depletion of chromium around chromium carbide or nitride precipitates. The test solution is 
50 wt per cent sulphuric acid with about eight wt per cent copper sulphate. Copper is added 
to the solution in the form of a single piece, shot or chips. The specimen is immersed in the 
solution, which is boiling, but is not in contact with the piece of copper. The corrosion 
potential of a stainless steel specimen in this solution is about +0.13 V (SCE) [173]. The test 
duration for austenitic stainless steels is 120 hours. The test duration for ferritic stainless 
steels depends on the alloy and recommendations are made in ASTM A763. The mass loss 
of the specimen is measured. No pass/ fail criterion is given in ASTM A262. ASTM A763 
states that the pass criterion is to be agreed between the supplier and the purchaser and may 
be based on mass loss or visual examination. A major advantage of this test is that it is 
rapid. The environment is deliberately aggressive to ensure that corrosion occurs within a 
short timescale. The major drawback of this test is that it does not necessarily provide 
information about the performance of the material in other environments. 
ASTM A262 Standard Practice for Determining Susceptibility to Intergranular Attack 
in Austenitic Stainless Steel, Practice A and ASTM A763 Standard Practice for 
Detecting Susceptibility to Intergranular Attack in Ferritic Stainless Steels, Practice 
W[157,174] describe the procedures for the oxalic acid test, which are very rapid tests to 
identify austenitic and ferritic stainless steels which are resistant to intergranular attack 
associated with chromium-depleted regions around chromium carbide precipitates. It is 
designed as a preliminary screening test to determine whether exposure tests, such as the 
Huey, Strauss and Streicher tests (ASTM A262 Practices B, C, E and F), which take from 4 
to 240 hours, are necessary. The specimen is polished, immersed in ten wt per cent oxalic 
acid and an anodic current of 1.0 A cm-2 is applied for 1.5 minutes. The potential of a 
stainless steel specimen during the test is about +1.75 V (SCE) [173]. The specimens are 
examined at magnifications of x250 to x500 and categorised according to their appearance. 
The specimens are categorised into three classes according to their microstructure. Steels 
without chromium carbide precipitates appear to have a step microstructure as the grains 
corrode at different rates. Steels which have a continuous path of chromium carbide 
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precipitates around the grains appear to have a ditch structure. Steels for which some parts 
of the grain boundaries are etched but the grain boundary of any single grain is not 
completely etched, have a dual structure. Steels with step and dual structures do not show 
significant weight loss values in immersion tests as whole grains of material will not be lost. 
Therefore, these steels are considered to be resistant to intergranular attack and further 
exposure tests are not required. 
The main advantages of the test are that it is very simple and rapid and therefore useful as a 
quality control test. The major drawback is that it is often difficult to determine whether a 
fully ditched structure has been developed and the judgement may be somewhat subjective. 
2.2.4.2 Electrochemical Potentiodynamic Reactivation (EPR) Test 
The purpose of the test is to detect the extent of chromium depleted regions around 
precipitates in stainless steels. In duplex stainless steels, chromium depleted regions are 
formed around intermetallic precipitates, such as the sigma phase (rich in iron, chromium 
and molybdenum). The test involves conducting a potentiodynamic sweep from the passive 
region to the active region and measuring the current. The current is associated with 
corrosion of the chromium depleted regions surrounding chromium-rich precipitates.  
ASTM G108 [177] describes the test procedure for 304 and 304L austenitic stainless steels, 
which is not, however, considered suitable for duplex stainless steels. The specimen is 
polished to a one µm diamond paste finish and immersed in a solution of 0.5 M sulphuric 
acid + 0.01 M KSCN at 30 °C. After one to two minutes the open circuit potential is 
measured and the specimen is polarised to +200 mV (SCE) and held at this potential for two 
minutes. The potential is then scanned in the negative direction at a rate of 1.67 mV/s to a 
potential 50 mV more positive than the original open circuit potential. The parameter, Pa, is 
calculated, where Pa is the charge passed, Q, normalised with respect to the area of grain 
boundary, as shown in equation 2.63. 
[ ]Ga eAQP 51.03101.5 −×=  Equation 2.63 
Here A is the specimen area and G is the grain size at 100 x measured according to ASTM 
E112 [178]. This equation is based on the assumption that dissolution takes places uniformly 
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over the grain boundary region. The grain boundry width is assumed to be 10-4 cm for all 
specimens. 
The ASTM technical committee G01.11 have considered including the double loop EPR 
method as Method B. An ISO standard for EPR testing has recently been developed by 
Working Group 9 of ISO Technical Committee 156 [179]. The standard includes a procedure 
for conducting a single loop EPR test for 304 and 304L austenitic stainless steels which is 
essentially the same as the procedure given in ASTM G108. The standard includes also a 
procedure for conducting a double loop EPR test. The double loop EPR test as standardised 
for austenitic stainless steels is not suitable for duplex stainless steels as selective attack of 
the ferrite occurs during the polarisation scan. Nevertheless, Schultze et al. [180] have 
modified the double loop test for duplex stainless steels. The solution used was 0.5M H2SO4 
+ 0.001 M TA (thioacetamide), to reduce the extent of ferrite dissolution, and the 
temperature was 60 °C. The polarisation scan was started 10 minutes after immersion of the 
specimen. The potential was scanned from -500 mV (SCE) to +200 mV (SCE) and back to -
500 mV (SCE) at a rate of 1.67 mV/s. The ratio of the reactivation charge to the passivation 
charge was calculated. Schultze et al. [180] also evaluated the single loop test described in 
ASTM G108 for duplex stainless steels on the basis that the extent of ferrite dissolution 
would be less in a single loop test than in a double loop test. The tests were conducted at 
70°C. The specimen was immersed in the solution for 10 minutes, polarised at -600 mV 
(SCE) for 1 minute followed by +200 mV (SCE) for two minutes. The potential was then 
scanned from +200 mV (SCE) to -500 mV (SCE) at a potential of 1.67 mV/s. There was a 
good correlation between the amount of sigma phase and the reactivation charge. The 
sensitivity depended on the surface preparation. The reactivation charge was more sensitive 
to the amount of intermetallic precipitation for a rougher surface, wet ground to 360-ASTM, 
than for a smoother surface, polished to 3 µm. Schultze et al. [180] suggested that the EPR 
method could be applied to welds but did not demonstrate this. CEFRACOR, France intend 
to produce a standard on EPR testing of duplex and super duplex stainless steels but a draft 
document is not yet available [181]. 
Clarke [182] has developed a cell for conducting EPR measurements of welded piping 
following fabrication or installation. The procedure used is similar to the single loop test 
described in ASTM G108. The area where the measurement is to be taken is polished to a 1 
µm finish using a hand held tool. Lacquer is applied to the surface leaving a small area 
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exposed. An acrylic cell is strapped onto the pipe and an O-ring is used to seal the cell to the 
pipe. After the EPR test, the exposed area and the grain size are measured using a portable 
microscope. A database on the stress corrosion cracking resistance of welds of 304 stainless 
steels was established using slow strain rate testing and used to correlate the EPR results 
with stress corrosion cracking resistance. 
One drawback of using this technique in-situ is that the measurements are made on the 
outside of the pipe although the inside is more critical as this region is more highly 
sensitised. Clarke [182] obtained data for the EPR values on both the outside and inside of a 
pipe to enable an estimation of the EPR value of the inside of the pipe based on a 
measurement of the outside. Another suggested approach was to drill a small hole from the 
outside of the pipe to a depth where sensitisation is similar to the inside. However, this 
would require weld repair. Alternatively, spot heat could be applied to the outer surface of 
the pipe to simulate the heat input on the inside surface. However, this may introduce 
residual stress and may affect the material characteristics of the inside of pipe.  
2.2.4.3 Summary of Corrosion Tests for Assessing Degree of Sensitisation 
The ASTM A262 Practice B , ASTM A763 and  The ASTM A923 tests are rapid test which 
is useful for providing a quick ranking of welds. The disadvantage is that it does not provide 
specific information about performance in service. It is designed as a preliminary screening 
test to determine whether exposure tests, such as the Huey, Strauss and Streicher tests. The 
ASTM A262 Practice E, and ISO 3651 requires 24 hours testing and metallographic 
examination while The ASTM A262 Practice D requires 48 hours. The double loop EPR 
test as standardised for austenitic stainless steels is not suitable for duplex stainless steels as 
selective attack of the ferrite occurs during the polarisation scan. The sensitivity depended 
on the surface preparation.  A summary of the various ranking tests and tests involving 
corrosion potentials, to determine sensitisation in stainless steels is given below in Tables 
2.7 and 2.8. 
 
 92 
 
Test Materials Uses Standard 
Ferric chloride Duplex Stainless steels Intergranular attack ASTM A923 
Strauss 
Austenitic stainless 
steels 
Intergranular attack associated with 
chromium carbides or nitrides 
ASTM A262, 
Practice E 
Ferritic stainless steels Intergranular attack associated with 
chromium carbides or nitrides 
ASTM A763, 
Practice Z 
Huey Austenitic stainless 
steels 
Intergranular attack associated with 
chromium carbides and σ phase 
ASTM A262, 
Practice C 
Streicher 
Austenitic stainless 
steels 
Intergranular attack associated with 
chromium carbides 
ASTM A262, 
Practice B 
Ferritic stainless steels 
Intergranular attack associated with 
chromium carbides, nitrides and 
intermetallic phases such as σ phase 
ASTM A763, 
Practice X 
Copper-copper 
sulphate-
sulphuric 
acid 
Mo-containing cast 
Austenitic stainless 
steels 
Intergranular attack associated with 
chromium carbides or nitrides 
ASTM A262, 
Practice F 
Ferritic stainless steels Intergranular attack associated with 
chromium carbides or nitrides 
ASTM A763, 
Practice Y 
Oxalic acid etch 
Austenitic stainless 
steels 
Intergranular attack associated with 
chromium carbides 
ASTM A262, 
Practice A 
Ferritic stainless steels Intergranular attack associated with 
chromium carbides 
ASTM A763, 
Practice W 
Hydrochloric 
acid 
Austenitic stainless 
steels 
Preferential weld metal 
corrosion due to delta-ferrite 
none 
Electrochemical 
potentiodynamic 
polarisation 
304 and 304L 
austenitic stainless 
steels 
Intergranular attack associated with 
chromium carbides 
ASTM G108 
Duplex stainless steels Pitting associated with intermetallic precipitates ISO 12732:2006 
Table 2.7: Summary of ranking tests for stainless steels associated with Chromium depletion 
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Test method Environment Corrosion potential 
V (SCE) 
Relevant 
standards 
Strauss 16 wt% sulphuric acid- 
6 wt% copper sulphate 
0.06 ASTM A262 
ASTM A763 
ISO 3651 
Copper-copper 
sulphate-sulphuric 
acid 
35 wt% sulphuric acid- 
copper sulphate 
0.06 ISO 3651 
Copper-copper 
sulphate-sulphuric 
acid 
50 wt% sulphuric acid- 
8 wt% copper sulphate 
0.13 ASTM A262 
ASTM A763 
Streicher 50 wt% sulphuric acid- 
ferric sulphate 
0.55-0.60 ASTM A262 
ASTM A763 
Sulphuric acid-ferric 
sulphate 
40 wt% sulphuric acid- 
ferric sulphate 
0.60 ISO 3651 
Huey 65 wt% nitric acid 0.75-1.00 ASTM A262 
Oxalic acid 10 wt% oxalic acid 1.75 ASTM A262 
ASTM A763 
Table 2.8: Tests for varying the corrosion potential of stainless steels in solutions used to evaluate the 
susceptibility to sensitisation 
2.2.5 The Development of Electrochemical Potentiodynamic Reactivation 
Methods  
The electrochemical potentiodynamic reactivation (EPR) method came as a response to a 
situation in corrosion testing which was primarily characterised by the need for a better, 
quantitative method of measuring the degree of sensitisation (DOS) in welded components 
and the need for a rapid, non-destructive field test. The development of this technique is 
summarised below:  
• Introduction of the back-scan technique using 5 N H2SO4 at 70 °C; [183] 
• Measuring techniques extended by Novák et al.; and [184] 
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•  Practical applications at Creusot-Loire [185], the Welding Institute and Hitachi–
Toshiba[183]. 
An outline of the various research areas conducted, aimed at refinement and further 
development of the EPR test are listed below:  
• Comparisons of EPR with anodic polarisation and constant potential etching; [186] 
• Comparability of individual EPR variants; [187] 
• Correlation of current ratios; [187,188] 
• EPR additives other than KSCN; [188,189] 
• European round-robin on EPR testing; [190 to 191] 
• Double loop EPR recommendation; [192] 
• Non-destructive on-site measurements; and [193,194] 
• Comparisons and standardisation of single loop and double loop EPR techniques 
[195]
.  
2.2.6  Application of EPR for Duplex Stainless Steels 
Recently, a significant amount of attention has been given to the detection of sensitisation in 
duplex stainless steels, where the ferrite is understood to be attacked preferentially, 
particularly in strongly oxidising media. Both single loop and double loop EPR tests can be 
used to study this as well as the decomposition of ferrite to sigma and chi phases, and the 
precipitation of carbides.  
The EPR tests were conducted for a number of different purposes. Primarily such tests were 
carried out to determine the effects of intergranular corrosion, which have been extended to 
examine pitting [196,197], crevice corrosion, intergranular stress corrosion cracking, and knife-
line attack [198 to 200]. Other notable areas of study where the test has been applied were:  
• Nature of precipitation; [201,202] 
• Low temperature sensitisation; [194] 
• Thermomechanical treatment [203 to 205 and 206] of stainless steels  for intergranular 
corrosion and intergranular stress corrosion cracking immunisation; 
• Welding [207,208] and aging related degradation of austenitic CrNi steel piping welds 
in boiling water reactor (BWR) conditions; [209] and 
• Fatigue damage of nuclear reactor pressure vessel steels [210]. 
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In summary, the versatility of this test has shown that apart from assessment of the 
susceptibility to intergranular corrosion, the EPR test has been used to detect pitting, crevice 
corrosion measurements, stress corrosion cracking studies in addition to the examination of 
structures and phases. The evaluated response in EPR measurements are based on the active 
peak current, the ratio of active peak currents on the forward and reverse scans, the 
reactivation charge as well as parameters relating to the hysteresis in the active region. In 
the potentiodynamic reactivation test, the polarisation curves are recorded under 
experimental conditions to identify differences in electrochemical behaviour of the 
chromium-depleted grain boundaries and the base material, i.e. the grains themselves, which 
have been produced by variations in chemical composition and/ or structure. 
Electrochemical polarisation can also be used to investigate other structural components and 
changes, for example, ferrite, the sigma phase [146, 211], carbides, nitrides and sulphides.  
2.2.6.1  Electrochemical Potentiodynamic Reactivation Method 
The single and double loop electrochemical potentiodynamic reactivation techniques (SL-
EPR and DL-EPR, respectively) are techniques which employ potentiodynamic scans to 
assess the degree of sensitisation. Both tests are generally performed in a 0.5 M H2SO4 + 
0.01 M KSCN solution at room temperature. In the single loop technique (Figure2.30) the 
sample is first allowed to stabilise in the solution, arriving at an open circuit potential 
typically around -400 mV (SCE). 
After the sample has been allowed to stabilise, a potential of +200 mV (SCE) is applied in 
order to passivate the steel. The potential is then scanned from +200 mV (SCE) down to the 
previously established open circuit potential. As the potential is decreased, the grain 
boundaries will preferentially activate. As such, the total anodic current or charge, Q passed 
as the potential is decreased at a fixed rate will be proportional to the grain boundary area 
activated, and hence be indicative of the degree of sensitisation [212]. 
The double loop EPR technique is similar in many ways to the single loop technique. Again, 
the sample is allowed to stabilise at open circuit. Next, rather than passivating the sample 
potentiostatically, the potential is scanned dynamically from open circuit (typically -400 mV 
(SCE)) up to +300 mV (SCE), after which it is scanned back down to the original open 
circuit potential. At this point, the peak current of the anodic nose from the first anodic 
polarisation (Ia) is compared to the peak current on the return scan (Ir) [213,214]. The current 
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on the return scan is assumed to be primarily due to the reactivation of the chromium 
depleted grain boundaries. As a result, the ratio of Ir:Ia is used to establish the degree of 
sensitisation. Scans from the double loop EPR test show a cyclic curve consisting of a 
forward scan followed by a reverse scan, possibly with a delay at the vertex, which 
generally is located within the passive range (where the metal is covered and protected with 
a passive film). This is shown schematically in Figure 2.30 and Figure 3.31. 
 
Figure 2.30: Schematic showing the single loop electrochemical potentiodynamic reactivation 
techniques  
 
Figure 2.31: Schematic showing the double loop electrochemical potentiodynamic reactivation 
techniques 
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The essence of the electrochemical potentiodynamic polarisation methods described here is 
the rendering of the functional dependence of current density (c.d.) in response to changes 
in applied potential.  
2.2.6.2 Description of the DL-EPR Experimental Arrangement 
The electrochemical polarisation measurements are conducted using a potentiostat. The 
system operates with three electrodes of which one is the specimen being tested, another is a 
platinum counter electrode, and the third is a reference electrode. The corrosion current 
passes between the test specimen and the platinum electrode, and responds to controlled 
changes of potential.  
Thus, an electrochemical cell for polarisation measurements supports a working electrode 
(metal to be tested), a counter electrode (platinum), and a reference electrode (saturated 
calomel electrode SCE, or other). The traditional standard multi-neck polarisation cell is 
operated with cylindrical specimens of 1 to 1.4 cm2 electrode surface area. The specimens 
must be machined, polished, degreased, and attached to the working electrode holder of the 
cell.  
As a rule, electrochemical reactions proceed more rapidly in heated solutions of higher 
concentration. Temperature and concentration factors may induce pitting and crevice attack 
at the contact points between the specimen and the holder. Various techniques and cells 
have been developed to cope with this problem. Cell designs currently employed include the 
standard cell for electrochemical polarisation measurements; electrochemical polarisation 
arrangements with heating circuit; or the AVESTA cell with filter rings to prevent crevice 
attack.  
2.2.6.3 Previous Studies on the DL-EPR Experimental Conditions 
Reverse sweeps of double loop potentiodynamic polarisation curves for low-carbon 
austenitic stainless steel  [213 to 217] in 2.5 M H2SO4 at 70 °C with additional N2 bubbled in 
the electrolyte with a scan rate 0.0025 V/s was used to detect sensitisation. Detection of 
NbC was greatly assisted in 7.2 M H2SO4 at 70 °C (N2, 0.00083 V/h). Later TixS and Cr3C2 
dissolution was studied in 2.5 M H2SO4 at 70 °C (N2, 0.0025 V/h). 
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2.3 Residual Stress Determination of Duplex Stainless Steel Welds 
2.3.1  Residual Stresses in Duplex Stainless Steels 
The properties of duplex stainless steels are strongly dependent on the microstructure. The 
critical and complicated chemical compositions required for duplex stainless steels demands 
for a very stringent control of the welding parameters. However, the requirements are often 
contradictory. In order to avoid precipitation of the undesirable sigma phase, rapid cooling 
from high temperatures is needed. Consequently, this can result in the development of high 
residual stresses [218]. 
The role of residual stresses is significantly more complex in duplex stainless steels and the 
resultant effect on the microstructure and properties, compared with single-phase austenitic 
or ferritic steels. The austenite and ferrite phases within duplex stainless steels possess 
different physical and mechanical properties, such as yield strength, thermal expansion 
coefficient and thermal conductivity, solubility of alloying elements, etc. These differences 
result in the generation of complex internal stresses after cooling or deformation, associated 
with the different internal stress states of the different phases [219].  
2.3.1.1 Fundamental Theory of Residual Stresses in Duplex Stainless Steels 
Residual stresses are created whenever samples are plastically deformed in a heterogeneous 
manner such that an uneven stress distribution can be associated with a given direction, 
typically observed in forming techniques such as drawing and rolling. The stresses in a 
structure may consist of inherent residual stresses as well as applied stresses. Residual 
compressive stresses are sometimes considered beneficial because they can effectively 
reduce tensile stresses well below levels that may cause failure. However, residual tensile 
stresses may also significantly increase the effective stress level leading to unexpected 
failure. In order to interpret residual stress measurement the causes of inhomogeneous 
plastic deformation which leads to the generation of residual stresses have to be understood. 
The size and shape of the sample itself determine the macroscopic stress field where 
inhomogeneous plastic deformation occurs [219]. The three orders of stresses associated with 
duplex stainless steels are shown schematically in Figure 2.32 
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Figure 2.32: The three orders of stresses in Duplex stainless steels [220] 
Macrostresses often referred to as type-1 stresses, usually extend over a region such as a 
weldment and are distributed over the whole sample volume. Macrostresses may persist in 
the weld region where high thermal gradients exist between the molten region and the base 
material. Contraction due to solidification of the weldment is dependent on the thermal 
gradient of the material adjacent to the weld region. This contributes to the formation of 
tensile residual stresses in the molten region and compressive residual stresses in the 
surrounding volume. When the weld starts to solidify, a residual stress field is developed 
which often remains in a tensile mode where as the heat affected zone will be in a state of 
compression. 
Intergranular stresses or microstresses, often referred to as type-2 stresses, develop on a 
much smaller scale (across grains) and are normally associated with the different 
crystallographic orientations of grains, which deform plastically by different amounts. The 
angle of applied stress and slip directions may influence the development of type-2 stress 
levels significantly [221]. When a stress is applied, the elastic and plastic strain responses 
may be different for distinct crystallographic orientations. When the stress is removed these 
distinct orientations display different residual intergranular stresses. Within a small volume 
element the net microstresses associated with all grains along a given sample direction must 
be balanced to zero when integrated over all grain orientations weighted by volume. These 
microstresses are superimposed on the macroscopic residual stress field.  
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Residual stresses of the third order (microstresses), often referred to as type-3 stresses, are 
homogeneous, and exist in the smallest crystal domains of the material (the order of 
interatomic distances). The internal forces of these stresses are in balance in very small 
domains such as around dislocations. 
2.3.2 Development of Models for Stress/Strain Analysis in Polycrystals 
In 1928, Sachs quantitatively evaluated the elastic and plastic properties of a polycrystal in 
terms of a single crystal [222]. This model assumed that each grain had only one activated slip 
system and thus shape compatibility between the grains and the whole component could not 
be achieved. Bishop and Hill [223] developed a novel model that improved on the Sachs’ 
model. Later, Cox and Sopwith [224] showed that the yield stress of a polycrystal for all 
grains in the region was given by the average of the yield stresses. The Taylor model [224,225] 
allows multiple slip systems to be activated in each grain such that any shape can be taken 
up by the grains. However, the stress balance is neglected in the Taylor model therefore the 
intergranular stresses of all grains will not sum up to zero in the absence of a load.  
Eshelby [222] studied the elastic properties of polycrystalline materials and later developed 
the inclusion model where the interaction of an ellipsoidal inhomogeneity embedded in an 
isotropic elastic solid was considered. This model also considered the different elastic 
constants for the different isotropic elastic solid, the main assumption being that each set of 
grains of a particular crystallographic orientation within a polycrystal are classed as an 
isotropic inclusion. This was the basis of the elastic self-consistent scheme which Kroner 
developed. 
Kroner [226] determined the modifications of Young’s moduli for differently crystallographic 
materials from their values in the single crystal state that led to further development of the 
elastic self-consistent scheme. 
Hill and Hutchinson [227 to 229] further developed on Kroner’s model with the assumption that 
the regime of plastic de-formation to correlate the stress-strain behaviour of individual 
crystals to the macroscopic stress and strain of the polycrystal. Turner and Tome [230, 231] 
developed the elasto-plastic self-consistent (EPSC) model which is a numerical model based 
on Hill’s model. It was designed to be able to include crystallographic orientation and 
expresses the sample’s orientation distribution function as an input parameter [232,233].  
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2.3.3  Neutron Diffraction Theory and Strain Measurement 
Characterisation of stresses using neutron diffraction is a relatively recent technique, which 
first appeared in the early 1980s in the United States, Germany, and Great Britain. 
Optimisation of the equipment has been a matter of continuous development and the field of 
investigation has grown. Today, this technique has been mastered, and is relatively 
accessible. A substantial number of neutron producing reactors and spallation sources exist 
worldwide now, which are well equipped for the determination of stresses by neutron 
diffraction.  
From all the different existing techniques used for stress/strain analysis, only neutron 
diffraction allows the 3D measurement of residual stresses inside the material, in a non-
destructive manner. Two different technologies permit the production of a sufficient neutron 
flux to measure the stresses by neutron diffraction: high flux nuclear reactors and spallation 
sources of neutrons. 
In a neutron diffraction stress/strain analysis experiment, elastic strains are determined by 
the average lattice spacings of a set of grains with a particular crystallographic direction 
[hkl] along a specific sample direction. However, the residual strain measurement is 
actually a superposition of both the macroscopic and intergranular strains. A method of 
solving this problem is to destroy the macroscopic strain field by cutting up the sample into 
small pieces. The intergranular strains ‘locked’ in these small pieces could then be 
measured. The macroscopic components can then be determined by subtracting the 
intergranular strain from the measurement at the corresponding location in the undamaged 
sample. This solution is not viable as it is both destructive and time-consuming. A more 
practical approach is to determine which crystallographic orientations are least affected by 
intergranular effects in different materials. One could then perform the diffraction 
experiments by evaluating grains with minimum intergranular strains. From the viewpoint 
of studying the deformation mechanisms in polycrystals, it is extremely important to 
understand the experimental data attained at the microscopic level [232,233]. 
The main difference between x-ray and neutron diffraction is that x-rays are scattered by 
electrons whereas the neutral-charged neutrons are scattered by nuclei [260]. The scattering 
factor F that increases with the atomic number Z describes the dependence of the intensity 
of the scattered x-ray beam on the internal structural of the element. Scattering lengths b 
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(equivalent to scattering factors in x-ray diffraction) of all elements for neutron diffraction is 
within a factor of two or three of each other and is randomly distributed. 
For each element, the difference increases as Z increases, where F is larger than b. Neutron 
beams have a much lower rate of attenuation compared to x-rays, and have much lower 
scattering factors. This suggests that the penetration depths of neutrons are much larger than 
for x-rays [229]. Compared to x-ray strain measurements that are capable of penetrating a few 
microns into the surface, the long penetration depths of neutrons allows for non-destructive 
strain measurements to be taken at greater depths. Neutron diffraction complements the 
limitations of the x-ray measurements.  
2.3.3.1 Definitions of Stresses and Strains in Polycrystal Materials 
Stress can be defined as the force per unit area exerted on the surface of a body by an 
external body or the surroundings [234]. The stress state of a body is defined by a second rank 
tensor σij. The stress exerted on each face can be resolved into three components: 
• Tensile stress along the normal direction 
• Two in-plane shear stresses 
The suffices of σij are defined by the direction i of the stress and the vector j normal to the 
plane on which the stress acts; therefore: 
 
                                                                        Equation 2.64 
As the force on the body increases, the cross-sectional area will decrease. The term true 
stress is the actual stress that is imposed on the body and is equal to F/A where A is the 
instantaneous cross-sectional area as described by Poisson’s ratio. 
Stress components from one set of orthogonal axes ixˆ to ix′ˆ  of another system, which 
occur, is by transformations given by the following equations: 
Equation 2.65 
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Equation 2.66 
 
where iml is the direction cosine between and ix′ˆ  and mxˆ . The tensor notation is contracted 
to the matrix notation using the Voigt contracted notation. The stress tensor can also be 
expressed in the matrix notation of Voigt by: 
 
Equation 2.67 
 
 
This is done by transposing the reference axis using the law of transformation where: 
Equation 2.68 
Consequently, the stress is given by the ellipsoid of stresses, expressed as: 
Equation 2.69 
For any stress/strain states, the choice of notation and representation of data can be 
expressed in terms of the tensor, matrix and engineering notation, as shown in Table 2.9. 
2.3.3.2 Stress and Strain Notation 
The presence of stress on a body leads to deformation and the corresponding displacement 
is described by a second rank displacement tensor [ ]ije which is defined as:  
j
i
j
i
ij
x
u
x
u
x
e
j
∂
∂
=
∆
∆
∆
=
→
lim
0
       Equation 2.70 












⇒












σ
 σσ
  σ  σσ
σ
 σσ
  σ  σσ
       
3
42
561
33
2322
131211




















=
33
22
12
33
22
11
2
2
2
σ
σ
σ
σ
σ
σ
σ    
23121313111312111233
2
1322
2
1211
2
1111 222 σσσσσσ aaaaaaaaaσ +++++=′
klijikij aaσ σ=′
 104 
Where iu∆ is the displacement of x
r
 in the iˆ direction and jx is the original length of x
r
 in 
the jˆ  direction. The diagonal components iie  contributes to the dimensional changes or 
dilation of the body. The distortion and rotation of the body is accounted for by the off-
diagonal component. The anti-symmetrical part of 
[ ]ije
 is represented by the rotation of:  
( ). e ew jiijij −= 21
        Equation 2.71 
and  
( )
 , e e jiijij −= 2
1
ε
        Equation 2.72 
This is the strain tensor for the deformation state of the body.  The shear strain ijγ  is 
another term often used to describe the distortion and is written as 
j.,  iijjiijijγ ≠=+= εεε 2
       Equation 2.73 
 Tensor Matrix Engineering Notation 
Normal Stress σ11 σ1 σxxσx 
 
σ22 σ2 σyyσy 
 
σ33 σ3 σzzσz 
Shear stress σ23 σ4 σyzτyz 
 
σ13 σ5 σxzτxz 
 
σ12 σ6 σyxτyx 
Longitudinal Strain ε11 ε1 εxxεx 
 
ε22 ε2 εyyεy 
 
ε33 ε3 εzzεz 
Shear Strain ε23 (1/2)ε4 εyz(1/2)γyz 
 
ε13 (1/2)ε5 εxz(1/2)γxz 
 
ε12 (1/2)ε6 εxy(1/2)γxy 
Table 2.9: Stress and strain for Tensor, Matrix and Engineering notation 
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2.3.3.3 Relationship between Stresses and Strains 
Stress is directly proportional to strain within the elastic limit and for isotropic media, 
described by the following equations: 
εEσ =
         Equation 2.74 
and  
ε ⊥−= v
E
σ
         Equation 2.75 
where E is the Young’s modulus of the component along the stress axis, ν is Poisson’s ratio, 
ε
 and ε ┴ are the strains parallel and perpendicular to the load axis respectively [233,234]. 
The stress strain relationship can be written as: 
σδσε kkijijij E
v
E
v
−
+
=
1
      Equation 2.76 
Or conversely, stress may be expressed as: 
     
( )( ) εδεσ ννν ij
vEE
kkijij 2111 −+
−
+
=
     Equation 2.77  
Where δ is the Kronecker delta function. The elastic strain is reversible and the original 
dimensions of the body are restored once the stress is removed [236]. 
2.3.3.4 Elastic Behaviour in Single Crystal Cubic Systems 
For single crystal cubic systems subject to stress levels below the yield stress, the elastic 
strain is described by the generalised Hooke’s law. The elastic strain is related to the stress 
in crystal coordinates by the compliances Sijkl and the stiffness Cijkl (fourth rank tensors 
because of energy invariance), which have the same symmetrical properties, thus: 
  σs klijklij =ε
        Equation 2.78 
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and  
,klijklij C εσ =
                Equation 2.79 
Where; i, j, k, l, = 1,2,3. 
The number of independent components is largely reduced for both Sijkl and Cijkl. 
Compliances and stiffnesses are usually defined in crystal axes ixˆ , as an example [111] 
austenite has a lower modulus of elasticity, therefore exhibits a higher stiffness where as the 
[100] ferrite is significantly more ductile with a higher modulus of elasticity therefore 
transformations to the coordinate system ix′ˆ are given by: 
slllls mnpqlqkmjnimijkl ='
       Equation 2.80 
and  
cllllc mnpqlqkmjnimijkl ='
      Equation 2.81 
From the matrix notation of σij and єij, the suffices of Sijkl and Cijkl are contracted by 
reducing the first two and the last two suffices into two single suffices. Hence, can be 
written as: 
σε jiji s=
             Equation 2.82 
and         
εσ jiji c=
            Equation 2.83 
 i,  j   =   1,   2, . . .,   6. 
Since these are both crystal properties that must conform to the symmetry of the crystal, the 
number of independent compliance and stiffness may be further reduced. For cubic 
materials, there are only three independent stiffness and compliance given that: 
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ccc 332211 ==
 ,    
ccc 665544 ==
 ,   
ccc 231312 ==
     Equation 2.84 
and 
sss 332211 ==
 ,    
sss 665544 ==
 ,   
sss 231312 ==
    Equation 2.85 
If uniaxial stress σ is applied to a crystal along the direction [hkl], the corresponding strain 
in the load direction is: 
σε Ehkl
1
|| =
        Equation 2.86 
If the load is perpendicular to direction of [hkl], the corresponding strain in the load 
direction is: 
σε Ehkl
1
=⊥
        Equation 2.87 
Ehkl is then determined by assigning [hkl] along 1xˆ′  in an arbitrary coordinate system. The 
applied stress σ is σ’11 and can be written as: 
''' 11111111 σε s=
        Equation 2.88 
where S’1111 can be easily calculated for a cubic crystal, the Young’s modulus in the 
direction [hkl] is [225]: 
SAS hkl
hkl
sE
21 11
'
1111 −==
      Equation 2.89  
where  
sssS 441211 2
1)( −−=
      Equation 2.90 
and  
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      Equation 2.91 
The strain direction is parallel to load and the load axis, quantities used to relate stress and 
strain such as Ehkl are functions of crystallographic directions. From the equation above, we 
get the Young’s modulus defined as: 
SAS
E
hkl
hkl 2
1
11 −
=
       Equation 2.92 
2.3.3.5 Stress/Strain Analysis for Two Phase or Duplex Materials 
In two phase or duplex materials, the grains have different physical and elastic properties 
therefore the microstresses over the one phase do not equal zero. In order to calculate the 
stresses, the following equation [236] applies: 
phPl
ij
phTh
ij
phE
ij
I
ij
ph
ij σσσσσ +++=
    Equation 2.93 
Where I is the macrostress value and misfit elastic, thermal and plastic stresses are denoted 
by E, Th and Pl, respectfully. 
The mismatch stresses are defined as the average value of the microstresses over all grains 
belonging to one phase and for both phases the sum of the macrostresses must be zero over 
a large volume of material. This can be expressed as: 
( ) 21 1 phijphijIij ff σσσ −+=
     Equation 2.94 
The summation of the two macrostresses for both phases gives rise to the overall 
macrostress. 
2.3.3.6 Thermal Expansion in Crystals 
The compliance stiffness is referred to in a similar manner to the thermal expansion 
coefficients and the symmetry of crystal. If the temperature change is uniform throughout 
the crystal, in order to preserve the cubic symmetry the thermal strains of a cubic crystal 
must be the same along all directions. There is only one independent thermal expansion 
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coefficient for crystals of cubic structure. The thermal expansion coefficients are different 
for the < a > and < c > axes in non-cubic (tetragonal and hexagonal) structures.  
2.3.3.7 Plasticity and Slip Mechanisms in Crystals 
Slip development in addition to dilation and distortion, is the primary deformation 
mechanism in most materials. Plastic deformation takes place by means of dislocation 
motion such as slip or twinning. It involves shifts of dislocation lines lying on the slip 
planes along the slip direction. Slip may also cause rotation of the crystals.  
Slip movement is dependent on interatomic separations especially for slip planes with 
widest degree of separation; these offer smallest resistance and are the most favourable 
mode of development. Each translation step in slip must be at least the distance between 
successive equilibrium atom positions particularly if the symmetry of the crystal is 
unchanged after deformation. Both the slip plane and slip direction are dependent on the 
crystallographic symmetry, hence the preferred slip directions are the ones in which the 
atoms are closest packed. Usually there is more than one equivalent slip system because of 
symmetry. Such is the case for face-centred cubic crystals, which have four sets of {111} 
planes in a unit cell, each containing three <110> directions, and hence there are 12 
equivalent slip systems in total. Slip is activated when the shear stress acting on a slip 
system reaches the critical resolved shear stress Cτ , θ and Ψ are the speherical coordiate 
system used to describe the angular posotion, . If a tensile stress is applied along an axis of 
the crystal, the shear stress, τ , on the slip system is: 
ψθστ coscos=
       Equation 2.95 
The shear strain, γ , which develops on a slip system normal to the slip plane 2xˆ  with slip 
direction ixˆ is related to the plastic strain 
p
ijε
 in the external coordinate system ix'ˆ  by ix′ˆ  
( ),,,,
2
1
2121 llll ijjipij +=∈ γ
      Equation 2.96 
The yield stress yσ  is the stress required to produce cττ = . yσ  is dependent on texture 
and the load sustained. The hardening in the plastic region can be interpreted as the increase 
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in the cτ  of the slip systems as deformation proceeds. Five independent slip systems have 
to be activated for a crystal to undergo deformation [226]. 
2.3.3.8 Elastic and Plastic Anisotropy in Crystals 
Elastic and plastic anisotropy in single crystals are dependent on the elastic properties of a 
material. The [111] directions exhibit the highest degree of stiffness, while the [001] 
direction is the softest direction in a cubic crystal. The bulk Young’s modulus is the average 
of all the grains in the aggregate and is expected to be intermediate between ε001 and ε111. 
The natural strain of a grain with [111] direction along the load axis is smaller than the 
average strain of the bulk for polycrystals under uniaxial loading conditions. The opposite is 
true for grains with [001] directions along the load axis. The [111] grains exhibit tensile 
stress while the [001] grains exhibit compressive stress in polycrystalline materials 
exhibiting aggregate forces. The effective Young’s modulus associated with different 
directions is modified. As long as the stress values remains below the yield stress, all the 
local stresses and strains in the grains disappear once the stress is removed. The 
development of the model for the modified Young’s moduli of polycrystals were done by 
Kroner [226]. 
The shear stresses experienced by the slip systems of grains of different crystallographic 
orientations vary when a load is applied. Grains with orientations such that their slip 
systems are easily activated will undergo plastic deformation. Grains which have not 
exceeded the critical resolved shear stress, cτ  respond to the load elastically. As plastic 
deformation is permanent, the elastic strains in grains caused by plastic anisotropy will 
remain after unloading. The compressive strains in plastically soft grains counteract the 
elastic tensile strains locked in grains with plastically firm orientations along the load axis. 
Elastic strains remaining in the grains due to plastic and elastic anisotropy are referred to as 
Intergranular strains. 
2.3.4  Models of Deformation in Polycrystals 
The overall stress-strain relationship is determined by averaging the response of all grains in 
that system. In this section, work conducted by Voight, Reuss and Eshelby [237,220] is 
reviewed. The Kroner model with the modified elastic constants of grains due to elastic 
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anisotropy [226], the Hill and Hutchinson analysis [238] and the elasto-plastic self-consistent 
model [229] that study the effects of plastic anisotropy in polycrystals are also discussed. 
2.3.4.1 Voight Model 
The main assumption in the Voight Model is that the strain is uniform in the polycrystal, 
that each grain experiences the same strain and there is continuity on grain boundaries. The 
elastic constants are calculated from five stiffness constants of the single crystal and are 
independent of crystallographic direction [220]. Equations 2.97 and 2.98 shows the 
correlation between Ehkl and νhkl for the Voight model: 
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      Equation 2.97 
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   Equation 2.98 
2.3.4.2 Reuss Model 
The Reuss Model specifies that the stress field in the material is considered to be uniform 
and each crystal develops a strain field which is proportionate to the anisotropic modulus in 
a particular direction. The elastic constant depends on crystallographic orientation [220]. 
Equations 2.99 and 2.100 show the correlation between Ehkl and νhkl for the Reuss model.: 
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     Equation 2.100 
2.3.4.3 The Eshelby Inclusion Model and The Kroner Model 
The inclusion model was proposed by Eshelby in 1958. The model calculates the elastic 
strain state inside an inclusion with constrained elastic deformation due to the surrounding 
homogeneous medium. The matrix itself is Cijkl, in the absence of the elastic constants of the 
inclusion. The main difficulty is to determine the constrained strain 
C
ijε created in the 
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inclusion and the matrix when the aggregate deforms. The most significant result of this 
model is that the strain inside an inclusion is uniform if it is ellipsoidal in shape and it 
depends only on the aspect ratios of the ellipsoid [237].  
The Eshelby tensor ijklε  shows the relationship between the stress-free strain and the 
constrained strain in the grain without any influences from the surrounding homogeneous 
medium. Here each grain in the polycrystal is considered as an inhomogeneity with different 
elastic constants, the homogeneous effective medium (HEM) represents the bulk of the 
material. When a stress field is applied to the polycrystal, the interaction between the HEM 
and the inhomogeneity introduces a constrained strain
C
ijε
 inside the inhomogeneity. 
Eshelby showed that the inhomogeneity could be replaced by an ‘equivalent inclusion’ with 
a stress-free strain under a given applied field 
A
ijε
. The stress-free strain 
T
ijε
 of the 
equivalent inclusion is, in turn, determined as a function of its elastic constants and those of 
the matrix, and ε. The constrained strain of an ellipsoidal inhomogeneity is determined from 
T
ijε with the aid of the Eshelby tensor [237]. 
The assumption that the polycrystal is a HEM means that correlation effects such as void 
formations around grain boundaries and segregation of one phase from another are not 
accounted for by the model. Since stress relaxation is largely affected by correlation effects, 
the predicted strains of the grains based on the Eshelby model will be incorrect if the 
microstructure of the polycrystal is not homogeneous. Uniform strain distribution within 
grains may also be too stiff to describe materials with highly anistropic properties such that 
responses of individual grains are very different during deformation. Large incompatibilities 
may cause an uneven distribution of internal stresses between the grain boundaries and the 
inner region of the grains. 
The elastic deformation of each crystallite is affected by neighbouring grains with different 
orientations in a polycrystal. Based on the inclusion model, each individual crystallite is 
considered as an ‘equivalent inclusion’ with constrained strain 
C
ijε in addition to the strain 
A
ijε corresponding to the applied stress field. The existence of the constrained strain 
changes the actual Young’s modulus ratio of the applied stress to the strain response, 
associated with the different crystallographic orientations in a polycrystal. 
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Based on the inclusion model in a self-consistent scheme, the Kroner model calculates the 
actual Young’s modulus of grains in a polycrystal. The model assumes that the polycrystal 
is under homogeneous macroscopic stress and strain states, and that its individual 
crystallites exhibit all orientations equally. With the elastic constants ijklC  and ijklS equal to 
those of the bulk, the polycrystal is considered to be a homogeneous matrix. The single 
crystal elastic constants are ijklC  and ijklS  and each set of grains of a given crystallographic 
orientations are considered as spherical inclusions with elastic constants ijklC ′  and ijklS ′  in the 
sample coordinates. The overall or macroscopic stress ij∑ and strain εij are set to be equal 
to the average for all the individual crystallites to ensure self-consistency. Based on this 
assumption, Kroner [226] showed that the strain 
C
ijε and stress 
C
ijσ
 were related to εij and 
ij∑ : 
Eu klijklcij =ε
        Equation 2.101 
and  
klmnkliijmn
c
klijkl sus σσ
_
' =
      Equation 2.102 
where  
)'(1 mnklmnklijmnijkl Ccvu −−= −
     Equation 2.103 
and  
,' mnklijmnijklijklijkl wCCcv +−−=
     Equation 2.104 
and thus 
mnklw is the inverse of the Eshelby tensor. The stress and strain of the inclusion 
I
ijσ and 
I
ij∈ can be written in terms of E and ∑ such that: 
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ErC mnijmnijmnIij )( '+=σ
         Equation 2.105 
and  
,)' Σ∈ += klijmnijmnIij tS
   
 Equation 2.106 
where 
 
ucCcr klmnijklijmnijmnijmn ''' +−=
 Equation 2.107 
and  
.' Sut klmnijklijmn =
 Equation 2.108 
Average stresses and strains in all grains are given by the following equations: 
ErC mnijmnijmnIij )( '+=σ
          
 Equation 2.109 
and  
,)( ' ∑∈ += mnijmnijmn
I
ij tS
           Equation 2.110 
which are equal to the macroscopic stresses and strains ∑  and E of the polycrystal. Hence: 
,0' =r ijmn
 when summed over m and n, and  Equation 2.111 
,0' =t ijmn
 when summed over i and j. Equation 2.112 
The components of r’ijkl and t’ijkl can be calculated with known single crystal elastic 
constants cijkl and sijkl [239,240]. This assumes the grains are anisotropic spherical crystals in a 
homogeneous matrix of random crystallography. 
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2.3.4.4 Hill and Hutchinson Analysis 
Hill [227,228] and Hutchinson [229] studied the intergranular stresses and strains which develop 
in grains in polycrystals to compensate for the incompatibilities due to plastic anisotropy. 
The self-consistent scheme and the inclusion model were extended to the plastic regime, the 
increment in the plastic strain contributed by the activated slip systems is therefore 
expressed as (equation 2.113): 
∑=
m
mm
ijPij γαε &
       Equation 2.113 
mγ& is the shear rate of the mth slip system and 
).(
2
1
nmnm
i
k
i
l
i
l
i
k
i
kl +=α
      Equation 2.114 
Where 
imˆ and 
inˆ
 are the slip direction and the slip plane normal to the ith slip system in the 
sample coordinates.  
Using the Taylor type expression, the rate of increase in the critical resolved shear stress 
cτ is expressed as (equation 2.115): 
,γτ && n
n
mnm
c h∑=
        Equation 2.115 
Where 
mnh is the hardening on the 
th
m
 slip system caused by the nth slip system. The stress 
in the grain ijσ  must be equal to the yield stress, which increases with cτ . Hence: 
.τσα &&
m
cij
m
ij =
        Equation 2.116 
When c’ijkl and s’ijkl are expressed as the elastic constants of the grain. The coordinates may 
then be expressed as (equation 2.117): 
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),(' εεσ &&&
Ρ
−= klklijklij c
       Equation 2.117 
Where klε&  is the total strain rate of the grain. The overall expression may then be 
substituted for, as shown in equation 2.118: 
nmn
n
klijkl
m
ij Xc
γ
εα
&
& ∑=′
       Equation 2.118 
where  
n
ijijkl
m
ij
mnmn chX αα ′+=
      Equation 2.119 
Here, X is in NxN matrix, with N equal to the number of active slip planes. 
The shear rate can be written as being equal to the number of active slip systems (equation 
2.120):  
ij
m
ij
m f εγ && =
        Equation 2.120 
Where 
∑ ′= n
n
klijkl
mnm
ij cYf α
      Equation 2.121 
And Ymn is the inverse of Xmn, which can then be used to allow for a transformation to a 
pseudo-linear equation, shown in equation 2.122: 
klijklij c εσ && =
          Equation 2.122 
Where 
( )nklnijnijklijkl fIcc α∑−′=
     Equation 2.123 
This is the forth-rank identity tensor which changes with the plastic deformation. The 
overall stress-strain relationship is then expressed as: 
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∑ =
.
klijklij EC &
                Equation 2.124 
and  
∑=
.
klijklij SE&
 Equation 2.125 
Cijkl and Sijkl are the elasto-plastic constants and are equal to the average of all grains; 
∑
.
ij
 
and klE
&
 are the total stress rate and strain rate of the polycrystal. Consequently c’ijkl and 
s’ijk1, Cijkl and Sijkl transform with the amount dependent on plastic deformation. The 
differences between and E11, and 
∑
.
ij
 and klE
&
, 
[229]
 are expressed as: 
( )∑ −′−=−. klklijklijij EC εσ &&&
 Equation 2.126 
and  
( )klklijklijij SE σε &&&& −Σ−=− '
 Equation 2.127 
ijklS '
 and ijklC ' are functions of the bulk elastic constants, Cijkl and Sijkl are the Eshelby 
tensor, therefore: 
klijklij EA && =ε
 Equation 2.128 
and  
klijklij B ∑= &&σ
 Equation 2.129 
where  
( )( ) 1' −′++= ijklijklijklijklijkl cccCA (
 Equation 2.130 
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and  
( )( ) 1'' −++= ijklijklijklijklijkl sssSB (
 Equation 2.131 
The stresses and strains of grains compared with those in the bulk are expressed by Aijkl and 
Bijkl which are the interaction tensors. The stress and strain responses of the grains can be 
calculated based on this scheme.  
However, a constraint associated with this model is that crystallographic changes are not 
predicted in this scheme and hence the formulation is no longer valid when the plastic strain 
is large enough such that noticeable texture changes take place. 
2.3.4.5 Turner and Tome Elasto-Plastic Self-Consistent Model 
In the EPSC model, the sample is made up of numerous grains with specified orientations, 
each of which is considered to be in a homogeneous effective medium (HEM) or an 
ellipsoidal inclusion whose properties are the average of all the grains in the sample [230,231]. 
The conditions imposed in the model are that the weighted average of the stress rates and 
strain rates, { }σ& and { }ε& , of all grains, are equal to the overall stress and strain rates, ∑
.
. and 
E& , of the HEM. 
The Kroner model and the EPSC model are essentially identical when the stress is below the 
yield point. This allows the matrix to be anisotropic and imposes no constraints on the 
crystallography. When the bulk polycrystal experiences plastic deformation, the code 
determines the type and number of slip systems that are activated in each grain based on the 
constraint. The elastic constants of the grains and the bulk due to hardening are constantly 
updated as deformation proceeds. This is expressed by the modifications of the interaction 
tensors by specifying either ∑
.
 or E& as the boundary condition, the stress and strain of each 
grain and the overall responses can be determined self-consistently based on the 
relationships among σ& . and ∈& , ∑
.
and E& . 
2.3.5  Intensity of Scattered Neutrons 
Consider Bragg scattering by a crystal with m atoms in the unit cell; the position of each 
atom is denoted by r
v
,n The contribution of each atom to the scattered neutron amplitude is 
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proportional to its scattering length bm and its phase factor with the scattering vector,     
exp(i mr
v
 • Q). The nuclear unit cell structure factor can be expressed as: 
( )∑ ⋅=
m
mm QribrF
vv
exp
      Equation 2.132 
In the case of a monochromatic beam, the intensity of the incident beam Iib is: 
mib DBII θλλ cot∝
      Equation 2.133 
Bragg scattering by a monochromatic crystal or a white beam directly from the source can 
be used for diffraction experiments that are carried out with a monochromatic beam. Here D 
is a constant depending on the dimensions of the monochromator, β is the mosaic spread of 
the monochromator, Iλ is the intensity of neutrons with the selected wavelength λ from the 
source and 2θm is the Bragg angle of the monochromator crystal. If the diameter of the 
sample is smaller than the beam size such that the sample is fully bathed in the neutron 
beam, the intensity [261] is: 
AejFNIKP w
o
ibin
223 2sin
sin
−






= θθυ
λ
 Equation 2.134 
Kin is an instrumental constant and N is the number of unit cells contributing in the 
measurement. θθ 2sinsin
1
 is the Lorentz factor that accounts for the dependence of the 
peak on diffraction angle 2θ. νo is the volume of the unit cell. j is the multiplicity of the (hkl) 
measured. F is the structure factor and A is the absorption factor of the neutrons traversing 
through the sample. A is a function of the absorption coefficient and the radius of the sample 
[262]
. The expression for the intensity of diffracted lines in experiments with a white beam is 
very similar to those for experiments with constant wavelengths [263]: 
AejFNIKP w
o
in
223 2sin
sincot
−






= θθυ
λθλλλ
  Equation 2.135 
Pλ is the intensity of the diffracted neutrons of wavelength λ. 
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2.3.6  Microscopic Strain Measurements 
Intergranular strain is a function of grain orientations with respect to the sample coordinates, 
however, different strain responses are expected among grains with different normal vectors 
along a given sample direction. Therefore, it is necessary to ensure that the same angular 
position of the sample is probed for each (hkl) reflection being measured. This was achieved 
by setting to half of the scattering angle ϕ , known as a θ - 2θ scan. The sample is half-
angled and the same sample orientation can be aligned along the scattering vector Q
v
 for 
different reflections. Collimators were placed between the incident beam and the sample, 
and the sample and the detector. Tight collimations of angular divergence 0.3° to 0.5° were 
adopted for all measurements performed, to ensure high precision.  
By making a series of measurements of both reflections, an average 0Φ with good statistics 
was obtained. The do determined from the sample was more accurate than the calibrated 
one. Experimental data was obtained by step-scanning the neutron counter through the 
Bragg angle at a step of 0.05° to 0.1° until enough counts were collected for a Gaussian fit. 
2.3.6.1 Precision and Accuracy of the Measurements 
Elastic strains corresponding to the residual stresses are usually of the order of 10-4 to 10-3 
implying that the shifts in Bragg angles are very small [264]. To obtain Bragg angles with 
high precision, high instrumental resolution is required, this is achieved by defining each of 
the parameters in the experimental setup carefully to minimise all of the possible 
uncertainties. This is expressed by the differential of Bragg's law: 
 
[ ] [ ] 2222 cot θθλλ ∆+∆=∆ dd
 Equation 2.136 
The uncertainty in λ is determined by the monochromator mosaic spread, which suggests 
that the best resolution of λ is attained when θm = 90° as described below: 
[ ] mm θθλλ ∆=∆ cot
 Equation 2.137 
The number of neutrons reflected by the monochromator is also directly proportional to 
cotθm according to the intensity of the incident neutron beam. This will drop significantly as 
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θm approaches 90°. 2θm is usually set to be in the range from 90° to 120° for a compromise 
between resolution and intensity. 
The uncertainty in θhkl is given by the full width at half-maximum (FWHM) A1/2 of the 
diffraction peak. The instrumental line-width of the spectrometer is a function of the mosaic 
spread of the monochromator, and of αl, α2 and α3, which are the angular collimations 
between the source and the monochromator, the monochromator and sample, and the 
sample and the detector respectively. A1/2 also depends on 
( )
( ) ( )( ) termonochromasamplesampled
tormonochromad
d
a
θ
θ
θ
λ
θ
λ
tan
tan
==
 Equation 2.138 
Where, ‘a’ is the dispersion parameter that compares the dispersion produced by the 
monochromator and the sample. A1/2 is minimum at a = 1/2 and stays small until a is bigger 
than one [265]. Highest resolution is achieved by minimising the angular divergence of the 
beam at all three locations. Since 2θm is between 90° and 120°, it is preferable to have 2θ 
hkl in the range of 60° to 100° to keep a < 1. The requirement of a well-defined compact 
gauge volume in macroscopic strain measurements also makes the choice of 2θhkl = 90° 
desirable. 
One important characteristic of the expression for A1/2 is its dependence on the line shapes 
of the collimations, which are all approximately Gaussian [266]. An excellent Gaussian fit 
which gives the integrated intensity, line-width and the peak position of error within ± 
0.003°, by least squares analysis to the experimental data, is usually obtained provided there 
are a reasonable neutron counting statistics. The quality of the fit is largely affected by the 
ratio of peak counts to background counts, and, therefore, background neutron intensity has 
to be reduced as far as possible. The background is comprised of neutrons scattered 
incoherently [267] and inelastically [268] from the sample, as well as fast neutrons which are 
not reflected by the monochromator but proceed along the path of the diffracted beam, and 
ambient fast neutrons in the reactor hall. To prevent the detector from counting these 
background neutrons, shielding using paraffin wax and boron are placed around the entire 
neutron path from the source to the detector except for the region where the sample is 
situated. The intensity and line-width of a peak provide additional information on plastic 
deformation. Slip causes grain reorientation that in turn modifies the intensity of the peaks 
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because of its dependence on the number of contributing grains. Although no formal 
mathematical solution is available, it is found that the line widths of the peaks increase with 
plastic deformation [269], which may probably be explained by the accumulation of 
dislocation in the grains. 
The reference stress-free d-spacing dohkl is needed in order to calculate strains єhkl from the 
measured dhkl. The accuracy of єhkl is improved if an accurate dohkl is available. The 
method used to measure the global stress-free lattice parameter was to cut a small coupon 
from the original specimen to remove the macroscopic stress. Since the net residual strain 
averaged over all grain orientations in the coupon must be zero, if lattice spacings of various 
reflections are measured along as many sample directions as possible, their corresponding 
lattice parameters ahkl must average out to be the stress-free a°. For cubic materials, a° is 
calculated from: 
 
{ }222 lkhda hklo ++=
 Equation 2.139 
where { } indicates the average of all measurements. 
In cases where macroscopic strain fields are of major interest and no small coupon of the 
component is available, dohkl can be determined by averaging measurements made along 
various sample orientations at positions where macroscopic strains are expected to be 
minimal. It is important to notice that dohkl is not necessarily microscopically strain-free. If 
the assumption that the microstrains in the measurements are negligible is violated because 
of wrong choice of reflection used in the experiment, the accuracy of the measurements will 
be reduced. 
This shows that measurements at high detector angles in single scan with high resolutions 
for various (hkl) reflections is possible since peaks obtained can be resolved, which are 
dependent on the scattering angle for the specific d-spacing and the flight path L. 
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CHAPTER 3 EXPERIMENTAL PROCEDURE 
This section, broken down into five sub-sections, presents a description of the experimental 
procedures adopted for the current study. The first section (3.1) contains details of the 
welding conditions and procedures adopted while the mechanical testing procedures and 
ferrite determination are given in section 3.2. Methodology for the various microscopy 
techniques, including optical microscopy, magnetic force microscopy and scanning electron 
microscopy, for structural characterisation and phase determination are specified in section 
3.3. The various degree of sensitisation procedures are described in 3.4, while residual stress 
measurements using neutron scattering are given in section 3.5. An overview of the 
experimental methodologies and procedures adopted are presented below in the form of a 
flowchart (Figure 3.1) 
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Figure 3.1: Flowchart showing the experimental procedure adopted for this study 
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3.1  Gas Tungsten Arc Welding Conditions and Procedures 
All welds and non destructive testing were performed by the welding department of Nacap 
Netherlands, in Eelde. The parent material chosen for the investigation was a 10mm wall 
thickness, 250mm diameter duplex stainless steel line pipe corresponding to UNS 31803. 
The filler material used was the conventional ER2209 AWS A5.9-93 classification. The line 
pipe parent material had a Creq of 32.04 and Nieq of 10.78 while the filler material had a Creq 
of 28.09 and Nieq of 11.90. This allowed the Creq/Nieq ratio to be determined based on the 
WRC-1992 diagram [241 to 243]. Details of the chemical composition of the parent material 
and filler material are listed in Table 3.1, confirming that the primary solidification mode 
was ferrite.  
Note; Creq = Cr+1.37Mo+1.5Si+2Nb+3Ti and Nieq = Ni+22C+0.31Mn+14.2N+Cu [241 to 243]. 
Table 3.1: Chemical composition of pipe and filler material 
Welding was performed using the manual gas tungsten arc welding technique with 99.9 per 
cent argon as shielding gas. Two different join configurations were adopted: double bevel 
single ‘V’ and double bevel single ‘U’ joint configuration. For each joint configuration, both 
high and low heat input conditions were carried out in the range of 1.4 to 2.0 kJ/min 
(referred to as condition 1-4), giving a total of four welding conditions. For each weld 
condition, the weld itself consisted of a total of either four or five weld passes: the weld 
root, two or three fill passes and the weld cap. Full details of the welding conditions, which 
include the voltage, current, travel speed and heat input measurements, are given in Table 
3.2.  
Upon completion of welding all welded samples were visually inspected for surface defects 
both internally and externally, liquid dye penetrant tests were performed four hours after 
completion of welding, and radiography (x-ray) was performed 24 hours later to determine 
Pipe 
 C Mn P S Si Ni Cr Mo N Cu Pren Creq Nieq 
Min - - - - - 5.00 21.50 3.00 0.15 - 35 - - 
Max 0.030 2.0 0.025 0.015 1.0 6.50 23.00 5.50 0.20 0.16 - 32.04 10.78 
Filler 
Mater
ial 
Max 0.016 1.69 - - 0.42 8.60 23.07 3.20 0.160 0.16 ≥35 28.09 11.90 
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the integrity of the girth welds based on acceptance criteria of API1104, which is a standard 
practice for the construction of pipelines [244]. 
Weld 
Condition Weld Pass Volts Amps 
Travel 
Speed Heat Input 
  V A mm/min J/min 
Condition 1  
V groove  
 
1 (weld root) 11.50 109.00 51.00 1474.71 
2 (weld fill) 12.40 146.00 123.00 883.12 
3 (weld fill) 12.80 150.00 66.00 1745.45 
4 (weld fill) 12.80 149.00 64.00 1788.00 
5 (weld cap) 12.40 145.00 64.00 1685.63 
   
Average 1515.38 
Condition 2  
V groove 
  
1 (weld root) 11.70 102.00 45.00 1591.20 
2 (weld fill) 13.70 184.00 105.00 1440.46 
3 (weld fill) 16.20 224.00 79.00 2756.05 
4 (weld cap) 15.50 224.00 94.00 2216.17 
   
Average 2000.97 
Condition 3 
 U groove  
 
1 (weld root) 10.40 74.00 110.00 419.78 
2 (weld fill) 10.30 76.00 62.00 757.55 
3 (weld fill) 11.20 98.00 38.00 1733.05 
4 (weld fill) 11.80 124.00 40.00 2194.80 
5 (weld cap) 11.80 124.00 43.00 2041.67 
   
Average 1429.37 
Condition 4 
 U groove  
  
1 (weld root) 10.60 76.00 115.00 420.31 
2 (weld fill) 10.80 96.00 66.00 942.55 
3 (weld fill) 13.50 200.00 73.00 2219.18 
4 (weld cap) 12.60 161.00 57.00 2135.37 
   
Average 1429.35 
Table 3.2: Details of welding variables employed for the four weld conditions 
3.2  Ferrite Determination and Mechanical Testing 
Ferrite contents of the four weld conditions were estimated in terms of per cent ferrite, using 
the Magna-Gauge and Fischer ferrite-scope methods. The Magna-Gauge method measures 
ferrite with the aid of a spring force in relation to ferrite numbers (FN) by means of 
calibration of dials on the gauge. Fischer ferrite-scope test method is a direct reading 
magnetic permeability instrument, which works on a similar principle to the Magna-Gauge 
when determining FN [109,245]. As a comparison, the ASTM E562 point count method was 
used to determine ferrite content metallographically [246]. Here, two methods were 
employed, the first, required the use of a square grid superimposed on a metallurgical 
microscope image at a suitable magnification (200X). Counts were taken of the underlying 
structures at the grid intersections. Forty random fields on a sixteen-point grid were counted 
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to give an adequate sample size for statistical population. The standard deviation and the 95 
per cent Confidence Interval for average percent of points was determined. Counts were 
also done automatically by Pro Plus image analysis software.  
Vickers hardness measurements were made, using a 10 kg load, in the parent material, heat 
affected zones, weld cap, weld fill and weld root regions. Transverse tensile test specimens 
were used to determine the tensile values whilst the more restrictive transverse side bend 
specimens was used in lieu of the face and root bend tests as required by API 1104 for 
qualification of welding procedures. Charpy impact tests were performed to assess the notch 
toughness of samples extracted from the weldments as described in ASTM A923-03 and 
ASTM A 370 [247]. Notches were made such that fracture occurred only within the weld 
fusion zones. The impact tests were performed at -43 °C on samples of 7.5×10×55 mm3 and 
lateral expansion was measured. Temperature of -43 °C on samples was achieved by 
submerging the samples in dry ice and methanol.  
3.3 Structural Characterisation and Phase Identification of the 
Weld Regions 
3.3.1  Optical Microscopy Studies 
Optical microscopy was performed with an EPI-Elimination microscope at (50-1000X) 
magnification. Images were captured by Pro Plus image software and retained as tif image 
files. The main purpose for optical microscopy was to identify any intermetallic precipitates 
in the weld region and distinguish the ferrite and austenite phases. For optical microscopy, 
the duplex stainless steel weld samples were mechanically polished using a succession of 
various grades of emery papers, progressing from 120 grit to 600 grit. Samples were then 
polished using diamond paste, the final polish yielded a finish of one micron. Samples were 
then electrochemically etched in NaOH 0.1M solution with an applied voltage of 1.6V for 
10s. The electrolyte selected was to identify any intermetallic precipitates as well as to 
provide contrast between the austenite and ferrite phases. 
3.3.2  Magnetic Force Microscopy (MFM) Studies 
Magnetic force microscopy studies were conducted on metallographically prepared cross-
sections of the welds, after grinding and polishing using three µm diamond paste. The 
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Scanning Probe Microscopy (Digital Instruments model located at ANSTO, NSW), which 
had the capability of operating in both tapping and lift modes, was employed to study the 
topographic and magnetic features of the various weld regions and surrounding area. 
Topographic and magnetic force data were recorded in the same scan. In order to produce 
reliable images, repeated scans in different directions were done to ensure reproducibility of 
the features. Various scan sizes and speeds were tested to enhance height and magnetic 
induced signals, thus minimising tip hysteresis and the delay between line scans. 
In MFM, the magnetic fields adjacent to a sample are detected with sub-micron resolution 
by scanning a magnetic probe over the surface and recording the changes in its phase or 
resonant frequency [248]. Once set in place in the instrument, the NiCo tip is oscillated at its 
resonant frequency by a piezoelectric element, and scanned over the sample surface. The 
topography of the sample surface is obtained in the first pass by lightly tapping the surface 
with the tip. In the second pass, the tip is lifted off the surface by a predetermined distance 
(in this work100 nm) so that only the magnetic forces affect the tip, thus avoiding 
interference from the surface topography [248, 249]. The tip is then scanned along the same 
line following the topographic surface contour recorded during the first pass, so that the tip-
sample distance, and hence the resolution, are maintained constant. This is shown 
schematically in Figure 3.2. In this way, the phase shift induced by the magnetic force 
gradient between the tip and the sample can be recorded, yielding an image of the magnetic 
patterns over the surface, which in the case of duplex stainless steel can be associated with 
the microstructural variations occurring within the sample. 
MFM images correspond to shifts in the natural oscillation frequency of the cantilever that 
holds the magnetic tip. Considering the tip as a magnetic dipole m oriented in the z direction 
(the oscillation direction), then the force gradient due to the magnetic interaction between 
the dipole and a stray magnetic field H z can be written as [250]: 
( )( )220 /2/ zHkm z ∂∂=∆ ωω  Equation 3.1 
where 0ω  is the oscillation frequency and k is the spring constant. Now, considering that the 
magnetic domains can be represented by discs of radius b and magnetisation M along the z 
direction at a distance d from the tip, the stray field H z can be calculated as [250]: 
( )[ ]2/122/12 dbdMH z +−= pi  Equation 3.2 
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Equation 3.1 and 3.2 shows a constraint between tip frequency oscillation and magnetisation 
of the sample as a function of the tip-surface separation. 
 
Figure 3.2: Principle of the MFM indicating magnetic signal and topography signal 
In this present study, magnetic force microscopy provided the best results for producing 
images of the austenite and ferrite regions within the welded regions of the duplex stainless 
steels as it was capable of rendering a map of the phase distribution with sub-micron 
resolution.  
Phase shifts (∆θ) between oscillations of the cantilever and the piezoelectric actuators 
measured by the equation 3.3 for small amplitudes cantilever as follows: 
'F
k
Q
=∆θ
 Equation 3.3 
Q is the free oscillation quality factor (≈165 ±  10 in air, k is the spring constant (≈3 
N/m) and F’ is the vertical gradient of the magnetic force on the tip of the cantilever.  
Therefore, F’ can be calculated as shown in equation: 
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 Equation 3.4 
Mtip(r’) is the magnetisation of the volume element in the tip and Hsample(r+r’) is the stray 
field from the sample [251]. The liftoff between the tip and the sample surface is about 
100 nm. Specimens were polished mechanically prior to conducting MFM studies. 
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A cantilever equipped with a NiCo coated tip was scanned over the surface of the samples 
by using tapping mode to obtain the topographic information. By using lift mode, the tip 
was then raised just above the sample surface. The surface topography was scanned while 
being monitored for any influences associated with the magnetic forces. These influences 
were measured using the principle of force gradient detection [251 to 253]. In the absence of 
magnetic forces, the cantilever has a resonant frequency that is shifted by an amount 
proportional to vertical gradients in the magnetic forces on the tip. In the present work, the 
frequency modulation detection method was used to measure the resonance frequency shift. 
The cantilever was maintained by a feedback loop using the signal from the deflection 
sensor; thus, changes in the oscillation frequency caused by variations of the force gradient 
of the tip–sample interaction were directly measured [254]. 
3.3.3 Scanning Electron Microscopy (SEM) and Energy Dispersive X-ray 
Spectroscopy (EDS) Analysis  
Scanning Electron Microscopy (SEM) and Energy Dispersive X-ray Spectroscopy (EDS) 
was performed on a Zeiss ULTRA 60. SEM was used to determine the weld surface 
topographical features as well as to identify the austenite and ferrite phases. SEM was 
performed at 50 to 35,000X magnification by standard procedure utilising secondary 
electrons for identification of phases and back scattered electrons (BSE) for identification of 
elemental distribution with varying atomic numbers. EDS was used to determine how 
elements (chromium, nickel, manganese, molybdenum and silicon) were distributed in the 
austenite and ferrite phase within the various weld regions for all weld samples. 
3.4 Degree of Sensitisation and Intergranular Corrosion tests 
(IGC) 
Three test methods were used, two qualitative test methods: ASTM A262 [255] and ASTM 
A923-03 [255] and one quantitative test method: The Double Loop Electrochemical 
Potentiodynamic Reactivation (DL-EPR). As a guideline, the ASTM G108 [177] was used. 
These methods are described in more detail below. 
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3.4.1  Modified ASTM A262 Standard Practices E  
Here, a modified version of the ASTM A262 Standard Practices E copper-copper sulphate 
sulphuric acid test for detecting susceptibility to intergranular attack was used. The 
specimen was covered with copper shot and grindings and immersed in a solution of sixteen 
wt per cent sulphuric acid with six wt per cent copper sulphate. The solution was then 
heated to its boiling point and maintained at this temperature for 48 hours. Upon removal 
from solution, the specimen was bent through 180° over a rod with a diameter equivalent to 
twice the thickness of the specimen instead of four times the thickness. This was to ensure if 
cracks appeared they would be apparent by the more restrictive bending radius. The bent 
surface of the specimen was then examined for cracks at low magnifications in the range X5 
to X20. Further details regarding the test procedures adopted are available from the ASTM 
standards [255]. 
3.4.2  The ASTM A923-03 Standard Test  
The ASTM A923-03 Standard Test used for determining structure and impact behaviour 
was also used to detect the presence of any detrimental intermetallic phase in duplex 
stainless steels that are likely to increase the susceptibility of the welds to sensitisation. Two 
test methods were employed: the test method A – Sodium Hydroxide etch test for 
classification of etch structure of duplex stainless steel and test method B – Charpy Impact 
test for classification of structures of duplex stainless steel. Further details regarding the test 
procedures adopted are available from the ASTM standards [172]. 
3.4.3 Double Loop Electrochemical Potentiodynamic Reactivation (DL-EPR) 
Test 
The Double Loop Electrochemical Potentiodynamic Reactivation (DL-EPR) Tests, as 
standardised for austenitic stainless steels was not considered suitable for duplex stainless 
steels as selective attack of the ferrite occurs during the polarisation scan [256]. Therefore, a 
modified double loop test was used as conducted by Schultz et al. [257 to 259].  
Samples for DL-EPR tests were cut from areas as close as possible to where macro sections 
were taken from, for metallographic examinations and hardness measurements. A VoltaLab 
EEL PST006 Potentiostat, data logger and VoltaMaster 4 electrochemical software was 
used to record open circuit potential and electrochemical analysis by means of DL-EPR as 
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described in Figure 3.3. Specimens were cut along the centreline of the welds to 
accommodate for an exposed area of 1cm2 required for the DL-EPR tests and to reveal the 
relevant weld layers (Root, Fill and Cap). 
The solution used was 0.5M H2SO4 + 0.001 M TA (thioacetamide). TA was added to 
reduce the extent of ferrite dissolution. The test was conducted at 60 °C. The polarisation 
scan was started 5 minutes after immersion of the specimen. The potential was scanned 
from -500 mV (SCE) to +200 mV (SCE) and back to -500 mV (SCE) at a rate of 1.67 mV/s. 
The ratio of the reactivation charge to the passivation charge was calculated. The results 
from this test are presented in the standard E – log I format for both the forward and reverse 
scans, for all weld conditions and regions, and subsequent current and charge ratios for the 
activation and reactivation scans calculated. 
 
Sensitisation criteria based on [257 to 259] 
Figure 3.3: Experimental setup and principle of DL-ERP for degree of sensitisation (DOS) studies 
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3.5  Residual Stress Measurements 
Residual stress measurements were performed using two sources: a reactor source and a 
spallation source. 
3.5.1  Stress Measurements using a Reactor Source  
Residual strain measurements were made using neutron diffraction with a wavelength of 
0.14 nm on TASS (The Australian Strain Scanner) at the Australian Nuclear Science 
Technology Organisation (ANSTO), NSW, Australia. Residual strains in the ferrite and 
austenite phases were measured at the locations indicated in Figure 3.4. Strains were 
measured in the three directions; (i) longitudinal - L (hoop), (ii) transverse - T (axial) and 
(iii) normal - N (radial) to the welding direction. These were the assumed principal stress 
directions.  
measurement point
 
Figure 3.4: Schematic drawing of neutron diffraction measurement locations in the weld regions using 
a reactor source 
The measurement of residual elastic strain by monochromatic neutron diffraction relies on 
the use of Bragg’s law to relate the lattice spacings, dhkl, to the angle of diffraction 2θhkl 
associated with the diffraction peak labelled by Miller indices hkl at a fixed wavelength. 
Strain was calculated from the selected planar atomic spacing for ferrite and austenite at 
discrete locations in the weldment using equation 3.5 [238]. 
00 /)( hklhklhklhkl ddd −=ε  Equation 3.5 
The calculation of the residual strains requires the knowledge of an appropriate reference 
lattice spacing 0hkld . This is problematic in welds where there is a possibility of 
redistribution of alloying elements, and secondly, inhomogeneous plastic deformation 
across the weld will generate relatively strong intergranular stresses in duplex stainless steel. 
This problem was addressed by cutting a companion slice 2mm thick from the weld and 
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cutting slits every 2mm across its length in order to relieve the macroscopic residual stress 
field. Thus, the reference measurements 0hkld  represented the lattice spacing as a function of 
position relative to the weld centre and included any effects of alloy diffusion and 
intergranular stresses. 
Duplex stainless steel polycrystalline aggregates are known to exhibit both elastic and 
plastic anisotropy, which results in intergranular residual stresses and the development of 
preferred orientation in the crystallographic structure because of the thermomechanical 
processing route. The superposition of intergranular residual stresses can lead to errors in 
measurement of the macroscopic stress field. In this case, the ferrite and austenite lattice 
spacings were measured using the <211> and <311> diffraction peaks respectively. These 
hkl values have been observed to behave independently of the intergranular stresses in a 
similar duplex alloy [238].  
The average phase stress was calculated in the L, T and N directions for ferrite and austenite 
using the generalised Hooke’s law: 
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Where Εhkl and vhkl and the diffraction elastic constants for each phase. The macroscopic 
residual stress field was then calculated by weighing the contribution of the respective phase 
stresses according to equation 3.7: 
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 Equation 3  
3.5.2  Stress Measurements using a Spallation Source 
Residual strain measurements using a spallation source were made using neutron diffraction 
at the Los Alamos Nuclear Science Centre (LANSCE). Residual strains in the ferrite and 
austenite phases were measured at the locations indicated in Figure 3.5 below. Strains were 
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measured in the three directions: hoop (longitudinal), axial (transverse) and normal (radial) 
to the welding direction. 
 
Figure 3.5: Schematic drawing of neutron diffraction measurement locations in the weld regions using 
a spallation source. Red numbers are separation distance between measurement points and 
blue numbers are number of points. Measurements are in mm. 
LANSCE is a pulsed neutron source where the neutrons are generated by accelerating 
protons in a linear accelerator and bombarding them into a tungsten target. Every time a 
proton pulse hits the target, a burst of neutrons is generated by spallation. Each pulse of 
neutrons contains a spectrum of wavelengths and is moderated by passing through a chilled 
water moderator at 10°C. The incident flight path on Spectrometer for Materials Research at 
Temperature and Stress (SMARTS) instrument is 31 meters, most of it in a neutron guide. 
SMARTS has two detector banks at plus and minus 90o to the incident beam with a 
diffracted flight path length of about 1.5m, The total flight path, the scattering geometry and 
the 20 Hz repetition rate of the source dictates that the useable wavelength range on 
SMARTS is about 0.04 to 0.38 nm with a maximum intensity between 0.05 to 0.15 nm 
The diffractometer was configured for strain scanning with a small incident neutron beam 
and radial collimators of horizontal width 2mm in the diffracted beam. The cross-section of 
the incident beam was defined by computer-controlled boron nitride apertures, which were 
2mm wide and 25mm high for the measurement of the transverse and normal strains and 
2mm high for the measurement of the longitudinal strain. The following diagram shows a 
schematic of (i) the LANSCE TOF spallation instrument with the sample subjected to the 
irradiated gauge volumes and (ii) a typical neutron diffractogram for duplex stainless steel 
showing reflections of austenite and ferrite [237]. 
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Two banks of He3 detectors cantered at 90o, each spanning 10o in the horizontal plane and 
15o in the vertical plane, positioned in the direction of the gauge volume through the radial 
collimators. The sample was placed on an XYZθ stage with a setting precision of 0.05mm in 
the three directions and 0.1o in angle.  
The sample was positioned optically with the aid of two Leica™ theodolites that, by 
triangulation, could locate a point on the surface of the sample with an accuracy of 0.1mm. 
The point of interest was then positioned in the gauge volume (2 x 2 x 2 mm) with the 
required direction along the bisector of the incident and diffracted beams by driving the 
stage.  
 
Figure 3.6: Schematic of the LANSCE TOF spallation instrument with the sample subjected to the 
irradiated gauge volumes and a typical neutron diffractogram for duplex stainless steel 
showing reflections of austenite and ferrite [237] 
3.5.3  Experimental Procedures for Determining Stress and Strain 
Measurements using Neutron Diffraction Techniques  
The procedures for determining the residual stress and strain measurements from the raw 
experimental data obtained using the HIFAR reactor and LANSCE TOF spallation source 
methods are complex. Consequently, the theory and procedures for determining such data is 
presented in this section. Strain measurements by neutron diffraction used for both 
experiments are based on the principle of Bragg scattering. The crystal lattices of an 
undeformed single crystal or polycrystal consist of sets of planes of atoms with regular 
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interplanar spacing dhkl for each set of planes with normal vectors [hkl], which can also be 
denoted as (hkl) planes. According to Bragg's law, the scattered neutron beam will undergo 
constructive interference when: 
hklhkld θλ sin2=
 Equation 3.8 
Where λ is the wavelength of the incident neutron beam and 2θhkl is the Bragg angle of the 
(hkl) planes. The bisector of the incident and the diffracted beams is the scattering vector 
Qv
, which is defined as fi kk
vv
−
, where these are the wave vectors of the incident and 
diffracted beams and both have magnitudes λ
pi2
. The lattice spacings can be deduced from 
the measured Bragg angles or the arrival time of neutrons diffracted at a fixed angle. If the 
material is deformed, the interplanar spacing dhkl will be different from that of an 
undeformed crystal. This, in turn, causes a shift in the corresponding 2θ if λ is fixed. 
In a reactor source, monochromatic neutron beam is used and the lattice spacing is 
determined by measuring the Bragg angle 2θ. Hence, the average elastic strain єhkl along 
Qv can be determined by measuring the Bragg angles or diffracted neutron wavelengths and 
using the following equation: 
o
hkl
o
hklhkl
hkl d
dd −
=ε
 Equation 3.9 
Where dhkl and dohkl are the stressed and stress-free lattice spacings respectively. The 
diffraction conditions ensure that only (hkl) grains along the scattering vector contribute to 
the diffraction peaks. 
3.5.3.3 Macroscopic Residual Strain Field Measurements 
The position of the region of the sample being irradiated has to be known accurately for 
residual strain field measurement. The strain field is not a function of grain orientation but is 
spatially dependent, so a small and compact gauge volume with a square cross-section is 
always preferred such that the regions over which the average strains are measured are 
always the same as the sample is rotated for different sample orientations. The dimensions 
of the gauge volume are generally defined by the widths and heights of the incident and 
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diffracted beams, which are in turn adjusted by the use of cadmium masks with slits placed 
before and after the sample. The trade-off for a small gauge volume is reduction in neutron 
intensity. In order to improve the efficiency of the measurement, the symmetry of the 
sample has to be fully exploited for an appropriate choice of gauge volume. In the 
experiments performed at ANSTO, this ranged from a few to a hundred mm3. The sample 
was always mounted such that the shortest neutron path length was employed. The compact 
size of the gauge volume suggests that a very long counting time was required 
(approximately six to ten hours per measurement) to ensure sufficient statistically viable 
data and sample size was obtained.  
The incident beam collimation is then defined by the slit width and the width of the 
monochromatic beam scattered from the monochromator. Distance collimation is 
determined by the width of each counter in the multidetector. The narrow slit and Soller 
blades are also omitted between the sample and the detector. Neutron wavelength and 0Φ  
were determined by calibration with the standard Si powder. The size of 2θ near 90° often 
prevents measurements from being made of both the (hkl) and (2h, 2k, 21) planes, hence the 
calibrated 0Φ  is used instead of measuring it with the sample. Since macroscopic strain 
field is an extensive quantity and is independent of crystal orientations, only one reflection 
(hkl) is usually selected to be used for measurements. Although the measurements are the 
superpositions of the macro and microstrains of the gauge volumes, the microstrains are 
assumed to be negligible. 
3.5.3.4 Alignment of the Instruments and Samples 
In residual strain measurements, good alignment of the instrumentation and sample is 
required, as the position and the orientation of the gauge volume in the sample have to be 
precisely defined. The alignment procedures employ the centre of rotation of the 
diffractometer as a physical reference. The location of the gauge volume was set to coincide 
with the centre by adjusting the positions of the cadmium slits such that the incident and 
diffracted beams intersect at this point. Any point in the sample can be moved into the 
gauge volume by means of a XYZ translator, which is placed on the diffractometer. The 
precision of the spatial position was within 0.05mm. 
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3.5.3.6 Time of Flight Diffractometers  
For TOF diffractometry the momentum of a neutron is equal to λh  where: 
h
mLdtd
ml
ht hkl
hkl
)sin2()sin2( θθλ =→==
  Equation 3.18 
h is the Planck’s constant, m is the neutron mass, L is the flight path of the neutron and t is 
the travel time of the neutron. All reflections are collected at two fixed scattering angles, 
namely 90o and -90o from the diffraction spectrum, which are aided by radial collimators 
placed between the detector and the sample. Measurements and experimental techniques are 
similar to those performed in a reactor source [162,167]. 
The stress free lattice spacing is another critical factor in determining the accuracy of strains 
in measurements performed. Another important aspect is the determination of line shape of 
the peak as a function of time; it is based on Gaussian function graphically expressed as a 
sharp leading edge and a lagging tail. Resolution of peaks formed from TOF source is 
independent of neutron wavelength, therefore, FWHM of all peaks in a spectrum are the 
same [167]. FWHM, expressed as d-spacings ∆d, is obtained by the differential equation: 
θλ sin2mLthdt ∆=∆=∆=∆
      Equation 3.19 
3.5.3.7 Calculation of Stresses from Strains 
The corresponding average stress from the strain values can only be calculated if the 
average elastic constants of the contributed grains are known [167]. Therefore, only the 
average grains that have a preferred orientation with respect to the diffraction measurement 
within the gauge volume that satisfy the Bragg condition is measured. Based on the Kroner 
model and the strain of a grain єij is related to the overall stress ijσ  by the proportionality 
constant ijmnijmnijmn
ta s +=
 . By determining the ijmna  of the set of grains with (hkl) plane or with 
preferred orientation with the normal lying along the scattering vector. The average elastic 
constant ijmna  may be determined. In this case, the measured strain 
''
33ε
 is related to the 
stresses by: 
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 Equation 3.21 
Where uniaxial stress along
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 Equation 3.22 
Behnken and Hauk [240] developed a model to calculate the Kroner diffraction elastic 
constants of different reflections for cubic, hexagonal, orthorhombic and tetragonal 
materials with no preferred orientation with the aid of single crystal elastic constants. The 
strains can be measured by calculating the stress with the single crystal elastic constants 
according to isotropic and anisotropic crystals particularly for intergranular strain 
measurements only if the grains have the same stress state. 
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CHAPTER 4 RESULTS 
The results section is broken down into five sub-sections. The first part (section 4.1) is 
focused on evaluation of the mechanical properties of the various weld passes and weld 
regions, using standard techniques, to include Vickers Hardness Measurements, Charpy 
Impact Testing and Tensile Testing and variation in these properties as a function of the 
welding conditions, weld regions and weld passes. Ferrite content evaluation of the various 
weld regions and passes is presented in section 4.2 while section 4.3 contains a detailed 
structural characterisation of the weld zones using optical microscopy, magnetic force 
microscopy and scanning electron microscopy. Section 4.4 focuses on the corrosion 
behaviour, specifically the degree of sensitisation of these weld samples, using standard and 
modified methods for determining susceptibility to intergranular corrosion of the individual 
weld pass regions. Residual stress measurements using neutron diffraction scattering 
techniques are presented in section 4.5. Table 4.1 summarises the quantitative data obtained 
for the mechanical tests conducted, ferrite determination and intergranular corrosion studies 
for all weld conditions and regions, which are discussed in further detail in sections 4.1, 4.2 
and 4.4.  
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Table 4.1: Summary of results of tensile strength, impact (charpy) values, percentage ferrite based on 
three different methods (Magna-gauge, Fischer ferrite scope and point count method) and 
degree of sensitisation using the DL-EPR method 
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4.1  Mechanical Properties of Duplex Stainless Steel Welds 
4.1.1   Results from the Hardness Studies 
Graphical representations of the Vickers hardness measurements (10 kg load) conducted on 
the various welds and specific regions and passes are given in Figure 4.1 for weld 
conditions 1 and 2 and Figure 4.2 for weld conditions 3 and 4. Hardness readings were 
taken at eleven points traversing the weld, which corresponded to a total distance of 
110mm.  
 
Figure 4.1: Hardness profile for weld condition 1 and weld condition 2, details on x axis are indicative 
of measurement points on the sample, standard errors are plotted to show variation in the 
data 
Weld conditions 1 and 2, utilising the ‘V’ groove joint configuration, are discussed jointly 
to identify any differences in the hardness particularly in the weld region. 
Condition 1 showed a slight increase in the hardness in the fusion zone and heat affected 
zones on one side of the weld. Generally, the cap region and upper quadrant of the specimen 
exhibited higher hardness values, the highest value at one point in the cap region (279HV10). 
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The average value in the root run for Condition 1 was 270 HV10 while the fill region 
exhibited values between 258-265 HV10. A significant difference in hardness was observed 
between the various weld passes.  
Condition 1 hardness values were similar to condition 2, except for one region in which a 
lower hardness value (typically 245HV10) was observed in the fusion zone and weld heat 
affected zones interface in the upper region of the sample.  
 
Figure 4.2: Hardness profile for weld condition 3 and weld condition 4 details on x axis indicated on 
the graph are indicative of measurement points for the sample, standard errors are plotted 
to show variation in the data 
Weld conditions 3 and 4, utilising the ‘U’ groove joint configuration, are discussed jointly 
to identify any differences in the hardness particularly in the weld region. 
Condition 3 showed hardness values in the weld region, (typically in the order 245-
255HV10), while larger variations were observed in the fusion zone and heat affected zones, 
either side of the weld region, ranging from 240-265HV10. Heat affected zones exhibited 
slightly higher hardness values (245-255HV10). No significant difference in the hardness 
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between the various weld passes was observed. Highest hardness values were observed in 
the bulk material. 
Condition 4 exhibited significant variations in hardness values in the various passes within 
the weld region. Range of hardness values in the three weld regions were observed to be: in 
the root (281-287HV10), fill (274-276HV10) and cap (262-276HV10). The average values for 
all three regions were; in the root (280HV10), fill (273HV10) and cap (268HV10). Generally, 
higher hardness values were observed in all the weld regions, compared with the adjacent 
heat affected zones, fusion zone and base material. These findings are in contrast with the 
observations for condition 3.  
4.1.2   Results from the Charpy Impact and Tensile Tests 
Notch toughness values obtained by Charpy impact testing at -43 °C are listed in Table 4.1. 
The values show that differences were observed in the impact values between the different 
joint configurations (conditions 1 and 2 compared with conditions 3 and 4) .Conditions 1 
and 2 yielded impact values of 116 joules while conditions 3 and 4 produced impact energy 
values of 97 joules and 100 joules, indicating a reduction of 16.4 per cent and 13.8 per cent 
respectively.  
Tensile tests conducted on all samples revealed tensile values for all four conditions were 
within the range of 774 N/mm2 to 794 N/mm2, as shown in Table 4.1.  
4.2  Ferrite Content Determination 
Ferrite content of the weld metal were estimated in terms of  per cent ferrite, using three 
techniques namely the Magna-Gauge test, Fischer ferrite-scope method and determined 
metallographically using the ASTM E562 point count method. All conditions showed a 
ferrite per cent value between 33 and 46. 
The ASTM E562 point count method uses image analyses software and produces results 
with a 95 per cent Confidence Interval for average percentage of points of 3.22 and 4.20. 
Standard deviation for samples ranged from 0.1300 to 0.0850 while the Magna gauge and 
Fischer ferrite scope are direct reading measurements which do not provide error values. 
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This is significant because it has been reported [270] that there is little difference in the 
ferrite-austenite proportion in these fusion zones (Root, Fill and Cap), because substitution 
elements do not have time to partition significantly during the welding of duplex stainless 
steels, and hence little variation the hardness is to be expected. However, in the present 
study, this was found not to be the case. Here, a distinct correlation was observed between 
the measured hardness values and varying amounts of ferrite in the various weld passes and 
regions, except for condition 4. It is also important to note that differences in the toughness 
cannot be explained simply in terms of the changes in ferrite content. The fact that all four 
weld conditions retain much of their toughness even at -43 °C may not be due to a reduction 
in ferrite-austenite ratio alone.  
4.3  Phase Identification within the DSS Weld Regions 
4.3.1  Microstructural Characterisation using Optical Microscopy 
Microstructural characterisation of the welded duplex stainless steel samples was carried out 
initially using optical metallography. Optical micrographs showing the microstructure of the 
duplex stainless steel welds for all four conditions are shown in Figures 4.3 to 4.6 
respectively. Analysis of the welds in general reveals the presence of a two-phase banded 
structure typical of such materials.  
 147 
 
Figure 4.3: Optical micrographs of the duplex stainless steels weld (condition 1) polished using 1 µm 
diamond paste and electrochemically etched in NaOH 0.1M solution (1.6 V applied voltage 
for 10s); a) Cap, b) Fill, c) Root region - transverse d) Root region – Internal  
 
For condition 1 in the cap region, a large amount of allotriomorphic ferrite, Widmanstätten-
ferrite and non-lamellar ferrite is evident, which may be due to the higher degree of cooling. 
In the fill region, the observed structure mainly consisted of grain boundary allotriomorphs, 
large elongated platelets and small fine, eqiaxed dendritic regions, surrounded by fine 
discontinuous regions of ferrite. However, the austenite seen within the grain could be 
associated with either intragranular precipitates or Widmanstätten austenite. In the root 
region allotriomorphs and Widmanstätten austenite are clearly seen.  
 148 
 
Figure 4.4: Optical micrographs of the duplex stainless steels weld (condition 2) polished using 1 µm 
diamond paste and electrochemically etched in NaOH 0.1M solution (1.6 V applied voltage 
for 10s); a) Cap, b) Fill, c) Root region - transverse d) Root region – Internal  
For condition 2, the root and fill regions of the weld consist mainly of austenite in the forms 
of large elongated platelets and small fine, eqiaxed dendritic regions, surrounded by fine 
discontinuous regions of ferrite. In contrast, the cap region shows larger continuous regions 
of ferrite, in addition to some intragranular precipitates. 
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Figure 4.5: Optical micrographs of the duplex stainless steels weld (condition 3) polished using 1 µm 
diamond paste and electrochemically etched in NaOH 0.1M solution (1.6 V applied voltage 
for 10s); a) Cap, b) Fill, c) Root region - transverse d) Root region – Internal  
For condition 3 in the cap region, a small amount of intragranular precipitates are seen to 
form in the regions partitioned by the allotriomorph austenite. In the fill region, structures 
mainly consisting of grain boundary allotriomorphs some elongated platelets and small fine, 
eqiaxed dendritic regions were observed. In the root region, the structure observed is 
primarily austenite within the grain and could be either intragranular precipitates or 
Widmanstätten austenite. 
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Figure 4.6: Optical micrographs of the duplex stainless steels weld (condition 4) polished using 1 µm 
diamond paste and electrochemically etched in NaOH 0.1M solution (1.6 V applied voltage 
for 10s); a) Cap, b) Fill, c) Root region - transverse d) Root region – Internal  
For weld conditions 4, large regions of ferrite were observed in the cap and fill regions. The 
root region consisted of elongated bands of austenite surrounded by ferrite as well as 
intragranular precipitates.  
In summary, normal grain growth was observed predominantly in the root and fill regions of 
the weld for all four weld conditions, characterised by the development of blocky type 
austenite. In contrast, abnormal growth was observed primarily in the cap region, associated 
with Widmanstätten type structures dominating the observed morphology. The development 
of these different types of growth mechanisms can be attributed directly to the variations in 
the degree of undercooling, higher degree of undercooling occurring within the cap region 
as opposed to the fill and root region. 
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4.3.2 Microstructural Characterisation using Magnetic Force Microscopy 
Topographic atomic force microscopy images (AFM) and corresponding magnetic force 
images (MFM) for all weld conditions (conditions 1 to 4) are shown in Figures 4.7 to 4.10 
respectively. Each figure consists of MFM images taken from three regions of the weld, 
namely the root, fill and cap, in addition to the AFM image. In general, the topographic 
images, although showing the surface topography of the non-polished weld, reveal no 
information about the phases present. However, two distinct regions are easily identified in 
the MFM images. The lighter regions represent the paramagnetic austenite regions, while 
the striated, darker regions represent the ferromagnetic ferrite regions. Variations in the 
relative distributions of the austenite and ferrite regions can be observed not only in the 
different weld areas for any given configuration, but also between specific weld regions 
over all configurations examined. 
MFM images for condition 1 show that in the cap region, a large amount of allotriomorphic 
ferrite and Widmanstätten-ferrite, non-lamellar ferrite is evident. In the Fill region a 
structure mainly consisting of the grain boundary allotriomorphs large elongated platelets 
and small fine, eqiaxed dendritic regions, surrounded by fine discontinuous regions of 
ferrite. In the root region, allotriomorphs Widmanstätten austenite are clearly seen. 
MFM images for condition 2 show that the root and fill regions of the weld consist mainly 
of austenite in the forms of large elongated platelets and small fine, eqiaxed dendritic 
regions, surrounded by fine discontinuous regions of ferrite. In contrast the cap region, 
shows larger continuous regions of ferrite, in addition to some intragranular precipitates are 
observed.  
MFM image of condition 3 shows that in the cap region, a small amount of intragranular 
precipitates are seen to form in the regions adjacent to the austenite grains. In the fill region 
the structure was observed to consist of grain boundary allotriomorphs, some elongated 
platelets and small fine, equiaxed dendritic regions. In the root region the observed structure 
was primarily austenite within the grain, which could be either intragranular precipitates or 
Widmanstätten austenite. 
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Figure 4.7: MFM Image of condition 1 DSS Welds; a) Cap region, b) Fill region, c) Root region, d) 
Topographical image of weld 
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Figure 4.8: MFM Image of condition 2 DSS Welds; a) Cap region, b) Fill region, c) Root region, d) 
Topographical image of weld 
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Figure 4.9: MFM Image of condition 3 DSS Welds; a) Cap region, b) Fill region, c) Root region, d) 
Topographical image of weld 
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Figure 4.10: MFM Image of condition 4 DSS Welds; a) Cap region, b) Fill region, c) Root region, d) 
Topographical image of weld 
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MFM image of conditions 4 shows large regions of ferrite and austenite were observed in 
the cap. The fill region exhibited austenite in the forms of large elongated platelets and 
small fine, equiaxed dendritic regions. The root region consisted of elongated bands of 
austenite surrounded by ferrite.  
For all conditions, ferrite is seen as the darker coloured phase with banding associated with 
magnetic domains while no distinguishable phases were observed prior to commencement 
of the MFM scan (volta potential). Further, due to the nature of sample preparation for the 
MFM studies, which involved course grinding as opposed to fine polishing and etching for 
the optical microscopy studies, no surface morphological features were observed in AFM 
mode compared with the observations from optical microscopy. 
MFM images indicate that normal grain growth was observed predominantly in the root and 
fill regions of the weld for all four weld conditions. In contrast, abnormal growth was 
observed primarily in the cap region. Similar observations were observed from the optical 
microscopy studies, whereby the development of these different types of growth 
mechanisms can be attributed directly to the variations in the degree of undercooling, higher 
degree of undercooling occurring within the cap region as opposed to the fill and root 
region.  
It can be seen here that grain boundary austenite and Widmanstätten side-plates form early 
at higher temperatures, while the intragranular austenite particles precipitate later at a lower 
temperature. Intragranular precipitates are also seen to form in the regions partitioned by the 
Widmanstätten plates. When cooling occurs rapidly in the cap region of the welds, the 
transformation product requiring a higher degree of undercooling is formed. 
4.3.3 Microstructural Analysis using Scanning Electron Microscopy (SEM) 
and X-Ray (EDS) Analysis 
SEM and corresponding EDS analysis was performed on welded DSS samples for all weld 
conditions to determine the phases present, the nature of any phase transformations and 
associated distribution of elements in the austenite and ferrite phase. EDS was used purely 
for qualitative elemental analysis, simply to determine which elements are present and their 
relative abundance. 
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Figure 4.11: Micrograph showing the two phases (austenite and ferrite) present in the welded region of  
weld condition 4 
Figure 4.11, above, shows the two phases (austenite and ferrite) observed using the SEM in 
SEI mode. Here, the austenite region can be seen surrounded by the ferrite matrix. The 
austenite region stands proud compared to the ferrite matrix due to the preferential etching 
of the ferrite in the sample preparation stage. For all weld conditions, the formation of 
deleterious precipitates were not observed. Nevertheless, a clear indication of elements, for 
example, chromium and nickel, preferentially nucleating in the ferrite and austenite regions 
as a function of relative per cent is evident from the results obtained. The results for all four 
conditions are explained below in more detail. 
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Figure 4.12: SEM images of cap region in condition 1 etched with 15% NaOH at X5000 and X2000 
magnifications, EDS analysis graphs of austenite and ferrite in cap region 
SEM images of the cap region etched with fifteen per cent NaOH at X5000 and X2000 
magnifications and EDS analysis graphs of both austenite and ferrite in the cap region for 
condition 1 is shown in Figure 4.12. The morphology observed in the electron micrographs 
are typical of those observed using optical and magnetic force microscopy, and have been 
described earlier. Here large regions of austenite seen as the lighter regions develop from 
the darker ferrite regions. Analysis of the EDS graphs reveal higher levels of chromium, 
manganese and molybdenum and lower levels of nickel were observed in the ferrite regions 
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of all the weld passes. In general, there were no significant differences observed between 
the individual weld passes. Typical average values are as follows: 23.2 per cent Cr, 7.4 per 
cent Ni, 2.1 per cent Mn and 1.6 per cent Mo in ferrite and 22.2 Cr, 8.4 per cent Ni, 1.7 per 
cent Mn and 1.1 per cent Mo austenite. 
 
Figure 4.13: SEM images of fill region in Condition 2 etched with 15% NaOH, showing secondary 
electron and backscattered electron images at X5000 magnifications, EDS analysis graphs 
of austenite, ferrite and entire fill region 
SEM images of fill region in condition 2 etched with fifteen per cent NaOH, showing 
secondary electron and backscattered electron images at X5000 magnifications and EDS 
analysis graphs of austenite regions, ferrite regions and entire fill region are shown in Figure 
4.13. The morphology observed in the secondary electron micrograph is typical of those 
observed using optical and magnetic force microscopy, as observed previously. The 
backscattered electron imaging technique was used to determine distribution of elements 
based on differing mean atomic number where the resultant phases stand out sharply. EDS 
analysis conducted on all weld passes for the entire regions show equal amounts of austenite 
and ferrite can be seen. EDS analysis of the different phases show lower levels of nickel and 
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higher levels of chromium, manganese and molybdenum were observed in the ferrite 
regions of all the weld passes. There were no significant differences between the individual 
weld passes. Typical average values are as follows: 23.1 Cr, 7.3 per cent Ni, 2.0 per cent Mn 
and 1.4 per cent Mo in ferrite and 22.3 per cent Cr, 8.3 per cent Ni, 1.6 per cent Mn and 1.0 
per cent Mo austenite.  
 
Figure 4.14: SEM images of cap region in condition 3 etched with 15% NaOH at X1700 and X2000 
magnifications, EDS analysis graphs of austenite and ferrite in cap region 
SEM images of cap region in condition 1 etched with fifteen per cent NaOH at X5000 and 
X2000 magnifications, and EDS analysis graphs of austenite and ferrite in the cap region are 
shown in Figure 4.14. The SEM images reveal large regions of ferrite can be seen as the 
darker regions compared to the lighter austenite regions. EDS analysis revealed lower levels 
of chromium manganese and molybdenum and higher levels of nickel were observed in the 
austenite regions of all the weld passes. No significant differences between the individual 
weld passes were observed. Typical average values are as follows: 23.4 per cent Cr, 7.6 per 
cent Ni, 2.3 per cent Mn and 1.2 per cent Mo in ferrite and 22.6 per cent Cr, 8.6 per cent Ni, 
1.5 per cent Mn and 1.2 per cent Mo austenite  
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SEM images of the cap region in condition 4 etched with fifteen per cent NaOH at X1000 
and X2000 magnifications and EDS analysis graphs of austenite and ferrite in the cap region 
are presented in Figure 4.15. As observed previously, the lighter regions seen in the 
micrographs are austenite, which form islands in the darker ferrite matrix, the size, shape 
and distribution of the different phases consistent with the observations from the optical and 
magnetic force microscopy studies. EDS analysis revealed lower levels of nickel and higher 
levels of chromium manganese and molybdenum were observed in the ferrite regions of all 
the weld passes. There were no significant differences between the individual weld passes. 
Typical average values are as follows: 23.2 per cent Cr, 7.4 per cent Ni, 2.2 per cent Mn and 
1.3 per cent Mo in ferrite and 22.2 per cent Cr, 8.4 per cent Ni, 1.5 per cent Mn and 1.2 per 
cent Mo austenite.  
 
Figure 4.15: SEM images of cap region in condition 4 etched with 15% NaOH at X1000 and X2000 
magnifications, EDS analysis graphs of austenite and ferrite in cap region 
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4.4 Degree of Sensitisation and Intergranular Corrosion Test 
Results 
4.4.1   Standard ASTM Test (A923-03 A, A923-03 B, A262 E) Results 
The ASTM A923-03 Test Method A and B for all weld conditions showed no indication of 
the formation of intermetallic phases after metallographic examination, which was 
supported by the high impact energy values obtained (97-116 joules). The ASTM A262 
Standard Practices E results yielded excellent results, which were acceptable in accordance 
with the standards guidelines, even under a restricted and reduced bending radius. No 
evidence of sensitisation, evidenced by the absence of fissures or cracking, could be 
observed in all four weld conditions (Figure 4.16 (a) to Figure 4.16 (d)).  
 
Figure 4.16: Modified ASTM A262 practices E test results for all weld conditions 
The ASTM A923 test is a rapid test which is useful for providing a quick ranking of 
welds[150]. Results for test method A, which incorporated the use of a sodium hydroxide etch 
test to identify the presence of intermetallic compounds, revealed no evidence of the 
precipitation of intermetallic phases. Additionally, the results from test method B, which 
involved the use of the Charpy impact test for classification of the structures of duplex 
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stainless steels, showed high Charpy impact values (97-116 J) for all conditions. The results 
from these two standard test methods are indicative of a structure free from intermetallic 
precipitates. 
4.4.2 Modified Double Loop–Electrochemical Potentiodynamic Reactivation 
(DL-EPR) Results 
The sensitivity of the duplex stainless steel welds was evaluated using the DL-EPR test, 
which consisted of potentiodynamic scanning in a solution of 0.5M H2SO4 + 0.001 M TA 
(thioacetamide), from an active to a passive domain (activation scan), followed by a return 
to the initial potential (reactivation scan). The starting point was the free corroding potential. 
The test efficiency was measured by means of a response test, which was characterised by 
weak values of the current density ratio (Ir/Ia <1%) and the charge ratio (Qr/Qa < 1%) for 
non-sensitised materials, and relatively high ratio values (Ir/Ia ≥1%) and (Qr/Qa ≥ 1%) for 
highly-sensitised materials [180]. The reverse polarisation from the passive to the active 
region gave rise to a reactivation peak, the magnitude of which provides an indication of the 
degree of alloying element depletion. The susceptibility to corrosion was characterised in 
terms of both the ratio of the reactivation-current peak to the activation current peak as well 
as the ratio of the reactivation charge to the activation charge [271]. The anodic polarisation 
curves and DL-EPR plots for all four weld conditions, from which the Ir/Ia and Qr/Qa 
values can be calculated, are presented in Figures 4.17 to 4.20. In summary, the results show 
that the fill region for all four conditions exhibited a higher degree of sensitisation (DOS) 
compared to the root and cap region of the welds. Further analysis revealed that for the root 
and cap region, condition 4 showed the highest DOS. Data DOS can be found in Table 4.1 
on all four test conditions. Detailed analyses of the DL-EPR tests for all four conditions are 
presented below.  
For condition 1 (Figure 4.17), I values from the activation peaks for all passes were within 
12-15.5 mA/cm2 and from the reactivation peaks were within 2-3 mA/cm2. The activation 
scan peaked at an E value of -400 mV/SCE, which is seen to be more anodic compared with 
the reactivation scan. The reactivation scan E value peaked at -400 mV/SCE. The values of 
Qr/Qa (0.04) and Ir/Ia (0.07) for the cap and values of Qr/Qa (0.04) and Ir/Ia (0.06) for the 
root region were significantly lower than values for Qr/Qa (0.09) and Ir/Ia (0.12) for the fill 
material. This may be explained in terms of the resulting microstructure of the weld regions, 
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particularly the fill region which undergoes significant reheating during multipass welding. 
The combined Qr/Qa and Ir/Ia values are within the range of 0.06 and 0.08, respectively. 
The potentiodynamic scans showed no significant difference between the various passes in 
the weld except for the fill region at the active to passive region where current density 
values (I) were observed to be approximately 1x 10-8 mA/cm2 at a voltage value (E) -180 
mV/SCE compared to the cap and root region Which showed I and E values of 1x 10-6 
mA/cm2 at -190 mV/SCE, respectively.  
For condition 2 (Figure 4.18) current values (I) for the activation peaks ranged from 10 to 
20 mA/cm2 and reactivation peaks were within 2-3 mA/cm2. The activation scan peaked 
between voltage (E) values of -250 to -280 mV/SCE, which is seen to be more anodic 
compared with the reactivation scan. The reactivation scan values peaked at -400 mV/SCE.  
The potentiodynamic scans showed no significant difference between the various passes in 
the weld except for the cap region at the active to passive region where current density 
values (I) were observed to be approximately 1x 10-8 mA/cm2 at a voltage (E) value of -180 
mV/SCE compared to the cap and root regions which exhibited values of 1x 10-6 mA/cm2 at 
-190 mV/SCE. Values were normalised to take into account the test area to determine actual 
current densities. 
Normalised values for Qr/Qa (0.02) and Ir/Ia (0.04) for the cap and values of Qr/Qa (0.05) 
and Ir/Ia (0.07) for the root region were significantly lower than values for Qr/Qa (0.08) and 
Ir/Ia (0.10) for the fill material. This may also be explained in terms of the resulting 
microstructure of the weld regions, as previously explained in condition 1. The combined 
Q/r/Qa and Ir/I/a values are within the range of 0.05 and 0.07 respectively. The overall 
values are slightly lower than for condition 1. This can be attributed to the difference in the 
welding parameters. 
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Figure 4.17: Figure a) Anodic Polarisation curve of root, fill and cap region for condition 1, 0.5M 
H2SO4 + 0.001 M TA. b) DL-EPR plot of root, fill and cap region for condition 1 showing 
differences in DOS 
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Figure 4.18: Fig. a) Anodic Polarisation curve of root, fill and cap region for condition 2, 0.5M H2SO4 + 
0.001 M TA. b) DL-EPR plot of root, fill and cap region for condition 2 showing 
differences in DOS 
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For condition 2 levels of sensitisation observed in the cap region compared to the fill region 
can be attributed to the subtle differences in the microstructural evolution of the weld 
regions where normal grain growth was observed predominantly in the root and fill regions 
of the weld, characterised by the development of blocky type austenite, compared with 
abnormal grain growth in the cap region. 
For condition 3 (Figure 4.19), I values from the activation peaks for all passes were within 
13-18 mA/cm2 and from the reactivation peaks were within 2-3 ImA/cm2. The activation 
scan peaked at an E value of -250 mV/SCE, which is seen to be more anodic compared with 
the reactivation scan. The reactivation scan values peaked at -400 mV/SCE. The values of 
Qr/Qa (0.03) and Ir/Ia (0.06) for the cap and values of Qr/Qa (0.05) and Ir/Ia (0.08) for the 
root region were significantly lower than values for Qr/Qa (0.10) and Ir/Ia (0.12) for the fill 
material. The combined Q/r/Qa and Ir/I/a values are within the range of 0.06 and 0.08 
respectively. The potentiodynamic scans showed no significant difference between the 
various passes in the weld.  
For condition 4 (Figure 4.20), I values from the activation peaks for all passes were within 
10 to 17 mA/cm2 and from the reactivation peaks were within 2-3 mA/cm2. The activation 
scan peaked at an E value range from -250 to -280 EmV/SCE, which is seen to be more 
anodic compared with the reactivation scan. The reactivation scan values peaked at -380 
E(mV/SCE).  
Charge ratio and current ratio values for the cap and root were Qr/Qa (0.07) and Ir/Ia (0.10) 
compared to values of Qr/Qa (0.08) and Ir/Ia (0.09) for the fill material. The combined 
Q/r/Qa and Ir/I/a values are within the range of 0.07 and 0.11 respectively. The overall 
values are slightly higher than for condition 3 given that the welding parameters were 
slightly different. The potentiodynamic scans showed no significant difference between the 
various passes in the weld.  
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Figure 4.19: Figure a) Anodic Polarisation curve of root, fill and cap region for condition 3, 0.5M 
H2SO4 + 0.001 M TA. b) DL-EPR plot of root, fill and cap region for condition 3 showing 
differences in DOS 
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Figure 4.20: Fig. a) Anodic Polarisation curve of root, fill and cap region for condition 4, 0.5M 
H2SO4 + 0.001 M TA. b) DL-EPR plot of root, fill and cap region for condition 4 
showing differences in DOS 
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It was further observed that for all four weld condition and successive weld passes, the Ir/Ia 
values were significantly lower than for the base material. This can be explained in terms of 
the resulting microstructure observed in the weld regions, specifically the absence of any 
detrimental precipitates which can increase susceptibility to sensitisation. Such findings 
were confirmed by the observed high Charpy impact values and excellent results observed 
from the modified ASTM A923-03 Test Method A and B and ASTM A262 Standard 
Practices E tests. 
Anodic polarisation curves were generated from the VoltaMaster 4 electrochemical software 
from open circuit potential. Complex curves observed in anodic polarisation plots for all 
four conditions were due to a non de-aerated electrolyte solution. Strictly speaking 
polarisation curves should be performed independently of the DL-EPR tests. However, for 
this study anodic polarisation plots were used to verify the E-corr and I-corr values. 
4.5  Residual Stress Measurement Results 
The results from the residual stress measurements using two sources, namely the reactor 
source (TASS) at ANSTO, and the spallation source (LANSC) at Los Alamos are presented 
in this section. 
4.5.1  Residual Stress Measurements Using the Reactor Source (TASS) 
 Residual stress measurements using the reactor source were performed on the weld regions, 
fusion zone, heat affected zones and parent metal for condition 1. Figure 4.21 shows a 
schematic cross section of the sample, indicating the measurement points for residual stress 
determination by means of the reactor source. Measurements were taken to determine (a) 
mean ferrite stress, (b) mean austenite stress, and (c) volume fraction weighted macroscopic 
residual stress in the directions normal (radial), transverse (axial) and longitudinal (hoop) to 
the welding direction. 
In order to convert phase strain to stress the diffraction elastic constants Εhkl and vhkl for each 
phase must be known, and these in turn depend on the crystallographic texture of the 
weldment which varies with position from the parent metal to the weld region. Given the 
demanding experimental requirement for the texture at each location in the weld, a best 
approximation of the diffraction elastic constants was chosen using the self-consistent 
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scheme proposed by Kröner [272] for random texture. Such that, α211E  = 225.5, γ311E  = 183.5 
GPa,  and αν 211  = 0.28 , γν 311  = 0.31 for the ferrite and austenite phases.  
measurement point
 
Figure 4.21: Neutron diffraction measurement performed on condition 1 weld sample. The weld 
geometry relative to the measurement area is as indicated for the longitudinal macroscopic 
residual stress 
Residual phase strains averaged over the diffracting volume (2x2x4 mm3) in the normal, 
transverse and longitudinal directions are shown in Figures 4.22, 4.23 and 4.24 respectively 
for weld condition 1 
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Figure 4.22: Stresses of austenite and ferrite in the normal (radial) direction, measurements are 
expressed as distance from centre of the weld, where x[x] in the graphs represents the 
measurement points described in Figure 4.21 
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In the normal direction of condition 1 (Figure 4.22), it was observed that there was a distinct 
difference in the stress levels between the austenite and ferrite phases. The ferrite region 
was observed to be in tension while the austenite was in compression, especially in the heat 
affected zones where the ferrite phase exhibited tensile stresses in the range of 400 MPa to 
420 MPa while the austenite exhibited compressive stresses in the range of -600 MPa to        
-650 MPa. In the mid-section of the weld region, both phases exhibited compressive 
stresses. Ferrite in both the fill and cap region showed compressive stresses in the range -20 
MPa to -50 MPa, while austenite showed compressive stress values of -650 MPa and -480 
MPa for the fill and cap respectively. Compressive stress levels were observed in the root 
region, showing typical values of -100 MPa for ferrite and -250 MPa for austenite. In 
general, the heat affected zones and fusion zone showed higher variation in stresses (both 
tensile and compressive) compared with the weld region where stresses were mainly 
compressive in nature. The compressive stresses in the normal direction of the weld may be 
due to the ‘tourniquet’ effect when shrinkage occurs during solidification and weld cooling. 
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Figure 4.23: Stresses of austenite and ferrite in the transverse (axial) direction, measurements are 
expressed as distance from centre of the weld, where x[x] in the graphs represents the 
measurement points described in Figure 4.21 
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Figure 4.23 shows the stresses for austenite and ferrite in the transverse direction. A similar 
stress state can be observed as in the normal direction. An inversion of stresses was 
observed between the ferrite and austenite in the transverse direction. It was also observed 
that there was a distinct difference in the stress levels between the austenite and ferrite 
phases. In the heat affected zones and base material region, whereby the ferrite phase 
exhibited compressive stresses in the range of -350 MPa to -600 MPa while the austenite 
exhibited tensile stresses in the range of -600 Mpa to -650 MPa. In the heat affected zones 
and fusion zone the ferrite stress values were between -600 Mpa to -650 MPa, while the 
austenite was shown to be of a more tensile nature (0 to 400 MPa). In the mid-section of the 
weld region, ferrite in the cap, fill and root region showed both compressive and tensile 
stresses in the range of -300 MPa to 400 MPa, while austenite showed compressive stresses 
of 3 MPa, -200 MPa and -480 MPa for the root, fill and cap respectively.  
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Figure 4.24: Stresses of austenite and ferrite in the longitudinal (hoop) direction, measurements are 
expressed as distance from centre of the weld, where x[x] in the graphs represents the 
measurement points described in Figure 4.21 
Figure 4.24 shows the stresses for austenite and ferrite in the longitudinal direction. It was 
observed that there was a slight difference in the stress levels between the austenite and 
ferrite phases. In the heat affected zones and base material region, the ferrite phase exhibited 
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more compressive stresses in the range of -150 MPa to -380 MPa compared to austenite 
stress levels in the range of -5 MPa to -390 MPa. In the heat affected zones and fusion zone 
the ferrite was between 50 MPa to 380 MPa, while the austenite was shown to be more 
compressive (-150 MPa to -380 MPa). In the mid-section of the weld region, ferrite in the 
cap, fill and root region showed tensile stresses in the range of 200 MPa to 300 MPa, while 
austenite showed similar tensile stresses of 180 MPa and 280 MPa for the fill and cap 
region. In contrast, the root region exhibited a compressive stress of -60 MPa in the 
austenite phase.  
Measurement Location Normal Transverse Longitudinal 
Macro 
Stresses 
No. 
x 
[mm] 
y  
[mm] 
z 
[mm] 
σ 
[MPa] 
error 
[MPa] 
σ 
[MPa] 
error 
[MPa] 
σ 
[MPa] 
error 
[MPa] 
σ 
[MPa] 
error 
[MPa] 
1 0 -2.3 21 -44 46 -107 54 -48 57 -198 52 
2 0 -5.5 21 92 45 85 55 4 53 181 51 
3 0 -8.7 21 189 50 109 60 68 55 366 55 
4 0 -2.3 41 -56 49 -207 57 -132 58 -394 55 
5 0 -5.5 41 -97 48 -268 60 -207 60 -572 56 
6 0 -8.7 41 7 56 -232 62 -169 57 -394 58 
7 0 -2.3 46 -46 50 -176 56 91 58 -131 55 
8 0 -5.5 46 -14 48 -98 57 79 57 -33 54 
9 0 -8.7 46 -117 55 -293 56 -112 55 -522 55 
10 0 -2.3 51 -170 50 -242 58 137 56 -275 55 
11 0 -5.5 51 -295 49 -362 62 8 54 -648 55 
12 0 -8.7 51 -415 57 -559 59 -326 57 -1299 58 
13 0 -2.3 56 142 51 191 55 304 44 637 50 
14 0 -5.5 56 -24 61 173 65 215 66 363 64 
15 0 -8.7 56 -131 77 -15 80 22 91 -123 83 
Table 4.2: Combined stresses in the normal, transverse, longitudinal direction and macro stresses as 
well as standard error for all data in weld condition 1 
Table 4.2 show the macro stresses in the normal, transverse and longitudinal directions as 
well as the combined stresses, compared to the individual stresses in the austenite and ferrite 
regions shown previously. The coordinates of the points where measurements were taken 
are defined by the values in the y and z directions. Results show that the combined stresses 
are highest in the heat affected zones (-572 MPa and 636 MPa). The weld region exhibits 
stresses in the region of (180 MPa to -30 MPa)  
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In general, the heat affected zones is strongly tensile for ferrite and compressive for 
austenite. In the transverse direction, the austenite exhibits tensile strains in the weld while 
the ferrite has contracted lattice spacing. As the distance from the weld centreline increases 
out to the heat affected zones (~5mm), an inversion occurs where upon ferrite strains are 
tensile and austenite is compressive. In the longitudinal direction, the strains for both phases 
are initially tensile in the weld, although the magnitudes are inverted for each phase in 
comparison to the transverse direction. In this direction, the macroscopic residual stress 
field is at a maximum (304 MPa), due to constraints associated with impeding contraction of 
the weld bead during cooling. This is most likely to be the dominating effect in influencing 
the stress field values. Moving out from the weld, the heat affected zones can be clearly 
distinguished from the weld as both the average phase strains become uniformly tensile.  
In general, stresses within the welds and  in each phase of the material are likely to be 
affected by elastic mismatch stress, thermal misfits, plastic misfit stresses due to differing 
plastic behaviour between phases as well as transformation stresses. Very high compressive 
stresses were estimated in the austenite phase for the transverse and normal directions (-550 
MPa), however, these stresses appear to be balanced from observations of the macroscopic 
stress field.   
4.5.2 Residual Stress Measurements Using the Spallation Source (LANSCE) 
Residual phase strains averaged over the diffracting volume (2x2x4 mm3) in the hoop, axial 
and radial directions were measured in this study. In two phase or duplex materials, the 
grains have different physical and elastic properties and therefore the microstresses over the 
one phase do not equal zero. In order to calculate the stresses, the following equation [273] 
applies:
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Equation 4.1 
Where I is the macrostress value, and misfit elastic thermal and plastic stresses are denoted 
by E, Th and Pl, respectively. 
The mismatch stresses are defined as the average value of the microstresses over all grains 
belonging to one phase and for both phases the sum of the macrostresses must be zero over 
a large volume of material. This can be expressed as:
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The summation of the two macrostresses for both phases is the overall macrostresses. Since 
the momentum of a neutron is equal to λh  
h
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Equation 4.3
 
Where h is Planck’s constant, m is the neutron mass, L is the flight path of the neutron and t 
is the travel time of the neutron. All reflections are collected at two fixed scattering angles, 
which is at 900 and -900 from the diffraction spectrum. This is aided by radial collimators 
between the detector and the sample. 
Figure 4.25 below show measurement points for residual stress determination by means of 
the TOF spallation source. Measurements were taken to determine (a) mean ferrite stress, 
(b) mean austenite stress and (c) volume fraction weighted macroscopic residual stress in 
the directions normal (radial) , transverse (axial) and longitudinal (hoop) to the welding 
direction. 
 
Figure 4.25: Neutron diffraction measurement for sample weld condition 3 in a spallation (TOF) source 
in the (a) mean ferrite stress, (b) mean austenite stress and (c) volume fraction weighted 
macroscopic residual stress in the directions normal (radial) , transverse (axial) and 
longitudinal (hoop) to the welding direction 
The results from these studies, for weld regions and parent metal for condition 3, showing 
the variations in stress in the hoop axial and radial directions are shown in Figures 4.26 to 
4.28 respectively. While actual strain values were determined from this procedure, the stress 
levels calculated from these strain values are shown here. The initial strain values obtained 
were converted to phase stress where the diffraction elastic constants Εhkl and vhkl for each 
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phase were assumed based on Kröner model [272] such that, α211E  = 225.5, γ311E  = 183.5 GPa,  
and αν 211  = 0.28 , γν 311  = 0.31 for the ferrite and austenite phases.  
The stress free lattice spacing is another critical factor in determining the accuracy of the 
strain values from the measurements performed. An important aspect to consider is 
determination of the line shape of the peak as a function of time, which is based on a 
Gaussian function graphically expressed as a sharp leading edge and a lagging tail. 
Resolution of the peaks formed from a TOF source is independent of neutron wavelength 
and therefore FWHM of all the peaks in a spectrum are the same. FWHM, expressed as d-
spacings ∆d, is obtained by the differential equation; 
θλ sin2mLthdt ∆=∆=∆=∆
     
Equation 4.4
 
This shows that measurements at high detector angles in single scan with high resolutions 
for various (hkl) reflections is possible since peaks obtained can be resolved, this is 
dependent on the scattering angle for the specific d-spacing and the flight path L. 
Austenite in the hoop direction (Figure 4.26), was shown in various reflections, however, 
for the purpose of comparing stress values quantitatively in the various weld regions, the 
(111) reflection was selected for the austenite and (110) reflection for ferrite. In the hoop 
direction of the weld region, austenite exhibited a stress of 300 MPa, which increased to 450 
MPa in the fusion zone, then decreased to 280 MPa in the heat affected zones. Ferrite in the 
hoop direction showed stresses in the weld to be 310 MPa, which gradually decreased to 
270 MPa in the fusion zone and heat affected zones for the (110) reflection. 
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Figure 4.26: Distribution of stress values for reference a) austenite; [111], [200], [220], [311], [222], 
[331] and, b) ferrite [110], [200], [211], [200], [420] peak widths in the hoop direction, 
measurements are expressed as distance from centre of the weld towards the left side of the 
specimen (in Figure 4.25). Stress values are shown in terms of 105 Pa 
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Figure 4.27: Distribution of stress values for reference a) austenite; [111], [200], [220], [311], [222], 
[331] and, b) ferrite [110], [200], [211], [200], [420] peak widths in the axial direction, 
measurements are expressed as distance from centre of the weld, towards the left side of 
the specimen (in Figure 4.25). Stress values are shown in terms of 105 Pa 
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Figure 4.28: Distribution of stress values for reference a) austenite; [111], [200], [220], [311], [222], 
[331] and, b) ferrite [110], [200], [211], [200], [420] peak widths in the radial direction, 
measurements are expressed as distance from centre of the weld, towards the left side of 
the specimen (in Figure 4.25). Stress values are shown in terms of 105 Pa 
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Similar results were observed in the axial direction (Figure 4.27). In the hoop direction of 
the weld region austenite exhibited a stress of 300 MPa which increased to 450 MPa in the 
fusion zone, then subsequently decreased to 280 MPa in the heat affected zones. Ferrite in 
the axial direction showed stresses in the weld to be 300 MPa, which gradually decreased to 
280 MPa in the fusion zone and heat affected-zones for the (110) reflection. 
Figure 4.28 shows the variation in stress levels in the radial direction. Analysis of the data 
for the (111) reflection in austenite showed stress levels of 260 MPa in the weld region, 
increasing to 420 to 450 MPa in the fusion zone, which then subsequently decreased to 250 
MPa in the base material. Ferrite in the radial direction showed stresses in the weld to be 
210 MPa, which increased to 400 MPa in the fusion zone and 600 MPa in the heat affected 
zones for the (110) reflection. 
In summary, in the hoop direction, ferrite (110) and austenite (111) exhibits the highest 
tensile stresses in the heat affected zones exhibiting typical values of 480 MPa in the axial 
direction. Moving out from the weld, the heat affected zones and base material can be 
clearly distinguished from the weld as both average phase stress become uniformly tensile.  
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CHAPTER 5 DISCUSSION 
The discussion section is broken down into eight sub-sections. The first part (section 5.1) is 
focused on microstructural evolution of welds in the gas tungsten arc welding process for all 
conditions. Section 5.2 discusses the MFM studies for the phase identification of welded 
sections. Here a correlation between optical and MFM for phase transformation 
identification is discussed in detail. Section 5.3 discusses the mechanical properties and 
provides a discussion on comparison of the hardness profiles and welding parameters. The 
ferrite content and microstructure is discussed in section 5.4, and section 5.5 focuses on the 
composition analysis of the weld regions from EDS analysis. Section 5.6 discusses degree 
of sensitisation of the weld region using the two standardised test procedures and 
particularly the modified DL-EPR test procedure adopted in terms of the resulting 
microstructural variations and transformed phases observed within the different weld passes 
for all weld conditions. Section 5.7 discusses the stress strain results obtained from the two 
neutron scattering methods adopted here, namely the reactor and TOF spallation techniques. 
Section 5.8 discusses the variations in the stress/strain values and the observed 
microstructures, transformations and susceptibility to sensitisation for the different weld 
conditions and regions. Any differences between the different techniques are alluded to. 
5.1 Microstructural Evolution of Welds in the Gas Tungsten Arc 
Welding Process 
Microstructural evolution in gas tungsten arc welding (GTAW) welds and the surrounding 
regions has been shown to depend on the material composition and thermal cycles, which 
results in different morphologies and associated properties of the product phase. In duplex 
stainless steel welds, austenite decomposes from ferrite during cooling. The austenite may 
transform into various microconstituents, such as allotriomorphic austenite, Widmanstätten-
austenite, non-lamellar austenite plus Fe3C and martensite, depending on the composition of 
the parent austenite phase and cooling rates [274] as shown in Figure 5.1. Additions of alloy 
elements in the base material may further complicate the problem. The following section 
critically examines these transformations for the welds and associated conditions conducted 
in this present study. 
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Figure 5.1: Typical Fe-Cr-Ni phase diagram for duplex stainless steel showing austenite decomposition 
from ferrite. The arrow indicates formation of various phases depending on cooling rates.  
5.1.1  Microstructural Evaluation for All Test Conditions 
Microstructural analysis for all four gas tungsten arc weld conditions as shown in the optical 
micrographs in Figures 4.3 to 4.6 reveals the presence of a two-phase banded structure, 
typical of such materials under the welding conditions employed here. In general, the 
austenite regions observed in the duplex stainless steel weld metal is formed from ferrite in 
three modes, as allotriomorphs at the prior-ferrite grain boundaries, as Widmanstätten side-
plates growing into the grains from these allotriomorphs and as intragranular precipitates. 
The grain boundary allotriomorphs and Widmanstätten austenite are clearly seen in the 
micrographs. However, the austenite seen within the grain could be either intragranular 
precipitates or Widmanstätten austenite intercepted transverse to the long axis. Figure 5.2 is 
a typical micrograph showing the presence of these phases. 
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Figure 5.2: Typical micrographs of the duplex stainless steels weld showing various phases due to 
transformations occurring in the weld region 
The diagram shows that the grain boundary austenite layer is not continuous. It is further 
known that the formation of grain boundary and side-plate fractions require a relatively 
smaller driving force and therefore can occur at higher temperatures with little 
undercooling. The formation of intragranular acicular ferrite, on the other hand, requires a 
greater degree of undercooling and therefore occurs at lower transformation temperatures. It 
is likely that a similar transformation sequence is adopted during the microstructural 
evolution of the regions associated with the duplex stainless steel weld. Thus, the grain 
boundary austenite and Widmanstätten side-plates form early at higher temperatures, while 
the intragranular austenite particles require a greater driving force and precipitate later at a 
lower temperature. This can also be seen in Figure 5.2, in which the intragranular 
precipitates are seen to form in the regions partitioned by the Widmanstätten plates. When 
cooling occurs rapidly in the cap region of the welds, it is expected that the transformation 
product requiring a higher degree of undercooling is formed. 
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5.1.2  Grain Growth and Phase Transformations during Weld Cooling 
During welding, the interaction between the heat source and the base material not only leads 
to various phase transformations but also grain growth. Severe grain growth may adversely 
affect the strength and toughness of the weldment [274].  
It is well known that the driving force for grain growth is associated with a reduction in the 
total grain boundary energy. There are usually two types of grain growth phenomena: 
normal and abnormal growth. The abnormal grain growth is characterised by the growth of 
just few grains to very large sizes. In contrast, due to normal grain growth, the 
microstructure exhibits a uniform increase in grain size and the normalised grain size 
distribution function is invariant with time [275]. Most instances of grain growth during 
welding are associated with normal grain growth. 
The following parabolic relation (equation 5.1), proposed by Burke and Turnbull [276], has 
been widely used to describe the normal grain growth kinetics in various materials. Where 
D is the mean grain size at time t, D is the initial mean grain size, n is the growth constant, 
and K is a kinetic constant. According to Burke and Turnbull [276], the growth constant is 
equal to 2 for ideal systems. However, the experimentally determined grain growth 
exponent values have been reported to vary from two to four for pure metals. It should be 
noted that although Equation 5.1 allows the mean grain size at a given time to be predicted, 
it cannot be easily applied to calculate the grain growth kinetics during welding. Equation 
5.1 or similar analytical models cannot take into account the high spatial temperature 
gradient present in the weldment (the so-called ‘thermal pinning’ effect). 
KtDD =− 0         Equation 5.1 
Furthermore, the effects of topological features are not considered in the analytical models.  
In the current study, normal grain growth was observed predominantly in the root and fill 
regions of the weld for all four weld conditions, characterised by the development of blocky 
type austenite. In contrast, abnormal growth was observed primarily in the cap region, 
associated with Widmanstätten type structures dominating the observed morphology. The 
development of these different types of growth mechanisms can be attributed directly to the 
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variations in the degree of undercooling, higher degree of undercooling occurring within the 
cap region as opposed to the fill and root region. 
Phase transformations during cooling have been extensively investigated both 
experimentally and theoretically and are generally expressed as time temperature-
transformation (TTT) and continuous-cooling-transformation (CCT) diagrams [274]. These 
diagrams are usually constructed based on extensive metallographic experiments and are 
useful in understanding the phase transformations during cooling. 
On the other hand, several phase transformation models based on fundamentals of 
thermodynamics and kinetics have been developed to model the microstructure in the 
weldment. These phase transformation models include the model developed by Watt et 
al.[277] for prediction of microstructure in the heat affected zone, and the model developed 
by Bhadeshia et al. [274] for the simulation of microstructure in the fusion zones. The 
findings from this study are consistent with previous work conducted [274, 276, 277, 278]. 
5.2 Magnetic Force Microscopy (MFM) Studies for the Phase 
Identification of Welded Duplex Stainless Steels  
The MFM images (shown in Figures 4.7 to 4.10) show information relating to both surface 
topography and the magnetic regions within the weld. While no information relating to the 
phases present and their size, shape and distribution is evident from the topographic image 
(AFM image), the magnetic images reveal the presence of two distinct magnetic patterns; a 
relatively large austenitic lighter region, which is paramagnetic in nature, and the 
surrounding matrix composed of the darker, striated ferromagnetic phase (ferrite) [141, 142]. It 
should be noted that the magnetic domains in the ferrite form a wavy pattern that surrounds 
the non-magnetic austenite. Variations in the relative distributions of the austenite and 
ferrite regions can be observed not only in the different weld areas for any given 
configuration, but also between specific weld regions over all configurations examined.  
The root and fill regions of the weld consist mainly of austenite in the forms of large 
elongated platelets and small fine, eqiaxed dendritic regions, surrounded by fine 
discontinuous regions of ferrite. In contrast the cap regions, show larger continuous regions 
of ferrite, in addition to a long continuous band of austenite forming at the grain boundary.  
In addition, these austenite regions are formed from ferrite in three modes, as allotriomorphs 
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at the prior-ferrite grain boundaries, as Widmanstätten side-plates growing into the grains 
from these allotriomorphs and as intragranular precipitates.  
5.2.1  Correlation between Optical and Magnetic Force Microscopy for Phase 
Transformation Identification 
The observations from the MFM work strongly support the findings from optical and 
scanning electron microscopy, the main differences are that (i) no fine polishing and etching 
is required for MFM and (ii) MFM shows the distinct difference between austenite and 
ferrite regions. In general, the different austenite-ferrite microstructures observed in the 
weld regions, such as the presence of discontinuous grain boundary austenite layers, 
Widmanstätten austenite side-plates, austenite intragranular precipitates and intragranular 
acicular ferrite are thought to be associated with, and hence explained in terms of variations 
in transformation rates and the degree of undercooling [279]. This is discussed in more detail 
below. 
The formation of grain boundary and side-plate fractions require a relatively smaller driving 
force [280] and therefore can occur at higher temperatures with little undercooling. The 
formation of intragranular acicular ferrite, on the other hand, requires a greater degree of 
undercooling and therefore occurs at lower transformation temperatures. It is likely that a 
similar transformation sequence is adopted during the microstructural evolution of the 
regions associated with the duplex stainless steel weld. Thus, the grain boundary austenite 
and Widmanstätten side-plates form early at higher temperatures, while the intragranular 
austenite particles require a greater driving force and precipitate later at a lower 
temperature. This can also be seen in the MFM images, where the intragranular precipitates 
are seen to form in the regions partitioned by the Widmanstätten plates. When cooling 
occurs rapidly in the cap region of the welds, it is expected that the transformation product 
requiring a higher degree of undercooling is formed, and hence the greater volume of ferrite 
observed in the cap region compared with the root and fill regions. 
One of the most important factors in MFM imaging is the actual orientation of the magnetic 
domains of the sample, which, in turn, depends on the crystallographic orientation of the 
ferrite. Therefore, it should be expected that ferrite grains with different crystallographic 
orientations yield different magnetic patterns in the MFM images. In this study, MFM was 
capable of clearly imaging the magnetic domain structure of the ferrite phase that surrounds 
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the ‘islands’ of austenite, which appear flat and uniform due to their paramagnetic 
properties. Clear bands of ferrite could be easily distinguished, but a closer examination of 
the images revealed other regions, considered to be ferrite, that did not exhibit the more 
typical striped magnetic domain configuration associated with ferrite.  
Other factors that can affect the contrast in the MFM images are the geometry of the 
magnetic domains, and the fact that domains that are underneath the surface (i.e. non-
superficial) can be detected, which may render different contrast features compared with the 
superficial domains. A further drawback from the use of this technique is the ability to 
resolve features associated with the magnetic domains and the possible inclusion of fine 
precipitates such as secondary austenite, Chi and Sigma phases. This is due to fine 
precipitates such as sigma, chi and other intermetallic phases are predominantly para/non-
magnetic. Therefore identifying paramagnetic material within the austenite phase is difficult 
because austenite is also paramagnetic and as such render the magnetic domains invisible. 
As pointed out by Hartmann [281], a significant perturbation of the magnetic structure of tip 
and sample is expected if the magnetic stray fields exceed the anisotropy fields. Near the 
surface, the stray field can be a significant fraction of the saturation magnetisation and, thus, 
it can destroy or perturb the MFM image. Hartmann [281] presents a criterion for ‘non-
destructive’ MFM operation, which can be more easily achieved for hard magnetic 
materials with large anisotropy fields. For soft magnetic materials, as in the present work, 
changes in the magnetic structure induced by tip-sample interaction can be directly observed 
during MFM. These observations by Hartmann [281] are directly applicable to the present 
study as the phases within the duplex stainless steel welds exhibit both hard (austenite) 
and soft (ferrite) regions. Figure 5.3 shows a three dimensional representation of surface 
topography of a typical weld region using MFM which clearly shows the hard and soft 
regions typical of this structure. Consequently MFM is not only an important tool for 
differentiating between magnetic and non magnetic regions but also for variations in 
physical and mechanical properties. The features characteristic of the harder austenite 
region are associated with fewer interactions between the magnetic tip and the sample 
surface in contrast with more frequent perturbations associate with the softer ferrite.  
Further analysis of the magnetic domain structure within the ferrite regions show variations 
in the alignment of the domains ranging from a distinct coherent banding type structure 
associated with highly preferentially orientated structures to incoherent structures due to 
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random orientation. While there are no strong correlations between the weld conditions and 
various passes and degrees of orientation, coherent type structures are considered to be 
associated with the degree of inherent magnetisation. Previous studies [282] have shown that 
in general, the MFM images of duplex stainless steels are easy to interpret, although in some 
cases the magnetic domains of the ferrite phase can exhibit such different appearances, that 
the identification of the phases may become difficult. Therefore, certain aspects should be 
taken into account in order to avoid misinterpretation of the images. It was recognised that 
one of the most important factors in MFM imaging is the actual orientation of the magnetic 
domains of the sample, which, in turn, depends on the crystallographic orientation of the 
ferrite. Therefore, it was expected that ferrite grains with different crystallographic 
 
 
Figure 5.3: Typical three dimensional MFM image of the duplex stainless steel weld showing hard 
austenite and soft ferrite regions 
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orientations yield different magnetic patterns in the MFM images which are consistent with 
the current findings. Other factors that are considered to affect the contrast in the MFM 
images are the geometry of the magnetic domains, and the fact that even domains that are 
underneath the surface (i. e. non superficial) can be detected, which may render different 
contrast than the superficial ones. 
In summary, strong direct correlations can be drawn from the two microscopy techniques 
adopted here (optical and magnetic force microscopy) and the differences in the 
microstructures and resultant phases present observed in the different weld regions are 
considered to have a strong influence on the properties of the weld regions, particularly the 
susceptibility to sensitisation and variations in the stress/ strain levels.  
5.3  Mechanical Properties of Welded Duplex Stainless Steels for 
all Test Conditions 
The mechanical properties, in terms of a comparison of the hardness profiles and the 
associated welding parameters as well as the impact and tensile results of all weld onditions 
are discussed in this section. 
5.3.1   Comparison of the Hardness Profiles and Welding Parameters 
Table 5.1 summarises the average heat input for all four welding conditions and the average 
hardness for the cap, fill and root regions respectively. For conditions 1, 3 and 4 there is a 
gradual decrease in the hardness from the root to the cap region. This can be explained in 
terms of weld sequence and associated cooling rates. It is possible that the first pass to be 
deposited (root) would be subject to more rapid cooling than the successive passes (fill and 
cap) and hence retain higher hardness values. However, for condition 2, the reverse was 
observed which may be attributed to the higher heat inputs of the cap and fill regions 
compared with condition 1, resulting in faster cooling and hence higher hardness of these 
regions.  
5.3.2  Discussion on the Impact and Tensile Results for the Various Weld 
Conditions 
The impact results, which show relatively higher values for conditions 1 and 2 compared 
with conditions 3 and 4, suggest that welding parameters associated with joint configuration 
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may influence the impact values, higher values observed for the ‘V’ groove configuration 
compared with the ‘U’ groove configuration. The tensile values for all four conditions were 
within the range of 774 N/mm2 to 794 N/mm2. These tests are carried out as a requirement 
for qualification of welding procedures based on API 1104 [244]. The findings from these 
tests show that the impact and tensile test values are within the acceptance criteria for 
welding of pipelines.  
Weld 
Condition 
Condition 
1(Cap) 
Condition 
1 (Fill) 
Condition 
1 (root) 
Condition 
2 (Cap) 
Condition 
2 (Fill) 
Condition 
2 (root) 
Average 
Heat Input 
(J/min) 
1686 1472 1475 2216 2098 1591 
Average 
Hardness 
(Hv10) 
254±20 264±21 274±22 266±21 260±21 257±21 
 
Weld 
Condition 
Condition 
3 (Cap) 
Condition 
3 (Fill) 
Condition 
3 (root) 
Condition 
4 (Cap) 
Condition 
4 (Fill) 
Condition 
4 (root) 
Average 
Heat Input 
(J/min) 
2042 1561 419 2135 1580 420 
Average 
Hardness 
(Hv10) 
248±20 252±20 256±21 268±21 273±22 280±22 
Table 5.1: Summary of the average heat input for all four welding conditions and the average 
hardness for the cap, fill and root regions respectively 
Previous studies conducted on the impact behaviour of duplex stainless steels have reported 
impact values similar to the ones observed here or substantially lower. Liljas and Qvarfort 
[111] investigated the effect of nitrogen on weldment properties in SAF 2205. They noted that 
both gas tungsten arc welding and pulsed tungsten arc welding processes gave high impact 
strength values of 113 J in the as-welded condition. Yasuda et al. [113] obtained an impact 
energy of 50 J at -40°C in the ‘as welded’ condition for submerged arc welded SAF 2205, 
with impact energy values of about 100 J at 0°C. 
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Flasche [110] examined the Charpy impact energy of Ferralium 255 gas tungsten arc weld 
metals produced with filler wire of matching composition, and reported a weld metal 
toughness of 78 J at room temperature. Testing at -20oC, the weld metal showed a toughness 
of only 16 J due to the highly ferritic nature of the fusion zone. Hertzman et al. [112] reported 
a Charpy impact energy of 49 J at - 20°C for weld metal produced by autogenous gas 
tungsten arc welding on SAF 2205. They stated that the weld metal showed a slightly lower 
impact energy level than the fusion boundary and heat affected zone region. 
In summary, these results are important for the overall characterisation of the welds, and are 
used as a basis to determine acceptability and to identify property differences for different 
weld conditions. However, the nature of these tests, which are performed on the bulk 
material (to include the weld and heat affected zone) means that little correlation can be 
drawn between these test results and those conducted on the individual weld passes. An 
important parameter which needs to be mentions is that inter-pass temperature has been 
limited to 1500C to allow proper control of austenite to ferrite transformation as well as to 
ensure the quality of the welds are maintained. 
5.4  Ferrite Content and Microstructure 
Ferrite content of the weld metals was estimated in terms of percent ferrite, using the 
Magna-Gauge, Fischer ferrite-scope and determined metallographically using the ASTM 
E562 point count method. Although a difference in the percent ferrite values obtained can 
be seen from the three different ferrite determination techniques, the main focus is not to 
discuss the differences but to identify (i) the reason for using all three techniques and (ii) to 
correlate results from the mechanical properties with ferrite content. The results from the 
three methods for all test conditions are summarised in Figure 5.4.  
5.4.1   Discussion on Ferrite Measurement Techniques 
The measurement of ferrite in duplex stainless steels has been carried out using various 
techniques, specifically; quantitative metallography, magnetic permeability, and magnetic 
attraction techniques. Appreciable work has been performed by the Welding Research 
Council (WRC) Subcommittee on stainless steels to develop the Magna-Gauge as a tool for 
measuring weld metal ferrite content. This instrument effectively measures the spring force 
required to pull a small, permanent magnet from the surface of a weld specimen. Using 
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standardised calibration techniques, a standard Ferrite Number (FN) can be measured for a 
weld. Although originally developed for the measurement of ferrite contents in austenitic 
stainless steels, Kotecki [245] has extended the original WRC-Ferrite Number System to 
include duplex stainless steels. His methodology used the same arbitrary FN scale 
(originally up to 28 FN) and extended Ferrite Number beyond the FN limit which is 
applicable to other families of stainless steels. The FN of duplex stainless steels can be 
measured by calibration of the Magna-Gauge with extra counterweights. 
 
Figure 5.4: Comparison of the different methods of ferrite (mean value) determination for all test 
conditions.  
It should be noted that due to highly localised microstructural changes across the weld zone 
in duplex stainless steels, magnetic instruments such as the Magna Gauge which effectively 
‘averages’ the ferrite content over a volume, are usually adequate in describing local ferrite 
contents.  
In the present study all three techniques were utilised to confirm and determine any 
expected differences in the results. While small variations (approximately five per cent) in 
ferrite percentage were observed for all four conditions, significant differences were 
observed between the various test procedures. Magna-gauge test showed highest values 
followed by the point count method and finally the Fisher ferritescope. Such variations can 
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be attributed to the differences in instrument measurement techniques. Consequently, the 
point count method was used as a primary basis for ferrite determination based purely on its 
statistical viability as proposed by Skuin and Kreyssing [117]. 
5.4.2  Correlation between Ferrite Count and Hardness Results 
Analysis of the point count method data revealed little difference in the averaged ferrite-
austenite proportion in the weld regions for all four test conditions. It has been reported that 
the ferrite and austenite phases do not differ much in composition because substitution 
elements do not have time to partition significantly during duplex stainless steel 
welding[279]. However, variations were observed between the different weld regions. A 
comparison of the hardness values (ranging from 235-285HV10) and varying amounts of 
ferrite in the welds as shown in Figure 5.5, which shows a direct correlation to the hardness 
values. Specifically, elevated hardness levels were observed in regions exhibiting lower 
ferrite levels, namely the cap regions for conditions 1, 3 and 4. 
It is well documented that the ferrite phase in duplex stainless steels increases the strength 
while reducing ductility. The reason for strength enhancement may due to four effects 
which can operate simultaneously [283, 284, 287]. These are:  
• Solution hardening of the austenite due to enrichment of carbon and nitrogen arising 
from element partitioning; 
• Grain refinement because of the duplex microstructure; 
• A fibre strengthening effect of the ferrite stringers; and 
• Dislocations generated during thermal cycling due to different thermal expansion 
coefficients of the two phases.  
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Figure 5.5: A comparison of the hardness values and varying amounts of ferrite (Point Count Method) 
in the welds for all test conditions. 
An increase in the proportion of ferrite within the weld zone microstructure generally 
increases the yield and tensile strengths to levels appreciably greater than that of the base 
metal. This increase in strength (as influenced by ferrite content in the weld metal) 
corresponds to a significant decrease in ductility and toughness. Kotecki [109] reported a 
significant decrease in ductility with an increase in ferrite content for welds produced in a 
SAF 2205 type alloy. The yield strength of the weld metals across this range of ferrite 
numbers ranged from 583 Mpa to only 622 MPa which are in agreement with the values 
obtained in the current study. 
It is apparent that studies conducted in correlating mechanical properties with ferrite count 
have focused on the bulk weld metal and have not differentiated between the specific weld 
passes, the differences observed in this study can be attributed to identifying correlations 
between the specific weld passes and subsequent mechanical properties.  
Analysis of the metallographic findings from this research has identified that all the carbon 
present is associated with solid solutions namely ferrite and austenite and not the 
detrimental formation of intermetallic compounds. Consequently, higher levels of carbon 
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are associated with solid solutions of austenite and hence weld regions with increased levels 
of austenite (decreased levels of ferrite) are expected to yield higher hardness values. 
The extent of potential toughness degradation across the weld depends on the weld thermal 
cycle, (in particular cooling rate from the peak temperature) and chemical composition 
influence microstructural features, including ferrite grain size, ferrite/austenite balance, and 
the degree of second phase particles. In practice, it is difficult to distinguish and control the 
individual effects of these factors since they show a strong interdependency. 
Lundqvist et al. [114] have reported for SAF 2205 weld metals produced by gas tungsten arc 
welding with and without filler wire additions. Specimens in welded joints were taken both 
in the weld metal and at the fusion line. Fusion line specimens had the notch located with 
one half in the weld metal and one half in the heat affected zone. It was reported that gas 
tungsten arc welds with slightly lower ferrite content than the base metal showed slightly 
higher impact energies than the base metal. Increased ferrite content resulted in reduced 
impact toughness. In this study, impact strength values were considered to be associated 
primarily with the different joint configurations and not ferrite count. 
5.5  Composition Analysis of the Weld Regions from EDS Analysis 
EDS Analysis was performed to determine the distribution of elements in the austenite and 
ferrite phases of the various weld regions and for qualitative and quantitative elemental 
analysis to determine elements present and their relative abundance. Figures 5.6 and 5.7 
show the elemental distribution of nickel, chromium, molybdenum, manganese and silicon 
within the austenite and ferrite regions in the different weld passes for each weld condition. 
For all conditions, higher levels of chromium manganese and molybdenum and lower levels 
of nickel were observed in the ferrite regions of all the weld passes. There were no 
significant differences between the individual conditions. Typical average values are as 
follows: 23.0 per cent Cr, 7.5 per cent Ni, 2.0 per cent Mn and 1.5 per cent Mo in ferrite and 
22.0 per cent Cr, 8.5 per cent Ni, 1.8 per cent Mn and 1.0 per cent Mo in austenite. These 
observed differences can be explained in terms of the transformations that occur during 
welding and subsequent partitioning of elements. 
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Liquid-solid and solid-state phase transformations are generally associated with the 
partitioning of alloying elements between the phases. The extent of this partitioning is 
dependent on the transformation temperature(s) and the weld cooling rate. A greater extent 
of partitioning will occur at high temperatures where diffusion of alloying elements occurs 
most rapidly. Since such elemental partitioning strongly influences the final properties of 
each phase and the alloy in general, particularly the mechanical and corrosion properties, it 
is important to determine the extent of any such changes due to welding. Liljas and 
Qvarfort[111] investigated the distribution of alloying elements in ferrite and austenite phases 
in both the base and weld metal microstructures for autogenous gas tungsten arc welded 
SAF 2205. The partitioning in the base metal was found to be significant for chromium, 
molybdenum, nickel and nitrogen between ferrite and austenite, however, partitioning in the 
as-welded duplex microstructure was negligible. It was observed that nitrogen was 
significantly concentrated in the austenite. Following post-weld heat treatment, the P-values 
in the weld metal approached those of the unaffected base metal. A complete compositional 
invariance was observed between the phases with regard to chromium, molybdenum, nickel 
and nitrogen. Although the nitrogen content was not measured, it was suggested that as 
above, it was appreciably enriched in the austenite phase [5]. 
Similar results were observed by Ogawa and Koseki [18] for composition profiles studies 
across weld zone microstructures in 22 wt per cent chromium three wt per cent 
molybdenum-nickel-nitrogen alloys. They further showed that an increase in nickel and 
nitrogen promoted alloying element partitioning by increasing the transformation 
temperature to austenite. This indicates that austenite formation and the resulting 
austenite/ferrite balance in the weld regions, was influenced by rapid diffusion of nitrogen 
[284, 234]
. 
Although nitrogen was not analysed, in the current study the variations in the nickel, 
chromium, manganese and molybdenum are in agreement with the findings of others and 
can be attributed to partitioning mechanisms described above. The sole purpose of the EDS 
analysis was to verify subtle differences in elemental composition between the two phases. 
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Figure 5.6: EDS results on relative distribution of elements in austenite and ferrite regions of root, fill 
and cap of condition 1 and 2. 
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Figure 5.7: EDS results on relative distribution of elements in austenite and ferrite regions of root, fill 
and cap of condition 3 and 4, standard errors are plotted to show variation 
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5.6  Degree of Sensitisation within the Weld Regions 
Many stainless steels are prone to a phenomenon known as sensitisation. This phenomenon 
is the result of chromium depletion along grain boundaries due to the precipitation of 
chromium carbides. This detrimental carbide precipitation is often the result of thermal 
cycling due to processes such as welding. As a consequence the resulting chromium 
depleted zones are not as corrosion resistant as the bulk alloy, resulting in preferential 
corrosion along grain boundaries [285]. 
From the standard qualitative tests conducted no evidence of sensitisation was observed. 
The ASTM A923-03 Test Method A and B for all conditions showed no indication of the 
formation of intermetallic phases from metallographic examination, which was confirmed 
by the high impact energy values obtained (97-116 joules). The modified ASTM A262 
Standard Practices E studies yielded excellent results even under a restricted and reduced 
bending radius. No evidence of sensitisation could be observed in all four weld conditions. 
While the results from these findings indicate the weld regions show good resistance to 
sensitisation and can be correlated strongly with the observed microstructures, these tests 
provide no indication of any variations in the respective weld passes (root, fill and cap 
regions). However, any variations in the respective passes can be attained from the DL-EPR 
studies, discussed in more detail below.  
5.6.1 Variations in the Degree of Sensitisation using the Modified DL-EPR 
Test 
The double loop EPR test as standardised for austenitic stainless steels is not suitable for 
duplex stainless steels as selective attack of the ferrite occurs during the polarisation scan. In 
this study a modified double loop test for duplex stainless steels was adopted in accordance 
with the procedures developed by Schultze et al. [180], which is described in detail in the 
experimental section. From the anodic polarisation curves and DL-EPR plots presented in 
the results section, the ratio of Ir/Ia and Qr/Qa was calculated. A histogram summarising the 
Ir/Ia and Qr/Qa the results is shown in Figure 5.8. The susceptibility to corrosion was 
characterised in terms of both the ratio of the reactivation-current peak to the activation 
current peak and the ratio of the reactivation charge to the activation charge. Analysis of the 
histogram reveals that the fill region for all four conditions had a higher degree of 
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sensitisation (DOS) compared to the root and cap region of the welds. It was also observed 
that collectively, condition 4 had the highest DOS for the root and cap region. 
 
Figure 5.8: Results of DL-EPR test showing DOS for all conditions in terms of Qr/Qa and Ir/Ia, 
standard errors are indicated in the bar charts 
5.6.2   Degree of Sensitisation of the Base Material 
It is evident from the histogram that the highest degree of sensitisation in terms of Ir/Ia and 
to a lesser extent Qr/Qa was observed in the base material because of the larger (10 to 50 
microns) and more elongated grains produces during the extrusion process during 
manufacture of the pipe. Previous studies [259, 271, 286, 287] focused on the base material have 
shown varying degrees of sensitisation. Amadou et al. [271] have show for UNS 31803 that 
under similar test conditions the degree of sensitisation was 0.03 to 0.05 percent in solution 
annealed condition, although this rose dramatically to five percent after heat treatment at 
1100oC for 20 minutes. Mouraa at el. [287] examined UNS 31308 base materials under 
similar test conditions and showed that degree of sensitisation was 0.5 to two per cent in as 
received condition, in a sample containing 28.1 per cent sigma (heat treated at 800 °C for 
two hours), but not in a sample with 4.7 per cent sigma (heat treated at 800 °C for 15 
minutes). Samples containing Cr2N precipitation did not exhibit sensitisation. 
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5.6.3   Degree of Sensitisation in the Weld Passes 
The Ir/Ia values for all weld conditions and successive weld passes were significantly lower 
than for the base material. This can be explained in terms of the resulting microstructure of 
the weld regions. It has been shown that sensitisation can be caused by the presence of 
impurities at the grain boundaries, enrichment of one of the alloying elements, or depletion 
of these elements in the grain-boundary areas [81]. For stainless steels, the accepted theory 
for sensitisation is based on impoverishment or depletion of chromium in the grain 
boundary areas [143]. Duplex stainless steel, usually contains 0.018 to 0.02 per cent carbon, 
so any excess carbon combines with the chromium to form the carbide precipitate. Carbon 
readily diffuses towards the boundary [37]. 
In the current study, the absence of detrimental precipitates (sigma, chi etc.) were likely to 
be responsible for the reduced susceptibility to sensitisation observed in the weld regions. 
This can be confirmed by high Charpy impact values normally associated with no formation 
of detrimental precipitates and excellent results observed from the modified ASTM A923-
03 Test Method A and B and ASTM A262 Standard Practices E tests.  
The welding procedures adopted in this study were design for optimised weld structure and 
properties that favoured the formation of austenite and ferrite solid solutions and no 
formation of detrimental precipitates. The changes that occur in the weld zone are complex; 
however, there is a sufficient understanding of the corrosion mechanisms and processes that 
occur to introduce specific welding procedures for service applications and, more 
importantly, how to identify potentially susceptible welds that have not been produced in 
line with the specification [147, 158]. The higher degree of sensitisation observed in the base 
material is thought to be associated with inherent stresses due to processes associated with 
pipeline manufacturing. This will be discussed in more detail in section 5.7. 
Sensitisation in the heat affected zone of welds causes carbide precipitation to occur 
preferentially along ferrite-austenite boundaries as opposed to austenite-austenite 
boundaries [147]. In the current study, the low sensitisation values observed are a strong 
indication of the absence of carbide precipitation. 
Lower levels of sensitisation observed in the cap region compared to the fill region can be 
attributed to the subtle differences in the microstructural evolution of the weld regions. In 
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the fill region larger amounts of intragranular precipitates, grain boundary allotriomorphs, 
Widmanstätten austenite and non-lamellar ferrite were observed. In the cap regions 
significant amounts of Widmanstätten side-plates growing into ferrite grains from austenite 
allotriomorphs were observed. It was considered that the austenite seen within the grain 
could be either intragranular precipitates or Widmanstätten austenite intercepted transverse 
to the long axis. The development of intragranular precipitates within the fill region is likely 
to be responsible for increase susceptibility to sensitisation.  
Tawancy and Abbas [23] examined the microstructural development of weld regions within 
Ferralium 255, which revealed the presence of precipitates consisting of iron and chromium 
in ferrite grains and at ferrite/ ferrite grain boundaries in the form of (Fe,Cr)2N. This is 
thought to be associated with supersaturation of the ferrite phase, the resulting precipitates 
exhibiting the following crystallographic relationship: <0001> [Cr2N] <011> [ferrite]. In 
addition, different nitride precipitates were observed to form at ferrite/ ferrite grain 
boundaries or austenite/ ferrite phase boundaries. As a consequence of the nucleation and 
growth of the chi phase, any secondary austenite becomes depleted in chromium. This leads 
to the formation of numerous pits close to prior austenite/ ferrite phase boundaries, thus 
contributing to the degradation of corrosion resistance of these duplex stainless steels. 
A reduction of toughness, critical pitting temperature and sensitisation was detected by 
Nillson [8] because of the ‘R’ phase formation. Both intergranular and intragranular 
precipitates were observed which were susceptible to sensitisation. This phase is reported to 
contain as much as 40 per cent molybdenum, causing molybdenum-depletion to occur in the 
surrounding matrix. 
In contrast Hertzman [29] observed the formation of similar intragranular precipitates and 
grain boundary allotriomorphs within the austenite/ ferrite phase boundaries (cubic CrN 
nitride being observed in the heat affected zone of welds of SAF 2205 duplex stainless 
steel). However very little or no effect on toughness or corrosion properties was evident. In 
the present study, the absence of the formation of such precipitates is likely to account for 
the observed reduced sensitisation. 
The normal grain growth observed predominantly in the root and fill regions of the weld, 
characterised by the development of blocky type austenite, is likely to be responsible for the 
increase susceptibility to sensitisation. In contrast, abnormal growth observed primarily in 
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the cap region, associated with Widmanstätten type structures dominating the observed 
morphology is considered responsible for reduced sensitisation. The development of these 
different types of growth mechanisms and associated degrees of sensitisation can be 
attributed directly to the variations in the degree of undercooling, higher degree of 
undercooling occurring within the cap region as opposed to the fill and root region. 
The degree of susceptibility is considered to be associated with the distribution of carbon 
present within the solid solutions (ferrite and austenite). The cap regions containing higher 
levels of ferrite and thus lower levels of carbon in solid solution are less likely to induce 
carbon diffusion and carbon depletion, which are associated with sensitisation. 
Consequently, slightly lower levels of sensitisation are associated with the cap region. 
5.6.4  Relationship between Ferrite and Degree of Sensitisation within the 
Weld Passes 
Figure 5.9 shows the degree of sensitisation results (Ir/Ia and Qr/Qa) and the percentage 
ferrite for all weld conditions and passes. Analysis of the graph reveals the percent of ferrite 
present in the various weld passes strongly influences the degree of sensitisation. Reduced 
ferrite content is associated with a higher degree of sensitisation (Ir/Ia and Qr/Qa). Higher 
degree of sensitisation is associated with increased levels of austenite. It is postulated that 
the higher content of carbon in sold solution associated with austenite, may lead to higher 
preferential distribution of carbon normally associated with increased susceptibility to 
sensitisation. In addition to the variations in carbon influencing the degree of sensitisation of 
the different weld regions, other alloying elements are likely to contribute. The subtle 
differences observed in the distribution of chromium and nickel, and to a lesser extent, 
manganese and molybdenum within the ferrite and austenite phases might further influence 
the degree of sensitisation of the various weld passes. 
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Figure 5.9: Relationship between Qr/Qa, Ir/Ia, DOS and percentage ferrite in all conditions, standard 
errors show variation in the data 
5.7  Discussion on the Residual Stress Measurements 
This section is focused on the discussion surrounding the use of two separate neutron 
diffraction facilities for determination of residual stress/ strain measurements in the various 
weld passes for all conditions. Strain measurements have been made at HiFAR, Australian 
Nuclear Science and Technology Organisation (ANSTO), a reactor facility at Lucas 
Heights, Sydney, and the SMARTS time-of-flight diffractometer at the Manual Lujan Jr., 
Neutron Scattering Centre (LANSCE) at Los Alamos National Laboratory. 
Stress/ strain measurements conducted in this study were performed on samples with two 
different joint configurations. No significant differences were observed in the effect of heat 
input on the structure and susceptibility to sensitisation were the basis for the selection of 
joint configuration and not heat input for neutron diffraction analysis. Stress/ strain 
measurements using HiFAR facilities were conducted on welds with a ‘V’ joint 
configuration while measurements conducted at LANCE were performed on welds with a 
‘U’ joint configuration.  
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5.7.1  Discussion on Stress Analysis of Condition 1 Conducted a HIFAR 
(Reactor Source) 
Stress maps showing the (a) mean ferrite stress, (b) mean austenite stress and (c) volume 
fraction weighted macroscopic residual stress in the directions normal, transverse and 
longitudinal to the welding direction for condition 1, generated from the neutron diffraction 
data, are shown in Figure 5.10. In the transverse direction, austenite exhibits tensile strains 
in the weld while the ferrite has contracted lattice spacing. As the distance from the weld 
centreline increases out to the heat affected zones (~5mm), an inversion occurs where upon 
ferrite strains are tensile and austenite is compressive. In the longitudinal direction, the 
strains for both phases are initially tensile in the weld, although the magnitudes are inverted 
for each phase in comparison to the transverse direction. In this direction the macroscopic 
residual stress field is at a maximum, due to constraint impeding contraction of the weld 
bead during cooling, and it is likely that this is the dominating effect. Moving out from the 
weld, the heat affected zones can be clearly distinguished from the weld as both average 
phase strains become uniformly tensile. The weld undergoes transformation back to a 
completely austenitic structure before transforming partially back to ferrite.  
In the normal and transverse direction, the heat affected zone is strongly tensile for ferrite 
and compressive for austenite. These results suggest tensile ferrite regions could be 
susceptible to cracking in the heat affected zones. It is interesting to note that each phase is 
under very different stress states throughout the weldment. Considering the samples studied 
do not have the additive operational stresses normally superimposed on the residual stress 
field, it is quite likely that ferrite could be subjected to large tensile stresses in practice. 
Very high compressive stresses were observed in the austenite phase for the transverse and 
normal directions; however, these stresses appear to balance by observation of the 
macroscopic stress field. It is a requirement for stress balance that the macroscopic stress in 
the normal direction tend towards zero at the surface and this generally true, however, the 
magnitude of the compressive stress in the austenite 2mm from the internal surface is 
questionable.  
In the weld, the results show ferrite to be under tensile stress in the normal, transverse and 
longitudinal directions. Observation of the macroscopic stress field shows the highest stress 
to occur in the longitudinal (welding) direction as expected. In the transverse direction, 
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where cracking is most problematic in welds, the highest ferrite phase stresses occur in the 
mid-thickness of the plate. 
Bugat at el. [288] reported that the elastic properties of the austenite (125Gpa) were higher 
than ferrite (100Gpa) corresponding to the Voigt model. Both phases had a similar value for 
plastic mismatch due to the complex micro and macrostructure of this material. 
Johansson at el. [289] studied the evolution of micro and macrostresses in a duplex stainless 
steel SAF 2304. Compressive residual microstresses were found in the ferritic phase and 
balancing tensile microstresses in the austenitic phase. The values were almost two times 
higher in the transverse direction compared to the rolling direction. The same was also 
observed during tensile loading where the microstresses increase in the macroscopic elastic 
regime but started to decrease slightly with increasing load in the macroscopic plastic 
regime. Microstresses along the rolling direction in the austenite increase from 60 MPa, at 
zero applied load, to 110 MPa, at an applied load of 530 MPa. At the applied load of 620 
MPa a decrease of the microstress to 90 MPa was observed. During unloading from the 
plastic regime the microstresses increased by approximately 35 MPa in the direction of 
applied load but remain constant in the other directions. The initial stress state influenced 
the stress evolution.  
The findings regarding distribution of stress or strains in austenite and ferrite were found to 
be consistent with results from the current study. A possible reason for this is that initial 
residual stresses and texture effects were neglected. 
5.7.2 Discussion on Strain Analysis of Condition 3 Performed at LANSCE 
(TOF-Spallation Source) 
The strain analysis of the ferrite and austenite were conducted in the (211) and (311) 
orientations respectively in accordance with standard analysis procedures at LANSCE. 
Residual strains were measured in the hoop, axial and radial directions as shown in Figures 
5.11 and 5.12. 
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Figure 5.10: Neutron diffraction measurement and calculation of the (a) mean ferrite stress, (b) mean 
austenite stress and (c) volume fraction weighted macroscopic residual stress in the 
directions normal, transverse and longitudinal to the welding direction [MPa]. The weld 
geometry relative to the measurement area is as indicated for the longitudinal macroscopic 
residual stress in weld condition 1 
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Figure 5.11: Strain distribution in ferrite (211) as a function of hoop, axial and radial strain 
distribution in sample condition 3 
 
Figure 5.12: Strain distribution in austenite (311) as a function of hoop, axial and radial strain 
distribution in sample condition 3 
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In the hoop direction, ferrite (211) and austenite (311) exhibit tensile strains in the weld. As 
the distance from the weld centreline increases out to the heat affected zones (~5mm), an 
inversion occurs where strains in both the ferrite and austenite are slightly more 
compressive. In the axial and radial direction, the strains for both phases are more 
compressive, due to constraint impeding contraction of the weld bead during cooling, and it 
is likely that this is the dominating effect. Moving out from the weld, the heat affected zones 
and base material can be clearly distinguished from the weld as both average phase strains 
become uniformly tensile.  
In the radial direction, the root section of the weld is strongly tensile for austenite and 
slightly compressive for ferrite. These results may suggest that these regions could be 
susceptible to cracking. 
Dakhlaoui et al. [290] performed a systematic study of elastoplastic behaviour of duplex steel 
welds under both compression and tension loads using TOF neutron diffraction. Important 
differences in the evolution of lattice strains were noticed in the second-order residual 
stresses. It was found that in the hoop direction, ferrite (211) and austenite (311) exhibited 
tensile strains. This was explained in terms of the plastic incompatibility of the second-order 
stresses due to the anisotropy of plastic flow of different grains within each phase.  
Wronski et al. [291] also observed that the difference in grain behaviour was caused by the 
various orientations of the slip systems with respect to the local stress at the ferrite (211) 
and austenite (311). Additionally, this showed that the activation of the slip systems 
depended strongly on the localisation of the applied stress at the considered phase and the 
intergranular stresses of the sample. The evolution of phase stresses was also predicted 
qualitatively by the self-consistent model taking into account elastic anisotropy, texture 
evolution and interaction between grains. The results of the model were also found to be 
consistent with experimental results. The findings regarding distribution stress or strains in 
the various phases for TOF neutron diffraction were found to be consistent with results in 
the current study. 
The stress free lattice spacing is another critical factor in determining the accuracy of strains 
in measurements performed. Another important aspect is the determination of line shape of 
the peak as a function of time; it is based on Gaussian function graphically expressed as a 
sharp leading edge and a lagging tail. Resolution of peaks formed from TOF source is 
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independent of neutron wavelength therefore FWHM of all peaks in a spectrum are the 
same [292]. FWHM expressed as the d-spacing ∆d is obtained by the differential equation: 
 
θλ sin2mLthdt ∆=∆=∆=∆
      Equation 5.2 
This shows that measurements at high detector angles in single scan with high resolutions 
for various (hkl) reflections is possible since peaks obtained can be resolved, this is 
dependent on the scattering angle for the specific d-spacing and the flight path L. 
5.7.3  General Discussion on the Structure and Properties of the Weld Passes 
with the Stress/ Strain Analysis 
The stress state of the weld is complex and there are a number of ways in which the average 
phase stress may be affected. Stresses in each phase of the material are likely to be affected 
by elastic mismatch stress, thermal misfits, plastic misfit stresses due to differing plastic 
behaviour between phases as well as transformation stresses. All of these factors apply 
locally, not only due to the multi-pass welding operation, but also to the initial stress state of 
the pipe from the thermomechanical processing history. Overriding all this, long-range 
residual stresses from the welding process make an interpretation of the short-range phase 
stresses extremely difficult.  Utilisation of a model adopted in this study, which accounts for 
texture, elastic and plastic anisotropy and the sources of stresses highlighted is necessary to 
fully understand the stress evolution.  
In order to convert phase strain to stress the diffraction elastic constants Εhkl and vhkl for each 
phase must be known, and these in turn depend on the crystallographic texture of the 
weldment which varies with position from parent to weld. In order to achieve this, a self-
consistency scheme was proposed by Kröner [264,237].  
The findings from the literature [290, 291] have shown that the distribution of stress or strain in 
austenite and ferrite were found to be consistent with the results in the current study. A 
possible reason for this is that initial residual stresses and texture effects were neglected. As 
a result of the heating cycles that occur during the formation of subsequent weld passes, 
microstructures are formed consisting mainly of austenite in the forms of large elongated 
platelets and small fine, equiaxed dendritic regions, surrounded by fine discontinuous 
regions of ferrite within the root and fill regions of the weld. In contrast the cap region, 
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showing larger continuous regions of ferrite, in addition to a long continuous band of 
austenite forming at the grain boundary as well as austenitic islands in a ferritic matrix. The 
formation of such complex morphologies, influenced by grain growth of the phases in the 
weld region, are likely to lead to variations in stresses within the various weld regions and 
individual phases, which in turn can be correlated with varying degrees of sensitisation. 
Further, the subsequent differences in morphologies in combination with the elastic and 
plastic incompatibility between the two phases will also lead to a variation in stress within 
any one phase. It has been shown that when the applied macroscopic stress in the rolling 
direction increases in the austenitic phase, this in turn reduces the stresses within the ferritic 
phase [293, 294]. It has also been reported that the areas with high stress in the ferrite are 
mainly concentrated close to the interfaces between austenite and ferrite that are transverse 
to the rolling direction [295].  
In the current study, the higher stress values observed in the austenitic phase within the weld 
region may indicate that tensile stresses may develop in the austenite and compressive 
stresses in the ferrite and can be explained as follows. 
Lower levels of sensitisation observed in the cap region compared to the fill region can be 
attributed to the subtle differences in the microstructural evolution of the weld regions. 
Stresses within the cap region are generally shown to be of a tensile nature, particularly in 
the transverse and longitudinal direction. Consequently, the observed microstructures in this 
region, whereby significant amounts of Widmanstätten side-plates growing into ferrite 
grains from austenite allotriomorphs, associated with abnormal growth and high residual 
stresses, which are tensile in nature, are likely to contribute to the lower degree of 
sensitisation observed. Further work needs to be conducted in order to identify the 
mechanisms and reasons behind these observations. 
5.7.4   A Comparison of Two Neutron Diffraction Techniques 
A comparison of the two stress/ strain  measurement techniques conducted at the HIFAR 
reactor source and LANSCE TOF spallation source, may induce difficulties because they 
rely on different test measurement methods, setup, specimen alignment, stress reference 
values as well as inherent differences between the equipment sensitivity. The HIFAR 
reactor source produces monochromatic neutrons which require a reflecting angle for the 
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(211) ferrite and (311) austenite to be programmed into the exposure settings while the 
LANSCE TOF spallation source produces the whole spectrum of reflections (austenite; 
[111], [200], [220], [311], [222], [331] and ferrite [110], [200], [211], [200], [420] peak 
widths) from which stress values are calculated from strains data using the Bragg equation. 
Furthermore, the HIFAR reactor source and LANSCE TOF spallation source experiments 
were conducted on different weld conditions (weld condition 1 and 3) with different joint 
configurations. For this purpose the hoop and axial directions of condition 1 and 3 are 
discussed in terms of the neutron diffraction test techniques for HIFAR and LANSCE. 
Figure (5.13) shows a comparison of the strains in the hoop direction for the two different 
neutron diffraction techniques. At the centre of the weld, ferrite is shown to have a higher 
strain rate compared to the austenite. The weld region in the hoop direction in general is 
shown to be more compressive compared with the heat affected zones. Moving away from 
the weld towards the fusion zone and heat affected zones, the austenite is shown to be more 
tensile. A clear correlating between the two techniques can be seen even though level of 
strains between the two techniques varies. 
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Figures 5.13: Comparison of the strains at mid-thickness in the hoop direction for neutron diffraction 
techniques conducted at HIFAR and SMARTS (LANSCE) 
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Figures 5.14: Comparison of the strains at the mid-thickness in the axial direction for neutron 
diffraction techniques conducted at HIFAR and SMARTS (LANSCE) 
Figure (5.14) shows a comparison of the strains in the axial direction for the two different 
neutron diffraction techniques. At the centre of the weld, austenite is shown to have higher 
strain values compared to the ferrite. In the LANSCE experiment, the weld region in the 
axial direction in general is shown to be more compressive (for both austenite and ferrite), 
while austenite is more tensile that ferrite in the HIFAR experiment. Moving away from the 
weld towards the fusion zone and heat affected zones, an inversion of strains is observed 
where the austenite is shown to be more tensile for the LANSCE experiment, while ferrite is 
more tensile in the HIFAR experiment. The inversion of strains at the fusion zones and heat 
affected zones may be due to the different joint configurations in the both weld conditions. 
In summary, the main reason for this comparison was to show that while these two test 
techniques are inherently different, a correlation could be shown as to the development of 
stress/ strain particularly within the weld region of the two different test conditions.  
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5.8 General Discussion on the Findings from this Study 
The results from the study have revealed that because of the different welding conditions 
adopted here (joint configuration and heat input), significant variations were observed in the 
morphology, phase transformations and elemental distribution within the welds and 
surrounding regions.  As a consequence, variations in the mechanical properties, degree of 
sensitization and distribution of residual stresses / strains were observed not only in the 
different regions of the weld and surrounding regions (weld, fusion zone, heat affected zone, 
parent metal) but within the various weld passes themselves (root, fill and cap layers). These 
findings highlight the strong inter-dependence of the structure / properties / processing 
relationship of these welds.  The weld configurations and heat inputs adopted in this study 
are typical of those employed within the industry, conforming to adopted standard 
procedures. 
This study has shown that not only do variations in the structure and properties occur in the 
weld regions, but within the weld itself, suggesting that the production of optimized welds is 
not only dependent on the welding conditions but how the weld is deposited.  The welds 
deposited in this study were of a high quality and considered acceptable for oil and gas 
pipeline applications. The presence of detrimental intermetallic phases were not observed in 
the welds and surrounding regions, the mechanical properties of the welds were within the 
required range as laid down by the standards and the corrosion properties i.e. degree of 
sensitization were considered to be within the acceptable range. However, this may not be 
so for all cases. 
A major concern however, with adopting welding procedures using this manual technique is 
the lack of control over the welding variables and subsequent structure / properties 
observed.  The structural variations observed in the various weld regions for all conditions 
produced using manual gas tungsten arc welding under controlled conditions and in 
accordance with standard welding procedures were found to be consistent with findings 
from previous studies [111, 113, 245]. Structural and property variations in the different weld 
regions are not only dependent on time and temperature transformation but also dependent 
on the welder’s capability and control over the weld parameters.  
By way of example, conditions 3 and 4 had a similar joint configuration but welded with 
five and four passes respectively. Although the resultant heat input was 1,429 J/min for both 
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conditions, variations in the microstructure, elemental distribution, corrosion behaviour and 
mechanical properties were due to the differences in how the weld was deposited and hence 
different features i.e. smaller weld beads for condition 3.  Such observations have to be 
taken into consideration when developing welding procedures to account for such variations 
and the resultant effects, for production welding of pipelines where significant cost savings 
can be gained if proper welding procedures are deployed. 
Consequently, it was not the intention of this study to define a set of welding conditions to 
produce a weld with one particular microstructure and well-defined properties, but to be 
able to analyse systematically the subsequent welds in terms of the resultant structure and 
morphology. This would then allow for prediction of the performance of these welds in 
terms of the mechanical properties, susceptibility to intergranular corrosion / sensitization 
and residual stress levels when developing weld procedures, taking into account the 
variability associated with these welding operations.  From the findings of this study, the 
development of weld procedures should include the following factors.  
An ‘in depth” understanding of the structural characteristics (morphology, relationship 
between ferrite to austenite transformation and elemental distribution) and subsequent 
properties is required when developing welding procedures to ensure production welding 
needs are optimised to meet design requirements, safety standards and statutory 
requirements at a minimum cost. 
While these welds, overall, show slight variations in the degree of sensitization, the low Ir/ 
Ia and Qr/Qa ratios imply that they are not generally considered to be susceptible to 
sensitization and hence are considered suitable for oil and gas applications. In view of this, 
furthur consideration should be given to include sensitisation testing i.e. DL-EPR as part of 
the welding procedure qualification process and production inspection. Further, in-situ DL-
EPR tests [193,194] are now available for austenitic stainless steels, which can be modified for 
field applications to determine the degree of sensitisation of duplex stainless steel welds.  As 
shown in this study, 0.5M H2SO4 + 0.001 M TA (thioacetamide) can be used successfully 
as a test medium thus allowing for the development of a compact and mobile test kit. 
In this study, residual stresses in the weld passes have been successfully determined using 
two neutron scattering techniques. While these findings may be significant in terms of 
residual stress determination in the successive weld passes of duplex stainless steel, the 
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main pitfall of these neutron scattering techniques are that they are generally difficult to 
perform, time consuming and cost prohibitive. Access to nuclear facilities is difficult due to 
security reasons. However if a portable neutron scanner could be developed, this could 
mean that site monitoring of stress levels and distribution within pipelines and specifically 
the weld regions would be available.  Ultimately, this method could be used in predicting 
regions susceptible to failure and hence be beneficial for welding procedure qualification as 
well as inspection for production welding.  
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CHAPTER 6 CONCLUSIONS AND RECOMMENDATIONS 
6.1   Conclusions 
1. All welds at varying heat input and weld configuration were carried out successfully 
in accordance with standards for welding of pipelines (API 1104). 
2. Structural variations (morphological and compositional changes, phase 
transformations and elemental distribution) were observed in the various weld 
regions (weld, fusion zone, heat affected zones) and passes (root, fill, and cap). The 
microstructure observed using optical microscopy, scanning electron 
microscopy and magnetic force microscopy show the formation of a both fine 
and coarse structures within the weld metal associated with varying levels of 
undercooling. Here, allotriomorphic ferrite, Widmanstätten-ferrite, non-lamellar 
ferrite, grain boundary allotriomorphs, large elongated platelets and small fine, 
equiaxed dendritic regions were associated with ferrite. Allotriomorphs, 
Widmanstätten austenite and intragranular precipitates were associated with 
austenite. No evidence of secondary austenite, intermetallic phases and carbides 
were present in any of the weld metal conditions examined. The microstructures 
observed were typical of those associated with welds produced using manual gas 
tungsten arc welding. The variations in the formation of these microstructures are 
attributed to the welder’s capability and control of weld parameters. These 
parameters vary according to the welding procedures. 
3. Variations in mechanical properties in the weld regions were observed. Charpy 
impact testing showed higher energy values for conditions 1 and 2, while conditions 
3 and 4 exhibited lower values. This variation was not expected and has not been 
observed in production welds previously.  Such variation was thought to be 
associated with the change in joint configuration albeit the preferred joint 
configuration is the ‘U’ groove (Condition 3 and 4). Hardness testing showed 
significant variation in the hardness values between the weld and surrounding 
regions and for the varying weld conditions. Generally, higher hardness was 
observed in the root pass for condition 4. These variations were due to the difference 
in weld procedure and joint configuration and are consistent with what was 
expected.  
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4. No relationship between the percentage ferrite content in the notch region and 
toughness were observed. There was a significant correlation between the 
hardness values and the per cent transformation of ferrite (higher hardness 
associated with increased ferrite levels) for all conditions except for condition 4 
where the reverse was observed in the root, fill and cap regions. These are 
significant findings as there is currently no literature available on similar tests 
for the various weld conditions and passes.  
5. EDS was used for qualitative elemental analysis to determine which elements were 
present and their relative abundance. The results showed significant variation in 
elemental distribution (chromium, nickel, molybdenum, manganese and silicon). In 
general, higher levels of chromium manganese and molybdenum and lower levels of 
nickel were observed in the ferrite regions of all the weld passes. This is consistent 
with findings from the literature and can used to identify the mechanisms associated 
with partitioning of alloying elements between ferrite and austenite. 
6. Varying degrees of sensitisation were determined in the various weld regions (cap, 
fill and root regions) using a modified electrochemical potentiodynamic polarisation 
test and were compared with standard sensitisation tests methods. All four test 
conditions passed the ASTM A262 and A923 qualitative type tests even under 
restricted and modified conditions. The DL-EPR test results revealed that the 
fill layer regions for all four conditions and the base material showed the 
highest values for Ir/Ia and Qr/Qa. These findings are significant, as these 
particular DL-ERP tests have not been used previously to determine the degree 
of sensitization in various passes of the welds. These tests may also be used as 
part of the welding procedure qualification to ensure weld quality is achieved 
during production welding. 
7. Variation in residual stresses in the weld passes was determined using two neutron 
scattering techniques. Residual stress measurements by neutron diffraction 
conducted at HIFAR revealed that the ferrite phase stress was tensile in the heat 
affected zones and weld, and appeared to be balanced by a local compressive 
austenite phase stresses in the normal and transverse directions. The results 
showed that for ferrite and austenite, maximum tensile stresses were formed in 
the cap region in the weld. The stress levels were observed to decrease in the 
root and cap regions for the transverse direction. These findings are significant 
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as residual stress determination in the successive weld passes of duplex stainless 
steel have not been performed previously and can be used for predicting regions 
susceptible to failure and hence be beneficial for welding procedure qualification as 
well as inspection for production welding. 
8. Residual stress measurements by neutron diffraction conducted at LANSCE 
revealed that in the hoop direction, ferrite (211) and austenite (311) exhibits tensile 
strains in the weld. As the distance from the weld centreline increases out to the heat 
affected zone, an inversion occurs where strains in both the ferrite and austenite are 
slightly more compressive. In the axial and radial direction, the strains for both 
phases are more compressive, due to constraint impeding contraction of the weld 
bead during cooling, and it is likely that this is the dominating effect. While there 
has been limited work performed on duplex stainless steel welded regions using 
a spallation source, residual stress determination in the successive weld passes has 
not previously been performed. 
9. Correlations were found to exist between the weld microstructure (morphology and 
phases present), susceptibility to sensitisation and levels and distribution of internal 
stresses within the weld regions. Stresses within the cap region were generally 
shown to be of a tensile nature, particularly in the transverse and longitudinal 
direction. Consequently, the observed microstructures in this region, whereby 
significant amounts of Widmanstätten side-plates growing into ferrite grains from 
austenite allotriomorphs, associated with abnormal growth and high residual 
stresses, which are tensile in nature, are likely to contribute to the lower degree of 
sensitisation observed. Such correlations have not been observed previously in the 
specific passes of the weld and these observations can be used not only for 
predicting weld failure, but for the design and development of welding procedures 
and ultimately for production welding of duplex stainless steel pipelines. 
 
 
 
 
 221 
 
6.2   Recommendations for Future Work 
The following recommendations are made to gain a further understanding in the 
microstructure evolution, degree of sensitisation and stress determination in duplex 
stainless steel welds and further correlations between these properties. 
1. Conduct studies using Electron Backscattering Diffraction (EBSD) and 
Transmission Electron Microscopy (TEM) to determine crystallographic analysis 
and orientation distribution of phases in the welded region. 
2. Perform Stress Corrosion Cracking (SCC) testing, in particular four point bent beam 
test and slow strain rate test to understand crack growth and time to failure in order 
to supplement current work on the residual stress determination by neutron 
diffraction. 
3. Produce poor quality welds with precipitates (sigma, chi and secondary austenite) to 
determine any correlation with mechanical properties, ferrite distribution, degree of 
sensitisation, residual and stress analysis in the welded region. 
4. Perform neutron diffraction experiments for all test conditions with a reactor and 
TOF spallation sources to determine stronger correlations between test techniques. 
5. Perform texture measurements and hardening parameters by means of neutron 
diffraction and determine correlation to models proposed. 
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