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Abstract
We consider the evolution of the genealogy of the population currently alive in a Feller
branching diffusion model. In contrast to the approach via labeled trees in the continuum
random tree world, the genealogies are modeled as equivalence classes of ultrametric measure
spaces, elements of the space U. This space is Polish and has a rich semigroup structure for the
genealogy. We focus on the evolution of the genealogy in time and the large time asymptotics
conditioned both on survival up to present time and on survival forever. We develop the
calculus in such a way that it can be applied in the future to more complicated systems as
logistic branching or state dependent branching.
We prove existence, uniqueness and Feller property of solutions of the martingale problem
for this genealogy valued, i.e. U-valued Feller diffusion. We give the precise relation to the
time-inhomogeneous U1-valued Fleming-Viot process. The uniqueness is shown via Feynman-
Kac duality with the distance matrix augmented Kingman coalescent. Via the Feynman-Kac
duality we deduce the generalized branching property of the U-valued Feller diffusion.
Using a semigroup operation on U together with the branching property we obtain a Le´vy-
Khintchine formula for U-valued Feller diffusion and determine explicitly the Le´vy measure.
For h > 0 we obtain a decomposition into depth-h subfamilies which leads to a representation
of the in terms of a Cox point process of genealogies of single ancestor subfamilies. Further-
more, correcting a result from the R+-valued literature, we will identify the U-valued process
conditioned to survive until a finite time T . This is the key ingredient of the excursion law of
the U-valued Feller diffusion.
We study long time asymptotics of the U-valued Feller diffusion conditioned to survive for-
ever, its generalized quasi-equilibrium and Kolmogorov-Yaglom limit law and show the limit
processes solve well-posed U-valued martingale problems. We also obtain various representa-
tions of the long time limits: backbone construction of the Palm distribution, the U-valued
version of the Kallenberg tree, the U-valued version of Feller’s branching diffusion with immi-
gration from an immortal line a` la Evans. This requires considering conditioned martingale
problems which are of different form that those in the unconditioned case. On the level of U-
valued processes we still have equality (in law) of the Q-process, i.e., the process conditioned
to survive up to time T in the limit T → ∞, the size-biased process and Evans’ branching
process with immigration from an immortal line. The U-valued generalized quasi-equilibrium
is a size-biased version of the Kolmogorov-Yaglom limit law.
The above results are also key tools for analyzing genealogies in spatial branching popula-
tions. We construct the genealogy of the spatial version of the Feller diffusion on a countable
group (super random walk). We give results on a martingale problem characterization, duality,
generalized branching property and the long time behavior for this object. As an application
we give a two scale analysis of the super random walk genealogy with strongly recurrent
migration providing the asymptotic genealogy of clusters via the U
R
-valued version of the
Dawson-Watanabe process. We indicate the situation in other dimensions.
Finally we enrich the Feller U-valued process further, encoding the information on the
whole population ever alive before the present time t and describe its evolution. This leads to
the so called fossil process and we relate its limit for t → ∞ to the continuum random tree.
Keywords: Evolving genealogies, genealogies as ultrametric (marked) measure spaces, genealo-
gies of Feller’s branching diffusion, genealogies of super random walk, Feynman-Kac duality, Cox
cluster representations of genealogies, genealogies of Fleming-Viot, Kingman coalescent, U-valued
Kolmogorov-Yaglom limit, U-valued backbone construction, genealogical Palm.
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1 INTRODUCTION 3
1 Introduction
Background Diffusion limits of Galton-Watson processes and the construction of Feller’s branch-
ing diffusion date back to the last century the study of measure valued branching processes to
the seventies. Nevertheless, important features of these processes are still being discovered; see
[Lam07, Li11] and their extensive source of references. Furthermore spatial versions such as su-
per random walks and super processes have been explored; see [Daw93, Eth00, DG96, DG03].
Also the genealogies associated with such an evolution of all individuals ever alive have been
studied via labeled trees starting with the work of Neveu [Nev86] and led in the works by Aldous
[Ald90, Ald91b, Ald91a, Ald93], Le Jan [LJ91] and Le Gall [LG93] to the description in terms of the
continuum random tree, which is encoded by excursions of Brownian motion. These constructions
have been extended to branching processes with fat tail offspring distributions which lead to jump
processes in the limit, [DLG05, DLG02]. The genealogies in processes with immigration have also
been systematically studied, see [Lam02] for example. All of the above works use a coding of the
genealogy as a labeled tree or a labeled R-tree that represent all individuals ever alive. This coding
is more difficult to handle in spatial population models, compare here [DLG02] where branching
features are used to tackle this.
We are interested in describing the evolution of the genealogy of the currently alive population in
time as solution to well-posed martingale problems. Therefore we will use a coding with equivalence
classes of ultrametric measure spaces elements of a Polish space U, which seems better suited to
treat evolutions of genealogies in time. This approach is also quite flexible for extensions to
spatial and multi-type models. In particular the form of the description is open for much more
general forms of the change of generation in variable size population. This extends the concept of
historical processes of Dawson and Perkins [DP91] suited for super processes on Rd and allows to
tackle general population processes; see [DG19] for a survey of our approach. As a result we can use
recent work [GGR19, GRG18] to determine the Le´vy measure, the excursion law, Evans branching
with immigration from an immortal line and many other objects relevant for the genealogy-valued
Feller-diffusion.
Perspectives The challenge for the future is to analyze the U-valued version of the diffusion
dXt =
√
g(Xt) dWt, instead of the Feller case g(x) = bx, for locally Lipschitz function g with
g(0) = 0, g(x) > 0 for x > 0 and g(x) = O(x) as x→∞, where the independence of the evolution
of subfamilies has to be replaced by exchangeability. This poses great challenges, however the
developed calculus puts this in a better perspective, but clearly new concepts and techniques are
also needed. Also sub- and supercritical case should be replaced by logistic terms as drift as
a(x(x−K)) for example. The important point is then in all these cases to pass to spatial models.
Basic questions In this framework we treat three topics concerning the evolution of genealogies
in continuous state branching populations, more specifically the U-valued Feller diffusion model.
(1) Basics of the U-valued Feller diffusion In this work we begin with a foundational part
and we look at the evolving genealogy of the Feller diffusion model from a new perspective by
rigorously defining a process U with a Polish state space U which captures the evolution in time
of the genealogy of the individuals currently alive as an evolving Markov process defined via a
well-posed martingale problem.
The main tool for this approach is the description of genealogies by equivalence classes of ultra-
metric measure spaces leading to the state space U; see [GPW09, Glo¨12] or [DGP11, GSW16] for
generalizations. In the world of Fleming-Viot processes with fixed population sizes, this martin-
gale problem approach has been used extensively on the space of ultrametric probability measure
spaces, a closed subspace of U, denoted byU1; see [GPW13, DGP12, GSW16]. Varying population
sizes are considered in [Glo¨12, GRG18] and [GGR19].
We study the process (Ut)t≥0 which is defined as the unique solution of a well-posed martingale
problem with values in U. For the existence of a solution we use a classical particle approximation
where the details can be found in [Glo¨12]. This also allows to state some kind of universality law
in the sense that the genealogy processes of any kind of approximating branching particle systems
with critical offspring distribution and finite variance converges to the U-valued Feller diffusion.
The uniqueness of the solution is a consequence of a Feynman-Kac duality introduced in this paper.
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This Feynman-Kac duality with the U-valued Kingman coalescent is the main tool of analysis.
It shows that the law of the genealogy, i.e. theU-valued Feller diffusion, can be seen as a reweighted
law of the tree associated with the Kingman coalescent. The law of the Feller diffusion genealogy
at a fixed time t puts higher mass on those Kingman trees which have late mergers, i.e., the Feller
genealogy favors broader trees than the Kingman tree does.
A finer view of this aspect can be investigated via an U1-valued process Û obtained by normal-
izing U by the population size and conditioning on the complete total mass process. This allows to
relate the Feller genealogy to a Fleming-Viot genealogy, namely to aU1-valued time-inhomogeneous
Fleming-Viot process. This is similar to the structure of the spatial multi-type branching processes
in [DG03]. This process is for suitable paths as many conditions in duality with a time-changed
coalescent, giving an alternative proof for the well-posedness of the martingale problem for the
process U. This allows also for a strong dual representation of the conditional law of the genealogy
given the population size process at least in the critical case.
We prove that the U-valued Feller diffusion is in fact a branching process in a generalized
sense; see [GRG18] for the concept and an alternative proof. It is shown that starting with two
populations initially, the genealogies associated with these two populations evolve independently
if we “restrict to the top of the tree”. This leads to a Le´vy-Khintchine formula (see [GGR19])
whose Le´vy measure on U \ {0} we identify here explicitly. These results allow then to prove
some properties of the genealogies. In particular, we obtain explicit decompositions into depth h
mono-ancestor subfamilies leading to a Cox point process representation on specific semigroups in
U namely in the subspace induced by diameter-2h ultrametric measure spaces. The main focus
for us is on identifying explicitly the genealogical Le´vy measure on U and identifying the law of a
mono-ancestor subfamily (which are the points which the Le´vy measure selects), for which we give
three different representations, namely via a Yule tree, via a time-inhomogeneous coalescent and
via an entrance law we get from the excursion law of genealogies which we construct.
Since a critical branching process dies out almost surely we want to obtain more detailed
information on the genealogy conditioned on the event of survival up to the present time. This also
gives the structure of a single ancestor subfamily in the above description.
For that purpose we first identify the U-valued process conditioned to survive until time T as
solution of a well-posed martingale problem for times [0, T ], correcting on the way an error in the
R+-valued literature [LN68]. We obtain here a time-inhomogeneous super-critical state-dependent
(generalized) branching process with values in U. This provides also tools to investigate next the
properties of genealogies of populations surviving up to large times T →∞.
(2) U-valued Feller conditioned on long survival The second part of this work is concerned
with qualitative properties of the genealogy for large times and conditioned on the event of survival
for large times or survival forever.
To this end, by including rigorously the genealogies as U-valued object into the analysis, we
need to generalize concepts from the R+-valued versions to U-valued ones; see e.g. [Ove93, Lam02,
Lam07] for the former. Related ideas for labeled trees for individual based models have been
considered by Chauvin, Rouault and Wakolbinger in [CRW91] and by Kallenberg in [Kal77] and
for labeled marked trees in the Brownian snake construction of Le Gall in [LG99]. Here the R+-
valued and individual based versions suggest conjectures for U-valued processes which can indeed
be verified. This gives also rise to a better understanding of spatial models despite some new
features arising.
In order to study the behavior of the genealogy for t → ∞ conditioned on survival we define
further U-valued Markov processes related to the evolution of the genealogy of the Feller diffusion.
In particular we identify the evolving genealogy as U-valued process conditioned to survive forever
(U-valued Q-process) respectively its size-biased, i.e. h-transformed version (Palm measure on U).
For both we identify its rescaling limit as time tends to infinity to get a generalized quasi-equilibrium
on U, where we represent these objects via solutions of well-posed martingale problems on U and
via U-valued backbone representations.
We also relate these process to the genealogical, that is, U-valued version of Evans’ branching
with immigration from an immortal line [Eva93]. This requires forms of the U-valued martingale
problem with different features than treated so far. In particular, we consider this process via a
version with values in the [0,∞)-marked ultrametric measure spaces U[0,∞). The point here is to
give the appropriate analog of the Cox point process representation of the Feller diffusion now for
the process conditioned to survive forever.
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We will see that the macroscopic structure of the limit genealogy is different when conditioning
on survival forever and conditioning on survival up to a finite time horizon t in the limit t tending to
infinity. While the latter conditioning is more appropriate for a single population, the conditioning
on survival forever is appropriate for studying spatial model since it describes the family of a typical
individual of the entire population; see Theorem 6 and Theorem 13.
(3) Spatial and fossil populations
(i) We finally discuss genealogies of spatial branching models. In particular, for the super
random walk on a geographic space V we establish well-posedness of the martingale problem of
the corresponding process with values in the V -marked ultrametric measure spaces (the space UV )
which is the basis for analysis in future work. Thanks to the branching property of the UV -valued
Feller diffusions the results we have for this process are important elements in the analysis of spatial
branching models. These are the key objects of interest for us. The branching property allows to
view the spatial models as a superpositions of independent copies of U-valued processes.
As an example for the application of the analysis of the law of the U-valued Feller diffusion
conditioned on survival forever we address the question of the interplay between genealogy and
spatial distribution of the mass in the limit t → ∞ and how the properties like dimension and of
migration come into play.
We analyze asymptotically as time tends to infinity the formation of clumps of high population
size at rare spots in space in the UZ-valued strongly recurrent super random walk. Here we can
obtain via two-scale analysis a precise and explicit asymptotic description, first of the rare spots
of high population size and then in second step scale the structure of the genealogy of one of
the rare clumps. We describe the evolving genealogy of the clumps population as the UR-valued
Dawson-Watanabe (super) process, which we construct here. This analysis combines our results
with results onM(R)-valued super random walk by Dawson and Fleischmann [DF88]. We indicate
the situation in the cases d = 2 and d ≥ 3.
(ii) Furthermore we connect our results to the literature mentioned in the beginning and give
the precise relation to the continuum random tree mentioned above as the generalized Yaglom limit
of the genealogy of the population alive before or at time t (an M-valued process, see (3.167) and
the sequel), the so called metric measure space valued fossil process ; see [GSW].
Outline The paper is organized as follows. In Section 2 we give preparations, in particular we
recall the suitable Polish state space for genealogies and the collection of consistent semigroup
structures on this state space. In Section 3 we present the main definitions and results.
More precisely, in Section 3.1 we study the basic structural properties of the U-valued Feller
diffusion and its dual, namely in Section 3.1.1 its characterization and main properties, in 3.1.2
the duality theory, in 3.1.3 the branching property and Cox cluster representation and 3.1.4
excursion and entrance law and the process conditioned to survive up to time T . In Section 3.2 we
study the long time behavior in three parts. In Section 3.2.1 the long time behavior is considered
via conditioning on survival up to time T with T → ∞ and via size-biasing together with the
decomposition in an independent sum of the Kallenberg tree and a copy of the untransformed
process. In both cases we consider scaling limits. This is further refined in Section 3.2.2 where we
give a dynamical representation of the Kallenberg tree via the U-valued version of Evans’ process
with immigration from an immortal line and in Section 3.2.3 the backbone representation via
concatenation of a U-valued Cox point process is obtained. Section 3.3 applies and generalizes
the model, Section 3.3.1 introduces the spatial version, the genealogical super random walk and
Section 3.3.2 relates it to the continuum random tree.
The other sections 4- 8 are devoted to the proofs of these results. Section 4 proves Theorem 2
on duality, Section 5 proves Theorem 1. Section 6 proves finer properties of the processes, such
as Theorem 4 (branching property). Finally Section 7 contains the proof of Theorem 6 and other
results on the large time limit (on the quasi equilibrium and Yaglom limit). Section 8 gives proofs
for the extensions to spatial models and to the fossil process allowing to exhibit the relation to the
CRT.
Some more technical points we collect in the appendix in Sections A, B, C and D. In Section A
we give the calculation correcting the scaling limit result in [LN68]. In Sections B and C we collect
some consequences of infinite divisibility on U as studied in [GGR19] and [GRG18]. Finally, in
Section D we briefly discuss approximation of solutions of certain martingale problems.
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2 Review: ultrametric measure spaces & concatenation semi-
groups
In this section we introduce the state space U and related spaces describing states of genealogies and
recall their topological semigroup structure. Furthermore we present tools that we use to deal with
random variables on these spaces such as polynomials as the basic test function, polar representation
of the states or concatenation semigroups. For details we refer the reader to [GPW09] and [GGR19].
2.1 State spaces: the topological spaces U and U1
We describe a population together with its genealogy by a set of individuals U , genealogical distance
r(·, ·) of pairs of individuals in U , and by a finite measure µ on the Borel sets of U . By genealogical
distance we mean here the tree distance on the genealogical tree of a branching population, i.e.
twice the time to the most recent common ancestor of a given pair of individuals.
Definition 2.1 (Ultrametric measure spaces). A triple (U, r, µ) is called an ultrametric measure
space, if (U, r) is a complete and separable ultrametric space and µ is a finite measure on its
Borel-σ-algebra.
Ultrametric measure spaces (U, r, µ) and (U ′, r′, µ′) are called equivalent if there is an isometry
ϕ between the supports of µ and µ′ that satisfies µ′ = ϕ∗µ, here ϕ∗µ denotes the image measure
of µ under ϕ. The equivalence class of (U, r, µ) is denoted by [U, r, µ]. The sets of equivalence
classes of ultrametric measure spaces and more specifically ultrametric probability measure spaces
are denoted by
U
:=
{
[U, r, µ] : (U, r, µ) an ultrametric measure space with finite measure µ
}
,(2.1)
U1 :=
{
[U, r, µ] : (U, r, µ) an ultrametric measure space with probability measure µ
}
.(2.2)
♦
We refer to the elements of U as trees and equip the spaces with the Gromov weak topology
(see Definition 2.5 below) which turns the spaces U and U1 into Polish spaces. For more details
on these concepts in the case of U1 we refer to [GPW09]. The null measure on a metric space will
be usually denoted by 0. On U we define the following trees
0 := [{1}, r, 0] and e := [{1}, r, δ1],(2.3)
where r can be taken as zero metric. We refer to 0 and e as the null tree respectively unit tree.
For a ∈ R+ and U = [U, r, µ] ∈ U we write
a · U := [U, r, aµ].(2.4)
Note that with this operation we have 0 = 0 · e and for any x in a set X equipped with a metric r
we also have e = [X, r, δx].
Remark 2.2 (Ultrametric spaces and R-trees). Recall that any ultrametric space (U, r) can be
embedded isometrically into anR-tree such that the leaves of theR-tree correspond to the elements
of U ; see also Remark 2.2 in [GPW13]. △
Definition 2.3 (ultrametric distance matrices, distance matrix distributions).
Define the set of ultrametric distance matrices of order n ≥ 2 by
R
(n2)
+ :=
{
(rij)1≤i<j≤n : rij ≥ 0 ∀1 ≤ i < j ≤ n and rij ≤ rik ∨ rkj ∀1 ≤ i < k < j ≤ n
}
.(2.5)
For elements x1, . . . , xn of a metric space (U, r), writing x = (x1, . . . , xn) we define r(x) ∈ R(
n
2)
+ by
r(x) =
(
r(xi, xj)1≤i<j≤n
)
(2.6)
and define the mapping
R(n) : Un → R(
n
2)
+ , R
(n)(x) = r(x).(2.7)
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For u = [U, r, µ] ∈ U and integers n ≥ 2 we define the distance matrix measure νn,u by
νn,u := (R(n))∗µ
⊗n,(2.8)
that is, νn,u is the push forward measure of µ⊗n under R(n). ♦
An important set of functions on U is the set of polynomials which we introduce next. For a
set A we denote by bB(A) the set of bounded measurable real valued functions on A.
Definition 2.4 (Polynomials). For an integer n ≥ 0 and ϕ ∈ bB(R(
n
2)
+ ) (for n = 0, 1 the function
ϕ is assumed to be constant) we define the function Φ = Φn,ϕ : U→ R as follows
u = [U, r, µ] 7→

Φn,ϕ(u) := 〈ϕ, νn,u〉, n ≥ 2
Φ1,ϕ(u) := cµ(U), n = 1, ϕ ≡ c,
Φ0,ϕ(u) := c, n = 0, ϕ ≡ c.
(2.9)
The smallest non-negative integer n for which there is ϕ satisfying (2.9) is called the degree of Φ.
Whenever we need to stress the dependence on n and ϕ we write Φn,ϕ. The set of polynomials on
U of degree n is denoted by Πn. The set Π of all polynomials is defined as the union of polynomials
of all degrees and the set of polynomials restricted from U to U1 is denoted by Π̂, i.e. we set
Π :=
⋃
n∈N0
Πn and Π̂ := {Φ ∈ Π : Φ : U1 → R}.(2.10)
For a subclass C of bounded measurable functions on the space of distance matrices we write
Π(C) :=
⋃
n∈N0
{Φn,ϕ : ϕ ∈ C ∩ bB(R(
n
2)
+ )}.(2.11)
Here, again for n = 0, 1 the set bB(R(
n
2)
+ ) consists of constant functions. ♦
We can now extend the concept of Gromov-weak topology on U1 to U.
Definition 2.5 (Topology). The topology on U generated by Π(Cb) is called the Gromov weak
topology, where Cb = Cb(R
(n2)
+ ) is the set of bounded continuous functions on R
(n2)
+ . ♦
Remark 2.6 (Polish metrizable space). In [GPW09] it is shown thatU1 equipped with the Gromov
weak topology is a Polish space which is metrizable by the Gromov-Prohorov metric. Here we do
not restrict to probability measures but the results from [GPW09] can be extended to U. For the
extension we refer to [Glo¨12], where the corresponding topology and metric are called extended
Gromov weak topology respectively extended Gromov-Prohorov metric. We will not use the metric
here directly and for brevity we will stick with the name “Gromov weak topology”. △
The following lemma follows by standard arguments. In this particular setting it can be shown
combining Proposition 2.6 from [GPW09], Proposition 4.6 of Chapter 3 in [EK86] and the discus-
sion around equation (4.21) after that proposition.
Lemma 2.7 (Convergence criterion). The algebra generated by Π is separating, on
M˜ =
{
P ∈M1(U) : lim sup
K→∞
1
K
(∫
u¯
K P (du)
)1/K
<∞
}
.(2.12)
Additionally, the algebra generated by Π is convergence determining, whenever the limiting point
is in M˜.
Note that M˜ is the set of all distributions onU which are uniquely characterized by all moments
of the total mass; see Theorem 3.2.9 and Corollary 3.2.2 in [Daw93].
Corollary 2.8 (Law determining test functions). For a stochastic process on U whose total masses
are the ones of Feller’s continuous state branching diffusion the set Π of test functions is law
determining and convergence determining on M1(U).
2 REVIEW: ULTRAMETRIC MEASURE SPACES & CONCATENATION SEMIGROUPS 8
2.2 Polar decomposition of elements of U
Another useful point of view on U is via the polar decomposition of its elements. More precisely,
we can decompose a state u = [U, r, µ] ∈ U in its total mass and its pure genealogy parts by writing
in the case µ(U) > 0(
u¯, uˆ
)
:=
(
µ¯, [U, r, µˆ]
) ∈ [0,∞)×U1, where µ¯ := µ(U) and µˆ := µµ¯ .(2.13)
In the case µ¯ = 0 the element is given by the null tree 0 = (0, e), recall (2.3). Obviously, there is a
bijection between U \ {0} and (0,∞)×U1. Note however, that the Gromov-weak topology on U
agrees with the product topology on [0,∞)×U1 only for the set of elements with µ(U) > 0. For a
detailed discussion of the polar decomposition and a suitable choice of the topology on [0,∞)×U1
we refer the reader to Section 2.4.2 in [Glo¨12].
Let us point out, that using the polar decomposition we can also define the normalized distance
matrix distribution of elements of U \ {0} as
νˆn,uˆ := (R(n))∗µˆ
⊗n,(2.14)
where R(n) is as defined in (2.7). Of course we then have νn,u = u¯nνˆn,uˆ.
Remark 2.9 (Polynomials on product spaces and polar decomposition of elements of U).
We have stated that the set of polynomials is separating points and is also convergence determining
on U. Polynomials have this properties on R+ as well as on U1. In principle with standard
arguments for measure determining functions on product spaces one would consider monomials of
the form Φm,ϕ, with ϕ ∈ Cb(R(
n
2)
+ ,R) so that Φ
m,ϕ(u) = µ¯m
∫
ϕdµˆ⊗n for m,n ∈ N0 and expect
this to be a measure determining set on R+ ×U1 restricted to M˜. Lemma 2.7 shows that we do
not need all combinations of m,n ∈ N0 to separate points. △
2.3 Concatenation semigroup (U,⊔h), h-truncation and
infinite divisibility on U
Consider a representative of u ∈ U. For a given h > 0 we want to decompose the population
in subfamilies in which the time to the most recent common ancestor is less than h, i.e., the
genealogical (tree) distance between pairs of individuals inside each of the subfamilies is smaller
than 2h. Since we work with ultrametric spaces we obtain a disjoint decomposition of the whole
space in a collection of subspaces with diameters strictly less than 2h. We call such spaces h-
trees. The h-trees themselves can be connected with each other to form new spaces which we call
h-forests. Both these objects are elements of U.
Using the pairwise distance matrix distribution we can formally define the objects which we
just described in words as follows. The subset of h-trees in U is defined by
U(h) := {u ∈ U : ν2,u([2h,∞)) = 0},(2.15)
and the subset of h-forests in U is defined by
U(h)⊔ := {u ∈ U : ν2,u((2h,∞)) = 0}.(2.16)
Obviously we have U(h) ⊂ U(h)⊔.
For u1, u2 ∈ U(h)⊔ with ui = [Ui, ri, µi], i = 1, 2 we define the h-concatenation of u1 and u2 by
u1 ⊔h u2 := [U1 ⊎ U2, r1 ⊔h r2, µ1 + µ2].(2.17)
Here ⊎ denotes the disjoint union of sets and r1 ⊔h r2 is a metric on U1 ⊎ U2 defined by
r1 ⊔h r2|U1×U1 = r1, r1 ⊔h r2|U2×U2 = r2, r1 ⊔h r2|U1×U2 ≡ 2h.(2.18)
Finally, µ1 + µ2 should be interpreted as µ˜1 + µ˜2 on U1 ⊎ U2 where µ˜i, i ∈ {1, 2} denotes the
extension of µi to U1 ⊎ U2. We equip U(h)⊔ and U(h) with the relative topology from U. In
particular, U(h)⊔ is a Polish space.
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Note that h-concatenation ⊔h is an associative and commutative operation acting on elements
of U(h)⊔. Thus, for every h > 0, (U(h)⊔,⊔h) is a topological semigroup with neutral element 0.
We define the h-top of u = [U, r, µ] ∈ U as
⌊u⌋(h) := [U, r ∧ 2h, µ] ∈ U(h)⊔.(2.19)
In Theorem 1.13 in [GGR19] it is shown that for any u ∈ U and any h > 0 there is a unique
sequence (ui : i ∈ Ih) indexed by a (possibly finite) set Ih such that
⌊u⌋(h) =
⊔h
i∈Ih
ui, with ui ∈ U(h) \ {0}, i ∈ Ih.(2.20)
We will need in the sequel besides the h-top of u ∈ U also the h-trunk denoted by ⌈u⌉(h). For
u = [U, r, µ] this is defined as the ultrametric measure space
⌈u⌉(h) := [Ih, r∗, µ∗],(2.21)
where Ih is as above and
r∗(i, j) = inf{r(u, v)− 2h : u ∈ Ui, v ∈ Uj}, i, j ∈ Ih, and µ∗({i}) = µ(Ui), i ∈ Ih.(2.22)
We call the mapping Th : U→ U(h)⊔ defined by
Th(u) = ⌊u⌋(h)(2.23)
the h-truncation. We extend the operation ⊔h to all of U by setting
u1 ⊔h u2 := Th(u1) ⊔h Th(u2).(2.24)
This way we obtain a collection of topological semigroups {(U,⊔h), h ≥ 0}, which is consistent
under Th, i.e. for h > h
′ : Th′(u1 ⊔h u2) = Th′(u1) ⊔h
′
Th′(u2); u1, u2 ∈ U(h)⊔.
The polynomials which we introduced in (2.9) fit to this structure if for Φ = Φm,ϕ ∈ Π and
h > 0 we introduce the corresponding h-truncated polynomial by
Φh := Φ
m,ϕh with ϕh(r) := ϕ(r)
∏
1≤i<j≤m
1{rij<2h}
.(2.25)
With this notation we have
Φh(u1 ⊔h u2) = Φh(u1) + Φh(u2) for all u1, u2 ∈ U(h)⊔.(2.26)
Similar identity holds for all Φn,ϕ,g with ϕ which have support in [0, 2h)(
n
2); see Theorem 1.27 in
[GGR19].
Using the structures {(U(h)⊔,⊔h), Th : h > 0} introduced above one can obtain the Le´vy-
Khintchine representation of infinitely divisible U-valued random variables. Here infinite divisibil-
ity means that for all h > 0 and n ∈ N the h-truncations can be represented as h-concatenations
of n i.i.d. U(h)⊔-valued random variables. This notion was introduced in [GGR19]. According to
Theorem 2.37 in that reference an infinitely divisible random ultrametric measure space U allows
for a Le´vy-Khintchine representation of its Laplace functional. More precisely, there exists a unique
measure Λ∞ ∈ M#(U \ {0}), called Le´vy measure (also often referred to as canonical measure)
with
∫
(u¯ ∧ 1)Λ∞(du) <∞ so that for any h ∈ (0,∞) we have
− logE[exp(−Φh(U))] = ∫
U(h)
⊔
\{0}
(
1− e−Φh(u))Λh(du) ∀Φ ∈ Π+,(2.27)
where Λh ∈M#(U(h)⊔ \ {0}) is defined by
Λh(du) =
∫
U\{0}
Λ∞(dv)1{⌊v⌋(h)∈du}.(2.28)
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We say that U is t-infinitely divisible, if for all h ≤ t there is a unique Λt ∈ M#(U(t)⊔ \ {0}) so
that u 7→ (u¯ ∧ 1) is integrable with respect to Λt, and for all h ∈ (0, t] equations (2.27) and (2.28)
hold with Λt instead of Λ∞. In either case, for any h in the suitable range, we have
Λh
(
U(h)⊔ \ {0}) = − logP(U¯ = 0) ∈ [0,∞].(2.29)
We refer to Λh as the h-Le´vy measure and to Λ∞ as the Le´vy measure of U. Formula (2.27) means
that we can represent ⌊U⌋(h) via a Poisson point process N(Λh) on U(h)⊔ \ {0} with intensity
measure Λh as
⌊U⌋(h) =
⊔h
u∈N(Λh)
u.(2.30)
For continuous mass branching processes the Le´vy measure of the genealogical process takes a
special form, which allows to decompose the state even into depth-h single ancestor subfamilies
given by i.i.d. U(h)-valued random variables.
3 Concepts and main results
In this section we formulate in three subsections the main results on the U-valued Feller diffusion.
In Subsection 3.1 we present the martingale characterization and discuss the relation to the U1-
valued Fleming-Viot process of [GPW13] and various dual representations via coalescents. Here
we give as well descriptions of structural properties such as branching property and Cox cluster
representation. In Subsection 3.2 we study the long time behavior of processes and we focus on
populations conditioned on survival for long times or size-biased populations. Finally, in Subsec-
tion 3.3 we consider extensions of the results to the spatial case, i.e. to the super random walk
process, and we discuss versions of our processes with fossils and their relation to the continuum
random tree.
3.1 Results 1: Genealogies and the U-valued Feller diffusion
The first group of results (Theorems 1- 5) includes the martingale problem characterization of
the process, the Feynman-Kac and conditional dualities, and the generalized branching property
with the corresponding Cox cluster representation. Furthermore we study the entrance law, the
excursion law and identify the U-valued genealogy process of the population conditioned to survive
up to the present time.
3.1.1 Martingale problem and identification of mass and genealogy processes
Here we introduce theU-valued Feller diffusion as solution of a martingale problem and characterize
the population size and genealogy processes. Let us first recall the classical Feller diffusion.
Remark 3.1 (Feller’s branching diffusion on R+). Feller’s branching diffusion with immigration
is an R+-valued stochastic process which solves the stochastic differential equation
dZt = c dt+ aZt dt+
√
bZt dBt, with Z0 > 0.(3.1)
Here b > 0 the diffusion coefficient arising from the individual branching rate of the corresponding
particle approximation, a ∈ R is the sub-/super-criticality coefficient, and c ≥ 0 is the immigration
rate. In the cases a < 0, a = 0 and a > 0 the branching diffusion is called sub-critical, critical
respectively super-critical. We will refer to the case a 6= 0 as the non-critical case and call a
the non-criticality coefficient if the sign of a is not important. In the case c = 0 the process is
referred to as Feller’s branching diffusion and this is the process (together with its genealogy) we
will mostly deal with in this paper. The process with immigration will appear in a special form
when we condition Feller’s branching diffusion on survival forever. This is well known from the
branching processes theory.
The process Z = (Zt)t≥0 can be obtained as the many individuals – small mass – fast branching
limit of sequences, called Z(N) = (Z
(N)
t )t≥0 below, of individual based models. For instance,
consider a sequence of continuous time Galton-Watson processesX(N) = (X
(N)
t )t≥0 with branching
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at rate b, and offspring distribution with mean 1+ abN + o(
1
N ) and variance 1+ o(1). Furthermore
assume that at rate Nc a new individual immigrates into the population. Rescale mass, and speed
up time by setting Z
(N)
t =
1
NX
(N)
Nt . Then, provided that the initial conditions Z
(N)
0 converge
appropriately to Z0 asN →∞, the sequence Z(N) = (Z(N)t )t≥0 converges asN →∞ in distribution
to the solution of (3.1).
In the binary branching case one could choose for X(N) the offspring distribution with branch-
ing in two individuals with probability pN =
1
2 +
a
2bN and death with probability 1 − pN . For
immigration, at rate Nc new particles are added to the population. Rescaling X(N) as above the
limiting process is a solution of the SDE (3.1) including the immigration term. △
Remark 3.2 (Particle models and operators of U-valued diffusions). The individual based pro-
cesses from the previous remark naturally allow to read off U-valued versions of the processes.
Define the set Ut as {1, 2, . . . , nt}, where nt is the population size at time t. Furthermore, define
ancestors and descendants in the obvious way, and the genealogical distance rt as the “usual”
graph distance, i.e. distance of two individuals from the population at time t is twice the time back
to their most recent common ancestor. Obviously, this defines an ultrametric space and letting µt
be the counting measure on Ut we can describe the branching process together with its genealogy
at time t by an element of U. The evolution is of course Markovian. In the case of an immigration
event at time s we give the new individual distance 2s to everybody else alive at that time.
We do not focus on approximation results and prove here limit theorems for individual basedU-
valued processes only in the critical case. For the Feller diffusion this the arguments are essentially
based on corresponding results from [Glo¨12]. Let us note however, that approximation results
concerning generator convergence allow us to determine the correct operators of our diffusion
processes in various cases and we will use this approach often throughout the paper.
For other processes which we consider here, such as processes conditioned to live forever or h-
transformed processes (these processes lead to branching with immigration), there are some issues
concerning path convergence which we will not discuss in the present paper. We will rely on the
fact that particle approximations determines the operators also in these cases. △
Remark 3.3. A time inhomogeneous version of the process arises if we make b a function of time,
which is measurable and bounded on finite time intervals. Similarly for a. In the sequel we focus
on the time-homogeneous case even though our Theorems 1–11 can easily be generalized to the
time inhomogeneous case. △
Martingale problem For any distribution on the state spaceU we want to construct a stochastic
process which has the given distribution as the initial distribution, satisfies the Markov property
and whose paths satisfy some regularity conditions. The processes will be defined as solutions of
well-posed martingale problems. Let us first recall the notion of a martingale problem that we use
here.
Definition 3.4 ((local) martingale problem). Let E be a Polish space, ν a probability measure on
its Borel-σ-algebra, F a subspace of bounded measurable functions on E and Ω a linear operator
whose domain contains F . The distribution P of an E-valued stochastic process X = (Xt)t≥0 is
called a solution of the (ν,Ω,F)-martingale problem if X0 has distribution ν, the paths X of are
almost surely in the Skorohod space D([0,∞), E), and for all F ∈ F ,(
F (Xt)− F (X0)−
∫ t
0
ΩF (Xs) ds
)
t≥0
(3.2)
is a P -martingale with respect to the canonical filtration. If the solution P is unique, then (ν,Ω,F)-
martingale problem is said to be well-posed. If the processes in (3.2) are only local martingales
then we refer to P as the solution of the (ν,Ω,F)-local martingale problem. ♦
We consider first the critical case a = 0 and introduce the following operator on polynomials
Φ ∈ Π(C1b ). For u ∈ U \ {0} we define based on the individual based approximation
Ω↑Φn,ϕ(u) := Ω↑,growΦn,ϕ(u) + Ω↑,branΦn,ϕ(u)(3.3)
with
Ω↑,growΦn,ϕ(u) := Φn,∇ϕ(u), ∇ϕ = 2
∑
1≤i<j≤n
∂ϕ
∂ri,j
for n ≥ 2 and 0 otherwise,(3.4)
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Ω↑,branΦn,ϕ(u) :=
b
u¯
∑
1≤k<ℓ≤n
Φn,ϕ◦θk,ℓ(u) for n ≥ 2 and 0 otherwise,(3.5)
where (
θk,ℓ(r)
)
i,j
:= ri,j1{i6=ℓ,j 6=ℓ} + rj∨k,j∧k1{i=ℓ} + ri∨k,i∧k1{j=ℓ}, 1 ≤ i < j.(3.6)
We extend Ω↑Φn,ϕ to U by setting Ω↑Φn,ϕ(0) = 0.
Our first main result states that the operator Ω↑ defines a “good” Markov process on the state
space U. In particular for every initial law on U we have a unique Markov process which solves
the martingale problem for Ω↑ and has a.s. regular paths.
Theorem 1 (Well-posedness of the martingale problem).
For any u ∈ U the following assertions hold.
1. The (δu,Ω
↑,Π(C1b ))-martingale problem in D([0,∞),U) is well-posed.
2. The unique solution of the (δu,Ω
↑,Π(C1b ))-martingale problem has the Feller property (see
Remark 3.6), the strong Markov property and almost surely there exists a version with con-
tinuous paths.
Note that thanks to the Feller property we can define a process for the every initial law ν on
U by
Pν :=
∫
ν(du)Pu,(3.7)
where Pu is a solution starting in u ∈ U. Then Pν solves the local (ν,Ω↑,Π(C1b ))-martingale
problem (recall that the initial law need not have finite moments of the total masses). Analogous
generalizations of initial conditions from point masses to measures will also hold for most other
processes on potentially different state spaces that we will consider later.
Definition 3.5 (U-valued Feller diffusion). The continuous path solution U = (Ut)t≥0 of the
(δu,Ω
↑,Π(C1b ))-martingale problem is called the U-valued Feller diffusion with diffusion coefficient
b and initial condition u. The process for initial law ν on U arises as in (3.7). Using the polar
decomposition from Section 2.2 we often write Ut = (U¯t, Ût) for t ≥ 0 and refer to U¯ = (U¯t)t≥0 as
the total mass process and to Û = (Ût)t≥0 as the pure genealogy part of U. ♦
Remark 3.6 (Feller property). Recall that the state spaceU is not locally compact. In Theorem 1
the Feller property means that for every continuous and bounded function Φ on U the function
ν 7→ Eν [Φ(Ut)] is continuous in the weak topology on M1(U); see Lemma 5.11.
Using duality arguments we shall later show that we even have E[Φ(Ut)]→ E[Φ(U0)] as t→ 0
for all Φ ∈ Π(C1b ). △
Remark 3.7 (Non-critical case). An analogue of Theorem 1 holds also for non-critical branching
with non-criticality coefficient a 6= 0. In this case the total mass process (U¯t)t≥0 is given in law by
a solution of (3.1) with c = 0 and for n ≥ 1 the term
Ω↑,sbranΦn,ϕ = an Φn,ϕ(3.8)
is added to the r.h.s. of Ω↑,branΦn,ϕ in (3.5). This can be seen by using particle approximations; see
Remark 3.1. It is remarkable that the non-criticality leads to the addition of a “first order term” and
the effect of this will become clearer once we have obtained the duality relation; see Remark 3.16.
In Section 5 we will explain how to prove existence and uniqueness of the corresponding martingale
problems.
This means, that combining (3.3)–(3.5) and (3.8), we can define an operator
Ω↑,(a,b)(3.9)
describing the U-valued Feller diffusion with parameters a and b, which can also be certain suitable
time-space dependent functions. △
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Extension of the operator Ω↑ To understand the structure of the process and to relate it to
familiar objects in the next paragraph (see in particular Corollaries 3.10 and 3.13), as well as for
some calculations in proofs it is useful to extend the validity of the martingale problem to larger
domains of test functions, even if this is not needed for uniqueness.
We obtain more martingales for our process if we write the elements of U in a particular form
and then use the particle approximation from [Glo¨12] to extend the operator Ω↑ to larger classes
of functions, which we will use heavily in the sequel to explore the structure of (Ut)t≥0.
The polar decomposition of elements of U discussed in Section 2.2 and in particular in equation
(2.13) suggests considering test functions of the form
Φn,ϕ(u) = Φ¯(u¯)Φ̂n,ϕ(uˆ),(3.10)
where Φ̂n,ϕ acts on the genealogy component uˆ, and Φ¯ acts on the mass component u¯ of u, i.e.
recalling (2.10)we have Φ̂n,ϕ ∈ Π̂ and Φ¯ is a function on R+.
Note that the set of functions of the form (3.10) is indeed an extension of the polynomials from
Definition 2.4, because for instance for n ≥ 2 the polynomial Φn,ϕ applied to u = [U, r, µ] ∈ U\{0}
can be written as
Φn,ϕ(u) = 〈ϕ, νn,u〉 = u¯n〈ϕ, νˆn,uˆ〉 = u¯nΦ̂n,ϕ(uˆ),(3.11)
i.e., we have Φn,ϕ(u) = Φ¯(u¯)Φ̂n,ϕ(uˆ) with Φ¯(u¯) = u¯n.
Remark 3.8 (Extension of the operator Ω↑). An important subspace of bounded continuous
functions constitute functions which are mapped by the operator Ω↑ onto bounded continuous
functions. On this subspace we can apply the various standard results on transition semigroups.
We define it by
D1 :=
{
Φ = Φ¯Φ̂ : Φ¯ ∈ C2b ([0,∞),R), x−1Φ¯(x) ≤ Const as x→ 0 and Φ̂ ∈ Π̂
}
.(3.12)
Another important subspace is the set of functions Φ on which Ω↑ can be applied to StΦ, where
(St)t≥0 denotes the semigroup of our process. This vector space is formally defined by
(3.13) D2 :=
{
Φ = Φ¯Φ̂ : Φ¯ ∈ C2([0,∞),R), lim sup
u¯→∞
|Φ¯′′(u¯)|/u¯n <∞ for some n ∈ N and Φ̂ ∈ Π̂}.
For general Φn,ϕ = Φ¯Φ̂n,ϕ ∈ Di, i = 1, 2 the generator Ω↑ can be written in the following
form (cf. Section 5.4 and in particular equations (5.68-69) and discussion around equation (1.85)
in [Glo¨12] and take α = 0 there, mind however a typo in (1.87) where it should read (mu)α−1)
Ω↑Φn,ϕ(u) = Φ̂n,ϕ(uˆ)ΩmassΦ¯(u¯) + Φ¯(u¯)Ωgenu¯ Φ̂
n,ϕ(uˆ).(3.14)
Here the generator parts are given by
ΩmassΦ¯(u¯) =
bu¯
2
∂2
∂u¯2
Φ¯(u¯),(3.15)
Ωgenu¯ Φ̂
n,ϕ(uˆ) =
b
u¯
Ω↑,resΦ̂n,ϕ(uˆ) + Ω↑,growΦ̂n,ϕ(uˆ),(3.16)
with
Ω↑,resΦ̂n,ϕ(uˆ) =
∑
1≤k<ℓ≤n
〈ϕ ◦ θk,ℓ − ϕ, ν̂n,uˆ〉.(3.17)
Indeed we have an extension of Ω↑, because using Φn,ϕ(u) = u¯nΦ̂n,ϕ(uˆ) as in (3.11) we can rewrite
the branching part from (3.5) for u with u¯ > 0 as follows
Ω↑,branΦn,ϕ(u) =
b
u¯
u¯
n
∑
1≤k<ℓ≤n
〈ϕ ◦ θk,ℓ, νˆn,uˆ〉
=
b
u¯
u¯
n
∑
1≤k<ℓ≤n
(〈ϕ ◦ θk,ℓ − ϕ, ν̂n,uˆ〉+ 〈ϕ, ν̂n,uˆ〉)
=
b
u¯
u¯
n
(
Ω↑,resΦ̂n,ϕ(uˆ) +
n(n− 1)
2
Φ̂n,ϕ(uˆ)
)
.
(3.18)
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Thus, in this case the generator defined in (3.3) can be written as
Ω↑Φn,ϕ(u) =
n(n− 1)
2
b
u¯
u¯
nΦ̂n,ϕ(uˆ) +
b
u¯
u¯
nΩ↑,resΦ̂n,ϕ(uˆ) + u¯n Ω↑,grow Φ̂n,ϕ(uˆ).(3.19)
Choosing Φ¯ ≡ 1, which is in D2, in (3.14) we obtain
Ω↑Φn,ϕ(u) = Ωgenu¯ Φ̂
n,ϕ(uˆ),(3.20)
i.e. when u¯ is the present value of the mass then it plays the role of a parameter for the genealogy
component of the process. △
We summarize the discussion above in the following result. We also summarize important
consequences of the representations (3.14) and (3.20) in Corollaries 3.10 and 3.13 below.
Corollary 3.9 (Extended martingale problem). The process from Theorem 1 solves the martingale
problem also with D1, D2 instead of Π(C1b ) in its extended form.
Properties: relation to R+-valued Feller diffusion and U1-valued Fleming-Viot process
From equation (3.14) in Remark 3.8 it follows that the operator Ω↑ acts on Φ¯Φ̂ according to the
product rule. This follows also from the fact that Ω↑ is a second order operator; see [DGP12]. Both,
the total mass martingale problem and the genealogy part martingale problem are well-posed. In
particular, combining (3.14) and (3.15), we obtain the following connection.
Corollary 3.10 (Total mass process and classical Feller diffusion). If (Ut)t≥0 is a U-valued Feller
diffusion then (U¯t)t≥0 is an autonomous process given by the classical R+-valued Feller diffusion.
Below we will consider our processes conditioned on the paths of the total mass process. In this
context U1-valued Fleming-Viot processes with inhomogeneous resampling rates will arise. The
following well known path properties of (U¯t)t≥0 from Corollary 3.10 restrict the set of functions
that we need to consider as possible total mass paths; see Section 1(a) in [DG03] containing also
the facts we need later for spatial models.
Proposition 3.11 (Path properties of R+-valued Feller diffusion). Let Z = (Zt)t≥0 be an R+-
valued Feller diffusion, i.e. a solution of the SDE (3.1) with c = 0. The paths of Z are almost
surely elements of C ([0,∞), [0,∞)) and if Z0 > 0 then there is Text ∈ (0,∞], so that Zt > 0 for
all t ∈ [0, Text) and Zt = 0 for all t ≥ Text. In the case Text <∞ we have∫ Text
r
Z−1s ds =∞ for all r ∈ [0, Text).(3.21)
We refer to Text as the extinction time of the total mass process.
Definition 3.12 (Admissible total mass paths I: Positive initial conditions). We call a function
u¯ = (u¯t)t≥0 ∈ C ([0,∞), [0,∞)) admissible as a total mass path of a U-valued Feller diffusion if it
satisfies the properties listed in Proposition 3.11. ♦
To analyze the genealogy part we use the fact that there is a close relationship between the
U-valued Feller diffusion and the U1-valued Fleming-Viot processes. The latter is a U1-valued
Markov process with continuous paths arising from the Fisher-Wright or more generally Fleming-
Viot models. The operator of its well-posed martingale problem (see [GPW13]) acts on functions
Φ̂ ∈ Π̂ and is given by
ΩFVΦ̂(uˆ) = Ω↑,growΦ̂(uˆ) + dΩ↑,resΦ̂(uˆ),(3.22)
where d > 0 is the resampling rate and the generator Ω↑,res was defined in (3.17). We can allow
here a time-dependent continuous resampling rate d based on admissible functions in our case. The
arguments from [GPW13] go through.
Recalling (3.20), we can condition on the autonomous R+-valued Feller diffusion (U¯t)t≥0 to
get the conditioned genealogy part of the process. It follows that the U-valued Feller diffusion U
decomposed as (U¯, Û) has the following key property.
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Corollary 3.13 (Genealogy conditioned on total mass path is U1-valued Fleming-Viot). The
process (Ût)t≥0 conditioned on a realization u¯ = (u¯t)t≥0 of (U¯t)t≥0, denoted by (Ût(u¯))t≥0, is
almost surely equal to the
time-inhomogeneous U1-valued Fleming-Viot diffusion (Û
FV
t (u¯))t≥0
with resampling rate d(t) = b/u¯t at time t if u¯t > 0,
(3.23)
where in the extinction point Text of the total mass path u¯ the process (Ût(u¯))t≥0 converges to the
null tree 0 on U1 in the Gromov weak topology and remains in this state for t ≥ Text. In particular
the conditioned process has continuous U1-valued paths.
Furthermore, (Ut)t≥0 has paths with values in Ucomp, the equivalence classes of compact ultra-
metric measure spaces.
Remark 3.14 (Time change). The corollary above could also be read in terms of a time change.
More precisely, for Tt = b
∫ t
0 1/u¯s ds, the process (ÛTt)t≥0 is U1-valued Fleming-Viot process with
resampling rate-1. Though this view is useful sometimes, the formulation above in terms of the
generator is more suitable to generalizations to spatial or multi-type models. We shall see that a
version of the corollary holds in these models, but no formulation via time change is possible. △
Remark 3.15 (Notation). In the sequel will often work with our process as well as its conditioned
variants or functionals.
• The U-valued Feller diffusion possibly with superscripts depending on its variant will be
usually denoted by U = (Ut)t≥0. Its law is denoted by P , Pu0 , Pν etc. Here u0 is a fixed
element in U and ν a probability measure on U.
• The autonomous total mass process and its law are denoted by U¯ = (U¯t)t≥0 respectively P¯ .
Again, depending on initial conditions etc. we may have additional sub- or superscripts.
• If u¯ = (u¯t)t≥0 is a realization of the total mass path process U¯ = (U¯t)t≥0 then we can consider
the full process or the pure genealogy part conditioned on the total mass. The corresponding
processes are denoted by U(u¯) = (Ut(u¯))t≥0 and Û(u¯) = (Ût(u¯))t≥0. The laws, with possible
additional sub- or superscripts, are denoted by P u¯ respectively P̂ u¯. Corollary 3.13 says that
P̂ u¯ is also the law of ÛFV(u¯) = (ÛFVt (u¯))t≥0. Furthermore we have
L[(Ut(u¯))t≥0] = L[(u¯t · ÛFVt (u¯))t≥0].(3.24)
Similar results will hold in many other situations where we will also use similar convention con-
cerning the notation. △
3.1.2 Feynman-Kac duality, conditional duality and strong dual representation
Here we first discuss a Feynman-Kac duality and a conditioned (on the total mass process) duality
which allows for a strong conditioned dual representation. The dualities facilitate the study of finer
properties of genealogies and allow to prove uniqueness of solutions of martingale problems.
(1) Feynman-Kac duality There is a Feynman-Kac (FK) duality relation for the U-valued
Feller diffusion. The corresponding dual process is based on a partition-valued process enriched by
a distance matrix.
Let S be the set of partitions of N with finite number of partition elements, that is p ∈ S can
be written as p = (π1, . . . , πn) for n ∈ N with pairwise disjoint π· and N = π1 ∪ · · · ∪ πn. The πi,
i = 1, . . . , n are called partition elements. We define a partial order on N induced by a partition
by stipulating that i < j implies minπi < minπj , i.e., partition elements are ordered according to
their least element. Finally, we denote by |p| the number of partition elements of p.
For π, π′ ∈ p we define the partition obtained after their coalescence in p ∈ S by
κp(π, π
′) :=
(
p \ {π, π′}) ∪ {π ∪ π′}.(3.25)
For i ∈ N and p ∈ S we set p(i) = πk if i ∈ πk, i.e. p(i) is the partition element containing i. We
write i ∼p j if p(i) = p(j), that is if i and j are in the same partition element of p.
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For r ∈ R(
N
2)
+ and p = (π1, . . . , πn) ∈ S we define the distance matrix rp ∈ R(
N
2)
+ by
(rp)ij := rmin p(i),min p(j), 1 ≤ i < j.(3.26)
For r = r(x1, x2, . . . ), recall (2.6), and p = (π1, . . . , πn) ∈ S we define rp = rp(x) by
rp(x) :
{
X |p| → R(
N
2)
+ ,
xp 7→ rp(xp),
(3.27)
where xp = (xminπ1 , . . . , xminπ|p|) and (r
p(xp))ij = r(xmin p(i), xmin p(j)). Thus, it suffices to know
xminπ1 , . . . , xminπ|p| to construct r
p(x).
The state space of the FK-dual will be
K = S×R(
N
2)
+ .(3.28)
This space equipped with the product topology is Polish (see [GPW13]). We note that every
element in that state space is associated with a finite ultrametric space.
The dual process K = (Kt)t≥0 is a Kingman coalescent enriched with an evolving distance
matrix. The evolution of K is as follows
• each pair of partition elements coalesces independently at rate b,
• distances between the elements i, j ∈ N are initially 0 and grow at speed 2 as long as i and
j are in different partition elements.
For any bounded and measurable function ϕ : R
(N2)
+ → R depending on finitely many coordi-
nates only we define analogously to [GPW13] the duality function Hϕ by
Hϕ :
{
U× (S×R(
N
2)
+ ) → R(
u, (p, r′)
) 7→ Hϕ(u, (p, r′)) = ∫ µ⊗|p|(dxp)ϕ (rp(xp) + r′) .(3.29)
The set of functions
{
Hϕ
(·, (p, r′)): (p, r′) ∈ S, ϕ : R(N2)+ → R dep. on finitely many coord.} is
separating and convergence determining on M˜ (recall (2.12) and Corollary 2.8) and hence good
duality functions for laws supported on M˜.
Next, we relate the enriched Kingman coalescent K with the U-valued Feller diffusion.
Theorem 2 (Feynman-Kac duality for genealogies: Kingman and Feller).
For u0 ∈ U let U = (Ut)t≥0 be the solution to the (δu0 ,Ω
↑,Π(C1b ))-martingale problem. For
(p0, r
′
0
) ∈ K let K = (Kt)t≥0 = ((pt, r′t))t≥0 be as defined above with initial condition (p0, r
′
0
).
Then, for all ϕ depending on finitely many coordinates we have for all u0 ∈ U, (p0, r′0) ∈ K:
Eu0
[
Hϕ
(
Ut, (p0, r
′
0
)
)]
= E(p0,r
′
0
)
[
Hϕ
(
u0, (pt, r
′
t
)
)
exp
(∫ t
0
b
(|ps|
2
)
ds
)]
, ∀ t ≥ 0.(3.30)
Remark 3.16 (Non-critical case). The FK-duality holds also for non-critical U-valued branch-
ing diffusions based on the operators (3.3) with addition of the operator from (3.8). The only
modification in this case is that the exponent on the right hand side of (3.30) is replaced by∫ t
0
(
b
(|ps|
2
)
+ a|ps|
)
ds.(3.31)
Here a ∈ R is the non-criticality coefficient; recall (3.1). Note, that the non-criticality does not
add “splitting” to the tree because the coalescence rate remains the same. However, there is a
reweighting of the tree giving more respectively less weight, depending on the sign of a, to trees
with later mergers than the Kingman coalescent. △
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Remark 3.17 (Coalescent tree). For the U1-valued Fleming-Viot diffusion the duality allows
to relate the ultrametric probability measure space which is associated with the entrance law of
the Kingman coalescent from a countable population at time zero evolved for infinite time; see
[GPW09]. In the case of the Feller diffusion for every finite population of size n a reweighting
takes place through the Feynman-Kac term. However, this does not lead to a consistent family of
laws of a process, in which all the finite trees are embedded. △
The issue described in the above remark says in particular that the Kingman coalescent cannot
be used for a strong duality. However, there is another possibility.
(2) Conditioned duality Here we introduce conditional duality for the pure genealogy part,
using the fact that (U¯t)t≥0 is an autonomous Markov process onR+. More precisely, we introduce a
duality for theU-valued Feller diffusion conditioned on the complete total mass process U¯ = (U¯t)t≥0
and observe only the process Û for which we want the dual representation.
The dual of Û conditioned on U¯ = (U¯t)t≥0, denoted by C(U¯) = (Ct(U¯))t≥0, is as before an
enriched coalescent but with a time dependent coalescence rate at time t given by
b · U¯−1t(3.32)
if Ut > 0 and 0 after the extinction of U¯. At time when U¯t hits zero the process C(U¯) coalesces
to a single partition in the time before, so that from the extinction time on it is constant a single
partition. This object was considered in [DG03] and [GM]. See also Section 5.2. The duality
functions H(·, ·) are the same as before (we omit here the dependence on ϕ), i.e. as defined in
(3.29), with the difference that µ is replaced by µˆ. More precisely the duality function is now a
function on U1 in its first variable and for the process Û conditioned on U¯ the duality relation is
the same as in (3.30) but without the reweighting FK-term.
Theorem 3 (Conditioned duality for U-valued Feller).
Let u¯ = (u¯t)t≥0 be an admissible total mass path as defined in Definition 3.12.
(a) The following duality relation holds for the processes ÛFV(u¯) and the coalescent C(u¯):
Euˆ0
[
H
(
Û
FV
t (u¯), (p, r
′)
)]
= E(p,r′)
[
H
(
uˆ0, (pt(u¯), r
′
t
(u¯))
)]
, uˆ0 ∈ U1, (p, r′) ∈ K.(3.33)
(b) The following duality relation holds for the processes Û(u¯) and the coalescent C(u¯):
Euˆ0
[
H
(
Ût(u¯), (p, r
′)
)∣∣U¯ = u¯] = E(p,r′)[H(uˆ0, (pt(u¯), r′t(u¯)))], uˆ0 ∈ U1, (p, r′) ∈ K,(3.34)
almost surely w.r.t. the distribution of U¯.
Remark 3.18 (State dependent branching). The conditioned duality holds also in the case of
total mass dependent branching. Suppose that the underlying total mass process Z solves the
SDE dZt =
√
g(Zt) dBt for a locally Lipschitz function g with g(0) = 0, g(x) > 0 for x > 0
and g(x) = O(x2) as x → ∞. Then the individuals total mass dependent branching rate is
h(x) = g(x)/x, and the rate of coalescence in the conditional duality is h(x)/x when the total
mass is x. △
To understand better the genealogies in the non-critical case, recall Remark 3.7, we consider
them from the point of view of the conditioned duality. In this case we have Feynman-Kac duality
with potential a|pt|.
In the non-critical case the conditional duality is as follows. Consider test functions Φ = Φ¯Φ̂ ∈
D1 with Φ¯ = const and assume that Φ̂ = Φ̂n,ϕ with ϕ depending on n coordinates. On these test
functions we know the generator.
Calculations similar to those in Remark 3.8 show that in the non-critical case only a Feynman-
Kac term to the conditional dual for Û because the effect of the non-criticality resides in the total
masses. This term is given by
an Φ̂(uˆ).(3.35)
Thus, there is a reweighting of the critical finite sampled trees which arise as time-inhomogeneous
coalescent trees, longer branches are more or less favored depending on the sign of a.
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(3) Strong conditioned dual representation Above observation raises the question of a, as
we call it, strong duality where the whole state is represented by the dual. Indeed the duality
relation above allows to give a strong dual representation in terms of the path of the autonomous
total mass process and the probability entrance law of the conditioned dual process. Namely we
associate with the enriched coalescent an ultrametric measure space obtaining a process (Ct(u¯))t≥0.
We can construct the U1-valued probability entrance law starting with countably many individuals
denoted C∞(u¯). The state of the genealogy process Ût(u¯) conditioned on the total mass process u¯,
satisfies the following property.
Corollary 3.19 (Strong conditioned duality).
L[Ût(u¯)] = L[C∞t (u¯)], L
[
(U¯)t≥0
]
- a.s. in u¯.(3.36)
The presence of the term (3.35) in the non-critical case means that we can not obtain a strong
duality for u 6= 0 since the laws for different u do not form a consistent family of measures on U.
3.1.3 Structural properties: Generalized branching property, Markov branching tree
and Cox cluster representation
We turn now to three different structural properties of the genealogy of the population currently
alive summarized in Theorem 4. We want to decompose the population and identify the law of the
number of depth-h mono-ancestor subfamilies (open 2h-balls), to find their law if we consider each
of them as a random element in U(h) and to show that they are i.i.d. and their number Poisson if
we condition on the total mass of the whole population at time t−h, this is the so called ([Daw93])
Cox cluster representation of the genealogy.
Above mentioned results follow from the generalized branching property since this implies infi-
nite divisibility of the marginal distribution and with a special form of the Le´vy-Khintchine formula
on (U(h),⊔h) which is based on concepts and results in [GGR19]. To formulate our result for the
U-valued Feller process below in Theorem 4 we need first three groups of concepts and ingredients,
(Markov) branching property, Yule tree with leaf law, conditioned process on U, Feller-SDE.
(1) In [GGR19] for a random element inU the concept of aMarkov branching tree was introduced
and related to the concept of the generalized branching property of a semigroup (Qt)t≥0 for a U-
valued Markov process (this is recalled in Definition 3.20(a) below in a form useful here).
We want to show that the U-valued Feller diffusion produces such objects and use this to obtain
a Cox point process representation of the genealogy as concatenation over a Cox point process on
genealogies of depth-h mono-ancestor subfamilies where we “explicitly” determine the ingredients
of the CPP in Theorem 4 below. We next introduce the needed concepts. Recall here (2.25) for
Φt and (2.20) for the h-tops ⌊u⌋(h).
Definition 3.20 (Generalized branching, Markov branching tree, Cox cluster representation).
(a) We say that a semigroup Qt (or an associated Markov process) on B(U) has the generalized
branching property if for every u1, u2 ∈ U and for every Φ ∈ Π:∫
Qt(u1 ⊔t u2, du)Φt(u) =
∫
Qt(u1, du)Φt(u) +
∫
Qt(u2, du)Φt(u).(3.37)
(b) We say that the random ultrametric space U is a t-Markov branching tree if for every h ∈ [0, t),
for the h-tops ⌊U⌋(h) there are
mh ∈M([0,∞)), and ̺h ∈M1(U) with full measure on U(h) \ {0},(3.38)
such that we have a Cox point process representation of the U(h)⊔-valued h-top, i.e. the h-top
is the concatenation of a mixed Poisson numberMh of i.i.d. U(h)\{0} valued random variables
Ui with law ̺h:
⌊U⌋(h) =
⊔h
i=1,...,Mh
Ui.(3.39)
Here, the empty concatenation is the zero element of U and the mixing measure (or Cox
measure) mh for Mh is infinitely divisible and its Le´vy measure will be denoted by λ
mh .
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♦
Remark 3.21 (Equivalent definition of generalized branching property). The generalized branch-
ing property can equivalently be described in terms of separating multiplicative functions or by
requiring that on B(U(t+ h)) we have
Qt(u1 ⊔h u2, ·) = (Qt(u2, ·) ∗h Qt(u2, ·))(·), h > 0, t ≥ 0.(3.40)
Here, ∗h denotes the convolution with respect to ⊔h on U(h)⊔ extended to U. △
An example of a Markov branching tree is provided by compound Poisson forests on U(t)⊔.
For the definition recall U(t), U(t)⊔ and the concatenation operation ⊔t from (2.15) – (2.17).
Definition 3.22 (Compound Poisson forest). Let θ > 0 and υ ∈ M1(U(t)⊔\{0}). Let M be a
Poisson random variable with parameter θ. Let Ui, i ∈ N, be an i.i.d. sequence of random t-forests
with L[U1] = υ. Assume that (Ui)i∈N and M are independent. We call the t-concatenation of
(Ui)i∈{1,...,M} defined by
Pt :=
⊔t
i=1,...,M
Ui,(3.41)
a compound Poisson t-forest with parameters θ and υ, a CPFt(θ, υ) for short. ♦
Note that every CPFt(θ, υ) is a random t-forest, i.e. an element of U(t)
⊔. The corresponding
t-Le´vy measure is given by θ · υ. If υ puts full measure on U(t) then the Ui are actually “trees”,
i.e. single ancestor elements.
Remark 3.23 (Le´vy measure of a Markov branching tree). A Markov branching tree has an
infinitely divisible law (see Proposition C.1) whose Le´vy measure has a particular form that allows
for a Cox point process representation by a concatenation of elements in U(h), i.e. the prime
elements of U describing single ancestor subfamilies. In the general infinitely divisible case based
on the Le´vy-Khintchine representation of the Laplace functional (see (2.27) in Section 2.3) one
would expect “only” a Poisson point process representation by concatenation of elements from
U(h)⊔.
The Le´vy measure Λ
Ut
h of the t-Markov branching tree Ut is of the following form (see (C.4),
where we denote by P the probability law of the PPP N(y̺th(·))):
ΛUth (du) =
∫
R+
λm
t
h(dy)P
( ⊔
w∈N(y̺
t
h(·))
w ∈ du
)
, h ∈ (0, t].(3.42)
Here, similarly to notation of Definition 3.20 (but adding an additional superscript t on mh and
̺h), m
t
h is an infinitely divisible law on [0,∞). In our context mth will be the law of the random
mass U¯t−h. Furthermore, λ
m
t
h is the Le´vy measure of the lawmth, N(y̺
t
h(·)) is a PPP onU(h) with
intensity measure y̺th. The intensity measure ̺
t
h is in fact the Le´vy measure of the h-truncation
from the Le´vy-Khintchine representation of U-valued random variables Ut which we obtain by
fixing y in (3.42) and taking as Ut the concatenation over the PPP N(y̺
t
h), cf. example (3.41) and
see [GGR19], Theorem 1.37. △
(2) For a Markov branching tree our goal is to identify, the mixing measure mh i.e. the law ofMh
and the law ̺h of the Ui from (3.38). We aim at giving a device which generates the h
′-truncations
as stochastic process in h′. To this end, we need the Yule processes with leaf laws and compound
Poisson point processes on U \ {0}. The above mentioned device will be derived in the proof of
Theorem 4 in Section 6.
Definition 3.24 (Genealogical Yule tree). Fix t > 0. A U(t)-valued random variable U is called
a Yule tree with splitting rate (βs)s∈[0,t) ∈ [0,∞)[0,t) and leaf law νt ∈ M1([0,∞)), denoted by
Yule
(
(βs)s∈[0,t), νt
)
=
[
M˜ = {1, . . . ,M}, r, µ =
M∑
i=1
m¯iδ{i}
]
,(3.43)
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if the metric space (M˜, r) is generated by a Yule tree with splitting rate (βs)s∈[0,t) independent of
the masses of the leaves. The latter are given by the i.i.d. R+-valued random variables m¯1, m¯2, . . .
distributed according to the leaf law νt and give the sizes of masses at the leaves {1, . . . ,M}.
In other words, the generator of the driving Yule tree process ([{1, . . . ,Ms}, rs, µs])s∈[0,t) acts
on functions Φm,ϕ ∈ Π(C1b ) at time s as follows (recall (3.4))
AsΦ
m,ϕ(u) = Φm,∇ϕ(u) + βs
u¯∑
j=1
(∫
(µ+ δ{j})
⊗m(dx)ϕ(r(x))−
∫
µ⊗m(dx)ϕ(r(x))
)
.(3.44)
Here, Ms is the number of leaves at time s and µs is the counting measure on {1, . . . ,Ms}.
Furthermore u = [{1, . . . , u¯}, r,∑u¯j=1 δ{j}]. Note that here the mass is a positive integer. ♦
Construction of a Yule tree with prescribed splitting rate and leaf law Consider an
elementary individual based Yule process on time interval [0, h) starting with one individual at
time 0 and splitting at time t ∈ [0, h) at rate (compare also (3.122))
2(h− t)−1.(3.45)
For every t ∈ (0, h) the Yule tree gives rise to an ultrametric space whose ultrametric is given
by the genealogical distance. Next, equip the space at time t with the leaf law ν
(h)
t given as the
exponential distribution with parameter 2(b(h− t))−1. We obtain a collection of processes
(Y
(h)
t )t∈[0,h) with values in U, Y
(h)
t = Yule
((
2(h− s)−1)
s∈[0,t]
,Exp
(
2(b(h− t))−1)).(3.46)
Then we can define the limiting forest Y(h) at time h. The proof of the following lemma can be
found in Section 6.1 on p. 58.
Lemma 3.25 (Existence of Y(h)).
For each h > 0 there is a U-valued random variable Y(h) so that
L[Y(h)] = lim
t↑h
L[Y(h)t ].(3.47)
(3) Furthermore we need to be able to define later on the Le´vy measure and need with B standard
Brownian motion:
(Yt)t≥0 be the Feller diffusion dYt =
√
bYt dBt, Y0 = µ0(U0).(3.48)
Now with the points (1)-(3) we have all the needed ingredients and can state our theorem.
Recall the notation and concepts introduced in Section 2.3. The proof of the following theorem is
given in Section 6.1.
Theorem 4 (Branching property, Markov branching tree, Le´vy measure, conditioned process).
Consider the initial state u¯e for some u¯ > 0. For general initial state the result holds for ⌈Ut⌉(t)
instead of Ut.
(a) The U-valued Feller diffusion (Ut)t≥0 has the generalized branching property.
(b) If U0 is in U, then for each t > 0 the random variable Ut is a t-Markov branching tree and
t-infinitely divisible. The parameters of the corresponding Cox point process representation on
U(h)⊔ from (3.39) and ingredients (3.38) are as follows. For each h ∈ (0, t] we have
mth = L[2(bh)−1Yt−h],(3.49)
̺th = L[Y(h)],(3.50)
where Y(h) is the random variable from (3.47), and here ̺th does not depend on t.
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Note that in (b) the law ̺th would depend on t if the diffusion coefficient b would be inho-
mogeneous. From (3.50) and the construction of Y(h) we can conclude that the law ̺th is in fact
concentrated on U(h), that is, on open 2h-balls which correspond to “depth at most h” mono-
ancestor subfamilies and ̺t
′
h = ̺
t
h for all t
′ ≥ t ≥ h. In particular if we consider the path of
decompositions
(3.51) h→
⊔h
i∈I
h
[
Uhi , r
h
i , µ
h
i
]
, |Ih| = Poiss
(
2(bh)−1Yt−h
)
,
then for all h ∈ (0, t], given Yt−h and Ih the elements [Uhi , rhi , µhi ], i ∈ Ih are i.i.d. with law ̺th.
Two further different characterizations of ̺th are given below in (3.55) in terms of coalescents
and in (3.64) in terms of entrance laws and excursion laws.
Remark 3.26 (Cluster representation). Theorem 4, part (b) gives the Cox cluster representation
(see [Daw93] page 45/46 for that concept), i.e. a unique decomposition into depth-h mono-ancestor
subfamilies of the time t population and its state Ut can be represented accordingly as a concate-
nation over a Cox point process on U(h) via (3.39). Here the Cox measure and the single ancestor
subfamily law are given in (3.49) and (3.50). More precisely we can represent the t-top of Ut as a
concatenation of a Poiss(U¯0) number of random elements inU(t) chosen at random according to ̺
t
t.
This corresponds to the decomposition in the families of founding fathers. Moreover, for h ∈ (0, t)
the h-tops have a Cox cluster representation with Cox measure mth given via the total mass U¯t−h
at time t − h. In particular, for given U¯t−h = u we have the representation as a concatenation of
Poiss((bh)−1u) distributed number of independent random variables with distribution ̺th. △
Remark 3.27 (The path of subfamily decompositions). Since Ut is a state in a stochastic branching
process we can consider the whole path of a family decompositions in h, which will give us the
complete geometric structure of Ut if we vary h in (0, t).
The Le´vy measure of the Cox measure mth, denoted by λ
m
t
h , is explicitly known to be given by
λm
t
h(dy) =
1
((t− h)b/2)2 exp
(
− y
(t− h)b/2
)
dy.(3.52)
We insert this in (3.42) applied to U-valued Feller diffusion and obtain a decomposition in open
2h-balls grouped in open 2t-balls. More precisely, we obtain a decomposition in M th different open
2t-balls each of which is decomposed in N
t,(i)
h many open 2h-balls U
i
k, where for k = 1, . . . , N
t,(i)
h ,
i = 1, 2, . . . ,M th the U(h)-valued random variables U
i
k are independent of N
t,(i)
h and M
t
h and are
i.i.d. distributed according to ̺th.
Let (Yi)i∈N be i.i.d. Exp((t − h)b/2)-distributed, and let N t,(i)h be independent Poiss( 2bhYi)
distributed random variables. The number of i with N
t,(i)
h ≥ 1 is given by M th and this can be
thought of as considering 2h-balls in distance less than 2t and group them in the 2t-balls. △
Remark 3.28 (Relation to Cox cluster representation of R+-valued Feller diffusion).
Projection onto the total mass component of the state U results in a Cox point process represen-
tation of the total mass corresponding for each h ∈ [0, t] to a different depth-h single ancestor
subfamily decomposition of U¯t and each time we get a sum of i.i.d. masses, which has its own
Cox-measure mth, i.e.
U¯t =
∑
w¯∈N(Y ·̺
t
h)
w¯, L[Y ] = mth.(3.53)
This is the Cox cluster representation of the R+-valued Feller diffusion at the depth h. The
problem is now to identify ̺th projected on the component u¯ as a measure on R+. This would give
L[w¯]. This will be identified in the next section on entrance laws of the U-valued Feller diffusion
as the entrance law of an R+-valued Feller diffusion from state 0 at time h. This means that via
the projection we obtain the i.i.d. decomposition
U¯t =
M
t
h∑
i=1
w¯i, where L[M th] = Poiss(U¯t−h), L[w¯] = L[Y 0h ],(3.54)
where Y 0h is the time h state of an R+-valued Feller diffusion starting from state 0. △
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Representation of ̺th via conditioned duality We can use the conditioned duality to repre-
sent the Le´vy measure of U; see (3.38),(3.50). Namely the h-Le´vy measure of the process has as
one ingredient (recall (3.50)) ̺th, which generates the h-tops of Ut by concatenation of a Cox point
process and this we want to relate to a coalescent tree if we condition on the total mass path via
the conditional duality. Therefore our ̺th arise as mixture over the path law given to have at time
t− h a particular value of u¯t.
Let Pt−h,u be the law of the R+-valued Feller diffusion given the value at time t−h is u ∈ (0,∞)
and then restrict to path from t− h to t. Then the following corollary is a consequence of part (b)
of the Theorem 4 and Corollary 3.19 together with the fact that the time in the coalescent runs
backward.
Corollary 3.29 (Genealogy: Le´vy measure via coalescent).
For a given total mass path u¯ consider the coalescent entrance law C∞t (u¯). We have
̺th(·) =
∫
C([0,t],R+)
ηth(u¯)(·)Pt−h,u (du¯), h ∈ [0, t],(3.55)
where ηth(u¯) is the law on U(h)
⊔ concentrated on U(h) arising from the h-top of the state C∞t (u¯)
as follows. Decomposing C∞(u¯) at time h in partition elements, we obtain {uˆ(h)i , i ∈ I} and get
⌊C∞t (u¯)⌋(h) =
⊔
i∈I
h
uˆ
(h)
i , uˆ
(h)
i ∈ U1(h).(3.56)
Here I is indexing the partition elements according to their smallest elements.
Then we pick i uniformly distributed in I and set (with M th and wi from (3.54)):
ηth(u¯) := L[u(h)i ], u(h)i = u¯(h)i uˆ(h)i with u¯i = wi, i = 1, . . . ,M th.(3.57)
The measure mh is then the law under which a particular u in Pt−h,u(·) is chosen.
Proof. Observe that we can decompose ⌊UFel⌋(h) uniquely in disjoint 2h-balls in U(h), i.e. write
⌊UFel⌋(h) = ⊔
i∈I
h
ui. Then we know from the Le´vy-Khintchine representation and the fact that
the state is a Markov branching tree that these are independent identically distributed random
elements and their number is Poiss(bu¯t−h)-distributed and the law of one is ̺
t
h ∈M1(U(h)⊔ \ {0})
which gives full measure to U(h), which we decompose in masses and state of the genealogies in
U1.
First we decompose the mass into the pieces associated with the open 2h-balls. This is generated
autonomously and gives the u¯
(h)
i for our decomposition. On the other hand we can decompose
the h-top of C∞t (u¯) in disjoint 2h-balls (uniquely since the coalescence times have a continuous
distribution). By definition of the metric for C∞t (u¯), these 2h-balls correspond to the partition
elements at time h. Therefore conditioning on u¯t−h = u is the law of the subspace spanned by a
partition element at running time h of the coalescent.
By the uniqueness of the decomposition in U(h)-elements up to permutations of UFelt the claim
follows.
The theme of a representation via Cox point processes we will take up again below in the form
of backbone construction for the conditioned processes.
3.1.4 Excursion law, entrance law and process conditioned on survival
Here we discuss the key ingredients for the better understanding of the cluster law ̺th from The-
orem 4 and for the further discussion of the longtime behaviour, namely the excursion law or the
entrance law of the U-valued Feller diffusion starting from the zero tree 0. This will give the
description of the typical founding fathers family. The second important object here is the process
U
T arising from U conditioned on the event to survive until a fixed time T . Note that U is a process
that goes extinct in an a.s. finite time. The process UT is in close relationship with the entrance
and excursion laws. The conditioned process UT will be characterized in the main Theorem 5,
where we relate it to the excursion law of the U-valued Feller diffusion.
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All these topics will also be crucial later studying the population surviving for long time. A
good summary of notion and results on entrance laws, excursion laws and related concepts in the
context of branching processes is found in the monograph [Li11]; see in particular Chapter 8 and
Section A.5.
Excursion law and entrance law of U from the zero tree 0 We want to study here the
measure ̺th and relate it to the entrance law from the zero tree 0. Let us first extend the notion of
admissible paths from Definition 3.12.
Definition 3.30 (Admissible total mass paths II: Excursions and conditioning).
We call a function u¯ = (u¯t)t≥0 ∈ C ([0,∞), [0,∞)) admissible as an excursion of a total mass
path of a U-valued Feller diffusion if u¯0 = 0 and there are 0 ≤ Tent < Text ≤ ∞, so that u¯t > 0
for all t ∈ (Tent, Text) and u¯t = 0 otherwise. Furthermore, for all r ∈ (Tent, Text) we assume∫ r
Tent
1/u¯t dt =∞ and in the case Text <∞ we also assume
∫ Text
r 1/u¯t dt =∞. ♦
We start with the excursion law for the mass process. For the total mass process the excursion
law from 0, denoted by P¯0, exists and is well known. If we denote by P¯ε the total mass process
starting with mass ε > 0 then (for the topology see below)
P¯0 = lim
ε→0
1
ε
P¯ε.(3.58)
This is assertion (3a) in [PY82]; see also Theorem 1 in [Hut09] for a rigorous proof. Our goal here
is to lift this result to the U-valued setting.
To this end, for ε > 0 we consider the U-valued Feller diffusion U = (Ut)t≥0 with initial state
U0 = ε · e, where e is the unit tree from (2.3). We set
Pε·e := L[(Ut)t≥0|U0 = ε · e].(3.59)
Since survival of the U-valued Feller diffusion depends only on the total mass Markov process on
R+ which is autonomous, we can condition the U-valued Feller diffusion on the total mass process
U¯ = (U¯t)t≥0 which starts in ε. For a realization u¯ = (u¯t)t≥0 of this process we define
P u¯ε·e := L
[
U(u¯)|u¯0 = ε
]
,(3.60)
P̂ u¯e := L
[
Û
FV(u¯))|u¯0 = ε
]
.(3.61)
Here U(u¯) = (Ut(u¯))t≥0 is the U-valued diffusion conditioned on the total mass path and Û
FV(u¯) =
(ÛFVt (u¯))t≥0 is the time-inhomogeneous U1-valued Fleming-Viot diffusion obtained by taking the
resampling rate d(t) = b/u¯t at time t and initial state Û
FV
0 = e. In particular, the generator is as
given in (3.20) and the process is the one from Corollary 3.13. Recall also relation (3.24) between
the full and the pure genealogy part of the conditioned process.
We need now the proper form of “weak convergence” for σ-finite measures on the path space
C([0, T ],U) or C([0, T ],R+). A special role is played by the path equal to the zero element of U
corresponding to starting in the trap. We here consider the open ε-neighborhood of 0 and the closed
complements (which are Polish spaces), where we want to have the restriction of our measures to
converge weakly as finite measures. This is usually formalized as follows (see[DVJ08, LR16] for
this object).
For σ-finite measures on C([0, T ),U\{0}), where 0 is the constant path equal to 0 we introduce
the weak♯-topology with respect to the point 0 as infinity point. Roughly speaking sequences of σ-
finite measures converge if their restrictions to complements of open ε-neighborhoods of 0 converge
as finite measures weakly.
The following result is the announced generalization of (3.58) to U-valued setting.
Proposition 3.31 (U-valued Feller excursion law and entrance law from 0).
For ε > 0 let Pε·e be the law on C([0,∞),U) defined in (3.59). Then we have
Pε·e =
∫
P̂ u¯e P¯ε(du¯).(3.62)
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Furthermore the following limit exists (w.r.t. 0)
P0 := w
♯-lim
ε→0
1
ε
Pε·e.(3.63)
The corresponding entrance law of the U-valued Feller diffusion from the null tree 0 is given by
{P0(Ut ∈ ·) : t > 0}.
Proof. The equation (3.62) is clear. Since P̂ u¯e is a continuous function of u¯ on the set of admissible
functions, the assertion (3.63) follows from (3.62) and the corresponding R+-valued result.
For the last assertion concerning the entrance law, we combine Corollaries 3.10 and 3.13 and
the fact that the resampling rate d(t) depends only on the current state, so that evolving a measure
means first evolving the total mass with its transition kernel and then based on the new peace of the
path of the mass, an then second evolving the pure genealogy path with the time-inhomogeneous
Fleming-Viot kernel on U1.
We call P0 the excursion law of the U-valued Feller diffusion from the null tree 0. If we want
to consider excursions starting at time α (instead of time 0) we would have to include α in the
notation.
In general an excursion law is a σ-finite measure as in the case here. However, in our context
P0(U¯t > 0) is finite for any t > 0 and we focus now on this restricted and normalized version of
the excursion law. For the proof of the following result see p. 62.
Proposition 3.32 (U-valued Feller excursion law and the measure ̺tt).
Let P prob0;t denote the time t marginal of the excursion law P0 conditioned on survival beyond time
t, i.e. normalized by P0(U¯t > 0). Then we have
P prob0;t = ̺
t
t = L
[
Y
(t)],(3.64)
where ̺tt is as in (3.50) and was defined in and after (3.42), and Y
(t) is the limiting Yule tree from
(3.47) (with h = t in both cases).
This suggests to not only look at time-t marginals of the excursion law. Namely there is one
more family of excursion laws and associated entrance laws which will be relevant in the following.
Namely, we start from the normalized excursion law of U from above and restrict it to paths on
[0, T ] replacing the excursion law by a law of paths escaping 0 till time T . It will be introduced
below in the next paragraph in the context of processes conditioned to survive until some fixed
time T > 0. We denote the corresponding probability law by
P prob0;0,T ( · ) = P0( · ∩ {U¯T > 0})/P0(U¯T > 0).(3.65)
As we shall see below, for each T > 0 this induces a collection of entrance laws indexed by
t ∈ (0, T ]. This family of excursion laws is related to the Le´vy measure of the U-valued Feller
diffusion U = (Ut)t≥0 and a dynamical representation will be given in Theorem 5(c) below, i.e. we
specify the process for which the marginals of P prob0;0,T form an entrance law from the 0-element.
Remark 3.33. It is easy to see by explicit calculation using the normal FK-dual that the Feynman-
Kac dual of the entrance law from the zero element of the U-valued Feller diffusion is the one with
the coalescent to be conditioned to coalesce by time t. Indeed, via conditional duality the law P̂u¯
has a time-inhomogeneous coalescent as a dual which coalesces to one lineage by time zero. △
The U-valued Feller diffusion conditioned to survive until time T The next object is the
process U conditioned on non-extinction by time T , i.e. on U¯T > 0, for a fixed T > 0. This process
will be denoted by
U
T =
(
U
T
t
)
t∈[0,T ]
.(3.66)
For the total masses of U, i.e. the Feller diffusion, it is well known that conditioned to survive
till time T we get a time-inhomogeneous generalized (i.e. state-dependent) super-critical branching
diffusion with (T -dependent) time inhomogeneous drift and the original volatility coefficient which
was explicitly calculated in special cases (see [LN68]) but in addition to a generalization this needs
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a correction. We proceed here differently with the calculation and get the following state and time
dependent coefficients for the total mass process:
a˜T (t, x) =
2x/(T − t)
exp(2x/(b(T − t)))− 1 , a˜T (t, 0) = b and b˜T (t, x) = bx, t ∈ [0, T ].(3.67)
In [LN68] the formula b˜T (t, x) = x(2 + a˜T (t, x)) appears, which is not correct. The computation is
carried out in Section A.
We get the state- and time-dependent (positive) super-criticality coefficient
aT (t, x) =
2/(T − t)
exp(2x/(b(T − t)))− 1(3.68)
in the individual rate of branching at time s and state x; see also Remarks 3.1 and 3.7. Note that
as x ↓ 0 we have a˜T (t, x) ∼ b but aT (t, x) ∼ b/x. This is what we see in the generator on the level
of the genealogies.
Remark 3.34 (Scaling property). Note that under a time-mass scaling x 7→ a−1x, s 7→ a−1s
and the time-horizon scaling T 7→ a−1T the term a˜T (s, x) remains invariant. Therefore under this
rescaling the mass process U¯T is invariant, if the initial state is zero. △
With the rate a˜T (·, ·) of super-criticality, and rate b˜T (·, ·) of critical branching we can run a
time-inhomogeneous generalized super-critical U-valued Feller diffusion (UTt )t≥0. This means that
we define the generator of UT denoted by
Ω↑,(aT ,bT )(3.69)
as the generalization of the operator Ω↑,(a,b) described in (3.9) by replacing in (3.8) a and b at time
t by aT (t, u¯) respectively bT (t, u¯). One can make this process time-homogeneous with state space
R×U by passing to the time-space process (t,Ut)t≥0.
Remark 3.35. Note that these processes do not have the branching property as previously de-
fined because the super-criticality coefficient aT is state-dependent. This requires using different
techniques to show uniqueness. Since the state dependence is only via the total mass process we
will use a conditional duality. △
Remark 3.36. Note that aT (t, x) converges to b/x as T →∞, i.e. in the limit the super-criticality
coefficient has a pole at x = 0. This means that the total mass process has a constant drift b and
that at small mass the individuals super-criticality rate diverges. △
Before we state the well-posedness of UT , we point out that there is another complication we
have to handle for UT . Namely we will need this process starting at time s with zero-mass. One
immediate consequence is that the process is a one ancestor ultrametric space, i.e. there exists
exactly one open 2u-ball at time u, here s < u < t. (This follows from the conditional duality,
which we develop in the proof.) Therefore we construct this process below in part (b) by starting
from time s + ε and considering then the limit ε → 0 yielding the state 0 = (0, e) for the pair as
limit of (U¯t, Ût).
Theorem 5 (Martingale problem: U-valued Feller conditioned on survival till time T ).
Fix T > 0 and consider a := a˜T (·, ·) and b := b˜T (s, x) = bx as in (3.67).
(a) For every T > 0 the process UT = (UTt )t∈[0,T ] is a time-inhomogeneous Markov process, with
values in U.
(b) For any u ∈ U \ {0} the (δu,Ω↑,(a,b),Π(C1b ))-martingale problem is well-posed. The solution
is given by UT = (UTt )t∈[0,T ] with U
T
0 = u. If we start this process at time s, we replace T by
T − s in formulas (3.67) and (3.68).
(c) For the initial state 0 = (0, e) we can construct an entrance law L[(UT,entrt )t∈(0,T ]] of (UTt )t∈(0,T ]
so that as t ↓ 0, (U¯Tt , [UTt , rTt , µˆTt ]) converges (weakly) to 0 = (0, e) on R+ ×U.
Furthermore, for P prob0;0,T from (3.65) we have
L
[(
U
T,entr
t
)
t∈[0,T ]
]
= P prob0;0,T .(3.70)
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(d) Consider the initial non-random state u0 = (u¯0, uˆ0) 6= 0. The process U¯T = (U¯Tt )t∈[0,T ] starting
in u¯0 is a state-dependent super-critical R+-valued “branching” diffusion with super-criticality
coefficient aT (t, U¯t) from (3.68).
Conditioned on U¯T , the process ÛT = (ÛTt )t∈[0,T ] = ([Ut, rt, µ̂t])t∈[0,T ] is a time-inhomogeneous
U1-valued Fleming-Viot diffusion with resampling rate b/U¯
T
t at time t ∈ [0, T ] starting in uˆ0.
For general initial (random) states UT0 with law supported on U \ {0} the process UT is defined
similarly to (3.7) applied to the total mass and genealogy parts.
The above result identifies the U-valued Feller diffusion conditioned to survive up to time T as
a time-inhomogeneous Markov process which is a super-critical, state-dependent branching process
and the state dependence and time-inhomogeneity are present only in the super-criticality per
individual. We can also use this process to better understand the excursions as described in the
following result.
Corollary 3.37 (Entrance law and conditional law). Denoting by PT0 the excursion law of the
U-valued Feller diffusion U normalized by P0(U¯T > 0) and restricted to paths on [0, T ] we have
PT0 = L[(UTt )t∈[0,T ]].
The result in part (d) of Theorem 5 can be used to give another conditional dual representation
of ̺th.
Corollary 3.38 (Coalescent representation of ̺th). Consider the U1-valued coalescent with time-
inhomogeneous rates given by (b/u¯tt−s)s∈[0,h]. Then with a[U, r, µ] = [U, r, aµ]:
̺th = L[u¯th · C∞h (ut)].(3.71)
3.2 Results 2: Long surviving U-valued Feller diffusion
The second group of results on the U-valued Feller diffusion (Theorem 6- 10) consists of the t→∞
asymptotics of the population conditioned on different forms of long time survival.
(1) We consider first conditioning on survival with finite time horizon and then letting this hori-
zon tend to infinity, generally called the Q-limit. For that dynamics we consider the corresponding
limits of the rescaled genealogies of the long surviving populations, i.e., the quasi-equilibria. (2)
Complementary we consider size-biasing and representations of this object in particular represent
it via the U-valued version of Evans branching with immigration from an immortal line and show
it equals the Q-process. (3) In addition we consider the extension of the Kolmogorov-Yaglom ex-
ponential limit law (KY-limit) where we condition the process to survive until time t, rescale the
total mass and distances at time t by multiplying them with t−1 and then take t→∞.
(4) Finally, we will bring together the above three groups of results via various representations
of the limit genealogies by Cox point processes in particular via backbone constructions.
The results on the long time behavior come in four pieces with six theorems: first is given by Q-
process, Palm process and the Kallenberg tree; second, Evans’ branching process with immigration
from an immortal line; third, the U-valued backbone construction; fourth, the KY limit law.
3.2.1 Long surviving Feller diffusion 1: Q-process with Kolmogorov-Yaglom limit,
Palm measure and Kallenberg tree
Here we analyze the behavior of the U-valued Feller diffusion U = (Ut)t≥0 for t → ∞ via scaling
limits of processes arising from conditioning of U on survival in various ways. Namely, we first
condition on survival forever. The second construction is based on size-biasing (Palm measure)
with the Kallenberg tree as the main ingredient.
Q-process and Kolmogorov-Yaglom limit law for U-valued Feller diffusion Since the
critical Feller diffusion becomes extinct almost surely in finite time, interesting questions arise by
considering conditioned genealogies in various regimes of conditioning on survival. As in the case
of critical (discrete) branching processes conditioned on survival further rescaling is needed in some
cases in order to obtain interesting limits. These objects will be important once we come to spatial
populations. Then the rare events of survival become more visible, since in this case we deal with
many independent such processes.
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One possibility of conditioning is to condition the process to survive forever. Here, survival
forever means that we consider the process U at time t, condition it to survive until time T ≥ t,
and let T → ∞. More precisely we consider the process UT = (UTt )t∈[0,T ] from Theorem 5(a) for
T →∞. The limiting process is referred to as the Q-process and will be denoted by
U
† = (U†t )t≥0.(3.72)
The existence of the limit is proven below in Theorem 6(a) and in Lemma 3.39 it is shown that
the Q-process can be obtained as solution of a well-posed martingale problem.
If the law of the Q-process at time t converges as t→∞ then the limiting object is referred to
as Yaglom limit. If the Q-process has an equilibrium then this is referred to as quasi-equilibrium of
U; see e.g. [Lam07, MV12]. It is known that in the critical case the U-valued Feller diffusion has no
quasi-equilibrium or Yaglom limit because in this case already the total mass diverges. However,
after a suitable rescaling we do get a limiting law, which we refer to as the generalized Yaglom
limit. A classical result due to Yaglom (in the case of discrete branching processes) says that
the conditioned law L[T−1U¯T |U¯T > 0] of the process converges weakly as T → ∞ to exponential
distribution Exp(2/b). We consider therefore for T > 0 the rescaled process
U˘
T = (U˘Tt )t∈[0,T ] =
([
Ut, t
−1rt, t
−1µt
])
t∈[0,T ]
conditioned on U¯T > 0.(3.73)
We denote the process U† from (3.72) rescaled as in (3.73) by
U˘
† = (U˘†t )t≥0.(3.74)
Recall the operator Ω↑,(a,b) from (3.9) and its generalization in (3.69). In the following lemma
we show that U† is a state-dependent super-critical branching process with coefficients which are
limits for T →∞ of the corresponding coefficients of the process UT = (UTt )t∈[0,T ] from Theorem 5.
More precisely we show that U† is characterized by a well-posed martingale problem, the lemma
is proven in Section 7.1
Lemma 3.39 (Well-posedness of martingale problem of Q-process).
For any u ∈ U \ {0} the (δu,Ω↑,(a,b),Π(C1b )) martingale problem with a and b given by functions
a(t, u¯) = b/u¯ and b(t, u¯) = b,(3.75)
is well-posed and defines a Markov process denoted by U† and referred to as Q-process (of U).
We give in Corollary 3.42 in connection with Proposition 3.41 an alternative description of the
dynamics of U†.
Remark 3.40 (Comparison with super-critical Feller). We obtain a branching process whose total
mass process has drift x bx = b in state x because at(s, x) converges to b/x for T → ∞ and every
s, x, which looks like immigration. Indeed we will make this more precise in Section 3.2.2. △
We extend the process UT = (UTt )t∈[0,T ] from Theorem 5(a) beyond time T to a process
U
T = (UTt )t≥0 by setting U
T
t = U
T
T for t ≥ T . In the following theorem we show that the
U-valued Feller diffusion has a Q-process, a generalized Yaglom limit as well as a generalized
quasi-equilibrium distribution.
Theorem 6 (Q-process, KY-limit and quasi-equilibrium for genealogies).
Let u ∈ U\{0} be an arbitrary initial condition of the U-valued Feller diffusion. Then the following
assertions hold.
(a) For UT = (UTt )t≥0 and the Q-process U
† = (U†t)t≥0 from Lemma 3.39 (and (3.72)) we have
L[(UTt )t≥0] T→∞===⇒ L[(U†t )t≥0].(3.76)
(b) The scaled process U˘† = (U˘†t )t≥0 from (3.74) has a (generalized) quasi-equilibrium, i.e. there is
a U-valued variable U˘†∞ so that
L[U˘†t ] t→∞===⇒ L[U˘†∞].(3.77)
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(c) The KY-limit of the U-valued critical Feller diffusion exists and is different from the generalized
quasi-equilibrium, i.e. there is a U-valued variable U˘∞∞ so that
L[U˘TT ] T→∞===⇒ L[U˘∞∞].(3.78)
Furthermore, L[U˘†∞] is a size-biased version of L[U˘∞∞].
This means that the macroscopic time-space view on the surviving population gives different
pictures in the cases of conditioning on survival forever and conditioning on survival up to a finite
but diverging time-horizon. In particular also the genealogies look different in these cases.
The conclusion might be however that looking at non-spatial population one should work with
U˘
∞
∞ whereas in spatial situations the quasi-equilibrium is important since it describes the family of
a typical, i.e. randomly chosen individual. See also Section 3.3.1 for a discussion of spatial models.
The U-valued Feller diffusion under the Palm measure Another method to study a process
going to extinction is to consider its size-biased law, which is known as the Palm distribution. Recall
that the Palm distribution of a U-valued process U at time t is the law U¯t · dP[0,t] if P[0,t] is the
path law L[(Us)s∈[0,t]]. For our process this law is an h-transform and hence again Markovian. We
denote the process realizing the Palm distribution by
U
Palm = (UPalmt )t≥0.(3.79)
Here we consider a construction of the Palm distribution w.r.t. the total mass process which turns
out to be the h-transformed process and can be consistently defined for all t > 0 and we use this
fact to construct a corresponding U-valued process. It is known that the Palm of the R+-valued
Feller diffusion can be described by processes which we recall below in (3.81), (3.82); see [Eva93].
To this end, consider the R+-valued Feller diffusion Z = (Zt)t≥0 satisfying
dZt =
√
bZt dBt, starting in Z0 = z0.(3.80)
The size-biased Feller diffusion and the one conditioned to survive forever can be represented in
different ways, namely as Feller branching diffusion with immigration Z˜ = (Z˜t)t≥0 satisfying
dZ˜t = b dt+
√
bZ˜t dBt, Z˜0 = z0,(3.81)
or alternatively via the Kallenberg tree, given by Y = (Yt)t≥0, as the process
Z + Y = (Zt + Yt)t≥0, Y is a version of Z˜ with Y0 = 0, independent of Z.(3.82)
For details we refer to [Eva93] and [PY82]. These facts can later even be lifted to the case of super
random walk. First, we have to establish these alternative representations also for the U-valued
Feller branching. Since we know that UPalm is a Markov process we want to know the operator of
the martingale problem acting on polynomials. We obtain by explicit calculation (see Section 7
for proofs) the following result.
Proposition 3.41 (Representation Palm 1). Consider the polynomials Π(C1b ) as test functions
and for Φn,ϕ we set
Ω↑,Palm Φn,ϕ(u) =
nb
u¯
Φn,ϕ(u) + Ω↑,branΦn,ϕ(u) + Ω↑,growΦn,ϕ(u).(3.83)
This operator specifies a well-posed martingale problem.
Corollary 3.42 (Equality of U† and UPalm).
L[U†] = L[UPalm].(3.84)
Proof. It is easy to check that the generators of the Q-process from Lemma 3.39 and the size-biased
process (Palm process) agree on polynomials and hence these two processes agree.
Due to the form of the generator in (3.83) we can represent the distribution of UPalm also in
the following form.
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Proposition 3.43 (Representation Palm 2). Denoting L[(UPalm)t≥0] by PPalm we have
PPalm =
∫
PPalm,u¯ P¯Palm(du¯),(3.85)
where P¯Palm is the Palm law of the R+-valued Feller diffusion which is supported on admissible
paths u = (ut)t≥0, and P
Palm,u¯ is the regular version of L[UPalm|U¯Palm = u¯].
If we denote by ÛFV(u¯) = (ÛFVt (u¯))t≥0 the time-inhomogeneous Fleming-Viot process Û
FV(u¯)
with immigration where the resampling and immigration rates at time t are given by d(t) = b/u¯t
respectively c(t) = b/u¯t. Then we have P
Palm,u¯ = L[(u¯t ÛFVt (u¯))t≥0].
Kallenberg decomposition of the U-valued Feller diffusion under the Palm measure
In order to understand the Palm law better we return to the representation of the state of the
Feller diffusion at time t as a concatenation of a Cox point process on U(t)⊔ \ {0} following from
the Le´vy-Khintchine formula. In fact we know in our case that the points of the Cox process are
elements of U(t), i.e. elements with radius less than t representing the depth-t subfamilies. Size-
biasing yields here simply one additional depth-t subfamily independent of the rest the so called
Kallenberg tree.
We claim now that also the U-valued size-biased process is the concatenation of the U-valued
Feller diffusion and of the entrance law the so called Kallenberg tree. More precisely we can decom-
pose the size-biasedU-valued Feller diffusions in two independent subtrees, which if t-concatenated
result in the t-top of the full tree, one the immortal line and its descendants at time t and the tree
descending from all other initial individuals and surviving till time t. The first is in law a copy of
the original U-valued Feller diffusion at time t the second is in law the U-valued Feller diffusion
size-biased and observed at time t which however is started at time 0 in the zero-tree, this is called
the U-valued Kallenberg tree. Another question would be whether we can make this decomposition
consistent in t such that we can decompose in fact into two processes for all t > 0 as we do above.
Theorem 7 (Kallenberg decomposition of the Palm of U-valued Feller diffusion).
We have for a Feller diffusion U (recall (3.79)):
L[UPalmt (t)] = L[Ut ⊔t UKalt ],(3.86)
with Ut and U
Kal
t independent and
L[UKalt ] = L[UPalm,0t ],(3.87)
where the r.h.s. is the entrance law of UPalm from the zero tree.
The question is how we can better characterize UKal. This question we address next.
3.2.2 Longtime behavior of Feller diffusion 2: Evans’ infinite horizon dynamical rep-
resentation of the U-valued Kallenberg tree
For the U-valued Feller diffusion we obtained detailed information about the genealogy through a
Cox point process representation (called Cox cluster representation) as concatenation of indepen-
dent single ancestor subfamilies. The question now is whether for the processes U† and UPalm we
can obtain something similar in this conditioned case. Here the Kallenberg decomposition (3.86)
shows it suffices to do this for the Kallenberg tree UKalt since we have already treated the U-valued
Feller case. How to decompose now into independent subfamilies? The underlying structure was
revealed nicely by Evans for the R+-valued case and subsequently [Eva93] formulated in greatest
generality.
Motivated by describing the Palm measure of the critical Feller diffusion, in particular the
component given by the Kallenberg tree above, Evans introduced in Theorems 2.7-2.9 in [Eva93]
in a very general context of superprocesses on general state spaces (in particular Polish spaces)
a new process which we refer to as Evans branching with immigration from an immortal line.
In the context of U-valued processes this process has the form of a branching process, where
from an immortal line (which we can think of as an “invisible” process identical to 0 = 0 · e) at a
constant rate b U-valued critical Feller diffusions break off and is formally defined by a log-Laplace
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equation. Indeed he showed this way that the total mass process of the Palm of the U-valued Feller
critical branching diffusion has this form. In fact on the level of individual based critical branching
processes this phenomenon is discussed in different words (the concept of immortal line is missing)
in Example 2.1 in [KW71].
We will have to obtain this object as the genealogical version (Theorem 8), which we call U∗.
This we refer to as the U-valued version, of the Evans immortal line process. Then the key result
of this subsection is Theorem 9 at the end saying that indeed U∗ is Markov and equal to UPalm.
The key point is that this process gives another very interesting representation for the Q-process
respectively the Palm process/Kallenberg tree U†, UPalm as of course (3.81) for total masses might
suggest.
Strategy Our goal is to give aU-valued formulation of Evans’ ideas, i.e. we will have an immortal
line from which independent U-valued Feller diffusions split off at rate b. These are concatenated
via the immortal line to a new U-valued process. The description induces a certain structure of
the ultrametric in the state at time t. From the description we shall derive the generator and a
martingale problem and then establish uniqueness to get a characterization.
The way to do this is to construct first a richer process, which we call U∗,+. In this process the
Feller populations break off from the immortal line at time s and obtain s as an inheritable mark.
We shall show that forgetting the marks yields indeed a Markov process which gives the desired
object. We proceed as follows:
• We recall the marked metric measure spaces UV .
• We construct from the Evans’ recipe the state of the UV -valued process at time t.
• We derive from the marginal laws an operator for the corresponding martingale problem.
• We show well-posedness of the martingale problem.
• We show that forgetting the marks, i.e. projecting onU we obtain aU-valuedMarkov process.
V -marked genealogies and UV Here and later we will need marked metric measure spaces to
model populations with types, locations etc. taken from some a priori fixed complete and separable
metric space (V, rV ). Then the basic objects are equivalence classes of V -marked ultrametric
measure spaces of the form
[U × V, rU , ν],(3.88)
where (U, rU ) is the population equipped with the genealogical distance and ν is a measure on the
Borel-σ-algebra of (U, rU )⊗ (V, rV ). The projection of ν on U will be denoted by µ. Often, in fact
in all cases we consider here (see [KL15]), there exists a measurable mark function κ : U −→ V so
that ν is of the form
ν(du, dv) = µ(du)⊗ δκ(u)(dv).(3.89)
As in the case without marks, the symbol [ · ] in (3.88) denotes an equivalence class of V -
marked metric measure spaces. Here, in the case with mark functions, two spaces (U × V, rU , ν)
and (U ′ × V, rU ′ , ν′) are called equivalent if there is a measure and a mark preserving isometry
ϕ, more precisely if there is ϕ : suppµ → suppµ′ with µ′ = ϕ∗µ and κ′(ϕ(u), ·) = κ(u, ·) for µ
- almost all u ∈ U . The space of all equivalence classes of V -marked metric measure spaces is
denoted by
U
V .(3.90)
Suitable test functions in this setting are polynomials of the form
Φn,ϕ,g
(
[U × V, r, ν]) = ∫
(U×V )
n
ϕ
(
(r(ui, uj))1≤i<j≤n
)
· g((vi)i=1,...,n)ν(d(u1, v1)) . . . ν(d(un, vn)).(3.91)
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Here for n ≥ 2 we have ϕ ∈ C1b (R(
n
2)
+ ,R), for n = 1 we consider constant ϕ. Furthermore we
assume here g ∈ Cbb(V n,R) for n ∈ N, where Cbb denotes the set of bounded and boundedly
supported functions. For n = 0, both ϕ and g are constant functions and then Φ0,ϕ,g is just the
product of the two constants.
The algebra generated by all polynomials is measure determining and will be denoted by
Πmark.(3.92)
The Gromov weak topology on UV is generated by polynomials by requiring
un
n→∞−−−−→ u on UV if and only if Φ(un) n→∞−−−−→ Φ(u), for all Φ ∈ Πmark.(3.93)
For more details on V -marked metric measure spaces we refer to [DGP11], [KL15] and [DG19].
The U[0,∞)-valued Feller diffusion with immigration from an immortal line: U∗,+ It is in
the description of this process with immigration that we use marked genealogies. The process U∗,+
is a Feller diffusion with constant immigration from an immortal individual with the consequence
that if the immigrants enter the evolution at time t, their distance to the remaining population
is 2t, since this is what the concatenation does. Therefore at every time s we have subfamilies
arising which split off from the immortal line to evolve as U-valued Feller diffusions and in addition
carrying the time of splitting, i.e. the immigration time, as an inheritable mark. Immigration at,
say time s, from the zero state means that an independent Feller tree starts growing at time s
according to the entrance law and this tree is concatenated with the rest of the tree by giving the
ancestor of this immigrant family distance 2s to everybody else. We call this operation of merging
the sliding concatenation, which we formally define below. If we observe the resulting population
alive at time t we obtain the process (U∗,+t )t≥0.
We have to make this construction rigorous and show that we get a nice stochastic process.
The starting point of the construction is the measure valued process on the marks which is well-
defined via Theorems 2.7-2.9 in [Eva93]. Given the measure valued process we can construct the
family sU of color s processes and concatenate them as described above to obtain a marked copy
of the entrance law of the s-marked version of the U-valued Feller diffusion we have constructed
previously.
(1) The state space, description of the process. Here we choose UV as state space with
V = [0,∞). Evans’ idea lifted to the level of U[0,∞)-valued processes requires that U∗,+ restricted
to color s, denoted by sU, is the state of a copy of an U-valued Feller diffusion marked by one
mark s and conditioned to survive till time T . For different s these pieces evolve independently.
Distances between elements of different pieces are defined formally below in (3.97). From this
description one can construct the transition kernel for a Markov process if we define how to run
the dynamic from a general element of U which can occur as state starting from the zero space.
This will be defined below.
Remark 3.44 (Construction of Evans process by sliding concatenation). To construct the time T
state of the Evans process, let IT be the countable set of starting times of excursions of the measure-
valued Evans process on V that start between [0, T ] and survive up to time T and consider the
corresponding UV -valued state, namely let
s
U = [sU × [0,∞), sr, sµ⊗ δs], s ∈ IT ,(3.94)
be the corresponding U[0,∞)-valued Feller diffusions marked with s starting from the zero element
and conditioned to survive till time T . This process can be defined via the time-inhomogeneous
U
[0,∞)-valued Fleming-Viot process associated with the total mass path of the corresponding type
s as UFV((u¯t(s))t≥0) by multiplying its mass by u¯t(s). Here we take the martingale problem
from (3.22) lifted to the case where we have an identifiable color which we introduce formally in
(3.107)-(3.109).
We define the U[0,∞)-valued random variable by sliding concatenation ⊔sli as follows:
U
∗,+
T :=
[
U × [0,∞), r, µ] :=⊔sli
s∈IT
s
U,(3.95)
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where we set (we suppress for brevity the dependence of the particular elements on T )
U =
⋃
s∈IT
sU,(3.96)
r(i, i′) = 2(T − s) for i ∈ sU, i′ ∈ s
′
U, with s < s′,
r(i, i′) = sr(i, i′) for i, i′ ∈ sU,
(3.97)
and
µ =
∑
s∈IT
sµ⊗ δs.(3.98)
If we start on a state which has already evolved for some time, say s, we have to concatenate it
with a piece based on a finite set Is,T ⊂ [s, 0] and on intensity 1/(T −s), independent of everything
else. Then we use the sliding concatenation with Is,T ∪ IT . △
Lemma 3.45. Every process fitting our description above must have states in law equal to the
U
V -valued random variable in (3.95).
We describe the state of the UV -valued process by considering the population size (total mass),
the measure giving the frequency of colors from a subset of A ⊆ V ,
U¯ = ν(U × V ) ∈ R+, U¯rel(·) = ν(U × ·)/U¯ ∈ M1(V )(3.99)
and the sampling measure from the marked population and the induced measure on U :
Û(·) = ν(·)/U¯ ∈ M1(U × V ), Ûgen = ν(· × V )/U¯ ∈ M1(U).(3.100)
(2) Derivation of the operator In the following we will define the U[0,∞)-valued Evans process
rigorously via a martingale problem in Theorem 8. However, first below we derive the operator
from the description and construction of the state at time T above and which gives us, if such a
process exists (this will be addressed in Section 7.4) the transition probability. This is stated later
on below in Corollary 3.48. We denote the process by
U
∗,+(3.101)
and call itU[0,∞)-valued Feller diffusion with immigration from an immortal line; recall the general
V -marked metric measure space UV from (3.90). We set here V = [0,∞) and then U∗,+ is a
U
V -valued process.(3.102)
Next we derive a formula for the operator for the martingale problem characterizing U∗,+. As
domain of our generator we take polynomials Φn,ϕ,g of degree n and of the form as in Section 2.1 but
now even with g ∈ C1b (V n,R), i.e. bounded, continuously differentiable with bounded derivative.
However, here we have time-inhomogeneous dynamics. For this purpose we write the polynomial
in the form
Φn,ϕ,g(u) = Φ¯(u¯)Φ̂n,ϕ,g(uˆ),(3.103)
with Φ¯(u¯) = u¯n and Φ̂n,ϕ,g(uˆ) =
∫
(U×V )
n dνˆ⊗n(ϕ · g) if u¯ 6= 0 and otherwise equal to zero.
Remark 3.46. One can turn this time-inhomogeneous process into a homogeneous one by pass-
ing to the state space R+ × UV and replacing test functions Φn,ϕ,g = Φ¯ · Φ̂n,ϕ,g and the time-
inhomogeneous operator Ω↑,+V,t by
(t, u) 7→ Ψ(t) · Φn,ϕ,g(u) respectively ∂
∂t
+Ω↑,+V,t .(3.104)
where Ψ ∈ C1b ([0,∞),R). △
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Because of the time-inhomogeneity together with singular effects, instead of g : V → R we
need to take as building blocks of polynomials functions of the form
(t, v) 7→ g(t, v) and g ∈ C1b ([0,∞)1+n,R).(3.105)
On the corresponding set of test functions we define the operator Ω↑,+V fitting the description of
the object we gave translating the description of Evans to the framework of UV -valued processes
which we gave above in Lemma 3.45.
We have here a marked population whose genealogy evolves as a Feller diffusion all carrying the
same mark and at time t potentially a population with the mark t starts according to an entrance
law and is concatenated with the rest of the population. This immigration of a color s at time t
has operator Ω↑,+,sV,imm,t. This means our generator consist of two parts
Ω↑,+V,t = Ω
↑,+
V +Ω
↑,+,t
V,imm,t.(3.106)
We will specify these parts separately in (i) and (ii) below.
(i) The operator Ω↑,+V is time-homogeneous and is the extension of Ω
↑ from U to UV . Here
the evolution changes the distance matrix distribution as before by the growth of the distances.
Furthermore, branching acts as before on ϕ, but here the branching changes also the relative
weights of the colors already in the population before the present time. This means that the
branching part of the operator now maps
Φn,ϕ,g → Φn,ϕ˜,g˜,(3.107)
where with i, j, k ∈ {1, . . . , n}:(
ϕ˜(u), g˜(t, v)
)
=
∑
1≤i<j≤n
(
ϕ(ui,j), g(t, vi,j)
)
1{vi=vj}
and(3.108)
(
ui,j
)
k,ℓ
=

uk,ℓ : for k, ℓ /∈ {i, j},
ui,ℓ : for k = i, j 6= ℓ,
uk,j : for j = ℓ, i 6= k,
ui,j : for k = i, j = ℓ,
(
vi,j
)
k
=

vi : for k = i,
vj : for k = j,
vk : otherwise.
(3.109)
Therefore in Ω̂↑,gen the operator Ω↑,grow acts on ϕ as before and does not touch g where the
branching part now is given by (3.107).
(ii) Next we turn to the operator Ω↑,+,tV,imm,t. Here we note that the immigration operator acts at
time t only on the mass in the mark t, however the mark determines the distances. The operator
Ω↑,+,tV,imm,t is time-inhomogeneous and induces an inflow of total mass at rate b which has type “t”
at time t. Since most of the colors have died out by time t+ ε and only finitely many survive for a
longer time, the measure ν(U×·) is atomic and has only the current time t as a condensation point.
Here an issue is to “decide” about the genealogical relationship of the new incoming individual to
the current population. By our convention the new individuals coming in at time t have distance
2(t− s) to those carrying the mark s.
The assertion of the following lemma is a consequence of (3.81) and a construction and calcu-
lation that we carry out in its proof in Section 7.4 where we show that a process satisfying our
description exists.
Lemma 3.47. For any process satisfying our description the following limit exists (recall (3.105)
for g):
Ω̂↑,+,tV,imm,tΦ̂
n,ϕ,g(t, u) := lim
∆↓0
1
∆
E
[
Φ̂n,ϕ,g (Ut+∆)− Φ̂n,ϕ,g (Ut) |Ut = u
]
(3.110)
and more precisely we have for g satisfying (3.105) and t > s
Ω̂↑,+,sV,imm,tΦ̂
n,ϕ,g(t, u) =
n∑
i=1
b
u¯
s
t
Φ̂n,ϕ,gi(uˆ), with gi(s) := δs,t
∂g(t, s)
∂si
+
∂
∂t
g(t, s).(3.111)
With this notation we have
Ω↑,+,tV,imm,tΦ¯Φ̂
n,ϕ,g(t, u) = bnu¯n−1Φ̂n,ϕ,g(uˆ) + u¯nΩ̂↑,+,tV,imm,tΦ̂
n,ϕ,g(uˆ).(3.112)
3 CONCEPTS AND MAIN RESULTS 34
Note that we can write the r.h.s. of (3.112) as
bn
u¯
Φn,ϕ,g(u) + u¯n Ω̂↑,+,tV,imm,t Φ̂
n,ϕ,g(uˆ).(3.113)
The UV -valued Evans process: results on U∗,+ We combine (3.106) and Remark 3.46 with
the above lemma to obtain the following result.
Corollary 3.48 (Evans’ tree UV -valued). The generator of the dynamics of the U[0,∞)-valued
Evans’ process fitting the properties of the description induces on U[0,∞) a process with generator
acting on polynomials as given in (3.106) and (3.111).
Remark 3.49. We observe that denoting by (St)t≥0 the semigroup of the process U
∗,+, for g
constant Ω̂↑,+V,imm,t St(Φ̂
ϕ,g
t ) = 0. Hence in (3.112) the only additional term is exactly the first one
which is the same that we get for U† or UPalm. This will allow us to identify a process U∗ further
below in Theorem 9, which relates the U[0,∞)-valued Evans process to U. △
The following theorem is proven in Section 7.4.
Theorem 8 (Genealogies of Feller diffusion with immigration from immortal line).
Consider the state space UR and in it the subset of states URimm, defined by requiring that the
marks satisfy s ≤ 0 and distances of points satisfy, that elements of different colors have distance
twice the color difference. Then the following holds.
(a) For each u ∈ URimm the (δu,Ω↑,+V ,ΠV )-martingale problem is well-posed.
(b) The corresponding solution, denoted (generically) by U∗,+, is a Feller and strong Markov pro-
cess with continuous paths. For initial laws on URimm we define the process similarly to (3.7).
The U-valued Evans process: final results on the projection U∗ Next we return to the
question whether a functional of U∗,+ called U∗ by ignoring colors (and hence its scaled version
introduced below in (3.117) U˘∗) itself is Markov which is saying that we want to define the Feller
diffusion with immigration from the immortal line and then just observing its genealogy part, i.e.
the projection [U × V, r ⊗ rV , µ] 7→ [U, r, πUµ], so that we have a process with values in U rather
than UV . Then the U1 component, i.e., the genealogy part Û
∗ and the total mass U¯ gives the
functional τ and the process is denoted by
U
∗ given by the pair (U¯, Û∗).(3.114)
The total mass process U¯∗t is a Markov process namely the solution of dXt = bdt +
√
bXt dBt.
This raises the question whether U∗ is a Markov process. The observation in Remark 3.49 allows
us to conclude by defining an operator for a martingale problem:
Ω↑,∗Φn,ϕ = n
b
u¯
Φn,ϕ +
b
u¯
(
n
2
)
Φn,ϕ +
b
u¯
∑
1≤k<ℓ≤n
Φn,θk,ℓ◦ϕ.(3.115)
Proposition 3.50 (Markov property of U∗).
The process U∗ is the unique solution of the (δU0 ,Ω
↑,∗, DV )-Martingale problem, where U0 arise
from U0 in Theorem 8 by removing the colors. In particular the process τ(U
∗,+) is Markov.
This result above allows us to define a U-valued process with continuous paths:
U
∗ = (τ(U∗,+t ))t≥0(3.116)
and a scaled process
U˘
∗ =
(
[Ut, bt
−1rt, (bt)
−1µt]
)
t≥0
.(3.117)
Then we can prove:
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Theorem 9 (Identification of Kallenberg tree as functional of the Evans process).
The process U∗ satisfies (recall (3.79),(3.87)):
L0[U∗] = L0[UPalm] = L[UKal].(3.118)
Corollary 3.51 (Identification of the size-biased U-valued Feller diffusion).
We have the following equality of laws:
L0
[
U
Palm] = L0[U†0] = L0[U∗] = L0[τ(U∗,+)].(3.119)
3.2.3 Longtime behaviour of Feller diffusion 3: IPP-representation of U†t , U
Palm
t , U
∗
t
via backbone construction
We are now ready to return to the question of a cluster representation for U† the U-valued Feller
diffusion conditioned to survive forever, or equivalently UPalm, which we raised at the beginning of
Section 3.2.2.
We represent for that at a given time t the state of U† using the identity in law with U∗ as
concatenation over an IPP (inhomogeneous PP) or a CPP on U. We shall explain why it is better
(at least for U†, UPalm, U∗) to use here an IPP, i.e. a representation with an inhomogeneous Poisson
point process, where we obtain a concatenation of independent but not identically distributed
subfamilies defined according to the most recent common ancestor after the moment of immigration.
A key feature, the “points” of this concatenation will now arise here as final state of an evolving
U-valued process. Abstractly in terms of the U-valued state of Utt we decompose into the largest
ball of radius < t, then take the complement and take the largest ball of radius less than the
previous etc. and obtain this way a decomposition in U-valued elements which we can concatenate
(sliding concatenation) to the full state. (This will be a convergent countable concatenation.)
We use that UPalm is equal in law to U∗ which arises from U∗,+ by ignoring the colors. This gives
us a decomposition into disjoint populations, which are independent and of decreasing diameter
according to a most recent common ancestor before some (random) time t back, which is the time
of the immigration of the founding father. Here we start our construction with U∗,+ and then pass
to U∗ to get the decomposition of UPalm.
The backbone construction We have three objectives.
First we construct a concrete IPP-representation the scaled process U˘∗ running with time index
s ∈ [0, T ] with a fixed time horizon T ∈ [0,∞) and of the scaling limit U˘∗∞. In this representation
the state at time T is obtained as time-T state of a time-inhomogeneous process which generates the
state via a point process, in this case as a concatenation of independent subfamilies immigrating
at random times s (at time-inhomogeneous rate) and surviving for time T − s. This is called
the backbone construction. Note that here we have a concatenation of differently distributed but
independent pieces.
Second we have to show rigorously that we can obtain from the picture of immortal lines
from above the U-valued scaled distribution of the process at each time t as t → ∞, which then
converges in law to the (generalized) quasi-equilibrium of the scaled U-valued Feller process. This
later object we construct from an inhomogeneous Poisson point process on the time interval (−∞, 0)
and independent copies of U-valued Feller diffusions starting at the points of the point process and
conditioned to survive till time 0. We have to specify the intensity of the PPP and to give the rule
how to concatenate the i.i.d. copies of the U-valued Feller diffusions.
Our third point is now to relate the backbone decomposition with the Le´vy-Khintchine de-
composition. We consider a decomposition in identically distributed and independent pieces and
a CPP-representation. The process U∗ (and also U†,UPalm) at time t are infinitely divisible since
we can decompose the initial state Y0 and the immigration rate b into n-pieces starting in Y0/n
and with immigration at rate b/n, for every n and then the states of the n-pieces are independent
and identically distributed and their concatenation is a version of the original process. Therefore
the h-trees can be represented via the Le´vy-Khintchine representation and we even have what we
called a U-valued Markov branching tree structure allowing a Cox point process representation
of all h-tops via the Le´vy-Khintchine formula, recall the backbone representation gives an IPP
concatenation of subfamilies immigrating from the immortal line at depths which are ordered.
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Remark 3.52. This raises the question if there is an analogous backbone decomposition for the
process UT . If we consider the entrance law from zero there is a backbone, but the issue is the
dependence between the lines breaking off. This is due to the non-linearity of the drift coefficient
which does not allow a representation as for UPalm with independent branches breaking off. △
Heuristics We use now U-valued the Evans construction but taken from a different perspective,
namely instead of looking forward we focus on the time t-state and its backward decomposition,
using its build up in time s, 0 ≤ s < t and considering the limit s ↑ t. Here we consider an immortal
particle which generates at rate b independent copies of the U-valued Feller diffusion. In order to
obtain the ones surviving at a specified time t, we have to consider only those surviving till time
t. These are obtained generating from the immortal line at rate (t − s)−1 at time s populations
surviving from time s up to time t, more precisely of the entrance law from the zero-trees, which
are grafted, using a proper s-concatenation, at the time of creation to the current genealogical tree
and conditioned to survive till the time horizon t. This builds up the (marked) genealogical tree of
the current population of U∗(U∗,+) from a sequence of time (t−hi)-trees grafted at time si = t−hi
to the backbone the line of descent of the time t-surviving particle. Formally we make use of the
operation ⊔sli from (3.95).
Rigorous formulation This population conditioned to survive for some time t once started at
time 0 we want to generate via a Markov process evolving from time 0 to time t, which means in
particular we have to work with the dynamic producing the conditioning to survive till time t we
treated above in Section 3.1.4.
We recall here that this process can be started in mass zero as R+-valued process, however as
U-valued process a problem arises since the branching operator involves the term (u¯)−1.
We have to write down the grafting to the backbone on the level of ultrametric measure spaces
using (U,⊔s) for suitable s. Before we treat the U-valued case we again work with marks for the
immigrants. (see Remark 3.53) In formulas we want to write
U
∗,+
t =
⊔sli
s∈N(t)
W
t,+
s,t ,(3.120)
where N(t) is a time-inhomogeneous PPP with intensity nt−s in s ∈ [0, t) and (Wt,+s,u )u∈[s,t) is an
U
(0,∞)-valued process such that they are independent for different s. This means that we can define
via the concatenation as in (3.120) processes (Vt,+r )r∈[0,t) by replacing t in N(t) by r, similarly
taking Wt,+s,r and then trying to characterize this process as a multi-type, with types s ∈ [0, t),
branching process. Finally we will have to consider the limit r ↑ t.
Construction of backbone We will work with the rates in (3.67) above to produce the U[0,∞)-
valued process. Here the Ui ∈ U(h) and are versions of Uth and denoted by
(Vt,+s )s∈[0,t).(3.121)
We get this process by concatenating states of various UV -valued processes together. First turn
to such an element to be concatenated.
This amounts to construct first an U-valued object, namely take our generator Ω↑(a,b) and
replacing the constants a, b by functions at(s, u) respectively bt(s, u) ≡ b from (3.67) (where
the quantity u¯ refers to the piece generating one immigrant family which is determined by the
parameters s and t). We note that we have to keep track here of the time of the insertion into
the population, since we need the mass of this sub-population together with that time of insertion
to determine the rates a and b for this particular sub-population, which requires to introduce a
mark which is inherited by the descendants. We then have an increasing sequence of marks from
V = [0, t] with corresponding U-valued random variables which we have to mark with the time of
appearance.
Then add the immigration of independent copies of this evolution to the immortal line, where
the immigration is given by an inhomogeneous Poisson point process with intensity
2(t− s)−1 for s ∈ [0, t),(3.122)
where the r becomes the mark of the inserted population.
3 CONCEPTS AND MAIN RESULTS 37
Next concatenate them successively to the state Vt,+s from (3.121) which is the time point of
immigration for every s ∈ [0, t]. Altogether we get a UV -valued time-inhomogeneous processes.
For this program we proceed as follows. This process is different from the Evans process but has
the same marginals at time t.
To concatenate we take the union of the populations with mark less than s and define the
distance as the one in the sub-population for two individuals from the same sub-population oth-
erwise this is defined such that the time u descendants of time s, s′ immigrants have distance
2(u−min(s, s′)). The measure is defined as the sum of the sub-population measures extended to
the disjoint union the obvious way.
Due to the independence properties we can view this also as a collection of independent U-
valued processes where the evolution starts at increasing time points which follow the evolution
corresponding to Ω↑,(a,b) and which are then marked with the starting time and concatenated so
that we obtain an U-valued Markov process we want to relate to U∗.
Remark 3.53. We will see in the end that for all ε > 0 we have only finitely many colors s ≤ t−ε
and we denote this collection by Is. Therefore, at any fixed time s before time t we can decompose
the space (U, r, µ) into disjoint balls of radii decreasing in space and consider the state at time s
as a concatenation of the corresponding U-valued random variables Vs(i), i ∈ Is. In particular we
can write the generator as a sum of operators acting on the i-th term only. Since the decomposition
is unique we obtain an operator which depends only on the state Vtr giving an U-valued Markov
process. However carrying out the details here is a bit cumbersome and it is more convenient to
work with U[0,∞) first and finally project on U. △
Martingale problem description of backbone In order to identify the object (Vts)s∈[0,t] just
constructed, in particular its state at time t and to relate it to the process U∗ respectively to the
state U∗t , from above we need more information. First, for every t > 0 and s ∈ [0, t] we want to
obtain Vts as the time s state of a Markov process via a martingale problem. Then we have to
show that the corresponding martingale problem is well-posed. This martingale problem is of a
somewhat different form compared to the one we had before in Yt in (3.46) because here instead
of fixing a leaf law we generate the masses also dynamically. We start again by working with a
U
[0,∞)-valued object below and later return to the U-valued situation.
Namely consider for every t > 0, V = [0,∞), the time-inhomogeneous UV−valued branching
process (Vt,+s )s∈[0,t] defined as the continuous time U
V -valued branching process with mechanism
as described above, the corresponding operator is denoted Ω˜↑,∗,+V,s , s ∈ [0, t]. We use now polyno-
mials for the marked case of the form (3.91).
First of all we need the growth operator of the distances which acts only via ϕ and is as
before, then second we need the operator acting on masses via the drift term, again as before. We
need the operator Ω↑,(a,b) to act separately for each of the populations associated with a mark
s characterizing the time of immigration s so that a, b are taken as at(u, x), bt(u, x) = bx for
u ∈ [s, t] and x the time-u mass of the type s-immigrant populations, together with an explicit
time coordinate. We require that the resampling operator acts only on variables (u, v), (u′, v) with
equal marks while otherwise we have the zero operator, i.e. recalling (3.91) and (3.107)–(3.109) we
have (replacing t by s in (3.108))
Ω
↑,(a,b)
V,s Φ
n,ϕ,g = Φn,ϕ˜,g˜(3.123)
where ϕ ∈ C1b (R(
n
2)
+ ,R), g ∈ Cbb(R×Rn,R).
Note however that here we need in addition to the time-inhomogeneous evolution given by
conditioned branching also immigration at rate (t − s)−1 at time s ∈ [0, t]. This means we have
to include the mechanism of immigration in our martingale problem. To describe the immigration
effect with an operator we consider an evolution in a randomly fluctuating medium, where the
medium turns a time into an active time where then the branching operator Ω
↑,(a,b)
V,s , the colored
version of Ω↑,(a,b), acts on the sub-population with the corresponding mark.
The dynamics start for all colors s in the zero tree (recall we can start this conditioned dynamics
in zero). This means we have an N0-valued medium process with time-inhomogeneous jump rate
(t− s)−1 at time s to jump one up, call this process
L = (L(s))s≥0.(3.124)
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The medium flips from active to passive at the jump times of L. However at the time of
immigration the new population splits off from “the immortal path”. This means the distances of
the new immigrant at time s to an individual i with mark u < s is 2(s − u) and these distances
are added at the moment of immigration and grow according to the entrance law from the tree
with total mass 0 and genealogy e = [{∗}, 0, δ∗]. We have to describe this effect in a generator
action now, together with the active mark s appearing. Hence we need an operator describing this
transition.
Recall that the generator of the U-valued process degenerates for mass 0 for the branching
term involving the (total mass)−1 and hence explodes at the total mass zero. Therefore starting
the U-valued time-inhomogeneous diffusion starting from zero arises itself as an entrance law.
The complete operator for these two effects flipping of the medium and immigration made
precise below in (3.125) acts on Φ as follows. Set V = [0, t] and define the immigration operator
where at time s an immigration of color s occurs, which means an entrance law from 0 is added to
the process. We have to calculate the infinitesimal effect generated by this influx. For this purpose
we need an operator:
Ω↑,+V,imm,sΦ
n,ϕ,g =
n∑
i=1
Φn,ϕ,gˆi , where gˆi = δs,t
∂
∂si
g +
∂
∂t
g (cf. (3.111))(3.125)
which arises from the following operator by generating L by an inhomogeneous Poisson point
process with intensity 2(t− r)−1:
Ω˜↑,∗,+V,r (L) =
∑
s∈It,s≤r
Ω
↑,(a,b)
V,s , where It := It(L) := {s ∈ [0, t] : L(s) 6= L(s−)}.(3.126)
The operator of the marked process is:
(3.127) Ω↑,∗,+V,s = Ω
↑,(a,b)
V,s +
2
t− sΩ
↑,t,s
V,imm,s.
We handle the singularity by incorporating time in the state, recall here what we did earlier
in 3.105. Then passing to the time-space process on [0,∞) × E if E was the original state space
(and test functions now have the form ΨΦn,ϕ,g, where Ψ ∈ C1b ([0,∞),R) with Φ as above) gives
for the fixed time horizon T > 0 the operator Ω¯↑,∗,+V acting as
∂
∂s + Ω˜
↑,∗,+
V,s i.e. it acts as(
Ω¯↑,∗,+(ΨΦ)
)
(t, u) =
( ∂
∂t
Ψ(t)
)
Φ(u) + Ψ(t)Ω˜↑,∗,+V Φ(u).(3.128)
This requires an argument why existence and uniqueness still hold. The precise statement is below.
Main results on PPP-representation via backbone First we need to show that the process
(Vt,+r )r∈[0,t] is well-defined and since the rate in (3.122) diverges for r ↑ t we also have to establish
that Vt,+r converges to a limit in U
V as r ↑ t. The following result is proven in Section 7.5.
Proposition 3.54 ((Vt,+r )r∈[0,t] is well-defined by martingale problem).
For the backbone construction the following assertions hold.
(a) For a given realization of the process L the (δ0, Ω¯
↑,∗
V,t,Π(C
1
b ))-martingale problem is well-posed
for r ∈ [0, t).
(b) The limit of L[Vt,+r ] for r ↑ t exists in UV and defines Vt,+t if we require the continuity of
paths.
We can shift the PPP in (3.120) by t to [−t, 0] and then consider t → ∞. This means given
a PPP, on (−∞, 0]×U, U the equivalence classes of ultrametric measure spaces we have to graft
these points to the element, the zero space, representing the immortal individual at the time −hi,
with −hi the i-th component of the PPP seen from −∞ which we make precise next.
How can we now connect V∗,+ and the Palm law at time T ?
Theorem 10 (Backbone decomp. of Palm distr., quasi-equilibrium and KY-limit).
(a) The process (VT,+t )t∈[0,T ] is a U
[0,∞)-valued process with its law at time T being L[U∗,+T ].
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(b) Letting the process start at time −T , running it up to time 0 and scaling mass and distances
at time 0 by T−1, converges in law for T →∞ to a U-valued random variable V˘∞,+0 .
(c) Let πU in (3.131) is the projection on the genealogy component induced by U × V → U .Define
(3.129) V tt = πUV
t,+
t .
We have with˘denoting the scaling introduced in (3.117)
L[U˘∗,+t ] = L[V˘t,+t ],(3.130)
L[U˘∗∞] = L[V˘∞0 ].(3.131)
We now obtain the representation of U∗ via concatenation of a subfamily decomposition.
Corollary 3.55 (Decomposition in independent subfamilies and single ancestor h-subfamilies).
We obtain, recall (3.126) conditioned on IT a decomposition in independent subfamilies
(3.132) U∗T =
⊔sli
s∈IT
V
T
T,s.
For the path of h-decompositions we have
(3.133) ⌊U∗T ⌋(h) =
( ⊔h
i∈IT−h
U
h
i
)⊔hVhh,
where both parts are independent and conditionally on IT−h
(3.134) (Uhi )i∈IT−h is a family of i.i.d. U(h)
⊔-valued random variables.
Furthermore there are N0-valued random variables Ni, i ∈ IT−h so that for each i ∈ IT−h
(3.135) Uhi =
⊔h
U˜
h
i,j where (U˜
h
i,j), j = 1, . . . , Ni are i.i.d. and U(h)-valued.
Since the super-criticality parameter is non-linear the dynamics of (VTs )s∈[0,T ] does not have
the generalized branching property. Hence, the decomposition in (3.133) in U(h)-elements does
for the V-part not give identically and independently distributed elements. The decomposition in
elements of U(h)⊔ is independent but not identically distributed. Nevertheless, altogether we have
a fairly good control over the geometric structure of U∗T .
Le´vy-Khintchine representation Finally we now relate the backbone representation with the
CPP-representation via the Le´vy-Khintchine representation of the (as we saw) infinitely divisible
U
∗
t , while U
∗,+
t is only h-infinitely divisible if we merge the marks s ≤ t− h since the information
contained in the color is also an information on the genealogy before time t− h (see [GRG18] for
more on this). Different from (3.120), we look then for an i.i.d. decomposition of all the h-tops
of U∗t , to obtain a random concatenation of i.i.d. elements in U(h) according to the depth-h most
recent common ancestors using the Le´vy-Khintchine representation:
⌊U∗t ⌋(h) =
⊔h
i=1,...,Mt(h)
U
t
i(3.136)
taking Mt(h) = Poiss(U¯
0,Kal
t−h ) and pick independently the i.i.d. sequence (U
t
i)i∈N distributed ac-
cording to ̺th = L[U0,Kalt ], recall Theorem 4 (for the case of Ut) and note that UPalmt is a Markov
branching tree. Here we obtain a Poiss(U¯Kal,0t−h )-number of independent elements of U(h) which are
concatenated and which are copies of the h-truncated U0,Kalt .
A similar result holds for U˜∗,+t where˜means the marks s are replaced by s∨ (t−h) shifted back
to zero for (3.136). Different from the backbone representation, there is no nice interpretation of
the splitting of the immigration rate, nevertheless for mathematical purposes this conditional i.i.d.
decomposition gives very useful information.
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3.2.4 Longtime behaviour of Feller diffusion 4: Kolmogorov-Yaglom limits for Q,
Palm process
Recall the scaling in (3.117) of U-valued processes which we denoted by U˘ with possible sub- and
superscripts. We have obtained in Theorem 6 the KY-limit U˘∞∞ of the Feller diffusion, the KY-limit
U˘
†
∞ of the Q-process (U˘
†
t)t≥0, and the KY-limit U˘
∗
∞ of (U˘
∗
t )t≥0. It is well known that on the level
of the total mass processes the limits U˘†∞ and U˘
∗
∞ are equal in distribution. As we have seen above
this holds also on the level of U-valued random variables. We have obtained and identified the
generalized Yaglom limit of U˘∗t as t → ∞ in (3.131) by the backbone construction. Here we state
the existence of a generalized Yaglom limit of U∗ by considering the scaling limit, usually called
KY-limit of this process and represent it in terms of the U∗ process.
Once we have the KY-limit U∞∞ for the Feller diffusion conditioned on surviving till time t and
then scaled to U˘t, the next task is to identify the U-valued limiting random variable and exhibit
its difference compared to the ones from U˘† and U˘Palm.
In the case of the total mass part the relation is simple, we have the size-biased exponential and
the exponential as limit laws. The genealogical part is more subtle as we see from (3.137). One
approach to see the difference is the conditional duality where we should look for the difference in
the total mass path which arises from the super-criticalities
a˜T (s, x) resp. b/u¯
∗
s(3.137)
in the two cases and which remain different after the scaling which leads to two branching diffusions
with branching at rate b and immigration in the one case and a non-linear super-criticality rate
a˜(s, x) in the new coordinates, recall Remark 3.34. In particular that we get different super-
criticality terms for our operators in both cases.
In the following we denote by Lu the law of a process with the initial condition u, also recall
the scaling from (3.117).
Theorem 11 (Kolmogorov-Yaglom limits).
The following Kolmogorov-Yaglom limits limt→∞ Lu[U˘∆t ] = L[U˘∆∞] exist for ∆ ∈ {†,Palm, ∗} and
are independent of the initial condition u and we have
L[U˘†∞] = L[U˘Palm∞ ] = L[U˘∗∞].(3.138)
Furthermore we have the following identification of the above U-valued KY-limits:
L[U˘†∞] = L0[U†1],(3.139)
while for U we have, recalling notation UT from Theorem 6, that,
L[U˘∞∞] = L0[U11].(3.140)
In fact we can strengthen the above to pathwise statements on L[(U˘∆at)a∈(0,1]] for t→∞.
We see that the KY-limit for UTT has not such a nice mathematical structure as U
†.
3.3 Results 3: Genealogies for spatial case and continuum random tree
We now discuss first genealogies in spatial processes (Theorems 12 and 13) which is the ultimate
goal of this project but for which the previous eleven theorems are the basis. Second we look at
processes including all fossils, i.e. all individuals ever alive before time t. This object is established
in Theorem 14. In Theorem 15 we give the relation of this process to the continuum random tree.
This intends to clarify the connection with the existing literature on labeled trees.
3.3.1 Genealogies of spatial processes: super random walk
In the previous section we have described a non-spatial model, in particular we do not cover for
example branching random walk, super-random walk or the Dawson-Watanabe process. We provide
now the framework to model genealogies of the current population, if this population is structured,
i.e. distributed in geographic space denoted by G. We focus mainly on super random walk we recall
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next, later we comment on other spatial models in Remark 3.57. Here we have a countably infinite
or finite geographic space G where in the former we typically consider populations with infinite
(but locally finite) total mass.
This means we now want to pass from the genealogy associated with dYt =
√
bYt dwt to the
one associated with strong solution of the SSDE:
(Yt) = (yξ(t))ξ∈G,(3.141)
dyξ(t) = c
∑
ξ
′
∈G
a(ξ, ξ′)(yξ′(t)− yξ(t))dt+
√
byξ(t) dwξ(t), ξ ∈ G,(3.142)
with ((wξ(t))t≥0)ξ∈G an independent collection of standard Brownian motions, a(·, ·) is a transition
probability on G, c > 0 and Y0 ∈ E ⊆ [0,∞)G. We will assume here that G is a countable abelian
group and a(·, ·) is homogeneous (a(ξ, ξ′) = a(0, ξ′ − ξ) for ξ, ξ′ ∈ G).
If |G| = +∞ then we have to restrict the Y0 to a set E ⊆ [0,∞)G, the so called Liggett-Spitzer
space, which is given by requiring∑
ξ∈G
yξ · γξ <∞,(3.143)
where (γξ)ξ∈G satisfies: γ is summable and γa ≤ M · γ for some M ∈ (0,∞); see [LS81, GLW05].
This guarantees that for all times we get states which are locally finite (and remain in E a.s.).
For nice properties like the Feller property one needs more restrictions on the initial state namely
consider E˜ with E˜ requiring
∑
y2ξγξ < ∞; see [SS80]. If we have an initial distribution which is
translation invariant and satisfies E[x¯ξ] <∞, then a.s. all initial states are in the Liggett-Spitzer
space respectively in E˜ if E[y2ξ ] <∞.
In order to treat the genealogy of this process via ultrametric measure spaces we have to
augment our state and have to pass from the state space U to another Polish space, the space
of equivalence classes of G-marked ultrametric measure spaces UG, for some geographic space G
which is typically some topological abelian group Zd, Rd or alike. This object allows to describe
a population where individuals have a location in geographic space, recall here the paragraph in
Section 3.2.2 on marked genealogies and the space UV where we choose V = G. In this subsection
we shortly summarized what we need here about marked metric measure spaces.
The mechanism of the Feller diffusion has then to be augmented by a migration mechanism for
individuals which may follow a random walk as in a branching random walk or in the continuum
mass limit, i.e. the super random walk, its limiting object a mass flow. This means we have to lift
our branching operator from U to UG and we have to add to the generator a new term for the
mark evolution, which is here induced by migration of individuals.
We need to recall furthermore here the concept of a G-marked metric measure space UG where
the measure can have infinite mass ν(U ×G) and need only to be finite on bounded sets in mark
space. We then need polynomials on that space UG including marks and finally we need to define
the migration operator and extend the operators we have to ones on the augmented state space.
We can build here on a couple of papers [DGP11, GSW16, GM] where these points have been
developed.
Once we have this framework we can characterize the UG-valued super random walk process
by a well-posed martingale problem, establish a Feynman-Kac moment duality with an enriched
spatial coalescent and describe the long time behavior of the process as t→∞.
State space of G-marked genealogies In order to include in the concept of marked genealogies
described by UG the possibility of infinite populations, which is needed for infinite respectively
unbounded geographic space, we consider finitely bounded measures ν, bounded on the population
restricted to finite subsets of G (i.e. elements (u, ξ) with u ∈ U , ξ ∈ A, |A| < ∞). Now the
equivalence classes are formed w.r.t. the sequence of restrictions in the spaces (UGm)m∈N which
are required to be each equivalent in the sense specified earlier. Namely we consider Gn ↑ G
with Gn bounded and consider the restrictions of the population to Gn, i.e. replace [U¯ × G, r, µ]
by [U × Gn, r
∣∣
(U×Gn)
2 , µ
∣∣
U×Gn
]. The topology can be introduced by defining the convergence of
sequences in this topology. We consider the sequence of restrictions to Gn, for which convergence
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is already defined. We require for a sequence in UG to converge, the convergence of all restrictions
to the Gn-populations. (See [GSW16] for details in particular that the topology does not depend
on the choice of the (Gn)n∈N.). The space of all elements of the form as in (3.88) is denoted again
U
G, equipped with the above topology.
As was pointed out above we need restrictions on the initial state. Namely we consider E resp.
E˜ given by (recall (3.22) and the sequel):
(3.144) E = {u ∈ UG|u¯ ∈ E},
analogously E˜ .
The martingale problem The domain for the operator of our martingale problem is Πspace.
The operator has the form
Ω˜↑ = Ω˜↑,grow + Ω˜↑,bran + Ω˜↑,mig.(3.145)
Here Ω˜↑,grow and Ω˜↑,bran are extensions of the operators Ω↑,grow and Ω↑,bran onU to UG the spatial
case, recall 3.107- 3.109. They act on the polynomials as before namely just via ϕ and leave g
untouched. The operator Ω˜↑,mig is new and next explained in detail.
Recall here the defining SDE of the total mass process from above and in particular the mi-
gration term of this equation. The evolution of the marks leads to a first order operator (a drift
term). The migration operator is defined as follows:
Ω˜↑,mig Φ =
∑
ξ,ξ
′
∈G
Ω˜↑,mig
ξ,ξ
′ Φ,(3.146)
where the summands correspond to the flow between ξ′ and ξ. We have with n denoting the degree
of the monomial Φ:(
Ω˜↑,mig
ξ,ξ
′ Φ
)
(u) =
n∑
k=1
uξ′
uξ
a(ξ, ξ′)
(
Φξ,ξ
′
k (u)− Φ(u)
)
,(3.147)
where uξ = ν(U × {ξ}), ξ ∈ G and Φξ,ξ
′
k is defined as follows. Namely Φ
ξ,ξ
′
k (u) is the monomial
where g is replaced by gξ,ξ
′
k with
gξ,ξ
′
k (v1, . . . , vk−1, ξ, vk+1, . . . , vn) = g(v1, . . . , vk−1, ξ
′, vk+1, . . . , vn).(3.148)
We note that for u¯ξ = 0 the expression is still welldefined. If g is different from 0 in the point
ξ1, ξ2, . . . , ξn we can introduce νξ by ν1ξ(·) and rewrite the polynomial as∫
(U×V )
n
ϕ(u)g(v)νξ1(d(u1, v1)) . . . νξn(d(un, vn))(3.149)
This expression contains u¯ξ1 , . . . , u¯ξn and hence there appears the factor u¯ξ if g is not equal to 0
in ξ.
Feynman-Kac duality The dual process in the spatial case is now based on the spatial coa-
lescent. This is a process which takes values, in the G-marked partitions of {1, . . . , n}, n ∈ N,
i.e. every partition element gets a location in G. The dynamic is modified by requiring for a pair
of partition elements to coalesce at rate b during the time they spend both together at the same
location. In addition the marks of the partition elements follow independent a(·, ·)-random walks
till they coalesce and then the new partition element follows with its mark one random walk.
Hence we have now a state, where locations are added to (p, rp) and is of the form:(
(p, ξ), rp
)
, with ξ : p 7→ G|p|.(3.150)
As corresponding state space for the dual process (distance matrix augmented spatial coalescent)
we choose KG which we get with denoting by SG the set of G-marked partition elements and put:
KG = SG × (R+)(
N
2).(3.151)
3 CONCEPTS AND MAIN RESULTS 43
The duality function H(·, ·) is now given as follows:
Hϕ,g : UG ×KG −→ R
Hϕ,g
(
u,
(
(p, ξ), (r)p
))
=
∫
U
n
ϕ
(
(rp + r′)
) |p|⊗
i=1
µξi(dui), where µξi = ν(· × {ξi})
(3.152)
with u = [U, r′, µ], r′ := (r(ui, uj))i,j , ξ = (ξi)i=1,...,|p| and g : G
n → R given for a fixed tuple
ξ ∈ Gn as parameter by:
g(ξ′) = gξ(ξ
′) =
n∏
i=1
1{ξ
′
i=ξi}
, ξ′ ∈ Gn, n = |p|.(3.153)
Augmenting the state ((p, ξ), rp) by (ϕ, g) constant in time we turn Hϕ,g(·, ·) into a function
H(·, (·, (ϕ, g))) and we obtain a duality function H(·, ·). The Feynman-Kac potential on the state
space does only depend on the locations on partitions and is given by the function
((p, ξ), r) 7→ b ·
|p|∑
i,j=1
i6=j
1{ξi=ξj}
.(3.154)
Note that the integral in (3.154) can be written as:∫
(U×G)
n
ϕ((r(ui, uj))1≤i<j≤n)g(ξ)µ
⊗n(d(u1, ξ), . . . , d(un, ξn)).(3.155)
Results on super random walk We can now precisely define the genealogical process of super
random walk, the UG-valued super random walk.
Theorem 12 (UG-valued super random walk).
(a) The (δu, Ω˜
↑
G,Π
space)-martingale problem for u ∈ E is well-posed and has a solution with con-
tinuous path defining a Markov process. This solution is a strong Markov and Feller process
for u ∈ E˜ . The occupation measure µt(Ut × ·) gives a weak solution of (3.142).
(b) The solution of the (δu,Ω
↑
G,Πfin(C
1
b ))-martingale problem is in Feynman-Kac duality with the
spatial augmented Kingman coalescent with duality function w.r.t. H.
For general initial laws we obtain the super random walk via (3.7) and we get a solution to the
local martingale problem.
The next question is whether we have the generalized branching property and the Cox point
process representation analog to Theorem 4 parts (a),(b).
This issue is addressed in [GRG18] respectively [GGR19] and answered to the positive.
Remark 3.56 (Longtime behavior). In this framework we can now also analyze the question, how
the genealogies behave as t→∞. This depends very much on the kernel a(·, ·). If the symmetrized
kernel â = 12 (a+ a¯) is recurrent then the process becomes locally extinct and conditioned on local
survival one has on each finite subset of G a diverging family descending from a single founding
father. In the transient case we obtain a stationary limiting genealogy with countably many
such founding fathers whose descendants are in distance +∞. To make the latter precise some
reformulation is needed, in particular one passes from r(·, ·) to the ultrametric (1 − e−r(·,·)). We
can not work out details in this paper and refer the reader to [GM] where this problem is treated in
more detail for logistic super random walk. The case of the genealogical G-indexed Fleming-Viot
process is treated in [GSW16] in complete generality and for G = Z in great detail. △
Remark 3.57 (Dawson-Watanabe process: genealogical version). The treatment of the Dawson-
Watanabe process involves as a further limit the spatial continuum limit εZd → Rd, (with ε→ 0),
where we face the fact that in the duality relation the joint occupation times of the path degenerate
in d ≥ 2 and do not lead to a Feynman-Kac duality with a spatial coalescent for a stochastic U-
valued dynamic, due to the lack of uniform integrability of the exponential term. This results in
the necessity to work with a different argument here to obtain the uniqueness. We cannot carry
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out the details for d ≥ 2 in this paper since this requires new techniques and a different formulation
of the martingale problem.
For d = 1 the analogous limit for the UZ-valued interacting Fleming-Viot process instead of
the UZ-valued super branching random walk is treated in [GSW16]. For branching in d = 1 we
can again work with the Feynman-Kac duality and obtain a well-posed martingale problem. We
use this UR-valued super process below to analyze the asymptotics of the super random walk on
Z. △
Application to long time behavior To get a better impression of what is behind the Re-
mark 3.56 above we at least apply our techniques and approach from the previous section to study
the long time behavior of the super random walk in a specific case. We look at the regime where
the migration mechanism is strongly recurrent and where it is known (see [DF88, DG96, DG03])
that the super random walks forms clumps of mass on a thin set in space. Here we can show now
that such clumps have marked genealogies for which we can give an explicit asymptotic description
as t→∞ and this description is fairly explicit.
We consider as an example the case of the super random walk on Z with a symmetric kernel
a(·, ·), which is in the domain of normal attraction of Brownian motion. We assume that the
random initial state is having translation invariant ergodic states with mean θ for its total masses
and all initial distances are put equal to 0, w.l.o.g. Then the total mass process goes locally to
extinction by forming rare, i.e. spatially separating, clumps of diverging height and volume in
space, as is known from the literature [DF88].
Our point here is to describe in more detail the genealogy of these clumps which turn out to
be mono-ancestors clumps as t → ∞. Indeed a key point is the fact that all t-tops of the states
decompose in independent identically distributed elements of UZ(t) corresponding to marked depth-
t subfamilies. We can study all these independent subfamilies separately and then concatenate to
the full state. In fact we can decompose into mono-ancestor independent subfamilies. This is a
sequence of the branching property; cf. [GGR19, GRG18].
(1) The scaling Note that the state at time t is the independent concatenation of the processes
starting with the mass at one site, [GGR19]. Next we observe that with a first scale we can describe
the surviving founding fathers if we consider the sites which have surviving mass somewhere at
time t and let t → ∞. Namely we get a point process on Z, denoted Pt which has the property
that if we scale space by t−1 getting what we call here P˜t then
L[P˜t] t→∞===⇒ L[P˜∞].(3.156)
Here the r.h.s. is a Poisson point process on R with intensity measure θλ, where λ is the Lebesgue
measure on R [DF88]. Here θ is E[ν0(U ×{0})], the initial intensity of individuals. In order to see
more details in the asymptotic analysis we need a two (space-time) scales approach continuing as
follows.
We come to the second scale. With each point in P˜∞ we can associate a R-marked ultrametric
measure space which describes the genealogy of the clump consisting of the individuals descending
from those individuals initially at this point. We know from section 3.2 that this clump asymp-
totically is associated with the surviving founding father corresponding to that point since one
2t-ball has almost all mass. More precisely we note that we can consider for each point in Z the
U
Z-valued Feller diffusion associated at time t with the t-top of the population initially in a point
z ∈ Z. This defines a Z-marked ultrametric measure space at time t, denoted
(Uzt )t≥0 .(3.157)
Formally this is the process from Theorem 12 starting with mass 0 as entrance law in the point z
evolving for times t > 0 as given by the system in (3.141), (3.142).
Here the point is now that we want to know the marked genealogy of a typical individual drawn
at random from the population in [−n, n] and then we let n → ∞. If we start with a translation
invariant state then if we pick a typical individual and look at the system from the point of view of
this individual we look at the system under the Palm measure (we typically pick from families with
large population in the ball of reference, note here that the different surviving families segregate
asymptotically in the sense that (1− ε) of their mass is in part of space at that point). Therefore
we should look at the clumps under the size-biased measure in view of the scaling result in (3.156).
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Now condition on survival forever of this process or size bias by the total population size to
get a process(
U
z,†
t
)
t≥0
resp.
(
U
z,Palm
t
)
t≥0
.(3.158)
Then scaling as in (3.117) we get processes(
U˘
z,†
t
)
t≥0
,
(
U˘
z,Palm
t
)
t≥0
.(3.159)
We have proved (take the non-spatial process!) that we get limit configurations for
πU U
†
t , πU U
z,Palm
t(3.160)
as t→ ∞ denoted U˘†,↓∞ = U˘Palm,↓∞ , where the ↓ indicates that we get the limit of the projection of
the state in UZ on the genealogy i.e. on U.
The question is now whether we get a limit if we consider in addition the Z-marked object in
U
Z better viewed as R-marked to be able to scale. For that purpose we consider the scaling of the
marks, the masses at a site and distances as above:
x→ t−1/2x, x ∈ Z, µ({i} × U)→ t−1/2µ({i} × U), r→ t−1r.(3.161)
This gives for finite collections of marks (sites) as t→∞ (via a first and second moment calculation
as is well-known) a tight object on R. If we want to view the scaled πUµ as a measure on R, we
have to compensate the growing number of points (by
√
t) in a macroscopic set A ∈ R. Therefore
we scale the measure µ˜t at the r.h.s. above by an additional 1/
√
t. We obtain then the equivalence
classes of R-marked ultrametric measure spaces :(
U˜
z,†
t
)
t≥0
.(3.162)
(2) Limiting object The first basic ingredient of the limiting process is the UR-valued Dawson-
Watanabe process (or superprocess). To get its existence we can define theUR-valued superprocess
as a functional of the historical Dawson-Watanabe process of which we then have to show that it
is a Markov process.
Recall that the historical process associates with a branching population of migrating indi-
viduals a measure on ca`dla`g path. Think of Galton-Watson random walk and consider for every
individual alive at the present time s say t, its path of descent through space, a path following
the individuals location backward then that of the father etc. Then take the counting measure
on these path which are for convenience continued constant before time 0 and after time t (the
present time). This defines a M(D((−∞,+∞), G)-valued process. In the diffusive scaling of time
and space of many individuals of small mass and rapid branching the historical Dawson-Watanabe
process H arises; see [DP91] or [Daw93].
Let H = (Ht)t≥0 be the historical Dawson-Watanabe process and define the process UhDW =
(UhDWt )t≥0 as a functional of H as follows. We define the set Ut of ”individuals” as the set of paths
in the support of Ht and we let rt(ι, ι′), ι, ι′ ∈ Ut be the value 2(t − T ) where T is the maximal
time with the property that the paths ι and ι′ agree for all s ≤ T . If no such T exists we set
rt(ι, ι
′) = 2t. The mark of ι ∈ Ut is the value of the path at time t, i.e. κt(ι) = ιt. For the measure
we take µt = Ht. This defines an element
U
hDW
t = [Ut, rt, κt, µt] ∈ UR.(3.163)
This functional gives again a process on the state space UR, which turns out to be Markov and
which we refer to as the UR-valued Dawson-Watanabe process.
Note that this construction does not work for super random walk because t − T is not the
genealogical distance of the corresponding individuals.
The limiting process in (3.162) is then the spatial version of the U-valued Evans process, namely
the UR-valued Evans process based on UhDW starting with some mark z ∈ R, which we denote by
U
z,∗,DW(R) = (U
z,∗,DW(R)
t )t≥0.(3.164)
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In this process an immortal particle with 0-mass is performing Brownian motion onR and throwing
off at rate b an UR-valued Feller diffusion starting from 0 mass at the current position of the
immortal particle. Then observing the concatenated states of all surviving immigrant families at
the present time T gives the time T state of U∗,DW (R). The state has a population consisting of a
countable number of immigrant families each of which has a compact support on their geographic
positions.
The state can also be represented as follows. First fix T > 0 and consider a Brownian path B∗
on R starting at time 0 in the point z, furthermore at rate (T − s)−1 at time s a further process
splits off in B∗(s), which evolves independently beyond time s up to time T . Namely at time s start
the UR-valued process, the UR-valued Feller process conditioned on survival till time T , which is
the conditioned version of the UR-valued Dawson-Watanabe process (conditioned to survive till
time T and starting in B∗(s)). These processes are denoted by (UT,sr )r∈[s,t] with 0 ≤ s < t < T are
the continuum space versions of the UZ-valued super random walk on Z conditioned to survive
till time T and marked in addition to the position by the color s. Then we concatenate all these
elements of UR, as below (3.121), to obtain UT,⊔t . Then modifying the argument of Section 3.2.3
let t ↑ T to get
U
z,T,⊔
T ∈ UR.(3.165)
(3) Super random walk on Z: Asymptotic clumps genealogy Now we can obtain the
asymptotic clump description in the second finer scale as follows.
Theorem 13 (Asymptotic clump genealogy of super random walk on Z).
We have (recall (3.162),(3.164),(3.165)):
L[U˜z,†t ]⇒ L[Uz,1,⊔1 ] = L[Uz,∗,DW(R)1 ] as t→∞.(3.166)
This way we have the asymptotic description of the genealogy of a surviving clump as UZ-
valued object, the UR-valued Evan’s process, with a scale-t genealogy marked with locations on√
t-spatial scale, which appears in the first scale t only as object
≈
P∞ marked with one point. More
precisely in a time scale t we have a Poisson point process and on these points a UR-valued Evans
process starts from that point and is at macroscopic time s (i.e. st in real time) of the form that
the population sits on a set of the form As
√
t, where As is a random compact set in R marking the
genealogy of the U-valued Evans process. This compactness of As follows from the corresponding
compactness property of the Dawson-Watanabe process ([Daw93]).
Remark 3.58. Note that in d = 2 we have a Poisson field of ancestors with descendants at time
t, which are now spreaded in scale-
√
t-distance so that we are in the range, where the different
families can hit all macroscopic balls. In d ≥ 3 we start having a diverging number of ancestors
even on the scale
√
t and we get countably many ancestors to contribute locally to the population.
The key effect is the divergence of the rate of individuals creating at time t a surviving form
of the form (t − s)−1. This subfamilies produce the local peaks in the population distribution.
Every dimension has its own flavor here. The analysis would need UR
d
-valued Dawson-Watanabe
process, which we cannot construct in this paper, see Remark 3.57. △
3.3.2 The fossil process of Feller diffusion and the continuum random tree
The reader might wonder how all our results are related to the by now classical theory of the
continuum random tree, short CRT. To make this connection we formulate rigorously two results,
however the proof is kept quite short as this is not our main message. The genealogy of all
individuals ever alive which is really a tree (in the sense of an R-tree) has been described for
the genealogy of the Feller diffusion by the so called continuum random tree (CRT) introduced
originally by Aldous in [Ald90] and extended by Le Gall in [LG93]. This object is of course a
random variable and not a stochastic process and it is the latter for which the description we
propose here is fruitful.
We will now indicate how the continuum random tree builds up from an evolving process,
called Ufoss of random weighted R-trees, describing the population alive at some time before or at
the current time t ≥ 0 and which includes also all the fossils before time t and the individuals
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alive at time t as the force driving the evolution. This process is then considered as t → ∞.
This is developed in [GSW16] for Fleming-Viot processes on countable groups and on the spatial
continuum R.
State space of fossil M-valued process In order to include fossils up to the present time t we
think of every individual ι alive at a time s ∈ [0,∞) as the new basic entity which is characterized
by a pair (s, ι) for ι an element of the set describing the population alive at time s. As sampling
measure we then take the occupation measure and as genealogical distance still twice the time back
to a common ancestor. This we have to formalize now.
We denote by M the space of equivalence classes of metric measure spaces and with Mρ the
ones with a root. (The root is under equivalence classes mapped in the root.) The space is equipped
with the Gromov-weak topology under which it is a Polish space ([GPW09]).
For our purpose here we introduce as state space Mρ,+ ⊆ Mρ a class of special rooted metric
measure spaces (for the latter see [GPW09]) which describes the fossils as well, by replacing the
metric measure spaces (U, r, µ) we had so far by an object of the form
(M, r˜, µ˜),(3.167)
with the following ingredients. First T ≥ 0 denotes the present time, consider then the union over
T of the following objects
M = {(s, ι) : s ∈ [0, T ], ι ∈ Us} ∪ {ρ}, Us ∈ U, r˜ metric on M, µ˜ =
∫ T
0
µsds+ µ
top,(3.168)
here µtop is a measure fully supported on UT , µs is a measure on an ultrametric space Us, where
s 7→ µs is measurable. Here Us is the time-s slice of M and ρ is the root. The distance between
individuals in Us and the root is given by s. The measures µ˜ and µ
top depend on T and if necessary
we write µ˜T respectively µ
top
T to stress this dependence. To get a Polish state space we pass to a
stronger topology and a concept of equivalence under which the structure in (3.168) is preserved,
this means that the path of measures (µs)s∈R is preserved (recall due to the root the Us in distance
s from the root are preserved).
Since this state space is the topic of work specifically on the fossil process, we only sketch here
the main idea. For the concept of bi-measure metric spaces see [Mei18].
Remark 3.59 (State space). For that purpose we consider the measure µ˜s by extension of µs to
M and from
∑
s∈S
αsδµ˜s with S ⊆ [0,∞), |S| = |N|, S˜ = [0,∞) and αs > 0,
∑
s∈S
αs = 1. This so
called bi-measure metric space then combines the structure of the {[M, rs, µ˜s], s ≥ 0}. If we use
the additional property t → µt is continuous, we can use here two-level metric measure spaces to
obtain a Polish spaceMρ,+ which contains the needed information. Further details are worked out
in [GSW16]. △
We will then define a new dynamic such that the restriction of that process (U˜fosst )t≥0 to the
time-s slice [Us, rs, µs] of the state denoted U
foss
t with s ∈ [0, t] gives a version of our U-valued
Feller diffusion. We denote this projection by πs. This new process we can again describe as the
solution to a well-posed martingale problem, where an additional operator describes how current
individuals turn into fossils. Also the sampling measure µ is split into the top part supported on
UT the individuals currently alive at time T and the remaining part on [0, T ), the fossils.
Martingale problem of fossil tree-valued Feller process We have to introduce the dynamic
via a martingale problem on Mρ,+ rigorously next, i.e., we need test functions and operator as
ingredients. We introduce now again polynomials on the state space as follows. We write
µ˜ = µfoss + µtop(3.169)
and set for M ∈Mρ,+:
Φ(M) =
∫
(M)
n+m
ϕ
(
(r(ui, uj))1≤i<j≤n+m
)
(µfoss)⊗n
(
d(u1, . . . , un)
)
(µtop)⊗m
(
d(un+1, . . . , un+m)
)
,
(3.170)
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where ϕ ∈ C1b
(
(R+)
(n+m2 ),R
)
. We denote the polynomials with non-negative ϕ by Π1+.
On these polynomials we now define the generator. We extend the Ω↑,grow, Ω↑,bran now by
letting it act only on the top and in addition we need the operator describing the creation of the
new top by time passing. Formally this looks as follows.
Introduce the map sk acting on (µ
foss)⊗n as follows:
µfoss ⊗ · · · ⊗ µfoss −→ µfoss ⊗ · · · ⊗ µtop ⊗ µfoss · · · ⊗ µfoss,(3.171)
with µtop replacing µfoss at the k-th position for k ∈ {1, 2, . . . , n}.
The aging is now described by a weighted gradient. Let I = {1, . . . , n}, J = {n+1, . . . , n+m}.
Then define the weighted gradient as follows:
∂w
∂ r
= 2
∑
k∈J,l∈J
∂
∂ rk,l
+
∑
k∈I,l∈J
∂
∂ rk,l
.(3.172)
This takes into account that fossils do not age, but only the top.
Then Ω↑,foss is defined on Π1 by
Ω↑,fossΦ(M) = b
∫
M
n+m
d
(
(µfoss)⊗n ⊗ (µtop)⊗m) n+m∑
k,l=n+1
(θ̂k,l ϕ− ϕ)
+
n∑
k=1
∫
M
n+m
d
(
sk(µ
foss)⊗n ⊗ (µtop)⊗m)ϕ
+
∫
M
n+m
d
(
(µfoss)⊗n ⊗ (µtop)⊗m) (∂w
∂r
ϕ
)
.
(3.173)
This defines now all ingredients for a martingale problem on Mρ,+.
Results We now have a well-defined process (Ufosst )t≥0. Namely
Theorem 14 (Well-posed fossil martingale problem).
The (δu,Π
1
+,Ω
↑,foss)-martingale problem is well-posed for every u ∈ Mρ,+. The resulting process
(Ufosst )t≥0 with values in M
ρ,+ is called the fossil Mρ-valued fossil Feller diffusion.
We want to relate this process we defined as a stochastic process above with the continuum
random tree shortly CRT. We focus on one surviving family which is the basic component. We
obtain the fossil process Ufoss for the U-valued Feller diffusion starting in the mass u¯ in the element
with (u¯, uˆ) and uˆ = e = [1, 0, δ1].
The CRT arises as scaling limit in various settings among which is the U-valued Galton-Watson
critical branching process, a result going back to Aldous [Ald91a]. It can be obtained from an
explicit construction from the paths of an excursion of Brownian motion over the interval [0, 1]; see
[LG93]. First a metric space is constructed from the excursion of (better 2 · excursion) standard
Brownian motion, which is often called the CRT. This can be extended to a metric measure space
which then allows to consider the equivalence class, which would give an element inM. We choose
the measure induced by the local time on a level; see [LPW13]. Namely we want the measure to be
such that the process of the mass of the population in distance ≤ 2t from the root has as function
of t the form t 7→ ∫ t
0
U˜s ds. This provides a random object of the form in (3.167). We denote by
[CRT ] ∈ U the equivalence class of the metric probability measure space constructed from the
Brownian excursions.
From the process Ufoss the CRT arises as the M-valued Kolmogorov-Yaglom limit as t → ∞
limit. We get the following:
Theorem 15 (CRT as large time limit of fossil process).
The fossil process (Ufosst )t≥0 has the properties,
L[πs ◦ Ufosst ] = L[Us], ∀ s ≤ t,(3.174)
and with initial state as described above:
L[Ufosst ] t→∞===⇒ L
[
[CRT ]
]
.(3.175)
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The strength of the description by evolving ultrametric measure spaces is to be able to handle
the dynamical aspects, while the strength of the CRT-embedding in a Brownian motion is the
analysis of the static aspects of the final full genealogical tree up to extinction. The analysis of the
process based on the CRT adapted to the spatial version of the Feller process, as super random walk
or the Dawson-Watanabe process is less easy to handle (recall here the concept of the Brownian
snake for the latter see [LG99]).
4 Proofs of Theorems 2 and 3: Dualities
In this section we collect in Section 4.1 all the arguments needed to establish the duality relations
we claimed in Section 3 and we extend in Section 4.2 these duality to the processes U†,UPalm and
U
∗.
4.1 Feynman-Kac duality and conditioned duality for U-valued Feller
For a rigorous proof of the FK-duality we need now a more formal definition for the dual dynamic,
namely the dual is characterized via a martingale problem. For a function G : K → R depending
on finitely many coordinates only. Define
L↓,coalG(p, r′) = b
∑
π,π
′
∈p
(
G(κp(π, π
′), r′)−G(p, r′)) ,(4.1)
L↓,growG(p, r′) =
∑
i≁pj
∂
∂r′ij
G(p, r′)(4.2)
for p ∈ S and r′ ∈ R(
N
2)
+ and its sum
L↓,K = L↓,grow + L↓,coal.(4.3)
Define the sets of test functions
G↓ = {Hϕ(u, ·) : u ∈ U, ϕ ∈ C1b (R(
N
2)) dep. on finitely many coord.}.(4.4)
Lemma 4.1. Let µ ∈M1(K). The enriched Kingman coalescent (see also page 809 of [GPW13])
is a solution of the (µ, L↓,K, ·,G↓) martingale problem.
Proof of Lemma 4.1. In [GPW13] the enriched Kingman coalescent is defined as the solution of
the (δk,Ω
↓,G1,0) martingale problem, where Ω↓ = L↓,K and
G1,0 = {G ∈ bB(K) : G(·, r′) ∈ C(S)∀ r′,
∑
i≁pj
∂
∂r′ij
G(p, r′) exists}.(4.5)
One may easily check that G↓ ⊂ G1,0, since the former elements only depend on finitely many
coordinates. Thus, it is clear that any solution to the (δk,Ω
↓,G1,0) martingale problem is also a
solution to the (δk, L
↓,K, ·,G↓) martingale problem.
Analogously to (4.4) we set
H = {Hϕ(·, ·) : ϕ ∈ C1b (R(
N
2)
+ ) dep. on finitely many coord.} and(4.6)
G↑ = {Hϕ(·, (p, r′)) : (p, r′) ∈ K, ϕ ∈ C1b (R(
N
2)
+ ) dep. on finitely many coord.}.(4.7)
Proof of Theorem 2. We know that both processes exist by Proposition 5.6 and Lemma 4.1. We
follow the proof of Proposition 4.1 in [GPW13] and use Corollary 4.13 of Chapter 4 in [EK86]. We
need to show (4.52) of Theorem 4.11 of Chapter 4 in [EK86], that is for H = Hϕ(·, (p, r′)) ∈ G↑
we find G : U→ R such that
H(Ut)−H(U0)−
∫ t
0
G(Us) ds(4.8)
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is a martingale. Additionally, such G has to satisfy
G(u) = L↓,KHϕ(u, ·)(p, r′) + b
(|p|
2
)
Hϕ(u, (p, r′))(4.9)
and finally the assumptions (4.50) and (4.51) of Theorem 4.11 of Chapter 4 in [EK86] need to hold.
The latter two claims hold, since |pt| is decreasing and so
(
|pt|
2
)
is and we have moment bounds on
U¯t as in Lemma 5.3.
First, let us show (4.8). Consider H = Hϕ(·, (p, r′)) ∈ G↑ for certain fixed (p, r′) ∈ K with
p = (π1, . . . , πn). Consider the bijective permutation σ : N→ N, (only depending on p),
σ :
{
σ(min πi) = i, i = 1, . . . , n
σ|
N\{minπ1,...,minπn}
increasing
(4.10)
and set
p˜ = σ∗(p).(4.11)
That means σ∗(p) = (π˜1, . . . , π˜n) ∈ S is a partition with the same number of partition elements as
p and such that i ∈ π˜k :⇔ σ−1(i) ∈ πk. We also define for r′ ∈ R(
N
2)
+ :(
σ∗(r
′)ij
)
1≤i<j
=
(
r′
σ
−1
(i),σ
−1
(j)
)
1≤i<j
.(4.12)
Then,
Hϕ(u, (p, r′)) =
∫
µ⊗n(dx1, . . . , dxn)ϕ(r
σ∗p(x1, . . . , xn) + σ∗r
′).(4.13)
In particular H can be written as a polynomial of order n = |p| and with ϕ manipulated as in the
previous line (remember that p and r′ are fixed). Actually Hϕ(·, (p, r′)) is in the domain Π(C1b ) of
Ω↑ and by Proposition 5.6 we know that
(
Hϕ(Ut, (p, r
′))−Hϕ(U0, (p, r′))−
∫ t
0
Ω↑Hϕ(Us, (p, r
′)) ds
)
t≥0
(4.14)
is a martingale. This shows (4.8).
Next, show (4.9) separately for both parts of the generator for p = (p1, . . . , pn) and ϕ depending
on finitely many coordinates only:
Ω↑,growHϕ(u, (p, r′)) = 2
∑
1≤i≤j≤n
∫
µ⊗n(dx1, . . . , dxn)
∂
∂r(xi, xj)
ϕ
(
rσ∗p(x1, . . . , xn) + σ∗r
′)(4.15)
= 2
∑
1≤k<l,k≁pl
∫
µ⊗n(dxp)
∂
∂rkl
ϕ(rp(xp) + r
′)(4.16)
= 2
∑
k≁pl
∫
µ⊗|p|(dxp)
∂
∂r′kl
ϕ
(
rp(xp) + r
′)(4.17)
= L↓,growHϕ(u, ·)(p, r′).(4.18)
Additionally, using (including a formal addition)
θˆk,l(x1, . . . , xn) = (y1, . . . , yn), with yi = 1{i6=l}xi + 1{i=l}xk,(4.19)
we get
Ω↑,branHϕ(u, (p, r′)) =
2b
u¯
∑
1≤k<l≤n
∫
µ⊗n(dx)ϕ ◦ θk,l
(
rσ∗p(x1, . . . , xn) + σ∗r
′)(4.20)
=
2b
u¯
∑
1≤k<l≤n
∫
µ⊗n(dx)ϕ
(
rσ∗p(θˆk,l(x1, . . . , xn)) + σ∗r
′)(4.21)
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= b
∑
π 6=π
′
∈p
∫
µ⊗(|p|−1)(dxκp(π,π
′
))ϕ
(
rκp(π,π
′
)(xκp(π,π
′
)) + r
′)(4.22)
= b
∑
π 6=π
′
∈p
(∫
µ⊗(|p|−1)(dxκp(π,π
′
))ϕ
(
rκp(π,π
′
)(xκp(π,π
′
)) + r
′)−H |p|,ϕ(u, (p, r′)))(4.23)
+ b
(|p|
2
)
Hϕ
(
u, (p, r′)
)
(4.24)
= L↓,coalHϕ(u, ·)(p, r′) + b
(|p|
2
)
Hϕ
(
u, (p, r′)
)
.(4.25)
Now, we can apply Corollary 4.13 of Chapter 4 in [EK86] to obtain the proposition.
Proof of Theorem 3. The part (a) follows from the duality of the U1-valued Fleming-Viot process
in the time-inhomogeneous case; see [Glo¨12]. Then the part (b) follows from Corollary 3.13 and
part (a).
4.2 Conditioned duality and Feynman-Kac duality for related processes
The conditional duality techniques extend also to more general forms of branching. Of particular
interest for us are the Q-process and the Palm process of the U-valued Feller diffusion or UV -
valued branching diffusion with immigration. In this section we obtain the conditioned duality
respectively the Feynman-Kac duality for the critical and non-critical U-valued Feller diffusions,
for processes U†, UPalm, and for the UV -valued Feller diffusion with immigration.
4.2.1 Conditioned duality for Q and Palm process
We start with an observation concerning the conditioning on survival. We see in particular that
the process (Ût)t≥0 conditioned on the total mass process is not affected by the conditioning on
survival which only changes the probability of such path in the condition. In term of generators
we observe the following.
Write · for Palm, † or ∗. Observe that the drift affects only the total mass process but not the
mechanism of the conditioned (on the total mass) process (Û·t)t≥0. The component process Û
· of
the process U· is only affected when we integrate the law of the process conditioned (on the total
mass process) to get its full law. Therefore the conditioned dual is only affected via the change of
the dynamic of the underlying process U¯· on which we condition Û·, which affects the coalescence
rate in the dual process.
Recall the formula (3.83) for the generator of UPalm, U† or U∗ acting on polynomials. Then we
see that if we condition on the total mass process we have as a conditional dual process a coalescent
with rate b/u¯t at time s with t = T −s where T is the time horizon of the duality where u¯ = (u¯t)t≥0
is a realization of the rate b Feller diffusion with immigration at rate b. Recall that u¯t > 0 for t > 0
and that u¯0 may be zero.
We have to guarantee here that the process exists throughout up to the potential singularity
at t = 0 i.e. s = T in the backward time. Here this is no problem since such a singularity can
only occur at time s = T if the forward total mass diffusion does not start with a positive mass
term. Therefore for positive initial mass the conditioned duality holds again for UPalm U† and U∗.
In case of a zero we obtain the Kingman coalescent for infinite time as state at s = T giving the
unit tree e. For this we need that
∫ ε
0 u¯
−1
t dt = +∞ for ε > 0. This was shown in Proposition 0.2
in [DG03] even in the spatial context.
Corollary 4.2 (Conditioned duality for UPalm, U† and U∗).
The conditional duality from (3.34) holds for UPalm, U† and U∗ and for their entrance laws from 0.
Recall Corollary 3.29 giving the dual identification of ̺th for the U-valued Feller diffusion. The
conditional duality from the above corollary gives a good idea about the form of the states of the
processes UPalm, U† and U∗. One might hope indeed that this gives us some information on ̺th in
the Le´vy-Khintchine representation of the state at time t as in (3.55). For the conditional laws we
obtain this ̺th as a mixture over laws of coalescent trees, where we can proceed as in the case of
the Feller diffusion above just using different total mass path now, namely the ones generated by
the diffusion dut = bdt+
√
bu¯t dwt. Therefore we also obtain here the measure ̺
t
h for the state at
4 PROOFS OF THEOREMS 2, 3 52
time t in terms of the coalescent as we did for the Feller diffusion, only the mixing measure i.e. the
law of the total mass path is now different.
Corollary 4.3 (conditioned ̺th). The representation of ̺
t
h via the dual of Corollary 4.2 holds for
U
Palm, U† and U∗.
4.2.2 Conditioned duality: Feller diffusion with immigration
Consider first the total mass process. In the case of a constant immigration at rate ̺ > 0 the total
mass process is the solution of
dZt = ̺ dt+
√
bZt dwt.(4.26)
For the Feynman-Kac duality we write dZt = ̺(1 − Zt) dt + ̺Zt dt +
√
bZt dwt and obtain as a
dual process for the total mass process the coalescent that we describe next.
Add a site ∗ to the system in addition to the site 0 where the original process (Zt)t≥0 is located.
On the site ∗ the process has the constant state ̺ > 0, i.e., on ∗ all rates of change are zero. Then
the dual system is a spatial coalescent which starts with n individuals at site 0 and all rates at ∗
are zero but a partition element jumps from 0 to ∗ at rate ̺. This coalescent is denoted by C and
its entrance law started with countably many individuals by C∞. Then the two processes are again
Feynman-Kac dual with Feynman-Kac potential from (3.31) with a = ̺. This can be combined
with super- and sub-critical terms.
Consider the spatial model with N -colonies and uniform migration mechanism and branching
at each site. In other words for V = {0, 1, . . . , N − 1}, equipped with addition modulo N as the
group operation we consider the UV -valued super random walk on V = {0, . . . , N − 1}. Consider
the system starting in an exchangeable initial law and let ̺ be the limit of the empirical mean over
the N components. Then observe the system at a typical site, say site 0. If the initial state is i.i.d.
this is ̺ = E[Zt(i)] which we assume to be finite. In the limit N →∞ we obtain for the masses at
a typical site the so called McKean-Vlasov limit the equation above. What is the limiting dynamic
for the genealogies at rate ̺? How to define the genealogies?
There are two possibilities of interest only one corresponds to the duality suggested above.
If we have equation (4.26) for the total mass from a spatial model with a site of observation
and an outside world with a source of ancestors unrelated to our population immigrate at some
constant rate, then we obtain for the total mass a drift ̺ dt. Once the population has immigrated
it evolves as in the U-valued Feller diffusion. Immigrants (at time t) have distance 2t to the normal
population with ancestor at site 0. This is close to the duality in the spatial model, precisely it is
the limit of the spatial dual.
4.2.3 Conditioned duality: Feller diffusion with immigration from immortal line U∗,+
Here we want to connect to the conditional dual of the UV -valued process with immigration from
the immortal line, where through the marks more information is available and the condition is
more complex, since we have now for every color a total mass path u¯ = {(u¯s(ℓ)), ℓ0≤s≤t ∈ N} with
ℓ being the color. Then denoting by P u¯ the law of this collection instead of a simple path we get
the same formula.
We know that ignoring the colors, i.e. observing only U∗ we have the same process and dual
as for U† or UPalm, however once we have a certain color we have a partition element with a fixed
final element and time to all coalesce. In other words the conditioning allows to represent the
different subfamilies for a given time of immigration of the forefather. Therefore a single subfamily
corresponds to a coalescent which has to coalesce at a fixed time and with a coalescence rate given
by the inverse of the mass of the corresponding excursion.
First we need some ingredients, namely the colored Feller diffusion with immigration where
each color has a mass evolving as Feller diffusion entrance law starting at time s, the color and
surviving till the time horizon T ,
D = {(u¯t(s))t≥0 : s ∈ S(T )}, S(T ) the set of colors.(4.27)
The set S(T ) will be generated considering Evans branching diffusion with immigration from an was (ut(s))
immortal line, namely the immigration times leading to a diffusion equipped with that time as
color surviving till at time T .
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Continue with the dual process. We consider individuals marked with colors from (0, T ). The
individuals may move to a cemetery. Instead of the total mass path we consider now a point process
on [0,∞)2 coding color and its mass at the current time horizon T . Then we want to condition
on this object and define a marked coalescent where coalescence occurs within colors only with
time-inhomogeneous rates at time t′ given by (u¯t(s))
−1 with u¯t(s) the mass of color named s at
time t with t = T − t′, with t′ the running time of the coalescent and T the time horizon.
The mass of colors form a Feller diffusion with coefficient b and with super-criticality coefficient
for the colors aT (t, u¯t(s)).
The question now is how to start the coalescent. Here we consider a finite number n of indi-
viduals, where we place n1, n2, . . . , nj of them on the color t1, t2, . . . , tj (note we have countably
many colors altogether with T the only limit point).
The partition elements with a given mark evolve as explained above till they reach the birth
time of the color when they jump to the cemetery merging with the immortal line due to the fact
that
∫ T
s (u¯r)
−1 dr = +∞.
Finally we need to introduce now the duality function Hn,ϕ,g which is a polynomial on U(0,∞).
Recall now (3.150)-(3.153), to see how to define marked polynomials Hn,ϕ,g. Then we are able to
write down the duality conditioned.
By piecing together the arguments in the above sections we obtain now that we have again
a conditioned duality relation. Namely conditioned on the path of the collection in (4.27) we
conclude that, the process above is in duality with U∗,+.
Corollary 4.4 (Conditioned duality for U∗,+).
We have
E
Û
∗,+
0
[
Hn,ϕ,g
(
Û
∗,+
T (u¯),C
T,(∗,+)
0 (u¯)
)]
= E
C
T,(∗,+)
0
[
Hn,ϕ,g
(
Û
∗,+
0 (u¯),C
T,(∗,+)
T (u¯)
)]
,(4.28)
the expectations are for the processes for given path u¯.
5 Proof of Theorem 1: Existence, uniqueness and path prop-
erties of the U-valued Feller diffusion
We prove separately existence with path properties and the uniqueness with semigroup properties.
5.1 Existence and properties
We begin with preparation in Step 0 where we introduce some notation on polynomials in the
polar setting that will be used throughout this section. To obtain the existence result, in Step 1 we
will use a particle approximation and show tightness of its laws; see Proposition 5.2. One point of
the general existence result is here different compared to the well-known diffusion approximation
of the total mass process, even though also in the latter case the diffusion coefficients are not
bounded for large population size. As one can see from the form of the operator Ω↑ (recall for
instance (3.3) and (3.19)), at the points of zero and infinite mass the action of this operator can
produce infinite values. For this reason we will start analyzing the martingale problem on bounded
test functions which vanish at zero and infinite mass and behave in a particular way approaching
them if the mass approaches these values. Then in Step 2 in several consecutive results finishing
with Proposition 5.6, we will show that the limiting points of the particle approximation solve the
martingale problem of Theorem 1. Finally, in Step 3 we prove continuity of paths of solutions of
the martingale problem.
Step 0 A particle approximation was considered in [Glo¨12] in the polar setting that we have
recalled here in Section 2.2. The results can be used in our setting as well. Recall in Remark 3.8
the extension of the operator Ω↑ to (polar) polynomials from sets D1 and D2.
For polar polynomials we define the following general notation
Π(D¯, D̂) = {Φ ∈ Π : u 7→ Φ(u) = Φ¯(u¯)Φ̂(uˆ), Φ¯ ∈ D¯, Φ̂ ∈ D̂}.(5.1)
Of course, here we implicitly assume that D¯ and D̂ are appropriate sets of functions for Φ¯ and Φ̂
respectively. That means D¯ must be a subset of real-valued functions on R+ and D̂ must be a
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subset of polynomials on U1, i.e. a subset of Π̂ which was defined in (2.10). Recall also that by
definition for all polynomials Φ ∈ Π (in any form) we have Φ(0) = 0.
One of our goals in this section is to prove the existence and uniqueness of solutions of the Ω↑
martingale problem on Π(C1b ). We will prove existence and uniqueness for several sets of polar
polynomials generalizing the setting from step to step. In the following we write
D̂1b = Π̂(C1b ),
D¯2 = {Φ¯ ∈ C2(R+,R) : ∃c > 0,m ∈ N≥2 s.th. Φ¯(u¯) ≤ cu¯m},
D¯2c = {Φ¯ ∈ D¯2 : supp Φ¯ compact},
D¯2c! = {Φ¯ ∈ D¯2c : supp Φ¯ ⊂ (0,∞)}.
(5.2)
In the following lemma we first address some regularity properties of our test functions.
Lemma 5.1. We have Π(D¯2c!, D̂1b ) ⊆ Cb(U,R) w.r.t. Gromov weak topology. Furthermore, for any
Φ ∈ Π(D¯2c!, D̂1b ), Ω↑Φ is a bounded and continuous function on U.
Proof. The only issue is continuity at zero. A proof of the first part can be found in Lemma 2.4.13
in [Glo¨12]. The second part follows similarly.
Step 1 In Section 3 of [Glo¨12] for each N ∈ N a discrete state (continuous time) U-valued
Galton-Watson process (U
(N)
t )t≥0 is constructed which solves a particular martingale problem.
For the explicit choice of the domains and the form of the operators we refer the reader to the
original reference.
The following proposition is also merely a citation of results from [Glo¨12] combined with classical
theory on Markov processes.
Proposition 5.2 (Tightness). Consider u ∈ U\{0}. The family {(U(N)t )t≥0 : N ∈ N} is tight and
any limit point U is a solution to the (δu,Ω
↑,Π(D¯2c!, D̂1b )) martingale problem, provided the initial
conditions U
(N)
0 converge to u in the Gromov weak topology.
Proof. In Proposition 4.1.3 of [Glo¨12] it is shown that the family {(U(N)t )t≥0 : N ∈ N} is tight in
the Gromov weak topology. This allows us to apply Theorem 5.1 of Chapter 4 in [EK86]. The
condition (5.1) in [EK86] can be checked via Proposition 5.5.1 and Remark 5.5.3 in [Glo¨12].
Lemma 5.3. Consider u = (u¯, uˆ) ∈ U \ {0} and let U be a solution to the (δu,Ω↑,Π(D¯2c!, D̂1b ))
martingale problem. Then for any t > 0, and m ∈ N there is a constant c(t,m, u¯) such that
Eu[U¯
m
t ] ≤ c(t,m, u¯) and Eu[sup
s≤t
U¯
m
s ] ≤ c(t,m, u¯).(5.3)
Proof. Since the process (U¯t)t≥0 is an ordinary Feller-diffusion the assertion follows by Ito’s lemma
and Doob’s inequality.
Step 2 Now, in several consecutive steps we will extend the existence result to the needed wider
class of test functions. First we consider the case close to extinction, i.e. when the total mass is
close to zero.
Lemma 5.4. Let u ∈ U and assume that U(N)0 converges to u in the Gromov weak topology.
Then any limiting point of the family {(U(N)t )t≥0 : N ∈ N} is a solution to the (δu,Ω↑,Π(D¯2c , D̂1b ))
martingale problem, provided the initial conditions U
(N)
0 converge to u in the Gromov weak topology.
Proof. Let Φ ∈ Π(D¯2c , D̂1b ) and for ε ∈ (0, 1) define Φ¯ε = Φ¯̺ε ∈ D¯2c!, i.e. with compact support in
(0,∞), where we choose ̺ε ∈ C∞(R+,R) with ̺ε|[0,ε) = 0, ̺ε|[2ε,∞) = 1. Now we use the bound
Φ¯(u¯) ≤ cu¯m to obtain the estimates
|Φ¯(u¯)Φ̂(û)− Φ¯ε(u¯)Φ̂(û)| ≤ Φ̂(û)cεm ≤ c‖ϕ‖εm(5.4)
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and for u ∈ U \ {0}
|Ω↑Φ¯(u¯)Φ̂(û)− Ω↑Φ¯ε(u¯)Φ̂(û)|
≤ |ΩmassΦ¯(u¯)− ΩmassΦ¯ε(u¯)| |Φ̂(û)|+ |Φ¯(u¯)− Φ¯ε(u¯)| · |Ωgenu¯ Φ̂(û)|
≤ |1{u¯≤ε}
b
2
u¯∂2u¯Φ¯(·)| · ‖ϕ‖+ |1{u¯≤ε}Φ¯(u¯)| · |Ωgenu¯ Φ̂(û)|
≤ b
2
ε‖∂2· Φ¯(·)‖ · ‖ϕ‖+ cε1{u¯≤ε}|u¯|m−1(2‖∇ϕ‖+
2
u¯
‖ϕ‖)
≤ ε(b‖∂2· Φ¯(·)‖ · ‖ϕ‖+ 2c‖∇ϕ‖+ 2c‖ϕ‖).
(5.5)
Since both terms on the left hand side of (5.4) and of (5.5) are zero for u¯ = 0, both bounds are
uniform in u ∈ U. For any limiting point (Ut)t≥0 of (U(N)t )t≥0, any ε > 0, any 0 ≤ t1 ≤ · · · ≤ tk ≤
s < t and any bounded measurable hi : U→ R by Proposition 5.2 we have
E
[(
Φ¯ε(U¯t)Φ̂(Ût)− Φ¯ε(U¯s)Φ̂(Ûs)−
∫ t
s
Ω↑Φ¯ε(U¯z)Φ̂(Ûz) dz
) k∏
i=1
hi(Uti)
]
= 0.(5.6)
Using (5.4) and (5.5) and ε → 0 we see that (5.6) also holds for Φ¯ instead of Φ¯ε. That means
(Ut)t≥0 is a solution to the latter martingale problem.
Next, we extend the martingale problem to allow arbitrary positive mass.
Proposition 5.5 (Limit points are polar solutions). For each u ∈ U any limit point U = (Ut)t≥0
of {(U(N)t )t≥0 : N ∈ N} is a solution to the (δu,Ω↑,Π(D¯2, D̂1b )) martingale problem, provided the
initial conditions U
(N)
0 converge to u in the Gromov weak topology.
Proof. Let Φ ∈ Π(D¯2, D̂1b ) and let (Ut)t≥0 be a limit point of solutions of {(U(N)t )t≥0 : N ∈ N}
with U
(N)
0 → u as N →∞ in the Gromov weak topology. For n ∈ N define Φ¯n = Φ¯˜̺n ∈ D¯2c , where
we choose ˜̺n ∈ C∞c (R≥0 ,R) with ˜̺n|[n+1,∞) = 0 and ˜̺n|[0,n] = 1.
By Lemma 5.4 for any k ≥ n + 1, any 0 ≤ t1 ≤ · · · ≤ tk ≤ s < t and bounded measurable
hi : U→ R we have
E
[(
Φ¯n(U¯t)Φ̂(Ût)− Φ¯n(U¯s)Φ̂(Ûs)−
∫ t
s
Ω↑Φ¯n(U¯u)Φ̂(Ûu) du
) k∏
i=1
hi(Uti)
]
= 0.(5.7)
For n ∈ N we define the stopping times
τn := inf{t ≥ 0 : U¯t ≥ n}.(5.8)
By the optional stopping theorem and (5.7) we obtain
E
[(
Φ¯(U¯t∧τn)Φ̂(Ût∧τn)− Φ¯(U¯s∧τn)Φ̂(Ûs∧τn)
−
∫ t
s
Ω↑Φ¯(U¯u∧τn)Φ̂(Ûu∧τn) du
) k∏
i=1
hi(Uti)
]
= 0.
(5.9)
Now we need to show that all expressions in the above display tend to the expected ones as n→∞.
For the first term this follows, since
E
[
Φ¯(U¯t∧τn)Φ̂(Ût∧τn)
k∏
i=1
hi(Uti)
]
= E
[
1{t<τn}
(Φ¯(U¯t)Φ̂(Ût)
k∏
i=1
hi(Uti)
]
+E
[
1{t≥τn}
(Φ¯(n)Φ̂(Ût∧τn)
k∏
i=1
hi(Uti)
]
.
(5.10)
Lemma 5.3 implies 1{t<τn} ր 1. Recall that Φ̂ ∈ D̂
1 entails that there is a c1 <∞ such that
‖Φ̂(·)
k∏
i=1
hi(·)‖ ≤ c1(5.11)
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and since Φ¯(u¯) ≤ cu¯m we can use dominated convergence for the first term in (5.7).
For the second term using (5.11), Markov inequality and Lemma 5.3 we obtain
E
[
1{t≥τn}
(Φ¯(n)Φ̂(Ût∧τn)
k∏
i=1
hi(Uti)
]
≤ c1cE[1{t≥τn}n
m]
≤ c1cnmPu¯[sup
s<t
U¯s ≥ n]
≤ c1cnmn−m−1Eu¯[sup
s≤t
U¯
m+1
s ]
≤ c1cn−1c(m+ 1, t, u¯).
(5.12)
As n → ∞ the term on the right hand side goes to zero. The remaining term in (5.7) can be
treated similarly.
Proposition 5.6 (Existence of solution for Ω↑). For each u ∈ U any limit point U = (Ut)t≥0 of
{(U(N)t )t≥0 : N ∈ N} is a solution to the (δu,Ω↑,Π(C1b )) martingale problem, provided the initial
conditions U
(N)
0 converge to u in the Gromov weak topology.
Proof. Let Φ = Φn,ϕ ∈ Π(C1b ) then, as we have seen in Remark 3.8, for u ∈ U we have Φ(u) =
Φ¯(u¯)Φ̂(û) with Φ¯(u¯) = u¯n and Φ̂ = Φ̂n,ϕ. In particular Φ ∈ Π(D¯2, D̂1b ). For such functions we have
various formulas for the action of the operator Ω↑.
Thus, by Proposition 5.5, any limit point U = (Ut)t≥0 of {(UNt )t≥0 : N ∈ N} is a solution to
the (δu,Ω
↑,Π(D¯2, D̂1b )) martingale problem. In Section D we will see that we have a solution of
the (Ω↑,Π(C1b ))-martingale problem.
Use this to calculate
E
[(
Φ(Ut)− Φ(Us)−
∫ t
s
Ω↑Φ(Uu) du
) k∏
i=1
hi(Uti)
]
(5.13)
= E
[(
Φ¯(U¯t)Φ̂(Ût)− Φ¯(U¯s)Φ̂(Ûs)−
∫ t
s
Ω↑Φ¯(U¯u)Φ̂(Ûu) du
) k∏
i=1
hi(Uti)
]
= 0.(5.14)
Thus, from Section D we know that (Ut)t≥0 is also a solution to the (δu,Ω
↑,Π(C1b ))-martingale
problem.
Step 3 Now we prove that there is a version with almost surely continuous paths.
Lemma 5.7 (Continuous version). There exists a version of the U-valued Feller diffusion U with
paths in C([0,∞),U) almost surely.
Proof. Consider an approximating particle system U(N) as given in Proposition 5.6. For for
(ut)t≥0 ∈ UR+ and (xt)t≥0 ∈ RR+ we define the functionals
JdGP((ut)t≥0) =
∫ ∞
0
e−u
(
1 ∧ sup
s≤u
dGP(us, us−)
)
du,(5.15)
J|·|((xt)t≥0) =
∫ ∞
0
e−u
(
1 ∧ sup
s≤u
|xs − xs−|
)
du.(5.16)
Using polynomials of order 1, it is clear that for the total mass processes we have U¯(N) ⇒ U¯, where
U¯ is the classical Feller-diffusion which has continuous paths. Using Theorem 10.2 of Chapter 3 in
[EK86] we obtain
J|·|(U¯
(N))⇒ 0 as N →∞.(5.17)
Using the inequality
dGP(u, v) ≤ |u¯− v¯|+ dGP(uˆ, v̂).(5.18)
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we have JdGP(U
(N)) ≤ J|·|(U¯(N)) + J|·|(Û (N)). Using the fact that we have the approximation also
for U1-valued Fleming-Viot models we obtain
JdGP(U
(N))⇒ 0 as N →∞.(5.19)
By Theorem 10.2 of Chapter 3 in [EK86] the last inequality implies that U has a continuous
version.
Remark 5.8. In the non-critical case we construct a solution of the martingale problem by con-
ditioning on the complete total mass path u¯ := (u¯t)t≥0 and then running a time-inhomogeneous
Fleming-Viot process at rate bu¯−1t to obtain first (Ût(u¯))t≥0 for every path of the solution of the
total mass path martingale problem. The solution of our martingale problem is then given by
(U¯tÛt(U¯))t≥0 and is obtained by averaging over the law of U¯ := (U¯t)t≥0, the non-critical Feller
diffusion on R+. To obtain the solution via an particle based approximation one would proceed as
in the critical case above. The step remaining to be done is to carry out the compact containment
argument of [Glo¨12] in the non-critical case which is somewhat cumbersome and lengthy. We do
not work this out here. △
Remark 5.9 (Second order operators). In Proposition 4.10 in [DGP12] it is shown that the
resampling operator is a second order operator. We can use this to conclude that (Ût)t≥0 has
continuous paths. Next using the U-valued version (instead of U1-valued) of Proposition 4.5 in
[DGP12] it can be shown that solutions of second order martingale problems have continuous
paths. △
5.2 Uniqueness of Feller martingale problem on U
The Feynman-Kac duality relation for UFel allows to deduce uniqueness of the Ω↑-martingale
problem and the Feller property of the solution, which we do in two lemmata and their proofs.
Lemma 5.10. For any P0 ∈ M1(U) the (P0,Ω↑,Π(C1b ))-martingale problem for the U-valued
Feller diffusion has a unique solution.
Proof. Let U and U′ be two solutions with the same initial distribution P0. Base the duality now on
a function ϕ which depends on m variables and include m in the notation. For Φ = Φm,ϕ ∈ Π(C1b )
with m ∈ N define p = ({1}, {2}, . . . , {m − 1}, {m,m + 1,m + 2, . . . }), r′ ≡ 0 in Theorem 2, to
obtain that
E
P0
[Hm,ϕ(Ut, (p, 0))] = E(p,0)
[
H |pt|,ϕ(u, (pt, r
′
t
))e
∫ t
0 (
|ps|
2 ) ds
]
= E
P0
[
Hm,ϕ(U′t, (p, 0))
]
.(5.20)
On the other hand Hm,ϕ(Ut, (p, 0)) = Φ
m,ϕ(Ut) and since the algebra generated by the class Π(C
1
b )
is separating (Lemma 2.7 and the fact that the moments of the total masses exist for all t ≥ 0 and
satisfy (2.12) as is well known and follows by a moment calculation [Daw93], Chapter 4.7.) we know
that L[Ut] = L[U′t] for any t ≥ 0, which gives uniqueness of the one-dimensional marginals implying
the uniqueness of the martingale problem by a result of Stroock and Varadhan; see Theorem 5.1.2
in [Daw93].
Lemma 5.11 (Feller property). The semigroup associated with the (P0,Ω
↑,Π(C1b ))-martingale
problem is a Feller semigroup in the sense that the mapping
M1(U) →M1(U), π 7→
∫
π(du)P(Ut ∈ · | U0 = u).(5.21)
is continuous.
Proof. We need to show that for π, π1, π2, · · · ∈ M1(U) with πn ⇒ π we have
Pπn
(Ut ∈ · )⇒ Pπ(Ut ∈ · ) weakly on M1(U).(5.22)
It suffices to consider the convergence determining class M˜ given in Lemma 2.7. Recall that all
moments of the mass process are finite for every t and every initial distribution π, πn can be
approximated by truncation in the weak topology by elements from M˜, so that we obtain the
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claim in the general case. The measure Pπ(Ut ∈ · ) is actually in the set M˜ by Lemma 5.3. Using
the duality of Theorem 2 we have
Eπn
[H(Ut, (p0, r
′
0
))] =
∫
U
πn(du)Eu[H(Ut, (p0, r
′
0
))]
=
∫
U
πn(du) E˜(p0,r
′
0
)[H(u, (pt, r
′
t
))e
∫ t
0 (
ps
2 ) ds]
n→∞−−−−→
∫
U
π(du) E˜(p0,r
′
0
)[H(u, (pt, r
′
t
))e
∫ t
0 (
ps
2 ) ds]
=
∫
U
π(du)Eu[H(Ut, (p0, r
′
0
))e
∫ t
0 (
ps
2 ) ds] = Eπ[H(Ut, (p0, r
′
0
))].
(5.23)
Convergence in the next to last step holds since the function u 7→ E˜(p0,r′0)[H(u, (pt, r
′
t
))] is contin-
uous by the dominated convergence theorem.
Remark 5.12. Recall that we also know that Eu[Φ(Ut)] → Φ(u) as t → 0 for any Φ ∈ Π (see
below (5.22)). Since U is not locally compact, the previous result does not suffice to deduce the
strong continuity of the semigroup as in Chapter 16 of [Kal02]. In fact the strong continuity fails
because there exists initial conditions u for which Eu[Φ(Ut)− Φ(u)] is large even for small t. △
Remark 5.13 (Uniqueness, Feller non-critical case). In the non-critical case the uniqueness of the
martingale problem and the Feller property follow along those lines above. △
6 Proofs of Theorems 4, 5: branching property, Cox repre-
sentation, conditioning
Here we prove the structural properties of the U-valued Feller diffusion.
6.1 Proof of Theorem 4: Markov branching property and Cox cluster
representation
We begin with the proof of the lemma on existence of the limiting forest of U-valued Yule trees.
Proof of Lemma 3.25. We have to show tightness and then convergence of Y(t)s as s ↑ t. We mark
(for the elementary Yule process this is easy) the individuals with their time of birth, i.e. consider
states [Ut × [0, t], rt, νt]. Then we decompose the population in two parts the one with colors ≤ s
and the other consisting of individuals with colors > s, that is, we consider
U it = supp ν
i
t , i = 1, 2, where
ν1t = νt|U×[0,s]
ν2t = νt|U×(s,t].
(6.1)
The metrics on U it , i = 1, 2, are given by corresponding restrictions of the metric rt.
For tightness we use the standard tightness criterion for marked metric measure spaces in
[DGP11] extended to finite measures, see B.1 in [GGR19].
The sequence is tight, since first of all the diameter is bounded by t and second the total mass
at time t − h is stochastically bounded in h ∈ [0, t] even though the total rate in u ∈ [0, t − u]
as u ↑ t logarithmically resulting in countably many branches splitting off. However, since the
expected population mass produced by the descendants is t − u upon survival the mass becomes
sufficiently small, namely the total expected mass production rate is 1 over this time interval so
that we get a finite mass in the limit.
The final step is to check the “no dust” condition. We need the (smallest) number of ancestors
making up at least fraction (1 − ε) of the total mass. But in fact the number of ancestors time
ε-back in Y(t)s is finite and stochastically bounded since the rate of splitting in the Yule tree at
time s increases as s ↑ t and the total rate up to t− δ is finite for δ < 0.
Next we have to show convergence. Since the UV -valued Feller diffusion has continuous paths
we only need to see that as s ↑ t the contribution of the population with colors s′ for s′ ∈ (s, t)
converges to the zero tree. This is true since the total mass of that contribution goes to zero.
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In the sequel we will need the following property of the dual dynamics.
Lemma 6.1. Let K = (pt, r
′
t
)t≥0 be a solution to the (δ(p,0), L
↓,K, ·,G↓) martingale problem started
in (p, 0). Then, (r′
t
)ij = 2t for all 1 ≤ i < j with pt(i) 6= pt(j).
Proof. Let 1 ≤ i < j with pt(i) 6= pt(j), which implies ps(i) 6= ps(j), s ≤ t. Consider G(p, r′) =
f(r′
ij
) for f ∈ C1b (R≥0). Then
L↓,growG(p, r′) = 1{p(i) 6=p(j)}f
′(r′
ij
), L↓,coalG(p, r′) = 0(6.2)
and therefore,
f(r′ij(t))− f(0)−
∫ t
0
2f ′(r′ij(s)) ds(6.3)
is a martingale, which implies r′ij(t) = 2t.
Proof of Theorem 4, (a) branching property. Fix u ∈ U. Let Qt(u, ·) = Pu(Ut ∈ ·), t ≥ 0 be the
semigroup related to U. By Proposition 2.10 in [GGR19] we have that truncated polynomials are
separating. Then by Theorem 4.5. in Chapter 3 in [EK86] we know that we need to show that for
any t, h ≥ 0, ui = [Ui, ri, µi] ∈ U(h), i = 1, 2 and integrable Φ = Φm,ϕ ∈ Π(Cb):
Qt(u1 ⊔h u2,Φt+h) = Qt(u1,Φt+h) +Qt(u2,Φt+h).(6.4)
Integrability of Φ follows from the martingale problem.
Using Theorem 2 on the Feynman-Kac duality, for p = {{1}, {2}, . . . , {m−1}, {m,m+1, . . .}},
r′ = 0 and µ12 = µ1 + µ2 we can write
Qt(u1 ⊔h u2,Φm,ϕt+h ) = Eu1⊔hu2 [Φ
m,ϕ
t+h (Ut)](6.5)
= Ep,r′
[
H |pt|,ϕt+h(u1 ⊔h u2, (pt, r′t)) exp(
∫ t
0
(|pt|
2
)
ds)
]
(6.6)
= Ep,r′
[∫
(µ1 + µ2)
⊗|pt|(dxp)ϕt+h(r
pt(xpt) + r
′
t
) exp(
∫ t
0
(|pt|
2
)
ds)
]
.(6.7)
In the case that in xpt individuals from both U1 and U2 are drawn, say x1 and x2 for simplicity,
then r(x1, x2) > 2h by construction of u1 ⊔h u2. On the other hand, pt(1) 6= pt(2) if we draw 1 and
2 from U1, U2 respectively. Thus, r
′
t(π1, π2) = 2t by Lemma 6.1 and we obtain:
ϕt+h((r(xpt))
pt + r′
t
) = 0.(6.8)
This directly allows to deduce (6.4) by calculating backwards from (6.7).
Proof of Theorem 4, (b) Le´vy-Khintchine representation. Next we have to show theMarkov branch-
ing property and to identify the ingredients of the Le´vy-Khintchine representation, which means
for each time t and h ∈ (0, t) we need to identify mh and ̺th, and show thatmh is infinitely divisible
and characterized by its Le´vy measure. The first refers to the process of total masses and then we
only need to know that given the mass, the tree structure fits with ̺th.
(1) We first argue that we have the Markov branching property. Let M th = #h(Ut) be the number
of disjoint balls of radius 2h in the ultrametric space Ut. Recall that for the total mass process
(U¯t)t≥0 we have the representation of the Laplace transform by the log-Laplace functional (see
[Daw93], Section 4), namely for x ≥ 0 and λ > 0:
Ex[e
−λU¯t ] = exp (−xut(λ)) , where ut(λ) solves:
∂ut(λ)
∂t
= − b
2
u2t (λ), u0(λ) = λ.(6.9)
In particular we have ut(λ) = 2λ/(2 + btλ). By combining Theorem 1.44 and Theorem 1.37
from [GGR19] and using Proposition B.2, Proposition B.5, Lemma B.3 and Proposition B.1 for
e(h) = uh(∞) = 2/(bh) we obtain
Eu[exp(−Φh(Ut))] =
∫
Qt−h(u, dw) exp
(
−w¯e(h)
∫
U(h)\{0}
̺th(dv)(1 − e−Φ(v))
)
=
∫
Qt−h(u, dw)E
[
exp
(
−Φh(
N(w¯,h)⊔
i=1
Vi)
)]
,
(6.10)
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where Vi are i.i.d. drawn according to ̺
t
h and independent of the (random) number of summands
N(w¯, h) = Poiss(w¯e(h)). Therefore we have the Markov branching property.
(2) Now we identify mh the law of the random variable w¯. The measure mh involves information
about the number of 2h-balls and hence involves a lot of information about the tree structure. In
particular, (6.10) means that conditionally on Ut−h, the number of balls of radius 2h in Ut is a
Poisson variable with parameter uh(∞)U¯t−h, denoted by M th.
Let 0 < h′ < h. Then for Vi drawn according to ̺
t
h, Zi = #h′(Vi), i ∈ N is an i.i.d. collection
of positive integers and
M th′ =
M
t
h∑
i=1
Zi.(6.11)
This can be translated into an equation for the generating functions with q ∈ (0, 1):∫
Qt−h′(u, dw)E[q
Pois(w¯u
h
′ (∞))] =
∫
Qt−h(u, dw)E[q
∑Pois(w¯uh(∞))
i=1 Zi)].(6.12)
Using (6.9) we obtain for the left hand side:∫
Qt−h′(u, dw)E[q
Poiss(w¯u
h
′ (∞))] =
∫
Qt−h′(u, dw) exp(−w¯uh′(∞)(1 − q))
= exp
(−u¯uh′((1− q)uh′(∞))) .(6.13)
Similarly we evaluate the right hand side with gh,h′ : [0, 1]→ R the generating function of Z1:∫
Qt−h(u, dw)E[q
∑Pois(w¯uh(∞))
i=1 Zi ] = exp(−u¯uh((1− h(q))uh(∞))).(6.14)
Inserting this into (6.12) we get
ut−h((1− g(q))uh(∞)) = ut−h′((1− q)uh′(∞)),(6.15)
which due to the dynamical system structure of the uh is independent of t and can be written as
gh,h′(q) = 1−
1
uh(∞)
uh−h′((1− q)uh′(∞)).(6.16)
We get the total mass of each of the leaves in the trunk as follows. Clearly, the corresponding
random variables are i.i.d. and one of them, say Y , equals the total mass of an ultrametric space
chosen according to ̺th. This can be calculated in general with the help of Proposition B.2. Note
that ̺th is the normalized version of ˆ̺
t
h from that proposition, i.e. ̺
t
h = e(h)
−1 ˆ̺th. For γ > 0 we
have
E[e−γY ] = lim
n→∞
(e(h))−1
∫
u¯>0
nQh(
1
n
e, du) e−γu¯(6.17)
= lim
n→∞
(e(h))−1
∫
x>0
nQ¯h(n
−1, dx) e−γx (by Proposition B.5)(6.18)
= (uh(∞))−1 lim
n→∞
[
e−
1
n
uh(γ) − e− 1nuh(∞)
]
(by Lemma B.3)(6.19)
= 1− uh(γ)
uh(∞)
.(6.20)
We now specialize to our case. In the case of the U-valued Feller diffusion we have
uh(γ) = 2γ/(2 + bhγ), uh(∞) = 2/(bh).(6.21)
Inserting this in (6.16) gives:
gh,h′(q) = 1− h
(1− q)/h′
1 + (1− q)(h− h′)/h′ =
∞∑
k=1
qk
h′
h
(h− h′
h
)k−1
,(6.22)
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which is a geometric distribution with parameter (h− h′)/h. That is
Z1 is geometrically distributed with parameter (h− h′)/h.(6.23)
By Proposition B.1 we know that (M th′)h′∈[t−h,t) is a Markov process, moreover a branching process.
We have also shown that the marginal distributions are geometric conditionally on M th = 1.
Now we show that a Yule process on N0 denoted (X
(h)
s )s∈[0,h) with X
(h)
0 = 1 and jump rate
2(h− s)−1 at time s ∈ [0, h) has the same marginal distribution.
Let f(s, q) = E1[q
X
(h)
s ] and observe that f(s, q) must be a solution of the following Kolmogorov
backward equation for s ∈ (0, h) and q ∈ [0, 1):
∂sf(s, q) =
2
h− sq(q − 1)∂qf(s, q), f(0, q) = q, f(s, 1) = 1.(6.24)
The only solution of this equation is f(s, q) = gs(q). Therefore we have shown that the Yule
process X(h) and (M th′)h′∈[t−h,t) have the same law conditionally on M
t
h = 1.
It remains to identify the law of the total mass of each of the leaves in the trunk. Using (6.20)
the Laplace transform of the mass equals
1− uh(γ)
uh(∞)
=
2
2 + γbh
.(6.25)
This correspond to an exponential distribution with parameter bh. It suffices to reconstruct the
h-trunk uniquely which also gives the whole state as limit h ↑ t by Proposition 2.25 in [GGR19].
In the non-critical case the differential equation analogous to (6.9) is given by
∂ut(γ)
∂t
= −aut(γ) +
b
2
u2t (γ), ut(0) = γ, with b > 0 and a 6= 0.(6.26)
The solution and its limit for γ →∞ is given by
ut(γ) =
2aγ
2ae−at + bγ(1− e−at) , ut(∞) =
2a
b(1− e−at) .(6.27)
In the limit a → 0 these expressions coincide with the corresponding expressions in the critical
case. We can use (6.16) to determine the law of a family descending from one individual between
time t− h < t− h′:
gh,h′(q) = 1− a−1b(1− e−ah)
a(1− q)uh′(∞)
ea(h−h
′
)(a− b(1− q)uh′(∞)) + b(1− q)uh′(∞)
(6.28)
= 1− a−1b(1− e−ah) a(1− q)a(b(1 − e
−at))−1
ea(h−h
′
)(a− (1 − q)a(1− e−ah
′
)−1) + (1− q)a(1 − e−ah
′
)−1
(6.29)
=
e−ah − e−a(h−h
′
)
e−ah − 1
∑
k≥0
qk+1
(e−a(h−h′) − 1
e−ah − 1
)k
.(6.30)
This is a geometric distribution for any a ∈ R\{0} and can be extended to a = 0 by a limit, which
gives the result in the critical case. Using a PDE approach as in the critical case we get for fixed
h ∈ (0, t] and s = h− h′ ∈ [0, h):
gh,h−s(q) =
e−ah − e−as
e−ah − 1
∑
k≥0
qk+1
( e−as − 1
e−ah − 1
)k
.(6.31)
We compare this with a Feller process (Xs)s∈[0,h) started in X0 = 1 and with generator
Asf(n) = α(s)n(f(n+ 1)− f(n)), s ∈ [0, h).(6.32)
We compute the backward PDE for f(s, q) = E1[q
Xs ] for q ∈ [0, 1] and s ∈ [0, h) and obtain:
∂sf(s, q) = α(s)q(q − 1)∂qf(s, q).(6.33)
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Setting f(s, q) = gh,h−s(q) allows to obtain the rate
α(s) =
ae−as
e−as − e−ah
, s ∈ [0, h).(6.34)
We want to show that we have captured the metric structure. In order to achieve this we can
consider the number of 2h′-balls in Uh under the law P0, i.e. the excursion law and compare this
with the corresponding number in Yh, call these M
Y,h
h
′ resp. M
U,h
h
′ . We have seen in point 2 that
these are equal in law for fixed h′. What we need is the path in h′ and its law to be equal. This
follows from the fact (shown above) that both sides are Markov processes.
Putting things together, we have identified the process of ball numbers, namely:
the normalized law (uh(∞))−1 ˆ̺th = ̺th has realizations with the same metric structure
as a Yule tree with splitting rate α(s), s ∈ [0, h).(6.35)
We have to determine now the leaf law. To calculate the i.i.d. masses at the leaves of the trunk
we use (6.20) and obtain, if we call Y one such mass:
E[e−γY ] = 1− uh(γ)
uh(∞)
= 1− γb(1− e
−ah)
2ae−at + bγ(1− e−at) =
(
1 + γ
b
2a
(eah − 1)
)−1
.(6.36)
Thus, the distribution of Y is the exponential distribution with parameter b2a (e
ah − 1) ∈ (0,∞).
By (6.25) the critical case the distribution is Exp(bh/2), i.e. the entrance law at time h conditioned
to survive up to time h. This identifies now mh as claimed. We have however already obtained
more information in particular on the ultrametric structure.
(3) Next we turn to ̺th. Now, according to (6.35), we have to identify only the law of an (h− h′)-
subfamily by including the mass distribution into the picture, which we obtain from the corre-
sponding Yule tree as Y(h) (as limit) by using Lemma 3.25 and Proposition 3.32.
We identify ̺th as the law of Y
(h) from (3.47). Recall the definition of trunks in (2.21). We will
have to look only at the h′-trunk of Ut (which determine the state as we saw above) and at Y
t
t−h
′ ,
i.e. consider the evaluation with polynomials and prove:
E[Φn,ϕ(⌈Ut⌉(h′))] = E[Φn,ϕ(⌈Ytt−h′⌉)] for all h′ ∈ (0, h].(6.37)
We know this identity from combining (6.35) and (6.17)–(6.21). We can decompose Ytt−h′ in
2(h′− h) subfamilies so that a single such family given for h′ ↑ t a realization of ̺th′ , which then is
actually equal in law to the object Yhh giving the claim.
Proof of Proposition 3.32. Here we claim that the Yule tree at time t−ε approximates for ε ↓ 0 the
time-t marginal of the entrance law. This was already proved in part (b) of the proof above.
6.2 Proof of Theorem 5
Proof of Theorem 5 (a): Conditioned process. We have observed in Corollary 3.10 that the total
mass of the U-valued Feller diffusion is an autonomous Markov process. Hence, we can condition
the original process on the event of survival up to time T , which is measurable w.r.t. the total
mass process. We obtain (using polar decomposition) the pure genealogy part driven by the total
mass path conditioned to survive till time T .
We will show that we can use the conditioned total mass process to solve the conditional martin-
gale problem which is the one specified in part (b) of Theorem 5. This is similar to Corollary 3.13,
but now the specified R+-valued diffusion replaces the unconditioned total mass process, i.e. here
we keep the coefficient b in the operator and introduce a super-criticality term aT (s, u¯s) which acts
only on the total mass process.
We can use an abstract structure to characterize the law of UT = (UTt )t∈[0,T ]. To this end, using
polar decomposition of the (unconditioned) U-valued Feller diffusion U = (Ut)t≥0 we factorize mass
and genealogy and write Ut = U¯tÛt identifying it with an element from R+×U1. After extinction
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the process is identified with 0 = (0, e). Then denoting by P¯ the law of the R+-valued Feller
diffusion U¯ = (U¯t)t≥0 for some fixed initial state and by P̂ the law of Û = (Ût)t≥0 we have
P̂ =
∫
P¯ (du¯)P̂ u¯.(6.38)
Here, for a realization u¯ = (u¯t)t≥0 of U¯, P̂
u¯ is a regular version of P̂
( · |U¯ = (u¯t)t≥0).
We denote by P¯ condT the law P¯ on C([0,∞),R+) conditioned on U¯T > 0, and by P̂ u¯T the solution
of the (corresponding w.r.t. u¯) conditioned U1-valued martingale problem. For P¯
cond
T almost surely
each u¯ the solution P̂ u¯T is the law of a time-inhomogeneous U1-valued Fleming-Viot process which
is known to exist and is uniquely determined by the specified martingale problem.
Now, denoting by P condT the law P conditioned on U¯T > 0, we have for given T > 0:
P condT = P¯
cond
T ⊗ P̂ u¯,condT for P¯ a.s. all u = (u¯t)t≥0,(6.39)
where
P̂ u¯,condT = P̂
u¯ restricted to u¯ with u¯t > 0 for t ∈ [0, T ].(6.40)
This can be explicitly verified because u = (u¯t)t≥0 is a realization of an autonomous process.
Therefore P condT is the law of a time-inhomogeneous Markov process. Its restriction to paths on
[0, T ] is the law of the conditioned process UT = (UTt )t∈[0,T ].
Remark 6.2. In [LN68] it is shown that the conditioned Galton-Watson process on N is Marko-
vian, its conditional transition probabilities are calculated and the limiting process is identified.
Thus, an alternative strategy of the proof of Theorem 5 (a) is via approximation by U-valued
Galton-Watson processes, i.e. by adapting the convergence result by Lamperti-Ney to the U-valued
setting. One would need to show that rescalings of U-valued Galton-Watson processes converge
towards the U-valued Feller diffusion which is a time-inhomogeneous state-dependent branching
process. △
Proof of Theorem 5 (b): Martingale problem. We need to prove that the U-valued Feller diffusion
whose total-mass process is an R+-valued diffusion with drift and diffusion coefficients given via
(3.67), exists and is uniquely determined by the martingale problem. In particular, we have to
allow time-inhomogeneous and state-dependent super-criticality coefficients. The existence and
uniqueness of the corresponding total mass process are well-known. This is as a diffusion process,
which was studied in [LN68]. Part (b) of Theorem 5 is a consequence of the Lemma 6.3 below.
Lemma 6.3. For all u ∈ U and all s, t ∈ R+, s < t the (Ω↑,(a,b),Π1, δu)-martingale problem with
coefficients a and b as in (3.67) has a unique solution in the space C([s, t],U).
Proof. To prove this lemma we have to extend Theorem 1 to time-inhomogeneous coefficients.
The existence is not a big problem since we can do approximations by piecewise constant super-
criticality rates. Uniqueness is more subtle because state-dependence of super-criticality rate breaks
the FK-duality and the conditioned duality and we have to proceed differently. More precisely, since
we can construct the total mass process as a diffusion process uniquely from the given parameters,
the U-valued solution will be constructed uniquely as a process driven by the total mass process.
First, we have to argue that the time-inhomogeneous total mass process is a solution to a
martingale problem on R+, which is well-posed. The fact that this is a solution can be seen
adapting corresponding arguments in the time-homogeneous setting; cf. (3.14) with ϕ = const and
Corollary 3.9. Well-posedness follows from standard R+-valued diffusion theory.
Next, we prove that the pure genealogy part of the process which solves our martingale problem
conditioned on the complete total mass process must solve a martingale problem on U1 which is
well-posed. The well-posedness of the conditioned martingale problem on U1 follows via duality
which we have established in Section 4.2.1, so that only the first point remains to be shown.
For that we have to generalize Theorem 6.4.2. in [Glo¨12] to account for the drift term appearing
in our dynamics. This is easily done using the general Theorem 8.1.4 in [Glo¨12] on skew martingale
problems, where the issue is resolved within an abstract setup. The setup from [Glo¨12] applies
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here. We first choose the state spaces of the two processes, i.e. the one we condition on and the
conditioned process as
E1 = [0,∞) and E2 = U1.(6.41)
Then the operator A in [Glo¨12] is the one of the martingale problem of our R+-valued diffusion, C
is the operator of the time-inhomogeneous Fleming-Viot process and the multiplication operator
B is given by multiplication with u¯−1.
An additional problem here is the case where we start with initial mass u¯ = 0. In this case we
have to construct the solution as an entrance law. The diffusion coefficients from (3.67) can be
extended to mass 0. The corresponding process on R+ has a unique solution, since the drift term is
Lipschitz. We have to argue that this holds also for the U-valued processes. Here we have to study
only the process conditioned on the autonomous process of total masses to show its convergence.
We observe that the operator of the conditional martingale problem is not affected and the
effect of the conditioning and the changing initial mass sits entirely in the path u¯. Using duality
we see that because of the divergence of
∫
(0,ε] u¯
−1
s ds the corresponding dual is a coalescent with
a divergent accumulated coalescence rate. This dual in backward time is a coalescent hitting the
trivial partition before any positive time and therefore due to diverging rates it converges to the
zero tree 0 as time goes to 0. To establish the divergence we note that this is known for branching
and branching with drift; see e.g. Proposition 0.2 in [DG03].
Proof of Theorem 5 (c): Relation to entrance law. Finally we have to relate the excursion law of
the Feller diffusion on U to UT . First we look at UT(ε,e) and its behaviour as ε ↓ 0. We claim the
processes UT satisfy that UT(0,e) is the limit of the processes U
T
(ε,e) as ε ↓ 0. This hold due to the fact
that a¯T (·, ·) and the volatility, b¯T (s, x) = bx, s ∈ [0, T ], x ∈ [0,∞) are continuous functions on the
state space so that U¯T has the Feller property. Furthermore the path of U¯T is strictly positive on
(0, T ] for all t ∈ [0, T ] with starting points (ε, e). This means that we can use the representation of
Û
T conditioned on U¯T as time-inhomogeneous Fleming-Viot process, that the process ÛT is Feller
for every fixed mass path starting with non-zero mass a.s. Since the total mass path starting in 0
mass is not integrable and ÛT converges to the element e, we have that in fact the process ÛT has
the derived continuity property. Using the polar representation we see that indeed UT is Feller on
U.
We note next that for ε > 0, L[(UTt )t∈[0,T ]|UT0 = (ε · e)], up to a factor which converges to 1 as
ε ↓ 0, coincides with the law Pε·e restricted to paths on [0, T ] with U¯T > 0 and normalized by ε.
This is true by the definition of UT and the asymptotics of P (U¯T > 0). Second we know the ε ↓ 0
convergence result for U¯T . The strategy is to use for the claim the conditioned duality to obtain
the convergence of the process ÛT conditioned on U¯T . Recall that U¯Tt > 0 for t ∈ (0, T ].
With above two groups of properties we now have to prove that indeed P prob0;0,T = L[UT,entr].
This is follows from the choice of the topology as follows.
For ε, δ > 0 consider the measure
δ
P¯ ε := P¯ε(· ∩ {sup
t≥0
U¯t ≥ δ}). Then the result on the excursion
law for R-valued Feller tells us that the following limits exist
(6.42) w♯-lim
δ↓0
(
w♯-lim
ε↓0
[
ε−1 · (δP¯ ε;0,T )
])
= P¯0;0,T .
Furthermore we have as a consequence of the definition of UT that:
(6.43)
δ
P¯ 0;0,T (· ∩ {U¯T > 0}) = δL
[
(U¯T,entrt )t∈[0,T ]
]
.
Denote by Uexc the realization of P0,0;T . As a consequence of (6.43) and the form of the
martingale problems for UT and Uexc evaluated on functions of Û, Ûexc it follows that the conditional
martingale problem for ÛT , Ûexc (given U¯T resp. U¯ecx) are the same, see (3.123)-(3.128). Thus,
we have also that the processes δL[(ÛTt )t∈[0,T ]] and δL[(Ûexc)t∈[0,T ]] agree with
δ
P̂ 0;0,T (u¯), u¯ - a.s.
on {U¯T > 0}. This means UT and Uexc are equal in δL for every δ > 0. Since the entrance law
δL[(UT,entrt )t∈[0,T ]] converges to L[(UTt )t∈[0,T ]] as δ ↓ 0 we are done.
b
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Proof of Theorem 5 (d): Relation to Fleming-Viot. From the generator (3.19) and the conditional
duality in Section 4.2 the claim follows adapting the duality relation for theU1-valued Fleming-Viot
diffusion; see [GPW13].
7 Proofs of Theorems 6, 7, 8, 9, 10, 11:
Conditioned processes and Kolmogorov-Yaglom limits
Here we collect the proofs of statements concerning the U-valued processes which are conditioned
to survive for long time namely to survive forever, the h-transformed version, or the Evans process
in various representations. Furthermore we consider their descriptions via UV - and U-valued
martingale problems which are of different flavors than the Feller diffusion U itself.
7.1 Proof of Theorem 6
Proof of Theorem 6 (a). It is well known that the R-valued Feller diffusion conditioned to survive
till time T converges as T →∞ to the Feller diffusion with immigration at rate b in Cb([0,∞),R);
see [Lam07]. Thus, the same holds for our total mass process U¯T . Based on this we can show that
the solution to the conditional martingale problem converges to the one we obtained in Lemma 3.39.
Below we first show tightness of the laws of the process UT on [0, t] for T → ∞ and then
the convergence. To this end, we separate masses and genealogies and show convergence of the
branching rates on every time interval [0, t].
For the tightness of the laws of the process we first prove the compact containment property.
Consider a fixed time t < T with diverging time horizon T . By well known results on the R+-
valued Feller diffusion on bounded time intervals the total mass is stochastically bounded and hence
compactly contained. Note that distances on [0, t] are bounded independently of T by 2t+ r0(·, ·).
For further information on the genealogy, namely that it remains dust-free for fixed time t as we
take the limit T →∞ we use the conditional duality in the case of UT see Section 4.2.1.
To see that the number of ancestors time ε back is bounded stochastically for all T we observe
the following facts. The coalescence rate of the conditioned dual is bounded in T for a fixed path
of total mass, because as T →∞, b/u¯s are bounded in T for fixed total mass path both from above
and below as long as s ∈ [δ, t] for some 0 < δ < t < ∞. Hence we have the compact containment
for fixed time t for such times s. As we let δ → 0 we have divergent coalescence rates and the state
of the genealogy converges to the unit tree e. Hence we have compact containment for fixed s on
the time interval [0, t] for every t <∞.
Next we have to give the compact containment property for the complete U1-valued path
(ÛTt )t∈[0,s] in [0, s] for all T > 0 and some arbitrary s > 0. For this purpose we use the path
properties of the U-valued Feller diffusion which allows to bound the number of ancestors at some
depth ε > 0 over a bounded time interval where the total mass path is bounded from above and
hence the resampling rate driving the process ÛT conditioned on U¯T is bounded from below. Hence
we need to see that in a U1-valued Fleming-Viot process the number of ε-ancestors is stochastically
bounded from above independently of the resampling rate d ≥ d∗ with d∗ > 0, i.e. the states are
in Ucomp. This is well-known; see [GPW13].
In order to show convergence we first note that it is well known that as T →∞ the total mass
process converges to the Feller diffusion with immigration at rate b; see Section 4 in [Lam07].
To show the convergence of the genealogy ÛT in path space note that the coefficients in the
operator depend on T via the total mass process only. Therefore we can work with the conver-
gence of the total mass process in path space and the convergence of the solution to the claimed
conditioned martingale problem for a fixed path; recall (6.39) and (6.40). In order to combine both
facts we need uniform continuity of the conditioned law in the total mass path.
The continuity of the conditional process for a given total mass path is evident. In order to
obtain continuity uniformly in the total mass paths we note that the operator of the martingale
problem has a coefficient continuous in u¯, if the path is above some ε > 0. Hence, we have to take
care of small values of the total mass process. We note that the process U¯ does not hit 0 and is
therefore bounded away from zero in any bounded time interval in (0,∞). Since on the other hand
the U1-part of the state converges to e as t ↓ 0, we have the uniform continuity.
We continue by first proving (c) and then (b).
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Proof of Theorem 6 (c). We prove first tightness of the l.h.s. of (3.78) and then show convergence
of the “moments” to finally conclude convergence in law.
Tightness: We need to check the following three points (i)-(iii) according to the standard tightness
criteria on U1 resp. U (from [GPW09, Glo¨12]), see B.1 in [GGR19] for details.
(i) Tightness of masses follows by KY-limit theorem for the total mass process, which is a Feller
diffusion and states convergence of the law of the scaled mass to an exponential distribution.
(ii) Tightness of distances follows from the construction since (after the scaling) distances are
bounded by 1 + t−1r0.
(iii) Tightness of modulus of mass distribution requires more work. Here we have to control the
number of ancestors which contribute to at least fraction 1− ε of the total population size.
To this end, we can make use of the stochastic representation of the state at any fixed time s via
the concatenation of independent sub-families from the Le´vy-Khintchine representation of (3.49)
and (3.50) in combination with the KY-limit law for the respective conditioned total mass process.
More precisely, we take the depth th for any fixed 0 < h < 1 and consider the family decomposition
in 2ht-balls and the corresponding masses. We need to show that the fraction (1− ε) of the total
mass is contained in a finite number of the largest balls uniformly as t→∞. To see this we argue
as follows. According to the Le´vy-Khintchine representation we have a Poisson distributed number
of such 2ht-balls and by (3.49) the parameter of the distribution is given as
2(bt(1− h))−1Yt−ht.(7.1)
As t→∞ this converges according to the KY-limit law. The limiting distribution is an exponential
distribution with parameter 1. This completes the proof of (iii).
Convergence: The first step to conclude the argument is to identify the “moments”, i.e. functionals
of sampled finite subtrees, of the limit in a tangible way. The strategy is to obtain for all h > 0 the
information on the family decomposition at depth h after the rescaling. The corresponding scaled
masses can be identified as well as their distances.
We note that from (7.1) we can identify the Cox measure in the CPP-representation in the
limit as Exp(1). Next we have to consider the corresponding laws on scaled random genealogies
in U, more precisely U˘t on U(h)
⊔. Recall the notation Φm,ϕh and ϕh from (2.25). Note that, as
t→∞ (and denoting by ∼ asymptotic equivalence for t→∞) we have
E
[
Φm,ϕh (U˘t)|U¯t > 0
]
=
1
P(U¯t > 0)
E
[
Φm,ϕh (U˘t)1{U¯t>0}
] ∼ bt
2
E
[
Φm,ϕh (U˘t)
]
.(7.2)
We next want to use duality (3.30) to rewrite the r.h.s. of (7.2). For the version of ϕ acting on
distances rescaled by the factor t−1 we write ϕ(t), i.e. we set ϕ(t)(r) = ϕ
(
t−1 r
)
. Furthermore we
use notation ϕh from (2.25). Note that when ϕ and therefore ϕ
(t)
h depends on m coordinates it is
enough to consider the dual coalescent starting with m partition elements enriched with a metric
on m points. We write [m] to denote the partition of {1, . . . ,m} into singletons. Recall in (3.29)
and (3.30) the duality function Hϕ induced by a function ϕ. With the notation from there we can
write the r.h.s. of (7.2) as
bt
2
E([m],r
′
)
[∫
t−1µ
⊗|pt|
0 (dxpt)ϕ
(t)
h
(
rpt(xpt) + r
′) exp(b ∫ t
0
(|ps|
2
)
ds
)]
=: bt Vm(t, u0, ϕh).
(7.3)
Now we have on the r.h.s. the enriched coalescent evaluated with a scaled ϕ, but a reweighting of
the path by the exponential functional takes place here.
The r.h.s. can now be calculated since in the first factor we have the coalescent (effectively
scaled in its distance matrix via the evaluation) and as to the second term note that
(
|ps|
2
)
is the
rate of the exponential waiting time in backwards time, namely at time s for the coalescent for a
jump downwards by 1. We can therefore write down the density for the successive waiting times
for the coalescence events and the corresponding contribution of the exponential term at times
before this jump and since the last jump namely eb(
|ps|
2 ). The contribution is then asymptotically
for t→∞ given by the (n− 1) fold integral from sn−1 to t,sn−2 to sn−1, . . . , s2 to s1 if there are
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(n− 1) jumps, which is the leading term. We observe that the distances are twice the coalescence
time for two individuals in the coalescents cut at 2t and then rescaled by t−1. These explicit
expression converges as t → ∞ namely to the coalescence time in the ϕ and the time integral to
the joint occupation time of all pairs. However we scale ϕ by rescaling distances by t−1. Hence
asymptotic contributions arise on the event where we have the coalescences at some time of order t.
Therefore (recall on the event of extinction the r.h.s. is 0), and defining Cm by choosing L(1) = 1:
Vm(t, u0, ϕ) ∼ Cm(bt)−1L(ϕ) as t→∞.(7.4)
In order to be able to obtain L(ϕ) we have to consider ϕ of a specific form, in fact we may choose
ϕ(t) such that ϕ(t)(r) = ϕ
(
(r/t)
)
and we may use ϕ ∈ Cb([0, 1]n) here. The contributions to Cm
arise as we saw, where all pairs do only coalesce at times ai · t for some ai > 0 for i = 1, . . . ,
(
m
2
)
where the ai have to be chosen such that they arise from successive coalescences. Hence we have to
integrate over all possibilities, more precisely over the possibilities for ai inserting the probability
density for these events which are based on i.i.d. exponential clocks. However a clock ringing makes
other clocks redundant, namely coalescing with another one turns the own clocks into inactive.
We get therefore for ϕ invariant under permutation (note however we can w.l.o.g. assume this) of
the sampled individuals
Cm =
(
1
2
)m−1
bm−1 m!(7.5)
and
L(ϕ) =
∫
[0,1]
· · ·
∫
[0,1]
ϕ(a) da1 . . . dam, with a = (ai,j)1≤i<j≤m,
and ai,j = aj−i for given a1, a2, . . . , am−1.
(7.6)
The final point is to show that size-biased law of the limit of the scaledU-valued Feller diffusion
conditioned to survive at time t, equals the quasi-equilibrium of U†, which we know equals UPalm,
which means that we have to identify the limit as the claimed object, by showing the proper
relation of the moments of the two objects, the limit of the scaled and conditioned to survive at
time t original process size-biased and the one conditioned to survive forever then taken in its
long time limit. Then in particular all finite subspaces generated by a sample of point from the
population have different laws the first had to be size-biased to be equal to the other. This relation
we establish at the end.
Proof of Theorem 6 (b). Note that U† appears as solution of the martingale problem in Lemma 3.39
which implies the compact containment condition on [0, S] for every S. Together with the conver-
gence of the coefficients of the operator to the ones of the claimed operator, from which we have
to conclude that the weak limit points are solutions of the martingale problem. This follows since
the compensators of the martingale problem converge, see (a), from the general theory; see e.g.
Lemma 5.1 in Chapter 4 in [EK86]. Here we have to observe that the super-criticality enters only
in the evolution of the total mass term in the generator so that the term u¯−1 in the generator is
compensated by the total mass terms and the only point here is that the generator maps polyno-
mials not in bounded functions as required in the lemma. However we can use the extended form
of the generator and consider the operator on D1; see Remark 3.8 and Corollary 3.9.
Namely on the set D1 in (3.12) the operator maps into bounded functions. Then we see that
the converging coefficients let the operators acting on D1 converge to the limit operator acting on
D1. Now Lemma 5.1 in Chapter 4 in [EK86] is applicable since these functions are still separating
and hence we get the weak convergence of the laws to a solution of the martingale problem on D1.
Next observe that it solves also the Π-martingale problem as we see by approximation of Φ ∈ Π
by elements of D1; see Section D. Therefore the limit is our process U† is identical to the one on
D1 ∪Π and hence is our process U†.
It remains to show the claim on the long time behavior of the limit dynamic. We have to show
first the tightness of its t-marginals as t→∞ and then the convergence. We shall see now how to
relate these two parts such that we can make use of the calculations already done.
For the study of the behaviour of polynomials we rewrite the expectation by absorbing the
size-bias term into the polynomial by extending the ϕ constant to a function of (n+ 1)-variables.
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Then the converging argument works just the final expression changes as claimed. This implies the
convergence of all polynomials to a limit which is the size-biased law of the limit we derived above.
Therefore we have convergence to the claimed limit and we have the claimed relation between the
two different limits.
Proof of Lemma 3.39. Since existence was obtained above it remains to show uniqueness. Again,
we can work with the conditioned martingale problem to get uniqueness from the uniqueness of the
Fleming-Viot and the R+-valued diffusion. The details are similar to those from Section 6.2.
7.2 Proofs of Propositions 3.41, 3.43
Proof of Proposition 3.41. Let Sht be the semigroup of the h-transform. Computing the h-transform
we get the expression
Sht (Φn,ϕ(u)) =
1
h(u)
St
(
Φn,ϕh
)
(u).(7.7)
Then to get the generator we need to compute
d
dt
Sht Φn,ϕ(u) =
1
h(u)
Ω↑St
(
Φn,ϕh
)
(v)|v=u =
1
h(u)
StΩ↑
(
Φn,ϕh
)
(v)|v=u(7.8)
at t = 0. The computations are analogous to those in (3.14)–(3.17) but note that here we have to
work with the object Φn,ϕ(v)h(v) which we write as Φ¯(v¯)Φ̂n,ϕ(vˆ) with Φ¯(v¯) = v¯n+1. In particular
we have here Φn,ϕ(v) = v¯nΦ̂n,ϕ(vˆ). We obtain
Ω↑
(
Φn,ϕh
)
(v) = Φ̂n,ϕ(vˆ)ΩmassΦ¯(v¯) + Φ¯(v¯)
( b
v¯
Ω↑,resΦ̂n,ϕ(v̂) + Ω↑,growΦ̂n,ϕ(v̂)
)
= Φ̂n,ϕ(vˆ)
bv
2
(n+ 1)nv¯n−1 + Φ¯(v¯)
( b
v¯
Ω↑,resΦ̂n,ϕ(v̂) + Ω↑,growΦ̂n,ϕ(v̂)
)
=
(n+ 1)n
2
bΦn,ϕ(v) + bv¯nΩ↑,resΦ̂n,ϕ(vˆ) + v¯Ω↑,growΦn,ϕ(v).
(7.9)
Now, by (3.18) we have
bv¯nΩ↑,resΦ̂n,ϕ(vˆ) = v¯Ω↑,branΦn,ϕ(v)− bn(n− 1)
2
Φn,ϕ(v).(7.10)
Plugging this in the last line of (7.9) and simplifying, we obtain
Ω↑
(
Φn,ϕh
)
(v) = nbΦn,ϕ(v) + v¯Ω↑,branΦn,ϕ(v) + v¯Ω↑,growΦn,ϕ(v).(7.11)
Finally, plugging this in (7.8), evaluating it with v = u and t = 0 we arrive at (3.83).
Proof of Proposition 3.43. This is standard since C([0,∞),U) is a Polish space, since U is a Polish
space, [EK86].
7.3 Proof of Theorem 7
Proof of Theorem 7. Here we have to generalize the classical Kallenberg decomposition of the Palm
law of the R+-valued Feller diffusion to the U-valued case. The key is the Le´vy-Khintchine formula
again, but the U-valued one. For detail we refer to [GGR19] and to Section 3.1.3 here, where the
formula is recalled. The first observation is that the Cox measure is identical for both cases due
to the result on the total mass process, therefore we have to focus on showing that the law ̺th
on U(h)⊔ fits. We show that we get the concatenation of the terms of the Feller diffusion, i.e. a
Poisson number of entrance laws from 0 surviving up to the current time, and of the term given
by the entrance law from state 0 of the entrance law of the Palm process for the U-valued Feller
diffusion.
The Le´vy-Khintchine representation gives the h-top of the state of the U-valued Feller diffusion
as concatenation of i.i.d. trees where the number of summands is Cox-distributed with Cox-measure
L[U¯t−h]. Then it is a general fact, see [AGK15], that the size-biased distribution has the size-biased
Cox measure and size-biased Poisson numbers (= 1 + Poiss(λ)) of elements in the concatenation
and the additional special summand has the size-biased distribution . Therefore we need the h-
transformed U-valued Feller process started at the zero-tree as the independent additional part as
claimed.
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7.4 Proofs of Theorems 8, 9: U
V
and U-valued Feller with immigration
To start with we have to derive the generator from the description of the dynamic of the U-valued
version of Evans’ tree described in Section 3.2.2, a result we had stated there in Corollary 3.48 and
for which Lemma 3.47 was the basis.
Proof of Lemma 3.47. We will calculate based on our description of the mechanism for every pro-
cess following our description (below we shall show the existence of such a process) the second
term in (3.106), by considering the effect on the polynomial, given an excursion of the total mass
from the immortal line starts at some time point s in [t, t + ∆] that is in U¯∗,+ a new color s
starts evolving as a color-s diffusion, which exists thanks to results by Evans (Theorems 2.7-2.9 in
[Eva93]), and survives until time t.
We focus on the part Φ̂n,ϕ,g of the polynomial, which is the new part here, and we determine the
intensity in time at which this excursion occurs. Note the intensities and laws of such excursions
are measures on C([0,∞),UV ), i.e. on path space.
Namely we want to argue that we can calculate here again as for the Feller diffusion in (3.14)
as follows:
Ω↑(Φ¯Φ̂) =
(
ΩmassΦ¯
)
Φ̂ + Φ¯Ω̂genΦ̂,(7.12)
where Ωmass is the operator of the mass process which is the diffusion from (3.81) and Ω̂gen is the
operator acting on the functions describing Û∗,+. In other words we have again the product rule.
This we explained earlier below (3.12) for the Feller diffusion, and which works here completely
analog for the evolution of the colors s ≤ t and we have to handle the new incoming ones. In other
words we have next to calculate the immigration operator using the construction via the sliding
concatenation of processes in (3.95).
What we need is that the creation of mass of color s acts on the product of Φ¯ Φ̂ according to
the product rule. We note here furthermore that the immigration increases the mass of a color
s at time s, that is its sole effect with two components changing the total mass and the relative
weights of colors. By an approximation with Galton-Watson processes (see Remark 3.1, where this
is described and put there c = b) a generator calculation shows this property, cf. [Glo¨12].
The next fact needed is that the total mass process changes autonomously as Markov process,
namely as a diffusion process given by the solution of the SDE (3.81) and similarly the projection
on the mark space as autonomously evolving measure-valued Markov process. Therefore we can
calculate the action of the generator on functions Φn,ϕ,g(u) as in (3.103). We obtain from the first
order term in (3.81) of the mass process a term (this can be seen using a particle approximation
similarly to (3.14))
bnu¯n−1Φ̂(uˆ) = n
b
u¯
Φ(u)(7.13)
and from the second order term
1
2
bn(n− 1)u¯n−1Φ̂(uˆ) = bn(n− 1)
2u¯
Φ(u).(7.14)
It remains to obtain the action of the generator on the Û-part, i.e. genealogy, giving the term
Φ¯Ω̂↑,∗Φ̂ here we need in particular the part of Ω̂↑,∗V,imm,t, which gives an influx of the color s and
therefore changes the relative frequency of the colors, which means that it only acts via an action
on g in Φ̂. A somewhat lengthy calculation allows to explicitly calculate the generator (compare
(7.19) and (7.23), (7.18) and (7.27) in the proof section). We arrive with g ∈ C1b ([0,∞)) at the
formula (3.111) below for the generator action.
We will now develop a representation of the increment arising from the immigration term,
which then allows us to calculate the generator. We obtain contributions on a small time interval
if an immigrant starts a population surviving for some time. We need the intensity and the effect
of these increments arising.
We begin calculating the intensity of successful immigration. If we think of the immigration in
the interval [0, t] we can put mass ε in the beginning of an interval of length ε into the system and
observe at time t. Now let ε ↓ 0 to get our process. Then we see that we obtain for the masses
the excursion measure of Feller diffusion. Hence we have to consider here excursions from the zero
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mass which start between times t and t+ ∆ and which survive until time t +∆. This means for
s ∈ [t, t + ∆] there are excursions starting from 0 which last beyond time t + ∆. We need an
intensity measure on [t, t+∆] for these s-excursions (and later the effect of the added concatenated
tree).
Start by the intensity in the R+-valued object and denote by (this is the Λ
b
s in [PY82])
P¯0;s the excursion law (from 0) of the Feller diffusion on R+ with parameter b,
the excursion starting at time s from 0.
(7.15)
Furthermore we define P¯0;s,t as the probability measure on paths in C(([s, t], [0,∞)) given via P¯0;s
by the restriction of the latter to paths visible in the interval [s, t], More precisely we set
P¯0;s,t(·) = P¯0;s(· ∩ {u¯t > 0})/P¯0;s({u¯t > 0}).(7.16)
Next we consider the U1-valued part for which we need a generalization of the law introduced in
(3.61). We denote by P̂ u¯e;s,t( · ) the kernel on C([s, t], [0,∞))×C([s, t],U1) describing the law of the
pure genealogy part in the interval [s, t] conditioned on total mass path u¯. We observe that using
the conditional duality for this excursion specified in (3.36), for a given path of the total mass we
have the conditional duality which determines uniquely a law on UV1 and depends measurably on
u¯. Therefore, the conditional duality gives us the transition kernel generating the law on paths
from s to t that we are looking for.
Now we calculate the corresponding U-valued object which arises from combination of the
parts described above. Recall that the projection of P0;s;t on R equals P¯0;s,t. It follows that the
excursion law on paths with values in R+ ×U1 running from s to t is of the form:
P0;s,t(du¯, duˆ) = P¯0;s,t(du¯)⊗ P̂ u¯e;s,t(duˆ).(7.17)
Finally we need the intensity measure Qs,t+∆(·) of such an U-excursion for s ∈ [t, t + ∆]
contained in the general object, which we have specified in (3.62). To this end, we consider the
interval [t, t + ∆] and the colors in that interval. Then we have a random subset It∆ ⊆ [t, t + ∆]
of points s in which an excursion of the colors s starts and reaches time t + ∆. It is convenient
to scale the sets to the interval [0, 1], that is to consider I˜t∆ ⊆ [0, 1] the set of points s ∈ [0, 1]
such that t+ s∆ ∈ It∆. For each t we obtain a point process I˜t∆ on [0, 1] whose law is independent
of t. We denote the generic point process with this law by I∆. It is well-known that I∆ is an
inhomogeneous PPP on [0, 1] with intensity measure (for the calculation see for example Section 6,
Proof of Theorem 4 part (b) which gives this):
2
(1− s)∆ .(7.18)
Next we come to the effect of the excursion on the polynomials. The state U∗,+t+∆ at time t+∆
has a ∆-top which can be written in the form
⌊U∗,+t+∆⌋(∆) = ⌊6tU′t+∆⌋(∆) ⊔∆
(>t
V
∗,+
∆
)
.(7.19)
Here we denote by ⌊6tU′t+∆⌋(∆) the population of colors ≤ t evolved further with the Feller
dynamic from their initial time up to time t + ∆ and by >tV∗,+∆ the population of colors > t
evolved up to time t+∆ further with the (∗,+)-dynamic from the time t state. The part >tV∗,+∆
in (7.19) arises in distribution as sliding concatenation of independent processes of populations
with one color{s
V∆,s : s ∈ I∆
}
.(7.20)
Then the elements of the family in (7.20) are independent processes, their mark is s∆ and the
genealogy part is a version of, forgetting the mark, the process in (7.24):
s∆
U
∆(1−s)
∆,s∆(7.21)
marked for all times with one mark namely s∆. The sliding concatenation of those elements gives
us >0V∆:
>0
V∆
d
=
⊔sli
s∈I∆
s∆
U
∆(1−s)
∆,s∆ .(7.22)
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Now it is suitable to rewrite the equation (7.22) above as
>0
V∆ =
>0(
V¯∆, V̂∆
)
d
=
⊔˜sli
s∈I∆
s∆(
U¯
∆(1−s)
∆,s∆ , Û
∆(1−s)
∆,s∆
)
,(7.23)
where the action of the
⊔˜sli
operator on the first component is addition of mass and the action on
the second is
⊔sli as defined in (3.95).
In the spirit of the notation in Theorem 5 we denote by
(UTt,t0)t∈[t0,T ](7.24)
the U-valued Feller diffusion with starting time t0 conditioned to survive up to time T . In this
notation the process in Theorem 5 would be written as (UTt,0)t∈[0,T ]. We also need the process where
no new colors appear after time t, call this ≤tU∗,+ = (≤tU∗,+s )s≥t which coincides with U
∗,+
s )s≥t
projected on the population with marks in [0, t].
Now we use this to calculate the effect on a polynomial of running time by ∆ and adding
new immigrants further using the above representation, which is denoted and given by, using
independent copies in the concatenation below, where τt shift colors by t:
E(t, t+∆;Φn,ϕ,g) = E
[
Φn,ϕ,g(≤tU∗,+t+∆ ⊔t,∆ (τt ◦ (>0V∆)))− Φn,ϕ,g(U∗,+t )
]
.(7.25)
Here, the ⊔t,∆-concatenation is a modification of the concatenation from (2.17) which now takes
colors into account. More precisely, the modification concerns the distances of elements of ≤tU∗,+t+∆
and (τt ◦ (>0V∆)) between each other. Let (u1, s) for s ≤ t be an element of a representative of
≤t
U
∗,+
t+∆ and let (u2, s
′) for s′ ∈ [t, t+∆] be an element of a representative of (τt ◦ (>0V∆)), then
their distance in the ⊔t,∆-concatenation at time t+∆ is given by
2(t+∆− s).(7.26)
Next we express the difference quotient for the expectation of the polynomial by the r.h.s. of
(7.25) in terms of the mass and genealogical quantities on the r.h.s. of (7.23).
Return to (7.23) and analyze the r.h.s. One ingredient we need is {L(Mt,s) : t ≥ s} the
entrance law of the Feller diffusion from state 0 at time s observed at time t. We want to condition
this to survive up to time T . Then the corresponding conditioned entrance law is denoted by
{L(MTt,s) : t ≥ s} and for T = t we have
L(M tt,s) = Exp
(
(t− s)).(7.27)
This can be obtained by adapting (3.3) in [LN68]. (Note that the formula there contains a
typo: in the case x = 0 the factor t2 should rather be t−2.) To construct the process we use that
we have the colored Feller diffusion without immigration by simply giving each individual one and
the same mark and we have to add now the effect of immigration.
We know that excursions starting at time s and surviving up to time t have the intensity
2(t− s)−1; see (7.18). Therefore we can now calculate the expected effects using (7.25) and (7.23).
For the calculation it is more convenient, to use the time-homogeneous formulation. Namely we
consider (3.104).
Observe that in ≤tU∗,+t+∆ the colors are just inherited otherwise no change occurs while in
>0V ∆
new colors immigrate and no old colors are there, hence the ≤ t population appears only in the first
part of the concatenation. Therefore the difference between ≤ t populations and > t populations
are sitting in the different parts of the concatenation.
In (7.25) the difference arises from both terms of the concatenation and we get the ∂∂t term
as well. We get the following three terms. Let Ω↑V denote the U
V -valued Feller diffusion with
inheritable marks in V . Let furthermore the immigration operator be written formally as in
(3.111), then we get using first (3.104), then inserting (3.106), and replacing with (3.113):
Ψ′(t)Φn,ϕ,g(u) + Ψ(t)Ω↑,+V Φ
n,ϕ,g(u) +
bn
u¯
Ψ(t)
[
Φn,ϕ,g˜(u) + Ψ(t)Φn,ϕ,g˜(u)
]
,(7.28)
where g˜ =
∑n
i=1 gi recall (3.111).
In order to make sense out of the formal expression concerning the immigration operator we
recall Remark 3.46, where we saw we should treat the explicit time and marks in V together
without product form and choose g(t, v) as in the statements of the lemma.
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Proof of Theorem 8. We now have to prove the well-posedness of the martingale problem, first the
existence and then the uniqueness.
We observe for existence that the original description of the dynamics allows to construct the
finite dimensional distributions of the stochastic process based on a Poisson point process and
independent copies of conditioned on survival marked U[0,∞)-valued Feller diffusions. This gives
the state at time t by the sliding concatenations (see (3.95)) and determines the potential transition
kernels. We showed above that the resulting object would have to solve the martingale problem
with the operator we derived in the proof of Lemma 7.4 above where we are starting in the state
[{1} × {0}, 0, δ(1,0)].
We have to show that the constructed state indeed defines a transition kernel, i.e. satisfies
the Chapman-Kolmogorov equations. Here, the first ingredient is that the measure-valued, i.e.
Mfin([0,∞))-valued Evans process exists indeed as a process with a.s. continuous path.
This can be derived from Evans theorem, Theorems 2.7.-2.9. in [Eva93]. Here to apply the
results one needs to set up a motion which allows to distinguish the populations entering at time s
from the immortal line. One way is: we let the mark move to at a speed depending on s, which is
strictly decreasing but remains positive. This can be recoded by a one-to-one mapping to match
our process.
The second ingredient is that conditioned on that measure-valued process the U
[0,∞)
1 -valued
process (ÛTt )t∈[0,T ] exists as time-inhomogeneous Fleming-Viot process as we have shown before.
This defines the transition kernel in the zero element. Then we argue that we can “glue two pieces
together” to get the kernel with the general starting point and hence the general finite dimensional
distribution.
The above claim follows when we show that we can concatenate the special evolution with an
initial state in U of the form we allow here. This means given the evolution starting in e and an
element u′ ∈ Uimm which are enriched by the color s ≤ 0 a state we call u we want to obtain the
state of the process at time t starting in u. This means we have to glue together at time t the
tree we constructed above together with a Feller tree starting in u′ where colors are just inherited,
and the process with colors s ≤ 0, denoted (U˜∗,+t )t≥0. The latter is easily constructed using the
branching property, since every color is just attached to all descendants in the Feller tree starting
in the mass from that color. Then, as a candidate for the solution we consider
U˜
∗,+
t ∨ U∗,+t .(7.29)
Here, the operation ∨ means the basic set is the disjoint union of U˜ and U , the metric r˜ ∨ r is
an extension to the joint union with the property that it coincides with r˜ on U˜ × U˜ , with r on
U × U , and on U˜ × U it is twice the color difference. Note, that this is a certain extension of ⊔t
to a marked genealogy.
We have to check the Chapman-Kolmogorov equations. The process U∗,+ which we obtain by
conditioning on the Markov measure-valued process U¯∗,+ is itself a Markovian time inhomogeneous
U
[0,∞)
1 -valued Fleming-Viot process. We have to construct this process construct for a given
measure-valued path to conclude the existence proof. To this end, we have to construct a collection
of independent time-inhomogeneous Fleming-Viot process each of which is U
{s}
1 -valued for some
s ∈ [0,∞) and has as resampling rate νt({Ut×{s}) where νt comes from a realization of a path of
U¯
∗,+. The resulting process is then a U
{s}
1 -valued strong Markov process starting in the element e
of U1. This process is well-defined for each s ∈ [0,∞). We define the process at a time t as sliding
concatenation over s ∈ It for the given path (It)t≥0, yielding altogether a U[0,∞)1 -valued process,
which is by the independence of the components a Markov process with continuous paths. The
subtlety here is that for ε > 0, It \ [t− ε, t] is a finite set, but t is a real limit point and |It| =∞.
Fix a specific time T first. In order to use the infinite concatenation as definition at time T we
need that the path of the Fleming-Viot process of a fixed color is continuous at T and the masses
and diameters of colors close to T converge to zero. The total mass at time T is finite. Therefore
we obtain a limit of the infinite concatenation.
Next we have to construct the whole U
[0,∞)
1 -valued path for all times at once. We use the
fact that the measure-valued paths are continuous to argue that they are equi-continuous on the
time points t ∈ Q ∩ [0, T ] for every T and the masses are uniformly concentrated on finitely many
colors. Then we can conclude that the U[0,∞)-valued paths have this equi-continuity property.
This follows from the fact that if we consider the process arising by sliding concatenation over
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I
(t−ε)
+ instead of It we obtain a uniform approximation on ε > 0. Then by standard arguments
we can define the path for all times as an a.s. continuous one.
Now we have a conditioned process and we have seen already that we can use [Eva93] for getting
the measure-valued case.
It remains to show uniqueness. So far we have used duality at this point directly or via a
conditional martingale problem where we need the dual for a time-inhomogeneous Fleming-Viot
process. The new element now is that the process is one of marked genealogies and has in its
generator an additional immigration term from a time-inhomogeneous source. We try to construct
such a conditional duality nevertheless by using a richer process in which our process can be
embedded and a dual can be constructed to then obtain uniqueness automatically.
We can augment every solution of our process by special sites {∗, †}, where ∗ carries constant
in time the tree e = [{1}, 0, δ1] marked with color t at time t, and at time δ the tree e is the
ancestor of every other color s with s larger than δ. On † we construct the process that we later
want to read off as U∗,+. Here an observation is that we might view this as a spatial system with
critical branching in one component of space. In the other special site with emigration to the first
component and with super-critical branching evolution which we describe more precisely below.
We consider a UV -valued process where
V = {†, ∗} × [0,∞).(7.30)
On ∗ we start in e and we run a super-critical U-valued dynamic with super-criticality rate b but
the growth operator of distances is turned off for two individuals at ∗ (otherwise we are not dust-
free). There the color changes deterministically, i.e. grows with speed 1. Furthermore, starting
from time 0 mass migrates at rate b at time t to site (†, t) and from this site it follows the Feller
dynamic on †. Hence on † we have a critical rate b, U-valued Feller dynamics where the marks
in [0,∞) are inherited such that the mass on † with mark in [0,∞) increases in mean at constant
rate b with time. There are two points to prove.
(1) For every color t this process on † is well-posed as U{t}-valued Feller diffusion in its Û{t} part,
which also connect with each other once considered together as we shall see.
(2) The process of the colors It on [0,∞) which have positive mass at time t is uniquely determined
in law by the generator.
The projection of the above process on the marks {†}× [0,∞) can be mapped on [0,∞) without
loss of information and we obtain a process which is by inspection a version of U∗,+ solving the
martingale problem. We have to characterize this process via its martingale problem and prove its
uniqueness via duality. More precisely, the process on ∗ is an autonomous U-valued process, which
is equal to e marked with t at time t whose uniqueness we must establish and for the uniqueness of
the †-component we have to use duality arguments. A subtlety here is that only countably many
colors are present at time t, which have non zero weight in the time t-population, but these colors
are random. Most suitable is therefore a conditional duality where we condition on the measure
valued process on {†} × [0,∞) so that this set of colors becomes deterministic.
For this we need the uniqueness of the measure valued process that is in particular of the I =
(It)t≥0. We use Evan’s uniqueness result. This process is a special case of processes constructed by
Evans [Eva93] as super process on general geographic space. We would have here a super process
on (R+)
2. We then need that solutions to our martingale problem must be such super processes
to conclude uniqueness.
We have to see that [Eva93] is applicable. We consider E = [0,∞)2 and the motion process
which is deterministic (a, b) → (a, b + t). Put a = 0 and b = 0 and start the processes. The
immortal throws of type (s, s) at time s at rate b. Project the measure at time t the component
{†}×[0,∞) on [0,∞) to obtain U¯∗,+(·), a measure on [0,∞). This process is characterized uniquely
by its log-Laplace equation as is proved in [Eva93]. We know that it solves our martingale problem,
see [Daw93] in Section 6.1, where it is proved in Theorem 6.13 that a solution to the log-Laplace
equation solves a martingale problem and vie versus, which allow to conclude with Ito-calculus
that it solves our martingale problem. In other words (U¯∗,+t )t≥0 solves an autonomous martingale
problem, but was given originally by the log-Laplace equation.
Since we want to prove uniqueness of the martingale problem via duality this raises first the
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question, what is the form of the duality function. Here we use:
H(U,C) =
∫
(U×V )
n
ϕ
(
r(ui, uj)
)
1≤i<j≤n
g
(
t, (vi)i=1,··· ,|C|
)
ν⊗n
(
d(u, v)
)
,(7.31)
where n = |C| and the function g satisfy the conditions posed in (3.105).
Therefore the process U∗,+ has as conditioned dual a “spatial” coalescent starting on site † in
color s ∈ It, where It is the set of colors with U¯∗,+t ({s}) > 0, where particles with color s jump
from site (†, s) to (∗, s) at time s, coalesce at every color as usual, i.e. only the same color can
coalesce on the “sites” (†, s), s ∈ [0,∞). This process will in fact coalesce by time s. Namely the
rate is b/u¯r({s}) at the backward time r = t− s. Recall the non-integrability of the rates in s at
t, which means we coalesce before reaching t. Once particles have reached ∗ they instantaneously
coalesce with other colors.
This now proves uniqueness, if we can show that the duality is implied by the generator cri-
terion. What is new here (compared to the proof in Section 4) is the color structure, the spatial
structure {∗, †} and the immigration operator. The duality for the spatial model is given in Sec-
tion 8, the color structure is as colors are inherited immediate, remains as issue the starting 0
mass.
Here we use that the generator criterion implies the uniqueness of the process starting in positive
mass and then reading of from the duality relation that this converges to a limiting duality relation
letting the mass going to zero and this is giving the uniqueness.
Proof of Proposition 3.50. Here we observe that we deal with the same martingale problem as for
U
†, hence the same argument carries over here for uniqueness.
Proof of Theorem 9. Here we use the above theorem, that U∗,+ is uniquely determined by the
martingale problem. Then the claim follows from the fact that the operators have the same
action on functions not depending on the colors so that U∗ solves the same martingale problem as
U
†,UPalm, which by well-posedness will agree.
7.5 Proofs of Proposition 3.54 and Theorem 10
We construct here first the ingredients needed for the backbone construction before we come to
the actual proof of Theorem 10.
Proof of Proposition 3.54. (a) Recall the construction of U∗,+t by sliding concatenation in Re-
mark 3.44. The construction of the process (Vt,+r )r≤s for s < t is simpler since we concatenate
here for r < t always a finite random number of copies of a Feller diffusion conditioned to survive
until time t. Recall the process UT , which we use here for T = t and which we have constructed
and characterized by a martingale problem. It is then easy to explicitly construct the process given
a path of the measure-valued process (V¯t,+r )r≤s of the colored masses.
Hence the existence of a solution follows again by the construction we gave via the IPP and
the sliding concatenation of independent pieces of the processes (Utr)r∈[s,t] needed, we skip the
standard details here.
A bit more subtle is the uniqueness, which we must base on conditional duality, conditioning on
(V¯t,+r )r≤s, i.e. on the whole collection of the mass paths of the various immigrating masses marked
by the points of the IPP. As dual we take the time-inhomogeneous coalescent, coalescing only on
mark s at rate b times the inverse color s mass. This runs until time s and then the color changes
to 0. Partition elements with color 0 coalesce instantaneously. Because of the non-integrability
of the coalescence rates at s this means that color s partition elements coalesce into one element
before time s.
This gives us the uniqueness of the genealogical (i.e. the ·̂ ) part of the process conditioned on
the collection of masses.
In order to close the argument we have to show first that the measure valued process must
be atomic. Note next that then the number of colors at time r < t is finite due to the bounded
immigration rate up to time t and show that the evolution of the collection of the atomic measure
valued process is uniquely determined by the martingale problem. For that property we need that
the atoms evolve independently, since the operator is the sum over the color s operators. Then we
need next the uniqueness of the single color of the collection of mass processes on time intervals
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(0, r], r < t, but now conditioned on survival till time t, which we know from classical SDE results
for the process U¯T . Therefore we need the atomicity and the independence of atom evolutions.
For the total mass process we see from the martingale problem that the points where the
part with bounded variation of a color s starts increasing form a Poisson point process with rate
2/(b(t− r)).
To get the independence we consider test functions of the form exp(−Φ) for some positive
polynomials and as test functions on the colors namely linear combinations of indicators to conclude
that the expectation factorizes into the contribution of the different colors, if we condition on It.
Here we use Section 1.4 in [GGR19] together with a fact on martingale problems first devised by
Kurtz and extended to U-valued processes in Theorem 2.8 in [GRG18]. This allows also to argue
that the populations of different colors evolve independently. Furthermore we know already from
Theorem 5 that the single color evolution is uniquely determined by the martingale problem for
U
T . This concludes the argument.
(b) Here we have to show that the sequences as t ↑ h of solutions are tight and converge to a limit
as t ↑ h. For the tightness and convergence we have to deal with incoming immigrant populations
arriving at times s close to h as there are before time s only finitely many, each behaving as a
process with continuous path while between s and h we have countably many so that we have to
control their total mass as s ↑ h to show their contribution can be made arbitrarily small. The
descendant population of a time s immigrant evolves autonomously according to the UV -valued
diffusion where immigration is turned off after time h − s and converges to a limit state as we
approach t by the continuity of path. Therefore to close the argument we use a coupling argument,
where we control the sub-populations of those immigrating after time s with simpler ones and to
study the effect of additional immigrants at the diverging rate.
We have to show that the random population with marks in [s, h) is tight in s and converges
to the zero-tree as s ↑ h. Furthermore we have to show that for every fixed s < h the population
at time t with marks less than s has a limit as t ↑ h. Both facts together give the claim.
The first point, first the tightness, will follow from the construction as concatenation of Feller
entrance laws conditioned to survive beyond time t starting at s and is related to the second, the
convergence requires to bound the mass of a sum of Feller diffusions starting at some time between
s and h and surviving till time h. The number of individuals in [s, h− δ] surviving till time t grows
to infinity as δ ↑ 0, but the contribution of mass is bounded by const ·∫ δ0 ε log |ε|dε; see also (7.32).
By choosing δ suitably we can then get that the contribution in mass goes to zero as s ↑ h. This
means we have convergence to a state in U as t ↑ h; see (7.32).
Proof of Theorem 10. (a) First we have to identify L[UPalmt ] defined as size-biased law and then
characterized by a martingale problem as the one arising here from the construction of V as L[Vtt].
We know this for the total mass process see [Lam07] and also [Lam02] in other words U¯∗t = V¯
t
t in
law. From the fact that the Laplace transform agree we can in fact read of that also Vt,+t = U
t,+
t ,
since the former can be decomposed in the independent masses corresponding to the jump sizes of
the IPP process with intensity 2(t− s)−1ds and can hence be written in a specific form and on the
other hand the process U¯∗ can be written as arising from a Poisson point process with intensity
b · ds of Feller diffusions containing those as component surviving till time t a procedure, which is
thinning a PPP in an inhomogeneous way. This is the limit at starting on εN0 Feller processes
at rate b taking those surviving at time t and starting at mass ε with ε ↓ 0. Recall (A.5) for the
asymptotic formula for survival. These two representations agree as has been shown. Namely they
agree with the one induced by the color decomposition of the latter after removing the colors.
We need here however more than U¯t,+t = V¯
t,+
t in order to have sufficient information on ge-
nealogies, namely that the path {(U∗,+r (s))r∈[s,t], s ∈ It} equal in law {(Vt,+r (s))r∈[s,t], s ∈ Jt},
where It and Jt are the sets in mark space which carry an atom at time t. For that we need that
pruning in U∗,+ all colors that do not reach the time horizon t is exactly resulting in the IPP with
the intensity (t− s)−1. This means that we are back to a property of (U¯∗t )t≥0, which follows from
the explicit construction of the Evans process with rate b immigrations from an immortal line.
This is known, as we saw above.
Next we have to verify equality for the genealogy part, i.e. we have to show that the conditional
laws of πIt(Û
∗,+
t ) and V̂
t,+
t , both conditioned on (U¯
∗,+
r )r∈[0,t], where πIt is the projection on the
population with colors It, respectively (V¯t,+r )r∈[0,t] agree if we use the same path for U¯ and V¯.
We therefore couple the total mass path and show that both descriptions first U-valued Feller
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diffusions split off at rate b and second copies of U at rate 2(t − s)−1 split off result in the same
law at time T .
We consider first the genealogies of the population of one color. We have seen in the proof of
Theorems 8, 9 that the genealogy for given total measure path can be given in terms of a certainU1-
valued coalescent processes whose parameters are uniquely determined by the total mass process.
Therefore we have to show now that given that the (U¯∗,+(s))r∈[s,t] and (V¯
t,+
r (s)) agree, so that we
can use a coupling of the pair in [0,∞)×U1 by actually choosing them equal. Then the processes
Û
∗,+(s) and V̂t,+(s) have the same law for all s ∈ It = Jt. Namely the duality is a consequence
of the calculation we did earlier below (7.15) calculating the generator of U∗,+, which showed that
given the path of one U¯∗,+(s) (which is a marked version of (U¯t−sr )0≤r≤s) the conditional law of
U1-valued part for the population of this color is a time-inhomogeneous Fleming-Viot process the
resampling parameters depending on the total mass path of the various colors. This is however the
same for the VT,+ process. Now we have to concatenate (sliding concatenation) the different color
populations, according to the same rule. Hence we have the same time-t marginal distributions
and hence this holds in particular for the projections on U. Then we use that the solutions of the
two martingale problems (which are well-posed) are actually equal, according to a result of Ethier
and Kurtz in Theorem 4.2 (a) in Chapter 4 of [EK86].
(b) As for instance in the proof of Theorem 6(c) we proceed by showing first tightness and second
convergence via convergence of moments.
The tightness is again verified by checking the three conditions which guarantee tightness in
the weak topology w.r.t. to the Gromov weak topology.
(i) The tightness of total masses follows by using the SDE for the total mass, which gives imme-
diately the tightness, since the rescaled mass is bounded in expectation.
(ii) The tightness of distances by the representation via the concatenation of the surviving Feller
diffusions coming of at rate b with survival probability 2(b(t− s))−1 at time s back and the ones
surviving ones forming an inhomogeneous Poisson point process with intensity 2(t − s)−1ds with
surviving mass of size of order t − s. The distances are scaled by t. This means they are in
macroscopic scale bounded by 1 + t−1r0(·, ·).
(iii) Finally we have to bound the modulus of mass distribution. This means we have to bound the
number of ancestors which account for (1 − ε) of the total mass. Here we recall that the masses
of the surviving family at time s back from t can be controlled by Kolmogorov’s limit law. The
ancestors are going off from the spine with rate 2(t− s)−1 for s ∈ (0, t). Hence:
We need that this gives the size-biased limit from before, which is now obvious. As δ → 0 we
have
E[#{ind. with descendants at t, born in [s, s+ δ)] =
∫ s+δ
s
2
t− u du ∼
2δ
t− s− δ .(7.32)
Then a Borel-Cantelli argument gives that there are only finitely many ancestors in [0, t−ε) for any
finite ε > 0, where of course as ε→ 0 this number diverges. Taking now into account the masses of
the time-t population going back to ancestors immigrated in (t− ε, t) which has expectation t− ε
gives the needed property.
Next we prove the convergence by showing that the expectations of polynomials of the rescaled
process converge.
Observations: We can calculate the Laplace transform as product of two Laplace transforms if we
consider the concatenation of the two subtrees and use the additivity of the truncated polynomials.
We have already treated the part corresponding to the copy of the original process, but now there
is no conditioning and this part does not contribute in the scale. The other part is the one that
corresponds to the entrance law which we treat with the observation we make next.
We can calculate the moments of the original U-valued Feller diffusion via the FK-duality from
which we obtain those for the size biased law. Namely the size-biased n-th moment correspond to
a coalescent with (n+ 1)-individuals of which one is not considered in the distance matrix but in
the FK-functional.
(c) The equation (3.130) is immediate from part (a). Relation (3.131) follows from the previous
and part (b).
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7.6 Proof of Theorem 11
It follows from the identity of U†, the Palm process UPalm, the Evans process U∗ and in connection
with Theorem 6, that we have to treat at most two cases and we know already from Theorem 6
that in fact we do have two cases. We have to show the convergence in the case of U†, UPalm,U∗
and in the scaled UT , furthermore we have to identify the limit in both cases different from the
situation in Theorem 6. This is since we now have to identify the limit processes as certain specific
U-valued diffusions. Of course we do that by showing convergence of the scaled processes and
identify the limit processes and then get the claim as Corollaries. We have already the result for
the one-dimensional marginal distributions. Therefore we need now the f.d.d.-convergence and the
tightness in path space. There are two possible strategies to proceed.
In both cases we may work with the time-space Feynman-Kac duality to show in the UPalm case
the convergence, the tightness of the f.d.d.’s we have essentially done in the proof of Theorem 6
for the path space convergence we need however the compact containment in path space, finally we
have to compare the dual expressions with the ones we obtain for the claimed limit.
Alternatively for convergence (and that is what we follow up on) we might work directly with
the generators, better operators of the martingale problem, of the rescaled process and show their
convergence. For the latter we have to deal with the fact that the resampling operator involves the
term U¯−1, which is unbounded and in fact diverges as we approach the initial point. This raises
technical questions. Otherwise it is easy to see that the generators converge pointwise. We have
therefore to consider functions as in the case of the Feller-diffusions functions, which are zero at
the zero-tree and at∞-mass and use the extension of the operators as in Remark 3.8. Then we can
use again the pointwise convergence of the coefficients in the operator, to obtain the claim. This
is clear in the case of UPalm and it remains to look at UT , recall (3.67) to see that this expression
scales. This gives f.d.d. convergence of the scaled processes and hence in particular our claim,
which is about its marginal law.
To obtain the stronger path convergence we need in addition to the generator convergence to
establish compact containment which has as nontrivial point the others are handled by inspection,
the uniform in time dustfree condition. Here we use that the total mass path is tight, a classical
result and then we can conclude using that the genealogy part is time-inhomogeneous Fleming-Viot
with bounds from below at the resampling rate.
8 Proofs of Theorems 12, 13, 14, 15: the extensions
The two extensions are treated separately, since they require very different frameworks.
8.1 Proofs of Theorems 12, 13: U
G
-valued super random walk
Here one has to show existence and uniqueness for the solution of the martingale problem and
then prove the application to the long time behavior.
8.1.1 Martingale problem and proof of Theorem 12
Existence The existence of solutions of the martingale problem for a spatial model on UG is
shown first in [GSW16] for Fleming-Viot models and will be detailed for branching in a more
general context in [GM]. We give here the basic steps.
(1) The first step is to work on finite geographic spaces with the approximation by individual
based models. The limit of individual based models on finite G uses the result for the non-spatial
case and applies it to each component to get an i.i.d. system of evolving components corresponding
to a U-valued Feller diffusion and then superpose on these i.i.d. evolutions of components the
interactions, i.e. the migration of individuals converging to the mass flow in geographic space. The
existence of this limit with individual based models, we do not repeat here, compare [GPW13,
GSW16] for the Fleming-Viot model and [Glo¨12] for non-spatial branching which allows to write
out the formal proof.
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(2) The second step is (cf. [GSW16]) an approximation of the dynamic on infinite geographic
spaces by a suitable dynamic on finite ones such that the random walks on the finite space converge
to the one on the infinite space. The approximation of the model on infinite geographic space with
finite geographic spaces is, in particular once a dual process is available, by now (see [GSW16])
completely standard and therefore omitted here.
Remark 8.1. Alternatively we can use the existence of the measure valued super random walk
and construct then the process given the mass process which is classical as UZ-valued time-
inhomogeneous Fleming-Viot process via the conditional martingale problem using the results
in [DG03]. △
Uniqueness We focus therefore here on the uniqueness which is based on the Feynman-Kac
duality, which implies the uniqueness once we have established it with arguments only based
on the operator relation for duality, relating the operator from the forward martingale problem
respectively the one solved by the dual process.
The dual process is a pure jump process with deterministic motion (the growth of the distances
in the distance matrix) which can be read off from the rules of the dynamic right away. Recall
here (4.1)-(4.3) formulas in the non-spatial case which have just to be lifted from Φn,ϕ to Φn,ϕ,g
by acting with the coalescence operator on ϕ but also now on g by identifying two variables which
correspond to the merging partition element, recall (3.107)-(3.109).
Therefore the dual operator is given by the following operator acting on a bounded continuous
function F of the state which is twice continuously differentiable as a function of the distance
matrix. The dual operator consists of the non-spatial operators lifted to the spatial case, i.e.
acting on partitions at the same site in the polynomial as before and leave g untouched. The
operator has as new terms the ones from the migration jumps of the locations of the partitions.
The latter is acting as pure jump generator with rate a(i, j) for a jump from i to j for the k-th
mark for each of the marks of the current partition elements.
To check now the criterion for the Feynman-Kac duality relation we note that the lifted oper-
ators satisfy the relation by the argument we gave already. We only have to deal with the new,
the migration operator Ω˜↑,mig to the one of the distance matrix enriched spatial coalescent. This
operator is dual to the mass flow forward operator; see [GSW16]. We know the FK-duality for the
branching operator already and hence we have a Feynman-Kac duality and hence also uniqueness.
This concludes the proof of Theorem 12.
8.1.2 Application and proof of Theorem 13
Here as preparation we first need to show that the UR-valued Dawson-Watanabe process exists as
the unique solution of a martingale problem so that we can conclude the Markov property of the
functional of the historical process we used as definition of the limit process. Second we have to
prove the convergence result.
(1) The historical process is rigorously defined via a log-Laplace equation ([DP91]). However this
is equivalent to a martingale problem for degree −1 polynomials and specifying the increasing
process (see Section 12.3.3 in [Daw93]). We have to get from this characterization an equivalent
martingale problem for the polynomials, where the polynomial test functions are based on test
functions on path, we call g, which is evaluating the path at m time points which looks as follows.
The function g is now a function on path. Let v ∈ D[((−∞,∞),R) and let
(8.1) g(v1, . . . , vn) =
m∏
i=1
gi(vi), with gi(v) = gi((v(t
i
1), . . . , v(t
i
m))), m ∈ N.
More precisely for the time-homogeneous set up of the path process (i.e. the time-space process)
we add the explicit time coordinate. We consider for some n ∈ N and 0 ≤ t(i)1 < t(i)2 < · · · < t(i)m(i) <
∞, i = 1, . . . , n
(8.2) ĝ
ξ
(t, v) =
n∏
i=1
m(i)∏
k=1
ĝ
ξ
i,k
(
t, v(t ∧ t(i)k )
)
,
with ĝ
ξ
i,k(t, v) = Ψ(t) Ψ
ξ
i,k(t)g
ξ
i,k(v) and Ψ(t) and Ψ
ξ
i,k ∈ C1b (R,R) as the functions to generate
polynomials.
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We begin by writing down the operator of the historical process acting on the spatial monomials,
there is the passing of explicit time in the path, the branching part and the migration part including
the passing of explicit path time (which will induce the growth operator!), which we denote by
Ω∗,time,Ω∗,bran and Ω∗,mig.
Recall the generator of the motion process of a single individual (Y (t))t≥0 was called A. For the
process Y the time-space process (t, Y (t))t≥0 then has generator A˜ =
∂
∂t +A. The corresponding
path process generator Â acts (see Section 12.2.2 in [Daw93]) on g of the form (8.2) for tk ≤ s < tk+1:
(8.3) Âĝ(s, v) =
k∏
ℓ=1
ĝℓ (s, v(s ∧ tℓ)) A˜
( m∏
ℓ=k+1
ĝℓ
(
s, v(s)
))
and gives 0 for s > tm.
This operator specifies a well-posed martingale problem on the spaces D([0,∞),R × D(R, E))
(Section 12.2.2 in [Daw93]).
We obtain for the operator of the martingale problem the formulas:
Ω∗,timeΨΦn,g = Ψ′Φn,g,(8.4)
Ω∗,branΨΦn,g = 2
∑
1≤k<ℓ≤n
ΨΦn,θ˜k,ℓ◦g,(8.5)
Ω∗,migΨΦn,g = Ψ
n∑
k=1
Φn,gk ,(8.6)
where now gk = A
∗
kg, k = 1, . . . , n and the operator A
∗
k is acting on the k-th variable of g. This
operator A∗i is defined as follows.
We have for each sampled marked individual the action of the path process generator Â but
now acting on the corresponding factor ĝk:
(8.7) Ω↑,ancΦϕ,ĝ =
n∑
k=1
Φϕ,A
∗
kĝ , where A∗k ĝ =:
( n∏
ℓ=1
ℓ 6=k
ĝℓ
)
Âĝk.
Next we have to argue how the expressions above follow from the version of the martingale
problem in Theorem 12.3.3.1 in [Daw93], which gives the operator on (degree 1)-monomials and
specifies the increasing process.
This step to replace the specification of the increasing processes of the martingales by compen-
sator terms of nonlinear functions is needed often and uses the continuous martingale representation
theorem and Ito’s formula.
Alternatively we can use a version of Theorem 6.1.3 in [Daw93], which deduces the martingale
problem in the formulation we use here from the log-Laplace equation directly.
We have to prove that our functional solves the UR-valued martingale problem for polynomials,
which we spelled out above in (3.145)- (3.148). To see this, two points are crucial.
The first point is that the states of the historical process are concentrated on paths so that for
any two sampled paths there is a T ≥ 0 so that they agree for s ≤ T or they are not identical in
any (positive length) interval contained in (0, t). The second point is that the part of the paths
before time t do not change anymore from time t on and only their mass can change by branching.
Why do these two properties hold?
The second point is immediate from the generator of the path process generator which acts
only on the functions of the path value we observe at or after time t. For the first point we have
to use the fact that the functional giving T grow with time at speed 1.
We next have to let the operator of the historical process act on test functions which depend
only on the time-t location and on the functional giving T which grows at rate 1 with the time and
for T = t by the branching which duplicates a path in two independent copies equal before and at
time t since the path evolves only at the tip. This gives the generator terms quoted above.
The uniqueness should follow from the duality with UV -valued delayed coalescing Brownian
motions, which follow from the fact that the process is the continuum limit of rescaled super random
walks so that our limit below will be the unique solution of the UR-Dawson-Watanabe martingale
problem dual to delayed coalescing Brownian motions. For the uniqueness of the martingale
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problem we would need here that the duality follows from the martingale problem more specific
from the duality criterion for the forward and backward operator.
This is an open problem which is also not resolved for the UR-valued Fleming-Viot process; see
[GSW16]. The reason is there are some conceptual and some heavy technical problems, which are
in the focus of upcoming work [GSW]. As a consequence we need to obtain the Markov property
differently.
We observe that the historical process is the unique solution of the log-Laplace equation and is
Markov. The future evolution of our functional depends only on the present, since the evolution
of the historical process is uniquely determined from the data we have in the UR-valued process at
time t, namely the current location and the functional T . Hence we have nevertheless the Markov
property.
(2) Next comes the proof of our convergence statement which itself consists of three steps. In the
first step we focus on the scaling of the genealogy, then in the second step we take care of their
spatial marks separately. Finally in the third step we bring the first two cases together to prove
joint convergence.
Step 1 The scaling behaviour of the U-valued process that we obtain by projection on the
genealogy is known from our analysis of the non-spatial case in Section 3.2. On the other hand,
the projection on the marks results in a measure-valued process, i.e. in a M(Z)-valued processes
which has been studied in [DF88].
In particular we know that the single ancestor subfamily conditioned to survive forever, evalu-
ated at time T is a random variable with values in U(T ) should be scaled by T−1 in the distances
and in the total mass, to converge to a limiting object in U. Recall that we have identified in
this object in Theorem 11 as U†1 which equals U
∗
1 in law. Indeed if we project the claimed limit
U
†,⊔
1 onto the genealogy, i.e. from U
R to U we obtain U†1. This means if we condition on having a
surviving subfamily starting at site 0, we obtain a limiting genealogy in U.
We also know that the sites where with single ancestor subfamilies which survive till time T
started, converge to a Poisson point process on R if we scale space by T . Hence these different
clumps sit in distance of order t while the population sits essentially on a smaller scale and the
subfamilies separate as t→∞.
Step 2 Second, we project the state of U˜z,†t from U
R onto M(R1). This is the classical super
random walk which is the size-biased and scaled and is given again by the Evans process, recall
that the result of Evans works for superprocesses in general geographic spaces. Hence, in the
limit t → ∞, we want to obtain an immortal particle following a Brownian motion in R and
which is marked with a color and the explicit time coordinate and throws off superprocesses on
R, marked with the current color (which is inherited) and explicit time and then project this from
M(R× [0,∞)) on M(R).
We first have to prove therefore that the space-mass scaled surviving forever M(R)-valued
super random walk converges to a limit and to identify this limit as the Evans process for the
Dawson-Watanabe process. Here we consider the moment measures and show that the space-mass
rescaled moment measures converge to ones of the claimed limit.
In order to calculate the moment measures of spatial averages which are mass rescaled we
need in particular the spatial mixed moments of the super random walk under this scaling. The
moment measures of the super random walk can be calculated via the Feynman-Kac duality and
this generalizes to the UZ-valued process.
The behaviour of the UZ-valued dual process, the spatial coalescent enriched with distance-
matrices has been studied asymptotically in [GSW16] and been shown to converge to distance-
matrix enriched instantaneously coalescing Brownian motions. We have to show here in contrast
that the dual expectation including the exponential functional converges to the corresponding
expression for delayed coalescing Brownian motions where, because of the exponential term with
the Feynman-Kac functional, delayed coalescence is based on the joint collision measure of the two
Brownian paths. In distribution this collision measure equals the local time of Brownian motion
in 0.
In order to get this we have to show the path converge to Brownian motion, the exponential
terms to the one of the Brownian collision measure and coalescence to the delayed coalescence
based on the collision measure. The points to discuss are the last two. For that purpose we take
8 PROOFS OF THEOREMS 12, 13, 14, 15 81
into account the reweighting by the Feynman-Kac potential which puts weight on the paths which
do not coalesce by time t of order exp(bl(t)), where l(t) is the joint occupation time of pairs of paths
up to time t. Next we need that the joint collision measure converges in law to the local time of
Brownian motion. This can be bound for example in [Bor87].
For the convergence of the whole dual expectation we have to make sure that all exponential
integrals are finite. This however is clear since the potential is bounded in t ≤ T , by (nk)bT , so
the scaling produces finite values. Furthermore we need that the asymptotic for T → ∞ is in
the spatial case similar to the calculation we did proving the scaling result in the KY-limit in the
non-spatial model. This gives us then immediately the convergence of the pure genealogy part
Û by using a test function ϕg and then put g constant. For ϕ constant and g varying we get
the convergence of the measure-valued object U¯ directly from the convergence of random walks to
Brownian motion and the convergence of the Feynman-Kac term to the local time.
Step 3 In the last step of the convergence proof we have to show that the joint distribution
of measure-valued component U¯ and the Û-component converges. We know that since U¯ and Û
converge that indeed the joint distribution is tight.
This means that we have convergence along suitable subsequences to an UR-valued process,
where the laws of projection on U1 respectively M(R) are identified.
Since we have the tightness of the projections of the process with values onUV toU respectively
M(V ) already, we have tightness of the joint law and the remaining point is to identify the limit
points of the joint law and show their uniqueness. We study the joint law using as tool the marked
trunk ; see (2.21). We know that the laws are equal for the trunk already from the results on
the U-valued case and we have to lift this to the marked trunk. In order to obtain the marked
h-trunk we consider the marks at time t in the disjunct open 2h-balls of the state of the process
U˜
z,†
t ,U
∗,DW (R)
1 at time t and note that all these path of one of these 2h-balls have a common piece
of path in times [0, t− h], which will be the mark after being extended constant before time 0 and
after time t− h.
Since the limiting object can be approximated by its marked h-trunks as h ↓ 0, it suffices to
show that all marked h-trunks converge in law to the marked h-trunk of the claimed limit objects.
The marked h-trunks are in our cases however finite marked ultrametric measure spaces, where
the marks are the ”truncated” path as explained above. They are obtained from the present time
t state. In the limit object the distances in the trunk are exactly given by the time where the two
path agree all the way back to time 0, this implies the joint convergence as soon as a single path
of migration converges.
The steps 1-3 prove the convergence claim. This concludes the proof of Theorem 13.
8.2 Proofs of Theorems 14, 15: M-valued processes with fossils and the
CRT
Again we have to establish existence and uniqueness of the martingale problem and to then show
the existence of the large time limit which then has to be identified as the CRT.
Proof of Theorem 14 (existence and uniqueness). Existence will follow via approximation with an
individual based model with diverging populations size as before, no new ideas are needed, details
are suppressed.
The uniqueness is based on a Feynman-Kac duality with a time-space coalescent with respect
to the function H(m, c) = Φc(m), where c is the state of the dual process, which is the following
object.
The time-space coalescent is a coalescent which has two states for a partition element active
and frozen. One fixes time points 0 ≤ t0 < t1 < · · · < tn < T with T the present time. Then the
system starts with active partition elements, say n0 many with the usual dynamic from time t on
backwards, but at times T − t1, T − t2, . . . we have associated further partition elements say n1, n2
etc., where ni-many which become active at times t− ti respectively and participate from then on
in the usual dynamic with time running backward. This will be the dual particle system.
With this system we obtain the space-time duality relation which is in form equal to the
statement which relates the finite dimensional distributions of the U-valued Feller diffusion to
the augmented time-space coalescent, except that in the forward expression we have the law of
the fossil process at time T (i.e. its time T marginal law) and the state is in the time-variable
8 PROOFS OF THEOREMS 12, 13, 14, 15 82
evaluated at the times 0 ≤ t0 < t1 < . . . tn < T . As before if this duality relation follows from the
generator criterion for duality, we have uniqueness and the proof is complete. The calculation that
the criterion is satisfied is essentially the same calculation as before and not repeated here.
Proof of Theorem 15. We show first that a limit for t → ∞ exists in law, by showing tightness
of the laws and then convergence by showing the expected values of polynomials converge. Then
second we have to identify the limit as the CRT.
For the tightness we use the standard tightness criterion and observe that all distances are
bounded by 2t and the total mass is stochastically bounded. To get the last point of the tightness
criterion we use the FK-dual which guarantees that we have a finite number of ancestors back
at times t − ε, where an upper bound is given by the entrance law of the time-space Kingman
coalescent for a fixed time horizon.
For the convergence we consider now the dual expressions for the expectations of polynomials
as the time horizon t→∞, where the dual expression is the asymptotically given by the time-space
coalescents at time t1 < t2 < · · · < tn < t as t→∞ and using the fact that
(8.8)
∫ t
0
U¯sds→
∫ ∞
0
U¯sds.
Finally we have to show the limit is given by [CRT ]. We have to deal with the convergence
of the total mass process and the U1-valued part. For definition of the CRT from a Brownian
excursion on [0, 1] we refer to [LG93], see also [LPW13].
In order to obtain that the distance matrices of samples from the CRT agree with the t → ∞
object of our M-valued fossil Feller diffusion we work with the polynomials and use the results on
the convergence of the individual based models. For the CRT this goes back to Aldous [Ald91a]
and of our dynamic this is a simple extension of what was done in [GPW09, Glo¨12]. We omit the
standard details for this extension.
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A Computation of diffusion coefficients
We know from [LN68] that the Feller diffusion conditioned to survive until some fixed time T > 0
is again a Markov process which is time-inhomogeneous. In fact it is a diffusion process. Hence
the process has local characteristics which we want to calculate for general coefficient b and for
arbitrary time horizon T . In [LN68] the case b = 1 and T = 1 was considered with an error in the
calculation of the volatility which we correct here.
We carry out the calculations using the Laplace transform of the conditioned process. Through-
out this section we denote by (Ps,t(x, ·))0≤s≤t the family of transition kernels of the (unconditioned)
R+-valued Feller diffusion. We denote by (P
T
s,t(x, ·))0≤s<t≤T the family of transition kernels of the
R+-valued Feller diffusion conditioned to survive up to time T . For fixed 0 ≤ s < t ≤ T we need
to calculate the local characteristics of PTs,t(x, ·)0≤s<t≤T for x > 0. We denote the corresponding
Laplace transform by
LT (x, s, t;λ) :=
∫
e−λyPTs,t(x, dy), λ ≥ 0.(A.1)
First note, that we have the following elementary identities∫
PTs,t(x, dy)(y − x) = −
∂
∂λ
(
eλxLT (x, s, t;λ)
)
|λ=0,(A.2)
∫
PTs,t(x, dy)(y − x)2 =
∂2
∂λ2
(
eλxLT (x, s, t, λ)
)
|λ=0 .(A.3)
Dividing by (t−s) and taking t ↓ s we will get the infinitesimal drift and variance of the conditioned
process at time s is in state x. The rest of this section is devoted to the computations.
The Laplace transform of the R+-valued Feller diffusion at time t starting in x is given by
L(x, t;λ) = exp
(
− 2xλ
2 + btλ
)
, λ ≥ 0.(A.4)
From that we obtain the probability that the Feller diffusion survives until time t as
1− lim
λ→∞
L(x, t;λ) = 1− exp
(
−2x
bt
)
.(A.5)
If we denote by (Zt)t≥0 the R+-valued Feller diffusion starting with positive initial conditions then
for x > 0 the Laplace transform LT (x, s, t;λ) satisfies
LT (s, x, t;λ) = E [exp(−λZt)|Zs = x, ZT > 0]
=
(
1− exp
(
− 2x
b(T − s)
))−1
·
(
exp
(
− 2xλ
2 + (t− s)bλ
)
− exp
(
− 2x(T − t)λb+ 4
(T − t)(t− s)λb2 + 2(T − s)b
))
.
(A.6)
This follows by the next calculation∫
Ps,t(x, dy)e
−λy · (1− Pt,T (y, 0))
=
∫
Ps,t(x, dy)e
−λy
(
1− exp
(
− 2y
b(T − t)
))
=
∫
Ps,t(x, dy)e
−λy −
∫
Ps,t(x, dy) exp
(
−y(λ+ 2
b(T − t)
))
= L(x, t− s;λ)− L
(
x, t− s;λ+ 2
b(T − t)
)
.
(A.7)
Using (A.4) and simplifying the obtained expression one easily arrives at (A.6).
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Now we want to compute the diffusion coefficients using the Laplace transform. Denoting by
PTs,s+h(x, dy) the transition density corresponding to the Laplace transform L
T (s, x, s + h; ·) the
infinitesimal drift is given by
a˜T (s, x) = lim
h→0
1
h
∫
(y − x)PTs,s+h(x, dy) = − lim
h→0
1
h
∂
∂λ
(
eλxLT (s, x, s+ h;λ)
)∣∣∣
λ=0
.(A.8)
and the infinitesimal variance by
b˜T (s, x) = lim
h→0
1
h
∫
(y − x)2PTs,s+h(x, dy) = lim
h→0
1
h
∂2
∂λ2
(
eλxLT (s, x, s+ h;λ)
)∣∣∣
λ=0
.(A.9)
For fixed T, s, h with 0 ≤ s ≤ s+ h ≤ T we define functions f1 and f2 by
f1(λ) =
2λ
2 + hbλ
(A.10)
and
f2(λ) =
2(T − s− h)λb + 4
(T − s− h)hλb2 + 2(T − s)b .(A.11)
Then, we have
eλxLT (s, x, t;λ) =
1
1− exp(− 2xb(T−s) )
eλx(exp(−xf1(λ)) − exp(−xf2(λ))),(A.12)
where the first factor on the right hand side does not depend on λ. We need to compute the first
and second derivatives of functions of the form
λ 7→ exλe−xf(λ)(A.13)
at λ = 0. The first is given by
∂
∂λ
(exλe−xf(λ))
∣∣∣
λ=0
= exλe−xf(λ)(x − xf ′(λ))
∣∣∣
λ=0
= e−xf(0)(x − xf ′(0)),(A.14)
and the second by
∂2
∂λ2
(exλe−xf(λ))
∣∣∣
λ=0
= exλe−xf(λ)((x− xf ′(λ))2 − xf ′′(λ))
∣∣∣
λ=0
= e−xf(0)((x − xf ′(0))2 − xf ′′(0)).
(A.15)
For f1 from (A.10) we have f1(0) = 0 and
f ′1(λ) =
4
(2 + hbλ)2
, f ′1(0) = 1(A.16)
f ′′1 (λ) = −
8hb
(2 + hbλ)3
, f ′′1 (0) = −hb.(A.17)
For f2 from (A.11) we have f2(0) =
2
b(T−s) and
f ′2(λ) =
4(T − s− h)2
((T − s− h)hλb + 2(T − s))2 , f
′
2(0) =
(T − s− h)2
(T − s)2 = 1−
2h
T − s +
h2
(T − s)2(A.18)
f ′′2 (λ) = −
8(T − s− h)3hb
((T − s− h)hλb+ 2(T − s))3 , f
′′
2 (0) = −
(T − s− h)3hb
(T − s)3 .(A.19)
It follows
∂
∂λ
(
eλx exp
(
−xf1(λ)
)∣∣∣
λ=0
= 0(A.20)
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and
∂
∂λ
(
eλx exp
(
−xf2(λ)
)∣∣∣
λ=0
= exp
(
− 2x
(T − s)b
)( 2hx
T − s −
xh2
(T − s)2
)
.(A.21)
Using next (A.8) we obtain from the above
a˜T (s, x) =
1
1− exp
(
− 2x(T−s)b
) lim
h→0
1
h
exp
(
− 2x
(T − s)b
)( 2hx
T − s −
xh2
(T − s)2
)
=
2x
(T − s)
1
exp
(
2x
(T−s)b
)
− 1
.
(A.22)
It remains to compute bT (s, x). With the above preparations we have
∂2
∂λ2
(
eλx exp
(
−xf1(λ)
))∣∣∣
λ=0
= xhb(A.23)
and
(A.24)
∂2
∂λ2
(
eλx exp
(
−xf2(λ)
))∣∣∣
λ=0
= exp
(
− 2x
(T − s)b
)(( 2hx
T − s −
xh2
(T − s)2
)2
+ x
(T − s− h)3hb
(T − s)3
)
.
Hence:
b˜T (s, x) = lim
h→0
1
h
∂2
∂λ2
(
eλxLT (s, x, s+ h;λ)
)∣∣∣
λ=0
=
1
1− exp
(
− 2x(T−s)b
)
· lim
h→0
1
h
(
xhb − exp
(
− 2x
b(T − s)
)(( 2hx
T − s −
h2x
(T − s)2
)2
+ x
(T − s− h)3hb
(T − s)3
))
=
1
1− exp
(
− 2x(T−s)b
)(xb− xb exp(− 2x
(T − s)b
))
= xb.
(A.25)
B Facts for Markov branching trees
In this section we collect some facts about U-valued t-Markov branching trees (t-MBT). These
are U-valued random variables U whose t-tops ⌊U⌋(t) have infinitely divisible laws with Le´vy-
Khintchine representation (2.27) and Le´vy measure of the form (3.42).
We denote by D(I, E) the set of ca`dla`g paths on an interval I ⊂ R with values in a measurable
space E. The set D(I, E) is equipped with the classical Skorohod topology; see Chapter 3 in
[EK86] for details.
We begin by studying the number of open balls of certain diameter t− s in a t-MBT. If we do
this for fixed t and vary s we obtain a ball counting process with values in N0. For u = [U, r, µ] ∈ U
and h > 0 we denote by #h(u) the number of open 2h-balls in the metric space (U, r).
The following result states that the process of the number of balls indexed by the decreasing
radius is a Markov branching process on N0. It will be proved in [DGG19] as Proposition 2.21.
Proposition B.1 (Number of covering balls of varying radius). Assume that U is a t-Markov
branching tree with almost surely finite measure. Let
Ms :=Ms(U) := #t−s(U), s ∈ [0, t)(B.1)
be the (random) number of open 2(t − s)-balls in the metric space from the metric measure space
U. Then (Ms(U))s∈[0,t) is a non decreasing Markov branching process with values in D([0, t],N0).
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The state 0 is an absorbing state of this process and for k, ℓ ∈ N0 and 0 ≤ s < s′ < t the transition
probabilities are given by
(B.2) P(Ms′ = k + ℓ|Ms = k) =∫
(U(t−s))
k
(̺tt−s)
⊗k(du1, . . . , duk)1{#t−s′(u1) + · · ·+#t−s′(uk) = k + ℓ}.
Here, ̺tt−s is as in Definition 3.20 and Remark 3.23. The initial distribution P(M0 ∈ ·) is a mixed
Poisson distribution with mixing measure
∫
m0(dv)1{v¯∈·}.
Next we reformulate and refine some general results from Section 4 [GGR19] which have a
special form in the branching context. These results are concerned with some properties of limit
points of the approximate excursion law
ˆ̺
h,(n)
h (·) := 1{· 6= 0}nQh(
1
n
e, ·).(B.3)
Proposition B.2 (Excursion law and ˆ̺th). Let (Qt)t≥0 be a Feller semigroup that has the branching
property. Then for all 0 < h ≤ t there exists ˆ̺th ∈M#(U(h)⊔ \ {0}) s.t. for all u ∈ U and Φ ∈ Π+
we have
Qt(u, e
−Φh(·)) =
∫
Qt−h(u, dv) exp
(
−v¯
∫
ˆ̺th(dw)(1 − e−Φh(w))
)
.(B.4)
Furthermore, the measure ˆ̺th does not depend on t an is the boundedly weak limit of the measures
ˆ̺
h,(n)
h defined in (B.3).
Proof. Let Ut be a realization of a random variable with law Qt(u, ·). We calculate the Laplace
transform of Ut for t ≥ 0 at depth h ∈ (0, t]. We have
Eu[exp(−Φh(Ut))] =
∫
Qt(u, dv) exp(−Φh(v))(B.5)
=
∫
Qt−h(u, dw)
∫
Qh(w, dv) exp(−Φh(v))(B.6)
=
∫
Qt−h(u, dw)
(∫
Qh(
1
n
e, dv) exp(−Φh(v))
)nw¯
(Lemma B.4)(B.7)
=
∫
Qt−h(u, dw)
(
1− 1
n
∫
nQh(
1
n
e, dv) (1− exp(−Φh(v)))
)nw¯
.(B.8)
Again by Lemma B.4 we have Qh(e, ·) = Qh( 1ne, ·)∗n, so that the property (4.7) in [GGR19] holds
and we can use results on excursion laws of Section 4 from [GGR19]. In particular, by Lemma 4.3
in [GGR19] and n→∞ in the last line of the above display we deduce that
Eu[exp(−Φh(Ut))] =
∫
Qt−h(u, dw) exp
(
−w¯
∫
ˆ̺th(dv) (1 − e−Φh(v))
)
,(B.9)
for a certain measure ˆ̺th ∈ M#(U(h)⊔ \ {0}) with
∫
ˆ̺th(du) (1∧ u¯) <∞. We have seen that in the
case where the branching rate b is constant in time we have ˆ̺th = ˆ̺
t
′
h for all t
′ ≥ t ≥ h > 0. Thus,
we have ˆ̺th = ˆ̺
h
h for t ≥ h > 0. Finally, again by Lemma 4.3 in [GGR19], this measure ˆ̺hh is the
weak limit of nQh(
1
ne, ·).
Lemma B.3 ([Gre74]). If (Q¯t)t≥0 is a branching semigroup on [0,∞) with branching mechanism
Ψ and satisfying the Feller property, then for all t ≥ 0 the following assertions hold:
(a)
e(t) := lim
n→∞
[nQ¯t(n
−1, {· 6= 0})] = ψt(∞) ∈ (0,∞] ,(B.10)
where the value ∞ is not attained if Ψ(θ) > 0 and ∫∞
θ
dξ/Ψ(ξ) <∞ for large enough θ.
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(b) Furthermore:
lim
n→∞
n
∫
Q¯t(n
−1, dz)z =
∫
Q¯t(1, dz) z = exp(−tΨ′(0)),(B.11)
where Ψ′(0) = −α− ∫∞0 x(1 − e−x)Π(dx) ∈ [−∞,∞).
Proof. The first equality of (b) is given by the branching property and the second equality is shown
below the proof of Theorem 1 in [Gre74]. To show (a), a proof similar to Lemma 4.4 in [GGR19]
shows the existence of the limit and that e(t) = − log Q¯t(e, u = 0). But the latter is the extinction
probability after time t and Theorem 1 in [Gre74] and its preceding lines show the rest of the
statement.
Lemma B.4 (Laplace transform and branching property). Suppose (Qt)t≥0 is a Feller semigroup
with the branching property. Then
1. for any Φ ∈ Π+, t ≥ 0 and u ∈ U∫
Qt(u, dv)e
−Φt(v) =
(∫
Qt(e, dv)e
−Φt(v)
)u¯
.(B.12)
2. for any Φ ∈ Π+, t ≥ 0 and u ∈ U∫
Qt(u, dv)Φt(v) = u¯
∫
Qt(e, dv)Φt(v),(B.13)
as long as the expressions involved are finite.
Proof. The second claim follows from the first by differentiation, i.e. consider λΦt for λ ≥ 0 instead
of Φt in (B.12), differentiate both sides with respect to λ and evaluate the resulting equality at
λ = 0.
For the first claim let u ∈ Uf be an ultrametric measure space with finitely many points,
that is we have u = [{1, . . . , n}, r,∑ni=1 piδi] for some metric r and weights pi, i = 1, . . . , n. We
assume that n ≥ 2 and define α := min{r(x, y) : x, y ∈ {1, . . . , n}, x 6= y} > 0. Furthermore, for
i = 1, . . . , n we define
pi := p
(pi) := [{i}, 0, piδi].(B.14)
Then, for any t ∈ [0, α], by the branching property we have∫
Qt(u, dv)e
−Φt(v) =
n∏
i=1
∫
Qt(pi, dvi)e
−Φt(vi).(B.15)
Now, assume that n = 2 and write uα to indicate the dependence on α. Then, (B.15) becomes∫
Qt(uα, dv)e
−Φt(v) =
∫
Qt(p1, dv)e
−Φt(v)
∫
Qt(p2, dv)e
−Φt(v).(B.16)
On the other hand we know that
lim
α→0
uα = p
(p1+p2) = pu¯,(B.17)
in the Gromov-Prokhorov topology. Since (Qt)t≥0 is a Feller semigroup we obtain∫
Qt(p
(p1+p2), dv)e−Φt(v) = lim
α→0
∫
Qt(uα, dv)e
−Φt(v)(B.18)
=
∫
Qt(p1, dv)e
−Φt(v)
∫
Qt(p2, dv)e
−Φt(v).(B.19)
For fixed t > 0, this is a functional equation in the parameter p: p 7→ ft(p) = Qt(p(p), e−Φt), i.e.
we have ft(p1 + p2) = ft(p1)ft(p2), p1, p2 ∈ (0,∞). By the Feller property we also know that
p 7→ ft(p) is continuous and so we obtain the well-known solution∫
Qt(p
(p), dv)e−Φt(v) = ft(p) = (ft(1))
p =
(∫
Qt(p
(1), dv)e−Φt(v)
)p
.(B.20)
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Using (B.16), we can extend this to the case n > 2 and obtain∫
Qt(u, dv)e
−Φt(v) =
(∫
Qt(e, dv)e
−Φt(v)
)(p1+···+pn)
=
(∫
Qt(e, dv)e
−Φt(v)
)u¯
.(B.21)
where we write e = p(1). Taking into account (B.20) to cover the case n = 1, we have now proved
(B.12) for finite um-space.
For the extension to general um-spaces, note that any um-space can be approximated in the
Gromov-weak topology by a sequence of finite um-spaces (see [Glo¨12], Proposition 2.3.13, or
[GPW13], Proposition 5.6 for the normalized case; the extension to general mm-spaces is im-
mediate). Let u ∈ U and assume that un ∈ Uf , n ∈ N, are finite um-spaces such that un → u.
Note that this implies u¯2n = 〈1, ν2,un〉 → 〈1, ν2,u〉 = u¯2 and thus u¯n → u¯. Therefore we obtain∫
Qt(u, dv)e
−Φt(v) =
∫
Qt( lim
n→∞
un, dv)e
−Φt(v)
= lim
n→∞
∫
Qt(un, dv)e
−Φt(v)
= lim
n→∞
(∫
Qt(e, dv)e
−Φt(v)
)u¯n
=
(∫
Qt(e, dv)e
−Φt(v)
)u¯
.
(B.22)
In the second equality we use the Feller property of Qt, in the third equality we use that we have
already proved the result for finite um-spaces.
Proposition B.5. Suppose (Qt)t≥0 is a Feller semigroup and has the branching property. Then
there exists a Feller semigroup (Q¯t)t≥0 on Cb([0,∞)) with the branching property such that:∫
Qt(u, dv)1{v¯ ∈ dy} = Q¯t(x, dy)(B.23)
as measures on [0,∞) for all u ∈ U with u¯ = x ∈ [0,∞). Moreover, Q¯t(x, ·) is an infinitely divisible
distribution on [0,∞) for any t > 0 and x > 0.
Proof. Let x ∈ [0,∞). Define
Q¯t(x, dy) =
∫
Qt(x · e, dv)1{v¯ ∈ dy}.(B.24)
By Lemma (B.4) for λ > 0:∫
Q¯t(x, dy)e
−λy =
∫
Qt(x · e, dv)1{v¯ ∈ dy}e−λy =
(∫
Qt(e, dv)1{v¯ ∈ dy}e−λy
)x
=
∫
Qt(u, dv)1{v¯ ∈ dy}e−λy,
(B.25)
for any u ∈ U with u¯ = x. That shows (B.23). Next (Q¯t)t≥0 is a Markov semigroup since,∫
Q¯t(x, dy)
∫
Q¯s(y, dz) =
∫
Qt(x · e, dv)1(v¯ ∈ dy)
∫
Qs(y · e, dw)1{w¯ ∈ dz}(B.26)
(B.25)
=
∫
Qt(x · e, dv)
∫
Qs(ν, dw)1{w¯ ∈ dz}(B.27)
=
∫
Qt+s(x · e, dw)1(w¯ ∈ dz) =
∫
Q¯t+s(x, dz).(B.28)
The Feller property follows from the corresponding property of (Qt)t≥0. It remains to verify the
branching property; therefore let u1, u2 ∈ U with u¯1 = x1, u¯2 = x2. Then∫
Q¯t(x1, dy1)
∫
Q¯t(x2, dy2)1{y1 + y2 ∈ dz}(B.29)
=
∫
Qt(u1, dv1)
∫
Qt(u2, dv2)1{v¯1 + v¯2 ∈ dz}(B.30)
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=
∫
Qt(u1, dv1)
∫
Qt(u2, dv2)1(v1 ⊔ v2 ∈ dz)(B.31)
bran. prop
=
∫
Qt(u1 ⊔ u2, dv)1(v¯ ∈ dz) =
∫
Q¯t(x1 + x2, dy)1(y ∈ dz)(B.32)
= Q¯t(x1 + x2, dz).(B.33)
The last claim is clear, since marginal distributions of branching processes are infinitely divisible.
C Infinite divisibility and Markov branching trees
In this section we show that the distributions of (generalized) t-branching trees are infinitely divis-
ible and identify the corresponding Le´vy measures. Here, for t ∈ (0,∞) extending Definition 3.20,
we say that an U(t)⊔-valued random variable U is a (generalized) t-branching tree if for every
h ∈ (0, t] the h-top ⌊U⌋(h) can be written in the form
⌊U⌋(h) :=
⊔
u∈N
u ∈ U(h)⊔.(C.1)
Here, for h ∈ (0, t], N is PPP on U arising as follows:
• mth is an infinitely divisible law on U(t− h)⊔ with the Le´vy measure λm
t
h ,
• ̺th is a kernel on U(t− h)⊔ ×M#(U(h) \ {0}), v 7→ ̺th(v, ·),
• first v is drawn according to mth, then N = N(̺th(v, ·)) is PPP on U(h)⊔ with intensity
measure ̺th(v, ·).
We start by proving infinite divisibility of general t-branching trees.
Proposition C.1. Any t-branching tree is t-infinitely divisible.
Proof. Let U be a t-branching tree, n ∈ N and h ∈ (0, t]. Since mth is infinitely divisible there is
a law m
t,(n)
h ∈ M1(U(t − h)⊔) so that for U(t − h)⊔-valued random variables V and i.i.d. Vi,n,
i = 1, . . . , n with L(V) = mth respectively L(V1,n) = mt,(n)h we have
V
d
= V1,n ⊔(t−h) · · · ⊔(t−h) Vn,n.(C.2)
Using this representation and the description after (C.1) for all non-negative Φ ∈ Π we obtain
E[exp(−Φh(U))] =
∫
U(t−h)
⊔
mth(dv) exp
(
−
∫
U(h)
(
1− e−Φh(u)
)
̺th(v, du)
)
=
∫
U(t−h)
⊔
m
t,(n)
h (dv
1,n) · · ·
∫
U(t−h)
⊔
m
t,(n)
h (dv
n,n)
exp
(
−
∫
U(h)
(
1− e−Φh(u)
)
̺th(v
1,n ⊔ · · · ⊔ vn,n, du)
)
=
∫
U(t−h)
⊔
m
t,(n)
h (dv
1,n) · · ·
∫
U(t−h)
⊔
m
t,(n)
h (dv
n,n)
exp
(
−
∫
U(h)
(
1− e−Φh(u)
)
(̺th(v
1,n, du) + · · ·+ ̺th(vn,n, du))
)
=
(∫
U(t−h)
⊔
m
t,(n)
h (dv) exp
(
−
∫
U(h)
(
1− e−Φh(u)
)
̺th(v, du)
))n
.
(C.3)
Comparing the first and the last line of the above display we see that in the last line we have n-th
power of the Laplace transform of a U(h)⊔-valued random variable which itself fits the description
after (C.1) with mth replaced by m
t,(n)
h . This completes the proof.
In the next result we identify the Le´vy measure of a (generalized) t-branching tree. The result
is a generalized version of the formula for the Le´vy measure that we have claimed in Remark 3.23
for specific U-valued random variables which is an MBT.
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Proposition C.2. The Le´vy measure ΛUh on of a (generalized) t-branching tree U on U(t)
⊔ is of
the form
ΛUh(du) =
∫
U(t−h)
⊔
\{0}
λm
t
h(dv)EN
[
1
{ ⊔
w∈N(̺
t
h(v,·))
w ∈ du}],(C.4)
where we use the notation of the description after (C.1) and expectation is w.r.t. PPP N .
Proof. Let U be a t-branching tree and letV be a t-infinitely divisibleU(t)⊔-valued random variable
whose Le´vy measure ΛVh (du) is given by the r.h.s. of (C.4).
We have to verify that E[exp(−Φh(V))] = E[exp(−Φh(U))] for all non-negative Φ ∈ Π. Then
by Theorem 1.30 in [GGR19] it would follow that U
d
= V and that in particular the Le´vy measures
agree. We have
− logE[exp(−Φh(V))]
(i)
=
∫
U(h)
⊔
\{0}
ΛVh (du)(1 − e−Φh(u))
(ii)
=
∫
U(t−h)
⊔
\{0}
λm
t
h(dv)EN
[
1− exp
(
−Φh
( ⊔
w∈N(̺
t
h(v,·))
w
))]
(iii)
=
∫
U(t−h)
⊔
\{0}
λm
t
h(dv)
(
1−EN
[
exp
(
−
∑
w∈N(̺
t
h(v,·))
Φh(w)
)])
(iv)
=
∫
U(t−h)
⊔
\{0}
λm
t
h(dv)
(
1− exp
(
−
∫
̺th(v, dw)(1 − e−Φh(w))
))
(v)
=
∫
U(t−h)
⊔
\{0}
mth(dv) exp
(
−
∫
̺th(v, dw)(1− e−Φh(w))
)
(vi)
= − logE[exp(−Φh(U))].
(C.5)
Here, (i) follows by equation (2.27); (ii) follows by (C.4), Fubini and integration over du; (iii) by
(2.26); (iv) by the usual Laplace transform formula for integrals over Poisson measures; see e.g.
Lemma 12.2 in [Kal02]; (v) this is the property that Λm
t
h is the Le´vy-measure of mth; (vi) is the
first line of (C.3).
D Approximation of solutions of Ω↑-martingale problems
We observe next that we can take every function on U of the form u = (u¯, uˆ) 7→ Φ¯(u¯)Φ̂(uˆ), where
Φ¯ is in C2 and Φ̂ is a polynomial induced by ϕ ∈ C1b (R(
n
2)
+ ).
We consider the set Π∗ consisting of functions (of the above form) satisfying the following
conditions: There are M1,M2,M3,M4 ∈ (0,∞) and n ∈ N so that
(i) |Φ¯(i)| ≤M1u¯n +M2 for i = 0, 1, 2;
(ii) |Φ¯(u¯)/u¯| ≤M3 for u¯ ≤M4.
Note that Π∗ contains the sets Π(C1b ) and D2.
Now, for every Φ ∈ Π∗ we can find functions (Ψk)k∈N with Ψk ∈ D1 so that Ψk → Φ,
Ω↑Ψk → Ω↑Φ as k →∞ and |Ω↑Φ−Ω↑Ψk| ≤ M˜1u¯n + M˜2 for suitable M˜1 and M˜2 and all k ∈ N.
By dominated convergence theorem it follows that a solution of the (Ω↑,D1)-martingale problem
solves also the (Ω↑,Π∗)-martingale problem and in particular also the (Ω↑,D2) and (Ω↑, C1b )-
martingale problems.
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