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Tailoring a Psychophysiologically Driven Rating System i
Abstract 
Humans have always been interested in ways to measure and compare 
their performances to establish who is best at a particular activity. The first 
Olympic Games, for instance, were carried out in 776 BC, and it was a defining 
moment in history where ranking based competitive activities managed to 
reach the general populous.  Every competition must face the issue of how to 
evaluate and rank competitors, and often rules are required to account for 
many different aspects such as variations in conditions, the ability to cheat, 
and, of course, the value of entertainment. Nowadays, measurements are 
performed out through various rating systems, which considers the outcomes 
of the activity to rate the participants. However, they do not seem to address 
the psychological aspects of an individual in a competition. 
This dissertation employs several psychophysiological assessment 
instruments intending to facilitate the acquisition of skill level rating in 
competitive gaming. To do so, an exergame that uses non-conventional inputs, 
such as body tracking to prevent input biases, was developed. The sample size 
of this study is ten, and the participants were put on a round-robin tournament 
to provide equal intervals between games for each player.  
After analyzing the outcome of the competition, it revealed some critical 
insights on the psychophysiological instruments; Especially the significance of 
Flow in terms of the prolificacy of a player. Although the findings did not 
provide an alternative for the traditional rating systems, it shows the 
importance of considering other aspects of the competition, such as 
psychophysiological metrics to fine-tune the rating. These potentially reveal 
more in-depth insight into the competition in comparison to just the binary 
outcome.   
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Chapter 1: Introduction 
This chapter outlines the introductory background (section 1.1) and 
motivation (section 1.2) of the research that has been conducted and its 
objectives (section 1.3). Section 1.4 describes the significance and scope of this 
dissertation as well as provides definitions of terms used. Finally, section 1.5 



















2 Chapter 1: Introduction 
1.1 BACKGROUND 
Humans have always been interested in ways to measure and compare 
their performances to establish who is best at a particular activity. The first 
Olympic Games, for instance, were carried out in 776 BC, and it was a defining 
moment in history where ranking based competitive activities managed to 
reach the general populous. Nowadays, competitions are carried out for 
almost any discipline one can compete in, including sports, games or mental 
challenges and some competitions, such as the football world-cup, attracting 
a vast number of spectators. In the past, game competitions were generally not 
as popular as sports, although there were trends in countries like China and 
South Korea. At present, game competitions have reinvigorated themselves 
with the title of eSports[1] and have the capability to fill stadia daily [2].  
Every competition must face the issue of how to evaluate and rank 
competitors, and often rules are required to account for many different aspects 
such as variations in conditions, the ability to cheat, and, of course, the value 
of entertainment. Evaluating prolificacy in gaming by means of measuring 
and logging physiological and psychophysiological responses such as Heart 
Rate (HR) metrics and Electrodermal Activity/Galvanic Skin Response (GSR), 
FLOW, Perceived Workload, etc. of the players during a gameplay session is 
a prominent method in the field of game user research. Besides, these methods 
are widely used in assessing the expertise of pilots[3], astronauts[4], 
surgeons[5], and soldiers[6] in simulations and virtual environments.  
For years, these techniques have been out of reach for many researchers 
due to the underlying limitation in computational power, lack of exposure to 
psychophysiological instruments, and the cost of physiological sensors along 
with the complexity of implementing them (e.g., Electrocardiography- ECG) 
in a non-intrusive manner. The recent boom in computational power, data 
science, and machine learning as well as affordable composite sensors such as, 
smartwatches which uses Photoplethysmography (PPG) based sensors. 
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1.2 MOTIVATION 
Being an avid competitive gamer myself, from my childhood, I always 
had a fascination for competitive gaming and the sense of climbing the ladder 
of leader boards in video games. Furthermore, I have worked with several 
researchers of Game User Research, Exergames, and other Serious Games at 
the NeuroRehabilitation Lab of Madeira Interactive Technologies Institute and 
the University of Madeira on various physiological sensors and 
psychophysiological assessment instruments. 
One of the crucial catalyst to pursue this topic was my work with 
NeuroRehabilitation Lab members John Muñoz and Teresa Paulino on 
developing and co-authoring Android-based framework component for 
wearables such as smartwatches to extract HR (Heart Rate) on-demand to be 
applied in mobile VR (Virtual Reality) environments [7]. Besides, further 
collaboration with the authors lead to development and integration other 
proprietary sensors (such as CardioBAN, Polar H10 as well as the Myo 
Armband) to their work on The Biocybernetic Loop Engine [8], which allowed 
me to grasp the fundamentals of the field, as well as feasibility of technologies 
that can be pragmatically applied on my research.  
Thus, I embarked on a journey to disentangle different prolificacy of 
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1.3 OBJECTIVES 
This dissertation employs several psychophysiological assessment 
instruments as well as cost-effective wearables (that utilizes PPG sensors) as 
an alternative to the not so contemporary intrusive sensors, intending to 
facilitate the acquisition of player skill level rating in conventional gameplay 
scenarios. Mainly focusing on investigating the role of psychophysiological 
states such as flow, challenge, and dominance.  
This work hypothesizes that by taking advantage of these tools, it is 
possible to discriminate the different prolificacy (skill level or expertise) of 
players in competitive gaming not only by the outcome of the game but also 
by behavior of the players in both in-game (during the activity) and off game 
(prior and post-activity). Thus, this dissertation will be focusing on 
interrelating the player’s relative skill level rating to their psycho-
physiological metrics during a particular gameplay session.  
 
Thus, this dissertation aims to explore the following research questions: 
RQ1. How relative competitive skill affects the subjective experience of 
players in gaming? 
RQ2. How subjective experience influences the absolute competitive 
skill of players in gaming? 
RQ3. Can the addition of subjective experience be beneficial for the 
traditional skill rating system? 
 
The outcomes of these questions and the thesis itself can be useful for 
game user researches, who are focusing on competitive game rating aspects as 
well as for game designers who may use the results to build upon the 
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1.4 SIGNIFICANCE, SCOPE, AND DEFINITIONS 
Prolificacy (expertise at its highest levels) has been studied from several 
areas and fields. These include both academics (e.g., physics, chemistry, and 
mathematics) and non-academic domains (e.g., chess, typing, solving a 
Rubik’s cube and restaurant ordering)[9]. However perceived, representations 
of the expertise describe characteristics of prolificacy in individual terms. 
Initial features, including automaticity, speed of processing information, 
visualization, etc. have all been used to explain how prolific individual 
perform within their specific domain.  
Furthermore, attributes like age have been proposed to advocate how 
these experts advance within a specific domain. Notably, commitment at a 
young age to a field correlates to higher levels of prolificacy in that area [10]. 
The literature on prolificacy, however, is not necessarily formulated to 
describe the development of skill in extremely dynamic, immersive settings. 
For example, current digital environments are also highly collaborative and 
social [11]. Except for the mentoring/guidance role in deliberate practice, the 
literature on high levels of expertise seldom tackles the social aspects of 
learning [10], [12]. 
According to Murphy and Alexander [13], prolificacy is centered 
fundamentally on the maturity of domain knowledge. Based on the activities 
described at the beginning of this section (section 1.4), this would be no 
different in playing competitive videogames where players spend a 
tremendous amount of time honing skills, researching information, and put 
what they have learned to practice. As with all hyper-environments, users (i.e., 
gamers) are responsible for efficiently and effectively finding and evaluating 
information, apprehending information across multiple modalities 
simultaneously, and orchestrating dynamic strategies that facilitate learning 
in these complex environments[14]. However, domain knowledge (i.e., game 
content, mechanics, etc.) and the means to acquire it are not the only areas in 
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which gamers need to excel. Concerning competitive videogames, successful 
players must also master the technology.  
Mastering technology is tied to simple tasks such as playing the game to 
more complex tasks associated with optimizing the game experience. Some 
players spend hours perfecting a simple action or honing niche game 
mechanics using unconventional methods to have the edge over their 
opponents. It follows that developing expertise in competitive video games 
involves interaction with and proficiency in several distinct areas. 
Hence, this dissertation will have delimited its scope to one versus one 
competitive environment where the game uses non-conventional yet intuitive 
inputs for the players to avoid experience bias that was discussed earlier in 
this section (section 1.4). Besides, this work incorporates mild exergaming 
aspect along with gradually increasing pace [15] to the gameplay to hasten and 
amplify the process of identifying key indicators such as changes in HR as well 
as other psychophysiological metrics such as perceived workload, exertion, 












Chapter 1: Introduction 7 
1.5 THESIS OUTLINE 
Chapter 1 -  Introduction 
This chapter began with the detailed background and motivation of this 
work, as well as the objectives of this dissertation. Finally, it stated the 
significance of the thesis, along with the research scope and definitions.  
Chapter 2 - Literature Review 
Introduces the reader to the historical background of performance rating 
systems and continues onto a detailed chronological review of prominent 
rating systems. 
Chapter 3 - Research, Design & Development 
Explores various instruments that are to be utilized for this study and 
moves onto technological choices. This chapter closes with the design 
and development of solutions that aided in the design of the study. 
Chapter 4 - Methodology 
Focuses on the procedure of the research, commencing from the 
competition format, reasoning behind the choice of participants, the 
number of sessions, and the step-by-step process of the study in detail. 
Chapter 5 - Findings 
Presents the outcome of the study in stages based on various instruments 
utilized from the study design to provide a general overview of the 
results. 
Chapter 6 - Conclusions 
It provides insights into the implications and interpretation with 
reference it the literature and states the author’s take on the findings of 
the dissertation along with its potential limitations as well as the 
conclusions.
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Chapter 2: Literature Review 
This chapter begins with a historical background (section 2.1) and 
reviews literature on the following prominent rating systems: Ingo (section 
2.2), Elo (section 2.3) Glicko (section 2.4), Edo (section 2.5) and TrueSkill 
(section 2.6). Section 2.7 synopsizes all the above rating systems by history, 
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2.1 HISTORICAL BACKGROUND OF PERFORMANCE RATING 
SYSTEMS 
Numerous ranking systems instigated with modern chess ranking 
systems as early as the 1930s [16], and more recently are applied widely in 
online competitive gaming rating, for example, in Counter-Strike, Dota2 [17], 
[18] and League of Legends [19], [20] as well in gaming systems such as the 
Microsoft Xbox entertainment system. Competitive games such as chess tend 
to use skill rating systems for several practical purposes: (a) to qualify 
candidates for elite tournaments, (b) to pair candidates of similar abilities for 
tournaments, and (c) to monitor candidates’ progress [21]. 
In general, rating systems are designed to provide information about 
players’ skill development by combining data from a new game outcome with 
players’ skills, as demonstrated from previous games. These systems aim to 
provide information about a player’s strength at any time. Systems such as 
ELO, update players’ strength estimates after each game, whereas others such 
as TrueSkill update information after a series of games. These systems were 
initially developed to rank two-player games, and in more recent years, 
ranking systems have been further developed to rank players in multiplayer 
games. 
The purpose of this section is to provide information about some of the 
most well-known existing ranking systems and then summarize, compare, 
and contrast some of the most renowned systems for two-player or 
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2.2 INGO RATING SYSTEM  
One of the first ranking systems to produce numerical ratings, the Ingo 
system was developed by Anton Hoesslinger in 1948 and used by the German 
Chess Federation [16]. Over the following decade, many versions of this 
system were developed and used in different national chess tournaments. The 
Ingo system was used for paired comparisons. Unlike contemporary ranking 
systems such as ELO, TrueSkill, etc., the Ingo system associates better 
performance with lower scores. 
The Ingo system is considered a simple one, with little basis in statistical 
ratings. A player’s ranking is based on the performance of the average player. 
In particular, the average rating of the players in a competition is calculated. 
Also, the player’s score in percentage points is calculated.  
Equation 1. Calculating INGO 
 
R = O - (W - 50) 
R is the player's new rating, O is the arithmetic average of the ratings of the 
player's opponents, and W is the player's win ratio express as a percentage. If 
a player’s percentage score is average (50%), then the player’s rating score is 
the average rating score; if the player’s percentage score is above 50%, then the 
player receives the average score plus 10 points for each percentage point 
above 50%. Similarly, if the player’s percentage score is below 50%, then the 
player receives the average score minus 10 points for each percentage point 
below 50%.  
For example, if the average rating score in the competition is 1,500 and 
the percentage score of a player is 23%, then this score is 27 percentage points 
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2.3 ELO RATING SYSTEM  
The Elo system was developed by Arpad Elo in 1959 and adopted by the 
World Chess Federation in 1970 [22]. It is probably the most widely used 
system in competitive games such as chess. Like the Ingo system, the Elo 
system is a ranking system for two-player games. However, the Elo system is 
based on a model with a considerably more statistical foundation. The Elo 
system assigns a number between 0 and 3,000 that changes over time based on 
the outcomes of tournament games. Unlike the Ingo system, in the Elo system, 
a higher score indicates better performance. Thus, a player with a higher rating 
is expected to win more often than a player with a lower rating. Based on the 
game outcomes, the player’s rating may be increased or decreased. 
The primary assumption of the Elo system is that each player is 
associated with a current strength, and a rating estimates this strength. The 
Elo system associates game results in latent variables that represent the ability 
of each player. The Elo system uses the Thurstone-Mosteller model to estimate 
the probability of individual game outcomes based on the assumption that the 
player’s chess performance in each game is a random variable that is typically 
distributed. It is assumed that the actual ability of each player is the mean of 
that player’s performance. Performance is measured by wins, losses, and 
draws. 
The assumption that a player’s performance is normally distributed 
raises some concerns. Some statistical tests have indicated that this assumption 
does not accurately represent the actual results, especially for weaker players, 
who have higher chances to win than Elo predicts. For this reason, some chess 
sites use a logistic distribution. The logistic distribution version of the system 
goes back to Zermelo [23], who developed a model for paired comparisons 
that later became known as the Bradley-Terry model [24], [25]. The Bradley-
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One of the greatest assets of the Elo system in terms of usability is its 
linear approximation. The linearization of this model makes it attractive to 
users due to its simplicity. If players win more games than expected, their 
ratings will increase. Similarly, if players lose more games than expected, their 
ratings will decrease. However, the adjustment is assumed to be linearly 
related to the number of wins/losses by which the players differ from their 
expected number of wins/losses. 
 Furthermore, players’ performance ratings are a function of the 
opponent rating and a linear adjustment to the amount by which they 
overperform or underperform their expected values. All things being equal, 
when players’ actual scores are less than the expected values, their ratings are 
adjusted downward. On the other hand, if their actual scores are higher than 
their expected scores, the ratings are adjusted upward. The rating update for 
each player can be performed after each game or after a defined rating period. 
Although the linear nature of this model makes it simple, advances in 
technology have made it obsolete. One of the limitations of the simplicity of 
the Elo model is that more efficient estimation models are becoming more 
attractive. Another limitation of the Elo model is that it uses a player’s most 
recent rating as the current one, even if the player has not competed for a long 
time.  
Nevertheless, the Elo rating system can be used not just for rating 
players. It has been used for rating patterns in the game of Go [26], eliciting 
user preferences [27], assessing security and vulnerability risks [28], ranking 
posts in online forums [29], choosing the efficient layout to reduce fabric waste 
in clothing industry [30], as well as a plethora of application in the field of soft 
biometrics such as human description identification [31]–[33] (body, posture, 
and movement) and human facial identification [34], [35]. Recently several 
animal behavioral scientists also used Elo to estimate social dominance 
strengths and of animals in the wild [36]–[38].    
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2.4 GLICKO RATING SYSTEM  
Glickman developed the Glicko system in 1995 [39]. Like the Ingo and 
Elo systems, the Glicko system is designed for two-player games. This model 
is an extension of the Elo system and was developed in an attempt to address 
and improve the parameter estimates by incorporating a variability factor. The 
Glicko system computes the rating similarly to the Elo system, but it also 
incorporates the reliability of a player’s rating. The reliability of a rating is 
called the rating deviation (RD), which is a standard deviation that measures 
the uncertainty of the rating. For example, a player who did not play for a long 
time and had just one game may have a high RD. A player who competes very 
often may have a low RD. The rationale is that the system can gather more 
information about the skill of the player who competes more often, and 
therefore the rating is more precise than that of a player who competes less 
often. Because the Glicko system provides both a rating and an RD, it may be 
more informative to describe players’ skills as a confidence interval. For 
example, a 95% confident interval is calculated as Rating ± 2 * RD [21], [39]. 
According to Weng and Lin [40], the Glicko system was the first to use 
the Bayesian ranking system. It is assumed that the skill of the players follows 
a Gaussian distribution. The Glicko system applies the Zermelo model [23], 
better known as the Bradley-Terry model [24], [25]. As mentioned earlier, the 
Bradley-Terry model is an approach to rank n individuals by comparing two 
at a time. The Glicko system updates the skill of the players after each rating 
period. For better estimates, the number of games in each rating period is 
between 5 and 10 games for each player [40]. A drawback of the original Glicko 
system (Glicko-1) is that it may not capture the exact change in skills for 
players who frequently compete because the RD is small for players who 
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In addition to the Glicko-1 system, Glickman developed the Glicko-2 
system. The Glicko-2 adds rating volatility to the rating and RD. The rating 
volatility index is the degree of expected fluctuation in a player’s rating. The 
volatility measurement is low when a player has consistent results, and it is 
high when a player has an inconsistent performance. As with the Glicko1 
system, results for the Glicko-2 system are updated after a rating period. Like 
the Glicko-1 system, Glicko-2 performs best when rating periods consist of 5 
to 10 games for each player. It should be noted that the rating outcomes based 
on the Glicko-2 system are very similar to the ones from the Glicko-1 system 
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2.5 EDO RATING SYSTEM  
The Edo rating system has been developed and maintained by Rod 
Edwards since 2004 [42]. Similar to the systems discussed above, Edo is a 
rating system for paired comparisons. Also, like the Glicko system, Edo is 
based on the Bradley-Terry model [23], [24]. Its mean rating is adjusted to 
roughly 1,500 with a standard deviation of around 300. 
What makes the Edo system distinctive is that during the 
rating/estimation, the system treats the same player at two different years as 
two different players. The rating of players who participated in matches in two 
different years is then computed as a weighted rating between the two years 
as if the players had played against themselves in those years. The weight is 
set up around 50%. A weight higher or lower than 50% can compensate for 
inflation or deflation of the rating from time to time (e.g., due to a player’s skill 
increase). Also, according to Edwards [42], more self-matches of the same 
player result in a more stable rating of the player, whereas fewer such games 
mean that the player’s rating is more the result of current performance. 
Because at the end of the 20th century, more local tournaments with 
players at the lower end of the rating skill were included compared to earlier 
times, there is a tendency during modeling for estimation to be pulled down 
when more local tournaments are recorded. The second distinctive factor of 
the Edo system is that an adjustment is made to account for this situation: 
Players with ratings higher than 1,500 are marked down, while players with 
ratings lower than 1,500 are elevated. After this adjustment, the maintained 
result is similar to that of the Elo system. 
Besides, Edwards [42] also claimed that the Edo system has advantages 
in measuring uncertainties when compared to the Glicko system. For example, 
when a small group of players has played against one another but not often 
against players outside of the group, the Edo system has “some links” [42] to 
the main group under this situation.  
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However, it is unclear how these links are maintained and estimated. 
Furthermore, although this model considers information for the same player 
at different times and provides variance of the player’s skill, it does not offer 
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2.6 THE TRUESKILL RATING SYSTEM  
The TrueSkill model was developed by Microsoft Research [44] and 
maybe viewed as a generalization of the Elo system to multiplayer games. The 
TrueSkill ranking system is used for Microsoft’s Xbox online games, and in 
general, it is used to rank players for video games with more than two players 
and/or teams per match in competitive games. The simplest scenario for 
TrueSkill is the same as the one described in the Elo and the Glicko systems 
for two players competing against each other. However, the TrueSkill model 
was reported to provide more accurate estimates in predicting game outcomes 
and in matching players compared to the Elo system [44]. 
The TrueSkill system uses Bayesian approximation estimation [45], [46],  
which allows for instant ranking updates of players and/or teams after each 
game. In a game, each player is assumed to have a prior skill with a mean and 
a standard deviation, and a Gaussian distribution is assumed. In Xbox Live, a 
previous skill with a mean of 25 and a variance of (25/3)2 is used for the initial 
run. The performance of players in a game has a mean around their estimated 
skill with a standard deviation. The performance of a team is the sum of each 
member’s performance. Each team’s performance is then compared to decide 
team ranking. Draws (players with equal ranks of performance) are allowed 
in the TrueSkill ranking system. 
If the difference between two teams in terms of their performance is less 
than a draw margin, these two teams are ranked at the same level. The draw 
margin can be narrow or broad, depending on the needs of the estimation. A 
small margin should be used when individuals’/teams’ skills are relatively 
close, and fewer ties must be observed in the ranking. On the other hand, a 
wide margin should be used when ranking is more entertaining and low 
stakes. Posterior estimation of each player’s skill is then used as a prior for 
ranking estimate of the player’s next game. The estimation algorithm of 
TrueSkill uses approximate message passing—a Bayesian approximation 
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method [45], [46]. It is reported that convergence is fast; thus, instantaneous 
ranking is possible [40]. 
The initial TrueSkill rating system ranks game players at a particular time 
point (t) by updating their earlier rankings (t-1) as the prior and always 
estimates players’ rankings forward through time. Dangauthier et al. [43] 
extended TrueSkill to assess players’ skills not only forward through time but 
also backward. They called this extension TrueSkill Through Time (TTT) or 
TTT-D when the estimation of an additional draw margin parameter 
discussed earlier is included. Under TTT, for example, if Player A beats Player 
B, and then later, Player B beats a strong Player C, TTT and TTT-D can adjust 
Player A’s ranking by going backward in the estimation. However, the original 
TrueSkill rating system is not able to make the backward adjustment for Player 
A in this case. However, a longer estimation time is required and inevitable 
because there are more steps in the algorithm when estimation goes forward 
or backward to consider the ranking of players who were rated previously, 
and adjustment is needed when new players are lined up to be ranked. 
An essential feature of the TrueSkill ranking system is player 
matchmaking [44]. For players to have a competitive and enjoyable gaming 
experience, the skills of competitors have to be close. TrueSkill can match 
online players based on their estimated skills. There are two scenarios: games 
of individuals and games of teams. In a multiplayer (nonteam) competition, a 
simple criterion used for matchmaking is to ensure that the players’ highest 
and lowest ratings in a game do not go above a predetermined rating 
difference. In a multiteam match, a team member’s ranking is estimated with 
all the other players to get a pairwise rating. For each player, relative pair 
standings are then averaged as the player’s ranking. The criterion for 
multiteam game matchmaking is to have about the same number of players 
on each team and also for all team players across teams to have similar skill 
levels. 
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In addition to the original TrueSkill model, several TrueSkill variant 
models have been used for online data: multilabel classification [47] and Web 
commercial click rate prediction for Microsoft’s Bing search engine [48]. 
 
2.7 SUMMARY 
2.7.1 Ingo System Overview  
History 
A first chess rating system developed in 1948 by Anton Hoesslinger and 
adopted by the German Chess Federation. In the decade after its development, 
several versions of this system were developed.  
Comparison 
Has a little basis in statistical theory. Calculates player’s ranking based 
on the performance of the average player. Lower scores indicate higher 
performance.  
Advantages 
A straightforward model for implementing and the ratings were 
consistent with the subjective ranking of chess players. 
Limitations 
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2.7.2 Elo System Overview  
History 
 The most widely used system in competitive games. Developed in 1950 
by Arpad Elo as an improved rating system over the Ingo system and adopted 
by the World Chess Federation in 1970. 
Comparison 
 It is based on a model with a considerably more statistical foundation 
compared to the Ingo system. The performance rating of a player is a function 
of the opponent rating and a linear adjustment to the amount by which a 
player overperformed or underperformed that player’s expected value. All 
things being equal, when a player’s actual score is less than that player’s 
expected value, the rating is adjusted downward. On the other hand, if the 
actual score is higher than that player’s expected score, the rating is adjusted 
upward. Higher scores indicate better performance. For example, when two 
players compete, the system predicts that the player with a higher rating is 
expected to win more often than the player with a lower rating.  It uses two 
different distributions and assumes that players’ performance distribution 
follows either a normal or a logistic distribution.  
Advantages 
Applies the Thurstone-Mosteller model, and the range of the rating 
scores is between 0 and 3,000.  
Limitations 
Uses player’s most recent ratings as the current rating, even if the player 
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2.7.3 Glicko System Overview 
History 
 Developed by Glickman in 1999 as an extension of the Elo system. One 
may think of the Elo system as a particular case of the Glicko system because 
it not only computes the player’s rating but incorporates the reliability of the 
player’s rating called rating deviation (RD).  
Comparison 
 Uses a Bayesian ranking system that applies the Bradley-Terry model 
based on the assumption that the player’s skill distribution follows a Gaussian 
distribution. The rating update for each player can be computed after each 
rating period.  
Advantages 
 Attempts to improve the parameter estimates by incorporating the 
rating deviation (RD). 
Limitations 
It may not capture the exact change in skills for players who frequently 
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2.7.4 Edo System Overview 
History 
 Developed by Rod Edwards, which treats the same player at two 
different years as two different players.  
Comparison 
 It is based on the Bradley-Terry model and provides variance of the 
player’s skill. An adjustment is made to maintain the rating with a mean of 
1,500 and a standard deviation of 300 because more players at the lower end 
of the rating were included at the end of the 19th century.  
Advantages 
 It is claimed to estimate isolated players better than Glicko [42].  
Limitations 
It is not a full Bayesian model, and it does not provide a posterior 
distribution and provides ratings only up until 1910. Although the Edo rating 
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2.7.5 TrueSkill System Overview 
History 
Developed by Microsoft Research in 2007 and adopted by Xbox Live 
game, Microsoft’s Bing search engine, and Internet information multilabel 
classification. A player’s skill and performance are updated after each game.   
Comparison 
 TrueSkill Ranking system matches players or teams of players with 
similar skills by utilizing Bayesian approximation (assuming it is a Gaussian 
distribution) factor graphs and a sum-product algorithm to allows 
instantaneous ranking updates. Each team’s performance is the sum of its 
team members’ performance. Draws are allowed in the system, and the margin 
of the draw can be adjusted. Thus, allowing players to experience enjoyable 
gameplay by matchmaking equally skilled opponents. 
Advantages 
 Skill level estimation is instantaneous. It is reported that the estimation 
of TrueSkill is more precise than that of Elo [27], [49].  
Limitations 
The bayesian approximation is a compromise among estimation 
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Chapter 3: Research, Design & 
Development 
This chapter describes the research, design, and development methods 
adopted by this dissertation to address the research questions stated in section 
1.3 of Chapter 1:  RQ1. How relative competitive skill affects the subjective experience 
of players in gaming? RQ2. How subjective experience influences the absolute 
competitive skill of players in gaming? RQ3. Can the addition of subjective experience 
be beneficial for the traditional skill rating system? Section 3.1 discusses in detail 
the instruments to be used in the study. Section 3.2 elaborates the activity 
(exergame) to be performed for the study, and section 3.3 explores the choice 
of appropriate technology to accommodate the stud. Section 3.4 outlines the 
design and development process of the game as well as all related solutions 
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3.1 INSTRUMENTS 
3.1.1 ELO 
According to Arpad Elo’s original work, the rating system implicitly 
characterizes the probability of winning against other players, whose Elo 
rating is known to us. The table below (Table 1) summarizes the fact that this 
probability relies solely on the rating discrepancy amongst the two players.  













Table 1. Elo rating difference and winning probability 
 
The fundamentals of the Elo rating system can be summarized as follows. 
For each player i we have a rating estimate θi. Let Rij ∈ {0, 1} be the results of a 
match amongst players i, j. The predicted probability that the player i wins is 
represented by the logistic function (produces values similar to the one of 
Table 1 and generates a sigmoid curve identical to Figure 1) with respect to the 
difference of estimated ratings: 
Equation 2. Predicted probability 
 
P (Rij = 1) = 1/(1 + e −(θi−θj ) ) 
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Based on the outcome of a match, the rating estimates are refreshed using 
the following update rule (K is a constant denoting sensitivity of the estimate 
to the last attempt):  
Equation 3. Match rating update 
 
θi := θi + K(Rij − P(Rij = 1)) 
 
The used probability function can be seen as a reparameterization of the 
Bradley-Terry model for pair-wise comparisons [24]. Under the Bradley-Terry 
model if two objects have true ratings π1, π2, then the first object is preferred 
(will rank higher in comparison) with probability π1/(π1 + π2). Instead of the 
logistic function, it is possible to use a normal cumulative distribution, which 
adheres to the Thurstone-Mosteller model for paired comparisons [39].  
 
Figure 1. Winning expectancy curve 
 
Since the logistic function and normal cumulative distribution function 
have almost identical shapes, the deviation between these two variants is in 
practice not essential. Contemporary realizations of the Elo rating system 
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generally use the logistic function because it is simpler to utilize in practical 
applications. 
The value of the constant K in the update rule (see Equation 3) determines 
the behavior of the system. If K is small, the estimation converges too slowly, 
if K is large, the estimation is unstable as it gives too large a weighting to the 
last few attempts.  
This study follows the official World Chess Federation ratings which use 
a tiered K-factor system, that denotes the players could have different K-
factors: 
 K=40 for new players until they play 30 games 
 K=20 for players with > 30 games and never had an ELO > 2400 
 K=10 for players with > 30 games and have had an ELO > 2400 
This system asserts a margin of uncertainty for the ratings of new 
players, facilitating them to reach their appropriate ELO in a short period. It 
also cushions extremely skilled players from losing ELO to unfortunate one-
off losses.  
This sort of implementation can be seen in competitive video games such 
as League of Legends or Overwatch, where the players must play at least ten 
placement games before their ELO becomes publicly available. Considering 
the ease of implementation as well as of all the facts as mentioned above, this 
study uses ELO and the uncertainty modifier to calculate the skill rating levels 
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3.1.2 Flow Short Scale 
Csikszentmihalyi [50], [51] studied what makes experiences enjoyable to 
people. He was interested in people’s inner states while pursuing challenging 
activities, yet appear to be intrinsically motivating, that is, contain rewards in 
themselves – chess, rock climbing, dance, sports. In later studies, he 
investigated ordinary people in their everyday lives, asking them to describe 
their experiences when they were living life at its fullest and were engaged in 
pleasurable activities. He discovered that central to all these experiences was 
a psychological state he called flow, an optimal state of enjoyment where 
people are completely absorbed in the activity. Flow is a state where 
someone’s skills are well balanced with the challenges posed by a task. It is 
characterized by a deep concentration on the task at hand, a perceived sense 
of control over actions, a loss of preoccupation with self, and the 
transformation of one’s sense of time. The figure below (see Figure 2) depicts 
the mental state in terms of challenge level and skill level, according to 
Csikszentmihalyi's flow model. 
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Flow certainly sounds familiar to frequent players of computer games. 
Digital games provide players with an activity that is goal-directed, 
challenging, and requiring a set of skills. Most games offer immediate 
feedback on distance and progress towards the goals and objectives, though 
for instance, scorekeeping, status information (e.g., a health indicator), or 
direct in-game feedback. When a game is effective, the player’s mind can enter 
an almost trance-like state in which the player is entirely focused on playing 
the game, and everything else seems to fade away - a loss of awareness of one’s 
self, one’s surroundings, and time. It is the experience that is strongly 
connected to what gamers and game reviewers commonly refer to as the 
“gameplay” of a game, i.e., the somewhat ambiguous term describing a 
holistic gaming experience, based on a fluent interaction with all active 
gaming elements, the progression of challenges offered, and the ability of a 
game to continuously command the attention of a player. 
Sweetser and Wyeth [52] have adopted and extended Csikszentmihalyi’s 
conceptualization of flow in their “Game Flow” model of player enjoyment, 
formulating a set of useful design criteria for achieving satisfaction in 
electronic games [53]. Csikszentmihalyi’s original work on flow suggests that 
these peak experiences are quite rare – the exception rather than the rule. 
Nevertheless, the flow model of game enjoyment clearly illustrates the 
importance of providing an appropriate match between the challenges posed 
and the player’s skill level. The flow experience can easily break down when 
the player’s skills systematically outpace the challenges the game can offer 
(leading to boredom) or when game challenges become overwhelming in light 
of the available skills (resulting in frustration). Challenge is probably one of 
the most important aspects of good game design, and adjusting the challenge 
level to accommodate the broadest possible audience in terms of player 
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Being able to detect frustration and boredom is of importance as 
indicators of when a person is not experiencing flow, but also, and perhaps 
more interestingly, because successful games strike a balance between positive 
and negative emotions [54] is in line with the view that games are often being 
designed to develop a negative emotion in the face of challenge, only to be 
followed by a positive emotional peak when the challenge is overcome [55]. 
This idea leads to a richer, more exciting gaming experience and can be 
illustrated with a flow wave diagram below (see Figure 3). In sum, behavioral 
indicators of involvement or interest are required, as well as indicators of both 
boredom and frustration.  
 
 
Figure 3. Game flow wave diagram (Csikszentmihalyi, 1990) 
 
Due to the nature of this instrument’s ability to assess the quintessential 
aspects of a game such as Anxiety and Challenge, this dissertation considered 
this as one of the study’s primary instruments to determine the effects of 
“Flow” in a competitive environment where variance in skill levels are 
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3.1.3 Self-Assessment Mannequin 
The Self-Assessment Manikin (SAM) developed by Bradly and Lang [56] 
is a non-verbal pictorial assessment technique that directly measures the 
pleasure(valance), arousal, and dominance associated with a person’s affective 
reaction to a wide variety of stimuli. Hence, this is an inexpensive and easy 
method for quickly assessing reports of affective response in various 
perspectives ranging from the circumplex model of affect [57] for identifying 
emotions experienced to evaluate positive and negative affective states of an 
individual [58].  
 
 
In the context of Flow, Gilroy et al. [59], describe their framework that 
dispenses with Csikszentmihalyi’s original model [60] mapping challenge and 
skill to Arousal and Dominance as depicted above in diagram (Figure 4). 
Moreover, these are the two of the three key outcomes of the Self-Assessment 
Manikin. Thus, this dissertation utilizes it to reinforce the results. 
  
 
Figure 4. Affective mapping of flow channels (Gilroy et al. 2009) 
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3.1.4 Positive and Negative Affect Scale 
The Positive and Negative Affect Schedule (PANAS) is a 20 item self-
reported measure of positive and negative affect developed by Watson, Clark, 
and Tellegen [61]. NA and PA reflect dispositional dimensions, with high-NA 
epitomized by subjective distress and unpleasurable engagement, and low NA 
by the absence of these feelings. By contrast, PA represents the extent to which 
an individual experiences pleasurable engagement with the environment. 
Thus, emotions such as enthusiasm and alertness are indicative of high PA, 
while lethargy and sadness characterize low PA [62]. It has, however, been 
argued that the labels, positive affect, and negative affect are misleading. 
Watson, Wiese, Vaidya, and Tellegen [63] point out that PA and NA are 
predominantly defined by the activation of positively and negatively valenced 
affects, respectively (its absence typifies, i.e., the lower ends of each 
dimension).  
Thus, PA and NA can be paired with the results of the Self-Assessment 
Manikin (SAM), which has Valance as one of the three outcomes which 
directly correlates with Affect (PA with Positive Valance and NA with 
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3.1.5 NASA Task Load Index 
NASA Task Load Index (TLX). The NASA Task Load Index [64] uses six 
dimensions to assess mental workload: mental demand, physical demand, 
temporal demand, performance, effort, and frustration. Twenty step bipolar 
scales are used to obtain ratings for these dimensions. A score from 0 to 100 
(assigned to the nearest point 5) is obtained on each scale.  
A weighting procedure is used to combine the six individual scale ratings 
into a global score; this procedure requires a paired comparison task to be 
performed before the workload assessments. Paired comparisons require the 
operator to choose which dimension is more relevant to workload across all 
pairs of the six dimensions. The number of times a dimension is chosen as 
more relevant is the weighting of that dimension scale for a given task for that 
operator.  
The development of the TLX has implied an essential and vast program 
of laboratory research [65], and the instrument’s sensitivity has been 
demonstrated using a great variety of tasks. TLX has been applied successfully 
in different multitask contexts, for example, in real [66] and simulated flight 
tasks [67]–[70]. Sawin and Scerbo [71] used the TLX technique to analyze the 
effects of instruction type and boredom proneness on vigilance task 
performance.   
These characteristics of this instrument are widely used along with the 
Flow Short Scale to design video games [72] as well as to measure engagement 
in video games through cognitive and affective dimensions [73]. Hence, this 
work incorporates NASA TLX in order to measure the perceived workload in 
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3.1.6 BORG Rating of Perceived Exertion 
The Borg category scale [74] is designed to describe perceptions of 
physical exertion during physical activities and is widely used to assess whole-
body exertions. The scale consists of numbered categories, 6–20, and verbal 
anchors, from “very, very light” to “very, very hard” to increase the usability 
of the scale.  
This scale has been extensively studied along with NASA TLX as an 
anchoring instrument [75] to distinguish the ambiguity between perceived 
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3.1.7 Heart Rate 
Heart Rate (HR) measurement in this study was conducted using a 
wearable photoplethysmography (PPG) sensor in the form of smartwatches to 
record and stream the HR data at 1Hz directly to the game as well maintaining 
a local log for redundancy. When compared with the gold-standard 
electrocardiography (ECG) sensors, it has been shown that PPG sensors 
possess a very high accuracy for measuring HR even in complex conditions 
such as exercising [76] as well as the situation where there are electrical 
interferences [77]. As seen below (Figure 5), during preliminary tests, the 
newer PPG sensors from Moto 360 performed relatively well in comparison to 
the older G Watch R, which dropped a significant amount of HR data. 
 
Figure 5. Comparison of ECG, G Watch R and Moto 360 
 
Several studies on heart rate and perceived exertion ratings have 
concluded that ratings of perceived exertion can be used to gauge the 
physiological demands (HR in particular) of various physical activities [78]–
[80]. Also, several other studies revealed that the same physiological demands 
have a strong correlation not only with the perceived physical exertion but 
also with perceived mental workload [81], [82], which can be tied to NASA 
TLX as well as the BORG rating of perceived exertion.  
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3.1.8 Movement 
The player movement data acts as the non-conventional input method, 
and it is a crucial part of the game. In order to gather player movement data, 
this study employed the Kinect 2.0 sensor by Microsoft [83], which also 
tracked the positional data (depth in my case) of players’ waist to be utilized 
in-game.  
 
Figure 6. Depth maps by Kinect 1.0 (a) and Kinect 2.0 (b) 
 
In the above image (Figure 6) In dark blue are represented the no-data value 
delivered by the sensors. The reason for choosing Kinect 2.0 over the Kinect 
1.0 is due to the improved field of view (FOV) as well as depth mapping 
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3.2 ACTIVITY 
For the activity, this study evaluated several competitive yet 
straightforward activities such as Chess, Tetris, Table Tennis, Pong, etc.  The 
reasons behind these choices are that games, in general, promote 
competitiveness among players as well as require fewer resources compared 
to outdoor activities. 
At first, the study was assessing games of chess. However, several 
difficulties were encountered while acquiring participants due to the time 
commitment towards each game. An average time per game was around 45 
minutes. Hence, the study moved onto Tetris, where the game is simple yet 
does not have any complex mechanics that might be significant for the final 
results. Although this time, the game duration was relatively low, it was not 
appealing to the general diaspora of researchers who were willing to 
participate in the study. Once again, with the idea of Pong as well as the 
potential participants expected some physical stimulus rather than being 
sedentary throughout the game.  
These predicaments lead to the exploration of Table Tennis. In this case, 
the consensus among participants seemed to be well received. However, 
measuring in-game metrics were not feasible with the technology at disposal.  
After discussing with the members from the research group as well as 
with the dissertation supervisor, the study was adopted to be an exergame 
named AptoPong (adaptive Pong) based on the classic game of Pong that was 
made for a 24-hour hackathon [85].  
The game consists of simple mechanics such as moving laterally, in 
which the player controls a paddle that would deflect the ball to the 
opponent’s side. Since the game involves mild exertion as well as unfamiliar 
yet simple inputs, it suited the goal of the study, which is to measure the 
prolificacy of players using multiple instruments while avoiding previous 
experience related issues that the other games might have possessed.  
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3.3 TECHNOLOGY 
3.3.1 Hardware Selection Criteria 
The following are the proposed requirements to develop and perform the 
study: 
Computer 
 Operating System: 64-bit Windows 7, Windows 8.1, Windows 10. 
 Processor: Intel Core i5-4430 or equivalent. 
 Memory: 8 GB RAM. 
 Graphics: NVIDIA GeForce GTX 960 2GB or equivalent. 
 Storage: 800 MB of available disk space. 
Projector 
 Resolution: Full HD (1920 x 1080 px) 
 Aspect Ratio: 16:9 
 Contrast Ratio: 100,000:1 
 Image Format: 60" - 100" 
 Interface: HDMI or Display Port 
 
For the hardware equipment, the study employs the PEPE platform from 
the Augmented Human Assistance project [86], which satisfied all of the 
abovementioned criteria as well as it was in the disposal at the 






40 Chapter 3: Research, Design & Development 
3.3.2 Multimodal Data Inquiry 
Motion Sensing 
 Microsoft Kinect 2.0 
Smartwatch 
 Sensors: PPG, Accelerometer, Gyroscope 
 Operating System: Android Wear 2.0 
3.3.3 Software 
Game Engine 
 Unity 3D 
Machine Learning  
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3.4 DESIGN & DEVELOPMENT 
3.4.1 The Game 
As discussed in the Activity section (3.2) of this chapter, the game was 
initially conceived in a 24-hour hackathon [85]. This study has made several 
significant changes to the original game to facilitate the integration of data 
collection.   
In the context of design, it was ideated to be an exergame to be played by 
two players or against an AI opponent (section 3.4.2). Furthermore, we 
decided to project the game screen to the floor and to use the player’s lateral 
movement of the body as the only input in place of traditional input methods 
to promote exercise.  
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3.4.2 The AI 
State Machines 
In a simple game like ours, the AI implementation is usually done by 
utilizing the State Machines, which is the fundamental element of State design 
pattern in software engineering. There are two types of state machines: Finite 
State Machine (FSM) and Infinite State Machine. The FSM is composed of a 
finite number of states, transitions, and actions that can be modeled with flow 
graphs, where the path of logic can be detected when conditions are met [87].  
 
Figure 8. Simple state machine of movement 
 
An FSM stores the status of something at a time and can only be in one 
of the finite number states at any given time. The status changes based on 
external inputs, as well as the shift from one state to another, is called a 
transition. A finite state machine is defined by a list of its states, its initial state, 
and the conditions for each transition. 
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Figure 9. Mario's transitional states 
 
As seen in Figure 8, this FSM depicts the simple movement states of a 
character within a game environment as well as the transitional paths it can 
take to go from one state to another. Another example of a familiar game 
scenario of Mario (Figure 9), which shows his various states and transitional 
paths.  However, with an increasing number of states as wells as transitional 
paths, things can get overwhelming for a developer to program is one of the 
reasons that the traditional AI in videogames was unwieldy in comparison to 
the current video game AIs. Moreover, another reason to steer away from FSM 
for applying AI behavior in games is that the AI might be too unforgiving or 
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Machine Learning 
The developers of Unity Game Engine (UGE) have provided the Machine 
Learning Agents toolkit for facilitating the integration of ML aspects to the 
Unity Editor.  
 
Figure 10. The learning environment of the Unity Editor and the Python interface. 
 
The ML-Agents toolkit is an open-source project which enables 
researchers and developers to build simulation environments using the Unity 
Editor and interact with them by utilizing Python API [88]. As seen above, the 
toolkit consists of two components ML-Agents SDK which is imported into a 
project, and a Scene can be made into a Learning Environment and an 
interfacing Python package where both of them benefit from all the properties 
of UGE. ML-Agents takes advantage of a reinforcement learning (RL) 
technique, which works with a reward/punishment mechanism, called 
Proximal Policy Optimization (PPO). PPO is the preferred training method 
that Unity has developed, which uses a Neural Network (NN) and is 
implemented in TensorFlow [89], which runs in a separate Python process and 
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For this game, PPO was preferred, since it was an out of the box solution 
for UGE and it required a minimal amount of coding compared to the 
traditional FSM based solutions. Initially, the study was utilizing a single 
agent scenario (single scene) with vector observations (collisions) while taking 
continuous action (moving the paddle up or down) and dense rewards (+1 for 
scoring, 0.5 for bouncing the ball on the paddle and -1 for scored against).  
However, this process seemed to be too lengthy for accomplishing a 
decent model that is adept at the game. Thus, as depicted in the diagram below 
(Figure 11), I decided to use a hybrid approach of increasing the number of 
agents to 14 (7 for player A and 7 for Player B) for the same brain and academy 
to accelerate the training process.  
 
 
Figure 11. Optimized learning environment for my game 
 
The new optimized approach made the learning considerably faster as 
well as keeping the process surprisingly stable. The image below (Figure 12) 
shows the training process with seven sets of agents playing against each 
other.  
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In order to perform this learning procees, the study utilized a gaming 
laptop with an Intel Core i7 7700HQ Processor, 32 GB of DDR4 2400MHz 
RAM, NVIDIA GeForce 1080 with 8GB VRAM and 512GB of SATA 3.0 SSD. 
After seven hours and 20 million iterations later, the model reached a stable 
state.  
 
Figure 12. All 14 agents training in one environment 
 
Furthermore, it was possible to confirm the stabilization of the model by 
analyzing the ML-Agent training toolkit statistics visualized in TensorBoard 
[89] using the works of Booth and Booth[90], Burda et al. [91], Juliani et al. [88] 
and Schulman et al. [92] as the guidelines.  In below, the work presents the 
output of the TensorBoard along with the explanation for each graph based on 
the guidelines provided by the authors, as mentioned above. 
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Figure 13. TensorBoard statistics of lesson, cumulative reward, learning rate, and 
policy loss 
 
As illustrated in Figure 13, the TensorBoard output for Lesson (top left) 
must preferably plot the improvement from lesson to lesson. However, the 
significance of the graph only counts while performing curriculum training. 
The Cumulative Reward (top right) signifies the mean cumulative episode 
reward overall agents and ought to rise throughout a successful training 
session. The common tendency in reward should steadily grow over time, and 
inconsequential increase and decrease are to be expected. As expected from 
the suggestion of the Juliani et al. [88], depending on the complexity of the 
task, substantial growth in reward may not show up until millions of steps 
into the training process.  The Learning Rate (bottom left) corresponds to how 
great the step the training algorithm takes as it finds for the most optimal 
policy, and it should superlatively decline overtime on a linear schedule. The 
Policy Loss (bottom right) implies the mean magnitude of the policy loss 
function, which correlates to how much the policy (course for deciding 
actions) is changing. Generally, these values will fluctuate during training and 
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Figure 14. TensorBoard statistics of entropy, episode length, value estimate, and 
value loss 
 
The Entropy (top left) denotes how arbitrary the decisions of a Brain are 
and should consistently decline during training and lowers the 
unpredictability of the model during the process. Episode Length (top right) 
represents the mean length of each episode in the environment for all agents. 
The Value Estimate (bottom left) implies the mean value estimate for all states 
call on by the agent and should increase as the cumulative reward increases 
and is related to the amount of future reward the agent predicts itself receiving 
at any given point. Value Loss (bottom right) represents the mean loss of the 
value function update and correlates to how well the model can predict the 
value of each state, and this ought to rise while the agent is learning, and then 
drops once the reward stabilizes.  
As of these analyses, the model seemed to fit all the characteristics of a 
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3.4.3 Wearables 
PhysioSense 
The PhysioSense project is a part of the PhysioVR framework[93], which 
I helped in developing and co-authoring. It enables the framework to provide 
sensor data through User Datagram Protocol (UDP). PhysioSense consists of 
two applications, a mobile app for a smartphone, and a wearable application 
for Android wear compatible device, such as a smartwatch. Moreover, it 
accommodates all the available physiological and kinematic sensors to 
facilitate the PhysioVR framework. 
 
Figure 15. Conceptual architecture of PhysioVR and PhysioSense 
 
This framework is compatible with any smartphone running Android 
Lollipop or later and Android Wear compatible device. Besides, the authors 
have also implemented and tested Muse: The Brain Sensing Headband[94] 
which is capable of providing raw frontal-lobe Electroencephalographic 
activity (EEG) metrics and Myo Armband: Gesture Control Armband which is 
capable of sensing musculoneural signals into machine-interpretable 
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AptoSense 
AptoSense is a fork of PhysioSense which is optimized for longer battery 
life as well as low-latency scenarios. Also, AptoSense supports local logging 
as well as AndroidWear 2.0 based sensor suite such as motion, position, and 
environment-based sensors. However, this dissertation only utilizes HR, 
Accelerometer, and the Gyroscope, since other sensors fall beyond the scope 
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Chapter 4: Methodology 
This chapter describes the methods of the study.  This chapter 
commences with the competition format (section 4.1.1). After that, section  
4.1.2 refers to the usage of the questionnaires mentioned previously. 
Consequently, section 4.2 describes the choice of participants and the criteria 
of selection.  Section 4.3 elaborates the reason for choosing a particular number 
of sessions, and finally, section 4.4 demonstrates the entire procedure of the 
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4.1.1 Competition Format 
The overall format that is suitable for a competition depends on many 
factors, including the duration of the tournament (and the game), the mode of 
evaluation (e.g., win/loss/draw versus score-based), whether competitors 
have the chance to re-enter once they have lost and so on.  
One of the simplest yet standard formats is single elimination (or knock-
out), which consists of a succession of rounds where the winner of a single 
match progresses to the next round while the loser is eliminated. A slight 
modification of this is the double-elimination tournament, where a player has 
to lose two games to be disqualified. Another commonly used pairing system 
is the round-robin tournament: all competitors are paired against one another 
for one or more matches allowing each an equal opportunity to display their 
strength (although ordering might impact performances). However, the 
biggest issue with this approach is that it scales poorly, and a large number of 
competitors may take prohibitively long to evaluate. Since every competitor 
competes with every other opponent, the winner of a round-robin tournament 
is typically considered to depend much less on luck than of a single-
elimination tournament. 
Based on the abovementioned formats, for this study, the round-robin 
format was chosen not only due to the number of participants that were 
initially willing to participate but also the nature of the Elo rating system, 
which values every player facing each other at least once to generate a reliable 
rating. Moreover, in the case of the current study, the number of players is 
even (n=10), the well-known “circle design” performs well with respect to 
fairness [95].  
4.1.2 Questionnaires 
As of previously hypothesized research questions in section 1.3, this 
study employs questionnaires that could address the subjective experience of 
performing an activity (playing an exergame in my case) in a granular manner, 
such as providing insights to perceived workload, challenge, anxiety, exertion, 
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and flow,  etc. The questionnaires to be used in the study are previously 
addressed in the Instruments section (3.1) of this dissertation.  
4.2 PARTICIPANTS 
For this study, 10 participants were invited based on the following 
requirements: Be between 15 to 80 years old. Present no conditions that may 
interfere with understanding, communication, and the execution of the task 
(exergame) as well as understand the English language and are motivated to 
participate. These requirements were mentioned in the consent form (see 
Appendix A: Consent Form), and the participants read and signed it after 
thoroughly understanding all the stated facts and procedures. Furthermore, 
all of the participants had previous experience with exergames.  
The sample of participants for this study had the minimum age of 24, and 
the maximum age of 41, the median value of age was 29.0, and the standard 
deviation is 4.99 Out of the 10 participants, 8 of them were males, and 2 of 
them were females. Furthermore, the study also recorded the baseline HR of 
the players before every session. 
4.3 SESSIONS 
Although previous studies on Elo based rating system concluded that 25 
games are needed to obtain a reliable Elo rating for a chess players[96], [97], in 
this particular case a round-robin style tournament with a short, yet fast-paced 
game,  produced a clear separation among player skill ratings within as low 
as eight games with the adjusted uncertainty value of K=40 (refer Equation 3) 
for new players using simulations with the pre-trained model from my 
implementation of RL based on the PPO training. Thus, adhering to the round-
robin schedule, each participant will be facing each opponent at least once 
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4.4 PROCEDURE 
First of all, the participants will go through the consent form (see 
Appendix A), clarify any doubts, and give their consent to participate in the 
study. This procedure is applicable for the first session only. From then on and 
in all other consecutive sessions, the participants will be wearing a composite 
sensor (smartwatch) as depicted in Figure 16, which measures heart rate using 
Photoplethysmography (PPG) sensors as well as spatial movement-related 
measurements using the built-in accelerometer and gyroscope on their non-
dominant hand.  
 
Figure 16. Smartwatch placement on the non-dominant hand 
 
Subsequently, the participant’s HR will be recorded for 1 minute to serve 
as their baseline HR for future data analysis.  As in the case of the consent form 
for the first session, the participants will be going through an introduction and 
initial warm-up of the exergame (AptoPong) against the AI opponent trained 
with PPO, as seen below (Figure 17).  
 
Figure 17. Participant against AI opponent 
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Afterward, the participant will be facing their appropriate opponent 
(human participants) from the round-robin tournament schedule, as shown 
below (Figure 18).   
 
Figure 18. Initial position of the players 
 
At the end of the first match, the participants will switch their starting 
sides, as depicted in the figure below (Figure 19), in order to eliminate any 
disadvantages of a dominant-side bias.  
 
Figure 19. Switched starting position after the initial game 
 
At the end of each session (facing an opponent), the participant will be 
requested to handover the smartwatch and will be given a battery of brief 
questionnaires (refer Appendix B, Appendix C, Appendix D, Appendix E, and 
Appendix F) to be answered before exiting the study area.  
As shown below (Figure 20), the study setup consists of the floor 
projection, and the players are placed on the left and right. The hardware setup 
(PEPE) is placed on the top side of the projection, where the computer runs the 
game and projects through a short-throw projector attached to it. 
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Figure 20. Study setup 
 
The built-in Kinect sensor from PEPE was too close to the projection, and 
its field of view (of the IR sensor) could not accurately map the players on the 
3D plane; hence I decided to add a Kinect 2.0 sensor at the bottom of the 
projection to negate this issue. As an advantage, this setup allows the study to 
be conducted even in confined spaces (see Figure 21). 
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Chapter 5: Findings 
This chapter commences with Section 5.1, which shows the detailed final 
scores of the tournament, and section 5.2 presents both game and session-
based ELO ratings for each participant. Subsequently, section 5.3, highlights 
the correlations of the findings, and this chapter concludes with section 5.4, 
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5.1 TOURNAMENT RESULTS 
The results at the end of the round-robin tournament schedule are the 
following:  
Player GP Win Draw Lost PF PA PD PTS 
B 9 8 0 1 197 128 69 24 
J 9 7 1 1 181 137 44 22 
I 9 7 0 2 188 156 32 21 
D 9 7 0 2 193 169 24 21 
E 9 4 2 3 168 151 17 14 
C 9 2 3 4 183 187 -4 9 
H 9 3 0 6 135 164 -29 9 
G 9 2 0 7 168 190 -22 6 
A 9 1 1 7 142 196 -54 4 
F 9 0 1 8 137 214 -77 1 
Table 2. Tournament results and standings 
 







B 1192 1107 
J 1111 1092 
I 1113 1071 
D 1110 1074 
E 1023 1016 
C 980 967 
H 967 961 
G 936 923 
A 847 895 
F 879 864 
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The table above (Table 3) displays the final ELO of the tournament, 
calculated in two different manners. Per Game-based ELO involves the 
calculation of ELO for each game. Per Session-based ELO is calculated based 
on the outcome of each session rather than individual games. Each session 
consists of at least two games and, on rare occasions, three, due to a mutually 
agreed tie-breaker or rematch.   
 
 
Figure 22. ELO Progression throughout the tournament 
 
 
Furthermore, this dissertation was exploring the progression of ELO 
throughout the tournament to get an idea of how each player’s skill level 
distinctively separates one from another. The figure above (Figure 22) shows 
the ELO progression throughout the tournament for each player. Please note 
that the starting ELO of 1000 is being ignored, and only the ELO outcomes of 
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Subsequently, in terms of a player’s prolificacy, the study was surveying 
the distribution ELO ranges where each player falls into and how much 
variance does each player exhibited in terms of ELO. The figure below (Figure 
23) depicts the clear separations between highly prolific players and the rest.  
 
 
Figure 23. Distribution of Player ELO 
 
Furthermore, the study was identifying for similar patterns in 
progression for other instrument variables; however, just by plotting them, no 
apparent patterns were noticeable among them. The plotted graphs can be 
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5.3 CORRELATIONS 
To further analyze the dataset in hand, the study first tested the sample 
to see represents a normal distribution. The test was based on D’Agostino and 
Pearson’s test [98], [99] that produce an omnibus test of normality. Once 
confirmed, the study proceeded to apply Pearson product-moment correlation 
coefficients for each player as well as all the instrument variables. The heatmap 
below (Figure 24) depicts the correlations in a comprehensible form. 
Individual heatmaps can be found in Appendix H.   
 
 
Figure 24. Correlation for all the players of all the variables 
 
As discussed previously in this dissertation, ELO directly represents the 
prolificacy of a player in terms of their expertise/skill level. Hence, the study 
was focusing on the variables that correlate with ELO.  
 
 





















Table 4. Correlations with ELO 
 
After examining the correlations shown above, ELO, Flow, and 
Dominance (SAM) were the three variables that had significantly high positive 
correlations among separate instruments. This correlation confirms that ELO 
(relative competitive skill) affects Flow and Dominance (subjective 
experiences) in a positive manner and addresses the RQ1. How relative 
competitive skill affects the subjective experience of players in gaming? 
Regarding RQ2. How subjective experience influences the absolute 
competitive skill of players in gaming?, the absolute skill is assumed to be 
attributed to the tournament results (Table 2), and although the subjective 
experience correlated with these results, at certain skill level (refer players I 
and D), it seemed to be inconsistent.  
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5.4 REGRESSION 
To further refine the outcomes from the correlations, this dissertation 
utilized linear regression to model the relationship between ELO and each 
variable obtained from the plethora of instruments that were used for this 
study. Figure 25 and Figure 26 graphically represent the outcome for the 
combinations of ELO and Flow.  
 
Figure 25. Training (Regression) for Flow and ELO 
 
 
Figure 26. Testing (Regression) for Flow and ELO 
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Nevertheless, apart from FLOW, the rest of the variables were significantly 
less ideal for this study’s objective, which is RQ3. Can the addition of 
subjective experience be beneficial for the traditional skill rating system? The 
results of training and testing are displayed on the table below (Table 5), and 
individual graphical representations can be found in Appendix J.   
 
 Training Testing 
Flow  0.666109733 0.579084633 
Anxiety (FLOW) 0.023974887 -0.043126951 
Challenge (FLOW) 0.049993896 -0.090492842 
Mental (TLX) 0.013574857 -0.070139777 
Physical (TLX) 0.000540195 -0.039798608 
Temporal (TLX) 0.030490232 0.038764084 
Performance (TLX) 0.007864349 -0.0273486 
Effort (TLX) 0.062514261 -0.08642549 
Frustration (TLX) 0.000675366 -0.027457559 
TLX Rounded 9.75169E-07 -0.040393613 
Pleasure (SAM) 0.062093675 0.01460427 
Arousal (SAM) 0.009083139 -0.071111636 
Dominance (SAM) 0.511720074 0.285820259 
PA (PANAS) 0.252741011 0.192935818 
NA (PANAS) 0.001320094 -0.05376877 
Exertion (BORG) 0.068357311 0.063105875 
HR Median 0.000146104 -0.037775296 
Table 5. Regression Results 
 
Thus, to solidify the previous outcome from the correlations, Flow is a 
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5.5 MOVEMENT 
Apart from the abovementioned findings, the study also revealed a 
pattern on the movement of the participants and their ELO ratings. Players 
who competed against closely skilled players tend to mirror their opponent’s 
movement. 
 
Figure 27. Movement data of the game between  
Participant B (1107 ELO) and Participant J (1092 ELO) 
 
 
Figure 28. Movement data of the game between 
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As depicted above in Figure 27 (players with the highest ELO rating) and 
Figure 28 (players with the lowest ELO rating), regardless of the skill level of 
the players, closely matched opponents tend to mirror each other’s movement 
and thus managing the pace and difficulty of the game in a mutual manner. 
 
 
Figure 29. Movement data of the game between 
Participant B (1107 ELO) and Participant F (864) 
 
However, when matching opponents who are on the opposite side of the 
rating spectrum, tend to move in a dissimilar manner. This phenomenon can 
be seen above in Figure 29, where the highest rated player and the lowest rated 
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Chapter 6: Conclusions 
This chapter begins with section 6.1, the observations and remarks based 
on the outcome of the study, and in section 6.2, The dissertation discusses the 
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6.1 OBSERVATIONS AND REMARKS 
The findings presented in this dissertation have demonstrated the 
correlation between prolificacy and several variables. Although these findings 
are not tested extensively, they offer some crucial implications for game user 
research and performance rating systems. For example, it would be valuable 
to determine what other psychophysiological factors might influence the 
expertise of an individual at a specific task. Based on the findings in this study, 
one might speculate that individuals who experience a relatively higher 
amount of flow might be able to perform better with a higher level of skill than 
their average peers.  
Specifically, these individuals would demonstrate high levels of 
competence while engaged in an activity and be capable of working toward 
their objectives in that activity with greater ease and can be derived from 
highly skilled players’ expressed mechanisms like automaticity and reduced 
cognitive load (TLX Mental) while being in Flow. 
With respect to high prolificacy, researchers have explored that 
numerous characteristics differentiate highly skilled players from beginners, 
and they range from intuition, information processing speed to explicit 
prowess in a particular field [100]. These findings support the observation that 
the participants with considerably high Elo engage in exploring new ways to 
engage with the game (such as having a wider stance or controlling the paddle 
by merely tilting their hips) unlike less skilled participants (who were always 
doing what they learned at the beginning).  
Besides, as mentioned previously, highly prolific participants reported 
higher levels of flow. However, it is unknown how players leverage the state 
of being in Flow in order to maximize their performance. Additional research 
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6.2 LIMITATIONS 
As discussed above, the study managed to provide some insights into 
the research questions presented at the beginning of this dissertation. 
Nonetheless, regarding a few crucial concerns, it is suggested that these 
outcomes be interpreted with cautiousness. A fundamental issue is that most 
of the data that has been collected (except the in-game and physiological ones) 
in this dissertation were self-reported. While the use of self-report metrics is 
often pragmatic, there are known disputes with the accuracy and validity of 
these data. Notably, it is impossible to determine the extent to which 
participants performed and experienced, as they indicated in the study.  
Future studies may overcome these limitations by investigating 
competitive gaming by means of objective manners (e.g., implementing better 
physiological sensors, adding more in-game metrics, etc.). Future 
investigations might also study levels of expertise with less ambiguity by 
studying participants who are known to be skilled at a competitive game and 
have had their ratings calculated by an accredited system (such as an official 
rating system of the game) to indicate prolificacy.   
In addition to the nature of the data, there are other limitations to this 
investigation. The sample size of the study only consists of 10 participants. 
Although this number is enough for determining Elo ratings, this sampling 
neither adequately reflects players who might demonstrate significant 
variability in their skill level nor does it generalize the wide range of age 
groups. Because both access and time are consistent with increased levels of 
prolificacy, additional efforts to collect data from a larger pool of participants 
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6.3 CONCLUSION 
Although there are many unanswered questions, this work considers 
these findings to be of significant value. Considering the role of 
psychophysiology in competitive gaming, each of these outcomes is arguably 
a highly desirable goal. For example, one would think it a great success if a 
player’s psychophysiological metrics can predict the outcome of their future 
game, which directly signifies the skill level of the players.  
Whereas this dissertation does not necessarily argue that these findings 
are generalizable to competitive gaming contexts, they may be leveraged in 
future competitive gaming applications. Research also indicates that 
prolificacy is related to the psychological state and development of 
performance through time by gaining experience [101]. 
Although traditional models of rating systems do not necessarily 
emphasize the importance of the psychophysiological state of the players, 
these findings indicate that it has a crucial influence on some cross-sections of 
the population. 
Further, while this dissertation does not provide an alternative for the 
traditional rating systems, it shows the significance of considering other 
aspects of the competition, such as psychophysiological metrics to fine-tune 
the rating and potentially reveals more in-depth insight to the competition in 
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6.4 FUTURE WORK 
This work can be further improved by tackling the issues mentioned in 
the limitations. One of the critical drawbacks was the lack of pre-session 
measurements from the participants. This issue can be addressed via applying 
pre-session questionnaires.  
Furthermore, this would allow us to perform a causality analysis by 
examining both pre and post session measurements of the participants. 
Besides, as mentioned in the findings section, further investigation and 
training of physiological measures such as the movement of the players using 
Machine Learning techniques would vastly improve the accuracy of the rating 
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Please rate your experience using the following scales: 
 
 
     Negative              Neutral      Positive 
 
 
     Negative              Neutral      Positive 
 
 







































Name   Task    Date
   Mental Demand How mentally demanding was the task?
   Physical Demand How physically demanding was the task?
   Temporal Demand How hurried or rushed was the pace of the task?
   Performance How successful were you in accomplishing what
you were asked to do?
   Effort How hard did you have to work to  accomplish
your level of performance?
   Frustration How insecure, discouraged, irritated, stressed,
and annoyed wereyou?
Figure 8.6
NASA Task Load Index
Hart and Staveland’s NASA Task Load Index (TLX) method assesses
work load on five 7-point scales. Increments of high, medium and low
estimates for each point result in 21 gradations on the scales.
Very Low Very High
Very Low Very High
Very Low Very High
Very Low Very High
Perfect     Failure
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Figure 30. Player age distribution 
 
 





Individual Correlations for each Player 
 
Figure 32. Player A Correlations 
 
 




Figure 34. Player C Correlations 
 
 













Figure 38. Player G Correlations 
 
 




Figure 40. Player I Correlations 
 
 







Progression of instrument variables throughout the tournament 
 
Figure 42. Flow progression 
 
 




Figure 44. Challenge (FLOW) Progression 
 
 





Figure 46. Physical Demand (TLX) Progression 
 
 




Figure 48. Performance (TLX) Progression 
 
 






Figure 50. Frustration (TLX) Progression 
 
 








Figure 52. Pleasure (SAM) Progression 
 
 




Figure 54. Dominance (SAM) Progression 
 
 




Figure 56. Negative Affect (PANAS) Progression 
 
 











Regressions of instrument variables for ELO  
 
Figure 58. Anxiety (FLOW) Training and Testing 
 
 





Figure 60. Mental Demand (TLX) Training and Testing 
 
 
Figure 61. Physical Demand (TLX) Training and Testing 
 
 





Figure 63. Performance (TLX) Training and Testing 
 
 
Figure 64. Effort (TLX) Training and Testing 
 
 





Figure 66. Rounded TLX Training and Testing 
 
 
Figure 67. Pleasure (SAM) Training and Testing 
 
 





Figure 69. Dominance (SAM) Training and Testing 
 
 
Figure 70. Positive Affect (PANAS) Training and Testing 
 
 





Figure 72. Exertion (BORG) Training and Testing 
 
 
Figure 73. HR Median Training and Testing 
 
 
 
 
