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Abstract 
Many methods to calculate message latencies for Controller Area Network 
(CAN) have previously been presented based upon the static worst-case 
behaviour of the system. With the use of mo dern simulation tools however, the 
behaviour of CAN networks can be simulated dynamically in order to find the 
likely worst-case response times for CAN messages. This paper shows the 
development of an automotive body control network model to be used as the 
basis for further simulations. A method to simulate the Worst-Case Response 
Time of this model is then presented, taking into account random queuingjitter. 
1 Introduction 
Tindell and Burns (1994a) have previously demonstrated calculations in order to bound the 
worst case response times of CAN messages. Given that each CAN message has a bounded 
size and transmission rate, the peak load on the bus can be found, and scheduling analysis 
used to obtain a worst-case response time for each message on the network. Whilst these 
analytical methods are very useful to detelmine the static worst-case behaviour for a system, 
often it is required to find a more realistic worst-case behaviour. Modern simulation tools 
can be used for this purpose to demonstrate the dynamic behaviour of the network and 
provide an alternative analysis of network operation. These dynamic simulations can be used 
to provide a range of response times for periodic messages with variable queuing jitter. For 
this analysis, a generalised body control network model was developed for use as the 
benchmark for these simulations. Through these simulations, the likely worst-case behaviour 
of messages with variable jitter was analysed. 
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2 System Model 
In order to analyse the behaviour of CAN automotive networks, a system model was 
developed for a generalised body control network. The model was developed using a four 
stage process comprised of the following: identification of vehicle electrical centres; 
identification of required control signals and timing parameters; allocation of signals to CAN 
messages; and ordering of message priorities. These four stages are described in the 
following sections. 
The first stage of model development required the decomposition of electrical devices 
associated with vehicle body control into zones. The following zones were identified: front 
body control, rear body control, driver/passenger seat control, rear seat control, roof device 
control, driver/instrument controls, door controls associated with each door, and main body 
device control. Network nodes were assigned to each electrical zone to provide 
communication between devices. The 13 nodes used in this body control network model are 
shown in Figure I. The function of each network node is described in Table I. 
Figure I: Vehicle Body Control Network Architecture 
The second stage of model development involved the identification of control signals used to 
operate and monitor each device on the network. In total 210 individual signals were 
identified. These can be classified as switch (S), control (C), data (0), or fault (F) signals. 
Switch signals are those such as a driver initiated button press. Control signals are those sent 
from an ECU in order to operate a device. Data signals report the current operating status of 
a device such as window position. Fault signals are sent fi'om a network node to indicate a 
faulty device. Each signal defined here must also be assigned a message transmission type. 
In networked body control systems, there are essentially two types ofmessage transmissions: 
sporadic messages which may occur at any time caused by an event such as the driver 
pressing a button; and periodic messages which are transmitted on the bus according to a 
fixed period. 
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Table 1· Vehicle Body Control Network Nodes and Functions 
Node Name Description Vehicle Functions 
front vehicle lighting/turning signal control, hood 
FBCM Front Body Control Module release actuator 
rear vehicle lighting, trailer interface, fuel door and 
RBCM Rear Body Control Module tank operation / monitoring 
RCM Roof Control Module dome lamp and sunroof control 
Rear RightlLeft Door entry lamp illumination, door lock mechanism, 
RRDM/RLDM Modules window position control 
Front RightlLeft Door mirror position control, entry la mp ill umination, 
FRDM/FLDM Modules door lock mechanism, window position control 
Driver / Passenger Seat 
DSM/PSM Modules seat position control, seat occupancy monitoring 
rear window demist, centre stop lamp, rear wiper, 
RSM Rear Seat Module rear seating controls 
Driver instrument display (from powertrain 
CCM Column Control Module network), driver controls (wipers, lighting) 
ICM Instrument Control Module HV AC, audio, and other instrument control 
device fault monitoring, wiper/washer control, 
audible/visual indicators, other assorted body 
MBCM Main Body Control Module control devices 
Periodic messages have fixed periods which implicitly require their latency to be less than or 
equal to this period. Sporadic messages are defined in this model to have a minimum period, 
which is either based upon the device characteristics or assumed to be restricted by the 
transmitting node. If messages were not given a minimum period, it may be possible for a 
single node to send a message every time the state of a particular device changed. This may 
occur frequently enough to dominate all available network bandwidth if its priority was high. 
If the message was assigned a low priority, then successful bus arbitration may result in the 
most recently queued message being delayed by less recent data 
Suitable minimum periods and deadlines were assigned to each signal defined in this model. 
These were based upon sensible values, previous work completed on CAN message 
simulations using the SAE Benchmark (Tindell & Burns, 1994b), (Kopetz, 1994), and the 
following assumptions: 
1. For driver initiated functions such as pushbutton switches (signal type S) which 
must appear to the driver as reacting instantaneously, 20 ms deadlines (D) were 
assumed. For controls such as window switches which may be used frequently, the 
period T was defined as 50ms since this is the shortest time between successive 
presses of the button. This applies also for other devices which must appear to the 
driver as reacting instantaneously such as door switches to activate the nterior 
lighting. These are defined with short message latencies, although in some cases, 
the period may be much longer since the change in state of door switches for 
example would occur less frequently than a window up/down control switch. 
2. Control messages used to activate vehicle devices (signal type C) use a similar 
methodology to the previous type. Control signals associated with driver initiation 
are assigned small latencies, whilst other messages are assigned longer deadlines. 
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3. State messages (signal type 0), which report the operating state of a particular 
device such as the window position, must provide this information quickly in case a 
pending action is based upon this operating state. Because of this, these messages 
are assigned a deadline of 20 ms. Their period may range from 50 ms for devices 
which may require this operating data often, up to 250 ms for other devices. 
4. Fault messages are assigned deadlines between 50 to 100 depending upon their their 
potential failure modes, and have periods between 200 and 500. These long periods 
are due to the fact that fault messages, which indicate a faulty device are assumed to 
be an infrequent occurrence. 
In the third stage of the model development, each of the signals defined were grouped by 
source node, destination node, signal type (switch, control, data, or fault signal), and 
message type (periodic or sporadic) in order to form CAN messages. Since large overheads 
are associated with CAN message transmission, "piggybacking" must be employed whereby 
similar individual signals are grouped together and transmitted together in the same CAN 
message. The following criteria was used for the grouping of signals into single CAN 
messages: 
I. Signals used to form a single message must originate from the same source node. 
2. All signal components of each message must be of the same message type, either 
sporadic or periodic. 
3. Groups are formed according to their signal type since each signal type bchaves 
differently. For example, fault signals are grouped together since these are assumed 
to be less frequent and have a more relaxed deadline than a switch or control signal. 
4. Signals of similar message periods and deadlines shouid be grouped together. This 
ensures signal transmissions which are not required instantaneously are not given a 
high priority with signals that have short deadlines. 
5. The number of data bits assigned to each message must not exceed the maximum 
data length of a CAN message, 64 bits. 
In order to model a Controller Area Network accurately, in addition to the trriod and 
deadline associated with each message, a maximum queuing jitter, Jm must also be assigned. 
Queuing jitter is the variability in message queuing times in a host nodelECU. In a common 
CAN node, there are likely to be many processes running such as fault checking routines, 
receiving and sending messages, and calculating results for transmission. Because of this, the 
more processes or tasks a node must undertake, the greater the unpredictability of the 
queuing times for CAN messages. Using this principle and previous modelling undertaken 
(Tindell & Burns I 994a), the jitter values for each CAN message were hypothesised. Nodes 
which had many tasks to manage such as the MBCM were assigned high jitter values for 
transmitted CAN messages. Alternatively, nodes such as the DSM were assigned smaller 
jitter values, since the microeontroller had only a few tasks to manage. In addition, for CAN 
state messages (0 type), where computations were required before the message could be 
transmitted, the amount of jitter on that node was increased and values were adjusted 
accordingly. For CAN nodes where the number of tasks and processing requirements were 
small, and only simple switches changing state instigated a CAN message transmission, the 
jitter for these messages was therefore very low. 
Since access to the bus on a CAN network is based upon prioritised identifiers, the final step 
in developing the message set for a body control network is the allocation of priorities to 
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these messages. From other work it is shown that the optimal priority ordering is deadline 
monotonic (Leung & Whitehead 1982). However, in the presence of queuing jitter, the 
optimal ordering is to select priorities on the basis of D,1I - Jm • That is, the smaller the value 
of Dm - Jm, the higher the message priority (Audsley et al. 1993), (Tindell & Burns 1994a). In 
order to provide greater flexibility in the system model, message identifiers (IDs) were 
allocated with nine unused identifiers between defined messages. This allows for the 
addition of messages to the model if further simulation and testing is required. The highest 
priority message (m = 1) was therefore assigned an ID of OxOA, with each successive lower 
priority message assigned the value 10m, where m = (1 :36). The completed message list with 
prioritised identifiers is shown in Appendix A. In this table, the number of data bytes per 
message is indicated by the DLC (Data Length Code), and the signal type associated with 
each message is identified as either S, C, 0 or F. T represents the message period, D 
represents the deadline the message must meet, and J is the queuing jitter. Also in this table, 
the message type (sporadic or periodic), and the source node is also shown for each message. 
3 CAN Timing Behaviour 
To ensure the timely delivery of information on a given network, the response times of each 
message must be found. From previous analyses of Controller Area Networks (Tindell & 
Burns 1994b), the response time of each message, Rm is composed of queuing jitter In,, 
queuing delay Wm, and transmission time em. Message response time R", is defined as the 
longest time between the start of a task queuing message m and the latest time that the 
message arrives at the destination stations. This is represented by equation 1 below. 
(1) 
The queuing jitter Jm , of a message is the variability in message queuing times in a particular 
node, as described in section 2. CAN messages are not fully preemptive, since they cannot 
interrupt a message which is already transmitting. This queuing delay incurred whilst a 
message is waiting for bus access is represented by Wm. The term em is used to define the 
longest time to physically send message m on the bus. This is dependent on the network 
transmission rate, frame overheads, data size, and stuff bits required. 
Tindell and Burns have previously shown methods to calculate the worst-case response time 
of a given message set based upon equation 1. This method of calculating message response 
times can become complex given a large message set. In addition, the worst-case queuing 
jitter Jm must be assumed since these response times are calculated analytically. By using 
simulation methods to calculate response times however, both the queuing delay Wm , and 
message transmission times em can be calculated using the simulation tools. To find the 
worst-case response times for each message, the maximum queuing jitter Jmax can be used for 
the simulation. However, to obtain the set of possible minimum, maximum and average 
worst-case response times, the latest possible queuing time of a message Jm does not need to 
be assumed. Using simulation tools, jitter values can be generated randomly up to the 
defined value of maximum queuing jitter. This provides an improved overall picture of 
possible message response times since queuing jitter by definition is the variability in 
queuing times for message transmission. 
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4 CAN Simulations 
4.1 Introduction 
In order to simulate the CAN body control model, the Vector CANoe software was used. 
CANoe is a universal development, testing and analysis environment for CAN and other 
networked systems. The CANoe package consists of the CANdb Database, CAPL programs, 
and CANoe Simulator. The CANdb Database defines CAN signals, the CAN message set, 
and network node information. CANoe CAPL (CAN Access Programming Language) 
programs define the operation of network nodes. Each node on the network has an associated 
CAPL program and uses information from the CAN database to obtain node and message 
information. These programs usually consist of timers to activate the transmission of 
messages, and procedures to handle the reception of messages or perform user defined tasks. 
The CANoe simulator is the engine used to process the simulation information defined by 
the database and CAPL software. 
The Worst-Case Response Time Analysis with Random Jitter simulation method is one 
method to calculate the range of CAN message response times through simulations. For 
these simulations the CANdb database was created from the nodes, signals and message set 
developed in section 3. CAPL software was written to generate random jitter values for 
periodic messages, as well as record queuing jitter, queuing delay and message transmission 
times in order to find the total response times for each message. 
4.2 Worst-Case Response Time Analysis with Random Jitter 
In order to find the minimum, maximum and average worst-case response times for the given 
message set, messages were scheduled according to Appendix A and entered into the CANdb 
database. CAPL code was written to generate random queuing j itter values J according to 
o < J = '!",ax . Log files were used to record the generated J value, the calculated queuing 
delay W m , and transmission times em for each message. Using a simulation operating at 83.3 
Kb/s (according to the high-speed single-wire CAN standard), the worst-case response times 
for a set of50,000 messages was found. These response times are shown graphically for each 
message in Figure 2. 
With all messages transmitted periodically, worst-case response times increase linearly as the 
priority decreases. For the range of maximum response times, these range from 3.07ms for 
the highest priority message, to 31.9ms for the lowest priority message. Average times for 
the message set ranged fi'om 2.32ms to 26.llms. Using random variable queuing jitter, the 
minimum response times for each message can be very low. These range from 0.68ms to 
l.33ms and are not entirely dependent upon priority but mainly on the jitter associated with 
each node. Since each queuing jitter value for each message transmission is generated 
randomly between 0 and J max' the range of possible response times can be found through the 
simulation of 50,000 messages. This can give a much clearer picture of typical network 
operation where nodes exhibit realistic queuing jitter. In addition to the identification of the 
likely worst-case behaviour of the system, the average and shortest response times for all 
messages can be found. For this simulation, all periodic messages are assumed to begin 
simultaneously at t = 0 and transmit according to their defined periods. This transmission 
behaviour is shown in Figure 3. 
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Figure 2: Worst-Case Message Response Times with Random Jitter at 83.3 Kb/s 
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Figure 3: Worst-Case Transmission Behaviour with Random Jitter at 83.3 Kb/s 
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For the given message set, all periodic messages are assumed to begin their cyclic message 
transmission simultaneously. This results in the worst-case response times for all messages 
since messages are transmitted in bursts at the start of each period, with the bus remaining 
idle at all other times (see Figure 3). Using traditional analytical methods to calculate 
response times, constant jitter values must be used to find maximum response times. This 
does not truly represent the nature of jitter since jitter by definition is the variability in timing 
behaviour. Also the probability of all messages incurring maximum queuing jitter 
simultaneously is very low. Hence the use of simulation methods to find the range of 
response times provides a much better picture of overall network behaviour. A screen shot of 
the CANoe simulation desktop is provided in Figure 4. 
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5 Discussion and Conclusions 
The first section of this paper details the development of a generalised model for automotive 
body control retworks. The development of this model has allowed for the evaluation of 
message response time analysis on a realistic vehicle model rather than existing benchmarks 
consisting of only a limited number of messages. Using this model, the response times of the 
message set at 83.3 Kb/s were evaluated using randomly generated queuing j itter. 
Using the Worst-Case Response Time Analysis with Variable Jitter, all messages in the 
model were proven to be schedulable at 83.3 Kb/s (see Figure 2). Using this method of 
response time analysis, the minimum, average and maximum response times for the network 
model were found for a set of 50,000 messages. Through the use of simulation tools, an 
improved picture of worst-case message response times was demonstrated. This was made 
possible through the use of random queuing j itter values, rather than fixed worst-casejitter. 
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Appendix A: CAN Message Set for Automotive Body Control Networks 
Sig. No. Msg. T D J max Source 
Tvpe Message Name bits DLC Type (ms) ICms) ·(ms Node 
0 Main Body Device Data 32 4 S 50 20 0.9 MBCM 
C Exterior Lighting Control 6 2 S 50 20 0.9 MBCM 
0 Front Body Device Data 9 2 S 100 20 0.7 FBCM 
SIC Main Instrument Controls 5 I S 50 20 0.6 ICM 
SIC Driver Column Controls 15 2 S 50 20 0.5 CCM 
C Interior Lighting Control 10 2 S 50 20 0.5 MBCM 
C Door Lock Control 8 1 S 50 20 0.5 MBCM 
0 Secondary Doors/RSM Controls 8 1 S 150 20 0.4 MBCM 
0 Roof Device State Data 9 2 S 100 20 0.4 RCM 
0 Front Right Door State 24 3 S 100 20 0.4 FRDM 
C Driver ID SeatlMirror Initialisation 46 6 I 50 20 0.4 MBCM 
SIC Front Right Door Controls 10 2 S 50 20 0.3 FRDM 
C Driver ID passenger Initialisation 22 3 I 50 20 0.3 MBCM 
0 Front Left Door State 24 3 S 100 20 0.2 FLDM 
0 Rear Right Door State 12 2 S 250 20 0.2 RRDM 
0 Rear Left Door State 12 2 S 250 20 0.2 RLDM 
0 Drivers Seat Position Data 24 3 S 100 20 0.1 DSM 
0 Passenger Seat Position Data 24 3 S 100 20 0.1 PSM 
F Driver Column Control Fault Status 10 2 S 200 50 0.8 CCM 
F Main Instrument Fault Status 5 I S 200 50 0.8 ICM 
0 Rear Body Device Data 14 2 S 100 50 0.7 RBCM 
F Front Right Door Fault Status 10 2 S 250 50 0.6 FRDM 
0 Rear Seat Device Data 4 1 S 200 50 0.5 RSM 
F Roof Device Fault Status 3 I S 250 50 0.5 RCM 
0 Driver Diagnostic Report 64 8 S 150 50 0.4 MBCM 
F Drivers Seat Fault Status 6 1 S 300 50 0.2 DSM 
F Front Body Device Fault Status 11 2 S 250 60 0.9 FBCM 
F Front Left Door Fault Status 7 1 S 400 60 OJ FLDM 
F Rear Body Device Fault Status 16 2 S 250 70 0.9 RBCM 
F Passenger Seat Fault Status 6 I S 450 70 0.2 PSM 
F Rear Seat Device Fault Status 3 1 S 300 80 0.8 RSM 
F Main Body Device Fault Status 6 1 S 400 90 1.2 MBCM 
0 Powertrain Data 44 6 P 100 100 0.6 CCM 
0 Fuel Tank Data 9 2 P 100 100 0.5 RBCM 
F Rear Right Door Fault Status 5 I S 500 100 0.3 RRDM 
F Rear Left Door Fault Status 5 I S 500 100 0.3 RLDM 
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