Introduction
To process temporal pattems whose output depend not only on the present input but also on those preceding or following it, many recurrent neuraufuzzy networks have been proposed [ 1]- [4] . In [4], we have proposed a TSK-type recurrent fuzzy network (TRFN) . In TRFN, the internal variables, derived from fuzzy firing strengths, are fed back to both network input and output layers in TRFN, and no a priori knowledge of the system order is required which eases the design process. In addition, the performance of TRFN designed by neural networks has been demonstrated to outperform those compared recurrent networks. However, neural network that can deal with fuzzy input vectots with fuzzy/crisp outputs. In their method, the inputs and outputs of the neural network are fuzzified using fuzzy numbers represented by a-level sets. Besides the aforementioned fuzzified neural networks, in [7, 81, neural fuzzy networks for processing fuzzy information are proposed. In these networks, the nehvork structures are feedforward and the consequent parts are fuzzy sets, and the whole network is constructed off-line.
In the aforementioned networks, the structures are all feedforward. To handle temporal fuzzy signals, a fuzzified recurrent network is more suitable than a feedforward network. Based on the good performance of TRFN, in this paper, we will extend it to deal with fuzzy temporal information, and a Fuzzified TSK-type Recurrent Neural Fuzzy Network (FTRNFN) is proposed. In FTRNFN, the consequent part is of TSK type. The fuzzy sets in the precondition part of FTRNFN are Gaussian fuzzy sets, and in the consequent part, the line combination coefficients are of Gaussian fuzzy sets, too. The center and width of every Gaussian fuzzy set in the precondition and consequent parts are all tunable. The input and output fuzzy information may be represented by Gaussian or isosceles triangular fuzzy sets. As to the network learning, in contrast to the off-line learning in [7,8], all recurrent fuzzy rules in FTRNFN are constructed automatically by on-line structure and parameter learning. So the network can be used for normal operation at any time as leaming proceeds.
The remaining sections of this paper are organized as follows. Section 2 describes the basic structure and functions of F T R " . The online structureiparameter leaming algorithms of F T R " is presented in Section 3. In Section 4, the FTRNFN is applied to solve twodimensional fuzzy sequence prediction problem. Conclusions are summarized in the last section.
Structure of FTRNFN
In this section, the structure of FTRNFN (shown in Fig.  1) is introduced. The FTRNFN deals with fuzzy input values and sends out fuzzy output values, where each fuzzy value is represented by a fuzzy set with Gaussian or isosceles triangular membership function. Suppose there are two extemal fuzzy inputs and two fuzzy outputs in the network, then this six-layered network realizes a recurrent fuzzy reasoning of the following form: fuzzy coordinates of the predicted fuzzy point. Alter training, 6 input clusters ( d e s ) are generated. The predicted result is shown in Fig. 3 , where a good performance is achieved.
Conclusions
In this paper, an FTRNFF is proposed for fuzzy temporal sequence processing. FTRNFN is a recurrent network which can learn and memorize the context information of a fuzzy temporal sequence. F T R " is characterized with on-line structure and parameter learning. Based on structure learning, flexible partition of the input space is achieved. Thus the total number of rules in FTRNFN can be reduced. Result on the demonstrative example motivates us further applications of FTRNFN on other fuzzy temporal sequence processing problems.
