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Collective behaviours in animal communities are the result of inter-individual commu-
nication. However, communication signals are not fixed; they evolve to ensure more
effective interactions between the emitter and receiver of these signals. In this study we
use a mathematical approach and investigate the effect of changes in communication
signals (at both receiver and emitter levels) on the aggregation patterns displayed by
these animal communities. We use simple linear stability analysis to study the impact
that the loss/gain in signals strength has on the formation of stationary and moving
animal aggregations. We then use numerical simulations to study the impact of these
signal strengths on the long-term persistence of some stationary and moving aggrega-
tions. We show that a reduction in the strength of such communication signals can stop
the movement of some aggregations. Moreover, for very weak signals, one can obtain a
variety of standing wave patterns characterised by left-moving and right-moving waves
of individuals passing through each other, with or without some individuals joining the
opposite-moving group.
Keywords: 1D nonlocal kinetic model; Social aggregations; Communication between in-
dividuals.
AMS Subject Classification: 92B05, 35L40, 45K05
1. Introduction
Self-organised animal aggregations are the result of social interactions between the
members of the community (e.g., attractions to some neighbours, repulsion from
others). However, for these interactions to take place, animals need to communi-
cate with each other via different signals: visual, acoustic, chemical, tactile or be-
havioural. These animal signals can vary spatially, temporally and qualitatively 19
in response to the environment 30. Moreover, environmental noise can lead to the
adaptation of animal communication (in terms of plasticity and evolution), espe-
cially when it comes to long-range communication signals 32. For example, some
animal species (e.g., lizards 30) have been shown to evolve different signal strate-
gies for effective communication in different environments with less/more noise 30.
1
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In addition, more recent experimental research has shown that plasticity in social
communication can be used by animals to facilitate their colonisation of novel habi-
tats 31. It should be mentioned here that while the focus of this study is on animal
communication (since research in this area has been developed for more than six
decades 21,27), the ideas presented here can be further adapted to cell, bacterial, or
human communication 6,20,23,25,38.
The majority of studies on animal communication usually focus on one sig-
naller and one receiver at a time – since it is easier to understand the mechanisms
of inter-individual communication in this context. However, many animals live in
large communities and continuously coordinate their behaviours with their neigh-
bours’ behaviours, and thus communication occurs between many signallers and
receivers at a time. Unfortunately, it is difficult to study experimentally this kind
of simultaneous multi-individual communication.
Mathematical approaches could be used when experimental studies are diffi-
cult to be performed. In this context, the last few decades have seen the develop-
ment of a large number of mathematical models used to investigate the biological
mechanisms behind self-organised animal behaviours (from the formation of ag-
gregations 11,12,24,34, to their collective movement 7,10,12,22,29,35). In the majority of
these models animal communication is incorporated implicitly, through the assump-
tion that individuals can perceive their neighbours within certain spatial distances
(i.e., metric interactions), and thus they adapt their behaviours to their neigh-
bours’ behaviours. However, more and more mathematical models have started to
focus on topological interactions, which incorporate the assumption that an indi-
vidual interacts only with a finite number of its neighbours, irrespective of their
distance 3,4,5,40,44 (e.g., birds might interact with up to 6-7 of their neighbours 3,
humans might interact with 5-7 of their neighbours 44). This topological approach
includes a more explicit assumption of inter-individual communication inside so-
cial aggregations. A distinct approach has been taken in 13,17,18, where the authors
introduced a class of nonlocal mathematical models of hyperbolic type that can in-
corporate explicitly the directionality of communication signals, in addition to the
spatial range over which these signals can act. The models in 13,17,18 were probably
the first ones to consider the effect of changes in the directionality of such signals,
on animal behaviours and aggregations. The importance of signal directionality has
been supported also by some experimental studies that found, for example, that
birds adjust the directionality of their calls depending on the context in which they
use them: to communicate with predators (directional calls) or with conspecifics
(omnidirectional calls) 43.
In this study, we consider a slight generalisation of the class of nonlocal hyper-
bolic models introduced in 17,18, in which we incorporate some specific parameters
that measure the strength of communication signals emitted towards or received
from neighbours. With the help of these parameters, we can connect all communi-
cation models introduced in 17,18, and thus we can investigate pattern formation
in self-organised aggregations as communication mechanisms evolve in response to
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the environment. By combining numerical simulations with linear stability analysis
of steady states, we can study the impact of these parameters on both the short-
term and long-term dynamics of these models, with a focus on the formation and
persistence of spatial and spatio-temporal aggregation patterns.
We start in Section 2 with the description of this general class of nonlocal hy-
perbolic models for self-organised behaviours. In Section 3 we focus on the steady
states exhibited by these models and on their stability as a result of changes in the
strength of communication signals. We also investigate numerically the long-term
persistence of some of the spatial and spatio-temporal patterns arising from pertur-
bations of these steady states. We summarise and discuss the results in Section 4.
2. Model description
The following model was introduced in 17 to describe the dynamics of a population
formed of right-moving (u+) and left-moving (u−) of individuals found inside a 1D











+[u+, u−]u+ − λ−[u+, u−]−,
(2.1)
For simplicity, it is assumed the individuals in both subpopulations move at the
same constant speed γ, and change their direction of movement at rates λ± upon
interactions with neighbours. Since the movement of biological organisms (e.g., cells,
insects, animals, humans) contains both a random and a directed component (as
emphasised almost a century ago by Lotka 26, and re-iterated by many other recent
studies in cell biology and ecology 2,33,36), we assume that the turning rates λ± are
described by the following equation:
λ±[u+, u−] = λ1 + λ2f
(
y±r [u




Here, λ1 approximates the random turning of an individual, while λ2 approxi-
mates the directed turning upon the local/nonlocal social interactions with neigh-
bours 18. An example of a biologically-realistic turning function f is f(y) =
0.5 + 0.5 tanh(y − 2) 17,18 (here f ≥ 0, f(0) ≈ 0, and f is increasing and bounded
as a function of the social interactions y). The social interactions, namely repulsion
(y±r ), alignment (y
±
al) and attraction (y
±
a ), occur on specific spatial ranges: repul-
sion acts on short ranges, alignment on medium ranges, and attraction on long
ranges; see also Fig. 1. These spatial ranges (which can be distinct or overlapping)
are modelled mathematically with the help of spatial kernels for repulsion (Kr),
alignment (Kal) and attraction (Ka), as shown in Fig. 1. In this study we take the




exp(−(s− sj)2/(2m2j )), with j = r, al, a and mj = sj/8, (2.3)

















rangerange range range range
alignment attraction
x space (s)x−s
aK  (s) K  (s)alr K (s)ralK  (s)a K  (s)K (s)
Fig. 1. Description of spatial interaction ranges on a 1D domain, for a reference individual posi-
tioned at x. Such ranges can be defined with the help of Gaussian kernels; see Eq. (2.3).
where sj depict the middle of the spatial interaction range (sa for attraction, sal
for alignment, sr for repulsion), and mj control the width of these ranges.
To describe these social interactions between neighbours, we focus on the inter-
individual communication. In 17, the authors proposed a few communication mech-
anisms where individuals can perceive/emit signals from/to their neighbours in a
unidirectional or omnidirectional manner. A generalisation of these mechanisms,
which includes parameters for different strengths of perception/emission of signals,
is shown in Fig. 2 and described by the integral terms in Table 1.
Remark 1. In 17 the authors introduced also a communication model called “M1”,
which was a combination of model M2 (for attraction/repulsion) and model M4
(for alignment). Since this model did not show any new results in terms of pattern
formation (compared to models M2 and M4)17, we will ignore it in this study.
Note that models M2 and M4 describe omnidirectional perception of signals
form neighbours, while models M3 and M5 describe directional perception of signals
coming only from ahead (with respect to the movement direction of the reference
individual at x). Moreover, models M2 and M3 describe omnidirectional emission
of signals by neighbours, while models M4 and M5 describe directional emission of
signals by these neighbours. The connection between these different communication
mechanisms is illustrated in Fig. 3.
Most of the previous studies focused on this class of models (2.1) assumed that
whenever individuals perceive their neighbours positioned behind them (i.e., pb >
0), they do so in a manner similar to the perception of neighbours ahead of them,
i.e., pb = pa = 1
14,17. Those studies also assumed that neighbours emit signals
in a similar manner behind and ahead of them, i.e., eb = ea = 1
14,17. However,
these assumptions are not very biologically realistic – especially since individuals in
a group could have physiological constraints that might not allow them to perceive
very well signals from their neighbours behind, or might not emit signals that could
be perceived by neighbours behind.
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Fig. 2. Description of four possible communication mechanisms introduced in 17: M2, M3, M4, M5.
We consider a reference individual positioned at x (i.e., u±(x, t)), who can perceive its neighbours
positioned ahead and/or behind with respect to its moving direction. Parameters pa and pb describe
the magnitude/strength of perception of neighbours ahead and behind, respectively. If pb = 0, it
means no perception of neighbours positioned behind. The red “X” mark denotes that no signals
are perceived from those individuals. Parameters ea and eb describe the magnitude/strength of









p = perception of signals
from behind


















Fig. 3. Diagram describing of the connection between the models M2, M3, M4 and M5 depicted
in Fig. 2 and Table 1.
In the following we will use this class of nonlocal mathematical models (2.1) to
investigate the following aspects in the context of the evolution of perception and
emission of signals:
• what happens, in terms of pattern formation, if pa > pb > 0 and/or
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Model Attraction (y±a ), Repulsion (y
±
r ), Alignment (y
±
al)




































∓(x± s, t)− paebu±(x± s, t)
]
ds;















∓(x± s, t)− pbeau±(x∓ s, t)
]
ds;


















Table 1. Description of possible communication mechanisms introduced in 17. Here Kr(s), Kal(s),
Ka(s) are the kernels describing the spatial region over which the three social interactions take
place; see Fig.1. In 17 the authors used translated Gaussian kernels (2.3). Parameters qr, qal
and ra represent the magnitudes of these social interactions. Parameters pa and pb represent the
magnitude of perception, by the reference individual at x, of its neighbours positioned ahead of it
(“pa”) and behind it (“pb”). Parameters ea and eb describe the magnitude of signals emitted by
neighbours at x± s towards the reference individual positioned ahead (“ea”) or behind (“eb”) of
these neighbours. For a detailed description of these parameters and their values see also Table 2.
Total population density is u(x, t) = u+(x, t) + u−(x, t).
ea > eb > 0 (i.e., when we assume that there are differences in the percep-
tion/emission of signals from/towards neighbours ahead/behind a reference
individual)?
• what happens, in terms of pattern formation, when pb → 0 and/or eb → 0,
and thus the inter-individual communication evolves as illustrated in Fig. 3?
To address these questions, we start in Section 3.1 by discussing briefly the
spatially homogeneous steady states displayed by model (2.1) and the stability of
these states, as we vary pb, eb ∈ [0, 1]. This will give us some understanding on the
effects of pb and eb on the short-term dynamics of (2.1). Then, in Section 3.2, we
investigate numerically the long-term behaviour of (2.1) by focusing on the spatio-
temporal patterns that appear and/or disappear when we vary pb and eb.
3. Results
Throughout this study we assume that the 1D domain is finite: x ∈ [0, L]. For
the purpose of the numerical simulations, we consider periodic boundary conditions
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(which allow us to track moving aggregations for a long time):
u+(0, t) = u+(L, t), u−(L, t) = u−(0, t). (3.1)
Note that arena-like domains have been used in experimental studies focused on
the collective movement of insects7.
This assumption of a finite spatial domain will have an impact on both the linear
stability results in Section 3.1 (where the unstable wavenumbers will be discrete),
as well as on the numerical results in Section 3.2 (where the integrals will have to
be wrapped around the domain, due to the periodic boundary conditions).
The parameter values used for all results presented in this section are sum-
marised in Table 2.
Parameter Value Description
L 10 Domain size
γ 0.1 Constant speed
λ1 0.2 The random component of the turning rate
λ2 0.9 The directed component of the turning rate
sr 0.25 The mid point of the inter-individual repulsion range
sla 0.5 The mid point of the inter-individual alignment range
sa 1.0 The mid point of the inter-individual attraction range
mr sr/8 Parameter controlling the width of the repulsion range
mal sal/8 Parameter controlling the width of the alignment range
ma sa/8 Parameter controlling the width of the attraction range
qr 2 Strength of the repulsion interactions
qal 2 Strength of the alignment interactions
qa 2.1 Strength of the attractive interactions
pb 0− 1 Perception strength of neighbours positioned behind a reference individual
pa 1 Perception strength of neighbours positioned ahead of a reference individual
eb 0− 1 Strength of signals emitted (by neighbours at x± s) towards a reference
individual positioned behind them
ea 1 Strength of signals emitted (by neighbours at x± s) toward a reference
individual positioned ahead of them
Table 2. Description of the parameters that appear in model (2.1)-(2.2), with the nonlocal inter-
action terms described in Table 1. The parameters have values similar to those in 14,16,17.
3.1. Spatially Homogeneous Steady States as pb, eb → 0
In the following we focus on the changes in the spatially homogeneous steady states
u+(x, t) = u+∗ and u
−(x, t) = u−∗ , as we vary parameters pb and eb. These states


























































Fig. 4. Examples of spatially-homogenous steady states u+∗ exhibited by (2.1) as we fix most of all
parameters and decrease: (a) pb = 1.5→ pb = 0 (for different eb values), and (b) eb = 1.5→ eb = 0
(for different pb values). To obtain these curves, we substitute u
−
∗ = A− u+∗ into (3.2). The blue
dashed curves were obtained for qal = 1, the black continuous curves were obtained for qal = 1.5,
the red dotted curves were obtained for qal = 1.0. Moreover, we choose qa = 1.1, qr = 1.0. The
rest of parameter values are as in Table 2.
are characterised by individuals equally spread over the whole domain, but facing
different directions (i.e., left or right). Note that system (2.1) preserves the total
population density over the domain [0, L], and thus u+∗ + u
−






u−(x)]dx. The most general steady state equation (obtained for pb 6= 0 and eb 6= 0)





















∗ − paebu−∗ − pbeau−∗ )
)]
. (3.2)
We graph this equation in Fig. 4, to show the possible spatially homogeneous steady
states displayed by equations (2.1) as we vary: (a) pb and (b) eb. Note that all models
M2-M5 display the steady state with u+∗ = u
−
∗ = 1 (= A/2), where half of the
individuals are facing right and half are facing left. This state occurs irrespective of
the qal values (or other parameter values). As shown in Fig. 4, for specific alignment
(qal) values, it is possible to obtain another 2 or 4 steady states, characterised by
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more individuals facing left than right (i.e., u+∗ < A/2 = 1, u
−
∗ > A/2 = 1), or more
individuals facing right than left (i.e., u+∗ > A/2 = 1, u
−
∗ < A/2 = 1). These extra
states exist for intermediate values of eb and pb. The number of these steady states
is a result of the O(2) symmetry characterising model (2.1) 8,9.
Linear stability results. Next we focus on the steady state u+∗ = u
−
∗ = A/2,
which exists for all communication models M2-M5, and investigate its linear stability
as we vary pb and eb. (These linear stability results will give us a basic understanding
of the short-term dynamics of model (2.1) – as this analysis is valid only for short
time; see also Fig. 6). To this end, we perturb the steady states as follows:
u±(x, t) = u±∗ + ε±e
σt+ikx,
where σ describes the growth/decay of perturbations, and k is the wavenumber
that can become unstable following these perturbations. Following the substitution
of these expressions for u±(x, t) into the hyperbolic system (2.1), we obtain a dis-
persion relation that describes the connection between σ and k, for different model
parameters:
σ1,2 = −0.5(B1 +B2)± 0.5
√
(B1 +B2)2 − 4γik(B1 −B2)− 4γ2k2, (3.3)
with
B1 = λ1 + λ2f−(u
±
∗ )− u+∗ λ2f ′+(u±∗ )C12 + u−∗ λ2f ′−(u±∗ )C22, (3.4a)
B2 = λ1 + λ2f+(u
±
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In Fig. 5 we show the dispersion relation (3.3) as we vary the perception/emission
of signals, pb and eb. We observe that:
• for eb = 1: decreasing pb leads to a loss in patterns, since Re(σ(kj)) → 0,
∀j > 0). Moreover, when patterns form, they are the result of real bifurca-
tions (since Re(σ(kj)) > 0 while Im(σ(kj)) = 0), and thus we would expect
to see stationary aggregations.
• for eb = 0.5: decreasing pb leads to pattern formation via Hopf bifurcations
(since Re(σ(kj)) > 0 while Im(σ(kj)) > 0), and thus we would expect to
see travelling aggregations. The patterns have large wavenumbers, and thus
we would expect to see multiple aggregations inside the domain.
• for pb = 1: decreasing eb leads to a loss of patterns with small wavenumbers
(k1, k2, k3) and the appearance of patterns with large wavenumbers (e.g.,
k4). These new patterns arise via Hopf bifurcations.
• for pb = 1: decreasing pe leads to pattern formation via Hopf bifurcations
(again, the patterns have large wavenumbers).
This linear stability analysis can describe well the short-term dynamics of model
(2.1), as seen in Fig. 6. There, the dispersion relation in panel (a) predicts the initial
formation of three stationary aggregations (as Re(σ(k3)) > 0, while Im(σ(k3)) = 0);
see Fig. 6(b). These spatial aggregations are unstable, and in the long term they
evolve towards a stable travelling aggregation (a rotating pulse/wave).
3.2. Spatial and Spatio-temporal Pattern Formation
Numerical approaches. For the numerical simulations presented in this section,
we use an operator splitting approach. The advection terms are discretised using
a second-order MacCormack finite difference scheme, while the reaction (turning)
terms are discretised using a fourth-order Runge-Kutta scheme 37. The integrals
that appear in the social interaction terms y±r,al,a[u
+, u−] are discretised using the
Simpson’s method 37, and because of the periodic boundary conditions they are
wrapped around the domain. The kernels Kj(s) that appear inside these integrals
are the translated Gaussian kernels described in the caption of Table 1.
As initial conditions for our simulations, we start again with the spatially homo-
geneous steady state u+∗ = u
−
∗ = A/2 (which is common for all models M2-M5, as
shown in Fig. 4), and we perturb this state randomly to investigate whether aggre-
gation patterns can form. For the purpose of this study, we consider some specific
values of social interactions (qr = 2, qal = 2, qa = 2.1 – see Table 2) for which the
most complex communication model (M2) first exhibits three unstable stationary
aggregations, which then evolve into a stable travelling aggregation; see Fig. 6. We
prefer to focus on travelling aggregations since during this type of behaviour animal
communication is likely impaired, with individuals easily missing information from
their neighbours.
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Fig. 5. Linear stability analysis for the common steady state u+∗ = u
−
∗ = 1, as given by the real
and imaginary parts of the dispersion equation (3.3) (in fact max(σ1,2)), when we vary pb and eb.
The dots on the x-axis show the discrete wavenumbers kj . (a) We vary pb and fix (i) eb = 1 or
(ii) eb = 0.5. (b) We vary eb and fix (i) pb = 1 or (ii) pb = 0.5. The parameter values are as in
Table 2. Due to the preservation of the total density and the periodic boundary conditions on the
finite domain [0, L], note that k0 = 0 is not an admissible wavenumber 18.
Long-term aggregation patterns. In Fig. 7 we summarise the changes in the
stable spatial and spatio-temporal patterns displayed by (2.1), as we decrease pb
and eb (while keeping all other parameters fixed as in Table 2). Here we focus on
the long-term behaviour of (2.1), and record the stable spatial and spatio-temporal
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Fig. 6. (a) Linear stability of the spatially homogeneous steady state u+∗ = u
−
∗ = 1 (as given by
the dispersion relation (3.3)) for qa = 2.1, qr = qal = 2, pb = pa = eb = ea = 1.The dots on
the zero-axis represent the discrete wavenumbers kj that become unstable; here we have k3. (b)
Numerical simulation of system (2.1) corresponding to the case in (a). The short-time (i.e., t < 25)
dynamics matches the results of the linear stability analysis, with 3 stationary aggregations arising
initially. The long-term (i.e., t > 60) dynamics shows a travelling wave.
patterns observed for t ∈ [1000, 3000]. The space-time dynamics of the various
patterns summarised in Fig. 7 is shown in detail in Figs. 8 and 9.
From Fig. 7 we can deduce that for the particular parameter values investigated
here (see Table 2), changes in the strength of perception/emission of communication
signals (due to signal plasticity or evolution) leads to the following changes in the
aggregation patterns:
• for large pb (pb > 0.5), a decrease in the eb (which leads to M2→M4) does
not have a significant impact on the travelling pulses obtained with M2
when pb = eb = 1.
• for small pb (pb < 0.4) and large eb (eb > 0.2), the aggregations become
stationary. In this case, communication is dominated by the M3 model.
• for small pb (pb < 0.4), a decrease in eb (to eb < 0.2) leads to the movement
of aggregations as a result of the appearance of standing waves and modu-
lated standing waves; see also Fig. 9. These spatio-temporal patterns (which
are the result of Hopf bifurcations 8,9) are formed of waves of left-moving
and right-moving densities of individuals that pass through each other, with
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Fig. 7. Summary of the spatial and spatio-temporal patterns exhibited by model (2.1) as we
vary the perception of signals from neighbours behind (pb) and the emission of signals towards
neighbours behind (eb). Here we chose qa = 2.1, qr = qal = 2, pa = ea = 1, for which model M2
displays a long-term travelling aggregation. The rest of parameter values are as in Table 2. For a
visual description of these pattern see Figs. 8 and 9.



































































































(f) Feather(d) Stationary pulse
(a) Travelling pulse (c) Standing waves (ripples)(b) Modulated travelling pulse
space (x) space (x)






























































































Fig. 8. Description of the spatial and spatio-temporal patterns that can be obtained with model
(2.1) as we vary pb, eb ∈ [0, 1], while keeping all other model parameters fixed. Here we show the
total population density u = u+ + u−. The symbols next to the name of the patterns correspond
to the symbols used in Fig. 7. (a) Travelling wave (pulse) for eb = 0.3, pb = 0.75; (b) Modulated
travelling wave (pulse) for eb = 0.05, pb = 0.55; (c) Standing wave (ripples) for eb = 0.05,
pb = 0.25; (d) Stationary pulse for eb = 1, pb = 0.4; (e) Breather for eb = 0.3, pb = 0.3; (f) Feather
for eb = 0.85, pb = 0.05. All other parameter values are as in Table 2. A detailed characterisation
of these patterns can be found in 13,15.
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(a) Space−modulated standing wave
(iv)(iii)
(ii)(i)































Fig. 9. Examples of space- and space/time-modulated standing waves (ripples). Here we show
the total population density u = u+ + u−. The black filled circle symbol correspond to the one
used in Fig. 7. All these standing waves are characterised by waves of left-moving and right-moving
densities of individuals that pass through each other, with some individuals changing their original
movement direction. This is in contrast with the classical standing-wave pattern (see Fig. 8(c)),
where the individuals in the left-moving and right-moving waves do not change their movement
direction 13. (a) eb = 0.1, pb = 0.1; (b) (i) eb = 0.15, pb = 0.35, (ii) eb = 0.15, pb = 0.3, (iii)
eb = 0.05, pb = 0.3, (iv) eb = 0.15, pb = 0.25.
or without individuals changing their movement directions and joining the
opposite-moving group. In this case, communication is dominated by the
M5 model.
• for very poor communication with neighbours behind (i.e., pb ∈ [0, 0.4],
eb ∈ [0, 0.2]), small perturbations in pb and eb can give rise to a variety of
such (modulated) standing waves, as shown in Fig. 9.
Overall, the results in Fig. 7 suggest that changes in the inter-individual communi-
cation (due to environmental factors or animal physiological characteristics) might
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lead to changes in the aggregation patterns they can form. However, the specific
patterns shown in Fig. 7 depend on the specific parameter values used for the simu-
lations; see Table 2. We expect that for other parameter values (qr,a,al, λ1,2 and γ)
describing different types of social interactions between group members we would
obtain different patterns and transitions between patterns as we vary pb, eb ∈ [0, 1].
4. Discussion and Conclusions
In this study we used a class of 1D nonlocal hyperbolic models for self-organised
aggregations in the presence of different communication mechanisms to investigate
the impact of changes in inter-individual communication on pattern formation at
community level. To this end, we focused on two parameters that control the per-
ception of signals from neighbours behind (pb) and the emission of signals towards
neighbours behind (eb) – relative to the movement direction of reference individuals.
We investigated the impact of these two parameters on the short-term dynamics of
these models (via a linear stability analysis of spatially homogeneous steady states)
and long-term dynamics of these nonlocal models (via numerical simulations); see
also Table 3 for a summary of the results.
Regarding the short-term dynamics of model (2.1), we observed in Fig. 5 that
changes in pb (eb) can have opposite effects on the linear stability of steady states,
depending on the magnitude of eb (pb). For example, for large pb, a decrease in eb
would lead to stable steady states and no pattern formation; while for small pb, a
decrease in eb would lead to unstable steady states and pattern formation via Hopf
bifurcations. We need to emphasise here that even when the linear stability analysis
suggests that the spatially homogeneous state u+∗ = u
−
∗ is stable, patterns can
form since other steady states (with u+∗ 6= u−∗ ) might exist and might be unstable.
Moreover, the nonlinear terms (ignored by this linear stability analysis) could push
the dynamics of the model towards stable spatially-heterogeneous steady states.
Regarding the long-term dynamics of model (2.1), we observed in Fig. 7 that for
some specific parameter values that lead to travelling aggregations when communi-
cation was perfect (model M2), a medium reduction in communication (M2→M3)
lead to stationary aggregations. A drastic reduction in communication (M2→M5)
can lead to a different type of moving aggregation, i.e., a standing wave, where
left-moving and right-moving waves of individuals pass through each other. In this
case, perturbation in the pb and eb parameters, which already have small values, has
shown to lead to a large variety of spatial and spatio-temporal modulated standing
waves, with some individuals more likely to turn around and join the opposite-
moving wave (Fig. 9).
It is possible that, for different parameter values, we would obtain different types
of patterns and transitions between patterns as we vary pb and eb. However, it was
not the purpose of this study to investigate all these different cases. Rather, we
wanted to illustrate the possible impact of changes in inter-individual communica-
tion (as as result of individuals in a group losing/gaining the ability to perceive/emit
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Parameters Communic. The effects of changes in communication
on the formation/persistence of aggregations
pb ≈ 1, eb → 0 M2→M4 Stationary aggregations more and more
difficult to appear, but moving aggregations
easier to appear
Moving aggregations can persist
pb → 0, eb ≈ 1 M2→M3 Stationary aggregations difficult to appear
Moving aggregations eventually stop moving
pb → 0, eb  1 M4→M5 Moving aggregations easier to appear
Moving aggregations can persist, but
change movement type
pb  1, eb → 0 M3→M5 Stationary and moving aggregations easier
to appear
Persistent stationary aggregations can start
moving
Table 3. Summary of the analytical and numerical results obtained in this paper, as we varied
two communication parameters: pe (i.e. perception of signals from behind) and eb (emission of
signals towards behind). Changes in these two parameters lead to transitions between different
communication models.
signals) on the aggregations formed by these communities of individuals.
In this study we assumed an isotropic domain, i.e., individuals have the same
probability of communicating with neighbours from one side of the domain (x→ L)
and the other side of the domain (x→ 0). (But they perceive differently their neigh-
bours ahead/behind them relative to their movement direction.) For this reason, the
system preserves its O(2) symmetry 9. The model could be further generalised by
taking the same approach as in Eftimie 16 and considering an anisotropic domain
that could describe, for example, wind blowing from one specific direction (thus
reducing all acoustic communication signals coming from the opposite direction).
Finally, we need to emphasise that while this study focused on animal commu-
nication, it can be generalised to communication in context of various biological
aggregations: from cell-cell communication in the context of disease (e.g., cancer)
and development 6,20,38,39, to bacterial communication 23,42, and to the more com-
plex human communication 25,28,41. However, the directionality of communication
signals still needs to be clarified in the context of modelling cellular, bacterial and
even human aggregations (as the current literature does not always account for the
signals from the back; see the recent survey in 1.)
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29. A. Okubo, D. Grünbaum and L. Edelstein-Keshet, The dynamics of animal grouping,
in Diffusion and Ecological Problems: Modern perspectives. Interdisciplinary Applied
Mathematics, vol 14 (Springer, New York, 2001), pp. 197–237.
30. T. Ord, G. Charles and R. Hofer, The evolution of alternative adaptive strategies for
effective communication in noisy environments, Am. Nat. 177 (2011) 54–64.
31. T. Ord, G. Charles, M. palmer and J. Stamps, Plasticity in social communication and
its implications for the colonisation of novel habitats, Behavioral Ecology 27 (2016)
341–351.
32. T. Ord, J. Stamps and J. Losos, Adaptation and plasticity of animal communication
in fluctuating environments, Evolution 64 (2010) 3134–3148.
33. Y. Papastamatiou, D. Cartamil, C. Lowe, C. Meyer, B. Wtherbee and K. Holland,
Scales of orientation, directed walks and movement path structure in sharks, J. Animal
Ecology 80 (2011) 864–874.
34. J. Parrish, Complexity, pattern and evolutionary trade-off in animal aggregation, Sci-
ence 284 (1999) 101.
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