Abstract. A set of vectors all of which have a constant (non-zero) norm value in a Euclidean lattice is called a shell of the lattice. Venkov classified strongly perfect lattices of minimum 3 (Rèseuaux et "designs" sphérique, 2001), whose minimal shell is a spherical 5-design. This note considers the classification of integral lattices whose shells of norm 3 are 5-designs.
Introduction
Let L be an Euclidean lattice, which is a discrete vector space over Z. The squared norm of a vector of the lattice is called the norm of the vector. Then, the set s m (L) of vectors of the lattice L which take the same value m for their norm is called the shell of the lattice, i.e. s m (L) := {x ∈ L ; (x, x) = m}. Moreover, the shell of minimum min x∈L\{0} (x, x) of the lattice L is called the minimal shell, which is denoted by S(L).
Definition 0.1 (Spherical design [3] ). Let X be a non-empty finite set on the Euclidean sphere S d−1 , and let t be a positive integer. X is called a spherical t-design if
for every polynomial f (x) = f (x 1 , . . . , x d ) of degree at most t.
For every nonempty shell s m (L) of a lattice L, a normalization X = 1 √ m s m (L) is considered, where X is a finite set on a Euclidean sphere. A lattice, whose minimal shell is a spherical 4-design (i.e. a 5-design), is said to be strongly perfect.
B. B. Venkov proved the following theorem:
Theorem 1 (Venkov [9] , Theorem 7.4). The definitions of the lattices in the above theorems are given in the next section. The remaining sections are devoted to the proof of Theorem 2.
Definitions of the lattices in Theorem 2
1.1. Lattices of minimum 3. Lemma 1.1 (Venkov [9] , Lemma 7.1). Let L be an even integral lattice of dimension n ≥ 2 and of minimum 4, and let e be a minimal vector of L. Denote by p the orthogonal projection on the hyperplane H = e ⊥ , put L e ′ = {x ∈ L | (e, x) ≡ 0 (mod 2)}, and let L e = p(L e ′ ). Suppose that one of the following two assumptions holds: (1) There is x ∈ L such that (e, x) ≡ 1 (mod 2); (2) We have (y, e) ≡ 0 (mod 2) for all y ∈ L, and L contains a vector x such that (e, x) ≡ 2 (mod 4).
Then, L e is a odd integral lattice of minimum at least 3, and we have det(L e ) = det(L) under assumption
We denote by Λ n the laminated lattices for 2 ≤ n ≤ 24 (See Conway-Sloane [2] , Ch. 6). Note that Λ n is isometric to √ 2E n for n = 6, 7 Let X be a nonempty finite set on the Euclidean sphere
We denote the distance set of X by A(X) := {(x, y) ; x, y ∈ X, x = y}; then we call X an s-distance set if |A(X)| = s. Now, X is said to be a (d, n, s, t)-configuration if X ⊂ S d−1 is of order n(:= |X|), a s-distance set, and a spherical t-design. Firstly, we have an incident matrix for a 2-(16, 6, 2) block design: Here, the following four subsets of R 4 are defined as:
; the number of "−" is even},
; the number of "−" is odd}.
Then, the following subset of R 16 is taken as a basis of the lattice Λ 16,2,2 :
There are 8 3 × 4 = 2048 vectors of norm 3 in the above set, which generate Λ 16,2,2 .
The following four subsets of R 8 are defined: 
There are (16 × 2 7 ) × 2 = 4096 vectors of norm 3 in the above set, which generate Λ 16,2,3 .
Properties of lattices.
We have det(Λ 16,2,1 ) = 16, det(Λ 16,2,2 ) = 4, and det(Λ 16,2,3 ) = 1; thus Λ 16,2,3 is unimodular. The theta series of the lattices have the following form: 
(3) For n 2 and 1 m 1200, the nonempty shells of norm m of Z n are not spherical 5-designs, except for the above cases.
Let L be an integral lattice of dimension n, whose shell of norm 3 is a spherical 5-design. By X := s 3 (L) the shell of norm 3 is denoted. The argument of Theorem 2 (3) is just equivalent to Theorem 1. Thus, we may suppose min(L) equal to 1 or 2.
On spherical designs
Theorem 2.1 (Venkov [9] , Theorem 3.1). Let X ∈ S n−1 be a finite set, and t be a positive integer. By e (resp. o ) the greatest even (resp. odd ) integer which is at most t is denoted. Then, X is a spherical t-design if and only if there is a constant c e such that, for every α ∈ R n , we have the two equations
If the above two equations hold, by repetition of the Laplacian ∆ α , we always have the formulae
for any even k ≤ e and any odd l ≤ o, where the notation ∆ y refers to derivation with respect to the variable y. We also have
|X|.
In this paper, the finite sets on spheres from shells of Euclidean lattices are considered. Then, every set is antipodal, thus the second equation always holds. Also, 5-designs from vectors of norm 3 are also considered here. Thus it is necessary and sufficient to consider the following two equations:
Again, let X be the shell of norm 3 of the lattice L. For any vectors x 0 ∈ X, we denote n i := |{x ∈ X ; (x 0 , x) = i}| for i = 0, 1, 2. By the above equations, taking α = x 0 , we have
Note that these results do not depend on the choice of x 0 .
Minimum of lattices
Let t ∈ S(L) be a minimal vector of the lattice L.
2 (cf. [9] , Lemma 6.10). Thus, we have (9) (x, t) ∈ {0, ±1}.
Then, we denote p i := |{x ∈ X ; (x, t) = i}| for i = 0, 1. By the equalities (6) and (7), taking α = t, we have
(cf. [9] , Lemma 7.11)
If min(L) = 1, by the first equation, the dimension of the lattice L is equal to 7. By [8] , there are only two 3-lattices whose shells of norm 3 are spherical 5-designs, which are O 7 and Z 7 . Here, a 3-lattice is an integral lattice which is generated by vectors of norm 3. If we consider the lattice L ′ which is generated by
. Thus, |X| is equal to 56 or 280. Let |X| = 56; then n 0 = n 2 = 0 by the equality (8) . Since p 0 > 0 and p 1 > 0, we can take some elements x1, x 2 ∈ X such that (x 1 , t) = 0, (x 2 , t) = 1, and (x 1 , x 2 ) = ±1. Then, x 1 ∓ (x 2 − t) is a vector of norm 3, i.e. x 1 ∓ (x 2 − t) ∈ X, and we have (x 1 ∓ (x 2 − t), x 1 ) = 2. This contradicts n 2 = 0.
Now, the remaining case is when min(L) = 2. If min(L) = 2, by the equations (8) and (10), we have the following equations: 
|{y ∈ s 2 (L) ; (x 0 , y) = 1}| = |{x ∈ X ; (x 0 , x) = 2}| = n 2 , where this number does not depend on the choice of x 0 . Then, we have
Thus, we have
Intersection numbers
Let α, β, γ ∈ A(X), where A(X) = {(x, y); x, y ∈ X, x = y} is a distance set. Then, we choose a pair of vectors x, y ∈ X such that (x, y) = γ, and denote
If this number is uniquely determined for any choice of the pair x, y, then it can be called the intersection number. Since X is antipodal, we have P γ (α, β) = P γ (β, α) and
In this section, the intersection numbers P 2 (α, β) are considered. Now, a pair of vectors x, y ∈ X such that (x, y) = 2 is chosen. Then, we have x−y ∈ s 2 (L). For any z ∈ X, we have (x−y, z) = (x, z)−(y, z) ∈ {0, ±1} by the relation (9) . Here, we have P 2 (α, β) = 0 for every α, β such that |α − β| > 1. Furthermore, it is clear that P 2 (3, 3) = 0 and P 2 (2, 3) = 1. This can be denoted a 1 := P 2 (2, 2), a 2 := P 2 (1, 2), a 3 := P 2 (1, 1), a 4 := P 2 (0, 1), a 5 := P 2 (0, 0).
By the equations (6) and (7), taking α = x + y and α = x − y, we obtain four relations for a 1 , . . . , a 5 . Finally, we have P 2 (2, 2) = 1 256 |X| − 4, P 2 (1, 2) = 1 128 |X| − 3, P 2 (1, 1) = 9 64 |X| + 16, P 2 (0, 1) = 11 128 |X| + 2, P 2 (0, 0) = 43 128 |X| − 24. Now, for any element y 0 ∈ s 2 (L), there exists x 0 ∈ X such that (x 0 , y 0 ) = 1. Then, we have x 0 − y 0 ∈ X and (x 0 − y 0 , x 0 ) = 2. Let y ∈ s 2 (L) satisfy (y 0 , y) = 1, then y 0 − y ∈ s 2 (L) and (x 0 , y) = 0 or 1, because (x 0 , y 0 − y) = 1 − (x 0 , y) ∈ {0, ±1} by (9) . If (x 0 , y) = 1, then x 0 − y ∈ X and (x 0 , x 0 − y) = (x 0 − y 0 , x 0 − y) = 2. Thus, we have |{y ∈ s 2 (L) ; (y 0 , y) = 1, (x 0 , y) = 1}| = |{x ∈ X ; (x 0 , x) = (x 0 − y 0 , x) = 2}| = P 2 (2, 2).
On the other hand, if (x 0 , y) = 0, then y 0 − y ∈ X and (y 0 , y 0 − y) = (x 0 , y 0 − y) = 1. Thus, we have |{y ∈ s 2 (L) ; (y 0 , y) = 1, (x 0 , y) = 0}| = |{y ∈ s 2 (L) ; (y 0 , y) = 1, (x 0 , y) = 1}| = P 2 (2, 2).
In conclusion, we have These relations imply that s 2 (L) is a spherical 3-design.
In addition, we have the following fact:
Lemma 4.1 (see [7] ). Let L be an integral lattice. Then, its shell s 2 (L) of norm 2 is a root system.
Furthermore, irreducible root systems have been classified; they are A n for n 1, D n for n 4, and E n for n = 6, 7, 8 (see [1] ). Orthogonal unions of irreducible root systems which satisfy the conditions (13), (15) and (17) result only in the following nine cases:
In the next section, each case is examined. Finally, only the three cases s 2 (L) = (A = (a 1 , . . . , a 16 ) ∈ X, then we have (x, √ 2 e i ) = √ 2 a i ∈ {0, ±1}, thus we have a i ∈ {0, ±1/ √ 2}. In addition, we have (x, x) = a 2 1 + · · · + a 2 16 = 3 by definition. Thus, six coordinates are ±1 √ 2 and ten coordinates are 0. If a i = 1/ √ 2, then the ith coordinate of x 0 − √ 2 e i is equal to −1/ √ 2. Thus, in the lattice which is an additional group, we take all possible sign changes of nonzero coordinates of x 0 . We write x 0 = √ 2(|a 1 |, . . . , |a 16 |), then we define equivalence classes X := {x; x ∈ X}, where we regard x as a equivalence class. Each class has 2 6 vectors by sign changes. Since |X| = 1024, we have 16 classes. Take x 1 ∈ x 0 , and let l := (x 0 , x 1 ). In this case, we have n 0 = 500, n 1 = 255, and n 2 = 6. Now, if we regard X as an incidence matrix of a block design (cf. matrix (2)) , we can consider 2-(16, 6, 2) a (t-(v, k, λ)) design. By Gibbons [4] , we have just three equivalence classes for this block design. Furthermore, if we regard the three classes as a basis for a linear code of F Thus, we can determine the lattices L for which s 3 (L) is spherical 5-design and s 2 (L) = (A 1 ) 16 uniquely up to isometry; we denoted it by Λ 16,2,1 in Section 1.
The cases of s
. We can write A n = {±e i ∓ e j ; 1 i < j n + 1}. We take x 0 ∈ X. If there exists y ∈ A n such that (x 0 , y) = 1, then we may assume y = e 1 − e 2 without loss of generality. Furthermore, we write m 1 ′ := |{y ∈ A n ; (x 0 , y) = 1}|. Now, we consider several distinct cases, namely (i) y = ±(e 1 − e 2 ), (ii) y = ±(e 1 − e i ), ±(e 2 − e i ) for 3 i n + 1, and (iii) y = ±(e i − e j ) for 3 i < j n + 1.
For the second case (ii), we have (x 0 , e 1 −e i )−(x 0 , e 2 −e i ) = (x 0 , e 1 −e 2 ) = 1. If we have (x 0 , e 1 −e i ) = −1, then (x 0 , e 2 − e i ) = −2, contradicting the relation (9). Thus, (x 0 , e 1 − e i ) = 0, 1 and (x 0 , e 2 − e i ) = 0, −1; just one of (x 0 , e 1 − e i ) and (x 0 , e 2 − e i ) is nonzero. Moreover, half of the vectors of this case are orthogonal to x 0 .
For the third case (iii), we have (x 0 , e i −e j ) = −(x 0 , e 1 −e i )+(x 0 , e 1 −e j ). (x 0 , e i −e j ) is nonzero if and only if just one of (x 0 , e 1 −e i ) and (x 0 , e 1 −e j ) is equal to 1. We put D := |{3 i n+1; (x 0 , e 1 −e i ) = 1}|, then 2D(n − 1 − D) of vectors of this case are not orthogonal to x 0 .
In conclusion, we have
Recall that |{y ∈ s 2 (L); (x 0 , y) = 1}| = n 2 , and note that this number for s 2 (L) must be a combination of the numbers m 1 ′ for each A n . However, if n = 2, 4, 8, 16, then we have n 2 = 9, 15, 27, 51, where all of them are odd. These facts are contradictory. Thus, we can omit these cases, when s 2 (L) = (A n ) 16/n for n > 1.
. Following the procedure of the previous section, we write D n = {±e i ± e j , ±e i ∓ e j ; 1 i < j n} for an orthonormal basis of R n . We take x 0 ∈ X, then we assume (x 0 , e 1 + e 2 ) = 1 if some vector of D n is not orthogonal to x 0 . Furthermore, we write m 1 ′ := |{y ∈ D n ; (x 0 , y) = 1}|. Now, we consider several distinct cases, namely (i) y = ±(e 1 + e 2 ), (ii) y = ±(e 1 ± e i ), ±(e 2 ± e i ) for 3 i n, (iii) y = ±(e i ± e j ) for 3 i < j n, and (iv) y = ±(e 1 − e 2 ).
For the second case (ii), we have (x 0 , e 1 ± e i ) + (x 0 , e 2 ∓ e i ) = 1. As in the section above, half of the vectors of this case are orthogonal to x 0 .
For
If D = 1, then (x 0 , e 1 −e 2 ) = 0. For the third case (iii), we have (x 0 , e i ±e j ) = (x 0 , e 1 +e i )−(x 0 , e 1 ±e j ). Thus, just one of (x 0 , e i + e j ) and (x 0 , e i − e j ) is zero. Moreover, half of the vectors of the case (iii) are orthogonal to x 0 . In conclusion, we have m 1 ′ = 1 + 2(n − 2) + (n − 2)(n − 3)/2 + 0 = n(n − 1)/2. If D = 2, then (x 0 , e 1 − e 2 ) = 1. For the third case (iii), we have (x 0 , e i ± e j ) = (x 0 , e 1 + e i ) − (x 0 , e 1 pme j ) = 0. Then, all of the vectors of the case (iii) are orthogonal to x 0 . In conclusion, we have Recall that |{y ∈ s 2 (L); (x 0 , y) = 1}| = n 2 , and note that this number must be the sum of the numbers m (a 1 , . . . , a n , a n+1 , . . . , a 16 ), where each a i for 1 i n is the coordinate of e i used for D n . Then, we have (x 0 , e i ± e j ) = a i ± a j , thus we can calculate each a i from the values of (x 0 , e i ± e j ).
If D = 1, then we have |a i | = 1 2 for every 1 i n. Furthermore, for 2a i e i + 2a j e j ∈ D n , x 0 − (2a i e i + 2a j e j ) is also a vector of norm 3, where both signs of the ith and jth coordinates are different from those of x 0 . Similarly, we have every element whose even signs are different from x 0 . Here, we write
n ; the number of "−" is even},
. . , a 16 )}. If D = 2, then we have |a i | = 1 for some 1 i n and a j = 0 for every 1 j n such that i = j. Furthermore, for 2a i e i and a i e i ± e j ∈ D n , x 0 − 2a i e i and x 0 − (a i e i ± e j ) is also a vector of norm 3. Here, we write
On the other hand, if x 0 is orthogonal to D n , then a i = 0 for every 1 i n. Here, we write
then we can say that the lattice L includes L 0 × {(a n+1 , . . . , a 16 )}.
, where each vector is of norm 1. Thus,
, where i k = 0 for just one k and this set has 512 vectors. Since |s 3 (L)| = 2048, s 3 (L) includes four such sets. Then, we write
where I = (i 1,1 , . . . , i 4,4 ) .
Firstly, for every y 0 ∈ D 4 , we have
; (x, y 0 ) = 1}| = 0 or 128. Thus, we have that just one of i 1,k , i 2,k , i 3,k , i 4,k is zero for each 1 k 4. We may assume that i 1,4 = i 2,3 = i 3,2 = i 4,1 = 0, without loss of generality. Secondly, we consider the inner product (x 1 , x 2 ) for x 1 ∈ L i k and x 2 ∈ L j k . We have the fact that (
Finally, there is an isometry which maps L i to L i ′ for every 1 i 4 and some 1 i Thus, we can determine s 3 (L) uniquely up to isometry, which generates Λ 16,2,2 in Section 1.
, where each set has 2048 vectors. Similar to the previous section, we have
. When we consider an isometry which changes the sign of one fixed coordinate of each vector, then this maps L 2 to L 3 and stabilizes L 1 . Thus, for every i, j = 2, 3, L i,j is isometric to the set (4).
Thus we can determine s 3 (L) uniquely up to isometry, which generates Λ 16,2,3 in Section 1.
we write E 8 = {±e i ± e j , ±e i ∓ e j ; 1 i < j 8} ∪ {(±e 1 ± · · · ± e 8 )/2 ; the number of '−' is even} for an orthonormal basis of R 8 . We take x 0 ∈ X, then we assume that (x 0 , e 1 + e 2 ) = 1 if such an element exists. Furthermore, we write m 1 ′ := |{y ∈ E 8 ; (x 0 , y) = 1}|. We consider several distinct cases; namely (i) y = ±(e 1 + e 2 ), (ii) y = ±(e 1 ± e i ), ±(e 2 ± e i ) for 3 i 8, (iii) y = ±(e i ± e j ) for 3 i < j 8, (iv) y = ±(e 1 − e 2 ), (v) y = ±(e 1 + e 2 ± e 3 ± · · · ± e 8 )/2, and (vi) y = ±(e 1 − e 2 ± e 3 ± · · · ± e 8 )/2.
The cases (i), (ii), (iii), and (vi) are similar to the case of s 2 (L) = (D 8 ) 2 . Note that (x 0 , e 1 ± e j ) = 0, 1 and (x 0 , e 2 ± e j ) = 0, 1, and we put D := (x 0 , e 1 + e i ) + (x 0 , e 1 − e i ) ∈ {1, 2}.
For the fifth case (v), we have (x 0 , e 1 +e 2 ) = (x 0 , (e 1 +e 2 ±e 3 ±· · ·±e 8 )/2)+(x 0 , (e 1 +e 2 ∓e 3 ∓· · ·∓e 8 )/2). Thus, half of the vectors of this case are orthogonal to x 0 .
If D = 2, we have (x 0 , e 1 − e 2 ) = 1. The sixth case (vi) is similar to the case (v), and half of the vectors of this case are orthogonal to x 0 . We have m 1 ′ = 1 + 12 + 0 + 1 + 16 + 16 = 46. If D = 1, just one of (x 0 , e i +e j ) and (x 0 , e i −e j ) is zero for the case (iii). We may assume (x 0 , e 3 +e 4 ) = (x 0 , e 5 +e 6 ) = (x 0 , e 7 +e 8 ) = 1 without loss of generality. Firstly, when the sign of e 3 is equal to that of e 4 , then we have (x 0 , e 3 +e 4 ) = (x 0 , (±e 1 ∓e 2 +e 3 +e 4 ±e 5 ±· · ·±e 8 )/2)−(x 0 , (±e 1 ∓e 2 −e 3 −e 4 ±e 5 ±· · ·±e 8 )/2); thus half of such vectors are orthogonal to x 0 . Secondly, when 'the sign of e 3 is not equal to that of e 4 ' and 'the sign of e 5 is equal to that of e 6 ', then (x 0 , e 5 + e 6 ) = (x 0 , (±e 1 ∓ e 2 ± e 3 ∓ e 4 + e 5 + e 6 ± e 7 ∓ e 8 )/2) − (x 0 , (±e 1 ∓ e 2 ± e 3 ∓ e 4 − e 5 − e 6 ± e 7 ∓ e 8 )/2), thus half of such vectors are orthogonal to x 0 . Finally, when 'the sign of e 3 is not equal to that of e 4 ' and 'the sign of e 5 is not equal to that of e 6 ', then (x 0 , e 7 + e 8 ) = (x 0 , (±e 1 ∓ e 2 ± e 3 ∓ e 4 ± e 5 ∓ e 6 + e 7 + e 8 )/2)− (x 0 , (±e 1 ∓ e 2 ± e 3 ∓ e 4 ± e 5 ∓ e 6 − e 7 − e 8 )/2); thus half of such vectors are orthogonal to x 0 . In conclusion, we have m 1 ′ = 1 + 12 + 15 + 0 + 16 + 16 = 60. Recall that |{y ∈ s 2 (L) ; (x 0 , y) = 1}| = n 2 = 90, thus we cannot write n 2 as a sum of m 1 ′ , so we can omit this case.
