This paper considers a distributed stochastic strongly convex optimization, where agents over a network aim to cooperatively minimize the average of all agents' local cost functions. Due to the stochasticity of gradient estimation and distributedness of local objective, fast linearly convergent distributed algorithms have not been achieved yet. This work proposes a novel distributed stochastic gradient tracking algorithm with variance reduction, where the local gradients are estimated by an increasing batch-size of sampled gradients. With an undirected connected communication graph and a geometrically increasing batch-size, the iterates are shown to converge in mean to the optimal solution at a geometric rate (achieving linear convergence). The iteration, communication, and oracle complexity for obtaining an ǫ-optimal solution are established as well. Particulary, the communication complexity is O(ln(1/ǫ)) while the oracle complexity (number of sampled gradients) is O(1/ǫ 2 ), which is of the same order as that of centralized approaches. Hence, the proposed scheme is communication-efficient without requiring extra sampled gradients. Numerical simulations are given to demonstrate the theoretic results.
I. INTRODUCTION
Distributed optimization has been extensively studied in recent years due to its wide applications in sensor networks [1] , [2] , power systems [3] , [4] , distributed estimation and control [5] - [7] . Various distributed optimization methods have been developed, including primal domain methods [8] , [9] , dual domain methods [10] , [11] , and primal-dual domain methods [12] - [14] . Please refer to the survey [15] for more references.
This paper aims to provide a fast and communicationefficient algorithm for distributed stochastic optimization. We propose a stochastic variant of the distributed gradient tracking scheme [9] , where each agent is equipped with an auxiliary variable to track the dynamical average gradient in addition to the solution estimate. To achieve fast convergence and save communication cost (which is usually hundreds times of local computation cost), an adaptive sampling method is incorporated into the scheme. The main contributions of the paper are given as follows. • We first combine the distributed stochastic gradient tracking algorithm with adaptive variance reduction, where each agent estimates its local gradients with an increasing batchsize of sampled gradients. Then each agent takes a weighted average of its neighbors' estimates and moves towards the negative direction of its local noisy gradient estimation. • When each agent's local objective function is strongly convex with Lipschitz-continuous gradient and the sample size for gradient estimation adaptively increases at a geometric rate, the proposed scheme with a constant stepsize can generate geometrically/linearly convergent iterates. • Furthermore, it is shown that the iteration, communication, and oracle complexity for each agent i to obtain an ǫ-optimal solution are O(ln(1/ǫ)), O(|N i | ln(1/ǫ)), O(1/ǫ 2 ), respectively, where |N i | denotes the number of agent i's neighbors. Compared with existing distributed methods, the scheme saves the communication cost without increasing the overall sampling burden.
Literature review on distributed stochastic optimization. Considerable works have been done in distributed stochastic optimization, e.g., distributed stochastic subgradient projection algorithm [16] , distributed asynchronous algorithm [17] , and distributed primal-dual method [18] . In the following, we review some literature on the convergence rate and complexity analysis of distributed stochastic strongly convex optimization. The work [19] proposed a distributed stochastic gradient method over a random network and established the convergence rate of O(1/k) in a mean-squared sense. A distributed stochastic mirror descent method with rate O(ln(k)/k) was given in [20] for non-smooth functions, while a stochastic subgradient descent with rate O(n √ n/k) was proved in [21] . The work [22] proposed a subgradientpush method over time-varying directed graphs and obtained a rate O(ln(k)/k). A distributed stochastic gradient tracking method with a constant stepsize was designed in [23] , which only showed that the iterates are attracted to a neighborhood of the optimal solution in expectation with an exponential rate, however, the exact convergence can not be achieved yet.
This work considers minimizing smooth objectives over an undirected connected network. Instead of decaying stepsizes in [19] - [22] , we adopt a constant stepsize and achieve exact and fast convergence. By progressively reducing the variance of gradient noises through increasing sample size, the derived iteration complexity matches that of centralized approaches for deterministic optimization, achieving superior complexity bounds than the prior works [19] - [23] . Moreover, the approach can significantly reduce the communication rounds, meanwhile the oracle complexity can be comparable with existing distributed stochastic gradient algorithms. To the best of our knowledge, this is the first work that achieves a linear convergence rate for distributed strongly convex stochastic optimization.
The paper is organized as follows. A distributed stochastic gradient tracking algorithm with variance reduction is proposed in Section II. The geometric convergence rate along with the complexity bounds are established in Section III. The numerical studies are presented in Section IV, while concluding remarks are given in Section V.
Notations. Depending on the argument, | · | stands for the absolute value of a real number or the cardinality of a set. The Euclidean norm of a vector or a matrix is denoted as · 2 or · . Let ⊗ denote the Kronecker product. Let 1 denote the column vectors with all entries equal to 1 and I d denote the d × d identity matrix. An undirected graph is denoted by G = {V, E}, where V = {1, . . . , n} is a finite set of nodes and each edge (i, j) ∈ E is an unordered pair of two
The graph G is termed connected if for any two distinct nodes i, j ∈ V, there is a path between them. The set of node i's neighboring nodes, denoted by N i , is defined as N i {j ∈ V : (i, j) ∈ E}. Define the adjacency matrix of graph G as A = [a ij ] n i,j=1 , where a ij > 0 if j ∈ N i and a ij = 0 otherwise.
II. PROBLEM STATEMENT AND ALGORITHM DESIGN
In this section, we first formulate a distributed stochastic optimization problem with some assumptions. Then we propose a fully distributed variable sample-size stochastic gradient tracking algorithm.
A. Problem Formulation
We consider a network of n agents indexed as V = 1, . . . , n , where the agents interaction is described by an undirected graph G = {V, E}. Agent i ∈ V has an expectation-valued cost function
The agents in the network need to cooperatively find an optimal solution that minimizes the average of all agents' local cost functions, i.e.,
We aim to design a distributed algorithm to drive all agents' iterates to the optimal solution, explore its convergence rate, and establish the complexity bounds for obtaining an optimal solution with a prescribed accuracy. Below are the assumptions on the communication graph and cost functions.
Assumption 1: The undirected graph G is connected, and its adjacency matrix A = [a ij ] n i,j=1 is symmetric with the weights a ij satisfying the following condition:
With Assumption 1, the adjacency matrix A of the connected communication graph is doubly stochastic. It has been shown in [24] that the spectral radius σ A of A − 11 T /n satisfies σ A ∈ (0, 1).
Assumption 2: For each agent i ∈ V, its cost function f i (x) is η-strongly convex and its gradient function is L-Lipschitz continuous, i.e., for any
By Assumption 2 and definition F (
is η-strongly convex and its gradient function is L-Lipschitz continuous. Then problem (1) has a unique optimal solution, denoted by x * . Hence, ∇F (x * ) = 0 by the firstorder optimality condition.
Suppose there exists a stochastic first-order oracle for each agent i ∈ V such that for any given x, ξ, a sampled gradient ∇h i (x, ξ) is returned, which is an unbiased estimator of ∇f i (x) with bounded second-order moment. Here is the assumption on the stochastic first-order oracle.
Assumption 3: There exists a constant ν > 0 such that the following holds for each i ∈ V and any given
B. A Distributed Stochastic Gradient Tracking Algorithm with Variance Reduction
The discrete time is slotted at k = 0, 1, 2, . . . . Each agent i at time k maintains two estimates x i (k) and y i (k), where x i (k) and y i (k) are used to estimate the optimal solution and to track the average gradient, respectively. Since the exact gradient of each expectation-valued cost function f i (x) is unavailable, we approximate it by averaging through a variable batch-size of sampled gradients:
where N (k) is the number of sampled gradients utilized at time k and the samples {ξ
p=1 are randomly and independently generated from the probability space (Ω i , F i , P). The gradient estimate given by (3) is an unbiased estimate of the exact gradient, and the variance of the gradient noise will be progressively reduced by increasing the batch-size. By combining the distributed gradient tracking scheme [9] with a variance reduction scheme, we obtain Algorithm 1. We will specify the selection of the constant steplength α and the batch-size N (k) upon convergence analysis.
Note that for each agent i ∈ V, the implementation of Eqn. (4a) requires its neighbors' estimates of the optimal solution {x j (k)} j∈Ni , while the update of y i (k + 1) characterized Algorithm 1 A distributed variable sample-size stochastic gradient tracking algorithm Initialization: Set k := 0. For any i = 1, . . . , n, let y i (0) = g i (x i (0)) with arbitrary initial x i (0) ∈ R d . Iterate until convergence. Each agent i = 1, · · · , n updates its estimates as follows:
where α > 0 is the steplength andg i (x i (k)) is given in (3).
by Eqn. (4b) uses its local gradient estimate as well as its neighbors' information {y j (k)} j∈Ni to asymptotically track the dynamical average gradient across the network. Therefore, Algorithm 1 is a fully distributed algorithm since the update of each agent merely uses its local data and its neighboring information.
III. CONVERGENCE ANALYSIS
In this section, we show the geometric convergence rate for Algorithm 1 when the batchsize is increased at a geometric rate, and establish the complexity bounds for obtaining an ǫ-optimal solution.
A. Preliminary Lemma
Define the gradient observation noise as follows:
We further define
Then Algorithm 1 is written in a compact form:
Define the average of agents' estimates of the optimal solution and the averaged gradient across the network as follows for any k ≥ 0:
We start to analyze the algorithm performance by characterizing the interactions among the three error sequences: (i) distance from the average estimate to the optimal solution x(k)− x * ; (ii) consensus error x(k)− (1⊗ I d )x(k) ; and (iii) consensus error of the gradient trackers y(k) − (1 ⊗ I d )ȳ(k) . We bound the three error sequences in terms of the linear combinations of their past values in the following lemma, of which the proofs can be found in Appendix.
Lemma 1: Suppose Assumptions 1 and 2 hold. Let the sequences {x(k)} and {y(k)} be generated by Algorithm 1 with 0 < α ≤ 2 η+L . Define the following vector and matrix:
Then the following inequalities hold for any k ≥ 0:
B. Linear convergence rate analysis
We now give the linear convergence rate result. 
. Take α such that the spectral radius of the matrix J(α), denoted by ρ(J(α)), is strictly smaller than 1. Then z(k) converges to zero in mean at a geometric rate, that is,
where C ν α 2 + n(1 + q + αL) 2 .
Proof. We first split the matrix J(α) into the sum of a fixed matrix and another perturbation matrix as a function α:
Because σ A ∈ (0, 1), the spectral radius of J(0) is 1 and the corresponding right and left eigenvector to the eigenvalue of 1 of J(0) is (1, 0, 0) T . Because the eigenvalues of a matrix are a continuous function of its entries, we are able to choose some sufficiently small α such that the spectral radius of J(α) is strictly smaller than 1 (see [25, Theorem 1] for a more detailed discussion).
Define
Thus, x(k) produced by Algorithm 1 is adapted to F k . Then by (3), (6), and the fact that the samples
are independent, we obtain that
Then by Assumption 3, the following holds for each i ∈ V:
, we have for any k ≥ 0,
Then by taking expectations on both sides of Eqn. (10) and using the triangle equality, we obtain the following entrywise linear matrix inequality:
Therefore, we can obtain the following bound for any k ≥ 1:
Note that for any ρ < q:
while for any ρ > q:
Combining with (12), we prove the geometric rate (11) .
✷ It is noticed from Algorithm 1 that all agents use an identical steplength α, which may require additional coordination among the agents before running the algorithm. Recently, techniques utilizing uncoordinated steplengths have been proposed in [26] . How to incorporate such a scheme with the variance reduced method remains our future work. Besides, in Theorem 1, α is chosen to be sufficiently small such that ρ(J(α)) < 1. This is merely a sufficient condition for guaranteeing linear convergence, and the necessary condition on the steplegnth α remains an open problem.
Remark 1: Theorem 1 implies that if the number of sampled gradients is increased at a geometric rate ⌈q −2k ⌉ with q ∈ (0, 1), the expectation valued error sequences E[ x(k) −
x * ], E[ x(k)−(1⊗I d )x(k) ], and E[ y(k)−(1⊗I d )ȳ(k) ] converge to zero at a geometric rate of max{ρ(J(α)) k , q k }. When 0 < q < ρ(J(α)), the geometric rate O(ρ(J(α)) k ) in the deterministic regimes might be recovered.
C. Complexity Analysis
Based on the geometric convergence rate established in Theorem 1, we are able to establish the complexity bounds for obtaining an ǫ-optimal solution satisfying E[ z ] ≤ ǫ. The iteration complexity is defined as K(ǫ) such that E[ z(k) ] ≤ ǫ for any k ≥ K(ǫ). With the updates in Algorithm 1, agent i requires 2|N i | rounds of communications to obtain its neighbors' information x j (k), y j (k), j ∈ N i . Thus, the communication complexity of agent i to obtain an ǫ-optimal solution is 2|N i |K(ǫ). Agent i's oracle complexity, denoted by O(ǫ), is measured by the number of sampled gradients for deriving an ǫ-optimal solution, and can be computed as K(ǫ) k=0 N (k). The following theorem gives the complexity bounds.
Theorem 2: Suppose Assumptions 1, 2, and 3 hold. Consider Algorithm 1 with 0 < α ≤ 2 η+L and N (k) = ⌈q −2k ⌉ for some q ∈ (0, 1). Take α such that ρ(J(α)) < 1, then the iteration, communication, and oracle complexity required by agent i to obtain an ǫ-optimal solution are K(ǫ), 2|N i |K(ǫ), and O(ǫ), respectively, where K(ǫ) and O(ǫ) are given as follows: 
when ρ(J(α)) < q,
when ρ(J(α)) > q.
(13b) Proof. We prove this theorem by considering the two cases with ρ(J(α)) < q and ρ(J(α)) > q, respectively. Case (i). ρ(J(α)) < q. With Eqn. (11a), for any k ≥
This allows us to bound agent i's oracle complexity by
Case (ii). When ρ(J(α)) > q, by defining K 2 (ǫ) 1 ln(1/ρ(J(α))) ln E[z(0)] +C/(q−ρ(J(α))) ǫ , from Eqn. (11b) we have for any k ≥ K 2 (ǫ) :
which allows us to bound agent i's oracle complexity by
. By combining Cases (i) and (ii), we complete the proof. ✷ Remark 2: Theorem 2 shows that when the bacthsize increases at a geometric rate, the iteration complexity required by agent i to obtain an ǫ-optimal solution is O(ln(1/ǫ)), which is an optimal bound for strongly convex optimization. Moreover, the number of communication rounds required by agent i is O(|N i | ln(1/ǫ)), which is proportional to the number of its neighboring agents. In terms of the oracle complexity, the optimal bound O(1/ǫ 2 ) is achieved when the adaptive parameter q satisfies q ∈ (ρ(J(α)), 1), while for the case with q ∈ (0, ρ(J(α))), the suboptimal bound (1/ǫ) 2 ln(1/q) ln(1/ρ(J(α))) is obtained because ln(1/q) ln(1/ρ(J(α))) > 1. Therefore, the communication cost is saved without increasing the sample burden.
IV. NUMERICAL SIMULATIONS
In this section, we apply Algorithm 1 to a distributed parameter estimation problem [1] . Consider a network of n spatial sensors that aim to estimate an unknown ddimensional parameter x * in a distributed manner. Each sensor i collects a set of scalar measurements {d i,p } p≥1 generated by the following linear regression model corrupted by observation noises:
where u i,p ∈ R d is the regression vector accessible to agent i and ν i,p ∈ R is a zero-mean random noise. Suppose that {u i,p } and {ν i,p } are mutually independent Gaussian sequences with distributions N (0, R u,i ) and N (0, σ 2 i,ν ), respectively. Then the distributed parameter estimation can be solved with a distributed stochastic quadratic optimization problem:
Thus, f i (x) = (x − x * ) T R u,i (x − x * ) + σ 2 i,ν and ∇f i (x) = R u,i (x − x * ). Assume that the covariance R u,i is positive definite, then x * is the unique optimal solution to (14) . By using the observed regressor u i,p and the corresponding measurement d i,p , a noisy sample of the exact gradient ∇f i (x) is u i,p u T i,p x − d i,p u i,p , satisfying Assumption 3. In the experiment, we set x * = 1/ √ d, d = 5, and n = 10. We randomly generate an undirected and connected network, where any two distinct agents are linked with probability 0.3. The adjacency matrix is constructed based on the Metropolis rule [27] . We now run Algorithm 1 with α = 0.01 and N k = ⌈0.98 −k ⌉ and examine the empirical rate of convergence and oracle complexity, where the empirical mean is calculated by averaging across 50 sample paths. The convergence rate is shown in Fig. 1 , which demonstrates that the iterates {x k } generated by Algorithm 1 converge in mean to the true parameter x * at a linear rate. Furthermore, the relation between ǫ and O(ǫ) is shown in Fig. 2 with the blue solid curve representing the empirical data and the red dashed curve denoting its quadratic fitting, where O(ǫ) denotes the number of sampled gradients required to make We then compare Algorithm 1, abbreviated as D-VSS-SGT, with the distributed stochastic gradient descent (D-SGD) [16] and the distributed stochastic gradient tracking (D-SGT) [23] . We set the consant steplength as α = 0.01 in the three schemes, N k = ⌈0.98 −k ⌉ in Algorithm 1, and terminate them when the total number of sampled gradients utilized reaches 3000. The empirical error
of the three algorithms vs the number of sampled gradients is given in Figure 3 . It can be seen that the iterates of D-SGD and D-SGT ceased at We designed a novel distributed variance reduced stochastic gradient tracking algorithm for strongly convex stochastic optimization over networks. We proved that with a suitably selected constant steplength, the iterates converge in mean to the optimal solution at a geometric rate when the batchsize is increased geometrically. We further establish the complexity bounds for obtaining an ǫ-optimal solution, where the iteration complexity O(ln(1/ǫ)) matches the optimal bound of centralized approaches in the deterministic regimes, the communication complexity is significantly reduced to O(|N i | ln(1/ǫ)), and the oracle complexity O(1/ǫ 2 ) is comparable with the standard stochastic gradient descent algorithm. In future, we will consider asynchronous approaches with agent-specific stepsize and batchsize, and contend with the directed or switching graphs.
In future, we will consider asynchronous approaches with agent-specific stepsize and batchsize, and contend with the directed or switching graphs. It is also worthwhile investigating the communication and oracle complexity for distributed stochastic optimization with other variance reduction methods, like [28] , [29] and [30] . The extension of the current algorithm to non-convex/non-smooth distributed stochastic optimization is also a promising research direction.
APPENDIX
Proof of Lemma 1. By multiplying both sides of Eqn. (7a) with (1⊗I d ) n from the left and using Assumption 1, we obtain thatx
Also, by using (4b) and Assumption 1, there holds
Based on Eqn. (16) and the initialization value y i (0) = g i (x i (0)), one can recursively show that
Step 1: We first give an upper bound on x(k + 1) − x * . From Eqn. (15) , it follows that
where in (a) we added and subtracted α n n i=1 ∇f i (x(k)) and 
By α ∈ (0, 2 η+L ], we have that 2 α − η ≥ L. Define L ′ 2 α − η. From Assumption 2 it follows that the function F (x) = 1 n n i=1 f i (x) is η-strongly convex and L ′ -smooth. Thus, by applying Eqn. (19) with x = x(k) and y = x * , from ∇F (x * ) = 0 and 2 η+L ′ = α it follows that
Then we can bound the first term of Eqn. (18) by
with θ 1 − αη. Therefore, by plugging Eqn. (20) into Eqn. (18) and using the following relation
we make further modifications to Eqn. (18) as follows:
Step 2: We give a bound on x(k + 1)− (1⊗ I d )x(k + 1) . Because A1 = 1 and the spectral radius σ A of A − 11 T /n satisfies σ A ∈ (0, 1), for any x ∈ R nd we have,
wherex = 1 n n i=1 x i . This combined with (7a), (15) , and the triangle inequality produces the following
Step 3: We give a bound on y(k) − (1 ⊗ I d )ȳ(k) . From Eqns. (5), (6) , and (16) it follows that
Then by using (7b), (23), I n − 1 n 11 T ≤ 1, and the triangle inequality, we may obtain the following: 
where in the last inequality we used the Lipschitz continuity of ∇f i (Assumption 2(ii)) and the definition of ∇(k) in (5) .
We then give an estimate for the upper bound of x(k + 1)− x(k) . From (7a) and A1 = 1 it follows that 
where in the last inequality we used the triangle inequality and (1 ⊗ I d )ȳ(k) = √ n ȳ(k) . Then by substituting Eqn. 
Next, we provide an upper bound on ȳ(k) . By using n i=1 ∇f i (x * ) = 0, Eqns. (5) and (17), we obtain that
where in (a) we used Assumption 2(ii), in (b) we utilized Eqn. (21) , and in (c) we added and subtracted the term (1 ⊗ I d )x(k) and applied the triangle inequality. This combined with (27) produces
Step 4: Obtain a system of inequalities. By the definition of z(k) as in (9), and by combining Eqns. (22) , (24) , and (28), we obtain that
Then by recalling θ = 1 − αL, we prove the lemma. ✷
