Abstract-In this paper, we propose an adaptive Forward Error Correction (FEC) and rate control technique to improve service quality in a wireless gaming environment. In particular, we concentrate on a centralized server gaming architecture (our results can be extended to peer-to-peer architectures as well), where wireless users can also connect to the gaming service. Our models are well-suited for last-hop wireless link users, but can also guarantee service improvement for other wireless scenarios through small modifications. It is assumed that the game server and clients (mobile devices) can switch between different prediction levels having different data rates. We introduce a new scheme for estimating the packet loss rates due to congestion and wireless channel conditions and use this information in a cross-layer design to improve the overall service quality. The congestion packet loss probability is used to devise a simple TCP-friendly rate control algorithm for sending downlink data packets from the game server. We also propose a novel adaptive FEC and dynamic packetization algorithm to alleviate the effects of wireless channel packet losses based on this chosen data rate. The simulation results show the efficacy of our scheme in achieving higher throughput.
I. INTRODUCTION
Online multiplayer gaming poses an interesting application for wireless networks. Particularly, the so-called "first-person shooter" games are some of the most challenging interactive games to be implemented in a wireless network. These kinds of games, which generally involve one or more players taking some form of action against other players in the game, are not usually turn-based. As a result, game play is affected by latencies in the network in that players with low latency can actually have an advantage over players exhibiting high latency in the network.
In wireless networks, the likelihood of large discrepancies between gamers compound the problem. This discrepancy results from the fact that gamers, particularly in cellular wireless networks, can exhibit a wide variance of latencies dependent on their individual wireless channel conditions, mobile class and system load. For instance, a gamer near the center of a cell may experience much higher throughput than an user at the edge of a cell. Though there exists a wealth of solutions for online gaming in wire-lined networks, extending the same concepts and principles to wireless networks open up a new set of issues to be addressed. The dynamic fluctuations in available bandwidth of a wireless channel is one such issue that can significantly affect the quality-of-service (QoS) requirements for the underlying access mechanism. The heavytailed gaming traffic along with considerably low bandwidth availability (compared to the wire-lined counterpart) calls for some innovative changes in the transport and application layer protocols to provide better QoS guarantees for online gaming over wireless networks.
To the best of our knowledge, there exists no previous work in the literature for improving quality of gaming specially for the wireless links. Additionally, the main goals of this paper is to provide new solutions with the following properties: 1) Adaptive to the changing network conditions; 2) "Access independent", i.e. providing a complimentary means for developing a game regardless of the wireless access mechanisms (e.g. GPRS, Bluetooth, WCDMA, etc.); 3) Incurs minimal overhead in deployment. Ideally, our goal is to provide solutions that require changes in the client (gaming device) and game server softwares without affecting the intermediate nodes in the network; 4) Reduces the feedback overhead as much as possible. Our cross-layer design would require the receiver (mobile host, MH) to send feedback messages to the game server based on observed network conditions, and this feedback overhead in itself can undermine the benefits of adaptive QoS adjustment algorithms if not handled carefully. 5) Fast with low run-time complexity. Nowadays, the trend is to estimate the network conditions at the MH because it has a better view of the network and the wireless channel in particular (for last-hop wireless topologies). Thus, the schemes should be low-complexity for the MHs to handle the processing overhead. This paper is organized as follows. Section II provides a brief overview of multi-player networked gaming along with our contributions in the paper. Section III proposes our end-to-end TCP friendly rate control and adaptive FEC and packetization schemes to ensure QoS guarantees for wireless gaming. Section IV presents the simulation results and Section V concludes the paper.
II. RELATED WORKS AND MOTIVATION
The focus of multiplayer networked gaming has shifted to support massively multiplayer games. [3] proposes a proxybased architecture to separate the different styles of gaming traffic by defining levels of urgency and relevance for each traffic style to cope with scalability problems. A mathematical comparison of the average load on the central game server is given in [5] as a function of the number of users participating in the game. They show that the peer-to-peer architecture reduces the amount of load on the game servers heavily and also have low latency than a completely centralized server architecture. But the inherent problems of state inconsistency resolution becomes very difficult to handle for peer-to-peer architectures. The first work towards improving QoS guarantees for networked mobile gaming is due to [4] , wherein it has been shown that UMTS is better suited for interactive real-time gaming than GPRS because of overprovisioning problems that increases the delay and jitter for game packets considerably. They propose a combination of statistical multiplexing and QoS guarantees to aggregate multiple game flows and perform reservation for that aggregate. But leading game providers of today (e.g. Nokia) are implementing wireless gaming service on EGPRS which should be considered by solutions towards improving gaming QoS. Also, it is important to be able to deploy the gaming services with minimum overhead so that we do not have to change the existing protocol stack at any of the intermediate nodes that are not participating in the game. Moreover, the transport layer protocol used for gaming is UDP and reliable UDP (RUDP) [6] . RUDP is used to pass on important game state information, and UDP is used for lightweight game packets. So, the existing end-to-end QoS approaches for supporting multimedia traffic is not suited for wireless gaming. The game traffic being essentially heavy tailed follow an extreme value distribution ([1], [2] ). which calls for new ways of handling QoS for game traffic.
Our contribution in this paper can be summarized as follows. We propose a new scheme for differentiating between packet losses due to congestion and wireless channel characteristics at the receiver. Our scheme is similar to the one proposed in [11] with a slight modification to increase the efficacy of wireless channel state and congestion loss prediction for the next RUDP message interval. Based on the packet error probability (PER) for congestion losses, we devise a TCPfriendly rate control algorithm. The central idea is that for multiplayer gaming we can have different prediction levels based on dead reckoning, area of interest management and selective transmission schemes [7] . This would essentially reduce the number of UDP game packets to be sent from the game server to the mobile clients, thus reducing the UDP data rate. The RUDP data rate is however fixed and cannot be changed as all RUDP messages have to be delivered to the MH. We assume that the RUDP messages from the game server to the MH are sent at regular time intervals (typically 40 ms for interactive games). Even for variable RUDP intervals, our schemes will work as long as the intervals are not too small. Thus, we can change the UDP data rate based on the estimated congestion PER for the next RUDP interval. Based on this chosen rate, we next devise an adaptive FEC and packetization technique that would maximize the throughput for UDP game packets. Reed-Solomon (RS) codes have been widely used to facilitate application layer FEC for streaming multimedia traffic. Thus, based on the PER for wireless channel conditions, our adaptive scheme will choose the optimal FEC and transport layer packet size for UDP traffic that maximizes the UDP throughput. We also consider delay sensitive UDP traffic in our algorithms, to present a generalized solution that can handle real-time interactive games as well. The maximum latency that the game can support is a system parameter to be fixed by the game developers and is an input to our schemes. The loss differentiation, rate control and adaptive FEC and packetization schemes are all implemented at the receiver (i.e, MH) to reduce the cross-layer messaging overhead as will be discussed later on.
III. THE QOS GUARANTEE MODEL
For a gaming application, it is desirable to adjust its transmission rate according to the perceived congestion level in the network to maintain a suitable loss level and fairly share bandwidth with other connections. Furthermore, it is favorable for the gaming applications to be aware of the transmission quality of the wireless channel to obtain good service quality by appropriate error protection. With the above considerations and taking the characteristics of wireless Internet environment into account, we propose a TCP-friendly Gaming Protocol for Wireless Internet called TFGWP which consists of the following features: 1) Accurate loss differentiation: TFGWP can accurately detect packet losses caused by the errors in wireless channels using the information acquired at the link-layer. By jointly using the status information at link-layer and the sequence number of incoming packets, we can differentiate the different types of packet losses in wireless Internet. 2) Forward loss ratio estimation: We observe that packets have different loss patterns, i.e., different loss burstiness lengths in different types of networks. We will use two Gilbert models to describe the burstiness of these two types of packet losses, respectively. Consequently, we can forwardly estimate packet loss ratio and packet error ratio. 3) Rate Control: Based on the forward congestive packet loss ratio, we devise an additive increase additive decrease rate control algorithm that would switch the sender/receiver pair to a higher prediction level, i.e, a lower UDP data rate if congestion losses are high, and vice versa. 4) Adaptive FEC and Packetization: The forward wireless channel PER is used to choose an optimal FEC level packet size at the transport layer that maximizes the throughput of UDP traffic, such that the resulting data rate does not exceed the one specified by the rate control algorithm. Increasing the FEC level will increase the corresponding redundancy in UDP packets, and the UDP data rate has to be altered accordingly.
In the following sections, we will describe the basic functionalities and processes of TFGWP in details.
A. Role of Game Server and Receiver (MH)
The TFGWP module is implemented at the centralized game server and the receiver (MH). The server located in the wired network delivers UDP game packets at a certain rate. It also sends RUDP packets to the receiver periodically (typically 40ms). The receiver measures the incoming UDP packets for the entire RUDP interval and sends feedback to the sender by piggy-backing it with the ACK message for the corresponding RUDP packet. Based upon the feedback from the receiver, the application layer in the Game Server adjusts its transmission rate in a TCP-friendly manner by switching to the required prediction level. The corresponding FEC level and the UDP packet size for the next RUDP interval are chosen by the transport layer in the Game Server. The whole process of the protocol at the receiver consists of the following steps: 1) estimating loss rate (congestive and erroneous); 2) estimating the available network bandwidth and choosing the best prediction level; 3) choosing the optimal FEC level and packet size and also the corresponding prediction level required to support the redundancy introduced by the FEC; 4) the chosen prediction level, FEC level and packet size are then fed back to the Game Server (piggybacked with the ACK packet) which in turn takes the necessary steps to adjust to the network conditions.
Obviously, implementing the entire logic at the receiver has its own drawbacks. For thin clients the scheme might not prove beneficial. So, our focus is to simplify the calculations at the receiver as much as possible. The algorithms, if implemented at the sender, would require additional feedback messages. Both the Game Server and the receiver have to know the chosen prediction level to switch to. The prediction is actually done at the receiver to estimate the game state when the Game Server is sending lesser number of game packets than required. Also the Game Server has to know the prediction level to decide on the rate of UDP packets to be sent to the receiver.
B. End-to-End Packet Loss Differentiation and Measurement
[11] uses the link-layer information to differentiate the wireless erroneous loss and congestive loss. In the thirdgeneration (3G) wireless communication system, we can deduce a packet loss caused by wireless errors based on the information provided in the radio link control layer (RLC). The RLC layer adopts a selective ARQ scheme. It segments an IP packet into several RLC frames before transmission and reassembles them into an IP packet at the receiver end. An IP packet loss occurs when any RLC frame belonging to the IP packet fails to be delivered and the receiver knows the RLC frame reassembly failed and the IP packet is lost due to wireless error. Meanwhile, the sender knows that the retransmission time of the frame reaches the maximum and discards all the RLC frames belonging to the IP packet. We can get more detailed statistical information such as frame error rate at the radio resource control layer (RRC), which is a sublayer of layer 3 residing in the control plane. Thus, it is possible to measure packet error ratio in the wireless channel. In conjunction with the sequence number in the adjacently received packets at the receiver end, we can differentiate between packets lost due to error and congestion respectively.
Fig. 1. Gilbert models for erroneous and congestive packet loss
In addition to the loss differentiation problem, it is believed that different loss patterns lead to different perceived QoS at application level. An important metric for the loss pattern is the burst length of packet loss. To capture the correlation and burstiness of congestion losses and wireless errors, and to predict the future packet loss ratio, we use two Gilbert models to measure the two types of losses.
The Gilbert model in Figs 1(a) and (b) represent the wireless channel state and perceived congestive packet loss state at the receiver end, respectively. Let R and E represent the successfully received state and erroneous received states, and R and L denote the received state and congestive lost states, respectively. In Fig 1(b) , we consider an erroneous packet as a received packet. With the above two Gilbert models, we estimate the packet error rate and packet loss rate by p w = 
, respectively, where n E R is the number of times the state R follows E during the RUDP interval, n R E is the number of times E follows R , and n E and n R are the number of times states E and R occur in the interval respectively. The transition probabilities c and d are obtained similarly.
Since the erroneous packet is corrupted, we cannot know its sequence number. When multiple packet losses occur where both erroneous packet and congestive lost packet co-exist, it is difficult to count n RL and n LR , denoting the number of times state L follows R and vice versa. We use the arrival time of the erroneous packets to derive the distribution of lost packets among the erroneous packets between two consecutively correct packets. Suppose there are v − 1 erroneous packets and u lost packets between two adjacent successfully received packets. We get v time intervals among the erroneous and correctly received packets, which are denoted as a 1 , a 2 , ..., a v . [11] assumes that adjacent packets with larger time interval may contain more lost packets and hence identifies the congestive loss packets among the erroneous packets by taking a weighted proportion of these intervals. But this might not be the best way to identify the congestion loss packets because in general the number of congestive packet losses are skewed being more at higher a i 's and a proportional division might not give good results.
The Biaz scheme [8] uses packet interarrival time to differentiate between loss types. We propose a hybrid scheme between Biaz and the one proposed in [11] inter-arrival times are continuously monitored at the MH and T min is made equal to the current minimum value. The scheme will fail to give good results towards the beginning of the gaming session when we do not have a good estimate of T min . To alleviate that condition, we can use the algorithm proposed in [11] at the beginning of the game session and then switch to Algorithm ICP L afterwards, when we have a good estimate of T min . Also, the condition a i ≈ T min can be implemented by using thresholds. Ideally, we should check if (100−t) 100 * T min ≤ a i ≤ (100+t) 100 * T min , where t gives the threshold percentage. Through ns-2 simulations we have found t = 10% gives the best results. A point to note is that, we might have u > 0 after allocating the congestion losses at each of the v intervals. We would then follow the scheme proposed in [11] to allocate the remaining losses.
Thus, loss detection phase identifies p c and p w which are the estimated congestive PER and wireless channel PER for the next RUDP interval and are used by our adaptive rate control, FEC and packetization control algorithms.
C. Game Traffic Model
Extensive simulations in [1] show that game traffic is essentially heavy-tailed following an extreme value distribution. A mathematical representation of game traffic follows the shifted Lognormal or shifted Weibull distributions the CDF and PDF for which is given as follows:
We assume that the different mean and peak rates for the different prediction levels of game traffic are known initially to the MH. This can be achieved during client logging into the gameroom phase. Once p c and p w are known, we can calculate the total packet loss probability p as p
Suppose, the game is at prediction level i for the MH in question. Next we estimate the effective bandwidth, EB i , at prediction level i required by the application following Kelly's formula [14] as follows:
where, q = 1 − log 10 * p c 50
h log 10 * p c , m i = mean rate at prediction level i, h i = peak rate at prediction level i, c = actual channel rate = B w (i.e., maximum wireless channel bandwidth). The last-hop wireless link is considered to be the bottleneck link and hence the maximum available channel rate is given by B w . Also, we simply use the congestion PER p c in the calculations, because the rate control algorithm just needs to look into EB i and p c . If the wireless channel conditions degrades leading to an increase in p w , the UDP data rate doesn't have to be reduced by switching to a lower prediction level because the adaptive FEC would try to reduce the wireless packet losses. Also, using p instead of p c in the calculation of EB i would result in sub-optimal usage of the wireless link which is a poor design. Thus p c alone should decide EB i which is then fed into the rate control algorithm to choose the optimal prediction level for the next RUDP interval.
With different prediction schemes possible at the application layer, the traffic characteristics can change depending on how the game server decides to throttle the UDP data rate. This is basically decided by the game developers and can be of the following types: 1) The game server only sends a fixed number of UDP packets every RUDP interval. This would generate a constant UDP data rate from the transport layer perspective and makes our analysis of adaptive FEC and packetization design easier. The effective bandwidth calculation formula still remains the same but with m i = h i .
2) The game server drops x number of packets for every y number of packets to be sent to the MH. This essentially keeps the traffic model heavy-tailed but with different mean and peak rates. We assume that the different mean and peak rates for the different prediction levels are known to both the game server and MH at the beginning of the gaming session, and EB i can be easily calculated once p is known for the next RUDP interval.
D. Rate Control
As discussed in the previous section, the objective of our rate control scheme is to make TFGWP TCP-friendly, i.e. it should switch to a higher prediction level (resulting in lower UDP data rate) if p c increases. The best known ratecontrol scheme for streaming multimedia is the additiveincrease multiplicative decrease algorithm. But, because we can only work with a fixed number of prediction levels, we devise a simple additive-increase additive-decrease rate control scheme in this paper. Let us suppose that there are N possible prediction levels for the game under consideration. Again, N is known to the MH during login phase. The idea is to choose among these N different prediction levels based on the effective bandwidth EB i . The algorithm is shown in Fig 3. . If p c increases beyond a threshold, we should reduce the UDP data rate. Otherwise, we can infer that the congestion has stabilized, and increase the data rate (i.e, switch to a lower prediction level). Obviously, prediction level 1 offers the highest UDP data rate and level N offers the lowest one. The threshold th has been chosen to be 0.2 through simulations. The variable tempRate stores the current effective bandwidth. Thus when the game switches to a higher prediction level, EB higherLevel is calculated based on p c (and not p current c ) and the corresponding mean and peak rates of the next higher level. When p c does not increase, instead of increasing the data rate straight-away, we use an exponential averaging technique with the parameter α = 0.8. The idea is to smoothen out the changes in prediction levels with (1 − α) acting as the exponential decaying factor. Thus only if the congestive PER does not increase for a sufficiently long period of time, we increase the UDP data rate.
Algorithm

E. Adaptive FEC and Packetization Scheme
Once the prediction level has been specified by Algorithm Rate Control, we concentrate on increasing the throughput of UDP game traffic through our adaptive FEC and packetization techniques. This module of TFGWP tries to mask the effects of wireless channel PER, i.e., p w , by optimally choosing between the different RS codes available at the Game Server and MH for decoding and the optimal packet size at the transport layer. The redundancy introduced by the FEC design can in effect increase the data rate of UDP traffic if we keep the prediction level same as chosen by the rate control algorithm. Again, switching to a higher prediction level reduces the UDP data rate and increases the option for choosing a higher FEC level (i.e, with higher redundancy). We thus have a trade-off to consider between the FEC level and the prediction level.
Therefore our goal in this section is to maximize the overall throughput of UDP traffic by choosing the optimal FEC and prediction levels, and also the transport layer packet size.
Two different types of FECs are generally used at the application layer to mitigate the effects of p w . For example, media dependent FECs are used when there is high correlation between the successive data packets, and media independent FECs are used when the data packets are individually coded with convolution codecs like RS-codes. [9] and [11] show the effectiveness of RS-codecs for application layer FEC and hence it is the chosen standard for streaming multimedia applications. Wireless gaming requires similar real-time guarantees and so we propose to use RS-codes at the application layer to increase the successful packet receival probability. One important metric for game traffic is the maximum latency, D, that the UDP game packets can be subjected to for ensuring smooth gaming quality. D is again a system parameter provided to the MH at the beginning of the game session. An (n, k) RS-code contains k data packets in an n packet block of which the rest n − k packets are redundant packets. Ideally these n − k redundant data packets are piggybacked on to the next n − k normal UDP game packets. Now, any packet error detected at the receiver can only be resurrected if any k of this block of n packets are received correctly. Hence, in the worst case, we will have to wait for all the n packets of the block to be able to correct all the errors. This, however, increases the delay for retrieving the lost packet and hence we have a delay-FEC level trade-off. [9] derives an expression for the probability of receiving a packet on time (i.e. within the delay bound D), p R , as:
where:
, and n i is the actual delay experienced by packet i to reach the MH from the time of its generation. Eqn 3 calculates p R for a given RS-code (n, k), delay bound D and a fixed data rate at the transmitter where the packets are generated at fixed intervals of ∆.
The heavy-tailed game traffic however prevents us to use Eqn 3 directly for our analysis, because the inter-arrival times between packets is not constant any more. Ideally, we should use a j-fold convolution of the inter-arrival times of the traffic distribution PDF and calculate the mean of the corresponding general distribution to estimate the average inter-arrival time between packets. But, the extreme value traffic distribution can not be integrated in the interval (0, ∞) and hence, we have to use approximations. We assume that the j-fold convolution of the inter-arrival times follow a gamma-distribution such that for prediction level l, the CDF and PDF are given by:
The mean of this distribution is given by j m l . Let s l denote the average packet size generated by prediction level l, (l = 1, ..., N ). Also, let L denote the transport layer packet size (hence, s l L denotes the packetization rate). Thus, the actual inter-arrival time between game packets at prediction level l at the transport layer is given by
We define the throughput efficiency, T , of the game application as the ratio of the number of UDP data bits received within the delay bound D against the total number of bits transmitted in that time. Let, p S denote the probability of receiving a packet correctly at the MH within the delay bound without using RS-codes. We have,
When a decoding failure happens, there are n − i < k correctly received packets including both game and parity packets possibly. We should also utilize these game packets for our throughput calculation; on an average, ( k n )(n − i) packets out of n−i correctly-received packets should be game packets. Therefore, the throughput, taking into the account the application-layer RS coding for prediction level l is given by:
The numerator here corresponds to the average number of useful game data bits that are received, and the denominator corresponds to the total average number of bits that could have been transmitted over the medium in the time required to send those useful data bits successfully. EB l denotes the effective bandwidth calculated for prediction level l and ∆ l signifies the average time required to send a packet with L-byte payload. Thus the optimization problem can be written as:
Eqn 6 maximizes T by calculating the three variables L, l and (n, k) subject to the constraint that the resulting data rate does not exceed the one chosen by the rate control algorithm. EB max denotes the effective bandwidth corresponding to the prediction level chosen by the rate control algorithm.
To solve the optimization problem we need an expression for the network delay distribution P (n i < X) for a range of X. But because we know p c and p w , we can estimate the average network delay experienced by packet i, n avg i , as follows: (8) where, D wired is the total delay in the wire-lined network and D wireless is that in the wireless link. We also have: (10) where, D wired−transmission and D airlink are the wired and wireless link transmission delays, D queueing denotes the queueing delays at the intermediate nodes in the wired network, D interleaving is a constant interleaving delay at the RLC-MAC layer for EGPRS data packets, and D RLC denotes the RLC-MAC delay due to retransmissions over the wireless link.
Once, n avg i is determined, we assume that the network delay follows an exponential distribution with mean n avg i . Thus the probability P [n i ≤ D] can be calculated by the CDF of this distribution given by:
, we need to compute the convolution of the network delay distribution with the approximated gamma distribution for the j-fold convolution of the inter-arrival time of game packets, the PDF of which is given by:
and hence the corresponding CDF gives us
as follows:
In the next two subsections we will derive approximate simplified estimates for D RLC and D queueing that will be used to solve the optimization problem.
F. RLC-MAC Delay Estimation
[10] gives a detailed theoretical analysis of the estimated RLC-MAC [12] delay. But our goal is to have a simplified expression for D RLC because the calculations are to be done at the MH. We first make the following assumptions for the RLC-MAC protocol: 1) RLC block transmissions are congestion free, hence there is no wait to get hold of a time slot to transmit at the BS for any game packet. 2) Processing time between receipt and response for any RLC block is fixed and is given by τ . 3) There is no blocking at the MH, i.e., no dropping of packets. 4) The input queue is never empty at the BS, i.e., there is always a packet to transmit. Consequently, the delay analysis does not need to consider vacations. 5) ACKs and NACKs are never lost. 6) A constant packet length is used for delay estimation. The game packets have fixed length of L Bytes which is equal to the LLC frame length. 7) The coding scheme used is CS4 (no FEC at RLC-MAC layer) which requires a block length of 52 Bytes. Based on these assumptions, we can write: (12) where, D tx is the data blocks first-time transmission period based on the packet length and coding scheme used and D error−cor is the handling time for backward error control including retransmission. Now, we have:
The LLC frame length can be a maximum of 1520 Bytes as per GPRS standards and since game packets are small, we consider each game packet constitute an LLC frame. n denotes the number of RLC blocks per LLC frame. Also, we have,
where, D retx is the retransmission time of the erroneous data blocks, and D nack−sig is the NACK (Negative Acknowledgement) message processing and transmission time. Now, if p f denotes the RLC block error rate, the average number of transmissions, T avg , is given by:
Similarly, the average number of retransmissions, R avg , is given by:
. And, finally for one LLC frame, we get the RLC-MAC delay as:
Now, total number of RLC blocks, n, to be sent for a single packet of length L is given by n = L 52 , such that:
We next calculate p f from p w as follows: p w = probability that any one of the b blocks are in error = 1−probability that all b blocks are received at MH
T avg j=1 (Probability that block i is received in the j th transmission)
where, T avg is given by Eqn 15. What we require is the inverse of this expression to have an estimate of p f in terms of p w . So, we can simply calculate p f iteratively by comparing against p w .
G. Wire-Lined Network Queueing Delay
In this subsection, we consider the delay conditions for the wireline network segment. The game server sends game packets through the Internet. The game packets destined to mobile clients are received at the corresponding inter-working gateways (IWG) and then are transmitted through the SGSN and base stations (BS) to the corresponding mobile client. The scenario is depicted in Fig 4 . 
1) M/M/1/K Model:
In the absence of any single model that can track the dynamics of the traffic build-up in the entire network, the idea here is to study the effects of congestion selectively in a few strategic nodes in the network assuming a simplistic network model (Fig 4) . One such node is the gateway node between the wireless network and the wireline one, called the IWG. The simplifying assumption here is that all the queues in the network are lumped together into an M/M/l/K queue in the IWG. The IWG node is critical in the sense that there is a serious performance difference (e.g., link speed) between the wireless network with its wireline counterpart.
The M/M/l/K model is chosen because on the input side of the queue, the packet arrival process may be approximated as a Poisson process (however, this is not always true given the nature of WWW sources) with mean arrival rate λ. The service rate, µ, is assumed as Poisson as well for simplicity and is determined from standard Internet delay distributions. A finite buffer size is assumed at the IWG to calculate the blocking probability, p blocking , of the queue as follows:
where, ρ = λ µ . Now, obviously we have p blocking = p c , and hence λ can be calculated from the above expression. Thus the queueing delay can be estimated as:
Eqns 19-20 follow from standard queueing theory results.
2) G/M/1/K Model:
The M/M/1/K model discussed above is simple to implement in the mobile devices requiring less computational and memory overheads. However, a better model will be to use the G/M/1/K system because the game packets themselves follow a general distribution and hence the total traffic coming into the SGSN should also follow a general distribution. The blocking probability and average delay computations become tedious for the G/M/1/K model and we resort to approximate values for these variables as outlined in [13] .
The dual queueing system for a GI/M/1/K queue is defined as the M/GI/1/K+1 queue, in which the role of the arrival and service processes have been interchanged, such that the i th state of the embedded Markov chain at the departure epochs in the dual queue corresponds to the (K − i) th state of the embedded Markov chain of the original queue [13] . We assume ρ = λ A E[S] < 1, where ρ = the traffic intensity, λ A = the mean arrival rate and E[S] = the average service time. Thus the blocking probability, p blocking , is given by:
where Q = the mean queue length given by:
c A being the coefficient of variation. The corresponding mean delay for the G/M/1/K system is given by:
The above equations can be easily derived from [13] by noting that ρ = 
H. Adaptive FEC and Packetization Algorithm
The optimal solution to the optimization problem in Eqn 6 is hard to achieve because it is a linear programming problem. The complexity is increased due to the packet size selection requirement. We assume that only a fixed number of packet sizes are available at the transport layer. This largely simplifies the problem and we can indeed find the optimal solution by simply iterating through the different possible values of L, (n, k) code pairs and l, i.e, prediction levels and search for the highest throughput efficiency. 
IV. PERFORMANCE ANALYSIS
We used network simulator (NS) version 2 for the performance analysis of our TFGWP protocol. We implemented a dumbbell shaped network topology to simulate the Internet traffic (Fig 5) . The senders reside on one side of the bottleneck link and the receivers on the other side. All links except for the bottleneck link are sufficiently provisioned to ensure that network congestion only occurs at the bottleneck link. All links are drop-tail links. A simple selective ARQ protocol is applied to the wireless link to simulate the variable wireless environment. In the wireless channel, all IP-packets are first segmented into several LLC frames and then reassembled on the other side. Any reassembly failure of an IP-packet on the receiver side will be reported to TFGWP immediately so that it knows that an erroneous IP packet was dropped at the RLC layer. In the simulation, the size of IP packets are fixed at 500 Bytes, the LLC layer frame size is also fixed to 500 Bytes and the LLC layer block size adopts CS4 coding scheme with block size 52 Bytes. The background traffic consists of several infinite-duration TCP-like connections.
We first demonstrate the efficacy of the end-to-end loss differentiation scheme proposed in this paper.
We consider five prediction levels with mean sending rates of 10, 20, 30, 40 and 50 kbps. In this simulation, we set the bandwidth of the other links to 10Mb/s with 10-ms delay, and that of the bandwidth link is set to 0.75 Mb/s, 0.65 Mb/s and 0.5 Mb/s respectively for the three plots given in Fig 6 plots per against Time. We find that initially the scheme in [11] performs better than ours. This is because our scheme needs a good estimate for T min and hence performs poorly in the beginning when the observed T min is relatively higher than the actual T min . However, with increase in time a better estimate is made for T min and our scheme outperforms the one in [11] . This characteristic is evident in Figs 7 and 8 as well. The percentage of miscalculations value for the scheme in [11] remains relatively constant in all the 3 plots with minor fluctuations over all the RUDP intervals for similar wireless link conditions. The main observable difference in the three plots is the fact that with decreasing bottleneck bandwidth the percentage of miscalculations tend to increase. This can be attributed to the corresponding increase in total number of congestive losses due to lesser bandwidth, resulting in a corresponding increase in the miscalculation rate.
To demonstrate the TCP-friendliness of TFGWP, we per- The wireless link is replaced with a wired-line link with capacity 10 Mb/s and 10-ms delay. The simulations are run with three TCP connections competing with three TFGWP connections. Fig 9 plots the total bytes received by TCP and TFGWP against time, and we can find that TFGWP can fairly share bandwidth with TCP. The TCP sending rate and mean sending rate of game packets determined by TFGWP (given by the mean sending rate at corresponding prediction levels) are plotted against time in Fig 10 for one TCP and TFGWP connecion competing between themselves. We can observe that TFGWP can adjust its sending rate in a smoother manner than TCP.
For TFGWP performance in wireless Internet, we again set the wireless link to 200 Kb/s with 50-ms delay as before. TFGWP is shown to perform increasingly better that UDP with increasing FER as shown in Figs 12-14. All the previous results have been obtained using the M/M/1/K model for the wirelined network. Fig 11 plots the performance of TFGWP using M/M/1/K model and that using the G/M/1/K model with the latter shown to perform better (under higher processing cost) at FER=0.3.
For thin clients, the network delay distribution can be computed more simplistically, by maintaining the delays of the last 1000 packets in a queue. Each delay is first quantized, using a linear quantizer with a step size of 5ms and upper limit of 5 s. The frequency of each delay is maintained in a histogram. When a new packet arrives, the delay of the oldest packet is removed from the histogram, and the delay of the newest is added. The delay distribution is computed using a cumulative sum of the frequencies, and is done only at the end of each RUDP interval.
V. CONCLUSION
In this paper, we have proposed the first QoS guarantee framework to support mobile gamers in multiplayer networked gaming. The proposed rate control scheme is TCP-friendly and thus should be well accepted in the research community. Also, the wireless channel fluctuations are mitigated by our adaptive FEC and packetization techniques. We have also stressed on the importance of our receiver-based schemes to minimize the overhead feedback messages. The schemes proposed in this paper are therefore simple and easy to implement and should work well even for thin clients. We believe that our QoS guarantee model should provide high throughput and make wireless gaming a success in the near future. 
