The present work provides a systematic approach for the design of sampled-data observers to a wide class of 1-D, parabolic PDEs with nonlocal outputs. The studied class of parabolic PDEs allows the presence of globally Lipschitz nonlinear and non-local terms in the PDE. Two different sampled-data observers are presented: one with an inter-sample predictor for the unavailable continuous measurement signal and one without an inter-sample predictor. Explicit conditions on the upper diameter of the (uncertain) sampling schedule for both designs are derived for exponential convergence of the observer error to zero in the absence of measurement noise and modeling errors. Moreover, explicit estimates of the convergence rate can be deduced based on the knowledge of the upper diameter of the sampling schedule. When measurement noise and/or modeling errors are present, Input-to-Output Stability (IOS) estimates of the observer error hold for both designs with respect to noise and modeling errors. The main results are illustrated by two examples which show how the proposed methodology can be extended to other cases (e.g., boundary point measurements).
Introduction
The problem of designing observers for PDEs has received a great deal of interest over the past decade, see e.g. [25, 23, 9, 31, 20, 15, 27, 12] . Most existing works have been devoted to observer design for linear PDEs of parabolic and hyperbolic PDE type, using various design techniques including semigroup-based Luenberger method, modal decomposition, backstepping technique, Lyapunov stability, and LMIs. Observers for nonlinear PDEs have been proposed in e.g. [22, 24, 14, 3] . Further interesting results have been reported on observer design for compound systems. In [22] , backstepping observer design has been developed for linear ODE-PDE cascades with parabolic PDE. The result has been extended in [2] to cope with strict-feedback Lipschitz nonlinearities in the ODE part. The case of linear ODE-PDE cascades with first-order hyperbolic PDEs have been dealt with in [21] . Boundary observer design for linear PDE-ODEs (with hyperbolic PDE), has been considered in [32] .
A common characteristic of all previously mentioned works is that it is supposed in all of them that the outputs are continuously accessible to measurements. However, usually only sampled (in time) measurements are available in practice. The observers that are based on continuous-time measurements can hardly achieve their theoretical performances if applied in the presence of measurement sampling. Therefore, an increasing research activity has recently been devoted to the problem of designing observers, both for ODEs and PDEs, that only require sampled (in time) output measurements. Most results on sampled-measurement observer design have been achieved for ODEs  the first example (Example 3.1) shows that there exist 1-D, parabolic PDEs which allow the diameter of the sampling schedule to be arbitrarily large for the sampled-data observer with the intersample predictor, while the sampled-data observer without the inter-sample predictor requires a sufficiently frequent sampling schedule, and  the second example (Example 3.2) shows that our proposed methodology can be used also when the measurements are local outputs (e.g., boundary point measurements) and can guarantee stronger estimates of the observer error (e.g., estimates in the spatial sup norm).
The structure of the paper is as follows. In Section 2, we describe the class of systems which are studied and the construction of the sampled-data observers. The main results (Theorem 2.2 and Theorem 2.3) are also stated in Section 2. Section 3 contains the two examples that illustrate the use of the obtained results for the design of sampled-data observers. The proofs of the main results are contained in Section 4. Finally, the concluding remarks of the present work are given in Section 5.
Notation: Throughout the paper, we adopt the following notation.  A continuous function 
System Description and Main Results

2.A. System Description
Consider the Sturm-Liouville (SL) operator It is important to notice that the validity of Assumption (H1) can be verified without the knowledge of the eigenvalues and eigenfunctions of the SL operator B . In effect, it is shown in [26] that Assumption (H1) holds automatically, provided that (
2) under Assumption (H1), we are in a position to describe the system that we study. We consider the observer design problem for the system that is described by the parabolic PDE:
where the nature of all mappings appearing in (2.4) are explained by the following assumptions.
(H2)
The following regularity requirements hold. [19] ),  the mapping 2 2 : (0,1) 
for which the mapping 
2.B. The Sampled-Data Observer with Inter-Sample Predictor
The first proposed sampled-data observer consists of two components: the continuous-time observer and the inter-sample predictor. We start with the continuous-time observer. Let 
(2.14)
The continuous-time observer is described by the following equations: 
x p t x q x w t x K w t x g x Pw t v t x l x c s w t s ds
is assumed to satisfy Assumption (H3) and ideally it would be equal to v . However, we do not assume that v coincides with v , in order to allow the expression of the effect of possible modeling errors.
The evolution of the observer states ()
) is determined by the inter-sample predictor, which is described next. Ideally, we would like to have an inter-sample predictor for the output signals. However (by virtue of (2.4), (2.6)) the nominal output signals (i.e. without measurement noise) satisfy the following differential equations for ) and instead of using an inter-sample predictor for the output signals 
satisfy the following differential equations for
x u t x dx p x q x c x u t x dx c x f u t x dx c x v t x dx dt dx
Indeed, integrating by parts we get 
The inter-sample predictor replaces the (unavailable) state u in (2.17) by its estimate w and tries to approximate the unavailable signals ). We get: .
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            ,
2.C. The Sampled-Data Observer without the Inter-Sample Predictor
The second proposed sampled-data observer is simpler than the first sampled-data observer since the inter-sample predictor is not used. The observer is described by (2.16) and the following equation: 
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2.D. Main Results
We are now in a position to give conditions on the nonlinear term f and the sampling schedule (2.5) ... (2.22) . That is why the sampled-data observer with the intersample predictor allows less frequent sampling than the sampled-data observer without the intersample predictor. (d) Inequalities (2.23), (2.25) show that the sampled-data observer without the inter-sample predictor is more sensitive to measurement noise than the sampled-data observer with the inter-sample predictor. 
Illustrative Examples
The examples presented in this section have multiple purposes. First of all, the examples aim to show how easily we can apply Theorem 2.2 in order to design sampled-data observers for 1-D parabolic systems. Furthermore, the examples also illustrate the following additional facts:  the first example shows that there exist parabolic PDEs which allow the diameter of the sampling schedule to be arbitrarily large for the observer with the inter-sample predictor, while the observer without the inter-sample predictor requires a sufficiently frequent sampling schedule, and  the second example shows that Theorem 2.2 can be used also when the outputs are not non-local outputs of the form (2.10) and can guarantee stronger estimates of the observer error (e.g., estimates in the spatial sup norm). . The proposed sampled-data observer with the inter-sample predictor takes the form . Therefore, for every sampling schedule the observer error will converge to zero in absence of noise and modeling errors. However, notice that a large value for 0 h  (i.e., when measurements are sparse) will give a small value for On the other hand, the observer without the inter-sample predictor is given by (3.7) with ) we are in a position to give necessary and sufficient conditions for the successful operation of the sampled-data observer (3.7), (3.12): the sampling period 0 h  has to be strictly less than 2 
/ ( )
p . Therefore, the fact that the sampled-data observer (3.7), (3.12) requires a sufficiently small upper diameter of the sampling schedule is not an artifact of the analysis but is a fundamental limitation of the observer (3.7), (3.12). Thus, as stated in Remark 2.4(c) the observer without the inter-sample predictor requires a sufficiently frequent sampling schedule (here in sharp contrast with the sampled-data observer with the inter-sample predictor). and the boundary conditions ( 1) ( ,0) ( , ) ( 1) ( ,0)
Moreover, the output map (3.16) can be expressed (using (3.18)) in the following way: which is an estimate of the observer error in the spatial sup norm rather than the 2 L norm. Estimates (3.31), (3.32) should be compared with the estimate 2 L norm observer error estimate that is provided in [30] (depending also on the 1 H norm of the initial error).
Proofs of Main Results
For the proofs of the main results we need the following auxiliary result. Notice that Parseval's identity in conjunction with (4.6) implies that We are now ready to give the proofs of the main results of the present work.
