Abstract. A general model for the valuation of natural resource investments is formulated and analyzed within a stochastic control theoretic framework. Using dynamic programming, the value of such an investment with a general payoff function is determined under the assumption that the commodity price process is given by a stochastic differential equation. The analysis results in closed form analytic solutions which can easily be computed and exhibits qualitatively different optimal behaviors, depending on parameter values. Implications for stocks and options are also considered.
Introduction.
The area of real options has recently attracted considerable interest (see Dixit and Pindyck [12] for a review). This approach to contractual claims on real assets concentrates on their optionlike characteristics and uses option theory to evaluate them. Techniques which are similar to the ones developed in finance, especially to the seminal results of Black and Scholes, offer a new perspective and turn out to be very useful in the valuation of investment decisions in industry. To some extent, the same is true for the dynamic programming approach. Unlike the traditional but, in some ways, still orthodox net present value approach, the real options approach, as well as the dynamic programming approach can incorporate some of the uncertainty, irreversibility, and timing on which investment decisions depend.
In this paper, dynamic programming is used to study investments in industry and, in particular, in the natural resource industry. More specifically, we consider the problem of evaluating an investment in industry under the assumptions that it produces a single commodity and its value depends on the commodity price as well as on the way in which production is scheduled. Our model generalizes the one studied in section 6.3 of Dixit and Pindyck [12] , notably in the directions of adding an abandonment option and of considering a much more general running payoff function. With reference to the natural resource industry, our model is closely related to the model studied by Brennan and Schwartz [7] using the contingent claim approach and which was further analyzed by Paddock, Siegel, and Smith [20] . Also, other related models have been studied by McDonald and Siegel [19] , Pindyck [21] , Dixit [11] , Cortazar and Schwartz [9] , Brekke and Øksendal [6] , and Shirakawa [23] . At this point, it is important to emphasize that despite adopting the dynamic programming approach, we have implicitly solved the problem for the contingent claim approach as well, provided the convenience yield of the commodity is constant. Further information regarding this point can be found in Paddock, Siegel, and Smith [20] and the references therein, as well as in Dixit and Pindyck [12] ; following either of the two approaches, the value of the project/firm is shown to satisfy equivalent nonlinear differential equations which are connected by a simple change of variables which involves only trivial algebra.
Apart from giving a price for an investment, our analysis also addresses the question of how production should be optimally scheduled. Our model is formulated as a stochastic control problem in which one has to decide on the production rate (i.e., the production per time unit) and the project's abandonment time. With regard to the production rate level, we make the assumption that this can be changed instantly and without cost to any value within a given set of admissible values. Also, with reference to the natural resource industry, we assume that the investment/firm under consideration has access to an infinite amount of the resource. Undoubtedly, this assumption is unrealistic from the perspective of a specific investment. However, it provides a certain approximation of reality which is further supported by the fact that we obtain easily computable results in a closed analytic form (see also the discussion at the end of section 2).
The first step of our analysis is to establish the dynamic programming equation, which is a variational inequality of the form encountered in the theory of optimal stopping. Optimal stopping problems have been addressed by many authors in numerous papers. Notable contributions to the solution of the general problem with a probabilistic approach include Fakeev [14] , Bismut and Skalli [5] , El Karoui [13] and a number of references therein. In a Markovian setting, Bensoussan and Lions [3] and Krylov [18] have studied optimal stopping problems and have proved under very general conditions that the corresponding value functions satisfy appropriate variational inequalities. In this paper, we will adopt an approach which is classical in the theory of stochastic optimal control (see, for example, Fleming and Soner [15, section IV.3] and which consists of finding a solution of the dynamic programming differential equation which satisfies the assumptions of a "verification theorem" which identifies this solution with the control problem's value function. In particular, we prove an appropriate "verification theorem," we explicitly solve the dynamic programming differential equation, and we derive an optimal strategy. An important feature of our results is that the optimal strategy can take qualitatively different forms, depending on parameter values. It is worth mentioning that similar analyses of related problems have been made by Brekke and Øksendal [6] , who study a very general model of optimal switching related to investment decisions, and Davis and Zervos [10] , who study a problem of combined singular stochastic control and optimal stopping.
Our analysis has a further implication. By deriving a value which is dependent solely on the commodity price, a connection between asset valuation and equity prices is established. In order to fix ideas, consider a company which produces a single commodity and whose total asset value uncertainty depends only on the uncertainty linked with the commodity price (e.g., the firm does not have debt). By assigning an asset value v(x) to such a company, given that the commodity price is x, we obtain an expression for the company's stock price in terms of the commodity price. Furthermore, under the assumption that the commodity price follows a geometric Brownian motion, we show that the company's asset value, and therefore its stock price, is not a geometric Brownian motion (note that in Bensoussan, Crouhy, and Galai [1] , [2] , a similar observation is made for the stock price of a firm for which the total asset value is debt and equity, and the total asset value follows a geometric Brownian motion). However, we show that, for the simplest case considered here, the Black & Scholes formula can be used to calculate an upper bound for the value of a European option on the stock of the company, as well as an approximate value for such options which is valid for short times to maturity and high commodity prices. At this point, it is worth noting that the idea of establishing a connection between a firm's total asset value and the firm's stock price under various conditions is not novel. For example, in [1] , [2] an extensive analysis in this direction is carried out. However, a central drawback of these analyses is the simplifying assumption that the company's asset value always follows a geometric Brownian motion.
The paper is organized as follows. In section 2, a stochastic control problem which models the decisions on how to optimally schedule production and on which the foundations of our analysis are laid is formulated and discussed. Section 3 is concerned with establishing the Hamilton-Jacobi-Bellman (HJB) equation, which takes the form of a variational inequality, and proving a general existence result, whereas in section 4, an associated ODE is studied. The HJB equation is explicitly solved and the optimal strategy is derived in section 5 under certain additional hypotheses, whereas in section 6, the solution is further developed for a special case which arises in the comparison of our model to the model developed by Brennan and Schwartz [7] and which has special significance for the natural resource industry. In section 7, a European option written on the firm's stock is analyzed. Finally, section 8 contains a summary of our results as well as a description of certain possible extensions of our research.
Formulation of the control problem.
Let (Ω, F, P ) be a probability space equipped with a filtration (F t ) satisfying the usual conditions of right continuity and augmentation by P -negligible sets and carrying a standard one-dimensional (F t )-Brownian motion W . We will denote by T the set of all (F t )-stopping times and by C the set of all progressively measurable processes U with values in a compact subset of the real line U.
We model the commodity price by the solution of the SDE A production rate process will be any process U ∈ C, whereas an abandonment time will be any stopping time τ ∈ T . The set of admissible strategies Π will be the family of all pairs (U, τ ) such that U ∈ C and τ ∈ T .
With any admissible strategy (U, τ ) ∈ Π, we associate the payoff
where h : ]0, ∞[×U → R and g : ]0, ∞[→ R are given functions; given (x, u) ∈ ]0, ∞ [×U, h(x, u) represents the running payoff resulting if the commodity price is x and the production rate is u, whereas −g(x) represents the project's abandonment cost. Note that, from a financial point of view, the abandonment cost should not depend on the commodity price, and so, as far as modeling is concerned, g should be a constant. However, for the part of our analysis that we shall consider nonconstant g, such a generality adds no extra cost. The objective of the control problem is to maximize J x (U, τ ) over Π. Accordingly, we define the value function v by
The following assumptions on h and g will ensure that the optimization problem is well posed in the sense that there are no policies with infinite payoff. (Obviously, any project in the real world complies with such a restriction.) Assumption A2. The running payoff function h is upper semicontinuous and if
for every initial condition x > 0. Also, given any x > 0, the abandonment payoff g satisfies E ess sup 
The very general Assumptions A1 and A2 will be used to prove part of the results of section 3. In the same section, we will obtain a general existence result under the following additional assumption.
Assumption A3. The functions b, σ, h are twice continuously differentiable,
The analysis of sections 4-7 will assume that the commodity price follows a geometric Brownian motion, that g is constant, and that h satisfies some different conditions. More specifically, we will impose the following assumptions. 
The additional hypotheses on h are satisfied in all economically sensible cases since the running payoff function should be an increasing function of the commodity price and should tend to infinity when the price explodes.
With reference to the natural resource industry, the assumption that an investment/firm has access to an infinite amount of the resource can intuitively be viewed as reasonable as long as either production in the distant future has little effect on the present value due to large discounting or a replacement cost for produced resource has been incorporated into the model through appropriate choice of h. In the latter case, every unit produced is replaced by a new one which is "added" to the reserves at a given cost (such a cost can account for the exploration and development of new reserves); in effect, the firm would then have an unlimited supply.
3.
Existence of an optimal strategy. Consider the control problem described in the previous section. With reference to Assumption A2, since h(x) is the best rate of return given that the commodity price is x, it is intuitively clear that the optimal production process should be indistinguishable from u • X. In this way, the problem reduces to optimally choosing the abandonment time τ , i.e., to an optimal stopping problem. As a consequence, with reference to standard results of the theory of optimal stopping, we should expect that the value function satisfies the following variational inequality
In general, (3.1) does not admit a unique solution even within the space of infinitely differentiable functions.
, it is straightforward to verify that each of the functions defined by
where A, B ≥ 0, satisfies (3.1).
On the other hand, with reference to the theory of optimal stopping, and as we will see in subsequent sections, we should expect that the value function is not twice continuously differentiable. For this reason, we consider solutions of the HJB equation (3.1) which belong to a Sobolev space W 2,p 
} and, in particular, on the boundary of this set. The "smooth pasting condition" is a necessary condition for a wide class of optimal stopping problems; related results can be found in Shiryayev [24, section 3.8] and Krylov [18, Corollary 4.7.9] .
We now prove a "verification theorem" that we will use in subsequent sections and which relates the value function of the control problem with a solution of the HJB equation (3.1). 
then v(x) = w(x) and the optimal strategy is given bỹ
where u satisfies (2.7) and S :
Proof. a) Fix an arbitrary admissible strategy (U, τ ) ∈ Π. An application of Itô-Tanaka's formula (see Theorem IV.1.5, Corollary IV.1.6, and the remarks thereafter in Revuz and Yor [22] ) yields
This implies that
Since w satisfies (3.1), we obtain
Taking expectations, we find that
Letting t → ∞, we obtain (by (2.5), (2.6), and the dominated convergence theorem)
However, this and the fact that (because of (2.2), (2.7), and (2.4))
b) IfŨ andτ are as in (3.4), then (3.5) and (3.1) imply that
Taking expectations, we obtain
In view of (3.3), we can pass to the limit t → ∞ through an appropriate sequence to obtain J x (Ũ,τ ) = w(x), which, combined with part a) of the theorem, implies that v(x) = w(x). Note that, among other things, the preceding theorem asserts that if the value function of the control problem satisfies the HJB equation (3.1), then it is "minimal" in the set of all solutions of (3.1), which may be uncountably many.
We now have the following existence result. 1) , whereas the optimal strategy is given by (3.4) .
Proof. Consider the optimal stopping problem defined bŷ
The value functionv belongs to W
2,∞
loc (]0, ∞[), satisfies (3.1), and the stopping timẽ τ defined by (3.4) is optimal (see Krylov [18, Theorem 6.4.14] ). Now, in view of (3.6) and the fact that (3.6) holds with equality for U =Ũ , it is clear that v =v, and the proof is complete.
It is well known that if |w | is bounded by a polynomial, then the process M defined by (3.2) is a square integrable martingale if stopped at any constant time.
The following lemma provides a similar condition which will be of use in section 5. 
then, for every T > 0, the stopped process M T is a square integrable martingale. Proof. In the case that we consider here, the unique strong solution of the SDE (2.1) is given by (see Karatzas and Shreve [16, section 5.6 .C])
Therefore, given any reals κ, λ, and any t ≥ 0,
and so,
As a consequence, given any T > 0,
which implies that the stopped local martingale M T has integrable quadratic variation and therefore is a square integrable martingale (see Revuz and Yor [22, Proposition IV.1.23].
Study of a fundamental ODE.
In the following section, we will explicitly solve the control problem which arises when the drift and dispersion of the SDE (2.1) satisfy Assumption A4.a by finding a solution of the HJB equation which satisfies the requirements of the Verification Theorem 3.2. In this case, the HJB equation takes the form
It is well known that the general solution of the ODE
which is associated with (4.1) is given by
where A, B ∈ R and m, n are given by
The following proposition is concerned with the construction and certain properties of a special solution of (4.2). Note that part of these results are similar to results presented in section 2 of Kobila [17] 
defines a real valued function such that b) w p is twice differentiable in the classical sense and is a special solution of the ODE (4.2), c) there exists a constant C such that
Similarly, given any x ∈ ]y, ∞[, However, these bounds prove that iv) ⇒ iii). The reverse implication is obvious.
Proof of b). If iii) is satisfied, then w p is well defined, in which case it is trivial to verify b).
Proof of c). The bounds (4.8)-(4.11) imply that
Using these, we calculate
which proves c). i) ⇔ iii) and ii) ⇔ iv): Assume first that h is positive and bounded. In this case, it is clear that all of the statements i)-iv) are true. Also, it is easy to check that both w p and x → xw p (x) are bounded. Applying Itô-Tanaka's formula and the occupation times formula, and using the fact that w p satisfies (4.2) (because iii), and therefore b), is true), we obtain
Taking expectations and passing to the limit t → ∞, we obtain (4.7). Now assume that h is an arbitrary positive function, and consider the sequences of functions (h k ) and (w p,k ), where h k (x) = h(x) ∧ k and w p,k is defined by (4.6) with h k in place of h. Since (h k ) converges pointwise to h and (4.7) holds with w p,k , h k in place of w p , h, respectively, for every k, the monotone convergence theorem implies (4.7), where both sides may be equal to ∞.
In particular, we have just proved that for every measurable h, (4.14)
∀x ∈ ]0, ∞[. However, this establishes the equivalences i) ⇔ iii) and ii) ⇔ iv).
Proof of d). We have proved the result for positive h. For an arbitrary h satisfying i)-iv), the result follows by considering its positive and negative parts h
+ and h − , respectively. Taking expectations and noting that the stochastic integral has expectation zero because of c) and Lemma 3.4, we obtain
Proof of e). Definew p bȳ
However, (4.14) and the monotone convergence theorem imply that the right-hand side of this equation converges to zero as t → ∞, and so, lim t→∞ e −rt Ew p (X t ) = 0. Now, e) follows from the fact that |w p | ≤w p .
Proof of a). Suppose that lim inf x→∞ x −n |h(x)| > 0, and let > 0 and y be such that
and so, (iii) does not hold. Similarly, we prove that lim inf x↓0 x −m |h(x)| = 0. Note that, at this generality, the necessary conditions a) of the preceding proposition cannot be strengthened.
Example 4.2. Assume that the function h is defined by
We can calculate
and so, w p satisfies statement iv) of the preceding proposition. However,
Remark 4.3. Using (3.8) we find that, given any constant λ,
which implies that
As a consequence, if there exist constants k, l, and C such that m < k < l < n and 
Proof. Let any x < y, and denote by X x and X y the solutions of (2.1) with initial conditions X 0 = x and X 0 = y, respectively. In view of (3.7), X x t < X y t ∀t, P -a.s., and therefore (4.7) and the fact that h is increasing imply that w p (x) < w p (y), which proves that w p is increasing. Now, let any y such that h(y) > 0; such a y exists because we have assumed that
Since m < 0 < n and lim x→∞ h(x) = ∞, the last term in this expression tends to ∞ as x → ∞, and therefore lim x→∞ w p (x) = ∞. Finally, with reference to Proposition 4.1a), let (a k ) be any sequence converging to ∞ such that lim k→∞ a 
which proves (4.15). Remark 4.6. Note that the calculations used to establish (4.15) remain true if h satisfies conditions i)-iv) of Proposition 4.1 and is decreasing instead of increasing. Also, using similar arguments we can show that if h is a monotone function satisfying i)-iv) of Proposition 4.1, then
Moreover, we can use this identity, (4.15), and a simple limiting argument to show that
which is stronger than Proposition 4.1a).
The solution of the control problem.
Consider the control problem described in section 2 and assume A4. One possibility is that abandonment is never optimal. Given an initial condition x > 0, never abandoning yields a payoff equal to w p (x) (see Proposition 4.1d), whereas abandoning straightaway yields a payoff equal to K. As a consequence, we should expect that abandonment is never optimal if w p (x) ≥ K ∀x > 0, in which case the value function is equal to w p . If abandonment is ever optimal, it should occur whenever the commodity price is sufficiently small. In this case, we should expect that the optimal policy consists of producing optimally as long as the commodity price is larger than a certain value y and abandoning as soon as the commodity price falls below y. If this policy is optimal, we should find a solution w of the HJB equation (4.1) such that w(x) = K ∀x ∈ ]0, y[ and, in view of (4.3) and Proposition 4.1b),
where w p is given by (4.6) and A, B are parameters to be specified. Note that, given any A, B ∈ R, this candidate solution of (4.1) can be expressed as
where g is a bounded function. Therefore, in view of (3.8) and Proposition 4.1e), we must have B = 0 because otherwise (3.3) cannot hold. The remaining two parameters A and y should be specified by the requirement that w is C 1 at y (the "smooth pasting condition" of optimal stopping). The next lemma is concerned with this issue.
Lemma 5.1. The system of equations It is straightforward to verify that the system of equations (5.1) and (5.2) is equivalent to the system of equations consisting of (5.6) and
Using the fact that σ 2 mn = −r, we can see that 
Using the identity σ 2 mn = −r, we can calculate that this is equivalent to
which implies (5.4), because otherwise, both integrands would be nonnegative functions and the inequality would not hold. Finally, suppose that (5.4) is true, and let any z > 0 such that h(z) < rK. Since h is increasing, given y < z,
which proves that f (y) is negative for sufficiently small y. On the other hand, f increases to ∞ as y → ∞ (see Lemma 4.5). As a consequence, (5.5) has at least one solution. However, this solution is unique because f is strictly increasing as follows: 
where w p is given by (4.6), y is the unique solution of (5.5) , and the parameter A is given by (5.6). In both cases, the optimal production processŨ is given by (3.4) . In the first case, the optimal abandonment time isτ = ∞, whereas in the second case, the optimal abandonment time is given byτ = inf{t ≥ 0 :
Proof. First, note that, in both cases, the candidate value functions belong to W 9) is C 1 at y, by construction). We now prove that, in both cases, the candidate value functions are nondecreasing functions. In the first case, this has been proved in Lemma 4.5. In the second case, it follows from the fact that, for x > y, 6. Closed form solution for a specific payoff function. In this section we study the special case of the problem solved in section 5, which arises when the control set is U = [0, c] for some constant c > 0, and the running payoff function h is given by
Here, α, β, γ are some given positive constants. With reference to the natural resource industry, β is the extraction cost per unit of the resource, 1 − α is proportional to the "royalties," and γ represents the running cost; for further information concerning the choice of these parameters, the reader may consult Brennan and Schwartz [7] . A standing assumption in this section is that r > b . (6.2) In the absence of (6.2), it is easy to show that the policy consisting of producing at any constant positive capacity has infinite payoff, and so, Assumptions A2 and A4.b do not hold.
The functions h, u defined by (2.4), (2.7) are now given by
respectively, and h clearly satisfies A4.b. Noting that (6.2) implies that n > 1 and using the fact that mn = −r/σ 2 as well as the identities
With reference to Theorem 5.2, depending on whether abandonment is part of the optimal policy and, if yes, on whether the unique solution y of f (y) = 0 is larger than or less than β/α, the optimal policy can take three qualitatively different forms, depending on parameter values. In the first case (the PW-case), it is optimal either to produce at full capacity or not to produce at all (i.e., wait); abandonment is never optimal. In the second case (the PS-case), at each time instant, it is optimal either to produce at full capacity or to abandon. In the third case (the PWS-case), the scenario of optimal actions consists of producing at full capacity, not producing at all, and abandoning. In view of Theorem 5.2 and the preceding calculations, we can now analyze the three cases.
The PW-case. The strategy defined bỹ
is optimal if and only if
The value function v coincides with the function w p defined piecewisely by (6.4) and (6.5).
The PS-case. The strategy defined bỹ
where
is optimal if and only if (6.6) is not true and y ≥ β/α, which is equivalent to
The value function is given by v(x) = K if x ≤ y and by
The PWS-case. The strategy defined bỹ
within a short time interval can be reasonably neglected. Therefore a European call option on the stock of the company with a short time to maturity consisting of payout (v(X T )I {T <τ } − p) + at maturity T is almost like a European call option giving the right to buy αc/(r − b) units of commodity at time T for the price p + (βc + γ)/r. Similarly, a European put option on the investment with strike price p is almost equivalent to a European put option with strike price p + (βc + γ)/r on αc/(r − b) units of commodity. The price of such options is given by the Black & Scholes formula, so for very large commodity prices, the valuation of European options on stocks in the investment has no problems. Now, in view of the assumption that r > b, the facts that m < 0, 1 < n, and the identities (6.3), we can easily check that, in any of the PW, PS, PWS cases, the second derivative of the value function v is nonnegative, which implies that v is convex. Combining this with the asymptotic expression (7.1), and taking into account that v(0) = −γ/r or K < 0, depending on whether the PW or the PS, PWS is the case, we can conclude that
As a consequence, the value of a European option on the stock of the company is bounded from above by the value of a European option on the stock of a fictitious company whose stock price is given by αc/(r − b)X, which can be calculated by the Black & Scholes formula.
8.
Conclusion. An improved model for evaluating natural resources projects and stocks in the natural resource industry has been formulated and studied. This will be useful for both investors who are interested in finding out discrepancies between quoted prices and underlying values of companies, as well as for company executives who are looking for tools to evaluate investment decisions. Here, we have adopted the viewpoint that one can identify asset value with total stock value for a company without debt or outstanding warrants. Our analysis can most easily be applied to companies who (almost) exclusively have producing fields with firmly established reserves with relatively little uncertainty attached. As Paddock, Siegel, and Smith [20] mention, there are a number of publicly quoted companies which more or less fit this profile. Also, the mathematical analysis presented analyzes a much larger class of payoffs than previously possible. With reference to the natural resource industry, it is worth repeating that our model relies on the assumption that the investment/firm under consideration has access to an infinite amount of the resource. Although such an assumption does not hold in the real world, it can be defended as a good approximation of reality by using a number of arguments. Its relaxation is the subject of current research.
We are hereby able to move beyond the natural resource industry to other sectors. One example concerns investments into microchip production facilities. The investment decisions for companies producing microchips fall squarely into the context of our model. In this problem, the X process would be the price of one particular type of microchip; the choice of a geometric Brownian motion with negative drift reflects the fact that microchips of a particular variety are on average declining in price as their availability increases, the production processes become more widespread, and new microchip generations are introduced. The controlled process U would be the amount of microchips produced per unit of time and the payoff function could be chosen appropriately. In this model, it is plain that the assumption discussed at the end of the previous paragraph presents no difficulties at all because there is no upper limit for the amount of chips producible over an infinite time horizon.
Finally, there is a natural need for comparing our theoretical results with market data. As mentioned in [20] , there is enough data available in a variety of forms to be able to conduct some reasonable analysis.
