We present a full-range Fourier-domain optical coherence tomography (OCT) system that is capable of acquiring two-dimensional images of living tissue in a single shot. By using line illumination of the sample in combination with a two-dimensional imaging spectrometer, 1040 depth scans are performed simultaneously on a sub-millisecond timescale. Furthermore, we demonstrate an easy and flexible real-time single-shot technique for full-range (complex-conjugate cancelled) OCT imaging that is compatible with both two-dimensional as well as ultrahighresolution OCT. By implementing a dispersion imbalance between reference and sample arms of the interferometer, we eliminate the complex-conjugate signal through numerical dispersion compensation, effectively increasing the useful depth range by a factor of two. The system allows us to record 6.7 × 3.2 mm images at 5 μm depth resolution in 0.2 ms. Data postprocessing requires only 4 s. We demonstrate the capability of our system by imaging the anterior chamber of a mouse eye in vitro, as well as human skin in vivo. 
Introduction
Optical coherence tomography (OCT) is a powerful tool for noninvasive imaging of tissue [1] , with a resolution that is superior to medical imaging tools such as magnetic resonance imaging or ultrasound. In recent years, OCT has been shown to be especially useful in ophthalmology [2, 3] , being capable of high-resolution in vivo retinal imaging at video rate [4] , as well as imaging the cornea and anterior chamber of the eye in vivo [5] . Furthermore, significant progress has been made in the early detection of cancer using OCT, where especially polarization-sensitive OCT provides high-contrast images of developing superficial tumors [6] .
The speed with which a complete image can be acquired is a critical parameter in medical imaging. As resolution increases, the need for rapid image acquisition becomes more important, since any movement on the order of the resolution causes motion artifacts in the recorded image. To be able to perform diagnostic measurements on living patients, the imaging speed should therefore be as high as possible to obtain the highest quality images. The development of Fourier-domain OCT (FD-OCT) provided a breakthrough in this respect, as it enables the measurement of a depth scan (A-scan) in a single shot [7] . By using spectrometers equipped with high-speed line-scan cameras, the acquisition speed can be increased significantly. Furthermore, FD-OCT provides a large improvement in signal-to-noise ratio compared to time-domain OCT [8, 9] .
The imaging speed can be improved even further through parallel acquisition of multiple A-scans, using a two-dimensional imaging spectrometer [10, 11, 12, 13] . When equipped with an area CCD camera instead of a line-scan camera, an array of transversely separated points on the sample can be imaged onto the CCD in parallel, allowing spectrograms to be recorded for all these points simultaneously. In this case, the time resolution is given by the integration time of the spectrometer CCD camera, which is typically well below 1 ms. Such a 2D-OCT system practically eliminates motion artifacts, while still maintaining a relatively long integration time for each A-scan as compared to scanning FD-OCT.
A downside of FD-OCT is the appearance of mirror images in the final picture. This is due to the complex conjugate term that remains after Fourier transformation of the recorded spectral interferogram, giving rise to a Fourier-domain picture that is always symmetric around zero. The standard solution to remove these mirror images is to set the reference arm length such that all the relevant signal appears at one side of depth z = 0. A disadvantage of this approach is that it reduces the useful depth range by a factor of two. In addition, due to the discrete sampling by the pixel-based spectrometer, the low-frequency components (i.e. at depths close to z = 0) are detected with highest sensitivity. An OCT system that is capable of removing this mirror image artifact would therefore gain both in depth range [14] and in detection sensitivity [9] . Such 'full-range' OCT has been demonstrated using various techniques that require the recording of multiple phase-coherent A-scans for each transverse position [14, 15, 16, 17] , or alternatively employ a phase-shifting mechanism to obtain complex-conjugate-resolved data [18, 19] . This increases system complexity, acquisition time and data size. Very recently, Hofer et al. demonstrated a dispersion-based approach to full-range FD-OCT using an elaborate iterative calculation scheme [20] .
In this paper we present blue-for the first time to our knowledge -an OCT system that records two-dimensional, full-range OCT images in a single-shot. We demonstrate that, by using a standard numerical dispersion compensation routine in the limit of large dispersion, any FD-OCT system can be transformed into a real-time full-range OCT system with over 40 dB complex conjugate suppression.
We demonstrate measurements on human skin in vivo, as well as on the anterior chamber of a mouse eye in vitro. In both cases, we record 1392 × 1040 pixel images in 0.2 ms integration time. We exploit a dispersion imbalance between the reference and sample arms of our OCT interferometer to distinguish between the real signal and the mirror image artifact, and use standard numerical dispersion compensation techniques combined with a peak-finding algorithm to suppress the mirror image artifact by more than 40 dB. Another approach to full-range OCT based on dispersion-encoding has recently been demonstrated by Hofer et al. [20] . While the physical principles of our technique are quite similar to this approach, our method has the significant advantage that it employs a direct, non-iterative image reconstruction scheme. As a result, our post-processing is only slightly slower than a standard FD-OCT system, whereas the approach described in [20] typically requires 2-3 orders of magnitude more computation time. An accelerated version of the algorithm by Hofer et al. [21] does provide good image quality after 80 seconds post-processing time. Currently, our post-processing requires only 4 seconds, leading to a near-real-time full-range OCT system. Further speed improvements are readily possible, enabling real-time full-range OCT at video rates. Although the amount of added dispersion has to be known in advance, we show that this dispersion imbalance is automatically obtained with high accuracy from a standard spectrometer calibration procedure. In contrast to other full-range OCT implementations, our technique is compatible with 2D-OCT. Furthermore, as our method does not become more critical when the spectral bandwidth increases, it can be directly implemented on ultrahigh-resolution OCT systems by simply adding dispersive material in the reference arm.
Single-shot full-range OCT using dispersion imbalance
In FD-OCT, a spectral interferogram is recorded between a reference field E r and a field E s scattered at a depth z inside the sample. This interferogram is usually expressed as [22] :
Here, c is the speed of light, and ϕ d (ω) is a frequency-dependent phase term resulting from dispersion between the reference and sample arms. As dispersion causes a frequency-dependent group velocity in a medium, any dispersion imbalance between the interferometer arms will lead to a frequency-dependent optical path length difference between the interferometer arms. As a result, Fourier-transformation of the interferogram in Eq. (1) gives rise to a broad distribution of path lengths instead of a single sharp peak at depth z. However, note that Eq. (1) can be rewritten as:
After Fourier transformation, the third and fourth term on the right hand side of Eq. (2) give rise to the peaks at the position of the signal and the mirror image artifact, respectively. These peaks will have a Fourier-transform-limited width only when ϕ d (ω) = 0, which corresponds to no dispersion imbalance between the interferometer arms. From Eq. (2) it can be seen that the signal and the mirror image artifact differ in one important aspect, namely the sign of ϕ d (ω). When ϕ d (ω) is known (e.g. through calibration), one can compensate the dispersion numerically by multiplying Eq. (2) with a phase term exp(−iϕ d (ω)), resulting in:
Note that the reference autocorrelation term |E r | 2 has been filtered out numerically before applying the dispersion correction, which is achieved by Fourier transformation, removal of the DC component in Fourier space, and inverse Fourier transformation back to the spectral domain. Furthermore, |E s | 2 is neglected since E s E r . After this numerical dispersion compensation step, the signal peak will be free of phase errors, while the mirror image artifact will have broadened by an additional factor of two. By implementing a large dispersion imbalance (by placing a large amount of glass in one interferometer arm), a strong suppression of the mirror image artifact can be achieved. A spatial analog of this effect has recently been observed in interferometric synthetic aperture microscopy (ISAM) [23] . Here, the autocorrelation artifacts are defocused instead of refocused upon numerical ISAM reconstruction, since they have a different spatial phase distribution compared to the true scattered signal.
An important advantage of our approach for full-range OCT is that only one A-scan needs to be recorded, where other techniques require up to five A-scans [14] with precisely controlled relative phases. As it does not rely on moving parts or precisely controlled imaging conditions, it can easily be implemented in parallel 2D-OCT. Furthermore, it can be implemented in ultrahigh-resolution FD-OCT systems [24, 25] with minimal additional effort, in contrast to many other full-range OCT techniques.
Experimental techniques

Single-shot full-range 2D-OCT system
The light source of our OCT system is a modelocked Ti:Sapphire laser, producing 140 fs pulses at 808 nm. To shorten the coherence length, the laser pulses are spectrally broadened by selfphase-modulation in a single-mode fiber. At the fiber output, the pulses have a near-Gaussian spectrum with a full-width at half-maximum (FWHM) of 60 nm, and a Gaussian transverse beam profile. A schematic overview of the single-shot 2D-OCT system is given in Fig. 1 . After the fiber, a line focus is created using a cylindrical lens. This line focus is relay-imaged onto the sample and the reference mirror using pairs of achromatic doublet lenses. After the inter-ferometer, a holographic transmission grating (600 lines/mm) is placed in the Fourier plane of the imaging system. As the grating only disperses in one dimension, the setup behind the interferometer works as a spectrometer in one dimension (the top view in Fig. 1) , and simply as an image relay in the other dimension (the side view). In this way, points from different parts on the line focus are imaged above each other on the spectrometer CCD camera, and a full spectral interferogram is recorded for all points simultaneously. The CCD camera (Lumenera Infinity 3-1M) contains 1392 × 1040 pixels, so 1040 A-scans are recorded in parallel for each camera exposure.
The f = 10 cm cylindrical lens creates a 6 μm wide line focus with a transverse width of 6 mm (FWHM), ensuring that the entire height of the CCD camera is used. Since the imaging system from the sample to the camera has a magnification of unity, the transverse resolution is determined by the camera pixel size of 6.45 μm. The 1040 pixels wide CCD chip ensures a transverse imaging range of 6.7 mm. The spectrometer has been set up to measure a 66.3 THz wide frequency range centered at a wavelength of 808 nm, corresponding to an axial pixel step size of 2.2 μm. This frequency range leads to a spectral resolution of 47 GHz per pixel for our 1392-pixel spectrometer. The Fourier transform of the broadened laser spectrum provides an axial resolution of 5 μm, with an axial measurement range that runs from z = −1.6 mm to z = +1.6 mm. The recorded spectra were not zero-padded. Before Fourier transformation, the spectra are resampled onto a linear frequency scale through cubic spline interpolation. Details of the nonlinear mapping function that is used in this resampling are given in Sec. 3.5.
In comparison to scanning FD-OCT systems, a clear advantage of our 2D-OCT setup is the superior image acquisition speed, as a full 1392 × 1040-pixel image is recorded in only 0.2 ms (see Sec. 4), practically eliminating motion artifacts. Furthermore, recording all Ascans simultaneously is highly desirable in nonstationary samples. A downside of 2D-OCT compared to scanning FD-OCT are the stringent requirements on the imaging system and the possibility of coherent crosstalk between adjacent pixels [11]. While crosstalk does not limit the resolution in the present system, the degradation of the system sensitivity versus depth does seem to be stronger compared to scanning FD-OCT systems. This can be attributed to the limited Rayleigh range of the imaging optics, which is around 1 mm in the current system. Since a 2D-OCT system inherently couples the imaging conditions for spatial and spectral imaging, this limited depth-of-field also affects the sensitivity at high depths, which is usually not the case in fiber-based scanning FD-OCT systems. However, it should be stressed that these issues can be alleviated by designing the system with a longer Rayleigh range.
The intensity in the line focus at the sample position is 9 mW in all measurements presented here, which equals an average power of 8.7 μW per A-scan. As conventional FD-OCT systems typically use ∼ 1 mW in a focal spot of ∼ 10 μm diameter, the power per unit area is about two orders of magnitude lower in our system. This is due to the higher integration time per pixel in our 2D-OCT system, where the entire line is illuminated continuously, while in conventional FD-OCT the dwell time of the focused laser spot per pixel is limited.
Numerical dispersion compensation
To characterize the dispersion compensation in our OCT system, the signal of a plane mirror is measured with varying amounts of dispersive material in the reference arm of the interferometer. The effect of dispersion on the width of the signal is shown in Fig. 2(a) , where no numerical dispersion compensation is performed. The effect of increasing dispersion on the width of the peaks is clearly seen. Numerical dispersion compensation by phase correction, which is achieved by multiplication of the data in frequency space by a phase function exp(−iϕ d (ω)), results in a signal of the form given by Eq. (3), as displayed in Fig. 2(b) . This procedure retrieves a signal peak with an axial width limited by the light source bandwidth. The mirror a) The effect of dispersion on the OCT signal from a single scatterer. The addition of increasing amounts of dispersive material in one interferometer arm induces a pronounced broadening of both the observed signal and its complex conjugate. b) Numerical dispersion compensation retrieves a signal peak of Fourier-limited width, while the complex conjugate broadens by an additional factor of two. c) Demonstration of the complex-conjugate cancellation (CCC) algorithm. The narrow compensated signal peak is detected and set to zero. Subsequently, the phase of the complex conjugate peak is numerically compensated, leading to a single narrow peak without mirror image. d) System sensitivity as a function of depth. The slight asymmetry is due to the system alignment, while the decrease at higher depths is due to the discrete nature of our pixel-based spectrometer and the finite Rayleigh range of our imaging system. image artifact is seen to broaden by an additional factor of two. Note that the broadened mirror image artifact appears asymmetric: in the limit of large group-velocity dispersion, an ultrashort pulse acquires a temporal structure that resembles its spectrum, which is slightly asymmetric in our case. It is interesting to note that a numerical dispersion compensation routine as described here is used regularly in FD-OCT to compensate for slight degradations in axial resolution [24, 25] . In contrast, here we exploit numerical dispersion compensation in the presence of a large dispersion imbalance, and demonstrate that this approach enables full-range OCT. The only required modification to an existing FD-OCT system is the addition of a significant amount of dispersion to one of the interferometer arms.
The dispersion-based method for full-range OCT presented here is particularly useful in the context of single-shot 2D-OCT (see [10, 11, 12 , 13] as well as the setup presented here), for which other full-range OCT techniques based on phase shifting or recording of multiple Ascans are difficult to implement.
The complex-conjugate cancellation algorithm
While the dispersion compensation scheme discussed in Section 2 already provides a strong suppression of the mirror image artifacts, it has the drawback that the scattered intensity of the mirror image artifacts is still present in the final image, leading to a homogeneous but nonconstant background. An algorithm capable of removing the artifacts completely would further reduce and smoothen the background, leading to an increase in dynamic range.
Such an improvement can be achieved with a fast and conceptually simple technique which we denote as the "complex-conjugate cancellation (CCC) algorithm". The basis of this method is the realization that after dispersion compensation, the signal peak corresponding to an individual scatterer is localized in a few pixels in z-space, while its mirror image is distributed over a large part of the z-axis. By identifying this narrow peak and setting these few z-pixels to zero, the signal peak is effectively removed, leaving only the broad mirror image, of which the phase corresponds to −2 × ϕ d (see Eq. (3)). The remaining depth image is then Fourier transformed to frequency space, multiplied with a factor exp(+2iϕ d (ω)), and inverse Fourier transformed back to z-space. This results in dispersion compensation for the mirror image, turning this initially broad distribution into a sharp peak. Thanks to the cancellation of the initial sharp peak, this final signal is completely free of mirror image terms, providing a true full-range image. In reality, cancellation of only the most dominant signal peaks already provides a complex-conjugate suppression ratio of over 40 dB. We find that a simple peak finding algorithm, which locates and removes any peak exceeding ∼ 30% of the highest measured peak intensity, is sufficient for our typical samples (see Sec. 4). Therefore, this CCC algorithm requires only a standard peak finding routine, two fast Fourier transformations (FFT's) and a phase multiplication, making it fast and easy to implement. In total, the steps taken for full-range image processing are:
1. Remove DC component from raw data: FFT, removal of z = 0 peak, and FFT −1 .
2. Resampling of the data from pixel-space to frequency-space.
Phase multiplication with exp(−iϕ d (ω)).
FFT.
Peak removal algorithm.
6. FFT −1 .
Phase multiplication with exp(+2iϕ d (ω)).
Final FFT.
Where steps 4 − 7 constitute the CCC algorithm, while the other steps are the standard FD-OCT algorithm with numerical dispersion compensation.
The effect of the CCC algorithm is demonstrated in Fig. 2(c) . The few-pixel-wide dispersioncompensated signal peak is set to zero, after which the phase compensation is performed for the complex conjugate peak. This results in a sharp peak at the position of the complex conjugate, while the dispersion-broadened background has disappeared completely. Figure 2 (d) shows a measurement of the decrease in system sensitivity as a function of depth, which is due to the discrete nature of the pixel-based spectrometer, and to the limited Rayleigh range of the imaging system. The measurement dynamic range is found to be 45 dB, while the sensitivity decreases by 10 dB at a depth of 0.8 mm. While in a standard FD-OCT system only half this depth range can be used (on one side of z = 0), our full-range OCT system can record signals at both sides of z = 0 simultaneously, effectively doubling the axial measurement range.
As an added benefit, full-range OCT also enables a more effective use of the depth range around z = 0, where the detection sensitivity is highest.
The exact amount of dispersion imbalance is not critical for proper operation of the CCC algorithm. We find that a dispersive broadening of the mirror image by a factor ∼ 10 2 provides highly robust operation. Stronger broadening will of course lead to a higher reduction through the numerical dispersion compensation step, but is not required for the CCC algorithm, as the dominant peaks can already be filtered out effectively at lower broadening. Note that extreme amounts of dispersion can lead to signals that are broadened beyond the depth range of the spectrometer. This situation should be avoided, as it would limit the effective spectral bandwidth over which interference is detected, resulting in a decrease of axial resolution.
The CCC algorithm is intrinsically fast, since it requires only a single-step peak cancellation procedure instead of an iterative routine. The entire processing of a 1392 × 1040 2D-OCT recording to a full-range image including complex-conjugate cancellation takes only 4 seconds on a standard desktop computer (LabView, Intel 1.86 GHz dual core processor, 2 GB RAM). It should be noted that the most time-consuming processing step is the frequency-axis resampling (step 2), and that the CCC algorithm increases the processing time by only 0.8 seconds. No effort has yet been undertaken to improve the computational efficiency of e.g. fast-Fouriertransforms over the standard LabView implementations. With such further improvements in processing speed, our system can conveniently be used for real-time viewing of full-range 2D-OCT images at video rates.
Characterization of system parameters
To characterize the system parameters, we performed calibration measurements of both the transverse spatial and the axial resolution. Transverse spatial resolution calibration is performed by imaging a USAF 1951 resolution target (Fig. 3(a) ), specifically the lines in Group 5. The highest resolution structures (element 6) in this group has a resolution of 57 line pairs per mm, corresponding to a line width of 8.8 μm. An single-shot 2D-OCT image of the Group 5 pattern is shown in Fig. 3(b) , which clearly shows that all the structures in this group are well-resolved. Figure 3 (c) displays the intensity along the imaged line. This graph proves that the transverse resolution of our imaging system actually corresponds to the theoretically expected value of 6.45 μm.
From Fig. 3(c) we conclude that coherent crosstalk is not a limiting factor in our imaging system, in contrast to reports by others [11] . This is due to our imaging system, which has been set up to oversample in the transverse spatial dimension, leading to a diffraction limited spot size that is smaller than the CCD pixel size. Oversampling has the advantage that the transverse resolution is limited by the camera pixels, and that crosstalk between adjacent pixels is suppressed. The disadvantage of oversampling is that due to the smaller diffraction limit of the imaging system, the Rayleigh range at the sample position is reduced, leading to an increased reduction of the measurement sensitivity with depth.
Calibration of the depth resolution is performed by imaging a stack of 170 μm thick microscope coverslips (285 μm optical thickness), with some random air spaces between them. After proper image reconstruction, involving all the steps described in Sec. 3.3, all reflections from the coverslip surfaces are observed to have a transform-limited resolution of 5 μm. The image of the coverslips is shown in Fig. 3(d) , while Fig. 3(e) shows a single A-scan extracted from Fig. 3d , demonstrating the 5 μm axial resolution. The constant axial resolution as a function of depth is expected at the current source bandwidth, where sample-induced dispersion is not significant yet. When using larger source bandwidths for ultrahigh-resolution OCT, then the dispersion caused by the sample needs to be considered as well [24, 25] . 
Simultaneous calibration of spectrometer and dispersion imbalance
The full-range dispersion compensation algorithm requires an accurate knowledge of the dispersion imbalance between the interferometer arms. Previous studies that incorporated numerical dispersion compensation relied on iterative least-squares estimation techniques using a sharpness metric [20, 26] . Here we show that the dispersion imbalance in the interferometer can directly be measured during the calibration of the spectrometer axis.
Accurate spectrometer calibration is an essential part of FD-OCT, since the FFT algorithm requires data that is equally spaced in frequency space, while a grating-based spectrometer samples data in (almost) constant wavelength intervals. Therefore, a nonlinear resampling of the spectrometer data is required to obtain a proper depth scan after Fourier transformation [27, 28] .
Although a rough calibration can be performed by illuminating the spectrometer with a light source of known spectral intensity profile, a much higher accuracy can be achieved by placing a mirror in the sample arm and recording interferograms at multiple z-positions. Extraction of the spectral phase at each z is performed by the algorithm introduced by Takeda et al [29] . First, the interference signal is isolated by Fourier filtering, leading to an interference signal of the general form I(ω) = Ae iθ . The spectral phase is extracted by taking the imaginary part of the logarithm of this interference signal:
This spectral phase is numerically unwrapped to remove 2π phase jumps and fitted to a linear function. This linear fit gives the average phase step per pixel at the given depth z. By measuring z to 1 μm precision and repeating this measurement at 100 μm intervals, the frequency interval per pixel is obtained with 10 −4 accuracy. In principle, the argument θ of the complex exponential is given by Eq. (2) as θ = ωz/c + ϕ d (ω). However, the spectrometer samples in pixel number n rather than in frequency ω. As a result, the measured increase of θ between adjacent spectrometer pixels as a function of z will not be constant. The frequency ω n at pixel number n can be written as:
which divides the pixel-to-frequency mapping in a linear part with increment Δω l , and a nonlinear mapping spectrometer function Δω nl (n). Due to this nonlinear mapping, the actual measured value of θ at pixel n is given by:
From the linear fit of the measured θ as a function of n (at given z), one obtains the Δω l n term on the right hand side of Eq. (6). Subtraction of this term then leaves the nonlinear part of the measured phase:
which shows that the nonlinear spectrometer mapping function Δω nl (n) introduces an error that is proportional to the depth z, while the dispersion imbalance is modified in a z-independent way. Separation of these terms can thus be achieved by measuring θ n at different values of z. From a linear fit of Δθ n versus z at each pixel, the nonlinear spectrometer mapping function Δω nl (n) is obtained from the slope, while the intercept at z = 0 provides the dispersion imbalance ϕ d (n). The spectrometer mapping function can then be used to obtain the exact dispersion imbalance as a function of frequency ϕ d (ω). A flow diagram of the calibration procedure is displayed in Fig. 4 . It is worth mentioning that if the dispersion imbalance were negligible (or already be known through other means) measurements at multiple depths would not be required anymore, and a single measurement at one z would suffice to obtain the spectrometer mapping function [30] . As a result, an exact dispersion profile can directly be obtained, and no iterative estimation of the dispersion is needed [20, 26] . It should be noted that in specific cases, where there is a significant amount of material in front of the sample (such as in retinal imaging), then an estimation procedure remains necessary. In the measurements on e.g. skin or the anterior chamber of the eye (as presented in the next Section of this paper), the dispersion calibration procedure performs very well, which is confirmed by the transform-limited peak widths observed in the processed images.
Results and discussion
Single-shot 2D OCT imaging
We demonstrate the capability of our system by performing measurements on skin tissue of a healthy human volunteer. Figure 5(a) shows an imaged depth section of a fingertip. The recorded images compare well to those taken with standard FD-OCT systems, showing significant structural details such as 70 μm wide sweat ducts.
Aside from in vivo measurements on human skin, the 2D-OCT system can be applied for ophthalmic imaging as well. At present, ophthalmology is one of the main applications of OCT, and we tested the capability of our system in this field by imaging the anterior chamber of a mouse eye recorded in vitro. A typical image is shown in Fig. 5(b) . From the image it is clear that the eye has undergone some post-mortem structural changes, such as an increased lens opacity and a decrease of the aqueous humour. Nevertheless, the various structures in the anterior chamber are clearly visible: cornea, aqueous humour, lens and iris can be distinguished in good detail. In this particular picture, the corneal thickness is measured to be 84 (5) μm. Both images shown in Fig. 5 have been recorded in a single shot of the CCD camera, with an exposure time of 0.2 ms. The intensity scale shown in Fig. 5 is valid for Figs. 6 and 7 as well.
These images were acquired with the sample located on only one side of the z = 0 depth. Nevertheless, they were taken with the dispersion imbalance between the interferometer arms present, and the full reconstruction algorithm has been used to obtain these images. The real influence of the dispersion compensation algorithm and full-range OCT is the subject of the next Section. 
Dispersion compensation and full-range imaging
For the full-range OCT imaging, we inserted 5 cm of SF10 glass into the reference arm, which produces a group velocity dispersion of 1.87 × 10 4 fs 2 and a third-order dispersion of 1.21 × 10 4 fs 3 . This amount of dispersion causes features in the depth scan to broaden by a factor of 100. After dispersion compensation, the intensity of the mirror image artifact is reduced by 23 dB. This 23 dB reduction corresponds to the aforementioned factor 100 times two, since the mirror image acquires twice the dispersion phase ϕ d after numerical compensation. The effect of the dispersion imbalance on the OCT image is shown in Fig. 6(a) , displaying a single-shot recording of the anterior chamber of a mouse eye in vitro without numerical dispersion compensation. The signals smear out over a large depth range, while remaining symmetrical around z = 0. Numerically compensating the dispersion by multiplying the resampled interferogram with the calibrated dispersion phase according to Eq. (3) leads to Fig. 6(b) . The signal now appears sharp, displaying a 5 μm depth resolution, while the complex conjugate has broadened even more, mostly contributing as a smooth background profile. To further reduce the influence of this complex conjugate background, the CCC algorithm is applied, resulting in the image in Fig. 6(c) . The peak-finding algorithm cancels out the sharpest features in Fig. 6(b) , and subsequently applies a dispersion compensation step to cancel the dispersion for the complex conjugate signals. This results in an image in which the background due to the mirror image has been suppressed by an additional 20 dB.
To demonstrate true full-range 2D-OCT we shift the z = 0 position to a plane inside the sample, leading to an overlap between real image and complex conjugate. The resulting image when using only dispersion compensation is shown in Fig. 7(a) . While the image can already clearly be seen, a broad background due to the remaining broadened complex conjugate is still visible, causing a decrease in image contrast. Figure 7(b) shows the image after the additional complex-conjugate cancellation procedure, in which a strong improvement in image contrast is observed, which results from the strongly suppressed complex conjugate background. Note that the aqueous humour has decreased significantly with respect to Fig. 6 (c): this is due to slow, continuous degradation of the sample, as the image in Fig. 7 was taken about 30 minutes after the image in Fig. 6 .
An interesting observation is that the signal runs continuously across the z = 0 line, although the strong DC peak has been explicitly set to zero. This is because of the initial width of the broadened structures before dispersion compensation: the total scattered intensity from a given object is distributed over a significant part of the depth axis. If this distribution happens to be centered close to z = 0, then only a few pixels are filtered out together with the DC peak, leaving most of the scattered power present in the image. After dispersion compensation, the sharp peak at z = 0 is retrieved. In principle, the removal of some of its spectral components causes the signal peak to broaden by a few percent, but in practice this broadening is much smaller than the spectrometer resolution and is therefore not observed. The possibility of continuous imaging around z = 0 is an additional benefit of our dispersion compensation method. 
Conclusions and outlook
The single-shot full-range 2D-OCT system presented here has potential as a fast, robust and flexible diagnostic imaging tool. We envisage various applications in both tissue imaging and ophthalmology. Especially the reduced sensitivity to motion artifacts can make single-shot 2D-OCT a useful improvement compared to conventional FD-OCT.
The single-shot method for full-range OCT through dispersion imbalancing has been demonstrated as an easy and convenient way to increase the measurement range in FD-OCT by a factor of two. It only requires some dispersive material in one interferometer arm, and all the required information on the dispersion is obtained in a standard spectrometer calibration. Therefore, any existing FD-OCT system can be easily upgraded to a full-range device without the need for additional scanning mechanisms. The CCC algorithm has been introduced as a fast, non-iterative procedure, which allows a further reduction of the complex-conjugate artifacts. By combining dispersion compensation and the CCC algorithm, the complex-conjugate artifacts have been suppressed by > 40 dB.
The combination of full-range imaging and 2D-OCT provides a fast imaging tool with a large field of view. State-of-the-art line-scan CCD cameras are capable of recording 140, 000 spectra per second, while swept-source OCT has been demonstrated at 750, 000 A-scans per second. With our current CCD camera running at 30 fps, 31, 200 A-scans can be recorded per second. However, by incorporating state-of-the-art CMOS cameras that run at 7, 000 fps, imaging speeds exceeding 7 million A-scans per second can be achieved. Our current integration time of 0.2 ms would then already be compatible with 5, 000 fps (5 million A-scans) without a loss of signal-to-noise ratio, if a 100% camera duty cycle could be achieved. OCT has been used to detect action potentials in nerve fibers, by detecting changes in scattering intensity [31] and optical path length [32] . While these studies achieved a high time resolution by repeatedly recording an A-scan at one specific location, a 2D-OCT system has the advantage that a full image can be recorded in a single shot. When combined with a faster camera, the system presented here could allow time-resolved 2D-imaging of these important elementary biological processes.
