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We use high-order cumulants to investigate the Lee-Yang zeros of generating functions of dy-
namical observables in open quantum systems. At long times the generating functions take on a
large deviation form with singularities of the associated cumulant generating functions — or dy-
namical free energies — signifying phase transitions in the ensemble of dynamical trajectories. We
consider a driven three-level system as well as the dissipative Ising model. Both systems exhibit
dynamical intermittency in the statistics of quantum jumps. From the short-time behavior of the
dynamical Lee-Yang zeros we identify critical values of the counting field which we attribute to the
observed intermittency and dynamical phase co-existence. Furthermore, for the dissipative Ising
model we construct a trajectory phase diagram and estimate the value of the transverse field where
the stationary state changes from being ferromagnetic (inactive) to being paramagnetic (active).
PACS numbers: 05.40.-a, 64.70.P-, 72.70.+m
I. INTRODUCTION
In many-body systems, both classical and quantum,
dynamics is often more than statics: collective effects
make the dynamical behavior much richer than what
would be expected based on the static properties alone.
A proper characterization of such complex emergent dy-
namics requires tools that directly address the statisti-
cal properties of dynamical trajectories. One such set
of tools can be fashioned from the large-deviation (LD)
method [1, 2]. By considering the LD properties of time-
integrated observables one can construct a “thermody-
namics of trajectories”, i. e., a dynamical equivalent to
the equilibrium ensemble method of statistical mechan-
ics. This is essentially Ruelle’s thermodynamic formal-
ism for dynamical systems [3, 4] adapted to stochastic
dynamics [5, 6]. This approach, sometimes called the s-
ensemble formalism [7], has successfully been applied to
a variety of classical stochastic problems [5–19].
The s-ensemble formalism can also be applied to open
quantum systems [20]. In this case, time-extensive
observables can be the total number of photon emis-
sions [21, 22], the number of electrons transported
through a sub-micron conductor [23–26] or the time-
integrated quadratures of the emitted light [27]. The
generating functions of such observables can be ob-
tained using full counting statistics (FCS) techniques
which emerged in parallel from the fields of electronic
transport [28, 29], quantum optics [30, 31] and classical
stochastic processes [32, 33].
Recently, we have shown [34] that the analogy between
the s-ensemble method and standard equilibrium ensem-
bles extends also to a dynamical generalization of the
Lee-Yang theory of equilibrium phase transitions [35–39],
which connects complex singularities of partition sums in
finite systems with equilibrium phase transitions in the
thermodynamic limit. Specifically, we showed that the
complex zeros of the moment generating function (MGF)
of a dynamical observable of interest are directly con-
nected with the short-time behavior of the high-order cu-
mulants of the observable [40–42]. We demonstrated that
one may determine the dynamical Lee-Yang zeros from
the high-order cumulants, and from the time-evolution of
these zeros infer the existence and location of dynamical
phase transitions. This method, which was applied to
classical stochastic many-body systems, specifically ki-
netically constrained models of glassy systems [43] and
the one-dimensional Glauber-Ising chain [44], shows that
singularities associated with counting fields [45–50] are
readily accessible from physical observables.
In this work we extend our technique to the realm of
open quantum systems with specific focus on the dynam-
ical phenomenon of intermittency. This behavior of in-
tervals of high dynamical activity (for instance a large
number of photon emissions), interspersed with intervals
of low dynamical activity, see Fig. 1a, has been explained
in terms of dynamical phase coexistence [20, 51]. The in-
termittent behavior is reflected in the LD function, see
Fig. 1b, and the cumulant generating function (CGF)
of the dynamical activity has (smoothed) first-order sin-
gularities associated with the two dynamical phases, see
Fig. 1c. As we have recently demonstrated [34], the loca-
tion of these singularities can be deduced from the high-
order cumulants and the dynamical Lee-Yang zeros which
with time move towards the singular points in the com-
plex plane of the counting field, see Fig. 1d.
Below we focus on two systems which exhibit dynami-
cal intermittency. We first consider a simple driven quan-
tum three-level system before moving on to the dissi-
pative Ising chain as an example of a quantum many-
body system. Both systems exhibit dynamical crossovers
which result in dynamical intermittency in the real-time
dynamics [20, 51]. Treating the counting field as a com-
plex variable we demonstrate that these systems have tra-
jectory critical points which appear as complex conjugate
pairs in the complex plane of the counting field. These
phase transitions do not have to occur at zero counting
field corresponding to the actual physical dynamics. As
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FIG. 1. (Color online) Thermodynamics of trajectories and the s-ensemble formalism. (a) Time-traces of quantum jumps. In
the active phase, a large number of quantum jumps occur per unit time. When the system is intermittent, it switches randomly
between the active phase and the inactive phase. (b) Large deviation function (1/t) lnP (Kt, t) at long times. The tails of the
distribution are determined by the fluctuations in each of the two phases. The intermediate region is governed by the random
switching between the two phases. (c) Dynamical activity (number of quantum jumps) per unit time as a function of the
counting field s. By tuning the counting field, the system may be driven through a phase transition (here close to s = 0), where
it changes from being in an active phase with a large dynamical activity to an inactive phase with a low dynamical activity.
Here we show a smeared first-order transition. (d) Dynamical Lee-Yang zeros in the complex plane of the counting field. With
time, the dynamical Lee-Yang zeros move towards the complex values of the counting field, where the dynamical free energy
(the CGF) displays singular features corresponding to a phase transition. The phase transition is smeared when it occurs for
complex values of the counting field, and it only becomes sharp as the transition points move on to the real-axis.
we tune the system parameters to make the crossovers
sharp, the critical points move towards the origin in the
complex plane, where the physical dynamics takes place.
For the dissipative Ising chain, where the crossover be-
comes a sharp transition in the limit of an infinitely long
chain, we show that one may estimate the positions of
the stationary state transition points without resorting
to mean-field methods and we construct the associated
trajectory phase diagram. Our work shows that one may
use short-time cumulants to infer the positions of trajec-
tory critical points in open quantum systems at nonzero
values of the counting field.
Our work establishes firmly that our method, based on
dynamical Lee-Yang zeros and originally developed for
classical stochastic processes, can be extended to open
quantum systems. There is currently much interest in
the non-equilibrium dynamics of open quantum systems
and our work contributes to this field by extending our
method for classical non-equilibrium systems to this area
of quantum dynamics. For quantum systems, this is par-
ticularly important given the usual complications in their
numerical simulation which preclude, to date, the use of
advanced methods to sample rare fluctuations which are
readily available for classical systems: as we emphasize
in the paper, our method allows us to probe singulari-
ties in the dynamical generating functions through the
standard unbiased dynamics of the system (rather than
through biased trajectory ensembles, as for example with
classical transition path sampling methods).
The paper is now organized as follows. In Sec. II we in-
troduce the s-ensemble formalism. In Sec. III we describe
our method based on high-order cumulants and dynam-
ical Lee-Yang zeros [34]. The driven three-level system,
along with its results, is discussed in Sec. IV. In Sec. V
we move on to the dissipative Ising model for which we
construct a trajectory phase diagram. Finally, in Sec. VI
we present our conclusions.
II. THERMODYNAMICS OF TRAJECTORIES
We examine the statistics of dynamical trajectories in
open quantum systems using a thermodynamic formal-
ism known as the s-ensemble. Within this approach,
the dynamical trajectories play the role of microstates
in statistical mechanics following Ruelle [4] (see also
Refs. [2, 3, 52] for comprehensive reviews). The tra-
jectories are classified according to an associated time-
extensive quantity Kt which we refer to as the dynam-
ical activity. The dynamical activity is assumed to be
a (positive) integer variable, for instance the number of
electrons that have been transferred through an electri-
cal conductor [23–26], the number of photons that have
been emitted from a light source [21, 22], or, more gen-
erally, the number of quantum jumps that have occurred
in an open quantum system during the time span [0, t].
Continuous variables can also be treated with only mi-
nor modifications, for example the total dissipated heat
or the time-integrated energy as in Ref. [44].
We focus on open quantum systems described by a
reduced density matrix ρˆ(t) whose dynamics is governed
by a generalized master equation (GME) of the form [31,
53, 54]
d
dt
ρˆ(t) = Lρˆ(t)
= −i[Hˆ, ρˆ(t)] +
∑
j
[
Lˆj ρˆ(t)Lˆ
†
j −
1
2
{
Lˆ†jLˆj , ρˆ(t)
}]
.
(1)
The Liouvillian L consists of two parts: The commutator
describes the coherent evolution of the system itself gov-
erned by the Hamiltonian Hˆ. The Lindblad operators
Lˆj describe incoherent quantum jumps due to interac-
tions with the environment. We consider here Marko-
3vian generalized master equations, but an extension to
non-Markovian systems is also possible, see e. g. [26, 41].
We are interested in the statistics of quantum jumps
that have occurred during the time span [0, t]. We do
not discriminate between the different types of quantum
jumps corresponding to each Lindblad operator Lˆj al-
though such a distinction can easily be implemented.
We proceed by resolving the density matrix with re-
spect to the number of quantum jumps Kt that have
occurred and denote this Kt-resolved density matrix as
ρˆ(Kt, t) [30, 55]. From the Kt-resolved density matrix
we obtain the distribution of the dynamical activity by
tracing out the system degrees of freedom, i. e.
P (Kt, t) = Tr[ρˆ(Kt, t)]. (2)
Furthermore, we may define a MGF corresponding to
P (Kt, t) as
Z(s, t) =
∑
Kt
e−sKtP (Kt, t), (3)
where s is referred to as the counting field. The MGF
can conveniently be expressed as
Z(s, t) = Tr[ρˆ(s, t)] (4)
in terms of the s-dependent density matrix
ρˆ(s, t) =
∑
Kt
e−sKt ρˆ(Kt, t). (5)
We note that by setting s = 0, we recover the original
density matrix,
ρˆ(s = 0, t) = ρˆ(t). (6)
In addition, by differentiating the MGF with respect to
the counting field evaluated at s = 0, we obtain the mo-
ments of Kt as
〈Knt 〉 = (−1)n∂ns Z(s, t)|s→0. (7)
We also define the CGF
Θ(s, t) = lnZ(s, t) (8)
from which the cumulants of Kt follow by differentiation
with respect to the counting field at s = 0
〈〈Knt 〉〉 = (−1)n∂ns Θ(s, t)|s→0. (9)
To evaluate the MGF we consider a modified GME
governing the evolution of the s-dependent density ma-
trix. The modified GME takes the form
d
dt
ρˆ(s, t) = L(s)ρˆ(s, t), (10)
where the s-dependent Liouvillian L(s) acts on density
matrices as
L(s)ρˆ(s, t) = Lρˆ(s, t) +
∑
j
(e−s − 1)Lˆj ρˆ(s, t)Lˆ†j . (11)
Here the terms multiplied by (e−s−1) increase the num-
ber of quantum jumps by one, i. e., Kt → Kt + 1. Since
Eq. (10) is a linear differential equation for ρˆ(s, t), it can
be rewritten in the form
d
dt
|ρ(s, t)〉〉 = L(s)|ρ(s, t)〉〉, (12)
where |ρ(s, t)〉〉 is the vector representation of ρˆ(s, t) in
a suitable basis and L(s) is the matrix representation
of L(s). (Here we use double angle brackets to distin-
guish these vectors from the ordinary quantum mechani-
cal ‘bras’ and ‘kets’ used later on.) Furthermore, formally
solving Eq. (12) we find
|ρ(s, t)〉〉 = eL(s)t|0〉〉, (13)
assuming that the system at t = 0 has reached the sta-
tionary state defined by L(0)|0〉〉 = 0. Since the Liou-
villian L in Eq. (1) conserves probability, it holds that
Tr[Lρˆ(t)] = 0 for any density matrix. This implies that
the left zero-eigenvector of L(0) is the vector represen-
tation of the trace operation, i. e., 〈〈0˜|L(0) = 0 and
〈〈0˜|0〉〉 = Tr[ρˆ(s = 0, t)] = 1. Combining Eqs. (4) and
(13) we then obtain the following compact expression
Z(s, t) = 〈〈0˜|eL(s)t|0〉〉. (14)
This expression holds for a system that has been prepared
in an arbitrary state in the far past. The systems has then
evolved until t = 0, where it has reached the stationary
state. At t = 0, we start collecting statistics to construct
the probability distribution P (Kt, t) for the number of
quantum jumps that have occurred in the time span [0, t].
Now, from Eq. (14) we see that the MGF and the CGF
at long times take on the large deviation forms
Z(s, t) ' etθ(s) (15)
and
Θ(s, t) ' tθ(s), (16)
where
θ(s) = max
j
[λj(s)] (17)
is the eigenvalue in the spectrum {λj(s)} of L(s) with
the largest real-part.
Having established this general framework, we are now
ready to formulate the basic principles of the s-ensemble
formalism. Drawing on the analogy between dynami-
cal trajectories in open quantum systems and the mi-
crostates in statistical mechanics, we consider the MGF
as a (dynamical) partition function, the CGF as a (dy-
namical) free energy, and the counting field s as an ex-
ternal field that biases the ensemble of trajectories away
from the typical dynamics at s = 0. In addition, time
plays the extensive role of volume with the limit of long
4times corresponding to the thermodynamic limit in sta-
tistical mechanics. Importantly, by changing the count-
ing field s one may drive the system across a phase tran-
sition between different dynamical phases [20, 27, 56, 57].
Analogously to equilibrium statistical mechanics such
trajectory phase transitions are manifested as singular
features in the dynamical free energy θ(s).
The counting field s can be treated as a complex pa-
rameter. At s = 0 the modified GME in Eq. (10) returns
to the Lindblad form in Eq. (1), and the Liouvillian has
a single zero eigenvalue λ0(s = 0) = 0 corresponding to
the stationary state. All other eigenvalues have negative
real-parts which ensure exponential relaxation towards
the stationary state. However, with a non-zero count-
ing field the two largest eigenvalues may cross each other
giving rise to singular features in the dynamical free en-
ergy θ(s). The singular behaviors in the dynamical free
energy θ(s) occur at critical values of the counting field
s = sc, where the two largest eigenvalues of L(s) are
degenerate, i. e.
λ0(sc) = λ1(sc). (18)
As the two largest eigenvalues cross, the dynamical free
energy θ(s) in Eq. (17) may display a kink, such that
the first derivative (the dynamical activity, see Fig. 1c)
or higher derivatives are discontinuous, signaling a phase
transition. To characterize the trajectory phase transi-
tions, one may consider the long-time limit of the average
dynamical activity per unit time as a function of s
k(s) = lim
t→∞
〈Kt〉(s)
t
= −∂sθ(s). (19)
A discontinuity in the average activity is then indicative
of a first-order trajectory phase transition. Similarly, a
discontinuity in the higher derivatives of the dynamical
free energy corresponds to a continuous phase transition.
It is clear from the definitions in Eqs. (3) and (8) that
Z(s∗, t) = Z∗(s, t) (20)
and
Θ(s∗, t) = Θ∗(s, t). (21)
Moreover, if θ(s) is singular at s = sc, then so is θ
∗(s).
Using the equations above, we then find that s∗c must also
be a transition point of θ(s). Complex trajectory transi-
tion points thus appear as complex conjugate pairs. Fur-
thermore, the MGF is 2pi-periodic along the imaginary
axis, implying that all the points sc+i2pin with n ∈ Z are
transition points of θ(s). However, it suffices to find the
complex conjugate pair of transition points in the strip
−pi < Im(s) ≤ pi from which the rest follows.
The s-ensemble formalism has found use in several con-
texts. It has for instance been suggested that a trajec-
tory phase transition underlies the glass transition in liq-
uids [7, 8, 16, 58, 59]. The formalism has also been used
to understand the thermodynamics of quantum jump tra-
jectories [20], for example in micromasers [56] and super-
conducting single-electron transistors coupled to a res-
onator [57]. In addition, the formalism has been applied
in investigations of quadrature trajectories [27] as well as
dynamical crossovers in exciton transport [60]. Recently,
we examined trajectory phase transitions in the Glauber-
Ising model which exhibits a whole curve of critical points
in the complex plane of the counting field [12, 44].
However, despite its usefulness as a theoretical tool,
an experimental realization of the s-ensemble formalism
faces two apparent problems: Firstly, trajectory phase
transitions may occur at non-zero values of the count-
ing field (s 6= 0), making them difficult to observe, since
the real dynamics takes place without the counting field
(s = 0). Secondly, the singularities in the dynamical
free energy only appear in the limit of long times, which
in practice may be out of reach as the probabilities de-
cay exponentially with time and their values become ex-
tremely small. To resolve these problems, we suggested
in Ref. [34] to employ a dynamical generalization of ideas
from equilibrium statistical mechanics by Yang and Lee
by connecting the motion of the zeros of the MGF with
the short-time behavior of the high-order cumulants of
the dynamical activity.
Specifically, we showed that the positions of the dy-
namical Lee-Yang zeros can be inferred from the high-
order cumulants of the dynamical activity, making it pos-
sible to follow the zeros as they with time move towards
the location in the complex plane of the counting field,
where the trajectory phase transitions occur. Using this
approach, we showed how the finite-time behavior of the
high-order cumulants can be used to infer the existence
and location of trajectory phase transitions in stochastic
many-body systems as for instance facilitated spin mod-
els of glasses and the Glauber-Ising model in Ref. [44].
Importantly, the extraction of the dynamical Lee-Yang
zeros relies only on the high-order cumulants obtained
with the counting field set to zero (s = 0), and those are
in principle directly accessible in an experiment.
For the sake of completeness, we now provide the es-
sential elements of the method developed in Ref. [34] and
demonstrate that it can readily be applied also in the
context of open quantum systems.
III. DYNAMICAL LEE-YANG ZEROS
We follow the ideas of Lee and Yang by considering
the (dynamical) zeros sj(t) of the MGF as functions of
time. Close to a transition point s = sc, where the two
largest eigenvalues are nearly degenerate, λ0(s) ' λ1(s),
we may approximate the MGF as
Z(s, t) ' c0(s)eλ0(s)t + c1(s)eλ1(s)t (22)
by neglecting the contributions from the other eigenval-
ues with smaller real-parts. The prefactors c0(s) and
c1(s) are determined by the initial conditions at t = 0
5and are not important in the following. From this ap-
proximation, we readily find that the zeros of the MGF
are given by the equations
λ0(s) = λ1(s) +
ln[c1(s)/c0(s)] + ipi(2n+ 1)
t
, (23)
where n is an integer. At long times, the second term on
the right-hand side becomes arbitrarily small, such that
the equations for the Lee-Yang zeros eventually reduce
to λ0(s) = λ1(s); see also Eq. (18). This shows us that
the dynamical Lee-Yang zeros of the MGF will move to
the transition point at s = sc as time increases.
Having established this connection, we need to relate
the Lee-Yang zeros with the measurable fluctuations en-
coded in the cumulants of Kt. To this end we factorize
the MGF in terms of the Lee-Yang zeros as
Z(s, t) ∝
∏
j
[
sj(t)− s
sj(t)
]
, (24)
having omitted any analytic prefactors. In principle,
there can be infinitely many Lee-Yang zeros which we
denote as sj(t). We note that the MGF at finite times
is real and positive for real values of s, such that the
dynamical Lee-Yang zeros must be non-real and come in
complex conjugate pairs in accordance with the discus-
sion following Eq. (21). We then find for the associated
CGF
Θ(s, t) '
∑
j
(ln[sj(t)− s]− ln[sj(t)]) , (25)
again having omitted any analytic terms in the CGF.
We see that the Lee-Yang zeros appear as (logarithmic)
singularities of the CGF, which determine its high deriva-
tives according to Darboux’s theorem [61, 62]. Indeed,
by differentiating the CGF with respect to s, we find that
the high-order cumulants of Kt are given as [40–42]
〈〈Knt 〉〉 ' (−1)(n−1)(n− 1)!
∑
j
e−in arg[sj(t)]
|sj(t)|n , (26)
where
sj(t) = |sj(t)|ei arg[sj ]. (27)
Moreover, for large orders n, the sum in Eq. (26) is dom-
inated by the pair of Lee-Yang zeros closest to the origin,
which we denote as s0(t) and s
∗
0(t). We may then further
approximate the sum as [34, 40–42, 62, 63]
〈〈Knt 〉〉 ' (−1)(n−1)(n− 1)!
2 cos[n arg s0(t)]
|s0(t)|n . (28)
This result is attractive as it allows us to determine the
leading pair of Lee-Yang zeros s0(t) and s
∗
0(t) from the
high-order cumulants of the dynamical activity obtained
with s = 0. Equation (28) makes it possible to extract
only the leading pair of Lee-Yang zeros closest to s = 0
and discard all other Lee-Yang zeros. The approximation
in Eq. (28) improves as the order n is increased and the
contributions from the other zeros are suppressed.
Next, the following matrix equation can be derived
from Eq. (28) [34, 41, 42, 64] 1 −κ(+)nn
1 −κ
(+)
n+1
n+1
 · [ −(s0 + s∗0)|s0|2
]
=
 (n− 1)κ(−)n
nκ
(−)
n+1
 , (29)
given the ratios of cumulants
κ(±)n (t) ≡
〈〈Kn±1t 〉〉
〈〈Knt 〉〉
. (30)
By solving this matrix equation, we may extract the lead-
ing pair of dynamical Lee-Yang zeros closest to the origin,
s0(t) and s
∗
0(t), from four consecutive cumulants.
In Fig. 1c we show a smeared crossover as the count-
ing field s is tuned from negative real values to positive
real values. Such a smooth crossover is indicative of an
avoided crossing between the two largest eigenvalues for
real values of the counting field. The sharpness of the
crossover is determined by the dynamical susceptibility
θ′′(s) = ∂2sθ(s). (31)
In a simple picture, we may evaluate the susceptibility
by factorizing the MGF as
Z(s, t) '
∏
j
e−sj(t) − e−s
e−sj(t)
, (32)
recalling that the Lee-Yang zeros are denoted as sj(t).
We then approximate the dynamical free energy as
θ(s) = lim
t→∞
lnZ(s, t)
t
' ln
(
e−sc − e−s
e−sc
)
+ ln
(
e−s
∗
c − e−s
e−s∗c
) (33)
by simply replacing the Lee-Yang zeros by the complex
pair of critical points sc and s
∗
c , assuming that the prefac-
tor 1/t is compensated by the diverging density of zeros
at the critical points in the limit of long times. Using
this approximation we readily find
θ′′(s) ' −1
4
(
1
sinh2[(s− sc)/2]
+
1
sinh2[(s− s∗c)/2]
)
.
Evaluating the dynamical susceptibility at the real part
of the critical points, s = Re[sc], we obtain
θ′′(s = Re[sc]) ' 1
2 sin2(Im[sc]/2)
' 2
Im[sc]2
, (34)
assuming that the critical points are close to the real-axis,
Im[sc]  1. This expression shows that the dynamical
susceptibility diverges as the critical points move on to
the real-axis, Im[sc] → 0, and the transition becomes
sharp.
We now apply our method to two open quantum sys-
tems which exhibit dynamically intermittency together
with a first-order trajectory phase transition.
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FIG. 2. (Color online) Driven three-level system. (a) Two lasers with frequencies Ω1 and Ω2 are on resonance with transitions
between the ground state |0〉 and the excited states |1〉 and |2〉. The system decays from the state |1〉 under photon emission
with rate κ. (b) Average dynamical activity k(s) as a function of the counting field s. For Ω1 = 1, κ = 4, and Ω1  Ω2, the
dynamical activity exhibits a smooth first-order transition around s = 0 between an active and an inactive phase. (c) Phase
transition points in the complex plane of the counting field (in the long-time limit). As Ω2 is decreased, the phase transition
points approach the origin. (d) We now fix Ω2 = 0.15 and consider the dynamical activity along the horizontal lines in the
complex plane of the counting field. A phase transition point is marked with an asterisk. The real and imaginary parts of the
dynamical activity calculated along the horizontal lines are shown in the following panels. (e) The real-part of the dynamical
Re[k(s)] becomes sharper as the critical point is approached and eventually develops a discontinuity. (f) The imaginary part
of the dynamical activity Im[k(s)] diverges as the phase transition point is approached.
IV. DRIVEN THREE-LEVEL SYSTEM
We first consider a three-level quantum system driven
by two resonant lasers as shown in Fig. 2a. The lasers
with frequencies Ω1 and Ω2 are on resonance with transi-
tions between the ground state |0〉 and two excited states
of the system denoted as |1〉 and |2〉, respectively. The
laser-driven oscillations between the ground and excited
states are described by the Hamiltonian
Hˆ =
2∑
j=1
Ωj(aˆ
†
j + aˆj), (35)
where aˆj = |j〉〈0| and aˆ†j = |0〉〈j|, j = 1, 2. In addi-
tion, the system is assumed to decay from the state |1〉
to the ground state |0〉 with rate κ under the emission
of a photon. This can be described by the single jump
operator
Lˆ1 =
√
κaˆ1, (36)
thus fixing j = 1 in Eqs. (1) and (11). In the following
we take the number of emitted photons as the dynamical
activity that characterizes the dynamical trajectories.
The dimensionality of the system at hand is so small
that we can directly diagonalize the s-dependent Liou-
villian to obtain the dynamical free energy θ(s) together
with other s-dependent quantities. This in turn allows us
to test our method against exact results before moving
on to a more complex problem, where we can no longer
rely on exact diagonalization.
In Fig. 2b, we show results for the average dynamical
activity, Eq. (19), as a function of the counting field s.
We focus on a parameter regime, where the time scales of
the transitions |0〉  |1〉 are much shorter than those of
the transitions |0〉  |2〉, i. e., Ω1, κ  Ω2. In this case,
the system displays intermittency in its photon emis-
sion trajectories [20, 30, 65], which manifests itself as a
crossover in the dynamical activity as the counting field
is varied, see Fig. 2b. For s . 0, the dynamics is domi-
nated by the highly active transition |1〉 → |0〉, whereas
for s & 0, the dynamics is dominated by long periods in
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FIG. 3. (Color online) Lee-Yang zeros and high-order cumulants. (a) Dynamical Lee-Yang zeros extracted from the high-order
cumulants of the dynamical activity. The leading pair of dynamical Lee-Yang zeros converge with time to the phase transition
points (marked with asterisks) in the complex plane of the counting field. The parameters are Ω1 = 1, κ = 4 and Ω2 = 0.1,
0.2, and 0.3. (b,c,d) Numerically exact results for the cumulants of order n = 9 (full lines) as functions of time together with
the approximation given by Eq. (28) (dashed lines) based on the extracted pair of dynamical Lee-Yang zeros in panel (a).
the state |2〉. The intermittency around s = 0 may then
be viewed as the result of dynamical phase coexistence
between these active and inactive phases.
For any finite Ω2, the activity is smooth and contin-
uous as seen in Fig. 2b. As discussed in Sec. III, the
smooth crossover is indicative of an avoided crossing be-
tween the two largest eigenvalues for real values of the
counting field. In Fig. 2c, we show the complex values
of the counting field for which the two largest eigenval-
ues cross. These critical points move toward the origin
as Ω2 approaches zero, in agreement with the transi-
tion in Fig. 2b becoming sharper in this limit. In the
lower panels of Fig. 2 we consider the dynamical activ-
ity k(s) for complex values of the counting field. We fix
the imaginary part of the counting field and vary its real
part along the horizontal lines in the complex plane indi-
cated in Fig. 2d. The corresponding real and imaginary
parts of the dynamical activity are shown in Figs. 2e and
f, respectively. When Im[s] = 0, we see the dynami-
cal crossover in Re[k(s)] around s = 0, consistent with
the dynamical intermittency. Increasing Im[s] towards
Im[sc], the crossover becomes sharper, until a disconti-
nuity appears at the trajectory critical point. Similarly,
for the imaginary part of the dynamical activity, a sharp
minima appears around the critical point. These results
corroborate the idea that the dynamical crossover and
intermittency are essentially due to a trajectory phase
transition in the complex plane. The remnants of the
discontinuity in k(s) at the (complex) critical point ap-
pear as a smooth crossover on the real-axis.
Having understood the trajectory phases of the model,
we now apply our method based on high-order cumulants
of the dynamical activity and dynamical Lee-Yang zeros.
The high-order cumulants at finite times are calculated
numerically exact using a method introduced in Ref. [42]
and also described in Appendix A. We recall that the ex-
traction of the dynamical Lee-Yang zeros from the high-
order cumulants relies only on the real physical dynamics
taking place without the counting field (s = 0), which in
principle is directly experimentally accessible.
In Fig. 3a, we show the motion of the leading pair of
dynamical Lee-Yang zeros for three different values of Ω2.
The leading pair of dynamical Lee-Yang zeros, s0(t) and
s∗0(t) are extracted from the time-dependent cumulants
of order n = 6, 7, 8, 9 by solving Eq. (29). The dynamical
Lee-Yang zeros are extracted from the cumulants at short
times, before they become linear in time, see Figs. 3b-d.
Figure 3a shows how the leading pair of Lee-Yang zeros
converge to the trajectory critical points with increasing
time. Importantly, already from the leading pair of Lee-
Yang zeros we can locate the trajectory critical points
and we do not have wait until all dynamical Lee-Yang
zeros have reached the critical points in the long-time
limit. Moreover, as Ω2 is decreased the Lee-Yang zeros
converge to points closer to the origin in accordance with
the results based on exact diagonalization, see Fig. 2c.
Figure 3a reveals a slight difference between the lead-
ing pair of Lee-Yang zeros and the actual critical points.
The accuracy of our method can be improved by using
higher cumulants for which the approximation in Eq. (28)
becomes better. In an experiment, however, the difficulty
of precisely measuring cumulants increases with the or-
der of the cumulants. As such, our methods comes with
a trade-off between, on the one hand, accurately locating
the transitions points and, on the other hand, overcoming
the difficulty of measuring high cumulants.
To further check the extraction of the leading pair of
dynamical Lee-Yang zeros, we plug the extracted zeros
back into Eq. (28) and show in Figs. 3b-d the approx-
imation of the high-order cumulants together with the
exact results (here for the cumulant of order n = 9). The
method works best at short times before the contribution
from sub-leading Lee-Yang zeros becomes important. We
conclude that from a direct measurement of the statistics
of photon emission (with s = 0), one may deduce the po-
sition of the trajectory critical points, even if they occur
at non-zero values of the counting field.
We now move on to a many-body problem, where a
direct numerical solution is not readily available.
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V. DISSIPATIVE ISING MODEL
As our second application, we consider the dissipative
Ising model consisting of N spin-1/2 particles arranged
on a one-dimensional ring as depicted in Fig. 4a. The
spins evolve coherently under a transverse magnetic field
and are described by the Hamiltonian [51, 66]
Hˆ = λ
N∑
j=1
Sˆ
(x)
j + V
N∑
j=1
Sˆ
(z)
j Sˆ
(z)
j+1, (37)
where Sˆ
(x)
j and Sˆ
(z)
j are the Pauli spin-1/2 matrices for
the spin on site j. The strength of the transverse field
is denoted as λ and V is the coupling between neighbor-
ing spins. The periodic boundary conditions imply that
Sˆ
(z)
N+1 should be substituted by Sˆ
(z)
1 in Eq. (37). Dissi-
pation is provided by a zero temperature bath, causing
decay of the excited spin states under photon emission
with rate κ as described by the Lindblad operators
Lˆj =
√
κSˆ
(−)
j . (38)
Here, the spin lowering operator on site j is denoted as
Sˆ
(−)
j . We again take the number of emitted photons as
the dynamical activity.
In recent work, a dynamical phase diagram was con-
structed within the s-ensemble formalism using both nu-
merical methods and mean-field theory [51, 67, 68]. It
was shown that depending on the ratios λ/κ and V/κ,
the system is either in an active phase or an inactive
phase. Fixing the ratio V/κ, the mean-field theory also
predicted that an intermittent phase can exist between
the two phases for a range of λ values. However, numer-
ically it appeared that this intermittent phase collapses
to a single transition point λc in the large system-size
limit, N → ∞. At this point, the system will be at co-
existence between the active and inactive states and will
show intermittency, marked by a first order trajectory
transition at s = 0. Furthermore, in the region around
λc, but firmly in the active or inactive phases, one would
expect the full distribution of quantum jumps to possess
some features of the other phase due to the proximity of
the transition point.
9This behavior may be probed by tuning the counting
field s and should manifest itself as trajectory transition
points at s 6= 0. To confirm this prediction, we calculate
the high-order cumulants of the dynamical activity and
extract the leading pair of Lee-Yang zeros. Doing this
for different values of the transverse field λ, we can con-
struct a trajectory phase diagram for the dissipative Ising
model. We tune the system across a range of transverse
fields, where the system changes from being inactive with
the stationary state being ferromagnetic in nature (all
spins pointing down) to being highly active with the sta-
tionary state being paramagnetic. We consider a finite-
size chain, where the crossover between the two phase is
smeared out, but we expect that the transition becomes
sharp in the large system-size limit, N →∞.
To find the dynamical Lee-Yang zeros, we prepare the
system close to its equilibrium state in each parame-
ter regime and then evaluate numerically the high-order
cumulants using the method described in Appendix A.
From the cumulants of order n = 6, 7, 8, 9 we then ex-
tract the leading dynamical Lee-Yang zeros as functions
of time using Eq. (29). The results for three different
value of the transverse field λ are shown in Fig. 4b. Be-
low a certain threshold value of the transverse field, the
dynamical Lee-Yang zeros converge to a complex pair of
phase transition points with negative real-parts, showing
that the system at s = 0 is mostly in the inactive phase.
At the transverse field is increased, the system eventu-
ally crosses over into the active phase with correspond-
ing phase transition points that have positive real-parts.
This is similar to the results for the driven three-level
system, where the dynamical phase coexistence is char-
acterized by critical point points away from the origin.
We can now construct a trajectory phase diagram for
the dissipative Ising model. In Fig. 4c, we show the real-
part of the critical points sc and s
∗
c for different values
of λ. We see that the system shows a rather sharp tran-
sition within a narrow band of transverse fields even for
this finite-size system, and our results (for s = 0) are
consistent with the numerical calculations as well as the
mean-field theory presented in Ref. [51]. Finally, to check
the consistency of our results, we insert the extracted
Lee-Yang zeros back into Eq. (28) and compare the result
with the numerically calculated cumulants. This com-
parison is made in Fig. 4d-f, showing the extraction of
the leading dynamical Lee-Yang zeros works well for the
periods of time that we consider here.
VI. CONCLUSIONS
We have used high-order cumulants of dynamical ob-
servables to investigate the dynamical Lee-Yang zeros of
generating functions in open quantum systems. With
our recently proposed method, we have investigated the
photon emission processes for a driven quantum three-
level system and for the dissipative quantum Ising chain.
These systems are of particular interest as they exhibit
dynamical intermittency accompanied by a first-order
trajectory phase transition. The phase transitions are
manifested as crossovers in the dynamical activity as an
external counting field is varied. However, as we have
shown, the existence and location of the phase transi-
tions can also be inferred from the dynamical Lee-Yang
zeros as they with time move towards the phase transi-
tion points in the complex plane of the counting field.
Importantly, the Lee-Yang zeros can be extracted from
the high-order cumulants of the dynamical activity cor-
responding to the real physical dynamics taking place
without the counting field. As such, our method offers
the possibility to detect trajectory phase transitions in
open quantum systems from the finite-time behaviour of
measurable quantities. The approach is quite general and
may be extended to other observables and associated en-
sembles of trajectories such as quadrature trajectories.
In future work, it would be interesting to understand if
the nature of a phase transition (first-order or continu-
ous) can be understood from the way the dynamical Lee-
Yang zeros accumulate in the long-time limit. This may
require that not only the leading pair of Lee-Yang ze-
ros is extracted from the high-order cumulants, but also
sub-leading pairs of zeros might be needed.
VII. ACKNOWLEDGEMENTS
The work is supported by the NCCR QSIT, by the
Swiss NSF, by EPSRC Grant no. EP/I017828/1, and by
Leverhulme Trust grant no. F/00114/BG.
Appendix A: Calculation of high-order cumulants
To calculate high-order cumulants at finite times we
follow the method developed in Ref. [42]. We first define
a generating function of factorial moments
ZF (s, t) = Z(s, t)|e−s→s+1 =
∑
Kt
P (Kt, t)(s+ 1)
Kt ,
(A1)
obtained by replacing e−s by s + 1 in Eq. (3). The fac-
torial moments are then given by its derivatives with re-
spect to s evaluated at s = 0
〈Knt 〉F = ∂ns ZF (s, t)|s→0 = 〈Kt(Kt− 1) . . . (Kt−n+ 1)〉.
(A2)
Similarly to the ordinary moments and cumulants, the
generating function of the factorial cumulants is
ΘF (s, t) = lnZF (s, t) (A3)
from which the factorial cumulants follow as
〈〈Knt 〉〉F = (−1)n∂ns ΘF (s, t)|s→0. (A4)
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The ordinary cumulants can be expressed in terms of the
factorial cumulants via the relation
〈〈Kmt 〉〉 =
m∑
j=1
st(m, j)〈〈Kjt 〉〉F , (A5)
with st(m, j) being Stirling numbers of the second kind.
The advantage of the factorial moments and cumulants
becomes clear when considering their dynamical equa-
tions. Replacing e−s by s+ 1 in Eq. (11) we find
d
dt
ρˆF (s, t) = Lρˆ(s, t) + s
∑
j
Lˆj ρˆF (s, t)Lˆ
†
j , (A6)
having defined
ρˆF (s, t) =
∑
Kt
sKt ρˆ(Kt, t). (A7)
Differentiating the dynamical equation n times with re-
spect to s at s = 0 we find a hierarchy of coupled equa-
tions reading
d
dt
ρˆ
(n)
F (t) = Lρˆ(n)F (t) + n
∑
j
Lˆj ρˆ
(n−1)
F (t)Lˆ
†
j , (A8)
where
ρˆ
(n)
F (t) = ∂
n
s ρˆF (s, t)|s=0. (A9)
Taking the trace of these density matrices, we find the
factorial moments, i. e.,
〈Knt 〉F = Tr[ρˆ(n)F (t)] (A10)
from which the factorial and ordinary cumulants follow.
We note that Eq. (A8) for the factorial moments only
couples ρˆ
(n)
F (t) to ρˆ
(n−1)
F (t), which is much simpler than
the corresponding equations of motion for the ordinary
moments.
For small system sizes, like the driven three-level sys-
tem, the factorial cumulants up to order N can be found
using exact diagonalization. To this end, we introduce
the vector
g =
[
|ρˆ(t)〉〉, |ρˆ(1)F (t)〉〉, . . . , |ρˆ(N)F (t)〉〉
]T
, (A11)
where |ρˆ(n)F (t)〉〉 is the vector representation of ρˆ(n)F (t) with
n = 1, . . . , N . From Eq. (A8) we then obtain the equa-
tion
d
dt
g = Lg, (A12)
where the matrix L reads
L =

L 0 0 0 0
L′ L 0 0 0
0 2L′ L 0 0
...
...
. . .
0 0 0 NL′ L
 (A13)
with L = L(s = 0) and L′ being the matrix representa-
tion of the quantum jump operators
∑
j Lj •L†j . For the
driven three-level system, we can diagonalize the matrix
in Eq. (A13) and thereby evaluate the time-dependence
of g to obtain the cumulants. For the dissipative Ising
model, the resulting matrix is too large to diagonalize,
and instead we solve Eq. (A8) using a third-order Runge-
Kutta algorithm.
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