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Non-equilibrium Fo¨rster and Modified Redfield Theories
Joachim Seibt∗ and Toma´sˇ Mancˇal
Faculty of Mathematics and Physics, Ke Karlovu 5, 121 16 Prague 2, Czech Republic
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We derive equations of motion for the reduced density matrix of a molecular system which un-
dergoes energy transfer dynamics competing with fast internal conversion channels. Environmental
degrees of freedom of such a system have no time to relax to quasi-equilibrium in the electronic
excited state of the donor molecule, and thus the conditions of validity of Fo¨rster and Modified
Redfield theories in their standard formulations do not apply. We derive non-equilibrium versions
of the two well-known rate theories and apply them to the case of carotenoid-chlorophyll energy
transfer. Although our reduced density matrix approach does not account for the formation of
vibronic excitons, it still confirms the important role of the donor ground-state vibrational states in
establishing the resonance energy transfer conditions. We show that it is essential to work with a
theory valid in strong system-bath interaction regime to obtain correct dependence of the rates on
donor-acceptor energy gap.
I. INTRODUCTION
Excitation energy transfer (EET) processes represent
an important subclass of transport phenomena in open
quantum systems [1]. Studies of EET processes in con-
densed matter, artificial nano-materials and biological
systems inspire applied renewable energy research, as
well as provide fundamental insights into important nat-
ural processes. The latter is especially true for biological
research. In the field of photosynthesis, soon after it
was recognized in 1990s that closely packed aggregates
of (bacterio)chlorophylls are responsible for light energy
harvesting and initial energy transport, EET processes
became the prime subject of theoretical studies. A con-
sistent picture of EET dynamics in photosynthetic molec-
ular aggregates has emerged towards the end of past cen-
tury [1, 2]. The field has drawn heavily from the previous
advances in experimental laser science [3, 4], the theory
of time resolved spectroscopy [5], the theory of transfer
processes in molecular crystals [6] and the whole devel-
opment in the field of dissipative dynamics [7, 8].
Master equations for the reduced density matrix
(RDM), mostly in Markovian, but also in non-Markovian
formulations [9], often in conjugation with response func-
tion theory of non-linear ultrafast spectroscopy [5], form
the basis of most of the successful theories of EET pro-
cesses in photosynthesis [10]. Depending on the type of
the molecular system, various types of master equations
describe the EET processes successfully. In general, there
are two limits in which master equations provide correct
dynamics. Both these limits are defined by the region of
validity of certain perturbation theories. If, for instance,
the resonance coupling between two molecular systems
can be considered a small parameter, one arrives at a set
of RDM equations containing rates similar to the well-
known Fo¨rster resonance energy transfer rates [11, 12].
∗
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If, on the other hand, the system–bath coupling can be
considered a small parameter, one arrives at master equa-
tions related to those proposed originally by A. G. Red-
field in the framework of nuclear magnetic resonance [13].
The original result of Fo¨rster can be conveniently writ-
ten in terms of experimentally accessible quantities (see
e. g. [2]) and it has gained substantial popularity due
to its intuitive character. In molecular complexes, simple
predictions of the Fo¨rster theory often fail [14–16], but
generalizations of the original ideas to interactions be-
tween the whole molecular complexes is straightforward
[14, 17, 18]. Similarly, Redfield equations adapted for
molecular aggregates proved to be an extremely versa-
tile tool [1, 2, 19]. Frenkel exciton model in conjuga-
tion with the Redfield equations, often in combination
with the Fo¨rster theory, is behind a substantial part of
the qualitative insight we have into the inner workings
of photosynthesis (see e.g. [16, 20–23]). The two general
theories described above are often stretched beyond their
formal region of validity, even though they rarely cease
to deliver meaningful physical insights.
Despite current attention to fine effects of under-
damped intramolecular vibrational modes [24–28] and to
details of spectral density shapes [29], and despite recent
efforts to introduce a paradigm shift in understanding of
the origin of the photosynthetic EET efficiency [30–32],
the overall picture of this process, as drawn by the mas-
ter equations of the Fo¨rster and Redfield types, remains
valid [33] (see e. g. [34] for quantitative results). Recent
theoretical advances enabling exact numerical solutions
of some types of energy transfer problems e.g. by Hier-
archical equations of motion (HEOM) [35–37] or by the
Time evolving density with orthogonal polynomial algo-
rithm (TEDOPA) approach [38, 39], also do not change
the picture qualitatively, but rather improve quantitative
aspects of our understanding.
The approximate Fo¨rster/Redfield theories will con-
tinue to play an important role in our understanding of
EET phenomena for years to come. A testimonial to this
are recent works attempting to improve their accuracy
2in various regimes of approximation [40–46]. Our effort,
presented in this work, can be understood as an integral
part of this trend.
We are motivated by our recent study of ultrafast en-
ergy transfer between the bright S2 state of a carotenoid
molecule and the second lowest excited state, the so-
called Qx state, of (bacterio)chlorophyll ((B)Chl) and
related molecules [47]. By means of an explicit non-
perturbative treatment of carotenoid vibrational modes,
it was possible to show in Ref. [47] that multi-
vibrational-quantum transitions on the carotenoid are
responsible for the measured sub 100 fs energy transfer
time from carotenoid to chlorophyll. This transition is
so fast that it outcompetes even the internal relaxation
from S2 → S1 in the carotenoid.
Any such explicit inclusion of vibrational degrees of
freedom (DOF) into the Hamiltonian becomes quickly
numerically too expensive when the size of the molecu-
lar system grows. It would therefore be of interest to
see if methods treating nuclear DOF as a bath can re-
produce the above mentioned ultrafast EET rates. The
multi-quantum character of the transitions suggests that
any theory of energy transfer in this system has to go be-
yond second order in system-bath interaction. This ex-
cludes ordinary Redfield theory from consideration, and
suggests Fo¨rster and Modified Redfield theories as the
possible candidates, due to their (partial in case of Mod-
ified Redfield) non-perturbative character with respect
to system–bath coupling. In their standard formulations
(see e.g. [19] Chap. 11.5 and 11.6) it is assumed that the
state of the bath corresponding to the initial condition
of the EET is adapted to the excited state potential en-
ergy surfaces (PES). This assumption works reasonably
well for the Fo¨rster theory and slow EET rates, where
the initial equilibration of the bath in the excited state
occurs much faster than the subsequent/competing EET.
In such a formulation the equations are, strictly speak-
ing, valid on time-scales on which short time processes,
such as bath reorganization or dephasing of coherences,
are already over. In case of Modified Redfield theory we
find the same limitation. Modified Redfield theory was,
moreover, derived only for populations of delocalized ex-
citonic levels [48, 49]. While the reason for not treat-
ing coherence elements of the density matrix is technical
(the derivation within the projection operator technique
is only possible with an operator projecting on the di-
agonal elements of the density matrix only), in the time
interval in which the theory is valid, the coherence el-
ements of the RDM should be zero anyway. Standard
formulations of the Fo¨rster and Modified Redfield theo-
ries are therefore not suitable for the problem of S2 → Qx
transition, because the bath DOF of the carotenoid, when
the system is excited to S2, have no time to equilibriate.
Not only the transfer from S2 to Qx occurs fast, also
the depopulation of S2 due to other competing channels
is ultrafast. It is therefore much more reasonable to as-
sume that the bath is close to the state in which it was
right after the excitation (experiment is performed with
ultrashort pulses). This excited bath state corresponds,
in Condon approximation, to the bath equilibrium estab-
lished prior to excitation on the electronic ground-state.
On the excited state PES, such initial state of the bath
represents a highly non-equilibrium state, and it is con-
trasted here with the usual electronic excited state equi-
librium assumed in the standard formulations of the two
relaxation theories. Our task is therefore to derive the
non-equilibrium equivalents of the Fo¨rster and Modified
Redfield theories.
The paper is organized as follows: First the theoretical
background is reviewed in Sec. II. It starts with a deriva-
tion of a quantum master equation in Sec. II A using the
projection operator formalism under the assumption that
the bath is not in thermal equilibrium initially. Then the
general expression is specified for the cases of Fo¨rster
and Modified Redfield population transfer in Sec. II B
and IIC, respectively. The results of model calculations
, in particular a comparison of the time-dependencies
of Fo¨rster and Modified Redfield rates obtained from
standard and non-equilibrium approaches, extraction of
transfer rates from the population dynamics of a system
with additional relaxation channels, and effects of finite
excitaion pulse width, are discussed in Sec. III. Special
attention is paid to the donor–acceptor energy gap de-
pendence of the transfer rates which is investigated in
Sec. III C. An overview of the main aspects of this article
is given in Conclusions, Sec. IV.
II. THEORETICAL BACKGROUND
A. Derivation of quantum master equation using
projection operator formalism
Let us consider a dimer donor–acceptor system which
undergoes population transfer subsequent to electronic
excitation from ground- to singly excited state of the
donor. We assume that the initial state of the donor
can be factorized into an electronic part, represented by
the electronic ground-state of the donor, and an equi-
librium state of the bath. The bath includes both the
intramolecular nuclear DOF of the donor molecule and
the degrees of freedom (DOF) of the environment of the
donor. The factorization assumption is reasonable as we
assume that the energy gap is optical, and no thermal
electronic excitation can therefore exist. The effect of
electronic excitation on the bath DOF coincides with a
displacement of the bath oscillators. The total Hamil-
tonian of the dimer (including its environmental DOF)
can be decomposed into a reference Hamiltonian H0 and
a perturbation Hamiltonian H ′. Different choices of the
reference and perturbation Hamiltonians enable us to ap-
ply perturbation theory with validity in different ranges
of system parameters.
The Liouville equation for time evolution of the density
matrix ρ is formulated in the interaction picture with
respect to H ′ with Liouville operator LI(t) including the
3time-dependence of the perturbation Hamiltonian under
the influence of the reference Hamiltonian H ′:
ρ˙(t) = −iLI(t)ρ(t) = −i [H
′(t), ρ(t)] , (1)
where H ′(t) = exp(−iH0t/~)H ′ exp(iH0t/~). To facil-
itate a systematic treatment of the combined dynamics
of system and bath, the bath degrees of freedom can be
traced out by applying a projection operator [49]. This
projection operator includes the projection on the eigen-
states |a〉 of the system, the bath density matrix in ther-
mal equilibrium ρb,eq,g of the electronic ground-state and
the trace over the bath Trq in terms of
PA =
∑
a
ρb,eq,g|a〉〈a|Trq{Aaa}. (2)
Furthermore, by defining a complementary projection op-
erator Q = 1 − P and by inserting the identity P + Q
after LI [1], we obtain coupled differential equations
P ρ˙(t) = −iPLI(t)(P +Q)ρ(t),
Qρ˙(t) = −iQLI(t)(P +Q)ρ(t).
(3)
Inserting the solution of the second component of Eq. 3
into the first component yields the Nakajima-Zwanzig
identity (see e.g. Ref. [19])
P ρ˙(t) = −iINZ(t)− iLNZ(t)Pρ(t)−KNZ(t,Pρ), (4)
where in contrast to the terms INZ(t) and LNZ(t) the
term KNZ(t,Pρ) includes a convolution of the time evo-
lution of the density matrix with a memory kernel. How-
ever, Eq. (4) can be recast into a convolutionless form
P ρ˙(t) = −iICL(t)−KCL(t)Pρ(t), (5)
which after taking the trace corresponds to∑
a
|a〉〈a|Trq{ρ˙aa(t)} =
− i
∑
a
|a〉〈a|Trq{(LI(t)ρb,eq,g)aa}σI(0)
−
∫ t
0
dτ
∑
a
|a〉〈a|Trq{(LI(t)QLI(τ)ρb,eq,g)aa}σI(t).
(6)
By identifying the remaining terms as
R(t) = KCL(t)
=
∫ t
0
dτ
∑
a
|a〉〈a|Trq{(LI(t)QLI(τ)ρb,eq,g)aa},
(7)
and
I(t) = −iICL(t) = −i
∑
a
|a〉〈a|Trq{(LI(t)ρb,eq,g)aa}σI(0),
(8)
the quantum master equation (QME) for the system den-
sity matrix σI =
∑
a |a〉〈a|Trq{ρaa} becomes [41]
σ˙I(t) = −R(t)σI(t) + I(t). (9)
Note that σI(t) remains diagonal during the time evolu-
tion because all operators in Eq. 9 are diagonal by defini-
tion. Under the assumption that the perturbation Hamil-
tonian H ′ entering in LI is off-diagonal in the basis of the
electronic eigenstates, it is possible to formulate R(t) as
a product of two components. One of them is a popula-
tion transfer superoperator [50] acting only on the system
density matrix, and the other one accounts for the influ-
ence of the bath. The inhomogeneous term I(t) includes
the commutator of the electronic component of H ′ with
σI(0).
B. Calculation of Fo¨rster transfer rates
For the case of Fo¨rster transfer between a donor and an
acceptor, where the resonance Coulomb couplings Jnm
between the molecular transitions on molecules n and
m are small compared to the system-bath coupling, the
matrix elements of the perturbation Hamiltonian read as
H ′mn = Jmn|m〉〈n|. (10)
Besides the standard description Fo¨rster theory, a non-
equilibrium generalization has been derived previously
[40], however without applying the cumulant expansion
to obtain a compact line shape function based formula-
tion. We follow the derivation steps given in [49] un-
der the modified assumption that the bath in the excited
electronic state is not equilibrated initially. It rather cor-
responds to the equilibrium bath related to the electronic
ground state. To formulate rate expressions for further
evaluation via cumulant expansion, Eq. (6) is expressed
in terms of tensor elements accounting for population
transfer between an initially populated donor molecule
(index m) and an acceptor (index n) as
Rnnmm(t) = 2ℜ
∫ t
0
dtT rq{exp(iH
0
mt)H
′
mn
× exp(−iH0nt) exp(iH
0
nt
′)H ′nm exp(−iH
0
mt
′)ρb,eq,g}.
(11)
Different from Eq. (7), in Eq. (11) we take twice the real
part of the expression, as the complex conjugate tensor
element yields complex conjugated contribution. Fur-
thermore, in deriving Eq. (11) we assume that only the
unity operator entering in Q remains, as the term con-
taining P becomes zero. Because of the off-diagonal form
of the perturbation Hamiltonian and the initially diago-
nal form of the density matrix, the selection of diago-
nal elements by the projection operator given in Eq. (2)
makes the respective expression vanish. The Hamiltonian
operators Hk of the donor (k = m ∈ {1, 2}) and the ac-
ceptor (k = n ∈ {1, 2}, n 6= m) contain electronic excita-
tion energies e0k, reorganization energies lk, bath phonon
4energies ephk and energy gap coordinates uk associated
with system-bath coupling [49]. The bath component of
Rnnmm(t) can be formulated in terms of time-ordered
exponentials containing integrals over energy gap coordi-
nates in the interaction picture (see e.g. [5])
uk(τ) = exp(ie
ph
k τ)uk exp(−ie
ph
k τ). (12)
In the framework of the second-order cumulant expan-
sion, the line shape functions can be identified as
gk(τ) =
∫ τ
0
dτ ′
∫ τ ′
0
dτ ′′Trq{uk(τ
′′)uk(0)} (13)
under the assumption that the bath fluctuations associ-
ated with the singly excited states of donor and acceptor
can be considered as uncorrelated, so that the cumulant
expansion only yields line shape functions related to ei-
ther the donor or the acceptor. Eq. (7) then becomes
Rnnmm,bath,noneq(t) = 2|Jmn|
2
ℜ
(∫ t
0
dt′ exp(i(e0m − e
0
n)(t− t
′)) exp(i(lm − ln)(t− t
′))
exp (−gn(t− t
′)− gm(t− t
′)
+2iℑ(gm(t))− 2iℑ(gm(t
′)))
)
(14)
For comparison, the analogous expression in the case of
the standard Fo¨rster approach reads [49]
Rnnmm,bath,std(t) = 2|Jmn|
2
ℜ
(∫ t
0
dt′ exp(i(e0m − e
0
n)(t− t
′)) exp(i(−lm − ln)(t− t
′))
exp (−gn(t− t
′)− gm(t− t
′))
)
(15)
The Fo¨rster transfer rate can also be expressed in terms
of an integral over the product of absorption and complex
conjugate emission component, which in the case of the
standard description correspond to
An(t
′) = exp(−i(e0n + ln)t
′) exp (−gn(t
′)) (16)
and
Fm(t
′) = exp(−i(e0m − lm)t
′) exp (−g∗m(t
′)) (17)
respectively. The rate expression then becomes
Rnnmm,bath,std(t) = 2|Jmn|
2ℜ
(∫ t
0
dt′F ∗m(t
′)An(t
′)
)
.
(18)
Note that in the limit of large time argument t−t′, the in-
tegrand functions from Eqs. (14) and (15) become equiv-
alent, because limτ→∞ g˙k(τ) = −lk [48]. However, this
limit is not applicable for small values of t − t′, so that
the different approaches lead to different results for t′
approaching the upper integration border.
An analogous approach as in the derivation of the ho-
mogeneous term given in Eq. (14) for the formulation of
the inhomogeneous term from Eq. (8) leads to
Innmm,bath(t) = 2Jmnℑ
(
exp(−i(e0m − e
0
n)t)
exp(−i(lm − ln)t) exp(−g
∗
n(t)− gm(t))) .
(19)
The evolution of the system can be treated separately by
introducing a superoperator for population transfer from
state m to state n, which can be expressed in terms of
matrix elements of an operator Θ with
Θmn = |m〉〈n|. (20)
This off-diagonal operator accounts for the influence of
the electronic component of the perturbation Hamilto-
nian. The matrix elements of the relaxation superopera-
tor are [50]
Knnmm • = [Θmn,Θnm • − • Θmn]. (21)
These matrix elements enter in Rnnmm(t) =
Rnnmm,bath(t)Knnmm. Note that the selection of
diagonal elements in the system eigenbasis accord-
ing to the definition of the projection operator from
Eq. (2) implicitly enters in the relaxation superop-
erator. For the inhomogeneous term, one obtains
Innmm(t) =
∑
a |a〉〈a| (Innmm,bath(t)[Θnm, σI(0)])aa.
Selecting diagonal elements from the off-diagonal com-
mutator expressions makes Innmm(t) vanish. The rate
equation can then be formulated as
σ˙I,nn(t) = −
∑
m
Rnnmm(t)σI,mm(t). (22)
C. Calculation of Modified Redfield transfer rates
In the case that the system-bath coupling is sufficiently
small, it can be treated in a perturbative way, while the
resonance coupling enters in the description of the system
via a transformation to the so-called exciton basis. The
exciton eigenstates |k〉 are expressed in terms of linear
combinations of the localized singly excited states |n〉 as
|k〉 =
∑
n
jkn|n〉. (23)
Reference Hamiltonian contains exciton eigenenergies
E0k, phonon energies e
ph
n , reorganization energies ln and
energy gap coordinates un, where ln and un are weighted
by products of transformation coefficients ak1k2(n) =
jk1njk2n, {k1, k2} ∈ {k, k
′} with equal indices. The refer-
ence Hamiltonian reads as
H0k =
[
E0k +
∑
n
(akk(n)ln + e
ph
n + akk(n)un)
]
|k〉〈k| .
(24)
5In contrast, the perturbation Hamiltonian
H ′kk′ = H
el−ph
kk′ = (1− δkk′)
[∑
n
akk′ (n)un
]
|k〉〈k′| (25)
contains products of transformation coefficients
with different indices. The rate can be expressed
in terms of line shape functions gn,k1k2k3k4(τ) =
ak1k2(n)ak3k4(n)gn(τ) and reorganization energies
ln,k1k2k3k4 = ak1k2(n)ak3k4(n)ln with the short-
hand notations gk1k2k3k4(τ) =
∑
n gn,k1k2k3k4(τ) and
lk1k2k3k4 =
∑
n ln,k1k2k3k4 . Details of the derivation are
given in the Supporting Information. As in the case
of the Fo¨rster description, also in the integrand of the
Modified Redfield rate expression we can identify an
absorption component Ak and an emission component
Fk′ , the latter taken as complex conjugate. However,
there is also an additional component Nkk′ consisting
of line shape function derivatives, so that the rate
expression reads as
Rkkk′k′,bath,noneq(t) = 2ℜ
(
∫ t
0
dt′F ∗k′ (t, t
′)Ak(t, t
′)Nkk′ (t, t
′)
)
,
(26)
with
Fk′ (t, t
′) = exp(−iE0k′(t− t
′))
exp(−ilk′k′k′k′(t− t
′)) exp (−g∗k′k′k′k′(t− t
′)
−2iℑ(gk′k′k′k′(t)) + 2iℑ(gk′k′k′k′(t
′))) ,
(27)
Ak(t, t
′) = exp(−iE0k(t− t
′))
exp(−ilkkkk(t− t
′)) exp (−gkkkk(t− t
′)) ,
(28)
and
Nkk′(t, t
′) = exp (2gkkk′k′ (t− t
′)
−2iℑ(gkkk′k′ (t)) + 2iℑ(gkkk′k′(t
′)))
× {g¨k′kkk′ (t− t
′)
− [g˙k′kk′k′(t− t
′)− g˙k′kkk(t− t
′)
− 2iℑ(g˙k′kk′k′(t))] × [g˙k′k′kk′ (t− t
′)
− g˙kkkk′ (t− t
′)− 2iℑ(g˙k′k′kk′ (t
′))]}.
(29)
The standard Modified Redfield rate can be expressed as
Rkkk′k′,bath,std(t) = 2ℜ
(
∫ t
0
dt′F˜ ∗k′ (t, t
′)A˜k(t, t
′)N˜kk′ (t, t
′)
)
,
(30)
with
F˜k′(t, t
′) = exp(−iE0k′(t− t
′))
exp(+ilk′k′k′k′(t− t
′)) exp (−g∗k′k′k′k′ (t− t
′)) ,
(31)
A˜k(t, t
′) = exp(−iE0k(t− t
′))
exp(−ilkkkk(t− t
′)) exp (−gkkkk(t− t
′)) ,
(32)
and
Nkk′(t, t
′) = exp(2ilkkk′k′ (t− t
′))
exp(+2gkkk′k′(t− t))× {g¨k′kkk′ (t− t
′)
− [g˙k′kk′k′(t− t
′)− g˙k′kkk(t− t
′)
+ 2ilk′kk′k′ ]× [g˙k′k′kk′ (t− t
′)
− g˙kkkk′ (t− t
′) + 2ilk′k′kk′ ]}.
(33)
As in the Fo¨rster description, the integrand functions of
the rate expressions from non-equilibrium and standard
treatments become identical in the limit of large time
arguments t− t′.
Furthermore, as in the Fo¨rster case, the inhomoge-
neous term vanishes, and the homogeneous component
of the population transfer dynamics can be described by
introducing a population transfer superoperator. The re-
spective expressions given in Eqs. (20)–(22) are also valid
in the Modified Redfield case after replacing n and m
with k and k′.
III. RESULTS AND DISCUSSION
A. Time-dependence of transfer rates
In this section we calculate transfer rates for a model
donor–acceptor system motivated by previously studied
carotenoid-chlorophyll and carotenoid-purpurin dyads
[47]. The dyads in Ref. [47] are strongly heterogeneous
dimers with large donor–acceptor energy gaps compared
to the excitonic coupling. Because we concentrate on
studying our newly developed rate theory in this work,
we choose the system parameters with a certain freedom
to demonstrate the properties of the rates. The param-
eters of the dyads from Ref. [47], are to be taken as a
motivation only. Nevertheless, to distinguish the differ-
ent characters of the molecules composing the dimer, we
refer to them as carotenoid (Car) and chlorophyll (Chl),
respectively. All calculations are performed at room tem-
perature, 293 K, and we ignore the so-called static disor-
der of the transition energies of the molecules. Resonance
coupling is set to J = −119 cm−1 as in Ref. [47].
Let us first neglect underdamped oscillations charac-
teristic for carotenoid energy gap correlation function.
Such underdamped oscillations with reorganization en-
ergy λUO,i, central frequency ωUO,i and damping con-
stant γUO,i can be included in terms of a spectral density
JUO,i(ω) = 2λUO,i
ω2UO,iωγUO,i
(ω2 − ω2UO,i)
2 + ω2γ2UO,i
, (34)
where i ∈ {Car,Chl}. To neglect this spectral den-
sity contribution, we set λUO,Car to zero at first, while
λUO,Chl is always taken as zero in this work. We de-
scribe the energy gap fluctuations of both components of
6the dimer by low-frequency overdamped Brownian oscil-
lator spectral densities with reorganization energy λBO,i
and damping constant ΛBO,i inversely proportional to
the decay time τBO,i
JBO,i(ω) = 2λBO,i
ωΛBO,i
ω2 + Λ2BO,i
, i ∈ {Car,Chl}. (35)
We choose λBO,Car = 67 cm
−1, λBO,Chl = 60 cm
−1,
τBO,Car = 30 fs and τBO,Chl = 47 fs for the calculations.
The line shape function components are obtained from
the sum spectral density Ji(ω) = JUO,i(ω) + JBO,i(ω)
via the standard formula
gBO,i(t) =
1
2π
∫
∞
−∞
dω
1− cos(ωt)
ω2
coth
(
ω
2kBT
)
Ji(ω)
+
i
2π
∫
∞
−∞
dω
sin(ωt)− ωt
ω2
Ji(ω),
(36)
where i ∈ {Car,Chl}. To demonstrate the differences
of the time-dependencies of rates calculated under the
standard equilibrium and the non-equilibrium bath con-
ditions, we first assume the energy gap between the dimer
site energies to take the value of ω21 = −100 cm
−1. This
value is comparable with the reorganization energies of
the Brownian oscillators.
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FIG. 1. Upper row: Time-dependence of population trans-
fer rates from standard formulation of (a) Fo¨rster and (b)
Modified Redfield approach. Lower row: Time-dependence of
population transfer rates from non-equilibrium formulation of
(c) Fo¨rster and (d) Modified Redfield approach. The black
and red lines correspond to k1→2 and k2→1 in the Fo¨rster
case and to kα→β and kβ→α in the Modified Redfield case,
respectively. The difference between site energies was cho-
sen as ω21 = −100 cm
−1. Intramolecular vibrations of the
carotenoid were not taken into account in terms of under-
damped oscillators. The other parameters are specified in
Sec. IIIA.
Time-dependent rates from both Fo¨rster and Modi-
fied Redfield approach are shown in Fig. 1. The two
theories are formulated in different bases and they refer
to transitions between states of different kinds. We de-
note states localized on individual molecules (local basis)
by numbers (1, 2) and the delocalized eigenstates of the
dimer (excitonic basis) by Greek letters (α, β). For def-
inition of these states see supporting information. The
standard Fo¨rster theory (stFT) [49] results in the rates
k1→2 = −R2211 and k2→1 = −R1122 corresponding to
the black and red line in Fig. 1 (a), respectively. Both
rates reach asymptotic values already at about 100 fs.
These asymptotic values are different from the ones of the
rates kα→β = −Rββαα and kβ→α = −Rααββ obtained
from the standard Modified Redfield theory (stMRT) [49]
(see Fig. 1 (b)). Even though the detailed balance condi-
tion in the strict sense only applies to the rates obtained
from standard Redfield theory (stRT), the ratio of the
asymptotic values of the rates from Fig. 1 (b) exhibits a
deviation of less then 2% from the thermal population
of the exciton states with energy gap of 260 cm−1 for
the given values of J and ω21. Similar findings are ob-
tained for the time-dependencies of the non-equilibrium
Fo¨rster theory (noneqFT) rates and the non-equilibrium
Modified Redfield theory (noneqMRT) rates, as shown
in the subfigures (c) and (d) of Fig. 1, respectively. In
the case of noneqMRT the deviation from detailed bal-
ance is even smaller. The noneqFT rates take longer
to reach their asymptotic values than the ones of the
stFT. This effect is clearly recognizable by comparing
the back-transfer rates (red lines). Note that the find-
ing of similar asymptotic values for rates from standard
and non-equilibrium approach cannot be generalized, as
discussed in Sec. II. By comparing Fig. 1b and Fig. 1d
one finds differences between noneqMRT and stMRT in
the oscillatory dynamics during the early time evolution.
Damping of these oscillations indicates bath equilibra-
tion. At the upper border of the displayed time interval
the rates from noneqMRT and stMRT reach similar val-
ues. Close to this upper interval border the oscillations
of the rates are almost completely damped out, so that
the rates can be approximately considered as asymptotic.
In the next step we include intramolecular vibrational
modes characteristic of the carotenoid energy gap cor-
relation function. We introduce an underdamped oscil-
lator with reorganization energy λUO,Car = 1800 cm
−1,
vibrational frequency ωUO,Car = 1390 cm
−1 and damp-
ing constant γUO,Car inversely proportional to the de-
cay constant τUO,Car = 200 fs. Our model carotenoid
only exhibits one effective high-frequency mode for sim-
plicity. We again study the difference between the rates
obtained from the standard and our non-equilibrium ap-
proaches. We increase the gap between the donor and
acceptor site energies to ω21 = −1500 cm
−1. This en-
ergy corresponds more closely to the actual case of the
carotenoid-chlorophyll dyad [47]. The time-dependencies
of the rates are now more influenced by the presence of
the intramolecular carotenoid vibrations than by the low-
frequency Brownian oscillator contributions of the envi-
ronment. The resulting stFT rates are displayed in Fig. 2
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FIG. 2. Fo¨rster and modified Redfield rates displayed in
analogy to Fig. 1, however with inclusion of intramolec-
ular vibrations in the calculation (parameters specified in
Sec. IIIA) and under the assumption of an energy gap ω21 =
−1500 cm−1.
(a). Similar to the results from calculations without vi-
brations, the respective rates converge toward asymptotic
values. Only up to about 100 fs rudimentary oscillations
are recognizable. Analogous findings are obtained for the
Modified Redfield rates. The rate kα→β reaches a larger
asymptotic value than the corresponding Fo¨rster rate
k1→2 (see Fig. 2 (b)). If a non-equilibrium description is
chosen, damped oscillations appear throughout the con-
sidered time interval (see Fig. 2 (c) and (d)). These os-
cillations can be attributed to the intramolecular vibra-
tions of the carotenoid. By considering the evolution of
the average of non-equilibrium rates and disregarding the
deviations caused by the oscillations, one finds that this
average also approaches an asymptotic value. However,
convergence of the average rate takes place considerably
slower than in the case of standard description, thereby
indicating the equilibriation process.
As the excitonic coupling is much smaller than the re-
organization energies of the monomer components, the
criterion for applicability of the Modified Redfield ap-
proach seems not to be fulfilled at first sight. However,
a more careful examination shows that not the size of
the reorganization energies by themselves, but rather the
size of the related off-diagonal system-bath coupling el-
ements matters for an estimation whether the criterion
for applicability of the Modified Redfield approach is ful-
filled. The off-diagonal system-bath coupling scales with
a product of the coefficients from transformation between
localized basis and exciton basis, which become smaller
when the energy gap between donor and acceptor in-
creases. Therefore, in the case of the parameter val-
ues specified in the discussion above, the requirements
for Modified Redfield approximation are likely to apply,
rather than those of Fo¨rster approximation.
B. Extraction of transfer rates from population
dynamics with laser pulse effects
When considering underdamped intramolecular vibra-
tional modes, the transfer rates k2→1 and kβ→α obtained
from the two non-equilibrium approaches may exhibit
negative values in the very early time evolution up to
about 20 fs. If this effect is not sufficiently compen-
sated by the complementary rates k1→2 and kα→β , it
can lead to unphysical populations outside the range be-
tween 0 and 1 . The presence of such unphysical popula-
tions seems to be related to the positivity issue, reported
previously for Markovian quantum master equations and
explained by transient non-Markovian effects before suf-
ficient relaxation of the bath has taken place [51–53].
These effects can average out under the smoothing in-
fluence of additional relaxation channels and excitation
by a laser pulse with finite width, as discussed below.
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FIG. 3. Level scheme of a donor-acceptor complex of
carotenoid and chlorophyll, where in Fo¨rster description after
electronic excitation from S0 to S2 intermolecular population
transfer from S2 to Qx is facilitated by resonant emission of
the carotenoid and absorption of the chlorophyll component.
The fast competing intramolecular population transfer chan-
nels S2 → S1 and Qx → Qy limit the carotenoid emission to
the early stage of the equilibration process in S2.
To describe a donor-acceptor complex of carotenoid
and chlorophyll molecules by our dimer model system,
we identify the states 1 and 2 with the S2 state of the
carotenoid and the Qx state of the chlorophyll compo-
nent, respectively. Decay of the populations in S2 and
Qx accounts for intramolecular population transfer from
S2 to S1 and from Qx to Qy, as sketched in Fig. 3. Those
competing population transfer channels allow intermolec-
ular population transfer only at an early stage of the equi-
libration process in S2. Furthermore, for the population
dynamics, also effects of finite pulse width in the elec-
tronic excitation from the carotenoid ground state S0 to
S2 play a role. Under the assumptions that initially only
S0 is populated and that the pulses are weak enough not
to induce a significant depopulation of S0, the dynamics
8of the populations pS2 , pS1 , pQx and pQy can be expressed
in terms of the rates kS2Qx , kS2S1 and kQxQy as
~˙p(t′) =
d
dt′


pS2(t
′)
pS1(t
′)
pQx(t
′)
pQy (t
′)


=


−kS2Qx(t
′)− kS2S1 0 0 0
kS2S1 0 0 0
0 0 kS2Qx(t
′)− kQxQy 0
0 0 0 kQxQy




pS2(t
′)
pS1(t
′)
pQx(t
′)
pQy (t
′)

 .
(37)
Inclusion of effects caused by an excitation pulse with
time-dependent amplitude Apulse(t) leads to
~p(t) =
∫ t
0
dτ |Apulse(τ)|
2
∫ t
τ
dt′~˙p(t′); pi(τ) = δi,S2.
(38)
To demonstrate the smoothing influence of a finite pulse,
the populations pα (black line) and pβ (red line) resulting
from the non-equilibrium Modified Redfield rates shown
in Fig. 2 are plotted in Fig. 4 together with the corre-
sponding populations from dynamics under the influence
of a finite excitation pulse (green and blue line). Note
that in this calculation, additional relaxation channels
have not been taken into account to keep the comparison
simple.
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FIG. 4. Time-dependence of populations pα (black line) and
pβ (red line) resulting from the non-equilibriumModified Red-
field rates shown in Fig. 2 together with the corresponding
populations extracted from dynamics under the influence of a
finite excitation pulse (green and blue line). Note that addi-
tional relaxation channels have not been taken into account in
this calculation because their influence in decreasing pα and
pβ complicates the comparison.
If the additional relaxation channels are included, an
averaged population transfer rate can be obtained as
kS2Qx,avg = lim
t→∞
kS2S1
pQy (t)
pS1(t)
. (39)
Besides the calculated time-dependent transfer rate
kS2Qx , additional relaxation channels between S2 and S1
with a time constant of 95 fs and between Qx and Qy
with a time constant of 20 fs were assumed. To obtain a
realistic description, the FWHM of the pulse was taken
as 19.2 fs, in agreement with the pulse width in the ex-
periment.
C. Dependence of the transfer rates on the
donor-acceptor energy gap
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FIG. 5. Emission spectrum of carotenoid (blue line) and ab-
sorption spectrum of chlorophyll (red line) with parameters
specified in Sec. IIIA.
Investigation of the relaxation rate dependence on the
donor–acceptor energy gap by evaluating Eq. (39) allows
further interpretation of the underlying processes. For
the interpretation of the results from the Fo¨rster ap-
proach, it is useful to compare the energy gap depen-
dence of the rates with the overlap integral of the ab-
sorption spectrum of the acceptor (chlorophyll) and the
emission spectrum of the donor (carotenoid) as a func-
tion of the difference between the electronic excitation
energies (see Eq. (18) for the respective expression in the
time domain). From now on, all energy gap dependencies
discussed in this paper will be understood as dependen-
cies on the the energy differences between the localized
states of the donor (carotenoid) and acceptor (chloro-
phyll) molecules. This definition will be followed even in
cases where substantial delocalization exists and localized
states are not spectroscopically addressable. Due to vi-
sual similarity between ordinary absorption spectra and
the plots of the energy gap dependence of the spectral
overlap and the rates to be presented below, we use the
usual spectroscopic vocabulary for their description. For
convenience of expression we therefore speak of peaks,
9bands, their intensities etc. also when describing energy
gap dependencies of relaxation rates.
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FIG. 6. Left column: Energy gap dependence of popula-
tion transfer rates obtained from standard formulation of (a)
Fo¨rster (k1→2) and (b) Modified Redfield approach (kα→β).
Together with the Fo¨rster rate the dependence of the over-
lap of absorption and emission spectrum from Fig. 5 as a
function of the difference between the electronic excitation
energies of acceptor and donor is shown. Right column: En-
ergy gap dependence of population transfer rates from non-
equilibrium formulation of (c) Fo¨rster and (d) Modified Red-
field approach. The parameters are specified in Sec. IIIA.
In Fig. 5, the emission spectrum of our carotenoid
model and the absorption spectrum of our chlorophyll
model are shown as blue and red lines, respectively. The
overlap integral as a function of the energy gap between
the electronic excitation energies of acceptor and donor
is shown in Fig. 6 (a) as a red curve. In the same subfig-
ure the energy gap dependence of the stFT rate given by
Eq. (15) is displayed as a black curve. With respect to
the peak positions and relative values of maxima both re-
sults agree well. In the noneqFT rates, the distribution of
relative peak intensities changes. In particular, recogniz-
able peaks also appear at positive values of the difference
between the electronic excitation energies of acceptor and
donor (see Fig. 6 (c)). These findings can be explained
in an illustrative way by the potential diagrams shown
in Fig. 7, where donor emission (left hand side) and ac-
ceptor absorption (right hand side) are sketched. The
solid blue arrow is related to emission in the case of the
standard description, whereas the dashed blue arrow il-
lustrates emission from a non-equilibrium initial state. In
the stFT treatment, donor emission is assumed to take
place from the equilibrated excited state. Therefore, the
largest possible frequency of a vibrational peak in the
emission spectrum corresponds to the difference between
the minima of the excited state potential and the ground-
state potential, i.e. to the electronic excitation energy. In
the acceptor absorption spectrum the energetic position
of the single peak corresponds to the electronic excitation
energy as well. Thus, an overlap between absorption and
emission spectrum can only be obtained if the difference
between the electronic excitation energies of acceptor and
donor is smaller than zero (or slightly larger than zero by
an amount determined by the peak widths). In the case
of noneqFT rates, the emission can take place already at
an early stage of bath relaxation, so that the energetic
position of vibrational bands in the emission spectrum
can become larger than the electronic excitation energy
of the carotenoid. Therefore, peaks of the energy gap
dependent rate can also appear at a positive difference
between the electronic excitation energies of acceptor and
donor.
lD
lD
e0D
e0A
FIG. 7. Potential diagrams of donor (left hand side) and ac-
ceptor (right hand side) for the illustration of Fo¨rster transfer
with standard and non-equilibrium treatment.
The dependencies of the Modified Redfield rates on
the gap between the electronic excitation energies in the
site basis are shown on the right hand side of Fig. 6
on the same scale as the corresponding results from the
Fo¨rster approach. Even for equal site energies in the lo-
calized basis, i.e. at an energy gap of zero, the excitonic
coupling leads to a splitting between the exciton states,
which have delocalized character in this case. In the limit
of energy gaps far exceeding the excitonic coupling the
upper and lower exciton state assume the character of
the upper and lower localized state, respectively, with
only a small mixing contribution from the other localized
state. Therefore, at energy gaps further to the negative
region the results from Fo¨rster and Modified Redfield
description become more similar than in the region close
to zero. In both Fo¨rster and Modified Redfield rates
the relative intensities of the vibrational bands at more
negative frequency gaps in the case of non-equilibrium
treatment become larger than those from standard treat-
ment. This change of the relative intensity of the vibra-
tional bands stems from the dependence of the relative
oscillator strengths of transitions from the populated ex-
cited state levels to the vibrational levels of the electronic
ground state. Which levels are populated depends on
whether equilibration has taken place or not.
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Besides these similarities, Modified Redfield rates also
exhibit remarkable differences compared to the Fo¨rster
rates: In the region of energy gaps close to zero an in-
tensive band appears, which is cut in the panels on the
right hand side of Fig. 6 for an easier comparison with
the Fo¨rster rates, but displayed in its full height in the
corresponding subfigures of Fig. 8. Such a peak does not
appear in the Fo¨rster rates. This difference stems from
the influence of the factor consisting of line shape func-
tion derivative terms in the Modified Redfield rate ex-
pressions (see Eqs. (26) and (30)). The second-derivative
term in this factor corresponds to the correlation function
between fluctuations attributed to different exciton states
and facilitates transfer between the latter, provided that
it contains frequency components resonant with the ef-
fective energy gap between the exciton states. This con-
sideration leads to the following conclusion: Population
transfer in the framework of Fo¨rster theory is facilitated
by the resonance coupling between configurations with
electronic excitation localized on donor or acceptor, while
the bath only plays a role in tuning the energy gap. In
the noneqFT, differences in rates compared to the results
from the stFT approach, originate from the inclusion of
the bath equilibration process in the excited state of the
donor and the resulting modification of the transition
frequency of donor emission. In contrast, the bath in
the Modified Redfield treatment not only contributes by
modifying the effective energy gap between the exciton
states during equilibration, but also facilitates popula-
tion transfer directly by bath DOF explicitly coupling
the initial and final states.
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FIG. 8. Energy gap dependence of population transfer rates
k1→2 obtained from Modified Redfield standard approach
(black line), Modified Redfield non-equilibrium approach (red
line) and standard Redfield treatment (blue line) with the pa-
rameters specified in the caption of Fig. 6.
In the following we will explain findings in the energy-
gap dependence of the Modified Redfield rates by refer-
ring to terms in the respective rate equations given in
Eqs. (26) and (30). In particular, explanation of the in-
tensive band at zero energy gaps in the Modified Redfield
rates and of the increased intensities of the neighboring
side bands compared to the Fo¨rster rates requires a closer
consideration. Note, however, that for energy gaps ap-
proaching zero the Modified Redfield description becomes
less appropriate and that selection of different parame-
ters can lead to significant changes of the relative band
intensity in this region. Nevertheless, the differences be-
tween rates from stMRT or noneqMRT description and
from stRT description which we are going to discuss in
the framework of our model assumptions and parame-
ters are of general validity. In Fig. 8, the dependence of
stMRT and noneqMRT rates (black and red line, respec-
tively) and of the stRT rate (blue line) on the donor–
acceptor energy gap is shown. While in the stMRT and
noneqMRT rates the peak in the region of zero energy
gap has an amplitude by about one order of magnitude
larger than the side bands, in the stRT rate the amplitude
of this band is comparable to the one of the side band
at an energy gap corresponding to the underdamped os-
cillator frequency. The broadening of the side band in
stRT mainly stems from the extraction of the rate from
the population dynamics, whereas in the corresponding
bands of the stMRT and noneqMRT rates, a substantial
broadening contribution is already included in the rate
expressions themselves. We will now give some interpre-
tations of features in the energy-gap dependence of the
rates by drawing attention to terms in the rate expres-
sions.
In the considered case of zero energy gap between
the localized states, the coefficients for transformation to
the exciton basis become equal in absolute value, which
indicates maximal delocalization of the exciton states.
As a consequence, in the stMRT and noneqMRT rates,
the combination of all complex exponentials containing
line shape functions, reorganization energies and exciton
eigenenergies becomes equal to one. The rate expression
integrand reduces to two terms. The first term consists
of a second-derivative line shape function expression, i.e.
a bath correlation function, while the other involves first-
derivative line shape function components and reorgani-
zation energies. We will denote the first term as “correla-
tion function term”, and the second term as “line-shape-
function derivative term”. Note that we continue to con-
sider the special case of equal site energies. The integral
over the correlation function term in Eqs. (26) and (30)
can be identified with the stRT rate [54], as it yields the
Fourier component of the correlation function at the exci-
tonic splitting frequency. The line-shape-function deriva-
tive term reduces to a time-independent product of re-
organization energies in the case of stMRT rates, which
is multiplied with a complex exponential oscillating with
the excitonic splitting frequency. Its integration therefore
yields an oscillating contribution to the transfer rate. In
the noneqMRT rate the situation is similar, at least under
the assumption of a linearization of the imaginary part of
line shape functions in high-temperature approximation
[5]. Note that, in both stMRT and noneqMRT rates,
a slight difference between the acceptor and donor site
energies can already be sufficient to lead to convergence
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of the integral expression, because of the additional ap-
pearance of real parts of first line-shape-function deriva-
tives which account for the dissipative influence of fluctu-
ations in the transitions between the pure exciton states.
Because the integral over the line-shape-function deriva-
tive term does not converge to a constant value in the
case of zero energy gap, its interplay with the correla-
tion function term in governing the relaxation dynamics
gains importance. In the correlation function term, the
integration is expected to yield a constant for non-zero
temperature at long times. If the respective asymptotic
rate contribution is sufficiently large, population transfer
takes place fast enough, so that the oscillating rate contri-
bution of the line-shape-function derivative product term
contributes significantly only within a finite time window
given by the timescale of the resulting population trans-
fer dynamics. Also the influence of competing channels
with phenomenological rate constants has a similar effect.
At zero energy we thus have two terms of which one is
of the same order as the corresponding stRT prediction.
Our finding of a relatively large value of the stMRT and
noneqMRT rates at zero energy gap can be therefore at-
tributed to the transient influence of the oscillating rate
contribution of the line-shape-function derivative term in
the course of the relaxation process.
For non-zero energy gap between the localized states
the influence of fluctuations on the transfer process enters
in first order and leads to peaks at negative-signed en-
ergy gaps in the energetic regions of Brownian and under-
damped oscillator component. Different from the stRT
rate, the stMRT and noneqMRT rates exhibit further
side bands with progression towards increasingly nega-
tive frequency range, as in the Fo¨rster description. These
side bands in the MRT rates can be attributed to the
involvement higher-order system-bath coupling terms in
the population transfer process. Such effects are taken
into account in the framework of the second-order cu-
mulant expansion and enter in terms of the exponentials
with line-shape-function arguments in the respective rate
expressions.
The vibrational structures in the energy gap dependen-
cies of transfer rates indicate the role of intramolecular
vibrations of the carotenoid in establishing resonant en-
ergy transfer. While in the case of Fo¨rster transfer it is
obvious that not only the vibrational structure of the ex-
cited state, but also the one of the electronic ground state
plays a role in this respect, in the Modified Redfield case
the situation is more involved. There, the information
about coupling between excited state configurations and
its connection to the bath dynamics is hidden by the de-
scription in the exciton basis. Even though intermediate
transitions to the electronic ground state are not com-
monly associated with the picture of transfer between
exciton states, the dynamics of the electronic ground
state implicitly enters in the line shape functions. For
an energy gap of roughly −1500 cm−1, which can be con-
sidered as a realistic value for the dyad, the noneqMRT
approach results in a rate larger than the correspond-
ing Fo¨rster rate by about a factor of 2 . As mentioned
previously, the size of the energy gap relative to the exci-
tonic coupling determines how much the localized states
contribute to an exciton state. This participation ratio,
which also enters as a scaling of the off-diagonal fluc-
tuations, is quantified by a product of coefficients from
transformation between localized basis and exciton ba-
sis. In this way it gains influence on the criterion whether
the Modified Redfield approach yields an appropriate de-
scription. For large enough energy gap, the Modified
Redfield approach can even be preferable in cases where
the reorganization energy of bath components (includ-
ing pseudo-modes which enter in terms of underdamped
oscillators) are much larger than the excitonic coupling.
At the same time, the involvement of bath fluctuations
in population transfer for non-zero energy gaps leads to
an enhancing influence of such bath components on the
transfer rate. Strong system-bath coupling results in an
increase of the intensity of side bands in energy gap de-
pendence of the rates (particularly recognizable for lower-
order side bands) compared to the Fo¨rster description.
Although we do not explicitly account for vibronic cou-
pling, our present study confirms the tendencies reported
in Ref. [47]. In Ref. [47], larger rates were obtained than
estimations based on Fo¨rster theory predict. As dis-
cussed in the present article, such an increased rate can
be explained also by Modified Redfield theory. Ground
state vibrations were found to play an important role
for the transfer efficiency by tuning the energy differ-
ence between initial and final state of the transfer pro-
cess. Such influence is easily understood based on the
Fo¨rster description, however, the same picture is valid in
the Modified Redfield description. In the case of resonant
donor-acceptor energy gap, involvement of intramolecu-
lar vibrational modes enhances energy transfer rates by
accepting excess energy corresponding to multiple vibra-
tional quanta. Crucially, we find that our noneqMRT
captures this behavior without treating intramolecular
vibrational modes explicitly in the Hamiltonian.
IV. CONCLUSIONS
We developed rate description of population transfer
under the assumption that the bath degrees of freedom of
the donor molecule, after its electronic excitation, are in
a non-equilibrium state with respect to the excited state
potential energy surface. We derived expressions for the
population transfer rates by generalizing the standard
Fo¨rster and Modified Redfield descriptions.
For a model system similar to a carotenoid-chlorophyll
dyad from our previous study, we compared the time-
dependencies of energy transfer rates obtained from
the standard equilibrium treatment and from our non-
equilibrium generalization, and we related the differ-
ences with the process of equilibration. The carotenoid-
chlorophyll system is insofar appropriate as an example
for application of our derived non-equilibrium descrip-
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tion, as the short timescales of intramolecular popula-
tion transfer through competing channels limit the in-
termolecular population transfer to an early stage of the
bath equilibration. We extracted experimentally relevant
rate values from the ratio of asymptotic populations of
states populated through competing relaxation channels,
and we studied their dependence on the donor-acceptor
energy gap. These dependencies reveal and confirm im-
portant role of ground state vibrational states of the
donor in establishing resonance condition for ultrafast en-
ergy transfer. Crucially, these conclusions were reached
without the need to explicitly incorporate underdamped
vibrational modes into the system Hamiltonian. This was
in turn enabled by the non-perturbative character of our
non-equilibrium rate description.
SUPPLEMENTARY MATERIAL
See supplementary material for the detailed derivation
of the non-equilibrium Modified Redfield rates.
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