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ABSTRACT
Systems of cold, interacting Rydberg atoms are of interest because they exhibit
a wide range of collective quantum phenomena. This thesis describes experimental
and theoretical work related to these systems with an emphasis on two phenomena:
Rydberg excitation blockades and quantum-state-changing collisions.
I begin by presenting a detailed calculation of the interaction energies of two Ryd-
berg atoms for a variety of orientations, quantum states, and applied electric fields.
The calculated energies are used to interpret the experimental results that follow. I
then describe measurements showing that the widths of the distributions of Rydberg
excitation number are related to the effectiveness of a Rydberg excitation blockade.
These distributions are investigated as a function of principal quantum number, n,
and applied electric field. In the presence of a Förster resonant field, sub-Poissonian
distributions are measured. I next present a spectroscopic measurement of the energy
level shift of a system of atoms which collectively shares two Rydberg excitations.
The qualitative nature of the shift depends sensitively on the type of interactions be-
tween the atoms (van der Waals or dipole-dipole) and may be changed by changing
the quantum state or applied electric field. This measurement provides the first spec-
troscopic proof that Rydberg excitation blockades are operative. Finally, I describe
measurements of the probability for quantum state-changing and Penning-ionizing
collisions to provide evidence for intrinsic, electric field-free-interaction resonances




Systems of Rydberg atoms, or atoms with high principal quantum number, n,
represent an ideal platform for the study of a diverse range of quantum phenomena,
owing to properties which scale in a definite way with n [3, 4]. Due to the large
magnitude of n, many properties of Rydberg atoms are exaggerated relative to those
for ground-state atoms. For example, the orbital radius of a Rydberg atom scales as
n2 leading to a geometric cross section that scales as n4. Therefore, Rydberg atoms
are enormously larger than ground-state atoms and exhibit collision cross sections
that are orders of magnitude higher (about 103− 105 times for n = 40− 100). Other
examples include binding energy, which scales as n−2, and radiative lifetime, which
scales as n3−n5, depending on the angular momentum quantum numbers of the state
in question. Therefore, Rydberg electrons are loosely bound and highly sensitive to
external perturbations such as stray electric fields and blackbody radiation. However,
they exhibit extremely long lifetimes (hundreds of microseconds) and narrow (sub-
MHz) transition widths when sources of decoherence are minimized.
The property which has stimulated the most recent experimental and theoretical
work, however, is strong interactions among neutral Rydberg atoms separated by
relatively large (several µm) distances. These long-range interactions arise because
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of transition dipole moments to nearby states which scale as n2 and electric po-
larizabilities which scale as n7. Rydberg-Rydberg interactions give rise to coherent
many-body processes that have potential applications in quantum-information sci-
ence and lead to a number of interesting coherent and incoherent collision-induced
dynamics. It is the interactions between Rydberg atoms – their properties and their
manifestations in experimental systems – that are the subject of this thesis.
1.1 Coherent many-body processes in cold Rydberg gases
In order to study the coherent, many-body dynamics of Rydberg atom systems,
it is important to eliminate the decohering effects of thermal motion. Additionally,
one must employ an atomic ensemble with a high enough density that many-body
interaction effects become important. Historically, Rydberg atom experiments were
performed using atomic beams and vapor cells, and suffered from thermal motion.
Recent developments in the area of neutral-atom laser cooling and trapping [5],
however, have opened up a whole new world of possibilities for studying coherent
properties of Rydberg-atom systems. The ability to prepare relatively high density
(∼ 1010 − 1012 cm−3) and low temperature (hundreds of µK) ensembles of ground-
state atoms which may then be excited to Rydberg states allows an experimenter to
eliminate the effects of thermal motion and perform experiments on Rydberg atoms
which are stationary on experimental time scales (∼ µs). Systems of cold Rydberg
atoms are often termed “frozen Rydberg gases” because the atoms within the system
interact strongly while moving only a negligible fraction of their separations during
an experiment [6, 7].
Several experiments have shown that there is a close connection between frozen
Rydberg gases and condensed matter physics systems such as amorphous solids and
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spin glasses [6–10]. When an ensemble of cold atoms is excited into Rydberg states,
the excitations are delocalized and shared collectively among all atoms within cer-
tain regions over short (several hundred ns) time scales [11]. For example, the
first excited state of an N-atom ensemble is a state with one shared excitation,
|N, 1〉 = 1√
N
ΣNi=1|g1, g2, ..., ri, ..., gN〉, where the subscripts are atom labels, |g〉 de-
notes an atom in the ground state, and |r〉 an atom in the Rydberg state. This
system is analogous to Mott-Wannier excitons in crystals [12]. On slightly longer
time scales (several µs), excitations are no longer coherently shared; instead, the
decohering effects of stray electric and magnetic fields, atomic motion, or blackbody
radiation project the excitations onto single atoms. These excitations may undergo
quantum diffusion processes whereby they coherently travel or “hop” from atom to
atom while the atoms largely remain frozen in space [6, 7, 9, 13]. This situation is
analogous to Frenkel excitons in crystals [12]. The analogy between atomic systems
and excitons is strengthened by the recent observation of Bose-Einstein condensation
of excitons [14].
In addition to producing exciton-like behavior, interactions in cold Rydberg-atom
systems may lead to resonant or near-resonant dipole-dipole energy transfer between
atoms. This energy transfer has been studied as a function of applied electric field [6,
7], in the presence of an extra, controllably-introduced perturbing state [15, 16],
and as a function of dimension of the system [17] in order to provide evidence for
the coherent interaction of many atoms simultaneously, or many-body interactions.
Dephasing of dipole-dipole energy transfer in these many-atom systems has been
studied [9, 13] and nearly instantaneous ionization has been attributed to many-
body processes [18]. Finally, direct optical excitation of dipole-forbidden transitions










Figure 1.1: The first three energy levels of a system of N atoms containing k collective Rydberg
excitations.
A property of coherent, many-body excitations of cold Rydberg-atom systems
which has generated considerable recent interest is a phenomenon called an “exci-
tation blockade,” which has several proposed applications in quantum information
science [2, 20–22]. As mentioned above, excitation of ensembles of cold atoms into
Rydberg states produces collective quantum states in which k Rydberg excitations
are coherently distributed among all N atoms in a given region. Because of van der
Waals and dipole-dipole interactions between Rydberg atoms, the energy levels of
the collective system deviate from an equidistant ladder Wk = kWRyd, where k is the
number of Rydberg excitations and WRyd the energy of a single, isolated Rydberg
atom [11]. In the illustration in Fig. 1.1, the energy of the second excited state,
|N, 2〉, is lowered by the Rydberg-Rydberg interaction energy, ∆W . The energies of
higher excited states |N, k〉, k > 2 are shifted by amounts different than the shift
of |N, 2〉, corresponding to the interaction energy of three or more Rydberg atoms.
If the excitation laser is tuned to the lowest transition, |N, 0〉 → |N, 1〉, and the
excitation bandwidth is less than ∆W/h, where h is Planck’s constant, there will be
negligible excitation of all but the first collective state, |N, 1〉. This phenomenon,
called an excitation blockade because excitations with k > 2 are “blocked,” has
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been observed in several independent experiments [11, 23–27] and has been studied
theoretically [28–32].
1.1.1 Applications of the dipole blockade
A 2000 paper by Jaksch and coworkers [20] details the use of a Rydberg excita-
tion blockade based on dipole-dipole interactions (a “dipole blockade”) to achieve a
quantum phase gate using two neutral atoms. A quantum phase gate, when com-
bined with a Hadamard gate to achieve qubit (quantum-bit) rotations, realizes a
controlled-NOT (CNOT) gate [33]. The CNOT gate can be used to implement
any arbitrary quantum logic operation [34]. The authors of Ref. [20] first describe a
scheme to implement a quantum phase gate that does not rely on the dipole blockade;
however, such gates suffer from decoherence associated with significant mechanical
forces on the involved atoms when both are in the Rydberg state. They then present
a second scheme which relies on the dipole blockade to suppress excitation of the
doubly-excited state in Fig. 1.1. Since the doubly-excited state is never populated,
mechanical effects due to Rydberg-Rydberg interactions are suppressed. The experi-
mental implementation of this phase gate is one of the long-term goals of the project
described in this thesis. Therefore, I will present a brief explanation of the operation
of this gate, which is schematically illustrated in Fig. 1.2.
The gate is based on two atoms which can each be in superpositions of two qubit
states, |g〉 and |e〉, associated with different long-lived hyperfine ground states. Each
atom is assumed to be individually addressable with a time-dependent Rabi fre-
quency Ωi(t), where i is the atom label (1 or 2), and Ωi ¿ ∆W . State |e〉 is not
coupled to any other level, and Ωi(t) couples atom i from the state |g〉 to the Rydberg
level, |r〉. In general, the two-level system {|g〉, |r〉} driven by an optical pulse with
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′) dt′ will evolve to the state |ψ〉 = cos θ
2
|g〉 − ı sin θ
2
|r〉. The
gate proceeds in the following steps:
i) A π-pulse is applied to atom 1 (denoted in Fig.1.2 as π1)
ii) A 2π-pulse is applied to atom 2 (2π2)
iii) A π-pulse is again applied to atom 1 (π1).
The essential idea of the gate is that the dipole blockade will prevent the popu-
lation of the two-atom state |rr〉 if the system begins in state |gg〉. Therefore, if the
system is initially in the state |gg〉, |ge〉, or |eg〉, it will acquire a phase of π. If it is
in the state |ee〉, it will remain unchanged (see Fig. 1.2). Thus, a phase gate which































Figure 1.2: Schematic illustration of the operation of a quantum phase gate utilizing the dipole
blockade.
The design and implementation of phase gates similar to the one described above
have been investigated in detail [35–39] and several groups are currently working
towards its experimental realization. Highly efficient Rydberg excitation using π-
pulses [40] and STIRAP [41] has been demonstrated. Additionally, atom-trapping ge-
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ometries which allow strong dipole-dipole interactions across adjacent trapping sites
have been realized using holographic atom traps [42–44] and single atoms trapped
in an optical lattices with a large (∼ 5 µm) lattice constant [45].
In addition to its application in the above quantum phase gate proposal, the dipole
blockade plays a central role in several other promising applications. Saffman and
Walker propose a scheme to create a single-photon source with controlled emission
direction using four-wave mixing in a blockaded system [21]. Lukin and coworkers
propose using the dipole blockade to create a mesoscopically entangled ensemble and
show that an entangled state of many atoms with one shared excitation may realize
a quantum phase gate [2]. Bouchoule and Mølmer suggest using this entangled state
to create a spin squeezed state [22]. A spin squeezed state may be used in schemes
to improve spectroscopic resolution and in atomic clocks.
1.2 Incoherent collisional processes in cold Rydberg gases
We have seen that coherent interactions among Rydberg atoms give rise to a
number of interesting and potentially useful phenomena. However, incoherent col-
lisional processes in cold Rydberg atom systems lead to a wide variety of equally
interesting physics. For example, in addition to the above described analogy with
solids, systems of cold Rydberg atoms are closely related to a different, novel state
of matter: ultracold plasmas. Ultracold plasmas, or plasmas with electron and ion
temperatures of Te ∼ 1−1000 K and Tion ≥ 100 µK, may be formed by photoionizing
cold ground-state atoms with a laser tuned just above the ionization threshold [46].
However, systems of cold Rydberg atoms may spontaneously evolve into ultracold
plasmas [47–49] and Rydberg atoms may be created from free electrons and free ions
in expanding ultracold plasmas [50]. A connection between ultracold plasmas and
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Rydberg atoms is made by the interactions between Rydberg atoms. The strong, of-
ten attractive forces between Rydberg atoms leads to motion on attractive molecular
potentials and leads to state mixing and often ionization, which may lead to plasma
formation [51].
Motion of atoms on strong attractive potentials, however, has much more univer-
sal impact on the properties of cold Rydberg gases than just the evolution of a system
between Rydberg gases and cold plasmas. Depending on the detailed nature of the
quantum states of the interacting atoms, motion along attractive potentials and
subsequent state-mixing may give rise to very disparate phenomena. Such phenom-
ena include the formation of bound states between two Rydberg atoms [52, 53], or
“Rydberg molecules,” and the conversion of internal atom energy to center-of-mass-
energy [54, 55], thereby creating pairs of fast “Rydberg atoms” which move away from
one another at high speeds. Motion along attractive molecular potentials also leads
to high rates of n-changing and `-changing collisions that can significantly affect the
evolution dynamics of a cold Rydberg gas (n and ` are the principal quantum number
and angular momentum quantum numbers of the colliding atoms) [48, 49, 53].
Experiments have also been performed that probe the dynamics of Rydberg-atom
interactions as a function of atom-atom separation or applied electric field. Since
the Rydberg-Rydberg interaction potential is dependent on the separation between
two or more atoms to be excited, detuning the Rydberg excitation laser by different
amounts allows an experimenter to excite atoms at various places on an attractive
or repulsive molecular potential. This technique has been used to probe the pair
separation distribution of atoms, provide information on the nature of interaction
potentials, and investigate Penning ionization [56, 57]. Additionally, an applied
electric field has been used to tune a Förster resonance and probe the energy transfer
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dynamics of interacting atoms when one interaction channel is exactly resonant [58].
1.3 Thesis outline
In this thesis, I will describe contributions that my co-workers and I have made to
the field of interactions among cold Rydberg atoms. I discuss theoretical calculations
of Rydberg-Rydberg interaction energies, experiments related to the coherent nature
of the many-body states into which Rydberg-atom systems are excited, and collisional
measurements which demonstrate the coherent and incoherent evolution of these
systems. Thus, this work represents a relatively broad picture of Rydberg-Rydberg
interactions and their experimental manifestations.
Specifically, I begin in Chapter II by presenting a detailed calculation of two-body
Rydberg-Rydberg interaction potentials as a function of principal quantum number
n, angular momenta ` and j, atom-atom orientation, and applied electric field. Al-
though I will later discuss certain cases in which a two-body picture of Rydberg atom
interactions fails, the potentials presented in this section will provide considerable
insight into all experiments presented in this thesis. In Chapter III, I discuss two
methods to laser cool and trap ground-state 85Rb atoms and describe how these
atoms are excited to Rydberg states. I describe the method used to detect the num-
ber of excitations created as well as their quantum state distribution. In Chapter
IV, I discuss two methods that may be used to measure the effect of a Rydberg ex-
citation blockade. I describe the advantages of a technique that we have developed,
the “counting statistics” method, and present detailed experimental investigations
of the effectiveness of Rydberg excitation blockades using this technique. After de-
scribing how one may observe the effects of an excitation blockade, I describe in
Chapter V measurements which use spectroscopic techniques to directly probe the
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energy structure of the first two transitions in the ladder in Fig. 1.1. Spectroscopi-
cally measuring the energy shift of the state |N, 2〉 amounts to a direct proof that the
excitation blockade mechanism is operative. Finally, in Chapter IV, I discuss mea-
surements of the probabilities for state-changing and Penning-ionizing collisions in
ensembles of interacting Rydberg atoms. This includes short-time, coherent energy
transfer collisions and time-delayed, motion-induced collisions. These measurements
provide evidence for intrinsic, field-free interaction resonances (discussed in Chapter
II) and many-body physics in systems of interacting Rydberg atoms.
CHAPTER II
Computation of binary interaction energies
In this chapter I present a two-body calculation of Rydberg-Rydberg interaction
energies for different quantum states and atom-atom orientations. The qualitative
features of these results will provide considerable insight into nearly all experiments
described in this thesis. Additionally, the potentials calculated here are used for
quantitative comparison with experiment when appropriate. A two-atom picture,
however, sometimes fails in describing certain experimentally observed phenomena.
As discussed in Chapter VI, some results may only be explained by including many-
body interactions. Nonetheless, the two-atom picture described here is very useful in
understanding many of the experiments described below and we will note the limits
of its validity when necessary.
2.1 Computation of binary energy level shifts
In classical electrodynamics, it common to obtain the energy of a localized charge
distribution placed in an external potential by summing the contributions of succes-
sive terms in a multipole expansion of the energy [59, 60]. If two charge distributions
each having no net charge but nonzero dipole moments are brought close together,
the interaction energy will be given, to lowest order, by the dipole-dipole term in
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this expansion. This dipole-dipole interaction energy is given (in atomic units1) by
Vdd =
p1 · p2 − 3(n · p1)(n · p2)
R3
, (2.1)
where R is the vector between the dipole moments, n̂ is a unit vector along R, and
p1 and p2 are the dipole moments of the two distributions.
The situation for two neutral atoms is quite similar, with Vdd becoming the oper-
ator V̂dd and p1 and p2 becoming dipole moment operators. This operator describes
the interaction energy between two atoms with dipole moment operators p̂i = −ri,
where ri is the coordinate of electron i relative to the nucleus of atom i. This operator
has nonzero coupling matrix elements of the type 〈B| ⊗ 〈C|VInt|A〉⊗ |A〉, where |A〉,
|B〉 and |C〉 are single-particle Rydberg states. In this chapter I calculate quantum-
mechanically the effect of these couplings on the energy of two particles initially in
the state |A〉 ⊗ |A〉.
Similar to the treatment of classical charge distributions, higher-order atomic
multipole moments can be defined and the effect of the interaction between these
multipole moments may be calculated quantum mechanically. In the following we
estimate the relative importance of such terms and show that, for systems of interest
in this thesis, it is sufficient to restrict our attention to dipole-dipole interactions.
The electric-dipole interaction operator in Eq. 2.1 scales as V̂dd ∼ n4/R3, where n
is the principal quantum number of the interacting Rydberg atoms [51]. If there is
no external electric field applied, the electric-dipole interaction produces energy level
shifts only in second order, because low-angular-momentum Rydberg states of alkali
atoms in zero electric field do not have permanent dipole moments. For this general
case, the level shifts scale as ∼ n11/(sR6), where the parameter s is a measure for
1Atomic units are used throughout this thesis. In atomic units the electron’s mass and charge, the Bohr radius,
Planck’s constant, and 4πεo are all unity by definition. Thus, distances are measured in units of Bohr radii, energies
in terms of the Hartree energy ( ~
2
mea2o
), and angular momenta in units of Planck’s constant.
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the magnitude of the energy detunings of the involved interaction channels and is of
order 0.1 or less [51]. For P and D states, the quadrupole-quadrupole interaction
occurs in first order and leads to shifts that scale as ∼ n8/R5 [61]. Therefore,
the ratio of the quadrupole-quadrupole interaction to the second-order dipole-dipole
interaction scales as sR/n3. For the interatomic separations of interest in this thesis
(R ∼ 10n2), this ratio is ∼ 1/n. We therefore restrict our calculations to the
dipole-dipole interaction, which represents the dominant interaction at the atomic
separations of interest. It is noted that in more general cases quadrupolar and higher
interactions will also become important [53, 61–64].
In the case of zero external field, computation of the energy level shifts due to
the electric-dipole interaction requires the evaluation of two-atom matrix elements
of the form
〈n′′, `′′, j′′,m′′j | ⊗ 〈n′, `′, j′,m′j|V̂dd|n, `, j, mj〉 ⊗ |n, `, j,mj〉 , (2.2)
where V̂dd is given in Eq. 2.1. For the purposes of our calculation, we assume that
the initial state is a product of two single-atom states, i.e. not a state reflecting
coupled angular momenta. The geometry of the problem is depicted in Fig. 2.1.





1− 3 sin2 θ) + p1yp2y + p1zp2z (1− 3 cos2 θ)
R3
(2.3)
−3 sin θ cos θ (p1xp2z + p1zp2x)
R3
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Figure 2.1: Two interacting Rydberg atoms separated by a vector R which defines an angle θ with
the quantization (ẑ) axis. In cases where an electric field E is applied, the quantization axis is
parallel to the field.
or
Vdd =











sin θ cos θ (p1+p2z + p1−p2z + p1zp2+ + p1zp2−)
R3
where the first subscript of the p-components identifies the atom number, p± =
− 1√
2
(x ± iy), and pz = −z. The matrix elements of Vdd are independent of the
azimuthal angle of R. From the expression in Eq. 2.4, we see that calculating two-
particle matrix elements of Vdd involves evaluating the single-particle matrix elements
〈n′, `′, j′,m′j|pα,β|n, `, j,mj〉 where α is the particle number and β ∈ {+,−, z}.
2.1.1 Determination of Rydberg atom wavefunctions
In the following, I explain the essential details of the numerical method used to
obtain the single-particle radial wavefunctions, ψ(r), required to calculate the single-
particle matrix elements 〈n′, `′, j′,m′j|pα,β|n, `, j, mj〉 of which the two-particle matrix
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elements in Eq. 2.2 are composed. The radial Schrödinger equation is integrated us-
ing an algorithm that continuously adjusts the step size such that it is smaller than,
but close to, 2π/ṽ divided by a constant, f , where ṽ =
√
|2E + 2/r − l(l + 1)/r2|
(E is the single-particle level energy). In the classically allowed region, the step
size approximately equals the de Broglie wavelength divided by f . To ensure re-
liable integration through the classical turning points, where the local wavelength
diverges, the step size is limited to a maximal value of dmax. For the data presented
in this paper, the step size parameters have been set to f = 200 and dmax = 1.
Since the local wavelength of the Rydberg-electron wavefunction is very large at
locations far away from the core, the step-size adjustment considerably speeds up
the integration. The accuracy of ψ(r) is consistent over a broad range of r because
the number of points per wavelength at which the wavefunction is determined is
approximately fixed. The wavefunctions are integrated inward. Assuming that the
wavefunction has known values ψ0 and ψp at locations r0 and rp (r0 < rp), respec-
tively, a location rm is determined using the above step width rules (rm < r0 and
r0 − rm . min(dmax, 2π/(ṽ(r0)f))). To determine the wavefunction ψm at location
rm, we use
h = (rp − r0)(r0 − rm)(rp − rm)
fp = 2(r0 − rm)/h
fm = 2(rp − r0)/h
ψm = ((−p2(r0) + fp + fm)ψ0 − fpψp)/fm ,
where p2(r) = 2E + 2/r− l(l + 1)/r2. This method allows for continuous changes of
the step size r0 − rm. To estimate the effect of numerical errors in the wavefunction
calculations on the van der Waals level shifts, we have performed test calculations
with finer step sizes (parameters f = 400 and dmax = 0.3). Based on the results,
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the numerical errors of the van der Waals level shifts presented here are estimated
at about one percent or less.
2.1.2 Computation of energy level shifts in zero electric field
To calculate van der Waals energy level shifts due to Vdd in zero external electric
field, we sum the level shifts due to many perturbing channels in second-order per-
turbation theory using the calculated matrix elements of Vdd. Explicitly, the van der
Waals shift of the two-particle state 2× |n, `, j, mj〉 is given by the sum








where ∆ = W|n′′,`′′,j′′,m′′j 〉 + W|n′,`′,j′,m′j〉− 2×W|n,`,j,mj〉 is the infinite-separation energy
defect and W|A〉 is the single-atom energy of state |A〉. To reduce the amount of
data in the calculation of the level shifts, we include only two-particle couplings with
|〈...|Vdd|...〉| > 10−4 × n∗4/R3, where n∗ = n − δ` is the effective principal quantum
number.2 It is noted that all non-continuum matrix elements of Vdd are calculated
before the small ones are discarded. Furthermore, in the sum in Eq. 2.5 we only
include terms with |∆| < 100 GHz. We have confirmed in test calculations with
unlimited |∆|, which include all couplings as small as |〈...|Vdd|...〉| > 10−6 × n∗4/R3,
that the described limitation of the sum in Eq. 2.5 does not change the calculated
van der Waals shifts by more than about one percent. By restricting the sum in the
described way, we find that typically of the order of hundreds of two-particle states
|n′′, `′′, j′′,m′′j 〉 ⊗ |n′, `′, j′,m′j〉 still contribute, although the dominant contributions
usually come from only five to ten two-particle states, with one or two of those often
accounting for 70− 90% of the level shift.
2The angular momentum-dependent quantum defect, δ`, accounts for the deviation of the potential of a singly-
charged alkali ion from a perfect Coulomb potential.
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In our calculations, we have included single-particle basis states with principal
quantum numbers over a restricted n-range and have verified that the inclusion of
more bound states does not noticeably change the results. We have not included
continuum states in our calculation. Continuum states are important in calculations
of van der Waals shifts of atomic ground states or low-lying states, where in the sum
in Eq. 2.5 there are no near-resonant terms with very small ∆. For instance, for basic
estimates of ground-state level shifts, one may approximate all energy denominators
by the ionization energy and use a closure relation to compute the sum in Eq. 2.5 [65].
The closure relation incorporates all continuum states. In contrast, for Rydberg-atom
pairs the energy denominators in Eq. 2.5 vary from tens of MHz for the near-resonant
two-particle states to about 1015 Hz for two-particle states near the ground state,
leading to an enormous variation in the significance of terms. Typically, there are
several near-resonant terms, and it is found that those dominate the van der Waals
shifts of Rydberg atoms. Due to this resonant behavior the introduction of continuum
states will not likely make a significant difference.
2.1.3 Computation of energy level shifts in nonzero electric fields
In cases where an external electric field is applied, the field-free eigenstates,
|n, `, j,mj〉, are no longer eigenstates of the single-atom Hamiltonian. Therefore,
to proceed with a perturbative calculation of the binary interaction energies, we first
calculate the single-atom eigenstates of the Hamiltonian H = Hat +Ez, where Hat is
the field-free, single-atom Hamiltonian and E = Eẑ is the applied electric field. We
label the single-atom eigenstates as |λ, mj〉, where λ is an index which uniquely iden-
tifies each Stark state of a given mj. If two Rydberg atoms interact in the presence
of an applied electric field, interaction energies occur that are both first and second
order in the coupling matrix elements. In the following, we outline the calculation
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of energy level shifts in an applied electric field for three cases: when a strong field
induces permanent dipole moments in the atoms which may interact in first order,
when a weak field induces an exact resonance for one interaction channel and pro-
duces a level shift in first order, and when the field is weak and non-resonant and
the level shifts occur in second order.
In large (several V/cm for 45D5/2) electric fields, the Stark eigenstates are not
states of definite parity and the diagonal single-atom matrix elements 〈λ, mj|pα,z|λ,mj〉
of the dipole operator are nonzero. This leads to a first-order dipole-dipole interac-
tion energy of the type
∆W (1) = 〈λ,mj| ⊗ 〈λ,mj|Vdd|λ,mj〉 ⊗ |λ,mj〉 . (2.6)
If the Stark eigenstates have large permanent electric dipole moments, 〈λ,mj|pα,z|λ, mj〉,
the level shift in Eq. 2.6 dominates.
In smaller electric fields (. 1 V/cm for 45D5/2), the atoms do not have signifi-
cant permanent electric dipole moments, yet the interactions may still produce level
shifts which are first order in Vdd. In this scheme, called a Förster resonance, the
electric field is used to tune two different two-particle states |λ,mj〉 ⊗ |λ,mj〉 and
|λ′′,m′′j 〉 ⊗ |λ′,m′j〉 into exact resonance (∆ = W|λ′,m′j〉 + W|λ′′,m′′j 〉 − 2×W|λ,mj〉 = 0).
These resonances are referred to as Förster resonances. In the case of a Förster
resonance, diagonalization of the two-particle Hamiltonian within the subspace of
degenerate two-particle states leads to two mixed eigenstates with first-order dipole-
dipole energy level shifts of
∆W (1) = ±
√
2〈λ′′,m′′j | ⊗ 〈λ′, m′j|Vdd|λ,mj〉 ⊗ |λ,mj〉 , (2.7)
which can dominate all other level shifts. The
√
2 comes from the indistinguishability
of the |λ′,m′j〉 ⊗ |λ′′,m′′j 〉 and |λ′′,m′′j 〉 ⊗ |λ′,m′j〉 states.
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In cases where the Stark eigenstates have negligible permanent dipole moments
and there are no electric-field-induced Förster resonances, there still exists a second-
order van der Waals interaction of the type





|〈λ′′,m′′j | ⊗ 〈λ′, m′j|Vdd|λ,mj〉 ⊗ |λ,mj〉|2
∆
(2.8)
which may lead to significant level shifts, similar to van der Waals interactions in
zero applied field.
Since the single-particle dipole matrix elements 〈λ′,m′j|pα,β|λ, mj〉 scale with ef-
fective principal quantum number n∗ as n∗2, the two particle matrix elements scale
with n∗ and R as:
〈λ′′,m′′j | ⊗ 〈λ′,m′j|Vdd|λ,mj〉 ⊗ |λ,mj〉 ∝ n∗4/R3 . (2.9)
Although, strictly speaking, n is not a good quantum number in a substantial electric
field (hence the state labels |λ,mj〉), this scaling law is approximately true if n∗ is
taken to be the n∗ value of the zero-field state in the Stark map that is adiabati-
cally connected to the state in question. Additionally, the infinite-separation energy
denominator, ∆, in Eq. 2.8 effectively scales with n∗ as n∗−3. Thus, we have the
general n∗ and R scaling for interactions in the presence of an applied electric field.
In a field which induces permanent dipole moments or a Förster resonance, the level
shifts scale as:
∆W (1) ∝ n∗4/R3 . (2.10)
In fields for which no interaction channels are resonant and the atoms have no per-
manent dipole moments, the level shifts scale as:
∆W (2) ∝ n∗11/R6 . (2.11)
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These are equivalent to the usual dipole-dipole and van der Waals scaling, respec-
tively.
Much of the research described in this thesis deals with interactions among Ryd-
berg atoms in zero applied electric field. However, the experiments in Chapters IV
and V involve Rydberg-Rydberg interactions in the presence of a Förster resonant
field and in the presence of a small, nonresonant electric field. Therefore, in the
following I present interaction potentials for two-body Rydberg-Rydberg interactions
for three cases: in zero applied field, in a Förster resonant electric field, and in a weak
electric field where atoms interact via second-order van der Waals interactions. The
case in which the Rydberg atoms are given permanent electric dipole moments will
not be discussed; however, interaction potentials and a discussion of the relevance of
these potentials to Rydberg excitation blockade experiments is discussed in detail in
Ref. [66].
2.2 Energy level shifts in zero electric field
2.2.1 Rb nD5/2 Rydberg states
In all of the experiments described in this thesis, Rydberg excitations are created
via a two-step process from the ground S-state to S1/2, D3/2, and D5/2 Rydberg
states, through an intermediate P -state. Since the transitions into D5/2 states have
the highest oscillator strength, these states are often studied experimentally [10,
11, 15] and they are used for most of the experiments presented below. Thus, I
first investigate the binary interaction-induced energy level shifts for nD5/2 Rydberg
states of rubidium in zero applied electric field.
In Fig. 2.2, I present scaled binary energy level shifts of 2× |nD5/2,mj〉 states as
a function of n for θ = 0 (a) and as a function of θ for n = 60 (b). The scaled level
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Figure 2.2: a) Scaled energy level shifts, ∆W̃ (2), of 2 × |nD5/2,mj〉 states as a function of n for
different mj quantum numbers and θ = 0. b) ∆W̃ (2) of 2 × |60D5/2, mj〉 states as a function of θ
for different mj quantum numbers.
shifts are defined by
∆W̃ (2)(n, `, j, mj, θ) ≡ ∆W (2)(n, `, j, mj, R, θ)× (R6/n∗11) , (2.12)
with ∆W (2)(n, `, j, mj, R, θ) given in Eq. 2.5. Due to the scaling, the scaled shift
∆W̃ (2) does not depend on R.
In Fig. 2.2(a), one can distinguish between regions of qualitatively different be-
havior. In the ranges n & 50 and n . 35, the scaled energy shift is roughly a constant
function of n for any given mj, while in the range 35 . n . 50 it is characterized by
a prominent dispersive feature. These differences can be attributed to the number
of relevant channels in Eq. 2.5 and their dependence on n.
In the ranges n & 50 and n . 35, the channel,
2× nD5/2 → (n− 1)F7/2 + (n + 1)P3/2 , (2.13)
dominates all other channels in the sum in Eq. 2.5 and accounts for roughly 70−80%
of the total energy shift. The product-state sum indices m′j and m
′′
j of Eq. 2.5
are omitted in the channel notation used in Eq. 2.13. In many cases the channel
in Eq. 2.13 has multiple sub-channels that correspond to different dipole-allowed
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combinations of m′j and m
′′
j . The allowed sub-channels have fairly large coupling
strengths |〈...|Vdd|...〉| ∼ 1 × n∗4/R3, where the numerical prefactor “1” depends
somewhat on θ and on the mj values. However, the allowed sub-channels also have
large energy denominators (∆ ≈ 1 GHz ×( 59
n∗ )
3), which limit the magnitude of the
resultant second-order shift. Because of the n∗4/R3 scaling of the couplings and the
1/n∗3 scaling of ∆ [3], the contribution to the second-order shift due to this strong,
highly-detuned channel scales as n∗11/R6. Since in the ranges n & 50 and n . 35
this contribution dominates, the scaled shifts ∆W̃ (2) are approximately constant, as
observed in Fig. 2.2.
In the range 35 . n . 50, a different, nearly resonant channel significantly
contributes to the perturbative sum and interrupts the n∗11/R6 scaling of the energy
shifts. This channel,
2× nD5/2 → (n− 2)F7/2 + (n + 2)P3/2 , (2.14)
has a coupling strength (for θ = 0)
|〈...|Vdd|...〉| ∼ 0.36× n∗4/R3 (2.15)
in the vicinity of n = 43 and a small, nearly resonant energy denominator of
∆ ≈ 79(n∗ − 41.8) MHz , (2.16)
i.e. the energy denominator undergoes a zero crossing between n = 43 and 44. In
the vicinity of n = 43, the scaled level shift of the state 2× |nD5/2, mj = 5/2〉 due to
the channels in Eqs. 2.13 and 2.14 approximately follows, for θ = 0,







In the range 40 ≤ n ≤ 47, the level shift due to the near-resonant channel (Eq. 2.14
and second term in Eq. 2.17) is greater than that due to the off-resonant channel
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(Eq. 2.13 and first term in Eq. 2.17). Since the level shifts due to these two terms
have different n-dependencies, the total shift does not follow a simple scaling law in
this n-range.
The scaled level shifts in Fig. 2.2 are obtained perturbatively, and therefore care
must be taken when interpreting and using them. For any given n and R, one may
determine the absolute van der Waals level shift (in atomic units) from Fig. 2.2 by
multiplying the scaled shift with n∗11/R6. However, the result is only valid if, for
the significant terms in the sum in Eq. 2.5, the coupling strengths |〈...|Vdd|...〉| are
smaller than their energy denominators ∆. Generally, for each two-particle Rydberg
state 2× |n, `, j, mj〉 a critical radius Rc exists such that the perturbative method is
valid for R > Rc. Similar considerations apply to Figs. 2.3 and 2.4 below.
The scaled level shifts of the two-particle states 2× |60D5/2,mj〉 as a function of
θ are shown in Fig. 2.2(b). Analogous curves for different 2× |nD5/2,mj〉 states may
be obtained approximately by multiplying the curves shown in Fig. 2.2(b) by the
ratios
∆W̃ (2)(n, l = 2, j = 5/2,mj, θ = 0)
∆W̃ (2)(n = 60, l = 2, j = 5/2,mj, θ = 0)
, (2.18)
which follow from the data shown in Fig. 2.2(a). The similarity among the curves
∆W̃ (2)(n, l = 2, j = 5/2,mj, θ) vs. θ for different n reflects the fact that the dominant
channels, Eqs. 2.13 and 2.14, have the same angular-momentum quantum numbers.
Thus, the same terms in Eq. 2.4 have nonzero matrix elements for each channel.
2.2.2 Rb nD3/2 and nS1/2 Rydberg states
In this subsection I examine the scaled energy level shifts, ∆W̃ (2), as a function of
n and θ for excitation into nD3/2 and nS1/2 Rydberg states. In parts (a) of Figs. 2.3
and 2.4, I plot the scaled level shifts as a function of n for θ = 0. In parts (b) of
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Figure 2.3: a) Scaled energy level shifts, ∆W̃ (2), of 2 × |nD3/2,mj〉 states as a function of n for
different mj quantum numbers and θ = 0. b) ∆W̃ (2) of 2 × |60D3/2, mj〉 states as a function of θ
for different mj quantum numbers.
Figs. 2.3 and 2.4, I plot the scaled level shifts as a function of θ at fixed n = 60. In
the following, I discuss some qualitative features of these plots. The level shifts for
excitation into nP3/2 and nP1/2 states are not discussed here, but are examined in
detail in Ref. [66].
The scaled energy level shifts of the states 2 × |nD3/2,mj〉, shown in Fig. 2.3(a),
exhibit a behavior similar to that of the states 2 × |nD5/2,mj〉, except that two
interaction channels, 2 × nD3/2 → (n − 2)F5/2 + (n + 2)P3/2 and 2 × nD3/2 →
(n−2)F5/2 +(n+2)P1/2, become nearly resonant at n = 39 and n = 58, respectively.
The resonances manifest themselves as dispersive-shaped features in the graph of
∆W̃ (2). The resonance centered at n = 39 is weaker than the one at n = 58 due to a
smaller coupling strength, |〈...|Vdd|...〉|. Away from these two resonances, the scaled
level shift varies little with n because an off-resonant channel with large coupling
strength, 2 × nD3/2 → (n − 1)F5/2 + (n + 1)P1/2, is responsible for the majority
(& 60%) of the level shift. The dependence of the scaled level shifts of 2×|nD3/2,mj〉
on θ, shown in Fig. 2.3(b), resembles that of 2 × |nD5/2,mj〉, shown in Fig. 2.2(b).
In both cases, the level shifts are always negative and only moderately sensitive to θ.
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Figure 2.4: a) Scaled energy level shifts, ∆W̃ (2), of 2× |nS1/2,mj = 1/2〉 states as a function of n
for θ = 0. b) ∆W̃ (2) of 2× |60D5/2,mj = 1/2〉 states as a function of θ.
The considerable difference in the respective magnitudes of the level shifts is due to
the fact that the case n = 60 happens to be quite close to a resonance in Fig. 2.3(a)
but not in Fig. 2.2(a).
The scaled level shifts of the states 2 × |nS1/2,mj = 1/2〉, shown in Fig. 2.4(a)
and (b), are qualitatively different than the shifts for D-states in that they are large
and positive for all n and θ. Four channels of the type 2×nS1/2 → nPj′ + (n− 1)Pj′′
account for most of the level shift in the displayed region, where {j′, j′′} = 1/2 or
3/2. None of the channels become resonant at any n in the displayed range. The
level shifts of the states 2 × |nS1/2,mj = 1/2〉 are almost entirely independent of
θ, reflecting the spherical symmetry of s-state wavefunctions. (The shifts are not
entirely spherically symmetric because of spin orientation effects and fine-structure
coupling).
In all cases discussed so far, the detailed values of the infinite-separation energy
defects, ∆, depend sensitively on the accuracy and precision of quantum defects
used in the calculations. In almost all cases I have used the most currently published
quantum defects for Rb from Refs. [67, 68]. Comparing the results to values obtained
with alternative sets of quantum defects from other sources, i.e. Ref. [1] and Ref. [69],
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we have seen that typically the energy detunings vary by amounts of order tens of
MHz. Variations of that size significantly affect the energy shifts only very close to
the resonances in Figs. 2.2 and 2.3. This is the reason that the figures in Ref. [66]
have resonant n-values that differ from the resonant n-values given here by ±1.
2.2.3 Experimental implications of the level-shift calculations
Figures 2.2, 2.3 and 2.4 enable one to choose Rydberg states with properties
that are appropriate for specific applications. For example, in quantum-information-
processing applications, states with level shifts that are large and relatively insen-
sitive to variations in θ and magnetic quantum numbers are desirable. If Rydberg
states with these interaction properties are used, experimental variations in angle and
polarization will not translate into excessive gate inefficiencies. Inspecting Figs. 2.2-
2.4 it is seen that large shifts may be obtained by choosing a principal quantum
number near an interaction resonance, e.g. near n = 43 for excitation into D5/2-
states. Another way to achieve large shifts is to exploit the generic van der Waals
scaling (absolute shift ∝ n∗11 for sufficiently large atom-atom separation), which in
all cases studied leads to large shifts for n & 70. Rydberg atoms in nS1/2 states
appear to be particularly attractive candidates, because their energy shifts are large,
near-isotropic, and positive, leading to mutual repulsion between atoms and there-
fore inhibition of ionizing interactions triggered by attractive forces between atoms
[51].
Figures 2.2, 2.3, and 2.4 can also be used to select Rb Rydberg states in applica-
tions of dense Rydberg-atom gases and cold plasmas. In cases where state-changing
and ionizing collisions between atoms are not desired, one looks for positive energy
level shifts with weak dependence on magnetic quantum numbers and θ. These prop-
erties lead to repulsive forces between atoms that inhibit close, inelastic collisions.
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Among the cases studied, all nS1/2 states and nD states in limited, small ranges
of n (n = 41 − 43 for D5/2 and n = 55 − 57 for D3/2) meet these requirements.
Alternatively, one may accelerate the onset of collision-induced effects by choosing
states with negative, large, and resonantly-enhanced shifts, e.g. nD5/2 with n ≈ 44
or nD3/2 with n ≈ 59. A dense cloud of Rydberg atoms initially prepared in one
of these states will exhibit a high initial rate of atom-atom collisions triggered by
attractive forces between the atoms, leading to rapid ionization and accelerated tran-
sition of the cloud into a cold plasma [47–49, 51, 70]. Finally, in applications where
strong interactions are not desired, one may choose a state for which the energy shifts
contributed by two different channels cancel, resulting in a small net shift. Examples
include the 54D3/2 and 40D5/2 states. These issues are experimentally explored in
Chapter VI.
2.3 Energy level shifts in nonzero electric fields
2.3.1 Förster resonances
As mentioned above, one may enhance interaction energies by applying a relatively
weak electric field to tune a Rydberg-Rydberg collisional interaction, such as the ones
described in Sect. 2.2, into exact resonance [2, 6, 7, 24, 71], thereby inducing a Förster
resonance. For sufficiently large atom-atom separations, the resultant resonant shift
dominates any other van der Waals shifts that may also be present. As an example,
we consider the channel 2 × nD5/2 → (n − 2)F + (n + 2)P3/2. In this case, the
electric fields required to tune these interactions into exact resonance are too small
to change the angular-momentum-character of the involved P - and D-states and to
break their fine-structure coupling, as illustrated in the Stark map for n = 45 shown
in Fig. 2.5 (upper two panels). As a result, in weak electric fields the P - and D-states
are not significantly perturbed, and we may use electric-field-free quantum numbers
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(`, j, and mj) to identify those states. However, the very small fine-structure of the
involved F -state is broken in the electric-field range of interest, as is apparent in the
bottom panel of Fig. 2.5. Therefore, we label the F -states by magnetic quantum
numbers for electron spin and orbital angular momentum, ms and m, respectively.
(In some cases, even the orbital-angular-momentum character of the involved F -state
becomes significantly perturbed.)
Figure 2.5: Stark map showing the detailed energy structure of the 45D, 47P , and 43F states.
The vertical arrows indicate the resonant transitions corresponding to the interaction channels in
Eq. 2.19.
The detailed coupling scheme of the Förster resonances 2× nD5/2 → (n− 2)F +
(n+2)P3/2 is most transparent if we assume that the 2×|nD5/2〉 state has mj = 5/2.
In this case, the operator in Eq. 2.4 allows only the three couplings:
2×|nD5/2, mj = 5/2〉 → |(n+2)P3/2,mj = 3/2〉+ |(n−2)F,ms = 1/2,m〉 , (2.19)
where m = {1, 2, 3}. In zero electric field, the couplings have infinite-separation
energy defects with magnitudes ranging from 0 to ∼ 400 MHz for 40 ≤ n ≤ 60, as
shown in Fig. 2.6(a). In the range n ≥ 44 they can be tuned into resonance by appli-
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cation of electric fields of up to about 0.4 V/cm, which tune the infinite-separation
energy defects downward toward negative values. The tuning largely occurs through
the Stark shifts of the F -levels, which have, due to their small quantum defect, the
largest electric polarizabilities among the involved states (α ≈ −2.1 GHz/(V/cm)2,
-1.7 GHz/(V/cm)2 and -1.1 GHz/(V/cm)2 for 43F , m = 1, 2, 3, respectively).
Since the polarizabilities depend on m, the couplings in Eq. 2.19 come into reso-
nance at slightly different electric fields, as shown in Fig. 2.6(b). By inspecting







3, and χ3(1 − 32 sin2(θ))/R3, with reduced
coupling strengths χm for m = 1, 2, 3. In Fig. 2.6(c) I show the reduced coupling
strengths scaled by n∗4 at the resonant electric fields as a function of n. In the range
44 ≤ n . 48, the scaled χ-values are fairly constant, reflecting the fact that in this
range of n the F -states |(n − 2)F,ms = 1/2,m〉 with m = 1, 2, 3 are mostly unper-
turbed. For n & 49 the state |(n−2)F, ms = 1/2,m = 3〉 becomes increasingly mixed
with high-` hydrogenic states, leading to a spread of F -character over multiple states
and, therefore, to an abrupt drop of the χ-value of the strongest resonance (χ3). The
resonances involving |(n − 2)F,ms = 1/2,m = 2〉 and |(n − 2)F, ms = 1/2,m = 1〉
exhibit similar reductions in strength at somewhat higher values of n.
If one of the sub-channels in Eq. 2.19 is exactly resonant, the resultant level shifts
of the two-atom states are first-order and are given by
√
2 times the coupling strength
of the resonant channel (see Eq. 2.7). The two-particle states that correspond to the
two eigenvalues in Eq. 2.7 are given by the symmetric and antisymmetric combina-
tions of 2× |nD5/2,mj = 5/2〉 and |(n− 2)F, ms = 1/2,m〉⊗ |(n + 2)P3/2,mj = 3/2〉.
For instance, at n = 45, R = 5 µm, θ = 0, and E = 0.34 V/cm the resonance
for m = 3 generates two such superposition states at energy separations of about
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Figure 2.6: a) Infinite-separation energy defects, ∆, of the channel 2×nD5/2 → (n−2)F+(n+2)P3/2
vs n. b) Electric fields, ERes,m at which the magnetic sub-channels identified in Eq. 2.19 become
resonant. c) Scaled reduced coupling strengths, χm/n∗4, m ∈ {1, 2, 3}, of the channels in panel b)
vs n. (The values of ∆ in part b) differ slightly from those in Fig. 2.7 because an older value for the
F -state quantum defect [1] was used. Using the most recent F -state quantum defect will change
these values by about 5%.)
±15 MHz from the interaction-free energy.3 In comparison, the van der Waals shift
of the state 2 × |45D5/2, mj = 5/2〉 at E = 0 would only be of the order of 1 MHz.
Therefore, strong binary Rydberg-Rydberg interactions may be turned on and off by
tuning interactions of the type in Eq. 2.19 into and out of resonance by switching
weak electric fields. This technique of controllably enhancing the Rydberg-Rydberg
interaction strength is used in Chapters IV and V.
3To calculate this, I used Eq. 2.7 and χm from Fig. 2.6.
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2.3.2 van der Waals shifts in electric fields
The channels identified in Eq. 2.19 cause some shifts even if the electric field,
E, does not induce an exact Förster resonance. For sufficiently large separation, R,
these level shifts can be calculated in second order, as a function of θ and E, using
Eq. 2.8.
Figure 2.7: Scaled energy level shifts, ∆W̃ (2) of the 2×|45D5/2, mj = 5/2〉 (a) and 2×|45D5/2,mj =
5/2〉 (b) states as a function of θ and the applied electric field. The magnitude of the scaled shifts
are shown on the right and the signs of the shifts are indicated on the plots.
As an example, in Fig. 2.7a I plot the energy level shift of the state 2×|45D5/2,mj =
5/2〉 as a function of E and θ. In the range E . 0.20 V/cm, the van der Waals shifts
are always negative and have a weak dependence on θ. The interaction channels




sin2(θ)]2 near 0.24 V/cm, ∝ [χ2 3√2 sin(θ) cos(θ)]2 near 0.27 V/cm,
and ∝ [χ3(1− 32 sin2(θ))]2 near 0.34 V/cm. (Note that these fields correspond to the
Förster resonant fields given in Fig. 2.6b and that the angular patterns correspond
to the squares of the angular dependencies mentioned in the discussion of Eq. 2.19.)
For electric fields just below a resonance, the shifts are negative, because the en-
ergy defect, ∆, of the nearest-resonant term is > 0. For electric fields just above
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a resonance, the shifts tend to be positive, because the energy defect, ∆, of the
nearest-resonant term is < 0. Between resonances, the sign of the second-order shift
varies as a function of θ due to the competing effects of two nearby resonances with
different angular profiles, one producing positive and the other producing negative
second-order shifts.
As a second example, I plot the level shift of the state 2 × |43D5/2,mj = 5/2〉
in Fig. 2.7b. This figure will be relevant to the discussion of Sect. 5.4. In contrast
to the case of 45D5/2, the level shifts for 43D5/2 are positive for the entire electric
field range displayed and there exists a near Förster resonance in zero applied field.
The dominant interaction channel at n = 43 (Eq. 2.14) has an energy denominator
of about -10 MHz (see Eq. 2.16) which becomes more negative with increasing E
until, at a field E ∼ 0.45 V/cm, it is no longer the dominant channel and the level
shift due to several channels cancel and produce a small net shift. Thus, there are
no exact Förster resonances for 43D5/2 in the range 0 ≤ E ≤ 0.45 V/cm.4
I have investigated in great detail van der Waals shifts of other quantum states
in an applied electric field. The resonances of the states 2 × |nD5/2,mj = 3/2〉 and
2×|nD5/2,mj = 1/2〉 are qualitatively similar to those of the states 2×|nD5/2,mj =
5/2〉 discussed here, but have more than three allowed angular-momentum sub-
channels (up to eight) and occur at somewhat different electric fields. Many more
Förster resonances occur at fields larger than the ones displayed in Fig. 2.7a. How-
ever, due to the increasingly complicated underlying Stark maps, these higher-field
Förster resonances follow rather erratic patterns and are usually weak. Therefore,
any experimental applications of Förster resonances will likely employ simple cases,
such as the ones discussed in this section.
4An exact Förster resonance for 43D5/2 may, however, be realized using Stark shifts induced by AC rather than
DC electric fields. See for example Ref. [72].
CHAPTER III
Creating and analyzing cold Rydberg-atom gases
In this thesis, we are concerned with ensembles of Rydberg atoms in which atom-
atom interactions dominate the excitation and evolution dynamics. Thus, we are
mainly interested in ensembles where thermal motion of the Rydberg atoms is negli-
gible, i.e. ensembles of cold Rydberg atoms. Rydberg atoms may be produced when
an atom absorbs energy from either a collisional partner or its surroundings and
one of its valence shell electrons is promoted into a state of high principal quantum
number n [3]. However, since there are, at present, no techniques available for the
active cooling of Rydberg atoms, the only appropriate method for the preparation
of cold Rydberg atoms is photoexcitation of laser-cooled ground-state atoms. In this
section I describe the methods we use to obtain cold samples of ground-state atoms,
photoexcite these atoms into Rydberg states, and detect the number of Rydberg
excitations created and their internal-state distribution.
3.1 Laser cooling and trapping of ground-state atoms
3.1.1 Magento-optical traps
In all experiments presented below, a vapor-cell magneto-optical trap (MOT) is
used to laser cool and trap ensembles of 85Rb ground-state atoms. The MOT is the
most widely used, versatile, and simplest method of obtaining ensembles of cold (.
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1 mK) ground-state atoms. The MOT cools and traps atoms as a result of position-
dependent radiation pressure forces. The vapor-cell MOTs we employ consist of a
pair of anti-Helmholtz coils wrapped around rubidium vapor cells and three pairs of
counterpropagating and suitably σ-polarized laser beams [73]. The coils produce a
quadrupole magnetic field of the form B(r) = (−αx/2,−αy/2, αz) (with α = 30−55
Gauss/cm) and thus induce a linear Zeeman shift of the atomic states with non-zero
magnetic quantum number, mF. The laser beams propagate in the ±x, ±y, and ±z
directions, and are red-detuned from the transition 5S1/2, F = 3 → 5P3/2, F ′ = 4 by
about three times the natural linewidth, γ = 6 MHz. The beams are σ-polarized in a
way that an atom displaced from the trap center in any given direction predominantly
scatters light from the laser beam that provides a dissipative radiation-pressure force
pointing towards the trap center. This property is achieved by a combination of
optical pumping into the extreme mF sublevels and the red-shift of the dominant
transition due to the Zeeman effect. A schematic illustration of the operation of a
MOT is shown in Fig. 3.1. Details on the experimental implementation of a MOT
are provided in [5, 73].
Our vapor-cell MOTs yield densities of 85Rb ground-state atoms of order 1010 cm−3
at temperatures near the Doppler limit (∼ 140µK or an average thermal velocity of
12 cm/s [5]). The MOT has a diameter of ∼ 500 µm and contains ∼ 106 atoms. In
the applications described below, it is often beneficial to increase the MOT density
and atom number above these values. MOT atom numbers and densities can be
increased using a double-trap design, in which a secondary, ultra-high-vacuum MOT
is loaded by a cold atomic beam extracted from a primary, vapor-loaded trap. In
this design, most atoms entering the range of the secondary MOT have a velocity



























Figure 3.1: a) Spatial configuration of laser beams and magnetic field coils for a magneto-optical
trap. b) Energy-level diagram of relevant atomic levels in a MOT configuration, illustrating cooling
and trapping along the z axis. Fine structure and hyperfine structure of the involved states is
neglected.
and the collision-induced atom loss rate are suppressed. Due to these factors, the
densities and atom numbers achievable in double-MOT systems are larger than those
in plain vapor-cell MOTs.
The double-MOT system used here is of the so-called LVIS type (Low Velocity
Intense Source), first demonstrated in Ref. [74]. An LVIS can be implemented in
several ways [74–78]; here we employ the strategy first described in Refs. [75, 76].
We use a collimated “pusher” beam which is σ+-polarized so it resonantly drives
the 5S1/2, |F = 3,mF = 3〉 → 5P3/2, |F ′ = 4,m′F = 4〉 cycling transition in 85Rb.
The beam exerts a radiation pressure force on the pre-cooled atoms trapped in the
primary MOT and expels them with a relatively low velocity (∼ 10 m/s) towards the
secondary MOT. Thus, the pusher beam forms a directed, cold atomic beam from
which the secondary MOT may be loaded.
In order to minimize unwanted deflection of the cold atomic beam due to radia-
tion pressure forces caused by the near-resonant primary MOT trapping beams, we
simultaneously pulse off the primary MOT trapping beams and pulse on the pusher
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beam for 20 ms each experimental cycle, which is one-tenth of the cycle. For the
remainder of each cycle, the primary MOT re-collects atoms to be used in the next
loading cycle. In this way, we are able to achieve secondary MOTs with density and
atom number of 5× 106 and ∼ 4× 1010cm−3, respectively. Absorption images of the
secondary MOT with the pusher beam disabled (a) and enabled (b) are shown in
Fig. 3.2, illustrating the increase in density and atom number of the secondary MOT
when it is loaded from a cold atomic beam. Details on the technique of absorption
imaging, including how it may be used to compute the density of clouds of cold
atoms, may be found in Refs. [79, 80].
Figure 3.2: a) An absorption image of the secondary MOT with loading only from the rubidium
background vapor. There is no loading from the LVIS. b) An absorption image of the secondary
MOT and with loading from the LVIS. The MOT in (a) has 2 × 106 atoms and a density of
3× 1010cm−3, while the MOT in (b) has 5× 106 atoms and a density of 4× 1010cm−3.
3.1.2 Optical dipole traps
For some of the experiments described below (Sect. 4.3, Chapter V, and Sect. 6.4)
it is not sufficient to create Rydberg excitations from ensembles of atoms in a MOT.
In these experiments it is necessary to achieve even higher ground-state atom den-
sities than are possible in a double-MOT system and to employ atomic clouds that
have a much smaller width. Additionally, small, dense atom clouds with relatively
few Rydberg excitations may more readily be applied to quantum information pro-
cessing schemes with few qubits than large systems with many excitations. For these
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reasons, we implement an optical dipole trap [81–83] to realize cigar-shaped ground-
state atom clouds with peak densities of ∼ 4 − 5 × 1011 cm−3, atom numbers of
∼ 3× 104, and highly uniform, narrow spatial profiles with widths of order 10 µm.
Optical dipole traps rely on the electric-dipole interaction between an applied
light field and the induced dipole moment of an atom. An optical dipole trap is
often realized by focusing an intense laser beam that is highly red-detuned from the
dominant ground to first excited state transition through an ensemble of pre-cooled
atoms1 (such as atoms in a MOT). The atoms will collect in the most intense part
of the beam (i.e. in the beam waist) achieving a smaller and higher density atomic











Figure 3.3: The energy level structure of a two-level atom as a function of position in the presence
of red-detuned laser light of intensity I(ρ) (ρ is the cylindrical coordinate). a) Intensity = 0 b)
constant intensity c) Gaussian intensity profile. For a light field with a Gaussian intensity profile,
an attractive potential well forms for ground-state atoms.
To understand the operation of an optical dipole trap, it is useful to consider
the effect of the intense, far off-resonant laser light on the energy level structure of
a two-level atom [84]. The Schrödinger equation for the probability amplitudes of
1Optical dipole traps are not deep enough to collect substantial numbers of atoms with high (>several mK)
temperature.
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a two-level atom with states |1〉 and |2〉 driven by an optical field is given (in the
interaction representation) by
ċ1(ρ, t) = − i
2
Ω∗(ρ, t)eiδtc2(ρ, t) (3.1)
ċ2(ρ, t) = − i
2
Ω(ρ, t)e−iδtc1(ρ, t) (3.2)
where δ = ωL − ωo is the atom-field detuning, ρ is the radial coordinate describing
the position of an atom within the beam, and Ω(ρ, t) is the transition Rabi frequency.
If the laser field is turned on slowly compared with δ−1 (a good approximation if δ
is large), we can adiabatically eliminate the excited state and







′) dt′ ≈ Ω(ρ, t)e
iδt
2δ
c1(ρ, t) . (3.3)
Thus, Eq. 3.1 becomes
iċ1(ρ, t) ≈ |Ω(ρ, t)|
2
2δ
c1(ρ, t) . (3.4)
Since the laser intensity is proportional to |Ω(ρ, t)|2, we see that the energy of state 1
is shifted by an amount proportional to the intensity of the applied light field divided
by its detuning from the atomic resonance2.
Equation 3.4 allows for a simple interpretation of the trapping potential of an
optical dipole trap, since the energy level shift of the ground state is negative for
δ < 0 (or red-detuned trapping light) and proportional to the intensity of the applied
light field. If the laser field is uniform in space, the energy of levels |1〉 and |2〉 are
shifted by a constant amount, as illustrated in Fig. 3.3b. If, however, the applied light
field has a spatially varying intensity profile, the energy levels will be shifted by an
amount which is proportional to that varying intensity. In particular, if a Gaussian
beam is focused through an ensemble of cold atoms, the ground-state energy level
2From Eqs. 3.1 and 3.2 it is apparent that the energy shift of state 2 is the same as for state 1 with the replacement
δ → −δ. Therefore, the energy shift of state 2 is equal and opposite the energy shift of state 1.
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shifts of the atoms will follow the Gaussian intensity profile of the beam. The energy
of each atom will be minimized in the spatial location that has the highest light
intensity. Therefore, a Gaussian-shaped potential well is formed for the atoms, as
seen in Fig. 3.3c. This well can be tightly confining (oscillation frequencies of tens
of kHz) but is usually shallow (trap depths of ∼ mK).
Additional insight may be gained by adopting a more sophisticated treatment of
the problem where one solves the density matrix equations of a two-level atom in
the presence of a focused light field of arbitrary frequency and intensity. Following
the treatment of Ref. [84], one finds that the force, f , on an atom due to the applied
light field has two terms: a dissipative term, fdiss, and a gradient term, fgrad. The
dissipative term gives rise to radiation pressure forces due to light scattering (which
is exploited in a MOT) and the gradient term gives rise to conservative forces due to
the interaction of atomic dipole moments with the inhomogeneous laser field (similar
to the principle behind a Stern-Gerlach apparatus). It can be shown that fdiss ∝
|Ω(ρ, t)|2/δ2 and fgrad ∝ |Ω(ρ, t)|2/δ. Therefore, for large atom-field detunings, δ,
(such as used for an optical dipole trap) the gradient term dominates and there is
little photon scattering and concomitant heating.
In our system, we realize an optical dipole trap by focusing a ∼ 5 W, 1064 nm
laser beam through our LVIS-loaded secondary MOT to achieve cigar-shaped atom
distributions with full-width at half-maximum (FWHM) diameters of 16 µm × 16 µm
× 150 µm. The beam is highly red-detuned from the 780.23 nm, 5S1/2 → 5P3/2 D2
transition in Rb and it produces a trap with depth ∼ 1 mK. There is some heating
involved in the transfer of atoms into our dipole trap, so their temperature after
loading is also ∼ 1 mK. Typical traps have densities of 4− 5× 1011 cm−3 and atom
numbers of ∼ 3× 104. Images of typical dipole traps are shown in Fig. 3.6.
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3.2 Experimental procedure
Once 85Rb atoms are cooled and trapped in either a MOT or an optical dipole trap
they can be excited to Rydberg states in different ways. One could turn off the atom
trapping light at the time of excitation and excite directly from the 5S1/2 ground
state to nP Rydberg states via a one photon UV transition (transition wavelength
≈ 297 nm) [23]. Alternatively, one may employ a two-photon transition to the Ryd-
berg state. A particularly convenient two-photon transition of Rb into nS or nD
Rydberg states is
5S1/2 → 5P3/2 → nS, nD (3.5)
because both the lower and upper transitions have near-IR or visible wavelengths
(780.23 nm and ≈ 480 nm, respectively) and the oscillator strengths of the two
transitions are considerably higher than those of the 5S1/2 → nP transitions (for
n & 10). The respective photoionization cross-sections, which represent a measure
for the excitation probabilities one can obtain for equal photon fluences and laser
linewidths, are σPI = 1.7 × 10−20 cm−2 for Rb 5S1/2 [85] and 1.5 × 10−17 cm−2 for
Rb 5P3/2 [86]. In all experiments discussed below the two-photon excitation method,
shown schematically in Fig. 3.4, is utilized.
The experiments described in the following chapters proceed in very similar ways.
Therefore, in the remainder of this section I give a brief outline of the general ex-
perimental procedure and then focus on the details of its implementation in the
remainder of the chapter. A schematic illustration of the essential components of
our experimental apparatus is shown in Fig. 3.5a and an experimental timing di-
agram is shown in Fig. 3.5b. Each experimental cycle atoms from the LVIS are















Figure 3.4: Atomic energy level structure of 85Rb relevant to the two-step excitation from the 5S1/2
ground state to nD or nS Rydberg states.
MOT located between two cylindrically shaped electrodes. Small voltages may be
applied to each electrode to excite atoms in the presence of some electric field or large
voltages may be applied in order to ionize Rydberg atoms (see Sect. 3.4). In some
experiments atoms are excited to Rydberg states directly from the secondary MOT,
while in others atoms are collected in an optical dipole trap before excitation. In the
former case, the first signal in Fig. 3.5b is not present and the MOT trapping light is
turned off τ1 + τ2 = 10 µs before the application of optical excitation pulses. In the
latter case, the dipole trap is loaded by overlapping the MOT and dipole trapping
beams for 30 ms in time, then turning off the secondary MOT trapping light and
allowing atoms not trapped in the focus of the dipole trap beam τ1 = 38 ms to fall
away. We then turn off the dipole trapping light before excitation to eliminate the
effects of AC Stark shifts on the Rydberg transition. The atoms are allowed a time
τ2 = 1 to 150 µs to freely expand before the application of the optical pumping and
Rydberg excitation pulses.3 Since the atoms expand isotropically in the transverse
3The true values of τ2 may be up to 2 µs longer than the values quoted here. This is because there is a low
intensity tail on the falling edge of the dipole trap light pulse and it is difficult to determine exactly when all the
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direction, this allows us to controllably vary the density of the atoms at the time
of Rydberg excitation. In general the density profiles will be Gaussian along the
three axes in Fig. 3.5a; however, for long τ2 and spatially narrow excitation lasers,
the atomic distribution will be nonuniform in the excitation volume only along the
axis of the excitation beams. Absorption images our optical dipole trap for various
expansion times, τ2, are shown in Fig. 3.6.
Figure 3.5: a) Schematic illustration of the essential details of our experimental apparatus. b)
Timing diagram of the relevant events comprising one experimental cycle of atom trapping, Ryd-
berg excitation, and detection.
Optical excitation proceeds in two steps. First, we apply a resonant (780.23 nm),
σ+-polarized laser pulse of 2 µs duration to the atom cloud, coupling the 5S1/2
ground state to the 5P3/2 state. This pulse optically pumps the atoms into the
|F = 3,mF = 3〉 substate of the 5S1/2 ground state. After a delay of 300 ns,
we perform the two-step excitation to Rydberg states using coincident laser pulses
which each have an intensity FWHM of ∼ 100 ns. The lower step in the transition
is achieved by applying a 780.23 nm, σ+-polarized laser pulse to populate the 5P3/2,
light is extinguished. The uncertainty in τ2 is insignificant compared to other sources of uncertainty in determining
dipole trap densities and widths.
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|F ′ = 4,m′F = 4〉 state. We ensure that the 5S1/2 → 5P3/2 laser is exactly on
resonance and determine its Rabi frequency (typically 3.5 MHz) using Autler-Townes
spectroscopy [87]. The second step in the transition is driven with a laser pulse with
variable polarization that travels in the direction opposite the lower-transition pulse
and is resonant with the 5P3/2, |F ′ = 4, m′F = 4〉 to nD or nS transitions (480 nm).
During the 100 ns Rydberg excitation, the atoms move a few tens of nanometers,















Figure 3.6: Absorption images of an optical dipole trap for different values of the expansion time,
τ2.
The spatial profiles of the two excitation pulses are illustrated in Fig. 3.7 for
excitation in both a MOT and a dipole trap. The 5S → 5P light is collimated to
an intensity FWHM diameter of ∼ 3 mm, or much larger than any dimension of the
atom clouds. Therefore, near the symmetry axis of the beam, the Rabi frequency
(∝ the square root of the light intensity) is relatively constant in space. The upper
transition has much smaller oscillator strength than the lower transition. Therefore
it is necessary to focus the 5P → nD/nS light to an intensity FWHM of ∼ 15 µm to
achieve Rabi frequencies comparable to those on the lower transition. This has the
unwanted side effect that the upper transition Rabi frequency varies in space in the
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transverse directions (due to the Gaussian spatial profile of the beam). We estimate
the Rabi frequency on the upper transition to be about 3 MHz. The Rayleigh length
of the upper transition beam is & 1 mm, longer than any dimension of the trapped
atom clouds.
Figure 3.7: Spatial profile of the lower-transition (5S1/2 → 5P3/2) and upper-transition (5P3/2 →
nD, nS) Rydberg excitation lasers for excitation in a MOT (upper figure) and an optical dipole
trap (lower figure).
After the ensemble has been excited into Rydberg states, it is given a time τFI to
evolve before the number of Rydberg excitations and their Rydberg state distribution
are detected. Details on Rydberg state detection are given in Sect. 3.4 below.
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3.3 Details of Rydberg excitation
3.3.1 Laser pulses
The experiments described in Chapters IV and V are related to a blockade of Ryd-
berg excitation, where it is necessary to achieve narrowband population transfer into
Rydberg states (laser bandwidth δνL . ∆W , where ∆W is the interaction-induced
level shift of the state |N, 2〉). Therefore, the lower and upper transitions are driven
using light from narrow-band (∼ 2 MHz linewidth) continuous-wave (cw) lasers.
The lower transition light is derived from a cw external cavity diode laser that
we constructed. The laser is frequency stabilized to an atomic absorption line using
saturated absorption spectroscopy [88, 89]. We use active electrical feedback on
both the laser diffraction grating position and diode current to maximize the laser’s
frequency stability. Pulses are created by passing the light through an amplitude-
modulated (AM) acousto-optic modulator (AOM), and the pulses are then coupled
into an optical fiber. The upper transition light is derived from a commercial external
cavity diode laser with 960 nm wavelength that is frequency doubled to λ = 480 nm
(Toptica DL100 with SHG). The upper-transition pulse is also created by modulating
an AOM and coupling the modulated light into an optical fiber. However, unlike for
the lower transition, we find that amplitude-modulation (AM) alone is not enough to
extinguish unwanted light at the output of the fiber when the pulse is not supposed
to be active. Using only AM, a small amount of 480 nm light (∼ 10−4 of the incident
light) may exit the fiber when the pulse is supposed to be off and this light is incident
on the atomic ensemble at all times. Since, for much of one experimental cycle the
MOT trapping beams (which drive the 5S1/2 → 5P3/2 transition) are active, this
unwanted 480 nm “leakage” light may interact with the MOT trapping light and
create unwanted Rydberg excitations via the process in Eq. 3.5. Therefore, we also
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frequency-modulate (FM) the AOM for a time longer than the amplitude modulation.
The combined effect of the FM and AM pulses sweeps light away from the fiber
input (due to the FM) while simultaneously reducing its amplitude (due to the AM)
when the optical pulse is supposed to be inactive. The combination of AM and FM
modulation improves the extinction ratio (when the pulse is off) at the fiber output
to ∼ 10−6. All other laser pulses in our experiment are also derived by passing a cw
laser beam through an AOM which is either amplitude- or frequency-modulated.
3.3.2 Rydberg excitation spectra
In all experiments we perform, it is necessary to measure experimentally an ex-
citation spectrum of the Rydberg state that is being studied. An example is shown
in Fig. 3.8: a spectrum for the 43D fine-structure doublet. To obtain a spectrum,
the frequency of the lower-transition laser is held constant and the frequency of the
5P → nD/nS laser is scanned in 1.6 MHz steps. The number of Rydberg excitations
produced is measured for each frequency (see Sect. 3.4) and the results are displayed
in plots such as Fig. 3.8. The upper-transition laser is scanned by locking it to a
transmission peak of a scanning, pressure-tuned Fabry-Perot interferometer with a
free spectral range of 500 MHz and finesse of ∼ 40. [90]. The frequencies of the
interferometer’s transmission lines are changed by changing the optical path length
of the cavity. A stepper motor turns and moves a bellow, changing the pressure of
the air in the cavity, and hence its index of refraction. Changing the index of refrac-
tion inside the cavity is equivalent to changing the cavity’s optical path length. To
precisely stabilize the laser frequency to a Fabry-Perot peak, we feed back on both
the laser’s diffraction grating position and diode current.
In Fig. 3.8, the FWHM of the Rydberg resonances is about 16 MHz. The natural
linewidth of the Rydberg resonances near n = 43 is of order ∼ kHz and the linewidth
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Figure 3.8: Experimental frequency spectrum of the 43D fine-structure doublet in 85Rb.
of the Rydberg transition laser is ∼ 2 MHz. Therefore the line broadening evident
in Fig. 3.8 must be primarily due to environmental fields (small stray electric fields
and the inhomogeneous MOT magnetic field) or static Rydberg-Rydberg interactions
(similar to pressure broadening).
Spectra such as the one displayed in Fig. 3.8 form the starting point for all of the
experiments described below, as the spectra allow the precise frequency of a desired
Rydberg transition to be determined in units of step numbers of the Fabry-Perot’s
stepper motor.
3.4 Rydberg atom detection
Since the photoabsorption cross-sections of atoms for transitions into Rydberg
states are very small, in most spectroscopic studies of Rydberg atoms detection meth-
ods are employed in which the Rydberg atoms themselves are detected. Rydberg
atoms may be detected directly in one of two ways. First, one may use photomulti-
plier tubes to observe the fluorescence emitted by Rydberg atoms as they radiatively
decay to low-energy states. A second method uses the fact that the valence electron
in a Rydberg atom is in a highly-excited state characterized (classically) by a large,
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weakly bound orbit. As a result, Rydberg atoms ionize easily due to either collisional
ionization or the application of a modest electric field (tens to hundreds of V/cm).
After ionization, the free electrons and/or ions can be detected [3, 4].
In the experiments described in this thesis, we employ state selective (electric) field
ionization (SSFI) to detect Rydberg atoms, a technique that allows one to not only
detect and count all atoms in Rydberg states but also to obtain some information
about the distribution of Rydberg states. The latter aspect is especially important
in experiments in which the state distribution of Rydberg atoms changes due to
collisions, such as those described in Chapter VI. SSFI involves the application of a
time-varying electric field pulse to a sample of Rydberg atoms and identification of
Rydberg states by the electric field at which they ionize.
Classically, a low angular momentum Rydberg atom in a static electric field, E,
(along the z axis) will ionize when the saddle-point of the combined Coulomb-Stark
potential
V = −1/r + Ez (3.6)
has the same energy as the binding energy of that Rydberg state. This is illus-
trated schematically in Fig. 3.9. The assumption of saddle-point ionization leads to





where n∗ = n− δ` is the effective principal quantum number [3]. Each experimental
cycle, we typically apply an electric-field ramp with a rise-time of about 2 µs, and
detect the electrons liberated from the loosely-bound Rydberg atoms as a function
of time4. We average ∼ 1000 such events and peaks in the resulting signal (referred
to as an SSFI spectrum) are usually identified with bound Rydberg states. The
4When we excite to states with n ≥ 54, we use slower ramps with rise times ∼ 100 µs.
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identification of a peak at a given electric field with a possible Rydberg state is done
using Eq. 3.7. Examples of SSFI spectra labeled with the corresponding quantum
states are given in Chapters VI, V, and IV.
Figure 3.9: a) The −1/r Coulomb potential of an atom in zero electric field. The energies of
the bound states of the system are shown in red. b) The combined Coulomb-Stark potential of a
Rydberg electron in the presence of an external electric field E. When E reaches a value where
the energy of the saddle point in the combined potential, −2E1/2, equals the energy of a bound
Rydberg state, field ionization occurs.
This simple interpretation of SSFI spectra, however, neglects ambiguities in the
assignment of Rydberg states that result from the time dependence of the ionization
process and from the mapping of the multi-dimensional Rydberg atom state space
onto the single dimension space of the electric field. In pulsed field ionization, the
ionization field for a given Rydberg state will, in general, depend on the rise time of
the electric field pulse. Due to the non-zero quantum defects, δ`, of non-hydrogenic
atoms, the energy levels belonging to adjacent n-manifolds exhibit avoided crossings
when plotted versus the electric field in a Stark map (see Fig. 3.10a) [3, 4]. During
the field ionization pulse, atoms starting in a given initial state traverse the Stark
map and ionize, producing a signal when they reach the ionization threshold of the
Stark energy level on which they are traveling. While traversing the Stark map the
atoms encounter anti-crossings with other Stark levels. Depending on the separation
of the anti-crossings in the Stark map and on the rise time (or slew rate, S = dE/dt)
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of the electric-field ramp, the atoms may pass through these anti-crossings adiabat-
ically (remaining in the same energy level) or diabatically (jumping energy levels),
resulting in different ionization electric fields. For a given initial state, diabatic pas-
sage typically results in higher ionization electric fields and broader peaks in the
SSFI spectrum than adiabatic passage. If the slew rate is sufficiently low and the
separation of the anti-crossings in the Stark map sufficiently large for the passage to
be adiabatic, the ionization electric field is given by the classical ionization threshold
in Eq. 3.7. This SSFI behavior is usually found for atoms that are initially in a
low-angular-momentum (low-`) state with a large (of order 1) quantum defect. In
this case, illustrated by the green line in Fig. 3.10b for 43D states, atoms follow
the classical SSFI behavior and the relationship between E and n∗ is well-defined.
However, there still can be some ambiguity in the assignment of a given quantum
state to a peak in an SSFI spectrum because states of different n may have similar
n∗. For example, nS states (δS = 3.13) and (n − 2)D states (δD = 1.34) ionize at
similar electric fields because the respective values of n∗ = n− δ` are similar.
High-angular-momentum Rydberg states with large |m| have Stark maps with
very narrow anti-crossings, leading to diabatic field ionization behavior. For a given







depending on the exact parabolic quantum numbers of the state. Blue-shifted levels
tend to ionize at higher and red-shifted levels at lower electric fields5 [3]. As a
result, for high-|m| states, SSFI does not allow for an unambiguous determination
of n∗. Much more detail on electric field ionization of Rydberg atoms can be found
in Ref. [3] and references therein. In the experiments described in this thesis we
5Note that since the ionization thresholds for blue- and red-shifted high-` states are different than for low-` states,
they are not given by the red curve in Fig. 3.10b.
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Figure 3.10: a) Stark map for |m| = 5/2 states in the vicinity the first anticrossing between the
43D5/2 state and the n = 41 hydrogenic manifold. The adiabatic (diabatic) path through the
anticrossing is shown in red (blue). b) Stark map for |m| = 1/2 states in the vicinity of the
n = 41 and 42 hydrogenic manifolds (with a larger displayed electric field range than in a). The
low-` classical ionization limit is displayed in red, illustrating the difference in ionization field for
adiabatic and diabatic passage through the avoided level crossings. The adiabatic path to ionization
taken by the 43D state through the Stark map is shown in green.
use mostly SSFI electric-field ramps that are slow enough that atoms in low-` states
ionize adiabatically, allowing for a well-defined assignment of n∗-values to peaks in
SSFI measurements. We do, however, see evidence of diabatic passage in the SSFI
of very high-lying low-` states (n & 70) and of high-|m| states produced in collisions.
3.4.1 Experimental details of the SSFI method
In the following, I discuss a few experimental details of the SSFI method. The
SSFI electric field pulse is applied to the sample by applying a negative voltage pulse
to the lower cylindrical electrode pictured in Fig. 3.5a. The SSFI electric-field pulse
ionizes Rydberg atoms and accelerates the liberated electrons toward a detector. In
the space between the atom-trapping region and the detector we use electron focusing
electrodes with circular cross sections, held at potentials of 50 V relative to the SSFI
location, in order to control the electron trajectories and to increase the electron
collection efficiency. The electrons then impinge on a microchannel plate detector
(MCP). An MCP is a periodic array of fused thin lead glass capillaries (or channels)
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sliced into a thin plate [91]. A single incident electron enters a channel, hits a
channel wall, and releases secondary electrons. The latter are accelerated by voltages
∼ 1000 V applied across the MCP, and produce more secondary electrons. We use
a two-stage MCP with a gain in the range of 108. Our MCP is used in conjunction
with a phosphor screen mounted behind the MCP rear face. The phosphor screen
emits a localized fluorescent light burst when impacted by an electron shower and
gives some information about the spatial distribution of the counts on the surface
of the MCP. If the electron transfer function between the SSFI region and the MCP
is sufficiently well defined, one can use the spatial image acquired on the phosphor
screen to infer the spatial distribution of Rydberg atoms at the time of ionization.
This capability is not currently exploited but experiments are planned which utilize
this capability (see Sect. 7.2.1).
Electric pulses corresponding to single electron impacts are capacitively coupled
out of the phosphor screen. In this way, each electron detected by the MCP/phosphor
screen creates a voltage pulse of the order of 10 mV in height and 5 nanoseconds in
duration. Typical detector efficiencies for systems like ours are in the range 0.5 .
η . 0.85 [91]. The pulses obtained from the MCP are pre-amplified and counted
via a single-photon counter. Sequences of MCP pulses are simultaneously averaged
and displayed as a function of time on an oscilloscope, along with the field-ionization
voltage ramp, in order to produce SSFI spectra and infer the distribution of states.
CHAPTER IV
Measuring excitation blockades using counting statistics
In Chapter I we noted that strong interactions among Rydberg atoms may lead
to a “blockade,” or suppression, of Rydberg excitation. Several groups have demon-
strated evidence of an excitation blockade based on always-present van der Waals in-
teractions or electric field-induced dipole-dipole interactions. However, to our knowl-
edge all experimental work on excitation blockades save that of our group [11, 71]
has relied on the same technique to demonstrate the blockade; namely, a saturation
of Rydberg excitation with some experimentally varied parameter [23–26]. In these
experiments, hundreds to several thousands of Rydberg excitations are created.
In this chapter, I present a different approach to demonstrating the effectiveness
of an excitation blockade. We examine the statistical distributions of the number
of Rydberg excitations created each experimental cycle and show that the distri-
butions become narrower when a blockade is effective. In particular, we show that
sub-Poissonian distributions of the number of Rydberg excitations may be measured
when sources of experimental noise are minimized. Our measurements were per-
formed on systems with tens of Rydberg excitations, about two orders of magnitude
fewer excitations than in other systems. In fact, our technique is ideally suited for
measuring the effectiveness of an excitation blockade in systems with as few as one
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or two Rydberg excitations, systems which may be useful in the implementation of
neutral-atom quantum information processing schemes.
4.1 Measuring an excitation blockade
Rydberg excitation blockades are a consequence of the nature of the energy spec-
trum of the many-atom eigenstates of a system of interacting Rydberg atoms. The
k-th excited state of an N -atom system, |N, k〉, is a state where all k excitations are
coherently shared among the N atoms. The energy spectrum of the collective system
consists of an non-equidistant ladder of energies (depicted in Fig. 1.1 and the inset
of Fig. 4.1) where the states with k > 1 have an energy spacing Wk−Wk−1 different
from W1 − W0 = WRyd because static Rydberg-Rydberg interactions perturb the
interaction-free system. Therefore, if the system is excited on the first step of the
ladder, and the interactions produce level shifts for k > 1 larger than δνL, where δνL
is the laser linewidth, then all excitations with k > 1 are shifted out of resonance
with the exciting laser, or “blockaded.” It is then only possible to create one Ryd-
berg excitation in the system, regardless of the number of ground-state atoms or the
intensity of the exciting laser.
If atoms are excited to Rydberg states within an extended atomic ensemble, one
expects to obtain not one excitation, but multiple regions inside of which one col-
lective excitation occurs, as shown schematically in Fig. 4.1. Inside of each region,
an entangled state is created whose energy spectrum is identical to the spectrum
sketched in Fig. 1.1. This breaking up of the excitation volume into “bubbles” is a
consequence of the finite range of Rydberg-Rydberg interactions.1 Far enough from a
singly-excited entangled superposition of atoms, the atom-atom interaction strength
1The bubbles are not real, they are a convenient heuristic construction that reflects the following fact. If we
perform a quantum measurement where we project all many-body entangled states |N, 1〉 in different regions of the
excitation volume onto individual atoms and measure the positions of these Rydberg atoms, the pair correlation
function will be zero for some volume around each detected atom.
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decreases by enough that another singly-excited state may be created. The radius of
these bubbles, Rb, is determined by assuming that 2Rb is the distance at which the
interaction-induced shift, ∆W , equals the laser linewidth, δνL. This picture of the
Rydberg excitation blockade in an extended atomic ensemble naturally suggests two
methods for measuring the effect of a blockade. These two methods will be described
in Sections 4.1.1 and 4.1.2.
Figure 4.1: Illustration of an ensemble of atoms in a MOT with a Rydberg excitation blockade
of range Rb. The excitation volume is defined by overlap of the excitation laser (blue lines) and
the atom cloud. Each bubble in the excitation volume represents a region inside of which there is,
ideally, one Rydberg excitation. The energy spectrum of the collective quantum state of atoms in
each bubble is shown in the inset.
4.1.1 Saturation of excitation number
The most straightforward method for observing the effect of an excitation block-
ade is to count the number of Rydberg excitations detected as a function of some
parameter that increases the strength of the Rydberg-Rydberg interactions. For ex-
ample, one may compare the number of Rydberg excitations detected when exciting
to a low n state, where van der Waals interactions are weak, to the number detected
when exciting to a high n state, where van der Waals interactions are strong. Since
the bubble radius grows as the interactions become stronger, fewer bubbles may
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fit in a given excitation volume for strong interactions than for weak interactions.
Thus, if identical atomic ensembles are excited into different Rydberg states with
equal Rabi frequencies, the blockade will manifest itself as a reduction of the number
of excitations detected for excitation to high n states compared with excitation to
low n states. Identical considerations apply if the interactions are enhanced via the
application of an external electric field to realize a dipole blockade. To enhance Ryd-
berg-Rydberg interactions, a Förster-resonant electric field may be applied to tune
an interaction channel into exact resonance (see Eq. 2.7) or a larger field may be
applied to induce permanent dipole moments in the Rydberg atoms (see Eq. 2.6). In
either of these cases, the dipole blockade is manifested as a suppression of the number
of excitations created when the field is applied relative to the number created when
the field is absent [24–26].
4.1.2 Counting statistics
We have developed a different method to quantify the effect of an excitation
blockade. This method, which is based on the counting statistics of the number of
Rydberg excitations created, may be understood as follows. We assume that there
is a negligible probability to excite in each bubble a state |N, k〉 with k > 1 and
that the probability to excite |N, 1〉 is high. Therefore, the total number of Ryd-
berg excitations produced for each realization of the excitation process approximately
equals the number of bubbles which fit into the excitation volume (see Fig. 4.1). Since
the excitation volume is fixed, this number is not expected to fluctuate considerably.
In the limit that the |N, 1〉 state is created in every bubble the same number of
excitations would be created every time atoms are excited. In realistic systems,
however, we don’t expect to create exactly the same number of excitations for each
experimental cycle and we expect some width to the distribution of the number
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of detected excitations. For identically prepared systems, the distributions will be
narrower when the interactions are strong and the blockade is effective than when the
interactions are weak and excitation is random. Our method for observing the effect
of an excitation blockade involves varying some parameter (n or an applied electric
field) that changes the Rydberg-Rydberg interaction strength and measuring the
width of the excitation number distributions. The narrower the distribution, the
more effective the excitation blockade.
To quantitatively characterize the width of the Rydberg excitation distributions,
we use the Mandel Q-parameter, defined by the variance in the number of excitations
divided by the mean minus 1,
Q =
< N2e > − < Ne >2
< Ne >
− 1 . (4.1)
Values of Q > 0 correspond to super-Poissonian (wider than Poissonian) distribu-
tions, Q = 0 to Poissonian distributions, and Q < 0 to sub-Poissonian (narrower than
Poissonian) distributions [92]. We expect that as we vary a parameter that changes
the interactions from weak to strong, the counting statistics will change from Poisso-
nian (which is expected for random excitation) to sub-Poissonian (which is expected
for correlated numbers of excitations). Theoretical calculations support our con-
jecture that sub-Poissonian distributions should be observed in the limit of strong
interactions [28, 29]. We expect, however, that experimental noise sources such as
laser frequency and intensity instabilities, finite detector efficiency, and spatially in-
homogeneous Rabi frequencies will somewhat lessen the sub-Poissonian nature of the
detected distributions. How much these sources of noise broaden the distributions is
discussed below.
58
4.1.3 Comparison of the two methods
As noted above, the excitation-saturation method is the most straightforward
method to quantify the effect of an excitation blockade. Since this method relies
on a decrease in the total number of excitations, Ne, to demonstrate a blockade, it
yields the most conclusive results when Ne is large. The counting-statistics method,
however, relies on the statistics of the number of excitations created and its effec-
tiveness is independent of the precise value of Ne. As Ne changes, the width of the
counting distributions will change but the Q-value (∝ σ/√Ne) does not. Therefore,
our method is particularly well-suited to measure the effect of a blockade in systems
with small Ne. In fact, systems with only one or two excitations may show a marked
variation in the value of the Mandel-Q parameter as the strength of the interactions
is tuned.
Figure 4.2: Hypothetical Rydberg atom counting distributions which each have a mean number of
excitations equal to one. While it would be difficult to distinguish how effective the blockade is in
the ensembles that produced these statistics using the excitation saturation method, the counting
statistics are clearly distinguishable.
To illustrate this point, I present Fig. 4.2. In Figs. 4.2a and b I show hypothetical
atom-counting distributions which each have a mean value of one Rydberg excitation.
The distribution in a) has Q = 0 (Poissonian) and the distribution in b) has Q =
−0.31 (significantly sub-Poissonian). Thus, we can clearly distinguish between cases
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with a weak blockade (Poissonian statistics) and a strong blockade (sub-Poissonian
statistics) when the average number of counts is very small. However, in systems
with only one or two Rydberg excitations, the difference in the total number of
excitations for weak and strong interactions may not be significant compared with
experimental noise.
The ability to measure an excitation blockade in systems with few excitations is
important because the first neutral-atom quantum gates will likely be realized in
such systems. More generally, however, systems with few excitations are of interest
because it is easier to obtain shot-noise-limited measurements in such systems than
in systems with many excitations. Technical noise (i.e. systematic and random noise
due to experimental conditions) and shot noise (i.e. statistical noise intrinsic to the
measurement process) lead to uncertainty in the number of excitations detected,
Ne, of µNe and
√
Ne, respectively, where µ is a constant. Therefore the fractional
uncertainty in a measurement, i.e. the uncertainty as a percentage of the total
number of excitations created, is independent of Ne (and equal to µ) for technical
noise and equals 1/
√
Ne for shot noise. Therefore, measurements in large systems
are limited by technical noise while in small systems they are limited only by shot
noise. The accuracy of technical noise-limited measurements will be determined by
the quality of the experimental apparatus, while shot noise-limited measurements
will be as accurate as the statistics of the quantum measurement process allow. To





This point may be made more clear with the help of a few numerical examples.
If Ne ∼ 1000, as in some of the published work on excitation blockades [23–25], we
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must have the relative technical noise µ < 3% to in order to be shot-noise limited
according to Eq. 4.2. This is a very stringent requirement. Conversely, if we have
Ne = 4, one requires relative technical noise of only µ = 50% to obtain shot-noise-
limited measurements, which should be very easy to implement. Finally, if we make
the reasonable assumption that the relative noise, µ, in the number of detected
Rydberg excitations is about 20%, we need Ne < 25 to obtain shot-noise limited
measurements.
We have seen evidence for excitation blockades using the excitation-saturation
method in systems with few (∼ 10) excitations. However, since the counting statis-
tics method is superior for systems with few excitations, I focus on this method
in the present chapter. In the next two sections I present experiments that use this
method to demonstrate the effect of the van der Waals blockade and dipole blockade,
respectively.
4.2 Measuring the effectiveness of the van der Waals blockade using
counting statistics
4.2.1 Experimental details
In this experiment, we excite atoms in a MOT to nD5/2 Rydberg states using the
two-photon excitation scheme described in Sect. 3.2 and the spatial beam geometry
shown in the upper panel of Fig. 3.7. There are, however, a few notable departures
from the general experimental procedure described in Sect. 3.2. The Rabi frequencies
of the lower transition are varied and fall in the range from 3 to 9 MHz. Additionally,
in this section we examine Rydberg excitation distributions for 54 ≤ n ≤ 88. Because
the oscillator strength of the 5P3/2 → nD5/2 transition scales with n∗ as n∗−3 [3],
many more Rydberg excitations are generated at low n than at high n for a given
upper transition laser intensity. Therefore, to avoid detector saturation we adjust the
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intensity of the upper transition laser pulse to ensure that ∼ 30 Rydberg excitations
are detected each time atoms are excited, regardless of n. Given a conservative
estimate of the MCP detector efficiency (η ∼ 0.5), this corresponds to the generation
of ∼ 60 excitations.
Great care was taken to realize a MOT with a smooth spatial profile and little
spatial jitter. By imaging the MOT fluorescence directly onto a CCD camera with
a 1:10 imaging system, we were able to see fine details of the distribution of ground-
state atoms in the MOT. We observed spatial structures on the MOT separated by
∼ hundreds of micrometers due to light intensity modulation caused by interference
between different trapping beams. We also observed fluctuations in the MOT shape
and center of mass position on the order of 10% of the MOT diameter. Since these
density and spatial modulations will affect how many ground-state atoms are in
each bubble and how the upper transition laser overlaps with the MOT, they will
broaden the detected Rydberg atom counting statistics. Therefore, we used irises
to limit the diameter of the trapping beams to ∼ 5 mm and used a high magnetic
field gradient (50 G/cm) to create a MOT with a diameter smaller than the width of
one interference fringe. We also adjusted the precise overlap of the trapping beams
to minimize jitter in the MOT shape and position. In order to further limit these
unwanted effects we disabled the loading of the secondary MOT from the LVIS.
These procedures lead to a MOT with a full width of about 300 µm and density of
∼ 5× 10−9 cm−3.
4.2.2 Q-values vs. n
To perform the experiment, we set the frequency of the upper transition laser on
resonance with the |0r〉 → |1r〉 transition and count the number of Rydberg excita-
tions created using field ionization. We typically perform this procedure 1000 times
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and calculate the Q-value of the measured distribution of the number of excitations.
This was done for nD5/2 states in the range 54 ≤ n ≤ 88 and the Q-values are
displayed as points in Fig. 4.3, referenced to the left axis. The error bars represent
the typical spread in measured Q-values for repeated measurements under identical
conditions. This figure illustrates the gradual development of the blockade as n is
increased and the magnitude of the level shifts, ∆W (2) , as n∗11. For n . 58, the
detected Q-values are ∼ 1, the largest of the displayed values. Thus, for n . 58
the excitation number distributions are wide and the blockade appears to be highly
ineffective. In the range 58 . n . 77, the detected Q-value drops from ∼ 1 to ∼ 0,
leveling to ∼ 0 for n ≈ 77. We attribute this narrowing of the counting statistics with
n to an excitation blockade in the Rydberg atom excitation process that becomes
increasingly important for larger n. Figure 4.3 demonstrates the transition between
the uncorrelated domain (n . 58) and the blockade domain (n & 77).
Figure 4.3: The symbols depict Q-values measured as a function of principal quantum number, n,
for excitation to nD5/2 states in a MOT (left axis). The average number of detected Rydberg atoms
was kept constant at about 30. The line shows the calculated number of atoms in each bubble with
volume Vb, determined using the interaction energies of Fig. 2.2 (right axis).
Note that in Fig. 4.3 we do not observe sub-Poissonian statistics at high n, where
the blockade is expected to be effective, while at low n we observe super-Poissonian
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statistics, or Q ∼ 1. At low n, technical noise (e.g., super-Poissonian shot-to-shot
fluctuations of the ground-state atom number due to MOT jitter, variations in the
single-atom excitation efficiency due to a spatially varying upper transition Rabi
frequency, and noise in the laser frequency and intensity) causes the statistics to be
super-Poissionian (Q ∼ 1). At large n, the Rydberg excitation number distributions
are significantly narrowed by the blockade effect, causing the Q value to decrease
from 1 to about 0. In the absence of technical noise, one would expect Q ∼ 0 at
low n and substantially negative at high n [28, 29]. The relative changes in Q are,
however, unaffected by technical noise and we conclude that the significant narrowing
of the counting statistics is due to the van der Waals blockade.
4.2.3 Comparison with theory
The calculations of the energy level shifts, ∆W (2), presented in Sect. 2.2.1 may pro-
vide additional insight into the experimental data of Fig. 4.3. Two things stand out
in particular. First, since this experiment was performed on ensembles of randomly
placed atoms in a MOT, the dependence of the energy level shifts of D5/2-states on
the polar angle θ between two atoms (defined in Fig. 2.1) will manifest itself as an av-
erage over the energy shift at all angles. The theoretical results presented in Fig. 2.2b
reveal that the scaled level shifts are large in magnitude for all θ, never change sign,
and do not vary by more than a factor of two as a function of θ. The insensitivity
of the level shifts to experimental variations in θ is consistent with the observation
of a significant narrowing of the counting statistics in Fig. 4.3 as n is increased, due
to the blockade effect. If the θ-dependence was such the energy shift averaged over
all angles was zero, no such narrowing of the statistics would be observed as n is
increased.
Second, the results of Sect. 2.2.1 also explain why the Q-values exhibit a smooth
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transition from Q ∼ 1 at low n to Q ∼ 0 at high n. Any strong resonance of the type
apparent in Figs. 2.2 or 2.3 would lead to an enhancement of the energy level shifts
and a dip in the Q-value centered at the principal quantum number at which the
resonance occurs. The scaled van der Waals level shifts in Fig. 2.2(a) reveal that over
the range studied here, 54 ≤ n ≤ 88, there is no resonant channel for nD5/2 states,
and consequently the energy shifts are van der Waals in nature and scale smoothly
with n∗ as n∗11. This translates into a gradual increase of the blockade effectiveness
and a monotonic decrease of the Q-value with increasing n.
Figure 4.4: Graphical representation of a Rydberg-excitation blockade inside an extended atomic
ensemble, illustrating the difference in the single-excitation volume and the bubble volume. Within
the boundaries of the excitation volume (lines), Rydberg excitations created in a cloud of ground-
state atoms (dots) are localized and detected at certain atoms (dark gray spheres) using a quantum
measurement process. Due to the Rydberg blockade, each detected Rydberg atom defines a volume
Vse (yellow) in which no other Rydberg atoms can be detected. Of order 8 such volumes overlap
one another. The non-overlapping region “belonging” to each detected Rydberg atom defines the
bubble volume, Vb. In general, these volumes are not spherical because of the angular dependence
of the energy level shift, ∆W (2).
This smooth scaling is further illustrated by examining how many atoms are in
the volume associated with each bubble, Vb, as a function of n. This is equivalent
to examining the volume associated with a single excitation, or Vse as a function of
n. In Fig. 4.4 we illustrate the difference between the volumes Vb (blue) and Vse
(yellow). The two volumes are related by Vb = 1/8Vse, where the factor 1/8 is due
to the fact that, in a three-dimensional configuration, about eight single excitation
65
regions may overlap each other.








where Rse(n, θ) is the radial coordinate of the surface at a given n and polar angle θ
at which the energy level shift equals the laser linewidth (2 MHz in the experiment).
We determine Rse(n, θ) by solving
∆W (2)(n,Rse, θ) = 2 MHz (4.4)
for Rse, where ∆W
(2) is given in Eq. 2.5 and plotted as a function of n and θ in
Fig. 2.2. Due to the variation in the magnitude of ∆W (2) with the angle θ (defined in
Fig. 2.1), the single-excitation volume will, in general, not be spherical, as indicated
in Fig. 4.4. To model the experiment, we use l = 2, j = 5/2, and mj = 5/2 in the
expression for ∆W (2). To estimate the number of all atoms Nb in Vb as a function of
n, we multiply the values of Vb(n) =
1
8
Vse(n) obtained from Eq. 4.3 by the ground-
state atom density (5× 109 cm−3). The results for Nb are shown as the solid line in
Fig. 4.3 (referenced to right y-axis).
For 55 . n . 70, where the Rydberg-atom counting distribution has a Q-value
in the range 1 & Q & 0.4, Nb is in the range 0.25 . Nb . 1. This value is too low
to ensure the creation of one Rydberg excitation in each bubble for our excitation
efficiency (which is < 1). The resultant uncertainty in the overall number of Ryd-
berg excitations in the whole atomic sample, together with technical noise, results in
the super-Poissonian Rydberg-atom counting distributions observed for this n range.
For n & 75, where the Q-values saturate at about 0, Nb varies from approximately
1.5 to 3.5. Given our finite excitation efficiency, these values of Nb allow us to come
closer to ensuring that one Rydberg excitation is created in each bubble. Therefore,
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the counting statistics are significantly narrower than for low n. As Nb increases,
the counting statistics become narrower, since it becomes more likely that the state
|N, 1〉 is excited in each bubble. It should be noted that our estimates of Nb depend
sensitively on our estimate of the ground-state atom density (5× 109 cm−3) and the
laser linewidth (2 MHz) in the experiment. Since these values represent conservative
estimates, we believe that the actual values of Nb may be larger than the ones shown
in Fig. 4.3. In particular, since later measurements of MOT densities lead us to
believe we may have underestimated the density by a factor of about 2, the values
of Nb may be up to twice as large as those shown in Fig. 4.3.
2
4.3 Measuring the dipole blockade using counting statistics
Thus far I have presented evidence for the always-present van der Waals blockade
of Rydberg excitation in a MOT where we detect about 30 excitations. In a followup
experiment we sought to reduce the effect of technical noise with the aim of observing
significantly sub-Poissonian counting distributions. Additionally, we sought to move
towards systems expected to be applicable in the context of quantum information
processing (systems with few excitations and controllable interactions). Therefore,
I next present an experiment examining distributions of fewer Rydberg excitations
to measure the effectiveness of a dipole blockade, or a blockade which is control-
lably enhanced via the application of an external Förster resonant electric field (see
Sections 2.1.3 and 2.3.1).
In this experiment we examine the counting statistics of Rydberg excitations
created from atoms in an optical dipole trap. The dipole trap is created using the
methods described in Chapter III and the excitation geometry is shown in the lower
2We did not have the capability to measure MOT densities using shadow imaging at the time this experiment
was performed.
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panel of Fig. 3.7. In order to maximize the ground-state atom density, we use a short
delay between dipole trap light shutoff and the optical excitation pulses, or τ2 = 1 µs
(in the notation of Fig. 3.5).
There are several advantages to exciting atoms collected in an optical dipole trap
compared with a MOT. First, the excitation volume is defined by the overlap of
the upper transition beam and a narrow, cigar shaped atom distribution. This
results in a smaller excitation volume and fewer Rydberg excitations than we find
for excitation in a MOT (of order 10 detected excitations). As mentioned above,
if we assume µ ≈ 20%, we need Ne < 25 excitations for our measurements to be
shot-noise limited. This is not the case in the experiment performed using the MOT
(where Ne ≈ 30) but is achieved using an optical dipole trap. Further, we have
found that atom clouds produced using an optical dipole trap have much less spatial
jitter and more uniform atom density than the clouds produced in MOTs, resulting
in a smaller value of µ. Additionally, the density we achieve in our optical dipole
trap (∼ 5 × 1011 cm−3) is a factor of ∼ 100 higher than in the MOT described
above (∼ 5 × 109 cm−3), resulting in two orders of magnitude more ground-state
atoms per bubble. This means that each Rydberg excitation is collectively shared
by more atoms and the likelihood that the |N, 1〉 state is excited in each bubble is
improved. Finally, by choosing a trap narrower (16 µm FWHM) than the upper
transition laser beam (19 µm FWHM for this experiment), we lessen the effects
of the spatially inhomogeneous upper transition Rabi frequency. This point is best
illustrated by examining the excitation geometry for the experiment in the MOT and
dipole trap respectively, as shown in Fig. 4.5. In a MOT, there is some excitation in
the transverse wings of the upper transition Gaussian beam, where the intensity is
lowest and the blockade is not effective. In the dipole trap, where the upper transition
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beam is wider than the atom cloud, we have this issue only in one direction (shown
in Fig. 4.5 as the z direction) and not the other (x) direction. This further reduces
unwanted broadening of the Rydberg excitation number distributions.
19 µm
16 µm
Excitation in a MOT Excitation in a Dipole Trap
Red:  5S     5P Beam
Blue: 5P     nD Beam







Figure 4.5: Spatial profile of the lower-transition (5S1/2 → 5P3/2) and upper-transition (5P3/2 →
nD, nS) Rydberg excitation lasers for excitation in a MOT (left figure) and an optical dipole trap
(right figure). This figure is identical to Fig. 3.7 except that we view the two beams along their
mutual axis of propagation (the y-axis).
4.3.1 Q-values in applied electric fields
This experiment proceeds in a similar fashion to the experiment described in
Sect. 4.2 except that the Rabi frequencies of the lower and upper transitions are
fixed at the values given in Chapter III (3.5 and 3 MHz, respectively) and atoms
were collected in an optical dipole trap before they are excited to Rydberg states.
We examine the Rydberg atom counting distributions for excitation to the 45D5/2
state in zero applied field and an applied Förster resonant field, EF, to demonstrate
the enhancement of the excitation blockade due to larger interaction energies when
EF is applied. An electric field is applied to the atom cloud by applying a small
voltage to the lower electrode in Fig. 3.5 during excitation.
In order to realize a Förster resonance for 45D5/2 atoms, we tune the following
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channel
2× 45D5/2 → 43F + 47P3/2 (4.5)
into resonance via an applied electric field, as shown in Fig. 2.5. In zero electric field,
the infinite separation energy defect is ∆ = W43F + W47P − 2 ×W45D = 120 MHz.
With the application of a small DC electric field, one may continuously tune this
energy defect from 120 MHz to ≈ 0 MHz. In zero applied field, when the energy
defect is large compared with the coupling strength of many of pairs of atoms in a
bubble, the interactions are primarily van der Waals in nature (∼ 1/R6, where R is
the atom-atom separation), and are weaker and shorter-ranged. In the presence of
a Förster resonant field, the energy defect is zero and the interactions are primarily
dipole-dipole in character ( ∼ 1/R3) and are stronger and longer-ranged. Thus, we
expect larger bubbles in which more atoms collectively share one Rydberg excitation
when the Förster resonant field is applied. Therefore, when the Förster resonant field
is applied it is more likely that the |N, 1〉 state is populated in each bubble, the ex-
citation blockade is more effective, and the Rydberg excitation number distributions
are narrower.
In order to determine experimentally the Förster resonant electric field, EF, we
follow the procedure of Refs. [58, 70]. We vary an applied electric field and examine
the state-selective field ionization (SSFI) spectra obtained τFI = 100 ns after Ryd-
berg excitation. There should be a distinct maximum in the amplitudes of the signal
corresponding to the 43F and 47P3/2 states when the energy detuning of the channel
in Eq. 4.5 is zero. This is because the rates for two atoms in 45D5/2 to undergo
long-range energy transfer collisions into 43F and 47P3/2 states via this channel are
strongly enhanced when the detuning of the channel is zero (see Chapter VI). In
Fig. 4.6a I show a series of SSFI signals for excitation into the 45D5/2 state for the
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Figure 4.6: Effect of an applied electric field, E, on the probability for state-mixing collisions
for excitation into the 45D5/2 state. Panel a) shows SSFI signals after an interaction time of
τFI = 100 ns for different values of E along with the SSFI electric field pulse. Panel b) shows the
fraction of the total SSFI signal in 47P states as a function of E.
indicated values of the applied electric field. The fraction of the FI signal in 47P and
43F states clearly depends on the applied field. In Fig. 4.6b I plot the fraction of the
FI spectrum in 47P states as a function of the applied electric field and determine the
resonant field EF = 0.19 V/cm. This value is somewhat lower than the calculated
values of Förster-resonance fields given in Fig. 2.6 of 0.24 V/cm, 0.27 V/cm, and
0.34 V/cm, which are expected to merge into a single signature in the experiment,
as seen in Fig. 4.6b. Stray electric fields in the atom trapping region likely cause
the discrepancy between the measured and the theoretical Förster-resonance fields.
We believe the stray fields are caused by the presence of the 50 V electron focusing
electrodes shown in Fig. 3.5a. We cancel the longitudinal component of this field
using a small extra voltage applied to the cylindrical field-ionization electrodes but
we cannot cancel the transverse components.3 In the following, we use the electric
fields E = 0 and E = EF = 0.19 V/cm to study the counting statistics of Rydberg
3We determine the extra voltage to apply to the electrodes to minimize the unwanted electric field in the atom
trapping region by tuning our upper transition laser to excite an nP3/2 level. Since the transition 5P3/2 → nP3/2
is dipole-forbidden, it can only be driven in the presence of an electric field. We minimize the stray electric field by
minimizing the nP3/2 Rydberg atom signal as the small compensation voltage is varied.
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excitations for van der Waals and dipole-dipole interactions, respectively.
Figure 4.7: Probability distribution of the number of detected Rydberg excitations when the fre-
quency of the upper transition laser is chosen to excite the 45D5/2 state in a field EF, obtained
from 1000 experimental cycles. The Q-value of this distribution is −0.24. For reference, a Poisson
distribution with the same mean is plotted as the solid line.
Using the procedure outlined above, we obtain the Rydberg excitation number
distributions for excitation in zero applied field and an applied field E = EF. Fig-
ure 4.7 illustrates the fact that the improvements to the experimental procedure do
indeed allow us to measure sub-Poissonian counting distributions. This figure shows
the distribution of the number of excitations in an applied field of EF along with a
Poissonian distribution with the same average. A cursory inspection of the figure
reveals that the Rydberg excitation statistics are sub-Poissonian. The distribution
has a Q value of −0.24, the narrowest single distribution we have measured. The dis-
tribution is significantly more sub-Poissonian than any values given in Fig. 4.3. We
attribute the improved statistics to the improvements to this experiment described
above.
It is important to distinguish the Q-value of the distribution that we detect,
henceforth referred to as QD, from the Q-value of the actual distribution of Rydberg
excitations, QA, that we would detect if we had a detector with efficiency η = 1. QA
is related to QD through QD = ηQA [92]. If we assume that our MCP detector has a
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typical detection efficiency (η ∼ 0.5), we find that the distribution shown in Fig. 4.7
has QA ≈ −0.5. Thus, the true distributions of number of Rydberg excitations are
significantly narrower than the distributions that we detect.4 Values of QA ≈ −0.5
are in the same range as the Q-values predicted in Ref. [29] for a similar system.
Figure 4.8: Average detected Q-value for excitation in the presence of no electric field and an
applied field of EF for three densities: ρ = 5× 1011cm−3 (squares), ρ = 2× 1011cm−3 (circles), and
ρ = 1× 1011cm−3 (triangles). The density is varied by varying the amount of time atoms are held
in the dipole trap, τ1, before excitation.
In Fig. 4.8, I plot the average value of QD for excitation in the presence of no
applied field and in the presence of an applied field EF. QD values are measured for
several distributions with 1000 averages each. These values of QD are averaged and I
display them along with the uncertainty, which is given by the standard deviation of
the measured QD-values divided by the square root of the number of averages. This
was done for three different ground-state atom densities.
One may immediately see that there is a marked reduction in the QD-value when
the atoms are excited in the presence of an electric field EF compared with the
excitation in zero field. We attribute this drop to an increase in the magnitude of
4This also implies that the true distributions for the points in Fig. 4.3 are actually more super-Poissonian than
the displayed values indicate.
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the level shifts, i.e. a strengthening of the excitation blockade, when EF is applied.
It is clear from the figure that a reduction in ground-state atom density increases
QD-value of the Rydberg-atom counting distributions. However, the reduced density
does not diminish the relative change in the QD-value when the statistics in zero field
are compared with the statistics in a field EF. The effectiveness of a blockade may
only be measured by relative changes in QD since the absolute value of QD depends
sensitively on experimental conditions. Therefore, we conclude that in the displayed
range of densities, the counting statistics become broader as density is decreased but
the dipole blockade mechanism becomes no less effective, i.e. the relative change in
Q for E = 0 and E = EF is independent of density.
To further illustrate the reasons for the improved values of QD in this experiment,
I estimate the average number of ground-state atoms per bubble. For the E = 0 case,
I follow the procedure described in Sect. 4.2.3 since the interactions are primarily
van der Waals in nature (see Fig. 2.2). For the case E = EF, the energy detuning of
the channel in Eq. 4.5 is zero, so it is not valid to use Fig. 2.2a, which was obtained
perturbatively, to calculate the bubble radii. Instead I assume the energy level shift
is given by the matrix element in Eq. 2.7 which has a value of
√
2 × |〈...|V |...〉| =
√
2 × 0.36n∗4/R3 for the channel in Eq. 4.5 for θ = 0 (see Eq. 2.15 and Fig. 2.1). I
assume the θ-dependence of the energy shift is |1− 3
2
sin2 θ|, which is found from the
angular dependence of the terms which change mJ by ±1 in Eq. 2.4, as required by
the channel in Eq. 4.5. I then use the procedure outlined in Sect. 4.2.3 to calculate the
bubble volume. The number of atoms per bubble which result from this calculation
are given in Table 4.1 for each density and electric field.
For the highest density displayed in Fig. 4.8, ρ = 5× 1011 cm−3, Ngs = 20 in zero
field and Ngs = 90 in an applied field EF. Therefore, it is no surprise that the QD-
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Density (cm−3) E = 0 E = EF
5× 1011 20 90
2× 1011 7 40
1× 1011 4 20
Table 4.1: Number of atoms per bubble for E = 0 and E = EF
values corresponding to both cases are sub-Poissonian, with the case EF being the
most highly sub-Poissonian. For densities ρ = 2× 1011 cm−3 and ρ = 1× 1011 cm−3,
Ngs = 7 and 4 in zero field and Ngs = 40 and 20 in a field EF. Thus it is reasonable
that the QD-values remain sub-Poissonian or near zero for the values displayed in
Fig. 4.8, and that the statistics are always narrower in a field EF for a given density.
Based on the listed values of Ngs, however, one would expect that all QD-values
for E = EF should be lower than all QD-values for E = 0, but this is not the case.
We attribute this discrepancy to the method that we use to achieve lower densities
in our dipole trap. In order to avoid unwanted effects from excitation in the spatial
wings of our Rydberg excitation laser (see Fig. 4.5), we wish to keep the FWHM
of the dipole trap less than the FHWM of the laser beam. Therefore, we cannot
lower the density by allowing the atoms in the dipole trap to freely expand before
excitation, as described in Sect. 3.2. To achieve lower densities without affecting the
width of the atom distributions, we hold the atoms in the dipole trap while the MOT
trapping light is off for longer times τ1 before exciting them to Rydberg states. This
allows resonant stray light, that we cannot eliminate, more time to scatter atoms
out of the dipole trap. The longer the atoms are subjected to resonant stray light,
the hotter the atoms become and the less consistently the dipole trap fills from one
experimental cycle to the next. We attribute the fact that all QD-values for E = EF
are not lower than all QD-values for E = 0 to added noise in our system as the
density is lowered, introduced by the resonant stray light.
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4.4 “False” blockades
While the extremely large electric polarizabilities and strong atom-atom forces
that characterize Rydberg atoms make excitation blockades possible, they also lead
to secondary effects which may “mimic” the blockade and make true signatures of
the blockade difficult to detect. There is a trade-off between achieving a high single-
atom Rydberg excitation probability, which is required for blockade effects to become
noticeable, and avoiding collisions and the generation of free ions.
It is well-known that static or motion-induced collisions between Rydberg atoms
may lead to Penning ionization, a process in which one collision partner is ionized
and a nearly stationary free ion remains in the atom trapping region [48, 49, 51]. In
fact, this process is explored in detail in Sect. 6.4.2 of this thesis. It has been pointed
out, however, that free ions in the atom trapping region may generate substantial
local electric fields that Stark-shift the energy levels of nearby atoms and cause an
electric-field induced level shift of the collective state |N, 2〉. This can mimic the
effect of a true excitation blockade [11, 24, 25, 93]. To illustrate this point, consider
Fig. 2.5. There are three Förster resonances for 45D5/2 states in the range 0.2-
0.4 V/cm, corresponding to different allowed m values for the F state [66]. One free
charge creates an electric field in this range at distances of 6 − 8.5 µm, distances
larger than estimated bubble radii in the experiments described above. Therefore,
one free charge present during excitation can create electric fields comparable to or
larger than EF for atoms in more than one bubble and significantly shifts the energy
levels of the collective state |N, 2〉.
In order to minimize the effects of free charges on our excitation dynamics, we
choose optical excitation pulses with intensity FWHM of ∼ 100 ns, limiting atomic
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motion and interactions during the pulse and minimizing the number of free ions
present during excitation. We show in Sect. 6.4.2 that increasing the width of our
excitation pulses by a factor of as little as five can lead to a five- to ten-fold increase
in the number of free ions created during excitation. There is, however, a limit
to how short the excitation pulses may become. As pulses become shorter, their
transform-limited bandwidths grow and stronger interactions are required to ensure
that interaction-induced level shifts are greater than the bandwidth. For example, a
1 ns pulse has a transform-limited bandwidth of ∼ 150 MHz, while our 100 ns pulses
have a transform limit of 1.5 MHz. Therefore, the bubble radius for excitation to
the 45D5/2 state in the presence of a field EF drops from ∼ 5 µm to ∼ 1 µm when a
1 ns pulse is used instead of a 100 ns pulse.
The negligible number of free ions created before and during excitation by our
100 ns pulses is illustrated in Fig. 4.9. For both excitation in a MOT and in a dipole
trap, the fraction of the total electron signal that comes from free electrons is . 1%.
Since we detect ∼ 15−30 electron counts on our MCP, this corresponds to an average
of 0.15 to 0.3 free electrons detected per experimental cycle. Thus we conclude that
the secondary effects associated with free ions are not significant in our experiment,
and 100 ns pulses represent a good tradeoff between minimizing the creation of free
ions while also minimizing the pulse bandwidth.
Another feature of Fig. 4.9 worth noting is that the SSFI spectrum for E = EF
contains a large amount of signal in the 43F7/2 and 47P3/2 states that are produced
in state-changing collisions. While we will examine state changing collisions in great
detail in Chapter VI, I note here that for van der Waals interactions at n = 45, 54,
68, and 79, the fraction of the electron signal resulting from state changing collisions
are relatively low. In other words, most of the electron signal belongs to the initially
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Figure 4.9: a) State selective field ionization spectra for excitation into the 54, 68, and 79D5/2
states in a MOT in zero applied electric field. b) Spectra for excitation into the 45D5/2 state in
zero applied electric field and an applied field of EF.
excited state or diabatic field ionization peaks. However, in the presence of EF, there
appears to be an extremely large probability for state-changing collisions. The fact
that we still see a strong blockade appears to be a mystery since 43F7/2+47P3/2 atom
pairs may seemingly be created only by populating the |N, 2〉 state. Although this is
not entirely understood, theoretical work in progress suggests that the blockade may
still function effectively while large numbers of 43F7/2 + 47P3/2 pairs are produced.
We will revisit this subject in Chapter VI and it will likely be discussed at length in
future work.
A final process which may lead to “false” blockades is detector saturation. Sat-
uration leads to detected atom distributions which have a false tendency towards
smaller number fluctuations and will produce atom counting distributions which ap-
pear narrower than they actually are. There are two types of saturation which may
lead to these unwanted effects. First, we count individual voltage pulses from the
MCP after they have gone through a discriminator. Therefore, two pulses coming at
the same instant of time and producing one pulse with double the amplitude will be
counted as one pulse. We have taken great care to choose our FI ramp speeds so that
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the MCP pulses, which have a width of 5 ns, have a negligible probability to overlap
in time. For example, if 15 counts are detected in a 1 µs time interval, such as in
Fig. 4.6b, the MCP counts will be separated by ∼ 67 ns on average, which is over ten
times their width. Second, spatial saturation can also lead to falsely narrow atom-
counting distributions. If two electrons hit the same spot on the MCP detector, they
will be recorded as one electron. We have verified that this does not significantly
affect our measurements by measuring the QD-values of distributions obtained for
excitation to the 84D5/2 state in a MOT for 50, 35, 20, 10 and 5 detected excitations.
The QD-values did not change by more than ±0.1, which is about the same range as
the error bars on the points in Fig. 4.3. Thus, we conclude that detector saturation
is not significant when we detect 30 excitations or less.
CHAPTER V
Double-resonance spectroscopy of interacting Rydberg-atom
systems
In the previous chapter, I presented experimental evidence for excitation blockades
in systems with relatively few Rydberg excitations and studies of the effectiveness of
these blockades as a function of different experimental control parameters (principal
quantum number and applied electric field). Likewise, several other groups have seen
strong evidence for excitation blockades in similar systems [23–26]. However, until
now there has been no direct spectroscopic proof that the blockade mechanism is
operative. Such proof would require one to show that the excitation to the collective
state involving two Rydberg excitations occurs at a transition frequency that differs
from that of the first excitation. In this experiment, we use optical excitation pulses
to probe the first two steps of the Rydberg excitation ladder, and so provide direct
proof of the blockade mechanism [94].
5.1 Description of the experiment
In this chapter, I adopt a more realistic picture of the energy spectrum of the
collective states |N, k〉 (where N atoms coherently share k Rydberg excitations) than
the picture outlined in Figs. 1.1 and 4.1. The energy spectra in these figures are drawn
for the simplifying case of two atoms in a bubble, so that the level shift of the state
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|N, 2〉 results from binary interactions of the kind considered in Chapter II. Thus,
for van der Waals interactions the doubly-excited state in the Rydberg excitation
ladder consists of a single discrete level, |N, 2〉, which is shifted by ∆W (2) ∝ n∗11/R6
for van der Waals interactions1 (see Sections. 2.2 and 2.3.2). Likewise, for dipole-
dipole interactions the doubly-excited state consists of two discrete levels |N, 2〉+
and |N, 2〉− which are symmetrically shifted above and below the interaction-free
energy by ∆W (1) ∝ n∗4/R3 (see Eq. 2.7 and Sect. 2.3.1). The specific nature of the
interaction and the number of states |N, 2〉 that may be excited can be changed by










Figure 5.1: The left panel shows a shadow image of atoms in an optical dipole trap. The right panel
shows a bubble with zero, one, or two Rydberg excitations. The nature of the energy-shifted band
of states |N, 2〉 depends on whether the interactions are resonant dipole-dipole or van der Waals in
nature. Due to these interactions, the |N, 1〉 → |N, 2〉 transition energy, W ′, differs from the energy
of a single Rydberg excitation, WRyd.
In the experiment described in this chapter, however, we spectroscopically mea-
sure the energy shift of the many-body states |N, 2〉 for the realistic case where
the number of atoms per bubble, N , is large. In this case the states |N, 2〉 are
not discrete, but form a band of energies, as indicated in Fig. 5.1, because the two
1There are actually two states |N, 2〉 but only one has appreciable excitation probability. The state that is ignored
has excitation probability proportional to |V
∆
|2 where V is the coupling strength and ∆ the energy detuning of the
dominant interaction channel (see Appendix A). Thus, if ∆ is large, the probability to excite this state is small.
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excitations are coherently shared among many atom pairs that are separated by a
range of different distances.2 The nature of these energy bands can be inferred by
analogy with the level structure of the two-atom case (see Appendix A) or can be
determined by direct calculation [2]. For dipole-dipole interactions, the states |N, 2〉
are composed of two bands of levels, symmetrically located above and below the
value 2WRyd (where WRyd is the single Rydberg-excitation energy) [2]. For van der
Waals interactions, |N, 2〉 is composed of a single band of levels shifted by the values
∆W (2) calculated in Chapter II. In our experiment we use two pairs of optical pulses
to measure the energy shifts of the states |N, 2〉 for these two cases. One pair of laser
pulses resonantly excites the state |N, 1〉, and a second pair of pulses is used to map
out the energy bands associated with the states |N, 2〉.
5.2 Details of the experimental implementation
For the reasons described in Sect. 4.3, this experiment was performed using atom
clouds created by an optical dipole trap rather than a MOT. In order to achieve
high densities (∼ 4× 1011 cm−3) and narrow (16 µm wide) atom traps, we optically
excite atoms τ2 = 1 µs after the dipole trap light is turned off. The lower and
upper transition laser pulses are created via amplitude- and frequency-modulation
of acousto-optic modulators (AOMs) as described in Sect. 3.3.1; however, this is the
only experiment described in this thesis for which the pulse timing diagram shown
in Fig. 3.5b does not apply. Unlike the other experiments, where Rydberg excitation
occurs during one contiguous interval of time, this experiment involves two separate
stages of Rydberg excitation. There is a separate stage to excite each of the first two
steps in the ladder of Fig. 5.1.
2Since |N, 2〉 represents a band of states and not a single quantum state, it is not a proper ket. Nonetheless, for
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Figure 5.2: Experimental timing diagram for the double-resonance spectroscopy experiment de-
scribed in this chapter.
To measure the spectra of the transitions |N, 0〉 → |N, 1〉 and |N, 1〉 → |N, 2〉, we
apply two pairs of optical pulses, labeled as “first pulses” and “second pulses” in the
timing diagram shown in Fig. 5.2. We need two pairs of pulses because each step in
the energy ladder of Fig. 5.1 is the two-step excitation to a Rydberg state shown in
Fig. 3.4. The two pairs of pulses are separated by 400 ns in time, which is the lower
limit set by the switching time of the acousto-optic modulators (AOMs). Each pair
of pulses contains a 780 nm pulse and a coincident 480 nm pulse, which we refer to as
the lower-transition and upper-transition pulses, respectively.3 The lower-transition
pulses are always resonant with the 5S1/2 → 5P3/2 transition. The frequency of
the first upper-transition pulse, ν1, is resonant with the interaction-free transition
frequency of 5P3/2 → 45D5/2, while the frequency of the second upper transition
3These are not to be confused with the |N, 0〉 → |N, 1〉 and |N, 1〉 → |N, 2〉 transitions in Figure 5.1.
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pulse, ν2, is scanned in 4 MHz steps about ν1 using an AOM. The frequencies of the
upper-transition pulses are controlled by the voltage sent to the frequency modulation
input of the AOM. The first pair of pulses primarily drives the |N, 0〉 → |N, 1〉
transition shown in Fig. 5.1. The second pair of pulses is used to probe the energy
shifts of the states |N, 2〉 as the frequency ν2 is scanned.
In the experiment it is essential to have a second upper-transition pulse (with fre-
quency ν2) of the same intensity as the first upper-transition pulse (with frequency
ν1). However, as the frequency ν2 is scanned, there are unavoidable intensity varia-
tions that result from the frequency response of the optical system (AOM and fiber).
We remedy this problem by actively controlling the intensity of the second pulse with
a feedback scheme that utilizes the amplitude-modulation capability of the AOM.
Since the details of this procedure are not essential to understanding the main results
of this experiment, they are described in Appendix B.
5.2.1 Experimental procedure
In this experiment, as in Sect. 4.3, we excite to states that interact via either
dipole-dipole or van der Waals interactions by changing the value of the electric field
applied at the time of excitation. For 45D5/2 states, the level shifts of |N, 2〉 are
negative and primarily van der Waals in character in zero applied field (see Fig. 2.2).
In an applied field EF the interaction channel in Eq. 4.5 is exactly resonant, the
atoms interact via dipole-dipole interactions, and the states |N, 2〉 are symmetrically
split about the interaction-free value, 2WRyd.
For this experiment, we again determine experimentally the Förster resonant elec-
tric field, EF, by following the procedure outlined in Sect. 4.3.1, i.e. we examine the
amount of product-state mixing in the SSFI signals due to the channel in Eq. 4.5
as a function of the applied electric field. We determined that the resonant elec-
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tric field EF = 0.23 V/cm. This value is slightly different than the value quoted in
Sect. 4.3, presumably because of a minor systematic error in our electric-field cali-
bration that was discovered after this experiment was complete. Although the two
values of EF disagree by a small amount, the method described here ensures that the
atoms experience the true Förster resonant electric field, regardless of uncertainty in
our measurement of its precise value. Maximizing the probability of state-changing
collisions due to the channel in Eq. 4.5 ensures that the energy detuning of the chan-
nel is approximately zero, even if some experimental conditions change over a period
of several months (the time between when these two experiments were performed).
In the following, we use the electric fields E = 0 and E = EF to study Rydberg
excitation spectra for van der Waals and dipole-dipole interactions, respectively. To
characterize the band structure of the states |N, 2〉, we record the number of Rydberg
excitations produced as we vary ν2 for three cases: only the first pair of excitation
pulses applied, only the second pair applied, and both pairs applied (henceforth
referred to as S1, S2(ν2), and S1+2(ν2)). The value of S1 is approximately constant
because ν1 is fixed. We only are interested in its average, denoted as S1. The
spectrum S2(ν2) corresponds to the transition |N, 0〉 → |N, 1〉 in Fig. 5.1. Since the
first pair of pulses is always resonant with the transition |N, 0〉 → |N, 1〉, S1 is equal
to the peak value of S2(ν2). The spectrum S1+2(ν2) results from the combined effect
of two pulse pairs: the first pair of pulses drives the transition |N, 0〉 → |N, 1〉 and
contributes the constant offset S1 to the signal while the second pair of pulses may
also drive the transition |N, 1〉 → |N, 2〉. Since we are interested primarily in the
number of Rydberg excitations added by the second set of pulses, in the following we
display the spectra S̃1+2(ν2) ≡ S1+2(ν2) − S1. Figure 5.3 illustrates how we obtain
S̃1+2(ν2) from the raw curves that we directly measure, S1+2(ν2) and S1. We compare
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S̃1+2(ν2) with S2(ν2) to determine how the Rydberg-Rydberg interactions modify the
spectrum of the transition |N, 1〉 → |N, 2〉 from the spectrum of the interaction-free
transition, |N, 0〉 → |N, 1〉. All spectra relevant to this experiment, measured or
derived, are listed in Table 5.1 for reference.
Figure 5.3: Experimentally measured spectra S1+2(ν2) and S1 (left two panels) and the derived
spectrum S̃1+2(ν2). I illustrate how S̃1+2(ν2) is generated from two measured spectra.
Spectrum Measured or Derived Description
Only first pulses enabled;
S1 Measured constant function of ν2
Only second pulses enabled;
S2(ν2) Measured spectrum of |N, 0〉 → |N, 1〉
Both pulse pairs enabled; includes constant
S1+2(ν2) Measured offset of S̄1 contributed by first pulses
S1+2(ν2)− S̄1; spectrum of extra counts produced
S̃1+2(ν2) Derived by second pulses when both pulse pairs are enabled
S̃1+2(ν2)− A1+2A2 × S2(ν2), where A1+2 A2 amplitudes of
Ŝ1+2(ν2) Derived S̃1+2(ν2) and S2(ν2); spectrum of |N, 1〉 → |N, 2〉 only
Table 5.1: Summary of all measured and derived spectra relevant to the spectroscopic measurement
of the first two transitions in the collective ladder in Fig. 5.1.
5.3 Results for 45D5/2 states
In Figs. 5.4a and b we display S̃1+2(ν2) (circles; right axis) along with S2(ν2)
(squares; left axis) for excitation into 45D5/2 states. Panels a) and b) show the spec-
tra for zero applied field and an applied field of EF, respectively. Based on the number
of detected Rydberg excitations (∼ 10 in Fig. 5.4), imperfect excitation efficiency,
and the SSFI electron detection efficiency (∼ 0.5) we estimate that our excitation vol-
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ume (16µm ×16µm ×19µm) contains of order 40 bubbles. The two spectra S̃1+2(ν2)
demonstrate the difference in the nature of the energy shift of states |N, 2〉 for van der
Waals (off-resonant) and dipole-dipole (resonant) interactions. The zero-field spec-
trum S̃1+2(ν2) in Fig. 5.4a exhibits a wing on the negative side of ν2 − ν1, providing
evidence for a band of |N, 2〉-excitation frequencies shifted to the low-frequency side
of ν1. This observation is consistent with calculations showing that in zero applied
field the interactions among 45D5/2 atoms are negative (attractive) and primarily
van der Waals in nature (see Sect.2.2.1 and Ref. [66]). The spectrum S̃1+2(ν2) in
Fig. 5.4b, measured using the applied electric field EF, exhibits symmetric wings,
providing evidence for two bands of |N, 2〉-excitation frequencies symmetrically lo-
cated about ν1. This is consistent with the effect of a Förster resonance on the
spectrum of the doubly-excited states |N, 2〉 [2].
Figure 5.4: Spectra for excitation into the 45D5/2 state: S2(ν2) (squares; left axes), S̃1+2(ν2)
(circles; right axes in a and b), and Ŝ1+2(ν2) (circles; right axes in c and d). Panels a) and c) show
data with zero applied electric field and 240 averages per point, while panels b) and d) show data
with an applied field of EF and 200 averages per point.
It is important to note that the first set of laser pulses does not excite all bubbles
from the state |N, 0〉 to the state |N, 1〉. To minimize power broadening of the
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|N, 0〉 → |N, 1〉 transition, we limit the Rabi frequencies of the lower- and upper-
transition pulses to Ω5S→5P = 3.5 MHz and Ω5P→nD ∼ 3 MHz, resulting in less
than optimal excitation efficiency. We have seen that for these Rabi frequencies the
number of Rydberg excitations does not fully saturate, i.e. if the intensity is increased
more excitations may be created on the |N, 0〉 → |N, 1〉 transition. Therefore, the
action of the second pair of laser pulses is two-fold: bubbles left in |N, 0〉 after the
first pair of pulses are driven on the transition |N, 0〉 → |N, 1〉 while bubbles left in
|N, 1〉 after the first pair of pulses are driven on the transition |N, 1〉 → |N, 2〉. As
a result, the spectra S̃1+2(ν2) in panels a) and b) of Fig. 5.4 are a weighted sum of
S2(ν2), shown in the same panels, and the spectrum of the transition |N, 1〉 → |N, 2〉.
To isolate the latter, we subtract (A1+2/A2) × S2(ν2) from S̃1+2(ν2), where A1+2
and A2 are the amplitudes of the peaks in S̃1+2(ν2) and S2(ν2), respectively. The
results are shown in panels c) and d) of Fig. 5.4 and are henceforth referred to as
Ŝ1+2(ν2). The spectrum Ŝ1+2(ν2) in Fig. 5.4c illustrates that off-resonant, attractive
van der Waals interactions result a single, red-shifted energy band of states |N, 2〉.
Similarly, the spectrum Ŝ1+2(ν2) in Fig. 5.4d illustrates that resonant, dipole-dipole
interactions result in two energy bands, symmetrically located above and below twice
the single Rydberg-atom energy. The shapes of the spectra Ŝ1+2(ν2) in these plots
are consistent with our expectations, which are schematically represented in Fig. 5.1
for the two interaction regimes.
5.4 Results for 43D5/2 states
The sign of the van der Waals shift can be changed between attractive and re-
pulsive by choosing appropriate quantum states and/or applied electric fields. In
Figs. 5.5a and b, I show averaged SSFI signals for excitation into 43D5/2 states and
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Figure 5.5: Effect of an applied electric field, E, on the probability for state-mixing collisions
for excitation into the 43D5/2 state. Panel a) shows SSFI signals after an interaction time of
τFI = 700 ns for different values of E along with the SSFI electric field pulse. Panel b) shows the
fraction of the total SSFI signal in 45P states as a function of E.
the fractions of the SSFI signals in 45P states for a range of applied electric fields.
This data confirms what is predicted in Fig. 2.7b, namely that a Förster resonance
exists for 43D5/2 near zero applied electric field; this resonance is due to the channel
2× 43D5/2 → 41F7/2 + 45P3/2 . (5.1)
In zero electric field, the infinite-separation energy defect of this channel is only
−8 MHz (product states lower in energy). The channel becomes more off-resonant
as an electric field is applied, changing the character of the interaction to van der
Waals. The perturbative calculation of the interaction energy for 43D5/2 states in a
nonzero applied field, shown in Fig. 2.7b, indicates that the van der Waals shifts are
positive for electric fields in the range 0.1 to 0.45 V/cm. Thus, in the spectra S̃1+2(ν2)
we expect to observe evidence for two bands of excitation frequencies symmetrically
located about ν2 − ν1 = 0 in zero applied electric field, and for a single, blue-shifted
band in an applied field in the range 0.1 to 0.45 V/cm. Measurements of the spectra
S2(ν2) and S̃1+2(ν2) for 43D5/2 atoms in zero electric field and in an applied electric
field of 0.15 V/cm, shown in Fig. 5.6a and b, are consistent with these expectations.
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Furthermore, the subtracted spectra Ŝ1+2(ν2) confirm the presence of two bands of
|N, 2〉 states symmetrically split about 2WRyd in zero field and a single, blue-shifted
band of |N, 2〉 states in an applied field of 0.15 V/cm.
Figure 5.6: Spectra for excitation into the 43D5/2 state: S2(ν2) (squares; left axes), S̃1+2(ν2)
(circles; right axes in a and b), and Ŝ1+2(ν2) (circles; right axes in c and d). Panels a) and c) show
data with zero applied electric field and 455 averages per point, while panels b) and d) show data
with an applied field of EF and 260 averages per point.
5.5 Discussion and comparison with published theory
One may see from Figs. 5.4d and 5.6c, that the peaks of Ŝ1+2(ν2) are shifted from
ν2 − ν1 = 0 by ∼ ±20 − 25 MHz. As stated earlier, the states |N, 2〉 form bands of
frequencies because the two excitations are coherently shared among all atom pairs
within a bubble, all of which are separated by different distances. For an exact
Förster resonance, the contribution to the energy shift of the states |N, 2〉 due to an




for θ = 0 for the channel in Eq. 4.5 (see Eq. 2.15). Therefore, close atom pairs will
contribute a larger energy shift than those separated by greater distances. The total
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energy spectrum that we measure is a sum of the level shifts due to each possible
atom-atom separation, weighted by the probability for two atoms in the bubble to
be separated by that distance.
The most probable ground-state atom separation is approximately given by the
Wigner-Seitz radius, Rws, defined by
4
3
πR3ws ∗ ρ = 1 , (5.3)
where ρ is the ground-state atom density. The energy shift contributed by atom
pairs separated at the Wigner-Seitz radius, or about 0.9 µm, is ∼ 2 GHz. Therefore,
atom pairs separated by Rws clearly do not provide the dominant contribution to
the energy shift of the bands of levels |N, 2〉. Since the energy shift in Eq. 5.3
scales with R as R−3, the energy shift (∼ ±20 MHz) must be predominantly due
to atoms separated by a larger distance. The maximum distance two atoms may be
separated and still coherently share an excitation within one bubble is Rb, or the
bubble radius. Additionally, the number of atoms which are separated by a distance
R within a bubble scales as R2, i.e. more pairs contribute to the energy shift of
the states |N, 2〉 for large R than for small R. Therefore, we conjecture that the
dominant contribution to the observed energy shifts in Figs. 5.4d and 5.6c is due to
pairs separated by Rb. The bubble radius is defined by the condition that the energy
shift of doubly excited state at 2Rb, ∆W
(1)(2Rb), is given by
∆W (1)(2Rb) = δνL (5.4)
where δνL = 2 MHz is the excitation laser linewidth. Since ∆W
(1) ∝ 1/R3, the




)−3δνL ∼ 20 MHz.
This is consistent with the frequency displacements of the bands |N, 2〉 observed in
Figs. 5.4d and 5.6c.
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Figure 5.7: Probability distribution for frequency shifts of the band of states |N, 2〉. The band
structure is calculated using a Monte Carlo simulation for 3 × 104 atoms randomly placed in a
rectangular box. The frequency axis is in units of κ/κ̄, where κ and κ̄ are defined in the text. This
figure is reprinted with permission from Ref. [2]. c© 2001 American Physical Society
While these qualitative considerations describe our data well, we may go further to
show that the magnitudes of the observed frequency displacements are in agreement
with more complete theoretical calculations presented in Ref. [2]. Figure 2a of Ref. [2]
shows the calculated band structure of the states |N, 2〉 for the case of an exact
Förster resonance and I reprint it here in Fig. 5.7. In this figure, the authors plot the
energy band structure of the state |N, 2〉 as a function of the atom-atom coupling
strength κ = 0.36n∗4/R3, scaled by κ = 0.36n∗4/Ω, where Ω is the ensemble volume.
We connect this figure with our data by setting Ω equal to the volume of one bubble
in our experiment. We estimate the volume of one bubble here by dividing the
excitation volume (16 µm ×16 µm ×19 µm) by the number of bubbles (∼ 40, as
estimated above) and find Vb ≈ 120 µm3. The bands in Fig. 5.7 peak at κ/κ ≈ 1.25.
Thus, the displacement, ∆W (1), of the energy band |N, 2〉 is given by ∆W (1) =
√
2 × (1.25κ) ≈ 20 MHz. This supports our conjecture that the energy shift of the
band |N, 2〉 is due primarily to atoms separated by a distance Rb.
Since, to my knowledge, there is no detailed calculation of the energy band struc-
ture of the states |N, 2〉 for van der Waals interactions in the literature, I begin
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by again assuming that the dominant contribution to the shift of |N, 2〉 for 45D5/2
states in zero applied field comes from pairs of atoms separated by Rb. Thus far,
we have assumed that the level shifts for 45D5/2 states scale like R
−6 (van der
Waals scaling) in zero field (see Fig. 2.2a). Therefore, the level shifts for atom
pairs separated by Rb may again be estimated using simple scaling laws. Specifi-
cally, ∆W (2)(Rb) = (
1
2
)−6 × δνL ∼ 100 MHz. Since the measured frequency shift of
|N, 2〉 in Fig. 5.4c is only ∼ 20 MHz, our assumption that the dominant contribution
to the level shift comes from atoms separated by Rb must be incorrect. Apparently,
the dominant contribution to the energy shift comes from atoms with R > Rb. This
implies that there are some atoms outside of Rb (where Rb is defined in Eq. 5.4), that
do not belong to another bubble. The excitation volume is not uniformly filled with
bubbles because Rb is too small to ensure this condition. Figure 5.8 illustrates the
difference between weak interactions (atoms outside the bubble can coherently share
excitations with atoms inside the bubble when the state |N, 2〉 is excited with two
pulse pairs) and strong interactions (where the excitations are shared only among
atom pairs in a given bubble, since the bubbles uniformly fill the excitation volume).
5.6 Limitations of the experimental method
Our method for spectroscopically measuring the energy shifts of the states |N, 2〉
relies on frequency modulation of a single AOM to change the frequency of the
second upper-transition pulse relative to the first. As mentioned above this requires
a 400 ns delay between the first and second pair of pulses, which leads to several
sources of experimental uncertainty. First, as discussed in Sect. 5.3, this delay leads
to additional excitation by the second pair of pulses on the |N, 0〉 → |N, 1〉 transition
when ν2 = ν1. In addition to exciting bubbles that were not excited by the first set
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Figure 5.8: Schematic illustration of the Rydberg excitation blockade picture for weak van der
Waals interactions (a) and strong dipole-dipole interactions (b). Within the boundaries of the
excitation volume (lines), Rydberg excitations created in a cloud of ground-state atoms (small dots)
are localized and detected at certain atoms (large green spheres) using a quantum measurement
process. In (a) the bubble radius, Rb, is small, so detected Rydberg atoms have a random ordering
and the “bubble surfaces” do not touch. In (b) the bubble radius is large, so the positions of
detected Rydberg atoms are correlated and the “bubble surfaces” touch.a
aNote that since the bubbles are not actually real they do not have a “surface.” As mentioned earlier, we discuss
them because of their utility in describing certain experimental results.
of pulses, the second set of pulses may also coherently drive the transition |N, 1〉 →
|N, 0〉 for bubbles that are excited by the first set of pulses. That is, they may
coherently de-excite bubbles that were initially excited. Finally, in 400 ns the states
|N, 1〉 may undergo some dephasing due to weak atomic forces between atoms in
adjacent bubbles and state-changing collisions (as described in Chapter VI). While
these effects are minor and do not inhibit our ability to see symmetric and asymmetric
broadening of the spectra S̃1+2(ν2), we require the additional analysis described in
Sect. 5.3 to extract the true energy-shifted spectra of the states |N, 2〉, Ŝ1+2(ν2).
A modification of the experimental procedure which will eliminate these sources of
error is described in Sect. 7.2.2. We note, however, that the procedure described here
provides not only qualitative, but quantitative information about the energy shifts
of the states |N, 2〉 for different experimental conditions.
CHAPTER VI
State-mixing and Penning-ionizing collisions
In the experiments described thus far, I have focused exclusively on effects related
to the energy level structure of the entangled states, |N, k〉, that are created when
N atoms share k Rydberg excitations. I have considered excitation to nD5/2 Ryd-
berg states and assumed that other single-atom Rydberg states are relevant only
insofar as couplings to these states account for the level shift of |N, 2〉. In the case
of van der Waals interactions, couplings to many such states result in a small energy
shift of the doubly-excited state, |N, 2〉. In the case of an exact Förster resonance
for the interaction channel in Eqs. 2.14 and 4.5, two symmetrically shifted states,
|N, 2〉+ and |N, 2〉− are created which are equal admixtures of the two-particle states
1√
2
{|(n − 2)F7/2〉 + |(n + 2)P3/2〉
}
and 2 × |nD5/2〉. An excitation blockade should
prevent the excitation of these states; however, I showed in Chapter V that this
state may be populated by applying two pairs of excitation pulses with different
frequencies. In this case, if SSFI were used to perform a quantum measurement on
the mixed superposition states, |N, 2〉±, by projecting them onto the single-atom
basis states, one would measure substantial numbers of atoms in |(n − 2)F7/2〉 and
|(n + 2)P3/2〉 states. Thus, it seems that the Hilbert space of detectable Rydberg
states is larger than simply |nD5/2〉 states, but only if we force the population of the
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|N, 2〉± states using two excitation frequencies.
In this chapter, however, I investigate in more detail the surprising discovery that
we noted in Chapters IV and V; namely, that we can detect significant numbers of
(n− 2)F7/2 and (n + 2)P3/2 atoms, even when only one set of narrow-linewidth laser
pulses, resonant with the |N, 0〉 → |N, 1〉 transition, is applied to a blockaded system.
This result is inconsistent with a binary theory of Rydberg atom interactions and
suggests that many-body effects, or effects due to the simultaneous interaction of
many atoms, are significant in our system [70].
Generally, the majority of this chapter deals with state-changing Rydberg-Ryd-
berg collisions and the effect of these collisions on the coherent excitation dynamics
and the motion-induced energy exchange dynamics of Rydberg atom systems. Fol-
lowing the discussion of Sect 2.2.3, we look specifically at how the change in magni-
tude and sign of the level shifts for n near the zero-field Förster resonance at 43D5/2
affects both types of dynamics. Thus, these results bridge the gap between short
time, coherent excitation dynamics and longer time, incoherent, motion-induced dy-
namics, both of which are due to Rydberg-Rydberg interactions. At the end of
this chapter, I briefly discuss measurements related to a different type of collision,
Penning-ionizing collisions [70].
6.1 Description of the experiment
In this chapter we examine effects related to the interaction channel that produces
the Förster resonances studied in Chapters IV and V,
2× nD5/2 → (n− 2)F7/2 + (n + 2)P3/2 . (6.1)
However, rather than studying the effects of this channel on the excitation statistics
or energy level structure of the collective system, we examine its effect on the state
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distribution of excited Rydberg atoms and their time evolution. In particular, we
expect that two atoms interacting via the collision channel in Eq. 6.1 may produce
significant numbers of (n − 2)F7/2 and (n + 2)P3/2 atoms only when the infinite
separation energy defect of the channel, ∆ = W(n−2)F7/2 + W(n+2)P3/2 − 2 ×WnD5/2 ,
is small and the process is nearly resonant. Other channels that have large matrix
elements with Vdd may contribute significantly to the energy shift of the state |N, 2〉1.
However, these channels are not expected to produce significant numbers of product
states in collisions because of their large energy defects. Thus, we focus our attention
exclusively on the channel in Eq. 6.1 to study state-mixing collisions. Several groups
have studied the energy transfer dynamics of this channel as a function of applied
electric field to tune the energy defect through zero [6, 7, 58]. Our study differs in
that we tune the energy defect by exciting atoms to states with different principal
quantum number n in zero electric field. The energy defects of this channel as a











Table 6.1: Infinite separation energy defects of the channel in Eq. 6.1 as a function of principal
quantum number, n.
In appendix A we examine in detail the nature of the eigenstates and eigenenergies
of two atoms interacting in a single bubble when only the channel in Eq. 6.1 is
considered. Although this is a simplification to the experimental system considered
1Such as the channel in Eq. 2.13
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here, the results provide some insight to our experimental findings. Therefore, in
the following we summarize the features of that discussion which are relevant to the
experiments described below.
In appendix A it is shown that the operator Vdd in Eq. 2.1 will mix the unperturbed
states and lead to eigenstates of the interacting system of:
|N, 2〉± = α±|dd〉 ± β±{ 1√
2
(|p′f〉+ |fp′〉)} (6.2)
where |d〉, |p′〉, and |f〉 correspond to the |nD5/2〉, |(n + 2)P3/2〉, and |(n − 2)F7/2〉
single-atom states. If we assume that these states may somehow be populated,
they are excited through matrix elements with the |dd〉 part of the wavefunction.
This is because only the single-atom matrix elements 〈p|µ · Elaser|d〉 are nonzero,
where the single-particle state |p〉 corresponds to |5P3/2〉, µ is the atomic dipole
moment operator, and Elaser is the excitation laser field. Once |N, 2〉± are excited, the
probability to measure a p′f atom pair is proportional to |β±|2 if a phase-insensitive
quantum measurement is performed. The precise values of α± and β± are determined
by the value of ∆ for the n state under consideration. If ∆ À Vdd and positive, α− ≈
β+ ≈ 1 and α+ ≈ β− ≈ 0. Thus, only the |N, 2〉− state may be excited, because only
it has significant |dd〉 character, and it will contain little |p′f〉 character. Therefore,
for large ∆, we expect to observe few p′f pairs. If ∆ is small, |α±|2 ≈ |β±|2 ≈ 12 .
In this case we should excite equal numbers of dd and p′f pairs, except that ∆ = 0
corresponds to large energy shifts of |N, 2〉± and a strong blockade. This should
inhibit the excitation of the states |N, 2〉± and block the creation of p′f atom pairs.
Note that we have not said how |N, 2〉 may be excited, only that if it is the amount
of mixing into p′f states will depend sensitively on ∆. In this chapter, we examine
experimentally the extent to which these notions hold true.
The experiments described in Sections 6.2 and 6.3 were performed using a MOT
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with full diameter of ∼300 µm, a density of ∼ 1.2 × 1010cm−3, and ∼ 1.3 × 106
atoms. Here we prepare atoms not only in nD5/2 states, but also nD3/2 and nS1/2
states using the two-photon excitation (5S1/2 → 5P3/2 → nD, nS). The polarization
of the upper transition laser pulse is σ+, π, and σ− for excitation from 5P3/2 into
these each of these three states, respectively.2 We excite atoms with the upper-
transition laser frequency selected to excite a given Rydberg state by using the pulse
sequence of Fig. 3.5 and determined the state distribution after a variable interaction
time, τFI, using state-selective field ionization (SSFI). The uncertainty in the value
of τFI is 50 ns.
6.2 State-mixing due to static interactions
SSFI electron signals for excitation into 43D3/2, 43D5/2, and 45S states are shown
in Fig. 6.1 along with the field ionization electric field pulse. In this case, the field
ionization pulse is applied τFI = 200 ns after excitation. Under these conditions,
atomic motion is negligible and any state-mixing occurs on a fairly rapid time scale
(< 300 ns). The SSFI spectra compared in Fig. 6.1 correspond to states with ap-
proximately the same effective principal quantum numbers, n∗ = n − δ`, and hence
energies, W = −1/(2n∗2) (the quantum defects are δS = 3.13 and δD = 1.35) [3].
Therefore, these states ionize at roughly the same electric field, F = −1/(16n∗4).
In the figure, we highlight three regions of the electron signal, labeled A, B, and
C. These regions correspond to the ionization electric-field ranges of Rydberg atoms
with effective principal quantum numbers n∗ ∈]42, 43[, n∗ ∈]41, 42[, and n∗ ∈]40, 41[.
Population in regions A and C is generated as a result of the type of interaction
2Whenever n, `, or j is varied, the upper-transition Rabi frequency is kept constant by adjusting the laser intensity
by an experimentally determined scale factor. This factor was determined by exciting atoms with low upper transition
laser intensity (to prevent suppression of excitation due to the blockade) and measuring the intensities required to
create the same number Rydberg of excitations when exciting to nD3/2, nD5/2, and (n + 2)S1/2 states. For a given
`, or j, the intensities are scaled by n∗3.
99
channels in Eq. 6.1.
Figure 6.1: Averaged SSFI electron signals (left axis) for excitation into 43D3/2, 43D5/2, and 45S1/2
Rydberg states and the SSFI electric field pulse (right axis). Regions A, B and C correspond to
Rydberg atoms populated by direct photoexcitation (B) and combined photoexcitation-collisional
processes (A, C).
Figure 6.1 provides evidence for qualitative differences in the state-mixing be-
havior of different quantum states of approximately equal energy. The 43D5/2 state,
detected in region B, is characterized by significant mixing to 45P and 41F states, de-
tected in regions A and C, respectively. The 43D3/2 and 45S1/2 states, both detected
in region B, exhibit much less mixing, owing to the absence of any near-resonant
channel for these states. The energy detuning of the channel in Eq. 6.1 is only
−8 MHz for 43D5/2 while the nearest resonant interaction channels for 43D3/2 and
45S1/2 states have energy detunings of ∼ 300 MHz and ∼ 4 GHz.
For laser excitation into D5/2 or D3/2 states, the nearest-resonant interaction chan-
nels involve transitions into higher-lying P - and lower-lying F -states, as in Eq. 6.1,
while for excitation into S1/2-states all interaction channels only involve transitions
into P -states. In all cases shown in Fig. 6.1, a quantitative measure for the amount
of mixing into higher-lying P -states is given by SA, the integral of the electron signal
detected in region A divided by the total integral. Similarly, mixing into lower-lying
states can be quantified via SC, the integral of the signal in region C divided by the
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total integral. Here, I choose to analyze the value of SA rather than SC because
P -Rydberg states, which make up most of the signal detected in A, ionize over a
narrower electric-field range than F states, which in most cases are the dominant
signal detected in C [3]. In Fig. 6.2a, I show experimental values of SA as a func-
tion of n∗ for D3/2, D5/2, and S states. Evaluating SA for several choices for the
integration boundaries that separate regions A, B, and C, we determine that the un-
certainty of experimental SA-values ranges from about 0.005 to 0.03, depending on
the initially excited Rydberg state. The data in Fig. 6.2b show calculated fractions
of Rydberg-state populations in higher-lying P -states (discussed below).
Figure 6.2: SA as a function of the effective principal quantum number of the states into which the
atoms are excited. Results are shown for D5/2 (squares), D3/2 (triangles), and S (circles) states.
Part a) experiment, part b) two-body theory.
The curve in Fig. 6.2a for nD5/2 states is characterized by a strong enhancement
of the mixing at n∗ = 41.65 (or n = 43), where SA ≈ 0.21. For n 6= 43 the value of SA
takes on a smaller, relatively constant background value of ∼ 0.09. This observation
reflects the fact that the channel in Eq. 6.1 becomes nearly resonant at n = 43 and
that the energy detuning of the channel becomes significantly larger for n 6= 43. To
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interpret this result, we first note that the SSFI peaks in Fig. 6.1 overlap somewhat
with one another. The integral over region A therefore includes some signal that
actually belongs to the B-peak and the integral over region B contains some signal




A B A B
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Figure 6.3: Portions of hypothetical SSFI spectra corresponding to regions A and B as defined in
Fig. 6.1. We assume that the raw peaks A (red) and B (blue) may be approximated by Lorentzians
and add to give a combined partial SSFI spectrum (black). The area of peak A (B) which spills in
to the integration range of B (A) is indicated by green (yellow) shading.
The amount of the systematic error in SA caused by the overlap of the SSFI peaks
varies as a function of n. This is qualitatively illustrated in Fig. 6.3 by assuming
that a hypothetical SSFI spectrum is made up of overlapping Lorentzian peaks.3 For
simplicity we neglect the C peak in our discussion here. We show peaks A and B
in red and blue and the component of the total SSFI spectrum belonging to these
two peaks in black. The hypothetical integration boundaries that would be used to
compute SA are shown as the left two dotted lines. The right boundary of region
A is chosen to coincide with the relative minimum between the two peaks, as was
the case when the true data was analyzed. The amount of systematic error in SA
due to peak overlap may be estimated by the difference in the amount that peak A
3We may actually use any bell-shaped curves to qualitatively illustrate our point.
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spills into integration range B (green shading) and the amount that peak B spills
into integration range A (yellow shading). In panel a) I illustrate cases where the
A and B peaks are approximately equal in height, such as for 43D5/2 spectra. The
amount that peak A spills into integration range B is roughly equal to the amount
that peak B spills into integration range A. Thus, we conclude that there is little
systematic error in SA for 43D5/2. In panel b) I illustrate cases where peak A is much
smaller than peak B, or all of the cases where the energy detuning of the dominant
interaction channel is large. In this case, we may immediately see that peak B spills
into integration region A much more than peak A spills into the integration region B.
Thus, off resonance, i.e. for most of the points in Fig. 6.2, there is a large systematic
error and we overestimate SA.
Applying the above considerations to the curve for nD5/2 states in Fig. 6.2, we
conclude that the peak value of SA of 0.21 for n = 43 is relatively accurate while for
n 6= 43 there is a roughly constant systematic error that causes us to overestimate
SA. Thus, the contrast in the value of SA between the on- and off-resonance cases
is actually greater than it appears in Fig. 6.2. We have verified by Monte Carlo
simulation that saturation caused by temporal overlap of MCP-pulses does not sig-
nificantly alter the SA-values for our experimental parameters. We conclude that for
the conditions of Fig. 6.2a, the near-resonance of the channel in Eq. 6.1 at n = 43
causes a transfer of up to about 21% of the excited atoms into P -states. For n 6= 43
we assume that this fraction is actually less than 9%. This transfer occurs almost
instantaneously because of the short duration of the excitation pulses and the almost
instantaneous detection. It is important to note that our lower- and upper-transition
lasers have linewidths of ∼ 2 MHz, or less than the energy defect of the channel in
Eq. 6.1 for n = 43 (8 MHz). Therefore, the large amount of state-mixing for n = 43
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is not due to broadband laser excitation.
Inspection of the curve for nD3/2 in Fig. 6.2a shows that in the range n
∗ < 40 the
detected SA-value increases from the background level of ≈ 0.09 to ≈ 0.14. This rise
reflects another, relatively weak, near-resonant interaction identified in Sect. 2.2.2,
namely 2× 39D3/2 → 37F5/2 + 41P3/2. Otherwise, the SA-values in Fig. 6.2a largely
remain at the background level, in accordance with the absence of any other near-
resonant collision channels.
6.2.1 Binary-interaction model
To model the results for nD5/2 states in Fig. 6.2a, we numerically solve the full
density matrix equations for a two-atom system (including decay from the 5P3/2
state) in the space:











{|sp〉 − |ps〉}, 1√
2
{|sd〉 − |ds〉}, 1√
2
{|pd〉 − |dp〉} (6.3)
assuming binary interactions and negligible atomic motion. The single-atom states
|s〉, |p〉, |d〉, |p′〉, and |f〉 correspond to the |5S1/2〉, |5P3/2〉, |nD5/2〉, |(n+2)P3/2〉, and
|(n − 2)F7/2〉 states, respectively. The 1√2
{|p′f〉 − |fp′〉} state is omitted because
it does not couple to any other state. The excitation is modeled by two coincident
Gaussian laser pulses with an intensity FWHM of 100 ns that resonantly couple |s〉 to
|p〉 and |p〉 to |d〉. In the calculation, the peak Rabi frequency of the lower transition
is 3.5 MHz, as calculated from experimental Autler-Townes splitting data [87], and
that of the upper transition is estimated to be 3 MHz. For a range of the dipole-
dipole coupling strength, Vdd, of the channel in Eq. 6.1, 1 MHz≤ Vdd ≤ 25 MHz, we
solve the master equations and extract the fraction of atoms in the |p′〉 state 200 ns
after excitation. The |p′〉-fraction, SA, is given by the fraction of all Rydberg states
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in the state p′, or
SA =
ρp′f+fp′
2ρp′f+fp′ + 2ρdd + ρpd+dp + ρpd−dp + ρgd+dg + ρgd−dg
, (6.4)
where ρa is short for the diagonal element ρa,a. The calculated values of SA have
a maximum within the above range of Vdd, which we show as squares in Fig. 6.2b
as a function of n. We assume that p′f pairs are preferentially excited for atoms
with coupling strengths that maximize energy transfer according to Eq. 6.1. Using
appropriate sets of different basis states, energy detunings, and coupling strengths,
analogous results are also obtained for nD3/2 and nS states (triangles and circles in
Fig. 6.2b).
The model is quite successful in reproducing all qualitative features of Fig. 6.2a,
but the experimental values of SA are about 20 times larger than the theoretical
values. Several factors may cause disagreement between the experimental and cal-
culated values of SA. We find that SA is sensitive to several parameters which are
not precisely known, including the upper-transition Rabi frequency and the energy
detuning of the channel in Eq. 6.1. Additionally, in our calculations we neglect
the magnetic substructure of the atoms. Most importantly, we neglect excitations
involving more than two atoms by construction of our Hilbert space.
Work is currently being done with a collaborator, Thomas Pohl, which confirms
that many-atom effects are indeed the dominant mechanism responsible for the sur-
prisingly large amounts of state mixing observed when the channel in Eq. 6.1 is
nearly resonant [95]. In general, the simplest way to account for many-body effects
within one bubble is by solving for the interaction-induced level shifts as a sum over
pairwise interactions among many atoms. This is the approach commonly taken in
the literature [23, 28, 30], and we show that such an approach yields a significant
improvement to the agreement between experiment and theory. At n = 43, the
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theory underestimates SA by a factor of 2 rather than a factor of ∼ 20. However,
in order to model our results fully, Thomas has solved the full many-body Hamil-
tonian of a scaled-down version of our entire extended system. The full multi-atom
state basis includes many-body interactions to all orders, i.e. interactions that can-
not be represented as a pure sum of binary potentials. Using this approach, the
agreement between theory and experiment is excellent; for 43D5/2 the two values
agree to within 5− 10%. Thus, forthcoming work proves what is hinted at in these
experiments; namely, that the collective effect of many-body interactions that arise
from considering the full Hilbert space are responsible for the significant amount of
instantaneous energy transfer according to Eq. 6.1 [95].
Other theoretical work in progress to be published by Paul Berman and Thomas
Pohl accounts for the fact that one may observe strong state mixing into |(n−2)F7/2〉
and |(n+2)P3/2〉 states in a system where one may see a significant Rydberg excitation
blockade. This is the apparently contradictory conclusion to which we are lead based
on the discussion of Chapters IV, V, and VI. One would intuitively expect that the
f and p′ single atom states may be produced only if the |N, 2〉 state is populated
in a single bubble, a situation which seems to preclude the observation of a strong
blockade. However, Berman and Pohl find that when the number of atoms in a
bubble, N , becomes large there are a large number of accessible states that share
two or more excitations. One state that contains significant |p′f〉 and |fp′〉 character
may be populated during the excitation pulses, but this state is like a “dark” state
in that it is not affected by the interaction channel in Eq. 6.1 after the optical pulses
are off. Excitation to this state can lead to the creation of substantial numbers
of p′f atom pairs. While certain bubbles may be excited to this state, others are
blockaded in the sense that only singly-excited collective states are populated. More
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details may be found in the forthcoming manuscript. However, I wish emphasize the
general point that elaborate theoretical analysis of systems of interacting Rydberg
atoms, accounting for the full many-body nature of the interactions, reproduces our
initially counterintuitive results and accounts for mixing into p′f states in blockaded
systems.
6.3 Time-delayed state mixing
In the results shown so far, the time between excitation and SSFI has been fixed
at τFI = 200 ns, which is sufficiently short to ensure that the atoms remain fixed in
space. In the following discussion, we explore time-delayed collisions, which may be
triggered by the effect of interatomic forces on atomic motion [51, 55, 56]. State-
mixing due to time-delayed collisions may be interpreted as the time-delayed creation
of states |N, 2〉±. Two single atoms in d states created in adjacent bubbles may
move together as a result of the attractive nature of the interaction potential. As
the atoms move together, they become strongly coupled and form mixed quantum
states |N, 2〉±. As the atoms get closer, the coupling matrix element, Vdd ∝ 1/R3,
grows and the atoms become more equal admixtures of |dd〉 and 1√
2
{|p′f〉 + |fp′〉}.
Therefore, the probability to measure a p′f atom pair gets larger with interaction
time, τFI. If, however, atoms are excited which interact via repulsive interactions, the
atoms are not expected to move appreciably and they do not form mixed quantum
states. Thus, for repulsive interactions the number of detected product state atom
pairs will not change appreciably with interaction time, τFI.
In Fig. 6.4 I show the SA-fraction measured as a function of the time delay between
excitation and detection for 41D5/2, 43D5/2, and 45D5/2 states. Within 200 ns of
excitation, the SA-value measured for excitation to 43D5/2 reaches ≈ 0.18. This is
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somewhat lower than the corresponding value in Fig. 6.2a, presumably because of
experimental variations in atom density. As the time delay is increased, the SA-value
increases to a steady state of ≈ 0.24 within several µs. For excitation into 45D5/2, a
qualitatively similar behavior is observed, with SA-values being ≈ 0.03 lower than for
excitation into 43D5/2. In contrast, for excitation into 41D5/2 states much lower SA-
values are measured, and SA does not increase as a function of the excitation-probe
delay time.
Figure 6.4: SA as a function of the delay between excitation and field ionization, τFI, for excitation
into 41D5/2 (triangles), 43D5/2 (squares), and 45D5/2 (circles) states.
The energy detuning of the channel in Eq. 6.1 is nearly zero for n = 43 and changes
sign between 43 and 44 (see Table 6.4). This leads to enhanced attractive interaction
for several n-states above n = 43 and repulsive interaction for several n-states below
n = 43 (see Fig. 2.2). In the case of 45D5/2 in Fig. 6.4, in which the channel in
Eq. 6.1 leads to a negative (attractive) interaction potential, the SA-value rapidly
increases with field ionization delay within a few µs. This increase is primarily due
to additional state-mixing produced in time-delayed collisions triggered by attractive
inter-atomic forces. In the case of 41D5/2, in which the interaction potential is weak
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and repulsive, the SA-value remains constant as a function of field ionization delay.
This observation is consistent with the absence of additional state-mixing produced
in time-delayed collisions; here atoms move very little relative to one another due to
mutual repulsion. In the case 43D5/2 the detuning, ∆, is of the same order as the
excitation bandwidth, leading to the creation of atom pairs on both attractive and
repulsive molecular potentials. This may explain why the data for 43D5/2 exhibit
both an almost instantaneous initial rise and a time-delayed, gradual increase in SA.
Figure 6.5: SA as a function of the time delay between excitation and field ionization, τFI, for
excitation into 43D3/2 (circles), 43D5/2 (squares), and 45S (triangles) states.
In Fig. 6.5 we show the value of SA as a function of the field-ionization delay, τFI,
for several different angular momentum states of approximately equal energy (43D3/2,
43D5/2, and 45S). One may note that there is little difference in the growth of SA
with interaction time, τFI, for 43D3/2, which interacts via attractive interactions
and 45S1/2, which interacts via repulsive interactions. This is in contrast to the
strong difference in the growth of SA with τFI for the 45D5/2 (attractive) and 41D5/2
(repulsive) states, as seen in Fig. 6.4. We attribute this difference to the fact that the
energy detuning of the dominant interaction channel for 43D3/2 states is more than
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twice as large as that for 45D5/2 states and that the interaction energies, and hence
attractive forces, are a factor of three smaller than for 45D5/2 (see Figs. 2.2 and 2.3).
Thus, the rates of time delayed state-mixing may increase dramatically only if the
interactions are strong and interact via a channel with small energy defect, such as
for 45D5/2. The clearest feature of Fig. 6.5, however, is that for 43D5/2 states, the
SA value increases much more rapidly and reaches a much higher steady-state value
than for the 43D3/2 and 45S states. We attribute this behavior to the fact that
the 43D5/2 state interacts via a strong, near-resonant interaction (Eq. 6.1) while the
other two states do not.
6.4 Collisions in an optical dipole trap
In addition to the experiments examining the state-mixing collisions of atoms
in a MOT described above, we have performed similar measurements for atoms in
an optical dipole trap. In this case, the ground-state atom density may be varied
by varying the dipole trap time of flight, τ2, before optical excitation. A detailed
account of how comparisons between theoretical and experimental curves of SA as
a function of ground-state atom density for 43D5/2 states proves that many-body
effects dominate the dynamics of our system is given in Ref. [95]. Here, we highlight
two other aspects of the data taken using an optical dipole trap which relate to the
discussion of time-delayed collisions above.
6.4.1 Time-delayed collisions as a function of n∗
Figure 6.4 and the accompanying discussion provides evidence for the enhance-
ment of the number of time-delayed state-mixing collisions when the interactions
between Rydberg atoms are strong and attractive, such as for 45D5/2 states. It also
provides evidence that such collisions are strongly suppressed when interactions are
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weak and repulsive, such as for 41D5/2. Both the change in sign and strength of the
potential over a small range of n centered about n = 43 may be seen in Fig. 2.2 and
are due to the change in sign of ∆ for the channel in Eq. 6.1 (see Table 6.1).
We may more directly measure the enhancement or suppression of time-delayed
collisions in the vicinity of n = 43 due to the near-resonance of the channel in Eq. 6.1
by examining the fraction SA as a function of n
∗ for a long interaction time, τFI. In
Fig. 6.6, I show SA as a function of n
∗ for several nD3/2, nD5/2, and nS1/2 states near
n = 43. The data was taken with τ2 = 25 µs, corresponding to a peak ground-state
atom density of 2×1011 cm−3. The atoms were given τFI = 10.1 µs to interact before
their state distribution was probed using SSFI.
Figure 6.6: SA as a function of the effective principal quantum number of the states into which the
atoms are excited for an interaction time τ2 = 10.1 µs. Results are shown for D5/2 (squares), D3/2
(triangles), and S (circles) states.
We immediately see that the magnitude of SA is modulated with n in a way that
follows the dispersive-shaped interaction resonance near n = 43 for nD5/2 states, as
seen in Fig. 2.2. When the interactions are repulsive (n = 41 and 42) the amount
of time-delayed state mixing is significantly lower than when the interactions are
attractive and enhanced by the small energy detuning of the interaction channel
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(n = 44 and 45). As before, we see the strongest state mixing for 43D5/2. Since
∆ is very small, time-delayed state mixing collisions are significant even though the
interactions are repulsive. For nD3/2 and nS1/2 states, the values of SA are small and
show little variation with n owing to the absence of any near-resonant interaction
channel in this vicinity.
6.4.2 Penning-ionizing collisions
The resonance of the interaction channel in Eq. 6.1 at n = 43 affects not only
the state-mixing dynamics of nD5/2 Rydberg atoms, but also Penning ionization.
Penning ionization, illustrated schematically in Fig. 6.7, is a process very similar to
energy transfer in resonant state-mixing collisions except that, in order to conserve
energy in a collision, one collision partner is promoted to an energy state above the
ionization threshold. To investigate ionization, we excite Rydberg atoms with 500 ns
laser pulses (we have found that longer excitation pulses lead to clearer ionization
signatures) and measure the number of free electrons generated when atoms are
allowed a time τFI to interact before SSFI. In our data, free electrons produce a peak
at the onset of the SSFI pulse, as shown in Fig. 6.8. Rydberg states are excited
from atoms in an optical dipole trap with peak density 7× 1010 cm−3 and diameter
35 µm, produced by allowing the dipole trap τ2 = 25 ms to expand before the optical
excitation pulses are applied.
To quantify ionization, I define the Penning-ionization probability, SFE, as the
integral of the free-electron peak divided by the total integral of the electron signal.
Figure 6.9a shows SFE as a function of the interaction time, τFI, and shows that SFE
approaches a steady-state after a few tens of µs of evolution. In Fig. 6.9b I show SFE
for nD5/2 states after 15.1 µs interaction time as a function of n. SFE is approximately



































Figure 6.7: Schematic illustration of a Penning-ionizing collision. The collisional energy-transfer
process is similar to the case of state-mixing described above except that one of the product states
lies above the ionization threshold.
Figure 6.8: Averaged SSFI electron signal for the 44D3/2 Rydberg state (blue curve; left axis),
plotted along with the field ionization electric field pulse (black curve; right axis). The delay between
excitation and ionization is τFI = 15.1 µs. The free electron signal produced from Penning-ionizing
collisions is indicated.
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elevation at n = 40. We attribute the drop in the range n = 41−43 to a reduction in
collisions due to the repulsive interactions between Rydberg atoms expected in that
range of n (see Fig. 2.2). While the elevation at n = 40 is not fully understood, we
note that, following Fig. 2.2, Rb atoms in the 40D5/2 state exhibit relatively weak
interaction due to an accidental cancelation of the level-shift contributions associated
with the two dominant interaction channels, those in Eqs. 2.13 and 2.14. The weak
interaction at n = 40 is expected to weaken the Rydberg excitation blockade and
to lead to a relatively large fraction of Rydberg-atom pairs at close distances, which
may cause enhanced ionization. Overall, the interaction channel in Eq. 6.1 plays
a significantly smaller role in Penning ionization than it does in the near-resonant
state-mixing collisions discussed earlier. This may be because Penning ionization is a
deep, inelastic process, which should depend less on a single, near-elastic interaction
channel than the state-mixing collisions studied in this thesis.
Figure 6.9: a) Penning-ionization probability SFE for 43D5/2 as a function of field ionization delay
time, τFI. b) SFE for nD5/2 states as a function of n for τFI = 15.1 µs.
CHAPTER VII
Conclusion and outlook
The work described in this thesis represents a broad investigation of Rydberg-Ryd-
berg interactions and their experimental manifestations. I have discussed a detailed
calculation of two-body Rydberg-Rydberg interaction energies for a wide range of
quantum states, atom-atom orientations, and applied electric fields. Although the
assumption that Rydberg atoms interact predominantly via two-body interactions
is not always valid, our calculations provide a framework within which one may un-
derstand a wide variety of experimentally observed phenomena, including Rydberg
excitation blockades and state-changing and ionizing collisions. I have described a
technique to measure the effectiveness of a Rydberg excitation blockade using the
counting statistics of the number of excited atoms, and shown a significant narrowing
of the counting distributions when Rydberg-Rydberg interactions are strong. Using
an optical dipole trap, we have observed significantly sub-Poissonian counting statis-
tics, in agreement with theoretical predictions. I have also described an experiment
that provides the first direct, spectroscopic proof that the blockade mechanism is op-
erative in systems of interacting Rydberg atoms. We have spectroscopically measured
the energy shift of the collective states |N, 2〉 for several quantum states and values
of an applied electric field. Finally, we have investigated the relative probabilities for
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state-changing and Penning-ionizing collisions as a function of n in the vicinity of an
electric field-free interaction resonance. The results provide evidence for the strong
variation in magnitude and sign of Rydberg-Rydberg interaction potentials in the
vicinity of one such resonance and for the importance of accounting for many-body
interactions when theoretically describing a system of interacting Rydberg atoms.
While we have studied the properties and manifestations of Rydberg-Rydberg
interactions from a variety of angles, much work remains to be done in pursuit
of our closely-related goals of both understanding Rydberg atom interactions and
developing a neutral-atom quantum phase gate. In the remainder of this chapter, I
highlight some of the work which is planned for the near-future. I first describe data
we have already obtained related to collisions between nS1/2 Rydberg atoms. The
data is not totally understood but suggests that further investigation may reveal
interesting physics. Additionally, I will describe some planned experiments that
extend the work described here, improve our understanding of Rydberg-Rydberg
interactions, and move us towards the implementation of a neutral-atom quantum
gate.
7.1 Collisions between nS1/2 atoms
In Chapter VI it was apparent that when Rydberg atoms interact via time-delayed
state-changing collisions, the number of collision products produced is a strong func-
tion of the nature of the involved interatomic forces (i.e. attractive or repulsive).
The results presented in that Chapter VI suggest that when the interactions are at-
tractive, the number of collision products increases with interaction time, but when
the interactions are repulsive, the number of collision products remains relatively
constant with interaction time or increases only slightly. One case that was not
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discussed at length, however, is collisions between S1/2 states, which always interact
via repulsive interactions (see Fig. 2.4). Surprisingly, we have found that for high
ground-state atom densities the number of product states produced decreases with
interaction time, τFI.
Figure 7.1: SSFI electron spectra for excitation into the 49S1/2 state for τFI = 100 ns (blue) and
20.1 µs (red) along with SSFI electric field pulse.
This result may be easily seen in Fig. 7.1, a plot of the SSFI electron spectrum
for excitation into 49S1/2 states for τFI = 100 ns and τFI = 20.1 µs from a dipole
trap with ground-state atom density of 4 × 1011 cm−3. Each spectrum has been
scaled by an appropriate factor to make their total integrals equal. One may see
that for τFI = 100 ns, the wings of the SSFI spectrum are broader and the central
peak shorter than for τFI = 20.1 µs. As interaction time increases, the spectra
transition from short and broad to narrow and tall. This indicates that there are
more collision products for short interaction times than for long interaction times.
Therefore, it seems that state-mixing probability decreases with interaction time,
contrary to all other cases studied. If, however, the density is lowered to 1×1010 cm−3,
this phenomenon disappears and we see little change in the SSFI spectra with τFI.
While this phenomenon is not yet fully understood, we have taken spectra similar
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to those displayed in Fig. 7.1 for a range of SSFI ramp speeds. We have seen that, as
the ramp speed is increased, the difference between the spectra for τFI = 100 ns and
τFI = 20.1 µs disappears. Thus, we suspect that the broadening of the SSFI spectra
for high density and short interaction time, τFI, is related to the detailed nature in
which the nS1/2 states are field-ionized. A recent paper has investigated the effect of
the SSFI ramp speed on product state mixing for interaction channels near a Förster
resonance [96]. Since the dominant interaction channels for S1/2 states have infinite-
separation energy detunings of order several GHz, there is no Förster resonance
and the application of an electric field tunes these channels further from resonance.
Therefore, we suspect that we are seeing a different effect of atomic interactions
during the SSFI electric field ramp that is apparent only at high ground-state atom
densities and does not depend on a Förster resonance. Further investigation will be
required to fully understand this process and its implications for the use of state-
selective field ionization as a tool to investigate collisional physics.
7.2 Future Plans
Most experiments planned for the near future are designed to help us better un-
derstand the properties of the coherent many-body quantum states |N, k〉 and to
realize systems that may be useful in implementing a neutral atom quantum phase
gate. In pursuit of the former goal, experiments will be performed in which the
validity of the “bubble” picture of an excitation blockade in an extended atomic en-
semble is tested. This is important since we rely on the bubble picture to describe
many experimental results in systems of interacting Rydberg atoms. Additionally
I will describe an improved version of the double-resonance spectroscopy measure-
ment described in Chapter V that will provide us with more direct information about
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the nature of the energy shifted states, |N, 2〉. Experiments are also planned that
utilize two close, parallel optical dipole traps to provide information about the na-
ture of Rydberg-Rydberg interactions and move our experimental system towards a
configuration in which a quantum phase gate may be realized.
7.2.1 Testing the “bubble” picture
In the discussion of experiments on Rydberg excitation blockades in extended
atomic ensembles I have relied heavily on the “bubble” picture. I have emphasized
that the bubbles are not real, they are merely a heuristic construction that reflects
the following fact. If we perform a quantum measurement where we project all
many-body entangled states |N, 1〉 in different regions of the excitation volume onto
individual atoms and measure these positions in a spatially sensitive way, the pair
correlation function will be zero for some volume around each detected excitation.
In other words, there is an anticorrelation in the measured positions of Rydberg
excitations when they are projected onto individual atoms. While our apparatus is
currently not capable of detecting Rydberg atoms in a spatially-sensitive way, an
experiment is being constructed that is.
Spatial sensitivity is achieved in this experiment through a novel state-selective
field ionization electrode geometry in which a MOT is created just above a conducting
tip, as shown in Fig. 7.2. In the experiment, the lower transition light will be
collimated and much larger than the MOT, as shown in the upper panel of Fig. 3.7.
The upper transition light will be focused in one dimension using a cylindrical lens
in order to create a sheet of light with thickness on the order of the diameter of one
bubble (or the anticorrelation length expected for detected Rydberg excitations [28]).
Thus, Rydberg excitations will be created roughly in a plane. After excitation, a
high voltage SSFI pulse will be applied to the conducting tip, creating a purely radial
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Figure 7.2: Illustration of a novel state-selective field ionization geometry that will allow spatially
sensitive detection of Rydberg excitations. A high voltage pulse is applied to a sharp conducting
tip placed in the vicinity of the MOT. Rydberg atoms are ionized and, if all stray fields are well
compensated, the ions follow paths parallel to the divergent electric field of the tip.
electric field. All magnetic and stray electric fields will be carefully compensated in
order to ensure that this is the case. Rydberg atoms will be ionized and the ions will
follow trajectories parallel to the radial electric field and will impinge on an MCP.1
Thus, we map the two-dimensional distribution of Rydberg atoms onto the surface of
the MCP with a large magnification factor, M , given by M = d1+d2
d1
, where d1 and d2
are defined in Fig. 7.2. Figure 7.2 is not drawn to scale and in the experiment M will
be of order ∼ 500. Thus, atoms separated by 2Rb ∼ 10 µm in the MOT will produce
signals separated by millimeters on the MCP front face. The pair correlation function
of atoms on the MCP face can then be calculated by analyzing images obtained from
the phosphor screen attached to the MCP. In this way, we can observe the spatial
anticorrelation in the detected Rydberg atoms and verify the validity of the “bubble”




7.2.2 Improvement to the double-resonance spectroscopy experiment
A separate experiment is being implemented that seeks to improve on the tech-
nique described in Chapter V for the double-resonance spectroscopy of the many
body states |N, k〉 in a system of interacting Rydberg atoms. As pointed out in
Sect. 5.6, the interpretation of the spectra obtained when both pairs of excitation
pulses are enabled, S̃1+2(ν2), is complicated by the fact that the pulse pairs are sepa-
rated in time by 400 ns. We will perform an experiment similar to the one described
in Chapter V, but in which only one lower-transition excitation pulse is applied and
the upper-transition pulse has two frequency components. The frequency of one com-
ponent will be fixed and the frequency of the other will be scanned. In other words,
we bring the “first pulses” and “second pulses” in Fig. 5.2 to the same instant of
time. This will be accomplished by using two independently scannable RF sources.
The frequency modulation input of one source will be scanned relative to the other
and the two RF signals will be added with an RF combiner. The resulting signal will
then be sent to an AOM and the first upshifted order will contain two beams with
slight relative displacement and slightly different frequencies. The slightly displaced
beams will then be coupled into the same optical fiber, producing an optical beam
at the fiber output with two frequency components in spatial mode.
Although this experiment will present some new experimental challenges, it will be
complicated less by the problems associated with the experiment described in Chap-
ter V. These problems include decay between the first and second pulses, unwanted
coherent depopulation of the state |N, 1〉 with the second pulses, and unwanted ex-
citation of bubbles in the |N, 0〉 state by the second pulses. In the new experiment,
any excitation to states |N, 2〉 will be a single two-photon transition at one instant
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of time, not two one-photon transitions at separate times. As long as the number of
Rydberg excitations created on the |N, 0〉 → |N, 1〉 transition have saturated with
upper-transition laser intensity, we should observe no extra counts in S̃1+2(ν2) when
ν2 = ν1. That is, we should directly measure spectra like those in Figs. 5.4 and 5.6c
and d, without doing any subtraction of spurious excitations.
7.2.3 Experiments with parallel dipole traps
All of the experiments we have done and plan to do have been steps towards
the long-term goal of this project: the implementation of a neutral-atom quantum
phase gate. The scheme for implementing a phase gate is detailed in Sect. 1.1.1.
The gate requires the ability to independently address two atoms [20] or two distinct
ensembles of atoms [2] that are separated by less than the bubble radius for the
chosen experimental conditions. It has been proposed that trapping atoms in an
optical lattice and addressing individual lattice sites with Rydberg excitation lasers
is a viable route to the implementation of a phase gate [20]. There has been recent
progress towards constructing these systems which may hold promise for large-scale
quantum computers [45]. However, the first realization of a neutral atom quantum
gate will most likely be in a simpler system, such as two parallel dipole traps. Thus,
we plan to implement a double-dipole trap in our system in order to move towards
the implementation of a prototype of a quantum gate. Such a geometry is depicted in
Fig. 7.3 and could be realized by placing a nonlinear optical element in the dipole-trap
beam path to create a small angular divergence between two polarization components
before the light is focused through the MOT.
Once two optical dipole traps are constructed with a separation d12 smaller than
Rb, several experiments would naturally follow. One would begin by demonstrating
single-trap addressability using tightly focused lower- and upper-transition beams.
122
One could then use this system to perform a variant of the double-resonance spec-
troscopy experiment described in Chapter V. A single Rydberg excitation could be
created in trap 1 and the atoms in the trap 2 could be excited with a pulse pair
having a scannable frequency. In this way, we may record the energy shift of the
state |N, 2〉 as the separation of the two traps is varied in order to spectroscopi-
cally measure the distance-dependent interaction potentials between atoms in the
two traps. As long as the spatial dimensions of the atom clouds are ¿ Rb, such a
measurement would approximately yield the true two-body interaction potentials for
two interacting Rydberg atoms.
Figure 7.3: Two parallel optical dipole traps separated by a variable distance d12. Each trap may
be individually addressed by two pairs of optical beams. Such a geometry could be used to probe
the interaction potentials as a function of d12 or to realize a prototype of the quantum phase gate
described in Sect. 1.1.1. The magnitude of the bubble radius, Rb is indicated.
In addition to performing double-resonance spectroscopic measurements, one may
measure the effectiveness of a Rydberg excitation blockade in a system with one
average excitation. This may be done by measuring the counting statistics of the
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number of excited atoms when addressing only one trap with beams that define
an excitation volume . the bubble volume.2 Alternatively, one could excite an
atom in one trap to a Rydberg state and show that excitation in the other trap is
blockaded. In other words, we may apply excitation pulses to trap 1, wait a short
time, and then apply the same pulses to trap 2. If d12 < Rb, atoms in trap 1 will be
excited but excitation of trap 2 will be inhibited. The number of Rydberg excitations
detected will be between 0 and 1 on average, depending on the excitation efficiency. If
d12 > Rb, however, one would detect twice as many excitations on average since both
traps may be excited. If the ability is demonstrated to measurably inhibit excitation
in trap 2 due to a Rydberg excitation in trap 1, experimental implementation of a
quantum phase gate would be within reach.





Eiegenstates and energies for binary interaction via one
interaction channel
For the discussion that follows, I consider two atoms separated by a fixed distance
and interacting via only the near-resonant interaction channel
2× nD5/2 → (n− 2)F7/2 + (n + 2)P3/2 . (A.1)
I show that changing the infinite separation energy defect of this channel, ∆ =
W|(n−2)F7/2〉+W|(n+2)P3/2〉−2×W|nD5/2〉, changes the nature of the doubly-excited states
|N = 2, k = 2〉. Specifically, I examine the transition from van der Waals interactions
where one state |N = 2, k = 2〉 may be excited to dipole-dipole interactions where
two |N = 2, k = 2〉 states may be excited that are symmetrically split about the
interaction-free energy. The energy defect may be tuned by applying an electric
field (such as described in Sect. 2.3.1 and implemented in Chapters IV and V) or by
changing the n value of the state into which one is exciting the atoms (such as in
Chapter VI).



















Figure A.1: Energy level diagram relevant to the discussion of this section. I assume that the energy
of |dd〉 is zero for simplicity.
where the three columns are associated with the two-atom basis states |dd〉, |p′f〉,
and |fp′〉, respectively. The single-atom states |d〉, |p′〉, and |f〉 correspond to the
|nD5/2〉, |(n+2)P3/2〉, and |(n−2)F7/2〉 states and the coupling matrix elements (see
Eq. 2.2) are denoted as V (V = 0.36n∗4/R3). Diagonalizing this Hamiltonian yields
three eigenstates, |N = 2, k = 2〉o and |N = 2, k = 2〉±, with energies












The eigenstates expressed in the original |dd〉, |p′f〉, and |fp′〉 basis are
|N = 2, k = 2〉o = 1√
2
{|p′f〉 − |fp′〉} (A.4)











2V 2 + |W∓|2
. (A.7)
I first assume that it is possible to excite the state |N = 2, k = 2〉. Since nD5/2
Rydberg states may only be created from the 5P3/2 level (which I will call |p〉), the
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states |N = 2, k = 2〉 are optically excited via matrix elements of the type
1√
2
{〈pd|µ1 · Elaser|N = 2, k = 2〉+ 〈dp|µ2 · Elaser|N = 2, k = 2〉
}
(A.8)
where µi is the atomic dipole moment operator for atom i and Elaser is the 5P3/2 →
nD5/2 laser field. Since atoms 1 and 2 are identical, Eq. A.8 reduces to
√
2〈pd|µ1 · Elaser|N = 2, k = 2〉 . (A.9)
We now see that the state |N = 2, k = 2〉o cannot be excited because the single-
atom matrix elements 〈p|µ1 ·Elaser|p′〉 and 〈p|µ1 ·Elaser|f〉 are zero owing to selection
rules. The fact that these matrix elements are zero also implies that the |N = 2, k =
2〉± states may be excited only through matrix elements with the |dd〉 part of the
wavefunction. That is, the matrix element in Eq. A.9 is:
√





and the probability to excite the states |N = 2, k = 2〉± is proportional to |α±|2.
In Fig. A.2a and b I plot |α±|2 and W± as a function of ∆, assuming that the sep-
aration of the two atoms gives rise to a coupling matrix element V = 20 MHz. That
is, I assume the two atoms are separated by less than the bubble radius but more
than the average ground-state atom separation for all cases of interest in Chap-
ters IV, V, and VI. Figure A.2a shows that for ∆ = 0, |α±|2 = 12 . By conserva-
tion of probability |β±|2 = 12 as well. Therefore, the states |N = 2, k = 2〉± are
both equal admixtures of |dd〉 and 1√
2
{|p′f〉 + |fp′〉}. Since |α+|2 = |α−|2; that
is, since |N = 2, k = 2〉+ and |N = 2, k = 2〉− have equal |dd〉 character, both
states may be excited with equal probability. An alternative way to view this situa-
tion is that the state |dd〉 is created immediately after excitation and, since ∆ = 0,
|dd〉 = 1√
2
{|N = 2, k = 2〉+ + |N = 2, k = 2〉−
}
. Therefore, the probability to be in
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|N = 2, k = 2〉+ and |N = 2, k = 2〉− after a phase-insensitive quantum measure-
ment is equal. Figure A.2b shows that for ∆ = 0, W+ = −W− and the energy levels
are symmetrically split about W = 0, or the noninteracting energy of a |dd〉 pair.
W+ = −W− = 28.3 MHz which is equal to
√
2 × V = √2 × 20 MHz, in agreement
with Eq. 2.7.
Figure A.2: |α±|2 (a) and W± (b) as a function of ∆ for V = 20 MHz.
As ∆ becomes large and positive, however, |α+|2 → 0 and |α−|2 → 1. Therefore,
for large energy detuning (∆ À V ) we may only excite one state, |N = 2, k = 2〉−.
Figure A.2b shows that W+ becomes very large as ∆ grows but, since the state
|N = 2, k = 2〉+ is unexcitable, this state has no experimental importance. However,
we also see that as ∆ grows, the energy W− becomes smaller and monotonically
approaches zero from below as ∆ → ∞, as expected. The situation is the same
if ∆ is negative and its magnitude is large, but the roles of |N = 2, k = 2〉− and
|N = 2, k = 2〉+ are reversed. Here we can only excite |N = 2, k = 2〉+ and its energy
shift approaches zero from above as ∆ → −∞. In general, if we increase magnitude
of the energy defect of the channel in Eq. A.1 from zero using an applied electric field
or by changing n, we transition from being able to excite two symmetrically split
states with equal probability to being able to excite only one state, with a smaller
energy shift.
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In addition to affecting the number and nature of the collective states that may be
excited, changes in ∆ will affect the probability to measure certain single-atom states
when SSFI is used to project the states |N = 2, k = 2〉 onto the single-atom basis d,
p′, f . For ∆ = 0, when the states are equal admixtures of |dd〉 and 1√
2
{|p′f〉+ |fp′〉},
SSFI measurements will yield equal numbers of dd and p′f atom pairs. However,
when ∆ is large and the only excitable state has mainly |dd〉-character, we expect to
measure very few p′f atom pairs using SSFI.
While the present discussion has focused on the easily tractable case of N = 2
particles, we may extend the qualitative notions developed here to systems with
N > 2. For k = 2 excitations shared by N > 2 atoms, the dimension of the Hilbert
space is 3
2
N(N − 1). Therefore, a detailed examination of the exact solutions to the
problem become difficult. However, for N > 2 we will still find that we can excite
two bands of states which are symmetrically split about W = 0 for ∆ = 0 and that
we can excite only one band of states which has significant |dd〉 character and little
|p′f〉 character when ∆ is large. The discrete levels become bands of levels because
the two excitations will now be shared by many pairs of atoms, all separated by
different distances and having different values of V ∼ n∗4/R3.
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APPENDIX B
Feedback scheme for intensity stabilization in the
double-resonance spectroscopy experiment
In all of the experiments described in this thesis, optical pulses are generated from
narrowband continuous wave (cw) laser beams by amplitude modulation (AM) of an
acousto-optic modulator or a combination of both amplitude and frequency modula-
tion (FM). However, the experiment on double-resonance spectroscopy of interacting
Rydberg atom systems, described in Chapter V, is the only experiment for which
the FM capability of the AOM is used as a spectroscopic tool. In this experiment
we set the frequency of the 5P3/2 → nD5/2 laser so that the first upshifted order
through the AOM is exactly on resonance with the |N, 0〉 → |N, 1〉 transition when
the frequency ν1 is applied to the FM input of the AOM. Amplitude modulation is
used to create a pulse at frequency ν1 out of the cw beam; I denote this pulse as
“upper transition pulse 1.” The frequency of the second upper transition pulse, ν2,
is then scanned in 4 MHz steps by changing the FM input to the AOM. This has
the unavoidable side-effect of changing the angle of the first upshifted order after
the AOM. The optical system is aligned so that the upper transition light pulses are
coupled into an optical fiber most efficiently when the FM input of the AOM is at
a frequency ν1. Thus, as ν2 is scanned, the angle of the upshifted order changes,
and the light becomes less efficiently coupled into the optical fiber. The intensity
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of the second optical pulse at the fiber output decreases as |ν2 − ν1| grows and the




















Figure B.1: Schematic illustration of the feedback scheme used to produce pulses with different
frequencies, ν1 and ν2, at the output of the optical fiber. For clarity, the laser beam is drawn as a
line rather than a beam with a waist that varies as it passes through various optical elements.
The physical properties of our experimental setup that lead to this problem, as
well as our solution to the problem are sketched in Fig. B.1. We solve the problem
by actively controlling the amplitude of the second pulse in a feedback scheme that
utilizes the amplitude modulation capability of the AOM. The pulse timing diagram
relevant to our scheme is shown in Fig. 5.2b and I reproduce its essential features in




5S      5P AOM
AM Voltage Pulse
5P      nD, nS AOM 
AM Voltage Pulse
5P      nD, nS AOM 
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5S      5P Optical
Pulse (780 nm)









ν1 : Fixed ν2 : Scanned
Figure B.2: Timing diagram for the electrical and optical signals relevant to the intensity stabiliza-
tion scheme described in this appendix.
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Our scheme proceeds as follows. We monitor the height of the each of the two
pulses after the fiber output using a photodiode. The output of the photodiode is sent
to a gated boxcar integrator which integrates the area of pulse 2 and this integral
is read by a computer. The value of the integral is the input for a PID feedback
algorithm that we implement using LabView. The PID algorithm compares the value
of the integral read from the boxcar integrator with the value of a pre-programmed
integral (≈ the integral of pulse 1) and calculates an adjusted voltage to be sent to
the AM input of the AOM driver (through a multiplexor). In other words, if the
second optical pulse is smaller (larger) than the first at the fiber output, a larger
(smaller) AM voltage is sent to the AOM driver for the second pulse and we repeat
the process a fixed number of times that was chosen to ensure the two pulses will have
the same area. When the two areas are approximately equal, we record the value of
the AM voltage which is generated by the PID program. Thus, each frequency ν2 is
associated with a different AM voltage for pulse 2 which gives optical pulses 1 and 2
that have equal area at the fiber output. This list of AM voltages as a function of ν2
can then be used to create two pulses with different frequency but equal amplitude
at the fiber output as ν2 changes.
To summarize: as ν2 is scanned, the beam’s upshifted order through the AOM
changes position and we compensate the loss of fiber-coupling efficiency with higher
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