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An r-core of a Young diagram * is a residual subdiagram obtained after con-
secutive removals of the feasible r-long border strips, ‘‘rim hooks.’’ The removal
process on the diagram * and the resulting r-core are the essential elements in the
MurnaghanNakayama formula for /* , the character of the associated irreducible
representation of Sn (n=|*| ), on the conjugacy class [r[nr]] (n#0 mod r). A com-
plete characterization of r-cores is given, which extends a well known result for
r=2. Under an assumption that the partition * is chosen uniformly at random out
of all partitions of n, it is shown that typically the r-core size is of order n12, while
the height and the width are of order n14. For n chosen uniformly at random
between 1 and N, the core boundary scaled by N 14 is proved to converge, in dis-
tribution, to a random concave curve which consists of r&1 line segments.  1999
Academic Press
Key Words : partitions; Young diagram; core; hooks; characters; distribution;
limit theorems.
1. INTRODUCTION
It is well known that there is a bijection between the set of all integer
partitions * of an integer n and set of all irreducible representations of the
symmetric group Sn . The MurnaghanNakayama formula allows us to
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compute the value of the character /* at any element _ # Sn via tracing the
work of an algorithm that strips away the rim-hooks from the Young
diagram representing *. For the identity element it expresses equality of the
dimension d* and the number of Young tableaux of shape *. We are inter-
ested in the case when all cycles of _ are of the same length r>1, in which
case |/*_ | is the total number of ways to empty the diagram * by stripping
away the rim-hooks of length r. Suppose that * (the irreducible representa-
tion, that is) is chosen uniformly at random among all partitions of n. Our
goal is to study the likely behavior of the stripping algorithm when n is
large, specifically the size and the shape of an r-core. A core of * is the
residual subdiagram which is nonempty whenever /*_ {0, and it is inde-
pendent of the stripping sequence. To this end, we first develop a complete
characterization of the r-cores that generalizes a classic ‘‘staircase’’result.
Second, using a generating function for r-cores and the Hardy
RamanujanRademacher techniques for the partition function p(n), we
count asymptotically the number of r-cores of a large size. It turns out that
there is a substantial technical difference between r5 and r>5; for the
latter we are able to estimate the number of cores of a fixed large size,
while for the former we are forced to count the cores of a size not exceeding
a given large number, a weaker type result. The theorem is sufficiently
strong to establish an integral limit theorem for the core size of the random
partition * of n: scaled by n12, the core size is asymptotically Gamma-
distributed with parameter (r&1)2. The contrast with the usual division of
n by rto which the algorithm reduces when * consists of a single rowis
striking: the usual remainder range is [0, ..., r&1], i.e., bounded, and the
remainder has no limit as n  , being an r-periodic function of n. The
arithmetical issues regarding n apparently catch up with us when we turn
to a finer structure of the r-core, its boundary. Here we have to randomize
over n # [1, 2, ..., N] (to consider the Cesaro limit, that is) to be able to
prove existence of the limiting distribution of the boundary scaled by N 14.
In conclusion we note that the limiting behavior of the random Young
diagrams, by itself or in relation to the corresponding character values, has
been a subject of intensive studies during the last 30 years, see for instance
Erdo s and Tura n [ET67], Logan and Shepp [LS77], Szalay and Tura n
[ST77, ST78], Vershik and Kerov [VK77, VK85], Diaconis and
Shahshahani [DS81, D88], Fristedt [F91], and Pittel [Pi97].
2. COMBINATORICS OF CORES
We start with combinatorial analysis of rim hook decompositions, intro-
duce basic definitions, describe the fundamental bijection providing a tool
for rim enumeration, then go on to new results: prove the necessary and
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sufficient condition for a diagram to be a core, and give a complete
classification and parametrization of cores.
2.1. Rim Hooks
Young diagram * with n nodes is a partition of an integer n,
*=(*1 , *2 , ..., *m) V n. We picture a partition into k parts as k rows of
nodes of lengths *1*2 } } } *m . The conjugate partition *$ is the array
of column lengths of *, *$=(*$1 , *$2 , ..., *l$), where l=*1 , the length of the
first row.
Introduce coordinates of nodes in a Young diagram: (i, j ) is the node in
the i th row and the j th column. For a node (i, j ) # * define the hook Hi, j
in * as the set of all nodes to the right of (i, j ) in the i th row and below
(i, j ) in the j th column, including the node (i, j ) itself. For a pair of indices
(i, j ) consider the rightmost node of the i th row with coordinates (i, *i)
and the lowermost node of the j th column with coordinates (*j$ , j ). If
(i, j ) # * then the node (i, *i) is to the right and above the node (*j$ , j) and
we define the rim hook Ri, j as the contiguous border strip between (i, *i)
and (*j$ , j ). The upper-right node (i, *i) of Ri, j is called the head of the rim
hook and the lower-left node (*j$ , j ) is the tail of Ri, j .
The hook Hi, j and the rim hook Ri, j with the same vertex (i, j ) contain
the same number of nodes called the hooklength hi, j=|Hi, j |=|Ri, j |.
Not all contiguous border strips in * are rim hooks, but only those with
the head at the end of a row and the tail at the end of a column. Rim
hooks are those and only those contiguous border strips that can be
removed from * leaving a proper subdiagram *"Ri, j . There are n different
rim hooks in a diagram * V n. Consecutive removals of rim hooks of
specified lengths from a diagram is the centerpiece of the Murnaghan
Nakayama rule for calculating values of the symmetric group characters.
In this paper we study the case of ‘‘peeling off ’’ rim hooks of a fixed
length r. All diagrams will be partitions of an integer divisible by r. This
case corresponds to calculating characters /*([rm]) on permutations with
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equal cycles of length r, * V n, n=rm. The MurnaghanNakayama for-
mula in this case is (in the recursive form)
/*([rm])= :
R is an r&rim hook
/*"R([rm&1]),
which implies
|/*([rm])|=* r-rim hook tableaux of shape *,
where r-rim hook tableau is an ordered decomposition of * into m r-rim
hooks.
Here is an example of an r-rim hook tableaux for r=5:
A diagram * is called an r-core if it has no rim hooks of length r. The
process of removing r-rim hooks from an arbitrary diagram stops at some
(possibly empty) r-core. The r-core turns out to be uniquely determined by
the initial diagram * and independent of the sequence of r-rim hooks
removals [JK81, p. 79; Mac95, p. 12]. Denote this uniquely determined
r-core of * as corer(*). A diagram * V rm is called r-decomposable if
corer(*)=<, otherwise it is indecomposable.
2.2. Quotient Diagrams
Removal of a single node (an 1-rim hook) from the boundary of a
diagram (in such a way that the remaining diagram is a proper Young
diagram) defines an order relation on the set of all diagrams, and a struc-
ture of a distributive lattice called the Young lattice Y [Stanley]. This is
readily generalized to define the rim hook lattice RH _r of all diagrams with
a given r-core _ [SW85, Mac59]. There is a canonical isomorphism
between the r-rim hook lattice RH _r and the cartesian product of r copies
of the Young lattice RH _r =Y
r [FS92, Mac95, P97]. Under this
isomorphism a diagram * with the r-core _ corresponds to an r-tuple
of diagrams (:1 , :2 , ..., :r), |:1 |+|:2 |+ } } } +|:r |=(|*|&|_| )r . The
diagrams :i are called quotient diagrams [JK85]. Removal of an r-rim
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hook from * corresponds to a removal of a single node from one of the
quotient diagrams.
Let P(t) denote the generating function for regular partitions P(t)=
>n=1 (1(1&t
n)). The generating function for diagrams with r-core _
P_r (t)=corer(*)=_ t
|*| may be expressed using the bijection as P_r (t)=
t |_|P(tr)r. Therefore the generating function for r-cores is
P(t)
P(tr)r
= ‘

n=1
(1&tnr)r
1&tr
.
For any diagram * with m rows we define its expansion (an expanded
diagram) * =*+$m by adding a staircase [m, m&1, ..., 2, 1] (cf. [Mac95,
p. 12, Ex. 8a]). For example, *=[2, 1, 1], * =[2, 1, 1]+[3, 2, 1]=
[5, 3, 2]. The expansion is a special case of a more general construction of
;-numbers bases on adding an arbitrary staircase [JK81].
Rows of an expanded diagram are always distinct and may be thought
of as a set of integers with no multiplicities. This set of integers is the set
of all hooklengths with vertices in the first column of the initial diagram *.
The construction is bijective, any diagram with distinct parts is an expan-
sion of some uniquely defined diagram. In the example above in diagram
[2, 1, 1] the first-column hooklenghts are [1, 2, 4].
Given a diagram with distinct parts, we define an r-subtraction operation
as follows: we are allowed to shorten one row (of a length >r) by r if the
resulting row lengths are all distinct, in which case a new diagram is
obtained by a rearrangement of the new rows in the decreasing order, if
necessary.
Lemma 1 [JK81, Mac95]. Removing an r-rim hook from a diagram is
equivalent to an r-subtraction from the expanded diagram.
In particular, a diagram admits removal of an r-rim hook if and only if its
expansion admits an r-subtraction operation.
If * is an r-core we cannot remove an r-rim hook from *, likewise sub-
traction of r from any row of * would violate the property of the resulting
rows length being distinct.
We have defined the r-rim hook lattice in a geometric wayvia peeling
off border strips. There is an alternative construction, less visual but more
algebraic, explaining the arithmetic division with remainder analogy, where
r-core has a meaning of the remainder [M95].
Look at the rows of the expanded diagram * . Division with remainder by
r gives * i=r;i+s. For a given remainder s, the corresponding [; is]
ms
i=1 is a
partition ;s with distinct rows ;1s >;
2
s > } } } . Diagram ;s is an expansion of
another diagram, denoted :s , : is=;
i
s&ms+i. The r-tuple of diagrams
(:0 , :1 } } } :r&1) are the same quotient diagrams introduced above.
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2.3. Classification of Cores
Now we are ready to state the necessary and sufficient condition for a
diagram to be an r-core. This new result allows us to give full classification
of the set of r-cores for any r.
Theorem 1 (Core-Condition). An expansion of an r-core diagram
satisfies the following condition: for any row of length x>r there is also a
row of length x&r.
Proof. If the condition is not satisfied, we can subtract r from the row
of length x and obtain a diagram with distinct rows, which is an expansion
of some diagram. By Lemma 1 this diagram could be obtained from the
initial one by removing an r-rim hook, contradicting the fact that the initial
one was an r-core. K
Diagram *=[2, 1, 1] is a 3-core. In its expansion * =[5, 3, 2] for each
row there is a row shorter by 3.
The core-condition is a condition on the set of first-column hooklengths
X=[x1 , x2 , ..., xm]. In other words elements of X are the rows of the
expanded diagram * . Instead of describing the shape of the original r-core
diagram * we will describe the shape of the expanded diagram * , which is
just the shifting of * by a staircase. It is convenient to upend * with a row
of zero length.
Keep track of the end-row nodes of rows of lengths (x1 , x1&r, x1&2r,
..., x1&Ar), where A=[x1 r]. By the core-condition all these row lengths
occur in * . Call them r-marked rows. Call the end nodes of the r-marked
rows r-marked nodes. The r-marked nodes are spaced horizontally r nodes
apart.
Coordinates of r-marked nodes will be (1, x1); (1+t1 , x1&r);
(1+t1+t2 , x1&2r); (1+t1+t2+t3 , x1&3r); ...(1+Ai=1 ti , x1&Ar).
Look at the sequence of ti ’sthe sequence of vertical r-gaps between
r-marked rows (nodes). This sequence of integers from [1, ..., r] is non-
decreasing, because any row xi in an r-gap will have a replica xi&r in the
next r-gap and so on. More precisely, each ti # [1, ..., r&1]; otherwise,
beginning with the i th gap, the boundary of * has to be the staircase all the
way down, which is impossible for an expanded diagram.
Introducing
ai=|[ j # [1, A] : tj=i] |, 1ir&1,
we can describe the situation by saying that the line segments connecting
the consecutive r-marked nodes form a concave polygonal curve consisting
of r&1 line segments L1 , ..., Lr&1 : L1 has slope 1r and (horizontal) length
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a1 r; L2 has slope 2r and length a2r; and so on, Lr&1 has slope (r&1)r
and length ar&1 r. Some of ai ’s may be 0.
So far we have described the pattern of r-marked nodes. This description
gives a piece-linear form of boundary with increasing slope and the number
of linear segments not more than r. For n large and r fixed this is a ‘‘bird’s
eye view’’ on the boundary without regard to small details between
r-marked rows.
To give the full combinatorial classification of the diagrams boundaries
we need to describe all possible patterns within intervals between r-marked
rows, and also all patterns starting with the last r-marked node, in the case
x1&r[x1 r]>0. Consider the hook with upper right end at an r-marked
node and lower left end at a node immediately preceding the next r-marked
node. It cuts out a small diagram with r columns. Shapes of these small
diagrams (call them r-gap subdiagrams) are the subject of the following
‘‘local’’ analysis.
Suppose all ai ’s are nonzero. Within the first segment of horizontal
length a1r and slope 1r, r-gap subdiagrams are necessarily single-row
diagrams. This segment looks like
Within the second slope segment there is an extra row of a length f2 ,
1 f2r&1. The segment looks like
By the core-condition this extra row between r-marked rows will occur
in every r-gap subdiagram further down. Within the third slope segment we
add one more row of a length f3 { f2 , 1 f3r&1. And so on, within
each next slope segment there is an added row in each r-gap subdiagram.
Therefore, the boundary of the expansion * all the way down to the last
r-marked node is fully described by a sequence of pairs (a1 , f1=0);
(a2 , f2); (a3 , f3); } } } ; (ar&1 , fr&1), where ai0, and 1 fir&1, fi { fj
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for 1i{ jr&1. And each one of those sequences determines uniquely
a tail subdiagram that starts at the last r-marked node. Indeed, the case
[ fj : 1 jr&1]=[2, 3, ..., r] (2.1)
is possible only if x1 #0 (mod r), since otherwise the tail subdiagram
would be a staircase. So here there is no tail subdiagram to speak of. Con-
versely, x1 #0 (mod r) implies (2.1). If, alternatively,
[ fj : 1 jr&1]=[1, 2, ..., t, t+2, ..., r], 1tr&2,
then the row lengths of the tail subdiagram have to be r&t, r&t&1, ..., 2,
to avoid a staircase at the end. Here then x1 #r&t&1 (mod r). Thus, for
a given sequence of non-zero (ai) r&1i=1 there are precisely
(r&2)!+(r&2)(r&2)!=(r&1)!
possible small-scale patterns determined by the choices of f2 , ..., fr&1 .
Generally, let
[i # [r&1] : ai>0]=[i1 , ..., id], dr&1.
Then the line segments connecting the neighboring r-marked nodes form d
line segments Li1 , ..., Lid . With every Lij there is associated a new rows
lengths set fij , a subset of [1, ..., r&1]. The sets fi1 , ..., fid are disjoint, and
|fij |=ij&i j&1 , (i0=0). Within the j th line segment we have aij identical
r-gap subdiagrams whose row lengths set is [r] _ Fj , Fj :=f i1 _ } } } _ fij .
Thus again there is a finite number of possible small scale patterns deter-
mined by choices of fi1 , ..., fid and choices of the tail subdiagram. An explicit
formula for this number is more complex, and less interesting than that for
d=r&1: we will prove that a likely core has a1 , ..., ar&1 all nonzero.
Thus, the boundary of the expanded core diagram is characterized by an
(r&1)-tuple a=[ai] r&1i=1 of nonnegative integers that add up to [x1r], an
increasing sequence [+i][i : ai>0] of subdiagrams, and a tail subdiagram +.
(The largest row in each +i has length r, and it has i rows; + has br&1
columns and a<b rows at most.)
Denote k =|* |; clearly
k =k+ :
m
j=1
j=k+
m(m+1)
2
.
Let us express k through a=[ai] and +=[[+i], [+]] . To this end, let us
compute first k =|* | where the diagram * is obtained from * by stretching
the rows of all +i to the standard length r. Clearly
k =k b+k a ,
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where k b and k a are the number of cells in the leftmost b columns and the
number of cells in the remaining r( r&1i=1 ai) columns. Well,
k b=|+|+b :
r&1
i=1
ia i
( |+| being the size of +), and, denoting Ai=r&1j=i aj , Ar=0, we have
r&1k a= :
A1
j=A2+1
j+2 :
A2
j=A3+1
j+ } } } +(r&1) :
Ar&1
j=Ar+1
j
= :
r&1
i=1
i _Ai (Ai+1)2 &
Ai+1(Ai+1+1)
2 &
= :
r&1
i=1
A i (Ai+1)
2
.
Therefore
k = :
r&1
i=1 _r
Ai (Ai+1)
2
+biai&+|+|.
It remains to subtract from k the total number of the extra cells added, due
to stretching, to the subdiagrams +i , 1ir&1, that is,
0 } a1+a2 (2r&|+2 | )+ } } } +ar&1 (r(r&1)&|+r&1 | ) .
Thus,
Lemma 2.
k = :
r&1
i=1 _r
Ai (A i+1)
2
+a i (i(b+r)&|+i | )&+|+|, (2.2)
and m, the number of rows in * , whence in *, is given by
m= :
r&1
i=1
iai+a= :
r&1
i=1
Ai+a. (2.3)
From the above discussion, the only expanded 2-core diagrams * ’s are
such that +1=(2), +=<, so we get
k =a1(a1+1), m=a1 ,
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which means that the 2-core diagram * itself has size
k=k &
m(m+1)
2
=
m(m+1)
2
, (2.4)
and, more precisely, *=(m, m&1, ..., 1). In other words, the only 2-core
diagrams are staircase diagrams. Here is the staircase diagram * of size
k=15, and its expansion * :
For r=3 and a1>0, a2>0, we have +1=(3) and +2=(3, 2), +=<, or
+2=(3, 1) and +=(2). An example of * and * for the first case is
and for the second case
For the first case
k = 32 (a1+a2)(a1+a2+1)+
3
2a2(a2+1)+a2 ,
m=a1+2a2 ,
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so that
|*|=k &
m(m+1)
2
=a21+a1 a2+a
2
2+a1+3a2 .
In the second case,
|*|=a21+a1 a2+a
2
2+3a1+8a2 .
In both cases the boundary of * has two segments of slope 13 and two
segments of slope 23. *’s boundary has two segments of slope 12 and two
segments of slope 2.
From Lemma 2 we get
Lemma 3. k=k(a, +), where
k(a, +)= 12A
tQA+R(a, +),
(2.5)
R(a, +)=O(&a&+1),
&a& being the Euclidean norm of a, and
xtQx =def r :
r&1
i=1
x2i &\ :
r&1
i=1
xi+
2
. (2.6)
We notice at once that Q is positive definite since even
(r&1) :
r&1
i=1
x2i &\ :
r&1
i=1
xi+
2
0.1
3. ASYMPTOTIC ENUMERATION.
We will need the asymptotic formulas for two functions. One, denoted
p(r)(n), is the total number of ways to decompose n into an ordered r-tuple
(n1 , ..., nr) and then to partition each of ns . Another, denoted pr(n), is the
total number of r-cores of size n. Since p(1)(n)= p(n), the total number of
partitions of n, and
:
n0
xnp(n)=P(x), P(x) := ‘
j1
(1&x j)&1, |x|<1,
1 Note added in proof. We are aware now that Garvan, Kim, and Stanton [GKS] have
proved that the number of r-cores of size k equals the number of integer solutions of
:
r&1
i=0 \
r
2
x2i +ixi+=k, :
r&1
i=0
xi =0.
There is possibly a connection between their x and our (a, +), but we haven’t tried to find it.
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we see that
:
n0
xnp(r)(n)=Pr(x). (3.1)
As for pr(n), we mentioned in Subsection 2.2 that
:
n0
xnpr(n)=
P(x)
Pr(xr)
, |x|<1. (3.2)
The identities (3.1), (3.2) are the basis of our asymptotic estimates below.
Lemma 4. As n  ,
p(r)(n)=
r(r+1)4
2(3r+5)43 (r+1)4
}
exp(2c - rn)
n(r+3)4
} (1+O(n&12)) . (3.3)
Proof. From (3.1) we obtain
p(r)(n)=
1
2?  x
&n&1Pr(x) dx, (3.4)
where the integration is over a circle of radius \<1 in the complex plane
x with center at x=0. We choose \=exp(&:n&12), postponing selection
of :>0 till a bit later. Set x=\ei%, % # (&?, ?) and consider separately % #
[&%n , %n] and %  [&%n , %n], where %n=n&$, $ # (12, 34).
1. Let |%|>%n . Using an inequality
|1&z|&1(1&|z| )&1 exp[Re z&|z|] (z # C, |z|<1)
(we leave to the reader to prove it), we bound
|Pr(\ei%)|Pr(\) } exp \&r :j1 \
j (1&cos %j)+
=Pr(\) exp _Re r1&\ei%&
r
1&\&
=Pr(\) exp _ 2r(\+\
2)(cos %&1)
(1&\)(1&2\ cos %+\2)&
Pr(\) exp(&a%2n32) ,
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for an absolute constant a>0. Therefore the part of the contour integral
corresponding to |%|%n is bounded by
\&nPr(\) } |
|%| %n
exp(&a%2n32) d%
=O(n&34\&nPr(\) exp(&an32&2$)). (3.5)
2. Let |%|%n . According to Freiman (see Postnikov [Po88]),
P(e&z)=exp _c
2
z
+
1
2
Log
z
2?
+O( |z| )& (c=?- 6), (3.6)
uniformly for z  0 within a corner [z # C : |Im z|= Rez, Re z>0], with
=>0 being fixed and Log denoting the main branch of the logarithm.
Using (3.6), we obtain
x&nPr(x)|x=e&:n&12+i%
=exp _n12 \c
2r
:
+:++r2 log
:
2?n12&
_exp _i%n \rc
2
:2
&1+&%2n32 c
2r
:3
+i#%n12+O(%2n)&; (3.7)
here #=&r(2:) . We select
:=:0 :=cr12,
since it minimizes the leading term in the power of the first exponential
factor, and (not surprisingly) annihilates the first term in the power of
the second exponential factor. The integral of the second factor over
% # [&%n , %n] equals
|
%n
&%n
exp(&%2n32:&10 ) } [1+i#%n
12+O(%2n)] d%
=|
%n
&%n
exp(&%2n32:&10 ) } [1+O(%
2n)] d%
=(1+O(n&12)) |

&
exp(&%2n32:&10 ) d%
=(2?)12 \ cr
12
2n32+
12
(1+O(n&12)). (3.8)
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Multiplying the last expression by
(2?)&1 exp _n12 \c
2r
:0
+:0++ r2 log
:0
2?n12& ,
we see that the contribution of the interval [&%n , %n] to the contour
integral in (3.4) is given by the right-hand side of (3.3).
3. It remains to observe that, by (3.5) and (3.7) for %=0, the
contribution of [&%n , %n]c divided by that of [&%n , %n] is of order
O(exp(&an32&2$)) , at most. K
For r=1, the formula (3.3) is a cruder version of the HardyRamanujan
[HR18] formula for the partition function p(n), but still with a correct
order of the remainder term. We emphasize that the proof of Freiman’s for-
mula (3.6) in [Po88] is rather direct, and is not based on deep algebraic
properties of P(x). We add that (3.6) was used in [Po88] to get a weaker
formula for p(n), with the remainder term O(n&b), \b<14.
The task of estimating pr(n) turns out to be considerably more com-
plicated though. The Freiman’s formula needs to be replaced by a much
deeper functional equation for P( } ) that had been used in [HR18], and
later by Rademacher for derivation of a convergent series for p(n). (Much
more recently, this equation was used by Goh and Schmutz [GS95] for
analysis of the limiting distribution of the number of different part sizes in
the random partition.) We will also use an integration path discovered by
Rademacher. Our proof closely follows the lucid presentations of Hardy
RamanujanRademacher’s analysis in Andrews [An76] and Apostol
[Ap76].
Lemma 5. (a) Suppose r>5. Then
pr(n)=crn(r&3)2 _1+ :k2 : (r, k)=1
1
k (r&1)2
:
0<h<k : (h, k)=1
ei?An(h, k)&
+O(n(r&1)4) , (3.9)
cr :=
(2?) (r&1)2
rr21((r&1)2)
,
and
An(h, k) :=&2n
h
k
+s(h, k)&rs(rh, k),
with the (real-valued ) Dedekind sums defined below in (3.15).
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(b) Let Pr(n)=&n pr(&), that is, Pr(n) is the total number of
r-cores of size at most n. For r2,
Pr(n)=Crn(r&1)2+O(n_ log2 n) ,
(3.10)
Cr :=
(2?) (r&1)2
rr21((r+1)2)
, _ :=max[(r&3)2, (r&1)4] .
(c) Given an integer m # [0, 1, ..., r&1], let
Prm(n)= :
&n : &#m (mod r)
pr(&).
For r2,
Prm(n)=r&1Cr n(r&1)2+O(n_ log2 n) . (3.11)
Notes. (i) The series in (3.9) converges absolutely for r>5. (ii) Observe
that Cr=cr[(r&1)2]&1 for r>5. So (3.10) looks as if pr(n)tcrn(r&3)2,
which is not the case unless the double sum in (3.9) approaches 0 as
n  . And the latter is highly doubtful. Our statement leaves open a
problem of an asymptotic formula for pr(n), r=3, 4, 5. We know, of
course, that p2(n)=1 if n is a triangular number m(m+1)2, and p2(n)=0
otherwise. This fact leads quickly to P2(n)=C2n12+O(1), which is
sharper than (3.10) for r=2. p3(n) is also known to be zero infinitely often.
Is it true that lim sup p3(n)  ? In the next section we will see that the
formula (3.11) is sufficient to prove an integral limit theorem for the core
size for all r2. (iii) George Andrews drew our attention to a recent work
by Granville and Ono [GO96] who confirmed a long standing conjecture
that pr(n)>0 for all n if r4.
Proof. (a) As in the previous proof, we use (3.2) and write
pr(n)=
1
2?i C x
&n&1 P(x)
Pr(xr)
dx, (3.12)
where C is any closed contour around 0 lying inside the unit circle. Our
choice of C is the Rademacher integration path P(N), which is constructed
as follows. Set x=ei2?{. In the {-plane we partition the interval [0, 1] on
the real line by the set FN of Farey fractions of order N, and we select
N=[n12]. (FN is the set of all reduced fractions hk # [0, 1], with
1kN. For example, F6=[01, 16, 15, 14, 13, 25, 12, 35, 23, 34,
45, 56, 11].) To each point hk we associate a circle C(h, k) in the
{-plane with radius 1(2k2) and center at the point (hk)+i(2k)2. This so-
called Ford circle C(h, k) touches the real line at the point hk. Two largest
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circles are C(0, 1) and C(1, 1), and they touch each other at the point
(12, 12). The remarkable property of the Ford circles is that, for each
triple of the consecutive Farey fractions h1 k1<hk<h2 k2 , the circles
C(h1 , k1) and C(h2 , k2) touch the circle C(h, k) on the left and right respec-
tively. Denote the contact points {1(h, k) and {2(h, k). The circle C(0, 1) is
touched by C(1, N) from the right at {2(0, 1) :={1(1, N), and the circle
C(1, 1) is touched from the left by C(N&1, N) at {1(1, 1) :={2(N&1, N).
Define also {1(0, 1)=i and {2(1, 1)=i+1, and let P(h, k) be the clockwise
directed arc of C(h, k) between {1(h, k) and {2(h, k). In the {-plane the
integration path is formed by the left-to-right sequence [P(h, k)]. Its image
in the x-plane is a closed contour within the unit circle, surrounding the
origin, which starts and ends at the point x0=e&2?.
Next, we state the functional equation for P(x). Let
x=exp \i 2?hk &
2?z
k2 +, x$=exp \i
2?H
k
&
2?
z + , (3.13)
where Re z>0, k>0, h, H are integers such that (h, k) (=gcd(h, k))=1,
and hH#&1 (mod k). (Such H exists since (h, k)=1.) Then
P(x)=|(h, k) \zk+
12
exp \ ?12z&
?z
12k2+ } P(x$), (3.14)
|(h, k)=exp(i?s(h, k)) .
Here s(h, k) is the Dedekind sum defined by
s(h, k)= :
k&1
j=1 \\
j
k++\\
hj
k++; (3.15)
((x))=x&[x]&12, if x is not integer, and ((x))=0 otherwise. When
xtei2?hk, we have x$t0 and consequently P(x$)t1. For those x$s the
identity (3.14) provides then a sharp approximation for P(x), analogous to,
but considerably stronger than Freiman’s formula. (The latter works only
for h=0 and only in a corner that contains the real axis.)
For x in (3.13) we have
xr=exp \i 2?rhk &
2?rz
k2 +=exp \i
2?h
*
k
*
&
2?z
*
k2
*
+ ,
(3.16)
k
*
=
k
(r, k)
, r
*
=
r
(r, k)
, z
*
=
r
*
z
(r, k)
,
h
*
#r
*
h (mod k
*
) and h
*
# [0, k
*
).
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It is easy to see that, for k
*
>1, we have h
*
>0 and (h
*
, k
*
)=1. The
corresponding x$
*
is given then by
x$
*
=exp \i 2?H*k
*
&
2?
z
*
+ . (3.17)
Using (3.14) for x and xr we find that
P(x)
Pr(xr)
=Fhk(z) }
P(x$)
Pr(x$
*
)
,
Fhk(z) :=
|(h, k)
r
*
r2 |r(h
*
, k
*
) \
z
k+
&(r&1)2
(3.18)
} exp _&?((r, k)
2&1)
12z
+
?z
12k2
(r2&1)& .
Denote by I(h, k) the contribution of the arc P(h, k) to the integral in
(3.12). Substituting x=exp(i2?{)=exp(i2?hk&2?zk2), we map the circle
C(h, k) in the {-plane onto the circle K in the z-plane (the same circle for
every Farey fraction hk), which is centered at z=12 and has radius 12.
The image of the arc P(h, k) is a clockwise oriented arc P(h, k) of K from
z1(h, k) to z2(h, k) that are the images of {1(h, k) and {2(h, k). Explicitly
(see [Ap76])
z1(h, k)={
k2
k21+k
2+i
k1 k
k21+k
2 , hk{01,
1, hk=01,
(3.19)
z2(h, k)={
k2
k2+k22
&i
kk2
k2+k22
, hk{11,
1, hk=11.
Therefore
I(h, k)=ik&2 exp \&i 2?hnk + } |P(h, k) exp \
2?nz
k2 + Fhk(z) }
P(x$)
Pr(x$
*
)
dz. (3.20)
So far, the obvious differences between the integrands in (3.4) and (3.12)
notwithstanding, our derivations have mimicked those in [An76, Ap76].
The next step is where our proof begins to differ.
Since the integrand is analytic for Re z>0, we replace the arc P(h, k) by
the directed line segment L(h, k) which connects z1(h, k) and z2(h, k).
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Consider (r, k)>1 first. In this case hk has both left and right
neighbors, h1 k1 and h2k2 , and k1 , k, k2 satisfy
k1+k>N, k+k2>N
(see [Ap]). Then on L(h, k)
|exp(2?nzk2)|exp(2?n(N+1)2)e2?,
since N=[n12] . Further, since Re(1z)1 within and on the circle
K"[0], for z # L(h, k) we have
|x$|=exp \&Re 2?z +e&2?, |x$* |=exp \&Re
2?
z*+e&2?r;
see (3.16), (3.17). So, for z # L(h, k),
} exp(2?nzk2) P(x$)Pr(x$
*
) }=O(1), (3.21)
since P(x) is analytic for |x|<1. By (3.17) and the condition (r, k)2,
|Fhk(z)| is of order
\ |z|k +
&(r&1)2
exp \&? Re z4 |z| 2 +\
|z|
k +
&(r&1)2
exp \&?8 }
k2
N 2 |z| 2+ ;
we have used here (3.19) and k1 , k, k2Nn12. To bound the integral,
introduce \=min[ |z| : z # L(h, k)], the length of the perpendicular dropped
from the origin onto L(h, k); it is easy to show that
\=
k2
(k21+k
2)12 (k2+k22)
12 . (3.22)
Denoting by % the angle formed by z and z1&z2 , we get
|z|=
\
sin %
, |dz|= |d(\ cot %)|=
\ d%
sin2 %
.
The angles %1 and %2 that correspond to z=z1(h, k) and z=z2(h, k) satisfy
0<%<?2<%2<?. Thus the integral in (3.20) is of order
k(r&1)2
\(r&3)2 |
%2
%1
(sin %) (r&5)2 exp \& ?k
2
8N 2\2
sin2%+ d%, (3.23)
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and replacing [%1 , %2] by [0, ?], we still have a finite integral since r4.
Using
2
?
%sin %%, % # [0, ?2],
and substituting
y=
k
N\?
%,
we bound the last expression by
2k(n?)(r&3)4 |

0
y(r&5)2e&y22 dy=O(kn(r&3)4) . (3.24)
But then
:
hk : (r, k)2
|I(h, k)|=O \n(r&3)4 :hk k
&1+=O(n (r&3)4N )
=O(n(r&1)4) , (3.25)
which is o(n(r&3)2) for r>5.
Note. By (3.19), the angles %1 , ?&%2 are each of order k(N+1&k)N2,
at least, but using this bound we do not improve on the estimate (3.25).
However, the bound will be crucial in Part (b).
Turn now to the case (r, k)=1. Consider hk=01, 11. Recall that
z1(0, 1)=z2(1, 1)=1. Also, the right neighbor of 01 in FN is 1N, while the
left neighbor of 11 is (N&1)N. Therefore, see (3.19),
z1(1, 1)=z1 :=
1
N2+1
+i
N
N2+1
,
z2(0, 1)=z2 :=
1
1+N2
&i
N
1+N2
.
(Missing h aside, this looks like a special case of (3.19) with k=1, and
k1=k2=N.) Besides, for both 01 and 11, we have
x$=exp \&2?z + , x$*=exp \&
2?
rz +
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(see (3.13), (3.16), and (3.17)). In addition, as |(0, 1)=|(1, 1)=1, for
both fractions
Fhk(z)=r&r2z&(r&1)2 } exp _?z12 (r2&1)& .
Define I(1)=I(0, 1)+I(1, 1), and P(1), the clockwise directed arc of the
circle K from z1 to z2 . Then we can write
I(1)=ir&r2 |
P(1)
z&(r&1)2 exp(2?z&) R1(z) dz,
R1(z) :=
P(x$)
Pr(x$
*
)
, x$=e&2?z, x$
*
=e&2?(rz), (3.26)
& :=n+
r2&1
24
.
Let hk{01, 11. If (r, k)=1, then k
*
=k, r
*
=r, z
*
=rz and, using the
definition of |( } , } ), we get easily that |(h
*
, k
*
)=|(rh, k). Therefore
I(h, k)=ik&2 exp \&i 2?hnk +
_
|(h, k)
rr2|r(rh, k) |P(h, k) \
z
k+
&(r&1)2
exp(2?z&k2) Rhk(z) dz, (3.27)
Rhk(z) :=
P(x$)
Pr(x$
*
)
, |x$|=|e&2?z|, |x$
*
|=|e&2?(rz)|.
We replace the arcs P(1), P(h, k), (hk{01, 11), by the corresponding
directed chords L(1), L(h, k).
Let us show that, asymptotically, the ratios R1(z), Rhk(z) can be replaced
by 1. To do so, we notice that
|x$|, |x$
*
|e&2?r<1
in each case. Therefore, using the definitions of L(1), L(h, k),
R1(z), Rhk(z)=1+O[|x$|+|x$|]=1+O( |e&2?(rz) | )
=1+O _exp \& ?k
2
rn |z|2+& . (3.28)
With this bound in hand, we proceed as in the case (r, k)>1 and show
that the cumulative error caused by replacing the ratios R[ } ](z) with 1 is
of order O(n(r&1)4) .
264 LULOV AND PITTEL
Let I 0(1), I 0(h, k) denote the counterparts of I(1), I(h, k) with the corre-
sponding ratio R[ } ](z) being omitted. Substituting !=2?&z, we have
I 0(1)=ir&r2(2?&)(r&3)2 |
!2
!1
!&(r&1)2 e! d!,
(3.29)
!1, 2 :=2?&z1, 2=(2?+O(n&12))\i(2?n12+O(1)) .
Using Laplace’s formula (Whittaker and Watson [WW84])
1
1 (’)
=
1
2?i |
a+i
a&i
!&’e! d! (Re ’>0, a>0) , (3.30)
we see that the right-hand side integral in (3.29) is
&
2?i
1 ((r&1)2)
+O(n&(r&1)4). (3.31)
(We have used here a bound
|
|x|a
eix
(:+x2) ;
dx=O(a&2;) , a  ,
true for all :, ;>0.)
Combining (3.29)(3.31), we obtain
I 0(1)=
(2?)(r&1)2
rr21 ((r&1)2)
} n(r&3)2+O(n(r&1)4) .
Let hk{01, 11. The integral in (3.27) (for I 0(h, k)) after substitution
!=2?&k&2z becomes
k(r&1)2(2?&k2) (r&3)2 |
!2(h, k)
!1(h, k)
!&(r&1)2 e! d!,
!1(h, k) :=2?&k&2z1(h, k)=
2?&
k21+k
2 \1+i k1k + ,
!2(h, k) :=2?&k&2z2(h, k)=
2?&
k2+k22 \1&i
k2
k + .
Here 2?&(k2+k2j ) is of order 1 exactly. Therefore the integral is O(1) for
all hk. Furthermore, for kN2,
kjN+1&N2>N2, j=1, 2,
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in which case the integral equals
&
2?i
1 ((r&1)2)
+O _\ kN+
(r&1)2
& .
Therefore, h, k I 0(h, k) equals the leading term in (3.9) plus the remainder
term of order
n(r&3)2 \ :1h<kN2 N
&(r&1)2+ :
1h<k>N2
k&(r&1)2+
n(r&3)2 \ :kN2 kN
&(r&1)2+ :
k>N2
k&(r&3)2+
=O(n(r&1)4).
Thus, approximating I(1), and each I(h, k) by the leading terms in their
respective asymptotic formulas, we get an overall error term of order
O(n(r&1)4). The formula (3.9) is proved.
(b) The generating function of [Pr(n)] is given by
:
n0
xnPr(n)=(1&x)&1 :
n0
xnpr(n)=
P(x)
(1&x) Pr(xr)
.
So, as in (a),
Pr(n)=
1
2?i P(N ) x
&n&1 P(x)
(1&x) Pr(xr)
dx.
Denote by J(h, k) the contribution of the arc P(h, k) to the last integral. It
is given by (3.20) with Fhk(z) replaced by
Ghk(z)=Fhk(z) } _1&exp \i 2?hk &
2?z
k2 +&
&1
. (3.32)
The corresponding factor for J(1) is [1&e&2?z] &1.
Let hk{01, 11. We know that Re z>0 on L(h, k); also (see (3.19))
2?h
k
&
2?
k2
} Im z # _2?hk &
?
k2
,
2?h
k
+
?
k2& ,
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and
2?h
k
&
?
k2

2?
k
(h&(2k)&1)
3?
2
}
h
k
,
2?h
k
+
?
k2

2?
k
(h+(2k)&1)2?&
3?
2
}
k&h
k
.
Therefore, for some absolute constant c>0,
} 1&exp \i 2?hk &
2?z
k2 + }
&1
c
k
min[h, k&h]
. (3.33)
From (3.32), (3.33) and (3.18), (3.21) it follows that, regardless of whether
(r, k)=1 or (r, k)>1, the integrand in the formula for J(h, k) is of order
k
min[h, k&h]
} \ |z|k +
(r&1)2
.
Therefore, mimicking derivation of (3.23), and using the bound mentioned
in the note following (3.25), we see that |J(h, k)| is of order
k(r&3)2
min[h, k&h] } \(r&3)2 |
?2
%(k)
%(r&5)2 d%,
(3.34)
%(k) :=
k(N+1&k)
N2
.
Here
O(1), if r>3,
|
?2
%(k)
%(r&5)2 d%={O(log N), if r=3, (3.35)O(%&12(k)), if r=2.
In addition, by (3.21), \ is of order k2N2 exactly. So we bound |J(h, k)|
by
O(N r&3k(r&3)2), if r>3,
1
min[h, k&h]
} {O(log N ), if r=3,O((N+1&k)&12) , if r=2.
Since h min&1[h, k&h] is of order log k, it follows then that
:
hk{01, 11
|J(h, k)|=O(n_ log2 n), _ :=max[(r&3)2, (r&1)4]. (3.36)
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It remains to consider J(1) :=J(0, 1)+J(1, 1), which is given by (3.26)
with an extra factor (1&e&2?z)&1. Dropping the factor R1(z) results in the
remainder term of order
|
z2
z1
|z|&(r&1)2 |1&e&2?z| &1 exp \& ?rn |z|2+ |dz|
( |z|=\sin %, |dz|= |d(\ cot %)|, \=(1+N 2)&1)
\&(r&1)2 |
?
0
(sin %) (r&3)2 exp \&? sin
2 %
rn\2 + d%
2n(r&1)4 |

0
y(r&3)2 exp \& 4?r y2+ dy,
the last integral being finite for every r2.
Thus
J(1)=ir&r2 |
z2
z1
z&(r&1)2e2?&z(1&e&2?z)&1 dz+O(n(r&1)4)
=ir&r2(2?)&1 |
z2
z1
z&(r+1)2e2?&z dz+O(n(r&1)4)
=
(2?) (r&1)2
rr21 ((r+1)2)
} n(r&1)2+O(n(r&1)4) . (3.37)
The relation (3.10) follows from (3.36) and (3.37).
(c) First, we need to derive a generating function Pm(x) for [ pr(n)]
with n#m (mod r). Introduce |=ei2?r and |j=| j and notice that
:
r
j=1
|n&mj = :
r
j=1
exp j \i 2?(n&m)r +={
r,
0,
if n#m (mod r),
otherwise.
So, using (3.2),
Pm(x)=r&1 :
n0
xnpr(n) :
r
j=1
|n&mj
=r&1 :
r
j=1
|&mj :
n0
(x|j)n pr(n)
=r&1 :
r
j=1
|&mj
P(x|j)
Pr((x|j)r)
. (3.38)
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Next, denoting [xn] G(x) the coefficient of xn in a generating function
G(x), we write
Prm(n)=[xn](1&x)&1 Pm(x)
=r&1 :
r
j=1
|&mj [x
n]
P(x|j)
(1&x) Pr((x|j)r)
=r&1 :
r
j=1
|n&mj P*rj (n),
P*rj (n) :=[xn]
P(x)
(1&x|&1j ) P
r(xr)
.
Here P*rr(n)=Pr(n) since |r=1, and we need to show that the remaining
P*rj (n) are absorbed by the error term O(n_ log2 n) in (3.11).
Using
P*rj (n)=
1
2?i P(N ) x
&n&1 P(x)
(1&x|&1j ) P
r(xr)
dx,
we get (see the corresponding parts of (a) and (b)) that |P*rj | is of order
:
hk{01, 11
J*(h, k)+J*(1).
Here
J*(h, k)=k(r&5)2 |
z2(h, k)
z1(h, k)
|z| &(r&1)2
|1&exp(i2?(hk& jr)&2?zk2)|
|dz| , (3.39)
J*(1)=|
z2
z1
|z|&(r&1)2
|1&exp(&i2?jr&2?z)|
|dz|. (3.40)
In (3.40), |z1 |, |z2 | are both O(N&1), and jr # [1r, 1&1r]; so the addi-
tional factor is bounded above on the chord L(1). The familiar computation,
with \ and %1 , ?&%2 of order N&2 and N &1 respectively, gives
O(n(r&3)2) , if r>3,
J*(1)={O(log n), if r=3, (3.41)O(n&14) , if r=2.
Let us bound the terms J*(h, k) given in (3.39). To this end we need to
consider separately Case 1 when |hk& jr|1k2, and Case 2 when
|hk&jr|>1k2. We notice upfront that the set of the reduced fractions
hk in Case 1 is finite [Ap].
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Case 1. Suppose hk{ jr. Since |hk& jr|<1 and |z|=O(N&1) on
L(h, k), the additional factor is also bounded. And \, %1 , ?&%2 have orders
like those for L(1). So each of finitely many J*(h, k) has order given by the
right hand side of (3.41). Suppose hk= jr. For z # L(h, k), |1&e&2?z| is of
order |z|; therefore J*(h, k) is of order
|
z2(h, k)
z1(h, k)
|z| &(r+1)2 |dz|=O(\&(r&1)2)=O(n(r&1)4) ,
for all r2. Hence, the total sum of the first case J*(h, k) is O(n_) .
Case 2. Suppose hk& jr1k2. Then, for z # L(h, k),
h
k
&
j
r
&
Im z
k2

1
k2
&
1
2k2
=
1
2k2
,
and
h
k
&
j
r
&
Im z
k2
1&
1
k
&
j
r
+
1
2k2
1&
j
r
.
Likewise, for hk& jr&1k2,
&1+\1& jr+
h
k
&
j
r
&
Im z
k2
&
1
2k2
.
It follows then that in both cases, the additional factor in the formula for
J*(h, k) is of order |hk& jr|&1. Notice also that if hk{ jr then
} hk&
j
r }
1
kr

1
rN
. (3.42)
Now, introducing
HNk=[h # [1, k&1] : hk meets (3.42)] ,
DN=[x # [0, 1] : |x& jr|(rN )&1] ,
we have, uniformly for k # [2, N],
:
h # HNk
k&1 } hk&
j
r }
&1
=O \|x # DN
dx
|x& jr|+
=O(log N ).
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Therefore, analogously to the bound (3.34), h # HNkJ*(h, k) is of order
(log N )
k(r&3)2
\ (r&3)2 |
?2
%(k)
%(r&5)2 d%,
and, just like (3.36), we see that the total sum of the second case J*(h, k)
is of order n_ log2 n.
Thus, see (3.41),
J*(1)+ :
hk{01, 11
J*(h, k)=O(n_ log2 n).
The proof of (c), whence of Lemma 5, is now complete. K
Note. The reader well familiar with analytic number theory may have
noticed that the formula (3.9) resembles somewhat a Hardy’s asymptotic
formula for the number of representations of n as a sum of m=r&1
squares [Ha20], or its far reaching extension for a general (positive
definite) quadratic form with integer coefficients established by Malyshev
[M62]. (The latter reference was brought to our attention by John Hsia
[Hs97].) This semblance should not be unexpected; we have proved
(Lemmas 2, 3) that the leading term in the the core size formula is a quad-
ratic form of a # Nr&1. There are, however, the extra terms dependent on
the first powers of a, and also on the tail subdiagram +. Even if we some-
how had been able to show that those extra terms do not matter
asymptotically, applicability of Malyshev’s result is quite problematic. His
formula counts the total number of representations of n that satisfy,
together with n, certain arithmetic conditions, and it is not clear how to
check these conditions and to get a sharp estimate for the number of all
representations in our case. What seems absolutely certain is that we would
have never obtained a formula as simple as (3.9) via this route. We add
that the results of Section 2 become indispensable when we turn to the core
shape distribution in Section 5.
4. LIMITING CORE SIZE DISTRIBUTION
Introduce Kn the size of the r-core of the random Ferrers diagram of
size n.
Theorem 2. For every fixed x>0,
lim
n  
Pr[Knxn12]=
c(r&1)2
1 ((r&1)2
) |
x
0
y(r&3)2e&cy dy, (4.1)
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and
lim
n  
EKn
n12
=
r&1
2c
, (4.2)
c=?612. Thus Kn n12 is asymptotically gamma-distributed, with parameter
(r&1)2.
Proof. Set mn=[xn12]. By the definition of the bijection between the
Young diagrams and the ordered (r+1)-tuples consisting of r quotient
diagrams and a core, we have
Pr[Knmn ]=
1
p(n)
:
mmn : m#n (mod r)
pr(m) p(r)((n&m)r). (4.3)
Here, by Lemma 3, we write
p(r)((n&m)r)
p(n)
t
r(r+2)2
(24n) (r&1)4
exp \&cmn12+ , (4.4)
uniformly for mmn . Let j= j(n) # [1, r] be defined by n#j (mod r). Then
we can substitute
pr(m)=Prj (m)&Prj (m&1).
Using the estimate (4.4), the last formula, and summation by parts, we
transform (4.3) into
Pr[Knmn ]
t
r(r+2)2
(24n) (r&1)4 _(1&e&cn&12) :m<mn e
&cmn&12Prj (m)+e&cmnn
&12Prj (mn)&
(and using now (3.11) and 1&e&cn&12tcn&12)
t
(2?)(r&1)2
(24) (r&1)4 1((r+1)2) _c |
x
0
y(r&1)2e&cy dy+x (r&1)2e&cx&
(and integrating by parts backwards)
=
(2?)(r&1)2 ((r&1)2)
(24) (r&1)4 1((r+1)2) |
x
0
y(r&3)2e&cy dy.
The relation (4.1) follows at once because c=?612 and
1 \r+12 +=
r&1
2
1 \r&12 + .
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It is not difficult to show that the moments of Kn n12 converge as well, so
that
lim
n  
EKn
n12
=
c(r&1)2
1 ((r&1)2) |

0
y(r&1)2e&cy dy
=
r&1
2c
.
This completes the proof of Theorem 2. K
5. LIMITING CORE SHAPE DISTRIBUTION
Let P(n, a, +) denote the probability that the random Ferrers diagram
has an r-core * whose expansion * has parameters
a=(a1 , a2 , ..., ar&1), +=(+1 , +2 , ..., +r&1 ; +).
Of course, P(n, a, +)=0, unless k(a, +)#n (mod r). In the latter case, by
the bijection theorem,
P(n, a, +)=
p(r)(&)
p(n)
, &=
n&k(a, +)
r
, (5.1)
where
p(r)(&)= :
&1+&2+ } } } +&r=&
&1 , &2 , ..., &r1
‘
r
t=1
p(&t).
Lemma 6. Let = # (0, 18). Uniformly for max ain14+=, and all +, such
that k :=k(a, +)#n (mod r),
P(n, a, +)=(1+O(n&$)) }
r(r+2)2
(24n) (r&1)4
exp \& ckn12+ ,
(5.2)c :=
?
- 6
,
$=min[14&=, 12&4=].
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Also, for every fixed c$ # (0, c),
P(n, a, +)=O[n&(r&1)4 exp(&c$n&12k)], (5.3)
uniformly for all a and + such that k<n.
Proof. Using (5.1), the HardyRamanujan formula for p(n) and its
extension (3.3) for p(r)(n) (Lemma 3), we obtain
P(n, a, +)=
r(r+2)2
(24n) (r&1)4
exp(2c(- n&k&- n))
_(1&kn)&(r+3)4 } (1+O(n&12+(n&k)&12)) . (5.4)
Notice that here
- n&k&- n {
&
k
2 - n
,
=& k
2 - n
+O \ k
2
n32+ .
(5.5)
If max ain14+= then (Lemma 3) k(a, +)=O(n12+2=), and we use the
equality in (5.5) to obtain (5.2). If no condition (except k<n) is imposed
on a, +, then by the inequality in (5.5) we obtain
P(n, a, +)=O _n&(r&1)4 \1&kn+
&(r+3)4
exp \& ckn12+&
=O[n&(r&1)4 exp(&c$kn&12)], (\c$<c). K
Lemmas 3 and 6 imply directly
Corollary 1. There exists a positive constant c* such that
P(n, a, +)=O[n&(r&1)4 exp(&c*n&12 &a&2)], (5.6)
uniformly for all a and + with k(a, +)<n.
Next
Lemma 7. Denote S(a)=[i # [r&1] : ai>0], so that S(a) is the set of
slopes ir actually present in the expansion * . Then
Pr[ |S(a)|<r&1]=O(n&14) . (5.7)
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Also, for every =>0,
Pr[min
i
ai=n14]=O(=),
(5.8)
Pr[max
i
ain14+=]=O(exp(&c*n2=)) .
Proof. By the above corollary, the probability in (5.7) is of order
n&(r&1)4 :
S/[r&1] : |S|<r&1
:
[aj>0 : j # S]
exp \&c*n&12 \ :j # S a
2
j ++
= :
r&2
s=1
n&(r&1&s)4 \r&1s +\|

0
e&c*x2 dx+
s
=O(n&14) .
An obvious modification of this estimate shows that the first probability in
(5.8) is of order
|
=
0
e&c*x2 dx=O(=).
Likewise, Pr[maxi ai>n14+=] is at most of order
\|

n=
e&c*x2 dx+ } \1+|

0
e&c*y2 dy+
r&2
=O(e&c*n2=) . K
Given a, let P(n, a) be the probability that the core has the (r-dimen-
sional) parameter a, that is,
P(n, a)=:
+
P(n, a, +),
the sum being taken over all + compatible with a such that k(a, +)#
n (mod r). The problem of characterizing the limiting behavior of P(n, a)
appears to be quite difficult because of the arithmetic condition connecting
n and the possible values of the core size. So we consider instead the
Cesaro average
PN(a)=
1
N
:
N
n=1
P(n, a);
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it can be interpreted as the probability distribution of the core parameter
a when the Young diagram size is uniformly random on [1, 2, ..., N ]. (It is
precisely this randomization of n for which the remainder of division by r
becomes uniformly distributed on [0, 1, ..., r&1].) Introduce FN(x), the
cumulative distribution function (c.d.f.), of a scaled by N14, that is,
FN(x)= :
aN14x
PN(a).
Theorem 3. For every fixed x # Rr&1, x>0, there exists
F(x)= lim
N  
FN(x),
where
F(x)=| } } }yx | f (y) dy,
f (y) :=
rr2(r&1)!
(24) (r&1)4
}  \12 YtQY+ , Yi= :
r&1
j=i
yj (1ir&1), (5.9)
(’) :=’&(r&5)2 |
’&2
0
z&(r&1)4 exp \& c- z+ dz,
and the matrix Q is defined in (2.6). Thus the limiting density is constant on
level surfaces of Y tQY. Loosely, it means that, conditioned on a typical (of
order N12) value (q say) of AtQA, the random vector N &14a is distributed
approximately uniformly on the part of the surface of the ellipsoid Y tQY#q
where Y0.
Note. (i) That limx   F (x)=1 follows from the second estimate in
(5.8). As a partial check, for r=2 we have Y= y, YtQY= y2, and
f ( y)=
y3
4 - 6 |
4y&4
0
z&14 exp \& c- z+ dz,
and integrating by parts we get (recalling c=?- 6)
|

0
f ( y) dy=1.
(ii) Bearing in mind how the diagrams * and * are related, we can
assert now that the random diagram core scaled, both vertically and
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horizontally, by N14 has its boundary converging, in distribution, to a
random convex polygonal curve which has r&1 straight line segments with
slopes
1
r&1
,
2
r&2
, ...,
r&2
2
,
r&1
1
,
whose vertical dropoffs have the joint c.d.f. equal to F (x1 , x2 2, ...,
xr&1 (r&1)) . In the case of the random regular Young diagram the situation
differs dramatically. The boundary of a random diagram scaled by n12
converges to a deterministic smooth curve, see [VK77] (Plancherel dis-
tribution) and [ST78, V87, Pi97] (uniform distribution). More precisely,
for the uniform distribution, the scaled boundary’s random oscillations
around the limiting curve are of an exact order n&14 [Pi97]. And it is
likely to hold for the Plancherel distribution as well.
Proof. First of all, picking a small =>0,
FN(x)=
1
N
:
N
n==N
:
axN14
P(n, a)+O(=). (5.10)
Here, according to Lemma 7, we can consider only a’s with |S(a)|=r&1
and mini ai=N 14, thereby increasing the remainder by N &14. Further,
using Lemma 3 and Lemma 6, uniformly for a’s in question,
:
N
n==N
P(n, a)=:
+
:
N
n==N
P(n, a, +)
t
r(r+2)2
(24) (r&1)4
:
+
:
N
n==N
n&(r&1)4 exp \&ck(a, +)n12 + .
Recall that for |S(a)|=r&1, the total number of feasible +’s is (r&1)!. The
innermost sum is over n subject to the condition n#k(a, +)(mod r), so that
the consecutive values of n differ by r. Since also
k(a, +)
n12
=
k(a)
n12
+O(n&12), k(a) :=
1
2
AtQA,
for each of the finitely many +’s compatible with a, we see that this sum is
asymptotic, within a factor 1+O(=&12N&12) , to
r&1k(a)&(r&5)2 |
Nk&2(a)
=Nk&2(a)
z&(r&1)4 exp \& c- z+ dz.
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This expression does not depend on +. So, denoting ’a =k(a) N&12, we
obtain
1
N
:
N
n==N
P(n, a)t
rr2(r&1)!
(24) (r&1)4
’&(r&5)2a |
’
a
&2
=’
a
&2
z&(r&1)4e&cz&12 dz.
Therefore, the twofold sum in (5.10) (with the additional restriction
min ai=N14) is asymptotic to the Riemann sum for the function
f=(y)=
rr2(r&1)!
(24) (r&1)4
} = \12 YtQY+ ,
where
=(’)=’&(r&5)2 |
’&2
=’&2
z&(r&1)4e&cz&12 dz.
Letting N   and then =  0, we complete the proof. K
Note. (i) It is worth noticing that we didn’t use Lemma 5 in the last
proof. We doubt though that an ‘‘individual’’ limit theorem for a itself
(without randomizing n, that is) could be proved without this Lemma. (ii)
Suppose that k is chosen uniformly at random between 1 and K, and given
k, a core diagram is chosen uniformly at random among all pr(k) r-cores
of size k. It is probably true that, conditioned on core size k, the random
vector a is, in the limit k  , uniformly distributed on the ellipsoid sur-
face 12A
tQA=k, with A0.
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