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SOKRAWENIE FAKTORIALOV
V.V. Zudilin
V rabote izuqaets arifmetiqeskoe svostvo, pozvolwee usilivatь
nekotorye teoretiko-qislovye ocenki. Izvestnye ranee rezulьtaty nosi-
li, kak pravilo, kaqestvenny harakter. Priloжenie poluqennyh v rabo-
te koliqestvennyh rezulьtatov k klassu obobwennyh gipergeometriqes-
kih G-funkci rasxiret mnoжestvo irracionalьnyh qisel, vlwih-
s znaqenimi зtih funkci.
Bibliografi: 19 nazvani.
1. Vvedenie. Vynesennoe v nazvanie statьi arifmetiqeskoe svostvo ne
obladaet mnogovekovo istorie, hot nekotorye ego provleni otnost-
s k razrdu xkolьnyh zadaq.
Primer 1. Operator D = d/dz differencirovani po peremenno z
perevodit kolьco mnogoqlenov Z[z] s celymi koзfficientami v seb; sle-
dovatelьno, зtim жe svostvom obladat i operatory Dn, n = 0, 1, 2, . . . .
Kak nesloжno pokazatь (sm., naprimer, [1, gl. 4, lemma 7]), pod destviem
operatorov Dn/n! kolьco Z[z] takжe perehodit v seb:
1
n!
Dn =
1
n!
dn
dzn
: Z[z] → Z[z], n = 0, 1, 2, . . . .
Primer 2. Posledovatelьnostь mnogoqlenov
〈λ〉0 = 1, 〈λ〉n = λ(λ− 1) · · · (λ− n+ 1), n = 1, 2, . . . , (1)
soderжits v kolьce Z[λ]; znaqit, pri celyh λ mnogoqleny (1) prinimat
celye znaqeni. Na samom dele, зtim svostvom takжe obladat mnogo-
qleny
∆n(λ) =
〈λ〉n
n!
, n = 0, 1, 2, . . . (2)
(sm., naprimer, [2, otd. 8, gl. 2, zadaqa 84]), ne prinadleжawie pri n > 2
kolьcu Z[λ]. Mnogoqleny (2) nazyvats celoznaqnymi.
Pustь pole K – nekotoroe algebraiqeskoe rasxirenie pol Q raciona-
lьnyh qisel, ZK – kolьco celyh pol K. Vmesto kolьca Z[z] v primere 1
moжno rassmatrivatь kolьco ZK[z]:
1
n!
dn
dzn
: ZK[z] → ZK[z], n = 0, 1, 2, . . . .
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Opredelenie 1. Budem govoritь, qto operator D : K[z] → K[z] udovlet-
voret uslovi sokraweni faktorialov s postonno Ψ > 1, esli suwest-
vuet posledovatelьnostь naturalьnyh qisel {ψk}k∈N taka, qto
ψk
Dn
n!
: ZK[z]→ ZK[z], n = 0, 1, . . . , k, k ∈ N, i lim
k→∞
ψ
1/k
k 6 Ψ.
Takim obrazom, spravedlivo sleduwee utverжdenie.
Lemma 1. Dl lbogo algebraiqeskogo rasxireni K pol Q operator
d/dz : K[z] → K[z] udovletvoret uslovi sokraweni faktorialov s pos-
tonno 1.
Vybira v primere 2 λ = a/b ∈ Q, gde a ∈ Z i b ∈ N vzaimno prosty,
zametim, qto obwi znamenatelь qisel
bn
〈λ〉n
n!
=
a(a− b)(a− 2b) · · · (a− (n− 1)b)
n!
, n = 1, 2, . . . , k, (3)
raven
∏
p|b p
τp(k) (sm. [1, gl. 1, lemma 8] ili [3, gl. I, priloжenie]), gde
τp(k) =
[
k
p
]
+
[
k
p2
]
+
[
k
p3
]
+ · · · 6
k
p− 1
(4)
– stepenь vhoжdeni prostogo qisla p v k! . Takim obrazom, obwi zna-
menatelь qisel (3) ne prevoshodit ekχ(b), gde
χ(b) =
∑
p|b
log p
p− 1
, b ∈ N, (5)
t.e. imeet geometriqeski pordok rosta pri k →∞.
Razumeets, v kaqestve oblasti opredeleni mnogoqlenov (1) moжno
rassmatrivatь algebraiqeskoe rasxirenie K pol Q (ili daжe kolьco
kvadratnyh matric s koзfficientami iz K, sm. dalee p. 4). Opredelim
srazu znamenatelь denλ qisla λ ∈ K kak naimenьxee naturalьnoe b takoe,
qto bλ ∈ ZK.
Opredelenie 2. Budem govoritь, qto зlement λ pol K udovletvoret
uslovi sokraweni faktorialov s postonno Ψ > 1, esli suwestvuet
posledovatelьnostь naturalьnyh qisel {ψk}k∈N taka, qto
ψk
〈λ〉n
n!
∈ ZK, n = 0, 1, . . . , k, k ∈ N, i lim
k→∞
ψ
1/k
k 6 Ψ,
gde simvol 〈 · 〉n opredelets formulo (1).
Podytoжim skazannoe k primeru 2 v vide sleduwego utverжdeni.
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Lemma 2. Racionalьnoe qislo λ udovletvoret uslovi sokraweni fak-
torialov s postonno beχ(b), gde b = den λ, a funkci χ( · ) opredelets
formulo (5).
Zameqanie. Racionalьnostь qisla λ v lemme 2 suwestvenna. Rassmat-
riva pole K = Q(λ) koneqno stepeni κ = [K : Q] > 2 i polaga v osnovno
lemme raboty [4] a1 = −λ − 1, b1 = 0, m = m1 = 1, m2 = 0, τ = 1 − 1/κ,
ε = 1/6, poluqaem sleduwee utverжdenie: dl lbo posledovatelьnosti
naturalьnyh qisel {ψk}k∈N tako, qto
ψk
〈λ〉n
n!
∈ ZK, n = 0, 1, . . . , k, k ∈ N,
vypolnets neravenstvo
ψk > Ck
(τ−ε)κk
> Ck2k/3, k ∈ N, (6)
gde poloжitelьna postonna C zavisit tolьko ot qisla λ. Ocenka (6)
oznaqaet, qto v sluqae irracionalьnogo λ rost obwih znamenatele po-
sledovatelьnosti (2) pri k →∞ po krane mere faktorialьny i govo-
ritь o sokrawenii faktorialov ne imeet smysla.
2. Istori voprosa. Primery, privedennye v p. 1, moжno sqitatь klas-
siqeskimi. Na samom dele, pontie sokrawenie faktorialov povilosь v
statьe A.I. Galoqkina [5] i bylo svzano s sokraweniem koзfficientov
linenyh pribliжawih form (pribliжeni Pade) dl tak nazyvaemyh
G-funkci v metode Zigel–Xidlovskogo. Namek na зto obstotelьstvo
soderжits v rabote K. Zigel [6], s kotoro i beret naqalo ukazanny
metod. Vo vseh rabotah, svzannyh s primeneniem metoda Zigel–Xid-
lovskogo k klassu G-funkci i opublikovannyh do povleni [5], byli
poluqeny ocenki linenyh form i mnogoqlenov ot znaqeni зtih funkci
v racionalьnyh toqkah, veliqina kotoryh zavisela ot vysoty rassmat-
rivaemyh form (sm., naprimer, [7]). I imenno uslovie sokraweni fak-
torialov pozvolilo poluqitь dl odnogo podklassa G-funkci ocenki
module mnogoqlenov ot ih znaqeni v toqkah, veliqina kotoryh uжe
ne zavisela ot vysoty mnogoqlenov. V [5] byla sformulirovana teo-
rema ob зffektivno ocenke lineno formy ot G-funkci iz odnogo
klassa, dokazatelьstvo kotoro opublikovano v rabote [8]. V 1985 g.
D.V. Qudnovski i G.V. Qudnovski [9] dokazali, qto uslovie sokrawe-
ni faktorialov, sformulirovannoe v [5], vypolnets dl odnorodnyh
sistem linenyh differencialьnyh uravneni, kotorym udovletvort
G-funkcii. V [3, gl. VI, § 4] nesloжnoe obobwenie konstrukcii Qud-
novskih pozvolilo rasprostranitь зto uslovie na neodnorodnye sistemy
linenyh differencialьnyh uravneni.
Nesmotr na poloжitelьnoe rexenie problemy sokraweni faktori-
alov dl G-funkci, postonna, s kotoro proishodit зto sokrawe-
nie, “daleka ot soverxenstva”. Зto obstotelьstvo svzano s tem, qto
konstrukci Qudnovskih ispolьzovala postroeni s pomowь principa
Dirihle, imewego slixkom bolьxo zapas proqnosti. V nastowe
rabote privodits novoe rexenie ukazanno problemy dl obobwennyh
gipergeometriqeskih G-funkci, sformulirovannoe v statьe [10, § 12] v
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kaqestve gipotezy. Naxe dokazatelьstvo opiraets na toqnye postroeni
i poзtomu daet bolee toqnu ocenku postonno, s kotoro proishodit
sokrawenie faktorialov. Teoretiko-qislovoe primenenie poluqennogo
rezulьtata rasxiret mnoжestvo irracionalьnyh qisel, vlwihs
znaqenimi gipergeometriqeskih G-funkci.
Opredelim klass G-funkci, imewih racionalьnye koзfficienty
v razloжenii Telora v okrestnosti nul. Skaжem, qto sovokupnostь
funkci
fj(z) =
∞∑
n=0
fjnz
n, j = 1, . . . , m, fjn ∈ Q, j = 1, . . . , m, n = 0, 1, . . . ,
(7)
prinadleжit klassu G(C,Φ), esli funkcii (7) analitiqny v kruge |z| < C
i suwestvuet posledovatelьnostь naturalьnyh qisel {ϕk}k∈N taka, qto
ϕkfjn ∈ Z, j = 1, . . . , m, n = 0, 1, . . . , k, k ∈ N, i lim
k→∞
ϕ
1/k
k 6 Φ.
Sformuliruem teperь uslovie sokraweni faktorialov dl sistem
linenyh differencialьnyh uravneni
d
dz
yl = Ql0 +
m∑
j=1
Qljyj, l = 1, . . . , m,
Qlj = Qlj(z) ∈ Q(z), l = 1, . . . , m, j = 0, . . . , m,
(8)
kotorym udovletvort G-funkcii (7).
Pustь mnogoqlen T (z) ∈ Q[z] – znamenatelь racionalьnyh funkci so
starxim koзfficientom ravnym 1:
T (z)Qlj(z) ∈ Q[z], l = 1, . . . , m, j = 0, . . . , m. (9)
Iz (8) sleduet, qto dl proizvodnyh pordka n, n = 1, 2, . . . , imet
mesto sootnoxeni
dn
dzn
yl = Q
[n]
l0 +
m∑
j=1
Q
[n]
lj yj , l = 1, . . . , m,
Q
[n]
lj = Q
[n]
lj (z) ∈ Q(z), l = 1, . . . , m, j = 0, . . . , m.
(10)
Nesloжnye vykladki pokazyvat spravedlivostь sleduwih rekurrent-
nyh sootnoxeni:
Q
[n]
lj (z) =
d
dz
Q
[n−1]
lj (z) +
m∑
r=1
Q
[n−1]
lr (z)Qrj(z),
l = 1, . . . , m, j = 0, 1, . . . , m, n = 1, 2, . . . ;
(11)
poзtomu
Tn(z)Q
[n]
lj (z) = T (z)
d
dz
(
Tn−1(z)Q
[n−1]
lj (z)
)
− (n− 1)T ′(z) · Tn−1(z)Q
[n−1]
lj (z)
+
m∑
r=1
Tn−1(z)Q
[n−1]
lr (z) · T (z)Qrj(z),
l = 1, . . . , m, j = 0, 1, . . . , m, n = 1, 2, . . . .
Otsda, v qastnosti, sleduet, qto
Tn(z)Q
[n]
lj (z) ∈ Q[z], l = 1, . . . , m, j = 0, . . . , m, n = 1, 2, . . . .
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Opredelenie 3. Budem govoritь, qto sistema linenyh differencia-
lьnyh uravneni (8) udovletvoret uslovi sokraweni faktorialov s pos-
tonno Ψ > 1, esli suwestvut naturalьnye qisla {ψk}k∈N takie, qto
ψk
Tn(z)Q
[n]
lj (z)
n!
∈ Z[z], l = 1, . . . , m, j = 0, . . . , m, n = 0, 1, . . . , k, k ∈ N,
lim
k→∞
ψ
1/k
k 6 Ψ.
Uslovie sokraweni faktorialov dl sistemy (8) vypolnets, voobwe
govor, tolьko esli e udovletvoret nabor lineno nezavisimyh nad
C(z) G-funkci. Podobnye sistemy otnosts k klassu sistem diffe-
rencialьnyh uravneni fuksovskogo tipa. S toqnostь do meromorfnogo
preobrazovani prostranstva rexeni matrica koзfficientov Q(z) =(
Qlj(z)
)
l,j
sistemy (8) fuksovskogo tipa imeet vid
Q(z) =
1
z − γ1
A1 + · · ·+
1
z − γs
As, (12)
gde γ1, . . . , γs – regulrnye osobennosti sistemy (8), A1, . . . , As – qislovye
matricy (sm. [11, zameqanie k § 2.4]). V sluqae (12) znamenatelь sootvet-
stvuwe sistemy (8) raven T (z) = (z − γ1) · · · (z − γs).
3. Sokrawenie faktorialov dl differencialьnyh operatorov. V
зtom punkte my issleduem odno obobwenie operatora differencirovani
d/dz, dl kotorogo takжe vypolneno uslovie sokraweni faktorialov.
Pustь K – algebraiqeskoe rasxirenie pol Q. Rassmotrim differen-
cialьny operator
D =
d
dz
+
λ
z
, λ ∈ Q. (13)
Operator T (z)D, gde T (z) = z, perevodit kolьco K[z] v seb, v to vrem kak
sam operator D otobraжaet K[z] v K(z). Poзtomu my neskolьko rasxirim
oblastь destvi opredeleni 1.
Opredelenie 1′. Znamenatelem operatora D : K(z) → K(z) my nazovem
netrivialьny mnogoqlen T (z) ∈ K[z] naimenьxe stepeni so starxim
koзfficientom ravnym 1, dl kotorogo T (z)D : K[z] → K[z]. Budem go-
voritь, qto operator D udovletvoret uslovi sokraweni faktorialov
s postonno Ψ > 1, esli suwestvuet posledovatelьnostь naturalьnyh
qisel {ψk}k∈N taka, qto
ψk
Tn(z)Dn
n!
: ZK[z]→ ZK[z], n = 0, 1, . . . , k, k ∈ N, i lim
k→∞
ψ
1/k
k 6 Ψ.
Lemma 3. Dl differencialьnogo operatora (13) spravedlivy toжdest-
va
Dn =
n∑
l=0
(
n
l
)
〈λ〉l
zl
dn−l
dzn−l
, n ∈ N, (14)
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gde simvol 〈 · 〉l opredelets formulo (1).
Dokazatelьstvo. Pri n = 1 formula (14) sovpadaet s opredeleniem
(13) operatora D. Polaga, qto formula (14) spravedliva dl nekotorogo
naturalьnogo n, imeem
Dn+1 =
(
d
dz
+
λ
z
)
Dn =
d
dz
n∑
l=0
(
n
l
)
〈λ〉l
zl
dn−l
dzn−l
+
λ
z
n∑
l=0
(
n
l
)
〈λ〉l
zl
dn−l
dzn−l
=
n∑
l=0
(
n
l
)
〈λ〉l
zl
dn−l+1
dzn−l+1
−
n∑
l=0
(
n
l
)
l · 〈λ〉l
zl+1
dn−l
dzn−l
+
n∑
l=0
(
n
l
)
λ · 〈λ〉l
zl+1
dn−l
dzn−l
=
n∑
l=0
(
n
l
)
〈λ〉l
zl
dn+1−l
dzn+1−l
+
n∑
l=0
(
n
l
)
〈λ〉l+1
zl+1
dn−l
dzn−l
=
n∑
l=0
(
n
l
)
〈λ〉l
zl
dn+1−l
dzn+1−l
+
n+1∑
l=1
(
n
l − 1
)
〈λ〉l
zl
dn+1−l
dzn+1−l
=
n+1∑
l=0
(
n+ 1
l
)
〈λ〉l
zl
dn+1−l
dzn+1−l
.
Tem samym, formula (14) spravedliva i dl n + 1. Soglasno principu
matematiqesko indukcii ona verna dl vseh naturalьnyh n. Lemma
dokazana.
Polьzusь opredeleniem binomialьnyh koзfficientov, iz lemmy 3
poluqaem toжdestvo
zn
Dn
n!
=
n∑
l=0
zn−l ·
〈λ〉l
l!
·
1
(n− l)!
dn−l
dzn−l
, n ∈ N.
Primen teperь uslovi sokraweni faktorialov dl operatora d/dz
(lemma 1) i racionalьnogo qisla λ (lemma 2), poluqaem sleduwee utver-
жdenie.
Teorema 1. Differencialьny operator (13) udovletvoret uslovi so-
kraweni faktorialov s postonno beχ(b), gde b = den λ, a funkci χ( · )
opredelets formulo (5).
Lemma 3 legko obobwaets na sluqa differencialьnogo operatora
D =
d
dz
+
λ1
z − γ1
+ · · ·+
λs
z − γs
, λ1, . . . , λs, γ1, . . . , γs ∈ Q, (15)
so znamenatelem T (z) = (z − γ1) · · · (z − γs). Ukaжem sootvetstvuwie
toжdestva bez dokazatelьstva.
Lemma 4. Dl differencialьnogo operatora (15) spravedlivy toжdest-
va
Dn =
∑
n0,n1,...,ns>0
n0+n1+···+ns=n
n!
n0!n1! · · ·ns!
〈λ1〉n1
(z − γ1)n1
· · ·
〈λs〉ns
(z − γs)ns
dn0
dzn0
, n ∈ N.
(16)
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Soglasno lemme 4 vypolneno
Tn(z)Dn
n!
=
∑
n0,n1,...,ns>0
n0+n1+···+ns=n
(z − γ1)
n−n1 · · · (z − γs)
n−ns
×
〈λ1〉n1
n1!
· · ·
〈λs〉ns
ns!
·
1
n0!
dn0
dzn0
, n ∈ N,
a znaqit, differencialьny operator (15) takжe udovletvoret uslovi
sokraweni faktorialov.
Teorema 2. Differencialьny operator (15) udovletvoret uslovi so-
kraweni faktorialov s postonno qbeχ(b), gde q – proizvedenie zname-
natele qisel γ1, . . . , γs, b = den(λ1, . . . , λs) – naimenьxi obwi znamena-
telь qisel λ1, . . . , λs, a funkci χ( · ) opredelets formulo (5).
4. Sokrawenie faktorialov dl kvadratnyh matric. Qislovu kvad-
ratnu matricu A razmera m moжno podstavitь v lbo mnogoqlen; v
qastnosti,
〈A〉0 = E, 〈A〉n = A(A− E) · · · (A− (n− 1)E), n = 1, 2, . . . ,
gde E – ediniqna matrica razmera m. Esli vse зlementy matricy A
prinadleжat algebraiqeskomu rasxireni K pol Q, to vpolne estest-
vennym vlets sleduwee opredelenie.
Opredelenie 2′. Skaжem, qto matrica A s зlementami iz K udovlet-
voret uslovi sokraweni faktorialov s postonno Ψ > 1, esli suwest-
vut naturalьnye qisla {ψk}k∈N takie, qto зlementy matric
ψk
〈A〉n
n!
, n = 0, 1, . . . , k, k ∈ N,
prinadleжat ZK i
lim
k→∞
ψ
1/k
k 6 Ψ.
Lemma 5. Esli matrica A udovletvoret uslovi sokraweni fakto-
rialov s postonno Ψ, to tem жe svostvom obladaet matrica TAT−1,
gde T – proizvolьna nevyroжdenna matrica, зlementy kotoro – alge-
braiqeskie qisla.
Dokazatelьstvo osnovano na primenenii зlementarnogo toжdestva
(TAT−1)n = TAnT−1, n = 0, 1, 2, . . . ,
otkuda, v qastnosti, sleduet, qto
〈TAT−1〉n
n!
= T
〈A〉n
n!
T−1, n = 0, 1, 2, . . . .
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Esli t1, t2 – naimenьxie obwie znamenateli зlementov matric T, T
−1 so-
otvetstvenno, a {ψk}k∈N – posledovatelьnostь iz opredeleni 2
′ dl mat-
ricy A, to v kaqestve sootvetstvuwe posledovatelьnosti dl mat-
ricy TAT−1 moжno vztь {t1t2ψk}k∈N. Ostalosь zametitь, qto
lim
k→∞
(t1t2ψk)
1/k = lim
k→∞
ψ
1/k
k .
Lemma dokazana.
Iz lemmy 5 sleduet, qto sokrawenie faktorialov i vyqislenie pos-
tonno, s kotoro ono proishodit, dostatoqno dokazatь dl matricy,
imewe жordanovu normalьnu formu.
Lemma 6. Pustь matrica A sostoit iz жordanovyh kletok A1, . . . , As,
raspoloжennyh vdolь glavno diagonali i otveqawih (ne obzatelьno raz-
liqnym) sobstvennym znaqenim λ1, . . . , λs sootvetstvenno. Togda mat-
rica ∆n(A) = 〈A〉n/n! sostoit tolьko iz kletok ∆n(A1), . . . ,∆n(As), raspo-
loжennyh vdolь glavno diagonali, priqem
∆n(Al) =

∆n(λj)
1
1!
∆
(1)
n (λj)
1
2!
∆
(2)
n (λj)
1
3!
∆
(3)
n (λj) . . .
0 ∆n(λj)
1
1!∆
(1)
n (λj)
1
2!∆
(2)
n (λj) . . .
0 0 ∆n(λj)
1
1!∆
(1)
n (λj) . . .
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
0 0 . . . 0 ∆n(λj)
 ,
l = 1, . . . , s.
Dokazatelьstvo. Зto utverжdenie horoxo izvestno. Bolee togo, ono
ostaets vernym, esli zamenitь mnogoqlen ∆n( · ) na lbu drugu funk-
ci analitiqesku v kruge |z| < C, soderжawem sobstvennye znaqeni
λ1, . . . , λs (sm., naprimer, [12, gl. 5, § 1, primer 2]).
Zameqanie 1. Kak sleduet iz lemmy 6, na glavno diagonali matricy
∆n(A) stot qisla ∆n(λ1), . . . ,∆n(λs); v sootvetstvii s zameqaniem k lem-
me 2 o sokrawenii faktorialov dl matricy A moжno govoritь lixь v
sluqae racionalьnyh λ1, . . . , λs. Poзtomu v dalьnexem my ograniqims
rassmotreniem racionalьnyh kvadratnyh matric, sobstvennye znaqeni
kotoryh racionalьny. Znamenatelem denA racionalьno matricy A na-
zovem naimenьxi obwi znamenatelь ee sobstvennyh znaqeni. Pri зtom
matrica bA ne obzatelьno imeet celoqislennye зlementy; primerom
sluжit matrica (
1/2 1/2
1/2 1/2
)
,
znamenatelь kotoro raven 1 (ee sobstvennye znaqeni 0, 1).
Zameqanie 2. Dl kaжdogo sobstvennogo znaqeni λl racionalьno
matricy A opredelim naturalьnoe qislo rl kak maksimalьny razmer
жordanovo kletki, otveqawe sobstvennomu znaqeni λl, v normalьno
forme matricy A. Otmetim, qto
(λ− λ1)
r1(λ− λ2)
r2 · · · (λ− λs)
rs , λj 6 λl, j 6= l, (17)
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nazyvaets minimalьnym mnogoqlenom matricy A; on delit lbo mno-
goqlen P (λ) tako, qto P (A) = 0. V qastnosti, soglasno teoreme Gamilь-
tona–Kзli minimalьny mnogoqlen delit harakteristiqeski mnogoqlen
det(A− λE) matricy A. Krome togo, esli tA – matrica, transponirovan-
na k matrice A, to minimalьnye (harakteristiqeskie) mnogoqleny mat-
ric tA i A sovpadat.
Lemma 7. Pustь λ ∈ Q, b = denλ ∈ N i r ∈ N. Togda naimenьxi obwi
znamenatelь ψk, k ∈ N, qisel
∆
(j)
n (λ)
j!
, j = 0, 1, . . . , r − 1, n = 0, 1, . . . , k,
delit
bkdr−1k
∏
p|b
pτp(k),
gde dk – naimenьxee obwee kratnoe qisel 1, 2, . . . , k, a τp(k) – stepenь vhoж-
deni prostogo qisla p v k! (sm. (4)).
Dokazatelьstvo. Polaga v teoreme raboty [13] L = H = k, Q = b,
x = −bλ, M = r − 1, Λ = 1, poluqaem trebuemoe.
Iz lemmy 7 neposredstvenno sleduet
Lemma 8. Pustь b = den(λ1, . . . , λs) – naimenьxi obwi znamenatelь
qisel λ1, . . . , λs ∈ Q; r1, . . . , rs ∈ N, r = maxl{rl}. Togda naimenьxi obwi
znamenatelь ψk, k ∈ N, qisel
∆
(j)
n (λl)
j!
, j = 0, 1, . . . , rl − 1, l = 1, . . . , s, n = 0, 1, . . . , k,
delit
bkdr−1k
∏
p|b
pτp(k),
gde dk – naimenьxee obwee kratnoe qisel 1, 2, . . . , k, a τp(k) – stepenь vhoж-
deni prostogo qisla p v k! .
Obъedin rezulьtaty lemm 5, 6 i 8, poluqaem sleduwee utverжde-
nie.
Lemma 9. Pustь (17) – minimalьny mnogoqlen racionalьno matri-
cy A; r = maxl{rl}; b = denA; t1, t2 – naimenьxie obwie znamenateli
зlementov matric T, T−1 sootvetstvenno, gde T – matrica perehoda ot A
k ee жordanovo normalьno forme. Togda naimenьxi obwi znamenatelь
ψk, k ∈ N, зlementov matric
∆n(A), n = 0, 1, . . . , k,
delit
t1t2b
kdr−1k
∏
p|b
pτp(k),
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gde dk – naimenьxee obwee kratnoe qisel 1, 2, . . . , k, a τp(k) – stepenь vhoж-
deni prostogo qisla p v k! .
S uqetom predelьnyh sootnoxeni
lim
k→∞
d
1/k
k = e, lim
k→∞
(∏
p|b
pτp(k)
)1/k
= eχ(b) (18)
i zameqani 2 k lemme 6 poluqaem sleduwee okonqatelьnoe utverжdenie.
Teorema 3. Pustь mnogoqlen
P (λ) = (λ− λ1)
r1(λ− λ2)
r2 · · · (λ− λs)
rs , λ1, . . . , λs ∈ Q, λj 6= λl, j 6= l,
(19)
annuliruet matricu A (naprimer, P (λ) – minimalьny ili harakteris-
tiqeski mnogoqlen); b – naimenьxi obwi znamenatelь qisel λ1, . . . , λs
(znamenatelь matricy A); r = maxl{rl} – maksimalьna kratnostь ko-
rne mnogoqlena (19). Togda matrica A udovletvoret uslovi sokraweni
faktorialov s postonno beχ(b)+r−1, gde funkci χ( · ) opredelets for-
mulo (5).
5. Sokrawenie faktorialov dl sistem differencialьnyh urav-
neni fuksovskogo tipa. Vernems k voprosu, obsuжdavxemus v p. 2.
Rassmotrim sistemu linenyh differencialьnyh uravneni (8) fuk-
sovskogo tipa i sootvetstvuwie sistemy (10) dl proizvodnyh pordka
n, n = 1, 2, . . . ; mnogoqlen T (z) = (z−γ1) · · · (z−γs) vyberem v sootvetstvii
s (9). Dopolnim matricy neodnorodnyh sistem do kvadratnyh nulevymi
strokami:
Q(z) =

0 0 . . . 0
Q10(z) Q11(z) . . . Q1m(z)
Q20(z) Q21(z) . . . Q2m(z)
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Qm0(z) Qm1(z) . . . Qmm(z)
 , (20)
Q[n](z) =

0 0 . . . 0
Q
[n]
10 (z) Q
[n]
11 (z) . . . Q
[n]
1m(z)
Q
[n]
20 (z) Q
[n]
21 (z) . . . Q
[n]
2m(z)
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Q
[n]
m0(z) Q
[n]
m1(z) . . . Q
[n]
mm(z)
 , n = 1, 2, . . . ,
i perepixem rekurrentnye sootnoxeni (11) v matriqnom vide:
Q[n](z) =
d
dz
Q[n−1](z) +Q[n−1](z)Q(z), n = 1, 2, . . . ,
otkuda
tQ[n](z) =
d
dz
tQ[n−1](z) + tQ(z)tQ[n−1](z) =
(
d
dz
+ tQ(z)
)
tQ[n−1](z)
=
(
d
dz
+ tQ(z)
)n
E, n = 1, 2, . . . , (21)
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gde E – ediniqna matrica razmera m+ 1.
Ispolьzu razloжenie (12), rassmotrim differencialьny operator
D =
d
dz
+
1
z − γ1
tA1 + · · ·+
1
z − γs
tAs, (22)
gde A1, . . . , As – racionalьnye matricy. Opredelim uslovie sokraweni
faktorialov dl operatora (22), zamen kolьco ZK[z] na (ZK[z])
(m+1)×(m+1)
v opredelenii 1′.
Lemma 10. Esli operator (22) udovletvoret uslovi sokraweni fak-
torialov s postonno Ψ, to sistema differencialьnyh uravneni (8) tak-
жe udovletvoret uslovi sokraweni faktorialov s postonno Ψ.
Dokazatelьstvo. Soglasno sootnoxenim (21) vypolneno
tQ[n](z) = DnE, n = 1, 2, . . . . (23)
Esli {ψk}k∈N – posledovatelьnostь iz opredeleni sokraweni faktori-
alov dl operatora D, to iz (23) sleduet, qto matricy
ψk
Tn(z)tQ[n](z)
n!
, n = 0, 1, . . . , k, k ∈ N,
imet celoqislennye зlementy. Otsda poluqaem utverжdenie lemmy.
K soжaleni, lemma 4 neprimenima k differencialьnomu operatoru
(22) dl proizvolьnyh matric A1, . . . , As; toжdestva
Tn(z)Dn
n!
=
∑
n0,n1,...,ns>0
n0+n1+···+ns=n
(z − γ1)
n−n1 · · · (z − γs)
n−ns
×
〈tA1〉n1
n1!
· · ·
〈tAs〉ns
ns!
·
1
n0!
dn0
dzn0
, n ∈ N, (24)
spravedlivy tolьko v sluqae poparno kommutiruwih matric A1, . . . , As.
Uqityva (24), lemmu 9 i ocenki (18), poluqaem sleduwee utverжde-
nie.
Teorema 4. Pustь s = 1 ili matricy A1, . . . , As poparno kommutirut
v sluqae s > 2; λ1, . . . , λp ∈ Q – sobstvennye znaqeni racionalьnyh mat-
ric A1, . . . , As; b = den(λ1, . . . , λp); rjl > 0, j = 1, . . . , p, l = 1, . . . , s, – krat-
nostь sobstvennogo znaqeni λj v minimalьnom (harakteristiqeskom) mno-
goqlene matricy Al; r = maxj,l{rjl} – maksimalьna kratnostь sobstvennyh
znaqeni. Togda operator (22) udovletvoret uslovi sokraweni fakto-
rialov s postonno beχ(b)+r−1, gde funkci χ( · ) opredelena formulo (5).
Soglasno lemme 10 iz teoremy 4 vytekaet sleduwee utverжdenie.
Teorema 5. Pustь matrica (20) sistemy linenyh differencialьnyh
uravneni (8) imeet vid (12), gde A1, . . . , As – racionalьnye poparno kom-
mutiruwie matricy. Oboznaqim qerez b naimenьxi obwi znamenatelь
sobstvennyh znaqeni matric A1, . . . , As, qerez r maksimalьnu kratnostь
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зtih sobstvennyh znaqeni v minimalьnyh (harakteristiqeskih ) mnogo-
qlenah dannyh racionalьnyh matric. Togda sistema (8) udovletvoret
uslovi sokraweni faktorialov s postonno beχ(b)+r−1.
Zameqanie. V sluqae racionalьnyh, no ne kommutiruwih poparno
matric A1, . . . , As kaqestvennoe rexenie voprosa o sokrawenii faktori-
alov dl differencialьnogo operatora (22) ostaets otkrytym. Qtoby
poluqitь obobwenie toжdestv (16) dl operatora
D =
d
dz
+
A1
z − γ1
+ · · ·+
As
z − γs
(25)
opredelim matricy 〈A1, . . . , As〉n, n = (n1, . . . , ns), po indukcii, polaga
〈A1, A2, . . . , As〉n1,n2,...,ns
=

0, esli n /∈ (Z+)
s,
E, esli n = 0,
(A1 − n1 + 1)〈A1, A2, . . . , As〉n1−1,n2,...,ns
+ (A2 − n2 + 1)〈A1, A2, . . . , As〉n1,n2−1,...,ns + · · ·
+ (As − ns + 1)〈A1, A2, . . . , As〉n1,n2,...,ns−1, esli n ∈ (Z+)
s.
Esli matricy A1, . . . , As poparno kommutirut, to
〈A1, . . . , As〉n1,...,ns =
(n1 + · · ·+ ns)!
n1! · · ·ns!
· 〈A1〉n1 · · · 〈As〉ns ,
n = (n1, . . . , ns) ∈ (Z+)
s.
(26)
Indukcie po k nesloжno dokazatь toжdestva
〈A1 + · · ·+ As〉k =
∑
n∈(Z+)
s
|n|=k
〈A1, . . . , As〉n, k = 0, 1, 2, . . . ,
gde |n| = n1 + · · ·+ ns, i
Dk =
k∑
l=0
(
k
l
)( ∑
n∈(Z+)
s
|n|=k−l
〈A1, . . . , As〉n
(z − γ1)n1 · · · (z − γs)ns
)
dl
dzl
, k = 0, 1, 2, . . . ,
dl differencialьnogo operatora (25). V qastnosti,
DkE =
∑
n∈(Z+)
s
|n|=k
〈A1, . . . , As〉n
(z − γ1)n1 · · · (z − γs)ns
, k = 0, 1, 2, . . . . (27)
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6. Priloжenie k obobwennym gipergeometriqeskim funkcim. Ob-
obwenna gipergeometriqeska funkci
f(z) = F
(
α1, . . . , αm
β1 + 1, . . . , βm + 1
∣∣∣ z) = ∞∑
n=0
〈−α1〉n · · · 〈−αm〉n
〈−β1 − 1〉n · · · 〈−βm − 1〉n
zn, (28)
β1, . . . , βm /∈ {−1,−2, . . .},
udovletvoret linenomu differencialьnomu uravneni [14, gl. 5, § 1,
lemma 1 pri t = 1]
(
(δ + β1) · · · (δ + βm)− z(δ + α1) · · · (δ + αm)
)
y = β1 · · ·βm, δ = z
d
dz
,
pordka m.
Dl funkci
f1(z) = f(z), f2(z) = δf1(z), . . . , fm(z) = δfm−1(z) (29)
poluqaem sistemu linenyh differencialьnyh uravneni
d
dz
yl =
1
z
yl+1, l = 1, . . . , m− 1,
d
dz
ym =
σ1(β)− zσ1(α)
z(z − 1)
ym +
σ2(β)− zσ2(α)
z(z − 1)
ym−1 + · · ·
+
σm(β)− zσm(α)
z(z − 1)
y1 −
σm(β)
z(z − 1)
,
(30)
gde σl( · ), l = 1, . . . , m, – simmetriqeskie mnogoqleny Vieta stepeni l, t.e.
(z + α1)(z + α2) · · · (z + αm) = z
m + σ1(α)z
m−1 + · · ·+ σm−1(α)z + σm(α),
(z + β1)(z + β2) · · · (z + βm) = z
m + σ1(β)z
m−1 + · · ·+ σm−1(β)z + σm(β).
(31)
S uqetom
σl(β)− zσl(α)
z(z − 1)
=
σl(β)− σl(α)
z − 1
−
σl(β)
z
, l = 1, . . . , m,
1
z(z − 1)
=
1
z − 1
−
1
z
14 V. V. ZUDILIN
perepixem sistemu differencialьnyh uravneni (30) v matriqnom vide:
d
dz

y1
y2
. . .
ym−1
ym
 = 1z

0
0
. . .
0
σm(β)
+ 1z − 1

0
0
. . .
0
−σm(β)

+
1
z

0 1 0 . . . 0
0 0 1 . . . 0
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
0 0 . . . 0 1
−σm(β) −σm−1(β) . . . −σ2(β) −σ1(β)


y1
y2
. . .
ym−1
ym

+
1
z − 1

0 . . . 0 0
0 . . . 0 0
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
0 . . . 0 0
σm(β)− σm(α) . . . σ2(β)− σ2(α) σ1(β)− σ1(α)


y1
y2
. . .
ym−1
ym
 .
(32)
Teorema 5 k sisteme (32) neprimenima, tak kak otveqawie regulr-
nym osobennostm z = 0 i z = 1 matricy ne kommutirut. No my i ne
stavim celi sokratitь faktorialy dl sistemy (32). Toqnoe vyqislenie
postonno, s kotoro proishodit sokrawenie faktorialov dl giper-
geometriqeskogo differencialьnogo uravneni, posle raboty [9] stalo
neaktualьnym: ispolьzovanie pribliжeni Pade vtorogo roda (vmesto
pervogo) v kaqestve pribliжawih funkcionalьnyh form daet vozmoж-
nostь sokrawatь faktorialy bez dopolnitelьnyh usili (sm. [9] i [15]).
Naxa celь – posqitatь postonnu, s kotoro proishodit sokrawenie
faktorialov dl sistemy linenyh differencialьnyh uravneni, so-
prжenno k odnorodno qasti sistemy (30); зto dast vozmoжnostь vospo-
lьzovatьs osnovno teoremo iz [16] i poluqitь ocenki mery irraciona-
lьnosti znaqeni gipergeometriqesko funkcii (28) (bez posledovatelь-
nyh proizvodnyh) v racionalьnyh toqkah.
Soprжenna sistema dl obwego sluqa (8) poluqaets transponiro-
vaniem i smeno znaka matricy
(
Qlj(z)
)
l,j=1,...,m
; v naxem sluqae sopr-
жenna sistema imeet vid
d
dz

y1
y2
. . .
ym−1
ym
 =
(
1
z
A1 +
1
z − 1
A2
)
y1
y2
. . .
ym−1
ym
 , (33)
gde
A1 =

0 0 . . . 0 σm(β)
−1 0 . . . 0 σm−1(β)
0 −1 . . . 0 σm−2(β)
. . . . . . . . . . . . . . . . . . . . . . . . . . . . .
0 . . . −1 0 σ2(β)
0 . . . 0 −1 σ1(β)
 ,
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A2 =

0 . . . 0 σm(α)− σm(β)
0 . . . 0 σm−1(α)− σm−1(β)
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
0 . . . 0 σ2(α)− σ2(β)
0 . . . 0 σ1(α)− σ1(β)
 .
Pervye m − 1 stolbcov matricy A2 nulevye, t.e. rang зto matricy
raven m−1. Sledovatelьno, m−1 sobstvennyh znaqeni λ = 0 matricy A2
vhodt s kratnostь 1 v minimalьny mnogoqlen. Ostavxees sobstven-
noe znaqenie sovpadaet so sledom matricy A2 i ravno γ = σ1(α)−σ1(β) =
α1 + · · ·+ αm − β1 − · · · − βm.
Matrica A1 s toqnostь do znaka vlets kletko Frobeniusa (sm. [12,
gl. 6, § 6]); ee harakteristiqeski mnogoqlen raven
det(A1 − λE) = (−1)
m(λm − σ1λ
m−1 + σ2λ
m−2 + · · ·+ (−1)mσm)
= (−1)m(λ− β1)(λ− β2) · · · (λ− βm).
Poзtomu sobstvennye znaqeni matricy A1 ravny β1, . . . , βm.
Lemma 11. Pustь parametry β1, . . . , βm poparno razliqny i γ 6= 0, b –
naimenьxi obwi znamenatelь qisel γ, β1, . . . , βm. Togda sistema (33) udov-
letvoret uslovi sokraweni faktorialov s postonno beχ(b)+2, gde funk-
ci χ( · ) opredelets formulo (5).
Dokazatelьstvo. Sobstvennomu znaqeni βj matricy A1 otveqaet so-
bstvenny vektor

t1j
t2j
. . .
tmj
 =

σm−1(β1, . . . , βj−1, βj+1, . . . , βm)
σm−2(β1, . . . , βj−1, βj+1, . . . , βm)
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
σ1(β1, . . . , βj−1, βj+1, . . . , βm)
σ0(β1, . . . , βj−1, βj+1, . . . , βm)
 , j = 1, . . . , m,
gde σl( · ) – koзfficient pri z
m−1−l v mnogoqlene
(z + β1) · · · (z + βj−1)(z + βj+1) · · · (z + βm).
Dl matricy perehoda T = (tlj)l,j=1,...,m poloжim T˜ = T
−1 = (t˜lj)l,j=1,...,m.
Togda
t˜lj = (−1)
m+jβj−1l ·
m∏
k=1
k 6=l
1
βl − βk
, l, j = 1, . . . , m,
matrica A˜1 = T
−1A1T diagonalьna, A˜1 = diag(β1, . . . , βm), a matrica A˜2 =
T−1A2T imeet vid
A˜2 =
 a1. . .
am
 (1 . . . 1), aj = −(βj − αj) · m∏
k=1
k 6=j
βj − αk
βj − βk
, j = 1, . . . , m.
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Zapixem matricy Q[n](z), n = 0, 1, 2, . . . , iz opredeleni 3 dl sistemy
differencialьnyh uravneni (33). Soglasno (23) i (27) imeem
tQ[n](z) =
(
d
dz
+
1
z
tA1 +
1
z − 1
tA2
)n
E
=
∑
n1,n2>0
n1+n2=n
〈tA1,
tA2〉n1,n2
zn1(z − 1)n2
, n = 0, 1, 2, . . . , (34)
gde
〈tA1,
tA2〉n1,n2 =

0, esli n1 < 0 ili n2 < 0,
E, esli n1 = n2 = 0,
(tA1 − n1 + 1)〈
tA1,
tA2〉n1−1,n2
+ (tA2 − n2 + 1)〈
tA1,
tA2〉n1,n2−1 v protivnom sluqae
(sm. zameqanie k teoreme 5). Nekommutativnostь matric tA1,
tA2 v toжde-
stvah (34) ne spasat daжe sootnoxeni
1
zn1+1(1− z)n2+1
=
n1∑
k=0
(
n1 + n2 − k
n2
)
1
zk+1
+
n2∑
k=0
(
n1 + n2 − k
n1
)
1
(1− z)k+1
,
n1, n2 = 0, 1, 2, . . . . (35)
Polaga
B1 =
tA˜1 = diag(β1, . . . , βm), B2 =
tA˜2 =
 1. . .
1
 (a1 . . . am),
iz (34) poluqaem
t
(
T−1Q[n](z)T
)
=
∑
n1,n2>0
n1+n2=n
〈B1, B2〉n1,n2
zn1(z − 1)n2
, n = 0, 1, 2, . . . . (36)
Zafiksiruem teperь paru celyh neotricatelьnyh n1, n2. V sluqae
n2 = 0 znamenatelь matricy
〈B1, B2〉n1,n2
(n1 + n2)!
=
〈B1〉n1
n1!
soglasno lemme 9 delit bk0
∏
p|b0
pτp(k) dl lbogo k > n1 = n1 + n2; zdesь
b0 = den(β1, . . . , βm).
Pustь, dalee, n2 > 0. Soglasno rekurrentnym sootnoxenim dl mat-
ric 〈B1, B2〉n1,n2 (i formule (26) v sluqae, kogda matricy kommutirut)
zaklqaem, qto matrica 〈B1, B2〉n1,n2 predstavlet sobo summu N =
(n1 + n2)!/(n1!n2!) slagaemyh, kaжdoe iz kotoryh s toqnostь do pordka
mnoжitele sovpadaet s 〈B1〉n1〈B2〉n2 :
〈B1, B2〉n1,n2 =
N∑
r=1
B(r). (37)
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Srazu otmetim, qto esli hot by odna iz kvadratnyh matric X1 i X2 di-
agonalьna, to glavnye diagonali matric X1X2 i X2X1 sovpadat. Posko-
lьku matricy B1 − lE, l = 0, 1, . . . , n1 − 1, diagonalьny, glavna diago-
nalь kaжdogo slagaemogo v (37) sovpadaet s glavno diagonalь matricy
〈B1〉n1〈B2〉n2 . Matrica B2 udovletvoret sootnoxeni
B22 = (a1 + · · ·+ am)B2 = TrB2 ·B2 = γB2,
otkuda 〈B2〉n2 = 〈γ − 1〉n2−1B2 i
〈B1〉n1〈B2〉n2 = 〈γ − 1〉n2−1 ·

a1〈β1〉n1 a2〈β1〉n1 . . . am〈β1〉n1
a1〈β2〉n1 a2〈β2〉n1 . . . am〈β2〉n1
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
a1〈βm〉n1 a2〈βm〉n1 . . . am〈βm〉n1
 . (38)
Rassmotrim lboe iz slagaemyh B = B(r), 1 6 r 6 N , vhodwih v (37).
Mnoжitelь B1 − jE v зtom slagaemom povlets levee (t.e. pozdnee)
mnoжitel B1 − lE togda i tolьko togda, kogda j > l; to жe samoe moжno
skazatь o pordke povleni v B mnoжitele B2− jE i B2− lE. Vydel
pervoe (i edinstvennoe) povlenie mnoжitel B2 v slagaemom B, nahodim
B = X ·B2 · 〈B1〉s = X ·
 1. . .
1
 (a1 . . . am) · diag(〈β1〉s, . . . , 〈βm〉s)
=

x1
x2
. . .
xm
(a1〈β1〉s a2〈β2〉s . . . am〈βm〉s)
=

a1〈β1〉sx1 a2〈β2〉sx1 . . . am〈βm〉sx1
a1〈β1〉sx2 a2〈β2〉sx2 . . . am〈βm〉sx2
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
a1〈β1〉sxm a2〈β2〉sxm . . . am〈βm〉sxm
 . (39)
Sravnenie glavnyh diagonale matric (38) i (39) daet
xl = 〈γ − 1〉n2−1 · 〈βl − s〉n1−s, l = 1, . . . , m.
Takim obrazom, kaжdoe slagaemoe, vhodwee v (37), imeet vid
B = 〈γ − 1〉n2−1 ·
(
aj〈βj〉s〈βl − s〉n1−s
)
l,j=1,...,m
dl nekotorogo s, 0 6 s < n1. Polaga a = den(a1, . . . , am), b = den(γ, β1, . . . ,
βm), gk – naimenьxee obwee kratnoe qisel
k!
k0! k1! k2!
, k0, k1, k2 = 0, 1, 2, . . . , k0 + k1 + k2 = k, (40)
i uqityva uslovie γ 6= 0, soglasno lemme 9 poluqaem, qto naimenьxi
obwi znamenatelь зlementov matricy
γB
(n1 + n2)!
=
s! (n1 − s)!n2!
(n1 + n2)!
·
γB
s! (n1 − s)!n2!
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delit
gk · ab
k
∏
p|b
pτp(k) (41)
dl lbogo k > n1 + n2; vvidu proizvolьnosti vybora slagaemogo B
v summe (37) zaklqaem, qto naimenьxi obwi znamenatelь зlementov
matricy
γ〈B1, B2〉n1,n2
(n1 + n2)!
=
N∑
r=1
γB(r)
(n1 + n2)!
takжe delit qislo (41) dl lbogo k > n1 + n2.
Stepenь vhoжdeni prostogo p v kaжdoe qislo (40) soglasno (4) ravna
τp(k)− τp(k0)− τp(k1)− τp(k2) =
∞∑
m=1
([
k
pm
]
−
[
k0
pm
]
−
[
k1
pm
]
−
[
k2
pm
])
,
(42)
k0, k1, k2 = 0, 1, 2, . . . , k0 + k1 + k2 = k.
Summirovanie v (42) proishodit tolьko po m 6 [log k/ log p]; krome togo,
[ξ0 + ξ1 + ξ2]− [ξ1]− [ξ2]− [ξ3] 6 2, ξ0, ξ1, ξ2 ∈ R.
Sledovatelьno, dl vseh prostyh p 6 k vypolneno
τp(k)− τp(k0)− τp(k1)− τp(k2) 6 2
[
log k
log p
]
6 2
log k
log p
,
k0, k1, k2 = 0, 1, 2, . . . , k0 + k1 + k2 = k.
Зti neravenstva dat ocenku
gk 6
∏
p6k
p2 log k/ log p = e2pi(k) log k,
gde pi(k) – koliqestvo prostyh, ne prevoshodwih k, otkuda
lim
k→∞
g
1/k
k 6 e
2. (43)
S uqetom poluqennogo predelьnogo sootnoxeni, toжdestv (36) i lemmy 5
my poluqaem, qto sistema odnorodnyh differencialьnyh uravneni (33)
udovletvoret uslovi sokraweni faktorialov s postonno beχ(b)+2.
Lemma dokazana.
Zameqanie 1. Povtor privedennye rassuжdeni v sluqae γ = 0, dl
lbogo slagaemogo v (37) poluqaem
B = (−1)n2−1(n2 − 1)! ·
(
aj〈βj〉s〈βl − s〉n1−s
)
l,j=1,...,m
s nekotorym s, 0 6 s < n1, otkuda naimenьxi obwi znamenatelь зlemen-
tov matricy
〈B1, B2〉n1,n2
(n1 + n2)!
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dl lbogo k > n1 + n2 delit
dkgk · ab
k
∏
p|b
pτp(k),
gde dk – naimenьxee obwee kratnoe qisel 1, 2, . . . , k. S uqetom predelьnyh
sootnoxeni (18) i (43) sokrawenie faktorialov v зtom sluqae proisho-
dit s postonno beχ(b)+3.
Zameqanie 2. Dokazatelьstvo lemmy 11 godits dl podsqeta (to
жe samo) postonno, s kotoro proishodit sokrawenie faktorialov u
ishodno neodnorodno sistemy (32) v sluqae poparno razliqnyh para-
metrov β1, . . . , βm.
Sleduwie utverжdeni otnosts k arifmetiqeskim i algebraiqes-
kim svostvam funkci (29).
Lemma 12. Pustь b1, b2 – znamenateli qisel α, β ∈ Q \ {−1,−2, . . .}; b –
naimenьxee obwee kratnoe qisel b1, b2. Oboznaqim qerez ϕk ∈ N, k ∈ N,
naimenьxi obwi znamenatelь racionalьnyh qisel
〈−α〉n
〈−β〉n
, n = 0, 1, . . . , k.
Togda
lim
k→∞
ϕ
1/k
k 6 Φ = e
ρ(b2)
b1
b
,
gde
ρ(b) =
b
ϕ(b)
∑
16n6b
(n,b)=1
1
n
, ϕ(b) =
∑
16n6b
(n,b)=1
1, b ∈ N. (44)
Dokazatelьstvo. Naimenьxie obwie znamenateli qisel
〈−α〉n, n = 0, 1, . . . , k, 〈−β〉n, n = 0, 1, . . . , k,
ravny sootvetstvenno bk1 i b
k
2. Naimenьxi obwi znamenatelь qisel
1
〈−β〉n
, n = 0, 1, . . . , k,
raven naimenьxemu obwemu kratnomu dk qisel
−a+ b2(n− 1), n = 1, . . . , k, a = b2β ∈ Z.
Soglasno [16, lemma 3.2] spravedliva ocenka
lim
k→∞
log dk
k
6 ρ(b2),
gde funkci ρ( · ) opredelets ravenstvom (44). Зto dokazyvaet lemmu.
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Lemma 13. Pustь q1, q2 – proizvedeni znamenatele qisel α1, . . . , αm
i β1, . . . , βm sootvetstvenno; b – naimenьxee obwee kratnoe qisel q1, q2;
b1, . . . , bm – znamenateli qisel β1, . . . , βm sootvetstvenno. Togda funkci
(28) prinadleжit klassu G(1,Φ), gde Φ = eρ(b1)+···+ρ(bm)q1/b.
Dokazatelьstvo. Ocenka veliqiny Φ vytekaet iz lemmy 12. Poskolь-
ku
lim
n→∞
∣∣∣∣ 〈−λ〉nn!
∣∣∣∣1/n = 1, λ /∈ {−1,−2, . . .},
oblastь shodimosti rda (28) – krug |z| < 1. Lemma dokazana.
Lemma 14. Esli f(z) ∈ G(C,Φ), to δf(z) ∈ G(C,Φ), gde δ = z ddz .
Dokazatelьstvo. Зto utverжdenie oqevidno. Esli rd Telora
f(z) =
∞∑
n=0
fnz
n
funkcii f(z) shodits v kruge |z| < C, to v зtom жe kruge shodits rd
δf(z) =
∞∑
n=1
nfnz
n.
Esli posledovatelьnostь naturalьnyh qisel {ϕk}k∈N vybrana tak, qto
ϕkfn ∈ Z, n = 0, 1, . . . , k, k ∈ N,
to
ϕknfn ∈ Z, n = 0, 1, . . . , k, k ∈ N.
Takim obrazom, δf(z) ∈ G(C,Φ), qto i trebovalosь dokazatь.
Sledstvie. Pustь q1, q2 – proizvedeni znamenatele qisel α1, . . . , αm
i β1, . . . , βm sootvetstvenno; b – naimenьxee obwee kratnoe qisel q1, q2;
b1, . . . , bm – znamenateli qisel β1, . . . , βm sootvetstvenno. Togda sovokup-
nostь funkci (29) prinadleжit klassu G(1,Φ), gde Φ = eρ(b1)+···+ρ(bm)q1/b.
Lemma 15. Vronskian (opredelitelь matricy fundamentalьno siste-
my rexeni) W (z) linenogo odnorodnogo differencialьnogo uravneni
(
(δ + β1) · · · (δ + βm)− z(δ + α1) · · · (δ + αm)
)
y = 0, δ = z
d
dz
, (45)
pordka m udovletvoret differencialьnomu uravneni(
(δ + β)− z(δ + α)
)
y = 0, α = σ1(α), β = σ1(β), (46)
i, sledovatelьno, dl racionalьnyh α, β vlets algebraiqesko funkcie:
W (z) = Cz−β(1− z)α−β , C ∈ C. (47)
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Dokazatelьstvo. Vronskian W (z) differencialьnogo uravneni (45)
sovpadaet s vronskianom sistemy linenyh differencialьnyh uravneni
d
dz
yl =
1
z
yl+1, l = 1, . . . , m− 1,
d
dz
ym =
σ1(β)− zσ1(α)
z(z − 1)
ym +
σ2(β)− zσ2(α)
z(z − 1)
ym−1 + · · ·+
σm(β)− zσm(α)
z(z − 1)
y1.
(48)
Soglasno teoreme Liuvill [17, gl. 3, § 27, p. 6] on udovletvoret urav-
neni
d
dz
y = TrQ(z) · y, (49)
gde TrQ(z) = (β − zα)/(z(z − 1)) – sled matricy sistemy (48). Urav-
nenie (49) moжno perepisatь v vide (46). Ego rexenie (47) nahodits
neposredstvennym integrirovaniem.
Sformuliruem nekotorye dostatoqnye uslovi iz [18] na parametry
funkcii (28) dl togo, qtoby funkcii (29) byli algebraiqeski nezavi-
simy nad polem C(z):
1) linena neprivodimostь: αl − βj /∈ Z dl vseh l, j = 1, . . . , m;
2) neprivodimostь Belogo [18, gl. 3, lemma 3.5.3]: dl lbo pary
naturalьnyh qisel m1, m2, m1 + m2 = m, ne suwestvuet qisel
u, v ∈ Q takih, qto libo
(α1, α2, . . . , αm) ∼
(
u
m1
,
u+ 1
m1
, . . . ,
u+m1 − 1
m1
,
v
m2
,
v + 1
m2
, . . . ,
v +m2 − 1
m2
)
,
(β1, β2, . . . , βm) ∼
(
u+ v
m
,
u+ v + 1
m
, . . . ,
u+ v +m− 1
m
)
,
libo
(α1, α2, . . . , αm) ∼
(
u+ v
m
,
u+ v + 1
m
, . . . ,
u+ v +m− 1
m
)
,
(β1, β2, . . . , βm) ∼
(
u
m1
,
u+ 1
m1
, . . . ,
u+m1 − 1
m1
,
v
m2
,
v + 1
m2
, . . . ,
v +m2 − 1
m2
)
;
3) kummerovska neprivodimostь [18, gl. 3, lemma 3.5.6]: ne suwest-
vuet delitel m0 > 2 qisla m takogo, qto
(α1, α2, . . . , αm) ∼
(
α1 +
1
m0
, α2 +
1
m0
, . . . , αm +
1
m0
)
,
(β1, β2, . . . , βm) ∼
(
β1 +
1
m0
, β2 +
1
m0
, . . . , βm +
1
m0
)
;
4) 2γ /∈ Z, gde γ = α1 + · · ·+ αm − β1 − · · · − βm.
Zapisь (λ1, . . . , λm) ∼ (λ
′
1, . . . , λ
′
m) oznaqaet, qto dl nekotoro perestanov-
ki σ : {1, . . . , m} → {1, . . . , m} pri vseh l = 1, . . . , m vypolneno λl − λ
′
σ(l) ∈ Z.
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Lemma 16. Pustь qisla α1, . . . , αm, β1, . . . , βm ∈ Q\{−1,−2, . . . } udovlet-
vort uslovim 1)–4). Togda funkcii (29), gde f(z) opredelets rdom (28),
algebraiqeski nezavisimy nad polem C(z).
Dokazatelьstvo. Soglasno [18, gl. 3, teorema 3.5.8] v sluqae vypol-
neni uslovi 1)–4) gruppa Galua odnorodnogo linenogo differencia-
lьnogo uravneni (45) pordka m izomorfna gruppe SLm(C). Зto oznaqaet,
qto funkcii, vhodwie v fundamentalьnu sistemu rexeni uravneni
(45), svzany edinstvennym algebraiqeskim sootnoxeniem nad polem C(z)
– opredelitelь зto fundamentalьno sistemy rexeni vlets algeb-
raiqesko funkcie (lemma 15). Sledovatelьno, esli g(z) – lboe netri-
vialьnoe rexenie uravneni (45), to funkcii g(z), δg(z), . . . , δm−1g(z) al-
gebraiqeski nezavisimy nad C(z). Iz teoremy Nesterenko [19, teorema 2]
(sm. takжe [14, gl. 9, § 6, teorema 2]) sleduet, qto libo funkcii (29) alge-
braiqeski nezavisimy nad C(z), libo vse oni prinadleжat C(z). Vtoro
sluqa nevozmoжen, poskolьku funkci (28) ne vlets racionalьno.
Lemma dokazana.
Teorema 6. Pustь parametry α1, . . . , αm i β1, . . . , βm funkcii (28) udov-
letvort uslovim 1)–4), β1, . . . , βm poparno razliqny, ξ – nekotoroe raci-
onalьnoe qislo, ξ = a1/a2 6= 0, a2 = den ξ ∈ N, i ε < 1/(m+ 2) – proizvolьna
poloжitelьna postonna. Oboznaqim qerez b0 naimenьxi obwi zname-
natelь qisel γ, β1, . . . , βm, qerez q1 i q2 proizvedeni znamenatele qisel
α1, . . . , αm i β1, . . . , βm sootvetstvenno, qerez b naimenьxee obwee krat-
noe qisel q1, q2, qerez H maksimum modul koзfficientov mnogoqlenov (31).
Poloжim Φ = eρ(den β1)+···+ρ(den βm)q1/b,
C0 =
(
8b0He
χ(b0)+3
)ε(1−log ε)
Φ1+ε+(2−(m−1)ε)/(ε
m(m−1)!),
η0 =
(1 + ε) log a2 + logC0
(1− (m+ 2)ε) log a2 − logC0 − (2− (m+ 1)ε) log |a1|
,
gde funkcii χ( · ) i ρ( · ) opredelts formulami (5) i (44) sootvetstvenno.
Esli dl zadannogo ξ vypolneno uslovie η0 > 0, inymi slovami, esli
a
1−(m+2)ε
2 > C0|a1|
2−(m+1)ε,
to qislo f(ξ) irracionalьno. Bolee togo, dl lbogo η > η0 i proizvolьnyh
p ∈ Z, q ∈ N, q > q∗(ξ, ε, η), spravedliva ocenka∣∣∣∣f(ξ)− pq
∣∣∣∣ > q−1−η.
Dokazatelьstvo. Pustь T0(z) = bT (z) = bz(z − 1) – obwi znamenatelь
sistemy differencialьnyh uravneni (32), kotoro udovletvort so-
vokupnostь funkci (29) iz klassa G(1,Φ) (sm. sledstvie iz lemmy 14);
pri зtom
T0(z)Qlj(z) ∈ Z[z], l = 1, . . . , m, j = 0, . . . , m.
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Togda
max
{
deg T0 − 1,max
l,j
{deg T0Qlj}
}
= 1, max
{
H(T0),max
l,j
{H(T0Qlj)}
}
= bH.
Iz uslovi 4) sleduet, qto γ 6= 0. Soglasno lemme 11 sokrawenie fak-
torialov dl sistemy differencialьnyh uravneni (33), soprжenno k
odnorodno qasti sistemy (32), proishodit s postonno Ψ = b0e
χ(b0)+2
(s postonno Ψ = b0e
χ(b0)+2/b, esli v opredelenii 3 mnogoqlen T (z) za-
menitь na T0(z)). Iz lemmy 16 sleduet algebraiqeska nezavisimostь
funkci (29) nad polem C(z). Primen teperь osnovnu teoremu i nera-
venstva (0.9) iz raboty [16], poluqaem trebuemoe utverжdenie.
7. Sokrawenie faktorialov dl linenyh odnorodnyh differen-
cialьnyh uravneni s postonnymi koзfficientami. Rassmotrim
sistemu linenyh odnorodnyh differencialьnyh uravneni
d
dz
yl =
m∑
j=1
Aljyj , l = 1, . . . , m, Alj ∈ C, l, j = 1, . . . , m, (50)
i svzanny s ne differencialьny operator
A = [A] =
m∑
l=1
m∑
j=1
Aljyj
∂
∂yl
, A =
 A11 . . . A1m. . . . . . . . . . . . . . . .
Am1 . . . Amm
 . (51)
Takim obrazom, s kaжdo matrice A moжno svzatь differencialьny
operator [A] soglasno formule (51). Otmetim, preжde vsego, svostvo
linenosti
[λ1A1 + λ2A2] = λ1[A1] + λ2[A2], λ1, λ2 ∈ C,
dl lbyh kvadratnyh matric A1 i A2 razmera m.
Dl differencialьnyh operatorov [A] i [B] vvedem operacii formalь-
nogo umnoжeni
[A] · [B] =
( m∑
l=1
m∑
j=1
Aljyj
∂
∂yl
)
·
( m∑
i=1
m∑
k=1
Bikyk
∂
∂yi
)
=
m∑
l=1
m∑
i=1
( m∑
j=1
Aljyj
)( m∑
k=1
Bikyk
)
∂2
∂yl ∂yi
= [B] · [A]
i kompozicii
[B] ◦ [A] =
( m∑
i=1
m∑
k=1
Bikyk
∂
∂yi
)
◦
( m∑
l=1
m∑
j=1
Aljyj
∂
∂yl
)
=
m∑
i=1
m∑
k=1
Bikyk
m∑
l=1
Ali
∂
∂yl
+
( m∑
i=1
m∑
k=1
Bikyk
∂
∂yi
)
·
( m∑
l=1
m∑
j=1
Aljyj
∂
∂yl
)
=
m∑
l=1
m∑
k=1
m∑
i=1
AliBikyk
∂
∂yl
+
m∑
l=1
m∑
i=1
( m∑
j=1
Aljyj
)( m∑
k=1
Bikyk
)
∂2
∂yl ∂yi
= [AB] + [A] · [B].
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Pomimo oqevidno associativnosti kaжda iz зtih operaci distribu-
tivna otnositelьno sloжeni. Kommutativnostь imeet mesto tolьko dl
operacii formalьnogo umnoжeni, hot pordok mnoжitele v kompozi-
cii
An = ([A]− n+ 1) ◦ ([A]− n+ 2) ◦ · · · ◦ ([A]− 1) ◦ [A] (52)
ne imeet znaqeni. Otmetim takжe “differencialьnoe svostvo” ope-
racii kompozicii:
[B] ◦ ([A1] · [A2]) = ([B] ◦ [A1]) · [A2] + [A1] · ([B] ◦ [A2]).
Pod [A]n budem ponimatь formalьnoe proizvedenie n operatorov [A].
Opredelenie 4. Skaжem, qto differencialьny operator (51) (ili sis-
tema uravneni (50)), otveqawi matrice A, udovletvoret uslovi
sokraweni faktorialov s postonno Ψ > 1, esli suwestvuet posledova-
telьnostь naturalьnyh qisel {ψk}k∈N taka, qto operatory
ψk
1
n!
An, n = 0, 1, . . . , k, k ∈ N, (53)
perevodt kolьco Z[y1, . . . , ym] v seb i
lim
k→∞
ψ
1/k
k 6 Ψ.
Lemma 17. Dl differencialьnogo operatora (52) vypolneno toжdest-
vo
1
n!
An =
∑
s1,s2,...,sn>0
s1+2s2+···+nsn=n
1
s1!
[A]s1 ·
1
s2!
[
〈A〉2
2!
]s2
· · ·
1
sn!
[
〈A〉n
n!
]sn
, (54)
gde simvol 〈 · 〉n opredelets formulo (1).
Dokazatelьstvo provedem indukcie po n. Baza indukcii n = 1 oqe-
vidna. Pustь toжdestvo (54) spravedlivo dl zadannogo n. Poloжim
U(s1, s2, . . . , sn) =
1
s1!
[A]s1 ·
1
s2!
[
〈A〉2
2!
]s2
· · ·
1
sn!
[
〈A〉n
n!
]sn
(55)
i perepixem (54) v vide
1
n!
An =
∑
s1,s2,...,sn>0
s1+2s2+···+nsn=n
U(s1, s2, . . . , sn)
=
∑
s1,s2,...,sn,sn+1>0
s1+2s2+···+nsn+(n+1)sn+1=n
U(s1, s2, . . . , sn, sn+1)
(zdesь, oqevidno, sn+1 = 0). Poskolьku
([A]− i) ◦ [〈A〉i] = [A] · [〈A〉i] + [〈A〉i+1],
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imeem
([A]− n) ◦ U(s1, s2, . . . , sn, sn+1)
= (s1 + 1)U(s1 + 1, s2, . . . , sn, sn+1)
+ 2(s2 + 1)U(s1 − 1, s2 + 1, s3, . . . , sn, sn+1)
+ 3(s3 + 1)U(s1, s2 − 1, s3 + 1, s4, . . . , sn, sn+1) + · · ·
+ (n+ 1)(sn+1 + 1)U(s1, s2, . . . , sn−1, sn − 1, sn+1 + 1),
s1, s2, . . . , sn, sn+1 > 0, s1 + 2s2 + · · ·+ nsn + (n+ 1)sn+1 = n.
Poзtomu
1
(n+ 1)!
An+1 =
[A]− n
n+ 1
◦
1
n!
An
=
∑
s1,s2,...,sn,sn+1>0
s1+2s2+···+nsn+(n+1)sn+1=n
s1 + 1
n+ 1
U(s1 + 1, s2, . . . , sn, sn+1)
+
2(s2 + 1)
n+ 1
U(s1 − 1, s2 + 1, s3, . . . , sn, sn+1) + · · ·
+
(n+ 1)(sn+1 + 1)
n+ 1
U(s1, s2, . . . , sn−1, sn − 1, sn+1 + 1)
=
∑
s′1,s
′
2,...,s
′
n+1>0
s′1+2s
′
2+···+(n+1)s
′
n+1=n+1
s′1 + 2s
′
2 + · · ·+ (n+ 1)s
′
n+1
n+ 1
U(s′1, s
′
2, . . . , s
′
n+1)
=
∑
s′1,s
′
2,...,s
′
n+1>0
s′1+2s
′
2+···+(n+1)s
′
n+1=n+1
U(s′1, s
′
2, . . . , s
′
n+1),
qto oznaqaet spravedlivostь toжdestva (54) dl n+ 1. Lemma dokazana.
Lemma 18. Esli koзfficienty matricy B celoqislenny, to differen-
cialьny operator [B]s/s! perevodit kolьco Z[y1, . . . , ym] v seb.
Dokazatelьstvo. Zapixem differencialьny operator [B] v vide
[B] =
m∑
l=1
bl
∂
∂yl
, bl =
m∑
j=1
Bljyj ∈ Z[y1, . . . , ym].
Togda differencialьny operator
1
s!
[B]s =
1
s!
( m∑
l=1
bl
∂
∂yl
)s
=
∑
l1,...,lm>0
l1+···+lm=s
bl11
l1!
∂l1
∂yl11
· · ·
blmm
lm!
∂lm
∂ylmm
perevodit kolьco Z[y1, . . . , ym] v seb, tak kak зtim svostvom obladat
operatory
1
lj !
∂lj
∂y
lj
j
, j = 1, . . . , m
(primer 1), i, krome togo,
b
lj
j ∈ Z[y1, . . . , ym], j = 1, . . . , m.
Lemma dokazana.
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Lemma 19. Pustь s1, s2, . . . , sk – celye neotricatelьnye qisla, p – pros-
toe qislo. Togda
s1τp(1) + s2τp(2) + · · ·+ skτp(k) 6 τp(s1 + 2s2 + · · ·+ ksk), (56)
gde τp(k) – stepenь vhoжdeni qisla p v k! (sm. (4)).
Dokazatelьstvo. Otmetim, preжde vsego, qto dl destvitelьnyh ξ1,
. . . , ξk imeet mesto neravenstvo
[ξ1] + · · ·+ [ξk] 6 [ξ1 + · · ·+ ξk],
gde [ · ] – cela qastь qisla (sm. [2, otd. 8, gl. 1, § 1, zadaqa 7]). Otsda
sleduet, qto
s1[ξ1] + s2[ξ2] + · · ·+ sk[ξk] 6 [s1ξ1 + s2ξ2 + · · ·+ skξk]. (57)
Posledovatelьno podstavl v (57) znaqeni
ξn =
n
p
,
n
p2
,
n
p3
, . . . , n = 1, . . . , k,
i summiru poluqennye neravenstva, soglasno formule (4) poluqaem (56).
Lemma dokazana.
Teorema 7. Pustь differencialьny operator (51) otveqaet racionalь-
no matrice A, denA = b, minimalьny mnogoqlen kotoro ne imeet krat-
nyh korne; t1, t2 – naimenьxie obwie znamenateli зlementov matric T i
T−1 sootvetstvenno, gde T – matrica perehoda ot A k ee жordanovo
normalьno forme. Togda operator [A] udovletvoret uslovi sokraweni
faktorialov s postonno t1t2be
χ(b).
Dokazatelьstvo. Pustь k – proizvolьnoe naturalьnoe qislo. So-
glasno lemme 9 matricy
t1t2b
n
∏
p|b
pτp(n) ·
〈A〉n
n!
, n = 0, 1, . . . , k,
imet celoqislennye зlementy. Poзtomu iz lemmy 18 sleduet, qto dif-
ferencialьny operator (55) posle umnoжeni na
(t1t2)
nbn
∏
p|b
ps1τp(1)+s2τp(2)+···+snτp(n) (58)
perevodit kolьco Z[y1, . . . , ym] v seb. Poskolьku s1+2s2+· · ·+nsn = n 6 k,
iz lemmy 19 sleduet, qto qislo (58) delit
ψk = (t1t2)
kbk
∏
p|b
pτp(k).
Primenim toжdestvo lemmy 17. Dl posledovatelьnosti {ψk}k∈N opera-
tory (53) perevodt kolьco Z[y1, . . . , ym] v seb. Ocenka (18) zaverxaet
dokazatelьstvo teoremy.
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Zameqanie. S sistemo differencialьnyh uravneni (8), (12) fuksov-
skogo tipa svzan differencialьny operator
D =
d
dz
+
1
z − γ1
[A1] + · · ·+
1
z − γs
[As].
Зto obstotelьstvo pozvolet s pomowь teoremy 7 datь drugoe dokaza-
telьstvo teoremy 5 v sluqae poparno kommutiruwih matric A1, . . . , As,
minimalьny mnogoqlen kaжdo iz kotoryh ne imeet kratnyh korne.
Pri зtom, odnako, poluqaets neskolьko hudxa (po sravneni s teo-
remo 5) postonna Ψ.
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