For normalized analytic functions f in the unit disk Δ, we consider the class
Introduction and main results
Let H denote the class of functions f analytic in the unit disk Δ = {z ∈ C: |z| < 1} and LU the subclass of H consisting of all locally univalent functions, namely, LU = {f ∈ H: f (z) = 0, z ∈ Δ}. In the sense of the Hornich operation [6] (see also [9] ), we may regard LU as a vector space over C. For f ∈ LU , we introduce
where the quantity f /f is often referred to as the pre-Schwarzian derivative of f . This defines a norm with respect to the operation of Hornich. This norm has significance in the theory of Teichmüller spaces (see, e.g., [1] ). We remark that the norm f is nothing but the Bloch semi-norm of the function log f (see, for example, [16, p. 269] ). It is known that f < ∞ if and only if f is uniformly locally univalent, that is, there exists a constant ρ = ρ(f ) > 0 such that f is univalent in each disk of hyperbolic radius ρ in Δ.
Let A denote the class of functions f ∈ H with the normalization f (0) = 0 = f (0) − 1 and S, the class of functions in A that are univalent in Δ. If g ∈ S, then its disk automorphism (also called the Koebe transform) is also in S. As a consequence of it (see [17, Proposition 1.2] ), one can easily see that f 6 for any univalent function f in Δ and the equality is attained for the Koebe function and its rotation. Conversely, f is univalent in Δ if f 1, and the bound is sharp [2] (see also Becker and Pommerenke [3] ). Geometric and analytic properties of f relating the norm have been discussed in [10] . Many authors have given norm estimates for classical subclasses of univalent functions (see [4, 8, 11, 14, 15, 24, 25] ).
Let H a denote the subclass {f ∈ H: f (0) = a}, a ∈ C. We say that a function ϕ ∈ H is subordinate to ψ ∈ H and
In this paper, we consider the subclass F β of A defined by
for some β with 2 3 < β. The class F β and its special case F 1 = F have been studied, for example, in [18] [19] [20] but for different purposes. In [18, Eq. (16) ] it has been shown that if f ∈ F , then one has
Thus, F β ⊂ F ⊂ S * for 2 3 < β 1. Here S * denotes the class of normalized starlike functions and each f ∈ S * has the well-known analytic characterization:
We also consider the subclasses S * (A, B) and K(A, B) of S * defined by (see Janowski [7] )
Here we assume that −1 B < A 1. These classes are widely used in the literature. For 0 α < 1, we note that
are the classes of starlike functions of order α and convex functions of order α, respectively. From the definition of subordination, we see that
and f ∈ K(α) if and only if zf ∈ S * (α). Thus, S * (0) = S * , and we set
then the Hadamard product (or convolution) of f and g is defined by the function
We denote by F (a, b; c; z) the Gauss hypergeometric function defined by
where
is the Pochhammer symbol and c = 0, −1, −2, . . . . We have the well-known derivative formula
As a special case of the Euler integral representation for the hypergeometric function, one has
Using this representation we have, for f ∈ A, the convolution transform
Therefore, we obtain the integral convolution which defines the (hypergeometric) operator J b,c [f ] in the following form
Some particular cases need special attention. For example, if c = b + 1 and b = γ + 1, then one has the well-known Bernardi operator
are respectively the Alexander transform of f , and the Libera transform of f . In terms of convolution, these transforms may also be expressed as
and state our first result. 
The bounds are sharp.
Proof. From Theorem 1, we see that
, it is a simple exercise to see that the function 
and the bound is sharp.
The values γ = 0 and γ = 1 correspond to the most interesting special cases of Corollary 3, the Alexander and the Libera transforms, and therefore we state these results separately with the value of the norm estimates explicitly given. 
Preparatory results
For convenience, we will use the terminology "starlike" and "convex" in a
broader sense in what follows. A function f ∈ H is called starlike (respectively convex) if f is univalent and if the image f (Δ) is starlike with respect to f (0) (respectively convex). As is well known, f is starlike (respectively convex) if and only if zf (z)/(f (z) − f (0)) (respectively 1 + zf (z)/f (z)) has positive real part. In particular, f ∈ H is convex if and only if zf (z) is starlike (with respect to the origin).
We need the following result, which is a reformulated version of Ma and Minda [13, Theorem 1] (see also [11] ).
Lemma 7.
Let ψ ∈ H 1 be starlike and suppose that g ∈ A satisfies the equation
Then for f ∈ A, the condition 1 + zf (z)/f (z) ≺ ψ(z) implies f (z) ≺ g (z).
From the theory of prestarlike functions (see [22, p. 61] and [23, Theorem B]), one obtains the following starlikeness criterion for hypergeometric functions. a, b, c be real numbers with 0 a b c. Then the function zF (a, b; c; z) is starlike of order 1 − a/2. zF (a, b; c; z) has also been studied by many other authors (see, for example, [12, 21] and references therein). 
Lemma 8. Let

Starlikeness of functions in the form
F (a + 1, b + 1; c + 1; z) F (a, b; c; z) = 1 0 dμ(t) 1 − tz , z ∈ Δ.
Proofs of Theorems 1 and 5
Proof of Theorem 1. Let f ∈ F β . Then we have
where φ is clearly a convex function and therefore starlike. Let g ∈ A be such that
A simple computation shows that
By Lemma 7, we conclude that
which, by the definition of subordination, implies that
for some Schwarz function w(z), i.e. w : Δ → Δ is analytic with w(0) = 0. By Schwarz-Pick lemma we get
which gives that f 2(3β − 2) and the equality holds for the function g ∈ F β defined in (4). Indeed, we compute that
We now proceed to prove the second part. By Corollary 9, we observe that g (z) is convex in Δ, since 2/3 < β 1. Furthermore, by Corollary 9, it follows that if b and c are related by 1 b c or −1 < b 1 c (which holds by the hypothesis of the theorem), then the hypergeometric function F (1, b; c; z) is convex. In view of (5) and Lemma 10, we also have
We see that (see the proof of Proposition 5 in [4] )
holds. So it remains to compute the norm J b,c [g] . By the definition of Hadamard product we see that
In view of this representation and Lemma 11, we deduce that there exists a Borel probability measure μ on the interval
whenever 0 < b c and 2−c 3 β 1 (and so is by the hypothesis). The above formulation clearly shows that β, b, c) .
L (β, b, c) . To obtain an upper bound for the quantity L(β, b, c), it suffices to observe that
which shows that
Proof of Theorem 5. The proof is similar to that of Theorem 1. Suppose that f ∈ K (A, B) . In terms of subordination, f can be characterized by
where φ A,B is known to be a convex function and therefore starlike. Define g ∈ A by the relation
By Lemma 7, we have
If B = 0, then we see that f (z) ≺ e Az for 0 < |A| 1 and so, by the definition of subordination, we have f (z) = e Aw(z) for some Schwarz function w(z). By Schwarz-Pick lemma we obtain
and hence, for B = 0 and 0 < |A| 1, we finally get f |A|. The estimate is sharp for the function f (z) = (e Az − 1)/A.
On the other hand, if 0 = B and −1 B < A 1, then by the same process we see that
for some Schwarz function w(z) and hence we obtain
Thus, for −1 B < A 1, we formulate the pre-Schwarzian norm estimates of the functions f ∈ K(A, B) by
] for B = 0, A for B = 0. Our next task is to show that
To do this, we first observe the fact that and we complete the proof. 2
