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Abstract
This paper establishes practical stability results for an important range of approximate discrete-time filtering problems
involving mismatch between the true system and the approximating filter model. Practical stability is established in the
sense of an asymptotic bound on the amount of bias introduced by the model approximation. Our analysis applies to a
wide range of estimation problems and justifies the common practice of approximating intractable infinite dimensional
nonlinear filters by simpler computationally tractable filters.
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1. Introduction
Many filtering problems involve estimation of system
quantities from noisy measurements in situations where
the exact (or true) model of the system is either unknown
or is more complicated than can be handled using standard
techniques. In these types of filtering problems, tractable
filters are often proposed on the ad hoc basis of an ap-
proximating system that reasonably represents the true
dynamics. For example, using this informal idea, hidden
Markov model (HMM) filters and Kalman filters have been
exploited in a wide range of signal and image processing
applications, see [1, 2, 3]. Despite the successful appli-
cation of approximate filters in a large number of appli-
cations, conditions that ensure reasonable filter behaviour
have not been completely established in many situations.
When considering filtering behaviour, there are two ba-
sic types of stability properties of interest: asymptotic
stability with respect to initialisation errors and stabil-
ity properties in the presence of modelling errors. The
first type of stability properties is important because ini-
tial conditions are rarely known perfectly, whilst the sec-
ond type of property is important because system models
are usually not completely known (or are too complex).
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Fortunately, asymptotic stability of filters with respect to
erroneous initial conditions has been established in many
situations including Kalman filter [4, 5, 6], risk-sensitive
filters [7], as well as some general asymptotic stability re-
sults provided in [8, 9, 10]. In comparison, only a small
number of stability type results for situations involving
model mismatch have been established. These include sta-
bility with respect to model mismatch for Kalman filters
[4, 5], HMM filters [11], and particle filters [12, 13, 14].
Further, some convergence and stochastic stability type
results for extended Kalman filters are presented in [15].
Beyond these results, the expected performance proper-
ties of approximating filters can be indirectly characterised
through performance limits provided by optimal filters (for
example, lower error bounds of optimal filters are estab-
lished in [16, 17, 18, 19] for the purpose of characterising
the possible performance of approximating filters). How-
ever, this type of analysis only provides lower error bound
for approximating filters and, of course, any specific filter
might perform considerably worse than the lower bound.
In this paper, we investigate stability of general ap-
proximating filters in the presence of modelling errors. In
this situation, the recursive nature of the filtering process
might suggest that the inclusion of modelling error, at each
filtering step, could lead to an unbounded growth in esti-
mation error. However, if the approximating filter exhibits
some initial condition forgetting properties, and the error
introduced by the model approximation is bounded on a
finite time interval, then we can show that the filtering er-
ror is bounded forever. Moreover, under some additional
multi-step consistency assumptions, practical stability of
the approximating filters can be established. The stability
proofs used here are similar in nature to the proofs used
in the important nonlinear control stability results estab-
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lished in [20].
This paper is structured as follows: In Section 2, we
introduce our filter approximation problem. In Section 3,
we establish a preliminary bound result for approximating
filters, before our main practical stability result is estab-
lished in Section 4. In Section 5, an example is presented
and some conclusions are then provided in Section 6.
2. Problem Formulation
2.1. Dynamics
For the time step k ≥ 0, we will consider the following
state process xk ∈ Rn and measurement process yk ∈ Rm,
xk+1 = f(xk) + wk+1
yk+1 = c(xk) + vk+1 (1)
where x0 has a priori distribution σ0, f(·) : Rn → Rn,
and c(·) : Rn → Rm. Here, wk ∈ Rn and vk ∈ Rm are
sequences of independent and identically distributed i.i.d.
random variables with strictly positive densities φw(·) and
φv(·), respectively. The random variables wk, vk, and x0
are assumed to be mutually independent for all k. We
will use the shorthand y[`,m] to denote the measurement
sequences {y`, . . . , ym}. We likewise define x[`,m].
Throughout the rest of this paper, we will consider pro-
cesses defined on a probability space (Ω,F , P ) where Ω is
defined to consist of all infinite sequences
{x0, . . . , xk, . . . ; y1, . . . , yk, . . .} (with elements ω ∈ Ω), F
is a σ-algebra endowed on Ω, and on the basis of distri-
butions described by (1), P will be the probability mea-
sure defined on (Ω,F) given by the Kolmogorov existence
theorem [21]. Finally, we let Y[1,k] denote the complete
filtration generated by the sequence y[1,k], see [22, p. 18].
In filtering, we are often interested in the conditional
mean estimate of xk given the measurements y[1,k] and
the a priori distribution σ0, which can be defined, when it
exists, as:
xˆek|[1,k],σ0 , E
[
xk
∣∣Y[1,k]] (2)
for all k > 0, where E [·] denotes the expectation operation
corresponding to P .
Unfortunately, in many situations, it may not be pos-
sible to implement a filter that produces xˆek|[1,k],σ0 (for ex-
ample, such a filter may be computationally intractable).
In this paper, we are interested in the performance of ap-
proximate filters that provide approximate estimates for
our system state, xk.
2.2. Normalised Information State
We now introduce some information state concepts that
describe our estimation operations. Consider the spaces
L∞(Rn) and L1(Rn); see [23] for an introduction into vec-
tor space concepts. We will introduce the 〈·, ·〉 notation to
denote the operation of ξ(·) ∈ L1(Rn) and γ(·) ∈ L∞(Rn)
as 〈ξ, γ〉 , ∫Rn ξ(x)γ(x)dx. We will also introduce the L1
norm on information state [23]:
||ξ(·)||1 ,
∫
x∈Rn
|ξ(x)|dx. (3)
Let L¯1(Rn) ⊂ L1(Rn) denote functions in L1(Rn) that
have L1 norm equal to 1 in the sense that L¯1(Rn) ,{
ξ(·) : ξ(·) ∈ L1(Rn) and ||ξ(·)||1 = 1
}
. We can now de-
fine a normalised information state process σek(·) ∈ L¯1(Rn) :
Rn → R, based on the true model, by
〈σek, γ〉 = E
[
γ(xk)
∣∣Y[1,k]] (4)
for all k > 0, and all test functions γ(·) ∈ L∞(Rn), where
σ0 ∈ L¯1(Rn) is the a priori distribution of x0. Note that
information states are also (Ω,F , P ) random variables, but
we will suppress the dependency on ω. This definition
highlights that the normalised information state σek(·) can
be interpreted as a conditional probability density func-
tion of xk given measurement sequences y[1,k] and a priori
distribution σ0. In particular, when it exists, we can write
our conditional mean estimate as
xˆek|[1,k],σ0 =
∫
x∈Rn
σek(x)xdx. (5)
We also consider an unnormalised information state
σ
e|u
k (·) ∈ L1(Rn) which provides a method of calculating
σek(·). For all k > 0, the unnormalised information state is
given by [22, Thm 4.4 of Ch. 5]
σ
e|u
k (x) =
∫
Rn
φv(yk − c(z))
φv(yk)
φw(x− f(z))σe|uk−1(z)dz (6)
for x ∈ Rn, where σe|u0 = σ0 ∈ L1(Rn). We first note
that σ
e|u
k (·) ∈ L1(Rn) for all k because, using that φv(·) is
strictly positive density, (6) defines a bounded linear op-
erator as argued in [24]. In this paper, we will say that
y[1,T ] is a T -feasible measurement sequence for the true
model if ||σe|uk (·)||1 > 0 for all k ∈ [1, T ]. Note that this
property automatically holds because we have assumed
strictly positive densities. We also note that if y[1,T ] is a
T -feasible measurement sequence for the true model, then
a normalised information state σek(·) ∈ L¯1(Rn) can then
be written as
σek(·) = N−1k σe|uk (·) (7)
for all k ∈ [1, T ], where Nk = ||σe|uk (·)||1 is a normalisa-
tion factor. We highlight that this ensures σek(·) ∈ L¯1(Rn).
When required to highlight the initial condition, we will
write σek|[1,k],σ0(·) to denote the normalised information
state σek(·) after evolution by measurements y[1,k] from ini-
tial distribution σ0 at time k = 0 (and sometimes fur-
ther shortened to σek(σ0), especially when used in sub-
scripts of other quantities). Similarly, σek|[`+1,k],σe` (·) will
denote σek(·) after evolution by measurements y[`+1,k] from
distribution σe` (·) at time k = `. Importantly, the dis-
tributive nature of the information state recursions means
that σek|[`+1,k],σe` (σ0)(·) = σ
e
k|[1,k],σ0(·). Finally, we define
σe0|[1,0],σ0 , σ0 for all σ0 ∈ L¯1(Rn).
2
2.3. Parameterised Class of Approximating Models
Let h > 0 parameterise a class of approximating mod-
els (for example, if considering a class of hidden Markov
models, then h might be a spatial discretisation size). For
each h, let us consider the following approximating model
of xk and yk (for time step k ≥ 0):
xk+1 = f
h(xk) + w
h
k+1
yk+1 = c
h(xk) + v
h
k+1 (8)
where x0 has a priori distribution σ
h
0 , f
h(·) : Rn → Rn,
and ch(·) : Rn → Rm. Here, whk ∈ Rn and vhk ∈ Rm
are i.i.d. random variables with strictly positive densities
φhw(·) and φhv (·), respectively, and whk , vhk , and x0 are as-
sumed to be mutually independent. Corresponding to each
approximating model (8), based on the distributions de-
scribed by (8), Ph will be the probability measure defined
on (Ω,F) given by the Kolmogorov existence theorem [21].
For a given h > 0, we can also define the conditional
mean estimate associated with the approximating model
given the measurements y[1,k] and the a priori distribution
σh0 , when it exists, as:
xˆhk|[1,k],σh0 , E
h
[
xk
∣∣Y[1,k] ] , (9)
for all k > 0, where Eh [·] denotes the expectation opera-
tion defined by measure Ph.
Similar to the true model, we also define a normalised
information state process σhk (·) ∈ L¯1(Rn) : Rn → R, for
an approximating model, as
〈σhk , γ〉 = Eh
[
γ(xk)
∣∣Y[1,k] ] (10)
for all k > 0, all h > 0, and all test functions γ(·) ∈
L∞(Rn), where σh0 ∈ L¯1(Rn) is the a priori distribution
of x0. Furthermore, we can define a recursion for the un-
normalised information state process σ
h|u
k (·) ∈ L1(Rn) as
σ
h|u
k (x) =
∫
Rn
φhv (yk − ch(z))
φhv (yk)
φhw(x− fh(z))σh|uk−1(z)dz
(11)
for all x ∈ Rn, when σh|u0 = σh0 ∈ L1(Rn). Similar to
the argument above, σ
h|u
k (·) ∈ L1(Rn) for all k. We will
also say that y[1,T ] is a T -feasible measurement sequence
for the approximating model if ||σh|uk (·)||1 > 0 for all k ∈
[1, T ] (note that this holds automatically because we have
assumed strictly positive densities). Here, if y[1,T ] is a
T -feasible measurement sequences for the approximating
model, then for all k ∈ [1, T ], a normalised information
state σhk (·) ∈ L¯1(Rn) can be written as σhk (·) = N¯−1k σh|uk (·)
where N¯−1k = ||σh|uk (·)||1. Again, we highlight that σhk (·) ∈
L¯1(Rn). As above, we can also write σh
k|[`+1,k],σh` (σh0 )
(·) =
σh
k|[1,k],σh0 (·), and define σ
h
0|[1,0],σ0 , σ0 for all σ0 ∈ L¯1(Rn).
2.4. Measurements and Information State Support
Let us consider a subset Γ ∈ F that has desirable prop-
erties. In the following, we will establish results on Γ. This
type of restriction is not unreasonable, and for example we
would only expect to establish performance results on fea-
sible measurement sequences. Moreover, sometimes it is
useful to establish error bounds in specific measurement
situations.
A set of L¯1(Rn) functions denoted by G(Rn) will be
called a support of an information state filter if, for all ini-
tial conditions σ0 ∈ G(Rn) and all ω ∈ Γ, the filter stays
within this set in the sense that σk(σ0) ∈ G(Rn) for all k.
In this paper, we consider two support sets Ge(Rn) and
Gh(Rn) for the information states σek(·) and σhk (·), respec-
tively. Because the information states remain in these sup-
port sets, we will only require filtering properties to hold
on Ge(Rn) and Gh(Rn) rather than the entire L¯1(Rn).
We now define a projection operator between support
sets as pih(σ) = minσ¯∈Gh(Rn) ||σ − σ¯||1 for any σ ∈ Ge(Rn)
(when a minimum exists). Otherwise, when a unique min-
imum does not exist, for the purpose of this paper we can
always define a non-unique projection operator as pih(σ) ∈
{σ¯ ∈ Gh(Rn) : inf σ¯∈Gh(Rn) ||σ − σ¯||1 ≤ δ} for any σ ∈
Ge(Rn) and for some small δ > 0.
In the next two sections, we will introduce some im-
portant definitions and establish our main results.
3. Bounded Error of an Approximating Filter
A function ψ is said to be of class-K if it is continu-
ous, strictly increasing, and ψ(0) = 0. Moreover, function
β is of class-K L if β(·, t) is of class-K for each t ≥ 0
and β(s, ·) is decreasing to zero for each s > 0 (see [25,
Ch. 4] for descriptions of system stability involving such
functions).
Consider a given set Γ and pih(·) operator. We will now
introduce some important definitions.
Definition 3.1. (Asymptotic stability of an approximat-
ing filter with respect to initial conditions) Consider an
approximating filter σhk|[1,k],σ0(·) (some fixed h > 0). For
a given set Γ, the approximating filter σhk|[1,k],σ0(·) is said
to be asymptotically stable with respect to initial condi-
tions if there exists a β(·, ·) ∈ K L such that, for all
σ0, σ¯0 ∈ Gh(Rn), and all k ≥ 0, we have that∣∣∣∣∣∣σhk|[1,k],σ0(·)− σhk|[1,k],σ¯0(·)∣∣∣∣∣∣1 ≤ β (||σ0 − σ¯0||1 , k) (12)
for all ω ∈ Γ.
Remark 1. Definition 3.1 is an abstract version of the
asymptotic stability property with respect to initial condi-
tions that is often encountered in discussion of filter be-
haviour (for example, see [4, 5, 11]). As an example, if
σhk|[1,k],σ0(·) corresponds to a Kalman filter, then under ob-
servability and other mild conditions, asymptotic stability
of covariance matrix and conditional mean estimate with
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respect to initial conditions can be shown [4, 5]. Hence,
using the definition of the L1 norm, and various algebraic
manipulations, it can be shown that for all ω ∈ Γ and all
σ0, σ¯0 ∈ G(Rn) (the set of Gaussian densities)∣∣∣∣∣∣σhk|[1,k],σ0(·)− σhk|[1,k],σ¯0(·)∣∣∣∣∣∣1 ≤ β (||σ0 − σ¯0||1, k)
where β (||σ0 − σ¯0||1, k) = α1||σ0 − σ¯0||1e−α2k for some
α1 > 0 and α2 > 0.
Definition 3.2. (Finite filter error on finite interval) Con-
sider an approximating filter σhk|[1,k],σ0(·) (some fixed h >
0). For a given set Γ and projection operator pih(·), the
approximating filter σhk|[1,k],σ0(·) is said to have finite er-
ror on a finite interval [1, L] with respect to the true filter
σek|[1,k],σ0(·) if, for all initial conditions σ0 ∈ Ge(Rn), all
ω ∈ Γ, and all k ∈ [1, L], we have that∣∣∣∣∣∣σek|[1,k],σ0(·)− σhk|[1,k],pih(σ0)(·)∣∣∣∣∣∣1 ≤ η(L) (13)
where η(L) > 0 is finite.
Remark 2. The quantity η(L) may depend on the model
parameter h, but this dependency has been suppressed in
our notation to aid presentation (and such dependency
does not have a role in the following theorem).
Definition 3.3. (Error growth matched filters) Consider
an approximating filter σhk|[1,k],σ0(·) (some fixed h > 0).
For a given set Γ and projection operator pih(·), we will say
that the approximating filter σhk|[1,k],σ0(·) and the true filter
σek|[1,k],σ0(·) are L∗-error growth matched filters in Γ, if the
approximating filter is asymptotically stable with respect to
initial conditions and has finite error on the finite interval
[1, L∗] with respect to the true filter σek|[1,k],σ0(·), and
β(M,L∗) ≤ η(L∗) (14)
where M = supσ,σ¯∈Gh(Rn) ||σ − σ¯||1.
We now establish a key result.
Theorem 3.1. (Asymptotically bounded error in the pres-
ence of modelling errors) Consider a state process x[0,k]
and a measurement process y[1,k] generated by the true sys-
tem (1), and an approximating filter σhk|[1,k],σ0(·) (some
fixed h > 0). For a given set Γ and projection opera-
tor pih(·), assume that the approximating filter σhk|[1,k],σ0(·)
and the true filter σek|[1,k],σ0(·) are L∗-error growth matched
filters. Then, the asymptotic error introduced by the ap-
proximating filter σhk|[1,k],σ0(·) is bounded by R = 2η(L∗),
in the sense that, for all k ≥ 0,∣∣∣∣∣∣σek|[1,k],σ0(·)− σhk|[1,k],σh0 (·)∣∣∣∣∣∣1
≤ β (∣∣∣∣pih(σ0)− σh0 ∣∣∣∣1 , k)+R (15)
for all ω ∈ Γ and all initial conditions σ0 ∈ Ge(Rn), σh0 ∈
Gh(Rn).
Proof. First we have for all k ∈ [0, L∗], all ω ∈ Γ, and all
initial conditions σ0 ∈ Ge(Rn), σh0 ∈ Gh(Rn) that∣∣∣∣∣∣σek|[1,k],σ0(·)− σhk|[1,k],σh0 (·)∣∣∣∣∣∣1
≤
∣∣∣∣∣∣σek|[1,k],σ0(·)− σhk|[1,k],pih(σ0)(·)∣∣∣∣∣∣1
+
∣∣∣∣∣∣σhk|[1,k],pih(σ0)(·)− σhk|[1,k],σh0 (·)∣∣∣∣∣∣1
≤ η(L∗) + β (∣∣∣∣pih(σ0)− σh0 ∣∣∣∣1 , k) . (16)
In the 1st step, we have used Minkowski’s inequality. In
the last step, we have used Definitions 3.1 and 3.2. Since
η(L∗) = 12R, we have that (15) holds for all k ∈ [0, L∗]. It
remains to establish that this holds for larger k.
Now consider the time interval k ∈ [1, L∗ + 1] and let
k¯ = k−1. From Definition 3.1, time-invariance of the true
system (1) and the approximating model (8), we can write∣∣∣∣∣∣σek|[1,k],σ0(·)− σhk|[1,k],σh0 (·)∣∣∣∣∣∣1
=
∣∣∣∣∣∣σek¯|[1,k¯],σe1(σ0)(·)− σhk¯|[1,k¯],σh1 (σh0 )(·)∣∣∣∣∣∣1
≤
∣∣∣∣∣∣σek¯|[1,k¯],σe1(σ0)(·)− σhk¯|[1,k¯],pih(σe1(σ0))(·)∣∣∣∣∣∣1
+
∣∣∣∣∣∣σhk¯|[1,k¯],pih(σe1(σ0))(·)− σhk¯|[1,k¯],σh1 (σh0 )(·)∣∣∣∣∣∣1
≤ η(L∗) + β (∣∣∣∣pih(σe1(σ0))− σh1 (σh0 )∣∣∣∣1 , k¯) (17)
where we have again used Minskowski inequality and Def-
initions 3.1 and 3.2. Hence, at time k¯ = L∗, that is
k = L∗ + 1, we have that∣∣∣∣∣∣σeL∗+1|[1,L∗+1],σ0(·)− σhL∗+1|[1,L∗+1],σh0 (·)∣∣∣∣∣∣1
≤ η(L∗) + β (∣∣∣∣pih(σe1(σ0))− σh1 (σh0 )∣∣∣∣1 , L∗)
≤ 2η(L∗)
≤ R+ β (∣∣∣∣pih(σ0)− σh0 ∣∣∣∣1 , L∗ + 1) (18)
where we have used Definition 3.3 and that R = 2η(L∗).
Hence, (15) holds for k ∈ [0, L∗ + 1]. Repeating appli-
cation of steps (17) and (18) on intervals k ∈ [n,L∗ + n]
for n = 2, 3, . . . then establishes that (15) holds for all
k ≥ 0.
The importance of Theorem 3.1 is that it establishes
that the additional estimation error introduced through
filter approximation is asymptotically bounded by R.
Remark 3. Theorem 3.1 does not bound the error in con-
ditional mean estimates (extra compactness of support as-
sumptions are required on information states).
4. Practical Stability of Approximating Filters
Let us first introduce some assumptions on the class of
approximating filters.
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Definition 4.1. (Asymptotic stability of a class of ap-
proximating filters with respect to initial conditions) For a
given set Γ, the class of approximating filters σhk|[1,k],σ0(·) is
said to be asymptotically stable with respect to initial con-
ditions if there exists a H > 0 and a β(·, ·) ∈ K L such
that, for all h ∈ (0, H], all σ0, σ¯0 ∈ Gh(Rn), all ω ∈ Γ,
and all k ≥ 0, we have that∣∣∣∣∣∣σhk|[1,k],σ0(·)− σhk|[1,k],σ¯0(·)∣∣∣∣∣∣1 ≤ β (||σ0 − σ¯0||1 , k) . (19)
Definition 4.2. (Multi-step consistency) For a given set
Γ and projection operator pih(·), the class of approximating
filters σhk|[1,k],σ0(·) is said to be multi-step consistent with
respect to the true filter σek|[1,k],σ0(·) if, for each finite L ≥ 2
and each η(L) > 0, there exists a H > 0 such that for all
h ∈ (0, H], all initial conditions σ0 ∈ Ge(Rn), all ω ∈ Γ,
and all k ∈ [1, L], we have that∣∣∣∣∣∣σek|[1,k],σ0(·)− σhk|[1,k],pih(σ0)(·)∣∣∣∣∣∣1 ≤ η(L). (20)
We will now establish a key practical stability result.
Theorem 4.1. Consider a state process x[0,k] and a mea-
surement process y[1,k] generated by the true system (1).
For a given set Γ and projection operator pih(·), assume
that the class of approximating filters σh
k|[1,k],σh0 (·) is asymp-
totically stable with respect to initial conditions and that
the class of approximating filters σh
k|[1,k],σh0 (·) is multi-step
consistent with the true filter σek|[1,k],σ0(·). Then, the class
of approximating filters σh
k|[1,k],σh0 (·) is practically stable in
the presence of modelling errors, in the sense that for any
selected Rp > 0, there exists a H > 0 such that for all
h ∈ (0, H], ∣∣∣∣∣∣σek|[1,k],σ0(·)− σhk|[1,k],σh0 (·)∣∣∣∣∣∣1
≤ β (∣∣∣∣pih(σ0)− σh0 ∣∣∣∣1 , k)+Rp (21)
for all k ≥ 0, all ω ∈ Γ, and all initial conditions σ0 ∈
Ge(Rn), σh0 ∈ Gh(Rn).
Proof. For the selected Rp, let η0 be such that 2η0 ≤ Rp
(a small enough η0 always exists). Let L
∗ ≥ 2 be such
that β(M,L∗) ≤ η0 where M = supσ,σ¯∈Gh(Rn) ||σ − σ¯||1
(a large enough L∗ always exists). Then, from the multi-
step consistency assumption, there exists a H > 0 such
that for all h ∈ (0, H], for all k ∈ [1, L∗], and all σ0 ∈
Ge(Rn), we have
∣∣∣∣∣∣σek|[1,k],σ0(·)− σhk|[1,k],pih(σ0)(·)∣∣∣∣∣∣1 ≤ η0
for all ω ∈ Γ. Hence, there exists a H > 0, such that for
each h ∈ (0, H], the approximating and true filters are L∗-
error growth matched filters with η(L∗) = η0. Theorem
3.1 can then be applied, for each h ∈ (0, H], to give the
bound (15), withR = 2η0. The theorem result then follows
because η0 was chosen so that R ≤ Rp.
The importance of Theorem 4.1 is that if the class of
approximating filters is asymptotically stable with respect
to initial conditions, and multi-step consistent with the
true filter (a condition that often holds), then an approx-
imate filter can be selected that, asymptotically, has arbi-
trarily small error compared to the true filter.
5. Example
For k = 0, . . . , T − 1, consider a true and an approxi-
mating systems of the form
xk+1 = axk + vk+1
yk+1 = cxk + wk+1 (22)
where wk and vk are zero-mean Gaussian noises, and T =
100. Consider a true system with ae = 0.95, ce = 1, and
process and measurement noises with covariances Qe = 1
and Re = 1, respectively. Also consider an approximating
system with ah = 0.99, ch = 1, and process and measure-
ment noises with covariances Qh = 1.2 and Rh = 1.2,
respectively.
Let us consider the set Γ = {ω : |yk| ≤ Bm for all k ∈
[1, T ]}, where Bm = 10. Note that for all elements of Γ,
y[1,T ] are T -feasible measurement sequences of both the
true and approximating models. For ω ∈ Γ, Ge(Rn) and
Gh(Rn) are supports for the filter recursions (6) and (11),
respectively, and these supports consist of Gaussian den-
sities with the means between −10 and 10. Here, we can
select projection operator pih(σ) = σ for all σ ∈ Ge(Rn).
For the given set Γ, projection operator pih(·), and set
of functions Gh(Rn), it can be shown that Definition 3.1
holds with β(s, t) = min {2, 5 exp(−0.3t)} for all s ≥ 0.
The bound β(·, ·) was determined from examination of
the worst initial conditions in Gh(Rn) corresponding to
xˆh−0 = ±10 and Ph0 = 0, where xˆh−0 and Ph−0 denote ini-
tial values of the prior estimate and prior covariance of the
approximating Kalman filter, respectively (see [26, p. 40]
for Kalman filter details). We note that the Kalman filter
recursion for covariance can be determined independent of
the data, and solved immediately [27, Eqn 5.2.3-5]. Now
let xˆe−k and xˆ
h−
k denote the true and approximating prior
mean estimates at time k, respectively, and let Kek and
Khk denote the Kalman filter gains of the true and approx-
imating filters, respectively. For the chosen set Γ, algebraic
manipulation of the standard Kalman filter recursions can
be used to show that the difference between the true and
approximating prior mean estimates ∆xˆ−k = xˆ
e−
k − xˆh−k
can be bounded by∣∣∆xˆ−k+1∣∣ ≤ |ae(1−Kekce)| ∣∣∆xˆ−k ∣∣
+
∣∣ae − ah − aeKekce + ahKhk ch∣∣Bhk
+
∣∣aeKek − ahKhk ∣∣Bm (23)
where Bhk = |ah(1 − Khk−1ch)|Bhk−1 + |ahKhk−1|Bm with
Bh0 = |xˆh−0 |. Here, Bhk is a bound on the worst prior mean
estimates of the approximating filter and Bm is the worst
measurements. Note that the models used in this paper
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(1) and (8) have a one-step measurement delay, and hence
the xˆe−k and xˆ
h−
k quantities from the usual Kalman filter
are the same as the quantities given in (2) and (9), re-
spectively. The prior covariance information and the dif-
ference between prior means (23) can be used to deter-
mine the difference between information states initialised
with the same initial condition and hence determine the
η(L) required in Definition 3.2. From our chosen β(·, ·)
and η(L), the smallest value of L∗ such that Definition
3.3 holds is L∗ = 10, giving η(L∗) = 0.39. Hence, for all
initial conditions σ0 ∈ Ge(Rn) and σh0 ∈ Gh(Rn), the con-
ditions of Theorem 3.1 hold with R = 0.78, and hence the
L1-norm difference between the true and approximating
systems is bounded as described by (15). In this Kalman
filter mismatch problem, because covariance information
does not depend on measurement sequence, it can also
be shown that the error in prior mean estimates with re-
spect to model mismatch is asymptotically bounded by
1.34. We highlight that this bound is much tighter than
the bound directly implied by our set Γ or indirectly im-
plied by the separately bounded responses of the two filters
(because our bound exploits the similarity of the two fil-
ters’ responses to specific measurements as described by
Definition 3.2).
It is important to highlight that if the measurements
are allowed to be unbounded, then the error in estimates
is unbounded (this is a fundamental property of filter, as
suggested by (23), and is not a limitation of our result).
In practice, the presented analysis can be used to under-
stand error properties of approximate Kalman filters dur-
ing periods in which |yk| ≤ Bm. Due to the nature of
the measurement process, periods containing sequences of
bounded measurements can only be separated by a finite
number of |yk| > Bm events (if Bm is large enough).
6. Conclusion
This paper establishes an asymptotic error bound on
filtering performance in the situations involving model mis-
match. We also present results on practical stability of a
filter with respect to modelling errors. The results are es-
tablished using forgetting and consistency properties, and
are illustrated for a Kalman filter mismatch example.
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