ABSTRACT A multi-objective optimization method for constant stress accelerated degradation test is proposed in order to solve the problem of different or even conflicted test configuration under different optimization objectives. The inverse Gaussian process is used as a degradation model, and the unknown parameters are solved by maximum likelihood estimation. The two optimization criteria of the maximum determinant of the information matrix and the minimum asymptotic variance of P-quantile are considered. The improved multi-objective particle swarm optimization algorithm is proposed to search test optimal configuration, and the Pareto solution set for dual-objectives is obtained. Finally, the effectiveness of the method is illustrated by a group of examples of electrical connectors. Compared with the single-objective optimization design, the proposed method is more reasonable and convenient for test configuration. The performance index of the test function indicates that the optimal algorithm we proposed has some obvious advantages over the NSGA-II in diversity and convergence of the Pareto solutions and it is significant in guiding engineering practice.
I. INTRODUCTION
With the development of material science and manufacturing technology, the reliability of products have been greatly improved. In order to perform life prediction and reliability evaluation of the products, life test and degradation test are widely applied to obtain life information or degradation information. However, it is difficult to obtain the product life information and the test is time consuming and costly. And the traditional degradation test also gradually shows the disadvantage of obtaining degradation information slowly under rated condition [1] , [2] . The accelerated degradation test (ADT) accelerates the degradation process of products by increasing the stress level, so as to obtain as much degradation information as possible in a specified time. Therefore, it is widely adopted by domestic and overseas scholars in dealing with the reliability evaluation and life prediction of high reliability and long life products [3] - [5] . The optimal design
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of the accelerated degradation test is to allocate the test factors reasonably (e.g., the accelerated stress level and samples size) under the constraint of test conditions (e.g., total sample size, stress level), in order to achieve the goal of improving the model fitting accuracy, prediction accuracy and reducing the test cost [6] , [7] .
The optimal design method for ADT is different for different optimization objectives. In order to improve the fitting accuracy of the degradation model, Ge et al. [8] optimized the step stress accelerated degradation test (SSADT) using the Wiener process by maximizing the determinant of the Fisher information matrix, which is also called D-optimization. Ye et al. [9] optimized the constant stress accelerated degradation test (CSADT) using the stochastic parameters' Inverse Gauss (IG) process by minimizing the asymptotic variance of the P-quantile of life distribution under the normal stress (i.e., V-optimization), which improves the prediction accuracy of degradation model. Wang et al. [10] proposed a M-optimization criterion focusing on the consistency of the degradation mechanism, and optimized ADT using IG degradation process by minimizing the asymptotic variance of consistency factors of the degradation mechanism. In recent years, Bayesian test method has been widely used in optimization design of ADT, such as minimizing the expected pre-posterior variance of quantile life [11] , maximizing the Kullback-Leibler (KL) divergence (i.e., distance between prior distributions and posterior distributions) [12] , and maximizing the estimation accuracy of failure time distribution quantiles [13] . Other optimization methods can be found in [14] - [16] . These optimization design methods play an important role in single objective optimization design of ADT, and have the guiding significance for engineering practice.
Under the increasingly complex conditions, the single objective optimization cannot meet the needs in practice gradually, and the test configurations obtained by optimizing each objective are often different or even contradictory. For instance, to maintain the best consistency of the degradation mechanism, the fitting accuracy and the prediction accuracy have to be reduced to a certain extent [10] . At the same time, the fitting accuracy and the prediction accuracy are often contradictory. Therefore, it is worth further studying how to optimal design for the multiple objectives and obtain the optimal solution satisfying each objective. Marseguerra et al. [17] adopted multi-objective genetic algorithm to optimize twoobjectives ADT, the estimation accuracy of the failure time distribution and the one of the test cost. It provides a reference for the multi-objective optimization design of ADT, but its utility function only considers the estimation precision of failure time. Based on the concept of Pareto solution, Li et al. [18] adopts greedy NSGA-II algorithm to optimize Bayesian SSADT, considering the acquisition of degradation information, the estimation accuracy of degradation model and test cost simultaneously, and the Pareto solution is simplified by the data envelopment analysis. It is convenient for engineering application, however, the convergence of the NSGA-II algorithm itself is relatively poor [19] , which limits the search for the optimal configuration of ADT to a certain extent. At the same time, the two most important criteria for the degradation test, the D-optimization and the V-optimization, which have attracted great attention of the scholars, have not been integrated into the multi-objective optimization design of ADT in the previous researches.
The intelligent evolutionary algorithm is favored by researchers because it can achieve the unity of diversity and convergence of solutions in multi-objective optimization [19] - [23] . The multi-objective particle swarm optimization (MOPSO) algorithm, as the application of the particle swarm optimization (PSO) in the multi-objective problem, retains its characteristic of fast convergence, however, it may fall into the local optimum problem [19] . To overcome this shortcoming, some domestic and overseas scholars have proposed many balancing strategies. Yen and Kadkol [24] adjusted the parameters of MOPSO by storing information in various parts of the confidence space, and then proposed a cultural MOPSO algorithm. Hu et al. [19] adopted the concept of entropy to represent the evolution state, measured individual fitness by lattice distance density, and proposed a MOPSO algorithm based on the Pareto entropy which can effectively avoid the solution falling into the local optimum, and improve the convergence and diversity of solution. The related improvement MOPSO can be seen in [25] and [26] .
The IG process is a stochastic process with independent increments, because of its strict monotonic and accurate fitting effect on the electrical components such as GaAs lasers [27] and electrical connectors [9] , it is increasingly applied in degradation modeling and optimization design. Taking IG process as the degradation model, this paper proposes a multi-objective optimization method for CSADT, which combines the two optimization objectives: the fitting accuracy and the prediction accuracy. Adopting an improved MOPSO algorithm, we take the D-optimization criterion and the V-optimization criterion into consideration comprehensively. Then the optimal test configuration considering dualobjectives are obtained.
The rest of the paper is organized as follows. Section 2 introduces some necessary preliminaries of the IG degradation model and the acceleration model. Section 3 gives statistical inference for the D-optimization and the V-optimization, respectively, and obtains the multi-objective optimal model. Section 4 elaborates the improved MOPSO algorithm, and verifies the feasibility of the algorithm through test function. In Section 5, the effectiveness of the multi-objective optimization method proposed is illustrated by an example of electrical connectors. Finally, Section 6 concludes the paper and proposes the future research.
II. PRELIMINARIES
In this section, we will introduce the necessary preliminaries of the IG degradation model and Arrhenius acceleration model to construct the accelerated degradation model. Learning factor r 1, 2 Random number g max Maximum number of iterations
B. INVERSE GAUSS PROCESS
As a kind of stochastic process, IG process is increasingly applied in product degradation modeling. We assume that the degradation path of a kind of product satisfies IG process:
where, y(t) denotes the degradation of the product's performance characteristic at time t, β and η are drift parameter and diffusion parameter of IG process. The probability density function (PDF) of y(t) can be defined as:
where (t) is time scale function. Under the condition of failure threshold ω, we define the first threshold time of IG process as the life of the product. Then, based on the concept of the first hitting time (FHT), it is natural to define life T ω as:
Therefore, the cumulative distribution function (CDF) of life for the IG process is given in [27] :
The corresponding PDF is (5), as shown at the bottom of this page.
Based on the CDF (4), the P-quantile of the failure time distribution does not have a closed form. Reference [33] noted that, when η (t) is large, y(t) can be regarded as a normal distribution with a mean of β (t) and a variance of β 3 (t)/η. T ω can be approximated as:
The P-quantile ξ p of T can be given:
where −1 (t) is the inverse function of (t) and z p is the standard normal P-quantile.
C. ACCELERATATION MODEL
The acceleration model can reflect the effect of stress change on the degradation process by formulating the relationship between the accelerated stress and the model parameters. This paper takes the accelerated temperature stress as an example to illustrate the relationship between the parameters β and the accelerated stress by Arrhenius model.
where α 0 and α 1 are undetermined parameters the accelerated stress level S i , i = 1, 2, · · · , M , and x i is the accelerated stress after standardization, which is defined as:
where S 0 denotes the normal working stress, S M is the maximum accelerated stress,
Suppose a total number of N units is put into CSADT. The acceleration stress level is set from S 1 to S M with M grades, and there are N i samples tested under each stress level.
denotes the degradation path of the unit under S i and
where we suppose the time scale function (t) = t q and the P-quantile of T ω can be given:
III. STATISTICAL INFERENCE AND OPTIMIZATION MODEL
In this section, we estimate the unknown parameters in the accelerated degradation model by a maximum likelihood estimation (MLE). On this basis, the Fisher information matrix is obtained, and the D-optimization and V-optimization criteria for the accelerated degradation test using IG process are given.
A. LIKELIHOOD FUNCTION
Follow the assumptions in the previous chapter, we define y ijk as the degradation of the j-th sample at time t ijk = kτ i under the i-th stress level where, k is the measurement number, assuming the same measurement number for each sample at the same stress level,
. For the unknown model parameter vector θ = (α 0 , α 1 , η, q), the log likelihood function L(θ ) can be found in the Appendix A.
To solve the unknown parameters of the model, we take the first derivative of L(θ ) with respect to θ by MLE, the detailed expressions can be found in the Appendix A.
B. D-OPTIMIZATION
The Fisher information matrix consists of the expectation of the second derivative of the likelihood function with respect to each parameter in the model. The value of its determinant reflects the fitting degree of the degradation model. The optimization method that maximizes the determinant of the Fisher information matrix to obtain higher fitting accuracy is called D-optimization.
The D-optimization is widely adopted in the accelerated life test, Ge et al. [8] introduced it into ADT, and optimized the SSADT using the Wiener process with constraints of test cost, stress level and test time. The D-optimization is chosen as the first objective function in order to ensure the high fitting accuracy of the degradation model. The Fisher information matrix of the model can be expressed as (12) , shown at the bottom of this page, and the detailed expressions of each element in it can be found in the Appendix B.
C. V-OPTIMIZATION
Asymptotic variance (Avar) reflects the deviation of life estimation under normal stress. By minimizing the asymptotic variance of the P-quantile under the normal stress Avar(ξ p ), the higher accuracy of the life estimation can be obtained (V-optimization). Therefore, it is chosen as the second optimization objective function in this paper. Since the expression of Avar(ξ p ) is generally difficult to be solved, [27] give a delta method as
where H(θ ) is the first derivative of F T ω (t) with respect to θ and the expression of it can be given as
Based on (11) Avar(ξ p ) can be expressed as ∇ξ p I −1 (θ)∇ξ p where ∇ξ p is the first derivative of ξ p with respect to θ :
The detailed expressions for the elements in ∇ξ p can be found in the Appendix C.
D. OPTIMIZATION MODEL
In the optimization design of the CSADT, the solution of the optimization objective is under some constraints, such as the constraints to the test samples, measurements number and stress level. These constrains can ensure the consistency of the test with the actual production needs. In this paper, (1) The number of the accelerated stress levels M should not be too small in order to ensure good extrapolation performance, therefore, it is pre-given as 3, i.e., M = 3; (2) The accelerated stress levels x i should be limited within the maximum allowable acceleration stress range and exceed rated working stress (3) The number of samples under each acceleration
stress N i should not exceed the maximum sample number, and the total of N i should be equal to the sample size N . Then the CSADT multi-objective optimization model is given as (16) .
IV. OPTIMIZATION ALGORITHM
As the application of PSO in multi-objective problem, MOPSO algorithm is favored by more and more scholars because of its fast convergence speed and simple calculation form. It was first proposed by Coello and Lechuga [28] , and subsequent scholars made a lot of improvements to obtain the Pareto frontier which balances the convergence and distribution, and achieved a series of phased results [19] , [24] - [26] . In this paper, an improved MOPSO algorithm, which combines the archive updating method based on adaptive grid [29] with the leading particle selection strategy based on crowding distances and mutation operators [30] , is proposed and applied to the optimization design of CSADT. The improved MOPSO algorithm is described in detail below. 
A. EXTERNAL ARCHIVE UPDATE STRATEGY
The concept of adaptive grid is first proposed by Knowles and Corne [31] . Reference [31] establishes a hypercube grid according to the dimension of objective function, and stores the searched multi-objective solution sets into the hypercube grid. The form of the grid generation is given in FIGURE 1 with the minimum optimization problem of two objectives as an example.
First, the non-dominated solution is screened out from the solution particles searched by MOPSO algorithm in each generation (in this paper, it is the objective function values corresponding to the optimization configuration of CSADT) to enter the external archive by the concept of Pareto dominance. Here the concept of Pareto dominance, non-dominated solution and Pareto frontier are given and described as the following.
For In state I and III, the new solution position may exceed the external archive boundary. At this time, the adaptive grid will re-divide the boundary, and adapt to new solutions to increase the diversity of the Pareto frontier. As the number of the searches increases, the number of non-dominated solutions increases rapidly. When the number of the particles in the hypercube grid reaches the maximum capacity of the external archive n c , if the searched new solution is in the third state, the previous method cannot determine which particles should be deleted. For the updating of the Pareto frontier particles, Sierra and Coello [30] adds the second criterion-crowding distance besides the concept of Pareto dominance. By deleting particles with smaller crowding distance, the Pareto frontier keeps better distribution. The illustrative calculation process is given in FIGURE 1, and the calculation formula for the crowding distance is as follows:
where g(dis) s u is the crowding distance of the u-th particle on the s-th objective, and g s u−1 is the fitness of the u-1-th particle on the s-th objective, where u is a certain Pareto VOLUME 7, 2019 FIGURE 2. Pseudocode of archive update strategy.
particle (the crowding distance of the endpoint particle is considered infinite), which is different from the specific u-th particles described above. g s max and g s min are the maximum and minimum fitness of the s-th objective, respectively. The pseudocode of the archive updating algorithm is shown in FIGURE 2.
B. PARTICLE SEARCH AND UPDATING STRATEGY
On the basis of updating the external archive, the best particles need to be selected to guide subsequent search. The individual optimal position can be selected directly through the concept of Pareto dominance, while for the population optimal (leading particle), a roulette betting method based on hypercube grid is proposed in [29] , and the probability of each grid being selected depends on the number of non-dominated particles contained in it, i.e., the density, which is logged after the adaptive grid updating in FIGURE 2. Then we randomly select one of the particles as the leading particle in the selected grid. After the leader particles are obtained, the speed and position can be updated by (18) . (18) Here, v ud and p ud represent respectively the velocity and position of the u-th particle in the d-th dimension, p hd and p gd represent the historical best position of the u-th particle and population best position in the d-th dimension, respectively. The ranges of u and d in this paper depends on the population size n and dimension of the optimization model D (i.e., the number of the elements we need to optimize in experimental configuration). w represents the inertia weight, and c 1,2 and r 1,2 represents the learning factor and random number, respectively.
At the same time, with the progress of the particle search, we applied the mutation operator in EA [30] to the adjustment of search space in order to make our accelerated degradation test configuration scheme more diversified while meeting our requirements. Each searched particle is divided into three parts: the non-mutation, the uniform mutation and the non-uniform mutation by applying different mutation operators to different parts of the particle to obtain a search space with the capacity of both exploration and discovery.
By combine the above strategies, the overall process of the improved MOPSO is given as shown in the FIGURE 3.
To verify the feasibility of the proposed MOPSO algorithm for multi-objective optimization, three test functions Kursawe, ZDT1 and ZDT2 are used to test the algorithm. The search results are shown in FIGURE 4.
It can be seen that the Pareto solution set searched by the proposed MOPSO algorithm is basically uniformly distributed on the real front of the test function. Therefore, the improved MOPSO algorithm can search accurately for the multi-objective optimization problems. At the same time, for further quantitative analysis, the performance index of convergence(Generation distance, GD) and diversity(Spacing, SP) of MOPSO in Pareto frontier search are listed in TABLE 1 for comparison with NSGA-II: It can be seen from TABLE 1 that the improved MOPSO algorithm has less GD and SP for the three test functions, which shows that it has the advantages in convergence and diversity compared with NSGA-II.
V. ILLUSTRATIVE EXAMPLE
In this section, the stress relaxation data provided in [32] (Example 8.7, pp.351) are employed as an example for analysis. The degradation model using the IG process is used and the fitting validation is done by quantile-quantile plot. Then, the optimization model of CSADT with three-stress and dualobjective is optimized by the optimization model established in the above section. The optimization process adopts the improved MOPSO algorithm and finally compares with the optimization results of the NSGA-II algorithm. 
A. APPLICATION OF IG MODEL
Stress relaxation is a phenomenon that the strain in a component remains unchanged but the stress in it decrease gradually. With the increase of working temperature, the contact of the electrical connector often fails due to stress relaxation at high temperature. Yang [32] carried out an experiment on the stress relaxation CSADT of electrical connector under three stress levels. The accelerated degradation data are collected under the conditions of S1=65 • C, S2=85 • C, and S3=100 • C, respectively. The experimental data and measurement time are shown in TABLE 2 and 3. Degradation trend of stress relaxation is shown in FIGURE 5.
In this paper, the IG process is used as the degradation model to optimize the stress relaxation ADT under three stresses. The stress relaxation threshold of the electrical connector is 30%, i.e., ω = 30, the time scale function is (t) = t q . The estimated value of each parameter of the model is obtained by the MLE. In order to verify that the model can fit stress relaxation data well, the goodness of fit is verified by quantile-quantile plot. The results show that the goodness of fit is good, as shown in the FIGURE 6. 
B. MULTI-OBJECTIVE OPTIMIZATION DESIGN OF CSADT
To set and constrain the elements of the experiment, we suppose 18 units are available for the CSADT, and assume the same measurement interval under different stresses, i.e., τ i = τ = 24, measurement number under each accelerated stress is K i = 14. Considering a three-level CSADT plan is studied in this paper, so M = 3. In this paper, We are interested in minimizing the asymptotic variance of B10, so 0.1-quantile of the failure time distribution is researched. The proposed method is used to optimize three-level CSADT of electrical connector. The normal working stress of the electrical connector is 40 • C, and the maximum acceleration stress is 100 • C. In order to ensure good extrapolation performance, we set S 1 range to be(40,60] and the one for S 2 is (60,80]. Considering the constraints of the total number of samples, we search both N 1 and N 2 simultaneously. The Pareto frontier obtained is shown in FIGURE 7 , and the eighteen test configurations of them are listed in the Table 4 .
It can be seen from TABLE 4 that the Pareto solution set covers a wide range, and the two optimization objectives |I (θ )| and Avar (ξ p ) are also mutually constrained. The larger |I (θ )| corresponding experimental configuration will make Avar (ξ p ) relatively large, and vice versa, which corresponds to the previous description. In order to compare the difference between the multi-objective optimization and the single-objective optimization, in this section, the traditional single-objective optimization method in [9] is used to optimize the single-objective design of CSADT. The results are shown in the TABLE 5.
It can be seen that the optimization method in [9] can search for the optimal experimental configuration of CSADT for the single optimization objective, which corresponds to the two boundary conditions in the TABLE 4. However, for the test configuration which balances the two optimization objectives and takes both into consideration, the singleobjective optimization algorithm cannot be realized. As can be seen from the FIGURE 7, when Avar (ξ p ) ∈ [0, 1 × 1010] |I (θ )| ∈ [−2 × 10100] (marked in the FIGURE 7) the fitness of the Pareto solution set is relatively balanced with respect to the two optimization objectives, which can be used as the guiding basis for the optimal test configuration. Corresponding to the plan 6-13 in the TABLE 4, and the FIGURE 8 gives an enlarged view of the region.
In order to compare the search results of the improved MOPSO with the ones of NSGA-II, the search results of NSGA-II are also shown in FIGURE 7. The maximum capacity of the MOPSO external archive and the number of NSGA-II populations in this section are 200. After reaching the same maximum generation g max , it can be seen from the optimization results that the MOPSO searches for the CSADT optimization design of the dual objectives and three stresses have a wider distribution, indicating that the diversity of the Pareto frontier is better. From FIGURE 8 , we can see that the fitness value of the experimental configuration optimized by the improved MOPSO algorithm is better, and the Pareto frontier has better convergence than NSGA-II in the application of electrical connector.
VI. CONCLUSION
In this paper, a multi-objective optimization method is proposed using IG process under CSADT. Under the constraint of the total number of test samples and stress, the CSADT with three-stress and dual-objective is optimized. Compared with the single-objective optimization, it effectively solves the problem of mutual constraints between the objectives. The improved MOPSO is applied to the CSADT multiobjective optimization design to optimize the experimental configuration, and the optimization process is carried out for multi-variables simultaneously. Compared with the traditional one-by-one searching method in the single-objective optimization, the improved MOPSO algorithm is more convenient for the unified adjustment and constraint of each test variable in engineering practice. In the application example of the electrical connector CSADT, compared with NSGA-II, the searched Pareto solution set distribution is more diverse and the fitness is better. In addition, the analysis results of the test function prove that the improved MOPSO algorithm has advantages in the distribution and convergence of the solution, which has certain guiding significance for the related multi-objective optimization problem.
Based on the research in this paper, the following points should be further studied: (1) it is worthwhile to apply this optimization method to SSADT to optimize other test variables. More details are given in [10] ; (2) it may be of interest to increase the number of the optimization objectives, and to incorporate test costs, M-optimization and other optimization criteria for comprehensive consideration. More details may be found in [18] ; (3) it is meaningful to further improve the convergence and diversity of the MOPSO algorithm by using adaptive inertia weights and other improved strategies, so that the optimal configuration of experiments can be more accurate.
APPENDIX

A. MLE OF UNKNOWN MODEL PARAMETERS
According to Section II, the log-likelihood function
where, θ = (α 0 , α 1 , η, q) are unknown parameters to be estimated.
Taking the first derivative of L(θ) with respect to θ , we derive
According to the properties of MLE, the unknown parameters can be derived by Then, we can calculate the elements of the Fisher information matrix as follows. 
C. ELEMENTS OF THE FIRST DERIVATIVE OF P-QUANTILE
To simplify Avar(ξ p ), we calculate each elements of the first derivative of P-quantile by the following equations: 
