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ON THE HODGE FILTRATION OF HODGE MODULES
Morihiko Saito
RIMS Kyoto Univ., Kyoto 606-8502 Japan
Let X be a complex manifold, and Z an irreducible closed analytic subset. We have
the polarizable Hodge Module ICZQ
H whose underlying perverse sheaf is the intersection
complex ICZQ. See [16]. Let (M,F ) be its underlying filtered DX -Module. ThenM is the
unique regular holonomic DX -Module which corresponds to ICZC by the Riemann-Hilbert
correspondence [9] [13], and it is relatively easy to determineM in some cases (for example,
if Z is a hypersurface with isolated singularities [28]). However, the Hodge filtration F on
M is a more delicate object, and it is not easy to describe F explicitly, because we have
to calculate the filtration V to some extent.
More generally, assume (M,F ) underlies a polarizable Hodge Module M with strict
support Z (see [16]). Let q = min{p ∈ Z : FpM 6= 0}. The generating level of (M,F )
is defined to be the minimal length of a part of the filtration F which generates (M,F )
over (DX , F ) (i.e., (M,F ) has generating level ≤ r if Fq+r+iM = FiDXFq+rM for i ≥ 0,
and generating level r if it has generating level ≤ r but not ≤ r − 1). Here the filtration
F on DX is by the order of differential operator. Note that (M,F ) has generating level
≤ r for r ≫ 0 at least locally, because F is a good filtration (i.e., GrFM is coherent over
GrFDX). The notion of generating level measures in some sense the complexity of the
filtration F . (See also Remark (ii) after (1.3).) If Z is a point so that M corresponds to a
Hodge structure, then the generating level of (M,F ) coincides with the level of the Hodge
structure.
0.1. Theorem. If the restriction of M to a Zariski-open subset of Z is a variation of
Hodge structure with stalkwise level r, then (M,F ) has generating level ≤ r + m − 1,
where m = dimZ. In particular, if (M,F ) underlies ICZQ
H , then it has generating level
≤ m− 1.
Actually we prove a more general statement by induction on m using resolution of
singularity and the calculation of nearby cycles in the normal crossing case [17]. See (1.3)
below. The above estimate of the generating level is optimal, because we can determine
the generating level in a special case (see (0.8) below for a more general statement):
0.2. Theorem. Assume (M,F ) underlies ICZQ
H and Z is a cone of a smooth hypersur-
face of degree d. Let k1 ∈ Z such that k1 < dimX − (dimX/d)− 1 ≤ k1+1. Then (M,F )
has generating level k1. In particular, it has generating level m−1 if d > dimX = m+1.
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This gives a counter example to Brylinski’s conjecture [3], and, more generally, to the
following statement (which seems to have been conjectured by some people):
Assume (M,F ) underlies a polarizable Hodge ModuleM with strict support Z, and let
Z0 be the smallest closed subspace of Z such that the restriction of M to its complement
is a variation of Hodge structure (see [16]). Then there should exist a reduced lattice L of
M such that
(0.3) FpM =
∑
i
FiDX(L ∩ j˜∗(Fp−iM |X\Z0)),
where j˜ : X \ Z0 → X is a natural inclusion. (Here a lattice means an OX -sub-Module of
M which generates M over DX , and a lattice is called reduced if it is annihilated by the
reduced ideal of suppM .)
In fact, if the variation of Hodge structure is of type (0, 0), then (0.3) for p = q implies
L|X\Z0 = FqM |X\Z0 where q = codimXZ (using (1.5.3) below). So (0.3) becomes FpM =
Fp−qDXL, i.e., F has generating level 0. This contradicts (0.2).
For the proof of (0.2), assume first Z is a hypersurface of X , and let f be a local
(reduced) equation of Z. We will denote M by Mf in this case. Let M
′
f = OX [f
−1],
and M ′′f = M
′
f/OX . Then Mf is (up to a Tate twist) isomorphic to the minimal DX -
sub-Module of M ′′f whose restriction to X \ SingZ coincides with the restriction of M
′′
f .
See for example [28]. (In fact, the assertion holds for the corresponding perverse sheaves
[1].) Furthermore, M ′f ,M
′′
f have the Hodge filtration F , because they naturally underlie
mixed Hodge Modules. See (2.2). Let V˜ be the filtration on OX induced by the filtra-
tion V on the algebraic microlocalization OX [∂t, ∂
−1
t ] in [19] using the natural inclusion
OX → OX [∂t, ∂
−1
t ]. Here V is indexed decreasingly by Q so that the action of ∂tt− α on
GrαV (OX [∂t, ∂
−1
t ]) is nilpotent. See (2.1). Using the relation of the Hodge filtration with
the filtration V in (2.3.3), we can show (see (2.4)):
0.4. Theorem. F0M
′
f = f
−1V˜ 1OX , FpM
′
f ⊃
∑
k≥0 Fp−kDX(f
−k−1V˜ k+1OX).
We have a similar formula forM ′′f , because (M
′
f , F )→ (M
′′
f , F ) is strictly surjective (i.e.,
F onM ′′f is the quotient filtration). For example, we have F0M
′′
f = f
−1V˜ 1OX/OX . Using
the theory of duality for filtered differential complexes [16], we can show that ωX⊗OXF0M
′′
f
is the dual of Gr0FΩZ , where (ΩZ , F ) is the filtered complex of du Bois [5]. We say that
Z has du Bois singularity if the natural morphism OZ → Gr
0
FΩZ is a quasi-isomorphism
[25]. Let bf (s) be the b-function of f , and αf the minimal root of bf (−s)/(s− 1). Then
0.5. Theorem. Z has du Bois singularity if and only if αf ≥ 1 (i.e., the maximal root of
bf (s) is −1).
In fact, the both conditions are equivalent to V˜ 1OX = OX , see (2.4). For the isolated
singularity case, see also [25].
Note that (0.4) is a refinement of [18, (0.11)] on the relation between the Hodge and
pole order filtrations, because the last term of (0.4) coincides with f−p−1OX for p ≤ αf−1
where αf is as in (0.5). From (0.4) we can deduce (see (2.5)):
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0.6. Theorem. We have F1Mf = (f
−1V˜ >1OX)/OX , (f
−k−1V˜ >k+1OX)/OX ⊂Mf and
Fp+1Mf ⊃
∑
k≥0
Fp−kDX(f
−k−1V˜ >k+1OX)/OX .
Note that the first equality means ωX⊗OX (f
−1V˜ >1OX)/OX = pi∗ωZ′ where pi : Z
′ → Z
is a resolution of singularity (see [18]). So we have ωX ⊗OX (OX/V˜
>1OX) = ωZ/pi∗ωZ′ ,
and Z has rational singularity if and only if αf > 1 (see [loc. cit.] and compare (0.5)). It is
not clear whether the equality should hold in the last formula of (0.4), (0.6). We can prove
the equality in a special case as in (0.7), (0.8) below. If Z is smooth, we have Mf = M
′′
f ,
and FpM
′
f = OXf
−p−1, FpM
′′
f = Fp+1Mf = OXf
−p−1/OX for p ≥ 0. So we may restrict
to a neighborhood of SingZ.
Assume further that SingZ is isolated, n := dimX > 1 and f is a quasihomoge-
neous polynomial of weights (w1, . . . , wn) for a local coordinate system (x1, . . . , xn) on
a neighborhood of 0 ∈ SingZ. Then we have the order function vw on M
′
f,0 such that
vw(f
km) = vw(m) + k for m ∈ M
′
f,0, k ∈ Z, and vw(1) =
∑
i wi = αf . See (4.1). Let
G be the filtration on M ′f ,M
′′
f by pole order (i.e., GkM
′
f = OXf
−k−1 if k ≥ 0 and 0
otherwise). For β ∈ Q, let G≥βk M
′
f,0, G
>β
k M
′
f,0 be the subgroups of GkM
′
f,0 defined by the
condition vw(m) ≥ β and vw(m) > β respectively, where M
′
f,0 is the stalk of M
′
f at 0.
Let G≥βk M
′′
f,0, G
>β
k M
′′
f,0 be the image of G
≥β
k M
′
f,0, G
>β
k M
′
f,0 in M
′′
f,0. Then we have (see
(4.2)):
0.7. Theorem. With the above assumptions and notation, let k0 = [n− αf ]− 1. Then
FpM
′
f,0 =
∑
k≥0
Fp−kDX,0G
≥0
k M
′
f,0 =
∑
0≤k≤k0
Fp−kDX,0G
≥0
k M
′
f,0,
and (M ′f , F ) has generating level k0 (similarly for M
′′
f ).
In particular, the equality holds in the last formula of (0.4), because the middle term
of the formula of (0.7) is contained in the last term of (0.4) (see (4.1.2) below). For the
proof of (0.7), we have to calculate the filtration V along f which determines the Hodge
filtration F onM ′f . Using the algebraic microlocalization on which the filtration V is much
easier to calculate (see (4.1.2)), the assertion is reduced to a certain calculation about the
regular sequence (f1, . . . , fn) where fi = ∂f/∂xi. The assertion for M
′′
f follows from that
for M ′f . From (0.7) we can deduce (see (4.3)):
0.8. Theorem. With the assumptions and notation of (0.7), we have G>0k M
′′
f,0 ⊂ Mf,0,
and
Fp+1Mf,0 =
∑
k≥0
Fp−kDX,0G
>0
k M
′′
f,0 =
∑
0≤k≤k1
Fp−kDX,0G
>0
k M
′′
f,0,
where k1 = max{k ∈ Z : k < n− αf − 1}. Furthermore (Mf , F ) has generating level k1.
In particular, the equality holds in the last formula of (0.6) using (4.1.2). If f is homo-
geneous of degree d (i.e., wi = 1/d), then the first equality of (0.8) is related to a modified
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version (see [16]) of Brylinski’s conjecture. See Remark after (4.3). (However I am not
sure whether the modified version should be true in general.) Note that (0.2) is a special
case of of (0.8), because αf = n/d.
For the passage from (0.4), (0.7) to (0.6), (0.8), we have to work on the difference
between V˜ >k+1, G>0k and V˜
k+1, G≥0k . For (0.6) we use the theory of microlocal filtration
V in [18] so that the assertion is reduced to the fact that Mf has no nontrivial quotient
whose support has dimension < m. For (0.8) we use Brieskorn’s module H ′′f in [2] and the
algebraic local cohomology Hn[0]OX to get an algebraic version of [28]. Then the assertion
is reduced to the injectivity of the action of f on Brieskorn’s module [22].
Finally, the above two theorems can be extended to the following (see (5.4)):
0.9. Theorem. Except for the assertions on generating levels, the assertions of (0.7) and
(0.8) are true also in the semiquasihomogeneous isolated singularity case.
In this case, (M ′f , F ) and (Mf , F ) have generating level ≤ k0 and ≤ k1 respectively,
because of the last isomorphisms of (0.7), (0.8). However, they may have strictly smaller
generating levels. See Remark (i) after (5.4). In particular, we get
0.10. Remark. The generating levels of (Mf , F ), (M
′
f , F ), and (M
′′
f , F ) are not necessarily
constant under a µ-constant deformation of f .
In §1 we introduce the notion of generating level, and prove (0.1). In §2 we review the
theory of (microlocal) filtration V to show (0.4), (0.6). In §3 we recall some facts from
the theory of Brieskorn’s module and b-function in the isolated hypersurface singularity
case. In §4 we restrict further to the quasihomogeneous isolated singularity case, and prove
(0.7), (0.8). In §5 we study the generalization of (0.7), (0.8) to the semiquasihomogeneous
isolated singularity case.
1. Generating Level
1.1. Let X be a complex manifold, (M,F ) a filtered DX -Module, and r an integer. We
say that (M,F ) is r-generated if
(1.1.1) Fi+rM = FiDXFrM for i ≥ 0,
where F on DX is the filtration by the order of differential operator. We say that (M,F )
is exactly r-generated if it is r-generated but not (r − 1)-generated.
Assume q := min{p ∈ Z : FpM 6= 0} is finite. We say that (M,F ) has generating level
≤ r if it is (r + q)-generated, and generating level r if it has generating level ≤ r but not
≤ r − 1.
Remarks. (i) We say that a filtered DX-Module (M,F ) is coherent and the filtration F
on M is good, if GrFM is coherent over GrFDX . This condition implies that (1.1.1) holds
for r ≫ 0 (i.e., the generating level is finite) locally on X .
(ii) The generating level of (M,F ) coincides with the minimum of the length of the
filtrations of filtered OX -Modules (L, F ) having strict surjective morphisms (DX , F )⊗OX
(L, F ) → (M,F ), where the filtration F on the left-hand side is defined by Fp =
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∑
i FiDX ⊗OX Fp−iL. We say that (DX , F )⊗OX (L, F ) is the induced filtered (left) DX -
Module associated with (L, F ). The condition (1.1.1) is equivalent to the strict surjectivity
of the canonical morphism (DX , F )⊗OX (FrM,F )→ (M,F ).
(iii) Let i : X → Y be a closed embedding of complex manifolds, and consider i∗(M,F )
as filtered D-Module. Then (M,F ) has generating level r if and only if i∗(M,F ) does, and
(M,F ) is r-generated if and only if i∗(M,F ) is (r − d)-generated, where d = codimYX .
See (1.5.3).
(iv) If X = pt, and (M,F ) underlies a Hodge structure (where F p = F−p), the gener-
ating level of (M,F ) coincides with the level of Hodge structure which is defined by
(1.1.2) max{p ∈ Z : GrpFM 6= 0} −min{p ∈ Z : Gr
p
FM 6= 0}.
If dimX ≥ 1 and (M,F ) underlies a variation of Hodge structure with stalkwise level r,
then (M,F ) has generating level ≤ r, but the equality does not hold in general.
(v) Let 0→ (M ′, F )→ (M,F )→ (M ′′, F )→ be a short exact sequence of filtered DX -
Modules. If (M ′, F ), (M ′′, F ) are r-generated, then (M,F ) is also r-generated. If (M,F )
is r-generated, then (M ′′, F ) is r-generated, but (M ′, F ) is not necessarily.
1.2. Let X be a complex manifold, S a polydisc with a coordinate t, and X ′ = X × S
so that X is identified with X × {0} in X ′. We denote by V 0DX′ the subring of DX′
generated by OX′ ,DX and t∂t, and define the decreasing filtration V of DX′ by
V iDX′ = t
iV 0DX′ , V
−iDX′ =
∑
0≤j≤i
∂jt V
0DX′
for i ≥ 0.
We say that a coherent DX′ -Module M admits the rational filtration V along X (see
[16]), if M has an exhaustive decreasing filtration V indexed by Q such that
(i) V αM are coherent V 0DX′ -sub-Modules of M ,
(ii) tV αM ⊂ V α+1M (with the equality for α > 0),
(iii) ∂tV
αM ⊂ V α−1M ,
(iv) ∂tt− α is nilpotent on Gr
α
VM for α ∈ Q.
Here GrαVM = V
αM/V >αM with V >αM =
⋃
β>α V
βM , and we assume V is indexed
discretely (i.e., there exists a discrete subset Σ of R contained in Q such that V αM = V βM
if Σ ∩ [α, β) = ∅). The filtration V is uniquely determined by the above conditions. See
also [8] [12]. If M is a right DX′ -Module, we replace ∂tt − α by t∂t + α in the above
condition. See (1.5.1).
We say that a coherent filteredDX′ -Module (M,F ) admits the rational filtration V along
X (see [16]), if M admits the rational filtration V along X and the following conditions
are satisfied:
(1.2.1)
t : (V αM,F )
∼
→ (V α+1M,F ) for α > 0,
∂t : Gr
α
V (M,F )
∼
→ Grα−1V (M,F [−1]) for α < 1,
where (F [m])p = Fp−m.
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If the above conditions are satisfied, we define the nearby and vanishing cycle functors
ψt, ϕt by
ψt,1(M,F ) = Gr
1
V (M,F ), ϕt,1(M,F ) = Gr
0
V (M,F [−1]),
ψt, 6=1(M,F ) = ϕt, 6=1(M,F ) =
⊕
0<α<1
GrαV (M,F ),
where ψt = ψt,1 ⊕ ψt, 6=1 and the same for ϕt. We have the morphisms
can : ψt,1(M,F )→ ϕt,1(M,F ), Var : ϕt,1(M,F )→ ψt,1(M,F [−1]),
N : ψt(M,F )→ ψt(M,F [−1]), N : ϕt(M,F )→ ϕt(M,F [−1])
by −∂t, t and −(∂tt−α) on Gr
α
V . See [16]. For right D-Modules, we use (1.5) and shift the
filtration F by one so that ϕt ◦ (i0)∗ = id, where i0 : X → X
′ denotes a natural inclusion.
Remarks. (i) The filtration V is functorial and exact. In fact, if 0→M ′ →M →M ′′ →
0 is a short exact sequence of coherent DX′ -Modules such that M admits the rational
filtration V , then M ′,M ′′ admit the rational filtration V and we have exact sequences
0→ V αM ′ → V αM → V αM ′′ → 0. See [16, 3.1.5].
If suppM ⊂ X , we have GrαVM = 0 for −α /∈ N. See [16, 3.1.3]. (We have also
Gr0V ◦(i0)∗ = id by definition of direct image. See (1.5.3).) So a morphismM →M
′ induces
an isomorphism V αM → V αM ′ for α > 0 if M |X′\X →M
′|X′\X is an isomorphism.
(ii) If (M,F ) underlies a mixed Hodge Module M, (M,F ) admits the rational filtra-
tion V and the conditions in (1.2.1) are satisfied. Furthermore, the functors ψt, ϕt and
the morphisms can,Var, N are defined in the category of mixed Hodge Module in a com-
patible way with the above definition, where the shift of filtration is replaced with Tate
twist. (For example, N is induced by −(2pii)−1 logTu, where Tu is the unipotent part of
the monodromy T .) See [16] [17]. In particular, the morphisms can,Var, N are strictly
compatible with the Hodge filtration F . See [16, 5.1.14].
(iii) IfM is a pure (i.e. polarizable) Hodge Module of weight w, the weight filtrationW
on ψtM and ϕt,1M is the monodromy filtration with center r = w− 1 and w respectively,
which is characterized by
NWi ⊂Wi−2, N
j : GrWr+j
∼
→ GrWr−j(j > 0).
Since N is strictly compatible with W , the functor assigning GrWi commutes with
KerN,CokerN , and we have
GrWi KerN = 0 (i > r), Gr
W
i CokerN = 0 (i < r).
(iv) Let M be a polarizable Hodge Module on X , and Z an irreducible (or, more
generally, pure dimensional) closed analytic subset of X . We say thatM has strict support
Z, if suppM = Z and M has no nontrivial sub nor quotient object whose support has
dimension < dimZ. In this case, the same property holds for the underlying DX-Module
and perverse sheaf (in particular, the latter is an intersection complex with local system
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coefficients). Every polarizable Hodge Module M has the strict support decomposition
M =
⊕
ZMZ such that MZ has strict support Z. See [16].
Let M be a polarizable Hodge Module with strict support Z. Then there exists a
proper closed analytic subset Z0 of Z such that Z \Z0 is smooth and the restriction ofM
to Z \ Z0 is a polarizable variation of Hodge structure. This means that the direct image
of the variation of Hodge structure by the closed embedding Z \ Z0 → X \ Z0 (whose
underlying filtered D-Module is defined in (1.5)) is isomorphic to M|X\Z0 . Furthermore,
M is uniquely determined by the polarizable variation of Hodge structure on Z \ Z0, and
we have an equivalence of categories as in [17, 3.21].
Let M be a polarizable Hodge Module with strict support Z. We say that M is of
simple normal crossing type if Z is smooth and the above Z0 is a divisor D with simple
normal crossings. Here simple means that the irreducible components of D are smooth.
(v) Let M be a polarizable Hodge Module of simple normal crossing type with strict
support X , and D as above. Let (M,F ) be the underlying filtered DX -Module of M.
Then (M,F )|X\D underlies a variation of Hodge structure. Let L
α (resp. L>α) be the
Deligne extension of M |X\D such that the eigenvalues of the residue of the connection
are contained in [α, α+ 1) (resp. (α, α + 1]). Then Lα, L>α are contained in M(∗D) the
localization of M along D. By Schmid, the filtration F can be extended to Lα, L>α so
that GrFp L
α,GrFp L
>α are locally free OX -Modules.
Let (x1, . . . , xn) be a local coordinate system of X such that D =
⋃
1≤i≤s{xi = 0}
locally. Let V(i) denote the rational filtration V along xi = 0. Then
Lα−1 = Lα ⊗OX OX(D)
M ∩ Lα−1 =
⋂
1≤i≤s
V α(i)M for any α ∈ Q,
Lα−1 =
⋂
1≤i≤s
V α(i)M for α > 0
(The last isomorphism means L>−1 ⊂ M). Using L, the Hodge filtration F on M is
expressed as:
(1.2.2) FpM =
∑
i
FiDX(Fp−iL
>−1).
See [17, (3.10.12)]. In particular, (M,F ) has generating level ≤ r, if the variation of Hodge
structure on X \D has stalkwise level r. We have also
(1.2.3) FpM =
∑
i
FiDX(M ∩ Fp−iL
−1).
This follows from the filtered isomorphisms for α < 1:
(1.2.4) ∂i : Gr
α
V(i)
(M ;F, V(j) (j 6= i))
∼
→ Grα−1V(i) (M ;F [−1], V(j) (j 6= i))
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(see [17, 3.12]) if M ∩Fp−iL
−1 is replaced with Fp−iM ∩L
−1. So the assertion is reduced
to the strict injectivity of
(M ;F, V(j))→ (M(∗D);F, V(j)).
See [17, 3.12] where M,M(∗D) are denoted by jreg!∗ M, j
reg
∗ M .
1.3. Theorem. Let f : X → Y be a proper morphism of complex manifolds, and Z
an irreducible closed analytic subset of X. Let M be a polarizable Hodge Module on X
with strict support Z, and (M,F ) its underlying filtered DX -Module. Assume f is coho-
mologically Ka¨hler (see [21]), and the restriction of M to Z \ Z0 is a variation of Hodge
structure whose stalkwise level is r, where Z0 is a closed analytic subset of Z containing
SingZ. Then Hjf∗(M,F ) (see (1.5.5) below) has generating level ≤ r + dimZ − |j| if
dim f(Z) = 0, and generating level ≤ r + dimZ − |j| − 1 otherwise.
Proof. Here we use right D-Modules. See (1.5) below. In particular, (M,F ) is a filtered
right DX -Module. We first reduce the assertion to the case X = Z and M is a Hodge
Module of simple normal crossing type. See the above Remark (iv). Let pi : X ′ → Z be a
projective morphism such that X ′ is smooth, D := pi−1(Z0) is a divisor with simple normal
crossings, and pi induces an isomorphism over Z \ Z0, where Z0 is as above. Let M
′ be a
polarizable Hodge Module with strict support X ′ whose restriction to X ′ \D is isomorphic
to that of M to Z \ Z0. See [17, 3.21] (and the above Remark (iv)). Let (M
′, F ) be the
underlying filtered DX′ -Module ofM
′. Then (M,F ) is a direct factor of pi∗(M
′, F ) by the
decomposition theorem for the underlying filtered D-Modules (see [21, (2.5)]). So we may
replace X,M with X ′,M′, and may assume X = Z and M is of simple normal crossing
type so that D := Z0 is a divisor with simple normal crossings. (Later Z will be used to
denote closed analytic subsets of X .)
Let q = min{p ∈ Z : FpM 6= 0}, and n = dimX . Then
min{p ∈ Z : FpH
jf∗M 6= 0} ≥ q
by definition of direct images for right D-Modules, and we have the hard Lefschetz property
lj : H−jf∗(M,F )
∼
→ Hjf∗(M,F [j]) for j > 0,
by shrinking Y and replacing X as above if necessary (where (F [j])p = Fp−j). See [21].
So it is enough to show that Hjf∗(M,F ) is (q + r + n)- or (q + r + n − 1)-generated
(depending on dim f(X)) because the hard Lefschetz property implies that Hjf∗(M,F ) is
(q + r + n− j)- or (q + r + n− j − 1)-generated for j > 0.
We consider first the case dim f(X) = 0. Here we may assume Y = pt. Then f∗(M,F )
is defined by RΓ(X,DRX(M,F )). See (1.5) below. Let (x1, . . . , xn) be a local coordinate
system such that
⋃
i{xi = 0} ⊃ D. Let V(i) be as in the above Remark (v). Then the n+1
filtrations F, V(i) are compatible in the sense of [16]. Let L denote the Deligne extension of
the restriction toX\D of the left DX-Module corresponding toM such that the eigenvalues
of the connection of the residue are contained in [0, 1). Then ΩnX⊗OXL =
⋂
i V
1
(i)M . See the
above Remark (v). Let DRX(M)log be the intersection of DRX(M) with the logarithmic
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de Rham complex ΩX(logD) ⊗OX L[n]. Then (1.2.4) implies that the natural inclusion
DRX(M,F )log → DRX(M,F ) is a filtered quasi-isomorphism, where the filtration F on
the left-hand side is the induced filtration. Since GrFp DRX(M)log = 0 for p > q+ r+n by
(1.2.3), we get the assertion in this case.
In general, we proceed by induction on dim f(X). Let g be a function on an open subset
U of Y such that f−1g−1(0) 6= f−1(U). We may assume f−1g−1(0) ∪ (D ∩ f−1(U)) is a
divisor with simple normal crossings by the same argument as above. By (1.4) below, it
is enough to show that GrαV (ig)∗H
jf∗(M,F ) is (q + r + n − 1)-generated for 0 ≤ α ≤ 1,
where ig is the embedding by the graph of g. By [16, 3.3.17], (f × id)∗(igf )∗(M ;F, V )
is strict for (F, V ) so that GrαV commutes with the cohomological direct image. Since
ig◦f = (f × id)◦igf , we get
GrαV (ig)∗H
jf∗(M,F ) = H
jf∗Gr
α
V (igf )∗(M,F ).
Let (Mα, F ) = GrαV (igf )∗(M,F ). We have the weight spectral sequence of filtered D-
Modules
E−k,k+j1 = H
jf∗Gr
W
k (M
α, F )⇒ Hjf∗(M
α, F )
which underlies the weight spectral sequence of mixed Hodge Modules, and degenerates at
E2. Here the weight filtration W is the monodromy filtration with center w − 1 if α > 0,
and center w if α = 0 (see Remark (iii) after (1.2)), where w is the weight of M. So,
using the semisimplicity of polarizable Hodge Modules, the assertion is reduced to that
Hjf∗Gr
W
k (M
α, F ) is (q + r + n − 1)-generated for 0 ≤ α ≤ 1. Here we may restrict to
0 < α ≤ 1, because t : GrWk (M
0, F )→ GrWk−2(M
1, F ) is strictly injective (see [16, 5.1.17]),
and splits by the semisimplicity of polarizable Hodge Modules.
We have the strict support decomposition
⊕
0<α≤1
GrWk (M
α, F ) =
⊕
Z
(MZ , F )
where Z are intersections of irreducible components of D, and (MZ , F ) underlies a polariz-
able Hodge Module of simple normal crossing type with strict support Z. See the above Re-
mark (iv). So, using the inductive assumption, the assertion is reduced to GrFpMZ |Z\Z0 = 0
for p > q + r+ codimXZ − 1, where Z0 is the union of the intersection of Z with the irre-
ducible components of D not containing Z.
Let GrνV = Gr
ν1
V(1)
. . .GrνnV(n) for ν = (ν1, . . . , νn) ∈ Q
n, where V(i) are as above. Then
the limit mixed Hodge structure of the variation of Hodge structure (MZ , F )|Z\Z0 (up to
the tensor with ΩdimZZ and the direct image by Z \Z0 → X \Z0) is given by Gr
ν
V (MZ , F )
for ν ∈ (Q ∩ [0, 1])n such that νi = 0 if and only if Z ⊂ {xi = 0}. So it is enough to show
GrFp Gr
ν
VM
α = 0 for ν ∈ (Q ∩ [0, 1])n and p > q + r + s − 1, where s = #{i : νi = 0}.
(Note that ψ, ϕ in (1.2) induce exact functors of mixed Hodge Modules.) By [17, (3.18.8)]
we have
GrνV (M
α, F ) =
⊕
0≤k<s′
Grν+αmV (M,F [k]),
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where m = (m1, . . . , mn) is the multiplicity of g (i.e., g =
∏
i x
mi
i replacing xi if necessary),
and s′ = #{i : νi = 0, mi 6= 0}. So we get the assertion, because Gr
F
p Gr
ν+αm
V M = 0 for
p > q + r.
Remarks. (i) In the case f is projective, we can use [16] instead of [21] in the proof of
(1.3). Note that (0.1) is a special case of (1.3) where f is the identity map.
(ii) Let (M,F ) be a coherent filtered (right) DX -Module, and (K
•, F ) → (M,F ) a
filtered quasi-isomorphism of filtered DX-Modules such that each component (K
j, F ) is the
induced (right) DX-Module associated with a filtered OX -Module (L
j , F ) (i.e., (Kj , F ) =
(Lj , F ) ⊗OX (DX , F ), see [16, 2.1]). Then (L
•, F ) is a filtered differential complex in
the sense of [16, 2.2], and GrFp L
• is a complex of OX -Modules which is identified with
GrFp Gr
G
p K where GpK
j = (FpK
j)DX (see [loc. cit.]). The level of (K
•, F ) is defined by
maxΛ(K•, F )−minΛ(K•, F ), where
Λ(K
•
, F ) = {p ∈ Z : GrFp L
j 6= 0 for some j}.
Then the resolution level of (M,F ) is defined by the minimum of the level of (K•, F ) for
filtered quasi-isomorphisms (K•, F ) → (M,F ) as above. Clearly the resolution level of
(M,F ) is greater than or equal to the generating level. For example, the resolution level
of (ωX , F ) (with Gr
F
p = 0 for p 6= 0) is dimX , and the generating level is 0.
Similarly, we define the effective level of (K•, F ) and the effective resolution level of
(M,F ) by using
Λ′(K
•
, F ) = {p ∈ Z : HjGrFp L
• 6= 0 for some j}.
Note that the effective resolution level of (K•, F ) is independent of (K•, F ) which is filtered
quasi-isomorphic to (M,F ) (using [16, 2.1.11] together with the equivalence of category
[16, 2.1.12]). So the resolution level and the effective resolution level of (M,F ) coincide
(taking a filtered quasi-isomorphism (K•, F ) → (M,F ) such that Kj = 0 for j > 0, and
using the above filtration G).
Let DRX(M,F ) be the filtered de Rham complex as in (1.5) below. We define the de
Rham level of (M,F ) by maxΛ′′(M,F )−minΛ′′(M,F ) with
Λ′′(M,F ) = {p ∈ Z : HjGrFp DRX(M) 6= 0 for some j}.
Then the de Rham level coincides with the resolution level using the complex of induced
filtered DX-Modules associated with DRX(M,F ) (see [16, 2.2.6]).
Assume (M,F ) is Cohen-Macaulay (i.e. GrFM is Cohen-Macaulay over GrFDX) so
that the dual D(M,F ) (see [16, 2.4.3]) is isomorphic to a filtered DX-Module (M
′, F ) up
to a shift of complex. Let
q = min{p ∈ Z : FpM 6= 0}, q
′ = min{p ∈ Z : FpM
′ 6= 0}.
Then the resolution level of (M,F ) coincides with −q′ − q (using GrF−pD(L
•, F ) =
DGrFp (L
•, F ), where D(L•, F ) is the dual as filtered differential complex so that D(K•, F )
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is the complex of induced filtered DX -Modules associated with D(L
•, F ), and D on the
right-hand side is the dual for OX -Modules, see [loc. cit.]).
In particular, if (M,F ) underlies a polarizable Hodge Module with strict support Z as
in (1.3) such that the generic variation of Hodge structure has stalkwise level r and weight
w, then the weight of the Hodge Module is w + m with m = dimZ so that D(M,F ) =
(M,F [w +m]), and the resolution level of (M,F ) is r +m, because
q = −(w + r)/2−m, q′ = −(w + r)/2 + w.
(Note that F [n]p = Fp−n and F
p = F−p.) As a corollary, we see that (M,F ) has generating
level ≤ r+m. This is slightly weaker than the assertion of (1.3). (The latter implies that
the generating level is strictly smaller than the resolution level in this case.)
1.4. Proposition. With the notation of (1.2), let (M,F ) be a coherent DX′-Module admit-
ting the rational filtration V along X, and assume GrαV (M,F ) are r-generated (as filtered
DX -Modules) for 0 ≤ α ≤ 1. Then the restriction of (M,F ) to an open neighborhood of X
is r-generated.
Proof. Since the filtration V is indexed discretely, we see that (V >0M/V >1M,F ) is r-
generated as filtered DX -Modules. Since Fp(V
>0M/V >1M) = FpV
>0M/tFpV
>0M , we
get
(1.4.1) Fi+rV
>0M |X = FiV
0DX′FrV
>0M |X for i > 0
using Nakayama’s lemma. By the assumption for α = 0, (1.4.1) holds with V >0M |X
replaced by V 0M |X . We have
(1.4.2) Fi+rV
αM |X ⊂ FiDX′FrV
>0M |X for i > 0
by induction on α < 0 using the condition (1.2.1). So we get the strict surjectivity of
(DX , F ) ⊗OX (FrM,F )|X → (M,F )|X . (See Remark (ii) after (1.1).) This implies the
strict surjectivity of the morphism on an open neighborhood of X using the coherence of
(M,F ).
1.5. In this paper we use mainly left D-Modules except in the proof of (1.3) and Remark
(ii) after it. Actually it is theoretically more natural to use right D-Modules in many
places; for example, in the definition of direct image below (see [16]), and the first equality
of (0.4), (0.6) (see [18]).
A filtered left DX-Module (M,F ) corresponds to a right DX-Module (M
r, F ) so that
(M r, F ) = (ΩnX , F )⊗OX (M,F ),
where n = dimX . If we choose a local coordinate system (x1, . . . , xn), then Ω
n
X is trivi-
alized by dx = dx1 ∧ · · · ∧ dxn so that M
r is identified with M and the action of DX is
given by using the involution ∗ of DX which is defined by
(1.5.1) (PQ)∗ = Q∗P ∗, (xi)
∗ = xi, (∂/∂xi)
∗ = −∂/∂xi.
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Since the filtration F on ΩnX is defined by Gr
F
i Ω
n
X = 0 for i 6= −n, we have
FpM
r = ΩnX ⊗OX Fp+nM.
The shift of filtration is necessary to get the isomorphism of the de Rham complexes:
DRX(M,F ) = DRX(M
r, F ), where
(1.5.2)
FpDRX(M)
i = Ωi+nX ⊗OX Fp+i+nM,
FpDRX(M
r)i = ∧−iΘX ⊗OX Fp+iM
r.
Let f : X → Y be a morphism of complex manifolds. If f is a closed embedding, we
take a local coordinate system (x1, . . . , xm) on Y such that X = {xi = 0 (i ≤ d)}. Let
∂i = ∂/∂xi. Then we have locally
(1.5.3) f∗M =M ⊗C C[∂1, . . . , ∂d], Fpf∗M =
⊕
ν
Fp−|ν|−dM ⊗ ∂
ν ,
where ∂ν =
∏
i ∂
νi
i for ν = (ν1, . . . , νd) ∈ Z
d. This is compatible with the direct image for
right D-Modules:
(1.5.4) f∗M
r =M r ⊗C C[∂1, . . . , ∂d], Fpf∗M
r =
⊕
ν
Fp−|ν|M
r ⊗ ∂ν .
If f is the projectionX = X0×Y → Y , then f∗(M,F ) is a complex of filtered DY -Modules,
and is defined by
(1.5.5) f∗(M,F ) = Rf•DRX/Y (M,F ),
where Rf• is the sheaf theoretic direct image, and DRX/Y is defined by DRX0 in (1.5.2).
We will denote by Hjf∗(M,F ) the cohomology of f∗(M,F ). We have the same for right
D-Modules.
2. Hypersurface Case
2.1. Let X,S,X ′ be as in (1.2). Let f : X → S be a holomorphic function whose values
are contained in S, and if : X → X
′ the embedding by graph of f . Let
(Bf , F ) = (if )∗(OX , F [−1])
as filtered D-Module (see (1.5)), where the filtration F of OX is defined by
GrFi OX = 0 for i 6= 0. Then we have
Bf = OX [∂t] (= OX ⊗C C[∂t]), FpBf =
∑
0≤i≤p
OX ⊗ ∂
i
t ,
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so that the action of DX′ is expressed by
(2.1.1) ξ(a⊗ ∂it) = ξa⊗ ∂
i
t − (ξf)a⊗ ∂
i+1
t , t(a⊗ ∂
i
t) = fa⊗ ∂
i
t − ia⊗ ∂
i−1
t
for ξ ∈ ΘX , a ∈ OX , where the direct image (if )• is omitted to simplify the notation. See
also [18] [19]. Let B˜f be the algebraic microlocalization of Bf (see [19]) so that
B˜f = OX [∂t, ∂
−1
t ], FpB˜f =
∑
i≤p
OX ⊗ ∂
i
t .
By [7] [8] [12], Bf admits the rational filtration V along Y , and B˜f has the filtration V in
the sense of [19] such that V αB˜f are coherent DX [t, t∂t, ∂
−1
t ]-sub-Modules of B˜f ,
∂tt− α is nilpotent on Gr
α
V B˜f , and
(2.1.2) t(V αB˜f ) ⊂ V
α+1B˜f , ∂t : V
αB˜f
∼
→ V α−1B˜f .
(Actually, V is uniquely characterized by these conditions.) By construction of V in [19],
we have
(2.1.3) V αB˜f = ι(V
αBf ) + F−1B˜f for α ≤ 1,
where ι : Bf → B˜f denotes a natural inclusion. In particular, we have
(2.1.4)
ι−1(V αB˜f ) = V
αBf for α ≤ 1,
ι : GrαV Bf
∼
→ GrαV B˜f for α < 1.
As to the difference of ι−1(V >1B˜f ) and V
>1Bf , we have
(2.1.5) Ker(Gr1V Bf → Gr
1
V B˜f ) = Ker(N : Gr
1
V Bf → Gr
1
V Bf ),
where N is as in (1.2). In fact, N = Var◦can with the notation of (1.2), and can is identified
with ι : Gr1V Bf → Gr
1
V B˜f by (2.1.4). Furthermore can is surjective and Var is injective.
See [16, 5.1.4].
Remark. Let bf (s) be the b-function of f , and −αf the maximal root of bf (s)/(s + 1).
See [18] [19]. Then αf is positive by [7], and F0Bf ⊂ V
>0Bf . See [18, (1.7)].
2.2. For X, f as above, let M ′f = OX [f
−1],M ′′f = M
′
f/OX as in the introduction. They
underlie respectively the mixed Hodge Modules
(jX\Z)∗Q
H
X\Z [n], (iZ)∗(iZ)
!QHX [n+ 1],
where iZ : Z → X, jX\Z : X \ Z → X are natural inclusions. Furthermore the exact
sequence 0→ OX →M
′
f →M
′′
f → 0 underlies
(2.2.1) 0→ QHX [n]→ (jX\Z)∗Q
H
X\Z [n]→ (iZ)∗(iZ)
!QHX [n+ 1]→ 0.
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So M ′f ,M
′′
f have the Hodge filtrations F such that F on M
′′
f is the quotient filtration of
F on M ′f .
Let Mf be as in the introduction so that Mf underlies the pure Hodge Module ICZQ
H
and has the Hodge filtration F . See [16]. Then we have
(2.2.2) Sol(M ′f ) = (jX\Z)!CX\Z [n], Sol(M
′′
f ) = CZ [n− 1], Sol(Mf ) = ICZC,
where Sol(M ′f ) = RHomDX (M
′
f ,OX [n]) (= D◦DR), and ICZC is the intersection complex
[1] (which is the direct sum of ICZiC where Zi are the irreducible components of Z). The
natural morphism CZ [n − 1] → ICZC is surjective in the category of perverse sheaves
(because ICZC has non nontrivial quotient whose support has dimension < n − 1), and
Mf is a sub-Module of M
′′
f by the Riemann-Hilbert correspondence [9] [13]. See also [28].
In the level of mixed Hodge Modules, ICZQ
H(−1) is a subobject of (iZ)∗(iZ)
!QHX [n+1],
because
D(QHX [n]) = (Q
H
X [n])(n), D(ICZQ
H) = ICZQ
H(n− 1).
So (Mf , F [−1])→ (M
′′
f , F ) is strictly injective, and the shift of filtration F by one in (0.6),
(0.8) comes from this. (We do not have this shift of filtration if we use right D-Modules
and replace OX ,Q
H
X [n] with ωX ,D
H
X [−n], where D
H
X is the dual of Q
H
X .)
Remark. With the notation of (2.1) and (2.2), we have an exact sequence of mixed Hodge
Modules
0→ QHZ [n− 1]→ ψt,1(if )∗(Q
H
X [n])→ ϕt,1(if )∗(Q
H
X [n])→ 0,
where QHZ [n− 1] = (iZ)
∗(QHX [n]), and the last morphism is can in (1.2). See [17, 2.24]. So
we get
(2.2.3) QHZ [n− 1] = KerN ⊂ ψt,1(if )∗(Q
H
X [n])
by the same argument as in (2.1.5). We have furthermore
(2.2.4) GrWi (Q
H
Z [n− 1]) = 0 (i ≥ n), Gr
W
n−1(Q
H
Z [n− 1]) = ICZQ
H .
See [17, (4.5.7-9)]. Here W is the weight filtration, and is compatible with (2.2.3).
2.3. With the notation of (2.1) and (2.2), we have a natural isomorphism
Bf [t
−1] = (if )∗M
′
f ,
and Bf [t
−1] has the Hodge filtration F such that
(Bf [t
−1], F ) = (if )∗(M
′
f , F [−1]).
This means that we have canonical isomorphisms
(2.3.1) Bf [t
−1] =M ′f [∂t], Fp(Bf [t
−1]) =
∑
i≥0
Fp−iM
′
f ⊗ ∂
i
t,
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where the action of DX′ is given as in (2.1.1). Since Bf [t
−1] is the localization of Bf
by t, Bf [t
−1] has also the rational filtration V along X such that t : V α(Bf [t
−1])
∼
→
V α+1(Bf [t
−1]). Let ι′ : Bf → Bf [t
−1] be a natural morphism. By Remark (i) after (1.2)
we have
(2.3.2)
ι′−1(V α(Bf [t
−1])) = V αBf for α ∈ Q,
ι′ : V αBf
∼
→ V α(Bf [t
−1]) for α > 0.
By (2.3.1), (Bf [t
−1], F ) underlies a mixed Hodge Module so that the conditions in (1.2.1)
are satisfied and t : Gr0V (Mf , F )
∼
→ Gr1V (Mf , F ). See [17]. So we get
(2.3.3)
Fp(Bf [t
−1]) =
∑
i≥0
∂itFp−iV
0(Bf [t
−1]),
FpV
0(Bf [t
−1]) = V 0(Bf [t
−1]) ∩ j∗j
∗FpBf
by [16, 3.2.3], where j : X ′ \X → X ′ denotes a natural inclusion.
Remark. By the same argument as in (2.1.5), we have
(2.3.4) ι′ : Gr0V Bf
∼
→ ImN ⊂ Gr0V (Bf [t
−1]),
because ImN = Imcan by the bijectivity of Var for Bf [t
−1].
2.4. Proof of (0.4) and (0.5). By (2.3.1) the natural projection
(2.4.1) Bf [t
−1] =M ′f [∂t]→M
′
f
which send
∑
imi ⊗ ∂
i
t to m0, is strictly compatible with the Hodge filtration F . So, by
(2.3.3), it is enough to calculate the right-hand side of
(2.4.2) FpV
0(Bf [t
−1]) = V 0(M ′f [∂t]) ∩ (
∑
0≤i≤p
M ′f ⊗ ∂
i
t).
Since t : V 0(M ′f [∂t]) → V
1(M ′f [∂t]) and t :
∑
0≤i≤pM
′
f ⊗ ∂
i
t →
∑
0≤i≤pM
′
f ⊗ ∂
i
t are
bijective, we may replace V 0 with V 1. Here the inverse of the action of t is given by
(2.4.3) t−1(a⊗ ∂kt ) =
∑
0≤i≤k
(k!/i!)(a/fk+1−i)⊗ ∂it .
Then we may replace Bf [t
−1],M ′f with Bf ,OX . See Remark (i) after (1.2). By (2.1.2) and
(2.1.4), we have a⊗ 1 ∈ V k+1B˜f if and only if a⊗ ∂
k
t ∈ V
1Bf . So we get the last assertion
of (0.4) taking the composition of (2.4.3) and (2.4.1), because they are DX -linear. The
first assertion of (0.4) is clear by (2.3.3).
As for (0.5), the first condition is equivalent to the surjectivity of the natural inclusion
ωX ⊗OX F0M
′′
f → ωZ ,
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(using Remark (i) below), where the morphism is defined by using the Poincare´ residue.
(In fact, ωZ = ωX(Z)/ωX , where ωX(Z) = f
−1ωX). So the condition is equivalent to
V˜ 1OX = OX by the first equality of (0.4), and hence to the second condition of (0.5) by
(2.1.4) and [18, (1.7)].
Remarks. (i) Let D(M ′′f , F ) denote the dual of (M
′′
f , F ) as complexes of filtered DX -
Modules. See [16]. Then D(M ′′f , F ) underlies Q
H
Z (n)[n− 1] (see (2.2)), and it is a filtered
DX -Module. We can show that
DRX(D(M
′′
f , F [n])) (= D(DRX(M
′′
f , F [n])))
is isomorphic to (ΩZ , F ) in the derived category of filtered differential complexes. Then,
by the theory of duality (see also Remark (ii) after (1.3)), we get
ωX ⊗OX F0M
′′
f = Gr
F
−n(DRX(M
′′
f )) = D(Gr
0
FΩZ).
(ii) We can also show that rational singularity is du Bois in general.
2.5. Proof of (0.6). The last assertion is reduced to the second and (0.4), because
(Mf , F ) → (M
′′
f , F ) is strictly injective. For the second assertion, we have to show that
f−k−1V˜ >k+1OX is annihilated by the composition M
′
f → M
′′
f → M
′′
f /Mf . Let m ∈
V˜ >k+1OX . Using the direct image by if , it is enough to show the vanishing of the image
of t−1(m⊗ ∂kt ) (see (2.4.3)) by the composition
Bf [t
−1]→ Bf [t
−1]/Bf = (if )∗M
′′
f → (if )∗(M
′′
f /Mf )
Since supp (if )∗(M
′′
f /Mf ) ⊂ X , we have V
>0(if )∗(M
′′
f /Mf ) = 0. See Remark (i) after
(1.2). By (2.4), we have t−1(m ⊗ ∂kt ) ∈ V
0(Bf [t
−1]). So it is enough to show that the
image in Gr0V (if )∗(M
′′
f /Mf ) is zero.
Sincem⊗∂kt ∈ ι
−1(V >1B˜f ) in the notation of (2.1), its image in Gr
1
V Bf = Gr
1
V (Bf [t
−1])
is contained in KerN . See (2.1.5). So the image of t−1(m ⊗ ∂kt ) in Gr
0
V (Bf [t
−1]) is
also contained in KerN . On the other side, the quotient Gr0V (if )∗M
′′
f of Gr
0
V (Bf [t
−1])
is identified with CokerN . See (2.3.4). So it is enough to show the vanishing of the
composition
KerN → CokerN → Gr0V (if )∗(M
′′
f /Mf ) =M
′′
f /Mf .
See [16, 3.2.6] for the last isomorphism. The first morphism is strictly compatible with
W . By Remark (iii) after (1.2) (with r = n− 1), we may replace KerN with GrWn−1KerN
which is isomorphic to Mf by (2.2.3-4). So we get the second assertion, because Mf has
no nontrivial quotient whose support has dimension < n− 1.
For the first assertion, assume f−1(0) reduced as in the introduction. Let V denote also
the filtration on OX induced by V on Bf . By (2.10) and (2.11) of [18], we have
(2.5.1)
V >1OX = fOX , ωZ = (OX/fOX)⊗OX ωX ,
F1Mf ⊗OX ωX = pi∗ωZ′ = (V˜
>1OX/fOX)⊗OX ωX ,
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where the tensor with ωX comes from the transformation of left and right D-Modules in
(1.5). So we get the first assertion by multiplying the last term by f−1 which is induced
by the inverse of the isomorphism t : Gr0V (Bf [t
−1])
∼
→ Gr1V (Bf [t
−1]) (see (2.4.3)).
3. Isolated Singularity Case
3.1. With the notation of (2.1), let Z = f−1(0), and assume n := dimX > 1 and
SingZ = {0} in this section. We choose and fix a local coordinate system (x1, . . . , xn)
around 0.
From now on, OX,0 will be denoted by A to simplify the notation. Let ∂i = ∂/∂xi, fi =
∂if so that {fi} is a regular sequence. Then dimCA/(∂f) < ∞, where (∂f) is the ideal
generated by fi (1 ≤ i ≤ n). We define
Af = A/
∑
i6=j
Im(fi∂j − fj∂i).
Then Af is isomorphic to Brieskorn’s module H
′′
f := Ω
n
X,0/df ∧ dΩ
n−2
X,0 , where Ω
n
X,0 is
trivialized by the local coordinates. By [2] [22] Af is a free C{t}-module of rank µ, where
the action of t is given by the multiplication by f . It has also a meromorphic connection
which is called the Gauss-Manin connection. In fact, the action of the inverse of ∂t on Af
is given by
(3.1.1) ∂−1t v = fiu with ∂iu = v,
and is well-defined.
The localization Af [t
−1] of Af by t is a regular holonomic D-module of one variable,
and has the rational filtration V which is characterized by the following conditions: V α are
finite over C{t}, tV α ⊂ V α+1 (with the equality for α≫ 0), ∂tV
α ⊂ V α−1, and ∂tt− α is
nilpotent on GrαV (Af [t
−1]). See [16] [20]. We will denote also by V the induced filtration
on Af . Then
αf = min{α ∈ Q : Gr
α
VAf 6= 0}
by Remark (iii) below. (See Remark after (2.1) for αf .) It is called the minimal exponent
(or the Arnold exponent) in this case. We have
(3.1.2) Af ⊃ V
>n−αf−1(Af [t
−1]).
See for example [20].
Let Af [∂t] be the localization of Af by ∂
−1
t . It is also a regular holonomic D-module
of one variable, and has the rational filtration V as above. Furthermore, the natural
morphism Af [∂t] → Af [t
−1] is strictly compatible with the filtration V , and induces the
isomorphisms
V α(Af [∂t])
∼
→ V α(Af [t
−1]) for α > 0.
So they induce the same filtration V on Af , because Af ⊂ V
>0(Af [∂t]) = V
>0(Af [t
−1]).
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Remarks. (i) We have natural isomorphisms
(3.1.3) Af [∂t] = H
0DRX(A[∂t]) = H
0DRX(A[∂t, ∂
−1
t ]),
where A[∂t], A[∂t, ∂
−1
t ] are as in (2.1) (with A = OX,0), and DRX is the Koszul complex
for ∂1, . . . , ∂n shifted by n in this case. In fact, the first isomorphism follows from the
theory of Gauss-Manin system (see for example [15]), and the second from the bijectivity
of the action of ∂t on the middle term. (A similar argument shows that H
jDRX(A[∂t]) =
HjDRX(A[∂t, ∂
−1
t ]) = 0 for j 6= 1 − n, 0.) By (3.1.1) the isomorphisms are compatible
with the action of t, ∂t.
Furthermore, the isomorphisms in (3.1.3) are also compatible with the filtration V .
Here the last two terms of (3.1.3) have the quotient filtration of V on A[∂t], A[∂t, ∂
−1
t ]
in (2.1). In fact, the assertion for the first isomorphism follows from [16, 3.4.8]. For the
second, it is enough to verify the equality for α ≪ 0, and the assertion is reduced to
F0(A[∂t]) ⊂ V
>0(A[∂t]) (see Remark after (2.1)).
Let V˜ be the filtration on A induced by the filtration V on A[∂t, ∂
−1
t ] as in the intro-
duction. Then its quotient filtration on Af is contained in the filtration V on Af by the
compatibility of (3.1.3) with V .
(ii) Let Hn−1(X∞,C) denote the vanishing cohomology of f at 0 (i.e., the cohomology of
the Milnor fiber), and Hn−1(X∞,C)λ = Ker(Ts−λ) for λ ∈ C, where Ts is the semisimple
part of the monodromy T . Let e(α) = exp(2piiα). Then we have isomorphisms
(3.1.4)
GrαV (A[t
−1]) = Hn−1(X∞,C)e(−α) for α ∈ Q,
GrαV A = H
n−1(X∞,C)e(−α) for α > n− αf − 1,
where the last isomorphism follows from (3.1.2).
(iii) Let H˜ ′′f =
∑
i≥0(t∂t)
iH ′′f the saturation of H
′′
f . Let bf (s) be the b-function of f at
0. By [11] bf (s)/(s+ 1) is the minimal polynomial of the action of −∂tt on H˜
′′
f /tH˜
′′
f .
3.2. Let B = Hn[0]OX (the algebraic local cohomology). See [9] [13]. Using the Cech
cohomology, B can be identified with C[x−11 , . . . , x
−1
n ]x
−1 where x−1 = (x1 . . . xn)
−1, and
1 = (1, . . . , 1). So it is isomorphic to C[∂1, . . . , ∂n]. It is a unique simple regular holonomic
DX -Module supported on {0}. We have a pairing of A and B by the composition
(3.2.1) A×B → B → C,
where the first morphism is by the action of A on B, and the second is the residue map
which send x−1 to 1, and x−ν−1 to 0 for ν 6= 0. In particular, the pairing is compatible
with the action of DX , i.e.,
〈P ∗a, b〉 = 〈a, Pb〉 for P ∈ DX , a ∈ A, b ∈ B,
where P ∗ is as in (1.5.1). (Here it is more natural to put A = ωX,0, and use the residue
map Hn[0]ωX → C.)
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Remarks. (i) Let Mf ,M
′
f ,M
′′
f be as in (2.2). Let j : Z \ {0} → Z denote a natural
inclusion. Then we have
Sol(Mf ) = ICZC = τ<0Rj∗(CZ\{0}[n− 1]),
where Sol is as in (2.2.2). See [1] for the last isomorphism. So the exact sequence
0 → Mf → M
′′
f → M
′′
f /Mf → 0 corresponds by the contravariant functor Sol to the
distinguished triangle
→ Rn−2j∗CZ\{0} → CZ [n− 1]→ τ<0Rj∗(CZ\{0}[n− 1])→ .
In particular, Rij∗CZ\{0} = H
i(Z ∩ Sε,C) = 0 for 0 < i < n − 2 (as is well known, see
[14]), where Sε is a sufficiently small sphere with center 0 in X .
Let Hn−1(X∞,C)
T be the invariant part of Hn−1(X∞,C) by the action of the mon-
odromy T . Then we have natural isomorphisms
(3.2.2) Hn−1(X∞,C)
T = Hn−2(Z ∩ Sε,C) = HomDX (M
′
f , B).
In fact the first isomorphism follows from
Hn−1(X∞,C)
T = Hn−1(Sε \ Z,C) = H
n
Z∩Sε
(Sε,C) = H
n−2(Z ∩ Sε,C),
where we use the Wang sequence for the first isomorphism. For the second isomorphism
of (3.2.2), we have
HomDX (M
′′
f /Mf , B) = HomDX (M
′′
f , B) = HomDX (M
′
f , B),
using HomDX (Mf , B) = 0,HomDX (OX , B) = 0. So the assertion follows from the above
distinguished triangle, because M ′′f /Mf is a direct sum of copies of B and Sol(B) = C{0}.
(ii) By (2.2), ICZQ
H(−1) is a subobject of (iZ)∗(iZ)
!QHX [n + 1], and the support of
the quotient is {0} (shrinking X if necessary). So there exists a mixed Q-Hodge structure
H = (HC, F,HQ,W ) with a short exact sequence of mixed Hodge Modules on X :
(3.2.3) 0→ ICZQ
H(−1)→ (iZ)∗(iZ)
!QHX [n+ 1]→ (i{0})∗H → 0,
where H is identified with a mixed Hodge Module on {0} (setting Fp = F
−p), and i{0} :
{0} → X is a natural inclusion. In particular, we have
(3.2.4) (M ′′f /Mf , F ) = (i{0})∗(HC, F )
as filtered DX -Modules, where (i{0})∗ is as in (1.5). Let
r0 = max{p ∈ Z : Gr
p
FHC 6= 0}.
Then (M ′′f /Mf , F ) is exactly (n− r0)-generated. See (1.5.3).
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By Remark (i) above, HC is the dual vector space of H
n−1(X∞,C)
T . Using the theory
of mixed Hodge Modules, we can express the mixed Hodge structure H as follows. With
the notation of (2.2), we have a distinguished triangle of mixed Hodge Modules
→ (jX\Z)!Q
H
X\Z [n]→ (jX\Z)∗Q
H
X\Z [n]→ (iZ)∗(iZ)
∗(jX\Z)∗Q
H
X\Z [n]→ .
See [6]. Applying the functor ϕf,1, we have
→ ψf,1Q
H
X [n]
N
→ ψf,1Q
H
X (−1)[n]→ (iZ)
∗(jX\Z)∗Q
H
X\Z [n]→ .
Then we take further (i{0})
∗, and get
Coker(N : Hn−1(X∞,Q)1 → H
n−1(X∞,Q)1(−1)) = H
n(i{0})
∗(jX\Z)∗Q
H
X\Z ,
using the isomorphism Hn−1(X∞,Q)1 = (i{0})
∗ψf,1Q
H
X\Z [n]. (This is compatible with the
mixed Hodge structure in [24].)
On the other hand, applying (i0)
∗ to (3.2.3), we have
Hn+1(i{0})
∗(iZ)
!QHX = H,
because Hj(i{0})
∗ICZQ = 0 for j ≥ 0. The left hand-side is isomorphic to
Hn(i{0})
∗(jX\Z)∗Q
H
X\Z
using the distinguished triangle → (iZ)∗(iZ)
! → id→ (jX\Z)∗(jX\Z)
∗ →. So we get
(3.2.5) H = Coker(N : Hn−1(X∞,Q)1 → H
n−1(X∞,Q)1(−1))
as mixed Q-Hodge structures.
3.3. Proposition. With the notation of (3.1) and (3.2), let Ef = HomDX (M
′
f , B), and
−βf the minimal root of the b-function of f at 0. Then, for k > βf − 1, we have an
injective morphism
(3.3.1) φk : Ef → B
by assigning u(f−k) to u ∈ Ef .
Proof. Let bf (s) be the b-function of f so that
(3.3.2) bf (s)f
s = Pf s+1
for P ∈ DX,0[s]. Then M
′
f is generated by f
−k for k > βf − 1, substituting s = −j − 1 to
(3.3.2) for j ≥ k. So φk is injective for k > βf − 1.
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3.4. Remark. By Remark (i) after (3.2) we have
(3.4.1) Mf = (
⋂
u∈Ef
Keru)/OX ⊂M
′′
f .
This means for a ∈ A:
(3.4.2) a/fk(mod A) ∈Mf,0 ⇔ aφk(Ef ) = 0.
We may call this a trivial version of [28]. In general, it is not easy to determine φk(Ef ),
except for the quasihomogeneous isolated singularity case (see (4.4) below).
4. Quasihomogeneous Case
4.1. With the notation and assumptions of (3.1), we assume further in this section that f is
a quasihomogeneous polynomial of weight w = (w1, . . . , wn), i.e., f is a linear combination
of monomials xν such that αw(ν) = 1, where wi are rational numbers such that 0 < wi ≤
1/2, and αw(ν) =
∑
i wiνi for ν = (ν1, . . . , νn) ∈ N
n.
Let ξw =
∑
i wixi∂i so that ξwf = f . With the notation of (3.1), (3.2), let
Aα = Ker(ξ∗w + α) ⊂ A, B
α = Ker(ξw + α) ⊂ B,
where ξ∗w is as in (1.5.1). (It is more natural to put A = ωX,0.) Then A
α, Bα are finite
dimensional vector spaces on which the pairing (3.2.1) induces a perfect pairing. For
example, Aα is spanned by the monomials xν such that αw(ν+1) = α, where 1 = (1, . . . , 1).
We have the (converging) infinite direct sum decomposition A =
⊕ˆ
αA
α and the direct
sum decomposition B =
⊕
αB
α. We say that a ∈ A is of degree α and a⊗ ∂it is of degree
α− i if a ∈ Aα. We define the filtration U on A by
UαA =
⊕ˆ
β≥α
Aβ (= A ∩
∏
β≥α
Aβ)
so that GrαUA = A
α. The associated function vw on A is defined by
vw(g) = max{α ∈ Q : g ∈ U
αA}.
These are naturally extended to A[∂t, ∂
−1
t ] and M
′
f,0 = A[f
−1] by
Uα(A[∂t, ∂
−1
t ]) =
∑
i
(Uα+iA⊗ ∂it), vw(g ⊗ ∂
i
t) = vw(g)− i,
UαM ′f,0 =
⋃
k
f−kUα+kA, vw(g/f
k) = vw(g)− k.
22 MORIHIKO SAITO
Since the morphisms fi∂j − fj∂i are compatible with the above direct sum decomposition,
we get the direct sum decomposition Af =
⊕ˆ
αA
α
f , such that
A
α
f = A
α/
∑
i6=j
Im(fi∂j − fj∂i : A
α+wi+wj−1 → Aα).
Then the filtration U induces a filtration on Af which is also denoted by U . We define
B
α
f =
⋂
i6=j
Ker(fi∂j − fj∂i : B
α → Bα+wi+wj−1).
Then the pairing (3.2.1) induces a perfect pairing of A
α
f and B
α
f , because (fi∂j − fj∂i)
∗ =
−(fi∂j − fj∂i).
The ideal (∂f) (see (3.1)) is compatible with the direct sum decomposition, and we have
A/(∂f) =
⊕
α(A/(∂f))
α.
Remarks. (i) By Brieskorn (unpublished), Af is stable by the action of t∂t, and has a
basis {vi} over C{t} such that ∂ttvi = αivi for αi ∈ Q using a calculation like (4.1.4)
below. Here the vi are of degree αi, and gives a basis of A/(∂f). So we have
(4.1.1)
∑
1≤i≤µ
αit
i = (twi − t)/(1− twi)
as is well known (using the morphism (f1, . . . , fn) : C
n → Cn). Note that the left-hand
side is the Poincare´ polynomial of the graded vector space A/(∂f).
The same calculation as above implies that the quotient filtration U on Af coincides
with the filtration V in (3.1). They coincide further with the quotient filtration V˜ on Af
(see Remark (i) after (3.1)), because UαA ⊂ V˜ αA by the following Remark.
(ii) By an argument similar to [19, (3.2)], we have
(4.1.2) V α(A[∂t, ∂
−1
t ]) =
∑
i
DX,0(U
α+iA⊗ ∂it).
(In particular, UαA ⊂ V˜ αA.) In fact, let ′V α denote the right-hand side of (4.1.2). We
have the finiteness of ′V α over DX,0[∂
−1
t ] using the surjectivity of
(4.1.3)
∑
fi :
⊕
Uα−1+wiA→ UαA for α > n− αf .
(For the last surjectivity we have Aα = (∂f)α for α > n − αf by (4.1.1).) Furthermore,
′V α is stable by the action of t∂t because
(4.1.4) ξw(a⊗ 1) = ξwa⊗ 1− ∂tt(a⊗ 1)).
This implies also that Grα′V is annihilated by ∂tt− α, because we have for a ∈ A
α
(ξw + αf )a = αa, (ξw + αf )(a⊗ 1) = −ξ
∗
w(a⊗ 1) ∈
′V
>α
.
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So ′V satisfies the conditions of V in (2.1).
(iii) By Remark (iii) after (3.1), bf (s)/(s + 1) has only simple roots and the roots are
{−αi}. In particular, we have by (4.1.1)
(4.1.5) αf = αw(1) =
∑
i
wi, βf = n− αf .
See Remark after (2.1) for αf , and (3.3) for βf .
(iv) By the surjectivity of (4.1.3), we get the last equalities of (0.7), (0.8), because we
have
(4.1.6) f−k−1(fiU
α+wi+kA) ⊂ f−kUα+kA+ ∂i(f
−kUα+wi+kA),
using
(4.1.7) kfia/f
k+1 = (∂ia)/f
k − ∂i(a/f
k).
(v) Similarly (M ′f , F ), (M
′′
f , F ) have generating level k0, and (Mf , F ) has generating
level k1 using (4.1.7) (together with the direct sum decomposition A =
⊕ˆ
αA
α) if we
assume the first equalities of (0.7), (0.8). In fact, we have Aβf 6= (∂f)βf by (4.1.1), (4.1.5),
and Af ⊂ (∂f) by ξwf = f .
4.2. Proof of (0.7). By Remarks (iv) and (v) after (4.1), it remains to show the first
equality. By the same argument as in (2.4), it is enough to show
(4.2.1) FpV
α(A[∂t, ∂
−1
t ]) =
∑
i≤p
Fp−iDX,0(U
α+iA⊗ ∂it).
See (2.1) for F , and (4.1.2) for V . In fact, taking the intersection with A[∂t] for α = 1, we
get
(4.2.2) FpV
1(A[∂t]) =
∑
0≤i≤p
Fp−iDX,0(U
i+1A⊗ ∂it),
using (2.1.4) for the left-hand side and (∂f) ⊂ U1A (because A = UαfA) for the right.
Then the first equality follows by taking the composition of (2.4.3) and (2.4.1).
By (4.1.2), (4.2.1) is reduced to
(4.2.3) (
∑
i≤p
Fp−iDX,0(U
α+iA⊗ ∂it)) ∩ Fp−1 =
∑
i≤p−1
Fp−1−iDX,0(U
α+iA⊗ ∂it),
using this formula inductively. It is enough to show the inclusion ⊂. We define the filtration
Vw on A,A[∂t, ∂
−1
t ] by
V αwA = U
α+αfA, V αw (A[∂t, ∂
−1
t ]) = U
α+αf (A[∂t, ∂
−1
t ]),
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(see also (5.3) below) so that GrVwA :=
⊕
αGr
α
Vw
A is a graded C-algebra. Then we may
replace U by Vw in (4.2.3). Take an element m of the left-hand side. Adding an element
of the right-hand side if necessary, we may assume
m =
∑
i≤p
∑
|ν|=p−i
∂ν(aν ⊗ ∂
i
t) with aν ∈ V
α+i
w A,
where ∂ν =
∏
i ∂
νi
i for ν = (ν1, . . . , νn). Let v
′
w(a) = vw(a)−αf corresponding to Vw. Let
αν = v
′
w(aν), γν = αν + |ν| − αw(ν),
so that v′w([∂f ]
νaν) = γν , where [∂f ]
ν =
∏
i f
νi
i . Let
β = min{γν − p},
Λ(j) = {ν ∈ Nn : γν − p = β, |ν| = p− j},
J = {j ∈ J : Λ(j) 6= ∅}.
If β ≥ α, m is contained in
∑
i≤p−1 V
α+i
w A ⊗ ∂
i
t, and the assertion is trivial. So we may
assume β < α. It is enough to show that, adding to m an element of the right-hand side
of (4.2.3), m has an expression as above such that β becomes larger.
We will first reduce to the case #J = 1. Let j′ = maxJ . Since m belong to the
left-hand side of (4.2.3), we have
(4.2.4)
∑
j∈J
∑
ν∈Λ(j)
(−1)|ν|[Gr ∂f ]ν(Gr aν) = 0 in Gr
β+p
Vw
A
by (2.1.1), where [Gr ∂f ]ν =
∏
i(Gr fi)
νi . This implies
∑
ν∈Λ(j′)
[Gr ∂f ]ν(Gr aν) ∈ (Gr ∂f)
p−j′+1,
where (Gr ∂f) is the ideal of GrVwA generated by Gr fi ∈ Gr
1−wi
Vw
A (1 ≤ i ≤ n). Then we
have a′ν,i ∈ V
αν+wi−1
w A for ν ∈ Λ(j
′) and 1 ≤ i ≤ n such that
Gr aν =
∑
i
Gr fia
′
ν,i in Gr
αν
Vw
A.
See Remark (ii) below. This implies
∑
i
Gr ∂i(a
′
ν,i ⊗ ∂
j′−1
t ) = (
∑
i
(Gr ∂ia
′
ν,i)⊗ ∂
j′−1
t −Gr aν ⊗ ∂
j′
t in Gr
ανj
′
Vw
([∂t, ∂
−1
t ]).
So, replacingm withm−
∑
ν∈Λ(j′)
∑
i ∂
ν(∂ia
′
ν,i⊗∂
j′−1
t ), it has an expression as above such
that β does not decrease and maxJ − min J becomes smaller. Repeating the argument,
the assertion is reduced to the case J = {j′}.
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Let A[T ] be the polynomial ring over A with variables T = (T1, . . . , Tn), and define the
filtration Vw by
V αw (A[T ]) =
∑
ν
V α+αw(ν)−|ν|w AT
ν ,
(i.e., Ti has degree 1− wi) so that
∑
ν aν ⊗ T
ν ∈ V β+pw (A[T ]).
By (4.2.4) we have
∑
ν∈I(j′)
Gr aν ⊗ T
ν =
∑
i6=k
Gr (fi ⊗ Tk − fk ⊗ Ti)Pi,k(T ) in Gr
β
Vw
A[T ],
where Pi,k(T ) ∈ V
β−2+wi+wk
w (A[T ]) is homogeneous in variables T = (T1, . . . , Tn) with
degree p− j′ − 1. See Remark (i) below. So the assertion is reduced to the case where
∑
ν∈I(j′)
Gr aν ⊗ T
ν = Gr(fi ⊗ Tk − fk ⊗ Ti)(a⊗ T
ν) in GrβVwA[T ]
for some 0 < i < k ≤ n and ν ∈ Nn such that
|ν| = p− j′ − 1, v′w(a) = β + j
′ + αw(ν) − 1 + wi + wk.
In other words, we may assume
m = ∂ν∂i(fka⊗ ∂
j′
t )− ∂
ν∂k(fia⊗ ∂
j′
t )
for i, k, ν as above. Since
∂i(fka⊗ ∂
j′
t )− ∂k(fia⊗ ∂
j′
t ) = ∂i(∂ka⊗ ∂
j′−1
t )− ∂k(∂ia⊗ ∂
j′−1
t ),
m belongs to the right-hand side of (4.3.2), and we get the assertion.
Remarks. (i) Let R be a C-algebra with a morphism C[y] → R, where C[y] is the
polynomial ring over C in variables y = (y1, . . . , yn). Let gi be the image of yi in R. We
assume R is flat over C[y]. (For example, R = GrVwA with gi = Gr fi.) Let R[T ] be the
polynomial ring over R in variables T = (T1, . . . , Tn), and R[T ]
m the R-submodule of R[T ]
generated by homogeneous polynomials of degree m. Then we have the exact sequence
⊕
i6=j
R[T ]m−1 → R[T ]m → R,
where the first morphism is defined by {Pi,j(T )} →
∑
i6=j(gi ⊗ Tj − gj ⊗ Ti)Pi,j(T ), and
the second by substituting Ti = gi. In fact, the assertion is reduced to the case R = C[y]
and gi = yi, because the functor ⊗C[y]R is exact. Then the proof if easy. (This exactness
seems to be known to some specialists.)
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(ii) With the above notation and assumption, let I be the ideal of R generated by gi,
and Λ a subset of {ν ∈ Nn : |ν| = m}. Then we have the exact sequence
⊕
ν∈Λ
I →
⊕
ν∈Λ
R→ R/Im+1,
where the first morphism is a natural inclusion, and the second is induced by the multi-
plication by
∏
i g
νi
i . This is also reduced to the case R = C[y], because I = Im(
∑
i gi :⊕
iR→ R).
4.3. Proof of (0.8). The first inclusion follows from (0.6), because UαA ⊂ V˜ αA by
(4.1.2). (In this case, it is easy to show u(a/fk) = 0 for a ∈ U>kA, u ∈ Ef using the action
of ξw.) So, by Remark (iv) and (v) after (4.1), it remains to prove the first equality. It is
enough to show
(4.3.1) Mf,0 ∩ (
∑
k≥0
Fp−kDX,0G
≥0
k M
′′
f,0) ⊂
∑
k≥0
Fp−kDX,0G
>0
k M
′′
f,0,
because the opposite inclusion is clear and the left-hand side coincides with Fp+1Mf,0
using (0.7) and the strict injectivity of (Mf , F [−1])→ (M
′′
f , F ). Take an element m of the
left-hand side. It is represented by
m′ =
∑
|ν|≤p
∂ν(aν/f
|ν|+1) ∈M ′f with aν ∈ U
|ν|+1A,
because G≥0k ⊂ G
≥0
k+1. Since m ∈Mf,0, we get
u(m′) =
∑
|ν|≤p
∂ν(aνφ|ν|+1(u)) = 0 for any u ∈ Ef .
See (3.4.1). We have aνφ|ν|+1(u) ∈ B
αf , because φ|ν|+1(u) ∈ B
|ν|+1 (see (4.4) below) and
1 ∈ A has degree αf . Since B is a free C[∂1, . . . , ∂n]-module generated by B
αf = Cx−1 in
the notation of (3.2), we have aνφ|ν|+1(u) = 0, and 〈aν , φ|ν|+1(u)〉 = 0 for any ν, u. Here
the restriction of the paring (3.2.1) to UαA × UαB is factorized by GrαUA × Gr
α
UB. So
Gr
|ν|+1
U aν ∈ Gr
|ν|+1
U A belongs to
∑
i6=j Im(fi∂j−fj∂i) by (4.4) below, using the perfectness
of the pairing between A
|ν|+1
f and B
|ν|+1
f . Then the assertion follows from
∂i(∂ja/f
k)− ∂j(∂ia/f
k) = −k(fi(∂ja)− fj(∂ia))/f
k+1,
because fi(∂ja)− fj(∂ia) ∈ U
k+1A and ∂ja ∈ U
>kA for a ∈ Uk+wi+wjA.
Remarks. (i) If wi = 1/d, the microlocal modified order (in the sense of [3]) of a/f ∈M
′
f,0
for a ∈ Aα is d(α − k) if a/f /∈ A, and ∞ otherwise (because the kernel of the natural
morphismM ′f,0 → EX,q⊗DX,qM
′
f,0 is A, where EX,q is the ring of microdifferential operators
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at a general point q of T ∗0X , see [9]). So (0.8) implies a modified version (see [16]) of
Brylinski’s conjecture using an argument as above.
(ii) By [23], we have
dimCGr
p
FH
n−1(X∞,C)1 = dimC(A/(∂f))
p
in the notation of Remark (ii) after (3.1) and (4.1). (We can also use [27].) By (3.2.5), the
left-hand side coincides with dimCGr
p+1
F HC (because N = 0). So we get
dimCGr
p+1
F HC = dimC(A/(∂f))
p.
If f is homogeneous of degree d (i.e., wi = 1/d), this formula implies that r0 in Remark
(ii) after (3.2) satisfies r0 − 1 < n/d + 1 ≤ r0 using (4.1.1). So (M
′′
f /Mf , F ) is exactly
k0-generated, where k0 is as in (0.7). In particular, we see that (M
′
f , F ), (M
′′
f , F ) are not
(k0 − 1)-generated. See Remark (v) after (1.1).
If f is not homogeneous, we can say only that (M ′′f /Mf , F ) is k0-generated, because it
is not easy to determine r0 in general.
4.4. Proposition. With the notation of (3.1) and (3.3), φk induces the morphism
(4.4.1) φk : Ef → B
k
f ,
which is bijective for k > βf − 1, and surjective for any k.
Proof. We have u(f−k) ∈ B
k
f , because ξw(f
−k) = −kf−k and (fi∂j − fj∂i)f
−k = 0.
Since the monodromy T is semisimple in the quasihomogeneous case, Hn−1(X∞,C)1 co-
incides with the invariant part Hn−1(X∞,C)
T . By the perfectness of the pairing, we have
dimA
k
= dimB
k
f , and we get
(4.4.2) dimB
k
f = dimEf for k > n− αf − 1
by (3.1.4), (3.2.2). So we get the bijectivity by (3.3), because βf = n − αf (see (4.1.5)).
Then the surjectivity is reduced to the surjectivity of f : B
k+1
f → B
k
f which is equivalent
to the injectivity of f : A
k
f → A
k+1
f by the perfectness of the pairing. So the assertion
follows from [22].
Remark. By (3.4.1), (4.4) may be viewed as an algebraic version of [28].
5. Semiquasihomogeneous Case
5.1. With the notation and the assumptions of (3.1), assume f is semiquasihomogeneous
of weight w = (w1, . . . , wn), i.e., f = f
′ + f ′′, where f ′ is quasihomogeneous of weight
w with isolated singularity at 0 (see (4.1)), and f ′′ =
∑
ν cνx
ν ∈ C{x} with cν = 0 for
αw(ν) ≤ 1, where αw is as in (4.1). Then we can define ξw, A
α, Bα, Uα, and vw as in (4.1)
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(but not A
α
f , B
α
f ). We denote also by U the quotient filtration on Af . Then Gr
α
UAf will
be used later instead of A
α
f in this section.
Let Kf = DRX(A[∂t, ∂
−1
t ]), the (algebraic) microlocal Gauss-Manin system. See Re-
mark (i) after (3.1). Using the local coordinate system (x1, . . . , xn), Kf is identified with
the Koszul complex (shifted by n) for the action of ∂1, . . . , ∂n on A[∂t, ∂
−1
t ]. More pre-
cisely, Kj−nf is the direct sum of A[∂t, ∂
−1
t ] ⊗ dxp1 ∧ · · · ∧ dxpj for 1 ≤ p1 < · · · < pj ≤ n.
The differential is defined by using (2.1.1). We have HjKf = 0 for j 6= 1 − n, 0, and
H0Kf = Af [∂t]. See Remark (i) after (3.1).
We have the filtrations F, U on A[∂t, ∂
−1
t ] by Fp =
⊕
i≤pA⊗ ∂
i
t , U
α =
⊕
i U
α+iA⊗ ∂it.
Then Kf has the filtrations F, U such that the restrictions of Fp, U
α to A[∂t, ∂
−1
t ]⊗dxp1 ∧
· · · ∧ dxpj are Fp+j−n(A[∂t, ∂
−1
t ]) and U
α+w′(A[∂t, ∂
−1
t ]) respectively, where w
′ = αf ′ −∑
k wpk (i.e. U is defined by counting also the weight of dxi).
Remarks. (i) The formula (4.1.2) remains true. (In particular, UαA ⊂ V˜ αA.) Using GrU ,
the argument is almost the same as in Remark (ii) after (4.1). In fact, the surjectivity of
(4.1.3) follows from that of
(5.1.1)
∑
i
Gr fi :
⊕
i
Grα−1+wiU A→ Gr
α
UA for α > n− αf ′ ,
combined with Nakayama’s lemma. (See (5.2.3) below for αf = αf ′ .) Then we get the
finiteness of ′V α over DX,0[∂
−1
t ]. Furthermore we have instead of (4.1.4)
(5.1.2) ξw(a⊗ 1)− ξwa⊗ 1 + ∂tt(a⊗ 1)) ∈
′V >α
for a ∈ UαA. So the conditions of V are verified. See also [19, (3.2)].
(ii) As a corollary of the above remark, we get
(5.1.3) U = V on H0Kf = Af [∂t],
where U on H0Kf is the quotient filtration of U on K
0
f = A[∂t, ∂
−1
t ], V on Af [∂t] is
the filtration V in (3.1), and the last isomorphism of (5.1.3) is as in (3.1.1). In fact, V
on Af [∂t] is the quotient filtration of V on A[∂t, ∂
−1
t ] (see Remark (i) after (3.1)), and
H0Kf = A[∂t, ∂
−1
t ]/
∑
i Im ∂i. So (5.1.3) follows from (4.1.2) in this case.
5.2. Proposition. The bifiltered complex (Kf ;F, U) in (5.1) is strict in the sense of [16].
Proof. By definition GrFp Kf is the Koszul complex (shifted by n) for the multiplication by
f1, . . . , fn on A, and H
jGrFpKf = 0 for j 6= 0. This implies the injectivity of H
jFpKf →
HjFqKf for p < q (i.e., the strictness of F on Kf ) by using the long exact sequence
associated with 0→ Fp → Fq → Fq/Fp → 0.
Similarly GrFp GrUKf is the Koszul complex (shifted by n) for the multiplication by
GrUf1, . . . ,GrUfn on GrUA (=
⊕
αGr
α
UA), and H
jGrFp Gr
α
UKf = 0 for j 6= 0, because
GrUfi = GrUf
′
i . This implies H
jFpGr
α
UKf = 0 for j 6= 0, using FpKf ⊂ U
αKf for
α+p≪ 0 (see Remark after (2.1)). By the same argument as above, we get the injectivity
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of HjFpU
αKf → H
jFpU
βKf for α > β. So H
jFpU
αKf → H
jKf is injective (using the
strictness of F ). In particular, U on Kf is strict. By definition, the strictness of (Kf ;F, U)
is equivalent to
HjFpU
βKf ∩H
jFqU
αKf = H
jFpU
αKf in H
jKf
for p < q, α > β. This is verified by using the commutative diagram
0 −−−−→ HjFpU
αKf −−−−→ H
jFpU
βKf −−−−→ H
jFp(U
β/Uα)Kf −−−−→ 0
y
y
y
0 −−−−→ HjFqU
αKf −−−−→ H
jFqU
βKf −−−−→ H
jFq(U
β/Uα)Kf −−−−→ 0.
where the injectivity of the right vertical morphism follows from the vanishing of
Hj(Fq/Fp)(U
β/Uα)Kf for j 6= 0. See [16].
Remarks. (i) As a corollary of (5.2), we have
(5.2.1) U = V on Af ,
where U is the quotient filtration of U on A, and V is the induced filtration of V on
Af [∂t]. In fact, we have Af = F0H
0Kf (because Af is the image of A in H
0Kf , and is
stable by ∂−1t ), and V on Af is identified with U on F0H
0Kf by (5.1.3). By (5.2) we have
the strict surjectivity of (K0f ;F, U) → (KfH
0;F, U) which implies that of (F0K
0
f , U) →
(H0F0Kf , U). So we get
V αAf =
∑
k≥0
∂−it U
α−iAf ,
and the assertion is reduced to ∂−1t U
α−1Af ⊂ U
αAf . But this is easily verified using
(3.1.1).
(ii) We have a natural isomorphism
(5.2.2) H0Kf = H
0Kf ′ , Gr
α
UAf = Gr
α
UAf ′ .
In fact, we have GrU (Kf , F ) = GrU (Kf ′ , F ), and GrUH
0Kf = GrUH
0Kf ′ . This implies
the first isomorphism, because the filtration U = V splits by the action of ∂tt. For the
second isomorphism, we use
GrαUAf = Gr
α
UF0H
0Kf = H
0F0Gr
α
UKf ,
where the last isomorphism follows from (5.2). See [16]. (Note that the first isomorphism
of (5.2.2) is related with [10], and is not compatible with F .)
By [20], (5.2.2) implies that the exponents for f and f ′ coincide, and we get
(5.2.3) αf = αf ′ = αw(1) =
∑
i
wi, βf ≤ n− αf .
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(iii) The last isomorphisms of (0.7), (0.8) are true by the same argument as in Remark
(iv) after (4.1), because (4.1.3), (4.1.6) remain valid.
(iv) As a corollary of (5.2.2), we have the strictness of
(5.2.4)
∑
i6=j
(fi∂j − fj∂i) :
⊕
i6=j
(A/U>α+wi+wj−1A,U [wi + wj − 1])→ (A/U
>αA,U)
for α ∈ Q, where (U [β])α = Uα+β . In fact, let L−1 =
⊕
i6=j(A,U [wi + wj − 1]), L
0 = A,
and df =
∑
i6=j fi∂j − fj∂i : L
−1 → L0 so that Af = Coker df . By (5.2.2) we have
dimC Im(GrUdf : Gr
α
UL
−1 → GrαUL
0) = dimCGr
α
U Im df ,
because this holds for f ′ and GrUdf = GrUdf ′ . Then the strictness of (5.2.4) follows.
5.3. We define the filtration Vw on DX,0 so that V
α
wDX,0 is the OX,0-submodule of DX,0
generated by xν∂ν
′
for αw(ν) − αw(ν
′) ≥ α. Let Vw be the filtration on A so that V
α
wA
is the ideal generated by xν for αw(ν) ≥ α (i.e., V
α
wA = U
α+αfA, see (4.1)). We define
the filtration Vw on M
′
f,0 = OX,0[f
−1] by V αwM
′
f,0 =
∑
k≥0 f
−kV α+kw A (i.e., V
α
wM
′
f,0 =
Uα+αfM ′f,0 if f = f
′, see (4.1)). Then (M ′f,0, Vw) is a filtered (DX,0, Vw)-Module, i.e.,
V αwDX,0V
β
wM
′
f,0 ⊂ V
α+β
w M
′
f,0.
Let c be the smallest positive integer such that w−1i c ∈ N. Then Vw satisfies the following
conditions:
(i) V αwM
′
f,0 are finitely generated V
0
wDX,0-modules,
(ii) V cwDX,0V
α
wM
′
f,0 = V
c+α
w M
′
f,0 for α≫ 0,
(iii) ξw − α is nilpotent on Gr
α
Vw
M ′f,0.
(See also [8] in the case wi = 1/d.)
In fact, we have the surjectivity of U cA×UαA→ Uα+cA for α≫ 0 (because αw(ν)≫ 0
implies wiνi ≥ k for some i). So (ii) follows. Let r be the smallest positive integer such that
c−1rwi ∈ N for any i. Since {GrVw (fi)
r} is a regular sequence, we have the surjectivity of
∑
i
(fi)
r :
⊕
i
Uα−r+rwiA→ UαA for α≫ 0.
Then
f−kV α+kw A ⊂
∑
i
V rwiw A∂
r
i (f
−k+rV α+k−rw A) +
∑
0≤j<k
f−jV α+jw A for k ≫ 0,
and we get (i). For (iii) we apply an argument similar to Remark (i) after (5.1).
We also define the filtration Vw on B so that V
α
wB consists of linear combinations of
x−ν−1(ν ∈ Nn) with αw(−ν − 1) ≥ α in the notation of (3.2) and (4.1).
Remarks. (i) The filtration Vw on M
′
f,0 is uniquely characterized by the above three
conditions. In fact, if V ′, V ′′ are two filtrations satisfying the conditions, take α ≫ 0
such that the condition (ii) is satisfied for V ′. Then V ′α ⊂ V ′′β for some β ≤ α, and
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V ′α+ic ⊂ V ′′α for i ∈ N such that β + ic ≥ α. So the image of V ′α/V ′α+ic in V ′′β/V ′′α
is annihilated by P (ξw) where P is a polynomial in one variable whose roots are greater
than or equal to α. This implies that the image is zero, and we get V ′α ⊂ V ′′α for α≫ 0.
Then we can apply a similar argument for any α, and get the inclusion for any α ∈ Q. So
the uniqueness follows. (See also [8] [16].)
(ii) For B, the filtration Vw is characterized by the two conditions (i) and (iii). In
fact, V αwB are artinian A-modules by (i), and
⋂
α V
α
wB = 0, because B is simple. Then
V αwB = 0 for α≫ 0, and the condition (ii) is not necessary.
(iii) As a corollary of the above remarks, any DX,0-linear morphismM
′
f,0 → B is strictly
compatible with Vw, because the quotient filtration on the image satisfies the conditions
(i) and (iii).
(iv) Using the local coordinate system (x1, . . . , xn), we have the inclusion GrA :=
GrVwA (=
⊕
αGr
α
Vw
A)→ A. This induces the functor
(5.3.1) M → Spw(M) := A⊗GrA GrVwM,
where M is a finite DX,0-module having the filtration Vw satisfying the above three condi-
tions. We have natural isomorphisms as DX,0-modules Spw(M
′
f,0) = M
′
f ′,0, Spw(B) = B.
So we get a map
(5.3.2) Ef → Ef ′ .
This is bijective, because it is injective by Remark (iii) above and dimEf = dimEf ′ by
(3.2.2) (combined with (3.1.4), (5.1.3), (5.2.1)).
5.4. Proof of (0.9). Except for the assertions on generating levels, the argument is
essentially the same as in the quasihomogeneous case. In fact, the arguments in (4.2)
and Remark (iv) after (4.1) hold also in the semiquasihomogeneous case, and we get
the (partial) generalization of (0.7). As to (0.8), we use the functor Spw in (5.3.1) and
surjectivity of (5.3.2) to prove
Gr
|ν|+1
U aν ∈
∑
i6=j
ImGr(fi∂j − fj∂i)
as in (4.3). Then the assertion is reduced to the strictness of (5.2.4) for α = k + 1.
Remarks. (i) The assertions on generating levels in (0.7), (0.8) are not true in the
semiquasihomogeneous case. For example, consider f = x61 + x
4
2 + x
4
3 + x
4
4 + x
2
1x2x3x4.
Here n = 4, αf = 11/12, and k0 = k1 = 2, but (Mf , F ), (M
′
f , F ), and (M
′′
f , F ) have
generating level ≤ 1 using (4.1.6). In fact, we have
U3A = U3(∂f) + Cx41x
2
2x
2
3x
2
4,
(same for U>3), and
−ξ∗w(x
2
1x2x3x4/f
2) = −
1
6
x41x
2
2x
2
3x
2
4/f
3,
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where xix
2
1x2x3x4 ∈ U
>2A. In this case we have
GrpFH
3(X∞,C)1 = 0 if and only if p 6= 2,
and r0 in Remark (ii) after (3.2) is 3. See Remark (ii) after (4.3).
(ii) If wi = 1/d, the assertion on generating level in (0.7) is generalized to the semiquasi-
homogeneous case by Remark (i) after (4.3), because dimCGr
p
FH
n−1(X∞,C)1 is constant
under a µ-constant deformation. See for example [26]. However, the assertion on generat-
ing level in (0.8) cannot be generalized even in this case (e.g., f = x41+ x
4
2+ x
4
3+ x
2
1x
2
2x3).
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