An extension to classical covariance control methods, introduced by Skelton and co-workers, is proposed specifically for application to the control of civil engineering structures subjected to random dynamic excitations. The covariance structure of the system is developed directly from specification of its reliability via the assumption of independent (Poisson) outcrossings of its stationary response process from a polyhedral safe region. This leads to a set of state covariance controllers, each of which guarantees that the closed-loop system will possess the specified level of reliability. An example civil engineering structure is considered.
Introduction
The reliability of actively controlled civil engineering structures has been a topic of considerable interest in recent years. Control design involving eigenvalue assignment, quadratic optimization, and uncertainty issues have traditionally been the methods of choice for multi-input, multi-output (MIMO) systems. However, these methods guarantee only that the state vector as a whoEe satisfies some performance requirement, and little can be said about the transient behavior of individual state variables. The concept of state covariance control, as discussed by Skelton and coworkers [6, 10, 111 , has been successfully applied to ensure good behavior of each state variable separately. In their work, however, the target state covariances were assumed to be known a priori. This assumption can often prove restrictive for systems of large dimension or those in which the state variables do not correspond to physical quantities.
In this paper, a relationship is developed between a desired degree of reliability for a particular system and the state covariance structure that this level of reliability requires. The resulting state covariance controller design guarantees that the closed-loop system will possess the specified level of reliability.
The algorithm is applied to an example problem; namely, a single-story building simulated with a one degreeof-freedom model. Ground excitation is specified as Gaussian white noise, the system response is assumed stationary, and outcrossings of the safe domain are Poisson events. A target level of system reliability is specified, which is mapped to the required state covariances. The controller that guarantees these covariances (and reliability) is then determined.
Background
The work presented herein is dependent upon two concepts: dynamic reliability and state covariance control. Previously studied independent of one another, their interrelationship forms the foundation this effort. A brief discussion of both is included for completeness.
Dynamic Reliability
Assessment of the reliability of a dynamical system requires the determination of the probability that the stochastic process representing system response, z(t) , here assumed to be stationary, will cross out of a safe region into a failure region for the first time during a finite time interval, t E [O,T] . This notion of failure can be expressed as and is illustrated graphically in Fig. 1 for one sample function of the two-dimensional vector process z(t) . Assuming that the probability of failure is small, it can be conservatively estimated in terms of the mean rate, vD , at which z(t) outcrosses the boundary aD into the failure region [3] . For the two-dimensional process shown, the mean rate at which a stochastic process crosses some positive level d is given by Rice's formula [9] where f x x is the joint probability density function of z(t) .
Furthermore, for a stationary, zero mean process subject to wide symmetric failure boundaries, as shown in Fig. 2 , the negative outcrossing rate is identical to the positive, and a first-order estimate of the probability of failure is given by [I21
(3)
+ -+ where vd = vd and vd = 2vd.
Most dynamic reliability problems of interest cannot be reduced to the study of outcrossings in the phase plane of a single degree-of-freedom system. When considering multivariate systems, the reliability problem must be viewed as the outcrossing of a hypersurface by a vectored stochastic process; see, for example [ l , 4, 7, 141. Due to space limitations, the example problem studied herein has only a single degree-of-freedom and, therefore, the multivariate case will not be considered.
State Covariance Control Theory
Consider the stable, actively controlled, linear timeinvariant system shown in Fig. 3 . When subjected to additive Gaussian white noise excitation, the equations of motion are
+ r w ( t ) , A E s i n z X n z , B E s n z x n u It is of interest to find the set of all state feedback gains, G .) such that the closed-loop state covariance matrix, defined as
reaches some specified (positive definite) value, Z . In the literature [6, 10, 11] , this is referred to as the State Covariance Assignment (SCA) problem. Skelton et al. [6, 10, 11] provide an overview of the SCA problem, which is briefly summarized here. Although it may be unlikely that one can find a system that can be given any state covariance matrix, for many systems it may be possible to guarantee a specific state covariance. Thus, it is evident that a set of covariance matrices may exist that can be achieved. This set is convex [ 1 11, and referred to as the covariance controllable subspace, C . The following theorem provides necessary and sufficient conditions to determine whether a specific Z is contained in Z (see [ 111 for proof).
Theorem:
The SCA problem may be assigned state covariance matrix Z m (I-BB+)(I'WrT+AZ+ZAT)(I-BB+) = 0 .
(6) Moreover, if the system satisfies these conditions, the set of all state feedback gain matrices, G , that guarantee Z can be found from (see [ 1 11 for proof)
where Q is arbitrary, S is arbitrary skew-symmetric, and all G E {G} are stabilizing. In summary, this set of control gains ensures that the open-loop system of Eq. (4) will attain, in the steady-state, the target closed-loop covariance, Z , provided the conditions of Eq. (6) are met.
Application
It remains to show how the concepts of dynamic reliability and state covariance control complement one another. This relationship is obvious since a convenient way to choose a performance requirement is to place a hard constraint on the reliability of the system which, in turn, leads to an objective for control design. 
mX(t) + cX(t) + kX(t) = -(4k,cosa)u(t) -mw(t), (8)
where m , c , and k are the mass, damping, and stiffness values, respectively, of the SDOF structure and X(t) , X(t) , and X(t) are the acceleration, velocity, and position processes, respectively, associated with the first floor of the structure.
Additionally, k , and a are constants associated with the structure of the controller, u(t) is the position of the controlling actuator, and w(t) is the ground acceleration, modeled as a Gaussian white noise process. The parameters of this structure are listed in Table 1 . The reliability of this system, under the assumptions listed above, is completely characterized by the scalar ". outcrossing rate given by Eq. (2). It has been shown by Rice [9] that the outcrossing rate for a two-dimensional Gaussian process is simply + ox -210,)
I o
where ox and ox represent the square-root of the closedloop variance (standard deviation) of the position and velocity, respectively, of the first floor of the building. A first-order estimate of the failure probability of the system is then given If the failure probability, the time increment, and the safety level &e all prescribed, a family of closed-loop state covariances exists, each of which guarantees the required degree of reliability of the system by Eq. (3).
The equations of motion can be mapped to the state space (assuming state feedback) to resemble the form of Eq. One can formulate a performance index at this time to ensure that the (ox,ox) pair used in the control design provides closed-loop performance that is "optimal" in some sense. For this example, consider a weighted sum of the expectation of the squares of the control effort and closed-loop acceleration response, given by
1E-6, lE+6,0.02 1E-4, 1E+6,0.02 1E-6, 1E+5,0.02 1E-6, lE+6,0.04 Table 2 lists the control gains required to achieve the prescribed level of reliability for the given pf , T , and d with
A gradient-based optimization algonthm was used to solve this constrained minimization problem [5], and the results are quite intuitive. It is evident, for example, that as the failure probability requirement is relaxed, the required control effort decreases. Similarly, less control effort is required if the failure event is prescribed by a longer time period or larger allowable displacement, d .
A plot illustrating the performance of the building, with and without control applied, is illustrated in Fig. 6 . The plot depicts the first case of Table 2 , where it is obvious that structural failure, as defined previously, is imminent in the uncontrolled case since the response continually exceeds the d = 0.02 in level. When reliability-based feedback control is applied, however, the structural response remains in the "safe" domain. In addition, the control effort required to achieve the desired level of reliability is quite reasonable.
-4 and w 2 = 1 .
Observations and Conclusions
The application of covariance control methods can be advantageous when the control objective is to define the behavior of the state variables in the mean square. Previous studies presumed some knowledge of the system prior to 0.15 Uncontrolled ( i n ) design in order to effectively prescribe admissible target covariances. Herein, a covariance control design method utilizing the system reliability as a hard constraint is introduced, providing a natural approach to covariance specification. Future efforts will be directed at alternate reliability formulations since the current model used by Veneziano et al. [14] J (in/sec2I2 
