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Ine´galite´s de Harnack et phe´nome`ne de
concentration.
Samy Skander Bahoura ∗
Universite´ de Patras, De´partement de Mathe´matiques, Patras 26500 Gre`ce
Re´sume´. Nous prouvons des ine´galite´s concernant le produit supu × inf u
pour des ope´rateurs elliptiques d’ordre 2 et 4. Ces ine´galite´s et le phe´nome`ne
de concentration nous permettent d’obtenir le comportement asymptotique des
solutions de ces EDP.
Abstract. We proove some inequalities concerning the product supu ×
inf u ≤ c, supu × inf u ≥ c for some elliptic operators of order 2 and 4. Those
inequalities and the concentration phenomena we can describe the asymptotic
behavior of those PDE solutions.
Mots-cles: sup× inf, laplacien et bilaplacien, point de concentration, com-
portement asymptotique.
Keywords: sup× inf, laplacian and bilaplacian, concentration point, asymp-
totic behavior.
Cet article correspond a` la Note aux Comptes Rendus Mathe´matiques de
l’Academie des Sciences [B 3].
Dans la suite nous notons le laplacien ge´ome´trique par ∆ = −∇i∇i.
On s’occupe de certaines ine´galite´s de Harnack de type sup× inf et leurs ap-
plications aux phe´nome`nes de concentration dans le cas d’ope´rateurs elliptiques
d’ordre 2. Ce type de proble`mes est bien connu voir par exemple, [B1], [B2]
[C-L], [DLN], [GT], [H], [He] [L1], [L2], [M] et les re´sultats obtenus utilisent les
te´chniques de syme´trie voir [GNN].
Les phe´nome`nes de concentration et leurs conse´quences ont beaucoup e´te´
e´tudie´es, precise´ment dans la recherche de meilleurs constantes dans les ine´galite´s
de Sobolev voir par exemple [Au], [Au, D, He], [DHR] et [He,V]. En ce qui nous
concerne, ce type d’ine´galite´s ( sup× inf ) et le phe´nome`ne de concentration,
nous permettent de de´crire le comportement asymptotic de certaines solutions
d’EDP.
∗Adresses e-mails: samybahoura@yahoo.fr, bahoura@ccr.jussieu.fr
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Conside´rons une suite de re´els positifs (ǫi)i≥0 avec ǫi → 0 et une suite de
fonctions vǫi > 0 sur Sn, telles que:
∆vǫi +
n(n− 2)
4
vǫi =
n− 2
4(n− 1)
Vǫivǫi
N−1−ǫi ,
avec, N =
2n
n− 2
, 0 < a ≤ Vǫi(x) ≤ b < +∞, ∀ x ∈ Sn et ||∇Vǫi ||∞ ≤ A.
On suppose que pour tout i que les fonctions Vǫi et vǫi sont re´gulie`res.
The´ore`me1. Sous ces hypothe`ses la suite (vǫi) ve´rifie,
ǫi
(n−2)/2
(
sup
Sn
vǫi
)1/4
× inf
Sn
vǫi → 0. (1)
On s’inte´resse aussi au proble`me suivant:
∆ui = Vi(|x|)ui
N−1−ǫi dans B1(0) et ui = 0 sur ∂B1(0).
Ou` B1(0) est la boule unite´ de R
n et Vi est une fonction de´croissante de |x|
qui ve´rifie 0 < a ≤ Vi(|x|) ≤ b < +∞ pour tout x. On suppose que les fonctions
ui et Vi sont re´gulie`res pour tout i.
Tho´re`me 2. Pour tout compact K de B1(0),
sup
B1(0)
ui × inf
K
ui ≥ c = c(a, b,K,Ω, n) > 0.
Application:
Conside´rons le proble`me suivant:
∆uǫi = n(n− 2)uǫi
N−1−ǫi , uǫi > 0 dans Ω et uǫi = 0 sur ∂Ω (E),
avec, Ω un ouvert borne´ de Rn.
Pour ce type d’e´quation il existe de nombreux re´sultats de compacite´ et de
comportement asymptotique voir par exemple, [BP], [H], [He]
Nous avons,
The´ore`me 3. 1) Il existe c1 = c1(n,Ω) > 0, c2 = c2(n,Ω) > 0 telles que:
c2 ≤ ||uǫi ||H1(Ω) ≤ c1.
2) Si Ω est e´toile´, alors, il existe une sous-suite (uǫj ) pour laquelle, il existe
un m ∈ N∗ et un nombre fini de points de concentrations x1, x2, ..., xm ∈ Ω tels
que:
i) lim
ǫj→0
uǫj = 0 dans C
2
loc(Ω¯− {x1, . . . xm}),
2
∀ k ∈ {1, . . . ,m}, ∃ (xj,k) avec , xj,k → xk et uǫj(xj,k)→ +∞.
ii) lim
ǫj→0
uN−ǫjǫj =
m∑
i=1
µiδxi avec µi ≥
ωn
2n
.
Ici la convergence est au sens des distributions.
iii) Pour tout compact K de Ω−{x1, . . . , xm}, il existe une constante positive
c = c(K,Ω, n) > 0 telle que:
sup
Ω
uǫj × sup
K
uǫj ≤ c.
iv) Il existe un voisinage ω du bord ∂Ω et une constante positive c¯ = c¯(ω,Ω, n)
tels que:
sup
Ω
uǫj × sup
ω
uǫj ≤ c¯.
v) il existe deux constantes positives, β1 et β2 telles que:
β1 ≤ ǫj
(
sup
Ω
uǫj
)2
≤ β2,
plus pre´cise´ment, il existe une fonction g ∈ C2(∂Ω), telle que,
ǫj
(
sup
Ω
uǫj
)2
→
cn
∫
∂Ω
< x|ν(x) > [∂νg(σ)]
2dσ∑m
k=1 µk
.
vi) il existe m re´els positifs γ1, . . . , γm, γk ≥ n(n − 2)
ωn
2n
, k ∈ {1, . . . ,m},
tels que:
sup
Ω
uǫj × uǫj(x)→
m∑
k=1
γkG(xk, x) dans C
2
loc(Ω¯− {x1, . . . , xm}),
ou` G est la fonction de Green du laplacien avec condition de Dirichlet. On
peut prendre, g =
∑m
k=1 γkG(xk, .) dans le v).
Remarque: On verra que dans le cas ou` Ω n’est pas e´toile´, les points i), ii),
iii), iv) et vi) se conservent.
Concernant certains ope´rateurs d’ordre 4, il existe des re´sultats comme [C 1],
[ C 2], [C-G] et [V]. Nous nous occupons maintenant de savoir si pour certains
d’entre eux des minorations du produit sup× inf sont possibles.
Sur une varie´te´ Riemannienne compacte (M, g) de dimension n ≥ 5, on
conside`re l’e´quation suivante:
∆2ui + b∆ui + cui = Viui
(n+4)/(n−4), ui > 0 sur M (E
′)
avec, b, c > 0, c ≤
b2
4
et 0 ≤ Vi(x) ≤ A.
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La condition 0 < c ≤
b2
4
est tre´s utile pour obtenir notre estimation, elle per-
met d’avoir une fonction de Green avec d’inte´re´ssantes proprie´te´s et est utilise´e
pour appliquer le principe du maximum voir [C 2].
The´ore`me 4. Il existe une constante positive k = k(b, c, A,M, g), telle que,
sup
M
ui × inf
M
ui ≥ k ∀ i,
ou` ui est solution de (E
′)
Autre re´sultat sur un ouvert Ω strictement convexe de Rn avec n ≥ 5,
conside´rons l’e´quation:
∆2uǫ = uǫ
p−ǫ, uǫ > 0 dans Ω, et uǫ = ∆uǫ = 0 sur ∂Ω, (E
′′)
avec, p =
n+ 4
n− 4
et 0 < ǫ ≤
4
n− 4
.
The´ore`me 5. Pour tout compact K ⊂ Ω, il existe c = c(K,Ω, n) > 0 telle
que pour toute solution uǫ de (E
′′), on ait:
sup
Ω
uǫ × inf
K
uǫ ≥ c.
Pour les ope´rateur d’ordre 4, il existe une identite´ de Pohozaev comme pour
ceux d’ordre 2( [P]), voir [C-G], et l’e´quation (E′′), avec ǫ = 0, ne posse`de pas
de solutions lorsque l’ouvert Ω est e´toile´. Ceci nous pousse a` e´tudier (E′′) avec
ǫ > 0.
Pour l’e´quation (E′′), il est important de remarquer que les points xǫ ou`
les solutions uǫ sont maximum, restent loin du bord ∂Ω. Ceci est important
pour estimer ces solutions pre´s du bord. Ce fait important est re´alise´ pour
les ouverts Ω strictement convexes, la me´thode utilise´e est celle de syme´trie de
[GNN] et la transformation de Kelvin. Pour le laplacien d’ordre 2, l’e´quation
reste invariante par la transformation de Kelvin, ce qui n’est pas le cas pour (E′′)
et la condition de stricte convexite´ du domaine peut attenuer la non invariance
par cette transformation, voir [C-G].
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Preuve du The´ore`me 1:
Supposons par l’absurde que (1) ne soit pas vraie, alors:
lim sup
ǫi→0
[
ǫi
(n−2)/2
(
sup
Sn
vǫi
)1/4
× inf
Sn
vǫi
]
≥ c > 0.
Soit xǫi le point ou` vǫi atteint son maximum. On conside`re la projection
ste´ographique de poˆle yǫi point diame`tralement oppose´ a` xǫi .
On a:
Si x = (x1, . . . , xn, xn+1) ∈ Sn et y = (y1, . . . , yn) ∈ R
n l’image de x par la
projection ste´re´ographique, alors:
xi =
2yi
1 + |y|2
, 1 ≤ i ≤ n, xn+1 =
|y|2 − 1
|y|2 + 1
,
et,
yi =
xi
1− xn+1
, 1 ≤ i ≤ n.
g0 =
(
2
1 + |y|2
)2
dy2, et uǫi =
(
2
1 + |y|2
)(n−2)/2
vǫi .
Soit E la me´trique euclidienne et ∆E le laplacien pour cette me´trique, on
obtient:
∆Euǫi =
n− 2
4(n− 1)
HǫiViuǫi
N−1−ǫi , avec H(y) =
(
2
1 + |y|2
)(n−2)/2
.
et,
uǫi(0) = 2
(n−2)/2max
Sn
vǫi = max
B1(0)
uǫi, et inf
B1(0)
uǫi ≥ inf
Sn
vǫi ,
On en de´duit que,
lim sup
ǫi→0
[
ǫi
(n−2)/2 [uǫi(0)]
1/4
× inf
B1(0)
uǫi
]
≥ c˜ > 0.
On se retrouve dans le cas du The´ore`me 1 de [B 1], les e´tapes de la preuve
de ce The´ore`me 1 se conservent ici, mais il faut ve´rifier si le lemme 2 de l’e´tape
2-3 se conserve.
On a, aǫi = 0 pour tout entier i et,
V˜ǫi(t, θ) = e
(n−2)ǫit/2[H(t)]ǫiVǫi(e
tθ), avec H(t) =
(
2
1 + e2t
)(n−2)/2
.
Comme,
ǫi
[2/(n−2)−ǫi/2]
−1
[uǫi(0)]
1/4
≥ c˜ > 0,
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ce qui s’e´crit,
log ǫi ≥ −
1
4
(
2
n− 2
−
ǫi
2
)
log uǫi(0) + log ˜˜c = ti.
et donc,
∂tV˜ǫi ≥ 0, sur ]−∞, ti]× Sn−1.
Donc, le lemme 2 de l’e´tape 2-3 du The´ore`me 1 de [B 1] se conserve et la
conclusion de la preuve de ce The´ore`me 1 reste la meˆme ici, a` savoir,
[uǫi(0)]
1/4 inf
B1(0)
uǫi ≤ c¯, pour tout i,
Or, d’apre`s notre hypothe`se de de´part,
[uǫi(0)]
1/4 inf
B1(0)
uǫi ≥
c˜
ǫi(n−2)/2
→ +∞.
Preuve du The´ore`me 2:
D’apre`s le The´ore`me 1’ de Gidas-Ni-Nirenberg [GNN], la me´thode moving-
plane assure que ui est radiale. Conside´rons la fonction de Green G du laplacien,
on peut ecrire:
max
B1(0)
ui = ui(0) =
∫
B1(0)
G(0, y)Vi(|x|)ui(y)
N−1−ǫi ≤ b
[∫
B1(0)
G(0, y)dy
]
(max
B1(0)
ui)
N−1−ǫi ,
Ce qui donne:
[ui(0)]
4/(n−2)−ǫi ≥ c > 0,
avec, c =
1
b
[∫
B1(0)
G(0, y)dy
] .
Comme dans le The´ore`me 2 de [B-2], on utilise la repre´sentation par la
fonction de Green pour prouver que l’e´nergie tend vers 0, puis par le proce´de´
d’ite´ration de Moser, on prouve que ui(0)→ 0 ce qui est contradictoire.
Preuve du The´ore`me 3:
Preuve de 1):
D’apre`s l’ine´galite´ de Harnack du type sup× inf (voir [C-L], [L1] ou adapter
la me´thode qui se trouve dans [B 1] avec les Vi ≡ 1 ), pour tout compact K d’un
ouvert Ω0 ⊂⊂ Ω, il existe une constante positive c¯ = c¯(K,Ω0,Ω, n) telle que :
sup
K
uǫ × inf
Ω0
uǫ ≤ c,
On sait que (voir [H] pages 164-165) pour δ = δ0 > 0 assez petit:
uǫ(x) ≤M =M(δ,Ω, n) ∀ x ∈ {y, d(y, ∂Ω) ≤ δ}.
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δ0 de´pend de Ω mais pas de ǫ > 0.
On prend, Ω0 = {x, d(x, ∂Ω) >
δ0
2
} et K = {x, d(x, ∂Ω) ≥
2δ0
3
}.
Soit G la fonction de Green du laplacien avec condition de Dirichelet, alors:
uǫ(x) =
∫
Ω
G(x, y)uN−1−ǫǫ (y)dy.
En appliquant le principe du maximum a` G, on a pour δ0 > 0,
G(x, y) ≥ c1 = c1(δ0,Ω, n) > 0 sur {x, d(x, ∂Ω) ≥ 2δ0/3}×{y, d(y, ∂Ω) ≥ δ0/2},
ce qui donne,
c¯ ≥ sup
K
uǫ × inf
Ω0
uǫ ≥
∫
{x,d(x,∂Ω)≥2δ0/3}
uN−ǫǫ (y)dy.
Comme,
||uǫ||
N−ǫ
N−ǫ =
∫
{x,d(x,∂Ω)≤2δ0/3}
uN−ǫǫ (y)dy +
∫
{x,d(x,∂Ω)≥2δ0/3}
uN−ǫǫ (y)dy.
On en de´duit que:
||uǫ||
N−ǫ
N−ǫ ≤ c(n,Ω).
En multipliant (E) par uǫ ∈ H
1
0 (Ω) et en inte`grant par parties, on obtient:
||uǫ||H10 (Ω) ≤ c(n,Ω).
D’autre part, en utilisant l’injection de Sobolev, puis en multipliant l’e´quation
(E) par uǫ, en inte´grant par parties et en utilisant l’ine´galite´ de Holder, on ob-
tient:
K1||uǫ||
2
N−ǫ ≤ K2||uǫ||
2
N ≤
∫
Ω
|∇uǫ|
2 = n(n− 2)
∫
Ω
uN−ǫǫ = n(n− 2)||uǫ||
N−ǫ
N−ǫ,
Ce qui donne,
||uǫ||N−ǫ ≥ K˜1 > 0 et ||uǫ||H1 ≥ K˜2 > 0.
Preuve de 2):
Point i):
Comme uǫ est borne´e dans H
1, on peut en extraire une sous-suite uǫ′ → u
et la convergence est presque partout, dans LN−(1/2) fort et dans H1 faible.
La fonction u ≥ 0 ve´rifie, ∆u = n(n − 2)uN−1 et u = 0 sur ∂Ω. De plus
||u||H1(Ω) ≤ lim infǫ→0 ||uǫi ||H1(Ω) ≤ c(n,Ω).
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1’) Re´gularite´ de u au bord:
On sait (voir [H] pages 164-165), qu’il existe un voisinage ω du bord ∂Ω et
constante positive M telle que:
uǫi(x) ≤M ∀ x ∈ ω.
En utilisant le lemme 2 de [H] (ou le lemme 8 de [He]), on en de´duit que la
suite (uǫi) est uniforme´ment borne´e dans C
1,α au voisinage du bord. En utilisant
le the´ore`me d’Ascoli, la suite (uǫi) converge vers une fonction C
1 et donc u est
C1 au voisinage du bord.
2’) Re´gularite´ de u a` l’inte´rieur de Ω:
En utilisant les arguments de re´gularite´ locale de Trudinger (voir [T] the´ore`me
3 et lemme page 268) et le the´ore`me de Ladyzenskaya-Ural’ceva (voir [Au]
the´ore`me 4.40), on en de´duit que u est au moins de classe C2(Ω).
Finalement u ∈ C2(Ω¯). D’apre´s le principe du maximum u ≡ 0 ou u > 0.
Comme Ω est e´toile´, en utilisant la formule de Pohozaev [P], on conclut que
u ≡ 0.
Remarque: On peut se passer du fait que Ω est e´toile´. On sait que les points
xǫi ou` uǫi est maximum restent loin du bord, alors, soit uǫi est uniforme´ment
borne´ dans C0(Ω¯) et on a donc un re´sultat de compacite´, soit, il existe une sous-
suite de uǫi note´e encore uǫi telle que uǫi(xǫi)→ +∞ et dans ce cas l’ine´galite´
de Harnack du type sup× inf et les estimations de Schauder ( au voisinage du
bord), nous permettent d’avoir l’existence d’un point a0 tre´s proche du bord
sans eˆtre sur le bord ( ou` uǫi est uniforme´ment borne´e) tel que u(a0) = 0, le
principe du maximum applique´ a` u implique que u ≡ 0.
On de´finit un point de concentration x0 comme suit,
∀ δ > 0 lim inf
ǫi→0
∫
B(x0,δ)∩Ω
uN−ǫiǫi (x)dx > 0.
On prend la lim inf au lieu de lim sup, dans la de´finition d’un point de
concentration, pour pouvoir compter tous les points de concentrations, on verra
plustard qu’il est plus simple de compter les points de concentrations ( qui serons
en nombre fini).
En utilisant le Lemme 1 dans [He] (avec la modification lim sup devient
lim inf), on en de´duit que si x0 est un point de concentration, alors:
lim inf
ǫ→0
∫
B(x0,δ)∩Ω
uN−ǫǫ (y)dy ≥
ωn
2n
.
Comme uǫ(x) ≤ M sur {x, d(x, ∂Ω) ≤ δ}, par les estimations elliptiques
on en de´duit que ||∇uǫ||L∞(ω) ≤ M
′. ou` ω est un voisisnage du bord ∂Ω. On
conclut graˆce au The´ore`me d’Ascoli que uǫ converge uniforme´ment vers 0 sur un
voisinage du bord et donc il n’y a pas de points de concentration au voisinage
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du bord. De plus en utilisant le le lemme 2 de [H] ou lemme 8 de [He] et le
the´ore`me 6.6 de [GT], on de´duit que ||uǫ||C2(ω) converge vers 0 au voisinage ω
du bord.( on prend une couronne C voisinage du bord, les bords ∂C de C sont,
∂Ω et ∂(Ωǫ0), on prend η une fonction telle que η ≡ 0 sur ∂(Ωǫ0) et η ≡ 1 dans
un voisinage de ∂Ω, puis on s’occupe de l’e´quation ∆(ηuǫ) = fǫ ∈ C
0,β(C) et
ηuǫ = 0 sur ∂C ).
Comme (uǫi) est borne´e dansH
1(Ω), par le the´ore`me de Rellich-Kondrachov,
pour tout q ∈ [1, N [, il existe une sous- suite note´e encore (uǫi) qui converge
vers 0 dans Lq. En prenant une suite q → N et en utilisant le proce´de´ diagonal,
on de´duit qu’il existe une sous-suite note´e encore (uǫi) qui conevrge vers 0 dans
tous les Lq avec q ∈ [1, N [.
En premie`re conclusion, on obtient, une sous-suite note´e (uǫi) telle que
||uǫi ||C2(ω) → 0 et ∀ q ∈ [1, N [, ||uǫi ||Lq(Ω) → 0, avec ω un voisinage du bord.
Comme uǫi est borne´e dans L
N , on en de´duit que si il y a des points de
concentration alors ils sont en nombre fini x1, . . . xm. De plus m est borne´ par
un re´el ne de´pendant que de Ω et n.
On va voir que la suite uǫi a au moins un point de concentration. Sup-
posons le contraire, soit alors K un compact de Ω tel que Ω − K ⊂ ω, ou` ω
est un voisinage du bord tel que, ||uǫi ||C2(ω) → 0, alors supK uǫi = uǫi(yǫi)
avec yǫi → y ∈ K. Apre´s passage a` une sous-suite, il existe δy > 0 tel que,
lim infǫi→0
∫
B(y,δy)
uN−ǫiǫi (x)dx = 0., on en de´duit gra´ce au proce´de´ d’ite´ration
de Moser que supB(y,δy/2) uǫi → 0 et donc ||uǫi ||L∞(K) → 0. Ainsi, ||uǫi ||L∞(Ω¯) →
0, or ceci contredit le fait que ||uǫi||LN (Ω) ≥ c > 0, pour tout i.
Pour la suite (uǫi), on a un nombre fini de points de concentration de Ω,
on conside`re alors, une sous-suite (uǫj ) de (uǫi) qui a le maximum de points
de concentration, soit x1, x2, . . . , xm tous les points de concentration de (uǫj ).
Alors toute sous-suite de (uǫj ) a au plus m points de concentrations.
D’apre`s le lemme 1( modifie´, lim sup→ lim inf) de [He], on a:
∀ k ∈ {1, . . . ,m} ∀ δ > 0 lim inf
ǫj→0
∫
B(xk,δ)
uN−ǫjǫj (x)dx ≥
ωn
2n
.
et,
∀ x ∈ Ω− {x1, . . . , xm} ∃ δy > 0 lim inf
ǫj→0
∫
B(y,δy)
uN−ǫjǫj (x)dx = 0.
Soit K un compact de Ω¯− {x1, . . . , xm}, on a, supK uǫj = uǫj(yj) avec, par
compacite´, yj → y ∈ K. En utlisant le meˆme raisonnement que [He] dans le
lemme 4 et le lemme 8 et les estimations elliptiques (the´ore`me 9.11 de [GT]),
puis les estimations de Schauder on en de´duit qu’il existe une sous-suite uǫjr
qui tend vers 0 dans C2(K). De plus cette sous-suite ve´rifie:
∀ k ∈ {1, . . . ,m} ∀δ > 0 lim inf
ǫjr→0
∫
B(xk,δ)
u
N−ǫjr
ǫjr (x)dx ≥
ωn
2n
.
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Ce qui revient a` dire que la nouvelle sous-suite a au moins m points de
concentrations, d’apre´s la de´finition de m, cette sous-suite a exactement m
points concentrations x1, . . . , xm. On obtient:
∀ y ∈ Ω− {x1, . . . , xm} ∃ δy > 0 lim inf
ǫjr→0
∫
B(y,δy)
u
N−ǫjr
ǫjr (x)dx = 0.
En conside´rant une suite exhaustive de compacts (Kn) de Ω¯−{x1, . . . , xm},
Kn ⊂ K˙n+1, ∪nKn = Ω¯ − {x1, . . . , xm} et en utilisant le proce´de´ diagonal, on
en de´duit qu’il existe une sous-suite note´e uǫj qui a exactement m points de
concentrations x1, . . . , xm et qui converge vers 0 dans C
2
loc(Ω¯− {x1, . . . , xm}).
Soit x1 un point de concentration, alors, il existe une suite jn → +∞ et
xjn,1 → x1 avec uǫjn (xjn,k) → +∞. En appliquant le meˆme proce´de´ pour x2
puis pour xk, k allant de 3 a` m, on extrait une sous-suite note´e encore (uǫj )
et des suites de points (xj,k), k allant de 1 a` m tels que, uǫj(xj,k) → +∞ et
xj,k → xk.
Ainsi, pour tout k ∈ {1, . . . ,m}, il existe une suite yj,k → xk et uǫj (yj,k)→
+∞.
On pouvait remarquer que,
|B(xk, δ)| sup
B(xk,δ)
uN−ǫiǫi ≥
∫
B(xk,δ)
uN−ǫiǫi (x)dx ≥
ωn
2n+1
pour i ≥ i0.
puis, on fait tendre δ vers ze´ro.
Point ii):
Soit xk un point de concentration, alors:
µk = lim inf
ǫj→0
∫
B(xk,δ0)
uN−ǫjǫj (x)dx ≥
ωn
2n
,
avec, δ0 = min{i6=j,i,j=1,...,m}
d(xi, xj)
2
.
Alors, pour 0 < δ ≤ δ0, on a:
µk = lim inf
ǫj→0
∫
B(xk,δ0)
uN−ǫjǫj (x)dx = lim infǫj→0
∫
B(xk,δ)
uN−ǫjǫj (x)dx.
En conside´rant une sous-suite et en prenant φ ∈ C(Ω), on obtient:
∫
Ω
uN−ǫjǫj (x)φ(x)dx =
m∑
k=1
∫
B(xk,δ)
uN−ǫjǫj (x)φ(x)dx+
∫
Ω−[∪mk=1B(xk,δ)]
uN−ǫjǫj (x)φ(x)dx,
En prenant δ assez petit et en utilisant le point i) du The´ore`me, on en de´duit
que:
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lim
ǫj→0
∫
Ω
uN−ǫjǫj (x)φ(x)dx =
m∑
k=1
µkφ(xk), µk ≥
ωn
2n
.
Point iii):
Soit xǫj ∈ Ω tel que uǫj (xǫj ) = supΩ uǫj , apre´s extraction d’une sous-suite,
on peut supposer que xǫj → x0 ∈ Ω. Il est clair que x0 est un point de con-
centration et donc x0 est l’un des xk, k ∈ {1, . . . ,m}, on peut supposer que
x0 = x1.
Soit K un compact de Ω − {x1, . . . , xm}, alors il existe α1 > 0, . . . , αm > 0
tels que, K ⊂ Ω˜ = Ω1 − [∪
m
i=1B¯(xi, αi)], ou` Ω1 est un ouvert relativement
compact de Ω. D’apre´s le point i), uǫj → 0 uniforme´ment sur
¯˜Ω.
Conside´rons l’ope´rateur L = −∆ + n(n − 2)uǫj
N−2−ǫj , alors, Luǫj = 0 et
l’ine´galite´ de Harnack usuelle est ve´rfie´e pour cet ope´rateur (voir [GT]). Ainsi,
pour tout Ωˆ ⊂⊂ Ω˜, il existe c = c(Ωˆ, Ω˜, n) > 0 telle que:
sup
Ωˆ
uǫj ≤ c inf
Ωˆ
uǫj .
On prend Ωˆ contenant K et tel que son bord exte´rieur (bord le plus proche
de ∂Ω ) soit le bord d’un ouvert O contenant une boule de centre x1 et de rayon
α > 0. Comme uǫj est sous-harmonique, on obtient:
inf
Ωˆ
uǫj ≤ inf
∂O
uǫj = inf
O
uǫj .
Comme, B¯(x1, α) ∈ O, en utilisant l’ine´galite´ de Harnack du type sup× inf,
on a:
sup
B(x1,α)
uǫj × inf
O
uǫj ≤ c = c(O, α, n).
Or, supΩ uǫj = supB(x1,α) uǫj , en combinant ces ine´galite´s, on obtient:
sup
Ω
uǫj sup
K
uǫj ≤ c = c(K,Ω, n).
Point vi):
Me´thode 1:
On sait (voir [H] pages 164-165) qu’il existe un voisinage du bord ω, un
ouvert Ω′ ⊂⊂ Ω et une constante positive c′ = c′(n,Ω) tels que:
sup
ω
uǫj ≤ c
′
∫
Ω′
uǫj(x)dx.
On peut (quitte a` grandir Ω′), supposer qu’il existeR > 0 tel que, B(xk, R) ⊂
Ω′, k ∈ {1, . . . ,m}.
Comme uǫj est sous-harmonique d’apre`s l’ine´galite´ de Moser-Harnack, il
existe 0 < R′ < R et une constante positive c˜ = c˜(n,Ω, R′) tels que:
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∫
B(xk,R′)
uǫj (x)dx ≤ c˜ inf
B(xk,R′)
uǫj = c˜ inf
∂B(xk,R′)
uǫj , k ∈ {1, . . . ,m}.
D’apre`s le point iii) , on a:
sup
Ω
uǫj × sup
∂B(xk,R′)
uǫj ≤ c˜k.
Ce qui donne:
sup
Ω
uǫj
∫
B(xk,R′)
uǫj(x)dx ≤ c¯(R
′,Ω, k, n).
On se place maintenant sur Ω′ − {∪mk=1B(xk, R
′/2)}. Sur cet ouvert on
a d’apre`s le point i), uǫj ≤ 1 a` partir d’un certain rang, on peut appliquer
l’ine´galite´ de Harnack usuelle a` la fonction uǫj solution de Luǫj = 0 ou` L =
−∆+ n(n− 2)u
N−2−ǫj
ǫj . Il existe cˆ = cˆ(R
′,Ω, n) telle que:
sup
Ω′−{∪mk=1B(xk,R
′)}
uǫj ≤ cˆ inf
Ω′−{∪mk=1B(xk,R
′)}
uǫj = cˆ inf
∂(Ω′−{∪mk=1B(xk,R
′)})
uǫj ≤ cˆ inf
∂Ω′
uǫj = cˆ inf
Ω′
uǫj .
En utilisant l’ine´galite´ de Harnack du type sup× inf, on obtient:
sup
Ω
uǫj × inf
Ω′
uǫj = sup
B(x1,R′)
uǫj × inf
Ω′
uǫj ≤ c(Ω
′,Ω, n).
Finalement, on obtient:
sup
Ω
uǫj×
∫
Ω′−{∪mk=1B(xk,R
′)}
uǫj(x)dx ≤ sup
Ω
uǫj× sup
Ω′−{∪mk=1B(xk,R
′)}
uǫj ≤ c(Ω, R
′,Ω, n).
En combinant, toutes ces ine´galite´s, on obtient,
sup
Ω
uǫj × sup
ω
uǫj ≤ c
′ sup
Ω
uǫj
∫
Ω′
uǫj(x)dx ≤ c(ω,Ω, n).
Me´thode 2:
D’apre´s l’ine´galite´ d’Alexandrov-Bakelman-Pucci (voir [Au]), on a:
sup
ω
uǫj ≤ sup
∂ω
uǫj + C||u
N−1−ǫj
ǫj ||Ln(ω).
Donc,
sup
ω
uǫj ≤ sup
∂ω
uǫj + C||u
N−1−ǫj
ǫj ||Ln(ω) ≤ sup
∂ω
uǫj + C(sup
ω
uǫj)
N−1−ǫj .
D’apre´s le point i), supω uǫj → 0, d’ou`:
(1 − k) sup
ω
uǫj ≤ sup
∂ω
uǫj avec 0 < k < 1.
En utilisant iii), on conclut que:
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sup
Ω
uǫj × sup
ω
uǫj ≤
1
1− k
sup
Ω
uǫj sup
∂ω
uǫj ≤ c(ω,Ω, n).
Point v):
D’apre`s la formule de Pohozaev (voir [P] ou [H]), on a:
ǫj
∫
Ω
uN−1−ǫjǫj (x)dx = cn
∫
∂Ω
< (x− y)|ν(x) >
[
∂νuǫj(σ)
]2
dσ.
D’ou`,
ǫj
(
sup
Ω
uǫj
)2 ∫
Ω
uN−1−ǫjǫj (x)dx = cn
∫
∂Ω
< x|ν(x) >
[
∂ν [(sup
Ω
uǫj)uǫj ](σ)
]2
dσ.
Posons, gǫj = (supΩ uǫj)uǫj et fǫj = n(n − 2)(supΩ uǫj )u
N−1−ǫj
ǫj . Alors, on
a:
∆gǫj = fǫj dans Ω et gǫj = 0 sur ∂Ω.
D’apre`s le point iv) , ||gǫj ||L∞(ω) ≤ c(ω,Ω, n), avec ω un voisinage du bord
∂Ω.
D’apre`s la formule de repre´sentation de la fonction Green, on a:
gǫj(x) =
∫
Ω
G(x, y)fǫj (y)dy ≥
∫
Ω−ω
G(x, y)fǫj (y)dy.
D’apre`s le point iii) , on a, gǫj (x) ≤ c(x,Ω, n) pour x ∈ Ω− {x1, . . . , xm} et
d’apre´s le point iv) et i), ||fǫj ||L∞(ω) ≤ c(ω,Ω, n).
D’apre´s le principe du maximum, G(x, y) ≥ c(x,Ω−ω,Ω, n) > 0 pour x ∈ Ω.
Finalement, ∫
Ω
fǫj(y)dy ≤ c ∀ j.
On veut prouver qu’il existe une constante c = c(Ω, n) > 0 telle que pour
toute solution positive ui de,
∆ui = ui
N−1−ǫi , dans ui = 0 sur ∂Ω,
on a, ∫
Ω
fi ≤ c,
On sait qu’il existe un voisinage ω du bord tel que supω ui ≤ c(ω,Ω, n), on
conside`re l’ope´rateur L = −∆ + n(n − 2)ui
N−2−ǫi dans l’ouvert ω, pour cet
ope´rateur on peut appliquer l’ine´galite´ de Harnack usuelle ( voir [GT], chapitre
8). On obtient,
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sup
ω˜
ui ≤ cˆ inf
ω˜
ui,
pour tout ouvert ω˜ relativement compact dans ω et cˆ = c(ω˜, ω, n).
On sait aussi, qu’il existe δ = δ(Ω, n) > 0 tel que d(xi, ∂Ω) ≥ δ, avec
ui(xi) = supΩ ui. On prend alors, ω˜ tel que son bord exte´rieur soit ∂Ω˜, et Ω˜
contient strictement les xi. On a ω de´pend de Ω et de n, de meˆme ω˜ ⊂⊂ ω, est
choisi a` partir de ω et donc de´pend ( il le doit) de Ω et de n.
sup
Ω
ui×sup
ω˜
ui ≤ cˆ sup
Ω
ui inf
ω˜
ui ≤ cˆ sup
Ω
ui inf
∂exterieur ω˜
ui = cˆui(xi)×inf
∂Ω˜
ui = cˆui(xi)×inf
Ω˜
ui,
car, ui est sous-harmonique et l’inf sur l’ouvert est atteint sur le bord
(principe du maximum).
On utilise l’ine´galite´ de Harnack du type sup× inf pour obtenir,
sup
Ω
ui × inf
Ω˜
ui ≤ c(Ω˜, ω˜, n),
Donc,
gi(x) ≤ c(ω˜,Ω, n) sur ω˜. (∗)
D’apre´s, l’ine´galite´ d’Alexandrov-Bekelman-Pucci,
sup
ω
ui ≤ sup
∂ω
ui + C||u
N−1−ǫi
i ||Ln(ω) ≤ sup
∂ω
ui + C˜||ui||Ln(ω),
En multipliant par supΩ ui a` droite et a` gauche, on obtient,
sup
ω
gi ≤ sup
∂ω
gi + C||gi||Ln(ω),
On peut e´crire,
||gi||Ln(ω) ≤ ||gi||Ln(ω−ωǫ) + ||gi||Ln(ωǫ),
avec, ωǫ un ouvert de ω qui est voisinage de ∂Ω,
||gi||Ln(ωǫ) ≤ sup
ωǫ
gi|ωǫ|
1/n ≤ sup
ω
gi|ωǫ|
1/n,
ainsi,
sup
ω
gi(1 − C˜|ωǫ|
1/n) ≤ sup
∂ω
gi + C¯ sup
ω−ωǫ
gi,
En prenant ωǫ voisin de ∂Ω de mesure tre´s petite |ωǫ| < C˜
−n, puis en
utilisant (∗) avec ω˜ = ω − ωǫ puis ω˜ = ∂ω, on obtient,
||gi||L∞(ω) ≤ c(Ω, n).
Graˆce a` la fonction de Green du laplacien,
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gi(x) =
∫
Ω
G(x, y)fi(y)dy ≥
∫
Ω−ω
G(x, y)fi(y)dy,
Par le principe du maximum, G(x, y) ≥ c(∂ω − ∂Ω,Ω − ω,Ω, n)) pour x ∈
∂ω − ∂Ω et y ∈ Ω− ω.
Donc, ∫
Ω−ω
fi ≤ c(Ω, n),
or, fi = n(n− 2)gi × ui
N−2−ǫi ≤ c(Ω, n) sur ω, d’ou` le re´sultat.
En utilisant, le lemme 8 de [He] ou le lemme 2 de [H],il existe une constante
positive c = c(ω,Ω, n) telle que pour β ∈]0, 1], pour tout voisinage ω′ ⊂⊂ ω du
bord ∂Ω, on a:
||gǫj ||W 1,q(Ω) + ||∇gǫj ||C0,β(ω′) ≤ c, 1 ≤ q <
n
n− 2
.
En utilisant le the´ore`me d’Ascoli, on peut extraire de gǫj une sous-suite qu’on
note encore gǫj qui converge uniforme´ment dans C
1(ω′) vers g ≥ 0. D’apre´s
le principe du maximum de Hopf, sup∂Ω |∂νg| > 0, en utilisant le point 1) et
l’identite´ de Pohozaev (voir [H]), on conclut qu’il existe deux constantes positives
β1 et β2 telles que::
β1 ≤ ǫj
(
sup
Ω
uǫj
)2
≤ β2.
Plus pre´cise´ment,
ǫj
(
sup
Ω
uǫj
)2
→
cn
∫
∂Ω < x|ν(x) > [∂νg(σ)]
2dσ∑m
k=1 µk
.
Sur un voisinage ω de ∂Ω, en passant aux sous-suites, on peut supposer que
gǫj converge uniforme´ment vers gω dans C
2(ω).
Point vi):
Conside´rons une suite exhaustive de compacts (Kn) de Ω¯−{x1, . . . , xm}. Sur
tout compactK de Ω¯−{x1, . . . , xm} le point iii) donne ||gǫj ||L∞(K) ≤ c(K,Ω, n).
En utilisant les estimations elliptiques et le lemme 2 de [H] ou le lemme 8
de [He] et le the´ore`me d’Ascoli, on peut extraire de (gǫj ) une sous-suite qui
converge dans C1(K) vers une fonction gK . Comme ∇fǫj = n(n − 2)(N − 1 −
ǫj)u
N−2−ǫj
ǫj ∇gǫj , en appliquant ce proce´de´ a´ la suite de compacts (Kn) et en
utilisant le proce´de´ diagonal et l’unicite´ des limites, on construit de proche en
proche une fonction g ∈ C2(Ω¯−{x1, . . . , xm}) et une sous-suite note´e encore gǫj
qui converge vers g dans C2loc(Ω¯ − {x1, . . . , xm}). En prolonge g et ∇g en g˜ et
∇˜g sur Ω¯ par 0 (par exemple) sur {x1, . . . , xm}. g˜ reste une fonction mesurable
sur Ω¯ et comme ||gǫj ||W 1,q(Ω) ≤ c(n,Ω) avec 1 < q <
n
n− 1
. Graˆce a` l’injection
de Sobolev W 1,q dans Lr 1 ≤ r ≤ q∗ et l’injection compacte de Khondrakov
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pour 1 ≤ r < q∗, on a gǫj → g¯ dans L
r et g¯ = g˜ presque partout( on compare g
et g¯ sur Kn, puis on passe a´ la limite en n). Donc, g˜ ∈ L
r(Ω) avec r > 1 et est
solution ( au sens des distributions) de:
∫
Ω
g˜∆φ =
m∑
k=1
γkδxk ∀ φ ∈ C
2(Ω¯) ∩ H˙21 (Ω),
avec, γk = lim infǫj→0
∫
B(xk,δ0)
fǫj(x)dx et δ0 = mini6=j,i,j∈{1,...,m}
d(xi, xj)
2
.
En utilisant les points i), iii) et iv),la suite (fǫj ) converge uniforme´ment vers 0
sur tout compact de Ω¯− {x1, . . . , xm}.
Or, la fonction G de Green du laplacien avec condition de Dirichlet, ve´rifie:∫
Ω
G(xk, x)∆φ = δxk ∀ φ ∈ C
2(Ω¯) ∪ H˙21 (Ω).
Donc,
∫
Ω
[g˜ −
m∑
k=1
γkG(xk, x)]∆φ = 0 ∀ φ ∈ C
2(Ω¯) ∩ H˙21 (Ω)
et,
g˜ −
m∑
k=1
γkG(xk, x) = 0 sur ∂Ω.
En utilisant le the´ore`me de re´gularite´ d’Agmon (voir the´ore`me 8.2 pp 444
de [Ag]ou [Au]), on conclut que, u = g˜−
∑m
k=1 γkG(xk, x) presque partout avec
u ∈ C∞(Ω).
Comme g˜ −
∑m
k=1 γkG(xk, .) est C
1(Ω¯ − {x1, . . . , xm}), on en de´duit que
u = g −
∑m
k=1 γkG(xk, .) partout sur Ω− {x1, . . . , xm}.
Soit alors, w la fonction qui vaut u dansB(xk, ǫ), k = 1...m et g−
∑m
k=1 γkG(xk, .)
partout ailleurs sur Ω¯, w est C2(Ω¯) e´gale a´ u−
∑m
k=1 γkG(xk, .) presque partout
sur Ω et donc,
∫
Ω
w∆φ = 0 au sens des distributions et w ≡ 0 sur le bord ∂Ω.
Finalement w ≡ 0 sur Ω; d’ou´ g˜ ≡
∑
k=1 γkG(xk, .) sur Ω¯ − {x1, x2, . . . , xm}.
Ainsi, on a:
sup
Ω
uǫjuǫj →
m∑
k=1
γkG(xk, .) dans C
2
loc(Ω¯− {x1, . . . , xm}).
On a:
γk = lim inf
ǫj→0
∫
B(xk,δ0)
fǫj et lim inf
ǫj→0
∫
B(xk,δ0)
uN−ǫjǫj = µk ≥
ωn
2n
,
donc,
γk = n(n− 2) lim inf
ǫj→0
∫
B(xk,δ0)
[
(sup
Ω
uǫj)u
N−1−ǫj
ǫj
]
≥ n(n− 2)µk.
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Preuve du The´ore`me 4:
Les conditions b, c > 0, et c ≤
b2
4
, nous permettent d’avoir l’existence d’une
fonction de Green G pour l’ope´rateur ∆2 + b∆+ c, telle que,
C′(M, g)
dg(x, y)n−4
≥ G(x, y) ≥
C(M, g)
dg(x, y)n−4
,
avec, C(M, g), C′(M, g) > 0.
On e´crit alors,
min
M
ui = ui(xi) =
∫
M
G(x, y)Vi(y)ui(y)
(n+4)/(n−4)
dVg(y),
et,
min
M
ui ≥ C¯
∫
M
Vi(y)ui(y)
(n+4)/(n−4)dVg(y),
d’ou`,
sup
M
ui × inf
M
ui ≥
∫
M
Viui
2n/(n−4).
On multiplie l’e´quation (E) par ui puis on inte`gre par parties, on obtient,
∫
M
Viui
2n/(n−2) =
∫
M
[(∆ui)
2 + b|∇ui|
2 + cui
2] ≥ K||ui||
2
H22 (M)
,
On utilise l’injection de Sobolev H22 (M) dans L
2n/(n−4)(M) et le fait que
0 ≤ Vi(x) ≤ A sur M pour obtenir,
A||ui||
2n/(n−4)
L2n/(n−4)
≥ K ′||ui||
2
L2n/(n−4) ,
donc,
||ui||L2n/(n−4) ≥ K
′′ > 0, ∀ i
ainsi,
sup
M
ui × inf
M
ui ≥
∫
M
Viui
2n/(n−2) ≥ K˜ > 0 ∀ i.
Preuve du The´ore`me 5:
Supposons par l’absurde que:
sup
Ω
ui × inf
K
ui → 0.
Alors, pour δ > 0 assez petit, on a:
sup
Ω
ui × inf
{x,d(x,∂Ω)≥δ}
ui → 0.
D’apre`s la preuve de la proposition 2.4 de [C-G], on a pour δ > 0 assez petit,
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sup
{x,d(x,∂Ω)≤δ}
ui ≤M = M(n,Ω).
On a,
ui(x) =
∫
Ω
G(x, y)ui(y)
p−ǫidy,
Soient, K ′ un autre compact de Ω, en utilisant le principe du maximum, on
obtient:
∃ c1 = c1(K,K
′, n,Ω) > 0, tel que G(x, y) ≥ c ∀ x ∈ K, y ∈ K ′,
donc,
inf
K
ui = ui(xi) ≥ c1
∫
K′
ui(y)
p−ǫidy,
En prenant, K = Kδ = {x, d(x, ∂Ω) ≥ δ}, il existe c2 = c2(δ, n,K,Ω) > 0
telle que:
inf
K
ui ≥ c2
∫
Kδ
ui(y)
p−ǫidy,
d’ou`,
sup
Ω
ui × inf
K
ui ≥ c2
∫
Kδ
ui(y)
p+1−ǫidy.
On en de´duit que:
||ui||
p+1−ǫi
p+1−ǫi
=
∫
{x,d(x,∂Ω)≤δ}
ui
p+1−ǫi +
∫
{x,d(x,∂Ω)≥δ}
ui
p+1−ǫi ,
Ce qui donne,
||ui||
p+1−ǫi
p+1−ǫi
≤ sup
Ω
ui × inf
{x,d(x,∂Ω)≥δ}
ui +mes({x, d(x, ∂Ω) ≤ δ})M
p+1−ǫi ,
en faisant tendre, i vers l’infini et en prenant δ assez petit, on conclut que,
||ui||p+1−ǫi → 0.
Or, d’apre`s l’injection de Sobolev (voir [V]), H22 (Ω) ∩H
1
0 (Ω) dans L
p+1(Ω),
en multipliant (E) par uǫ , en inte`grant par parties et en utilisant l’ine´galite´ de
H’´older, on obtient,
K1||ui||
2
p+1−ǫi ≤ K2||ui||
2
p+1 ≤
∫
Ω
(∆ui)
2 =
∫
Ω
ui
p+1−ǫi = ||ui||
p+1−ǫi
p+1−ǫi
.
De 0 < ǫi ≤
4
n− 4
et de l’ine´galite´ pre´ce´dente, on a la contradiction suivante,
||ui||p+1−ǫi ≥ K3 > 0,
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