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Abstract
This thesis describes work done towards realizing on-scalp magnetoencephalography (MEG) based
on high critical temperature (high-T c) superconducting quantum interference device (SQUID)
sensors. MEG is a non-invasive neuroimaging modality that records the magnetic fields produced
by neural currents with good spatial and high temporal resolution. However, state-of-the-art MEG
is limited by the use of liquid helium-cooled sensors (T ∼4 K). The amount of thermal insulation
between the sensors and the subject’s head that is required to achieve the extreme temperature
difference (∼300 K), typically realized in the form of superinsulation foil and ∼2 centimeters of
vacuum, limits measurable signals. Replacing the sensors with high-T c SQUIDs can mitigate this
problem. High-T c SQUIDs operate at much higher temperatures (≤90 K) allowing significant
reduction of the stand-off distance (to ∼1 mm). They can furthermore be cooled with liquid
nitrogen (77 K), a cheaper, more sustainable alternative to the liquid helium used for cooling in
conventional MEG systems.
The work described in this thesis can be divided into three main areas: (I) simulation work for
practical implementations of on-scalp systems, (II) development of a 7-channel high-T c SQUID-
based on-scalp MEG system, and (III) on-scalp MEG recordings.
In the first part, spatial information density (SID), a metric to evaluate the performance of
simulated MEG sensor arrays, is introduced and - along with total information capacity - used to
compare the performance of various simulated full-head on-scalp MEG sensor arrays. Simulations
demonstrate the potential of on-scalp MEG, with all on-scalp systems exhibiting higher informa-
tion capacity than the state-of-the-art. SID further reveals more homogeneous sampling of the
brain with flexible systems. A method for localizing magnetometers in on-scalp MEG systems is
introduced and tested in simulations. The method uses small, magnetic dipole-like coils to deter-
mine the location and orientation of individual sensors, enabling straightforward co-registration in
flexible on-scalp MEG systems. The effects of different uncertainties and errors on the accuracy of
the method were quantified.
In the second part, design, construction, and performance of a 7-channel on-scalp MEG system
is described. The system houses seven densely-packed (2 mm edge-to-edge), head-aligned high-T c
SQUID magnetometers (9.2 mm x 8.6 mm) inside a single, liquid nitrogen-cooled cryostat. With a
single filling, the system can be utilized for MEG recordings for >16 h with low noise levels (∼50-
130 fT). Using synchronized clocks and a direct injection feedback scheme, the system achieves low
sensor crosstalk (<0.6%).
In the third part, on-scalp MEG recordings with the 7-channel system as well as its predecessor,
a single-channel system, are presented. The recordings are divided into proof-of-principle and
benchmarking experiments. The former consist of well-studied, simple paradigms such as auditory
evoked activity and visual alpha. Expected signal components were clearly seen in the on-scalp
recordings. The benchmarking studies were done to compare and contrast on-scalp with state-of-
the-art MEG. To this end, a number of experimental stimulus paradigms were recorded on human
subjects with the high-T c SQUID-based on-scalp systems as well as a state-of-the-art, commercial
full-head MEG system. Results include the expected signal gains that are associated with recording
on-scalp as well as new details of the neurophysiological signals. Using the previously described on-
scalp MEG co-registration method enabled source localization with high agreement to the full-head
recording (the distance between dipoles localized with the two systems was 4.2 mm).
Keywords: magnetoencephalography, on-scalp MEG, high-T c SQUID, magnetometer, sensor
array, localization, neuroimaging.
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Magnetoencephalography (MEG) is a non-invasive functional neuroimaging method
based on measuring magnetic fields that originate from the brain. Similar to elec-
troencephalography (EEG), it detects electromagnetic activity generated by neural
currents. Based on the measured activity, the location of the neural generators can
be estimated. Since the first recording in 1968, MEG has been developed into a
useful tool for neuroscience. With its combination of high spatial and temporal
resolution, MEG has led to a number of discoveries over the years [1, 2]. Clinically,
MEG is used primarily to localize epileptic foci and map important brain functions
prior to surgery [3].
A major challenge in MEG is the extremely low magnitude of the magnetic fields
of interest. Typical fields are on the order of hundreds of femtotesla (1 fT = 10−15T).
For comparison, the earth’s magnetic field is some 8 orders of magnitude higher at
∼50 µT. For the first MEG recordings in humans, Cohen used a large (9 cm by
9 cm), 1-million-turn coil with ferrite core inside a magnetically shielded room to
record fields on the order of 30-100 fT [4]. Even then, averaging thousands of trials
was necessary to extract the extremely low signals from the noisy measurement.
MEG made a leap forward with the introduction of superconducting quantum
interference device (SQUID) sensors which eventually increased field sensitivity by
a factor of ∼100-200. Such low sensor noise levels, combined with the construction
of sensor arrays with increasing sensor count in the 1980s and 1990s, was critical
to the development of the modern MEG systems used today. State-of-the-art MEG
systems sample the neuromagnetic field at hundreds of locations around the subject’s
head [1].
A major limitation of these systems stems from the fact that the SQUID sensors
have to be cooled with liquid helium (∼4 K) to reach operating temperature. High
thermal insulation, typically several layers of superinsulation foil along with a few
centimeters of vacuum, has to be placed between the sensors and the subject in
order to maintain the extreme temperature difference. This increases the distance
to neural sources in the subject’s brain, which diminishes the magnitude of the
measurable signals because magnetic fields generated by neural currents decrease
approximately with the square of the distance from the sources (i.e., the neural
currents)[3].
The development of new types of sensitive magnetic field sensors that operate at
higher temperatures might enable MEG to make yet another leap in terms of sensi-
tivity and resolution. High critical temperature (high-T c) SQUIDs (as opposed to
conventional, low-T c SQUIDs), for example, operate at temperatures high enough
to cool them with liquid nitrogen (∼77 K). In addition to being cheaper and more
1
1. Introduction
sustainable, cooling with liquid nitrogen makes it possible to use simpler cryogenics
and to place the sensors within 1 millimeter of objects at room temperature [5, 6],
e.g., the subject’s head. In addition to an increase in signal magnitude, moving the
sensors to "on-scalp" is expected to improve the spatial resolution of MEG [7, 8].
Recordings with individual high-T c SQUIDs have shown their feasibility for on-scalp
MEG [9] as well as the expected increase in signal [10]. However, to utilize the full
potential of high-T c SQUID-based on-scalp MEG, whole-head coverage is required.
As the 20 years of development of conventional, full-head MEG shows, going from
single-channel systems to whole-head coverage represents a large endeavor.
The work presented in this thesis was part of a larger project called NeuroSQUID
(funded by the Knut and Alice Wallenberg Foundation, KAW 2014.0102) with the
aim of developing high-T c SQUID-based on-scalp MEG. One of the main goals of
the project and the aim of this work was to develop multichannel on-scalp MEG
systems and test their usefulness for neuroscience.
1.1 Outline
In Chapter 2, a general background for MEG is provided, explaining signal origins,
important analysis concepts, and essential instrumentation, with a focus on SQUID
sensors. Chapter 3 describes the concept of on-scalp MEG in more detail and shows
simulation for quantifying the benefits and guiding the design of practical full-head
on-scalp MEG systems. In Chapter 4, a 7-channel on-scalp MEG system developed
as part of this work is presented in detail. A single-channel system that was used in
previous on-scalp MEG recordings is also briefly described. In Chapter 5, on-scalp
MEG recordings with the systems described in Chapter 4 are presented. Chapter 6




This chapter provides theoretical background about MEG. The physiological basis
of neuromagnetic signals is introduced before discussing how these signals can be
analyzed and interpreted. Finally, essential MEG instrumentation, namely SQUIDs,
cryostats, and magnetic shielding, is presented.
2.1 Neuromagnetic fields
Neurons are the basic building block of the brain. They consist of a cell body (soma)
with several dendrites that provide input to the cell and an axon through which out-
put signals travel to the synapses where they are transferred to neighboring neurons,
c.f., Fig. 2.1. The dendrites and cell body receive excitatory or inhibitory inputs
from other neurons through those synapses. If the sum of excitatory and inhibitory
inputs to a neurons passes a threshold, then voltage sensitive ion channels on the
neuron’s axon membrane open. The resulting inflow of ions (Na+ and K+) depolar-
izes a volume that encloses other ion channels, resulting in neighboring ion channels
opening up, leading to a chain reaction. This wave of depolarization is followed
shortly after by a repolarization wave. Together, the depolarization and repolariza-
tion waves make up the action potential. Once the action potential reaches a synapse
in the axon terminal, transmitter molecules are released that diffuse through the
postsynaptic cleft and attach to receptors on the following (receiving) cell which, in
turn, leads to the opening of ion channels in its membrane. Ions (primarily Na+, K+
or Cl−) flow from the postsynaptic cleft into the dendrites of the receiving cell and
from there to the soma, creating the postsynaptic current/potential. The direction
of the postsynaptic current and polarity of the postsynaptic potential, respectively,
depends on the type of channels opened, as they are ion selective [11] (negative ions
for excitatory, positive for inhibitory inputs). The postsynaptic current/potential
lasts significantly longer (∼20 ms) than the action potential [2, 11].
Following Maxwell’s fourth law (Ampére’s law with Maxwell’s addition) an electric
current (e.g., the postsynaptic current) gives rise to a magnetic field B as
∇×B = µ0(J + 0∂E
∂t
), (2.1)
where J is the current density and E is the electric field. We can use the quasistatic
approximation for B as it can be shown that, assuming realistic material properties
for the brain tissue, the time-derivative terms of E and B are negligible in the
3
2. MEG
Figure 2.1: Neural signaling. a) Simplified schematic of a pyramidal neuron show-
ing the direction of post-synaptic currents and potentials, as well as action potentials.
b) Schematic time course of excitatory post-synaptic current and c) action potential.
frequencies of neuromagnetic interest (0.1 - 1000 Hz) [11, 12]. Eq. 2.1 therefore
reduces to Ampére’s law:
∇×B = µ0J (2.2)
Since no net charge can build up in the brain, neural currents have to form a closed
loop. Charge is returned via volume currents through the extracellular conducting
medium. The current density J can therefore be divided into a primary current Jp
that flows in the neural dendrites and a return (or volume) current J r that flows
through the extracellular medium:
J = Jp + J r = Jp + σE. (2.3)
Both currents take part in the generation of neuromagnetic fields, but mainly the
primary current is of interest in neuroscience. For simplicity, the primary current
is often approximated by a current dipole, i.e., a point-like current source with
a direction and magnitude. The primary current density then becomes Jp(r) =
Qδ(r − rQ) where Q is a vector describing the current dipole and δ the delta
function [13].
The magnetic field B at location r generated by a neural current at r′ can be






where R = r − r′.
In the following, we will focus on the contribution of the primary current. How-
ever, to correctly solve Eq. 2.4 (which is called generating a forward solution) both
contributions have to be determined. The contribution of the volume currents can
be solved numerically with boundary or finite element methods using a structural
magnetic resonance (MR) image of the subject’s head [11, 12].
The postsynaptic and action potentials of a single neuron generate current dipoles
of approximately 20-200 fAm and 100 fAm, respectively [13]. The magnetic field
generated by a single neuron would therefore be far too weak to measure outside
the head. Fortunately, grey matter, specifically the cerebral cortex, contains a large
number of parallel-oriented (pyramidal) neurons aligned perpendicular to the corti-
cal surface [14]. Magnetic fields generated by close-by parallel current dipoles can
then sum up. The signals typically measured in MEG are the result of ∼10 000 -
50 000 aligned neurons with post-synaptic currents that are flowing roughly simul-
taneously (summing up to current dipole moments on the order of 10 nAm) [15].
Assuming 100 neurons in a cortical patch with 40 µm diameter, 50 000 neurons
corresponds to a cortical area of at least ∼0.6 mm2 [16] (assuming all cells fire and
none of them produce opposing fields, which would increase the required number
of neurons). Due to their longer duration and lack of a large repolarization cycle
(c.f., Fig. 2.1), there is significantly larger temporal overlap for postsynaptic poten-
tials/currents as compared to action potentials. The resulting summation effect for
the fields generated by postsynaptic potentials/currents, combined with the parallel
alignment of dendrites (c.f., Fig. 2.2), is what makes neural currents generated by
the grey matter of the cerebral cortex measurable outside the head. Action po-
tentials, on the other hand, are relatively silent [2]. Observing action potentials is
furthermore hindered by the fact that the depolarization and repolarization waves
that comprise them behave as two opposing currents, forming a current quadrupole
[11, 17]. Signals recorded by MEG (as well as EEG) are therefore primarily the
result of postsynaptic potentials/currents [13, 14].
Figure 2.2: Magnetic field (blue) generated by the primary current (yellow) in one
(left) and multiple, aligned neurons (right).
Current dipoles produce magnetic fields that are primarily perpendicular to the
current direction. MEG is therefore most sensitive to tangential sources, such as
pyramidal neurons in the walls of sulci [2, 3]. Due to the ∼ 1/R2 dependence of the
5
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magnetic fields generated by a current dipole (eq. 2.4) MEG is furthermore more
sensitive to superficial sources.
2.2 From signals to brain activity
MEG systems measure neuromagnetic fields outside the subject’s head using mag-
netic field sensors that convert magnetic fields to electric signals. They are typically
only sensitive to fields in one direction (or the gradient in one direction). By approx-
imating the magnetic field sensors as point magnetometers, the signals b measured
by the sensors i can generally be represented with the following simple relationship:
bi(ri) = B(ri) · ni, (2.5)
where ni is a vector describing the sensitivity of the sensor located at position
ri. More complex magnetic field sensors can be approximated by the combination
of multiple point magnetometers (e.g., a planar gradiometer by the difference of
two point magnetometers or a coil as an average of multiple point magnetometers
distributed over the coil area).
In practice, the signals recorded in MEG are afflicted with noise from the sensors
bnoise,i as well as field noise from the environment Bnoise:
bi(ri) = (B(ri) +Bnoise(ri)) · ni + bnoise,i. (2.6)
Environmental noise is disturbances of the magnetic field that can be the result
of background electromagnetic activity (e.g., mobile networks, power line), moving
metallic objects (e.g., nearby cars) or biomagnetic signals from the subject itself
(e.g., muscle activity or the heart beat). Even neural activity unrelated to the
experimental paradigm can act as a source of noise (’brain noise’), masking signals
of interest.
2.2.1 Response averaging
In many cases, analyzing neural activity based on a single measurement is not possi-
ble due to an insufficient signal-to-noise ratio (SNR). Where possible, neural activity
is therefore recorded multiple times and averaged. If the neural activity does not
change in time, then it remains unaffected by averaging, while random signals (such
as noise and unrelated activity) are reduced in magnitude, thereby increasing the
SNR.
In MEG, neural activity is often recorded as a response to some form of sensory
stimulation (e.g., tactile, electrical, auditory, or visual input) or conscious action
(e.g., moving a finger, opening/closing one’s eyes, or speaking). Neural activity can
therefore be recorded repeatedly simply by applying the stimulus multiple times or
having the subject repeat his/her action.
Evoked neural responses, i.e., responses that are a direct response to a stimulation
or action, are phase locked to the stimulation and can therefore be averaged directly
using a trigger that is time-locked to the stimulus. To this end, sets of data around
6
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the stimulus - called epochs - are extracted from the recording and averaged. The
result is a time-locked average response with increased SNR (see Fig. 2.3).
Induced neural responses are characterized by modulation of spontaneous brain
rhythms as a consequence of a stimulation or action. In contrast to evoked responses,
induced responses are not phase-locked with respect to the stimulus/trigger event.
Averaging induced responses directly would therefore reduce the signal as well as
the noise. Instead, induced activity can be averaged by performing time-frequency
analysis and averaging the resulting time-frequency spectra (see Fig. 2.3) [18].
Figure 2.3: Example of evoked (left) and induced response averaging (middle
and right). Left: Examples of simulated evoked (phase-locked) activity with high
noise (SNR∼1) and time-locked average showing improved SNR. Middle: Exam-
ples of simulated induced (not phase-locked) activity with high noise (SNR∼1) and
time-locked average showing no improvement. Right: Power spectral density (PSD;
estimated with short time Fourier transform) of the same induced activity data and
PSD average showing improved spectral SNR. Evoked and induced data were sim-
ulated by applying a Gaussian window to a 25 Hz sine signal with constant and
random phase, respectively, and adding random, normally distributed noise.
2.2.2 Inverse problem
The magnetic field B is linearly related to the primary current density Jp [11].
Equation (2.5) can therefore be rewritten as:
bi = B(ri) · ni =
∫
r′
Li(r′) · Jp(r′)dv, (2.7)
7
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where ri is the position of the sensor, nˆi a vector defining the sensitive direction of
the sensor and the lead field Li(r′) describing the sensitivity of sensor i to a source
at r′.





Li(r′) ·Q(r′)δ(r − r′)dv, (2.8)
where Q(r) is the magnitude of the current dipole at position r.
By confining the current dipoles to a discrete set of points G (the source space)





In matrix notation the forward solution for multiple sensors can be expressed as
b = L q where b is an m × 1- column vector representing the recorded magnetic
field signals from m sensors, q is an n× 1- column vector representing the set of n
possible current dipoles in G, and L the m× n lead field matrix that describes the
coupling between each source and sensor.
To determine neural activity from a measured neuromagnetic field distribution
(called the inverse problem) q = LTb has to be solved. Unfortunately, there is no
unique solution for a given b. Since the sensors might not pick up the field generated
by some sources (e.g., sources oriented perpendicular to the head surface), any
neuromagnetic field distribution b can be explained by a set of sources that generate
the observed field distribution plus an arbitrary number of sources whose fields are
not detected. Since a magnetic field sensor measures only the sum of the fields
generated by all current dipoles q, fields from opposing dipoles in close proximity
to one another can furthermore cancel each other out. The inverse problem is thus
ill-posed. Solving it requires additional assumptions about the sources.
An intuitive assumption that is shared by many methods is the a priori restriction
of the source space based on anatomical constraints. Often the source space is
confined to a grid of points on the cortical surface, which greatly simplifies the
inverse problem.
2.2.3 Solutions to the inverse problem
2.2.3.1 Equivalent current dipoles
The simplest and most restrictive model for solving the inverse problem is the equiv-
alent current dipole (ECD). Herein, one assumes that a single current dipole can
explain the observed neuromagnetic fields, i.e., q is zero at all but one point. Us-
ing standard optimization approaches, a current dipole can be fitted to the data by
minimizing the residual variance between the measured magnetic fields and the ones










Similarly, in case of multiple distinct (i.e., spatially separated [11, 19]) sources,
multiple dipoles can be fitted to the data; however, in this case, the fitting becomes
more difficult and time-consuming with increasing number of dipoles [12].
The ECD approximation places strong a priori assumptions about the measured
activity - specifically the number of sources contributing to the recorded field dis-
tribution. Assuming too few or too many sources can result in missing, incorrectly
localizing, or even creating fake, sources. In many more complex MEG experiments,
the number of dipoles is not known beforehand, making ECD estimates in these cases
unreliable [12]. While methods have been proposed that automatically determine
the number of sources required to explain the data, these still face issues related
to fitting multiple dipoles (e.g., local minima and high computational demand) and
are not widely used [12].
2.2.3.2 Distributed current models
By including additional assumptions, distributed current models constrain the in-
verse problem in order to try to find a most likely distribution of sources that is
able to explain the measured fields. Minimum norm estimates (MNE), the most
prominent distributed current model, is based on the assumption that the brain –
like many systems in nature – does not waste energy. MNE enables identification of
the current distribution with the lowest power, i.e. the distribution with the small-
est L2 norm ||Jp||2 = ∫ |Jp(r)|2dV [13], while still explaining a large fraction of the
measured neuromagnetic field distribution. MNE also confines the source space to
the subspace that is spanned by the lead fields of the sensors G′ [13]. By imposing
the minimum norm requirement, the inverse problem can be solved uniquely.
MNE does not include assumptions about the number of sources contributing
to the observed field distribution other than the (user defined) definition of the
source space (which typically includes thousands of sources), making it well suited
for analyzing complex or unknown neural activity. Regularization can make MNE
more robust against noise by suppressing sources that couple weakly to the sensors
[13]. However, MNE tends to overestimate the spatial extent of sources, resulting
in many weak sources over a few strong ones [3].
2.2.3.3 Scanning approaches
Scanning approaches iterate through the source space and analyze each potential
dipole location independently to determine its contribution to the measured signals.
Beamformers, for example, apply spatial filters to the measured data to extract only
the signals that originate from a given source location [14]. Based on the spatially
filtered data, the current dipole strength at the target location can be estimated.
Beamformers are sensitive to errors in head-modeling as well as strongly correlated
sources [3, 12].
The multiple signal classification (MUSIC) method uses decomposition of auto-
correlated data to separate signal and noise subspaces based on the eigenvalues of
the autocorrelated data [20]. A single dipole is then scanned over the discrete source
space (e.g., a grid over the cortical surface). At each point the correlation between
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the forward solution for a dipole at this location and the signal subspace is com-
puted. High correlation values indicate the dipole’s contribution to the signal is
significant [21]. The dipole locations can then be refined with a non-linear fit of
the identified dipoles. By recursively refining the signal subspace based on sources
that have previously been identified and projecting it onto (i.e., correlating it to)
the forward model, MUSIC can be further improved. In addition to automating
the search for high correlations in the source space, such a recursively applied and
projected MUSIC (RAP-MUSIC) approach is more robust to noise [22].
2.2.4 Co-registration
All the above mentioned solutions to the inverse problem presume knowledge of the
anatomy of the subject’s head and its position relative to the sensors (and vice versa).
MEG, however, provides information only about the magnetic field at the sensors’
positions. Localizing neural activity in the brain therefore requires combining MEG
data with structural data, e.g., from MR images. To this end, MEG and structural
data have to co-registered, i.e., the positions and orientations of the sensors with
respect to the anatomy must be established for a given recording.
In today’s commercial full-head MEG systems, co-registration is typically per-
formed with small, magnetic dipole-like (so-called head position indicator, HPI)
coils attached to the subject’s head [23]. First, structural information about the
head surface as well as the location of the coils thereon are obtained. This can
be done with an optical 3D scan [24–26] or by manually digitizing points using an
electromagnetic, ultrasound, etc. position tracker [27]. Once the head surface and
coil locations are known, they can be related to the structural image by extracting
the head surface from the structural image and fitting the two head surfaces to each
other, e.g., using an iterative closest point (ICP) algorithm.
When the subject is placed in the MEG system, the HPI coils are driven with
sinusoidal currents at different frequencies with amplitudes strong enough to ensure
sufficiently high SNR. Since the coil signals are separated in frequency, the magnetic
field generated by each coil can be extracted from the sensor signals using spectral
analysis (e.g., Fourier transform). The amplitudes can then be used to localize the
coils within the MEG system (if the locations of all the sensors relative to each other
are known) by fitting magnetic dipoles to the data. Finally, the coils localized by
the MEG system can be related to the coil locations from the structural scan - and
consequently to the structural image. A schematic representation of the standard
co-registration procedure is shown in Fig. 2.4.
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Figure 2.4: Head localization procedure for co-registration of MEG and MRI data.
2.3 SQUIDs
The neuromagnetic fields measured in MEG are typically on the order of femtotesla
up to a few picotesla. Measuring such low fields requires extremely sensitive mag-
netic field sensors. The first MEG recordings were performed by David Cohen with
a (∼90 ×90 mm2) 1-million-turn coil with ferrite core [4]. Due to the large size of
the sensor, field distortions from the ferrite core, and high noise (∼600 fTRMS at
10 Hz [4]), MEG with such sensor technology was not practical. Soon after, Cohen
therefore switched to a newly-developed sensor technology - superconducting quan-
tum interference devices (SQUIDs) - which are still the most widely used sensor




Discovered in 1911 by Heike Kamerlingh Onnes, superconductivity is a state that
occurs in some materials when they are cooled below a critical temperature T c.
Transition to superconductivity is characterized by two phenomena in the material -
the disappearance of electrical resistance and the expulsion of magnetic fields (Meiss-
ner effect). In addition to a material-specific critical temperature, superconductors
are characterized by a critical current density Jc as well as magnetic field Hc above
which superconductivity breaks down. Conventional superconductors are primarily
metals with T c below 30 K. According to the prevailing theory on superconductivity
in these materials, the Bardeen-Cooper-Schrieffer (BCS) model, superconductivity
occurs at low temperatures when electrons form bound pairs (Cooper pairs) as a
result of electron-phonon interactions at low temperatures [29].
In 1986, high-T c superconductivity was discovered in cuprates [30]. This new class
of superconducting materials exhibit significantly higher T c (as high as∼130 K [31]),
offering new possibilities in the application of superconductors (e.g., liquid nitrogen-
cooled operation). High-T c superconductors are type II superconductors, meaning
that above a certain magnetic field Hc1 magnetic field can penetrate the material,
forming quantized vortices wherein non-superconducting material is surrounded by a
circulating supercurrent (Abrikosov vortices). With increasing magnetic field, more
such vortices form until superconductivity is broken throughout the material at the
upper critical field Hc2 [32].
2.3.2 Josephson Junctions
A Josephson junction is a small, insulating or weakly conducting connection between
two superconductors. If the weak link is narrow enough for the superconducting wave
functions to overlap through it, then a superconducting current can tunnel across it
[33]. The superconducting tunneling current depends on the phase difference across
the junction (called the dc Josephson effect):
Is = I0 sin(δ), (2.11)
where I0 is the critical current of the junction, Is the superconducting current and δ
the phase difference of the superconducting wave function across the junction [34].
Practical Josephson junctions are usually described using a resistively- and capaci-
tively- shunted junction (RCSJ) model (see Fig. 2.5), where a capacitance C, a
resistance R, and a current noise source In are modeled in parallel with the ideal
junction. The current through a RCSJ junction is given by:




2pi δ˙ + I0 sin(δ) + In, (2.12)
where Φ0 = pi~/e i the flux quantum and δ˙ and δ¨ the first and second derivatives of
the time-dependent phase [34].
Below I0, the current through the junction is entirely superconducting (called the
supercurrent), resulting in 0 voltage over the junction. Above I0 a normal current
begins to flow across the junction in addition to the supercurrent and a DC voltage
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appears across the junction (in addition to a high-frequency AC voltage with fre-
quency f ∼ 484 ·1012 Hz/V that we can neglect here). At I  I0 the superconduct-
ing contribution becomes negligible and the junction shows a linear current-voltage
relation. The current-voltage characteristic of a so-called overdamped Josephson
junction (where (R/2)2 > L/C) is shown in Fig. 2.5-b.
Figure 2.5: Resistively- and capacitively- shunted junction (RCSJ) model (adapted
from [34]). a) Schematic of an RCSJ-model Josephson junction. A cross symbolizes
the Josephson junction. b) Blue: normalized current-voltage characteristic of an
overdamped RCSJ-like Josephson junction; grey dotted line: current-voltage char-
acteristic of simple resistor equal to R. Note the convergence of the junction’s
current-voltage characteristic to that of a simple resistor I  I0.
Josephson junctions can be made in a variety of ways, such as physical restriction
of the superconductor (e.g., point contact or nano-bridges), insulating or normally
conducting separation layers, or local defects in the superconductor material (e.g.,
ion irradiation or a grain boundary in crystalline superconductors). The fabrication
technique affects the junction parameters.
2.3.3 Dc SQUIDs
As the SQUIDs used in MEG are almost exclusively dc SQUIDs, we will focus on
those in the following. A dc SQUID generally consists of a superconducting ring
interrupted by two similar Josephson junctions. A schematic of such a SQUID can
be seen in Fig. 2.6.
The superconducting wave function has to be single valued anywhere inside a
superconductor. As a consequence, the total flux threading a superconducting loop
φ (i.e., the sum of externally applied flux and flux generated by induced screening
currents) is quantized with the flux quantum:
φ = φe + LJ = nΦ0, (2.13)
where φe is the externally applied flux, J the induced supercurrent, L the inductance
of the superconducting loop, and n an integer [34].
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Figure 2.6: Schematic of a dc SQUID consisting of a superconducting ring and
leads (dark grey) interrupted by two Josephson junctions (light grey). Externally
applied bias current I and circulating current J induced by external flux (φ, blue,
pointing out of the page) are shown in yellow and orange, respectively. Note that the
supercurrent flows such that it induces a field/flux in the SQUID loop that opposed
the external flux.
As a result of this flux quantization, the phase differences across the two junctions
of a SQUID differ by [35]:
δ2 − δ1 = 2pi φΦ0 . (2.14)
By combining (2.14) and (2.11), we can derive the supercurrent through the
SQUID [35]:
Is = 2I0 cos(pi
φ
Φ0
) sin(δ0) = Ic sin(δ0), (2.15)
where Ic is defined as the critical current of the SQUID and δ0 = (δ1 + δ2)/2 (for
detailed derivations of (2.13), (2.14), and (2.15) see [34, 35]).
The supercurrent is thus modulated by applied flux. For integer multiples of the flux
quantum, the SQUID behaves like a Josephson junction with twice the critical cur-
rent of the individual junctions, whereas for φ 6= nΦ0 the critical current is reduced
(Fig. 2.7-left). The modulation depth of Ic depends on the SQUID inductance L,
with lower SQUID inductances yielding higher modulation depth (Fig. 2.7 - top
right) [34].
If the SQUID is current biased (i.e., with a fixed I) at, or slightly above, the
maximum critical current I > 2I0, the modulation of the current with flux effectively




Figure 2.7: Current-voltage-flux characteristics of an ideal SQUID. Left: Current-
voltage dependence of a SQUID for flux equal to integer (i.e., nΦ0) and half-integer
(i.e., (n+ 1/2)Φ0) multiples of the flux quantum threading the loop (n = 0, 1, 2, ...).
Top right: Critical current as a function of flux for different SQUID inductances
(expressed here in the form of the dimensionless screening parameter βc = 2LIc/Φ0).
Bottom right: Voltage-flux dependence for a fixed current I = 2I0.
2.3.4 Noise
Noise in SQUIDs can be conceptually divided into white and 1/f-noise. White noise
is broadband noise with constant power over all frequencies and results from thermal
fluctuation in the Josephson junctions [34]. At low frequencies, which are of interest
in MEG, the noise of SQUIDs is often dominated by noise that decreases with the
inverse of the frequency (called 1/f- or flicker noise). The main sources of 1/f-noise
in high-T c SQUIDs are fluctuations of the critical current that are a result of defects
in the Josephson junctions and thermally activated movements of flux vortices [34].
Flux vortices can hop between different pinning cites (e.g. defects in the film) when
their thermal energy is high enough to overcome the pinning force. Such hopping
induces random telegraph noise in the SQUID. Narrow linewidth, good film quality
(of the superconducting material), and artificial pinning centers can help reduce
vortex formation and hopping, respectively [34]. Slow cooling in low magnetic field
and avoiding fast, strong changes in the applied field can help prevent the formation
of flux vortices in a given SQUID [34].
2.3.5 Readout electronics
Since the periodic nature of its voltage-flux relation would limit the range of a
SQUID magnetometer to one Φ0, they are usually operated in a so-called flux-
locked loop (FLL). In FLL operation, the voltage signal of the SQUID is amplified,
integrated, and inductively fed back to the SQUID (e.g., with a small feedback coil)
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[34, 36]. Fig. 2.8 shows a simplified FLL circuit schematic. Small changes of the
external flux result in changes of the SQUID voltage from the working point. The
change in voltage is amplified, integrated and fed to the feedback coil through the
feedback resistor Rfb. If configured correctly, the flux induced by the feedback coil
(Lfb) cancels the change in external flux, bringing the SQUID back to the working
point, thus closing the negative feedback loop. Within the limits of the electronics
(in terms of speed and maximum feedback current), the SQUID is kept at the
working point. The output of the integrator Vout, i.e., the feedback voltage required
to maintain the working point, is linearly proportional to the change in external flux
and serves as the output signal of the FLL. For maximum sensitivity, the working
point is chosen where the derivative of the flux-voltage relation of the SQUID is
maximum.
Figure 2.8: Simplified schematic of a flux locked loop circuit. Blue box marks
components at cryogenic temperatures (i.e., below the Tc of the superconducting
material.
Further improvements can be made to the electronics to suppress noise. In a
technique called bias reversal, the polarity of the bias current is switched rapidly.
As a result, fluctuations of the critical current and resistance that have opposite
phase at positive and negative bias are subtracted, reducing the overall noise. This
technique is especially effective at reducing 1/f-like noise that is generated by critical
current fluctuations [36].
2.3.6 SQUID magnetometers
SQUIDs are very sensitive flux sensors. However, the small area (typically on the
order of a few tens of µm2) encompassed by a SQUID-loop makes them poor mag-
netometers by themselves. However, there are ways to improve the field sensitivity
of a SQUID. A large pickup loop can be directly coupled to the SQUID (as seen in
Fig. 2.9-left). The field picked up by the large loop induces a current that couples
into the SQUID-loop - thus the area of the magnetometer is effectively increased.
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The increase in effective area is determined by the coupling between the loops that
is given by the ratio of their inductances:







where Lm is the mutual inductance of the SQUID and pickup loop, ASQeff the effective
area of the SQUID, and Apkeff and Lpk the effective area and inductance of the pickup
loop [37]. SQUID magnetometers with directly coupled pickup loops suffer from a
large inductance mismatch between Lm and Lpk. Eq. 2.16 shows the importance
of inductance matching between the pickup loop and SQUID - a large inductance
mismatch can undo the advantage of the geometrically larger pickup loop.
Instead of directly coupling a pickup loop, a second, smaller input coil connected
to the pickup loop can be used to couple field inductively to the SQUID (see Fig.
2.9-right). Such a flux transformer (FT) can couple fields more effectively to the
SQUID than a directly coupled pickup loop. The effective area for such a setup can
be approximated by









where LSQ is the SQUID inductance, LFTpk and LFTi the inductances of the flux
transformer pickup loop and input coil, AFTeff its effective area, and Lm = α
√
LSQLFTi
the mutual inductance between the SQUID and the flux transformer input coil with







Since it is easier to match the flux transformer’s input coil inductance to the
SQUID inductance, flux transformers are able to couple flux more effectively to a
SQUID, thereby resulting in more sensitive magnetometers.
Figure 2.9: SQUID magnetometer with directly (left) and inductively (right) cou-
pled pickup loop, respectively.
In addition to increasing the effective area of the SQUID, the pickup coil - inde-
pendently if it is coupled directly or inductively - can be configured to measure the
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local gradient of the field. A planar figure-of-eight coil design, for example, effec-
tively couples the difference in magnetic field threading the two loops to the SQUID
- which corresponds to the field gradient between the two loops. Similarly, axial as
well as higher order gradiometers can be constructed.
2.3.7 High-Tc SQUIDs
Soon after the discovery of high critical temperature (high-T c) superconductors in
the 1980s [30] the first SQUIDs using these materials were developed. Today, most
high-T c SQUIDs are made from YBa2Cu3O7−x (YBCO). YBCO is a ceramic with
highly anisotropic crystal structure. Transport properties are strongly dependent
on crystal direction and affected by oxygen content (7-x). YBCO shows a T c ≈ 92
K depending on the oxygen stoichiometry [31]. High quality YBCO films can be
grown on substrates with similar lattice parameters (e.g., SrTiO3 (STO) or MgO)
using pulsed laser deposition (PLD), dc-sputtering, or chemical vapor deposition
(CVD). The grown film then follows the orientation of the substrate. Typical film
thicknesses are on the order of a few hundred nanometers.
As a result of the materials’ structural differences, SQUIDs based on low- and
high-T c superconductors employ very different types of Josephson junctions. The
most common Josephson junctions used for high-T c SQUIDs are step-edge and
bicrystal junctions. Step edge junctions are obtained by growing the YBCO on a
substrate with a step on it; weak links form where crystals with different growth
orientation, i.e., at the edges, meet. Similarly, a bicrystal junction can be made by
growing YBCO on a bicrystal substrate, i.e., a substrate that consists of two con-
nected crystals with different lattice orientations, forming a so-called grain boundary
between them. The lattice misorientation between the films grown on the two crys-
tals results in a weak link at the grain boundary.
Producing multilayer devices from high-T c materials is challenging due to their
strong anisotropy and dependence on the crystal structure. Flux transformers, for
example, require multilayer technology to realize the crossover and interconnects
needed to make the coil that couples into the SQUID. Realizing flux transformers
for high-T c SQUIDs is technologically challenging and often results in excess 1/f-
noise generated at the crossover/interconnects [34, 39]. Due to their superior flux
coupling (c.f., §2.3.6) such devices can, however, reach significantly lower white noise
levels than their directly-coupled counterparts [38–40]. Magnetometers using flux
transformers can be realized as flip-chip or integrated devices [38, 40, 41].
2.4 Cryostat
SQUIDs require cryogenic temperatures to operate bwlow the Tc of the material
from which they are fabricated. Typically this is achieved by cooling them with
liquid helium (LHe, boiling temperature ≈4 K) or - in case of high-T c SQUIDs -
liquid nitrogen (LN2, boiling temperature ≈77 K). Liquid coolants are preferable in
MEG as they produce less vibrations, and thus generate less magnetic noise, than
other cooling methods, many of which require pumps and other moving parts. To
protect the subject from the extreme cold (and the SQUIDs from room temperature),
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the SQUIDs are placed inside a cryostat that thermally insulates them from the
room-temperature environment. MEG cryostats typically consist of a double-walled
structure with a vacuum space that provides most of the thermal insulation. Layers
of superinsulation foil are often added to minimize radiation heating. In order to
minimize the distance to the subject’s head, the SQUIDs are usually placed as
close to room temperature as thermal insulation requirements allow and arranged
to match the shape of the human head [42, 43] (see Fig. 2.10).
Figure 2.10: Simplified schematic of a conventional MEG cryostat with LHe-cooled
low-T c SQUID sensors.
Commercial, state-of-the-art MEG systems like the TRIUX (MEGIN Oy, Helsinki,
Finland) and CTF MEG 275 (CTF MEG, Coquitlam, BC, Canada) consist of a large
LHe-cooled cryostat with a helmet-shaped tail containing hundreds of low-noise low-
T c SQUIDs. During recordings, the subject is positioned with his or her head inside
the helmet-shaped cryostat tail.
2.5 Magnetic shielding
Typical neuromagnetic signals in MEG are on the order of a few tens to several
hundreds of femtotesla – roughly 9 orders of magnitude lower than the earth’s mag-
netic field. In addition to the earth’s magnetic field, electromagnetic background
noise from cars, wireless communication, power lines, etc. are constantly present
in typical, urban environments where MEG recordings are primarily performed. In
order to measure neuromagnetic signals, such background fields have to be shielded.
To this end, MEG recordings are typically performed inside a magnetically shielded
room (MSR). MSRs are rooms enclosed by layers of high permeability metal (e.g.,
mu-metal) to provide shielding at low frequencies (<100 kHz) as well as normal
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metal (typically aluminum and/or copper) for eddy-current shielding that performs
better at higher frequencies (>10 kHz) [12]. If passive shielding is not sufficient,
then active field compensation can be used to reduce remnant fields inside an MSR
[44, 45]. Active shielding uses coils controlled with magnetic field sensors to cancel
external fields [11].
Commercial MSRs like the VACOSHIELD (Vacuumschmelze GmbH, Hanau, Ger-
many) employ 2 or 3 mu-metal, combined with 1 or 2 aluminum, layers and reach
shielding factors on the order of 200-2000 at 1 Hz within a volume of ∼4 m × 3 m
× 2 m. Most MSRs used for MEG today are cuboid rooms with >2 m wall length




Theoretical studies for on-scalp
MEG
In this chapter, the general theory behind on-scalp MEG is introduced, providing
the motivation for the experimental work in this thesis. This theory is then applied
to guide the design of full-head on-scalp MEG systems. Finally, a method for co-
registration in such systems is introduced and tested in simulations.
3.1 Introduction
In conventional MEG, liquid helium-cooled low-T c SQUIDs are used to sample the
magnetic field. While they achieve very high sensitivity, low-T c SQUIDs also op-
erate at extremely low temperatures (∼4 K). As described above, such an extreme
temperature difference between the sensors and the subject’s head at room temper-
ature necessitates ∼2 cm of thermal insulation (including vacuum space, radiation
shields, mechanical support, etc.). Since magnetic fields decrease in magnitude as a
function of distance from their source (eq. 2.4), this separation limits the measur-
able magnetic signal at the sensor locations.
The emergence of new sensor technologies, such as high-T c SQUDs and optically
pumped magnetometers (OPMs), with comparable sensitivities but less extreme op-
erating temperatures, offered the chance to overcome this issue. High-T c SQUIDs,
for example, can operate at 77 K, at which ∼1 mm of insulation (e.g., a vacuum sup-
porting window and thin vacuum space) can suffice for thermal insulation [9]. The
magnetometers can therefore be placed much closer to the scalp. This is commonly
referred to as “on-scalp”. At the much closer distance to the subject’s head, the
sensors can measure significantly higher signals - which can make up for the often
higher noise of high-T c SQUIDs, as compared to low-T c ones. Depending on the
depth of the source of interest, the signals can be 2 to 6 times higher [10]. The gain
in signal is generally higher for shallow sources since the relative change in distance
between sensors and sources is bigger compared to deep sources (Fig. 3.1).
On-scalp MEG brings additional advantages. The higher operating temperature of
the sensors and resulting simpler thermal insulation offers new possibilities in terms
of system design. Conventional, liquid helium-cooled MEG systems are mostly re-
stricted to arrays with fixed sensor positions housed in a single, helmet shaped cryo-
stat due to the demanding thermal insulation. Since a system is typically designed
to fit the majority of the population, i.e., the helmet has to be big enough to fit the
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Figure 3.1: Magnetic field as a function of distance from a current dipole. Typical
separation from a source 10 mm below the head surface for liquid helium-cooled
low-T c SQUIDs (∼ 4.2 K) and liquid nitrogen-cooled high-T c SQUIDs (∼ 77 K)
are marked by blue and red dotted lines, respectively.
majority of the population, in many cases a significant fraction of the sensors are
even more than 2 cm away from the subject’s head. This is especially pronounced in
young children and the reason why a few systems dedicated for children have been
developed over the years [44, 46, 47]. Conversely, subjects with a head size signif-
icantly above average can simply not fit into the helmet, making MEG recordings
on them impossible. The reduced thermal insulation of on-scalp sensors means that
sensor housings can be made much smaller. As a result, multiple small units (in the
case of high-T c SQUID cryostats) housing single or small groups of sensors can be
placed close to each other to form a full-head MEG system. Moving the individual
units or cryostats then allows modifying the shape of the sensor array: it can be
adjusted to different head shapes and sizes to ensure minimal distance to the head
for all the sensors.
The general formula (in Cartesian coordinates) for the radial component of the
magnetic field arising from a current dipole ~Q located at ~R inside a homogeneous






 ~r − ~R




where ~r denotes the sensor location [48].
Fig. 3.3 shows the radial field Br generated by a current dipole ~Q = (0, 10, 0)
nAm at ~R = (0, 0, 0.06) m inside a sphere with radius 8 cm (approximating the
head). When coming closer to the head, the neuromagnetic field patterns become
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Figure 3.2: Sketch of a current dipole inside a head approximated by a homoge-
neous sphere.
more focal. The field maximum and minimum of a single dipole current move closer
together while spatial gradients become higher in magnitude.
Figure 3.3: Radial magnetic Br field outside a spherical head with rhead = 80 mm
(white) generated by a current dipole (Q = 10 mAm) located 20 mm beneath the
surface (R = 60 mm). Thick dotted and dashed lines mark the typical separation
from the scalp for low-T c (r = 20 mm) and high-T c SQUIDs (r = 1 mm). Thin,
dotted lines show the position of the field extrema as a function of r.
We can convert 3.1 in the case of a dipole ~Q = (0, Q, 0) at ~R = (0, 0, R) to








(1− 2ρ cos(θ) + ρ2)3/2 (3.2)
where ρ = R/r. The polar and azimuthal angles θmax and φmax at which the absolute
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1 + 14ρ2 + ρ4 − (1 + ρ2)) (3.3)
and φmax = ±pi/2 [48].
In the case of a dipolar pattern, like that of a single current dipole, the highest





Fig. 3.4 shows the maximum spatial frequency fmax as a function of distance
from the scalp for different source depths. As expected, fmax increases significantly
when moving closer to the head surface. Higher spatial frequencies are advantageous
because they can enable distinguishing finer details within neuromagnetic field pat-
terns than previously possible - such as two separate, but close sources that would
otherwise effectively appear as one. The combination of higher focality and sig-
nal gain could further enable measuring weaker sources, e.g., resulting from fewer
synchronously firing neurons. On-scalp MEG could thus achieve higher spatial res-
olution compared to conventional MEG.
Figure 3.4: Maximum spatial frequency as a function of sensor distance from the
scalp (r − rhead) for different source depths R− rhead.
However, high spatial frequencies also means that on-scalp MEG systems require
higher spatial sampling than conventional systems if they are to resolve field patterns
on the same level or better. Similar to signal sampling in the temporal domain, the
spatial sampling frequency fs needs to equal to or exceed the Nyquist frequency, i.e.,
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fs ≥ 2fmax, in order to avoid aliasing. In the example shown here, this means that
sampling the field of a current dipole located 15 mm below the scalp (Fig. 3.4, blue
line) at 1 mm distance from the scalp requires a sampling frequency of >40 1
m
or
a sensor-to-sensor spacing of <25 mm. Resolving closely-separated sources requires
even lower sensor-to-sensor spacing.
This phenomenon (i.e., on-scalp MEG requiring higher spatial sampling as com-
pared to conventional MEG) is supported by previous theoretical studies that show
how using small, densely packed sensors, on-scalp MEG can extract more infor-
mation from a given subject (even with higher sensor noise), as compared to the
state-of-the-art [49].
3.2 Evaluation of full-head on-scalp MEG systems
Because of the aforementioned differences compared to conventional MEG, it is not
straightforward to predict how an optimal full-head on-scalp system would look
like. Such a system would, for example, have to account for the increased spatial
frequencies that are expected and - in case of flexible arrays - the dimensions of sensor
housings. Furthermore, since subjects can differ significantly from one another, there
is no way to construct an optimal system based on field projections of a known source
space (a problem that conventional MEG faces as well). One can instead compare
different system designs to each other using a variety of metrics [7, 8].
We therefore designed several distinct full-head systems and compared them to
each other as well as to a state-of-the-art conventional MEG system (described in
detail in Paper I). In order to see the effects of subject variability, we simulated the
systems for two subjects with very different head size: a 35 year old male adult and
a 2 year old child.
3.2.1 MEG system designs
The sensor array of the commercial 306-channel TRIUX system (MEGIN Oy, Helsin-
ki, Finland) was used as a point of reference for comparing with our on-scalp designs.
For simplicity, we regarded only the magnetometers of the TRIUX, resulting in
102 sensor locations distributed around the surface of a fixed size helmet that was
designed to fit the majority of the population. The TRIUX has 26 mm × 26 mm
low-T c SQUID magnetometers (on 28 mm × 28 mm chips) that reach white noise
levels of 3 fT/Hz1/2 [50]. The sensors are separated from the outer surface of the
helmet by approximately 2 cm of thermal insulation.
The on-scalp systems were designed using 8 mm × 8 mm high-T c SQUID magne-
tometers (on 10 mm × 10 mm chips). We assumed white noise levels of 50 fT/Hz1/2
for the sensors, which was typical for our bicrystal SQUID technology [9]. Since
they are high-T c SQUIDs, thermal insulation and cryostat walls have to be taken
into account when designing systems consisting of multiple cryostats (e.g., flexible
systems). We assumed 1 mm of vacuum space plus 4 mm of cryostat walls as the
minimum distance between sensors in different cryostats, as well as 1 mm minimum
distance between sensors in the same cryostat.
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Three full-head on-scalp MEG systems were designed based on different guiding
ideas. The first system is closely related to the TRIUX system. Sensors were
distributed as densely as possible at 1 mm separation from the outer surface of the
TRIUX helmet - resulting in a total of 631 sensors. The second system was designed
as fully flexible, meaning each sensor was housed in an individual cryostat. Due
to the sensor housing, this meant larger distances between sensors. The number
of sensors depended on the size of the head - in case of the adult we were able
to distribute 214 sensors over the head, in case of the child, 161 sensors. The
sensors were separated from the head surface by 1 mm. As a compromise between
density and flexibility, the third system used multiple cryostats, each containing
seven densely packed sensors. Within each cryostat, the sensors are fixed relative to
each other and 1 mm separated them from the subject’s head surface. As in the fully
flexible system, the number of sensors depends on the size of the subject’s head. A
total of 30 and 25 such 7-channel cryostats, i.e., 210 and 175 sensors in total, were
distributed over the head of the adult and child head, respectively.
The three on-scalp MEG, as well as the reference system sensor layouts, can be
seen for the adult and child subjects in Fig. 3.5.
Figure 3.5: Simulated reference and on-scalp full-head MEG systems for adult
and child subjects. From left to right: the reference (low-T c SQUID-based) sys-
tem, followed by the three on-scalp MEG systems: the helmet-based, fully-flexible,
and semi-flexible (7-channel units-based) layouts. The sensors are shown in pink.
Helmet-based systems show their respective helmet surface in blue [Paper I].
3.2.2 Total information capacity
Introduced in 1989 by Kemppainen and Ilmoniemi [51], information capacity was
among the first methods allowing a direct comparison of different MEG systems
and, as such, was used in the development of today’s commercial MEG systems
[42]. Based on Shannon’s theory of communication [52], information capacity char-
acterizes the amount of information a system can extract from a brain. Information
26
3. Theoretical studies for on-scalp MEG
capacity for a given brain depends only on array geometry, i.e. placement, orienta-
tion and size of the sensors, and sensor noise.
To be able to sum the contributions of the individual sensors to the total infor-
mation, their lead fields have to be orthogonal, which is achieved by constructing
virtual, orthogonal channels. To this end, the inner product matrix of the lead fields
Gjk =
∫ LjLkdv′ is calculated and decomposed as
G = UΛUT (3.5)
where Λ = diag(λk) is a diagonal matrix containing the eigenvalues, and U a matrix
containing the eigenvectors of G [51]. The channels can then be orthogonalized as






log2(P ′k + 1) (3.6)
where P ′k = s2λk/
∑
j(UTnj)2 is the power signal to noise ratio of the orthogonalized
sensor k, s the signal source and n the channel noise [51].
The total information capacity in bits per sample obtained with the different
simulated full-head MEG systems with the two subjects can be seen in Table 3.1.
All systems extract significantly more information from the subject than the con-
ventional MEG system used for reference. Interestingly, the on-scalp systems all
show higher total information capacity for the child subject as compared to the
adult, as opposed to the reference system where the total information capacity is
higher for the adult. This is not too surprising as the brain in children is typically
closer to the scalp as compared to adults [53]. MEG studies on children are therefore
expected to benefit more from the on-scalp approach.
Despite the large difference in the number of sensors, the helmet-based (631 sen-
sors) and semi-flexible (210 sensors for the adult, 175 for the child) show comparable
total information capacity values. While the helmet-based system performs slightly
better for the adult subject compared to the semi-flexible system, the opposite is
the case for the child subject. The highest total information capacity is obtained
with the fully-flexible system.
Table 3.1: Total information capacity in bits per sample [Paper I].
Reference Helmet-based Fully-flexible Semi-flexible
Adult 393 482 547 447
Child 345 535 629 566
3.2.3 Spatial Information Density
Spatial information density (SID), introduced in Paper I, expands total information
capacity by a spatial dimension. Whereas total information capacity describes how
much information can be sampled from the entire brain at once, SID quantifies the
information a given sensor array can extract from an individual source/patch of the
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brain. To this end, the total information capacity is calculated for each individual
source (i.e., assuming the primary current density Jp is 0 at all but one source
locations) as opposed to all sources combined (which is the case for total information
capacity where a normal distribution of Jp is assumed). SID can be plotted over the
brain surface to show the spatial distribution of information capacity - which can
give insights into how well different parts of the brain are sampled by a given MEG
system.
The SID was computed for the three on-scalp as well as the reference system
with the adult and child subjects. The resulting SIDs mapped onto the subjects’
brains can be seen in Fig. 3.6. The SID maps for the two helmet-based systems
(the reference and helmet-based on-scalp system) - particularly in the case of the
child as subject - show a clear gradient from posterior to anterior, indicating an
inhomogeneous spatial distribution of the extracted information over the brain. This
can be explained by the position of the subjects’ heads. As is usual in MEG studies,
the subjects’ heads were modeled as rested against the back of the helmet, resulting
in a smaller sensor-to-brain distance in the posterior part of the brain - and thus
larger signals; at the same time the frontal sensors are far from the brain. Generally,
the SID values extracted from the child’s brain are higher compared to the adult’s -
most likely due to the larger scalp-to-brain distance in the latter [53] - and the SID
values are higher with all the on-scalp systems compared to the reference. For the
adult subject, the helmet-based on-scalp system achieves the highest - if unevenly
distributed - SID. For the child subject, on the other hand, the flexible systems
perform best. Both show uniform coverage over the brain with comparable SID
in the posterior and significantly higher SID in the anterior part of the brain, as
compared to the helmet-based on-scalp system.
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Figure 3.6: SID maps for an adult (left, A-D) and a child (right, E-H) with different
sensor arrays. From top to bottom: the reference system (A,E), the helmet-based
(B,F), the fully-flexible (C,G) and the semi-flexible (D,H) on-scalp systems. Values
are given in bits per sample per mm2. [Paper I]
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3.3 Sensor localization for on-scalp co-registration
While flexible sensor arrays offer the advantage of improved sampling for subjects
with non-standard heads (e.g., children in a system designed for adults), they bring
new practical complications. Co-registration of functional (MEG) and structural
(MRI) data requires determining the orientation and position of the sensors relative
to the subject’s head as well as to each other.
In a fixed helmet array, like the ones used in conventional MEG systems, this
is simple, as the sensors locations are constant. After an initial calibration of the
sensor locations in the helmet, only the head position relative to the sensor array
has to be established for each MEG recording - which can be done using HPI coils
attached to the subjects head (c.f., §2.2.4 and Fig. 2.4).
Conventional head localization using HPI coils works in the following way. The
coils are driven at different frequencies, allowing their amplitudes to be extracted
from the sensor signals through spectral analysis (e.g., Fourier transform). For coils
modeled as magnetic dipoles, the field that sensor i picks up from HPI coil j can be
calculated as:
bi,j = B(ri,j) · ni = Lm(ri,j,ni)mj, (3.7)
where ri,j = ri − rj describes the position of sensor i relative to the coil/magnetic
dipole j,m the magnetic moment of the dipole defined by the magnetic strength |m|
and orientation mˆ = m/|m|, n a vector defining the sensitivity |n| and orientation
nˆ = n/|n| of the sensor, and Lm the lead field for magnetic dipoles.
To localize the coils, magnetic dipoles are fitted to the coil amplitudes by mini-








where bi,j,meas is a matrix containing the field amplitudes from the coils j measured
by sensors i.
In a flexible sensor array, on the other hand, the relative orientations and posi-
tions of the individual sensors change from subject to subject - likely even between
recording sessions with the same subject. Co-registration in flexible on-scalp MEG
systems therefore needs to include a measurement of the sensor positions and ori-
entations relative to each other for each recording. Such an additional calibration
step would add significant time to recording sessions. It would furthermore be prac-
tically challenging because of the need to ensure the sensors’ positions relative to
one another does not change between calibration and the recording on the subject.
In Paper II, we introduced an approach to realizing co-registration in flexible
MEG systems by turning around the head localization method used in conventional
MEG systems. Instead of using a small set of coils attached to the subject’s head, an
array of coils on the subject’s head can be used to localize the sensors relative to it.
If the orientations and positions of the coils relative to each other (on the individual
subject’s head for a given recording session) are known, a sensor’s location and
orientation can be determined from the measured coil amplitudes. Fortunately, it
is common for the positions of the coils to be established for each individual and
session, as this is part of standard MEG head localization routines. However, the
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orientations are not typically measured (a practical solution to this issue is presented
in §5.3.3 and Fig. 5.15).









This method has the advantage that it can use existing hardware and routines.
Further, if the coil signals are sufficiently separated from neural activity in the fre-
quency domain, the measurement can be run in parallel to the experiment, thereby
providing continuous co-registration. This is advantageous because it allows regis-
tering and compensating for head movements relative to the sensors, which would
otherwise result in measurement errors.
Figure 3.7: Co-registration in conventional and on-scalp MEG. Left: Localizing
head position indicator (HPI) coils (green) on the subject’s head with a full-head
conventional MEG system (blue). Right: Localizing on-scalp MEG sensors (red)
with an array of HPI coils (green) on the subject’s head [Paper II].
As accurate co-registration is even more important in on-scalp MEG than in
conventional MEG (due to the increased proximity between sensors and sources
[8, 54]), the sensors should be localized with high accuracy. The feasibility of the
method presented here for use in on-scalp MEG was therefore tested in simulations.
To make the simulations as realistic as possible, head models (T1-weighted MRI of
a 40-year-old male) and coil configurations (10 evenly distributed HPI coils, driven
with 218-288 Hz, 10 nAm2 magnetic moment) from a set of actual MEG recordings
were used. For comparison, the method was tested for a conventional, as well as
an on-scalp, MEG sensor array. Sensor locations for the conventional MEG system
were based on the sensor array of the commercial TRIUX system (see Fig. 3.8-left).
In the on-scalp case, the TRIUX sensor locations were projected to the subjects
head (with 1 mm distance; see Fig. 3.8-right). The on-scalp and conventional
MEG sensors were assumed to be 8 mm × 8 mm high-T c SQUID magnetometers
with 20 fT/Hz1/2 white noise and 26 mm × 26 mm low-T c SQUID magnetometers
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with 3 fT/Hz1/2 white noise, respectively. The sensor signals were simulated as a
combination of the magnetic fields generated by sinusoidally driven magnetic dipoles
approximating the coils, and Gaussian noise approximating the white noise of the
sensor. Only white noise was considered here since the coil driving frequencies are
typically chosen to be higher than the neuromagnetic signals of interest (in order
to avoid interference with them), and thus well above the 1/f-knee of the sensors
(typically below 10 Hz, c.f., §4.3 and Fig. 4.7). Finally, the coil amplitudes were
extracted from the simulated sensor signals with fast Fourier transform (FFT) and
used to individually fit the sensor locations. The sensor fits were performed with
non-linear unconstrained optimization in MATLAB using the FieldTrip toolbox [55].
Figure 3.8: Sensor arrays used in simulations. Left: Conventional MEG sensor
positions (blue) around the subject’s head. Right: On-scalp MEG sensor positions
(red) around the subject’s head [Paper II].
With <0.1 mm and <0.01 mm average error between the fitted sensor locations
and the true locations, both the on-scalp and conventional MEG systems showed
errors well below the 4 mm on-scalp co-registration error limit recommended by
Zetter et al. [54]. Testing the method with different sensor noise levels and coil
magnetic moments revealed a strong dependence of the accuracy on SNR (Fig. 3.9).
Since sensor noise is typically fixed, SNR can be primarily affected through the
coil magnetic moment (in the form of the coil driving current) and coil placement
(the closer to the sensor, the higher the signal). Further simulations also showed
improved accuracy with increasing coil recording time. However, for continuous co-
registration, the coil recording time should be as short as possible as it determines
the frequency/time-resolution at which head movements can be detected.
The results described above were generated based on the assumption that the
positions, orientations and magnetic moments of the coils are known precisely. In
practice, however, one has to assume errors in the definition of the coil array. The
sensor localization was therefore also tested with different levels of coil position,
orientation and calibration errors. The localization error was strongly affected by
such coil-specific errors, requiring ≤10 % calibration, <2 mm position (typical HPI
coil and digitization systems are below these values), and <3 degrees orientation
errors to reach <4 mm in head position localization error (see Fig. 3.10).
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Figure 3.9: Average localization error as a function of sensor noise for different coil
magnetic moments with on-scalp (red) and conventional MEG (blue) sensor arrays
[Paper II].
Simulations with different numbers of coils also showed that the accuracy of the
method increases with the number of coils. If the sensors are only placed within a
small region of interest, then arranging the coils closely around that region proved
beneficial, since few coils suffice to accurately localize the sensors (four coils were
sufficient for <4 mm localization error).
Finally, semi-flexible on-scalp MEG systems that consist of multiple individually
movable units containing multiple sensors (like the one described in §3.2) offer ad-
ditional possibilities for localizing the sensors. Taking advantage of the fact that
multiple sensors are fixed relative to each other in a common housing, it is possible
to localize these sensors jointly in a single fitting procedure. To this end the sensor
positions and orientations are described by a single rigid rotation and translation ap-











where T and R are the 3-dimensional translation and rotation matrices applied to
the sensors, n′i = Rni the rigidly rotated sensor sensitivity vector, and r ′i,j = Rri +
T − rj the rigidly rotated and translated relative sensor locations. Increasing the
number of sensors means the optimization procedure becomes more over-determined.
The localization should therefore become more accurate when increasing the number
of jointly localized sensors (if the individual sensors’ noise is independent). This was
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Figure 3.10: Average localization error with on-scalp (red) and conventional MEG
(blue) sensor arrays as a function of errors in the coil calibrations (top), position
(middle), and orientation (bottom) [Paper II].
confirmed in a simulation where jointly localizing up to 10 magnetometers resulted
in a significant decrease in localization error. Fitting 10 sensors jointly resulted in a
reduction of the localization error by a factor of 27 (on-scalp) and 9 (conventional
MEG), respectively [Paper II].
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On-scalp MEG systems based on
high-Tc SQUIDs
In this chapter a 7-channel on-scalp MEG system based on high-T c SQUID magne-
tometers is presented along with its single-channel predecessor.
4.1 Introduction
Only a few years after the discovery of high-T c superconductivity [30] and the
subsequent development of high-T c SQUIDs [56], high-T c SQUIDs were first used
to record neuromagnetic activity [57]. However, these early recordings did not yet
take advantage of the reduced need for thermal insulation that resulted from the
higher operating temperature. In 2012, Öisjöen et al. performed the first on-scalp
MEG recordings using high-T c SQUIDs [9]. They used two single-channel cryostats
containing single-layer YBCO SQUID magnetometers to record induced visual and
somatosensory alpha activity at 1 mm distances from the scalp. The same single-
channel systems were used in subsequent on-scalp MEG recordings by our group,
including the ones presented in Paper V.
4.2 Single-channel systems
The single-channel system employ bicrystal YBCO SQUID magnetometers with
9 mm × 9 mm directly coupled pickup loops. The SQUIDs are read out with
single-channel commercial SQUID electronics units SEL-1 from Magnicon (Mag-
nicon GmbH, Berlin, Germany). The SEL-1 includes bias reversal operation for
improved 1/f-noise (c.f., §2.3.5). With bias reversal the SQUID field noise stays flat
at approximately 50 fT/Hz1/2 down to 10 Hz.
The single-channel systems are based on commercial, liquid nitrogen cooled de-
wars from ILK Dresden (ILK Dresden gGmbH, Dresden, Germany). The cryostat
body is made from non-metallic epoxy-reinforced fiberglass. An inner 0.4 L liquid
nitrogen (LN2) container is surrounded by super insulation and vacuum to provide
the required thermal insulation. The vacuum space is enclosed by an outer shell
that can be moved relative to the LN2 container. Activated charcoal is attached to
the bottom of the LN2 container to provide additional cryopumping of the vacuum
insulation volume. A sapphire rod holding the SQUID magnetometer thermally
connects it to the LN2 bath. The SQUID is positioned in close proximity to a thin,
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transparent sapphire window at the tail end of the cryostat’s vacuum shell. The
distance between the window and sensor can be adjusted to <1 mm by moving the
vacuum shell relative to the LN2 container. An LN2 inlet flange on the top of the
cryostat can be used to fill the LN2 container as well as pump on the LN2 tank.
Pumping on the LN2 tank reduces the vapor pressure of the LN2, which in turn
lowers its boiling temperature. A schematic of the cryostat can be seen in Fig. 4.1.
Figure 4.1: Schematic of the cryostat employed in single-channel measurements
(ILK Dresden gGmbH, Dresden, Germany).
4.3 7-channel system
While single-channel system recordings have given valuable insights into neural ac-
tivity in the early years of MEG [58, 59], shown the feasibility of on-scalp MEG
[9], and helped quantify the gain of coming closer to the scalp [10], the majority of
MEG applications strongly benefit from, or even require, multichannel recordings.
Accurately localizing neural activity, for example, requires sampling the neuromag-
netic field at multiple locations around the subject’s head to map the field pattern.
Although evoked activity can be localized with sequential single-channel recordings
of the same experimental paradigm [60, 61], this requires significantly longer mea-
surement time and works only under the strict assumption that the brain response
is consistent from one recording to another. There is always a risk that the neural
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response will change between recordings as a result of changes in the stimulation
(e.g., a stimulation electrode moves) or perception thereof (e.g., habituation) - which
would violate the assumption. However, it is worth noting that many successful neu-
roimaging experiments are executed under this assumption. More importantly, only
evoked activity can be reliably localized in such a way. To accurately localize spon-
taneous activity, such as interictal spikes in epilepsy, the main clinical application
of MEG to date [3], the magnetic field should be sampled simultaneously at multi-
ple locations around the head. Similarly, analyzing functional connectivity between
different brain regions is only possible with multichannel recordings. In addition,
single-channel recordings suffer from the small coverage. Since the field is only mea-
sured at a single point, measuring unknown neural responses (i.e., without roughly
knowing how the resulting magnetic field pattern will look) is impractical, as one
could easily miss or misinterpret features of the neuromagnetic field. Finally, mul-
tichannel MEG systems are able to use novel noise reduction techniques like signal
space separation (SSS) to reduce artifacts. From these issues it becomes apparent
that in order for on-scalp MEG to become truly useful for clinical and neuroscience
applications, multichannel systems are needed.
It is not feasible to build a full-head on-scalp MEG system from scratch. Similar
to the process that took place in the early days of MEG (1980s and 90s), when
groups started to go from single-channel systems towards successively bigger systems
[42, 43, 62–70], we developed a limited-size multichannel on-scalp MEG system with
seven magnetometers as a first step towards full-head coverage. In order to capitalize
on the potential advantages of on-scalp MEG, this 7-channel system was designed
with the aim of achieving both minimal sensor-to-room temperature distance and
dense spatial sampling. The 7-channel system is presented in Paper III.
4.3.1 Cryostat
A schematic of the cryostat can be seen in Fig. 4.2-a. The cryostat contains a 0.9
l LN2 tank in a cylindrical vacuum enclosure. The tank and vacuum enclosure are
both made from glass-fiber reinforced epoxy. The tank is connected to the outer
shell at the top end via a flexible bellow (which also serves as the LN2 inlet) and
at the tail via a small triangular plate (for low thermal contact). Super insulation
and vacuum surrounding the nitrogen tank provide thermal insulation. Two strips of
activated charcoal are attached to the side of the nitrogen tank to provide additional
cryopumping on the vacuum volume when the system is cooled. With an adapter
to the nitrogen inlet, it is possible to pump on the nitrogen tank in order to reach
lower temperatures.
Seven 11 mm × 11 mm sapphire wedges holding the SQUIDs are glued to a
sapphire disc that is fixed into the sidewall of the nitrogen tank close to the tail end.
In combination with the sapphire disc, these wedges provide high thermal contact
to the nitrogen bath. The sapphire wedges are densely packed (1 mm edge-to-edge)
in a hexagonal pattern with one in the center (see Fig. 4.2-b). The outer SQUIDs
are tilted towards the center to align them to a surface of a sphere with radius 8
cm, which roughly corresponds to the average curvature of an adult head. A thin
(0.4 mm), concave window made from glass fiber reinforced epoxy is set into the
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vacuum shell next to the SQUIDs. This window closes the vacuum enclosure which
also allows for control of the distance between all of the SQUIDs and the room
temperature environment of the head (see Fig. 4.2-c). The window can be adjusted
with a screw connection to sit <1 mm from the SQUIDs.
When pumping on the LN2 with -850 mbar vacuum gauge pressure (correspond-
ing to ∼150 mbar on the LN2 bath), the cryostat reaches 70.1 K (∼ 80 K without
pumping) on the sapphire wedges. At 1-2 mm distance from the SQUIDs, the tem-
perature on the outer window settles at ∼279 K in air (in a 293 K room temperature
environment). However, with the weak thermal connection to the cold head (due
to the vacuum insulation) the window temperature quickly (<30 seconds) adjusts
to skin temperature when a subject places his or her head on the window - without
significantly warming the sensors nor a sensation of cooling on the head thereafter.
Figure 4.2: Schematic of the 7-channel cryostat. a) Cut through the full cryostat.
b) Detail of the sapphire wedges holding the SQUIDs and c) their placement on
the sapphire disk (dimensions in mm). d) Detail of the curved window next to the
SQUIDs on the sapphire wedges. (adapted from [Paper III])
4.3.2 Sensors
The system employs seven high-T c SQUIDs with directly coupled, 8.6 mm × 9.2
mm pickup loops made from YBCO on 10 mm × 10 mm STO bicrystal substrates
(see Fig. 4.3). Each SQUID chip contains two hairpin SQUIDs with grain boundary
Josephson junctions. The better performing of these two SQUIDs is selected for use
on a chip-by-chip basis by bonding it to the output pads on the chip, which are
then connected to the SQUID electronics. The junctions are obtained by growing a
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140-200 nm thick YBCO film on a bicrystal substrate with a misorientation angle
of 22.6◦ (Shinkosha, Japan). Pickup loop linewidths of 1 and 3 mm were used.
Figure 4.3: Design of the high-T c SQUID magnetometers used in the 7-channel
system. The SQUIDs and pickup loops are made from YBCO (red) on STO (white)
with titanium/gold contact pads (yellow). The 9.2 mm × 8.6 mm pickup loop
directly couples to the two hairpin SQUID loops, which are located on the sub-
strate grain boundary (blue line). Josephson junctions are formed where the YBCO
film crosses the grain boundary. The insets show photomicrographs of the hairpin
SQUIDs.
The SQUIDs are controlled by three 3-channel SEL-1 SQUID electronics units
from Magnicon (Magnicon GmbH, Berlin, Germany). A breakout box containing
shunt resistors and diodes (to protect against current spikes generated by electro-
static discharge or other potentially dangerous sources) connects the SEL-1 units
to a vacuum-tight 48-pin LEMO output connector on the top end of the cryostat.
Six wires (three twisted pairs) per SQUID lead down to the tail end of the cryostat:
two for biasing the SQUID and measuring the voltage, two to provide the feedback,
and two reserved for on-chip heaters. In order to reduce their thermal load on the
SQUID chips, the wires are wound around –and thus thermally anchored to– the
LN2 tank (see Fig. 4.4-a). At the cold head (sapphire disk) the wires are connected
to the edges of a printed circuit board (PCB) with cut-outs for the wedges/SQUID
supports. On the PCB, copper traces lead to the outer sapphire wedges. The central
wedge is connected by wires (in twisted pairs) that are glued to the PCB (see Fig.
4.4-b/d). Silver wires soldered to the PCB lead to gold contact pads on the edges
of the sapphire wedges (see Fig. 4.4-b). The silver wires are glued to the contact
pads with conductive silver glue. In order to avoid the need to bond to the SQUIDs,
the edges of the SQUIDs chip used for contacting are rounded. A bendable mask
in combination with sputtering of titanium/gold allows us to make contact pads
that lead from the top of the SQUID chip over the edge to the side. The rounded
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contacts are connected to the wedge contacts with a droplet of conducting silver
glue (see Fig. 4.4-d). Short, flat bonds on the SQUID chips connect the outer pads
to one of the two SQUIDs on the chip.
Figure 4.4: Photographs of the cryostat wiring. a) SQUID leads wrapped around
the LN2 tank. b) Cold head with gold-contacted wedges and PCB. c) Rounded, gold
edges with gold contacts of the SQUID chips. d) Assembled cold head with SQUIDs
and PCB.
When packing the sensors densely as we do in this system, crosstalk between the
sensors can be an issue and the feedback used to operate each SQUID in a FLL
can be especially problematic. Traditionally, small coils on the SQUID chip were
used to inductively couple the feedback flux to the pickup loop of the SQUID. The
fields produced by such a coil will, however, also couple to nearby sensors, thereby
resulting in measurement errors. To reduce feedback crosstalk, we directly inject
feedback current into the SQUID loop (see Fig. 4.5-a). Thus, instead of generating
a field to cancel changes in external flux, a current is applied directly to the SQUID
to cancel changes in circulating current inside the SQUID loop. Alternatively, one
can imagine that the current going through part of the SQUID loop generates the
feedback flux that compensates changes in external flux. With the sensors used
here, < 0.5 % feedback crosstalk can be achieved by using this feedback scheme -
compared to 5 % feedback crosstalk with a small, superconducting coil [Paper VII].
We measured the feedback crosstalk in the 7-channel system by applying 1 Φ0
feedback to one (exciting) SQUID and measuring the generated field with the other
(sensing) SQUIDs. Table 4.1 shows the pairwise feedback crosstalk in the 7-channel
system. The majority of pairs showed crosstalk below 0.1 %. Channel 4 showed
above average crosstalk to Channels 3 and 6. The high values can, however, be
explained by the wiring on the PCB: the feedback leads for channel 4 pass between
channels 3 and 6. There is no obvious cause for the above average feedback crosstalk
from channel 7 to channel 6. Because the inverse case is significantly lower (channel
6 to channel 7: 0.011 %), this is likely also caused by the feedback wires of channel
7 passing close to channel 6.
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Figure 4.5: a) Microphotograph of a SQUID showing the direct injection feed-
back concept. Connections and current paths for bias current and voltage readout
(V+/V−) as well as feedback current (Φ+/Φ−) are indicated in yellow and light
blue, respectively. The bicrystal junctions are marked by dark blue crosses where
the superconducting film crosses the grain boundary (dark blue line). b) Photograph
of the assembled cold head (cryostat tail pointing left) showing the SQUID array.
Channel numbers are shown in red.
Table 4.1: Feedback crosstalk from exciting (rows) to sensing (columns) channels
in parts per thousand [Paper III].
Ex.\Sen. Ch1 Ch2 Ch3 Ch4 Ch5 Ch6 Ch7
Ch1 - 0.95 0.14 0.17 0.04 0.03 0.01
Ch2 0.35 - 0.03 0.13 0.04 0.02 0.03
Ch3 0.49 0.02 - 0.03 0.01 0.06 0.04
Ch4 0.32 0.05 3.96 - 0.18 5.88 1.09
Ch5 0.07 0.03 0.04 0.14 - 0.04 0.48
Ch6 0.13 0.08 0.54 0.41 0.08 - 0.11
Ch7 0.33 0.04 0.77 1.36 0.67 4.57 -
4.3.3 Calibration
The finished system (Fig. 4.6-a) was calibrated inside the 2-layer magnetically
shielded room (MSR) at Chalmers (consisting of two layers of mu-metal and one
layer of copper-coated aluminum; Vacuumschmelze GmbH, Hanau, Germany) using
a Helmholtz coil placed around the sensor array (see Fig. 4.6-b) to generate well-
defined magnetic fields (c.f., [34]). The coil’s input voltage-to-field conversion was
measured using a fluxgate magnetometer. To minimize measurement errors resulting
from low frequency drifts in the remnant magnetic field that is present inside the
MSR, an arbitrary waveform generator (Fluke 282, Fluke Co., Everett, WA, USA)
was used to drive the coil with a 108 Hz sinusoidal wave. A sinusoid was then fitted to
the recorded data to extract the signal amplitudes. From the measured amplitudes
the responsivity, R, of the sensors (including electronics gain) can be calculated as
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the output voltage, dV, per applied magnetic field, dB: R = dV/dB. To account for
the different angle of the sensors, the system was rotated while recording the signals
repeatedly in order to find the maximum amplitudes. The maximum amplitude
of each sensor is obtained when its sensitive axis is aligned with the applied field.
Table 4.2 shows the responsivity of the sensors inside the 7-channel system. The
responsivities remained stable within < 0.5% over multiple cooldowns as well as for
different applied fields (0.2 to 10 nTpp). The gain of the SQUID electronics SEL-1
was always set to the maximum of 4000 (in all measurements throughout this work).
Table 4.2: Sensor responsivity measured 10 times (spread over four separate
cooldowns) with different applied fields (0.2-10 nTpp) [Paper III].
Responsivity Ch1 Ch2 Ch3 Ch4 Ch5 Ch6 Ch7
Mean [µV/fT] 0.124 0.124 0.154 0.129 0.154 0.119 0.151
Range [±%] 0.26 0.21 0.40 0.19 0.43 0.22 0.25
Figure 4.6: Photographs of the system. a) Finished cryostat with SQUIDs. b)
7-channel system with Helmholtz coil (used for calibration and field cancellation). c)
7-channel SQUID amplifier/filters (with space for up to 10 channels); schematic and
bill of materials of the amplifier/filter circuit boards can be found via the following
link: https://github.com/cpfeifferGH/SQUIDamps
4.3.4 Amplifiers/Filters
When recording MEG signals, it can be necessary to amplify more than the gain
of the electronics preamplifier, e.g., in order to overcome a high input noise at the
digitizer. In case of the 7-channel system, the analog output signals from the SEL-1
electronics are analog-to-digital converted and read in using a 16-bit data acquisition
(DAQ) system, typically a DAQ NI-USB6259 or NI-USB6258 (National Instruments,
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Austin, TX, USA). Recording, e.g., neuromagnetic signals on the order of 100 fT
with a sensor responsivity of 0.13 µV/fT would require <13 µV sensitivity - which
is not feasible with the NI-USB6259 [71]. Additional dedicated low-noise ampli-
fiers were therefore developed for the system. Because low frequency drifts of the
magnetic field (∼0.01-0.1 Hz with magnitudes of 1-2 nT inside a typical MSR with
two layers of mu-metal [45]) would limit the possible maximum gain, the amplifiers
were combined with hardware high-pass filters. Finally, hardware low-pass filters
are used to avoid aliasing when digitally sampling the sensor signals. Amplifiers,
together with the high- and low-pass filters for seven channels are combined in a
common unit seen in Fig. 4.6-c. Each channel consists of a 5 stage circuit that looks
as follows:
• Input buffer (unity gain amplifier)
• 1st order high-pass filter (fc = 0.1, 1, or 10 Hz)
• 1st amplification (gain = 2)
• 1st order low-pass filter (fc = 100, 500, 1000, or 5000 Hz)
• 2nd amplification (gain = 2, 10, or 100).
Different options for the cutoff frequencies fc of the high- and low-pass filters,
as well as the gain of the final amplification stage, can be chosen for each channel
manually using control knobs (see Fig. 4.6-c).
The input noise of the amplifier/filter circuits was measured as ∼15-35 nV/Hz1/2
depending on the filter cut-off (the noise is dominated by the thermal noise of a
resistor used in the high-pass filter), which is well below the output noise of the
SEL-1 (4000×0.4 nV/Hz1/2 = 1.6 µV/Hz1/2 [72]). The amplifiers/filters (hereafter
called "SQUIDamps") are powered by a ±15 V, ≥200 mA supply.
4.3.5 Noise
Since neuromagnetic signals are expected to span ∼0.5 to at least 1000 Hz [2] an
optimal MEG system should be sensitive over that whole frequency band. SQUIDs
typically perform best at frequencies >100 Hz, showing 1/f-like noise at lower fre-
quencies. However, steps can be taken to avoid excess 1/f-noise.
Standard 2-layer MSRs, which are used in many MEG facilities, provide high
shielding factors at high frequencies (>100 Hz). However, at low frequencies they
shield only moderately - in some cases showing remnant fields of several tens of nT
(with drifts on the order of pT) [45]. To minimize the risk of the SQUIDs trapping
flux during cooldown in the presence of such relatively high magnetic fields (which
can considerably increase their 1/f-noise [73–75]), the 7-channel system should be
cooled while the field is reduced as close to zero as possible. To this end, a Helmholtz
coil is placed around the sensor array with coil loops parallel to the sensor array (see
Fig. 4.6-b). A current is then applied to the coil to cancel the remnant DC field
component that is normal to the SQUID array. More details on this procedure can
be found in Appendix A.
Operating the SQUIDs with bias reversal is furthermore favorable to DC bias
due to the resulting suppression of 1/f-noise. However, we observed strong crosstalk
of the bias current to neighboring channels. The crosstalk was in fact so high
that it proved impossible to lock all seven SQUIDs at the same time with bias
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reversal, however, the problem could be solved by synchronizing the bias clocks.
This is because the bias current is modulated by a square wave, i.e., the current
jumps between two discrete levels in bias reversal mode. Bias crosstalk consequently
manifests itself in neighboring SQUIDs as an external flux that jumps between
two discrete levels. If the neighboring SQUID uses the same clock (i.e., the biases
are switched simultaneously), then the flux jumps are synchronized with the bias
reversal, resulting in a constant offset in flux between positive and negative bias.
Fortunately, such an offset can be compensated by the electronics with a bias flux
[72]. Within a single SEL-1 unit, synchronizing bias clocks is straightforward -
the electronics includes an option for the three channels to share a clock. However,
synchronizing clocks between different SEL-1 electronics required additional changes
to both hard- and software. By bypassing the shunt resistors of the electronics’ clock
inputs and adding a global slave mode to the software (SQUID viewer, Magnicon
GmbH, Berlin, Germany) we were able to share a single bias clock between all three
SEL-1 units.
The noise spectra of the seven SQUIDs when cooled down in a low magnetic field
environment (roughly ±1 nT, limited by the low-frequency resolution of the flux
gate we use to compensate the remnant field inside the MSR) and operated in an
FLL with synchronized bias reversal can be seen in Fig. 4.7. The SQUIDs reach
noise levels between 50 and 130 fT/Hz1/2 down to ∼8 Hz. Several peaks can be seen
at 50 Hz and harmonics. These are the result of power line noise.
4.4 Support
In order to be able to record on-scalp MEG, the sensors have to be placed on the
subject’s head. With the comparatively small coverage of the 7-channel system (even
more so for the single channel system), being able to flexibly place (and orient) the
sensor array on the subject’s head is of great importance. At the same time, the
system should not rest on or be fixed to the subject’s head for safety and subject
comfort as well as to avoid movements of the system in the remnant fields within
the MSR. To allow both flexible positioning and rigidity, the system needs to be
mounted to an adjustable support structure. To avoid magnetic disturbances, the
support should furthermore not contain magnetic materials.
We use a wooden stand with flexible arm (seen in Fig. 4.8) to flexibly support
and position the 7-channel system. The base of the wooden stand consists of a
rectangular wooden pole attached to a large wooden plate that serves to stabilize
the entire construction. We have two wooden arms that can be mounted to the
stand at variable height. Each arm contains 3 horizontal and two vertical (one with
sliding connection) hinge joints to allow maximum freedom of movement. Each joint
contains a screw that allows locking/releasing it. Cryostats are mounted to the end
of the arm using a circular wooden clamp (see Fig. 4.8-b). Clamping (as opposed to
fixed screw connections) the cryostat enables additional flexibility in rotation and
height. The clamp was constructed to fit the previously described single-channel
cryostat 4.2. A plastic ring (cut in half) is used to adapt the clamp to the diameter
of the 7-channel cryostat because it has a lower outer diameter, as compared to the
single-channel cryostats for which the support was originally designed.
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Figure 4.7: Noise spectra of the SQUID magnetometers inside the 7-channel sys-
tem, as measured in the 2-layer MSR we have at Chalmers [Paper III]. White noise
levels and the transition from 1/f- to white noise (’1/f-knee’) vary in the range of
40-130 fT/Hz1/2 and 3-10 Hz, respectively, from SQUID to SQUID and cool-down
to cool-down.
Figure 4.8: Photographs of the cryostat holder. a) Wooden support structure with
one arm assembled. b) Close-up of a wooden arm and cryostat mount with plastic
adapter (white) for the 7-channel cryostat. c) Example setup for MEG recordings
with the 7-channel cryostat positioned on the head of a seated subject (the author).
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In this chapter, results from MEG recordings with the two on-scalp MEG systems
described in the previous chapter are presented. The recordings can be separated
into two main groups according to their purpose: proof-of-principle and benchmark-
ing.
5.1 Introduction
The first MEG recordings were performed using simple paradigms whose neural
responses were more or less known from EEG and/or brain anatomy, thereby al-
lowing accurate predictions of their magnetic manifestation. Thus, early recordings
primarily served as proofs-of-principle, showing the feasibility of MEG and laying
the foundation for subsequent experiments. With the emergence of multichannel
MEG systems, focus shifted towards source analysis, where MEG was able to reveal
and localize previously unknown sources. These recordings, however, were still per-
formed using mainly basic sensory stimulation and were often only accepted after
being verified with the more established EEG [1]. As systems and analysis improved,
experiments became increasingly more complex. Full-head systems allowed accurate
localization of spontaneous activity (e.g., epileptic interictal spikes [76]), as well as
connectivity between different brain regions. As a result, research focus shifted to-
wards higher level cognitive functions, such as learning, language and - in recent
years - social interaction.
On-scalp MEG has to follow a similar path to the one that conventional MEG
has taken in the past. Start with basic, proof-of-principle recordings to demonstrate
its feasibility; validate it with an established neuroimaging modality (in this case,
e.g., conventional MEG); and, finally, try to show its unique capabilities compared
to other modalities.
The recordings that were performed as part of this work have taken us a long way
along that path. Here, I present these experiments in two groups: proof-of-principle
recordings that were aimed at demonstrating the feasibility of high-T c SQUID-based
on-scalp MEG and benchmarking recordings where recordings with conventional
and high-T c SQUID-based on-scalp MEG were compared both to validate on-scalp
findings with conventional MEG, but also to demonstrate its advantages and unique
capabilities.
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5.2 Proof-of-principle recordings
To demonstrate the feasibility of on-scalp MEG using high-T c SQUIDs, we recorded
well established paradigms with the 7-channel on-scalp MEG system. The recordings
were presented in Paper III, but will be described here in more detail. The recordings
were performed inside a 2-layer MSR consisting of two layers of mu-metal and one
layer of copper-coated aluminum (Vacuumschmelze GmbH, Hanau, Germany).
The recordings were done in compliance with national legislation and the code of
ethical principles (Declaration of Helsinki) and were approved by the regional ethical
authority in Gothenburg, Sweden (Regionala etikprövningsnämnden i Göteborg, dnr
1143-16). All subjects gave informed consent.
5.2.1 Alpha activity
Using the recently developed EEG, Hans Berger first reported neural oscillatory
activity at ∼10 Hz in humans, naming them alpha waves [77, 78] (sometimes called
Berger waves in his honor). Alpha activity, a result of neuronal synchronization
occurring in the frequency band 8-12 Hz [12] (sometimes defined as 7-14 Hz [79, 80]),
was also recorded by David Cohen in the first MEG recording in 1968 [4]. Both
Berger and Cohen recorded alpha activity that occurs spontaneously in the occipital
part of the head when subjects are relaxed, yet alert, with their eyes closed. Due
to its high amplitude and spontaneous, widespread occurrence, such alpha activity
was well suited for these early recordings. It is furthermore easily modulated by
the subjects simply opening their eyes, which reduces the magnitude of the alpha
activity significantly.
Figure 5.1: Drawing of a human cerebral cortex showing important regions.
Adapted from [81]. This work focuses on studies of visual alpha modulation from
the occipital lobe, auditory evoked activity generated near the lateral sulcus, and
somatosensory evoked activity generated near the postcentral gyrus and central sul-
cus.
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MEG recordings of occipital alpha activity have shown its sources to be located
primarily in the parieto-occipital sulcus (see Fig. 5.1), near the longitudinal fis-
sures that separates the brain hemispheres, and the calcarine fissure in the visual
cortex [3, 82]. Alpha activity in humans has also been observed in the somatosen-
sory, auditory, and prefrontal cortices [83]. Due to its occurrence in relaxed, resting
subjects, alpha activity was originally believed to indicate a resting state. Today,
alpha rhythms are thought to represent an active inhibition of sensory processing
[12, 80]. Occipital/visual alpha, for example, has also been shown to decrease when
attention shifts from auditory to visual [80, 84] or is focused inward [85]. Generally,
alpha that is related to one type of sensory input decreases when attention is focused
on that input [80]. Conversely, alpha increases with memory demand, indicating a
suppression of potentially distracting information [12, 86].
Figure 5.2: Averaged time frequency spectra of induced alpha activity recorded
with the 7-channel system. The subject opened his eyes at t=0.
A healthy subject (male, 39 years old) was recorded while seated with the 7-
channel cryostat window aimed at the occipital part of the head, close to the oc-
cipital protuberance (between O1 and O2 in the 10-20 electrode EEG system [87]).
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Every 30 seconds the subject was verbally instructed to open or close his eyes (alter-
nating). When opening his eyes, the subject looked at a large picture of a wooded
nature scene. Multiple recordings of 10 to 30 trials were performed. The sen-
sor signals were amplified (gain = 200) and band-pass filtered (1 - 1000 Hz) with
the SQUIDamps before being digitized (5000 Hz sampling rate) and read in using
a LabVIEW-controlled NI-USB6259 (National Instruments, Austin, Texas, USA)
DAQ. A timed digital trigger signal was generated using a second DAQ NI-USB6258.
Data analysis was performed in MATLAB (MATLAB R2015a, Mathworks, Natick,
MA, USA) using the FieldTrip toolbox [55]. The data was band-pass filtered between
5 and 15 Hz. Time-frequency spectra were estimated with a multitaper frequency
transform (using DPSS tapers) and averaged over the trails.
Average time-frequency spectra of 30 trials can be seen in Fig. 5.2. A clear
suppression of activity in the alpha band can be observed after the subject opened
his eyes. The suppression of alpha activity was in fact strong enough to be observed
on the single trial level in the form of a drop in amplitude (see Fig. 5.3).


















































Figure 5.3: Band-pass (8-12 Hz) filtered alpha recording (blue) showing modula-
tion of alpha activity. The trigger signal is shown in red. High signal level of the
trigger indicates eyes closed and low signal level eyes open.
In the time-frequency spectra, alpha power seems to be concentrated at two dis-
tinct frequencies, ∼8 and ∼10 Hz, that appear to be modulated to a different extend
by the eyes closed/eyes open paradigm. The frequency spectra of the data before
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and after the subject opens his eyes support this observation (Fig. 5.4 and in more
detail in Fig. 5.5) where two distinct peaks can be observed in the alpha range.
While the upper alpha seems to be completely suppressed when the subject opens
his eyes, the lower alpha is only partially decreased. Two independent frequency
components have been observed before. In EEG recordings, Klimesch et al. found
distinct lower (∼7-9.5 Hz) and upper (∼9.5-12 Hz) alpha components that they be-
lieved to be related to attention and semantic memory processes, respectively [88].
While the connection between lower alpha and attention is not clearly established,
it could explain why the lower alpha frequency was less affected by eyes open versus
eyes closed as well as the short, sharp suppression of the lower alpha power at ∼1
sec when the subject is instructed to open his eyes and his attention is this likely to
be modulated (c.f., Fig. 5.2).
Figure 5.4: Frequency spectra of the data recorded with the 7-channel system
before (blue) and after (red) subject opened his eyes. The spectra were obtained
with fast Fourier transform (FFT), averaged over 30 trials.
In addition to the alpha activity, an increase in activity over a wider frequency
band (up to 25 Hz) can be observed during the eyes closed period in Fig. 5.4 and
5.5. Furthermore, several channels exhibit what appears to be another peak in the
beta band (12-30 Hz) at ∼17 Hz (most prominently seen in channel 6).
Fig. 5.6 shows topographies of the recorded power spectral densities for the two
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Figure 5.5: Frequency spectrum of the data recorded by channel 6 of the 7-channel
system before (blue) and after (red) subject opened his eyes. The spectra were
obtained with fast Fourier transform (FFT), averaged over 30 trials. Channel 6 was
chosen here
alpha bands before (left) and after the subject opened his eyes (right). The upper
alpha band shows higher power in the superior located sensors (channels 6 and 7)
compared to the inferior ones (see Fig. 5.6), indicating it may have been advan-
tageous to place the cryostat at a higher position on the subject’s head in order
to ensure we sampled the highest power alpha signals. However, the same trend is
not observed in the lower alpha band wherein higher power is sampled in the lower
sensors. This may point to different locations of the neural sources underlying the
two alpha bands.
The observed splitting of the alpha band into two independent components mer-
its further investigation with additional recordings. With higher placement of the
cryostat on the subject’s head, the observed alpha amplitude, which was already
sufficient to see alpha modulation on the single trial level, might increase further.
Similarly, additional recordings with a lower cryostat position may be better suited
for studying the lower-alpha band we observed.
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Figure 5.6: Topographies of the alpha amplitude spectral densities recorded with
the 7-channel system. Topographies are shown for the upper (top) and lower (bot-
tom) alpha bands with the subject’s eyes closed (left) and open (right).
5.2.2 Auditory evoked fields
Auditory evoked activity was among the first to be studied with MEG [1, 89]. Due to
the strong, robust response, relatively simple stimulation paradigm, and vast prior
knowledge from EEG and MEG recordings [1, 12], auditory evoked responses are well
suited for proof-of-principle recordings with on-scalp MEG. They are furthermore
clinically relevant, as they are used for pre-surgical mapping of the auditory cortex
and diagnosing effects of brain injury on temporal lobe function [3].
In the auditory pathway, sound travels into the ear, where their spectral con-
tent is decomposed in the cochlear. From there, the frequency-mapped (tonotopic)
information travels through the brainstem and to the auditory cortex on both hemi-
spheres [12]. From the auditory cortex, the information passes on to higher function
multimodal areas. While it is possible, yet challenging, to record auditory activity
from the brainstem [90], the majority of MEG recordings of auditory activity focuses
on the auditory cortex, which is much easier to record [3]. The auditory cortex is
located on the superior temporal plane roughly in the lateral sulcus just posterior
to the central sulcus (c.f., Fig. 5.1).
Auditory evoked responses are characterized by three prominent peaks that occur
with a post-stimulus onset timing of approximately 50 ms (P50m), 100 ms (N100m)
and 150-250 ms (P200m) [12, 91] - of which the N100m is typically the strongest.
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The main components of an evoked response are traditionally named according to
their manifestation in EEG: the labels consist of a letter indicating the voltage po-
tential polarity (N and P for negative and positive, respectively) followed by their
latency in milliseconds, and an ’m’ to specify that we record the magnetic compo-
nent. The polarity is defined for one peak of the electric or, in the case of MEG,
magnetic field. In this work the component names are used for both peaks inter-
changeably (i.e., P50m refers to both P50m and N50m). The P50m is believed to
be generated in Heschl’s gyrus in the primary auditory cortex (AI) [12], while the
N100m originates in the planum temporale just posterior to AI [3]. The N100m
can be observed in both hemispheres, although approximately 22% higher and 9
ms earlier in the contralateral, as compared to the ipsilateral hemisphere [92]. The
P200m is believed to be generated anterior to the N100m [12]. For tones of dura-
tion longer than 50 ms, the P200m is followed by a long lasting negative deflection
(called sustained field, SF) whose duration depends on the stimulus duration [12].
Both P50m and N100m are subject to adaptation, meaning that the amplitude is
reduced if the same sound is presented frequently. Adaptation is stronger the more
frequent the sound is presented, i.e., the shorter the inter-stimulus interval (ISI). To
record P50m and N100m, the ISI should thus be at least 500 ms (up to 8 s) [12].
Adaptation can be reduced by presenting different tones - the more different, i.e.,
the further apart in frequency, the less adaptation [93]. Tonotopy is maintained in
the auditory cortex [94]. This means that different tones activate different sources
and therefore different AEFs.
AEFs were recorded in a healthy subject (female, 30 years old) while seated with
the cryostat positioned at the left temporal region slightly above the left preauricular
point (approximately T3 in the 10-20 electrode EEG system [87]). A LabVIEW
program was used to generate digital trigger signals (using an NI-USB6258 DAQ),
as well as the auditory stimulation through a desktop loudspeaker. Sound from the
speaker was transferred into the MSR and to the right ear of the subject via plastic
tubes with an ear inset at the end. The latency of the sound presentation was
estimated as 30 ms, which was corrected for in the data analysis. The experimental
paradigm consisted of 1 kHz tones (400 ms duration) presented at an ISI of 1 second
(with ±10 ms jitter). One in five stimulations was replaced by a 1.2 kHz tone oddball
(with a different trigger marker in order to distinguish them in the data processing)
to reduce adaptation.
After amplification and filtering with the SQUIDamps (gain = 200, band-pass 1
to 1000 Hz), the SQUID signals, along with the digital trigger signals, were sampled
with an NI-USB6259 DAQ at 5000 Hz. The data was read in with a LabVIEW
program that also computed online time-locked averages of the sensor signals using
the digital triggers (see Fig. 5.7). Online averages offer the advantage that the
operator gets an idea of the signals that are picked up at the time of recording. If
the sensors do not pick up the desired signal (e.g., because the cryostat position is
not optimal or a SQUID is functioning improperly), the operator can see it early
on during the recording and has the chance to stop the measurement and fix the
detected problem. The online averages were computed by localizing trigger signals
in the latest data block that was read in, extracting a data set around the trigger
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according to a user-defined pre- and post-stimulus period, subtracting the mean of
the signal during the pre-stimulus period (baseline), and averaging the trials as they
are sampled.
Figure 5.7: Data acquisition software with online averaging used in AEF record-
ings. All channels show clear negative deflection ∼100 ms after the stimulus onset
(i.e., the N100m of interest).
Offline data analysis was performed in FieldTrip [55]. The data was band-pass
filtered from 3 to 60 Hz and epoched between 100 ms before and 400 ms after
stimulus onset. DC offsets were removed based on a baseline period from 100 to 0
ms before the trigger.
The averaged epochs can be seen in Fig. 5.8 (blue lines). To get a better idea of
the noise in the recording, time-locked averages of the differences between odd and
even epochs were also computed (Fig. 5.8, red lines).
All channels show peaks at approximately 50, 100 and 150 ms with alternating
polarity. The polarity and latency of these peaks matches those expected for the
P50m, N100m, and N200m components. The peak amplitudes can be found in table
5.1.
Table 5.1: AEF peak amplitudes in femtotesla measured with the 7-channel system.
Ch1 Ch2 Ch3 Ch4 Ch5 Ch6 Ch7
P50m 321 359 368 340 390 213 242
N100m -698 -453 -709 -553 -417 -517 -486
P200m 311 143 356 246 90 287 149
The channels that exhibit a clear P200m also show a subsequent negative deflec-
tion at ∼220-240 ms (c.f., Fig. 5.8) that could correspond to the onset of the SF. In
order to properly record such low-frequency components in AEFs, the data should
not be high-pass filtered above 0.5 Hz [12]. However, such a low cutoff frequency was
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Figure 5.8: Time-locked average of auditory evoked activity recorded with 7-
channel system (in blue) showing prominent deflections at ∼50, 100, and 150 ms.
Time-locked averages of the difference between odd and even trials are shown in red.
impractical here due a combination of sensor 1/f-noise and low frequency field fluc-
tuations inside the MSR. With a higher cutoff frequency, as done here, fast changes
in the signal level, such as the onset of the SF, appear as a peak.
Topographic representations of the three main peaks can be seen in Fig. 5.9. The
N100m as well as the P200m appear strongest in inferior, anterior channels (1 and
3), indicating the system was not optimally placed to record from the field minima/-
maxima of the corresponding sources. Interestingly, while the two later peaks are
lower in magnitude for the more posterior channels, especially the inferior, posterior
channels (2 and 5), the early peak appears strongest in these and is generally higher
in the inferior channels (1-5) compared to the superior ones (6 and 7). This variation
in the positions of the field maxima points to different locations (or orientations) of
the underlying sources, which is supported by literature [12].
Auditory evoked activity was recorded with the 7-channel system showing promi-
nent P50m, N100m, and P200m components. The topographies of the main signal
components indicate that the system may not have been ideally placed to capture
the peak amplitudes. Additional recordings at multiple locations on the head (in
order to map the neuromagnetic field over a larger area) could give a better idea of
the the sources and the true peak amplitudes of the main auditory components.
56
5. On-scalp MEG recordings
Figure 5.9: Topographic plots of the P50m (∼50 ms; top-left), N100m (∼100
ms; top-right), and P200m (∼150 ms; bottom-left) recorded with the 7-channel on-
scalp MEG system. A sketch of the approximate recording position is shown at the
bottom-right.
5.3 Benchmarking recordings
Objectively comparing high-T c SQUID-based on-scalp MEG to conventional, low-
T c SQUID-based MEG is difficult in practice due to the large difference in coverage
and channel count of available systems. Even with vastly superior sensor noise, a
single-channel system could not compete with full-head systems sampling the field
at hundreds of locations around the head. Comparisons are therefore mostly limited
to the sensor level.
It is furthermore important to keep in mind that field patterns change at different
distances from the scalp. As mentioned in §3.1, field patterns become more focal
when moving closer to the sources. A simple radial projection of the sensor location
from a conventional MEG recording to the scalp will therefore not necessarily give
a fair comparison in terms of sampling of a given source/neural activation. A more
unbiased comparison of the modalities can be achieved by recording the same fea-
tures of the neuromagnetic field with both sensor technologies, e.g., the peaks of a
dipolar field pattern [10].
To facilitate measurement of specific features of the magnetic field pattern, in-
formation from a conventional, full-head MEG recording can be used to guide the
positioning of a single- or small multichannel on-scalp MEG system. Recording neu-
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romagnetic responses with a conventional full-head system allows localization of the
underlying neural sources by solving the inverse problem. Based on these sources,
the field on the scalp can be calculated (by solving the forward problem) and used
to aim the on-scalp MEG system [10]. Similarly, the projected field distribution
can help guide the mapping of entire field patterns (e.g., a dipolar field) that can
be used to localize activity. Because evoked activity is repeatable, the field can be
sampled at different locations successively. However, as mentioned above, the neu-
ral response can change over time - as a result of changes in the stimulation (e.g.,
movement of an electrode in case of electric stimulation) or perception thereof (e.g.,
habituation or change in sleepiness). Minimizing the number of recording positions,
and thereby the recording time, when capturing magnetic field patters is therefore
crucial. By guiding on-scalp recordings with scalp-projected fields, components of
interest can be sampled as efficiently as possible, i.e., with as few successive record-
ings as possible.
The benchmarking recordings were done in collaboration with neuroscientists
at the Swedish National Facility for Magnetoencephalography (NatMEG) at the
Karolinska Institute in Stockholm, Sweden. We compared our high-T c SQUID-
based single- and 7-channel on-scalp MEG systems (described in §4.2 and §4.3) to
the conventional state-of-the-art, full-head system TRIUX (MEGIN Oy, Helsinki,
Finland) at NatMEG. The TRIUX employs 306 sensors arranged in triplets at 102
fixed locations (∼35 mm distance between locations) inside a large, helmet-shaped
liquid helium dewar. Each sensor triplet consists of two orthogonal planar gradiome-
ters and one magnetometer on ∼28 mm ×28 mm chips. The sensors are separated
from the inner wall of the helmet by approximately 2 cm of vacuum, radiation
shielding, and super-insulation foil. The dewar can be rotated to allow measure-
ments on subjects in seated as well as supine positions. Sensor data is sampled in
the TRIUX with an internal 24-bit data acquisition system that allows up to 5 kHz
sampling rate for all 306 channels, plus 12 auxiliary and many other input channels
(e.g., for trigger, EEG, and physiological signals). Sensor signals from the on-scalp
systems were recorded through the auxiliary analog input channels of the TRIUX
data acquisition. The data was sampled at 5 kHz with 1.65 kHz anti-aliasing and
0.1 Hz high-pass filters. All recordings were performed inside the 2-layer MSR (two
layers of mu-metal and 1 layer of copper-coated aluminum) at NatMEG (AK3b,
Vacuumschmelze GmbH, Hanau, Germany).
In all of the recordings, 64-channel EEG was recorded in parallel, which allowed
us to detect whether significant changes in the neural activity had occurred between
the recordings as well as have an independent and consistent measure of the neural
signals during both the TRIUX and the on-scalp MEG recordings. In most record-
ings, however, some of the electrodes had to be removed in order for them not to
obstruct the placement of the on-scalp system on the head surface.
The TRIUX system contains a special, non-magnetic chair that allows rolling
the subjects in and out of the MEG helmet. To minimize movement of the sub-
ject between TRIUX and on-scalp recordings, and thus the risk of the stimulation
changing or EEG cap moving, the recordings were done in the same chair with an
experimenter moving the chair with the seated subject between the two systems
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Figure 5.10: Photographs showing the setup for benchmarking recordings. Left: 7-
channel on-scalp MEG system with the full-head, conventional MEG system TRIUX
(MEGIN Oy, Helsinki, Finland). Middle: A subject recorded in the TRIUX system.
Right: A subject recorded with the 7-channel system. A vacuum pillow at the back
of the subject’s head stabilizes his head and neck in order to comfortably minimize
head movement with respect to the on-scalp MEG system.
(Fig. 5.10). To minimize head movements during the on-scalp recordings, the sub-
ject’s head was stabilized with vacuum pillows at the back and neck (see Fig. 5.10
- right).
Before each benchmarking recording, a shortened version of the same paradigm
was run in the TRIUX system in order to localize the underlying sources and com-
pute the subject-specific projected field pattern on the subject’s scalp (see Fig. 5.11).
The on-scalp measurement locations were chosen based on the projected field pat-
terns. With the EEG electrode positions as a simple head surface coordinate system,
the measurement locations were identified and marked with vinyl tags on (individ-
ually fitted) EEG caps to guide the positioning of the on-scalp system.
All experiments were approved by the Swedish Ethical Review Authority (EPN
2018-571-31-1) and conducted in compliance with national legislation and the code
of ethical principles defined in the Declaration of Helsinki. The participants gave
informed consent.
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Figure 5.11: Field pattern (N20m) recorded with the TRIUX system (left) and
projection onto a subject’s scalp surface (right).
5.3.1 Somatosensory evoked fields - Part 1
Brenner et al. first recorded magnetic evoked responses of the somatosensory system
with electrical stimulation of a finger in 1978 [95]. The somatosensory system, which
is responsible for our sense of touch and pain, has since been intensively studied
with MEG. Due to the variety of sensory receptors in the skin and the extent of
the somatosensory system, evoked responses can be elicited in a number of different
ways and at many different locations on the body. Directly stimulating sensory
neurons electrically - something that is usually not possible for other senses - allows
stable stimulation with high temporal accuracy, making it an ideal paradigm for
evoked response averaging.
Inputs from sensory receptors travel through the spinal cord, brainstem, and
thalamus before arriving at the contralateral primary somatosensory cortex (SI)
[96]. Later activity can be observed bilaterally in the secondary somatosensory
cortex (SII) and the posterior parietal cortex (PPC) [3], although it is not clear
whether this activity is driven by the SI or represents parallel processing of the
sensory inputs [97].
In the recordings included in this work, we focused on activity from SI, which
is located in the walls of the central sulcus and parts of the postcentral gyrus [3]
(c.f., Fig. 5.1). As Jasper and Penfield found already in 1954 [98] and later MEG
recordings confirmed [99], the SI is somatotopically organized, that is, sensory inputs
from different body parts connect to different parts of the SI. Roughly speaking, the
more caudal body parts (e.g., legs) are represented more lateral in SI, while the more
cranial ones (e.g., tongue) are more medial. The size of the cortical area (which can
roughly be associated with the number of neurons therein) to which a given body
part connects to is related to its sensitivity (c.f., Fig. 5.12).
Electrical stimulation of the median nerve is commonly used to evoke somatosen-
sory activity due to its simple generation and large, robust cortical activation. Early
components of electrical nerve stimulation responses in the SI can be seen after ∼20
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Figure 5.12: Sensory humunculus showing the regions of the primary somatosen-
sory cortex that receive sensory signaling originating from different body parts. The
relative size of the body parts indicate their relative sensitivity (i.e., the size of the
cortical patch representing that body part). Adapted from [81] and [100].
ms (N20m) for upper limb and ∼40 ms, respectively, for lower limb. Evoked activ-
ity in SI continues up to approximately 200 ms with prominent deflections at ∼35
(P35m), 40 (N40m), and 60 ms (P60m) [101]. To record the early components of
the somatosensory evoked response, the ISI should be 0.2 to 1 s [3]. The N20m is
usually followed by a peak of opposite polarity around 35 ms after stimulus (P35m).
The P35m is generated by a source more anterior than that of the N20m and is
suppressed at short ISIs [102].
Somatosensory evoked fields with electrical median nerve stimulation were recorded
with the single-channel system sampling from 10 head locations and with the full-
head TRIUX in one male, neurotypical subject (presented in Paper V). The measure-
ment locations were chosen evenly spaced on a line through the projected positive
and negative field maxima of the N20m component to capture the dipolar pattern
(see Fig. 5.11). The spacing between recording positions (12 mm) was chosen to
emulate the sensor-to-sensor spacing of the 7-channel system (which was not oper-
ational at the time of these recordings). At each measurement location, the subject
was presented with 1000 electrical pulses (6 mA, 200 µs duration) to the median
nerve with a frequency of 2.8 Hz, corresponding to an ISI of ∼360 ms. Because of the
high bit-depth, low input noise, and variable filter options of the TRIUX system’s
data acquisition, the on-scalp data was acquired directly, without additional analog
amplification or filtering.
The recordings were segmented into epochs from 50 ms pre- to 200 ms post-
stimulus, band-pass (5-200 Hz) and notch filtered (50 Hz and multiples up to
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250 Hz). Before applying the filters, a window (w(n) = 1 − hann(n) = 1 −
sin2(pin/N), 0 ≤ n ≤ N) from -5 to 5 ms was applied to the TRIUX data in order
to attenuate the large stimulus artifact. If the artifact were left untreated, it would
have led to ringing artifacts throughout the dataset. The epochs were demeaned
based on the pre-stimulus baseline. After rejecting noisy epochs (∼10 per recording
position), they were averaged.
Time-locked averages of the evoked response can be seen in Fig. 5.13. The
recordings show clear dipolar activity at ∼20 ms with ∼3.3-3.8 times higher peak
amplitudes in the on-scalp MEG recording (∼920-950 fT) than in the conventional
MEG recording (∼220-270 fT) - which is expected for this paradigm [10]. The
measured fields showed slight temporal differences in peak latency whose origins
could not be clearly identified [Paper V]. The field distribution might hint at a
more complex underlying source [103], though that needs to be verified in further
recordings.
In addition to the N20m, both recordings show a second deflection of the same
polarity approximately 5 ms after the N20m. At about 40 ms the TRIUX recording
shows a peak with opposite polarity that appears to be the P35m. At the same
latency some of the on-scalp traces also show activity but it is not clear whether
it corresponds to the P35m. Having recorded only at a few positions aimed at
measuring activity from the N20m component, it is not surprising that activity from
the P35m was not optimally sampled. As described above, the P35m is generated by
a different, more anterior (∼10 mm) source than the N20m [102]. Since field patterns
are more focal close to the head, the spatial overlap between field distributions from
N20m and P35m are likely to become smaller when coming closer to the head surface.
The recordings clearly showed the limitations of recording MEG with a single-
channel system. Even after recording nearly 10 × 1000 repetitions of the stimulus
(which took several hours) the field was sampled only at 10 points along a thin line.
With such a long duration, there is also the danger of the neural response changing
between positions, which would have significant impact on the measurement.
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Figure 5.13: Somatosensory evoked responses to electrical stimulation of the me-
dian nerve recorded with the single-channel on-scalp MEG system at 10 positions
(top) and recorded with the TRIUX MEG system (bottom). Only the magnetome-
ters of the TRIUX system are shown for better comparability.
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5.3.2 Somatosensory evoked fields - Part 2
Higher spatial sampling combined with closer proximity to the brain should, in
theory, allow on-scalp MEG to better discriminate sources that are in close proximity
to one another better as compared to conventional MEG (c.f., §3.1). One set of
sources that are in close proximity to one another (while also being relatively easy
to stimulate) are on the hand area of SI. Due to the somatotopic representation of
the body, and thus the hand, on SI, stimulating different fingers is known to activate
closely located sources in the primary somatosensory cortex that are discernible with
conventional MEG [99]. Earlier components are significantly weaker in responses
to tactile stimulation compared to electric stimulation. The first major activation
(P50m) can be seen after ∼30-70 mm depending on the location of the stimulation
site [99]. With the aim to investigate how well on-scalp and conventional MEG can
discriminate between nearby sources, we recorded evoked responses to stimulation
of different fingers as well as different phalanges on the same finger - which should
activate even closer situated sources - with the 7-channel and the TRIUX systems.
The recordings are presented in Paper VI, but will be briefly described here.
Four subjects (male, ages 30, 34, 39, and 49) were recorded with the TRIUX con-
ventional MEG and the 7-channel on-scalp MEG systems. The underside of three
phalanges on the subjects’ right index finger (I1-3 with I1 the most distal and I3 the
most proximal) as well as the most distal phalange of their right thumb (T1) and
little finger (L1) were stimulated. A custom-built tactile stimulator using pneumatic
valves controlling air flow to inflatable membranes attached to the subjects’ pha-
langes was used to mechanically stimulate the individual phalanges with a very brief
"tap" like sensation. The phalanges were stimulated 5000 times (1000 per phalange)
interleaved in a pseudo-random order at a rate of 3 Hz (i.e., with an ISI of 333 ms).
A full-head pre-recording of 1000 stimulations of I1 was used to project the P60m
component onto the scalp surface (as described in §5.3). On-scalp MEG was then
recorded with the 7-channel cryostat aimed (in succession) at the maximum and
minimum of the scalp-projected fields for that P60m response to the pre-recording
set of stimuli on I1. The signals from the 7-channel system were amplified (gain =
200) and filtered (1-5000 Hz) with the SQUIDamps before being digitized with the
TRIUX system data acquisition. The recorded data was preprocessed in FieldTrip
[55]. Two channels were excluded from the on-scalp MEG recordings due to high
noise. The data was segmented into epochs from 30 ms pre- to 300 ms post-stimulus.
To account for latency in the presentation of the stimulus, the data was time shifted
41 ms. The data was then filtered between 5 and 200 Hz. Trials with high vari-
ance were visually identified and rejected (∼50 trials with the significantly above
average variance per recording). After rejecting noisy trials, the time-locked average
response was calculated.
Because all four subjects showed similar responses, only the results for one subject
(the 30-year-old) are presented here. For results from the other subjects see [Paper
VI].
The time-locked responses for the five phalanges recorded with the on-scalp and
conventional MEG systems are shown in Fig. 5.14. The magnetometers of the
TRIUX system that recorded the highest negative (a) and positive (b) fields as well
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Figure 5.14: Evoked responses to tactile stimulation of different phalanges. a) and
b): Evoked responses recorded with with the maximum (negative and positive, re-
spectively) field sensing magnetometers of the TRIUX. c) and d): Evoked responses
for five different phalanges recorded with the central magnetometer of the 7-channel
system positioned on the negative and positive, respectively, field maxima.
as the central magnetometer (channel 4) of the 7-channel system for the recording
at the negative (c) and positive (d) peak are shown. Clear P50m peaks can be seen
∼50-80 ms after stimulus. The P50m is preceded and followed by weaker activity
with opposite polarity at ∼30 and ∼ 100 ms. The on-scalp recordings show similar
signal shapes to the conventional MEG recording with comparable latencies and ∼3-
5 times higher peak amplitudes (c.f., table 5.2). However, the on-scalp recordings
also exhibit higher noise.
While both systems show clear differences between the responses for the different
phalanges, it is difficult to conclude with certainty whether on-scalp MEG can better
discriminate close sources than conventional MEG based solely on the recorded
sensor signals. Properly comparing their ability to distinguish nearby sources would
require source localization, for which proper co-registration is also necessary.
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Table 5.2: Latencies and amplitudes of the negative (top) and positive (bottom)
P60m peaks recorded with the 7-channel on-scalp and TRIUX conventional MEG
systems.
L1 I1 I2 I3 T1
CH4(N) Latency [ms] 78 57 73 60 56
Amplitude [fT] -608 -640 -520 -497 -356
MEG0211 Latency [ms] 70 61 69 55 59
Amplitude [fT] -147 -132 -117 -134 -160
CH4(P) Latency [ms] 75 62 73 58 59
Amplitude [fT] 499 455 626 540 466
MEG1821 Latency [ms] 72 63 65 59 57
Amplitude [fT] 156 131 124 148 137
5.3.3 On-scalp MEG co-registration
As with all MEG systems, accurate source localization with the 7-channel on-scalp
MEG system requires co-registration of the neuromagnetic data with structural in-
formation of the subject’s brain (c.f., §2.2.4). As part of the benchmarking record-
ings, we therefore tested the on-scalp co-registration using sensor localization de-
scribed in §3.3. The results are presented in more detail in PAPER IV.
As mentioned in §3.3, localizing the on-scalp MEG sensors with an array of mag-
netic dipole-like coils requires knowledge of the coils’ positions, orientations, and
magnetic dipole moments. The position is straightforward as it is obtained as part
of the head digitization process that is normally performed with MEG (described
in §2.2.4). The actual magnetic dipole moment is furthermore only relevant for de-
termining the sensitivity of the sensors themselves. If, for example, the coils are all
geometrically identical and driven by equal magnitude currents (i.e., they have the
same magnetic strength |m|), then this term is a constant prefactor in the localiza-
tion procedure that can effectively be dropped. This is not, however, the case for
the orientations of the coils. More specifically, since Lm(−ri,j,mj) depends linearly
on |mj|, the term for the calculated field in equation (3.9) is only scaled by the
magnetic strength and the sensor sensitivities:
Lm(−ri,j,mj)ni = |m||ni|Lm(−ri,j, mˆj)nˆi. (5.1)
If the sensor sensitivity is known beforehand, then the magnetic strength can
be ignored. The orientations of the coils (which are important in this procedure)
are, however, more complicated to determine. Fortunately, as the benchmarking
recordings included recordings with a full-head system, it was possible to use the
coil orientations obtained from conventional head localization [104] with the TRIUX
system (the HPI coils were kept in position on each subject’s head for both the
TRIUX and on-scalp MEG recordings). In the future, this could be circumvented
by using coils that are designed to enable easy determination of their orientation
based on their geometry (c.f., Fig. 5.15).
In each of the recordings, 10 HPI coils were attached to the subject’s head. To
ensure high signals, the coils were arranged closely around a rough region of interest
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Figure 5.15: A flat, dipole-like PCB coil that could be used to digitize both the
position and orientation of the coils used for on-scalp MEG co-registration (coil
orientation is difficult to determine with conventional HPI coils). Digitizing the
four indentions near the edges allows determining the PCB surface along with the
center of the coil. The normal of the PCB surface would then correspond to the
orientation of the coil.
for the on-scalp recording. Nine coils were fixed in triplets to small plastic plates
that were curved to match the subject’s head. The tenth coil was fixed to the head
individually. We fixed multiple coils to a common plate in order to minimize their
movements relative to each other - which would corrupt the sensor localization.
The coils were driven with sine waves at 537 to 987 Hz in steps of 50 Hz. The
relatively high coil frequencies allow measurement of neural activity up to ∼500 Hz
without direct interference from the coil signals. As a result of the 50 Hz separation,
intermittent-frequency artifacts fall onto the (50 Hz) power line harmonics that are
normally filtered in preprocessing. The coils were powered for 10 to 30 seconds before
and after each set of stimulations during the on-scalp recordings (longer recordings
were split into multiple shorter sets). The subjects were instructed to keep their head
still during the stimulation and coil recording sets, but were free to move their head
during breaks. We decided not to run the coils during stimulation as a cautionary
measure to ensure integrity of the neural recordings. As the frequency spectrum of
such a coil recording (Fig. 5.16) shows, this step was most likely not necessary as
no artifacts from the coils were seen below 500 Hz.
The coil amplitudes were extracted from the signals using multitaper frequency
transform (DPSS tapers). The sensors were then fitted to the data (as described in
§3.3) in MATLAB R2015a (Mathworks, Natick, MA, USA) using FieldTrip [55]. The
fits were carried out in two steps; first, a grid search was performed to get a rough
fit, then the rough fit was refined with a non-linear search (using a Quasi-Newton
algorithm). Fig. 5.17 shows an example of one of the resulting sensor fits.
During the recordings, the subjects’ heads were stabilized with vacuum pillows
and the subjects were instructed to keep their head still. We therefore assume head
movements during the recording of the coil signals to be negligible (<1 mm). To
estimate the accuracy of our sensor localization method, a 30-second recording of
the coil signals was split into multiple, shorter trials and the sensor localization was
run on each trial individually. Without head movements, the spread of the resulting
67
5. On-scalp MEG recordings
Figure 5.16: Frequency spectrum of the magnetic fields recorded when the HPI
coils were powered for co-registration. Strong peaks can be seen at the coil driving
frequencies. [Paper IV]
sensor positions and orientations corresponds to the random error in the localization.
We therefore defineMD(ri,k) = ||ri,k−r¯i|| as the deviation of the k-th fitted position
of sensor i from the mean. Analogously, we define the angular deviation of the k-th
fitted orientation of sensor i from the mean aMD(ni,k) = 2 arcsin(||ni,k − n¯i||)/2.
MD and aMD for different lengths of coil recording trials can be seen in Fig. 5.18
a) and b).
Random localization errors decrease - especially in the noisy channel 1 - with
increasing trial length. This agrees with the finding from simulations (described in
§3.3), where longer coil recordings improved localization accuracy. Even with just
1-second trials, the localization errors were well below the 4 mm and 10 degrees
thresholds recommended by Zetter et al. for accurate source reconstruction with
on-scalp MEG [54]. All channels showed average MD below 2 mm and aMD below
3 degrees.
As the recordings were performed with the 7-channel on-scalp MEG system, which
employs seven sensors fixed relative to each other in a common housing, it is possible
to localize the sensors jointly based on the known geometry of the sensor array. As
shown in §3.3, jointly fitting the sensors should provide improved accuracy. Fig.
5.18 c) and d) shows MD and aMD for the same data when fitting the sensors
jointly. The noisy channel 1 shows greatly reduced localization errors. However,
the localization errors increased slightly for the channels with the lowest noise (2
and 6). It is thus apparent that such a joint localization procedure induces a noise
normalization-like process wherein the accuracy with which low- and high-noise
sensors are localized is pushed towards the mean. However, on average, random
localization errors decrease as expected, showing average MD <1 mm and aMD
<2 degrees with 1-second trials.
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Figure 5.17: Co-registration results of the 7-channel system for an on-scalp MEG
recording. Localized on-scalp sensors (red dots mark their positions, lines indicate
their orientations) on the head of a subject. HPI coils are shown in green. [Paper
IV]
Even on-scalp systems consisting of multiple, movable single sensor units could
benefit from joint sensor localization. If the sensors stay fixed during the recording,
the sensor array can be calibrated by running an individual localization procedure
over a longer period (e.g. 10 seconds). The resulting sensor array can then be used
as the basis for jointly fitting the sensors at subsequent times (assuming the coils do
not move with respect to the head or each other in between), thereby enabling high
accuracy with shorter trials. We tested this approach with the 7-channel on-scalp
MEG system. This resulted in a localization accuracy improvement over individual
localization that was on the same order as when using the known geometry of the
sensor array.
To conclude, the sensor localization method described in §3.3 was implemented
in MEG recordings with the 7-channel on-scalp MEG system. The method enables
localizing the sensors with high accuracy in position (<2 mm) and orientation (<3
degrees) with 1-second trials. High accuracy with short trials means the sensor loca-
tions relative to the head can be sampled at a high rate. Combined with the ability
to record in parallel to neural recordings (although this remains to be verified), this
makes the method suitable for continuous co-registration, which is highly advanta-
geous when recording with the subject’s head is free to move during a given session,
as was the case for our benchmarking recordings. The sensor array can furthermore
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Figure 5.18: Random localization errors in on-scalp MEG co-registration. a) and
b) deviation of position MD and orientation aMD of individually fitted sensors
from the mean as a function of trial length. c) and d) deviation of position MD
and orientation aMD of jointly fitted sensors from the mean as a function of trial
length. Error bars indicated one standard deviation.
be calibrated with a longer recording, which enables a significant improvement in
the co-registration accuracy (<1 mm and <2 degrees errors in sensor position and
orientation, respectively).
5.3.4 Somatosensory evoked fields - Part 3
With a practical method for on-scalp co-registration in place, somatosensory re-
sponses to electrical stimulation of the median nerve were recorded with the 7-
channel on-scalp MEG and TRIUX systems in a healthy subject (male, 39 years
old). The paradigm comprised of >1000 electrical pulses delivered to the right me-
dian nerve with an ISI of 360 ms. To ensure strong responses, the amplitude of the
electrical stimulation was chosen just below the motor threshold of each subject.
The evoked fields were recorded with the 7-channel system positioned at four loca-
tions along the line spanned by the projected positive and negative field extrema
(c.f., Fig. 5.20-left). Recording the evoked fields at four different locations was done
with the intention of localizing the neural activity - specifically the neural source
generating the N20m. The SQUIDamps were used to amplify (gain = 200) and
filter (1 - 5000 Hz) the signals from the 7-channel system before data acquisition.
With FieldTrip [55] the sensor signals were band-pass filtered between 5 and 200 Hz
with notch filters applied at multiples of 50 Hz. As in the single-channel recording,
the stimulus artifact had to be manually attenuated in the TRIUX recording. The
signals were then epoched relative to the trigger input (-50 to 200 ms), demeaned
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according to the pre-stimulus baseline (-50 to -5 ms), and averaged.
Fig. 5.19 shows time-locked averages of the evoked responses recorded with the
7-channel on-scalp MEG system positioned at four different head locations (top)
as well as with the TRIUX system (bottom; single, full-head recording) in one
subject. When recording with the 7-channel system, one sensor (channel 3) showed
excessive noise as a result of flux trapping and was therefore excluded (from all
four recordings). Only the magnetometers of the TRIUX system are shown here for
better comparability.
Figure 5.19: Evoked responses to electrical median nerve stimulation. Top: 24
SEF traces recorded with the 7-channel on-scalp MEG system at four head locations
(channel 3 was excluded at all four locations due to excessive sensor noise). Bottom:
102 SEF traces recorded with the magnetometers of the TRIUX conventional MEG
system.
Both recordings show clear N20m peaks at 22 ms (TRIUX) and 23 ms (7-channel
system), respectively, relative to the stimulus. As before with the single-channel
recordings, a second deflection with the same polarity can be seen shortly after the
N20m (both at 29 ms). Thereafter, both recordings show weaker activations (with
the same polarity) at around 40 ms. At a post-stimulus latency of approximately
50-60 ms, both recordings show deflections with opposite polarity relative to the
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N20m, which could match the P60m. Ranging between −810 and 970 fT, the
N20m peaks in the on-scalp recording are approximately 4-7 times higher than the
ones recorded with conventional MEG (roughly −180 to 140 fT). This gain exceeds
the one expected for somatosensory activity, which is 3.4-4.2 [10]. However, the
comparatively large size of the TRIUX sensors could lead to a blurred observation
of the field (a SQUID magnetometer measures the integral of the field over the loop
area), which would result in a distorted gain. Also worthy of note is that, in contrast
to the TRIUX recording, the 7-channel data does not show a stimulation artifact at
0 ms.
Using the method described in §5.3.3, the sensors of the 7-channel system were
localized in order to co-register the recorded data with a structural MRI of the
subject’s head. The positions and orientations of the sensors can be seen in Fig.
5.20-left. Different recording locations are indicated by color (red, blue, green, and
black). Channel 3, which was excluded due to high noise, is marked grey at all
four locations. The positions and orientations of the TRIUX sensors relative to the
subjects head are shown in Fig. 5.20-right. The TRIUX data was co-registered
using conventional head localization.
Figure 5.20: Sensor locations. Left: Sensor locations and orientations from four
consecutive recordings with the 7-channel on-scalp MEG system. Colors indicate
the different recording positions. The excluded channel 3 is marked grey in all four
locations. Right: Sensor positions and orientations of the TRIUX magnetometers.
Two planar gradiometers are positioned at each magnetometer location (not shown
here).
The obtained on-scalp sensor locations were used to visualize the topographies of
the activations at ∼22, 29, 40, and 60 ms (Fig. 5.21). The two early deflections
show similar, dipolar topographies in both systems. The location of the dipole-like
pattern matches the expected location of the N20m for median nerve stimulation.
At 40 ms, the position and/or orientation of the dipolar activity appears to have
shifted. Both in the TRIUX and the 7-channel recording, the field minimum seems
to have moved anterior. The TRIUX topography shows additional activity in the
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Figure 5.21: Topographies (polar projection) of the somatosensory evoked fields
recorded with the TRIUX (top) and 7-channel (bottom) systems at 22/23, 29, 40,
and 55/60 ms (left to right).
right posterior part of the head. At 55 and 60 ms, respectively, both systems show
dipolar field patterns in the same area as at 22-29 ms, but with opposite polarity.
Generally, the on-scalp topographies show similar trends compared to the topogra-
phies recorded with the full-head system. However, direct comparison is complicated
by the differences in sensor-to-scalp distances.
Projecting the N20m fields recorded with the full-head system to the locations
of the on-scalp measurement furthermore shows that the recorded fields match well
with theory (c.f., Fig. 5.22). The projection was obtained by computing the forward
solution of an ECD that had been fitted to the N20m component recorded by the
TRIUX system.
Finally, the co-registered evoked data (4×6 channels) from the on-scalp record-
ings was combined and used to fit a current dipole source for the N20m component.
Analogously, a current dipole was fit to the N20m component recorded with the
TRIUX system. The two fitted current dipoles can be seen in Fig. 5.23. Both
dipoles are located in the primary somatosensory cortex and are thus within the
expected brain region for median nerve stimulation (c.f., Fig. 5.12); The Euclidean
distance between them was 4.2 mm, which is well within that between different con-
ventional full-head systems (8-11 mm [105]).
In general, the temporal evolution of the fields and corresponding topographies
at latencies of interest matched well with those recorded with the state-of-the-art
full-head system. Furthermore, the on-scalp MEG co-registration method described
in §5.3.3s was critical for source localization with our 7-channel system, yielding
a source whose position was only ∼4 mm from that which was obtained with the
full-head system. This is remarkable considering the significantly smaller coverage
of the 7-channel system.
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Figure 5.22: Topographies (polar projection) of the N20m field at the on-scalp
measurement locations. Top: The on-scalp field calculated from the TRIUX (full
head) recording. Bottom: The onscalp field recorded with the 7-channel system.
Three additional subjects (in total, we recorded the same four subjects as in §5.3.2)
were recorded using the same stimulus paradigm (but only two on-scalp recording
positions each). The data from these recordings and those described in the following
require further analysis.
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Figure 5.23: Source localization of N20 component recorded with on-scalp (red,
4×6 channels) and conventional, full-head MEG (blue, 306 channels) [PAPER IV].
5.3.5 Additional recordings
Several other benchmarking recordings targeting different neural activities were per-
formed in addition to the previously mentioned ones. Analysis of the recorded data
is ongoing. A short summary of the recorded paradigms is given below.
• Electric median nerve stimulation with high ISI and large number of stimu-
lations (∼15 000) in four subjects to investigate high frequency oscillations
(HFOs) superimposed on the evoked N20m peak. HFOs at ∼600 Hz have
been recorded with conventional MEG [106, 107] as well as EEG [108]. Their
sources have been localized in the SI close to the source of the N20m [106]
showing similar somatotopic arrangement [107]. HFOs may be generated by
action potentials [17].
• Auditory stimulation at a fixed ISI and with eventual omission of individual
stimuli in three subjects to investigate AEFs and expectation. Omission of
expected auditory stimulation is known to evoke activity in the same region
of the auditory cortex as actual stimulation [109].
• Visual stimulation with concentric, moving rings at different speeds in four
subjects to investigate visual gamma activity. Gamma activity is modulated by
visual motion with both frequency and power of the induced gamma depending
on the speed of motion [110]. Preliminary analysis of the recorded data was
promising and additional gamma recordings are planned.
• Resting state (i.e., without stimulation) activity in an epileptic patient to
investigate spontaneously occurring interictal spikes. Hereto a patient with
regularly occurring interictal spikes was recruited in order to record as many
spikes as possible in the limited recording time. Interictal spikes are used to
localize epileptic foci, the origin of epileptic seizures. Along with presurgical
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mapping, the localization of interictal spikes is to date the main clinical appli-
cation of MEG [3]. To our knowledge, the recording marks the first on-scalp
MEG recording of epileptic activity in humans. A manuscript (first author:




To guide the design of future systems ,different layouts for full-head on-scalp MEG
were evaluated and compared to each other. Even with inferior sensor noise levels
(∼10× worse) all the simulated on-scalp MEG systems tested extracted significantly
more information than the conventional MEG system. Spatial information density
(SID) - a metric for evaluating the spatial origin of information in full-head MEG
systems - was developed. SID revealed a spatially inhomogeneous distribution of
the obtained information that was especially pronounced for a child subject. This
work has been continued in a master’s thesis project wherein a number of addi-
tional system designs were compared [111]. Both SID and information capacity are
independent of the sensor type, making them also useful for the optimization of
OPM-based on-scalp MEG systems. Such theoretical work not only produced inter-
esting results, but also helped us verify that we were on the right track regarding
the design of the 7-channel on-scalp MEG system, the construction of which was
ongoing while this work was performed. It also laid the foundation for the practi-
cal steps and important concepts in relation to the basis of MEG recordings and
analysis that supported the following, more practical developments.
A method for localizing MEG sensors in on-scalp MEG was devised, evaluated
in simulations, and tested in MEG recordings on human subjects. The method
overcomes the co-registration problem in flexible on-scalp MEG systems wherein
localizing each sensor with respect to the head was challenging. With high accuracy
(<1 mm and <2 degrees) for short averaging times (1 second), it can also be used for
continuous co-registration, allowing compensation for head movements during MEG
recordings. The method is also independent of sensor technology, making it suitable
also for, e.g., OPM-based on-scalp MEG. The code implemented in MATLAB will
be published along with Paper IV.
In parallel, a 7-channel high-T c SQUID-based on-scalp MEG system was devel-
oped. It is the first integrated multichannel high-T c SQUID-based on-scalp MEG
system and marks the latest step towards full-head on-scalp MEG with high-T c
SQUIDs. The sensors are placed at millimeter distance from the head. Because
field patterns are more focal closer to the head (c.f., §3.3), the system was designed
for high spatial sampling (∼12 mm sensor center-to-center spacing). Good field
sensitivity (∼50-130 fT/HZ1/2 down to ∼ 8 Hz; c.f., Fig. 4.7) combined with low
cross-talk (<0.5%) allows us to record neuromagnetic fields reliably.
Proof-of-principle recordings of alpha and auditory evoked activity were performed
with the 7-channel system to test its feasibility for on-scalp MEG. In addition to the
expected modulation of the alpha power, the alpha recording revealed two distinct
alpha bands that showed different behavior. Topographic plots furthermore point
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to different locations for the neural sources of these bands. The two bands could
correspond to the ones observed with EEG by Klimesch et al. [88]. Additional
recordings with more subjects could help shed more light on the nature of these two
alpha bands.
The auditory recording clearly showed the expected neural signal components
(P50m, N100m, and P200m). The onset of the sustained field was furthermore
observed in several channels, although this could not be verified. Topographies of the
main signal components showed that the measurement location was not optimally
placed to record the maximum field amplitudes. In future recordings, it would be
advantageous to record at more locations to map a larger area. With such a larger
field map, one could get a better idea about the location of the underlying sources.
Having demonstrated successful proof-of-principle on-scalp MEG recordings, we
performed a number of benchmarking recordings against a commercial, state-of-
the-art conventional MEG system in collaboration with scientists at the Karolinska
Institute in Stockholm, Sweden. A first set of benchmarking recordings with the
single-channel on-scalp MEG system was done early on, giving us a chance to get
familiar with and optimize the necessary and rather complicated procedures. Here,
we recorded somatosensory responses to electrical stimulation of the median nerve.
Both recordings showed a clear N20m peak with the on-scalp one being approxi-
mately 3.5 times higher in field magnitude.
Subsequently, we performed a number of benchmarking recordings with the 7-
channel on-scalp MEG system using different simulation paradigms. By comparing
recordings of tactile stimulation to different phalanges, we found clear P60m compo-
nents with comparable latencies and ∼3-5 higher field amplitude with the 7-channel
system, as compared to the conventional system.
New recordings with the same median nerve stimulation paradigm as that which
we used for the single-channel system, clear N20m and P60m components were ob-
served with both systems. Thanks to the improved coverage of the 7-channel system,
we could visualize the field topographies of the main components of the neural re-
sponses and found that they matched well with expectations. Combining multiple
recordings with the 7-channel system and using the previously developed on-scalp
co-registration method enabled source localization on par with the commercial, full-
head system (<5 mm disagreement).
Recordings of four additional paradigms are presently being analyzed by collabo-
rators at the University of Gothenburg and the Karolinska Institute. Manuscripts
about several of these are currently in preparation. The recording of epileptic activ-
ity is, to my knowledge, the first of its kind with on-scalp MEG. It is of especially
high interest due to the fact that localizing epileptic foci is, to date, the main clinical
application of MEG.
6.1 Outlook
The 7-channel on-scalp MEG system is a first step on the path to full-head on-scalp
MEG. Experiences from its construction and use in MEG recordings can help guide
the design of future generations of high-T c SQUID-based on-scalp MEG systems.
Such systems should cover a larger area (ultimately the whole head) without com-
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promising on dense spatial sampling or sensor-to-head separation - which were both
shown to be critical in on-scalp MEG (c.f., §3.1). High-T c SQUID magnetometers
with flux transformers could further improve the sensor noise.
The sensor localization method should also be further refined to be useful for
future systems. Most importantly, the problem of establishing the orientation of the
coils in a standalone setup needs to be addressed. Coils specially designed to enable
digitizing their orientation as part of the standard head digitization step could solve
this issue (c.f., Fig. 5.15). Such coils along with a driver have been designed and
built but still need to be tested.
The results from the on-scalp recordings look very promising for the technol-
ogy. The recorded signals were rich in detail. In addition to the features that
were expected based on knowledge from conventional MEG recordings, we observed
unpredicted details in several of the experiments, the origins of which could not be
clearly explained. For example, the two alpha bands we identify (c.f., §5.2.1) seemed
to originate in spatially separate brain regions. While small, the non-negligible dif-
ferences in the timing of early neural responses to somatosensory stimuli (c.f., §5.3.1
and §5.3.2) indicate on-scalp MEG may provide a more fine-grained picture of brain
activity in both space and time. And while preliminary and thus not presented
herein, initial analysis of both visual gamma and epileptic interictal spikes have
produced entirely unexpected results. These unexpected results (preliminary and
otherwise) may reflect some to date undocumented brain activity. We theoretically
predicted that a full-head on-scalp MEG system can reveal new information about
the inner workings of the brain (c.f., §3.2); perhaps our 7-channel is doing so already.
The next steps in investigating and understanding such open questions are thus less
technical and more analytical and neurophysiological in nature.
The recordings presented in this work only scratch the surface of the possibilities
that on-scalp MEG offers. Future work should put effort into the search for, and
investigation of, novel information by means of more MEG recordings. In this
respect, it is essential to continue and expand collaboration with neuroscientists
and clinicians. In order for on-scalp MEG to transition from mere proof-of-concept
to having a real world impact, the technology needs to mature to the point where
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The cryostat should be pumped with a turbopump at least for a few hours (to reach
below 10−4 mbar). If it takes long to get to low pressure, or if the vacuum has been
broken while the cryostat was cold, it may be necessary to back-fill the cryostat
with nitrogen gas and pump out a few times. Pumping in a warm environment
or blowing warm air into the LN2 tank while pumping can furthermore help the
charcoal release trapped water.
Once the cryostat is pumped, close the vacuum connector and disconnect the T-
connector (unscrew from the plug first).
A.2 Cooldown
For cooldown the 7-channel system should be placed inside an MSR as central as
possible (the field is typically lowest in the center of an MSR), avoiding vibrations
(e.g., do not fix it to a long, swinging arm or directly on the floor), as moving the
sensors inside the remnant field can lead to flux trapping. During LN2 transfer the
tubes will contract and stretch while freezing. The cryostat should therefore NOT
stand freely, but instead be fixed in place. Otherwise it might fall over and get
damaged or hurt people in its vicinity. To ensure slow cooldown, the cryostat can
be tilted (∼45 degrees) with the sensors facing upwards (this way there is more time
for evaporated nitrogen to cool the SQUIDs before liquid reaches them).
If the remnant field inside the MSR is high, set up a Helmholtz coil (preferably
with known voltage/current-to-field conversion) where the cryostat will be fixed for
cooldown (e.g., attached to wooden arm). Use fluxgate or other magnetometer to
measure the field where the sensors will be and in the direction they will be facing
(should be inside the Helmholtz coil in the direction of the coil’s field). Depending
on the magnetometer, it may be necessary to measure in the direction of interest as
well as in the opposite direction to subtract offset. Subtracting the two measure-
ments should cancel any offset. Apply a DC voltage/current to the coil to generate
a field that cancels the remnant field. Measure again to verify and fine-tune the
applied current as needed to minimize the field. Once the field is minimized, discon-
nect/remove the magnetometer and fix the 7-channel system for cooldown, carefully
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Figure A.1: Schematic of the 7-channel system highlighting parts that are impor-
tant for cooldown.
avoiding moving the fixture/Helmholtz coil.
Once the fixture is set up, verify that all SQUIDs are shunted at the cryostat
breakout box (see Fig. A.1), carefully carry the cryostat into the MSR and fix it
for cooldown. Make sure all unnecessary cables into the MSR are removed and all
unnecessary equipment turned off. Connect the SQUID electronics to the computer
and (in SQUIDViewer) set all biases and generators to zero before connecting them
to the breakout box of the cryostat. Unshunt the SQUIDs and set the electronics to
sleep (using global mode). Make sure the adapter for pumping on the LN2 tank, a
(non-magnetic!) stick to test filling height, gloves, and all other necessary equipment
is inside the MSR before starting the cooldown. Opening the MSR once the LN2
transfer has started should be minimized. When necessary, open the MSR door
slowly and as little as possible. Check the pressure of the pressured air that is used
for transferring. Never cool down alone! There should always be a second person
outside.
Once everything is set up, put the LN2 transfer tube into the cryostat. If you have
a pressure control valve, set the pressure as required (depends on the size and filling
level of the LN2 dewar but typically well below 1 bar). Otherwise there are two
ways to control the pressure inside the LN2 dewar - and thus the LN2 flow - directly
at the LN2 dewar. Either reduce the airflow into the dewar by partially closing the
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input valve (requires not perfectly tight connection to the dewar since otherwise the
tube will popp off) or let air flow out to reduce the pressure by partially opening
another valve in the dewar.
The transfer should be relatively slow (on the order of 1h+ in total), starting with
mostly gas flowing into the cryostat to slowly pre-cool the SQUIDs (this can take
up 1/2 to 2/3 of the total time). Once liquid is filling the cryostat (can typically
be heard, sounding like boiling water in a flask) check the filling until the level is
satisfactory. If the cryostat is cooled titled and complete filling is desired, wait until
the SQUIDs are immersed in liquid before rotating the cryostat. Avoid excessive
spilling of nitrogen (some is no problem) because nitrogen spilling out can freeze the
o-ring at the inlet of the LN2 tank, breaking the vacuum.
Once the cryostat is full, release the pressure from the LN2 dewar by disconnect-
ing it from the pressured air. Wait for the transfer tube to warm up and pull it
out of the cryostat. Connect the LN2 inlet to the pump using the adapter and the
pressured air to the pump (can be the same as used for pressurizing the dewar).
Turn up the air pressure to gain the desired pumping (usually on the order of 4 bar)
and wait for ca. 10-15 min for the temperature to settle (use the output pressure of
the pump for orientation). Wake up the electronics and, if used, slowly ramp down
the field compensation before turning it off.
A.3 Tuning the SQUIDs
When the cryostat has reached operating temperature, connect the SQUID elec-
tronics (all bias and generator off!) to the cryostat’s breakout box and then unshunt
the SQUIDs. In DC bias mode, set the SQUID bias currents Ib (it can be useful to
note bias currents, voltage modulation, and feedback current required to generate 1
flux quantum of each SQUID). If you are using the modified SEL-1 electronics, turn
on global mode, set bias mode to AC and turn on slave mode. Then turn off global
mode, choose the channel you want to provide the global clock and put it into mas-
ter mode. All channels should use the same bias reversal frequency now. The global
bias mode has a few bugs. To help verify that the global bias works, I recommend
choosing a very different bias frequency (e.g., 0.1 kHz) for the channels that don’t
generate the global bias. That way a clear difference can be seen when going from
normal to global bias. Once all the SQUIDs are in AC bias mode and using global
bias, set the bias voltage Vb and bias flux Phib for each SQUID by bringing the
two curves together (if a filter with cutoff lower than the modulation frequency is
applied, Vb is optimal when the variance of the signal is minimal) and then maxi-
mizing their overlap, respectively (if a filter with cutoff lower than the modulation
frequency is applied, optimum Phib is reached when the amplitude of the combined
signal is maximum). If the signal is not centered around zero shift it using the
offset voltage Vo (needs to be unlocked to change). Once Ib, Vb, and Phib (Vo, if
applicable) are set, put the SQUIDs into FLL mode. The system is ready to operate.
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A.4 Calibration
To calibrate the system, connect a waveform generator to the Helmholtz coil and
apply a sine wave. Record the magnetic fields with the sensors. If the coil’s voltage-
to-field conversion is known, you can calculate the responsivity as the ratio of the
amplitude of the SQUID output signal and the applied field. Otherwise you need to
calibrate the coil with a reference sensor (e.g., fluxgate). Since the SQUIDs are not
aligned to each other, a separate recording for each SQUID is necessary to optimally
measure their responsivity (although the difference is small). Alternatively, one can
record and vary the orientation multiple times and find the maximum responsivity
of each SQUID. The maximum is reached when the SQUID faces in the direction of
the field.
A.5 Warming up
After recording, turn off master mode in the "master channel" and set all channels
to DC mode. Ramp the biases (Ib, Vb, Phib and Phio) to zero. Once all biases
are off you can shunt the SQUIDs at the breakout box and disconnect the SQUID
electronics. You can leave the cryostat in place to let it boil off all the remaining
nitrogen. This can take a while (several hours). Alternatively, you can speed up
the process by pouring out the LN2. Always wear gloves to pour out LN2 and pour
it into a safe container (e.g., a double-walled bottle/pot or a Styrofoam pot). Turn
the cryostat slowly to pour the LN2, as it will rapidly evaporate when touching the
warm inlet tube. After the LN2 is poured out, blowing nitrogen gas into the LN2
tank make the warming up faster.
If you do not plan to record again soon, store the cryostat in a safe location. When
storing the cryostat for a long period, consider re-pumping it in regular intervals (I
would advice approximately once per month).
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