Abstract Several widely implemented and tested earthquake early warning algorithms employ empirical equations that relate earthquake magnitudes with groundmotion peak amplitudes and hypocentral distances. This approach is effective to the extent that the offline dataset available for setting the fitting coefficients in those equations is of sufficient quality and quantity. However, to address the problem of having a limited dataset, it is instructive to gain physical understanding of the main factors controlling the P-wave attenuation. In this study, theoretical expressions are derived that relate the root mean square (rms) of the P-wave displacement d rms and velocity v rms to the seismic moment, stress drop, and hypocentral distance.
Introduction
Earthquake early warning systems (EEWS) run real-time algorithms that predict the shaking intensity and/or assess the alert level based on the first few seconds of the seismic record. Typically, these algorithms employ empirical relations that are obtained via regression analysis of offline earthquake records (e.g., Nakamura, 1984 Nakamura, , 1988 Allen and Kanamori, 2003; Wu and Kanamori, 2005b; Cua and Heaton, 2007; Allen et al., 2009; Böse et al., 2009; Zollo et al., 2009) . One such relation is a P-wave attenuation law, describing how the P-wave peak velocity or displacement is related to earthquake magnitude and hypocentral distance. Owing to the site and source-specific characteristics affecting the ground motion, an attenuation law established for one tectonic setting may not be suitable for another. In addition, these relations suffer from strong trade-offs between different terms; and, unless the dataset is very large, inverting for the fitting coefficients is unstable. To address the problem of having a limited dataset and to facilitate the parameter tuning, when adjusting to different tectonic settings, it is instructive to gain physical understanding of the main factors controlling the P-wave attenuation.
In this study, theoretical expressions are derived that relate the root mean square (rms) of the P-wave ground motion (displacement and velocity) to the seismic moment, stress drop, and hypocentral distance. The theoretical attenuation laws are then validated against observed attenuation, using earthquake data from southern California and Japan. The use of displacement and velocity attenuation laws for real-time magnitude determination is discussed. Finally, it is shown that the ground-motion rms and peak values are linearly related.
Theoretical Attenuation Law
The rationale underlying this study is guided by the highly simplified view of earthquake ruptures as dynamic cracks that are embedded within a perfectly elastic medium (Madariaga, 1976) . According to this view, the problem possesses an intrinsic length-scale, and the radiated wavefield is controlled primarily by the stress drop and the characteristic length-scale of the rupture. Thus, the attenuation law proposed below incorporates these parameters.
Displacement and Velocity Spectra
The far-field displacement spectra of P waves may be described by the omega-squared model
or it may be expressed in terms of the stress drop and the rupture length-scale as E Q -T A R G E T ; t e m p : i n t r a l i n k -; d f 1 0 a ; 3 1 3 ; 3 7 0 d rms ϵ
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10a and E Q -T A R G E T ; t e m p : i n t r a l i n k -; d f 1 0 b ; 3 1 3 ; 3 1 8 v rms ϵ 16 7 Δτ2πkC S r R 3=2 ; 10b with ϵ being a constant that collects all the parameters that are in common to equations (9) and (10):
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Statistical theories and models predict a direct relation between the rms and the absolute extremum of a given time series (Cartwright and Longuet-Higgins, 1956; Davenport, 1964; Clough and Penzien, 1975) . Thus, in principle, the peak and the rms of the ground vibrations attenuate similarly. This conjecture has already been exploited in the past by several seismologists in the context of ground-motion prediction (Hanks and McGuire, 1981; Boore, 1983 Boore, , 2003 Boore and Joyner, 1984) . Later it is verified empirically that v rms and d rms are indeed proportional to the peak velocity P v and peak displacement P d , which are in use by several EEW algorithms (e.g., Wu and Kanamori, 2005b; Cua and Heaton, 2007; Lan-cieri and Zollo, 2008; Böse et al., 2009; Zollo et al., 2009; Brown et al., 2011; Lancieri et al., 2011; Sadeh et al., 2013) .
Theory Versus Observations
In this section, theoretical attenuation laws are validated against observed attenuation using earthquake data from southern California and Japan. Throughout this article, the following parameter settings are used: U ϕθ 0:52, F s 2, ρ 2600 kg=m 3 , C S 3200 m=s, C P 5333 m=s, and k 0:32 (Madariaga, 1976) , and the seismic moments are obtained from the catalog magnitude using the momentmagnitude relation of Hanks and Kanamori (1979) . With the above parameter settings, η and ϵ are equal to 1 8 s=km and 7:5 × 10 −13 1=Pa, respectively. One last parameter that enters the problem is the stress drop, the value of which is set to be equal to the median stress drop. Simple schemes for inferring the stress drop are described in the Stress-Drop Assessment section.
Data
A composite dataset is used that consists of 403 velocity seismograms recorded by the broadband seismometers of the California Integrated Seismic Network and 353 accelerograms recorded by the K-NET and KiK-net surface accelerometers (Fig. 1) . These data are associated with 120 southern California earthquakes with magnitudes between 4 and 5.7 and 42 Japanese earthquakes with magnitudes between 5.1 and 7.3. Hypocentral distances are limited to 60 km (Fig. 2) . Raw data were inspected visually for quality control, P-wave arrivals were picked manually, and zero-offset corrections were applied. Three-component displacement and velocity time series were obtained via integration of the seismic records, with starting times and interval lengths that were set to the time of the first P arrivals and 90% of the T S−P intervals, respectively. The latter were set to 1 s per 8 km of hypocentral distance, and the 10% shortening ensures that the signal is not contaminated by S-wave energy. Using this practice and given that the largest hypocentral distance considered in this study is 60 km long, the longest data intervals are about 6.75 s long (but the average is much shorter). Because the data intervals are so short, the errors introduced by the single or double time-integration of low-frequency noise are small. The parameters d rms and v rms were calculated according to
, in which n is the number of samples within the data interval and AZ i , AE i , and AN i are the velocity or displacement amplitudes along the vertical, east, and north directions, respectively. A comparison between raw and high-pass-filtered d rms reveals that high-pass filtering the displacement seismograms introduces a magnitude bias, such that the amplitudes of the moderatebig Japanese earthquakes (circles in Fig. 3 ) are more reduced than those of the small California earthquakes (triangles in Fig. 3 ). For this reason, and keeping in mind that the data intervals end before the arrival of S waves (therefore sensor tilt is unlikely), it was decided not to follow the common practice of high-pass filtering the displacement seismograms, including those that were obtained via double integration of acceleration time series. Signal-to-noise ratios (SNRs) were assessed using E Q -T A R G E T ; t e m p : i n t r a l i n k -; d f 1 2 ; 3 1 3 ; 3 3 6 SNR def
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with AZ i being the raw vertical ground motion (velocity or acceleration), and l and m are the number of samples within the data and the presignal intervals, respectively, with the latter extending up to 20 s. Records with SNR smaller than 20 were excluded from the dataset.
Stress-Drop Assessment
The newly derived attenuation laws for d rms and v rms are now used to derive expressions for the stress drop. Dividing attenuation laws (9b) by (9a) and solving for the stress drop yields (Andrews, 1986; Snoke, 1987) E Q -T A R G E T ; t e m p : i n t r a l i n k -; d f 1 3 ; 3 1 3 ; 1 5 0 Δτ
:
13
An important aspect of this expression is that the term inside the parenthesis is the inverse of the characteristic length of the rupture r. Later it is demonstrated that this equation is closely related to τ c , a frequency-based magnitude proxy that is widely used by EEWS (Wu and Kanamori, 2005a) . A different expression for the stress drop may be obtained via substitution of M 0 in equation (13) 
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In both expressions, the stress drop is a function of v rms , d rms , and C S ; however, while in equation (13) it is also a function of the seismic moment, in equation (14) it is a function of ϵ and the hypocentral distance. Thus, the obvious advantage of equation (13) with respect to equation (14) is that it is independent of ϵ. Use of equation (14) may be advantageous in areas where ϵ is well constrained, because the distance uncertainties are much smaller than those of the seismic moment.
Equations (13) and (14) pave the way for new stressdrop determination schemes that are totally independent of previously used approaches utilizing the far-field groundmotion spectra. However, because earthquake source parameters may not be reliably estimated using data intervals that are much shorter than the rupture duration, the above expressions cannot be used indiscriminately for the entire dataset. To screen out data points corresponding to rupture durations that may be longer than the data interval, the rupture duration of each earthquake was estimated based on the ratio of the rupture diameter and the rupture speed, with the latter being set to 0:9C S : E Q -T A R G E T ; t e m p : i n t r a l i n k -; d f 1 5 ; 5 5 ; 1 0 1 T r 2r 0:9C S :
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In estimating the rupture diameter, a strict approach of overestimating the rupture duration at the price of screening out some good data points is sought. Thus, rupture diameters were estimated using equation (5), employing a relatively small stress drop of 1 MPa. About 67% of the seismograms analyzed in this study satisfy the condition that T S−P > T r . For this subset of seismograms, stress drops were calculated using equations (13) and (14). Stress drops as a function of catalog magnitude are shown in Figure 4 for individual data points (triangles and circles indicate California and Japanese earthquakes, respectively) and event averages (× symbols), with the latter reported only for a subset of events for which four or more seismograms are available. The median stress drops are detailed in Figure 4 . These values are in good agreement with previous stress-drop estimates that use totally different methodologies (e.g., Hanks and Thatcher, 1972; Mayeda and Walter, 1996; Oth et al., 2010; Baltay et al., 2011 Baltay et al., , 2013 Abercrombie, 2013 ). In the next section, theoretical attenuation curves are calculated using a stress drop that corresponds to the median value of the individual data points (7.9 MPa) and a characteristic rupture dimension that is obtained through substitution of this stress-drop estimate into equation (5). durations that are longer and shorter than T S−P indicated by open and filled symbols, respectively. The rupture duration is estimated using the 7.9 MPa stress drop obtained in the previous section using equation (13), data points for which the rupture duration is shorter than T S−P plot below the solid line labeled 7.9 MPa on the magnitude versus log-of-distance diagram in Figure 2 . In Figure 5 , v rms and d rms are plotted as a function of the hypocentral distance, and the theoretical curves are those of equations (9a) and (9b); in Figure 6 , v rms and d rms are plotted as a function of R=r and R=r 5=3 , respectively, and the theoretical curves are those of equations (10a) and (10b). The effect of dividing the distance axes by the source radius is to collapse the highly scattered cloud of data points in Figure 5 onto a narrow band that is highly centered about the theoretical curves (blue dashed lines) in Figure 6 . Not surprisingly, the subset of data points that plot significantly below the theoretical lines are those for which the rupture duration is much longer than the T S−P interval (open symbols in Figs. 5 and 6). To further assess the agreement between theory and observations, the data in Figure 6a were fit using E Q -T A R G E T ; t e m p : i n t r a l i n k -; d f 1 6 a ; 5 5 ; 9 2 log 10 d rms a d b d log 10 R=r 5=3 ; 16a and those in Figure 6b were fit using E Q -T A R G E T ; t e m p : i n t r a l i n k -; d f 1 6 b ; 3 1 3 ; 7 2 1 log 10 v rms a v b v log 10 R=r; 16b with a d , b d , a v , and b v being the fitting coefficients, the values of which are reported in the legends of Figure 6 . The above attenuation laws can only be expected to be valid if anelastic attenuation is unimportant and when the data interval is not much shorter than the rupture duration. To guarantee that the latter condition is met, data points plotted above the 7.9 MPa line in Figure 2 (indicated by the open symbols in Figs. 5 and 6) were excluded from the linear fits in Figure 6 . Best-fitting curves for R <30 km and R <60 km are shown in red and green, respectively (Fig. 6) . Similarly, good agreement is found between best-fitting curves of different distance ranges and the theoretical curves. It is concluded that the neglect of the anelastic attenuation in equations (1) and (2) is justified, and the theoretical attenuation laws are valid for distances of up to at least 60 km, provided that T S−P is longer than the rupture duration. The observation that many of the open symbols plot below the theoretical line in Figure 6 strongly implies that the final size of the source cannot be estimated using data intervals that are much shorter than the rupture duration. The attenuations in Japan and California are examined separately and are compared to the theoretical attenuation in Figure 7 . The similar ground-motion attenuation in California and Japan suggests that the attenuation laws are similarly applicable for the two regions and implies that they may also be implemented in other regions with similar tectonic setting. The integration of the newly obtained attenuation laws into EEW algorithms is most advantageous in places where the use of offline data for parameter tuning is limited by their quality and/or quantity.
Implications for EEW Real-Time Magnitude Determination
The performances of three independent magnitude estimates are assessed. The first two expressions are obtained by solving the theoretical attenuation laws (equation 9) for the seismic moment: E Q -T A R G E T ; t e m p : i n t r a l i n k -; d f 1 7 a ; 3 1 3 ; 2 3 0 M 0 (a) (b) Figure 4 . Stress-drop estimates using: (a) equation (13) and (b) equation (14) as a function of catalog magnitude. Single-station estimates for California and Japan are indicated by triangles and circles, respectively. Event-averaged estimates, for a subset of events for which four or more seismograms are available, are indicated by × symbols. Medians for event averages and for single data points are detailed in the legends. The dashed lines indicate the medians of the single-station estimates. Excluded from this diagram are data points for which T S−P < T r , in which T r is defined in equation (15).
Although equations (17a) and (17b) are a function of some a priori stress-drop value, equation (18) is not. In this study, equations (17a) and (17b) are solved by setting the stress drop to be equal to the median value of 7.9 MPa, reported in the previous section. The statistics of the predicted versus observed magnitude discrepancies are presented in Figure 8 . Reasonably good agreement is found between predicted and observed earthquake magnitudes in cases where the data intervals are longer than the rupture durations. However, when this is not the case the predicted magnitudes typically fall below the observed values. Furthermore, use of equations (17a) and (18) yields better magnitude prediction than that of equation (17b). This result is attributed to d rms being more strongly dependent on the seismic moment than v rms , that is,
in equations (9a) and (9b). The accuracy of real-time magnitude determination schemes utilizing P-wave attenuation laws is subject to the accuracy of the real-time hypocentral distance. Inspection of equations (17) and (18) reveals stronger distance sensitivity in equation (17b) than in equations (17a) and (18). Nevertheless, thanks to the logarithmic nature of the moment-magnitude relation and the accuracy of available real-time distance determination schemes (e.g., Satriano et al., 2008; Kurzon et al., 2014; Eisermann et al., 2015) , it is expected that magnitude estimates employing these equations will not be dramatically affected by the distance inaccuracies.
From v rms and d rms to P v and P d
Currently implemented network-based EEW algorithms employ empirical attenuation laws for the P-wave peak displacement P d and/or peak velocity P v (Cua and Heaton, 2007; Lancieri and Zollo, 2008; Zollo et al., 2009; Brown et al., 2011; Doi, 2011) . It is thus instructive to see how these parameters are related to d rms and v rms . Log-log diagrams of P d as a function of d rms and P v as a function of v rms are shown in Figure 9 , with peak displacement and peak velocity calculated according to max
, in which i is the index of the data sample and AZ i , AE i , and AN i are the velocity or displacement amplitudes along the vertical, east, and north directions, respectively. Inspection of these diagrams reveals excellent correlation between the peak and the rms of the ground motions. Regression analyses yield ∼1 slopes on the log-log diagrams of Figure 9 , thus indicating linear relations between the peak and the rms of the Pwave vibrations, with a similar constant of proportionality for displacement and velocity: E Q -T A R G E T ; t e m p : i n t r a l i n k -; d f 1 9 a ; 5 5 ; 2 3 6 P d 2:00:5d rms 19a and E Q -T A R G E T ; t e m p : i n t r a l i n k -; d f 1 9 b ; 5 5 ; 1 9 1 P v 2:30:5v rms :
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These empirical relations are consistent with statistical theories and models (Cartwright and Longuet-Higgins, 1956; Davenport, 1964; Clough and Penzien, 1975 ) that were previously used in the context of ground-motion prediction equations (Hanks and McGuire, 1981; Boore, 1983 Boore, , 2003 Boore and Joyner, 1984) . The similarly excellent fit of data from California and Japan to the regression curves implies that the above peak-versus-rms relations are nearly independent of site conditions and geological setting. One may now substitute the above empirical relations into equations (9a) and (9b) or (10a) and (10b) to obtain semiempirical attenuation laws for P d and P v .
Theoretical τ c
The characteristic period of the signal's first few seconds τ c is a frequency-based real-time magnitude proxy, which together with P d , forms the basis for the P d -τ c onsite EEWS (Kanamori, 2005; Wu and Kanamori, 2005a,b) . An interesting by-product of this study is revealed by noting that τ c is proportional to the d rms to v rms ratio:
E Q -T A R G E T ; t e m p : i n t r a l i n k -; d f 2 0 ; 3 1 3 ; 5 7 1 τ c 2π
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in which u and v are the ground displacement and velocity, respectively, t 0 is the first P-wave arrival, and Δt is a prespecified interval. Dividing attenuation laws (8a) by (8b) indicates that τ c is equal to the reciprocal of the corner frequency, thus explaining why it may be used as a proxy for the earthquake size. Substituting the above expression into equation (13) yields a theoretical expression for τ c :
E Q -T A R G E T ; t e m p : i n t r a l i n k -; d f 2 1 ; 3 1 3 ; 4 2 9 τ c 1 kC S 7 16
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Theoretical and observed τ c are compared in Figure 10 . Despite the large data scatter and the poor agreement between observed and theoretical τ c , the correlation between the logarithm of τ c and the catalog magnitude is statistically meaningful. Recently, Ziv (2014) has introduced τ log , a frequency-based real-time magnitude proxy that is obtained by averaging the logarithm of the velocity spectra and has shown that its correlation with earthquake magnitude is significantly better than that of τ c .
Conclusions
Two equivalent attenuation laws are presented for the rms of the P-wave velocity and displacement; in both, v rms and d rms are a function of the stress drop and the hypocentral distance; however, in one they are also a function of the seismic moment, but in the other they are a function of the characteristic rupture length. In deriving these relations, the data interval is set to be equal to the difference between the arrival times of the S and P phases. Furthermore, it is assumed that the ground-motion spectra obey the omegasquared model and that anelastic attenuation is unimportant. It is shown that
(equations 9a-10b). California (dotted) and Japan (dashed). Gray lines are linear best fits to logd rms versus logR=r 5=3 (left and bottom axes), and black lines are linear best fits to logv rms versus logR=r (right and top axes). Solid gray and solid black lines are theoretical curves corresponding to equations (10a) and (10b), respectively. Fits were computed using data satisfying T S−P > T r . The best-fitting coefficients are detailed.
Theoretical attenuation laws are validated against local earthquakes from Japan and California. Similarly good agreement between observed and predicted ground motion is found for hypocentral distances up to 30 and 60 km. It is thus concluded that the neglect of anelastic effects at these distance ranges is justified. It is shown that the v rms -to-d rms ratio is proportional to the characteristic length of the rupture and that the stress drop is a function of the seismic moment and the cube of d rms =v rms (equation 13). Using this result, a median stress drop of 7.9 MPa is obtained.
To assess the potential of these results for EEW applications, earthquake magnitudes are estimated using theoretical attenuation laws (9a) and (9b), either by setting the stress drop in those equations to be equal to the median value or by replacing equation (13) into (9a). Good agreement is found between predicted and observed earthquake magnitudes in cases in which the data intervals are longer than the rupture durations. However, when this is not the case, the predicted magnitudes fall below the observed values. Because d rms is more strongly dependent on the seismic moment than v rms , the use of equations (17a) and (18) yield better magnitude prediction than that of equation (17b).
Data and Resources
The data used in this study were obtained from the Southern California Earthquake Data Center (http://scedc.caltech. (a) (b) (c) Figure 8 . The distribution of the discrepancies between predicted and observed magnitude. Predicted magnitudes are calculated using the stress-drop-independent equation (17) and (18), setting the stress drop in those equations to be equal to the median value reported in Figure 4 (7.9 MPa). (a) Magnitudes are obtained using equation (18) 
