Group analysis of the one-dimensional Boltzmann equation by Borovskikh, A. V. & Platonova, K. S.
ar
X
iv
:1
90
5.
08
87
3v
1 
 [m
ath
.A
P]
  2
1 M
ay
 20
19
Групповой анализ одномерного уравнения Больцмана.
IV. Условие сохранения числа частиц
Боровских А.В., Платонова К.С.
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1 Одномерное уравнение Больцмана и сопровождающие
физические условия
Работа является четвертой в серии, посвященной проблеме переноса группы симметрий с
уравнения Больцмана на моментные величины, вычисления инвариантов этой группы в тер-
минах моментных величин и решения в терминах инвариантов проблемы замыкания (с по-
мощью так называемых уравнений состояния) моментной системы.
В ней, как и в предыдущих работах [1-3], рассматривается одномерный вариант урав-
нения, причем основное внимание сосредотачивается на том, чтобы явно в математической
форме описать дополнительные ограничения физического характера на замены переменных,
позволяющих получить содержательный и физически осмысленный результат.
Классическому уравнению Больцмана
ft + cfx + Ffc = J, (1)
где t – время, x – координата, c – скорость, f – фазовая (по координатам и скоростям) плот-
ность распределения количества частиц, F – внешняя сила, J – интеграл столкновений, посвя-
щено довольно много работ и целый ряд монографий (см., напр, [4-8]). Групповые свойства
уравнения Больцмана исследовались ранее только в плане вычисления группы симметрий
для уравнения с F = 0 (см. [9], [10]).
Имея в виду, в конечном счете, именно это уравнение, мы в настоящей работе рассмат-
риваем упрощенный – одномерный вариант уравнения с целью выяснения принципиальной
возможности осуществить перенос группы симметрий с уравнения Больцмана на моментные
величины. Одномерный случай резко упрощает ситуацию, поскольку в этом случае интеграл
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столкновений оказывается нулевым (частицы при столкновении просто обмениваются им-
пульсами, а это не меняет распределения f). Тем не менее сама задача группового анализа
(см., напр. [11-13]) вносит целый ряд сложностей.
Во-первых, для эффективности группового анализа необходимо взять максимально ши-
рокий класс замен переменных (в нашем случае – переменных t, x, c, f , а в случае группы
эквивалентности – и F). В идеале все новые переменные могут быть функциями от всех
старых, то есть речь идет о заменах общего вида.
Во-вторых, как следствие, для эффективности группового анализа необходимо все функ-
циональные параметры, которые могут меняться, считаться произвольными функциями, и
классификации производить по этому произвольному параметру. Поэтому функцию F следу-
ет считать произвольной функцией от (t, x, c), а еще лучше – и от f (такого рода зависимости
встречаются, например, в уравнении Власова [6]).
Эти два эвристических принципа группового анализа, будучи очень важными с матема-
тической точки зрения, тем не менее, с физической точки зрения могут привести к абсурду.
Так, совершенно понятно, что замена переменных, в которой система координат в x-ах (то
есть в координатах) поворачивается, а в скоростях – нет, физического смысла не имеет, и
такие замены надо исключать. Поэтому, помимо самого уравнения, и даже, строго говоря, до
рассмотрения самого уравнения, необходимо задать чисто математически ряд дополнитель-
ных условий, которые отражают сохранение того или иного физического смысла отношений
между величинами, фигурирующими в уравнениях.
В предыдущих работах нами были сформулированы следующие ограничения, отражаю-
щие этот физический смысл. Это, во-первых, сохранение при заменах соотношений
dx = cdt, dc = Fdt, (2)
которые эквивалентны второму закону Ньютона и выражают собой тот факт, что c – это
скорость в пространстве x-ов, а F – это сила, приложенная к тому или иному объекту (в
нашем случае – к частице) в том же пространстве.
Во-вторых, нам понадобилось сохранение неизменными соотношений
dt = dx = 0, (3)
выражающих в аналитической форме тот факт, что при заменах переменных прямые t =
const, x = const перейдут в такие же прямые (а поскольку моментные величины вычисля-
ются как интегралы по этим прямым, мы при замене переменных не потеряем смысла этих
величин). К слову говоря, интегрирование по c в трехмерном случае возникает уже в самом
уравнении в интеграле столкновений, и поэтому там это условие потребуется как необходимое
уже для инвариантности уравнения.
И, наконец, в-третьих, нам понадобилось условие сохранения при замене переменных чис-
ла частиц. Здесь имеется в виду, что при замене переменных (на физическом языке – при
переходе к другой системе отсчета) физический объект, а именно совокупность частиц в дан-
ном объеме, не меняется. Учитывая, что f в уравнении Больцмана интерпретируется как
фазовая плотность числа частиц, само количество (находящееся в бесконечно малом фазо-
вом объеме dxdc) выражается величиной f dxdc, которая должна при заменах оставаться
инвариантной.
Классификации одномерного уравнения Больцмана, учитывающие первое и второе усло-
вия, нами были выполнены в [1-3]. Что же касается третьего условия, то оказалось, что есте-
ственное, на первый взгляд, обобщение одномерного варианта уравнения (1) как уравнения
ft + cfx + F(t, x, c)fc = 0
(и именно так записывают во всех справочниках вид левой части уравнения Больцмана) этому
условию не соответствует: вычисление числа частиц, расположенного в некотором объеме
фазового пространства (x, c) и в образе этого объема по прошествии некоторого времени t дает
разные результаты. Поэтому учет третьего условия требует пересмотра самого уравнения (на
что в свое время обратил наше внимание А.Н.Голубятников). Оказалось, что для выполнения
требуемого условия уравнение должно иметь вид
ft + cfx + (F(t, x, c)f)c = 0, (4)
то есть иметь дивергентную форму, которая в случае F = F(t, x, c) раскрывается в виде
ft + cfx + F(t, x, c)fc + Fc(t, x, c)f = 0, (5)
а если F зависит не только от (t, x, c), но и от f , то в виде
ft + cfx + F(t, x, c, f)fc + Fc(t, x, c, f)f + Ff (t, x, c, f)ffc = 0, (5)
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которые мы далее и будем рассматривать. Отметим, что для уравнений с F , зависящей только
от t и x (что обычно и подразумевается в литературе, посвященной уравнению Больцмана)
все эти обобщения совпадают между собой, однако введение зависимости от c и от f резко
меняет ситуацию.
Помимо того, что уравнение (4) является следствием закона сохранения величины f (см.,
напр., [8]), оно обеспечивает этой величине еще одно важное свойство: "частицу" оказывается
возможным отождествить с той или иной траекторией системы (2), так что величина f уже
считает плотность не неких "физических" частиц, а математических объектов – траекторий,
придавая каждой из них некий вес.
При этом удалось сделать еще один шаг – модифицировать третье условие. Дело в том,
что в третьем условии фигурирует фактически интегрирование по плоскости t = const, а при
замене переменных такие плоскости переходят в поверхности произвольного вида. Требова-
ние же того, что плоскость переходит в плоскость представлялось нам излишним и обреме-
нительным. Теперь же, использовав соображения сохранения фазовых потоков, следующее
из уравнений (4) или (5), удалось модифицировать третье условие, перейдя от поверхностей
t = const к поверхностям произвольным, задаваемым соотношением t = θ(x, c), и при этом
инвариантной при замене переменных должна оставаться величина
(1− cθx −Fθc)f dx dc. (6)
Форма условия (6) обусловлена введением меры на множестве непрерывных траекторий,
плотность которой вычисляется как плотность потока векторного поля (1, c,F) · f через по-
верхность t = θ(x, c).
В настоящей работе мы для уравнений (4) и (5) вычислим алгебру эквивалентности и
алгебру симметрий как для случая F(t, x, c), так и для случая F(t, x, c, f), фактически закрыв
вопрос о групповой классификации одномерных уравнений Больцмана.
Следует подчеркнуть специфику нашего подхода к групповому анализу, отличающуюся от
довольно распространенного (и естественного, на первый взгляд), – когда в центр внимания
ставится уравнение или система уравнений, а группа симметрий рассматривается как под-
чиненный объект, оставляющий это уравнение или систему инвариантным. В нашем случае
в центре внимания стоит именно группа (группа симметрий или группа эквивалентности),
которая должна удовлетворять набору условий, каждое из которых может быть сформули-
ровано в своей форме. Это может быть условие инвариантности какого-то уравнения, может
быть условие инвариантности метрической или дифференциальной формы, может быть усло-
вие инвариантности тех или иных условий на поверхностях или многообразиях, и др. Решение
задачи групповой классификации с такой постановкой состоит в последовательном примене-
нии условий инвариантности того или иного объекта, получении из них условия на исходную
алгебру Ли, и переходе к другому условию.
Обратим внимание, что такой "набор условий инвариантности различных соотношений"
не равносилен "условию инвариантности объекта, удовлетворяющего всем этим соотношени-
ям" даже в случае, когда такой объект существует. Желающие проверить это могут сравнить
условие сохранения группой, действующей в плоскости переменных (x, y), семейства прямых
x = const отдельно и семейства прямых y = const отдельно (это группа замен x¯ = φ(x),
y¯ = φ(y)) с условием сохранения группой семейства объектов, для которых одновременно
x = const и y = const, то есть семейства точек (этому условию удовлетворяет группа всех
диффеоморфизмов плоскости). В нашем же случае объекта, удовлетворяющего всем соотно-
шениям (2)-(3), (6) и (4)/(5) просто не существует, поэтому попытка интерпретировать нашу
постановку задачи в традиционном понимании бессмысленна.
2 Формулировка основных результатов
Теорема 1. Алгебра Ли группы эквивалентности как уравнения (4) (с F(t, x, c)), так и
уравнения (5) (с F(t, x, c, f)), сохраняющая дифференциальные соотношения (2), прямые (3)
и форму (6), имеет вид:
Ξ = τ∂t + ξ∂x + α∂c + η∂f + φ∂F ,
где τ = τ(t, x) и ξ = ξ(t, x) – произвольные функции,
α = ξt + cξx − c(τt + cτx), η = f(3cτx − 2ξx + τt), φ = αt + cαx + F(ξx − 2τt − 3cτx). (7)
Эта алгебра порождает, вместе с отражением t¯ = x, x¯ = t, группу диффеоморфизмов
пространства переменных (t, x) и связанных с ними преобразований c, f и F :
t¯ = ϕ(t, x), x¯ = ψ(t, x), c¯ =
ψt + cψx
ϕt + cϕx
, f¯ = f
(ϕt + cϕx)
3
(ψxϕt − ϕxψt)2
,
3
F¯ = F
ψxϕt − ϕxψt
(ϕt + cϕx)3
+
1
ϕt + cϕx
[(
ψt + cψx
ϕt + cϕx
)
t
+ c
(
ψt + cψx
ϕt + cϕx
)
x
]
. (8)
Следствие 1. Классификацию уравнений Больцмана имеет смысл осуществлять с точ-
ностью до группы диффеоморфизмов пространства (t, x).
Следствие 2. В случае, когда F зависит от f , преобразования группы эквивалентности
не меняют вид этой зависимости, поэтому вид зависимости от f является классифицирующим
признаком.
Следствие 3. Поскольку скорость c преобразуется дробно-рациональным образом, и в
формулах (8) присутствуют только дробно-линейные функции от c, оказывается, что рацио-
нальная, иррациональная и различные типы трансцендентной зависимости F от c несводимы
друг к другу и поэтому тоже являются классифицирующим признаком.
Теорема 2. 1) Алгебра Ли группы симметрий уравнения (5) (с F(t, x, c, f)), сохраняющей
(2)-(3) и (6), имеет вид: Ξ = τ∂t + ξ∂x + α∂c + η∂f , где функции
τ = τ(t, x), ξ = ξ(t, x), α = ξt + cξx − cτt − c
2τx, η = f(3cτx − 2ξx + τt) (9)
удовлетворяют уравнению
αt + cαx + Fαc −F(τt + cτx) = τFt + ξFx + αFc + ηFf . (10)
2) Алгебра Ли группы симметрий уравнения (4) (с F(t, x, c)), сохраняющей (2)-(3) и (6),
имеет вид Ξ = τ∂t + ξ∂x + α∂c + η∂f , где функции τ , ξ, α и η определяются теми же
соотношениями (9) и удовлетворяют уравнению
αt + cαx + Fαc −F(τt + cτx) = τFt + ξFx + αFc. (10
′)
Замечание 1. Как будет видно из доказательства, соотношения (9)-(10)/(10′) являются
следствиями условий (2)-(3), (6), а уравнение (4)/(5) при этом сохраняется автоматически.
Это не является неожиданным, поскольку уравнение (4)/(5) фактически представляет собой
уравнение Лиувилля сохранения меры fdxdc вдоль фазового потока, порожденного (2)-(3).
Замечание 2. Это не означает "ненужности" условий (2)-(3): они, выражая сохране-
ние физического смысла отношений между величинами, не зависят от того, какое именно
уравнение мы рассматриваем. Могло рассматриваться и другое уравнение, и тогда условие
инвариантности этого уравнения наложило бы дополнительное ограничение на группу сим-
метрий.
Замечание 3. Для трехмерного уравнения Больцмана аналогичное рассмотрение приво-
дит не к тому, что уравнение Больцмана остается автоматически инвариантным, а к тому,
что условие инвариантности уравнения дает распадающиеся классифицирующие уравнения
– одно для F , а другое – для интеграла столкновений, что оказывается важным для после-
дующего анализа.
Теорема 3. Алгебра Ξ = τ∂t + ξ∂x + α∂c + η∂f , определяемая соотношениями (9) и
удовлетворяющая условию (10 ′), конечномерна для любой функции F(t, x, c).
Конечномерные нетривиальные алгебры (9), удовлетворяющие (10 ′) имеются для функ-
ций F(t, x, c) классов (с точностью до преобразований из группы, порожденной группой диф-
феоморфизмов (8)), представители которых приведены в таблице 1. В каждом случае I–IV
предполагается, что функция F не лежит в предыдущем классе.
Для остальных F(t, x, c) уравнение (10 ′) не имеет других решений τ(t, x), ξ(t, x), кроме
тривиальных.
Замечание 1. Вторая и третья функции в классе II.1 являются частным случаем первой
(и при замене переменных t¯ = x, x¯ = t приводятся к первой при коэффициентах b = d = 0 и
b = 1, d = 0 соответственно), но они являются наиболее простыми, после F = 0, поэтому мы
их выделяем как частных, вспомогательных представителей этого семейства.
Замечание 2. В теореме 3 фактически приводится уже окончательная классификация
уравнений (4). Она является по существу перефразировкой результата из [3], где рассматри-
валось уравнение ft + cfx + Ffc = 0, отличающееся от (4) тем, что по c дифференцируется
только f . Групповая классификация этого уравнения с двумя лишь условиями (2)-(3) приве-
ла в точности к такому же уравнению (10′), и в [3] эти решения были перечислены. Поэтому
мы доказательства теоремы 3 приводить не будем, сославшись на результат [3].
Теорема 4. Алгебра Ξ = τ∂t + ξ∂x + α∂c + η∂f , определяемая соотношениями (9) и
удовлетворяющая (10), конечномерна для любой функции F(t, x, c, f). 1 1 1
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Таблица 1. Представители классов функций F , для которых (10′) имеет решением нетриви-
альную алгебру (A – произвольная константа, G(·) и Φ(·, ·) – произвольные функции)
F(t, x, c) Базис алгебры
I F = 0 Ξ1 = ∂t, Ξ2 = ∂x, Ξ3 = t∂t, Ξ4 = x∂x, Ξ5 = x∂t, Ξ6 = t∂x,
Ξ7 = t
2∂t + tx∂x, Ξ8 = tx∂t + x
2∂x
II.1 F=A exp
∫
3c+ a
c2 + bc+ d
dc Ξ1 = ∂t, Ξ2 = ∂x, Ξ3 = (x+ (a− b)t)∂t + ((a− 2b)x− dt)∂x
F = Aca Ξ1 = ∂t, Ξ2 = ∂x, Ξ3 = t∂t +
a− 2
a− 1
x∂x
F = A exp(ac) Ξ1 = ∂t, Ξ2 = ∂x, Ξ3 = t∂t +
(
x−
t
a
)
∂x
II.2 F = A/x3 Ξ1 = ∂t, Ξ2 = 2t∂t + x∂x, Ξ3 = t
2∂t + tx∂x
II.3 F = A
(
1−
(t− ac)2
t2 − 2ax
) 3
2
Ξ1 = a∂t + t∂x, Ξ2 = t∂t + 2x∂x,
(a 6= 0) Ξ3 = (t
2 − ax)∂t + tx∂x
II.4 F=A
(
(x − ct)2 + c2 + 1
x2 + t2 + 1
) 3
2
Ξ1 = (t
2 + 1)∂t + tx∂x, Ξ2 = tx∂t + (x
2 + 1)∂x,
Ξ3 = −x∂t + t∂x.
III.1 F = G(c) Ξ1 = ∂t, Ξ2 = ∂x
III.2 F = G(c)/t Ξ1 = ∂x, Ξ2 = t∂t + x∂x
IV F = Φ(x, c) Ξ1 = ∂t
F = Φ(t, c) Ξ1 = ∂x
Конечномерные нетривиальные алгебры, удовлетворяющие (10), имеются для функций
F(t, x, c, f) классов (с точностью до преобразований из группы, порожденной группой диф-
феоморфизмов (8)), представители которых приведены в таблицах 2-5.
Каждая таблица представляет собой класс (классы занумерованы римскими цифрами)
функций с одной и той же размерностью алгебры симметрий. Каждый класс делится на
семейства (занумерованные уже арабскими цифрами), различающиеся типом зависимости
от f , в каждом семействе имеются подсемейства, которые занумерованы тоже арабски-
ми цифрами.В каждом подсемействе может быть указано несколько представителей –
канонический (для которого в третьей колонке указана алгебра) и вспомогательный (для
которых указаны замены, приводящие их к каноническому виду). Вспомогательные пред-
ставители удобны для уяснения связей с представителями следующих классов.
Для каждого класса I-V предполагается, что функция F не лежит в предыдущем классе
(исключения и указания на соответствующие классы также приведены в таблицах) и что
Ff 6= 0.
Для остальных F(t, x, c, f) уравнение (10) не имеет других решений τ(t, x), ξ(t, x) кроме
тривиальных.
Таблица 2. Представители классов функций, для которых (10) имеет решением пятимерную
алгебру (P 6= 0 – произвольная константа)
F(t, x, c, f) Базис алгебры
I F = Pf−1 Ξ1 = ∂t, Ξ2 = ∂x, Ξ3 = t∂t − x∂x, Ξ4 = t∂x, Ξ5 = x∂t
F = P (t3f)−1 t¯ = −1/t, x¯ = x/t
F = Pf−1 +Q t¯ = t, x¯ = x−Qt2/2
Замечание 1. Отметим, что формат классификации в формулировке теоремы 4 опреде-
ляется устройством группы эквивалентности (8): в таблицах 1-4 первой по иерархии класси-
фицирующей характеристикой является размерность алгебры, второй – тип зависимости от
f , третьей – тип зависимости от c.
Замечание 2. Каноническими мы называем тех представителей, которым отвечают ал-
гебры симметрий уравнения, являющиеся подалгебрами восьмимерной алгебры проективных
преобразований в R2 введенной в работе С.Ли [14] (см. ткж. [15]) и состоящей из операторов
∂t, ∂x, t∂t, x∂t, t∂x, x∂x, t
2∂t + tx∂x, tx∂t + x
2∂x.
С точки зрения анализа уравнения эта алгебра играет центральную роль: во-первых, для нее
ξtt = 2ξtx − τtt = ξxx − 2τtx = τxx = 0,
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Таблица 3. Представители классов функций, для которых (10) имеет решением четырехмер-
ную алгебру (P 6= 0, Q, R, k – произвольные константы)
F(t, x, c, f) Базис алгебры / замена переменных
II.1 F = Pf j , j 6= 0, j 6= −1 Ξ1 = ∂t, Ξ3 = (2j + 1)t∂t + (j + 2)x∂x,
Ξ2 = ∂x, Ξ4 = t∂x
F = Pt−3f j t¯ = −1/t, x¯ = x/t
F = Pf +Qc+R (Q 6= 0) t¯ = e−Qt, x¯ = e−Qt(x+Rt/Q)
F = Pf +R t¯ = t, x¯ = x− 12Rt
2
F = Pc6f +Qc3 +Rc2 t¯ = eRx, x¯ = eRx(t+Qx/R)
F = Pf−2 +Rc+ S (R 6= 0) t¯ = eRt, x¯ = x+ St/R
F = Pf−2 + S t¯ = t, x¯ = x− St2/2
F = Pf−1/2 +Qc2 t¯ = t, x¯ = e−Qx
F = Pf−1/2 + S t¯ = t, x¯ = x− St2/2
F = Pt−3f−1/2 t¯ = 1/t, x¯ = x/t
F = 1t [u1c
3(j+1)(tf)j + c 1−j2j+1 ] t¯ = x, x¯ = t
j+2
2j+1
II.2 F = P (c2 ± k2)3f , k 6= 0 Ξ1 = ∂t, Ξ2 = ∂x, Ξ3 = t∂t + x∂x,
Ξ4 = x∂t ∓ k
2t∂x
F = P (c2 + k2)3f +Q(c2 + k2) t¯ = eQx cos kQt, x¯ = eQx sin kQt
F = P (c2 − k2)3f +Q(c2 − k2) t¯ = eQxchkQt, x¯ = eQxsh kQt
F = Pc3f t¯ = x+ t, x¯ = x− t
F = Pc3f +Qc2 +Rc→ F = Pc3f , t¯ = eRt (при R 6= 0), x¯ = e−Qx (при Q 6= 0)
II.3 F = Pf−2x−3 Ξ1 = ∂t, Ξ2 = x∂x, Ξ3 = t∂t,
Ξ4 = t
2∂t + tx∂x
F = Pf−2 +Q(c2 + k2), Q 6= 0 t¯ = tg kQt, x¯ = e−Qx/ coskQt
F = Pf−2 +Q(c2 − k2), Q 6= 0 t¯ = e−2Qkt, x¯ = e−Q(x+kt)
F = Pf−2 +Qc2, Q 6= 0 t¯ = t, x¯ = e−Qx
F = Pc−3f−2 +Qc, Q 6= 0 t¯ = x, x¯ = eQt
F = Pf−2(x− ct)−3, t¯ = x/t, x¯ = −1/t,
II.4 F = P (t2 ± k2)−3/2f−1/2 Ξ1 = ∂x, Ξ2 = t∂x, Ξ3 = x∂x,
Ξ4 = (t
2 ± k2)∂t + tx∂x
F = Pf−1/2 +Q(c2 + k2), Q 6= 0 t¯ = tg kQt, x¯ = e−Qx/ coskQt
F = Pf−1/2 +Q(c2 − k2), Q 6= 0 t¯ = cth kQt, x¯ = e−Qx/shkQt
F = Pf−1/2 +Rc+ S, R 6= 0 t¯ = 1+e
Rt
1−eRt , x¯ = 2
x+St/R
1+eRt
F = Pt−3/2f−1/2 t¯ = 1+t1−t , x¯ =
x
1−t
II.5 F = P ln |f |+Q Ξ1 = ∂x, Ξ2 = t∂x, Ξ3 = ∂t,
Ξ4 = t∂t + (2x−
3
2Pt
2)∂x
F = t−3(P ln |f |+Q) t¯ = −1/t, x¯ = x/t
и уравнение (10) оказывается однородным (а его решение – соответствующий представитель
класса – не содержит, тем самым, лишних параметров). Во-вторых, именно эта алгебра явля-
ется алгеброй симметрий максимальной размерности для всех рассматриваемых уравнений,
которая реализуется для уравнения с F = 0 (она и указана в формулировке теоремы 3).
Сформулированный выше способ выбора представителей позволяет параллельно с иерархией
семейств и подсемейств функций F выстроить и иерархию включений из соответствующих
алгебр, что мы рассматриваем как идеальную форму такого рода результатов.
3 Доказательство теорем 1 и 2.
Доказательства обоих теорем мы будем проводить параллельно, так как оба результата уста-
навливаются по единой схеме: сначала выводятся условия на алгебры эквивалентности и
симметрий, сохраняющие соотношения (2), затем - на алгебры, сохраняющие прямые (3), по-
том – сохраняющие форму (6) и, наконец, оставляющие инвариантными уравнения (4) или
(5).
3.1 Условие сохранения соотношений (2)
Как было сказано выше, физический смысл переменных t, x, c не позволяет нам произвольно
менять переменные, не учитывая связи между ними. Эти связи математически выражаются
соотношениями dx = cdt и dc = Fdt, которые при заменах переменных должны сохраняться.
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Таблица 4. Представители классов функций, для которых уравнение (10) имеет решением
трехмерную алгебру (G(·) – произвольная функция, для исключений указаны ссылки на
таблицы 2 и 3)
F(t, x, c, f) Базис алгебры
Ξ1 = −x∂t + t∂x,
III.1 F=
(
(x− ct)2 + 1 + c2
1 + x2 + t2
) 3
2
G
(
((x − ct)2 + 1 + c2)
3
2 f
)
Ξ2 = tx∂t + (x
2 + 1)∂x
Ξ3 = (t
2 + 1)∂t + tx∂x
III.2.1 F = G(f) Ξ1 = ∂t, Ξ2 = ∂x, Ξ3 = t∂x
G(f) 6= Pf j +Q→ II.1,
F = c3G(c3f) t¯ = x, x¯ = t
III.2.2 F = 1x3G(f) Ξ1 = ∂t, Ξ2 = 2t∂t + x∂x,
Ξ3 = t
2∂t + tx∂x
F = c
3
t G(tc
3f)− c2t t¯ = x, x¯ = t
1/2
III.2.3 F = G(c)f , Ξ1 = ∂t, Ξ2 = ∂x,
G(c) 6= (Pc2 +Qc+R)3 → II.1, II.2 Ξ3 = t∂t + x∂x
III.2.4 F = G(t)f−1/2, Ξ1 = ∂x, Ξ2 = t∂x, Ξ3 = x∂x
G(t) 6= (At2 +Bt+ C)−3/2 → II.1, II.4
III.3.1 F = (c2 + n)3/2G((c2 + n)3/2f), Ξ1 = ∂t, Ξ2 = ∂x,
G(z) 6= 1/z → I, G(z) 6= Pz → II.2 Ξ3 = x∂t − nt∂x
III.3.2 F = cmG(c3−mf) Ξ1 = ∂t, Ξ2 = ∂x,
Ξ3 = (m− 1)t∂t + (m− 2)x∂x
F 6= Pc−3f−2 +Qc→ II.3
F 6= Pf−1/2 +Qc→ II.4
F 6= Pc3f +Qc→ II.2,
F 6= Pc3/2f−1/2 +Qc2 → II.3,
F 6= Pf−2 +Qc2 → II.3
F = c2G(cf)− λc, t¯ = e−λt, x¯ = x,
F = c
m
t G(tc
3−mf) + ct(m−2) t¯ = t
m−1
m−2 , x¯ = x
F = ctG(tc
2f) t¯ = ln |t|, x¯ = x
III.3.3 F = emcG(e−mcf) Ξ1 = ∂t, Ξ2 = ∂x,
G(z) 6= z → II.1 Ξ3 = mt∂t + (mx− t)∂x
F = 1t e
mcG(te−mcf) + 1mt t¯ = t, x¯ = x+ (t− t ln t)/m
III.4.1 F=(t2 ± k2)−3/2eλh(t)G(fe2λh(t)), h(t)=
∫
dt
t2±k2, Ξ1 = ∂x, Ξ2 = t∂x,
G(z) 6= Pz−1/2 +Q→ II.3.1− II.3.3 Ξ3 = (t
2 ± k2)∂t + (tx+ λx)∂x
III.4.2 F = tk−2G(t2k−1f), Ξ1 = ∂x, Ξ2 = t∂x,
G(z) 6= Pz−1/2 +Q→ II.4, F 6= Pf ,
P
t3f → I, Ξ3 = t∂t + kx∂x
F 6= P ln |f |+Q, P ln |f |+Qt3 → II.5
F 6= Pf j +Q, t−3(Pf j +Q)→ II.1
F = G(f) +Qc+R, Q 6= 0, t¯ = e−Qt, x¯ = x+ RQ t
F = 1tG(tf) + λ
c
t , λ 6= −1 t¯ = t
λ+1, x¯ = x
III.4.3 F = ektG(e2ktf), k 6= 0 Ξ1 = ∂x, Ξ2 = t∂x,
G(z) 6= Pz−1/2 +Q→ II.1 Ξ3 = ∂t + kx∂x
F = 1tG(tf)−
c
t t¯ = ln |t|, x¯ = x
III.5 F =
(
1± (c∓t)
2
2x∓t2
)3/2
G
(
(2x∓ t2 ± (c∓ t)2)3/2f
)
Ξ1 = ∂t ± t∂x,Ξ2 = t∂t + 2x∂x,
Ξ3 = (t
2 ∓ x)∂t + tx∂x
F = (c
2±k2)3/2
t G
(
t(c2 ± k2)3/2f
)
± c(c
2±k2)
k2t , k 6= 0 t¯ = x, x¯ =
k2t2±x2
2
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Таблица 5. Представители классов функций, для которых уравнение (10) имеет решением
двух- или одномерную алгебру (Φ(·, ·, ·) и Ψ(·, ·) – произвольные функции)
IV.1 F = Ψ(c, f) Ξ1 = ∂t, Ξ2 = ∂x
IV.2 F =
1
t
Ψ(c, tf) Ξ1 = ∂x, Ξ2 = t∂t + x∂x
IV.3 F = cΨ(t, c2f) Ξ1 = ∂x, Ξ2 = x∂x
IV.4 F = Ψ(t, f) Ξ1 = ∂x, Ξ2 = t∂x
V F = Φ(t, c, f) Ξ1 = ∂x
F = Φ(x, c, f) Ξ1 = ∂t
Найдем условия сохранения алгеброй эквивалентности и алгеброй симметрий данных соот-
ношений для F(t, x, c, f) и F(t, x, c).
3.1.1 Алгебра эквивалентности для F(t, x, c, f)
Мы будем рассматривать произвольные замены в пространстве переменных (t, x, c, f,F), при
которых одновременно сохраняются тождества dx = cdt и dc = Fdt.
Поскольку в новых координатах (обозначим их теми же буквами с чертой) должно быть
выполнено dx¯ − c¯dt¯ = 0, мы, подставляя в это равенство асимптотические (вблизи a = 0)
представления замены t¯ ∼ t+ aτ , x¯ ∼ x+ aξ, c¯ ∼ c+ aα, f¯ ∼ f + aη, F¯ ∼ F + aφ, получаем
dx+aξtdt+aξxdx+aξcdc+aξfdf+aξFdF−(c+aα)(dt+aτtdt+aτxdx+aτcdc+aτfdf+aτFdF) ∼ 0
с точностью до бесконечно малых первого порядка по a. Представляя полученное выражение
в виде многочлена по a, выпишем слагаемые первого порядка по a, что дает соотношение
(cτt + α− ξt)dt+ (cτx − ξx)dx + (cτc − ξc)dc+ (cτf − ξf )df + (cτF − ξF )dF = 0.
Подставим dx = cdt и dc = Fdt и, воспользовавшись тем, что приращения dt, df и dF
независимы, получаем:
ξt + cξx + Fξc − c(τt + cτx + Fτc) = α, cτf − ξf = 0, cτF − ξF = 0. (11)
Рассуждая аналогично, найдем условия сохранения соотношения dc−Fdt = 0:
αt + cαx + Fαc −F(τt + cτx + Fτc) = φ, αf −Fτf = 0, αF −FτF = 0. (12)
Из совместности условий αf = Fτf и αF = FτF следует, что τf = 0, а значит, и ξf = αf =
φf = 0. Далее из αF = FτF следует, что ξc = cτc. Условие совместности ξc = cτc и ξF = cτF
дает τF = 0, откуда ξF = αF = 0.
Таким образом, в случае F = F(t, x, c, f) алгебра эквивалентности имеет вид
Ξ = τ(t, x, c)∂t + ξ(t, x, c)∂x + α(t, x, c)∂c + η(t, x, c, f,F)∂f + φ(t, x, c,F)∂F ,
где τ(t, x, c) и ξ(t, x, c) – произвольные функции, удовлетворяющие равенству ξc − cτc = 0,
α = ξt + cξx − c(τt + cτx), φ = αt + cαx + Fαc −F(τt + cτx + Fτc), (13)
а η(t, x, c, f,F) – пока что произвольная функция.
Остается заметить, что от условия ξc − cτc = 0 можно избавиться, если ввести функцию
β(t, x, c) = ξ − cτ . В этом случае мы получим, что τ = −βc, ξ = β + cτ = β − cβc, и ника-
ких дополнительных условий уже не требуется. Таким образом, алгебра определяется одной
произвольной функцией β(t, x, c) и одной произвольной функцией η(t, x, c, f,F).
3.1.2 Алгебра эквивалентности для F(t, x, c)
В этом случае нам понадобится дополнительно потребовать, чтобы при заменах переменных
сохранялось условие Ff = 0, что дает условие τf = ξf = αf = φf = 0.
Остальные рассуждения аналогичны предыдущему случаю: условие сохранения dx = cdt
дает равенство
aξtdt+ dx+ aξxdx + aξcdc+ aξfdf + aξFdF−
−(c+ aα)(dt+ aτtdt+ aτxdx+ aτcdc+ aτfdf + aτFdF) = 0,
с точностью до бесконечно малых первого порядка по a, расщепление которого дает систему
уравнений (11), а условия сохранения соотношения dc−F(t, x, c)dt = 0 – систему (12).
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Единственное отличие от предыдущего случая – что равенства τf = ξf = αf = φf = 0 мы
получаем не из условий совместности, а они у нас изначально равны нулю в силу сохранения
равенства Ff = 0.
Таким образом, алгебра эквивалентности для этого случая оказалась той же самой, что и
в предыдущем пункте, что означает не только то, что алгебра эквивалентности предыдущего
пункта переводит в себя подсемейство функций F(t, x, c), не зависящих от f , но и то, что в
этом подсемействе нет дополнительных преобразований, переводящих его в себя.
3.1.3 Алгебра симметрий для F(t, x, c, f)
Рассуждения здесь аналогичны рассуждениям в предыдущих пунктах, с той только разницей,
что F = F(t, x, c, f) предполагается теперь фиксированной функцией, а не самостоятельной
переменной, и поэтому, с одной стороны, все компоненты алгебры уже зависят только от
четырех переменных (t, x, c, f), а с другой – ΞF дает не компоненту φ, а обычное дифферен-
цирование функции:
ΞF = Ftτ + Fxξ + Fcα+ Ffη.
Условие сохранения dx = cdt дает нам тогда равенство
(cτt − ξt + α)dt + (cτx − ξx)dx + (cτc − ξc)dc+ (cτf − ξf )df = 0,
а условие сохранения соотношения dc = Fdt – равенство
(Fτx − αx)dx+ (Fτc − αc)dc+ (Fτf − αf )df + (Fτt − αt + τFt + ξFx + αFc + ηFf )dt = 0.
Соответственно место соотношений (11) и (12) занимают
ξf − cτf = αf −Fτf = 0, (14)
α = ξt + cξx + Fξc − cτt − c
2τx − cFτc, (15)
αt + cαx + Fαc −Fτt − cFτx −F
2τc = τFt + ξFx + αFc + ηFf . (16)
Подставим α из (15) во второе соотношение (14) и получим Ff (ξc−cτc) = 0, так что возможны
два варианта:
1) F = F(t, x, c), что будет рассмотрено в следующем пункте;
2) ξc − cτc = 0, тогда из совместности ξc = cτc и ξf = cτf получаем τf = ξf = αf = 0.
Таким образом, алгебра симметрий имеет вид
Ξ = τ(t, x, c)∂t + ξ(t, x, c)∂x + α(t, x, c)∂c + η(t, x, c, f)∂f ,
где τ(t, x, c) и ξ(t, x, c) – произвольные функции, удовлетворяющие равенству ξc − cτc = 0
(как мы уже выше отмечали, это означает, что они выражаются через одну произвольную
функцию β(t, x, c): τ = −βc, ξ = β − cβc),
α = ξt − cτt + cξx − c
2τx, (17)
а η – пока что произвольная функция, и эти четыре компоненты удовлетворяют уравнению
αt + cαx + Fαc −Fτt − cFτx −F
2τc = τFt + ξFx + αFc + ηFf . (18)
3.1.4 Алгебра симметрий для F(t, x, c)
Она вычисляется аналогично предыдущему случаю, с тем только отличием, что всюду Ff =
0. Это дает те же самые соотношения (14)-(16), из которых, впрочем, не следует никаких
дополнительных условий, поскольку второе соотношение в (14) оказывается тождеством. В
итоге алгебра симметрий имеет вид
Ξ = τ(t, x, c, f)∂t + ξ(t, x, c, f)∂x + α(t, x, c, f)∂c + η(t, x, c, f)∂f ,
где τ(t, x, c, f) и ξ(t, x, c, f) – произвольные функции, удовлетворяющие условию ξf − cτf = 0,
α = ξt+ cξx +Fξc − cτt − c
2τx − cFτc, а η – произвольная функция, и эти четыре компоненты
удовлетворяют уравнению
αt + cαx + Fαc −Fτt − cFτx −F
2τc = τFt + ξFx + αFc. (19)
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3.2 Условие сохранения прямых (3)
Для сохранения интегрирования по прямым при вычислении моментных функций при за-
менах переменных необходимо, чтобы прямые t = const, x = const перешли в прямые того
же вида. Для алгебры эквивалентности и алгебры симметрий это означает сохранение соот-
ношений dt = 0 и dx = 0, то есть выполнение следующих условий: τf = ξf = τc = ξc = 0.
Это избавляет нас от квадратичных по F членов в (13), (18) и (19), а также от условий (14),
которые теперь выполнены автоматически.
3.3 Условие сохранения числа частиц (6)
Последнее условие, которое необходимо наложить на алгебры симметрий и эквивалентности,
– сохранение числа частиц (6).
3.3.1 Алгебра эквивалентности для F(t, x, c, f)
Напомним, что по итогам предыдущих рассуждений алгебра эквивалентности уравнения с
F(t, x, c, f) имеет вид:
τ = τ(t, x), ξ = ξ(t, x), α = ξt + cξx − c(τt + cτx), φ = αt + cαx + F(αc − τt − cτx), (20)
η = η(t, x, c, f,F).
Выразим условие (6) в новых переменных и совершим обратный переход к t, x, c, f и F ,
учитывая, что dt = θxdx+θcdc, так как интегрирование происходит по поверхности t = θ(x, c):
(f + aη)(dx + a(ξtθx + ξx)dx+ aξtθcdc)(dc + a(αtθx + αx)dx + a(αtθc + αc)dc)·
·(1− cθx −Fθc − acΘ
x − aαθx − aFΘ
c − aφθc) ∼ f(1− cθx −Fθc)dxdc, (21)
где Θx и Θc – компоненты векторного поля, отвечающие за преобразование θx и θc соответ-
ственно. Слагаемые нулевого порядка по a в левой части (21) совпадают с f(1−cθx−Fθc)dxdc.
Слагаемые первого порядка по a в таком случае должны равняться нулю:
f [(ξtθx+ξx)(1−cθx−Fθc)+(αtθc+αc)(1−cθx−Fθc)−(cΘ
x+αθx+FΘ
c+φθc)]+η(1−cθx−Fθc) = 0.
Воспользуемся формулами для Θx и Θc:
Θx = τx + τtθx − ξxθx − ξtθ
2
x − αxθc − αtθcθx, Θ
c = τtθc − ξtθxθc − αcθc − αtθ
2
c ,
подстановка их в полученное равенство дает
f(ξtθx + αtθc + ξx + αc)(1 − cθx −Fθc) + η(1 − cθx −Fθc)−
−cf(τx+ τtθx− ξxθx− ξtθ
2
x−αxθc−αtθcθx)− fαθx− fF(τtθc− ξtθxθc−αcθc−αtθ
2
c)− fφθc = 0.
Так как условие (6) должно выполняться для любой функции θ(x, c), величины θx и θc
независимы, а значит коэффициенты при разных мономах от этих величин должны быть
нулевыми:
f(ξt − cτt − cαc − α) = cη, f(αt + cαx −F(ξx + τt)− φ) = Fη, f(cτx − ξx − αc) = η.
Первое и второе соотношения является следствием третьего в силу определения α и φ из (20).
Остается выражение
η = f(cτx − ξx − αc), (22)
которое дополняет (20).
3.3.2 Алгебра эквивалентности для F(t, x, c)
Вычисление условий сохранения соотношения (6) не использует зависимость/независимость
функции F от f . Поэтому результаты в этом случае аналогичны результатам п. 3.3.1.
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3.3.3 Алгебра симметрий для F(t, x, c, f)
Для сохранения соотношения (6) должно быть выполнено:
f(1 + cθx + Fθc)dxdc = (f + aη)(aξtdt+ aξxdx+ dx)(aαtdt+ aαxdx+ aαcdc+ dc)·
·(1− (c+ aα)(θx + aΘ
x)− (F + aFtτ + aFxξ + aFcα+ aFfη)(θc + aΘ
c)).
Повторяя рассуждения п. 3.3.1, получим соотношения
cη = f(ξt − cαc − cτt − α), Fη = f(αt + cαx −Fτt −Fξx −Ftτ −Fxξ −Fcα−Ffη),
η = f(cτx − ξx − αc).
первое из которых является следствием третьего в силу (17), а второе – в силу уравнения
(18). То есть в итоге имеем:
τ = τ(t, x), ξ = ξ(t, x), α = ξt + cξx − cτt − c
2τx, η = f(3cτx − 2ξx + τt) (23)
и уравнение (18).
3.3.4 Алгебра симметрий для F(t, x, c)
Так как вычисление условий сохранения числа частиц аналогично для F(t, x, c) и F(t, x, c, f)
и, в силу сохранения физического смысла моментов, τ = τ(t, x), ξ = ξ(t, x), то мы получим
те же соотношения (23) и уравнение (19).
3.4 Условие сохранения уравнения
Теперь рассмотрим главное – условия инвариантности уравнения (5) опять же в различных
версиях: с функцией F , зависящей от (t, x, c) и зависящей от (t, x, c, f).
3.4.1 Алгебра эквивалентности для F(t, x, c, f)
Условие инвариантности уравнения (5) имеет вид:
ηt + cηx + Fηc + αfx + φfc + Fcη + φ
cf + Fffcη + Fffη
c + φffcf = 0 (24)
на поверхности, заданной уравнением (5). Здесь подразумевается, что, с точностью до второго
порядка по групповому параметру, f¯t¯ ∼ ft+ aη
t, f¯x¯ ∼ fx + aη
x, f¯c¯ ∼ fc + aη
c и F¯c¯ ∼ Fc + aφ
c,
F¯f¯ ∼ Ff + aφ
f .
Специфика ситуации состоит в том, что функция F сама зависит от t, x, c, f , то есть
мы имеем дело со сложной функцией. И если продолжение на производные F (с учетом
соотношений, полученных в п. 3.3.1) осуществляется по тем же формулам, что и обычно
φc = φc + φFFc −Ftτc −Fxξc −Fcαc −Ff (ηc + ηFFc), φ
f = φFFf −Ff (ηf + ηFFf ),
поскольку это продолжение на производные F по своим (формальным) аргументам, так что
здесь не важно, что подставлено вместо этих аргументов, то для продолжения на производные
f приходится пользоваться несколько другими формулами
ηt = ηt + ηfft + ηFFt + ηFFfft − ftτt − fxξt − fcαt,
ηx = ηx + ηffx + ηFFc + ηFFffx − ftτx − fxξx − fcαx,
ηc = ηc + ηffc + ηFFc + ηFFffc − ftτc − fxξc − fcαc,
отличающимися тем, что полные производные от компонент векторного поля вычисляются
с учетом того, что их зависимость от функции f(t, x, c) является не только прямой, но и
опосредованной функцией F , которая также является одним из аргументов этих компонент.
Однако, ввиду соотношения (22), в котором зависимость η от F отсутствует, мы можем,
удалив слагаемые с ηF , пользоваться обычными формулами
ηt = ηt + ηfft − ftτt − fxξt − fcαt, η
x = ηx + ηffx − ftτx − fxξx − fcαx,
ηc = ηc + ηffc − ftτc − fxξc − fcαc. (25)
Подставим формулы для преобразований производных f и F в условие (24), заменим ft
на −cfx −Ffc −Fcf −Fffcf и преобразуем полученное выражение с учетом того, что τ и ξ
зависят только от (t, x):
DFη − ηf (Fcf + Fffcf) + Fcη + Fffcη + FcfDF τ + FffcfDF τ −Ffffcαc+
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+f(φc + φFFc −Fcαc) + Ffffcηf + (φFFf −Ffηf )ffc = 0,
для удобства мы обозначили DF = ∂t + c∂x + F∂c.
Так как Ft, Fx, Fc, Ff – произвольные величины, то коэффициенты при них должны
равняться нулю:
DF η + fφc = 0, η − ηff + f(φF +DF τ − αc) = 0, fc(η − ηff) + fcf(φF +DF τ − αc) = 0.
Подстановка в эти соотношения выражений
φ = DFα−FDF τ, η = f(cτx − ξx − αc), α = DF ξ − cDF τ
из (20) и (22) обращает все эти соотношения в тождества. Таким образом, инвариантность
семейства уравнений (5) обеспечивается условиями инвариантности (2), (3) и (6) автоматиче-
ски и алгебра эквивалентности для семейства (5) имеет вид (20), (22), что совпадает с частью
утверждения теоремы 1, касающейся уравнения (5).
3.4.2 Алгебра эквивалентности для F(t, x, c)
Условие инвариантности уравнения (4) совпадает с условием инвариантности из предыдуще-
го пункта, за исключением того, что здесь мы считаем Ff = 0. Повторяя для этой версии
рассуждения предыдущего пункта, мы получаем тот же результат: соотношения (20), (22) ав-
томатически обеспечивают инвариантность семейства уравнений (4), что совпадает с частью
утверждения теоремы 1, касающейся уравнения (4).
Осталось отметить, что для любого диффеоморфизма t¯ = ϕ(t, x), x¯ = ψ(t, x) соответству-
ющие преобразования c и F следуют из (2), а преобразования f – из (6), что и дает нам
формулы (8). Доказательство теоремы 1 на этом полностью завершено.
Следует обратить внимание на существенный для будущего рассмотрения уже трехмерно-
го уравнения феномен автоматического сохранения инвариантным дифференциальной части
уравнения Больцмана при выполнении условий инвариантности (2)–(3) и (6).
3.4.3 Алгебра симметрий для F(t, x, c, f)
Компоненты алгебры симметрий уравнения Больцмана должны на поверхности, заданной
уравнением (5), удовлетворять уравнению Ли:
ηt + cηx + Fηc + Fcη + αfx + fc(τFt + ξFx + αFc + ηFf ) + f(τFtc + ξFxc + αFcc + ηFcf )+
+Fffcη + Fffη
c + ffc(τFtf + ξFxf + αFcf + ηFff) = 0. (26)
Формулы продолжения на производные f вычисляются в этом случае стандартно – по фор-
мулам (25), которые ввиду независимости τ и ξ от c приобретают вид
ηt = ηt + ηfft − ftτt − fxξt − fcαt, η
x = ηx + ηffx − ftτx − fxξx − fcαx, η
c = ηc + ηffc − fcαc.
Подставим их в (26) и преобразуем полученное выражение, имея в виду, что ft = −cfx −
Ffc − Fcf −Fffcf . Получаем уравнение
ηt+cηx+Fηc−fηf(Fc+Fffc)+(cfx+Ffc+Fcf+Fffcf)(τt+cτx)−fx(ξt+cξx)−fc(αt+cαx+Fαc)+
+Fcη + αfx + fc(τFt + ξFx + αFc + ηFf ) + f(τFtc + ξFxc + αFcc + ηFcf)+
+Fffcη + Fff(ηc + ηffc − fcαc) + ffc(τFtf + ξFxf + αFcf + ηFff ) = 0.
Приравняем коэффициенты при fx, fc и свободные члены к нулю. Это дает три уравнения:
α = ξt + cξx − c(τt + cτx),
Ff (η + f(τt + cτx − αc)) + f(τFtf + ξFxf + αFcf + ηFff ) =
= αt + cαx + Fαc −F(τt + cτx)− (τFt + ξFx + αFc + ηFf ),
ηt + cηx + Fηc + (η − fηf )Fc + Fcf(τt + cτx) + f(τFtc + ξFxc + αFcc + ηFcf) + Fffηc = 0.
Первое из них выполнено в силу формулы для α в (23), во втором правая часть идентична
левой части уравнения (18), и поэтому равна нулю. Наконец, левая часть второго уравнения
и третье уравнение получаются дифференцированием по c и по f соответственно все того
же уравнения (18) и использованием формулы для η из (23). Таким образом, и для груп-
пы симметрий оказывается, что условие инвариантности уравнения (5) является следствием
выполнения условий сохранения (2), (3) и (6).
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3.4.4 Алгебра симметрий для F(t, x, c)
Нахождение алгебры симметрий для уравнения с F(t, x, c) дословно повторяет рассуждения
предыдущего пункта, с той только разницей, что всюду Ff = 0. Таким образом, алгебра сим-
метрий для уравнения (5) определяется формулами (23) и классифицирующим уравнением
(19). Теорема 2 полностью доказана.
4 Доказательство теоремы 4.
4.1 Схема доказательства
Доказательство теоремы 4 мы будем проводить по той же схеме, что и доказательство ре-
зультата, сформулированного нами в виде теоремы 3, в [3]. В силу теоремы 2 нас будет инте-
ресовать размерность пространства решений уравнения
τFt + ξFx + (ξt + c(ξx − τt)− c
2τx)Fc + f(3cτx − 2ξx + τt)Ff + (3cτx − ξx + 2τt)F =
= ξtt + c(2ξtx − τtt) + c
2(ξxx − 2τtx)− c
3τxx. (27)
(это уравнение (18), в котором мы подставили выражения α и η из (23), оставив только две
неизвестные функции – τ(t, x) и ξ(t, x)).
Прежде всего отметим, что приведение к канонической форме различных представителей
одного подсемейства, осуществляемые с помощью указанных в таблицах 2-4 преобразований,
проверяется по формулам (8) и не требует ничего, кроме навыков дифференцирования, по-
этому мы эти выкладки приводить не будем, однако начнем доказательство, приведя список
соответствующих преобразований.
Что же касается основной части доказательства, то сначала мы покажем, что простран-
ство решений уравнения (27) конечномерно и, более того, не может иметь размерность более
восьми. Затем мы воспользуемся классификацией вещественных конечномерных алгебр на
плоскости из [15], из которой следует, что за исключением алгебры so(3,R), все алгебры раз-
мерности больше единицы содержат двумерные подалгебры, причем таких подалгебр, с точ-
ностью до диффеоморфизма (напомним, что диффеоморфизмы пространства t, x – это груп-
па эквивалентности для нашего уравнения) ровно четыре. Это алгебры с базисами (∂t, ∂x),
(∂t, t∂t+x∂x), (∂t, x∂t) и (∂t, t∂t). Для каждой из этих алгебр мы установим соответствующий
им анзац функций F .
Это даст нам классификацию из таблицы 5. Для определения функций F , для которых
решение (27) дает более чем двумерные алгебры, следует провести разделение переменных
для каждого из полученных анзацев и разобрать все возможные варианты. В результате
получается довольно перепутанная система отношений между вариантами, поэтому мы будем
обосновывать результат другим путем, более прозрачным для читателя.
Мы просто проверим, что решения (27) с приведенными в формулировке теоремы 4 функ-
циями дают именно те алгебры, которые указаны в теореме, причем сделаем это "послойно".
Сначала функции с пяти- и четырехмерной алгеброй, затем – с трехмерной (проверяя каж-
дый раз, что большая размерность возникает только в тех частных случаях, которые уже
рассмотрены), а затем покажем, что для каждого из четырех основных анзацев разделение
переменных приводит либо к одной из указанных функций, либо алгебра оказывается дву-
мерной.
4.2 Основные замены переменных, приводящих функцию F к кано-
нической форме
Как уже отмечалось, для приведения представителей семейства к канонической форме ис-
пользуются замены переменных, указанные в таблицах 2-4, и чисто техническую проверку
того, что эти замены действительно преобразуют соответствующие функции к каноническому
виду, мы опускаем. Для удобства читателя, мы лишь выпишем, как при этих подстановках
меняются остальные переменные (фактически подставляя их в (8)). Обратим внимание, что
ниже указывается лишь "внешнее"преобразование функции F , а для полного осуществле-
ния замены переменных необходимо еще сделать соответствующие замены в аргументах у F ,
перейдя от (t, x, c, f) к (t¯, x¯, c¯, f¯) по указанным ниже формулам.
Итак, замены
t¯ = ϕ(t), x¯ = x, c¯ =
c
ϕ′(t)
, f¯ = fϕ′(t), F¯ =
1
ϕ′2(t)
[
F − c
ϕ′′(t)
ϕ′(t)
]
,
13
t¯ = t, x¯ = ψ(x), c¯ = cψ′(x), f¯ =
f
ψ′3(x)
, F¯ = ψ′(x)
[
F + c2
ψ′′(x)
ψ′(x)
]
позволяют избавить функцию F от линейных и квадратичных по c членов. Замена
t¯ = t, x¯ = x− ψ(t), c¯ = c− ψ′(t), f¯ = f, F¯ = F − ψ′′(t)
устраняет свободный член, а
t¯ = x, x¯ = t, c¯ =
1
c
, f¯ = fc3, F¯ = −
1
c3
F
позволяет квадратичные и кубические члены превратить в линейные.
В более конкретных ситуациях используются следующие версии этих замен:
t¯ = eλt, x¯ = x, c¯ =
c
λ
e−λt, f¯ = λfeλt, F¯ =
e−2λt
λ2
[F − λc];
t¯ = t, x¯ = eµx, c¯ = µceµx, f¯ =
f
µ2
e−2µx, F¯ = µeµx[F + µc2];
t¯ = tα (α 6= 0), x¯ = x, c¯ =
c
α
t1−α, f¯ = αftα−1, F¯ =
t2−2α
α2
[
F − c
α− 1
t
]
;
t¯ = ln |t|, x¯ = x, c¯ = ct, f¯ =
f
t
, F¯ = t2
[
F +
c
t
]
;
t¯ = x+ kt, x¯ = x− kt, c¯ =
c− k
c+ k
, f¯ = f
(k + c)3
4k2
, F¯ =
2k
(k + c)3
F ;
t¯ = −
1
t
, x¯ =
x
t
, c¯ = ct− x, f¯ = f, F¯ = t3F ;
t¯ = eµ(x+kt), x¯ = eµ(x−kt), c¯ = e−2µkt
c− k
c+ k
,
f¯ = f
e−µx+3kµt(k + c)3
4k2µ
, F¯ =
2ke−µx−3µkt
µ(k + c)3
[F − µ(c2 − k2)];
t¯ = e−k
2Qt cos kQx, x¯ = e−k
2Qt sin kQx, c¯ =
k sinkQx− c cos kQx
k cos kQx+ c sin kQx
,
f¯ = f
−ek
2Qt(k cos kQx+ c sinkQx)3
k3Q
, F¯ =
e−k
2Qt
[
F − cQ(k2 + c2)
]
Q(−k cos kQx− c sinkQx)3
;
t¯ = eQx cos kQt, x¯ = eQx sinkQt, c¯ =
k cos kQt+ c sin kQt
−k sin kQt+ c cos kQt
,
f¯ = f
(−k sin kQt+ c cos kQt)3
k2QeQx
, F¯ =
k[−F +Q(c2 + k2)]
eQxQ(−k sin kQt+ c cos kQt)3
;
t¯ = tg kQt, x¯ =
e−Qx
cos kQt
, c¯ =
1
k
e−Qx(−c cos kQt+ k sin kQt),
f¯ =
k
Q
e2Qxf, F¯ =
e−Qx cos3 kQt
k2Q
[−F +Q(c2 + k2)];
t¯ = e−2kQt, x¯ = e−Q(x+kt), c¯ =
1
2k
eQ(−x+kt)(c+ k),
f¯ = −
2k
Q
e2Qxf, F¯ =
e−Qx+3kQt
4k2Q
[−F +Q(c2 − k2)].
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4.3 Конечномерность алгебры симметрий
Начнем с вопроса о конечномерности множества решений уравнения (27). Предположим, что
уравнение (27) с некоторой функцией F(t, x, c, f) имеет решение (τ(t, x), ξ(t, x)) размерности
не менее, чем семь. В этом случае мы можем написать как минимум семь уравнений вида
(27) для каждого оператора Ξi = τ i∂t + ξ
i∂x, i = 1, . . . , 7. Полученную систему уравнений
можно рассматривать как линейную однородную алгебраическую систему относительно семи
переменных Ft, Fx, Fc, cFc−2fFf−F , cFc−fFf−2F , c
2Fc−3cfFf−3cF и единицы. Поскольку
эта система имеет нетривиальное решение, ее определитель равен нулю:
∣∣∣∣∣∣∣
τ1 ξ1 ξ1t ξ
1
x −τ
1
t −τ
1
x −(ξ
1
tt + c(2ξ
1
tx − τ
1
tt) + c
2(ξ1xx − 2τ
1
tx)− c
3τ1xx)
...
...
...
...
...
...
...
τ7 ξ7 ξ7t ξ
7
x −τ
7
t −τ
7
x −(ξ
7
tt + c(2ξ
7
tx − τ
7
tt) + c
2(ξ7xx − 2τ
7
tx)− c
3τ7xx)
∣∣∣∣∣∣∣
= 0.
В силу независимости τ i и ξi от c мы получаем из этого условия четыре разных определи-
теля, каждый из которых равен нулю. Условие линейной зависимости столбцов каждого из
этих определителей переписывается в виде дифференциального уравнения, которому должны
удовлетворять все пары (τ i, ξi) (причем, поскольку нетривиальность решения указанной си-
стемы гарантированно находится в последней компоненте, можно утверждать, что последний
столбец выражается через остальные). Получим


ξtt = L
1
11(τ, ξ),
2ξtx − τtt = L
2
11(τ, ξ),
ξxx − 2τtx = L
3
11(τ, ξ),
τxx = L
4
11(τ, ξ),
(28)
через Lkij(τ, ξ) обозначены линейные дифференциальные операторы (с переменными, вооб-
ще говоря, коэффициентами), имеющие порядок i производных от функций τ и порядок j
производных от функций ξ, индекс k нумерует эти дифференциальные операторы.
Полученная система дифференциальных уравнений имеет только конечномерное про-
странство решений. В этом легко убедиться: воспользовавшись условиями согласования про-
изводных от ξ в первых трех уравнениях, мы получаем два соотношения
τttt = L
5
21(τ, ξ), τttx = L
6
21(τ, ξ),
добавление к ним соотношений
τtxx = L
7
21(τ, ξ), τxxx = L
8
21(τ, ξ),
получаемых дифференцированием последнего уравнения в (28) и первых трех уравнений
из (28), дает нам линейную систему относительно τ и ξ в нормальной форме, размерность
пространства решений которой не превосходит количества начальных условий для функций
τ , ξ и их производных: для τ до второго, а для ξ – до первого порядка. Общее количество таких
начальных условий равно девяти. В рассматриваемом нами случае они зависимы, поскольку,
в силу последнего уравнения (28), начальное значение для τxx определяется по значениям
младших производных τ и ξ однозначно. Значит, интересующая нас алгебра симметрий не
может иметь размерность больше, чем восемь.
Как известно, все конечномерные алгебры Ли на плоскости были классифицированы С. Ли
в [14], при этом алгебра рассматривалась как линейное пространство над полем комплексных
чисел. Уточнение этой классификации для случая алгебры над полем вещественных чисел
было сделано в [15]. Из представленного там результата очевидно вытекает, что все конеч-
номерные алгебры Ли плоскости над R либо одномерны, либо имеют двумерную подалгебру,
либо эквивалентны алгебре вращений so(3,R). Поэтому нам необходимо рассмотреть три ос-
новных случая: одномерной алгебры, двумерных алгебр и алгебры so(3,R).
4.4 Случай алгебры so(3,R)
Нам удобно использовать следующую реализацию алгебры so(3): Ξ1 = −x∂t + t∂x, Ξ2 =
tx∂t + (x
2 + 1)∂x и Ξ3 = (t
2 + 1)∂t + tx∂x, эта алгебра имеет то преимущество, что для нее
уравнение (27) оказывается однородным.
Найдем, какие функции F(t, x, c, f) обладают данной алгеброй. Подставим операторы Ξ1,
Ξ2 и Ξ3 в (27), получим систему:
−xFt + tFx + (1 + c
2)Fc − 3cfFf − 3cF = 0,
txFt + (x
2 + 1)Fx + c(x− ct)Fc − 3f(x− ct)Ff + 3ctF = 0,
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(t2 + 1)Ft + txFx + (x− ct)Fc + 3tF = 0.
Линейным комбинированием эта система приводится к виду
−xFt + tFx + (1 + c
2)Fc − 3cfFf − 3cF = 0,
(t2 + x2 + 1)Fx + (t+ cx)Fc − 3xfFf = 0,
(t2 + x2 + 1)Ft + c(t
2 + x2 + 1)Fx + 3(t+ cx)F = 0.
Из последнего уравнения получаем F = Φ(x − ct, c, f)(1 + x2 + t2)−3/2, подстановка этого
выражения в первое уравнение дает соотношение
caΦa + (1 + c
2)Φc − 3cfΦf − 3cΦ = 0,
где через a обозначен первый аргумент функции Φ. Отсюда мы получаем, что Φ(a, c, f) =
1
fΨ(fa
3, a2/(1 + c2)), а значит,
F =
1
f
(1 + x2 + t2)−
3
2Ψ(f(x− ct)3,
(x− ct)2
1 + c2
).
Наконец, подстановка полученного выражения в среднее уравнение приводит уже к диффе-
ренциальному уравнению на Ψ: 3bΨb+2g(1+ g)Ψg = 0, где b = f(x− ct)
3, g = (x−ct)
2
1+c2 . Откуда
находим Ψ = G
(
b(1+gg )
3
2
)
, где G – произвольная функция, что и дает
F =
1
(1 + x2 + t2)
3
2 f
G
(
((x− ct)2 + 1 + c2)
3
2 f
)
,
или, эквивалентно,
F =
(
(x − ct)2 + 1 + c2
1 + x2 + t2
) 3
2
G
(
((x− ct)2 + 1 + c2)
3
2 f
)
,
указанную в формулировке теоремы 4 под номером III.1.
Обратно, вычисление производных функции F указанного вида
Ft =
3
2
[
−2c(x− ct)
(x− ct)2 + 1 + c2
−
2t
1 + x2 + t2
]
F+
+
3
2
(
(x− ct)2 + 1 + c2
1 + x2 + t2
) 3
2
G′
(
((x− ct)2 + 1 + c2)
3
2 f
)
[−2c(x− ct)((x − ct)2 + 1 + c2)
1
2 f ],
Fx =
3
2
[
2(x− ct)
(x− ct)2 + 1 + c2
−
2x
1 + x2 + t2
]
F+
+
3
2
(
(x− ct)2 + 1 + c2
1 + x2 + t2
) 3
2
G′
(
((x− ct)2 + 1 + c2)
3
2 f
)
[2(x− ct)((x − ct)2 + 1 + c2)
1
2 f ],
Fc =
3
2
−2t(x− ct) + 2c
(x− ct)2 + 1 + c2
F+
+
3
2
(
(x− ct)2 + 1 + c2
1 + x2 + t2
) 3
2
G′
(
((x− ct)2 + 1 + c2)
3
2 f
)
[−2t(x− ct) + 2c]((x− ct)2 + 1 + c2)
1
2 f,
Ff =
(
(x− ct)2 + 1 + c2
1 + x2 + t2
) 3
2
G′
(
((x− ct)2 + 1 + c2)
3
2 f
)
((x− ct)2 + 1 + c2)
3
2
и подстановка их в (27), после введения обозначения z = ((x − ct)2 + 1 + c2)
3
2 f приводит к
уравнению
3
2
(
(x− ct)2 + 1 + c2
1 + x2 + t2
) 3
2
{
τ
[
G(z)
(
−2c(x− ct)
(x− ct)2 + 1 + c2
−
2t
1 + x2 + t2
)
+G′(z)z
−2c(x− ct)
(x− ct)2 + 1 + c2
]
+
ξ
[
G(z)
(
2(x− ct)
(x − ct)2 + 1+ c2
−
2x
1 + x2 + t2
)
+G′(z)z
2(x− ct)
(x− ct)2 + 1 + c2
]
+
+(ξt+c(ξx−τt)−c
2τx)
[
G(z)
−2t(x− ct) + 2c
(x− ct)2 + 1 + c2
+G′(z)z
−2t(x− ct) + 2c
(x− ct)2 + 1 + c2
]
+
2
3
(3cτx−2ξx+τt)G
′(z)z
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+
2
3
(3cτx − ξx + 2τt)G(z)
}
= ξtt + c(2ξtx − τtt) + c
2(ξxx − 2τtx)− c
3τxx.
Левая часть этого уравнения зависит от c иррациональным образом, правая же является
полиномом, поэтому и левая, и правая части равны нулю по отдельности.
Для правой части отсюда следует
ξtt = 2ξtx − τtt = ξxx − 2τtx = τxx = 0,
решение полученных уравнений имеет вид
τ = At2 +Btx+ Ct+Dx+ E, ξ = Atx+Bx2 + Ft+Gx +H. (29)
А для левой после умножения на (x − ct)2 + 1 + c2 мы получаем, что (tτ+xξ)[(x−ct
2)+1+c2]
1+x2+t2
должно делиться нацело. Поскольку (x−ct
2)+1+c2
1+x2+t2 = 1 + c
2 − (t+cx)1+x2+t2 , и получившаяся дробь
несократима, нам остается только утверждать, что tτ + xξ должно нацело делиться на 1 +
t2 + x2. Подставляя в это условие формулы (29), получаем, что нацело делится дробь
tτ + xξ
1 + t2 + x2
= (At+Bx+ C) +
(G− C)x2 + (D + F )tx+ (E −A)t+ (H −B)x− C
1 + t2 + x2
,
откуда G = C = 0, D = −F , E = A, H = B, то есть мы получили ту самую трехмерную
алгебру, без дополнительных расширений.
4.5 Семейства функций F для уравнений с одно- и двумерными ал-
гебрами симметрий
Как известно, любую нетривиальную одномерную алгебру в R диффеоморфизмом можно
превратить в Ξ = ∂x. Условие ΞF = 0 дает нам условие независимости F от переменной x,
и очевидно, что для всех таких функций уравнение (5) обладает указанной алгеброй. Таким
образом мы получаем семейство V из утверждения теоремы. Впрочем, в каких-то ситуациях,
возможно, удобнее, чтобы этот оператор был дифференцированием по временно´й переменной,
и тогда мы получаем другую форму для представителей соответствующих классов эквива-
лентности – не зависящую уже от t.
Как уже отмечалось выше, любая конечномерная алгебра симметрий размерности больше
двух, кроме so(3), содержит двумерную подалгебру. Поэтому ниже мы найдем все уравнения,
допускающие двумерную алгебру симметрий, и уже среди них будем отыскивать уравнения
с алгебрами бо´льших размерностей.
Любую двумерную алгебру Ξ = AΞ1 + BΞ2 за счет выбора подходящего базиса можно
привести к одному из двух канонических случаев – [Ξ1,Ξ2] = 0 (коммутативная алгебра) и
[Ξ1,Ξ2] = Ξ1 (некоммутативная алгебра), мы далее рассмотрим каждый их этих двух случаев.
Итак, пусть сначала алгебра коммутативна. Тогда она либо приводится к виду Ξ = A∂x+
B∂t, либо к виду Ξ = A∂x+Bt∂x. Действительно, один из операторов заменой переменных из
группы эквивалентности можно привести к виду Ξ1 = ∂x, при этом соответствующая замена
t¯ = ϕ(t, x), x¯ = ψ(t, x) находится как решение системы Ξ1ϕ = 0, Ξ1ψ = 1. Тогда из условий
коммутирования c ∂x для оператора Ξ2 = τ2∂t + ξ2∂x получаем τ2 = τ2(t), ξ2 = ξ2(t).
В случае τ2 6= 0 мы можем найти замену переменных, которая переведет (τ2, ξ2) в (1, 0)
и сохранит первое векторное поле: t¯ =
∫
1/τ2(t)dt, x¯ = x −
∫
ξ2(t)/τ2(t)dt. В случае τ2 = 0
обозначение t¯ = ξ2(t) приводит второй оператор к виду t∂x. Первому случаю – транзитивной
коммутативной группы – соответствует F = Ψ(c, f), а второму – нетранзитивной коммута-
тивной группы – F = Ψ(t, f).
Если алгебра некоммутативна, то, приведя первый оператор к виду ∂x, мы для второго
оператора из условия [Ξ1,Ξ2] = Ξ1 получаем (τ2)x = 0, (ξ2)x = 1, то есть τ2 = τ(t), ξ2 = x+ξ˜(t).
Здесь тоже есть два варианта. Если τ(t) 6= 0, то можно, сделав замену t¯ = ϕ(t), x¯ = x−ψ(t),
где функции ϕ и ψ определяются из уравнений τϕ˙ = ϕ, τψ˙ = ψ − ξ˜(t), мы сведем второй
оператор к виду Ξ2 = t∂t + x∂x. Если же τ(t) = 0, то замена t¯ = t, x¯ = x + ξ˜(t) превращает
второй оператор в x∂x.
В первом случае (транзитивная группа) подстановка нашей алгебры в (27) дает F =
1
tΨ(c, tf), во втором (нетранзитивная группа) – F = cΨ(t, c
2f)
Четыре полученных семейства и есть семейства IV.1-IV.4, приведенные в формулировке
теоремы 4 в таблице 5. Очевидно, что для любой функции F этих семейств соответствующая
группа симметрий будет содержать как минимум отвечающую этому семейству двумерную
алгебру. Для некоторых функций из этих семейств алгебра симметрий может оказаться ши-
ре (эти функции приведены в таблицах 2-4). В следующих параграфах мы проверим, что
этим функциям отвечают именно указанные алгебры, и покажем, что других функций, для
которых алгебра симметрий уравнения (5) имеет размерность более, чем два, нет.
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4.6 Группы эквивалентности семейств
Для дальнейшего анализа нам будет удобно вычислить также алгебры эквивалентности каж-
дого из четырех выделенных нами семейств функций F .
Лемма 1. Алгебры эквивалентности для выделенных нами семейств функций F имеют
вид, приведенный в таблице 6:
Таблица 6. Алгебры эквивалентности семейств IV.
Семейство функций F(t, x, c, f) Базис алгебры эквивалентности
F = Ψ(c, f) Ξ1 = ∂t, Ξ2 = ∂x, Ξ3 = t∂t,
Ξ4 = x∂x, Ξ5 = x∂t, Ξ6 = t∂x
F = Ψ(t, f) Ξ1 = ∂t, Ξ2 = t∂t, Ξ3 = t
2∂t + tx∂x,
Ξ4 = x∂x, Ξ∞ = h(t)∂x,
F = 1tΨ(c, tf) Ξ1 = t∂t, Ξ2 = ∂x, Ξ3 = x∂x, Ξ4 = t∂x
F = cΨ(t, c2f) Ξ1 = ∂x, Ξ2 = x∂x, Ξ∞ = h(t)∂t.
Доказательство. Воспользуемся формулой (7) из теоремы 1, дающей нам компоненту
ΞF = φ = ξtt + c(2ξtx − τtt) + c
2(ξxx − 2τtx)− c
3τxx + F(ξx − 2τt − 3cτx),
найдем продолжения оператора на производные функции F , и заметим, что каждое семейство
определяется парой дифференциальных соотношений. Это соотношения Ft = Fx = 0 для
первого семейства, Fx = Fc = 0 для второго, Fx = tFt − fFf + F = 0 для третьего и
Fx = cFc − 2fFf − F = 0 для четвертого. Поэтому нам достаточно найти те φ, для которых
остаются инвариантными эти пары соотношений.
Продолжение действия оператора на производные имеет вид
ΞFt = ξttt+ c(2ξttx− τttt)+ c
2(ξtxx− 2τttx)− c
3τtxx+F(ξtx − 2τtt− 3cτtx)+Ft(ξx − 3τt− 3cτx)−
−Fxξt −Fc(ξtt + cξtx − c(τtt + cτtx))− fFf (3cτtx − 2ξtx + τtt),
ΞFx = ξttx+ c(2ξtxx− τttx)+ c
2(ξxxx− 2τtxx)− c
3τxxx+F(ξxx− 2τtx− 3cτxx)+Fx(−2τt− 3cτx)−
−Ftτx −Fc(ξtx + cξxx − c(τtx + cτxx))− fFf(3cτxx − 2ξxx + τtx),
ΞFc = 2ξtx − τtt + 2c(ξxx − 2τtx)− 3c
2τxx − 3Fτx + Fc(−τt − cτx)− 3fFfτx,
ΞFf = Ff (3ξx − 3τt − 6cτx).
Условие инвариантности соотношений Ft = Fx = 0 дает равенства
ξttt + c(2ξttx − τttt) + c
2(ξtxx − 2τttx)− c
3τtxx + F(ξtx − 2τtt − 3cτtx)−
−Fc(ξtt + cξtx − c(τtt + cτtx))− fFf(3cτtx − 2ξtx + τtt) = 0,
ξttx + c(2ξtxx − τttx) + c
2(ξxxx − 2τtxx)− c
3τxxx + F(ξxx − 2τtx − 3cτxx)−
−Fc(ξtx + cξxx − c(τtx + cτxx))− fFf (3cτxx − 2ξxx + τtx),
из которых, в силу произвольности величин Fc и Ff , следует, что все вторые производные
функций τ и ξ равны нулю. Что и дает нам алгебру линейных преобразований, указанную в
первой строке.
Условие инвариантности соотношений Fx = Fc = 0 имеет вид
ξttx + c(2ξtxx − τttx) + c
2(ξxxx − 2τtxx)− c
3τxxx + F(ξxx − 2τtx − 3cτxx)−
−Ftτx − fFf (3cτxx − 2ξxx + τtx) = 0,
2ξtx − τtt + 2c(ξxx − 2τtx)− 3c
2τxx − 3Fτx − 3fFfτx = 0,
откуда следует τx = ξxx = 0, ξttx = 0, 2ξtx − τtt = 0, что и приводит к алгебре, указанной
во второй строчке. В отличие от первой, она бесконечномерна и позволяет из функции F =
Ψ(t, x) вычитать любую функцию от t.
18
Условие инвариантности соотношений Fx = tFt − fFf + F = 0 имеет вид
ξttx + c(2ξtxx − τttx) + c
2(ξxxx − 2τtxx)− c
3τxxx + F(ξxx − 2τtx − 3cτxx)−
−Ftτx −Fc(ξtx + cξxx − c(τtx + cτxx))− (tFt + F)(3cτxx − 2ξxx + τtx) = 0,
t[ξttt + c(2ξttx − τttt) + c
2(ξtxx − 2τttx)− c
3τtxx + F(ξtx − 2τtt − 3cτtx) + Ft(ξx − 3τt − 3cτx)−
−Fxξt −Fc(ξtt + cξtx − c(τtt + cτtx))− fFf(3cτtx − 2ξtx + τtt)] + τFt−
−(tFt+F)(ξx − 2τt − 3cτx) + ξtt + c(2ξtx − τtt) + c
2(ξxx − 2τtx)− c
3τxx +F(ξx − 2τt − 3cτx) = 0,
откуда, в силу произвольности Fc немедленно следует, что все вторые производные от τ и ξ
равны нулю, а тогда условия редуцируются к Ftτx = Ft[τ − t(ξx − 2τt − 3cτx)] = 0, откуда
τx = 0, τ = tτt, и линейность обеих функций дает нам алгебру в третьей строчке.
Наконец, для соотношений Fx = cFc− 2fFf −F = 0 условие инвариантности приобретает
вид
ξttx + c(2ξtxx − τttx) + c
2(ξxxx − 2τtxx)− c
3τxxx + F(ξxx − 2τtx − 3cτxx)−
−Ftτx −Fc(ξtx + cξxx − c(τtx + cτxx))−
1
2
(cFc −F)(3cτxx − 2ξxx + τtx) = 0,
c[2ξtx−τtt+2c(ξxx−2τtx)−3c
2τxx−3Fτx+Fc(−τt−cτx)−
3
2
(cFc−F)τx]+Fc(ξt+c(ξx−τt)−c
2τx))−
−(cFc−F)[ξx− 2τt− 3cτx)− [ξtt+ c(2ξtx− τtt)+ c
2(ξxx− 2τtx)− c
3τxx+F(ξx− 2τt− 3cτx)] = 0,
откуда, в силу произвольности Ft, Fc, получаем τx = ξt = 0 = 0, ξxx = 0, что и приводит к
алгебре в четвертой строке. Лемма доказана.
4.7 Алгебры симметрий для семейств I и II.*
В этом параграфе мы покажем, что уравнения (5) с функциями семейств I и II.* имеют в
точности пяти- и четырехмерную алгебру симметрий соответственно. Для этого мы каждую
из этих функций подставим в классифицирующее уравнение (27) и найдем соответствующую
алгебру.
4.7.1 F = P/f
Подставляя эту функцию в (27), получаем
(ξx + τt)
P
f
= ξtt + c(2ξtx − τtt) + c
2(ξxx − 2τtx)− c
3τxx.
Расщепление сначала по f , а потом по c дает ξx + τt = 0 и равенство нулю всех вторых
производных, откуда мы и получаем пятимерную алгебру, указанную в I.
4.7.2 F = Pf j
Подстановка в (27) дает
[(3cτx − 2ξx + τt)j + 3cτx − ξx + 2τt]Pf
j = ξtt + c(2ξtx − τtt) + c
2(ξxx − 2τtx)− c
3τxx,
откуда после расщепления
3(j + 1)τx = 0, −(2j + 1)ξx + (j + 2)τt = 0, ξtt = 2ξtx − τtt = ξxx − 2τtx = τxx = 0.
При j 6= −1 мы имеем τx = 0, и решение системы дает алгебру, указанную в II.1, при j = −1
мы получаем уже рассмотренную выше функцию I.
4.7.3 F = P (c2 ± k2)3f
Для этой функции подстановка в (27) дает
[(ξt+c(ξx−τt)−c
2τx)6c+(6cτx−3ξx+3τt)(c
2±k2)]P (c2±k2)2f =
= ξtt + c(2ξtx − τtt) + c
2(ξxx − 2τtx)− c
3τxx,
расщеплением по f , а затем по c получаем ξx = τt, ξt ± k
2τx = 0, τtt = τxx = τtx = 0, что и
дает нам алгебру II.2.
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4.7.4 F = Pf−2x−3
Аналогично подстановка и расщепление приводят к системе τx = ξx−
ξ
x = 0, τtt−2ξtx = ξtt = 0,
которая дает алгебру II.3.
4.7.5 F = P (t2 ± k2)−3/2f−1/2
И снова расщепление дает систему τx = 0, τt(t
2 ± k2) = 2tτ , ξtt = 2ξtx − τtt = ξxx = 0, которая
дает алгебру II.4.
4.7.6 F = P ln |f |+Q
Все так же расщепляя уравнение, получаем τx = 0, ξx = 2τt, ξtt = −3Pτt, τtt = 0, откуда
немедленно приходим к алгебре II.5.
4.8 Алгебры симметрий для семейств III.*.*
В этом параграфе мы докажем, что для всех функций семейств III.*.*, за исключением тех,
которые попадают в семейства I и II.*, алгебра симметрий уравнения (5) в точности трехмер-
на. При этом, помимо прямого выхода на случаи II.*.*, мы будем использовать для приведе-
ния к этим функциям некоторые простые замены из группы эквивалентности . Это замена
t¯ = x, x¯ = t, для нее c¯ = 1/c, F¯ = −c−3F , f¯ = c3f , и замена t¯ = t, x¯ = x − kt, для которой
c¯ = c− k, F¯ = F , f¯ = f .
Случай III.1 с алгеброй so(3) был рассмотрен выше, поэтому мы перейдем к следующему
случаю.
4.8.1 F = G(f)
Подстановка этой функции в (27) приводит к равенству
(3cτx − 2ξx + τt)fG
′(f) + (3cτx − ξx + 2τt)G(f) = ξtt + c(2ξtx − τtt) + c
2(ξxx − 2τtx)− c
3τxx.
Если функции fG′(f),G(f) и единица являются линейно независимыми, то из этого равенства
следует
3cτx − 2ξx + τt = 3cτx − ξx + 2τt = ξtt + c(2ξtx − τtt) + c
2(ξxx − 2τtx)− c
3τxx = 0,
расщепление полученных равенств по c дает τx = ξx = τt = 0, ξtt = 0, откуда мы и получаем
алгебру III.2.1.
Если же эти функции линейно зависимы, то учитывая, что G(f) не является константой
по предположению теоремы, мы получаем, что fG′(f) = αG(f) + β, где α и β – некоторые
константы. Если α 6= 0, то F = G(f) = Pfα − βα , замена t¯ = t, x¯ = x +
βt2
2α приводит эту
функцию к виду II.1 при α 6= −1 или I при α = −1. Если же α = 0, то мы получаем функцию
II.5.
4.8.2 F = G(f)/x3
Подставляя эту функцию в (27), получаем уравнение
−3ξ
G(f)
x4
+(3cτx−2ξx+τt)
fG′(f)
x3
+(3cτx−ξx+2τt)
G(f)
x3
= ξtt+c(2ξtx−τtt)+c
2(ξxx−2τtx)−c
3τxx.
И здесь, если fG′(f), G(f) и единица являются линейно независимыми, то мы получаем
3cτx− 2ξx+ τt = 0, −3ξ
1
x
+3cτx− ξx+2τt = 0, ξtt+ c(2ξtx− τtt)+ c
2(ξxx− 2τtx)− c
3τxx = 0,
расщепление по c дает нам τx = 0, 2ξx = τt, −3ξ
1
x + 3ξx = 0, ξtt = ξxx = 0, откуда мы
немедленно получаем алгебру III.2.2.
Если же fG′(f) = αG(f) + β, то мы получаем другое расщепление по f (поскольку G(f)
по условиям теоремы непостоянная):
−3ξ
1
x
+ 3(α+ 1)cτx − (2α+ 1)ξx + (α+ 2)τt = 0,
β
x3
(3cτx − 2ξx + τt) = ξtt + c(2ξtx − τtt) + c
2(ξxx − 2τtx)− c
3τxx,
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и дальнейшее расщепление по c приводит к системе
3(α+ 1)τx = 0, −3
ξ
x
− (2α+ 1)ξx + (α+ 2)τt = 0,
ξtt =
β
x3
(−2ξx + τt), 2ξtx − τtt =
3β
x3
τx, ξxx − 2τtx = τxx = 0.
Если α 6= −1, то мы из первого уравнения получаем τx = 0, из последнего – ξxx = 0, а значит,
ξ = p(t)x+ q(t). Подстановка этой функции во второе уравнение дает (α + 2)(τt − 2p(t)) = 0,
q(t) = 0, из третьего p′′(t) = β(τt − 2p(t)) = 0, из четвертого 2p
′(t) = τtt. В итоге p(t) = at+ b,
ξ = (at+ b)x, τ = at2 + kt+ l и (α + 2)(k − 2b) = β(k − 2b) = 0. Если k = 2b, то мы получаем
всю ту же трехмерную алгебру III.2.2, случай же k 6= 2b возможен только при α = −2, β = 0,
что дает нам функцию II.3.
4.8.3 F = G(c)f
Подстановка в (27) и расщепление по f приводит нас к условиям
(ξt + c(ξx − τt)− c
2τx)G
′(c) + 3(2cτx − ξx + τt)G(c) = 0,
ξtt = 2ξtx − τtt = ξxx − 2τtx = τxx = 0.
Из второго мы получаем для τ и ξ формулы
τ = At2 +Btx+ Ct+Dx+ E, ξ = Atx+Bx2 + Ft+Gx +H,
подстановка которых в первое уравнение и расщепление по переменным t, x дает равенства
−(Ac+Bc2)G′(c) + 3(2Bc+A)G(c) = 0, (A+ cB)G′(c)− 3BG(c) = 0,
(F + c(G− C)− c2D)G′(c) + 3(2Dc+ C −G)G(c) = 0.
Складывая второе равенство, умноженное на c, с первым, мы получаем G(c)(Bc + A) = 0,
откуда, в силу G(c) 6= 0, A = B = 0. Из третьего же равенства мы получаем, что либо F = D =
0, G = C, что дает нам трехмерную алгебру, указанную в III.2.3, либо G(c) = (Pc2+Qc+R)3,
F = (Pc2 +Qc+R)3f .
В последнем случае, если P 6= 0, то заменой переменных t¯ = t, x¯ = x + Q2P t мы приводим
нашу функцию к виду F = P (c2 ± k2)3f , то есть к функции II.2, если P = 0, но Q 6= 0, то
заменой t¯ = t, x¯ = x+ RQ t мы приводим нашу функцию к виду F = Pc
3f , также являющуюся
представителем семейства II.2. Если P = Q = 0, но R 6= 0, то функция сразу оказывается
частным случаем II.1.
4.8.4 F = G(t)f−1/2
Здесь подстановка и расщепление по f и по c дает
τx = 0, τG
′(t) +
3
2
τtG(t) = 0, ξtt = 2ξtx − τtt = ξxx = 0,
откуда ξ = atx + bx + kt + l, τ = at2 + pt + q, и либо τ = 0, и мы получаем трехмерную
алгебру III.2.4, либо G(t) = (at2 + pt+ q)−3/2, F = (at2 + pt+ q)−3/2f−1/2, что сдвигами по t
приводится либо к F = P (t2 ± k2)−3/2f−1/2, либо к F = Pt−3f−1/2, либо к F = Pt−3/2f−1/2,
либо к F = Pf−1/2. Первая третья из перечисленных функций относятся к семейству II.4, а
вторая и четвертая – к семейству II.1.
4.8.5 F = (c2 + n)3/2G((c2 + n)3/2f)
Случай n = 0 дает нам функцию из семейства III.2.1, уже рассмотренного ранее, поэтому
далее мы считаем n 6= 0. Подстановка в уравнение и обозначение аргумента функции G через
z приводит к равенству
(ξt + c(ξx − τt)− c
2τx)3c(c
2 + n)1/2(G(z) + zG′(z)) + (3cτx − 2ξx + τt)(c
2 + n)3/2zG′(z)+
+(3cτx − ξx + 2τt)(c
2 + n)3/2G(z) = ξtt + c(2ξtx − τtt) + c
2(ξxx − 2τtx)− c
3τxx.
Поскольку слева стоит иррациональная функция от c, а справа – многочлен, правая и левая
часть равенства равны нулю по отдельности:
(ξt+c(ξx−τt)−c
2τx)3c(G(z)+zG
′(z))+(3cτx−2ξx+τt)(c
2+n)zG′(z)+(3cτx−ξx+2τt)(c
2+n)G(z) = 0,
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ξtt = 2ξtx − τtt = ξxx − 2τtx = τxx = 0.
Если G(z) + zG′(z) = 0, то мы получаем функцию I. Если же G(z) + zG′(z) 6= 0, то в первом
уравнении второе и третье слагаемые содержат множитель c2+n, поэтому первый множитель
в первом слагаемом должен делиться на c2 + n, что дает ξx = τt, ξt + nτx = 0, откуда следует
равенство нулю всех вторых производных ξ и τ , первое же равенство при этом приобретает
вид τt[−zG
′(z) + G(z)] = 0. Если G(z) 6= Pz, то τt = ξx = 0, и мы получаем трехмерную
алгебру, указанную в III.3.1, в противном случае мы приходим к функции II.2.
4.8.6 F = cmG(c3−mf)
Подставив F = cmG(c3−mf) в (27), обозначив через z аргумент функции G, получим после
группировки
[(mξt + c((m− 1)ξx − (m− 2)τt)− (m− 3)c
2τx]c
m−1G(z)+
+[((3−m)ξt + c((1−m)ξx − (2−m)τt) +mc
2τx)]c
m−1zG′(z) =
= ξtt + c(2ξtx − τtt) + c
2(ξxx − 2τtx)− c
3τxx. (30)
Если m 6= 0, 1, 2, 3 (эти случаи мы рассмотрим отдельно), то либо функции zG′(z), G(z)
и единица линейно независимы – тогда τx = ξt = 0, (m − 1)ξx = (m − 2)τt, и мы получаем
трехмерную алгебру III.3.2. Либо они линейно зависимы, и тогда zG′(z) = αG(z) + β, где
α 6= 0 (если коэффициент при G(z) нулевой, то нулевым оказывается и коэффициент при
zG′(z)), что дает G(z) = Pzj +Q.
Для этой G(z) наше уравнение приводится к виду
[(mξt + c((m− 1)ξx − (m− 2)τt)− (m− 3)c
2τx]c
m−1(Pzj +Q)+
+[((3−m)ξt+c((1−m)ξx−(2−m)τt)+mc
2τx)]c
m−1jPzj = ξtt+c(2ξtx−τtt)+c
2(ξxx−2τtx)−c
3τxx,
приравнивание коэффициентов при zj и при членах, не содержащих z, дает
[m+ j(3−m)]ξt + c(1− j)[(m− 1)ξx − (m− 2)τt]− [(m− 3)− jm]c
2τx = 0,
Q[(mξt+ c((m− 1)ξx− (m− 2)τt)− (m− 3)c
2τx]c
m−1 = ξtt+ c(2ξtx− τtt)+ c
2(ξxx− 2τtx)− c
3τxx,
и из первого уравнения при j 6= 1, m−3m ,
m
m−3 снова получаем ту же трехмерную алгебру. Если
j = 1, то из первого уравнения ξt = τx = 0, второе уравнение приобретает вид
Qcm((m− 1)ξx − (m− 2)τt) = −cτtt + c
2ξxx,
и поскольку m 6= 1, 2, мы снова получаем ту же трехмерную алгебру. Исключение составляет
случай Q = 0, что дает нам функцию из семейства II.2.
При j = mm−3 мы из первого уравнения получаем
−c
3
m− 3
[(m− 1)ξx − (m− 2)τt]−
9− 6m
m− 3
c2τx = 0,
откуда при m 6= 32 немедленно следует (m− 1)ξx = (m− 2)τt, τx = 0,
Qmξtc
m−1 = ξtt + c(2ξtx − τtt) + c
2ξxx,
и в силу m 6= 1, 2, 3 получаем при Q 6= 0, что ξt = 0, приходя ко все той же трехмерной
алгебре. Если же Q = 0, то мы получаем функцию II.1.
Аналогично при j = m−3m мы из первого уравнения при m 6=
3
2 получаем ξt = 0, (m−1)ξx =
(m− 2)τt, второе уравнение приобретает вид
−Q(m− 3)τxc
m+1 = −cτtt + c
2(ξxx − 2τtx)− c
3τxx,
и опять же, поскольку m 6= 0, 1, 2, мы получаем при Q 6= 0, что τx = 0, приходя ко все той же
трехмерной алгебре. Если же Q = 0, мы получаем функцию F = Pc3(fc3)j , которая заменой
t¯ = x, x¯ = t приводится к той же функции II.1.
Наконец, случай m = 3/2, j = −1 дает нам уравнения ξx + τt = 0,
Q[(
3
2
ξt + c
1
2
(ξx + τt) +
3
2
c2τx]c
1/2 = ξtt + c(2ξtx − τtt) + c
2(ξxx − 2τtx)− c
3τxx,
откуда получаем при Q 6= 0 ξt = τx = 0 и трехмерную алгебру, а при Q = 0 – функцию I.
У нас остались не рассмотренными случаи m = 0, 1, 2, 3. Поскольку замена t¯ = x, x¯ = t
переводит случай m = 0 в случай m = 3, а случай m = 1 в случай m = 2, достаточно
рассмотреть только случаи m = 1 и m = 3.
22
Если m = 3, то уравнение (30) приобретает вид
[3ξt+c(2ξx−τt)]c
2G(z)+[c(−2ξx+τt)+3c
2τx]c
2zG′(z) = ξtt+c(2ξtx−τtt)+c
2(ξxx−2τtx)−c
3τxx,
и ввиду того, что G(z) в нашей теореме предполагается непостоянной, мы немедленно полу-
чаем, что равенство нулю коэффициента при c4 означает τx = 0, а тогда
(2ξx − τt)c
3(G(z)− zG′(z)) = 0, ξtt = 0, 2ξtx − τtt = 0, 3ξtG(z) = ξxx.
Опять же, поскольку G(z) непостоянная, из последнего соотношения мы получаем ξt = ξxx =
0, а из предпоследнего – τtt = 0. И у нас остается либо четырехмерная алгебра, если G(z) =
zG′(z), то есть G(z) = Pz – это функция из семейства II.2, либо 2ξx = τt, и мы возвращаемся
ко все той же трехмерной алгебре.
В случае m = 1 уравнение (30) приобретает вид
(ξt + cτt + 2c
2τx)G(z) + (2ξt − cτt + c
2τx)zG
′(z) = ξtt + c(2ξtx − τtt) + c
2(ξxx − 2τtx)− c
3τxx,
его расщепление по степеням c дает
τxx = 0, τx[2G(z) + zG
′(z)] = ξxx − 2τtx, τt[G(z)− zG
′(z)] = 2ξtx − τtt, ξt[G(z) + 2zG
′(z)] = ξtt,
откуда, если G(z) 6= Pz−2 +Q,Pz + Q,Pz−1/2 + Q, мы получаем ξt = ξx = τx = τtt = 0, что
опять дает нам трехмерную алгебру. Если G(z) = Pz+Q, то мы получаем функцию семейства
II.2, если G(z) = Pz−1/2 +Q, то функцию из семейства II.4, а если G(z) = Pz−2 +Q, то мы
функцию F = Pc3f2 +Qc, которая заменой t¯ = x, x¯ = t превращается F =
P
f2 +Qc
2, то есть в
функцию из семейства II.3.
4.8.7 F = emcG(e−mcf)
Поскольку при m = 0 мы попадаем в уже рассмотренное семейство III.2.1, нас будет интересо-
вать случай m 6= 0. Подстановка в (27) и обозначение аргумента функции G через z приводит
к равенству
emc[(mξt − ξx + 2τt + c(mξx −mτt + 3τx)− c
2mτx)G(z)−
−(mξt + 2ξx − τt + c(mξx −mτt − 3τx)− c
2mτx)zG
′(z)] =
= ξtt + c(2ξtx − τtt) + c
2(ξxx − 2τtx)− c
3τxx.
Иррациональность экспоненты влечет равенство нулю по отдельности левой и правой частей
этого равенства, расщепление их по c дает систему
mτx(−G(z) + zG
′(z)) = 0, (mξx −mτt + 3τx)G(z)− (mξx −mτt − 3τx)zG
′(z) = 0,
(mξt − ξx + 2τt)G(z)− (mξt + 2ξx − τt)zG
′(z) = 0,
ξtt = 2ξtx − τtt = ξxx − 2τtx = τxx = 0.
Если G(z) и zG′(z) линейно независимы, то мы получаем τx = ξx − τt = mξt + τt = 0, и
приходим к трехмерной алгебре, указанной в III.3.3.
В противном случае G(z) = Pzj, и система приобретает вид
τx(j− 1) = 0, m(1− j)ξx−m(1− j)τt+3(1+ j)τx = 0, m(1− j)ξt− (2j+1)ξx+(2+ j)τt = 0,
ξtt = 2ξtx − τtt = ξxx − 2τtx = τxx = 0.
При j = 1 мы получаем линейную функцию из семейства II.1, а при j 6= 1 из первого уравне-
ния следует τx = 0, из второго – ξx = τt, а из третьего – mξt + τt = 0, и мы снова приходим к
трехмерной алгебре III.3.3.
4.8.8 F = (t2 ± k2)−3/2eλh(t)G(fe2λh(t)), где h(t) =
∫
dt
t2±k2
Подставим в (27), и обозначим аргумент G через z, получим уравнение
[τ((λ − 3t)G(z) + 2λzG′(z)) + (3cτx − 2ξx + τt)(t
2 ± k2)zG′(z)+ (31)
+(3cτx − ξx + 2τt)(t
2 ± k2)G(z)](t2 ± k2)−5/2eλh(t) = ξtt + c(2ξtx − τtt) + c
2(ξxx − 2τtx)− c
3τxx.
Расщепление по c приводит к системе
ξtt=[τ((λ−3t)G(z)+2λzG
′(z))+(τt−2ξx)(t
2±k2)zG′(z)+(2τt−ξx)(t
2±k2)G(z)](t2±k2)−5/2eλh(t),
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2ξtx − τtt = 3τx[zG
′(z) +G(z)](t2 ± k2)−3/2eλh(t), ξxx − 2τtx = τxx = 0.
Если zG′(z), G(z) и единица линейно независимы, то из этой системы получаем τx = 0,
ξxx = 0, ξtt = 0, 2ξtx − τtt = 0, откуда ξ = ax+ btx+ pt+ q, τ = bt
2 + rt+ s и
2τλ + (τt − 2ξx)(t
2 ± k2) = 0, τ(λ − 3t) + (2τt − ξx)(t
2 ± k2) = 0.
Подставляя в эти уравнения τ и ξ, и расщепляя их по t, получаем
2λb+ (r − 2a) = 0, λr = 0, 2λs± k2(r − 2a) = 0,
λb − 3r + (2r − a) = 0, λr − 3s± 3k2b = 0, λs± k2(2r − a) = 0.
Из первого и четвертого следует r = 0 и a = λb, из пятого s = ±k2b, второе, третье и шестое
тогда выполняются автоматически. Таким образом, τ = b(t2± k2), ξ = b(t+λ)x+ pt+ q, и мы
получаем трехмерную алгебру III.4.1.
Если же zG′(z) = αG(z) + β, то мы, после выполнения этой подстановки в (31), получаем
другое расщепление:
τ(λ − 3t+ 2λα) + [(α+ 2)τt − (2α+ 1)ξx](t
2 ± k2) = 0,
ξtt = [2τλβ + β(τt − 2ξx)(t
2 ± k2)](t2 ± k2)−5/2eλh(t),
3τx(α+ 1) = 0, 2ξtx − τtt = 3τxβ(t
2 ± k2)−3/2eλh(t), ξxx − 2τtx = τxx = 0,
и при α 6= −1 мы получаем из третьего, четвертого и пятого уравнений τx = 0, ξxx = 0,
2ξtx − τtt = 0, откуда τ = τ(t), ξ =
1
2τ
′(t)x + ax + b(t). Подставляя эти функции в первое и
второе уравнения и расщепляя второе по x, получаем
τ(λ − 3t+ 2λα) + [
3
2
τ ′(t) − (2α+ 1)a](t2 ± k2) = 0,
τ ′′′(t) = 0, b′′(t) = [2τλβ − 2aβ(t2 ± k2)](t2 ± k2)−5/2eλh(t).
Из второго соотношения τ = pt2 + qt+ r. Подставляя это в первое соотношение, получаем
λ(1+2α)p−
3
2
q−(2α+1)a = 0, λ(1+2α)q−3r±3pk2 = 0, λ(1+2α)r±k2[
3
2
q−(2α+1)a] = 0.
Выразим из первого равенства q, из второго r и подставим в третье:
q =
2
3
(1+2α)(λp−a), r =
1
3
λ(1+2α)q±pk2, 2
[
1
9
λ2(1 + 2α)2 ± k2
]
(1+2α)(λp−a) = 0.
Из последнего равенства следует, что возможны три варианта.
Либо a = λp, тогда q = 0, r = ±pk2, τ = p(t2 ± k2), b′′(t) = 0, и мы получаем все ту же
трехмерную алгебру III.4.1.
Либо α = − 12 , тогда F = (t
2±k2)−3/2(Pf−1/2+Q), и подходящей заменой t¯ = t, x¯ = x−φ(t)
эта функция приводится к II.4.
Наконец, в последнем случае 19λ
2(1 + 2α)2 ± k2 = 0 (возможном только если 1 + 2α 6= 0 и
±k2 = −k2, ) мы для λ = ± 3k1+2α получаем при α 6= 0
h(t) =
1
2k
ln
t− k
t+ k
, eλh(t) =
(
t− k
t+ k
)± 3
2(1+2α)
,
F = (t2 − k2)−
3
2 eλ(2α+1)h(t)Pfα +Q(t2 − k2)−
3
2 eλh(t) =
= (t2 − k2)−
3
2
(
t− k
t+ k
)±3/2
Pfα +Q(t2 − k2)−
3
2
(
t− k
t+ k
)± 32(1+2α)
=
= (t± k)−3Pfα +Q
(t∓ k)−3α/(2α+1)
(t± k)3(α+1)/(2α+1)
,
эта функция сдвигом переменной t и подходящей заменой t¯ = t, x¯ = x − φ(t) приводится к
II.1. Если же α = 0, то мы получаем уже функцию
F = β(t± k)−3 ln |f | ± (t± k)−3
3
2
ln
t− k
t+ k
,
которая теми же преобразованиями приводится к II.5.
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4.8.9 F = tk−2G(t2k−1f)
Подстановка этой функции в (27) приводит, после расщепления по c, к системе (как и ранее,
аргумент функции G обозначен через z):
τxx = ξxx − 2τtx = 0, 2ξtx − τtt = 3τxt
k−2[zG′(z) +G(z)],
ξtt = τ [(k − 2)t
k−3G(z) + (2k − 1)tk−3zG′(z)] + (−2ξx + τt)t
k−2zG′(z) + (−ξx + 2τt)t
k−2G(z).
Все так же, предполагая, что zG′(z), G(z) и единица линейно независимы, получаем, что
τx = 0, ξxx = 0, ξtt = 0 , 2ξtx − τtt = 0,
(k − 2)
τ
t
+ (−ξx + 2τt) = 0, (2k − 1)
τ
t
+ (−2ξx + τt) = 0.
Из последних двух равенств следует τt =
τ
t , ξx = k
τ
t , а значит τ = at, ξ = ax + pt + q – мы
получили трехмерную алгебру III.4.2.
Если же zG′(z) = αG(z) + β, то мы получаем
F = t(2α+1)k−2−αfα −
β
α
tk−2 при α 6= 0,
F = tk−2β ln |f |+ (2k − 1)tk−2 ln t при α = 0.
И та, и другая функция подходящей заменой вида t¯ = t, x¯ = x− φ(t) сводится к
F = t(2α+1)k−2−αPfα и F = tk−2β ln |f |
соответственно.
Для первой из них уравнение (27) приобретает вид (через m обозначено k(2α+ 1)− α− 2
– показатель степени у t)
τmtm−1fα+α(3cτx−2ξx+τt)t
mfα+(3cτx−ξx+2τt)t
mfα = ξtt+c(2ξtx−τtt)+c
2(ξxx−2τtx)−c
3τxx,
и его расщепление по f и по c дает систему
(α+ 1)τx = 0, m
τ
t
− (2α+ 1)ξx + (α + 2)τt = 0, ξtt = 2ξtx − τtt = ξxx − 2τtx = τxx = 0.
Из этих уравнений, кроме второго, следует при α 6= −1, что τ = pt2+qt+r, ξ = ptx+ax+bt+l,
подстановка этих функций во второе уравнение и расщепление его по t дают три равенства:
mr = p(m+ 3) = (kq − a)(2α+ 1) = 0,
из которых следует, что при α 6= − 12 иm 6= 0,−3 мы получаем p = r = 0, τ = qt, ξ = kqx+bt+l,
то есть ту же самую трехмерную алгебру III.4.2. Случаи m = 0 и m = −3 приводят нас к
функциям из семейства II.1, а случай α = − 12 – к функции из семейства II.4.
Случай α = −1 чуть сложнее: из ξtt = 2ξtx − τtt = ξxx − 2τtx = τxx = 0 мы получаем, что
τ = At2 + Btx + Ct + Dx + E, ξ = Atx + Bx2 + Ft + Gx + H , и подстановка этих функций
в оставшееся уравнение m τt + ξx + τt = 0 дает mD = mE = 0, (m + 3)A = (m + 3)B = 0,
G = −C(m+ 1), откуда при m 6= 0,−3 мы снова получаем всю ту же трехмерную алгебру, а
при m = 0,−3 – функцию из семейства I.
Что же касается второй – логарифмической – функции, то для нее уравнение (27) приоб-
ретает вид
(k−2)τtk−3β ln |f |+(3cτx−2ξx+τt)t
k−2β+(3cτx−ξx+2τt)t
k−2β ln |f | =
= ξtt + c(2ξtx − τtt) + c
2(ξxx − 2τtx)− c
3τxx,
и расщепление по f и c дает систему
τx = 0, (k − 2)
τ
t
− ξx + 2τt = 0, ξtt = (−2ξx + τt)t
k−2β, 2ξtx − τtt = ξxx = 0,
из которой мы по той же схеме получаем сначала τ = pt2 + qt+ r, ξ = ptx + ax + b(t), затем
подставновкой во второе приходим к (k−2)r = 0 p(k+1) = 0, a = kq, откуда при k 6= 2,−1 мы
получаем в очередной раз трехмерную алгебру, а случаи k = 2,−1 приводят нас к семейству
II.5.
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4.8.10 F = ektG(e2ktf)
Здесь подстановкой в (27) получаем уравнение
ekt[(3cτx−2ξx+τt+2kτ)zG
′(z)+(3cτx−ξx+2τt+kτ)G(z)] = ξtt+c(2ξtx−τtt)+c
2(ξxx−2τtx)−c
3τxx,
которое в случае линейной независимости функций zG′(z), G(z) и единицы приводит к си-
стеме
τx = 0, −2ξx+τt+2kτ = 0, −ξx+2τt+kτ = 0, ξtt = 2ξtx−τtt = ξxx−2τtx = τxx = 0,
из которой τ = a = const, ξ = kax+ bt+ l, и мы получаем трехмерную алгебру III.4.3.
Если же zG′(z) = αG(z) + β, то, как и в предыдущем случае, мы подходящей заменой
приводим соответствующие F к виду
F = ek(2j+1)tf j или F = ekt ln |f |.
Для первой функции подстановка в (27) и расщепление по f и по c дает систему
τx = 0, k(2j + 1)τ − (2j + 1)ξx + (j + 2)τt = 0, ξtt = 2ξtx − τtt = ξxx = 0,
из которой τ = pt2 + qt + r, ξ = ptx + ax + bt + l, и подстановка этих функций во второе
уравнение дает k(2j+1)(pt2+ qt+ r)− (2j+1)(pt+ a)+ (j+2)(2pt+ q) = 0, откуда при k 6= 0,
j 6= − 12 получаем p = q = 0, a = kr, то есть ту же трехмерную алгебру III.4.3. Если k = 0 или
j = − 12 , то мы получаем функцию семейства II.1.
Для второй функции те же рассуждения дают сначала систему
τx = 0, −ξx + 2τt + kτ = 0, ξtt = (−2ξx + τt)e
kt, 2ξtx − τtt = ξxx = 0.
Из первого, третьего и последнего уравнений мы получаем τ = pt2+ qt+ r, ξ = ptx+ax+ b(t),
подстановка во второе уравнение приводит к условию−(pt+a)+2(2pt+1)+k(pt2+qt+r) = 0, из
которого при k 6= 0 опять p = q = 0, a = kr, b′′(t) = −2aekt, и мы снова получаем трехмерную
алгебру, а при k = 0 – функцию из семейства II.5.
4.8.11 F =
(
1± (c∓t)
2
2x∓t2
)3/2
G
(
(2x∓ t2 ± (c∓ t)2)3/2f
)
Здесь подстановка функции в (27) приводит к уравнению
(
1±
(c∓ t)2
2x∓ t2
)1/2{
τ
[
3
(c∓ t)(ct− 2x)
(2x∓ t2)2
G(z)−
3c
2x∓ t2 ± (c∓ t)2
(
1±
(c∓ t)2
2x∓ t2
)
zG′(z)
]
+
+ξ
[
∓3
(c∓ t)2
(2x∓ t2)2
G(z) +
3
2x∓ t2 ± (c∓ t)2
(
1±
(c∓ t)2
2x∓ t2
)
zG′(z)
]
+
+(ξt + c(ξx − τt)− c
2τx)
[
±3
c∓ t
2x∓ t2
G(z)±
3(c∓ t)
2x∓ t2 ± (c∓ t)2
(
1±
(c∓ t)2
2x∓ t2
)
zG′(z)
]
+
+(3cτx − 2ξx + τt)
(
1±
(c∓ t)2
2x∓ t2
)
zG′(z) + (3cτx − ξx + 2τt)
(
1±
(c∓ t)2
2x∓ t2
)
G(z)
}
=
= ξtt + c(2ξtx − τtt) + c
2(ξxx − 2τtx)− c
3τxx.
Поскольку иррациональный (по c) множитель не может быть представлен в виде отношения
рациональных функций, левая и правая части этого равенства равны нулю по отдельности,
что дает
ξtt = 2ξtx − τtt = ξxx − 2τtx = τxx = 0,
[
3τ(c∓ t)(ct− 2x)∓ 3ξ(c∓ t)2
(2x∓ t2)2
± 3(ξt + c(ξx − τt)− c
2τx)
c∓ t
2x∓ t2
+
+(3cτx − ξx + 2τt)
(
1±
(c∓ t)2
2x∓ t2
)]
G(z)+
+
[
−3cτ + 3ξ ± 3(ξt + c(ξx − τt)− c
2τx)(c∓ t)
2x∓ t2
+ (3cτx − 2ξx + τt)
(
1±
(c∓ t)2
2x∓ t2
)]
zG′(z) = 0.
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Во втором равенстве слева стоит многочлен от c, который равен нулю. Для того, чтобы
получить из него нужную нам систему уравнений, удобно ввести обозначение v = c∓t2x∓t2 ,
тогда второе равенство примет вид
[
3τ(v2t− v)∓ 3ξv2 ± 3(ξt + (v(2x∓ t
2)± t)(ξx − τt)− (v(2x∓ t
2)± t)2τx)v+
+(3(v(2x∓ t2)± t)τx − ξx + 2τt)
(
1± v2(2x∓ t2)
)]
G(z)+
+
[
−3vτ −
±3tτ − 3ξ
2x∓ t2
± 3(ξt + (v(2x ∓ t
2)± t)(ξx − τt)− (v(2x∓ t
2)± t)2τx)v+
+(3(v(2x∓ t2)± t)τx − 2ξx + τt)
(
1± v2(2x∓ t2)
)]
zG′(z) = 0,
и уже легко расщепляется по v:
[
±3τt− 3ξ + (2x∓ t2)(2ξx − τt ∓ 3tτx)
]
G(z) + (2x∓ t2) [ξx − 2τt ∓ 3tτx] zG
′(z) = 0,
[
−3τ ± 3(ξt ± t(ξx − τt)− t
2τx) + 3(2x∓ t
2)τx
]
(G(z) + zG′(z)) = 0,
[∓3tτx + ξx − 2τt]G(z) +
[
±3tτ − 3ξ
2x∓ t2
∓ 3tτx + 2ξx − τt
]
zG′(z) = 0.
Первое и третье уравнения образуют линейную однородную систему относительноG(z), zG′(z)
с определителем
[
±3τt− 3ξ + (2x∓ t2)(2ξx − τt ∓ 3tτx)
]2
− (2x∓ t2)2 [ξx − 2τt ∓ 3tτx]
2 .
Поскольку G(z) предполагается ненулевой, определитель равен нулю, а значит, либо
±3τt− 3ξ + (2x∓ t2)(2ξx − τt ∓ 3tτx) = (2x∓ t
2) [ξx − 2τt ∓ 3tτx] ,
либо
±3τt− 3ξ + (2x∓ t2)(2ξx − τt ∓ 3tτx) = −(2x∓ t
2) [ξx − 2τt ∓ 3tτx] .
Подставляя в эти уравнения следующие из ξtt = 2ξtx − τtt = ξxx − 2τtx = τxx = 0 формулы
для τ , ξ
τ = At2 +Btx+ Ct+Dx+ E, ξ = Atx+Bx2 + Ft+Gx +H,
получаем в первом случае G = 2C, D = ∓A, F = ±E, B = H = 0, а во втором G = 2C,
F = ±E, A = D = B = H = 0, что в итоге дает трехмерную алгебру τ = A(t2 ∓ x) + Ct+ E,
ξ = Atx ± Et + 2Cx, которая обращает все остальные уравнения в тождества и которая и
приведена в III.5.
4.9 Алгебры симметрий уравнений с функцией F = F(c, f)
В этом параграфе мы покажем, что для всех функций F = F(c, f), за исключением функций
из семейств I-III, алгебра симметрий уравнения (5) в точности двумерна.
4.9.1 Анзацы и классифицирующие уравнения
Подставим F(c, f) в уравнение (27):
(ξt + c(ξx − τt)− c
2τx)Fc + f(3cτx − 2ξx + τt)Ff + (3cτx − ξx + 2τt)F =
= ξtt + c(2ξtx − τtt) + c
2(ξxx − 2τtx)− c
3τxx. (32)
Поскольку для F(c, f) уравнение (32) выполняется для любых постоянных τ , ξ, алгебра
симметрий содержит двумерную коммутативную алгебру, и для завершения рассуждений с
алгебрами, содержащими двумерную коммутативную подалгебру, нам необходимо показать,
что в случаях, отличных от рассмотренных в предыдущих параграфах, алгебра симметрий
имеет размерность, в точности равную двум.
При этом мы будем пользоваться результатами леммы 1, в соответствии с которой для
рассматриваемого семейства функций группа эквивалентности – это группа линейных пре-
образований переменных (t, x). Поэтому функции, переводящиеся друг в друга такими пре-
образованиями, принадлежат одному классу эквивалентности, из которого мы будем обычно
указывать только одного представителя.
Итак, предположим, что уравнение (32) выполнено для некоторых непостоянных τ(t, x) ,
ξ(t, x). Подставим их в уравнение, которое теперь будем рассматривать как уравнение отно-
сительно F(c, f).
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1) Предположим вначале, что ξt+ c(ξx− τt)− c
2τx ≡ 0. Тогда τx = ξt = 0, а τt = ξx = const.
Эта константа – ненулевая в силу предположения о том, что хотя бы одна из функций τ , ξ не
является постоянной. Но тогда оказывается, что 2cτx−ξx+τt = 0, а выражение 3cτx−2ξx+τt
равно минус этой константе, в итоге наше уравнение превращается в −fFf +F = 0, а значит,
F – линейная по f функция.
2) Пусть теперь ξt+ c(ξx− τt)− c
2τx 6≡ 0. Тогда, зафиксировав временно те значения (t, x),
при которых указанное выражение не нуль (соответствующие числовые значения функций
мы будем обозначать звездочкой), получаем, что решение уравнения (32) имеет вид
F = eI2
(
G(feI1)− I3
)
, I1 =
∫
(3cτ∗x − 2ξ
∗
x + τ
∗
t )dc
c2τ∗x − c(ξ
∗
x − τ
∗
t )− ξ
∗
t
, I2 =
∫
(3cτ∗x − ξ
∗
x + 2τ
∗
t )dc
c2τ∗x − c(ξ
∗
x − τ
∗
t )− ξ
∗
t
,
I3 =
∫
ξ∗tt + c(2ξ
∗
tx − τ
∗
tt) + c
2(ξ∗xx − 2τ
∗
tx)− c
3τ∗xx
c2τ∗x − c(ξ
∗
x − τ
∗
t )− ξ
∗
t
e−I2dc.
Таким образом, и в том, и в другом случае мы получили следующий предварительный анзац
для F :
F = u(c)G(fv(c)) + w(c). (33)
В нем, в силу предположения теоремы (F зависит от f) функции u(c) и v(c) предполагаются
ненулевыми, а G(·) – непостоянной.
Подстановка предварительного анзаца (33) в (32), дает, после введения обозначения z =
fv(c), равенство (
3cτx − 2ξx + τt + (ξt + c(ξx − τt)− c
2τx)
vc
v
)
uzGz+
+
(
3cτx − ξx + 2τt + (ξt + c(ξx − τt)− c
2τx)
uc
u
)
uG =
= ξtt + c(2ξtx − τtt) + c
2(ξxx − 2τtx)− c
3τxx − (ξt + c(ξx − τt)− c
2τx)wc − (3cτx − ξx + 2τt)w.
I. Если 3cτx − 2ξx + τt + (ξt + c(ξx − τt) − c
2τx)(ln v)c = 0, то, поскольку в силу условий
теоремы G – не константа, коэффициент при G – тоже нулевой, а значит нулевой и свободный
член, в (33) функция G(·) произвольная, а u, v и w удовлетворяют системе уравнений
3cτx − ξx + 2τt + (ξt + c(ξx − τt)− c
2τx)(ln |u|)c = 0, (34)
3cτx − 2ξx + τt + (ξt + c(ξx − τt)− c
2τx)(ln |v|)c = 0, (35)
ξtt + c(2ξtx − τtt) + c
2(ξxx − 2τtx)− c
3τxx = (ξt + c(ξx − τt)− c
2τx)wc + (3cτx − ξx + 2τt)w. (36)
II. Если 3cτx − 2ξx + τt − (ξt + c(ξx − τt)− c
2τx)(ln v)c 6= 0, а коэффициент при G нулевой,
то G = G1 ln |z| и F = u(c) ln |f |+ w(c), где
3cτx − ξx + 2τt + (ξt + c(ξx − τt)− c
2τx)(ln |u|)c = 0, (37)
(ξt+c(ξx−τt)−c
2τx)wc+(3cτx−ξx+2τt)w+(3cτx−2ξx+τt)u = ξtt+c(2ξtx−τtt)+c
2(ξxx−2τtx)−c
3τxx.
(38)
III. Коэффициенты при G и Gz в уравнении ненулевые, тогда G = G1z
j + G2 и F =
u(c)f j + w(c)
3cτx − ξx + 2τt + j(3cτx − 2ξx + τt) + (ξt + c(ξx − τt)− c
2τx)(ln |u|)c = 0, (39)
(ξt + c(ξx − τt)− c
2τx)wc + (3cτx − ξx + 2τt)w = ξtt + c(2ξtx − τtt) + c
2(ξxx − 2τtx)− c
3τxx. (40)
Таким образом, для первого семейства функций F = F(c, f) мы получили три анзаца, с
которыми и будем далее работать. Первый из них мы, для удобства, будем называть общим,
второй – логарифмическим, а третий – степенным.
4.9.2 Первичная классификация
Можно заметить, что уравнение (39) – общее для всех трех случаев (уравнения (34) и (37)
для случаев I и II получаются из него полаганием j = 0), поэтому естественно за основание
классификации взять именно его.
Лемма 2. Уравнение (39) как уравнение относительно τ , ξ имеет решения, отличные
от констант, только для функций u(c), приведенных в таблице 7:
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Таблица 7. Первичная классификация: отличные от констант решения (τ, ξ) уравнения (39).
№ j u τ , ξ
1 j = 1 u(c) произвольная τ = at+ b, ξ = ax+ l,
2 любое u = u1(c− k)
j+2(c+ k)2j+1 τ = τ(x + kt), ξ = kτ(x + kt) + l
2.1 j = 1 u = u1(c
2 + n)3 τt = ξx, nτx + ξt = 0
3 любое u = u1c
m τ = (2j + 1−m)λt+ b,
m 6= 3(j + 1), j + 2, 2j + 1, 0 ξ = (2 + j −m)λx+ l
3.1 j 6= −1,−1/2 u = u1c
3(j+1) ξ = ξ(x), (2j + 1)τ = (2 + j)ξxt+ b(x)
3.2 j 6= −2,−1/2, 1 u = u1c
j+2 τ = τ(t), ξ = l
3.3 j 6= −2,−1/2, 1 u = u1c
2j+1 τ = b, ξ = ξ(x)
3.4 j = −1/2 u = u1c
3/2 τ = τ(t, x), ξ = const
3.5 j = 1 u = u1c
3 τ = τ(t), ξ = ξ(x)
4 любое u = u1e
mc τ = at+ b,
ξ = a(x+ j−1m t) + l
5 j 6= −1,−1/2 u = u1 τ = τ(t), (2j + 1)ξ = (2 + j)τtx+ l(t)
5.1 j = −1 u = u1 τ = τ(t, x), ξ = ξ(t, x),
τt + ξx = 0
5.2 j = −1/2 u = u1 τ = const, ξ = ξ(t, x),
Доказательство. Рассмотрим (39) как уравнение на функцию u. Если в этом уравнении
коэффициент при (lnu)c равен нулю тождественно, то равен нулю и свободный член, и мы
получаем случай 1.
Если же этот коэффициент не равен нулю, то, так как u не зависит от t, x, то можно,
временно зафиксировав соответствующие значения t, x (и, соответственно, τ , ξ и их произ-
водных), получить, что уравнение относительно u имеет вид
(ln u)c =
3k(j + 1)c− p(2j + 1) + q(j + 2)
kc2 − (p− q)c− r
, (41)
где k, p, q, r – некоторые константы. Это дает нам анзац для u, который мы далее будем
подставлять обратно в (39), разрешая его уже относительно τ и ξ. При этом имеет место
несколько вариантов:
A) Если k 6= 0, и дробь несократима (случай сократимой дроби, как и случай k = 0 будет
рассматриваться в пункте б) ), то заменой переменных t¯ = t, x¯ = x− (p− q)t/(2k) мы можем
упростить формулу для u, приведя ее к виду:
(lnu)c =
3(j + 1)c+m
c2 + n
. (42)
Б) Если в (41) k = 0, но p − q 6= 0, то заменой переменных t¯ = t, x¯ = (p − q)x + rt мы
можем упростить (41), приведя его к виду
(ln u)c = m/c (43)
к этому же виду приводится (41) и в случае k 6= 0, но дробь сократима. Мы здесь будем
предполагать, что m 6= 0.
В) Если k = p− q = 0, то дробь в (41) сводится к константе
(lnu)c = m. (44)
Рассмотрим каждый из этих случаев.
A) Случай функции (42). Считая, что (42) – несократимая дробь, подставим (42) в (39),
получим:
[3cτx − ξx + 2τt + j(3cτx − 2ξx + τt)](c
2 + n) + (ξt + c(ξx − τt)− c
2τx)(3(j + 1)c+ q) = 0.
Приведем подобные и приравняем к нулю коэффициенты при различных степенях c. Это
дает три равенства:
−(2j + 1)τt + (j + 2)ξx − qτx = 0,
3n(j + 1)τx + 3(j + 1)ξt + qξx − qτt = 0, (45)
(2 + j)nτt − (2j + 1)nξx + qξt = 0.
Мы получили систему вида
a1jτt + a2jτx + a3jξt + a4jξx = 0, j = 1, 2, 3,
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которой соответствует матрица

 −(2j + 1) −q 0 j + 2−q 3n(j + 1) 3(j + 1) q
n(j + 2) 0 q −n(2j + 1)

 (46)
Основные варианты в дальнейшем рассмотрении связаны с рангом этой матрицы.
Нулевого ранга у системы быть не может: величины 2j+1 и j+2 одновременно в нуль не
обращаются. Ранг равен единице, если j + 1 = q = 0, но это случай сократимой дроби в (42),
мы его не рассматриваем.
Ранг равен двум, если равны нулю все миноры третьего порядка. Первый из них совпа-
дает с четвертым, а второй равен третьему, умноженному на n. Поэтому у нас остается два
уравнения:
q[9n(j + 1)2 + q2] = 0, (j − 1)[9n(j + 1)2 + q2] = 0.
Если равен нулю второй множитель, то либо j + 1 = q = 0, либо n = − q
2
9(j+1)2 , в обоих
случаях дробь в (42) сократима, что снова противоречит нашему предположению. Значит,
ранг системы равен двум при q = j − 1 = 0. Во всех остальных случаях ранг матрицы равен
трем.
В случае q = j − 1 = 0 получаем u = A(c2 + n)3, и мы имеем два уравнения: τt = ξx,
nτx + ξt = 0, то есть случай 2.1 из формулировки леммы.
Во всех остальных случаях, когда ранг матрицы (46) равен трем, какие-то три из про-
изводных τt, τx, ξt, ξx выражаются через четвертую. Одно из этих соотношений содержит
одну и ту же функцию, и поэтому эта функция – функция от линейной комбинации t, x. Но
тогда, в силу двух других соотношений, и другая функция имеет такой же вид. Подстановка
τ = τ(αt + βx), ξ = ξ(αt+ βx) в (45) дает три линейных уравнения относительно τ ′ и ξ′:
−[(2j + 1)α+ qβ]τ ′ + (j + 2)βξ′ = 0,
[3n(j + 1)β − qα]τ ′ + [3(j + 1)α+ qβ]ξ′ = 0,
(2 + j)nατ ′ + [qα− (2j + 1)nβ]ξ′ = 0.
Ранг этой системы относительно τ ′ и ξ′ равен нулю, если все коэффициенты равны нулю.
В этом случае если j 6= −2, то мы получаем α = β = 0, то есть τ и ξ являются константами,
алгебра двумерна. Если же j = −2, то из уравнений −3α + qβ = 0, 3nβ + qα = 0 мы либо
снова получаем α = β = 0, либо n = −q2/9, что соответствует случаю, когда дробь в (42)
сократима. Таким образом, в этом случае более, чем двумерных алгебр мы не получаем.
Если ранг этой системы равен двум, то мы получаем τ ′ = ξ′ = 0, что также приводит нас
к двумерной алгебре.
Остается случай, когда ранг матрицы (46) равен единице. Для этого необходимо, чтобы
были равны нулю все миноры второго порядка. То есть
[(2j + 1)α+ qβ][3(j + 1)α+ qβ] + (j + 2)β[3n(j + 1)β − qα] = 0,
[(2j + 1)α+ qβ][qα − (2j + 1)nβ] = 0,
[3n(j + 1)β − qα][qα − (2j + 1)nβ]− [3(j + 1)α+ qβ](j + 2)nα = 0.
Упростим уравнения
3(j + 1)(2j + 1)α2 + q(4j + 2)αβ + [q2 + 3n(j + 1)(j + 2)]β2 = 0,
q(2j + 1)α2 + [q2 − 3n(j + 1)(j − 1)]αβ − nq(2j + 1)β2 = 0,
[q2 + 3n(j + 1)(j + 2)]α2 − qn(4j + 2)αβ + 3n2(2j + 1)(j + 1)β2 = 0.
Комбинируя первое и третье уравнения, получаем
[q2 + 9n(j + 1)2](α2 + nβ2) = 0,
откуда (поскольку равенство нулю первого множителя приводит к случаю сократимой дроби
в (42)), α2 + nβ2 = 0. Очевидно, что ненулевое решение здесь возможно только при n ≤ 0,
n = −k2 и тогда α = kβ. Подставляя это в остальные уравнения, получаем, что нетривиальное
решение (то есть не сводящееся к α = β = 0) возможно только если
q2 + 2q(2j + 1)k + 3k2(j + 1)(j − 1) = 0 или (q + 3k(j + 1))(q + k(j − 1)) = 0.
Снова исключая равенство нулю первого сомножителя, приводящий к сократимой дроби в
(42), приходим к окончательному условию: q = −k(j − 1). При этом u = (c− k)j+2(c+ k)2j+1,
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τ = τ(x + kt), ξ = kτ(x+ kt) + C. Это дает нам случай 2 из формулировки леммы.
Б) Случай функции (43). Предполагая, что m 6= 0, подставим (43) в (39), получим:
[3cτx − ξx + 2τt + j(3cτx − 2ξx + τt)]c+m(ξt + c(ξx − τt)− c
2τx) = 0.
Расщепление этого равенства по c дает
(3 + 3j −m)τx = 0, (2 + j −m)τt = (2j + 1−m)ξx, mξt = 0.
Так как m 6= 0, то ξt = 0, то есть ξ = ξ(x).
Рассмотрим несколько вариантов:
Если m 6= 3(1+ j), то τx = 0, τ = τ(t), и из уравнения (2+ j−m)τt = (2j+1−m)ξx следует,
что и слева, и справа стоит константа. Обозначив ее через λ, получаем (2 + j −m)τ = λt+ b,
(2j+1−m)ξ = λx+l. Это случай 3 (он имеет место, еслиm 6= j+2, 2j+1), либо случаи 3.2 (при
m = j + 2) или 3.3 (при m = 2j + 1). Одновременное выполнение равенств m = j + 2 = 2j + 1
возможно только при j = 1, и это дает нам случай 3.5.
Если же m = 3(1+ j), мы получаем уравнение (2j +1)τt = (2 + j)ξ
′(x), откуда (2j + 1)τ =
(2 + j)ξ′(x)t+ b(x) и это случай 3.1 (при j 6= −1/2) и 3.4 (при j = −1/2).
В) Случай функции (44). Подставим (44) в (39), получим:
3cτx − ξx + 2τt + j(3cτx − 2ξx + τt) +m(ξt + c(ξx − τt)− c
2τx) = 0,
откуда, расщепляя по c, можно вывести
mτx = 0, 3(j + 1)τx +mξx −mτt = 0, (2 + j)τt − (2j + 1)ξx +mξt = 0.
Если m 6= 0, то τx = 0, ξx = τt и (1− j)τt +mξt = 0. Из второго и третьего уравнений сле-
дует τtt = ξtx =
j−1
m τtx = 0, а значит τ = at+b. В итоге получаем τ = at+b, ξ = a(x+
j−1
m t)+ l.
Это случай 4.
Если же m = 0, то (j + 1)τx = 0, (2 + j)τt − (2j + 1)ξx = 0. Отсюда для j 6= −1 получаем
τx = 0 (то есть τ = τ(t)) и (2j + 1)ξx = (2 + j)τt. Это случаи 5 (если j 6= −1/2) и 5.2 (если
j = −1/2); случай же j = −1 дает нам уравнение τt + ξx = 0 для τ(t, x), ξ(t, x) и u = const,
это случай 5.1.
Лемма доказана.
Возвращаясь к задаче классификации, заметим, что замена переменных t¯ = x, x¯ = t
устанавливает эквивалентность случаев 3.1 и 5, 3.4 и 5.2, 3.2 и 2.3. Поэтому случаи 3.1, 3.3 и
3.4 мы рассматривать далее не будем.
Напомним, что для анзацев I и II уравнение (39) рассматривается только при j = 0,
поэтому для них мы будем рассматривать только случаи 2, 3, 3.2, 4, 5.
Начнем подстановку указанных алгебр в оставшиеся уравнения, соответствующие полу-
ченным нами трем анзацам.
4.9.3 Анзац I. F = u(c)G(fv(c)) + w(c), G(·) – произвольная функция
Напомним оставшиеся уравнения (35) и (36):
3cτx − 2ξx + τt + (ξt + c(ξx − τt)− c
2τx)(ln |v|)c = 0,
ξtt + c(2ξtx − τtt) + c
2(ξxx − 2τtx)− c
3τxx = (ξt + c(ξx − τt)− c
2τx)wc + (3cτx − ξx + 2τt)w.
Начнем со случая 2. Подстановка τ , ξ при j = 0 дает
τ ′[3c− k + (k2 − c2)(ln |v|)c] = 0, τ
′′(k + c)2(k − c) = τ ′[(k2 − c2)wc + (3c+ k)w].
Если τ ′ = 0, то алгебра двумерна. Если же τ ′ 6= 0, то v = A(c−k)(c+k)2, из второго уравнения
следует τ ′′ = λτ ′ и w = (c2 − k2)[Q(c− k)− λ]. Мы получили функцию
F = (c− k)2(c+ k)G((c + k)2(c− k)f)− λ(c2 − k2). (47)
Замена переменных t¯ = x + kt, x¯ = x − kt при k 6= 0 переводит эту функцию в функцию
F¯ = c¯2
[
2kG(4k2c¯f) + λ
]
− λc¯, то есть в функцию вида III.3.2.
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Если же k = 0, то замена t¯ = x, x¯ = t приводит нас к функции F = −G(f)+λc, принадле-
жащей семейству III.4.2 при λ 6= 0 или III.2.1 при λ = 0. Таким образом, в этом случае алгебр
размерности более двух для уравнений, не входящих в семейства III.3.2, III.4.2 и III.2.1, нет.
В случае 3 либо λ = 0 и алгебра двумерна, либо λ 6= 0, и тогда подстановка τ и ξ дает
уравнения
m− 3 + c(ln |v|)c = 0, cwc −mw = 0,
то есть v = v1c
3−m, w = w1c
m при (2−m)τ = λt+b, (1−m)ξ = λx+ l (напомним что в случае 3
при j = 0 действует ограничениеm 6= 0, 1, 2, 3). Мы получили функцию F = cm[G(c3−mf)+w1]
из семейства III.3.2.
В случае 3.2 подстановка ξ = l, τ = τ(t) в уравнения для v и w дает соотношения
τt[1− c(ln |v|)c] = 0, τt(−cwc + 2w) = −cτtt.
Алгебра размерности больше двух получается только если τt 6= 0, и тогда τtt = λτt, v = v1c,
w = w1c
2 − λc, и мы получаем F = c2[G(cf) + w1]− λc из семейства III.3.2.
В случае 4 при a = 0 мы получаем двумерную алгебру. Если же a 6= 0, то
1 +
1
m
(ln |v|)c = 0, w −
1
m
wc = 0.
Отсюда v = v1e
−mc, w = w1e
mc (напомним, что m 6= 0), τ = at + b, ξ = a(x − 1m t) + l. Это
функция F = emcG(e−mcf) из семейства III.3.3.
В случае 5 подстановка τ , ξ при j = 0 в уравнения позволяет каждое уравнение рассмат-
ривать как многочлен по x, тождественно равный нулю. Это дает четыре уравнения:
−3τ ′ + (l′ + cτ ′)(ln |v|)c = 0, 2τ
′′(ln |v|)c = 0,
l′′ + 3cτ ′′ = (l′ + cτ ′)wc, 2τ
′′′ = 2τ ′′wc.
Прежде всего, заметим, что τ ′′ = 0: иначе из первого уравнения следует, что (ln |v|)c = 0, а
тогда из первого τ ′ = 0, что противоречит предположению.
Но раз τ ′′ = 0, то τ = at+ b, и у нас остается два уравнения
−3a+ (l′ + ac)(ln |v|)c = 0, l
′′ = (l′ + ac)wc.
Если l′ и a одновременно обращаются в нуль, то алгебра двумерна. Если же нет – из первого
уравнения мы получаем, что либо a = 0, v = v1, и тогда из второго l
′′ = λl′, w = λc (что
дает нам функцию F = G(f)+λc, принадлежащую семейству III.4.2 при λ 6= 0 или III.2.1 при
λ = 0). Либо l′ = const, l = l1t+l2, v = (ac+l1)
3, w = w1. Полученная функция F = G((c+k)
3f)
заменой t¯ = t, x¯ = x + kt преобразуется к функции III.3.2 (при m = 0). Таким образом, мы
перебрали все случаи из леммы 1, подходящие для этого анзаца, и убедились, что алгебра
размерности больше двух встречается только у функций семейства III.*.*.
4.9.4 Анзац II. F = u(c) ln f + w(c)
Напомним оставшееся уравнение (38):
(ξt+c(ξx−τt)−c
2τx)wc+(3cτx−ξx+2τt)w+(3cτx−2ξx+τt)u = ξtt+c(2ξtx−τtt)+c
2(ξxx−2τtx)−c
3τxx.
(38)
Случай 2 при подстановке в (38) τ = τ(x + kt), ξ = kτ(x + kt) + l дает нам равенство
τ ′[(k2 − c2)wc + (3c+ k)w + (3c− k)u1(c− k)
2(c+ k)] = τ ′′(k2 + ck2 − c2k − c3).
Если τ ′ = 0, то алгебра получается двумерной. Если же τ ′ 6= 0, то в уравнении можно
совершить разделение переменных: τ ′′ = λτ ′,
(k2 − c2)wc + (3c+ k)w + (3c− k)u1(c− k)
2(c+ k) = λ(k2 + ck2 − c2k − c3).
Если λ 6= 0, то τ = aeλ(x+kt) + b, ξ = akeλ(x+kt) + l, w = (c2 − k2)(c − k){w1 + u1 ln[(c +
k)2(c− k)]} − λ(c2 − k2).
Если же λ = 0, то τ = a(x+ kt) + b, ξ = ak(x+ kt) + l и w = (c2 − k2)(c− k){w1 + u1 ln[(c+
k)2(c− k)]}.
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Мы получили функцию F = (c2 − k2)(c − k){u1 ln |f(c + k)
2(c − k)| + w1} − λ(c
2 − k2), то
есть частный случай функции (47) из предыдущего анзаца (для G(z) = u1 ln z+w1), которая,
как уже говорилось, сводится к III.3.2.
В случае 3 λ = 0 приводит к двумерной алгебре. Если же λ 6= 0, то уравнение (38)
приобретает вид
cwc −mw + (m− 3)u1c
m = 0.
Отсюда w = w1c
m − u1(m − 3)c
m ln c при τ = (m − 1)λt + b, ξ = (m − 2)λx + l. И здесь мы
получаем лишь частный случай (опять же для G(z) = P ln z+Q), функции III.3.2, но только
в другой форме: F = cm{u1 ln |fc
3−m|+ w1}.
В случае 3.2 мы подстановкой в уравнение (38) u = u1c
2, τ = τ(t), ξ = l приводим его к
виду
τt(−cwc + 2w + u1c
2) = −cτtt.
Алгебра размерности более двух возможна только если τt 6= 0, а тогда τtt = λτt, w =
w1c
2+u1c
2 ln c−λc, что снова приводит нас к функции F = c2{u1 ln |cf |+w1}−λc из семейства
III.3.2.
Случай 4 дает нам при a = 0 двумерную алгебру, а при a 6= 0 (и m 6= 0) – уравнение
wc−mw+mu1e
mc = 0, из которого получаемw = w1e
mc−mu1ce
mc, F = emc{u1 ln |fe
−mc|+w1},
то есть частный случай функции III.3.3.
В случае 5 подстановка u = u1, τ = τ(t), ξ = 2τ
′x+ l(t) приводит уравнение к виду
(2τ ′′x+ l′ + cτ ′)wc − 3τ
′u1 = 2τ
′′′x+ l′′ + 3cτ ′′,
и оно расщепляется по степеням x:
τ ′′wc = τ
′′′, (l′ + cτ ′)wc − 3τ
′u1 = l
′′ + 3cτ ′′.
Из этих уравнений следует, что τ ′′ = 0: иначе из первого wc = const, а тогда из второго
получаем τ ′′ = 0, то есть противоречие предположению. Таким образом, τ = at + b, ξ =
2ax + l(t) и у нас остается одно уравнение (l′ + ac)wc − 3au1 = l
′′, из которого следует, что
l′′ = αl′ + β, где α, β – некоторые константы.
Подставляя эту формулу в наше уравнение, мы получаем (l′ + ac)wc − 3au1 = αl
′ + β,
откуда либо l′ – константа, либо уравнение распадается на два:
wc = α, acwc − 3au1 = β,
в последнем случае мы получаем aα = 0, и либо α = 0, w = w1, β = −3au1, l = −
3
2au1t
2+l1t+l2
(здесь мы получаем функцию F = u1 ln |f |+w1 из семейства II.5), либо a = β = 0, w = αc+w1,
l = l1e
αt+ l2, τ = b, ξ = l1e
αt+ l2 – что приводит нас, после сдвига c заменой t¯ = t, x¯ = x+
w1
α t,
к F = u1 ln |f |+ αc из семейства III.4.2 при α 6= 0 или III.2.1 при α = 0.
Если же l′ – константа, то есть l = l1t + l2, то уравнение для w(c) приобретает вид (l1 +
ac)wc − 3au1 = 0, и имеет решением при a 6= 0 функцию w = 3u1 ln(ac+ l1) + w1 (что дает в
итоге F = u1 ln |fc
3| + w1, то есть частный случай функции III.3.2), а при a = 0 – константу
w ≡ w1 (что приводит тоже к частному случаю, но уже функции III.2.1).
Таким образом, и для этого анзаца мы алгебры размерности больше двух получаем только
для функций из семейства III.*.*.
4.9.5 Анзац III. F = u(c)f j + w(c)
Здесь, поскольку j может принимать, вообще говоря, любые значения, нам придется рассмот-
реть уже десять случаев из леммы 1 – 1, 2, 2.1, 3, 3.2, 3.5, 4, 5, 5.1, 5.2.
Для классификации у нас остается одно уравнение (40):
(ξt + c(ξx − τt)− c
2τx)wc + (3cτx − ξx + 2τt)w = ξtt + c(2ξtx − τtt) + c
2(ξxx − 2τtx)− c
3τxx. (40)
Начнем со случая 1: j = 1, u(c) – произвольная, τ = at + b, ξ = ax + l. Подставляя их
в уравнение (40) для w(c), получаем aw = 0, откуда либо a = 0, и мы получаем двумерную
алгебру, либо w(c) = 0 и мы приходим к семейству III.2.3.
Перейдем к случаю 2. Подстановка в уравнение (40) τ = τ(x + kt), ξ = kτ(x + kt) + l
приводит его к виду
τ ′[(k2 − c2)wc + (3c+ k)w] = τ
′′(k + c)(k2 − c2).
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Предположение τ ′ = 0 приводит к двумерной алгебре. Если же τ не константа, то, поскольку
зависимость от x + kt содержится только в функции τ , получаем τ ′′ = λτ ′. Если λ 6= 0, то
τ = aeλ(x+kt) + b, ξ = akeλ(x+kt) + l, w = w1(c
2 − k2)(c − k) − λ(c2 − k2), и мы приходим к
частному случаю функции (47) из первого анзаца, приводящейся к III.3.2. Если же λ = 0, то
τ = a(x + kt) + b, ξ = ak(x+ kt) + l и w = w1(c
2 − k2)(c− k), это также дает частный случай
функции (47).
В случае 2.1 подстановка τt = ξx и nτx + ξt = 0 (то есть τtt = −nτxx) в уравнение при
j = 1, приводит это уравнение к виду.
(−n− c2)τxwc + (3cτx + τt)w = (τtx + cτxx)(−n− c
2). (48)
Если τx = 0, то мы получаем, что τtw = 0, и тогда либо τt = 0 и алгебра двумерна, либо τt
не равно нулю, и тогда w ≡ 0 и мы получаем функцию II.2 (при n 6= 0) или линейный случай
функции II.1 (при n = 0).
Если же τx 6≡ 0, то поделим (48) на τx:
(−n− c2)wc + (3c+
τt
τx
)w = (
τtx
τx
+ c
τxx
τx
)(−n− c2)
и продифференцируем полученное уравнение по t и по x:
(
τt
τx
)
t
w = −
((
τtx
τx
)
t
+ c
(
τxx
τx
)
t
)
(n+ c2),
(
τt
τx
)
x
w = −
((
τtx
τx
)
x
+ c
(
τxx
τx
)
x
)
(n+ c2).
Если
(
τt
τx
)
t
=
(
τt
τx
)
x
≡ 0 получаем, что τt = kτx (то есть τ = τ(x+ kt)), что возможно только
если n = −k2, и тогда ξ = kτ + l. При этом в (48) переменные разделяются: τxx = aτx,
−(k2 − c2)wc + (3c+ k)w = −a(k + c)(k
2 − c2),
откуда
w = w1(c− k)
2(c+ k)− a(c2 − k2),
и таким образом мы опять получаем частный случай функции (47).
Если же
(
τt
τx
)
t
и
(
τt
τx
)
x
не равны тождественно нулю, то, выбрав и зафиксировав соответ-
ствующее значение (t, x), мы из по крайней мере одного из полученных уравнений получим,
что w = (n + c2)(Qc + R). При n = ±k2 6= 0 это дает нам, после замены t¯ = kRt + kQx,
x¯ = Rx ∓ k2Qt функцию F = −u1k3 (c
2 ± 1)3f − 1k2 (c
2 ± 1)} из семейства II.2, а при n = 0 мы
получаем функцию F = u1c
6f +Qc3 +Rc2 из семейства II.1.
Рассмотрим теперь случай 3: u = u1c
m,m 6= 3(j+1), j+2, 2j+1, 0, τ = (2j+1−m)λt+b, ξ =
(2+j−m)λx+l. Подстановка в уравнение (40) приводит его к виду λ[c(1−j)wc+(3j−m)w] = 0.
При j 6= 1 для w = w1c
m−3j
1−j переобозначением k = m−3j1−j мы приводим функцию к виду
F = u1c
k+j(3−k)f j + w1c
k, то есть к частному случаю функции III.3.2 (с той же алгеброй).
При j = 1, поскольку m 6= 3, получаем w = 0, то есть снова частный случай функции III.3.2.
Перейдем к случаю 3.2: j 6= −2,−1/2, 1, u = u1c
j+2 и τ = τ(t), ξ = l. Подстановка
приводит уравнение к виду τt(−cwc + 2w) = −cτtt. Алгебра имеет размерность больше двух,
если τ ′ 6= 0, а в этом случае τ ′′ = λτ ′, −cwc + 2w = −λc, w = w1c
2 − λc. Это дает нам
F = c2[u1(cf)
j + w1]− λc, то есть частный случай функции III.3.2.
Рассмотрим далее случай 3.5: j = 1, u = u1c
3, τ = τ(t), ξ = ξ(x). Подстановка приводит
уравнение (40) к виду c(ξx− τt)wc+(−ξx+2τt)w = −cτtt+ c
2ξxx. Из этого уравнения следует,
что τtt = ατt + β, а ξxx = γξx + δ. Подставляя эти соотношения, мы получаем
c(ξx − τt)wc + (−ξx + 2τt)w = −c(ατt + β) + c
2(γξx + δ).
Далее для разделения переменных нужно разобрать четыре варианта: когда обе производные
τt и ξx – не константы, когда одна из них константа, и когда обе они постоянные.
В первом варианте мы получаем три уравнения
−cwc + 2w = −cα, cwc − w = c
2γ, −cβ + c2δ = 0,
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из которых следует, что β = δ = 0, а w = γc2−αc, и мы получаем функцию F = u1c
3f+γc2−αc
из семейства II.2.
Если τt = const, τ = at+ b, но ξx 6= const уравнений будет уже два:
cwc − w = c
2γ, −acwc + 2aw = −c(αa+ β) + c
2δ.
Из первого следует, что w = w1c + γc
2, и мы снова получаем функцию семейства II.2. Ана-
логично рассматривается симметричный вариант ξx = const, τt 6= const, там получается
w = w1c
2 − αc.
Наконец, когда обе производных постоянны, и τ = at + b, ξ = λx + l, мы из уравнения
c(λ − a)wc + (−λ + 2a)w = 0 получаем w = w1c
λ−2a
λ−a . Обозначая показатель степени через k,
мы приходим к функции F = Pc3f+Qck = ck(Pc3−kf+Q) – частный случай функции III.3.2.
Продолжим. Случай 4: u = u1e
mc, m 6= 0, τ = at + b, ξ = a(x + j−1m t) + l. Здесь мы
приходим к уравнению a[(j − 1)wc +mw] = 0. При j 6= 1 получаем w = w1e
− mcj−1 . Обозначая
k = − mj−1 , мы приводим нашу функцию к виду e
kc[u1(e
−kcf)j+w1], то есть к частному случаю
функции III.3.3. При j = 1 мы получаем w = 0, и трехмерная алгебра τ = at + b, ξ = ax + l
приводит нас к частному случаю функции III.2.3.
Случай 5. j 6= −1,−1/2, u = u1, τ = τ(t), ξ =
2+j
2j+1 τ
′x + l(t) Подстановка в уравнение и
его расщепление по переменной x дают два равенства:
(2 + j)τ ′′wc = (2 + j)τ
′′′, [(2j + 1)l′ + c(1− j)τ ′]wc + 3jτ
′w = (2j + 1)l′′ + 3cτ ′′. (49)
Если j 6= −2, то из первого уравнения получаем, что τ ′′′ = ατ ′′, и либо τ ′′ 6= 0, тогда
w = w1 + αc, второе уравнение (49) расщепляется на два соотношения
(2j + 1)τ ′α = 3τ ′′, (2j + 1)l′α+ 3jτ ′w1 = (2j + 1)l
′′,
из которых первое возможно только при j = 1 (поскольку α 6= 0 в силу предположения
τ ′′ 6= 0). Мы получаем функцию F = u1f +w1 +αc из семейства II.1. Либо τ
′′ = 0, τ = at+ b,
и тогда уже во втором уравнении (49)
[(2j + 1)l′ + c(1− j)a]wc + 3jaw = (2j + 1)l
′′
мы можем использовать анзац l′′ = αl′ + β, преобразовав его к виду
[(2j + 1)l′ + c(1− j)a]wc + 3ajw = (2j + 1)(αl
′ + β)
и перейдя ко второму слою вариантов.
Здесь если l′ не константа, и тогда уравнение расщепляется на
wc = α, c(1 − j)awc + 3ajw = (2j + 1)β,
из первого получаем w = αc + w1, подстановка во второе и расщепление уже по c дает два
равенства: (1 + 2j)aα = 0, 3ajw1 = (2j + 1)β. Независимо от ограничений, налагаемых этими
равенствами, мы все равно имеем дело с функцией вида F = u1f
j + αc + w1, являющуюся
частным случаем функции из семейства III.4.2.
Если же l′ – константа, l = l1t+ l2, то функция w(c) находится из уравнения [(2j + 1)l1 +
ac(1− j)]wc + 3ajw = 0 и имеет вид w = w1[(2j + 1)l1 + ac(1− j)]
3j
j−1 при j 6= 1 и w = w1e
− al1
c
при j = 1. Соответственно мы получаем F вида III.3.2 и III.3.3.
Осталось рассмотреть случай j = −2. Тогда от (49) остается только одно уравнение
(cτ ′ − l′)wc − 2τ
′w = −l′′ + cτ ′′,
которое мы будем решать уже относительно w(c). Если τ ′(t) не является тождественным
нулем, то, фиксируя соответствующее значение t, мы получаем, что w является решением
уравнения (ac+b)wc−2aw = αc+β и имеет вид w = w1(ac+b)
2− αa c−
β−αb
2a , другими словами,
представляет собой квадратный трехчлен. При a 6= 0 за счет сдвига можно избавиться от
линейного члена, и мы пришли к функции F = u1f
−2 +Qc2 +R II.3, аналогичная ситуация
складывается при a = 0, но α 6= 0 если же a = α = 0, то мы получаем функцию F =
u1f
−2 +Qc+R семейства II.1.
Если же τ ′ = 0, то при l′ = 0 мы получаем двумерную алгебру, а при l′ 6= 0 – wc = k,
l′′ = kl′, и мы снова приходим к функции из семейства II.1.
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Довольно больших рассуждений требует случай 5.1: j = −1, тогда u = u1 и τt + ξx = 0
для τ(t, x), ξ(t, x). Здесь уравнение для w(c) приобретает вид
(ξt + 2cξx − c
2τx)wc + (3cτx − 3ξx)w = ξtt + 3cξtx + 3c
2ξxx − c
3τxx. (50)
Это уравнение оказывается вырожденным (коэффициент при wc равен нулю) только если
алгебра двумерна. Поэтому случай алгебры большей размерности может быть в одном из двух
вариантов: либо ξx = τx = 0 (а тогда и τt = 0), но ξt 6= 0, либо ξx и τx не являются нулевыми
одновременно. В первом случае уравнение (50) приобретает вид ξtwc = ξtt, переменные в
нем разделяются, и мы получаем линейную функцию w = w1c + w2 (что дает нам F =
u1f
−1 +Qc+R, то есть частный случай функции III.4.2) и трехмерную алгебру.
Если же по крайней мере одна из ξx и τx не является тождественным нулем, то, зафик-
сировав соответствующие значения t, x, мы можем получить, что w(c) является решением
уравнения вида
(ac2 + 2bc+ d)wc − 3(ac+ b)w = αc
3 + βc2 + γc+ δ. (51)
Лемма 3. Решения уравнения (51) имеют следующий вид, в зависимости от коэффици-
ентов a, b, d:
1. если b2 − ad 6= 0, то
w(c) = w1(ac
2 + 2bc+ d)3/2 + pc3 + qc2 + rc + s,
где p, q, r, s однозначно выражаются через α, β, γ, δ, а w1 – произвольная константа;
2.если b2 − ad = 0, a 6= 0 (то есть ac2 + 2bc+ d = a(c+ h)2), то
w(c) = w1(c+ h)
3 + p(c+ h)3 ln(c+ h) + qc2 + rc+ s,
где p, q, r, s однозначно выражаются через α, β, γ, δ, а w1 – произвольная константа;
3. если b2 − ad = 0 и a = 0 (а тогда и b = 0), но d 6= 0, то
w = w1 +
1
d
[
1
4
αc4 +
1
3
βc3 +
1
2
γc2 + δc
]
,
где w1 – произвольная константа.
Доказательство леммы 3 фактически сводится к решению неоднородного уравнения,
поскольку решение однородного элементарно. Решение неоднородного уравнения осуществ-
ляется методом неопределенных коэффициентов: представив искомое решение в виде w(c) =
pc3 + qc2 + rc + s, мы после подстановки и приравнивания коэффициентов при одинаковых
степенях c получаем систему для определения p, q, r, s
3bp− aq = α, 3pd+ bq − 2ar = β, 2dq − br − 3as = γ, dr − 3bs = δ.
Ее определитель равен 9(b2− ad)2, и поэтому в случае 1 мы и получаем утверждение леммы.
Если b2 − ad = 0, то квадратный трехчлен является полным квадратом, наше уравнение
становится уравнением Эйлера с резонансным слагаемым в правой части:
a(c+ h)2wc − 3a(c+ h)w = α(c+ h)
3 + β˜c2 + γ˜c+ δ˜,
решение которого имеет как раз вид, указанный в пункте 2.
Оставшийся же случай a = b = 0 решается прямым интегрированием. Лемма доказана.
Таким образом, нам остается подставить в уравнение указанные варианты решений, и
осуществить расщепление по c. Для упрощения выкладок можно заметить, что заменой пе-
ременных t¯ = t, x¯ = x + λt с подходящим λ мы можем избавиться от коэффициента b (если
a 6= 0) или от коэффициента d (если a = 0, b 6= 0), и использовать далее следующие анзацы:
1. w = w1(c
2 + n)3/2 + pc3 + qc2 + rc + s (n 6= 0),
2. w = w1c
3/2 + pc3 + qc2 + rc+ s,
3. w = w1c
3 + pc3 ln c+ qc2 + rc+ s,
4. w = w1 + pc
4 + qc3 + rc2 + sc.
Для первого анзаца получаем из (50)
(ξt+2cξx−c
2τx)[3cw1(c
2+n)1/2+3pc2+2qc+r]+(3cτx−3ξx)[w1(c
2+n)3/2+pc3+qc2+rc+s] =
= ξtt + 3cξtx + 3c
2ξxx − c
3τxx.
Отделение иррациональности приводит к разделению на два уравнения:
3w1[c(ξt + nτx) + c
2ξx − nξx] = 0,
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(ξt + 2cξx − c
2τx)[3pc
2 + 2qc+ r] + (3cτx − 3ξx)[pc
3 + qc2 + rc+ s] = ξtt + 3cξtx + 3c
2ξxx − c
3τxx.
Из первого следует, что при w1 6= 0 получаем ξx = 0 (а значит, и τt = 0), ξt + nτx = 0, что
может быть только если τ = ax+ b, ξ = −ant+ l. Но тогда второе уравнение приобретает вид
a[−(c2 + n)(3pc2 + 2qc+ r) + 3c(pc3 + qc2 + rc+ s)] = 0,
и трехмерная алгебра (при a 6= 0) получается только если выполнены условия
q = 0, r =
3
2
pn, s =
2
3
qn, r = 0,
то есть только если p = q = r = s = 0. В итоге мы получаем функцию
F = u1f
−1 + w1(c
2 + n)3/2 = (c2 + n)3/2([u1[f(c
2 + n)3/2]−1 + w1)
– частный случай функции из семейства III.3.1. Если же w1 = 0, то остается многочлен
третьей степени.
Для второго анзаца аналогичное выделение из уравнения
(ξt + 2cξx − c
2τx)[
3
2
w1c
1/2 + 3pc2 + 2qc+ r] + (3cτx − 3ξx)[w1c
3/2 + pc3 + qc2 + rc+ s] =
= ξtt + 3cξtx + 3c
2ξxx − c
3τxx
выделение иррациональных слагаемых дает равенства
w1[
3
2
ξt +
3
2
c2τx] = 0,
(ξt + 2cξx − c
2τx)[3pc
2 + 2qc+ r] + (3cτx − 3ξx)[pc
3 + qc2 + rc+ s] = ξtt + 3cξtx + 3c
2ξxx − c
3τxx,
и если w1 6= 0, то ξt = τx = 0, а поскольку τt + ξx = 0, получаем τ = at + b, ξ = −ax + l, и
второе уравнение приводится к виду
−a(2c[3pc2 + 2qc+ r]− 3[pc3 + qc2 + rc+ s]) = 0,
откуда либо a = 0 (то есть алгебра двумерна), либо p = q = r = s = 0. Мы получаем F =
c3/2[u1(fc
3/2)−1+w1], то есть частный случай функции III.3.2 (дляm = 3/2,G(z) = Pz
−1+Q).
Если же w1 = 0, то у нас опять остается лишь многочлен третьей степени.
Для третьего анзаца из
(ξt + 2cξx − c
2τx)[3pc
2 ln c+ pc2 + 3w1c
2 + 2qc+ r] + (3cτx − 3ξx)[pc
3 ln c+w1c
3 + qc2 + rc+ s] =
= ξtt + 3cξtx + 3c
2ξxx − c
3τxx,
получаем
p[3ξt + 3cξx] = 0,
(ξt+2cξx−c
2τx)[pc
2+3w1c
2+2qc+r]+(3cτx−3ξx)[w1c
3+qc2+rc+s] = ξtt+3cξtx+3c
2ξxx−c
3τxx,
и из первого соотношения при p 6= 0 следует ξt = ξx(= −τt) = 0, ξ = const, τ = τ(x).
Подставляя во второе уравнение, получаем
τ ′[−pc4 + qc3 + 2rc2 + 3sc] = −c3τ ′′,
откуда pτ ′ = rτ ′ = sτ ′ = 0, qτ ′ = −τ ′′. Поскольку p 6= 0, получаем τ ′ = 0, то есть двумерную
алгебру. Если же p = 0, то у нас и в этот раз остается многочлен третьей степени.
Наконец, для четвертого анзаца
(ξt + 2cξx − c
2τx)[4pc
3 + 3qc2 + 2rc+ s] + (3cτx − 3ξx)[pc
4 + qc3 + rc2 + sc+ w1] =
= ξtt + 3cξtx + 3c
2ξxx − c
3τxx
при p 6= 0 мы сразу же получаем τx = 0, а затем ξx(= −τt) = 0, а потом и ξt = 0, то есть
тут возможна только двумерная алгебра. Если же p = 0, то и в этом случае у нас остается
многочлен третьей степени.
Таким образом, нам осталось рассмотреть вариант, когда w(c) = pc3 + qc2 + rc+ s. В этом
случае уравнение (50) приобретает вид
(ξt + 2cξx − c
2τx)[3pc
2 + 2qc+ r] + (3cτx − 3ξx)[pc
3 + qc2 + rc+ s] = ξtt + 3cξtx + 3c
2ξxx − c
3τxx,
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и его расщепление по c дает систему
3pξx + qτx = −τxx, 3pξt + qξx + 2rτx = 3ξxx, 2qξt − rξx + 3sτx = 3ξtx, rξt − 3sξx = ξtt.
Имея в виду, что τt = −ξx, ее можно дополнить уравнениями для τtt и τtx:
−3pξt − qξx − 2rτx = 3τtx, −2qξt + rξx − 3sτx = 3τtt.
Мы получили полную линейную систему относительно функций τ , ξ. Условия совместности
этой системы имеют вид
(6pr − 2q2)ξt + (6qs− 2r
2)τx = 0,
(2q2 − 6rp)ξx + (qr − 9ps)τx = 0,
(9sp− rq)ξt + (2r
2 − 6qs)ξx = 0.
Это линейная однородная система вида

 0 γ β−γ 0 α
β −α 0



 ξxξt
τx

 = 0,
где α = qr− 9ps, β = 2r2 − 6qs, γ = 6pr− 2q2. Эта система вырожденная, ее ранг равен двум,
если α2 + β2 + γ2 6= 0, и решение пропорционально вектору (α, β, γ).
Если qr− 9ps = 2r2− 6qs = 6pr− 2q2 = 0, то при p = 0 мы немедленно получаем q = r = 0,
w = const и мы приходим к функции F = u1f
−1+w1 семейства I. Если же p 6= 0, то, выражая
r и s через p и q, мы найдем, что w = p(c + q3p )
3. Пользуясь заменой t¯ = t, x¯ = x + q3p t, мы
можем привести функцию F к виду F = Pf−1+Qc3, а затем заменой t¯ = x, x¯ = t превратить
ее в F = −Pf−1 −Q, то есть в функцию того же семейства I.
Если же qr−9ps, 2r2−6qs, 6pr−2q2 не все равны нулю, то, положив ξx = −τt = h(t, x)(qr−
9ps), ξt = h(t, x)(2r
2−6qs), τx = h(t, x)(6pr−2q
2), где h(t, x) – неизвестная функция, запишем
условия согласования этих производных
ht(t, x)(qr − 9ps) = hx(t, x)(2r
2 − 6qs), ht(t, x)(6pr − 2q
2) = −hx(t, x)(qr − 9ps).
Поскольку из трех фигурирующих здесь коэффициентов по крайней мере один ненулевой,
это означает, что h(t, x), а значит, и τ(t, x), и ξ(t, x) являются функциями от некоторой ком-
бинации αt + βx, причем в силу ξx = −τt их можно выразить через одну и ту же функцию:
τ = βσ(αt+ βx) +A, ξ = −ασ(αt+ βx) +B. Остается подставить эти выражения в исходную
систему
(−3pαβ + qβ2)σ′ = −β3σ′′,
(−3pα2 − qαβ + 2rβ2)σ′ = −3αβ2σ′′,
(−2qα2 + rαβ + 3sβ2)σ′ = −3α2βσ′′,
(−rα2 + 3sαβ)σ′ = −α3σ′′.
и увидеть, что если β = 0, то мы (считая, без ограничения общности, α = 1) получаем, что
либо σ′ = 0 и группа двумерна, либо p = q = 0 (и тогда, в силу предположения r 6= 0), и мы
получаем функцию F = Pf + rc+ s, которая заменой t¯ = t, x¯ = x+
s
r t приводится к частному
случаю функции III.4.2. А если β 6= 0, то мы опять же линейной заменой t¯ = t, x¯ = x + αβ t
приводим нашу ситуацию к случаю α = 0, дающему соответственно r = s = 0 (и q 6= 0), что
дает нам функцию F = Pf + pc
3 + qc2, приводящейся к предыдущему случаю заменой t¯ = x,
x¯ = t.
Наконец, рассмотрим последний случай – случай 5.2: j = −1/2, u = u1, ξ = ξ(t, x),
τ = const. Подставляя в уравнение, получаем
(ξt + cξx)wc − ξxw = ξtt + 2cξtx + c
2ξxx.
При ξx = ξt = 0 алгебра двумерна. При ξx = 0, ξt 6= 0 получим w = w1 + λc и функцию
семейства II.4 при λ 6= 0 и функцию семейства II.1 при λ = 0.
При ξx 6≡ 0 мы, фиксируя временно соответствующее значение (t, x) получаем, что w
удовлетворяет уравнению вида (ac+ b)wc − aw = pc
2 + qc+ r, решение которого имеет вид
w = w1(ac+ b) + αc
2 +
q
a
(ac+ b) ln(ac+ b) + β,
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где w1 – произвольная константа, а α и β выражаются через p, q, r однозначно. Подставляя
этот анзац обратно в уравнение, получаем
(ξt+cξx)(w1a+2αc+q ln(ac+b)+q)−ξx(w1(ac+b)+αc
2+
q
a
(ac+b) ln(ac+b)+β) = ξtt+2cξtx+c
2ξxx.
Выделение логарифмических членов и расщепление оставшегося уравнения по степеням c
дает уравнения
q[aξt − bξx] = 0, αξx = ξxx, qξx + 2αξt = 2ξtx, ξt(w1a+ q)− ξx(bw1b+ β) = ξtt.
Из первого уравнения следует, что либо q = 0, и тогда w – квадратный трехчлен, и наша
функция сводится к функции семейства II.4, если этот квадратный трехчлен не константа,
и к функции семейства II.1 в противном случае. Либо q 6= 0, тогда ξ(t, x) = ξ(ax + bt), и
остальные три уравнения приобретают вид
αaξ′ = a2ξ′′, (aq + 2bα)ξ′ = 2abξ′′, [b(w1a+ q)− a(bw1b+ β)]ξ
′ = b2ξ′′.
Вычитая из второго уравнения первое, умноженное на b/a, получаем aqξ′ = 0, что, в силу
предположений q 6= 0, a 6= 0 влечет ξ′ = 0, то есть алгебра оказывается двумерной.
Таким образом, для функций вида F = F(c, f) классификация полностью обоснована:
уравнения со всеми функции такого вида, кроме функций семейств I-III, имеют только дву-
мерную алгебру симметрий ∂t, ∂x.
4.10 Алгебры симметрий уравнений с функцией вида F = T (c, tf)/t
Здесь, как и в предыдущем параграфе, мы доказываем двумерность алгебры симметрий урав-
нения (5), за исключением уравнений с функциями F из семейств I-III.
4.10.1 Анзацы и классифицирующие уравнения
Для этого семейства группа эквивалентности содержит, помимо сдвигов по переменной x и
растяжений, являющихся симметриями, еще два типа преобразований – растяжение только
по x и замены t¯ = t, x¯ = x − kt, которые не изменяют F и f , но позволяют осуществлять
сдвиги и растяжения переменной c, чем мы будем в дальнейшем пользоваться.
Этот случай нам придется разбирать по той же схеме, что и случай функции F = F(c, f).
Для удобства дальнейших вычислений обозначим второй аргумент функции T через g: tf = g.
Тогда F = T (c, g)/t, и уравнение (27) превращается в уравнение относительно T :
[τ + t(3cτx − 2ξx + τt)]gTg + t(ξt + c(ξx − τt)− c
2τx)Tc − [τ − t(3cτx − ξx + 2τt)]T =
= t2[ξtt + c(2ξtx − τtt) + c
2(ξxx − 2τtx)− c
3τxx]. (52)
Алгебра симметрий для F = T (c, g)/t содержит двумерную некоммутативную алгебру
∂x, t∂t + x∂x, и для завершения рассуждений с алгебрами, нам необходимо показать, что в
случаях, отличных от рассмотренных в предыдущем параграфе, алгебра симметрий имеет
размерность, в точности равную двум.
Для этого предположим, что уравнение (52) выполнено для некоторых (τ(t, x), ξ(t, x)),
отличных от представленных в этой алгебре. Подставим их в уравнение, которое теперь будем
рассматривать как уравнение относительно T . Здесь возможны несколько вариантов.
1) Если ξt + c(ξx − τt)− c
2τx ≡ 0, то τx = ξt = 0, а τt = ξx = a = const. Но тогда τ = at+ b,
ξ = ax+ l и уравнение упрощается до b(gTg −T ) = 0. Если b = 0, то мы получаем двумерную
алгебру для произвольной F = T (c, tf)/t – это общий случай семейства IV.2. Если же b 6= 0,
то T (c, g) = G(c)g, а значит, F =M(c)f , это семейство III.2.3.
2) Пусть теперь ξt+ c(ξx− τt)− c
2τx 6≡ 0. Тогда мы можем, зафиксировав соответствующее
значение (t, x) = (t∗, x∗) и, пометив звездочкой соответствующие значения функций, фигури-
рующих в уравнении, получить уравнение в переменных (c, g) относительно функции T (c, g).
Решение этого уравнения относительно T имеет следующий вид:
T = eI2
(
G(ge−I1)− I3
)
, I1 =
∫
τ∗ + t∗(3cτ∗x − 2ξ
∗
x + τ
∗
t )dc
t∗(c2τ∗x − c(ξ
∗
x − τ
∗
t )− ξ
∗
t )
, I2 =
∫
τ∗ − t∗(3cτ∗x − ξ
∗
x + 2τ
∗
t )dc
t∗(c2τ∗x − c(ξ
∗
x − τ
∗
t )− ξ
∗
t )
,
I3 =
∫
t∗(ξ∗tt + c(2ξ
∗
tx − τ
∗
tt) + c
2(ξ∗xx − 2τ
∗
tx)− c
3τ∗xx)
c2τ∗x − c(ξ
∗
x − τ
∗
t )− ξ
∗
t
e−I2dc,
где G(·) – произвольная функция. Таким образом, в этом случае мы получили следующий
анзац для T :
T = u(c)G (gv(c)) + w(c). (53)
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Подставим (53) в (52), обозначив z = gv(c):
[
τ
t
+ (3cτx − 2ξx + τt) +
vc
v
(ξt + c(ξx − τt)− c
2τx)]uzGz−
−[
τ
t
− (3cτx − ξx + 2τt)−
uc
u
(ξt + c(ξx − τt)− c
2τx)]uG =
= t[ξtt+ c(2ξtx− τtt)+ c
2(ξxx−2τtx)− c
3τxx]−wc(ξt+ c(ξx− τt)− c
2τx)+w(
τ
t
− (3cτx− ξx+2τt)).
Здесь возможны три варианта:
I. Если коэффициент при zG′(z) нулевой: τ/t+3cτx−2ξx+τt+(ξt+c(ξx−τt)−c
2τx)(ln v)c =
0, то либо коэффициент при G ненулевой и G = const, а значит F не зависит от f (что
противоречит предположениям теоремы). Либо коэффициент при G также нулевой, а значит
нулевой и свободный член, в (53) функция G(·) произвольная, а u, v и w удовлетворяют
системе уравнений
τ
t
− (3cτx − ξx + 2τt)− (ξt + c(ξx − τt)− c
2τx)(ln |u|)c = 0, (54)
τ
t
+ 3cτx − 2ξx + τt + (ξt + c(ξx − τt)− c
2τx)(ln |v|)c = 0, (55)
t[ξtt+c(2ξtx−τtt)+c
2(ξxx−2τtx)−c
3τxx] = (ξt+c(ξx−τt)−c
2τx)wc−(
τ
t
−(3cτx−ξx+2τt))w. (56)
II. Если коэффициент при zG′(z) ненулевой: τ/t + 3cτx − 2ξx + τt − (ξt + c(ξx − τt) −
c2τx)(ln v)c 6= 0, а коэффициент при G нулевой, то G = G1 ln |z| и T = u(c) ln |g|+ w(c), где
τ
t
− (3cτx − ξx + 2τt)− (ξt + c(ξx − τt)− c
2τx)(ln |u|)c = 0, (57)
[
τ
t
+ (3cτx − 2ξx + τt)]u + (ξt + c(ξx − τt)− c
2τx)wc − (
τ
t
− (3cτx − ξx + 2τt))w =
= t(ξtt + c(2ξtx − τtt) + c
2(ξxx − 2τtx)− c
3τxx). (58)
III. Коэффициенты при G и Gz в уравнении ненулевые, тогда G = G1z
j +G2 и функция
T имеет вид T = u(c)gj + w(c)
j(
τ
t
+ (3cτx − 2ξx + τt))−
τ
t
+ (3cτx − ξx + 2τt) + (ξt + c(ξx − τt)− c
2τx)(ln |u|)c = 0, (59)
wc(ξt+c(ξx−τt)−c
2τx)−w(
τ
t
−(3cτx−ξx+2τt)) = t(ξtt+c(2ξtx−τtt)+c
2(ξxx−2τtx)−c
3τxx). (60)
Как видно, и в этом семействе выделяются общий, логарифмический и степенной анзацы.
4.10.2 Первичная классификация
Как и в предыдущем случае, уравнение относительно u(c)
j(
τ
t
+ (3cτx − 2ξx + τt))−
τ
t
+ (3cτx − ξx + 2τt) + (ξt + c(ξx − τt)− c
2τx)(ln u)c = 0 (59)
– общее для всех трех анзацев (для анзацев I и II j = 0), поэтому естественно за основание
классификации взять именно его.
Лемма 4. Уравнение (59) как уравнение относительно τ , ξ имеет решения, отличные
от τ = at, ξ = ax+ l, только для функций u(c), приведенных в таблице 8.
Доказательство. Будем рассматривать (59) как уравнение на функцию u. Если это урав-
нение выполнено тождественно (то есть и коэффициент при (lnu)c, и свободный член равны
нулю), то τ = at+ b, ξ = ax+ l и (j − 1)b = 0. Если b = 0, то алгебра двумерна, а если j = 1 –
это случай 1.
Если же уравнение (59) невырождено, то, так как u не зависит от t, x, то можно за-
фиксировать произвольным образом значения t и x, при которых коэффициент при (lnu)c
ненулевой, а также соответствующие значения τ , ξ и их производных, представив уравнение
(59) в виде
(lnu)c =
(j − 1)p+ 3k(j + 1)c− r(2j + 1) + q(j + 2)
kc2 − (r − q)c− s
, (61)
где k, p, q, r, s – некоторые константы, причем выбор (t, x) можно осуществить так, что зна-
менатель будет не равен нулю тождественно (противный случай рассмотрен в предыдущем
пункте). Здесь, как и в предыдущем случае, возможны три варианта:
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Таблица 8. Первичная классификация: отличные от констант решения τ = at, ξ = ax+ l
уравнения (59).
№ j u τ , ξ
1 j = 1 u произвольная τ = at+ b, ξ = ax+ l
2 j 6= 1 u = u1(c
2 + n)3(j+1)/2 τ = 2atx+ bt,
ξ = a(x2 − nt2) + bx+ l
2.1 j = 1 u = u1(c
2 + n)3 τt = ξx, ξt + nτx = 0
3 j 6= 1 u = u1c
m τ = at+ bt
j−1
m−(j+2) , ξ = ax+ l
m 6= 3(j + 1), j + 2, 2j + 1, 0
3.1 j 6= 1,−2,−1/2 u = u1c
2j+1 τ = at, ξ = ξ(x)
3.2 j 6= −1,−2,−1/2 u = u1c
3(j+1) ξ = ξ(x), τ = ξxt+ b(x)t
j−1
2j+1
3.3 j = 1 u = u1c
3 τ = τ(t), ξ = ξ(x)
3.4 j = −1/2 u = u1c
3/2 τ = tξ′(x), ξ = ξ(x)
3.5 j = −2 u = u1c
−3 τ = ta(x), ξ = ξ(x)
4 j 6= 1 u = u1e
mc τ = at+mb,
m 6= 0 ξ = ax− (j − 1)b ln t+ l
5 j 6= −1,−1/2 u = u1 τ = τ(t),
ξ = ( j−12j+1
τ
t +
j+2
2j+1 τt)x+ l(t)
5.1 j = −1 u = u1 τ = τ(t, x), ξ = ξ(t, x),
t(ξx + τt) = 2τ
5.2 j = −1/2 u = u1 τ = at, ξ = ξ(t, x).
А) Если k 6= 0, и дробь в (61) несократима (случай сократимой дроби, как и случай k = 0
будет рассматриваться в пункте Б) ) и не равна нулю (этот случай будет рассматриваться в
пункте В)), то заменой переменных t¯ = t, x¯ = x− (r− q)t/(2k) мы можем упростить формулу
для u:
(lnu)c =
3(j + 1)c+m
c2 + n
. (62)
Б) Если в (61) k = 0, но r − q 6= 0, то заменой переменных t¯ = t, x¯ = (r − q)x + nt мы
можем упростить (61), приведя его к виду
(lnu)c = m/c, (63)
к этому же виду приводится (61) и в случае k 6= 0, но дробь сократима. Мы здесь будем
предполагать, что m 6= 0.
B) Если k = r − q = 0, то дробь в (61) сводится к константе
(lnu)c = m. (64)
А) Случай функции (62). Предполагая, что (62) – несократимая дробь, подставим (62)
в (59), получим:
(c2+n)[j(
τ
t
+(3cτx−2ξx+ τt))−
τ
t
+(3cτx− ξx+2τt)]+(ξt+ c(ξx− τt)− c
2τx)(3(j+1)c+m) = 0.
Приравняем к нулю коэффициенты при различных степенях c:
(j − 1)
τ
t
− (2j + 1)τt −mτx + (j + 2)ξx = 0,
−mτt + 3n(j + 1)τx + 3(j + 1)ξt +mξx = 0,
n(j − 1)
τ
t
+ n(j + 2)τt +mξt − n(2j + 1)ξx = 0.
Мы получили систему вида
a0i
τ
t
+ a1iτt + a2iτx + a3iξt + a4iξx = 0, i = 1, 2, 3,
которой соответствует матрица

 (j − 1) −(2j + 1) −m 0 j + 20 −m 3n(j + 1) 3(j + 1) m
n(j − 1) n(j + 2) 0 m −n(2j + 1)


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Вычтем из третьей строки первую, умноженную на n:

 (j − 1) −(2j + 1) −m 0 j + 20 −m 3n(j + 1) 3(j + 1) m
0 3n(j + 1) nm m −3n(j + 1)


Основные варианты связаны с рангом этой матрицы. Этот ранг не может быть нулевым (так
как равенства j + 2 = 0, j − 1 = 0 одновременно не могут быть выполнены). Ранг, равный 1,
возможен только при m = 0, j = −1 (что противоречит предположению о том, что дробь в
(62) ненулевая).
Ранг равный двум будет в случае равенства нулю всех миноров третьего порядка. При j 6=
1,−1 для ранга два необходимо n = −m2/9(j+1)2, но в этом случае дробь снова оказывается
сократимой. При j = −1 ранг, равный двум, невозможен (если m = 0, то ранг равен единице,
если нет – то трем). При j = 1 ранг, равный двум, возможен либо при m = 0, что дает
u(c) = (c2 + n)3, ξx = τt, ξt + nτx = 0 – это случай 2.1, либо при m = 36n
2, что вновь
противоречит несократимости дроби в (62).
Если ранг равен трем, то имеем три независимых уравнения. Здесь есть два варианта.
Если m = 0, то nτx + ξt = 0, τt = ξx и (j − 1)
τ
t − (j − 1)τt = 0, где j 6= 1 (иначе ранг системы
будет равен двум).
Если же m 6= 0, то комбинированием уравнений наша матрица приводится к виду

 (j − 1) −(2j + 1) −m 0 j + 20 −1 0 0 1
0 0 n 1 0


(при этом исключается случай m2 + 9n(j + 1)2 = 0, поскольку он соответствует сократимой
или нулевой дроби в (62)). В результате мы получаем систему уравнений
τt = ξx, nτx + ξt = 0, t[(j − 1)τt +mτx] = (j − 1)τ.
Нетрудно видеть, что эти формулы при m = 0 включают и предыдущий случай, при этом
ранг системы равен трем тогда и только тогда, когда m и j − 1 не обращаются одновременно
в нуль.
Решение третьего уравнения этой системы имеет вид τ = th((j − 1)x − qt), где h(·) –
некоторая функция. Подставляя полученную τ в условие совместности первого и второго
τtt + nτxx = 0, получаем
tm2h′′(s)− 2mh′(s) + tn(j − 1)2h′′(s) = 0,
где s = (j − 1)x−mt.
Если j 6= 1, аргумент функции h является независимым с t, и поэтому можно осуществить
расщепление по t, что дает mh′ = (m2 + n(j − 1)2)h′′ = 0.
Еслиm 6= 0, то h′ = 0, и мы получаем двумерную алгебру τ = at, ξ = ax+l. Если жеm = 0,
то при n = 0 мы получаем сократимую дробь в (62), что противоречит предположению, а
при n 6= 0 оказывается h′′ = 0, и мы приходим к трехмерной алгебре τ = 2atx + bt, ξ =
a(x2 − t2) + bx+ l для u = (c2 + n)3(j+1)/2, что и дает нам случай 2.
Наконец, при j = 1 мы получаем, в силу m 6= 0, что τx = ξt = 0, τ = at + b, ξ = ax + l –
это частный вариант случая 1.
Б) Случай функции (63). Подставим (63) в (59), предполагая m 6= 0:
(j − 1)c
τ
t
+ 3(j + 1)c2τx − (2j + 1)cξx + (j + 2)cτt +m(ξt + c(ξx − τt)− c
2τx) = 0.
Получаем систему уравнений:
[3(j + 1)−m]τx = 0, (j − 1)
τ
t
+ [m− (2j + 1)]ξx + [(j + 2)−m]τt = 0, mξt = 0.
Так как m 6= 0, то из последнего уравнения ξ = ξ(x). Дальнейшее ветвление вариантов
определяется соотношениями между m и j, точнее, равно или не равно m одному из чисел
3(j + 1), j + 2 и 2j + 1. Попарное совпадение этих чисел происходит при j = 1,−2,−1/2,
поэтому случай этих j мы рассмотрим отдельно.
a) Пусть j 6= 1,−2,−1/2.
Еслиm 6= 3(j+1) то из первого уравнения τ = τ(t). А тогда из второго уравнения получаем
следуюшие варианты.
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Либоm 6= 2j+1 иm 6= j+2, тогда переменные разделяются, ξx = const, а значит, ξ = ax+l,
и τ = at+ bt
j−1
m−(j+2) . Это случай 3.
Либо m = 2j + 1, тогда получаем ξ = ξ(x), τ = at. Это случай 3.1.
Если m = j + 2, то ξ = ξ(x), τ = tξx, а поскольку τ зависит только от t, то мы получаем
ξ = ax+ b, τ = at, то есть только двумерную алгебру.
Если m = 3(j+1), то первое уравнение выполняется автоматически, а второе приобретает
вид (j − 1)τ + [j +2]tξx− [2j+1]tτt = 0. Тогда, поскольку j 6= −2,−1/2, мы получаем алгебру
τ = p(x)t
j−1
2j+1 + ξxt, ξ = ξ(x) – это случай 3.2.
б) Пусть j = 1, тогда по-прежнему ξt = 0, а остальные уравнения приобретают вид
[6−m]τx = 0, [m− 3]ξx + [3−m]τt = 0,
что при m 6= 3, 6 дает трехмерную алгебру τ = at+ b, ξ = ax+ l. Это частный вариант случая
3. При m = 3 алгебра имеет вид τ = τ(t), ξ = ξ(x) – случай 3.3, при m = 6 – ξ = ξ(x),
τ = tξ′(x) + p(x), это частный вариант случая 3.2.
в) При j = −1/2 все также ξt = 0, а остальные уравнения приобретают вид
[
3
2
−m]τx = 0, −
3
2
τ
t
+mξx + [
3
2
−m]τt = 0.
При m 6= 32 алгебра имеет вид ξ = ax + l, τ = at+ bt
3/(3−2m) – это частная версия случая 3,
при m = 32 – ξ = ξ(x), τ = tξ
′(x) + p(x) – это случай 3.4.
г) При j = −2 имеем ξt = 0
−[3 +m]τx = 0, −3
τ
t
+ [m+ 3]ξx −mτt = 0.
При m 6= −3 мы получаем τ = at+ bt−3/m, ξ = ax+ l – это частный вариант случая 3, а при
m = −3 алгебра имеет вид τ = a(x)t, ξ = ξ(x), это случай 3.5.
В) Случай функции (64). Подставим в (59) функцию (64), получим систему:
mτx = 0, 3(j + 1)τx +mξx −mτt = 0, (j − 1)
τ
t
− (2j + 1)ξx + (j + 2)τt +mξt = 0.
a) Если m 6= 0, то τx = 0 и ξx = τt, (j − 1)
τ
t − (j − 1)τt +mξt = 0. Из первого соотношения
ξ = τtx+ b(t), тогда из второго уравнения τ = at+p и bt = −(j− 1)
p
mt . Таким образом, в этом
случае алгебра имеет вид τ = at+ p, ξ = ax− (j − 1) pm ln t+ l, это случай 4.
б) Если m = 0, то (j + 1)τx = 0, (j − 1)
τ
t − (2j + 1)ξx + (j + 2)τt = 0.
При j 6= −1,−1/2, получаем τx = 0, (j − 1)
τ
t − (2j + 1)ξx + (j + 2)τt = 0, откуда находим
τ = τ(t), ξ = ( j−12j+1
τ
t +
j+2
2j+1 τt)x+ b(t). Это случай 5.
При j = −1 получаем, что первое уравнение выполняется автоматически, а второе приоб-
ретает вид t(ξx + τt) = 2τ для τ(t, x), ξ(t, x), это случай 5.1.
Наконец, при j = −1/2 получаем τx = 0, τ = tτt, откуда τ = at, ξ = ξ(t, x). Это случай 5.2.
Лемма доказана.
4.10.3 Анзац I. T = u(c)G (gv(c)) + w(c), G(·) – произвольная функция
Функции v(c) и w(c) удовлетворяют уравнениям (55) и (56):
τ
t
+ 3cτx − 2ξx + τt + (ξt + c(ξx − τt)− c
2τx)(ln |v|)c = 0, (55)
t(ξtt+c(2ξtx−τtt)+c
2(ξxx−2τtx)−c
3τxx) = (ξt+c(ξx−τt)−c
2τx)wc−(
τ
t
−(3cτx−ξx+2τt))w. (56)
Подставим в эти уравнения полученные нами в лемме 4 выражения для τ и ξ в каждом из
случаев, отвечающих j = 0. Это случаи 2, 3, 3.1, 3.2, 4, 5.
Начнем со случая 2. Подставим τ = 2atx + bt, ξ = a(x2 − nt2) + bx + l в уравнения для
v(c) и w(c). Получим
a[3c− (n+ c2)(ln |v|)c] = 0, −2a(n+ c
2) = −2a(n+ c2)wc + 6caw.
Случай a = 0 приводит нас к двумерной алгебре, если же a 6= 0, то v = v1(c
2 + n)3/2,
w = w1(c
2 + n)3/2 + c(c
2+n)
n при n 6= 0, и w = w1c
3 − 12c при n = 0, что дает нам
T = (c2 + n)
3
2G
(
g(c2 + n)
3
2
)
+
c(c2 + n)
n
, n 6= 0,
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T = c3G
(
gc3
)
−
c
2
, n = 0,
то есть функции F = 1tT (c, tf) вида III.5 и III.2.2 соответственно
Случай 3. Здесь подстановка τ = at+ bt
1
2−m , ξ = ax+ l дает
b[(3−m)− c(ln |v|)c] = 0, b[c(m− 1) + (2−m)(−cwc +mw)] = 0.
Если b = 0, то получаем двумерную алгебру. Если b 6= 0, то v = v1c
3−m, w = w1c
m + 1m−2c, и
мы получаем функцию F = c
m
t G(tc
3−mf) + ct(m−2) , из семейства III.3.2.
Случай 3.1. τ = at, ξ = ξ(x). Подстановка в уравнения для v и w дает
(ξx − a)(c(ln |v|)c − 2) = 0, tc
2ξxx = (ξx − a)(cwc − w).
Из второго уравнения следует, что ξ(x) – линейная функция. Если ξx = a, то мы получаем
двумерную алгебру. Если же ξx 6= a, то v = v1c
2, w = w1c, что приводит нас к T = cG(gc
2)
(как видно, w(c) поглощается главной частью), и мы получаем функцию F = ctG(c
2tf) из
семейства III.3.2.
Случай 3.2. Подстановка (напомним, при j = 0) τ = b(x)t−1 + ξxt, ξ = ξ(x) в уравнение
(55) для v и расщепление его по переменной t дает три равенства:
b(x)(ln |v|)c = 0, b
′(x)[3 − c(ln |v|)c] = 0, ξxx[3− c(ln |v|)c] = 0.
Если b(x) 6≡ 0, то v = const, тогда b′ = ξ′′ = 0, и подстановка этих функций в уравнение (56)
для w дает w = w1c
3 + c. Мы получили функцию F = c
3
t G(tf) +
c
t , из семейства III.3.2 (при
m = 3).
Если b(x) = 0 и ξ′′ = 0, то алгебра двумерна. Если же b(x) = 0, а ξ′′(x) 6= 0, то v = v1c
3, а
подстановка в уравнение для w приводит к равенству
−c2ξ′′ − c3tξ′′ = −c2ξ′′wc + 3cξ
′′w,
откуда ξ′′′(x) = 0, cwc = 3w + c, w = w1c
3 − c2 , и мы получаем функцию F =
c3
t G(c
3tf)− c2t
из семейства III.2.2.
Случай 4. Подстановка τ = at + bm, ξ = ax + b ln t + l в уравнения (55)-(56) для v и w
дает
b[m+ (ln |v|)c] = 0, b[1 + wc −mw] = 0.
Если b = 0, то мы получаем двумерную алгебру. Если же b 6= 0, то v = v1e
−mc, w =
w1e
mc + 1m , T = e
mcG(ge−mc) + 1m , F =
1
t e
mcG(te−mcf) + 1mt из семейства III.2.3.
Случай 5. И тут, подставив τ = τ(t), ξ = (2τt −
τ
t )x+ l(t) в уравнения (55)-(56), получим
после расщепления по x
(2τtt −
τt
t
+
τ
t2
)(ln |v|)c = 0, (lt + c(τt −
τ
t
))(ln |v|)c = 3(τt −
τ
t
),
2tτttt − τtt + 2
τt
t
−
2τ
t2
= (2τtt −
τt
t
+
τ
t2
)wc,
tltt + c(3tτtt − 2τt + 2
τ
t
) = (lt + c(τt −
τ
t
))wc.
Из первого уравнения есть два варианта: равен нулю либо первый, либо второй множитель.
а) (ln v)c = 0, v = const, тогда из второго уравнения τ = at, ξ = ax+ l(t). Третье уравнение
превращается в тождество, а четвертое приобретает вид tltt = ltwc. Если lt = 0, то мы
получаем двумерную алгебру. Если же lt 6= 0, то tltt = λlt, l(t) = kt
λ+1 + h, w = λc, и
мы приходим к функции F = 1tG(tf) + λ
c
t из семейства III.4.2.
В исключительном случае λ = −1 будет l(t) = k ln t + h, а функция F = 1tG(tf) −
c
t
принадлежит уже семейству III.4.3.
б) (ln v)c 6= 0, тогда 2τtt−
τt
t +
τ
t2 = 0, τ = at+bt
1/2. При этом второе уравнение приобретает
вид (bc − 2t1/2lt)(ln |v|)c = 3b, откуда, в силу предположения (ln v)c 6= 0, мы получаем, что
2t1/2lt = λ, l(t) = λt
1/2 + h. Если λ = b = 0, то мы получаем двумерную алгебру, иначе
v = (bc− λ)3. Третье уравнение оказывается опять тождеством, а четвертое приобретает вид
1
4 (bc − λ) =
1
2 (λ − bc)wc, откуда снова либо λ = b = 0 и мы получаем двумерную алгебру,
либо w = − c2 + w1. Итак, алгебра размерности больше двух получается только для T =
G
(
g(bc− λ)3
)
− c/2, F = 1tG
(
t(bc− λ)3f
)
− c2t .
Если b 6= 0, то сдвигом c (то есть заменой t¯ = t, x¯ = x − λb t) эта функция приводится к
F = 1tG
(
tc3f
)
− c2t из семейства III.3.2 (при m = 0).
Если же b = 0 (но λ 6= 0), то функция F = 1tG(tf)−
c
2t попадает в семейство III.4.3.
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4.10.4 Анзац II. T = u(c) ln |g|+ w(c)
Здесь, как и в предыдущем параграфе, нам следует рассматривать только те случаи из леммы
4, в которых допускается j = 0, то есть 2, 3, 3.1, 3.2, 4, 5. Соответствующее уравнение (58)
для w(c) имеет вид
[
τ
t
+ (3cτx − 2ξx + τt)]u + (ξt + c(ξx − τt)− c
2τx)wc − (
τ
t
− (3cτx − ξx + 2τt))w =
= t(ξtt + c(2ξtx − τtt) + c
2(ξxx − 2τtx)− c
3τxx). (58)
Случай 2. Подставляя τ = 2atx+ bt, ξ = a(x2−nt2)+ bx+ l, u = u1(c
2+n)3/2 в уравнение
(58) для w, получаем
2at[3cu1(c
2 + n)3/2 − (n+ c2)wc + 3cw + (n+ c
2)] = 0.
Если a = 0, то группа двумерна, если же a 6= 0, то w = w1(c
2 + n)3/2 + c(c
2+n)
n +
3
2 (c
2 +
n)3/2 ln |c2 + n| при n 6= 0 и w = w1c
3 − c2 + 3c
3 ln |c| при n = 0. Это дает нам функции
F = (c
2+n)3/2
t [ln |(c
2 + n)3/2tf | + w1] +
c(c2+n)
nt и F =
c3
t [ln |c
3tf | + w1] −
c
2t , то есть частные
случаи функций III.5 и III.2.2.
Случай 3. Подстановка (напомним: при j = 0) τ = at+ bt
1
2−m , ξ = ax+ l в уравнение (58)
для w приводит его к виду
b
[
(3−m)u1c
m − cwc +mw +
c(m− 1)
2−m
]
= 0.
Если b = 0, то алгебра двумерна, если же b 6= 0, то w = w1c
m + cm−2 + (3−m)u1c
m ln |c|. Мы
получаем T = u1c
m ln(gc3−m)+w1c
m+ cm−2 и функцию F =
1
t c
m
[
u1 ln(ftc
3−m) + w1
]
+ ct(m−2) ,
являющуюся частным случаем III.3.2.
Случай 3.1. Подстановка τ = at, ξ = ξ(x) в уравнение (58) для w приводит его к виду
2[a− ξx]u+ c(ξx − a)wc − (ξx − a)w = tc
2ξxx.
Так как зависимость от t есть только в правой части, то ξ = bx + l. Если b = a, то алгебра
двумерна, если же b 6= a, тогда −2u1c + cwc − w = 0, откуда получаем w = w1c + 2u1c ln |c|,
T = c
[
u1 ln(|g|c
2) + w1
]
, F = ct
[
u1 ln |c
2tf |+ w1
]
, то есть частный случай функции III.3.2.
Случай 3.2. И здесь, подставляя u = u1c
3, τ = b(x)t−1 + ξxt, ξ = ξ(x) в уравнение (58),
мы получим слева и справа многочлены по t, и расщепление уравнения по этой переменной
дает пять равенств:
b(x)[cwc − 3w + 2c] = 0, b
′(x)[3u1c
3 − cwc + 3w − 2c] = 0, b
′′(x) = 0,
ξ′′(x)[3u1c
3 − cwc + 3w + c] = 0, ξ
′′′(x) = 0.
Дифференцируя первое уравнение по x и складывая со вторым, получаем (поскольку u1 6= 0),
что b′(x) = 0, b = const; из последнего уравнения ξxx = const.
Если b = ξxx = 0, то алгебра двумерна. Если b 6= 0, то w = w1c
3 + c, ξxx = 0, ξ = ax + l.
Мы получаем T = u1c
3 ln(|g|) + w1c
3 + c, F = 1t c
3[u1 ln(|tf |) + w1] +
c
t , являющуюся частным
случаем функции III.3.2.
Наконец, если b = 0, но ξ′′(x) 6= 0, то w = w1c
3 − c/2+ 3u1c
3 ln c. Тогда T = u1c
3 ln(|g|c3) +
w1c
3 − c/2, F = 1t c
3[u1 ln |tc
3f |+ w1]−
c
2t – это частный случай функции III.2.2.
Случай 4. Подставляя τ = at+mb, ξ = ax+ b ln t+ l в уравнение для w, получаем
b[mu1e
mc + wc −mw + 1] = 0.
Если b = 0, то алгебра трехмерна, если же b 6= 0, то w = w1e
mc + 1m − u1mce
mc. Получаем
T = u1e
mc ln(ge−mc) + w1e
mc + 1m , F =
1
t e
mc[u1 ln |te
−mcf |+ w1] +
1
mt , являющуюся частным
случаем функции III.3.3.
Случай 5. Здесь подстановка τ = τ(t), ξ = (2τt−
τ
t )x+l(t) в уравнение (58) и расщепление
его по x приводит нас к уравнению, которое расщеплением по x приводится к системе из двух
уравнений:
(
2τ ′ −
τ
t
)′
wc = t
(
2τ ′ −
τ
t
)′′
, 3(
τ
t
− τ ′)u1 + (l
′ + c(τ ′ −
τ
t
))wc = t(l
′′ + c(3τ ′′ − 2
τ ′
t
+ 2
τ
t2
)).
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Рассмотрим два варианта: либо w(c) 6= λc+ w1, либо w(c) = λc+ w1.
В первом варианте мы немедленно из первого уравнения получаем, что
(
2τ ′ − τt
)′
= 0,
τ = at+ bt1/2, а второе уравнение приобретает вид
6bu1 + 2(2t
1/2lt − cb)wc = 4t
3/2ltt + cb.
Если b = lt = 0, то алгебра двумерна.
Если b = 0, lt 6= 0, то оставшееся уравнение приобретает вид ltwc = tltt, откуда w = λc+w1
и l = ptλ+1 + q (если λ 6= −1), l = p ln t+ q (если λ = −1).
В первом случае T = u1 ln |g| + λc + w1, F =
1
t [u1 ln |tf | + λc + w1], это частный случай
функции III.4.2. Во втором случае – T = u1 ln |g| − c + w1, F =
1
t [u1 ln |tf | − c + w1], и здесь
мы имеем уже частный случай функции III.4.3.
Если же b 6= 0, то, продифференцировав уравнение по t и по c, получаем, поскольку
w 6= λc+w1, что l = pt
1/2+q. В этом случае последнее уравнение приобретает вид 6bu1+2(p−
cb)wc = −p+cb и можем найти w = −
c
2+3u1 ln(cb−p)+w1. Тогда T = u1 ln |g(cb−p)
3|− c2+w1,
F = 1t [u1 ln |t(cb−p)
3f |− c2 +w1]. Поскольку b 6= 0, после замены t¯ = t, x¯ = x−
p
b t мы получаем
частный случай функции III.3.2.
Наконец, рассмотрим вариант w = λc + w1. В этом случае первое уравнение приобретает
вид (
2τ ′ −
τ
t
)′
λ = t
(
2τ ′ −
τ
t
)′′
,
а второе расщепляется на два:
(τ ′ −
τ
t
)λ = t(3τ ′′ − 2
τ ′
t
+ 2
τ
t2
), 3(
τ
t
− τ ′)u1 + l
′λ = tl′′.
Из полученных трех уравнений среднее явно решается: τ = at+bt
λ+2
3 при λ 6= 1 и τ = at+bt ln t
при λ = 1. Подстановка первого (при λ 6= 1) решения в первое уравнение дает равенство
b(2λ+ 1)(λ− 1)(λ+ 2) = 0,
и если λ 6= 1,−2,− 12 , то b = 0, τ = at, и из последнего уравнения l(t) = pt
λ+1+q. Мы получаем
T = u1 ln |g|+λc+w1, F =
1
t [u1 ln |tf |+λc+w1] – частный случай функции III.4.2 при λ 6= −1
или функции III.4.3 при λ = −1.
Тo же самое мы получаем и при λ = 1: подстановка τ = at + bt ln |t| в первое уравнение
с λ = 1 дает b = 0, и мы снова получаем трехмерную алгебру для функции, являющейся
частным случаем функции III.4.2.
Если λ = −1/2, то первое уравнение выполняется тождественно, τ = at+bt1/2, а последнее
приобретает вид 2tl′′ + l′ = 3u1bt
−1/2, откуда l(t) = pt1/2 + q + 3u1bt
1/2 ln |t|. Получаем T =
u1 ln |g| −
c
2 + w1, F =
1
t [u1 ln |tf | −
c
2 + w1], и мы снова получаем частный случай функции
III.4.2 (впрочем, этот частный случай на самом деле сводится к функции II.5, но здесь это
уже непринципиально).
Если же λ = −2, то τ = at+ b, первое уравнение выполняется тождественно, а последнее
уравнение дает l(t) = pt−1 + q + 3u1b ln t. Получаем T = u1 ln |g| − 2c+ w1, F =
1
t [u1 ln |tf | −
2c+ w1], и эта функция является частным случаем III.4.2 (также приводящимся к II.5).
4.10.5 Анзац III. T = u(c)gj + w(c)
Здесь нам остается, для завершения классификации, пользуясь результатами леммы 4, ре-
шить уравнение (60):
wc(ξt+c(ξx−τt)−c
2τx)−w(
τ
t
−(3cτx−ξx+2τt)) = t(ξtt+c(2ξtx−τtt)+c
2(ξxx−2τtx)−c
3τxx). (60)
При этом нам придется перебрать уже все случаи из леммы 4, поскольку j здесь может
принимать любые значения.
Случай 1. Подставляя τ = at + b, ξ = ax + l в уравнение для w, получаем wb = 0. Если
b = 0, то алгебра двумерна. Если же b 6= 0, то w = 0 и мы получаем функцию F = u(c)f ,
представляющую семейство III.2.3.
Случай 2. Подстановка τ = 2atx+ bt, ξ = a(x2 − nt2) + bx+ l в уравнение для w дает
a[wc(n+ c
2)− 3wc− (n+ c2)] = 0.
Если a = 0, то алгебра двумерна. Если же нет – w = w1(c
2 + n)3/2 + c(c
2+n)
n , и мы получаем
F = (c
2+n)3/2
t [((c
2 + n)3/2tf)j + w1] +
c(c2+n)
nt , то есть частный случай функции III.5.
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Случай 2.1. Подстановка τt = ξx, nτx + ξt = 0 в уравнение для w дает
wc(n+ c
2)τx + w(
τ
t
− 3cτx − τt) = (n+ c
2)t(τtx + cτxx).
Если τx = 0, τ − tτt = 0, то ξt = 0, τtt = 0, и алгебра оказывается двумерной.
Если τx = 0, но τ − tτt 6= 0, то ξt = 0 и w(τ − tτt) = 0. В силу нашего предположения
второй множитель – не нуль, поэтому w = 0, ξx = τt = const, и мы получаем T = u1(c
2+n)3g,
F = u1(c
2 + n)3f то есть функция II.2 (при n 6= 0) или II.1 (при n = 0).
Если τx 6= 0, τ − tτt 6= 0, то поделим уравнение на τx и продифференцируем по x и по t.
Получим
w
( τ
t − τt
τx
)
t
= (c2 + n)
(
ctτxx + tτtx
τx
)
t
, w
( τ
t − τt
τx
)
x
= (c2 + n)
(
ctτxx + tτtx
τx
)
x
.
Если и в том, и в другом равенстве коэффициенты при w равны нулю, то τt − τt = ατx,
tτtx = βτx, tτxx = γτx, причем α 6= 0 в силу предположения
τ
t − τt 6= 0. Последовательно
решая три уравнения получаем, τ = k1t(x− αt) + k2t. Из совместности вторых производных
ξ: k1α = 0, и, поскольку α 6= 0, получаем k1 = 0, и алгебра двумерна.
Если же один из коэффициентов при w ненулевой, тогда w имеет вид w = (c2+n)(Ac+B).
Подстановкой этого анзаца в уравнение и расщеплением по c получим систему
tτxx = A(
τ
t
− τt)−Bτx, tτtx = Anτx +B(
τ
t
− τt).
Добавляя сюда следующее из равенств τt = ξx, τx + nξt = 0 уравнение
tτtt = −An(
τ
t
− τt) +Bnτx,
мы получаем линейную систему второго порядка в нормальной форме, условия согласования
этой системы дают равенства
2A(
τ
t
− τt) = 2B(
τ
t
− τt) = 0,
из которых получаем следующие варианты:
а) A = B = 0, в этом случае w = 0, τtx = τxx = τtt = 0, τ = at+ bx+ d, ξ = ax − bnt+ l, и
мы снова получаем функцию II.2 или II.1.
б) A2 + B2 6= 0, тогда τt =
τ
t , τ = t · h(x), где h
′′(x) = 0. Если h′(x) = 0, то алгебра
двумерна. Если h′(x) 6= 0, то B = 0, A = 1n , и мы получаем F = (c
2 + n)3f + c(c
2+n)
nt , то есть
частный случай функции III.5.
Случай 3. Подставляя τ = pt
j−1
m−(j+2) + at, ξ = ax+ b в уравнение для w, получаем
[
−cwc(j − 1)− w(m− 3j) + c(j − 1)
2j + 1−m
m− (j + 2)
]
p = 0.
При p = 0 алгебра двумерна, при p 6= 0 мы, в силу j 6= 1, получаем w = w1c
3j−m
j−1 + j−1j+2−m c,
T = u1c
mgj +w1c
3j−m
j−1 + j−1j+2−mc, F =
1
t c
3j−m
j−1
[
u1(c
m−3
j−1 tf)j + w1
]
+ j−1j+2−m
c
t . Этo частный слу-
чай функции III.3.2.
Случай 3.1. Подстановка τ = at, ξ = ξ(x) в уравнение для w дает
(ξx − a)(cwc − w) = tc
2ξxx.
Тогда ξ = px + b. Если p = a, то алгебра двумерна, если же p 6= a, то w = w1c, T =
u1c
2j+1gj + w1c, F =
1
t [u1c
2j+1(tf)j + w1c], это частный вид функции III.2.2.
Случай 3.2. Подставляя ξ = ξ(x), τ = ξxt+ p(x)t
j−1
2j+1 в уравнение для w, получаем
−wc
[
c
j − 1
2j + 1
pt
j−1
2j+1−1 + c2pxt
j−1
2j+1 + c2ξxxt
]
+ w
[
3cpxt
j−1
2j+1 + 3cξxxt−
3
2j + 1
pt
j−1
2j+1−1
]
=
= −c
j − 1
2j + 1
(
j − 1
2j + 1
− 1)pt
j−1
2j+1−1 − c22
j − 1
2j + 1
pxt
j−1
2j+1 − c2tξxx − c
3pxxt
j−1
2j+1+1 − c3ξxxxt
2.
И в левой, и в правой части этого равенства стоят степени переменной t с показателями
j−1
2j+1 − 1,
j−1
2j+1 ,
j−1
2j+1 + 1, 1 и 2. Поэтому расщепление уравнений по переменной t зависит от
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того, совпадает ли величина j−12j+1 с одним из чисел 0, 1, 2 и 3. То есть от того, совпадает ли
j с одним из чисел 1, −2, −1 и − 45 . Поскольку варианты j = −2 и j = −1 в рассматриваемом
варианте исключаются, у нас остается три версии: j = − 45 , j = 1 и j не совпадает ни с одним
из приведенных чисел.
а) если j = −4/5, то расщепление по t дает четыре уравнения:
[−cwc + 3w + 6c]px = 0, [−3cwc + 5w + 6c]p+ c
3ξxxx = 0, [−cwc + 3w + c]ξxx = 0, pxx = 0.
Из последнего находим, что p = p1x+ p2.
Если ξxx = 0 и p = 0, то алгебра двумерна. Если ξxx = 0 и p 6= 0, то из второго урав-
нения w = w1c
5/3 − 3c, а тогда из первого следует, что либо p = const, либо w1 = 0. В
первом случае получаем T = u1c
3/5g−4/5 + w1c
5/3 − 3c, F = 1t [u1c
3/5(tf)−4/5 + w1c
5/3 − 3c] =
c5/3
t [u1(c
4/3tf)−4/5 +w1]−
3c
t , то есть частный случаю функции III.3.2. Во втором случае мы
получаем функцию F , определяемую той же формулой с w1 = 0, которая принадлежит уже
семейству II.1 (при j = − 45 ).
б) если j = 1, то мы получаем уже другой квартет уравнений:
px[−cwc + 3w] = 0, [−cwc + 3w + c]ξxx + c
2pxx = 0, wp = 0, ξxxx = 0.
Если p 6= 0, то w = 0, ξxx = 0, pxx = 0, и мы получаем T = u1c
6g, F = u1c
6f , эта функция
также принадлежит семейству II.1.
Если же p = 0, то если ξxx = 0, то алгебра двумерна, а если ξxx 6= 0, то T = u1c
6g+w1c
3−
c/2, F = u1c
6f + w1c
3
t −
c
2t . Это частный случай III.2.2.
в) j 6= −2,−1,−4/5,−1/2, 1, в этом случае равенств уже пять:
p[cwc(j − 1) + 3w + c(j − 1)
j + 2
2j + 1
] = 0, px[−cwc + 3w + 2c
j − 1
2j + 1
] = 0,
[−cwc + 3w + c]ξxx = 0, ξxxx = 0, pxx = 0.
Если p = 0, то если ξxx = 0, то алгебра двумерна. Если же ξxx 6= 0, то T = u1c
3(j+1)gj +
w1c
3 − c/2, F = 1t [u1c
3(j+1)(tf)j +w1c
3 − c/2] и мы снова получаем частный случай функции
III.2.2.
Если p 6= 0, то w = w1c
3
1−j + c 1−j2j+1 и остальные уравнения дают нам
px[w1
3j
1− j
c
3
1−j ] = 0, [−
3j
1− j
w1c
3
1−j + c
3
2j + 1
]ξxx = 0, ξxxx = 0, pxx = 0.
Поскольку j 6= −2, во втором уравнении степени c разные, а значит, ξxx = 0. В первом же
уравнении, в силу j 6= 0, мы получаем pxw1 = 0, что дает два варианта.
Если w1 = 0, то ξ = ax+b, p = p1x+p2, T = u1c
3(j+1)gj+c 1−j2j+1 , F =
1
t [u1c
3(j+1)(tf)j+c 1−j2j+1 ]
– это функция из семейства II.1. Если же w1 6= 0, то p = const, тогда T = u1c
3(j+1)gj+w1c
3
1−j +
1−j
2j+1 c, F =
1
t [u1c
3(j+1)(tf)j +w1c
3
1−j + 1−j2j+1 c], и мы получаем частный случай функции III.3.2.
Случай 3.3. Подстановкой τ = τ(t), ξ = ξ(x) в уравнение для w(c) получаем уравнение
cwc(ξx − τt)− w(
τ
t
+ ξx − 2τt) = t(−cτtt + c
2ξxx).
Если ξx = τt, то τ = at + b, ξ = ax + l и wb = 0. Если b = 0, то алгебра двумерна, иначе
w = 0, T = u1c
3g, F = u1c
3f и мы получаем функцию из семейства II.2.
Если же ξx 6= τt, то, зафиксировав на время соответствующее значение (t, x), можно уви-
деть, что w(c) является решением линейного обыкновенного дифференциального уравнения
cwc − kw = αc
2 + βc, которое, в зависимости от значений коэффициентов k, α, β может
иметь один из следующих видов: w = pck + qc2 + rc (k 6= 1, 2), w = pc2 ln |c| + qc2 + rc,
w = pc ln |c| + qc2 + rc. Нам удобно предполагать во всех трех вариантах p 6= 0, выделив в
качестве четвертого w = qc2 + rc. Рассмотрим эти четыре варианта.
I. Вариант w = pck + qc2 + rc, k 6= 1, 2, p 6= 0. Подстановка этой функции в уравнение дает
(pkck + 2qc2 + rc)(ξx − τt)− (pc
k + qc2 + rc)(
τ
t
+ ξx − 2τt) = t(−cτtt + c
2ξxx).
Приравнивание коэффициентов при одинаковых степенях c расщепляет это уравнение на три:
p((k − 1)ξx + (2− k)τt −
τ
t
) = 0, q(ξx −
τ
t
) = tξxx, r(τt −
τ
t
) = −tτtt.
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Поскольку p 6= 0, мы из первого уравнения получаем (k − 1)ξx = a, (2 − k)τt −
τ
t = −a,
ξ = ak−1x+l, τ =
a
k−1 t+bt
1/(2−k). Подстановка этих функций в остальные уравнения приводит
их к виду qb = (r + 12−k )b = 0. Если b = 0, то алгебра двумерна, в противном случае q = 0,
r = 1k−2 и мы получаем T = u1c
3g+pck+ ck−2 , F = u1c
3f + pt c
k+ ct(k−2) , эта функция является
частным случаем функции III.3.2.
II. Вариант w = pc2 ln c+ qc2 + rc, p 6= 0. Подстановка в уравнение приводит его к виду
(2pc2 ln c+ pc2 + 2qc2 + rc)(ξx − τt)− (pc
2 ln c+ qc2 + rc)(
τ
t
+ ξx − 2τt) = t(−cτtt + c
2ξxx),
откуда, ввиду линейной независимости c, c2 и c2 ln c получаем три уравнения:
p(ξx −
τ
t
) = 0, (p+ 2q)(ξx − τt)− q(
τ
t
+ ξx − 2τt) = tξxx, r(τt −
τ
t
) = −tτtt.
Из первого, ввиду p 6= 0, получаем ξ = ax + l, τ = at, то есть алгебра может быть только
двумерной.
III. Вариант w = pc ln c+ qc2+ rc, p 6= 0. Подстановка этой функции в уравнение приводит
его к виду
(pc ln c+ pc+ 2qc2 + rc)(ξx − τt)− (pc ln c+ qc
2 + rc)(
τ
t
+ ξx − 2τt) = t(−cτtt + c
2ξxx),
и расщепление по c дает три равенства:
p(τt −
τ
t
) = 0, q(ξx −
τ
t
) = tξxx, pξx − (p− r)τt − r
τ
t
= −tτtt.
Из первого, в силу p 6= 0, следует τ = at, тогда остальные два равенства приобретают вид
q(ξx−a) = tξxx, p(ξx−a) = 0, и опять же, в силу p 6= 0, получаем ξ = ax+ l, то есть двумерную
алгебру.
IV. Вариант w = qc2 + rc. Подстановка этой функции в уравнение приводит его к виду
(2qc2 + rc)(ξx − τt)− (qc
2 + rc)(
τ
t
+ ξx − 2τt) = t(−cτtt + c
2ξxx),
и расщепление по c дает два равенства:
q(ξx −
τ
t
) = tξxx, r(τt −
τ
t
) = −tτtt.
Второе из них имеет решение τ = at + bt−r при r 6= −1 и τ = at + bt ln |t| при r = −1.
Подставляя эти функции в первое равенство, получаем соответственно
q(ξx − a− bt
−r−1) = tξxx или q(ξx − a− b ln |t|) = tξxx.
Из первого равенства при r 6= −2, так же, как и из второго, получаем q(ξx−a) = qb = ξxx = 0.
Если q 6= 0, то b = 0, ξx = a, алгебра двумерна. Если же q = 0, то ξ = kx+ l, T = u1c
3f + rc,
F = u1c
3f + rt c, это снова частный случай функции из семейства III.3.2.
В случае же r = −2 первое равенство дает q(ξx − a) = 0, −qb = ξxx, и снова если q 6= 0, то
мы получаем двумерную алгебру: ξ = ax + l, b = 0, а если q = 0, то мы приходим к той же
функции, что и в случае r 6= −2, то есть опять попадаем в частный случай III.3.2.
Случай 3.4. Подстановка τ = ξxt, ξ = ξ(x) в уравнение для w и расщепление по t дает
ξxxx = 0 и [cwc − 3w − c]ξxx = 0. Если ξ = ax+ b, то алгебра двумерная. В противном случае
w = w1c
3 − c/2, T = u1c
3/2g−1/2 + w1c
3 − c2 , F =
1
t [u1c
3/2(tf)−1/2 + w1c
3 − c2 ], это частный
случай функции III.2.2.
Случай 3.5. Подставим τ = a(x)t, ξ = ξ(x) в уравнение относительно w. Расщепление
этого уравнения по t дает три уравнения:
axx = 0, [−cwc + 3w + 2c]ax = cξxx, [cwc − w](ξx − a) = 0.
Из первого уравнения получаем a(x) = a1x+a2, τ = (a1x+a2)t. Третье уравнение предостав-
ляет нам альтернативу.
Если cwc − w = 0, то есть w = w1c, то ξ = (w1 + 1)a1x
2 + b1x + b2, T = u1c
−3g−2 + w1c,
F = 1t [u1c
−3(tf)−2 + w1c], эта функция является частным случаем III.3.2 (приводящимся,
впрочем, к II.3).
Если w 6= w1c, то ξ = a1x
2/2 + a2x + b2 и [−cwc + 3w + c]a1 = 0. Если a1 = 0, то алгебра
двумерна, если же a1 6= 0, то T = u1c
−3g−2 +w1c
3 − c/2, F = 1t [u1c
−3(tf)−2 +w1c
3 − c/2], эта
функция является частным случаем функции III.2.2.
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Случай 4. Подставим τ = at+ p, ξ = ax− (j − 1) pm ln t+ b, в уравнение для w, получим
[wc(j − 1) +mw + (j − 1)]p = 0.
Если p = 0, то алгебра двумерна. Если же p 6= 0, то поскольку j 6= 1 (это, напомним, огра-
ничение случая 4), то w = w1e
cm
1−j + 1−jm , T = u1e
mcgj + w1e
cm
1−j + 1−jm , F =
1
t [u1e
mc(tf)j +
w1e
cm
1−j + 1−jm ], и эта функция оказывается частным случаем функции III.3.3.
Случай 5. Подставляя τ = τ(t), ξ = ( j−12j+1
τ
t +
j+2
2j+1 τt)x + l(t) в уравнение для w, нам
будет удобно использовать обозначение A = − j+22j+1 . Тогда алгебра имеет вид τ = τ(t), ξ =
((A+1) τt−Aτt)x+l(t), и подстановка ее в уравнение и расщепление по x дает два соотношения:
wc((A+ 1)
τ
t
−Aτt)t = t((A+ 1)
τ
t
−Aτt)tt,
wc(lt + c(A+ 1)(
τ
t
− τt))− w(A + 2)(
τ
t
− τt) = tltt + c(2(A+ 1)(τt −
τ
t
)− (2A+ 1)tτtt).
Рассмотрим два случая: когда w(c) линейна и когда она не является линейной.
1. Если w = λc+w1, то уравнения, после расщепления второго уравнения по c, принимают
вид
λ((A + 1)
τ
t
−Aτt)t = t((A+ 1)
τ
t
−Aτt)tt,
(λ− 2(A+ 1))(
τ
t
− τt) = (2A+ 1)tτtt,
λlt − w1(A+ 2)(
τ
t
− τt) = tltt.
Поскольку 2A + 1 = − 12j+1 6= 0, второе уравнение является регулярным, и имеет решением
τ = at+ bt1+
1−λ
2A+1 при λ 6= 1 и τ = at+ bt ln |t| при λ = 1. Подстановка этих функций в первое
уравнение дает
b
(
λ+ 1−
1− λ
2A+ 1
)
A(1 + λ) + 1
2A+ 1
1− λ
2A+ 1
= 0, (λ 6= 1),
b
1
t
= bt(−
1
t2
) (λ = 1),
откуда следует, что b = 0 всегда, кроме случаев λ = − AA+1 =
j+2
j−1 и λ = −
A+1
A =
j−1
j+2 при
j 6= −2 и λ = 0 при j = −2. Решение третьего уравнения дает нам двумерное множество,
поэтому, за исключением указанных случаев, алгебра получается трехмерной. Соответству-
ющая функция F = 1t [u1(tf)
j + λc + w1] оказывается частным случаем функции III.4.2 или
III.4.3.
Исключительные случаи отличаются только тем, что алгебра четырехмерна, а соответ-
ствующие частные случаи функции III.4.2 сводятся к функции II.1.
2. Если w 6= λc + w1, то уже из первого уравнения мы получаем ((A + 1)
τ
t − Aτt)t = 0,
откуда τ = at+ bt1+
1
A при A 6= 0 и τ = at при A = 0.
Подстановка этой функции при A = 0 во второе уравнение приводит его к виду wclt = tltt,
откуда, в силу предположения о нелинейности w(c), следует lt = 0, и алгебра получается
двумерной.
В случае же A 6= 0 подстановка во второе уравнение дает
wc(lt − c
A+ 1
A
bt
1
A ) + w
A+ 2
A
bt
1
A = tltt − c
A+ 1
A2
bt
1
A .
Если b = 0, то мы снова приходим к уравнению wclt = tltt, и предположение о нелинейно-
сти w(c) приводит к двумерной алгебре.
Если же b 6= 0, то нам необходимо рассмотреть два случая: A = −1 и A 6= −1.
а) если A = −1 (то есть j = 1), то wclt − wbt
−1 = tltt, предположение о нелинейности w
исключает, в силу b 6= 0, вырождение коэффициента lt, а значит, мы получаем для w анзац
w = peλc + q, где p 6= 0 и q 6= 0. Подстановка этой функции в наше уравнение и расщепление
по c дает равенства p[λlt − bt
−1] = 0, −qbt−1 = tltt; из первого, поскольку p 6= 0, получаем
l = bλ ln |t|+ l1, из второго, поскольку b 6= 0, q =
1
λ . Таким образом, мы получили трехмерную
алгебру для функции F = u1f +
p
t e
λc + 1λt . Это частный случай функции III.3.3.
б) A 6= −1. В этом случае, зафиксировав некоторое значение t и значения соответствующих
функций, мы получим для w(c) дифференциальное уравнение, решение которого имеет вид
w = p(c−k)
A+2
A+1 +qc+r, исключений здесь нет, поскольку A+2A+1 не может равняться ни единице
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(что очевидно), ни нулю (так как A + 2 = 3j2j+1 , а вариант j = 0 исключается условиями
теоремы, так как F оказывается независящей от f).
Подстановка этой w(c) в уравнение и расщепление по c приводит к равенствам
lt + k
A+ 1
A
bt
1
A = 0, q = −
A+ 1
A
, qlt + r
A+ 2
A
bt
1
A = tltt,
из которых немедленно получаем l(t) = −kbt
A+1
A + l1, q = −
A+1
A , r = k
A+1
A , F =
1
t [u1(tf)
j +
p(c− k)
3j
j−1 + j−1j+2 (c− k)] с трехмерной алгеброй. F – частный случай функции III.3.2.
Случай 5.1. Подстановка ξx = 2τ/t− τt для τ = τ(t, x), ξ = ξ(t, x) приводит к равенству
wc(ξt+2c(
τ
t
− τt)− c
2τx)− 3w(
τ
t
− τt− cτx) = tξtt+ c(4(τt−
τ
t
)− 3tτtt)+ c
2(2τx− 3tτtx)− c
3tτxx.
Зафиксируем t и x и воспользуемся леммой 3, позволяющей нам, используя замены вида t¯ = t,
x¯ = x− kt, свести рассмотрение к следующим четырем случаям:
1. w = w1(c
2 + n)3/2 + pc3 + qc2 + rc+ s (n 6= 0),
2. w = w1c
3/2 + pc3 + qc2 + rc+ s,
3. w = w1c
3 + pc3 ln c+ qc2 + rc + s,
4. w = w1c
4 + pc3 + qc2 + rc+ s,
причем в первых трех можно без ограничения общности предполагать, что w1 6= 0. Рассмот-
рим каждый из этих случаев.
1. Подстановка w = w1(c
2 + n)3/2 + pc3 + qc2 + rc + s (n 6= 0, w1 6= 0) в уравнение после
расщепления приводит к системе
τ
t
− τt = 0, ξt + nτx = 0, p(
τ
t
− τt) + qτx = −tτxx, 3pξt + q(
τ
t
− τt) + 2rτx = (2τx − 3tτtx),
2qξt − r(
τ
t
− τt) + 3sτx = 4(τt −
τ
t
)− 3tτtt, rξt + 3s(
τ
t
− τt) = tξtt.
Из первого уравнения следует τ = th(x), и тогда остальные уравнения приобретают вид
ξt = −nth
′(x), qth′(x) = −t2h′′(x), (r − pn)h′(x) = 0, (3s− 2qn)h′(x) = 0, (1− r)nh′(x) = 0,
из которых следует, во-первых, что h′′(x) = 0, а во-вторых – что либо h′(x) = 0, и тогда τ = at,
ξ = ax + l и алгебра двумерна, либо q = s = 0, r = 1, p = 1n , и мы получаем трехмерную
алгебру для функции F = 1t [u1(tf)
−1 +w1(c
2 + n)3/2 + c(c
2+n)
n ], что дает нам частный случай
функции III.5.
2. Подстановка w = w1c
3/2 + pc3 + qc2 + rc + s (где w1 6= 0) приводит, после расщепления
по c, к p = q = s = 0 и системе
ξt = τx = 0, (r − 4)(τt −
τ
t
) + 3tτtt = 0.
Условие совместности ξx = 2τ/t− τt и ξt = 0 имеет вид tτtt = 2(τt− τ/t). Сопоставление этого
соотношения с последним уравнением дает (r + 2)(τ/t − τt) = 0. Поэтому при r 6= −2 мы
получаем ξt = τx =
τ
t − τt = τtt = 0, то есть двумерную алгебру. А при r = −2 – трехмерную
алгебру τ = at + bt2, ξ = ax + l для функции F = u1t2f +
w1c
3/2−2c
t , являющейся частным
случаем III.3.2.
3. Подстановка w = w1c
3 + pc3 ln c+ qc2 + rc + s (где p 6= 0) приводит, после расщепления
по c, к той же системе ξt =
τ
t − τt = τx = 0 и той же двумерой алгебре.
4. Наконец, подстановкаw = w1c
4+pc3+qc2+rc+s дает после расщепления по c уравнения
w1τx = 0, 5w1(
τ
t
− τt) = 0, 4w1ξt + 3p(
τ
t
− τt) + qτx = −tτxx,
3pξt + q(
τ
t
− τt) + 2(r − 1)τx = −3tτtx, 2qξt − (r − 4)(
τ
t
− τt) + 3sτx = −3tτtt,
rξt − 3s(
τ
t
− τt) = tξtt.
Из первой тройки следует, что если w1 6= 0, то мы снова получаем ξt =
τ
t − τt = τx = 0 и
двумерную алгебру.
Если w1 = 0, то из оставшихся уравнений
3p(
τ
t
− τt) + qτx = −tτxx, 3pξt + q(
τ
t
− τt) + 2(r − 1)τx = −3tτtx,
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2qξt − (r − 4)(
τ
t
− τt) + 3sτx = −3tτtt, rξt − 3s(
τ
t
− τt) = tξtt
первые три составляют полную систему дифференциальных уравнений второго порядка для
τ . Условия совместности этой системы имеют вид
(3p(2r−5)−2q2)(
τ
t
−τt)+(9ps−q(r+5))τx = 0, (3p(2r−5)−2q
2)ξt+(6qs−(2r+1)(r+2))τx = 0.
В дальнейших рассуждениях мы будем, спускаясь по степени полинома, попутно произ-
водить некоторые упрощения этих систем.
а) Если p 6= 0, то заменой t¯ = t, x¯ = x − q3p t можно произвести сдвиг переменной c в
функции F , а значит, и в функции w(c), приведя ее к виду w(c) = pc3 + r¯c + s¯ (то есть без
квадратичного члена). В этом случае система уравнений приобретет вид
9p(
τ
t
− τt) = −3tτxx, 3pξt + 2(r − 1)τx = −3tτtx,
−(r − 4)(
τ
t
− τt) + 3sτx = −3tτtt, rξt − 3s(
τ
t
− τt) = tξtt,
а условия совместности – вид
3p(2r − 5)(
τ
t
− τt) + 9psτx = 0, 3p(2r − 5)ξt − (2r + 1)(r + 2)τx = 0.
Из первого условия совместности, ввиду предположения p 6= 0, следует, что при r 6= 52 выпол-
нено τ = t · h(x− kt), где k = − 3s2r−5 . Подстановка этой формулы в первое уравнение системы
второго порядка дает соотношение 9pkh′(x− kt) = 3th′′(x− kt), откуда следует, что при k 6= 0
(то есть при s 6= 0) мы получаем h′ = 0, что приводит к двумерной алгебре, а при k = s = 0 –
только h′′ = 0. Далее, подстановка τ = at+ btx в уравнения дает два тождества и два равен-
ства 3pξt = −(2r + 1)bt, tξtt = rξt, из которых следует, что при r 6= 1,−
1
2 мы получаем b = 0
и, как следствие, снова двумерную алгебру, при r = 1 – трехмерную алгебру для функции
F = Pt2f +
pc3+c
t , являющейся частным случаем функции III.5, а при r = −
1
2 – трехмерную
алгебру τ = at+ btx, ξ = ax+ 12bx
2 + l для функции F = Pt2f +
pc3− 12 c
t , являющейся частным
случаем функции III.2.2.
Рассмотрим теперь оставшийся вариант r = 52 . В этом случае из условий совместности
мы получаем τx = 0, из первого уравнения системы τ = at, и решение остальных, вместе с
ξx = 2τ/t− τt, дает нам снова только двумерную алгебру.
б) Если теперь p = 0, но q 6= 0, то уравнения принимают вид
qτx = −tτxx, q(
τ
t
− τt) + 2(r − 1)τx = −3tτtx,
2qξt − (r − 4)(
τ
t
− τt) + 3sτx = −3tτtt, rξt − 3s(
τ
t
− τt) = tξtt,
а условия совместности – вид
2q(
τ
t
− τt) + (r + 5)τx = 0, −2q
2ξt + (6qs− (2r + 1)(r + 2))τx = 0.
Как и в предыдущем случае, из первого условия совместности следует τ = th(x− kt), только
теперь k = r+52q . Подстановка этой функции в первое уравнение приводит к соотношению
qh′(x− kt) = −th′′(x− kt), откуда следует h′ = 0, τ = at и мы приходим к двумерной алгебре.
в) Если p = q = 0, но r 6= 0, то, заменой t¯ = t, x¯ = x + sr t можно свести этот случай к
w = rc, для которой, соответственно, уравнения имеют вид
τxx = 0, 2(r − 1)τx = −3tτtx, −(r − 4)(
τ
t
− τt) = −3tτtt, rξt = tξtt,
а условия совместности редуцируются к единственному соотношению (2r + 1)(r + 2)τx = 0.
Если r 6= −2,− 12 , то из этого условия мы получаем τx = 0, тогда первое и второе уравнения
выполнены тождественно, из третьего при r 6= 1 получаем τ = at + bt
4−r
3 , четвертое и ξx =
2τ/t− τt дают ξ = x[a+ b
r+2
3 t
1−r
3 ] + l(t),
b
1− r
3
2(2r + 1)
3
r + 2
3
= 0, rl′(t) = tl′′(t).
Поскольку мы предположили, что r 6= −2,−1/2, то из первого соотношения следует, что при
r 6= 1 мы получаем b = 0, а из второго – l(t) = ktr+1 + m при r 6= −1 и l(t) = k ln |t| + m.
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Алгебра оказывается трехмерной, а функция F = u1t2f +
rc
t – частным случаем функции III.4.2
или III.4.3 соответственно.
При r = 1 мы из условия согласования по-прежнему получаем τx = 0, решение третьего
уравнения имеет уже вид τ = at + bt ln |t|, для второй компоненты мы получаем формулу
ξ = (a − b)x + bx ln t + l(t), и подстановка этой функции в последнее уравнение приводит к
b = 0, l′(t) = tl′′(t), l(t) = kt2 + m. Мы снова получаем трехмерную алгебру для функции
F = u1t2f +
c
t – частного случая функции III.4.2.
При r = −2 условия совместности выполнены автоматически, и решение системы из пер-
вых трех уравнений дает τ = at+bt2x+dt2, а последнее уравнение и ξx = 2τ/t−τt – функцию
ξ = ax+ kt−1 + l, мы получили пятимерную алгебру для функции F = u1t2f − 2
c
t , которая за-
меной t¯ = 1/t, x¯ = x превращается в функцию I.
При r = − 12 условия совместности опять же выполнены автоматически, решение системы
относительно τ имеет вид τ = at+bt3/2+dtx, соответственно ξ = ax+ 12bxt
1/2+ 12dx
2+kt1/2+ l,
и мы получаем пятимерную алгебру для функции F = u1t2f −
c
2t , которая уже заменой t¯ = t
1/2,
x¯ = x превращается в функцию I.
г) Наконец, если p = q = r = 0, то заменой t¯ = t, x¯ = x− st(ln |t| − 1) мы избавляемся от s,
приходим к случаю s = 0, то есть функции F = u1t2f , для которой условия приобретают вид
τxx = 0, −2τx = −3tτtx, 4(
τ
t
− τt) = −3tτtt, ξtt = 0,
а условия совместности сводятся к τx = 0. Эти уравнения дают τ = at+bt
4/3, из ξx = 2τ/t−τt
получаем ξ = x(a + 23bt
1/3) + l(t), и подстановка этой функции в ξtt = 0 дает b = 0, ξ =
ax+ kt+m. Алгебра получается трехмерной, а функция – частным случаем функции III.4.2.
Случай 5.2. Подставим
τ = at, ξ = ξ(t, x) в уравнение для w, получим
wc(ξt + c(ξx − a))− w(ξx − a) = t(ξtt + 2cξtx + c
2ξxx).
Если ξt + c(ξx − a) = 0, то получаем двумерную алгебру.
Если ξx = a, ξt 6= 0, то ξ = ax+ b(t), где b
′(t) 6= 0. Тогда из wcbt = tbtt следует w = w1c+w2
и b = b1t
w1+1 + b2 (если w1 6= −1) или b = b1 ln |t| + b2 если w1 = −1. Соответственно для
F = u1t
−3/2f−1/2 + w1c+w2t , частного случая функции III.4.2 или III.4.3 алгебра получается
трехмерной.
Если ξx 6= a, то находим анзац w = mc
2 + w1c + p + n(α + c) ln(α + c). Заменой t¯ = t,
x¯ = x+αt2/2 мы избавляемся от слагаемого α. Подставляяфункцию w = w1c ln |c|+pc
2+qc+r.
в уравнение, получим систему:
w1ξt = 0, p(ξx − a) = tξxx, 2pξt + w1(ξx − a) = 2tξtx, (w1 + q)ξt − r(ξx − a) = tξtt.
Из первого и третьего уравнений следует, что если w1 6= 0, то ξx = a, что противоречит
предположению. Значит, w1 = 0.
Условия совместности системы имеют вид pξt = p(ξx − a) = 0, откуда при p 6= 0 мы снова
получаем ξx = a, противоречащее предположению. Значит, и p = 0.
В этом случае при q 6= 0 мы заменой t¯ = t, x¯ = x+ rq t избавляемся от последнего слагаемого
(сводя к случаю w = qc), и тогда мы получаем из первых двух уравнений ξx = λ = const, а из
третьего уравнения – ξ = λx+ btq+1+ l при q 6= −1 или ξ = λx+ b ln |t|+ l при q = −1. Алгебра
получается четырехмерной, соответствующая функция F = u1t
−3/2f−1/2 + qct оказывается
частным случаем III.4.2, который, впрочем, приводится к II.4.
При q = 0 мы получаем четырехмерную алгебру τ = at, ξ = λx− r(λ− a)t ln |t|+ bt+ l для
функции F = u1t
−3/2f−1/2+ rt , являющейся другим частным случаем III.4.2, тоже сводящемся
к II.4.
4.11 Алгебры симметрий уравнений с функцией F = F(t, f)
К такому виду, как мы уже говорили, приводятся функции, для которых соответствующее
уравнение обладает как минимум двумерной алгеброй, которая является коммутативной, но
не транзитивной и приводится к ∂x, t∂x.
Напомним, что группа эквивалентности для этого семейства функций, помимо сдвигов и
растяжений t и x, действие которых очевидно, содержит две подгруппы, действие которых
менее очевидно. Это одномерная подгруппа проективных преобразований, из которых мы
будем пользоваться одним, это t¯ = − 1t , x¯ =
x
t , для которой c¯ = ct − x, F¯ = t
3F , f¯ = f и
бесконечномерная группа замен вида t¯ = t, x¯ = x−φ(t), для которой c¯ = c− φ˙(t), F¯ = F− φ¨(t),
f¯ = f .
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Для функций F = F(t, f) классифицирующее уравнение приобретает вид
τFt + f(3cτx − 2ξx + τt)Ff + (3cτx − ξx + 2τt)F = ξtt + c(2ξtx − τtt) + c
2(ξxx − 2τtx)− c
3τxx.
В силу независимости F от c мы можем рассматривать левую и правую части равенства как
многочлены по c, и расщепить наше уравнение на четыре:
τFt + f(τt − 2ξx)Ff + (2τt − ξx)F = ξtt, 3τx[fFf +F ] = 2ξtx − τtt, ξxx − 2τtx = 0, τxx = 0.
Из последних двух уравнений τ = a(t)x+ b(t), ξ = a′(t)x2 + l(t)x+ n(t). Второе уравнение
продифференцируем по f , получим 3τx[fFf + F ]f = 0. Рассмотрим два случая:
1. τx 6= 0, тогда F = F1(t)/f + F2(t). С помощью замены t¯ = t, x¯ = x − ϕ(t) мы можем
упростить вид F : F = F1(t)/f . Для такой функции из наших соотношений следует
τF ′1(t) + (τt + ξx)F1(t) = 0, ξtt = 2ξtx − τtt = ξxx − 2τtx = τxx = 0.
Вторая серия равенств влечет τ = At2 + Btx + Ct + Ex +D, ξ = Atx + Bx2 + Ft +Gx +H ,
и подстановка этих функций в первое равенство после расщепления по x приводит к двум
равенствам:
[Bt+ E]F ′1(t) + 3BF1(t) = 0, [At
2 + Ct+D]F ′1(t) + (3At+ C +G)F1(t) = 0.
Из первого равенства следует, поскольку F1 6= 0, что либо F1 = (Bt + E)
−3 (если B 6= 0), и
после сдвига переменной t мы приходим к функции F = Pft3 из семейтсва I. Либо F1 = const
(если B = 0, E 6= 0), и мы приходим к той же функции I напрямую. Случай B = E = 0 дает
нам τx = 0, что противоречит предположению.
2. τx = 0, тогда a(t) = 0, из первого соотношения получаем, что ξtt не зависит от x. а
значит l = l1t+ l2, а из 2ξtx = τtt получаем τ = l1t
2 + b1t+ b2. У нас остается одно уравнение
(l1t
2 + b1t+ b2)Ft + f(b1 − 2l2)Ff + (3l1t+ 2b1 − l2)F = ntt.
Уравнение является вырожденным (то есть все коэффициенты при производных нулевые)
только если l1 = b1 = b2 = l2 = 0, ntt = 0, что дает двумерную группу. Если же не все они
равны нулю, то для вида F(t, c) возможно несколько вариантов.
а) если l1 6= 0, то решение уравнения имеет вид
F = (l1t
2 + b1t+ b2)
− 32 e−h(t)G(fe2h(t)) +N(t),
где h(t) = exp
(
− 12
∫
b1−2l2
l1t2+b1t+b2
)
, N(t) – некоторая функция, G(·) – произвольная функция.
За счет сдвига переменной t и подходящей замены t¯ = t, x¯ = x − φ(t) функцию F можно
преобразовать к виду F = (t2 ± k2)−
3
2 eh(t)G(fe2h(t)), то есть к функции III.4.1;
б) если l1 = 0, но b1 6= 0, то F = (b1t + b2)
k−2G(f(b1t + b2)
1−2k) + N(t), что после сдвига
переменной t и подходящей замены t¯ = t, x¯ = x − φ(t) дает F = tk−2G(ft2k−1), то есть
функцию III.4.2;
в) если l1 = b1 = 0, но b2 6= 0, то F = e
−ktG(fe2kt) + N(t), где k = l2b2 , что сводится к
F = ektG(fe2kt), то есть функции III.4.3;
г) наконец, если l1 = b1 = b2 = 0, l2 6= 0, то F = f
−1/2G(t) + N(t), что сводится к
F = f−1/2G(t), то есть III.2.4.
4.12 Алгебры симметрий уравнений с функцией F = cT (t, c2f)
Напомним, что здесь мы имеем дело с уравнениями, алгебра симметрий которых содержит
двумерную некоммутативную и нетранзитивную подалгебру, которая может быть приведена
к виду ∂x, x∂x.
Для этого семейства группа эквивалентности, как было показано в лемме 1, содержит,
помимо указанных симметрий, бесконечномерную алгебру замен переменной t: t¯ = φ(t), x¯ = x,
c¯ = cφ′(t) , f¯ = φ
′(t)f , F¯ = 1
φ′2(t)
F − c φ
′′(t)
φ′(t)3 .
Подставим нашу функцию в уравнение (27), обозначив g = c2f . Получим для функции
T = T (t, g) уравнение:
cτTt + [2ξt + c
2τx − cτt]gTg + [ξt + 2c
2τx + cτt]T = ξtt + c(2ξtx − τtt) + c
2(ξxx − 2τtx)− c
3τxx.
Расщепление по c, дает нам четыре соотношения
τxx = 0, τx[gTg + 2T ] = ξxx − 2τtx, τTt − τt[gTg − T ] = 2ξtx − τtt, ξt[2gTg + T ] = ξtt.
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Из первого получаем τ = a(t)x+ b(t), из второго и четвертого получаем, что если T (t, g) 6=
T1(t)g
−1/2 + T2(t) и T (t, g) 6= T1(t)g
−2 + T2(t), то τx = ξt = 0, ξxx = 0 и у нас остается
единственное уравнение
τ(t)Tt − τ
′(t)[gTg − T ] = −τ
′′(t),
из которого следует, что либо уравнение вырождено, и тогда τ = 0 и мы имеем только
двумерную группу симметрий, либо T = G(gτ(t))−τ
′(t)
τ(t) . Это дает нам анзац для функции
F = ch(t) [G(c
2fh(t)) − h′(t)]. Замена t¯ = ϕ(t), x¯ = x с ϕ′(t) = 1/h(t) приводит нашу функцию
к виду F¯ = c¯G(c¯2f¯), принадлежащая семейству III.3.2.
Если T (t, g) = T1(t)g
−1/2 + T2(t), то F = T1(t)f
−1/2 + cT2(t), и заменой t¯ = φ(t), x¯ = x с
φ′′(t) = T2(t)φ
′(t) мы приводим ее к виду III.2.4.
Если же T (t, g) = T1(t)g
−2 + T2(t), то F = T1(t)c
−3f−2 + cT2(t), той же заменой функция
приводится к виду F = G(t)c−3f−2, что после подстановки в уравнения дает
τxx = ξxx − 2τtx = τtt = ξt = 0, τGt + 3τtG = 0.
Из первой серии получаем, что τ = Atx+Bt+Cx+D, ξ = Ax2+Ex+F , а последнее уравнение
означает, что (τG1/3)t = 0, и значит τ = H(x)G
−1/3(t). Разделение переменных в τ возможно
в виде τ = (Ax + B)(t + k), так что либо G(t) = P(t+k)3 , либо G(t) = const. Во втором случае
мы получаем функцию F = Pc3f2 , в первом – F =
P
(t+k)3c3f2 , которая заменой t¯ = ln(t + k),
x¯ = x приводится к виду F = P
c¯3f¯2
+ c¯. Обе эти функции принадлежат семейству II.3.
Таким образом, и для этого семейства алгебры симметрий размерности больше двух по-
лучаются только для функций семейств I-III, перечисленных в условиях теоремы.
На этом доказательство теоремы 4 полностью завершено.
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