We calculate the O(α 2 s ) massive operator matrix elements for the twist-2 operators, which contribute to the heavy flavor Wilson coefficients in unpolarized deeply inelastic scattering in the region Q 2 ≫ m 2 . The calculation has been performed using light-cone expansion techniques. We confirm an earlier result obtained in [1] . The calculation is carried out without using the integration-by-parts method and in Mellin space using harmonic sums, which lead to a significant compactification of the analytic results derived previously. The results allow to determine the heavy flavor Wilson coefficients for F 2 (x, Q 2 ) to O(α 2 s ) and for F L (x, Q 2 ) to O(α 3 s ) for all but the power suppressed terms ∝ (m 2 /Q 2 ) k , k ≥ 1.
Introduction
Deeply inelastic electron-nucleon scattering at large momentum transfer allows to measure the parton distribution functions of the nucleons together with the QCD scale Λ QCD . In the region of large hadronic masses W 2 ≃ Q 2 (1 − x)/x the sea-quark distribution receives substantial contributions due to heavy flavor (charm and beauty) pair production. At the level of leading twist τ = 2 their contribution to the deeply inelastic structure functions is described by heavy quark Wilson coefficients, which are convoluted with the light quark and gluon parton densities. Depending on the range of the Bjorken variable x and the gauge boson virtuality Q 2 , these contributions can amount to 20-40% of the structure functions [2] . The unpolarized heavy flavor Wilson coefficients were calculated at leading order (LO) in Refs. [3] . The next-to-leading order (NLO) corrections were derived in semi-analytic form in Refs. [4] in x-space for the structure functions F 2 (x, Q 2 ) and F L (x, Q 2 ). A fast numerical implementation in Mellin space was given in [5] . For the asymptotic region Q 2 ≫ m 2 , an analytic result for the heavy flavor coefficient functions was calculated to O(α 2 s ) in [1] . In the case of the structure function F L (x, Q 2 ), the asymptotic result to O(α 3 s ) was derived in [6] . The leading order small-x resummation for F QQ 2,L (x, Q
2 ) was calculated in [7] . The heavy quark Wilson coefficients differ significantly from those of the light quarks even in the asymptotic region. Therefore, the scaling violations of the heavy flavor part in F 2,L (x, Q 2 ) are different from those of the light flavor contributions. Both for the measurement of the QCD scale Λ QCD and for the extraction of the light parton densities a correct description of the heavy flavor contributions is therefore required. As shown in Ref. [1] , in case of the structure function F 2 (x, Q 2 ) the asymptotic heavy flavor terms describe the complete contributions very well already for scales Q 2 > ∼ 30 GeV 2 , whereas for F L (x, Q 2 ) this applies only at much higher scales, Q 2 > ∼ 800 GeV 2 . In the present paper, we recalculate for the first time the asymptotic 2-loop corrections to the heavy flavor structure functions using a different method than in Ref. [1] . All logarithmic terms and the constant term of the heavy flavor Wilson coefficients are obtained due to a factorization of this quantity into the massive operator matrix elements and the light parton Wilson coefficients, which are known from the literature [8] [9] [10] . In [1] the massive operator matrix elements were derived in momentum-fraction (x)-space. The corresponding 2-loop integrals were simplified using the integration-by-parts method [11] . We will work in Mellin-space, accounting for the appropriate symmetry of the problem, and do thoroughly avoid the integration-by-parts method. This requires to solve more complicated Feynman-parameter integrals. However, in this way we are able to derive by far more compact results, even for the individual Feynman diagrams. In the direct calculation, we use Mellin-Barnes integrals [12, 13] and representations through generalized hypergeometric functions [14] . A brief account on scalar 2-loop integrals to be derived in the present calculation was given in [15] [16] [17] . The final expressions obtained allow to represent the asymptotic heavy flavor contributions to the deep-inelastic structure functions in Mellin space in a completely analytic form. Precise representations of the analytic continuations of the harmonic sums w.r.t. the Mellin index N to complex variables are given in [18, 19] . A fast single numerical inverse Mellin transformation yields the structure functions in x-space. This representation is well suited for fast numerical data analysis [20] .
The paper is organized as follows. In Section 2, we describe the principal method applied to derive the 2-loop corrections in the asymptotic region Q 2 ≫ m 2 , covering all contributions but the power corrections ∝ (m 2 /Q 2 ) k , k ≥ 1. In Section 3, the renormalization of the massive operator matrix elements is described. Section 4 gives a brief account of the 1-loop corrections. The 2-loop corrections to the operator matrix elements are derived in Section 5. Working in D = 4+ε space-time dimensions, the splitting functions, related to the problem, can be unfolded in leading and next-to-leading order, which provides a check for the calculation. Here we also discuss the mathematical structure of the results and compare to the result obtained in Ref. [1] . Section 6 contains the conclusions. The appendices summarize details of the calculation and different types of summation formulae used in the present calculation, which are of general interest for other higher order calculations.
The Method
In the twist-2 approximation, the deep-inelastic nucleon structure functions F i (x, Q 2 ), i = 2, L, are described as Mellin convolutions between the parton densities f j (x, µ 2 ) and the Wilson coefficients
to all orders in perturbation theory due to the factorization theorem. Here µ 2 denotes the factorization scale and the Mellin convolution is given by the integral
Since the distributions f j refer to massless partons, the heavy flavor effects are contained in the Wilson coefficients only. We will derive the massive contributions in the region Q 2 ≫ m 2 . These are the non-power corrections in m 2 /Q 2 , i.e. all logarithmic contributions and the constant term. We apply the collinear parton model, i.e. the parton 4-momentum is p = xP , with P the nucleon momentum. The massive Wilson coefficients itself can be viewed as a quasi cross section in pV * scattering, where V * denotes the exchanged virtual vector boson. In the limit Q 2 ≫ m 2 , the massive Wilson coefficients 
The latter take a similar role as the parton densities in (1). They are process independent but perturbatively calculable. The factorization (3) is a consequence of the renormalization group equation. The operator matrix elements A S,NS k,i obey the expansion
of the twist-2 quark singlet and non-singlet operators O S,NS k between partonic states |i , which are related by collinear factorization to the initial-state nucleon states |N . a s = α s (µ 2 )/(4π) denotes the strong coupling constant. The Feynman rules for the operator insertions are given in Figure 1 . Since the operator matrix elements are process-independent quantities, the process dependence of H S,NS 2,L;i is described by the associated light parton coefficient functions
The MS coefficient (and splitting) functions, in the massless limit, corresponding to the heavy quarks only, are denoted by
where N H , N L are the number of heavy and light flavors, respectively. In the following we will consider the case of a single heavy quark, i.e. N H = 1. The formalism is easily generalized to more than one heavy quark species. The massive operator matrix elements to O(a
Here, γ N ij denote the singlet anomalous dimensions, which are related to the splitting functions by
The collinear singularities are removed by the matrices Γ kj (a s , ε),
with
To 2-loop order, one has
The renormalized operator matrix element A ij is now given by
In the following sections we first calculate the un-renormalized operator matrix elementsÂ ij from which A ij is derived through (32) . Due to (16, 19) the following leading and next-to-leading order splitting functions are needed. We will mainly work in Mellin space and therefore list these functions in this representation. The leading order splitting functions read [25] 
Furthermore, the following next-to-leading order splitting functions contribute [21, 26] 
where
Here, the harmonic sums [27, 28] are given by
ζ k denotes the Riemann ζ-function.
The one-loop massive operator matrix elements
At one-loop order, only gluonic terms contribute to heavy flavor production. The complete calculation of the differential scattering cross section d 2 σ(γ * + N → QQ)/dxdQ 2 was performed in Refs. [3] . In the limit Q 2 ≫ m 2 , the heavy flavor Wilson coefficients are in the MS-scheme
Here C 
Qg (m 2 /Q 2 ) is calculated from the diagrams in Figure 2 . The symbol ⊗ denotes the operator insertion, cf. Figure 1 . The massive operator matrix elements are obtained by contracting the diagrams with the projector
where a and b are the outer color indices and µ and ν are the Lorentz-indices and G ij is the respective Green's function. The diagrams yield
.
For the unpolarized operator matrix elements only the even moments contribute due to the current crossing relations, see e.g. [29] . The analytic continuation is performed starting from the even moments. The matrix elements have to be expanded to O(ε), since these terms are needed for the 2-loop result:
Note that the term O(ε 0 ) vanishes. In x-space the result readŝ
and P
qg (x) denotes the leading order splitting function for the transition g → q for one (heavy) flavor. At one-loop order, the renormalized operator matrix element A (1) Qg is obtained by
Here, Z
Qg removes the ultraviolet singularities. At this order no collinear singularities are present. Choosing µ 2 = Q 2 the massless Wilson 1-loop coefficients in the MS-scheme [8] are given by :
The asymptotic heavy quark Wilson coefficients (46,47) are
These are precisely the expressions obtained in the limit m 2 /Q 2 → 0 from [3] up to the constant term (m 2 /Q 2 ) 0 :
where v denotes the cms-velocity of the heavy quarks,
5 The two-loop massive operator matrix elements
There are three classes of 2-loop contributions to the massive operator matrix elements: the gluonic contributions (diagrams Figure 3) , the pure-singlet contributions (diagrams Figure 4 ) and the non-singlet contributions (diagrams Figure 5 ). The diagrams are either one-loop insertions into one-loop diagrams or, in case of the gluonic contributions, also genuine two-loop diagrams. The calculation is performed using FORM [30] and Maple procedures. We calculate all diagrams directly, i.e. without decomposing them using the integration-by-parts method as done in [1] . The integrals to be performed are more involved. However, we avoid a large proliferation of terms in the results, in our case of nested sums of different kind, which add up to zero. Even in the case of individual diagrams, which are calculated in Feynman gauge, only a very small number of harmonic sums contributes finally. One of these, S 2,1 (N), does not emerge in the operator matrix elements. The results for the individual non-renormalized diagrams are given in Appendix A. It turns out, that some of the diagrams can be easily calculated to all orders in ε.
The diagrams can be represented in terms of linear combinations of generalized hypergeometric functions [14] . Due to the given topologies the most complex function is 3 F 2 (a 1 , a 2 , a 3 ; b 1 , b 2 ; 1). In these representations, the conformal mapping of Feynman parameters is essential. The scalar integrals associated to the genuine two-loop diagrams have also been calculated using the MellinBarnes technique [12, 13] , cf. Refs. [15, 16] , and checked for fixed moments using the package MB [31] . The ε-expansion can be performed prior to the summation. It results into finite and infinite sums of various types, including harmonic sums attached with Euler Beta-functions and binomials. Here, we face a more general situation than in massless calculations, despite the fact that we work in the limit Q 2 ≫ m 2 . The sums are given in Appendix B. They were performed using suitable integral representations or using difference equations. Finally, the results depend only on harmonic sums, which are reduced further applying their algebraic relations [32] .
After mass renormalization, the operator matrix elementÂ
For the ghost contributions in Figure 3 , the projector readŝ
From the terms ∝ 1/ε 2 , 1/ε, one may determine the respective QCD splitting functions to twoloop order (33-39), which are recalculated in this way.
The constant term inÂ
Qg m 2 /µ 2 , ε reads :
The polynomials in Eqs. (64, 66) read
The pure-singletÂ
In this case and the non-singlet case, the projector
is applied. Here i and j denote the matrix-elements of the Gell-Mann matrices. The constant term is obtained by
Finally, the non-singlet operator matrix elementÂ
The constant term is given by
These results obtained in Mellin-space agree with those given in Ref. [1] in x-space, cf. [6] . The method applied here allowed to compactify the representation for the heavy flavor matrix elements and Wilson coefficients. As shown in Appendix A the individual Feynman diagrams depend on the harmonic sums
In the final result the sum S 2,1 (N) drops out. The x-space representation in [1] contains the following 48 functions :
As shown in [27] , various of these functions have Mellin transforms which contain triple sums, which do not occur in our approach even on the level of individual diagrams.
In the Mellin-space representation, the sums listed in Table 1 contribute to the result of the individual diagrams. Note, that we express single harmonic sums with negative index in terms of β-functions and their derivatives, cf. [27] . They can be traced back to the single non-alternating harmonic sums, allowing for half-integer arguments. Therefore, all single harmonic sums form an equivalence class represented by S 1 (N), from which through differentiation and half-integer relations the other single harmonic sums are easily derived. Further the equality,
holds. † Therefore, the operator matrix elementÂ (2) Qg depends on one non-trivial basic function only [27] . The absence of harmonic sums containing {−1} as index was noted before for all other classes of (space-and time-like) anomalous dimensions and Wilson coefficients, including those for other hard processes having been calculated so far, cf. [19, 33] . This can be seen if one represents the respective expressions in form of weighted harmonic sums, following an earlier suggestion of one of the authors. Linear representations do not allow this since they are non-minimal and contain algebraic redundancies. The expressions for the renormalized two-loop operator matrix elements (32) are given by, † We correct a typo in [6] . The argument of the Mellin-transform in (66) reads N + 1, not N .
Besides the splitting functions up to next-to-leading order, the constant terms a A ij (N) and a (1) Qg (N) determine the massive operator matrix elements (77-79).
The asymptotic heavy flavor Wilson coefficients H 2,L (N, Q 2 ) are then given by (7) (8) (9) (10) (11) (12) . The corresponding expressions in x-space are obtained applying the inverse Mellin transform. Analytic continuations of the corresponding basic functions to complex values of N are given at high precision in [18, 19] . The inverse Mellin transform to obtain the respective contributions for the structure functions is performed by a single precise numeric contour integral around the singularities of the problem, after convoluting with the evolved parton densities [20] .
Conclusions
We calculated the unpolarized massive 2-loop operator matrix elements, which are used to express the heavy flavor Wilson coefficients in the asymptotic region
We confirm the results obtained in Ref. [1] . The method applied in the present paper is widely different from the one used in [1] . We calculated the Feynman diagrams without applying the integration-by-parts method and worked in Mellinspace, to obey the natural symmetry of the problem. The calculation refers to nested sums in the first place, while in [1] the Feynman-parameter integrals were mapped to a single Mellin transform successively integrating Nielsen-type integrals. Furthermore we applied the algebraic relations between the harmonic sums to simplify the expressions further. The representation obtained for the individual Feynman diagrams was much more compact. Only a few harmonic sums contribute, which furthermore can be grouped into only two equivalence classes. This is to be compared to 48 functions in x-space, which were needed to express the result in [1] . The present problem exhibits a more involved nesting if compared to massless two-loop calculations, since the heavy quark mass connects Feynman parameters, although we work in the limit Q 2 ≫ m 2 . The representation of the Feynman-parameter integrals of the loop-diagrams in terms of higher transcendental functions, here generalized hypergeometric functions, before carrying out the ε-expansion, proved to be essential for the compactification. In the present calculation new types of finite and infinite sums beyond the case of multiple harmonic sums had to be performed. The final results could again be expressed by harmonic sums.
Appendix A: Results for the Individual 2-loop Diagrams
In the following, we list the results for the individual Feynman diagrams, in some cases to all orders in ε, to demonstrate the simplicity of their structure as obtained by the present method of direct calculation. An overall factorâ
ε has been taken out. Here µ 0 denotes the initial scale to define the strong coupling constant. The individual contributions to the operator matrix elements for the diagrams of Figure 3 are :
1)
3)
, (7.5)
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14)
15)
, (7.18)
The pure-singlet contributions read :
Finally the non-singlet contributions are : In the following, we list several classes of sums, which were used to derive the results in the present paper beyond well-known results for harmonic sums. Other relations can be found in [27, 28, [34] [35] [36] and were used in the present calculation. Here N, L, A denote arbitrary integers, a is a complex number, and B(a, b) is Euler's Beta-function. 
Sums involving Beta-Functions
∞ i=1 B(N, i) i = ζ 2 − S 2 (N − 1) , (8.1) ∞ i=1 B(N, i) i + 1 = 1 + S 2 (N − 1) − ζ 2 (N − 1) , (8.2) ∞ i=1 B(N, i) i + 2 = 5 − 2N 4 + ζ 2 − S 2 (N − 1) (N − 1)(N − 2) 2 , (8.3) ∞ i=1 B(N, i) i + 3 = 6N 2 − 33N + 49 36 + S 2 (N − 1) − ζ 2 (N − 1)(N − 2)(N − 3) 6 , (8.4) ∞ i=1 B(N, i) i 2 = ζ 3 − ζ 2 S 1 (N − 1) + S 1,2 (N − 1) , (8.5) ∞ i=1 B(N, i) i 3 = 2 5 ζ 2 2 + ζ 2 S 1,1 (N − 1) − S 1,1,2 (N − 1) − ζ 3 S 1 (N − 1) , (8.6) ∞ i=1 B(N, i) N + i = 1 N 2 , (8.7) ∞ i=1 B(N, i) 1 + N + i = N 2 + N + 1 N 2 (N + 1) 2 , (8.8) ∞ i=1 B(N, i) 2 + N + i = N 4 + 4N 3 + 7N 2 + 6N + 4 N 2 (N + 1) 2 (N + 2) 2 , (8.9) ∞ i=1 B(N, i) 3 + N + i = N 6 + 9N 5 + 34N 4 + 69N 3 + 85N 2 + 66N + 36 N 2 (N + 1) 2 (N + 2) 2 (N + 3) 2 , (8.10) ∞ i=1 B(N, i) 4 + N + i = P (N) N 2 (N + 1) 2 (N + 2) 2 (N + 3) 2 (N + 4) 2 , P (N) = N 8 + 16N 7 + 110N 6 + 424N 5 + 1013N 4 + 1576N 3 +1660N 2 + 1200N + 576 , (8.11) ∞ i=1 B(N + 1, i) N + i = (−1) N 2S −2 (N) + ζ 2 , (8.12) ∞ i=1 B(N + 2, i) N + i = (N + 1)(−1) N 2S −2 (N) + ζ 2 − 1 N + 1 , (8.13) ∞ i=1 B(N + 1, i) (N + i) 2 = (−1) N ζ 3 + S 1 (N)ζ 2 + 2S 1,−2 (N) + S −3 (N) . (8.14) ∞ i=1 B(N, i) (N + i + 1) 2 = (−1) N N(N + 1) 2S −2 (N) + ζ 2 + N − 1 N(N + 1) 3 , (8.15) ∞ i=1 B(N, i) (2 + N + i) 2 = 2(−1) N 2S −2 (N + 2) + ζ 2 N(N + 1)(N + 2) + N 2 + N + 1 N(N + 1) 2 (N + 2) 2 , (8.16) ∞ i=1 B(N, i) (N + i + 1) 3 = (−1) N N(N + 1) ζ 3 + S 1 (N + 1)ζ 2 − ζ 2 + 2S 1,−2 (N + 1) −2S −2 (N + 1) + S −3 (N + 1) , (8.17)
Sums involving Beta-Functions and Harmonic Sums
∞ i=1 B(N, i)S 1 (i) = ζ 2 − S 2 (N − 2) , (8.18) ∞ i=1 B(N, i)S 1 (i) i = 2ζ 3 + S 1 (N − 1)S 2 (N − 1) − ζ 2 S 1 (N − 1) −S 2,1 (N − 1) , (8.19) ∞ i=1 B(N, i)S 1 (i) i 2 = 1 2 ζ 2 2 + ζ 2 S 1,1 (N − 1) − 2ζ 3 S 1 (N − 1) −S 1,1,2 (N − 1) + S 1,3 (N − 1) , (8.20) ∞ i=1 B(N, i)S 1 (i) N + i = ζ 2 − S 2 (N − 1) N , (8.21) ∞ i=1 B(N, i)S 1 (i) N + i + 1 = ζ 2 − S 2 (N − 1) N + 1 + 1 N 3 (N + 1) , (8.22) ∞ i=1 B(N, i)S 1 (i) N + i + 2 = ζ 2 − S 2 (N + 1) N + 2 + 2N 3 + 2N 2 + 3N + 1 N 3 (N + 1) 3 , (8.23) ∞ i=1 B(N + 1, i)S 1 (i) N + i = ζ 2 − S 2 (N) N + (−1) N ζ 3 + S −3 (N) − 2 S −2 (N) N +2S 1,−2 (N) − ζ 2 N + ζ 2 S 1 (N) , (8.24) ∞ i=1 B(N, i)S 1 (N + i) = S 1 (N − 1) N − 1 + 2N 2 − 2N + 1 N 2 (N − 1) 2 , (8.25) ∞ i=1 B(N, i)S 1 (N + i) i = 2ζ 3 − 2S 3 (N) + S 1 (N) ζ 2 − S 2 (N) + S 1 (N) N 2 + 1 N 3 , (8.26) ∞ i=1 B(N, i)S 1 (N + i − 1) i = 2ζ 3 − 2S 3 (N − 1) + S 1 (N − 1) ζ 2 − S 2 (N − 1) , (8.27) ∞ i=1 B(N, i)S 1 (N + i) N + i = S 1 (N − 1) N 2 + 2 N 3 , (8.28) ∞ i=1 B(N, i)S 1 (N + i) N + 1 + i = N 2 + N + 1 N 2 (N + 1) 2 S 1 (N) − (−1) N N(N + 1) 2S −2 (N) + ζ 2 + 1 N 3 , (8.29) ∞ i=1 B(N, i)S 1 (N + i − 1) N + 1 + i = N 2 + N + 1 N 2 (N + 1) 2 S 1 (N) − (−1) N N(N + 1) 2S −2 (N) + ζ 2 + 2N + 1 N 3 (N + 1) 2 , (8.30) ∞ i=1 B(N, i)S 1 (N + i) N + 2 + i = N 3 + 2N 2 + 5N + 2 N 3 (N + 1) 2 (2 + N) + N 4 + 4N 3 + 7N 2 + 6N + 4 N 2 (N + 1) 2 (N + 2) 2 S 1 (N) − 2(−1) N N(N + 1)(N + 2) 2S −2 (N) + ζ 2 , (8.31) ∞ i=1 B(N, i)S 1 (N + i − 1) (N + 1 + i) 2 = (−1) N N(N + 1) 2S −2,1 (N + 1) − 2S 1,−2 (N + 1) +4S −2 (N + 1) + 2ζ 2 + ζ 3 − ζ 2 S 1 (N + 1) + S 1 (N + 1) N(N + 1) 2 + 1 N(N + 1) 3 , (8.32) ∞ i=1 B(N + 1, i)S 1 (N + i) N + i = (−1) N 2S −2,1 (N) + S −3 (N) + 2ζ 3 , (8.33) ∞ i=1 B(N, i)S 1 (N + i) i 2 = 1 2 ζ 2 2 + ζ 3 2 N − S 1 (N) + ζ 2 S 1 (N) N − 2S 1,1 (N) +S 2,2 (N) + 2S 1,3 (N) + S 1 (N)S 1,2 (N) − 2 S 3 (N) N − S 1 (N)S 2 (N) N , (8.34) ∞ i=1 B(N, i)S 1 (N + i − 1) i 2 = 1 2 ζ 2 2 − ζ 3 S 1 (N − 1) − 2ζ 2 S 1,1 (N − 1) + S 2,2 (N − 1) +2S 1,3 (N − 1) + S 1 (N − 1)S 1,2 (N − 1) , (8.35) ∞ i=1 B(N, i)S 1 (i) 2 = 3ζ 3 − ζ 2 S 1 (N − 2) + S 1,2 (N − 2) − 2S 3 (N − 2) , (8.36) ∞ i=1 B(N, i)S 2 (i) = −S 1 (N − 2)ζ 2 + ζ 3 + S 1,2 (N − 2) , (8.37) ∞ i=1 B(N, i)S 2 1 (i) i = + 17 10 ζ 2 2 − 3ζ 3 S 1 (N − 1) + 1 2 ζ 2 S 2 1 (N − 1) −S 2 (N − 1) − S 1,1,2 (N − 1) + S 2,2 (N − 1) +2S 1 (N − 1)S 3 (N − 1) − 2S 3,1 (N − 1) , (8.38) ∞ i=1 B(N, i)S 2 (i) i = S 2,2 (N − 1) − S 1,1,2 (N − 1) + ζ 2 S 1,1 (N − 1) −ζ 2 S 2 (N − 1) − ζ 3 S 1 (N − 1) + 7 10 ζ 2 2 , (8.39) ∞ i=1 B(N, i)S 2 (i) N + i = −S 1 (N − 1)ζ 2 + ζ 3 + S 1,2 (N − 1) N , (8.40) ∞ i=1 B(N, i)S 2 (i) 1 + N + i = −S 1 (N)ζ 2 + ζ 3 + S 1,2 (N) N + 1 − S 2 (N) − ζ 2 N 2 , (8.41) ∞ i=1 B(N, i)S 1,1 (N + i) = S 1,1 (N − 1) N − 1 + S 1 (N − 1) (N − 1) 2 + 1 (N − 1) 3 + S 1 (N − 1) N 2 + 2 N 3 , (8.42) ∞ i=1 B(N, i)S 1,1 (N + i − 1) = S 1,1 (N − 1) N − 1 + S 1 (N − 1) (N − 1) 2 + 1 (N − 1) 3 , (8.43) ∞ i=1 B(N, i)S 1,1 (N + i) i = S 1,1 (N) ζ 2 − S 2 (N) + 6 5 ζ 2 2 − 3S 4 (N) +2S 1 (N) ζ 3 − S 3 (N) + S 1 (N) N 3 + S 1,1 (N) N 2 + 1 N 4 , (8.44) ∞ i=1 B(N, i)S 1,1 (N + i − 1) i = S 1,1 (N − 1) ζ 2 − S 2 (N − 1) + 6 5 ζ 2 2 − 3S 4 (N − 1) +2S 1 (N − 1) ζ 3 − S 3 (N − 1) , (8.45) ∞ i=1 B(N, i)S 1,1 (N + i) N + i = 1 N S 1,1 (N) N + S 1 (N) N 2 + 1 N 3 , (8.46) ∞ i=1 B(N, i)S 1,1 (N + i) N + i + 1 = S 1 (N) N 3 + S 1,1 (N)(N 2 + N + 1) N 2 (N + 1) 2 + 1 N 4 − (−1) N N(N + 1) 2ζ 3 + S −3 (N) + 2S −2,1 (N) , (8.47) ∞ i=1 B(N, i)S 1,1 (N + i − 1) N + i + 1 = S 1 (N − 1) N 2 (N + 1) + S 1,1 (N − 1)(N 2 + N + 1) N 2 (N + 1) 2 − (−1) N N(N + 1) ζ 2 + 2ζ 3 + 2S −2 (N − 1) +S −3 (N − 1) + 2S −2,1 (N − 1) , (8.48) ∞ i=1 B(N, i)S 1 (i)S 1 (N + i) = S 1 (N − 1) ζ 2 − S 2 (N − 1) + 2 ζ 3 − S 3 (N − 1) + ζ 2 N − S 2 (N − 1) N + S 1 (N − 1) (N − 1) 2 + 2 (N − 1) 3 , (8.49) ∞ i=1 B(N, i)S 1 (i)S 1 (N + i) i = 17 10 ζ 2 2 + 2 ζ 3 N − ζ 2 1 N 2 + S 1 (N − 1) N + 2S 1,1 (N − 1) + S 2 (N − 1) N 2 − S 3 (N − 1) N + S 1,2 (N − 1) N +S 1 (N − 1) S 3 (N − 1) + S 1,2 (N − 1) +S 2 (N − 1) 2 − S 2,2 (N − 1) − 2S 3,1 (N − 1) , (8.50) ∞ i=1 B(N, i)S 1 (i)S 1 (N + i) N + i = 1 N S 1 (N) ζ 2 − S 2 (N) + 2 ζ 3 − S 3 (N) + S 1 (N) N 2 + 2 N 3 , (8.51) ∞ i=1 B(N, i)S 1 (i)S 1 (N + i) 1 + N + i = (−1) N +1 N(N + 1) ζ 3 + ζ 2 S 1 (N) + S −3 (N) + 2S 1,−2 (N) + ζ 2 S 1 (N) N + 1 + S 1 (N) 1 N 3 − S 2 (N) N + 1 + 2ζ 3 N + 1 − 2S 3 (N) N + 1 + 2 N 4 , (8.52) ∞ k=1 ∞ i=1 Γ(N + k) Γ(N)Γ(k + 1) B(k + i, N) k S 1 (i) i = 17 10 ζ 2 2 − 2ζ 3 S 1 (N − 1) + S 2,2 (N − 1) +S 1 (N − 1)S 2,1 (N − 1) − 2S 2,1,1 (N − 1∞ i=1 B(N − a, i + a) = B(1 + a, N − 1 − a) , (8.54) ∞ i=1 B(N, i + k) i = − d dN B(k, N) = B(k, N) S 1 (k + N − 1) − S 1 (N − 1) , (8.55) ∞ i=1 B(N, i + k) i S 1 (i + N + k − 1) = B(k, N) 2S 1,1 (k + N − 1) − S 2 (N − 1) −S 1 (N + k − 1)S 1 (N − 1) , (8.56) ∞ i=1 B(N, i + k) i S 1 (i + k − 1) = B(k, N) S 1 (k + N − 1)S 1 (k − 1) − S 2 (N − 1) −S 1 (k − 1)S 1 (N − 1) + ζ 2 . (8.57)
Sums involving Binomials
N −1 k=0 N − 1 k (−1) k 1 (k + A) 3 = B(N, A) 2 S 1 (N + A − 1) − S 1 (A − 1) 2 −S 2 (A − 1) + S 2 (N + A − 1) , (8.58) N −1 k=1 N − 1 k (−1) k 1 k = lim ε→0 B(N, ε) − 1 ε = −S 1 (N − 1) , (8.59) N −1 k=1 N − 1 k (−1) k 1 k 2 = −S 1,1 (N − 1) , (8.60) N −1 k=1 N − 1 k (−1) k 1 k 3 = −S 1,1,1 (N − 1) , (8.61) N −1 k=1 N − 1 k (−1) k 1 (k + 1) 3 = S 1,1 (N) N − 1 , (8.62) N −1 k=1 N − 1 k (−1) k 1 (k + 2) 3 = S 1,1 (N) N(N + 1) − S 1 (N) (N + 1) 2 − 1 (N + 1) 3 − 1 8 , (8.63) N −1 k=1 N − 1 k (−1) k 1 (k + 3) 3 = 2S 1,1 (N) N(N + 1)(N + 2) − (5 + 3N)S 1 (N) (N + 1) 2 (N + 2) 2 + N 3 − 8N − 9 (N + 1) 3 (N + 2) 3 − 1 27 , (8.64) N −1 k=1 N − 1 k (−1) k 1 (k + 1) 4 = S 1,1,1 (N) N − 1 , (8.65) N −1 k=1 N − 1 k (−1) k 1 (k + 2) 4 = S 1,1,1 (N) N(N + 1) − S 1,1 (N) (N + 1) 2 − S 1 (N) (N + 1) 3 − 1 (N + 1) 4 − 1 16 , (8.66) N −1 k=1 N − 1 k (−1) k 1 (k + 3) 4 = 2S 1,1,1 (N) N(N + 1)(N + 2) − (5 + 3N)S 1,1 (N) (N + 1) 2 (N + 2) 2 + (N 3 − 8N − 9)S 1 (N) (N + 1) 3 (N + 2) 3 + −17 − 21N − 2N 2 + 6N 3 + 2N 4 (N + 1) 4 (N + 2) 4 − 1 81 . (8.67)
Sums involving Binomials and Harmonic Sums
We set S A (0) := 0. Therefore the sums below may begin at k = 0. 
