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Los algoritmos aglomerativos de agrupamiento jera´rquicos (AAAJ) son una de las metodo-
log´ıas ma´s extendidas para clasificar y dar sentido a datos de distinto origen. Sin embargo, no
existe un u´nico criterio objetivo para determinar la calidad de la clasificacio´n resultante, que
permita determinar el punto o´ptimo para parar el algoritmo de agrupamiento y as´ı obtener
de manera automa´tica una clasificacio´n o´ptima. En este trabajo se proponen nuevas medidas
de calidad y criterios de paro y se comparan con las medidas ya existentes consideradas ma´s
relevantes a trave´s de datos simulados que permitan evaluar su comportamiento. Adema´s
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1. Introduccio´n
La gran cantidad de datos biolo´gicos proporcionados por los proyectos de geno´mica y
geno´mica estructural hacen ma´s necesario que nunca organizar y dar un sentido evolutivo
a esta informacio´n pues, como ya expuso el genetista Theodosius Dobzhansky, ”en biolog´ıa
nada tiene sentido, sino es a la luz de la evolucio´n”. Uno de los problemas que ma´s atencio´n
ha recibido en este contexto es la clasificacio´n de prote´ınas en clases estructurales. Al estar la
estructura de prote´ınas mejor conservada que su secuencia, las comparaciones estructurales
permiten evidenciar relaciones ma´s remotas que las comparaciones en secuencia y la clasifica-
cio´n estructural de prote´ınas proporciona una representacio´n exhaustiva del universo de las
prote´ınas conocidas. Tradicionalmente, este problema ha sido abordado por parte de expertos
o de forma semi-automa´tica. Sin embargo, tanto por el enorme aumento de la informacio´n dis-
ponible como por razones conceptuales, es interesante preguntarse si es posible emprender una
clasificacio´n estructural de prote´ınas de manera completamente objetiva y automa´tica, usan-
do distancias estructurales y algoritmos aglomerativos de agrupamiento jera´rquico (AAAJ)
para esta clasificacio´n. Este programa ha dado resultados muy u´tiles para la clasificacio´n de
prote´ınas en clases funcionales en base a sus relaciones estructurales [11].
Adema´s, las tradicionales clasificaciones expertas esta´n basadas en dos supuestos impl´ıcitos
que recientemente se han puesto en duda [18, 27]: (1) Se puede definir de manera objetiva el
plegamiento de un grupo de prote´ınas como clase de equivalencia de estructuras similares, y
(2) la clase estructural de una prote´ına se conserva a lo largo de su evolucio´n. El grupo de
investigacio´n con el que realizo el presente trabajo ha contribuido a dicha discusio´n con la
propuesta de cuantificar en que´ medida las distancias estructurales entre prote´ınas cumplen
o violan la propiedad transitiva de las clases de equivalencia [22], lo cual tiene implicaciones
para la discusio´n sobre si el espacio estructural de prote´ınas es discreto o continuo [26, 20].
Se considera el espacio discreto cuando la propiedad transitiva se cumple y continuo cuando
se viola, pudiendo pasar con pequen˜os pasos de un conjunto estructural a otro.
Como resultado, evaluar las violaciones de transitividad en funcio´n del umbral del algorit-
mo de agrupamiento ha permitido ver que el espacio de prote´ınas es razonablemente discreto
para similitudes suficientemente altas, confirmando as´ı el punto de vista tradicional. Sin em-
bargo, tambie´n se observa que se hace continuo por similitudes bajas, aunque significativas.
De hecho, las clasificaciones estructurales de prote´ınas ma´s usadas, SCOP y CATH, llegan a
agrupar en la misma clase prote´ınas con baja similitud que violan la propiedad transitiva. Esto
hace posible que prote´ınas de diferente clase se parezcan entre s´ı significativamente ma´s que
prote´ınas de la misma clase [18, 27]. Desde el punto de vista evolutivo, la fase discreta tendr´ıa
as´ı una representacio´n en forma de a´rbol filogene´tico que se puede atribuir a mecanismos de
duplicacio´n ge´nicas seguidos por divergencia estructural. En contraposicio´n, la fase continua
tendr´ıa como representacio´n una red permitiendo pasar con continuidad de un plegamiento
a otro. Esto se puede atribuir a mecanismos evolutivos pluri-parentales en los cuales grandes
inserciones o eliminaciones de material gene´tico mediados por recombinacio´n gene´tica.
Un problema abierto de relevancia biolo´gica es como inferir a partir de estas comparaciones
una clasificacio´n funcional que permita predecir la funcio´n de la prote´ına a partir de su
secuencia y estructura.
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1.1. Prote´ınas, funcio´n y reloj molecular
Una prote´ına es una cadena de aminoa´cidos codificada en el genoma de un organismo
viviente. Con excepcio´n de las prote´ınas desordenadas, que no se tratara´n en este trabajo, la
mayor´ıa de las prote´ınas naturales tienen la propiedad de plegarse formando una estructura
tridimensional bien definida, que sin embargo puede variar dependiendo de las interacciones
con otras mole´culas o cambiando las condiciones ambientales. Cada cadena proteica puede
estar formada por uno o ma´s dominios, unidades estructurales relativamente auto´nomas que
se pueden encontrar en distintas prote´ınas, y que forman la base de las clasificaciones estructu-
rales y funcionales de dominios proteicos. Aunque la definicio´n de la funcio´n de una prote´ına
no esta´ fuera de controversia, en este trabajo nos referiremos a funcio´n como la definicio´n
caracterizada por los te´rminos de Gene Ontology que permiten caracterizar la funcio´n de un
dominio en base a sus interacciones moleculares, a su ubicacio´n en la ce´lula y a la red de
procesos biolo´gicos en los cuales interviene.
Los anteriores resultados presentados por el grupo en [21] reflejan que, para altas simili-
tudes tanto en secuencia como en estructura, la divergencia estructural es proporcional a la
divergencia en secuencia. Este resultado tambie´n se muestra en el trabajo pionero de Chothia
y Lesk [9] que, sin embargo, adoptaba una divergencia estructural poco apta a evidenciar esta
proporcionalidad. Adema´s, prote´ınas que cumplen la misma funcio´n biolo´gica presentan muy
baja diferencia estructural. Estos resultados sugieren que las estructuras de las prote´ınas de
misma funcio´n evolucionan segu´n un reloj molecular ana´logo a lo que describe de manera
aproximada la evolucio´n de las secuencias [4]. La hipo´tesis de un reloj molecular, fue propues-
ta a finales de los an˜os 60 cuando Emile Zuckerkandl y Linus Pauling [29] mostraron que el
nu´mero de sustituciones de amino a´cidos entre prote´ınas orto´logas de diferentes especies es
proporcional al tiempo que las separa de su ancestro comu´n. De esta manera, estos resultados
sugieren que la distancia estructural entre dos dominios de prote´ınas que cumplen la misma
funcio´n es proporcional al tiempo que las separa de su ancestro comu´n. Por tanto, que el
conjunto de estas distancias estructurales puede ser representado por un a´rbol filogene´tico.
Otros resultados del mismo trabajo indican que diferencias estructurales por encima de
cierto umbral implican, casi con total certeza, que los dominios comparados tienen distinta
funcio´n. Adema´s, a partir de ese mismo umbral las divergencias estructurales crecen drama´ti-
camente y de forma no lineal con respecto a la divergencia en secuencia, dejando de describir
un proceso evolutivo que cumple el reloj molecular. En este re´gimen de bajas similitudes es-
tructurales, ocurren grandes inserciones y eliminaciones en las secuencias de las prote´ınas, lo
que implica que el conjunto de distancias se representa mejor con una red que con un a´rbol.
La transicio´n entre estos dos reg´ımenes se puede investigar midiendo las violaciones de la
propiedad transitiva.
2. Materiales y me´todos
2.1. Particiones y clases de equivalencia
Consideremos un conjunto de N elementos X = {x1, x2, ..., xN} que queremos clasificar
en K grupos o subconjuntos distintos C1, ..., Ck de tal forma que un elemento so´lo puede
pertenecer a un grupo y que cada grupo represente una clase de equivalencia entre los nk
elementos que lo conformen. Dicho de otra manera, buscamos una particio´n P que verifique:
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P = {C1, C2, ..., Ck : Ci ∩ Cj = ∅,∀C ∈ P, i 6= j}
Ck = {xi, xj , ..., xh} ⇔ [xi] ∼ [xj ] ∼ ... ∼ [xh] : ∀i, j ∈ X
El nu´mero de particiones posibles de K grupos es 1 cuando K tiene el valor mı´nimo
K = 1, por el cual todos los elementos son agrupados y ma´ximo K = N por el cual todos los
elementos esta´n separados, y crece de forma exponencial con K para K  N .
2.2. Propiedades de una particio´n en clases de equivalencia
Describimos una equivalencia entre dos elementos con el s´ımbolo xi ∼ xj . Una relacio´n de
equivalencia posee las propiedades reflexiva, sime´trica y transitiva, es decir:
1. xi ∼ xi
2. xi ∼ xj ⇔ xj ∼ xi
3. xi ∼ xj , xj ∼ xh ⇔ xi ∼ xh
Adema´s, indicamos el nu´mero de elementos en una clase de equivalencia con el s´ımbolo
[xi] = {xj ∈ X|xi ∼ xj}.
En una red basada en una matriz de distancia, se asocian dos elementos si d(xi, xj) < d0.
Esta relacio´n posee de manera automa´tica las propiedades de reflexividad y simetr´ıa. Sin
embargo, la transitividad no siempre se cumple, por lo cual no siempre es posible pasar de
manera un´ıvoca de
2.3. Agrupamientos jera´rquicos
Buscar el a´rbol que mejor describe un conjunto de distancias entre elementos es conocido
por ser NP-fuerte [23]. Los algoritmos aglomerativos de agrupamiento jera´rquico (AAAJ) son
una metodolog´ıa heur´ıstica comu´nmente utilizadas para generar un a´rbol a partir de una
matriz de distancias. Se trata un tipo de algoritmo de aprendizaje no supervisado que tiene
por entrada una matriz con el conjunto de las de distancias entre elementos, y por salida un
a´rbol binario que representa la relacio´n en distancia entre ellos. Esto quiere decir que el error
de representacio´n en a´rbol obtenida esta´ ı´ntimamente ligada a la naturaleza de la matriz de
distancias. Esta representacio´n es la mejor posible segu´n un criterio determinado, que es el
que diferencia a los distintos AAAJ.
Este tipo de algoritmos empiezan asociando un grupo aun u´nico elemento. De manera
iterativa, agrupan los dos grupos con la menor distancia entre s´ı formando un nuevo grupo y
calculan las distancias entre el nuevo grupo y el resto de los grupos. As´ı sucesivamente hasta
que todos los elementos han sido agrupados en un u´nico grupo. Los distintos AAAJ se dife-
rencian entre s´ı en la forma de calcular la distancia entre grupos. Algunas de las metodolog´ıas
a las que se hara´ referencia en este trabajo se muestran en el Cuadro 1.
Como muestra la Figura 1, aplicando un AAAJ hasta un umbral de distancia por el cual
todos los elementos esta´n agrupados, se obtiene una particio´n con un nu´mero de subconjuntos
entre 1 y N. Particiones que se obtienen con diferentes umbrales esta´n anidadas, de manera
que la particio´n generada con el umbral mayor contiene la particio´n generada con el umbral
ma´s pequen˜o. En otras palabras, una clasificacio´n jera´rquica genera un a´rbol filogene´tico y
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Metodolog´ıas de los AAAJ Distancia
single-linkage D(A,B) := mı´na∈A,b∈B{d(a, b)}
complete-linkage D(A,B) := ma´xa∈A,b∈B{d(a, b)}
average-linkage D(A,B) := 1|A||B|
∑
a∈A,b∈B d(a, b)
Ward D(A,B) := d(a¯,b¯)
2
1/|A|+1/|B|
Cuadro 1: Tabla que muestra algunas de las distintas distancias utilizadas en los
AAAJ. Utilizamos a¯ y b¯ para designar los centros respectivos de cada grupo.
cada punto de corte del a´rbol corresponde una particio´n. El objetivo de este trabajo es de
determinar el umbral o´ptimo para agrupar el conjunto de elementos en clases de equivalencia.
Figura 1: Figura tomada y modificada de [23]. Representacio´n de una clasificacio´n
jera´rquica. Se muestra los distintos conjuntos de grupos resultantes dependiendo
del punto de corte en el a´rbol filogene´tico. A la derecha una posible matriz de
distancias (distancias por pares de elementos) que puede dar lugar a esta repre-
sentacio´n.
2.4. A´rboles filogene´ticos, aditividad y ultrametricidad
Los AAAJ constituyen la te´cnica ma´s sencilla para reconstruir un a´rbol filogene´tico a
partir de una matriz de distancia que representa gra´ficamente sus divergencias evolutivas. Es
decir, un a´rbol binario que representa las relaciones evolutivas entre varias especies u otras
entidades que se cree que tienen una ascendencia comu´n. Si la distancia entre dos elementos
dij es proporcional al tiempo evolutivo entre ellas tij , la matriz de distancias tiene la propiedad
de ser ultrame´trica. El a´rbol que describe una matriz de distancias ultrame´tricas tij tiene la
propiedad de se ser ultrame´trico y la distancia que separa dos hojas del a´rbol pasando por
su ancestro comu´n representan tiempo evolutivo entre ellas. Esta distancia tiene la propiedad
aditiva, en cuanto la distancia entre dos hojas es igual a la suma de las longitudes de las ramas
del a´rbol que la separan. Como el nu´mero de pares de hojas, N(N−1)/2, es mucho ma´s grande
que el nu´mero de ramas, 2N − 2, la propiedad aditiva impone condiciones muy fuertes sobre
la matriz de distancias, en particular la propiedad ultrame´trica [24] que es mucho ma´s fuerte
que la usual desigualdad triangular de las distancias, verificando la siguiente relacio´n :
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tij ≤ max(tih, tjh)∀xi, xj , xh ∈ X
La fiabilidad de un a´rbol reconstruido con AAAJ depende de manera cr´ıtica de que se
cumpla la hipo´tesis de reloj molecular, o sea la distancia dij entre dos hojas pasando por
su antecesor tiene que ser proporcional al tiempo evolutivo entre ellas tij . Como tij tiene la
propiedad ultrame´trica, si el reloj molecular se cumple la matriz M de distancias entre los
distintos elementos tiene propiedad de ser ultrame´trica. Esto a su vez implica que la matriz de
distancia posee la propiedad transitiva de las clases de equivalencia porque, como es fa´cil ver,
si la ultrametricidad se cumple entonces dik < d0, djk < d0 y dij < d0 por cualquier umbral
d0. Sin embargo, ni el reloj molecular, ni la aditividad ni la ultrametricidad se cumplen de
manera exacta con los datos reales.
Vemos por tanto la importancia de evaluar la validez de cualquier hipo´tesis que asuma
que en los datos existe una estructura compatible con un a´rbol y, en particular, si dicha
hipo´tesis se sostiene para todas las entidades biolo´gicas sometidas al ana´lisis o solamente un
subconjunto de las mismas. Es decir, nos preguntamos si, a lo largo de la construccio´n de un
a´rbol, es posible determinar de manera objetiva cua´ndo los datos dejan de ser consistentes
con una estructura de a´rbol y debemos parar el AAAJ.
2.5. Criterios de calidad de la particio´n y puntos de paro
Se considera que el criterio de paro de un AAAJ debe generar la particio´n o´ptima. Indi-
cando el corte en el en el punto ma´s alto a´rbol que garantice que las ramas que quedan por
debajo (figura 1) son grupos de elementos que pertenecen a una misma clase de equivalencia.
Aunque no existe un criterio de paro universal, actualmente s´ı existen ma´s de una treintena
de ı´ndices para medir la calidad de una particio´n [12] [8]. Sin embargo, por norma general, no
existen ı´ndices que permitan encontrar un punto de paro objetivo, o formal, en todo el rango
de las N posibles particiones generadas por el algoritmo. Por esta razo´n, la mayor´ıa de te´cni-
cas actuales hacen uso de conocimiento a priori, buscando la particio´n o´ptima en un rango
determinado muy inferior al nu´mero total de elementos, y establecen como punto de paro el
valor extremo (mı´nimo o ma´ximo absoluto) del ı´ndice utilizado. Todos estos ı´ndices se basan,
de una forma u otra, en relacionar las distancias entre los elementos del mismo grupo dintra
con las distancias de los elementos entre distintos grupos dinter. El objetivo de este trabajo
pretende encontrar la particio´n o´ptima sin ningu´n conocimiento a priori, abarcando todas
particiones que se pueden generar a lo largo del AAAJ, se han desarrollado nuevos ı´ndices de
calidad a los que se puede aplicar criterios objetivo de paro teniendo en cuenta las siguientes
propiedades deseables.
Estar definido para cualquier particio´n.
Tener el mismo valor cuando todos los elementos esta´n agrupados en un u´nico grupo y
cuando existe un u´nico elemento por grupo.
Encuentra la particio´n o´ptima donde existe un mı´nimo o ma´ximo absoluto del ı´ndice
respecto a todas las particiones generadas por el algoritmo de agrupamiento.
Hemos seleccionado de la literatura una serie de ı´ndices de calidad que nos han parecidos
relevantes, ya sea por su comparada efectividad [19], por su relevancia con respecto a otros
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ı´ndices o por similitud a los nuevos ı´ndices desarrollados. Aunque la mayor´ıa de ı´ndices se-
leccionados no tienen las propiedades deseadas, en algun caso se han podido realizar ciertas
modificaciones para obtenerlas.
2.5.1. Violacio´n de transitividad : Una nueva medida
La violacio´n de la tercera propiedad de una clase de equivalencia, la transitividad, puede
medirse de varias maneras. Una de ellas es midiendo la violacio´n de transitividad que se
genera al juntar dos grupos en cada paso del AAAJ. Este es el caso de la medida de violacio´n
de transitividad (TV old) publicada por grupo donde se esta´ realizando este trabajo [22]. Si
consideramos A,B y C tres grupos pertenecientes a la particio´n generada en el paso t, la
medida vendr´ıa definida por:
TV old(ABC) =
DAC −DBC
DAC −DAB , DAC ≥ DBC ≥ DAB
Donde, siendo wc un peso proporcional al nu´mero de elementos del conjunto C, el error
cometido al juntar dos subconjuntos en relacio´n a la propiedad transitiva ser´ıa:





Esta medida cuantifica la violacio´n de la transitividad que se genera al juntar dos grupos.
Teniendo un valor comprendido en el rango [0,1] donde 1 implicar´ıa la ma´xima violacio´n y
0 que no existe tal violacio´n. El problema de la formulacio´n de esta medida es que no es
una funcio´n de estado que se puede calcular de manera un´ıvoca para cada particio´n, sino que
depende de los pasos realizados por el AAAJ. Adema´s, aunque se formulara como tal, requiere
de un nu´mero elevado de operaciones ya que es necesario tomar en cuenta todos los posibles
tripletes de elementos entre conjuntos.
La violacio´n de la transitividad se produce cuando un elemento de un grupo esta´ ma´s
pro´ximos a otro elemento de distinto grupo que a elementos del suyo mismo. Esta´ directamente
relacionada con el solapamiento de las distribuciones de las distancias dintrac y d
inter
c . Por tanto,
otra manera de medir la violacio´n de la transitividad es cuantificar este solapamiento.
Para este trabajo se ha desarrollado una nueva definicio´n de violacio´n de transitividad que,
a diferencia de la medida anterior, computa la violacio´n de la transitividad de forma global
para toda la particio´n P . Podemos decir que si la distancia entre los elementos pertenecientes a
un subconjunto (dintrac ) supera cualquiera de sus distancias a elementos de otros subconjuntos
(dinterc ) existe una violacio´n de transitividad que puede ser cuantificada de la siguiente manera,













ϑ(d0 − dij)(d0 − dij) (1)
En esta fo´rmula, ϑ(x) designa la funcio´n de Heaviside, que tiene valor 0 cuando x < 0 y
1 cuando x ≥ 0. Y el para´metro d0, en este caso, designa el umbral donde solapan ambas
distribuciones.
6
Figura 2: Representacio´n esquema´tica las distribuciones de dintrac (morado) y d
inter
c
(amarillo) en dos casos distintos. En el caso de la izquierda no existe solapamiento
por lo que TV = 0. En el caso de la derecha existe solapamiento por lo que
elementos de un mimo grupo son ma´s cercanos a elementos de otro grupo que a
los del propio. En este u´ltimo caso TV 6= 0.
Por tanto, para cada particio´n P , hay que calcular el umbral d0 comprendido entre
max(dinterc ) y min(d
inter
c ) que minimiza esta medida. Para simplificar nuestros ca´lculos, he-






Esta medida puede ser interpretada como una distancia o disimilitud entre las distribucio-
nes dinterc y d
intra
c , esta´ definida entre [0,+∞) y es dependiente de la escala de las distancias.
Sin embargo, esta medida toma su valor mı´nimo para las particiones ”triviales”K = 1 y
K = N y por lo tanto no se puede usar como criterio de paro, ya que no vamos a encontrar un
ma´ximo (o mı´nimo) en una particio´n intermedia. En este trabajo, la usaremos para cuantificar
la calidad de la particio´n en el punto de paro.
2.5.2. Coeficiente de Bhattacharyya
Podemos decir que cuando las distribuciones de las distancias dintra y dinter solapan existe
violacio´n de la transitividad dentro de los elementos que lo conforman. Por tanto, toda medida
que disimilitud entre funciones de densidad de probabilidad (PDF) que tenga en cuenta el
solapamiento es sensible de ser usada como medida de violacio´n de transitividad. Una de estas
medidas viene dada por el coeficiente por Bhattacharyya en 1943 (BC)[2]. Siendo p y q dos







Esta medida esta´ comprendida entre [0, 1] y tiene una interpretacio´n estad´ıstica/proba-
bil´ıstica, estimando la proporcio´n de solapamiento entre ambas distribuciones. Adema´s esta
medida acota la probabilidad de frustracio´n de la clasificacio´n en te´rminos bayesianos[6]. Sin
embargo, al igual que todas las medidas basadas en PDF, es computacionalmente costosa ya
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que implica calcular los histogramas de ambas distribuciones y determinar el ancho del bin de
estos histogramas no es una tarea trivial: (a) tiene que ser el mismo para ambos histogramas
y (b) no puede haber ningu´n bin vac´ıo.
Este ı´ndice no es objetivo de estudio como ı´ndice de paro pero ha sido utilizado para
comparar los resultados obtenidos en el ı´ndice TV . Tambie´n se han tomado en cuenta dis-
tancias que derivan de este mimo coeficiente. La distancia de Bhattacharyya (−log(BC)) y
la de Hellinger (
√
1−BC), que a diferencia de la anterior es una me´trica acotada y garantiza
la desigualdad triangular. Esta propiedad es deseable porque nos permite comparar de forma
inequ´ıvoca tres o ma´s grupos de elementos en base al error cometido al ser agrupados en
te´rminos transitividad. Estas me´tricas no se presentara´n en la comparativa ma´s adelante ya
que no muestran diferencias significativas.
2.5.3. I´ndice de Dunn
El ı´ndice de Dunn (DI), criterio desarrollado por J. C. Dunn en 1974 establece una relacio´n




A partir de esta relacio´n se han establecido distintos criterios que ma´s tienen que ver con
la definicio´n de las distancias que con la relacio´n en s´ı. Para poder satisfacer las propiedades

















Dada esta definicio´n el valor del ı´ndice no pude ser inferior a 0 ya que dc ≤ DC,C′ , pero
no tiene cota superior. Cuanto mayor es el valor del ı´ndice mejor es la particio´n encontrada y
por tanto el punto de paro se encuentra en el ma´ximo absoluto.
2.5.4. Silhouettes
El ı´ndice Silhouettes desarrollado por Peter J. Rousseeuw en 1986 [25] establece una
medida para cada elemento. Definiendo din(i) como la distancia media del elemento al resto
de elementos de su propio grupo, y dout(i) como la distancia media del elemento al resto de
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Esta medida esta´ comprendida entre 1 y −1 y siempre que din(i) < dout(i) el valor de
s(i) sera´ positivo, por tanto buscaremos el valor ma´ximo de SI. Sin embargo SI no esta´
definida para particiones en las que las exista un u´nico elemento en un grupo, o que todos los
elementos este´n en un u´nico grupo. Para poder computar el ı´ndice a lo largo del algoritmo de
agrupamiento establecemos dos definiciones :
din(i) = 0 cuando |Ck| = 1, i ∈ Ck
SI = 0 cuando k=1. Esta definicio´n es razonable ya que en este caso ni din(i) ni dout(i)
esta´n definidas para esta particio´n y nos permite obtener las propiedades deseadas.
Para garantizar las propiedades deseadas para la funcio´n de evaluacio´n del punto de paro
queremos que el valor del ı´ndice sea el mismo cuando K=1 y cuando K=N. Ya que cuando K
aumenta SI tiende a 1 podremos obtener este resultado restando al ı´ndice original la pendiente






s(i)− K − 1
N − 1 (5)
Esta definicio´n permite definir el punto de paro en el ma´ximo absoluto. De aqu´ı en adelante
nos referiremos al ı´ndice SImod como SI.
2.5.5. Criterio de Calinski-Harabasz
El criterio desarrollado por T. Calin´ski y J. Harabasz en 1974,[5] tambie´n conocido como
Variation Ratio Criteria (VRC) es uno de los criterios ma´s robustos [19] siempre que se busque
en un rango pequen˜o de K. Este ı´ndice se basa en la propiedad de que la matriz de distancias
elevadas al cuadrado es igual al la suma de la totalidad de las distancias al cuadrado de
los elementos a centro de masa del grupo a a los que esta´n asociados (TGSS, Total Group
Sparse Square matrix ). De forma ana´loga, define el conjunto de distancias al cuadrado de los
elementos del mismo grupo como WGSS (Within Group) y las distancias al cuadrado entre






























Este criterio tiene una cota inferior [0,+∞), no esta´ definido para K=1 ni para K=N
y tiende a crecer con K. Adema´s es muy sensible a la cantidad de elementos a clasificar,
alcanzando a magnitudes tales que que su representacio´n gra´fica puede carecer de sentido.
Aunque este ı´ndice presenta multitud de ma´ximos y mı´nimos locales, el primer ma´ximo local
es el ma´s significativo, siendo este punto el utilizado como punto de paro.
2.6. Datos simulados
Nuestro objetivo es comparar el comportamiento de los criterios de paro y las medidas
de calidad en condiciones controladas donde se pueda generar una clasificacio´n con creciente
frustracio´n. Es decir generar una matriz de distancias donde no cumple la propiedad transitiva,
por lo cual las clases de equivalencia no se dan de manera exacta sino que hay que encontrar
un compromiso entre separar elementos parecidos y juntar elementos diferentes. En estas
condiciones, queremos comparar la clasificacio´n de referencia con las clasificaciones obtenidas
con los varios criterios de paro. Adema´s, queremos garantizar que la disimilitud entre los
elementos generados es una distancia que verifica la propiedad triangular, por lo que, por
conveniencia, generamos datos como puntos en un espacio eucl´ıdeo y calculamos su matriz de
distancias.
En primer lugar generamos NC puntos equidistantes (K-simplex) al rededor de una hi-
peresfera de radio Radi en en espacio N-dimensional (con Nc − 1 dimensiones), a los que
llamaremos centros. A partir de estos centros se generan de forma aleatoria nc puntos si-
guiendo una distribucio´n N (Nc, σ2). Finalmente se reescalan los puntos para que la distancia
ma´xima se inferior o igual a 1. Como se muestra en la figura 3,variando los para´metros σ2 y
Radi podemos solapar la distribuciones de puntos y generar clasificaciones frustradas. Como
en este ejercicio la funcio´n de estos para´metros es equivalente (solapar distribuciones), siempre
que en un experimento uno var´ıe el otro quedara´ fijo a un valor determinado.
2.7. Frustracio´n de la particio´n simulada
Se ha establecido una me´trica de control F que tiene por objetivo medir la frustracio´n
esperada en la clasificacio´n. F se ha definido como la proporcio´n de puntos que esta´n ma´s
cerca de un centro distinto al que se uso´ para ser generados. NF es el nu´mero total de puntos





Figura 3: Representacio´n gra´fica del modelo utilizado (a la izquierda) y la matriz
de distancias generada (al aderecha)
2.8. Comparacio´n con una particio´n de referencia
Para comparar la clasificacio´n obtenida con la original generada se han empleado los
siguientes ı´ndices:
1. La diferencia entre nu´mero de particiones original y el encontrado. I´ndice simple que
nos permitira´ ver si el punto de paro asociado a cada criterio tiende a agrupar o por el
contrario a dividir en grupos ma´s pequen˜os los elementos
2. Rand Index (RI) : es uno de los criterios ma´s comunes que establece una similitud entre
particiones, definie´ndose entre el rango [0; 1] donde 1 implica que ambas particiones son
ide´nticas y 0 que son completamente distintas.
3. Adjusted Rand Index (ARI): Es lanormalizacio´n de Rand Index (RI) por su esperanza.
RI no toma en cuenta el nu´mero de grupos que existe en una particio´n as´ı dos particiones
distintas que se diferencian simplemente en que un grupo de la primera es subdividido en
dos grupos distintos en las segunda tendra´n un valor RI = 1 y un valor ARI < 1.[[28]]
4. V-measure (VI): Equivalente a la informacio´n mutua normalizada entre ambas particio-
nes que puede ser interpretada como una medida de disimilitud entre dos particiones.
Esta´ definida entre [0; +∞) donde 0 implica que las dos particiones son ide´nticas.
2.9. Clasificacio´n funcional de superfamilias de prote´ınas
Si bien las prote´ınas muy distantes estructuralmente tiene distinta funcio´n y las que tienen
misma funcio´n son cercanas, es interesante comprobar si todas aquellas que son suficiente-
mente cercanas tienen la misma funcio´n. Si esta condicio´n se cumple, el uso de AAAJ para
predecir la funcio´n es una metodolog´ıa suceptible de ser utilizada.
Con este objetivo se han elegido tres de los cinco conjuntos de dominios (unidades es-
tructurales) de prote´ınas publicados por el grupo en [21]. Cada conjunto esta formado por
un conjunto de dominios que tienen menos de un 40 % de identidad en secuencia (semejanza
entre ellos) y que coinciden en la forma en que han sido clasificados entre CATH y SCOP,
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dos de las clasificaciones estructurales de prote´ınas ma´s usadas. Estos conjuntos de dominios
pertenecen a tres superfamilias: Aldolasas (TIM barrel fold), P-loop NTPase y NADP-binding
Rossman-fold. De todos estos conjuntos se han eliminado las estructuras que contengan do-
minios que contengan varias cadenas de polipe´ptidos ya que la asignacio´n de funcio´n ha sido
problema´tica, y se ha elegido un u´nico representante de aquellos dominios con una identidad,
tanto en secuencia como en estructura, superior a 0,98.
La asignacio´n de funcio´n a estos dominios se ha hecho a trave´s de los te´rminos de Gene
Ontology (GO) que permiten caracterizar la funcio´n de cada dominio en base a sus inter-
acciones moleculares, a su ubicacio´n y a la red de interacciones proteicas donde actu´a. La
asignacio´n de la funcio´n de se ha de tal manera que dos dominios tiene la misma funcio´n si
todos los te´rminos de GO que la describen son ide´nticos.
Si consideramos una funcio´n binaria que devuelve un valor positivo cuando se juntan dos
dominios con la misma funcio´n a lo largo de AAAJ y negativo cuando tienen diferente funcio´n,
se puede caracterizar la capacidad del algoritmo de agrupar dominios con la misma funcio´n
mediante una curva ROC (Receiver Operating Characteristic), relacio´n ordenada entre el ratio
de verdaderos positivos y el ratio de falsos positivos. Los resultados de esta caracterizacio´n se
muestran en es misma publicacio´n, obteniendo para cada conjunto de datos valores de a´rea
bajo la curva muy cercanos a uno (AUC). Por tanto existen indicios de que la medida utilizada
como disimilitud estructural junto con la metodolog´ıa utilizada puede tener la capacidad de
predecir la funcio´n.
El nu´mero de dominios y el nu´mero de funciones a signados en cada domino en los con-





Cuadro 2: A´rea bajo la curva ROC
resultante de la clasificio´n funcio-







Cuadro 3: Nu´mero de dominios y grupos
funcionales en los conjuntos de datos.
3. Resultados
3.1. Cluster Information Criteria, un nuevo criterio de paro
En este apartado introducimos un nuevo criterio de paro inspirado en teor´ıa de la informa-
cio´n. Supongamos que los puntos i que pertenecen al grupo c, o sea con Ci = c, son generados
de forma independiente por una distribucio´n Gaussiana con para´metros pc, µc y σc





Podemos estimar los para´metros de esta distribucio´n maximizando la probabilidad de los
















ln(P(xi|Ci = c)) = nc · ln(pc)− nc · ln(σ2c ) + nc · const
Si tomamos un elemento del grupo como representante y lo usamos para definir el para´me-
tro µ, lo tenemos que quitar del ca´lculo de la probabilidad: Grupos con un solo elemento no
dan ninguna informacio´n porque xi = µc y ln(P ) = 0. Obtenemos as´ı la fo´rmula
ln(L) = (nc − 1)ln(pc)− (nc − 1) ln(σ2c ) + (nc − 1) · const
Sin embargo, cuanto mayor es el nu´mero de grupos K, mayor es el nu´mero de para´metros
y ma´s alta la probabilidad, obteniendo una probabilidad de 1 cuando K = N . Por lo tanto,
tenemos que penalizar los para´metro del modelo, cuyo nu´mero es 2K, de forma similar a como
lo hace el criterio de informacio´n de Akaike (AIC), obteniendo un ı´ndice que denominamos




AIC = Npar− ln(L) (9)











nc · const (10)
Este ı´ndice es ≤ 0 y toma el valor 0 en correspondencia con las particiones triviales K = 1 y
K = N , por lo cual posee un mı´nimo absoluto en correspondencia de una particio´n no trivial
que permite determinar un punto de paro.
3.2. Evaluacio´n con datos simulados
3.2.1. Violacio´n de Transitividad y solapamientos entre distancias inter e intra
cluster
En primer lugar comprobamos en al figura 4 que obtenemos los resultados esperados, que
todas las me´tricas aumentan en magnitud a medida que σ2 aumenta, empezando a crecer
desde que σ2 > 0,2. Y mientras Fratio como TV lo hacen de de una forma casi lineal BC lo
hace de una forma logar´ıtmica.
La me´trica de control F cambia significativamente en su pendiente a medida que el numero
de centros aumenta, y por tanto el nu´mero total de elementos, mostrando que la proporcio´n
de elementos en interseccio´n proporcionalmente. Este efecto se ve de igual manera en BC
disimulado por su crecimiento logar´ıtmico, sin embargo en criterio TV no se ve especialmente
afectado por este feno´meno a partir de Nc = 3, mostrando que este criterio es mucho ma´s
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Figura 4: Figura en la que se representa la frustracio´n de la clasificacio´n simulada
en funcio´n de los para´metros (arriba a la izquierda), el solapamiento de dintra y
dinter de la particio´n original (arriba a la derecha) y la violacio´n de transitividad
(abajo izquierda). Ademas se muestra la correlacio´n entre las dos medidas de
calidad BC y TV, donde TV tiene escala logar´ıtmica (abajo a la derecha). En
estas gra´ficas se muestran los resultados medios obtenidos con 30 generaciones
de datos independientes por cada para´metro barrido, dejando fijo tanto el radio
(R = 1) como en nu´mero de elementos por centro (nc = 30), y variando tanto σ
2
como nu´mero de centros
robusto con respecto al nu´mero de elementos permitiendo comparar la violacio´n de transitivi-
dad entre espacios donde var´ıen el nu´mero de grupos o clases. Esta es una propiedad deseable
para una medida de calidad.
Si bien la pendiente de crecimiento de del esta me´trica se muestra independiente del
nu´mero de centros generados muestra un crecimiento en dientes de sierra para valores de
σ2 altos, seguramente debido a la estimacio´n d0 (ecuacio´n 2). Sin embargo esta estimacio´n
no parece afectar a situaciones donde la violacio´n de transitividad es baja y el nu´mero de
elementos que frustren la clasificacio´n no supere el 30 % del total de los elementos. Adema´s
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observamos que existe una correlacio´n entre log(TV ) y BC, por lo que deducimos que TV
tiene una relacio´n directa con la superficie de solapamiento entre dos distribuciones y relaciona
en te´rminos de distancias y similitudes dos distribuciones gaussianas.
3.2.2. Caracterizacio´n de los criterios de paro
A diferencia del apartado anterior los conjuntos de datos generados van a ser clasificados
por un algoritmos de agrupamiento jera´rquico y su clasificacio´n va a ser comparada con los
grupos originales.
Aunque se han aplicado distintos algoritmos de agrupamiento (Average linkage, Single
Linkage, Complete Linkage, Median linkage, Weighted Linkage, Centroid Linkage y Ward),
en todos los casos mostrados se ha empleado el algoritmo de Ward, porque al garantizar
la mı´nima varianza de distancias entre los elementos de una rama permite que conjunto de
elementos sea ma´s compacto.
Figura 5: Figura que muestra el la calidad clasificacio´n resultante con respecto la
original (ARI) al aplicar los distintos criterios de paro automa´ticos. Los datos se
han generado siguiendo los criterios especificados en el experimento k-simplex fijo
el para´metro σ2(=0.1) y el nu´mero de centros, para´metro Nc(=6)
Observamos tanto en las figuras 5 y 6 que la violacio´n de transitividad es consistente a
lo largo del barrido de para´metros siendo ma´s irregular cuando el nu´mero de le puntos pos
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centro es ma´s pequen˜o. Esto puede ser debido por un lado a la estimacio´n aproximada de d0
y por otro a que el nu´mero de repeticiones de la prueba no es muy grande.
Los criterios de paro SI y CH recuperan el nu´mero de centros originales incluso en situa-
ciones donde la violacio´n de transitividad es alta, aunque en estos casos como es de esperar
la particio´n encontrada no corresponde con la original. Por ejemplo se obtienen ARI inferior
0,2 cuando la TV es superior a 0.2. Ambos criterios de paro SI y CH tienden a recuperar un
nu´mero de centros que establecen sus respectivos puntos de paro (Kstop) inferior al original
(Korig) cuando la violacio´n de la transitividad es elevada, es decir que tienden un sesgo para
agrupar ma´s que en la particio´n original.
El nu´mero de centros encontrado con el criterio de paro de DI es llamativamente elevado
cuando el nu´mero de puntos por centro esta´ por debajo de 20, adema´s la particio´n dista mucho
de la original incluso para situaciones donde no existe violacio´n de transitividad. Adema´s el
criterio de Dunn parece ser especialmente sensible a la cantidad de datos tendiendo a agrupar
ma´s cuando el nu´mero de datos de entrada aumenta.
El criterio desarrollado en este trabajo (CIC) recupera el nu´mero de centros y la parti-
cio´n original siempre que la violacio´n de transitividad sea baja o nula, sin embargo aumenta
dra´sticamente en el momento en que existe solapamiento entre las distribuciones de puntos
generados Esto se debe a que el ı´ndice empieza a crecer debido a que los grupos que se con-
forman a partir de cierto punto (mı´nimo en el criterio de paro) no siguen una distribucio´n
gaussiana.
A la luz de estos resultados podemos decir que los puntos de paro obtenidos con los criterios
CH y SI consiguen recuperar mejor la informacio´n original , mientras que CIC encuentra
puntos de paro donde el nu´mero de grupos Kstop es muy superior a Korig en situaciones en
las cuales la violacio´n de transitividad de los datos originales es grande, o sea separa ma´s que
la particio´n original, garantizando as´ı que los elementos de grupos encontrados pertenezcan
a la misma clase de de equivalencia, pero no consigue separar grupos que son distintos en las
simulaciones.
3.3. Clasificacio´n de prote´ınas en clases funcionales
En primer lugar realizamos la clasificacio´n de los conjuntos de datos descritos en Materiales
y me´todos con distintos algoritmos de agrupamiento jera´rquico y medimos la calidad de los
particiones generadas a lo largo del algoritmo con respecto a la clasificacio´n de la funcio´n de la
prote´ına esperada (Figura 7). En segundo lugar hallamos los puntos de paro correspondientes
a los ı´ndices descritos en secciones anteriores utilizando Ward como AAAJ.
3.3.1. Agrupamiento jera´rquico de los datos
Los resultados de la Figura 7 nos muestran que en el caso de las Aldolasas s´ı conseguimos
una clasificacio´n satisfactoria a trave´s de distintos algoritmos de agrupamiento, llegando a
valores ARI > 0,90 y V I < 0,29 en todos los casos. Adema´s el nu´mero optimo de grupos
encontrado (kVI y kARI) dista por poco del nu´mero de grupos de funciones (KAldolase = 21)
dependiendo del algoritmo de agrupamiento usado.
Este resultado muestra que estos datos contienen conjuntos de distancias entre elementos
con una clara forma de a´rbol y valida en cierta medida la metodolog´ıa empleada para el
ca´lculo de las distancias entre los dominios de prote´ınas, aunque no la exime de todo error
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Figura 6: Figura que muestra la diferencia entre el nu´mero de grupos encontrados
Kstop con respecto la original Korig = Nc al aplicar los distintos criterios de
paro automa´ticos. Los datos se han generado siguiendo los criterios especificados
en el experimento k-simplex fijo el para´metro σ2(=0.1) y el nu´mero de centros,
para´metro Nc(=6)
ya que en ninguno de los algoritmos de agrupamiento utilizados se consigue encontrar una
clasificacio´n optima (ARI = 1 o V I = 0).
En este sentido hubiera sido conveniente utilizar el ı´ndice de Rand (RI) no normalizado, ya
que mostrar´ıa en que punto del algoritmo empiezan a aparecer errores en la clasificacio´n. Esto
aportar´ıa informacio´n de mayor relevancia ya tanto ARI como VI muestran comportamientos
similares y permitir´ıa comparar de forma ma´s eficaz los distintos algoritmos de agrupamiento,
ya que tendr´ıa un valor de 1 en k = N e ir´ıa decreciendo a medida que el AAAJ junte grupos
que no tengan la misma funcio´n.
Observamos que tanto para las prote´ınas Ploop y NADP no es posible predecir su funcio´n
de forma satisfactoria, no llegando a obtener un valor ARI ¿0.62, ni un valor VI ¡1 en ninguno
de los casos independientemente del algoritmo de agrupamiento utilizado. Adema´s el nu´mero
o´ptimo de grupos definidos por los dos ı´ndices, kV I y kARI , pueden distar entre s´ı en ma´s de
20 grupos y tienden a alejarse de los valores esperados kPloop = 53 y kNADP = 50, siendo kV I
el que ma´s se acerca a estos valores.
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Figura 7: Figura que muestra la evolucio´n de la clasificacio´n con respecto a la
clasificacio´n
Podemos decir que los resultados obtenidos muestran que los distintos algoritmos de agru-
pamiento se comportan de forma distinta, sin embargo la particio´n optima encontrada con
respecto a la clasificacio´n esperada tienen valores parecidos tanto de ARI como de VI. Esto
quiere decir que aunque la clasificacio´n optima obtenida por los distintos algoritmos disten
mucho entre si cuando la clasificacio´n original no puede ser obtenida, su distancia a la cla-
sificacio´n optima sera´ parecida, quitando importancia al me´todo de agrupamiento jera´rquico
utilizado.
Por esta razo´n, de aqu´ı en adelante so´lo se usara´ Ward como me´todo de agrupamiento.
En las siguientes secciones nos centraremos en los ı´ndices obtenidos a lo largo de este AAAJ,
representados en las Figuras 8,9 y 10, analizando los conjuntos de datos por separado.
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3.3.2. Aldosasas
En primer lugar observamos que ningu´n criterio de paro coincide exactamente con la
clasificacio´n funcional pero encuentran valores muy cercanos con ARI = 0,91 y V I = 0,29
coincidiendo en la particio´n encontrada, kV I = kARI = 20. Es necesario destacar que TV = 0
para k = 14 y k = 15 por lo que podemos decir que los grupos que conforman esas particiones
cumplen la tercera propiedad de una clase de equivalencia y teniendo valores ARI y VI cercanos
a los mejores obtenidos.
El punto de paro establecido por CIC, k = 21, coincide con un mı´nimo local de TV y con
el nu´mero de funciones previamente establecidas, produciendo una particio´n muy parecida a
la correcta con ARI = 0,89 y V I = 0,32. Por otro lado los puntos de paro encontrados por
SI y CH coinciden en k = 13, con valores ARI = 0,89 y V I = 0,37, o sea estos criterios
confirman su sesgo a juntar grupos ma´s alla´ de la clasificacio´n de referencia. Las particiones
en los punto de paro de estos criterios tienen TV 6= 0. El punto de paro establecido para DI
no se muestra en la gra´fica y es muy cercano al nu´mero de elementos ,en el rango mostrado
tiene un ma´ximo absoluto en k = 14, valor donde TV = 0.
Figura 8: Evolucio´n de los ı´ndices a lo largo del algoritmo de Ward aplicado en
el conjunto datos de las Aldolasas. Debido a la imposibilidad de representar CH
en este rango, se representa (∂CH/∂k)(N − k), donde por casualidad coincide el
primer ma´ximo local. Se puede comparar el punto de paro, objetivo o no, de cada
ı´ndice (l´ınea vertical del color del ı´ndice) con el nu´mero de funciones del conjunto
de datos (l´ınea vertical negra)
Con estas observaciones no podemos decir que exista un consenso en el punto de paro
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entre los distintos criterios, sin embargo todos ellos encuentran particiones con un valor de
similitud aceptable con respecto a la clasificacio´n funcional establecida para este conjunto de
dominios. Como era de esperar CH y SI tienden a agrupar ma´s que CIC y DI, aunque ninguno
de ellos encuentra las particiones donde la violacio´n de transitividad es nula.
3.3.3. NADP
Como ya hemos comentado en el apartado 3.3.1 en este conjunto de datos no se puede
obtener la clasificacio´n funcional esperada. En al Figura 9 CIC muestra un mı´nimo global
(punto de paro) para k = 69, y al mismo tiempo tiene varios mı´nimos locales muy pronunciados
tanto en k = 17 como en k = 4. Esto muestra claramente que para esta medida pueden existir
distintos puntos paro para este criterio. El punto de paro encontrado es el ma´s cercano al
nu´mero de grupos funcionales, se encuentra en un mı´nimo local de TV y adema´s se encuentra
especialmente pro´ximo al mejor valor de VI donde KV I = 61.
SI tiene su ma´ximo global en k = 1 pero tambie´n muestra un ma´ximo de los ma´ximos
locales en k = 60, lo que, de forma ana´loga a CIC, abre la posibilidad a establecer criterios
de punto de paro distintos respecto al criterio usado en este trabajo.
El primer mı´nimo local de TV esta´ en k = 4 no muestra mı´nimos locales especialmente
pronunciados a largo del AAAJ, pero s´ı apreciamos que crece de forma escalonada, teniendo
el escalo´n ma´s alto entre k = 62 y k = 63 teniendo un orden de magnitud de diferencia de
esta medida entre ambos puntos.
El criterio establecido con el ı´ndice CH establece el punto de paro en k = 4 al igual que el
establecido por DI si tomamos en cuenta so´lo los u´ltimos 100 pasos del AAAJ. De la misma
manera CH tambie´n presenta un ma´ximo global en este rango en k = 66.
3.3.4. Ploop
En este caso, al igual que en caso anterior, no se puede encontrar la clasificacio´n funcional
asignada a los dominios de este conjunto de datos. TV crece de forma escalonada a lo largo
de algoritmo de agrupamiento, teniendo su primer mı´nimo local en K = 5, y su escalo´n ma´s
pronunciado entre k = 41 y k = 38 con una diferencia de un orden de magnitud entre ambos
valores.
CIC tiene una evolucio´n bastante suave mostrando un claro punto de paro en k = 17
coincidiendo con un mı´nimo local especialmente pronunciado de TV.
Los punto de paro de criterio SI (k = 5), CH (k = 4) y DI (k = 4) indican un valor
parecido sin que haya acontecimientos destacables en su evolucio´n.
Todos los puntos de paro esta´n muy alejados del nu´mero de optimo de particiones, indi-
cando una tendencia a juntar ma´s que la particio´n de referencia, o sea puntos de corte muy
arriba en el a´rbol.
4. Discusio´n
En este trabajo se ha planteado la posibilidad de encontrar un punto de paro automa´tico
de AAAJ basados en una matriz de distancia, correspondiente a una particio´n que agrupe lo
ma´s posible sin incurrir en grandes violaciones de la propiedad transitiva por la cual, si dos
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Figura 9: Evolucio´n de los ı´ndices a lo largo del algoritmo de Ward aplicado en
el conjunto datos NADP. Debido a la imposibilidad de representar CH en este
rango, se representa (∂CH/∂k)(N − k), donde por casualidad coincide el primer
ma´ximo local. Se puede comparar el punto de paro, objetivo o no, de cada ı´ndice
(l´ınea vertical del color del ı´ndice) con el nu´mero de funciones del conjunto de
datos (l´ınea vertical negra)
elementos esta´n cercanos a un elemento intermedio segu´n un determinado umbral d0, tambie´n
esta´n cercanos entre s´ı segu´n el mismo umbral.
Con este propo´sito, en primer lugar se ha definido una medida (TV) que cuantifica las
violaciones de la propiedad transitiva de las relaciones de equivalencia. Se ha comparado esta
medida con una medida ana´loga ya existentes (BC), basada en el solapamiento de las distancias
dintra y dinter. Se ha demostrados que estas medidas esta´n altamente correlacionadas a escala
logar´ıtmica, pero TV es ma´s robusta porque se ve mucho menos afectada por el nu´mero de
elementos que componen los grupos. Adema´s, al no hacer uso de histogramas, TV es menos
costosa computacionalmente que BC [7]. Sin embargo no se puede usar TV como criterio de
punto de paro porque presenta sus mı´nimos globales en correspondencia con las particiones
triviales K = 1 y K = N .
Por esta razo´n hemos desarrollado un nuevo criterio (CIC) basado en un ı´ndice inspirado
en teora´ de la informacio´n y similar al criterio de informacio´n de Akaike (AIC) que nos propone
la particio´n ma´s informativa segu´n determinadas hipo´tesis, entre las cuales la ma´s importante
es que los elementos de cada clase siguen una distribucio´n Gaussiana. CIC ha sido probado y
comparado con otros criterios basados en ı´ndices existentes (SI,CH y DI). Uno de los ı´ndices
(SI) ha sufrido modificaciones con respecto al original para poder cumplir con dos objetivos.
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Figura 10: Evolucio´n de los ı´ndices a lo largo del algoritmo de Ward aplicado en
el conjunto datos NADP. Debido a la imposibilidad de representar CH en este
rango, se representa (∂CH/∂k)(N − k), donde por casualidad coincide el primer
ma´ximo local. Se puede comparar el punto de paro, objetivo o no, de cada ı´ndice
(l´ınea vertical del color del ı´ndice) con el nu´mero de funciones del conjunto de
datos (l´ınea vertical negra)
Por un lado que nos indique si en un conjunto de datos existen grupos o no, y por el otro que
en caso de haberlos permita aplicar un criterio de paro automa´tico. Para el resto de ı´ndices
(CH y DI) no se han podido hacer las modificaciones necesarias para cumplir esos objetivos,
lo que no ha impedido que se hayan podido establecer criterios de punto de paro que han
funcionado con e´xito.
Para poder caracterizar los ı´ndices y evaluar sus criterios de paro, he desarrollado un
modelo matema´tico que genera grupos de puntos en un espacio eucl´ıdeo, lo suficientemente
semejantes a un conjunto de a´rboles sime´tricos, para as´ı comparar la particio´n obtenida con
el criterio de paro con la particio´n simulada De esta manera, se ha podido comprobar como
el nu´mero de elementos afecta a los ı´ndices, vie´ndose afectados especialmente en magnitud
los ı´ndices CIC, CH y DI,. En el caso de DI, esto ha impedido establecer un criterio de
paro satisfactorio a lo largo del AAAJ. En estos experimentos el resto de puntos de paro
han funcionado de una forma satisfactoria. Cuando la particio´n original esta´ frustrada, o sea
presenta violaciones de transitividad importantes, SI y CH tienden a encontrar puntos de
paro cuyo nu´mero de grupos es igual o inferior a los originalmente establecidos, y por tanto
tienen un sesgo a juntar demasiado. CIC cumple con el propo´sito para el que fue concebido,
estableciendo puntos de corte en el a´rbol genera bajos cuando la violacio´n de transitividad
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entre grupos empieza a aumentar. Cuan do la transitividad aumenta, pasado un umbral, los
grupos formados por el AAAJ cuando k es igual al nu´mero de grupos originales no definen una
distribucio´n gaussiana, y por tanto CIC establece un punto de paro anterior, no permitiendo
que se establezcan tales grupos.
Una vez comprobado el comportamiento de los ı´ndices, hemos probado tres conjuntos cu-
rados de dominios de prote´ınas (Aldolasas, NADP y Ploop) con la intencio´n de clasificarlos
en clases funcionales a partir de una matriz de distancias estructurales. La clasificacio´n re-
sultante se ha comparado con aquella obtenida con los te´rminos de Gene Ontology. De todos
ellos, so´lo en el caso de las Aldolasas la prediccio´n a trave´s de AAAJ es aceptable llegando a
un valor de ARI pro´ximo a uno y una valor de VI cercano a cero para todas la metodolog´ıas
de AAAJ utilizadas. Esto valida, so´lo en este caso y de cierta manera, la distancia contact
divergence utilizada para calcular las distancias por pares de los dominios, aunque los dis-
tintos comportamientos de las metodolog´ıas utilizadas en los AAAJ (Figura 7) en los tres
conjuntos de datos indican que el espacio descrito esta´ lejos de ser ultrame´trico. Por que si
ese fuera el caso la secuencia de agrupaciones ser´ıa la misma, o almenos parecida, para todas
la metodolog´ıas y por tanto tambien la evolucion de ARI y VI.
Aunque para las Aldolasas los resultados se aproximen al esperado, no se puede decidir
de manera objetiva cual de los puntos de paro es el o´ptimo. Los puntos de paro determinados
por SI y CH tienen TV = 0, indicando que los grupos de la particio´n encontrada respetan la
propiedad transitiva de las clases de equivalencia. Aunque este punto de paro es razonable,
no consigue la ma´xima informacio´n posible porque junta funciones diferentes. El criterio de
paro de CIC produce el nu´mero correcto de grupos, pero la particio´n encontrada viola la
transitividad y difiere de la particio´n correcta.
4.1. ¿ Es razonable que exista un u´nico umbral ?
En este trabajo hemos comparado las particiones generadas en cada iteracio´n del AAAJ,
que resulta de un corte transversal en el a´rbol generado (Figura 1) por el algoritmo, sin
embargo el conjunto de particiones que se puede obtener parando el algoritmo en cada uno
de sus N pasos no contiene la totalidad de los suba´rboles posibles contenidos en el a´rbol
generado, por tanto no tiene porque tener la particio´n o´ptima deseada.
Como muestra la figura 11, cada suba´rbol esta´ caracterizados por la distancia dintra entre
los pares de elementos que lo conforman. Si queremos analizar un conjunto de datos formados
por varios a´rboles definidos por distancias de muy distintas magnitudes puede darse el caso
que no podamos aplicar un u´nico punto de paro.
Esto no invalida en ningu´n caso el a´rbol generado con el AAAJ, ya que se basa en juntar
los elementos que se encuentren a menor distancia independientemente de la metodolog´ıa
utilizada. Sin embargo el nu´mero de posibles combinaciones de sub-a´rboles del a´rbol generado
es mucho mayor que el nu´mero de particiones generadas a cada iteracio´n del algoritmo, que
adema´s no tiene porque contener la solucio´n optima.
Sin embargo el analizar el a´rbol con misma metodolog´ıa planteada hasta el momento
de forma iterativa si deber´ıa de permitir encontrar la particio´n optima, al menos para este
caso. Esto quiere decir que partiendo del conjunto de particiones generadas en cada paso del
algoritmo de agrupamiento encontramos un primer punto de paro que divide sus ramas de
nuevo en un conjunto de a´rboles. Aplicando en la misma metodolog´ıa por cada conjunto de
a´rboles encontrados para cada punto de paro deber´ıamos de encontrar en conjunto de a´rboles
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Figura 11: Figura que representa de forma esquema´tica un conjunto de datos
(izquierda) y el a´rbol (derecha) obtenido como salida de un algoritmo de agru-
pamiento jera´rquico. Se muestra la imposibilidad de encontrar un u´nico punto
de corte (lineas discontinuas horizontales) que diferencie los cuatro grupos al que
pertenecen originalmente los datos.
que definen la particio´n optima.
5. Conclusiones
TV no permite encontrar un punto de paro cuando violacio´n de transitividad entre
grupos supera cierto umbral. Adema´s se ha demostrado que esta medida es ana´loga al
solapamiento entre dos funciones de densidad de probabilidad
CIC es ı´ndice que indica claramente cuando los grupos de las particiones formadas a lo
largo del AAAJ dejan de seguir una distribucio´n gaussiana.
Los ı´ndices SI y CH permiten establecer un criterio de paro razonable. Teniendo la
capacidad de inferir mejor la informacio´n subyacente a los datos que DI y CIC.
En caso de la clasificio´n de prote´ınas, los criterios probados no permiten predecir la
funcio´n de los dominios estableciendo un u´nico punto de paro a lo largo de un AAAJ.
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