Monitoring of the phytoplankton pigment chlorophyll-a is often used as an indicator of eutrophication in coastal waters. Improved water quality monitoring using data sourced from MODIS (Moderate Resolution Imaging Spectroradiometer)-sourced data allows for infrequently sampled sites to be interrogated for long-term trends. Despite the wide availability and good spatial and temporal coverage of MODIS data, these data have had little use in operational coastal monitoring of chlorophyll-a in New Zealand. This is in part due to the poor performance of global oceanic algorithms applied in the coastal waters. Accessible algorithm tuning methods that can be validated by in situ measurements may assist the uptake of satellite data for coastal monitoring. This study presents results from regional tuning and validation of two empirical algorithm approaches, including a new simple exponential model, to estimate chlorophyll-a for two coastal locations in New Zealand. A novel method of training chlorophyll-a models using smoothed in situ data to match spatial scales of satellite observations was applied, and shows promise for improving tuned model performance. This approach shows potential for lowering barriers for researchers and coastal managers wishing to make use of the growing satellite data resource in their coastal environments.
INTRODUCTION
Chlorophyll-a (chl-a) concentrations provide a valuable measure of phytoplankton biomass in the marine environment. Phytoplankton biomass can provide an indicator of trophic state in marine systems due to an association with anthropogenic nutrient pressures (Smith et al., 1999) . Consequently chl-a is commonly monitored, particularly in coastal marine environments, as part of a wider suite of indicators (Bricker et al., 2003; Giovanardi and Vollenweider, 2004) . However, field monitoring and analysis of chl-a is a resource-intensive process which may limit the temporal and spatial coverage of monitoring by relevant authorities.
A traditional way of monitoring chl-a in aquatic systems involves field analysis of in situ chl-a fluorescence. For logistical reasons, field sampling is often unable to match the spatial and temporal scale of variability in phytoplankton biomass. Since the launch of ocean-color sensors such as the Coastal Zone Color Scanner (CZCS) in the 1970s, multispectral and hyperspectral satellite remote sensing data are routinely processed to estimate oceanic water chl-a concentrations. Many satellite sensors are currently available to monitor chl-a, making them potentially useful tools for management, but the use of the data in coastal waters requires local calibration and validation (IOCCG, 2000) .
The rewards from successful satellite algorithm development for coastal waters are high. For example the MODIS (Moderate Resolution Imaging Spectroradiometer) Aqua and Terra satellite datasets have been collected daily from 1999, with some of these data easily viewable through webtools such as Worldview (https://worldview.earthdata.nasa.gov/) and CawthronEye (http://www.cawthron.org.nz/apps/cawthroneye). Consequently there is the potential to access over a decade of twice daily surface data at a spatial resolution of about 1 km 2 . As well as the MODIS datasets, there are several other accessible satellite datasets. The MERIS (MEdium Resolution Imaging Spectrometer) instrument offered additional insights due to a greater number of spectral bands, and provides a template for the Ocean Land Color Imager (OLCI) launched on Sentinel-3. However, MERIS is not currently operational and so it has limited opportunities for calibration to contemporary datasets. Similarly the LandSat satellites also offer high spatial resolution (30 m), but have a limited number of relevant spectral bands for aquatic research and only a 16-day temporal resolution. Consequently we selected MODIS satellite data for use in this study.
In order to quantify radiance across many spectral bands, the receiving satellite sensor relies on sunlight penetrating the atmosphere and the surface ocean water. The incident light will be affected by various factors in the water that interfere and change the intensity of light of different wavelengths that arrive at the satellite sensor. These factors include absorbance by waterborne constituents and atmospheric aerosols and can include other factors such as ocean surface waves or bottom reflectance. It is these spectral modifications that can affect the estimation of properties, such as chl-a concentrations in surface waters.
Accurate estimation of chl-a concentration, from satellitesensed data cannot be tested and validated without substantial field datasets, which equates to a large effort for an unknown result. This is particularly true for chl-a in optically complex coastal waters. The common issue to overcome is the overlap in the spectral response with other water constituents such as colored dissolved organic matter (CDOM; IOCCG, 2000) . Internationally, freely accessible satellite-derived chl-a data in coastal waters are increasingly being used with newly developed algorithms. However, little application of satellite data to New Zealand coastal waters has occurred, with only a limited number of studies undertaken for coastal monitoring (Jones et al., 2013) . We suspect the limited uptake may be associated with the risk of unsuccessful results and lack of access to tools and advice to assist with calibration of satellite data algorithms for estimating chl-a in coastal waters. Indeed a recent survey study by Schaeffer et al. (2013) identified a number of factors that limit the use of satellite data globally.
Many algorithms have been developed for estimating chl-a from MODIS and SeaWiFS (Sea viewing Wide Field-of-view Sensor) data, ranging from empirical to more physically realistic "semi-empirical" algorithm approaches. Examples of commonly used global empirical algorithms are: the OC3M algorithm (Carder et al., 2004) for MODIS, the OC2 and OC4 algorithms for SeaWiFS, and the OC4Me for MERIS (O'Reilly et al., 1998 (O'Reilly et al., , 2000 Morel et al., 2007) . These algorithms have been routinely used to process satellite images for oceanic (referred to here as Case 1) waters (IOCCG, 2000) , where phytoplankton and their derivatives predominantly determine the optical properties (Morel, 1988) . For most coastal and inland (Case 2) waters, where sediments or dissolved yellow substance make an important or dominant contribution to the optical properties (Morel, 1988) , the algorithms may fail to produce accurate estimates (Ruddick et al., 2000; Moses et al., 2009) . For more reliable estimates of chla concentrations, the application of algorithms to Case 2 waters will need to be locally validated (Kahru et al., 2014) .
The present study explores the potential usage of readily accessible MODIS multispectral data for describing chl-a variability in coastal waters of New Zealand at two locations (Hawke Bay and Tasman Bay; Figure 1 ). The study relies on long-term near surface data collected using morred sensors to determine in situ conditions and to investigate the suitability of these data for satellite algorithm development in New Zealand.
FIGURE 1 | The two New Zealand coastal regions (Tasman and Hawke bays) that are the focus of the study are shown in the two southern boxes with an additional Firth of Thames region (northern-most box) which is discussed, but which is not analyzed in detail here. Mean annual global chlorophyll-a concentrations from the Case 1 OC3M algorithm are shown for 2012. Chlorophyll-a data were sourced at a spatial resolution of 4 km (level 3 data) from the Ocean Color website (https://oceancolor.gsfc. nasa.gov/).
MATERIALS AND METHODS

Satellite Data
The present study uses MODIS Aqua Level 2 (L2) data, which can be downloaded on request from the OceanColor website (NASA, 2013) . Although MODIS Terra data products were also available for this study, these were excluded from our analysis due to identified issues with the data collected by this instrument . MODIS Level 2 data products have a spatial resolution of about 1 km 2 and are atmospherically corrected using the standard Near-Infrared (NIR) algorithm for oceanic (Case 1) waters (Gordon and Wang, 1994) . For turbid coastal waters, the water-leaving radiance in the nearinfrared bands is significantly greater than zero due to suspended particles. Applying the default atmospheric correction algorithm can therefore lead to over-correction of the reflectance and result in negative values for some pixels. Alternative algorithms of atmospheric correction of Case 2 waters can improve radiance reflectance accuracy in turbid coastal waters. For example, using the assumption of negligible water-leaving reflectance in the near-infrared region of the spectrum (Bailey et al., 2010) . However, this procedure would require additional processing of less refined Level 1 (L1) data (Aiken and Moore, 1997; Ruddick et al., 2000; Wang and Shi, 2007) . Because of aims of this study to consider accessible methods that will improve accessibility of data, additional atmospheric processing of L1 data has not been undertaken for this study.
The L2 data quality was checked before use by inspection of the provided quality flags for atmosphere, land, glint and cloud (specific flags used were: ATMFAIL, LAND, HIGLINT, HILT, CLDICE, CHLFAIL, and ATMWARN). Any flagged data were excluded from future analysis and remaining remote sensing reflectance data with negative values were excluded from the subsequent analyses.
Level 2 processed data files were sourced from the OceanColor website and also included chl-a estimates based on a global OC3M algorithm (Carder et al., 2004; NASA, 2013) . The global OC3M chl-a algorithm (Default OC3M) was developed for Case 1 waters and were used for comparison with locally calibrated chl-a algorithms (Local OC3M) developed in this study.
Field Data
Two locations around New Zealand, Tasman Bay and Hawke Bay (Figure 1) , were assessed using available water quality data. Several sources of time-series data from moored sensors, and data from discrete water sampling were used to locally calibrate and assess the performance of satellite data algorithms.
In Tasman Bay, a 2 year dataset (April 2011 to March 2013) was available through sensors attached to a moored monitoring buoy named TASCAM (41.058 • S 173.091 • E, Figure 2) . The TASCAM monitoring buoy contained a fluorescent chl-a sensor (Weblabs Eco-FLNTUS), which uses a 470/695 nm excitationemission frequency to characterize the fluorescent signal with a stated chl-a sensitivity of 0.025 mg/m 3 . Two chl-a sensors were used over the 2 year deployment period. Both sensors were initially calibrated at the factory (www.wetlabs.com) on the 2nd of August 2010 at an ambient temperature of 22.3 • C and were deployed from new to the TASCAM site. The second sensor replaced the initial sensor deployment and was deployed in April 2012. Both sensors were deployed at a depth of 8 m and contained an integrated copper anti-fouling Bio-wiper TM which was closed when no measurements were being taken to prevent fouling. Antifouling was used on the sensor housings, with in situ diver cleaning occurring approximately every 3 months at the site. A 60 min sampling interval was used over the deployment period, with a single fluorescent measurement reported.
Hawke Bay chl-a data was accessed from another moored bouy, HAWQi (Hawke Bay water quality information), (39.386 • S 176.949 • E, Figure 3 ). This bouy was identical to TASCAM and used the same chl-a sensor (i.e., a WETLabs Eco-FLNTUS with an integrated anti-fouling Bio-wiper TM ). The chl-a sensor was also deployed from new with factory calibration and cleaned with approximately three-monthly visits to the site. A single sensor at the HAWQi buoy was deployed at a depth of 5 m. Both 30 and 60 min sampling intervals were used over the period December 2012-October 2013, with a single florescent measurement reported. Field accuracy of the chl-a sensor was checked by comparing in situ readings to Van Dorn collected seawater samples from near to the sensor. Processing of in situ samples for chl-a concentrations were obtained following the procedures specified by Lorenzen (1967) .
Chlorophyll-a sampling for the period 2002-2013 from a number of other locations was also collated for Hawke Bay. These data were collected by the Hawke's Bay Regional Council using individual laboratory-analyzed water samples (Figure 3) . Due to issues associated with a coarse temporal sampling scale of the data and the proximity of the sampling sites to the coast, these data were excluded from model training. The data were instead used to assess the skill of the algorithm for different areas of the bay to assess the applicability of the algorithm for wider use. To ensure data from the moored sensors were compatible with the 1 km 2 resolution satellite data, temporal smoothing using a centered 6 h window moving box mean was applied to both the reported TASCAM and HAWQi buoy data. In the case of the TASCAM data, this equated to a moving box window of six data points. For the higher temporal resolution sampling in the HAWQi time series (i.e., 30 min sampling), 12 data points were averaged. The smoothing over a 6 h time window was undertaken to approximate the 1 km 2 scale of satellite estimates by accounting for water moving past the moored sensor. The chosen temporal widths equate to movement of 1 km for an average water movement speed of about 4.6 cm/s.
A 6 h time window for both the Tasman and Hawke bays' buoy data balanced the need for spatial smoothing, whilst ensuring that the time period was not too long (i.e., greater than a day). It was recognized that growth or grazing factors could significantly influence the measurements if longer averaging periods were used. Comparison with a progressive vector showed the 6 h window was appropriate for the Tasman Bay site (Figure 4 ). Comparison to current data for the Hawke Bay site was not possible due to a current meter failure at the site, but mean depth averaged current speeds of 5.6 cm/s observed at a nearby site (39.319 • S, 177.090 • E) over a 3 month period imply the selected 6 h window was appropriate (Cawthron unpublished data).
While it is more common to use stringent quasi-simultaneous and spatially collocated match-ups (Gordon and Wang, 1994; Moses et al., 2009; Kahru et al., 2014) to increase the availability of data for comparison, those methods can end up excluding a large fraction of the data for comparison. This can be due to issues such as cloud cover and adjacency to land (Kahru et al., 2014) . This approach can also introduce some bias if large gradients exist over small spatial scales (i.e., at or less than the satellite sensor resolution) and there exists a risk that in situ measurements may be matched to optically different water than was sampled (Moses et al., 2009) . Because moored sensors allow continuous sampling, FIGURE 4 | Progressive vectors (light gray) showing estimated surface advection length-scales over a 6 h periods at the TASCAM mooring site. Note the ellipse shows mean advection distances over 6 h and the thin black square shows the 1 km 2 resolution of satellite data used in the study.
our approach aimed to reduce the variability that exists between in situ point-scale measurements and 1 km 2 satellite retrievals.
In order to prepare in situ samples for the smoothed model development, a nearest temporal match of the closest satellite data product pixel was undertaken to the mean sample time. Typically this time difference was <1 h between the observed chla satellite remote sensing time and the smoothed sensor time. But allowance was made for time differences of <3 h either side of a satellite observation to increase the availability of data from the model for construction and testing. This is consistent with time differences from other studies (Gordon and Wang, 1994; Moses et al., 2009; Kahru et al., 2014) . As a check of the smootheddata approach, the single closest-time datum was also used to train separate models for comparison. However, it is important to note that each of the closest-time and smoothed models are predicting different parameters, specifically point-in-time chl-a and smoothed chl-a, respectively.
Models applied in the present study used two empirical approaches for fitting satellite remote sensing reflectance data to observed chl-a concentrations. These models were, a linear model, based on the OC3M algorithm (hereafter: Local OC3M), and a novel non-linear exponential model (hereafter: Exponential) developed for this study.
The Local OC3M takes the form of:
Where R = log 10 (max(Rrs443, Rrs488)/Rrs555), and Rrs443, Rrs488 and Rrs555 refer to remote sensing reflectance at the wavebands centered on 443, 488, and 555 nm, respectively. Model coefficients are defined as a0 to a4 in the equation.
The model coefficients were fitted to both closest-time chl-a and 6 h mean (smoothed) chl-a data and the corresponding satellite remote sensing reflectance ratios (R) using the generalized least-squares linear model fitting routine (glm) from the R software package (R Core Team, 2014) .
The remote sensing reflectance ratio, R, of the max(Rrs443, Rrs488) to Rrs555 provides a ratio of light at the peak blue (i.e., 443 nm) chl-a absorbance to a minimum chl-a absorbance (555 nm). Unabsorbed light can be reflected, contributing to the remote reflectance signal, therefore chl-a concentrations are expected to decrease under increasing R (i.e., less 443 nm light is absorbed and more is reflected, relative to 555 nm light). However, phytoplankton specific absorbance is also known to decrease non-linearly (through a power relationship) with increasing chl-a (Bricaud et al., 1995) . In order to capture this non-linearity, a simple exponential model was also tested against the data. This exponential model takes the form:
where a and k are model coefficients and S = 10 R . R is the same as defined in the OC3M linear modeling approach, so S = max(Rrs443, Rrs488)/Rrs555. In formulating S, we chose to remove the logarithm from R, as it is redundant in an exponential model. Furthermore, as S will always be positive (provided negative Rrs values are removed) this insures that chl-a estimates cannot be less than zero, which is a benefit over the OC 4th order polynomial approach.
Coefficients for the Exponential model were fit to both the closest-time chl-a and 6 h mean chl-a data and the corresponding satellite remote sensing reflectance ratios (S). Model fitting was undertaken using the non-linear least squares (nls) model fitting routine from the R software package (R Core Team, 2014) . In the case of the Tasman Bay data, a limited range to the chl-a data was observed over the sampling period (maximum chl-a = 2.76 mg/m 3 ). This was a value that is lower than the observed range of chl-a values in the region which have been noted to be up to about 10 mg/m 3 (MacKenzie and Gillespie, 1986) . As the coefficient, a, in the model provides a constraint on the maximum predictable order to allow for model fitting to higher values in the case of Tasman Bay a fixed value of 10 was also selected for the coefficient a to allow prediction of maximum observed values.
For all model constructions, each dataset was split into two parts, where two-thirds of the data were randomly selected for model training and the remaining one-third was used for evaluation of model performance (i.e., "test" data). Although the initial derivation of the data split was random, the same division of the data were used for both the closest-time and smoothed data models to allow comparative performance to be assessed.
The accuracy of different models was assessed using several measures used in other remote sensing (IOCCG, 2006; Moore et al., 2009 ) and modeling studies (Zhang et al., 2010) . Calculation of the regression parameters for the observed vs. derived data (i.e., slope and intercept), the deviance explained (r square), the root mean square error (RMSE) and the average absolute percentage error (ε) were reported for the smoothed data, with a subset, deviance explained and RMSE only calculated for closest match data.
The relevant calculations for RMSE and average absolute percentage error (ε) are specified here:
where n is sample size. Another measure, the relative central frequency (RCF), which reports the proportion of percentage error that lies within ± 50% of observed values, is also calculated (Zhang et al., 2010) . All analyses were conducted using the R software package (R Core Team, 2014) .
RESULTS
Results of model training to 6 h averaged and closest-time matchups are both presented here, along with their performance information within their respective regions. Overview statistics for the chl-a datasets from the two regions are presented in Table 1 .
Six-Hour Mean Models
Tasman Bay
After matching TASCAM chl-a data with the corresponding satellite remote sensing reflectance data, a total of 394 data points were available. The two models (Local OC3M and Exponential) were then trained on the random two-thirds of the total dataset. TASCAM chl-a data were used as the dependent variable and the ratios of satellite remote sensing reflectance (R) as independent variables. Table 2 provides the summary of the output of the two models.
Validation using the remaining one-third of the data showed that both locally fitted models performed better than the global Case 1 OC3M (Default OC3M) model (Figure 5 ). The two local models displayed significant improvement over the global OC3M algorithm in all performance measures used ( Table 3) . For example, deviance explained increased from 0.09 for the global algorithm to 0.49 and 0.52 for the local models. The RMSE decreased from 0.71 for the global algorithm to ∼0.22 and 0.24 for the local algorithms. The average percentage error decreased significantly from 465% for the global algorithm, to 48 and ∼56% for the two local algorithms ( Table 3) .
Comparison of predicted chl-a with field data (Figure 6 ) shows that, though the model can underestimate the peaks, it generally follows time series and therefore may be useful in monitoring trends in the coastal water environments of the bay. Despite the long period of deployment for the sensors at the TASCAM site, no clear drift in sensor response was apparent over the deployment period (Figure 6 ).
Hawke Bay
A total of 174 data points were used for training and testing of the satellite models. Two-thirds of the dataset (N = 114) was used for model construction, and the remaining one-third (N = 58) for the evaluation model performance. The model summary is given in Table 4 .
Model validation using the remaining one third of the HAWQi dataset shows that both local algorithms performed better than the global OC3M model (Figure 7) . Typically, the two models achieved significantly higher deviance explained, lower percent error (ε) and RMSE ( et al., 2009). Although the exponential algorithm produced a higher average percentage error (47%) than the local OC3M model, the exponential model exhibited less bias when compared to in situ data from the test dataset (Figure 7 , Table 5 ).
Comparison of the predicted time series with HAWQi buoy data also shows that both the local models performed reasonably well (Figure 8) . The modeled chl-a was able to track observed trends in the buoy data for most of the time series, with the exception of a short period in September 2013 (Figure 8) . Similarly in situ seawater sample results taken beside the sensor were generally comparable to the mooring sensor result, highlighting the accuracy of the sensor over the deployment period (Figure 8) .
When applied to other areas of the bay using additional water sample data from the region, the algorithms did not compare well with the collected data at most sites (Figure 9, Table 6 ). Although the two local algorithms performed better than the global OC3M algorithm, there was a high average percentage error (Figure 9 , Table 6 ).
Closest-Time Models
Tasman Bay
Using the closest match data to train the two local models produced different coefficients to the models built using smoothed data ( Table 7) . The model performance on the test data For intercept, (s) indicates significantly different from 0; for slope, (s) indicates significantly different from 1; for both, (ns) indicates not significant; RMSE and ε are defined in equations (3) and (4); RCF is the relative central frequency. was also decreased when compared to the smoothed data models. Specifically, deviance explained decreased from 0.48 to 0.26 for the OC3M model and from 0.51 to 0.41 for the Exponential model (Tables 2, 7) . These results were mirrored in the RMSE results, which also showed increases from 0.23 to 0.34 for the OC3M model and from 0.24 to 0.28 for the Exponential model ( Table 3) .
Hawke Bay
Using the closest match data also produced different coefficients to the models built using smoothed data at the Hawke Bay site (Table 8) . However, at this site, the model performance decline on the test data was generally less pronounced than the smoothed data models. Specifically, deviance explained decreased from 0.75 to 0.28 for the OC3M model and from 0.51 to 0.41 for the Exponential model (Tables 4, 8) . The decrease in performance was more pronounced in the RMSE results, which also showed error increases from 0.17 to 0.58 for the OC3M model and 0.22 to 0.60 for the Exponential model ( Table 5) .
DISCUSSION
The present study compared estimates of chl-a concentrations from freely available ocean color data (MODIS Aqua Level 2) with long-term field measurements. The study shows that the standard global OC3M algorithm over-estimated chl-a concentrations at all coastal study sites. The average percentage error ranged between 150 and ∼500%. This is in agreement with previous findings that showed that the chl-a retrievals from standard Case 1 MODIS algorithms typically over-estimate chl-a concentration for turbid coastal waters (Darecki and Stramski, 2004; Magnuson et al., 2004; Werdell et al., 2009) . Although the global Case 1 OC3M algorithm typically over-estimated chla concentration for coastal waters in our study, it appears that aspects of the model may still be useful in coastal environments provided the model is locally tuned. In the case of the two locations analyzed for this study, there were potentially different optical regimes in place based on the composition of the respective catchments that drain into these locations. In the case of Tasman Bay, the site is located about 8 km from the mouth of the Motueka River (Figure 2) . This river drains a catchment with a large proportion of native vegetation cover and subsequently high inputs of colored dissolved organic material which may affect the optical properties of the site. The catchments around the Hawke Bay site are largely associated with pastoral farming and the HAWQi buoy was located further away from major rivers, consequently differing signal to noise ratios in the chl-a response to incoming solar radiation were likely.
Modeling Approaches
Differing coefficients were observed in each model formulation, which is due in part to both optical differences inherent at the two sites, and the range of observed chl-a at each site. The local OC3M model may provide a preferred approach based on its historical use and because this model generally achieved lower average percentage error (ε) than the exponential model (Tables 2, 4, 5) . However, the exponential model better captured the deviance in the observations of chl-a based on a higher deviance explained values (Tables 2, 4, 5). Such contradictions based on different measures, shows the need for the use of several measures to evaluate model performance and careful selection based on relevant scientific, or management, objectives for the data. For example, a bias error could have greater impacts on long-term trend analysis.
While the simple exponential model applied in this study does not have the historical use of the OC3M approach, it is clear that it has a similar performance and there are fewer degrees of freedom. The reduced flexibility for fitting the exponential model implies that it would be less likely to result in statistical overfitting of the model. This is consistent with the results presented here, which show that deviance explained for the exponential model is higher in both test dataset results (i.e., Tables 2, 4) and with the results of the comparison with independent datasets. Given the similar performance of the empirical approaches across the two case studies presented, we consider that local calibration of the exponential model is potentially a more robust approach to construction of empirical locally calibrated chl-a models. As indicated by the results of a naïve fitting of the exponential model to the Tasman Bay data, clearly any model needs to be checked for its relevance to the region of interest. In the case of the Tasman Bay, the Exponential model will only able to estimate chla concentrations up to 1.55 mg /m 3 (i.e., the a coefficient value), this is limited when compared to measured historical maxima of 10 mg chl-a/m 3 (MacKenzie and Gillespie, 1986) .
Fitting using an informed coefficient may be one way to avoid this issue; however comparison of the two exponential models constructed for Tasman Bay shows a coincident reduction in the deviance explained by a second model which used a fixed coefficient (Table 2) . Consequently, this method may be appropriate for producing a useful model in the absence of representative data, but should ideally be updated as more representative data become available. Setting a bounded maximum in the model also further reduces the degrees of freedom for the fitting process, potentially further reducing overfitting. While a value of 10 mg chl-a/m 3 has been used in Tasman Bay, it is possible that higher concentrations could also have occurred but have not been recorded. Therefore, the use of predetermined fixed coefficients appropriate to the environments of the models (e.g., oligiotrophic coastal temperate, eutrophic coastal tropical environments etc.) could be considered. For example, the Hawkes Bay Exponential model also has an artificial limit (14.79 mg chl-a/m 3 ; Table 4); while this is a reasonable limit for this region, the model will not be able to resolve higher concentrations. Therefore, pre-classification of the environment and the use of an appropriate coefficient for the environment under consideration may be a worthwhile undertaking. The use of predetermined coefficients has the potential to introduce some bias to the tuning process, but the incorporation of this prior knowledge could also yield some benefits to the models. Consequently, while it is worthy of future research, it is not possible to recommend this approach at this time.
The Effect of Spatial Smoothing on Model Training
Despite the issues noted in the modeling of the Tasman Bay site, the results of the effects of smoothing were consistently better across both models and sites. Improved model fit to test data was seen at the TASCAM and HAWQi sites, with better performance observed in both the RMSE and deviance explained performance measures. However, the effect differed at the two sites, suggesting that the benefits may vary. For this reason we would recommend training both smoothed and closest-time models and selecting the best performing model against independent data.
Accuracy of the Models
In considering the measured performance of the algorithms against in situ sensor data, it is important to recognize that the fluorescence data are themselves an estimate of the "true" chl-a concentrations at the sites. The sensors in this study were factory calibrated and new at the time of deployment and we saw no evidence of issues that can affect the accuracy of in situ fluorometric sensors (e.g., quenching, fouling etc.). However, the For intercept, (s) indicates significantly different from 0; for slope, (s) indicates significantly different from 1; for both, (ns) indicates not significant. RMSE and ε are defined in equations (3) and (4); RCF is the relative central frequency (only sample size <10 were included for the model validation). quality of these underlying data is critical and the differences in the resulting parameterization of the models suggests that there are optical differences between sites. This does not appear to have affected our results (and we aim to study the underlying optical regimes in more detail in future), but we offer this modeling approach as a first step to allow naïve tuning of readily available satellite data to existing datasets.
The accuracy of the local models in the present study significantly improved on the results of the standard Case 1 OC3M algorithm, particularly in the case of Tasman and Hawke bays. In Hawke Bay, the Local OC3M algorithm achieved an average error of 32%. This is within the lower limit for the margin of error set by NASA for retrieving chl-a of within 35% accuracy for the global open oceans (Hooker et al., 1992; Le et al., 2013) . The Hawke Bay water sample dataset comparison showed average errors in the range of 40-60%, but were of limited use due to reasons stated previously (e.g., turbid near shore locations, point-in-time samples). Despite the issues, it was interesting to see that the model estimates for some of the Hawke Bay sites (e.g., sites 7 and 8; Table 6 ) still compared well to data. These results are comparable to the accuracy achieved in other studies for turbid waters (Le et al., 2013) and better than those reported by Shang et al. (2014) , where the average percent errors from locally-tuned algorithms were typically in the range of 60-130%. Consequently, the algorithms developed for the HAWQi site presented in this study can be considered satisfactory for future use. Although the Exponential model for the TASCAM site achieved a satisfactory error metric, unfortunately a lack of representative data from a wide range of conditions means that the model is likely only to be accurate for low chl-a conditions. While we have only presented results from two sites, the algorithm fitting approaches presented here will be useful for other coastal water investigations.
The modeling approach presented here (i.e., Tasman Bay and Hawke Bay) generally performed well at the locations and data they were tuned to, but the application of the approach to another region located in the North of New Zealand (the Firth of Thames; Figure 1 ) was not successful. The Firth of Thames is a similar environment to the Tasman and Hawke bays, but the main difference was that Firth of Thames chl-a data was provided from 15 m vertically-integrated seawater samples taken at fortnightly and monthly frequencies (Jones et al., 2013) . Despite a lack of high temporal resolution fluorometric data, available data for the Firth of Thames were plentiful and were comprised of lab analyzed water samples for the period 2002 to 2013, which equated to about 1,300 samples across five sites. The results of Firth of Thames are not presented here, but we note that the results of a similar study (Jones et al., 2013) yielded a model with a low deviance explained (0.15).
We consider a likely explanation for the difficulty in training accurate models at the Firth of Thames site was the lack of higher frequency data available at that time. The field data for Tasman and Hawke bays were collected continuously at least every hour and could therefore either be smoothed to approximate the spatial resolution of the satellite (i.e., 1 km 2 ), or closely matched in time. This was not possible with the data available in the Firth of Thames. In this regard, it appears continuous buoy data can facilitate local satellite algorithm development, ideally with lab-processed data used to check sensor accuracy. The difficulty of matching in-water data to satellite observations in dynamic coastal regions has been extensively discussed (e.g., Gordon and Wang, 1994) , with issues arising from both temporal matchups and spatial variability at a subpixel (<300 m) level. While temporal smoothing, or closer time matching, of the buoy data does not solve all of these issues, it may help to match spatial and temporal variability in regions where more restrictive criteria (Bailey and Werdell, 2006; Kahru et al., 2014) would limit potential matchups.
Uptake of Satellite Data in the New Zealand Context
Several factors may have prevented wider application of the freely accessible satellite data for coastal waters around New Zealand. While chl-a data for Case 1 coastal waters are readily available, our research shows these are not applicable to the Case 2 coastal waters around New Zealand without additional tuning. Several specific Case 2 algorithms have been developed for other studies that have successfully improved chl-a data retrieval for coastal waters (Ahn and Shanmugam, 2006; Cannizzaro and Carder, 2006; Shanmugam, 2011; Simon and Shanmugam, 2012; Le et al., 2013) . While these models were successful, they are regionally specific and may be complex to calibrate locally without specialist equipment and additional targeted studies. Consequently we propose alternate methods that may allow use of existing long-term datasets to begin to unlock previously under-utilized historical data from satellites.
Development of generalized algorithms applicable for coastal waters in different regions requires not only an understanding of the optical properties of phytoplankton, but also other particles and dissolved material. This can be problematic, as it may involve greater resource requirements; e.g., collection of concurrent in situ measurements of pigment concentration and radiometric reflectance (IOCCG, 2000) . As a result, the potentially invaluable information provided by satellite reflectance has not been widely utilized in New Zealand to date. It also seems that this is a wider issue than just New Zealand, as recognized by Schaeffer et al. (2013) who note that more effort is required to ensure that managers are aware of the value in the data, and that real and perceived hurdles need to be overcome to improve the uptake of remotely sensed data.
Our study provides evidence of some successful outcomes based on two case studies in New Zealand and that local calibration of empirical chl-a algorithms from pre-processed L2 data products is feasible in New Zealand coastal waters. It also shows that these locally calibrated algorithms may be validated in new regions with optically different properties. Furthermore, the methods we have employed can be achieved using readily accessible techniques and freely available software reducing barriers to the use of the data.
Local calibration of chl-a model in coastal environments may be more likely to succeed if the following recommendations are considered:
• If possible, use high temporal resolution data (at least hourly)
to improve the availability of data for model training.
• In situ data should be collected across all seasons (i.e., a year)
to ensure a wide range of local optical conditions are observed for model building.
• In situ collection depths are important, because satellite sensors only provide optical information from surface waters. Where coastal waters are turbid and stratified, measurements will need to be close to the surface, but if possible multiple depths should be collected to assess vertical variability.
• Bottom reflections in shallow water have the potential to complicate algorithm development. Similar issues may also occur in turbid waters, with Raman scattering of about 8% previously reported (Gupta, 2015) . For this reason data collection for algorithm development should be carried out in optically deep waters (i.e., low reflection and scattering) if possible.
• Empirical fitting of the OC3M algorithm may be prone to over-fitting when compared to a simpler exponential model presented in this study. This could limit its use outside of the training period and location; consequently testing on a leaveout (or "test") or completely independent dataset is highly recommended.
• The use of the simple exponential model approach is recommended given it generally performed better than a locally calibrated OC3M algorithm with the same data. • Even if a reasonable level of fit is achieved to reflectance ratio data, assess the utility of the model for estimating the full range of conditions in the region should be assessed, not just the period of data for which the model was trained.
• If high temporal resolution data are available, consider averaging the data to match the spatial-scales for model building and compare to a closest-time approach. While our results differed between sites and the model applied, smoothing generally improved our models when compared to independent data.
Future Implications
Successful calibration of satellite data over ∼1 year potentially offers access to over a decade of data at daily (or more frequent) temporal resolution. Using the methods presented here, longterm trends in chl-a concentrations can be interrogated at sites that have perhaps been poorly sampled in the past. Because chla is a common indicator of primary production and symptoms of eutrophication, this information can then provide important insights into coastal health. In the case of New Zealand, expansion of land-based farming is leading to large changes in the flow of nutrients to coastal environments (e.g., Heggie and Savage, 2009 ). These new pressures have the potential to affect the health of downstream coastal waters, but historical environment monitoring records are limited in their spatial and temporal extent. In order to allow for improved planning decisions on land and in the sea, long-term reliable datasets at many locations will be required to ensure that trends can be detected early and managed appropriately. Consequently remotely-sensed satellite data will play an increasingly important role in providing ongoing information on the state of surface waters for New Zealand. The initial studies presented here highlight that existing field datasets may be able to help assist in unlocking satellite data for such purposes. However, ideally empirical modeling methods (such those presented here) should be continued to be improved upon, as resources and data become available. This will ensure that modeled datasets are robust outside of both the times and areas that they are tuned for.
CONCLUSIONS
Simplified methods for regional tuning of satellite algorithms that can produce comparable water quality results to in situ samples are required to improve the uptake of satellite data for coastal monitoring. This study presents results from the local calibration and validation of two empirical algorithm approaches for chl-a, including a simple exponential model developed for this study. There appear to be benefits from the novel method of training the models to spatially-matched data scales, which suggests this approach is worth considering if the available data are appropriate for this purpose. Key to this approach is the use of high-frequency data from moored sensors, which can help to overcome issues with match-up limitations that have previously documented in highly dynamic coastal regions (Gordon and Wang, 1994; Kahru et al., 2014) .
Good performance of a simple empirical model trained from high frequency data from moored sensors and standard satellite reflectance products illustrates that local calibration and operational use of readily available satellite data products for coastal waters is feasible. Further research and data collection will be required to more fully validate the methods presented in this study, but we note that pragmatic advice to assist in the application and use of satellite data in coastal waters is currently limited which could restrict the uptake of these valuable datasets. While successful calibration cannot always be guaranteed for satellite datasets, we have identified simple steps that appear to improve model performance.
AUTHOR CONTRIBUTIONS
WJ undertook the majority of statistical analysis of this work, the production of figures and initially suggested the use of simpler models for development in this project consequently his efforts have been recognized with primary authorship for this paper. Recent health issues have limited WJ's recent involvement in this work, nevertheless he has read and accepted this submission. BK has undertaken the majority of the writing for this manuscript and has helped guide the development of the work undertaken in the study. CC has contributed to sections in this submission and acted in an oversight role. PB was responsible for the data collection used in this study and the methods associated with this submission. The efforts of RK have mirrored that of CC and he has brought an large amount background knowledge to this study. Early versions of this manuscript also drew on RK's extensive knowledge of US datasets with which model were tested against truly independent datasets. Although these data were ultimately removed, they helped provide all authors with additional confidence to progress with publishing this work and represent a significant contribution.
FUNDING
Cawthron Institute Internal Investment Fund (Grant Number 15954) provided the majority of funding for this work.
