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Abstract
Probabilistic modelling is a general and elegant framework to capture the uncer-
tainty, ambiguity and diversity of data. Probabilistic inference is the core technique
for developing training and simulation algorithms on probabilistic models. How-
ever, the classic inference methods, like Markov chain Monte Carlo (MCMC)
methods and mean-field variational inference (VI), are not computationally scal-
able for the recent developed probabilistic models with neural networks (NNs).
This motivates many recent works on improving classic inference methods using
NNs, especially, NN empowered VI. However, even with powerful NNs, VI still
suffers its fundamental limitations. In this work, we propose a novel computational
scalable general inference framework. With the theoretical foundation in ergodic
theory, the proposed methods are not only computationally scalable like NN-based
VI methods but also asymptotically accurate like MCMC. We test our method
on popular benchmark problems and the results suggest that our methods can
outperform NN-based VI and MCMC on deep generative models and Bayesian
neural networks.
1 Introduction
Approximate statistical inference is fundamentally important in statistics and probabilistic modelling
in machine learning research. In Bayesian statistics, posterior distributions are in general intractable
to compute, because the partition function requires computing the integral over all possible model
parameters. For this reason, approximate inference for distributions with unnormalised probability
function has always been an active research topic in Bayesian inference. In frequentist inference,
approximate inference is also essential, particularly the maximum likelihood estimation on models
involved latent variables. Expectation-Maximisation (EM) is one of the classic training algorithms
for latent-variable models (LVMs), in which approximate inference is critical in the expectation step
for marginalising out latent variables in the gradient of model parameters. Markov chain Monte
Carlo (MCMC) methods and variational inference (VI), which are important inference methodologies
originally developed in statistics and physics, are two most important approximate inference methods
in machine learning. In spite of the success of MCMC and VI on many classic probabilistic models,
like latent topic models [3], Boltzmann machines [12, 28], Bayesian non-parametric models [17, 21],
they are facing great challenges in the recent research on deep generative models.
Deep Generative Models (DGM) are a new type of LVMs. The innovation of DGMs is to use deep
neural networks (NNs) to transform the simple latent random variables into complex distribution,
which has been proved to be a technique that can greatly boost the presentation power of LVMs. The
recent advances in DGMs show impressive progress on many challenging unsupervised learning tasks.
This makes DGMs one of the most active research topics in both deep learning and probabilistic
modelling. However, the powerful DGMs also bring great challenges to classic inference methods.
This motivates many recent advances on enhancing classic inference methods using also NNs. In
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particular, variational autoencoders [14] and normalising flows [25] are two most influential works in
this direction. Many recent state-of-the-art training algorithms of DGMs are based on the variants
of these two methods. However, the limitations of NN-based methods have been noticed in recent
work. In particular, the success of NN-enhanced inference methods is determined by the the design
of inference NNs, which is mainly based on heuristic tricks and engineering expertise on the specific
model. This makes it difficult to generalise these methods to DGMs with new type of NNs or other
probabilistic models without NNs, like traditional LVMs and Bayesian NNs.
In this work, we propose a novel approximate inference method based on the classic inference theory
of MCMC. Our method is inspired by the idea of parallel simulations of MCMC and the recent
advances in NN-based approximate inference. From the computational perspective, our method is
highly scalable like recent NN-based inference. In particular, it is straightforward to accelerate the
computation of our method using parallelised simulations on Graphical Processing Units. More
importantly, the proposed method has solid theoretical foundations in the theory of MCMC, that gives
the guarantee of asymptotic strong convergence to any distributions of interest. It is a great advantage
over NN-based inference, because there is a better theoretical understanding of our methods. More
importantly, like classic inference methods, our methods can be applied to general inference tasks in
a wide range of probabilistic models in both Bayesian and frequentist statistics.
2 Background
2.1 Deep Generative Models
We introduce the basic concepts and notations in inference on generative models. Generally speaking,
generative models often refer to certain probabilistic models. The goal of generative models is to
extract the intrinsic structures of data as stochastic latent representations that can be used to generate
synthetic data by simulating samples from the probabilistic models.
Formally, let D be a dataset formed by a collection of data points {x1, . . . ,xn}. Assume that the
data points in D follow the distribution pD(x) that is unobserved. In many popular machine learning
applications, like natural language processing and computer vision, data contains rich and complex
structure, which means the data distributions are typically high-dimensional and multi-modal. One
important modelling technique to handle complex data is known as latent variables. Intuitively, a
latent variable z represents some intrinsic representation of data point and the conditional distribution
p(x|z) specifies the data generation distribution given specific latent representation z. To regularise
the space of latent variable, we define a prior distribution p(z). By the rule of product of probability,
the joint distribution of data and latent representation is defined as
p(x, z) = p(z)p(x|z).
To fit a LVM to the data distribution pD(x), we marginalise out z in the model, that gives
p(x) =
∫
dz p(x, z).
Although the joint probability function p(x, z) is often known and straightforward to compute, the
marginal probability above is not in general [19]. Approximation of the marginal probability is one
of the key research topics in LVMs.
Recent advances in deep generative models (DGMs) [9, 14] show that deep neural networks can be
used to parametrise p(x|z) and greatly boost the representation power of LVMs. In classic LVMs,
the distribution pθ(x, z) is typically specified as some parametric family with parameter θ, like
generalized linear models [2, 20]. In DGMs, such a parametric family is constructed by NNs and
the parameter θ is the weights of NNs [14, 26]. In particular, there can be multiple layers of latent
representations z = (z1, z2 . . . , zL) in DGMs, where adjacent layers are connected by deterministic
non-linear transformations constructed by NNs. For example, given the observed zl, zl+1 follows
the distribution p(zl+1|θl) with the parameter θl = f(Wlzl;u) + bl and f is a NN with parameter u.
In powerful DGMs, the NNs often have multiple hidden layers to create highly non-linear mapping
between the stochastic layers.
Maximum likelihood estimation (MLE) is the most straightforward way to train a generative model
is to fit the distribution p(x). The optimal model parameters by MLE is specified as
θ∗ = argmax
θ
p(D) = argmax
θ
∏
xi∈D
pθ(xi),
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where p(xi) is the marginal likelihood
pθ(xi) =
∫
dzi p(zi; θ)p(xi|zi; θ).
Because p(x) does not have closed form, expectation-maximisation (EM) [19] is the classic training
algorithm for latent generative models, which requires to compute the expectation of z under the
distribution p(z|x). Unfortunately, the expectation with respect to the distribution p(z|x) is also
intractable to compute, but it can be approximated by variational inference or Markov chain Monte
Carlo.
2.2 Variational Auto-Encoders and Normalizing Flows
Variational inference (VI) is a popular inference method to approximate distributions with intractable
partition function. The idea of VI is to approximate the distribution of interest, like p(z|x) in DGMs,
by another distribution from a parametric family qφ(z|x) with closed-form probability function. To
find the distribution in the family that is closest to the target distribution, VI methods optimise the
lower bound of the normalising constant of target distribution. In the case of DGMs, that is
log pθ(x) ≥ log pθ(x)−DKL(qφ(z|x)||p(z|x))
= Eqφ [log pθ(x, z)− log qφ(z|x)] . (1)
In general, the more flexible the family qφ is the tighter the variational lower bound can be. Rainforth
et al. [24] argue that a tighter variational lower bound is not necessary helpful for some specific
variational inference methods. However, it is worth to clarify that, if the family qφ guaranteed to
approximate the target p arbitrarily well, a tighter variational lower bound is always desired. We
provide both theoretical and empirical evidence in later sections. In classic mean-field variational
methods, the proposal distribution q is often in a factorized form, that is often not flexible enough to
produce good approximations on complex posteriors, like p(z|x) in DGMs.
Because qφ in VI can be any normalized probability function, one can use NNs to construct expressive
qφ. There are two popular ways to do this. One option is to use another deep generative model
qφ(z|x) to approximate pθ(z|x), where the NN architecture in qφ(z|x) is often chosen to mirror the
NN in pθ(x|z). This is well known as variational auto-encoders (VAEs) proposed by Kingma and
Welling [14]. The variational parameter φ in VAEs is essentially the weights of the NN in qφ(z|x).
Rezende and Mohamed [25] proposed an alternative flexible family of variational distribution called
normalizing flows (NFs). Unlike VAEs, NFs are constructed by composition of invertible non-linear
deterministic transformations f1, . . . , fL of a random variable z0, that is
zL = fL ◦ · · · ◦ f1(z0); z0 ∼ q0, (2)
where q0 is often a simple distribution, e.g. uniform or normal. In NFs, the variational parameter φ
is the collection of parameters in f1, . . . , fL. Because the mapping from z0 to zL is a deterministic
smooth transformation, following the rule of changing variables in integral, the density of zL is
defined as
qφ(zL|x) = q0(z0|x)
L∏
i=1
∣∣∣∣det ∂fi(zi−1;φ)∂zi−1
∣∣∣∣−1 . (3)
If the transformations f1, . . . fl are volume preserving transformations, where the Jacobian terms are
equal to 1, then (3) can be simplified as
qφ(zL|x) = q0(z0|x). (4)
Substituting (4) into (1), we have the variational lower bound for normalizing flows:
log p(x) ≥ Eqφ(zL|x) [log p(x, zL)− log qφ(zL|x)] .
We can rewrite the variational lower bound as
log p(x) ≥ Eq0(z0|x)
[
log p(x, fLφ (z0))
]− Eq0(z0|x) [log q0(z0|x)] . (5)
It is straightforward to train normalizing flows by minimizing the variational lower bound using
stochastic gradient descent (SGD).
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Although both VAEs and NFs are more powerful than mean-field variational methods, they still suffer
from the fundamental limitation of VI: there is no guarantee of the existence of optimal qφ∗ that is
sufficiently close to the target distribution p. Because of this limitation, the choice of the architecture
of NNs in qφ is significant to the success of VI. However, there is lack of theoretical understanding of
the convergence of NN to distribution. For this reason, NN-based inference methods often rely on
engineering skills and knowledge on specific architecture of NNs.
The limitation of NN in inference is more fundamental than the engineering complexity. Hoffman [13]
pointed out that NN-based VI may not be sufficiently flexible because the variational distribution qφ
is restricted to the parametric family with closed-form density functions. Although NNs in theory
can approximate any function arbitrarily well in supervised learning problems, however, this is not
the case for posterior inference. From the perspective of function approximate, the goal of statistic
inference is to approximate the function f : x→ p(x). However, the partition functions of posteriors
are functions in general intractable to compute, so the target function f is essentially unobserved.
Therefore, this raises a question on how useful NNs are for general inference.
2.3 Markov chain Monte Carlo
Markov chain Monte Carlo (MCMC) is an alternative way to approximate a posteriors. MCMC gen-
erates correlated but asymptotically unbiased samples from the distributions of interest by simulating
a stationary Markov chains. In particular, MCMC only requires the unnormalized probability density
function of the distribution pi(x) we want to simulate to construct a stationary Markov chain. For-
mally, a Markov chain is a sequence of random variables x0,x1, . . . or shortly {xi}. The transitional
probability from state x to x′, denoted by K(x,y) is a conditional probability distribution of x′ given
x. Given the distribution of initial state p(x0), the joint probability of all states of a Markov chain is
defined as
p(x0 . . .xL) = p(x0)
L∏
i=1
K(xi−1,xi).
The Markov chains in MCMC are special Markov chains that have a stationary distribution pi.
Intuitively, that means, given n samples x from pi, if we apply the MCMC transition kernel K(x,x′)
to these samples, the output samples of the kernel also follow distribution pi. Formally, that is∫
pi(x)K(x,x′) dx = pi(x′). (6)
If the Markov chain is not mixed well, which means the distribution of xi ∼ pii is different from the
stationary distribution pi, the distribution of xi+1
pii+1(x
′) =
∫
pii(x)K(x,x
′)dx,
is guaranteed to be closer to pi than pii. So, irrespective to the initial distribution p(x0), the samples
of the MCMC chain is essentially exact samples from pi with sufficient long simulation of the chain.
Because of the guarantee of convergence, MCMC methods are very popular in statistics and physics.
However, there is much less interest in MCMC than VI in research on DGMs, because of the following
pitfalls of MCMC. First, it is very difficult to have theoretical analysis on the convergence rate of
MCMC methods in general case. Even the diagnosis of the convergence of MCMC chains is very
challenging in practice. MCMC methods are very sensitive to the choice of the parameters in the
kernel. Unfortunately, the theoretical results of the convergence of MCMC chains are not useful to
construct tractable loss functions to optimise the kernel parameters to accelerate the convergence
of MCMC. In practice, the parameters are tuned manually based on trial simulation or heuristic
adaptive strategy. Second, even after the chain mixes well, the samples from MCMC still can be
strongly correlated. As a consequence, it requires more samples from MCMC chains to reduce the
variance of estimation than i.i.d. samples, especially in high dimensional space [27]. Third, the
computational time of simulation increases linearly with the number of samples. This greatly limits
the use of MCMC in the problems with complex model with big amount of data. Trivially running
parallel simulations of MCMC chain often does not improve the computational efficiency, because
each single simulation may still take long to mix well.
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3 Measure Preserving Flows
We are interested in an approximate inference framework that avoids the problems of MCMC and VI
mentioned in previous section. The idea of our method is very simple: we use q(·) by the composition
of Kn(x, ·) from MCMC chain as the approximation distribution in VI and optimise a variational
lower bound w.r..t. the parameters of the Markov kernels {Kn(x, ·)}. By formulating MCMC chains
variationally, we can avoid manually tuning the kernel parameters. Moreover, since q(·) converges
asymptotically to the target, we know that our variational lower bound can become arbitrarily tight.
Salimans et al. [29] have attempted to propose a method following this idea. However, it is very
challenging because the density function Kn(x, ·) is intractable to compute, that makes it impossible
to optimise variational lower bound directly. Instead, they proposed a NN-based approximation to
Kn(x, ·) in the variational lower bound, which limits the potential of their method. Here, we propose
a novel solution based on transformations from ergodic theory, which allows us to avoid NN-based
approximation and optimise the kernel parameters w.r.t. tractable loss function on the convergence
rate of q to the target.
3.1 Probability Measure Basics
We provide the relevant basics of probability theory in this section. A probability space (Ω,F , P )
includes an arbitrary set Ω, a collection of its subsets of Ω denoted byF and probability measure P
that maps an element ofF to a real number in [0, 1]. A random variable is a deterministic function of
ω ∈ Ω denoted by X = X(ω). A random vector is a function mapping from Ω to Rn denoted by X.
Lebesgue measure is an important probability measure defined in Euclidean space Rn. It is specified
by the requirement that bounded rectangles have measure λn[x : ai < xi ≤ bi, i = 1, . . . , k] =∏k
i=1(bi − ai). The probability density function of a probability measure of µ = PX−1 following
Radon-Nikodym derivative with respect to Lebesgue measure λn as
P (X ∈ A) =
∫
X−1A
dP =
∫
A
dµ
dλn
dλn =
∫
A
p(x)dx,
where X−1 denotes the preimage of X in Ω. Lebesgue measure is preserved by any linear transfor-
mation that also preserves the volume of a set in Euclidean space [1]. In particular, we present the
following theorem from [1]:
Theorem 1. If T : Rn → Rn is linear and non-singular, then A ∈ Rn implies that TA ∈ Rn and
λn(TA) = |detT |λn(A).
Shear transformations are one of most known Lebesgue measure preserving transformations. In
particular, shear transformations in R2 are defined as T (x1, x2)→ (x1 + f(x2), x2), where f(·) can
be arbitrary function. It is straightforward to verify that shear transformations have the determinant of
Jacobian equal to 1. By the rule of changing variables, the Jacobian of composition of transformations
is simply the product of the Jacobian of individual transformations. So, the composition of shear
transformations also preserve Lebesgue measure.
Measure preserving transformations are transformation which preserves a given measure. For
example, any transformations with the determinant of Jacobian equal to 1 preserves Lebesgue
measure. In the book of Billingsley [1], the definition of measure preserving transformations is as
following.
Definition 3.1. Measure Preserving Transformations. Let (Ω,F , P ) be a probability space and µ
be a consistent measure with P . A mapping T : Ω→ Ω is a measure preserving transformation if
T is measurable in both the input filed F and the output field F and µ(A) = µ(T−1(A)) for all
A ∈ F , the measurable subsets under P . If T is a one-to-one mapping onto Ω, then T preserves µ:
µ(A) = µ(T−1TA) = µ(TA).
Consider a n-dimensional random vector X = (X1, . . . , Xn) with probability measure µ. The µj are
the marginal distribution of µ, if µ has a density function f in Rn, then µj has the marginal density
function
fj(xj) =
∫
Rn−1
f(x1, . . . , xn)dx1, . . . , dxj−1dxj+1, . . . , dxn.
This can be generalised to the marginal distribution over any subsets of variables in X. The definition
of marginal density function implies that the preservation of joint probability distribution is sufficient
condition for the preservation of marginal distribution.
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3.2 Definition
Given the target distribution pi(x) with unnormalised density function pi∗(x), we define an approx-
imate distribution q(x) by a mixture of sequential deterministic transformations that preserve the
measure pi∗. We call such approximate distributions measure preserving flows (MPFs). Formally, let
X be a random variable with distribution pi(X) in Euclidean n-space Rn. Following the definition of
measure preserving transformation (Definition 3.1), it is straightforward to show that the following
three conditions are sufficient conditions for measure preserving transformations:
(i) Bijection: T is invertible,
(ii) Preservation of density function: pi∗(x) = pi∗(T (x)) for all x ∈ Rn,
(iii) Preservation of the reference measure: in the case of Lebesgue measure, that means the
determinant of Jacobian |detT | = 1.
In probability theory, the composition of measure preserving transformations constructs an ergodic
stochastic process, which, under reasonable conditions, converges to an invariant measure as the num-
ber of transformations grows. This convergence applies irrespective of the initial state’s distribution.
Markov chains are an example of ergodic processes. In the book of Robert and Casella [27], MCMC
methods are formally defined as
Definition 3.2. A Markov chain Monte Carlo method for the simulation of a distribution P is any
method producing an ergodic Markov chain whose stationary distribution is P .
In this work, we are interested in the MPFs that are equivalent to MCMC. Formally, a MCMC chain
with L steps have the stochastic states x0,x1, . . . ,xL, where x0 is sampled from a initial distribution
q0 and the distribution of xl given the previous state xl−1 denoted by K(xl−1,xl). K(xl−1,xl) is
also known as the transition kernel. By the product rule of probability, the joint probability of all
states of the MCMC chain is
q(x0,x1, . . . ,xL) = q0(x0)
L∏
l=1
K(xl−1,xl).
Integrating out the history of the chain x0,x1, . . . ,xL−1, we have the distribution of the last state of
the chain as
q(xL) =
∫
q0(x0)K
L(x0,xL)dx0, (7)
where KL(x0,xL) denotes the composition of L transition kernels
KL(x0,xL) =
∫ L∏
l=1
K(xl−1,xl)dx1 . . . dxL−1.
Recall that by (6) we know that MCMC kernel preserves the stationary distribution .
Let pi be the distribution we want to sample and T be a measure-preserving transformation (MPT)
that preserves the probability measure with pi(x, ) = pi(x)µ(), where µ can be any distribution.
We assume that T satisfy the three conditions of measure preserving transformations we mentioned
earlier. The projection of T in the space of x, denoted by Tl , is a stochastic transition from xl−1
to xl with l ∼ µ. Assume that the auxiliary variable  = (1, . . . , L) follows distribution µ and
we can reformulate MCMC kernel K(xl−1,xl) as xl = Tl(xl−1). It is not hard to see that it is
possible to reformulate each state of MCMC chain xl by applying measure-preserving transformations
T1 , . . . , Tl to (x0, 1, . . . l) in a sequence, that is
x1 = T1(x0)
x2 = T2(x1)
. . .
xL = TL(xL−1). (8)
In the joint space of (xl, l), (8) is essentially
(x1, 
′
1) = T1(x0, 1)
(x2, 
′
2) = T2(x1, 2)
. . .
(xL, 
′
L) = TL(xL−1, L), (9)
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where each Tl preserves pi(x, ) and given each output auxiliary variables′l and the state xl, we can
revert this process by the reverse of Tl, that is (xl−1, l) = T−1l (xl, 
′
l).
If we are only interested in xL, we denote (8) simply by the composition xL = TL ◦ · · · ◦ T1(x0).
Following the rule of changing variables, it is straightforward to derive the density of xL
q(xL) =
∫
q(xL, 
′)d′
=
∫
q(x0)µ()δ(xL − TL ◦ · · · ◦ T1(x0))dx0d, (10)
where δ denotes dirac delta function. Obviously, MPFs constructed by reparameterising ergodic
Markov chains as above enjoy exactly the same ergodicity as the Markov chains. This is important
because the ergodicity guarantees the convergence of q(xL) to the invariant distribution p as L grows.
3.3 Understanding Measure Preserving Conditions
It is worth to address some common confusion of measure preservation conditions in Section 3.2
before further discussion on measure preserving flows. In particular, a common misunderstanding
is that the preservation of volume is equivalent to condition (iii) in Section 3.2 on the preservation
of Lebesgue measure. This is not true in a general sense. Notice that, by the construction of MPFs,
we are interested in sampling the random variable x, but the measure preserving transformation T
defined in the previous section preserves the joint measure pi(x, ). Following the conditions of
measure preserving transformations in Section 3.2, it seems necessary to show that given specific ,
the projection of T in the space of x also satisfy the measure preserving conditions to the marginal
pi(x). In particular, it is necessary to include a correction term if the Jacobian of T with respect to x
is not equal to 1.
However, it is not the case. In particular, the volume preservation in the space of x (the Jacobian of
T is equal to 1) is NOT necessary for measure preserving flows. It is important to understand that
the measure preservation conditions in the augmented space (x, ) is sufficient to the preservation of
the marginal distribution in the space of x. Formally, we have the following proposition
Proposition 1. Given a transformation T : X × E → X × E preserves the distribution pi(x, ), if 
is sampled from the marginal pi() =
∫
pi(x, )d, then the marginal distribution
pi(x) =
∫
pi(x, )d
is also preserved by the projection of T in the space of x, that is T : X → X .
Proof. Because T preserves the probability measure pi(x, ), then for any measurable set A in Borel
set Bx × B, we have
pi(A) = pi(T−1A).
Given a set B ∈ Bx, the set Ax generated by B × E , is measurable under pi with the measure
pi(Ax) =
∫
pi(B, )d,
that is essentially a probability measure in the space of x, also known as the marginal probability
pi(B) = pi(Ax).
Because T preserves the joint measure, applying T on Ax gives
TAx = T (B, E) = TB × E ,
where TB denotes the projection of TAx in the space of x. Follow the definition of measure
preserving transformations, we have
pi(Ax) =
∫
pi(B, )d =
∫
pi(T−1 B, )d = pi(T
−1Ax),
where T−1 denotes the preimage ofB under T. Because pi(Ax) is essentially the marginal probability
pi(B), B ∈ Bx, we know the marginal distribution pi(x) is preserved by T because
pi(B) = pi(Ax) = pi(T
−1Ax) = pi(T−1 B).
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This implies that the marginal distribution pi(x) is preserved by the stochastic mapping
T : X → X,  ∼ pi(),
where pi() =
∫
pi(x, )dx. If T is invertible for any , we have
pi(B) =
∫
pi(B, )d =
∫
pi(TB, )d = pi(TB),
where TB denotes the projection of TAx in the space of x. Therefore, we know that if we sample 
from pi(x, ) and apply T on x, then the marginal distribution pi(x) is preserved.
Proposition 1 gives us some important insight to understand the difference between MPFs and
normalising flows (NFs). Similar to MPFs, NFs also use a sequence of deterministic transformations
T : X → X to approximate the distribution of interest, but the parameter  in NFs is not stochastic
variable and optimised by maximising the variational lower bound. Because the value of  is fixed,
following the rule of changing variables, it is necessary to consider the Jacobian of T. In contrast,
the projection transformation T in MPFs is fundamentally different from the transformations in
NFs. Given a fixed value of , the transformation T : X → X in MPFs is deterministic like the
transformations in NFs. However, in MPFs, T is a projection of the transformation T which preserves
a joint probability measure pi(x, ), which means  is a random variable rather than a fixed parameter.
More importantly, by Proposition 1 we know that T is not required to preserve the volume in the
space of x to preserve the marginal pi(x) if  is sampled from pi() =
∫
pi(x, )dx. In actuality, given
a fixed , the Jacobian of T can be very complex, that may not even be in closed form and the
Jacobian of T is intractable to compute in general. For this reason, the family of transformations
used in MPFs is much more general than the family of NN used in NFs.
3.4 Ergodicity and Convergence of Measure Preserving Flows
As mentioned in Section 3.2, we are interested in the MPFs that can be reformulated as MCMC
chains, because the ergodicity provides the guarantee of convergence of MPFs. Ergodicity and
measure preserving transformations are closely related in probability theory. The background of the
ergodicity can be found in many textbooks, so we will not cover the basics. However, we introduce
some important results in ergodicity theory that will be used in later sections.
First, recall that we only consider MPFs that are equivalent to MCMC chains, there is also no need to
prove the ergodicity of such MPFs. Ergodicity is important because it can establish the convergence
of random variables in total variation distance. In [32], the convergence in total variation is defined
as following.
Definition 3.3. A sequence of random variables X1 . . . , Xn converges in total variation to a variable
X if
sup
B
|P (Xn ∈ B)− P (X ∈ B)| → 0,
where the supremum is taken over all measurable sets B.
The total variation is also known as the distance metric between two distributions P and Q. We
denote the total variation distance by ||P −Q||TV. Convergence in total variation is stronger than
convergence in distribution, because it requires that the sequence Xn converges for every Borel set B
and the convergence must also be uniform in B. A simple sufficient condition for convergence in
total variation is pointwise convergence of densities. Unsurprisingly, it is generally very difficult to
establish the convergence in total variation distance from scratch.
The convergence in total variation distance of an ergodic Markov chain to its stationary distribution is
the foundation of the theory of MCMC. Formally, this is described as Theorem 6.51 in [27], which is
the following theorem.
Theorem 2. If a Markov chain with kernel K(X, ·) is ergodic with stationary distribution pi, then
lim
n→∞
∣∣∣∣∣∣∣∣∫ Kn(x, ·)µ(dx)− pi∣∣∣∣∣∣∣∣
TV
= 0
for every initial distribution µ.
8
Furthermore, we know that the convergence of ergodic Markov chains is monotonic as the following
proposition from [27] (Proposition 6.52).
Proposition 2. If pi is an invariant distribution for the ergodic Markov chain, then∣∣∣∣∣∣∣∣∫ Kn(x, ·)µ(dx)− pi∣∣∣∣∣∣∣∣
TV
is decreasing in n.
Because MPFs we consider in this work are equivalent to MCMC chains, MPFs enjoy the convergence
to the invariant distribution in total variation distance. Following Theorem 2 and Proposition 2, we
have the following theorem on the convergence of measure preserving flows.
Theorem 3. If pi(x)µ() is an invariant distribution of a measure preserving flow and qL(xL) is the
marginal distribution of the final state of the flow with L measure preserving transformations,
qL(xL) =
∫
q0(x0)µ()δ(xL − TL ◦ · · · ◦ T1(x0))dx0d,
then
lim
L→∞
||qL(x)− pi(x)||TV = 0,
for every initial distribution q0 and ||qL(x)− pi(x)||TV is decreasing in L.
Proof. see appendix
3.5 Variational Inference in MPFs
As we discussed in Section 2.2, one important application of variational inference (VI) is to train
latent variable models (LVMs) by maximising the marginal likelihood of data. In particular, VI uses
the KL divergence as the distance metric between model distribution pθ and approximate distribution
qφ. By Jensen’s inequality, KL divergence is a lower bound of the marginal likelihood
log pθ(x) = log
∫
pθ(x, z)
qφ(z|x)
qφ(z|x)dz
≥ L(x) ∆=
∫
qφ(z|x) log pθ(x, z)
qφ(z|x) dz. (11)
This lower bound is often known as the evidence lower bound (ELBO). ELBO cannot be evaluated
exactly, but it is straightforward to approximate ELBO by Monte Carlo if we can generate samples
from qφ(z|x)
L(x) ≈ 1
N
N∑
i=1
log
pθ(x, z
(i))
qφ(z(i)|x) , z
(i) ∼ qφ(·|x).
VI allows us to fit the model to the data by optimising the ELBO with respect to model parameter θ
using stochastic gradient descent (SGD). In this section, we will explore the use of measure preserving
flows as variational proposal for training LVMs.
Given the model distribution p(x, z), we construct a MPF with the stationary measure of as
p(x, z)µ(r), where µ(r) can be any distribution with tractable density function and simulation
of samples. Let Tφl : (z, r)→ (z′, r′) to be the lth measure preserving transformation (MPT) and φl
to be the parameter of Tφl . We transform (z0, r1:L) to (zL, r
′
1:L) by sequentially applying L MPFs
Tφ1 , . . . , TφL , that is
(z1, r
′
1) = Tφ1(z0, r1)
(z2, r
′
2) = Tφ2(z1, r2)
. . .
(zL, r
′
L) = TφL(zL−1, rL). (12)
The composition of the transformations above forms a mapping from (z0, r1:L) to (zL, r′1:L). We
use the shorthand notation Tφ for the composition of transformations (zL, r′1:L) = TφL ◦ · · · ◦
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Tφ1(z0, r1:L). By the preservation of density function of MPTs (the condition (ii) in Section 3.2), we
have the following equality
p(x, z0)
L∏
l=1
µ(rl) = p(x, z1)µ(r
′
1)
L∏
l=2
µ(rl)
= p(x, z2)µ(r
′
1)µ(r
′
2)
L∏
l=3
µ(rl)
. . .
= p(x, zL)
L∏
l=1
µ(r′l), (13)
where the transformation from (zl−1, rl) to (zl, r′l) is given by Tφl as (12).
By the preservation of Lebesgue measure by MPTs (the condition (iii) in Section 3.2), we have the
following equality of density function
q0(z0)
L∏
i=1
µ(rl) = qL(z1, r
′
1;φ1)
L∏
i=2
µ(rl)
= qL(z2, r
′
1, r
′
2;φ1, φ2)
L∏
i=3
µ(rl)
. . .
= qL(zL, r
′
1, r
′
2 . . . , r
′
L;φ), (14)
where φ = (φ1, . . . , φL) is the parameter of qL simply because (zL, r′1:L) as (12). It is important
to clarify the following understanding of this equality (14). First, equation (14) implies that the
density values of the initial proposal q0 and transformed qL are identical for any (z0, r1:L) and its
image (zL, r′1:L) under the transformation Tφ1 , . . . TφL . But, this does not implies the distribution
Q0(Z0,R1:L) and QL(ZL,R′1:L) are identical. In particular, Q0(Z0,R1:L) and QL(ZL,R
′
1:L) in
general can be arbitrarily different because T can be arbitrary transformation with the determinant
Jacobian equal to 1. Second, the equality (14) is only applicable to the joint density of (zL, r′1:L). The
marginal probability density qL(·) of any subset of zL, r′1, r′2 . . . , r′L can be arbitrarily different from
the initial marginal density q0(z0) and µ(r). Finally, the marginal probability qL(·) of any subset of
zL, r
′
1, r
′
2 . . . , r
′
L is intractable to compute in general, but we are free to choose q0(z0)
∏L
i=1 µ(rl)
be some simple distribution, e.g., Gaussian. Because the density of flow distribution is preserved, the
entropy is also preserved, that is
H(Z0,R1:L) = −
∫
log
[
q0(z0)
L∏
i=1
µ(rl)
]
q0(z0)
L∏
i=1
µ(rl)dz0dr1:L
= −
∫
log [qL(zL, r
′
1:L;φ)] qL(zL, r
′
1:L;φ)dzLdr
′
1:L
= H(ZL,R
′
1:L). (15)
Following (11), it is straightforward to derive the ELBO of initial distribution q0 as
L(x; θ) =
∫
log
pθ(x, z0)
q0(z0)
q0(z0)dz0. (16)
We call the ELBO above the simple ELBO. Multiplying the density of auxiliary variables µ(r1:L) =∏L
l=1 µ(rl) in both the top and bottom of the log ratio in (16), we have the equivalent form of L(x; θ)
as
L(x; θ) =
∫
log
pθ(x, z0)
∏L
l=1 µ(rl)
q0(z0)
∏L
l=1 µ(rl)
q0(z0)
L∏
l=1
µ(rl)dz0dr1:L. (17)
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By the reparameterisation trick [14], we can rewrite the ELBO using MPTs (12). In particular, we
reparameterise (z0, r1:L) with (zL, r′1:L) in (17) by the sequential transformation. By the preservation
of density in the stationary distribution (13) and the flow distribution (14), we have the ELBO after
reparameterization as
L(x; θ, φ) =
∫
log
pθ(x, zL(φ))
∏L
l=1 µ(r
′
l(φ))
qL(zL, r′1:L;φ)
qL(zL, r
′
1:L;φ)dzLdr
′
1:L
=
∫
log
[
pθ(x, zL(φ))
L∏
l=1
µ(r′l(φ))
]
qL(zL, r
′
1:L;φ)dzLdr
′
1:L +H(ZL,R
′
1:L), (18)
where we denote the reparameterization of (z0, r1:L) by (zL(φ), r′1:L(φ)) because zL and r
′
1:L are
determined by the parameter of MPTs φ. We call the ELBO in (18) by reparameterised ELBO.
To optimise the ELBO (18), we need to compute the gradient of L(x; θ, φ) with respect to model
parameter θ and flow parameter φ. It is straightforward to derive the gradient with respect to θ as
∂θL(x; θ, φ) = ∂θ
∫
log
[
pθ(x, zL(φ))
L∏
l=1
µ(r′l(φ))
]
qL(zL, r
′
1:L;φ)dzLdr
′
1:L + ∂θH(ZL,R
′
1:L)
=
∫
[∂θ log pθ(x, zL(φ))] qL(zL, r
′
1:L;φ)dzLdr
′
1:L. (19)
Notice that the gradient term ∂θH(ZL,R′1:L) is discarded, that is simply because of the preservation
of entropy of the flow (15) and ∂θH(Z0,R1:L) = 0. The gradient of ELBO with respect to the flow
parameter φ is given by
∂φL(x; θ, φ) = ∂φ
∫
log
[
pθ(x, zL(φ))
L∏
l=1
µ(r′l(φ))
]
qL(zL, r
′
1:L;φ)dzLdr
′
1:L. (20)
Notice that qL depends on φ, so this gradient estimator can have high variance. This can be solved by
the reparameterization trick. In particular, we reparameterize (zL, r′1:L) by (z0, r1:L) in the density
qL by the inverse of (12). By the preservation of the flow density (14), the gradient (20) is equivalent
to
∂φL(x; θ, φ) = ∂φ
∫
log
[
pθ(x, Tφ,z(z0, r1:L))
L∏
l=1
µ(Tφ,r(z0, r1:l))
]
q0(z0)
L∏
i=1
µ(rl)dz0dr1:L,
where Tφ,r denotes the projection of Tφ in r space and Tφ,z denotes the projection of Tφ in z space.
Because q0 and q do not depend on φ after reparameterisation, we can move the operator of derivative
inside of integral, that gives
∂φL(x; θ, φ) =
∫ [
∂φ log pθ(x, Tφ,z(z0, r1:L))
L∏
l=1
µ(Tφ,r(z0, r1:l))
]
q0(z0)
L∏
i=1
µ(rl)dz0dr1:L.
(21)
Obviously, the reparameterised ELBO (18) can only be as tight as the ELBO (16) with initial
distribution q0. However, optimising the reparameterised ELBO L(x; θ, φ) may lead to faster
convergence than optimising L(x; θ). Recall that by the ergodicity of MPFs, we know that the total
variational distance between qL(zL) and p(zL|x) decreases in the flow length L. In other words,
qL(xL) is guaranteed to be closer to the target p(z|x) than the initial q0(x0).
3.6 Ergodic Lower Bound and Ergodic Inference
We proposed a reparameterised ELBO of initial distribution q0 involved MPF parameters in last
section. However, it is not hard to see that this reparameterised ELBO (18) is of limited use, because
it can only be as tight as the ELBO (16) with initial approximate distribution q0. Moreover, the
reparameterised ELBO can be less favoured than the simple ELBO, as it is more expensive to compute
than the simple ELBO with q0. More importantly, the reparameterised ELBO cannot be arbitrarily
tight because the simple ELBO cannot be. This seems to erase the benefits of using an ergodic MPF,
which we know will converge to the invariant distribution, given a sufficiently long flow.
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To overcome the fundamental limitation of the reparameterised ELBO, we propose a special ELBO
variant which is tailored to the MPFs setting, and allows for a variational lower bound which becomes
arbitrarily tight as the length of the flow grows. We call such an ELBO ergodic lower bound (ERLBO).
Formally, we define ergodic lower bound as following.
Definition 3.4. Given an ergodic measure preserving flow qL(z) with the invariant measure pi∗(z),
the ergodic lower bound L(qL) is an asymptotically tight lower bound of the integral
L(qL) ≤
∫
pi∗(z)dz,
which means L(qL) can be arbitrarily tight if the flow is sufficiently long, that is
lim
l→∞
L(qL)−
∫
pi∗(z)dz = 0.
The most important difference between ERLBO and the ELBO with q0 or its reparametrisation with
the transforms Tφ1 , . . . , TφL is that ERLBO can be arbitrarily tight.
To derive ERLBO, we first rewrite the reparameterised ELBO (18) as
L(x; θ, φ) =
∫
log
pθ(x, zL(φ))
∏L
l=1 µ(r
′
l(φ))
qL(zL, r′1:L;φ)
qL(zL, r
′
1:L;φ)dzLdr
′
1:L
=
∫
log
pθ(x, zL(φ))
∏L
l=1 µ(r
′
l(φ))
qL(zL;φ)qL(r′1:L|zL;φ)
qL(zL, r
′
1:L;φ)dzLdr
′
1:L
=
∫
log
pθ(x, zL(φ))
qL(zL;φ)
[∫
qL(zL, r
′
1:L;φ)dr
′
1:L
]
dzL
−
∫
log
qL(r
′
1:L|zL;φ)∏L
l=1 µ(r
′
l(φ))
qL(zL, r
′
1:L;φ)dzLdr
′
1:L
=
∫
log
pθ(x, zL(φ))
qL(zL;φ)
qL(zL;φ)dzL
−
∫
log
qL(zL, r
′
1:L;φ)
qL(zL;φ)
∏L
l=1 µ(r
′
l(φ))
qL(zL, r
′
1:L;φ)dzLdr
′
1:L
=
∫
log
pθ(x, zL(φ))
qL(zL;φ)
qL(zL;φ)dzL −DKL
(
QL
∣∣∣∣∣∣QˆL) . (22)
where QL denotes QL(ZL,R′1:L) and QˆL denotes QL(ZL)
∏L
l=1 µ(R
′
l). Move the KL divergence
to the LHS, then we have
L(x; θ, φ) +DKL
(
QL
∣∣∣∣∣∣QˆL) = ∫ log pθ(x, zL(φ))
qL(zL;φ)
qL(zL;φ)dzL. (23)
It is straightforward to show that (23) is a lower bound of the log marginal likelihood log pθ(x) by
Jensen’s inequality∫
log
pθ(x, zL(φ))
qL(zL;φ)
qL(zL;φ)dzL ≤ log
∫
pθ(x, zL(φ))
qL(zL;φ)
qL(zL;φ)dzL
= log
∫
pθ(x, zL(φ))
XXXXqL(zL;φ)
XXXXqL(zL;φ)dzL
= log
∫
pθ(x, zL(φ))dzL = log pθ(x).
We denote the ELBO (24) by
Lz(x; θ, φ) = L(x; θ, φ) +DKL
(
QL
∣∣∣∣∣∣QˆL)
=
∫
log
pθ(x, zL(φ))
qL(zL;φ)
qL(zL;φ)dzL. (24)
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It is not hard to see that Lz(x; θ, φ) is a tighter lower bound than L(x; θ) (16) as
Lz(x; θ, φ)− L(x; θ) = Lz(x; θ, φ)− L(x; θ, φ) = DKL
(
QL
∣∣∣∣∣∣QˆL) ≥ 0.
Recall that by Theorem 3 we know that the marginal qL(zL;φ) converges to the stationary distribution
p(z|x) in total variation distance monotonically in the length of the flow L. That implies the gap
between Lz(x; θ, φ) and the simple ELBO L(x; θ) grows in L. By the LHS of (24), we know that
Lz(x; θ, φ1:L)− Lz(x; θ, φ1:L−1) = DKL
(
QL
∣∣∣∣∣∣QˆL)−DKL (QL−1∣∣∣∣∣∣QˆL−1) ,
where φ1:L = (φ1:L−1, φL) = (φ1, . . . , φL) denotes the L transformation parameters of the flow. It
is not hard to show that
DKL
(
QL
∣∣∣∣∣∣QˆL)−DKL (QL−1∣∣∣∣∣∣QˆL−1) ≥ 0,
with DKL
(
QL
∣∣∣∣∣∣QˆL) = DKL (QL−1∣∣∣∣∣∣QˆL−1) if and only if qL(zL) and qL−1(zL−1) are the same
distribution. Because TφL preserves the probability measure p(z|x) and the invariant measure is
unique by the ergodicity of MPFs, this implies qL converges to p(z|x). So, the ELBO Lz(x, θ, φ)
becomes tighter in the length of the flow L, that is
Lz(x; θ, φ1:L) ≥ Lz(x; θ, φ1:L−1) ∀L ∈ Z+, (25)
As such, we can (in principle) train our measure-preserving flow layer-wise, and get an improved
ELBO as L increases. Moreover, given that our MPF converges to the invariant distribution as L
grows, it can be argued that such a greedy training procedure, while potentially suboptimal, will still
converge correctly in the asymptotic limit.
Finally, it is straightforward to show Lz(x, θ, φ) is an ERLBO, by the monotonic convergence of
qL(·) to p(·|x) in L.
Theorem 4. Given an ergodic measure preserving flow with invariant measure pi, the ergodic lower
bound
Lz(x; θ, φ) =
∫
log
pθ(x, zL)
qL(z;φ)
qL(z;φ)dz
increases in the length of the flow L and becomes an unbiased estimator of the marginal log p(x) as
L increases to infinity.
Proof. We have proved the monotonic increase of L(pi;φL) by (25). Because the flow is ergodic
with invariant distribution p(z|x), with sufficient many transformations, qL(z) can converge to p(z|x)
in total variation distance, that is
lim
L→∞
||qL(z)− p(z|x)||TV = 0,
then we have
lim
L→∞
Lz(x; θ, φL) = lim
L→∞
∫
log
pθ(x, z)
qL(z;φ)
qL(z;φ)dz
=
∫
log
pθ(x, z)
q∞(z∞;φ)
q∞(z;φ)dz
=
∫
log
pθ(x, z)
pθ(z|x) pθ(z|x)dz
= log p(x).
In the case of MPFs with finite length L <∞, we can maximize the ERLBO with respect to φ1:L. In
particular, we define the convergence of finite MPFs as following.
Definition 3.5. Consider a measure preserving flow with finite length L. If the ERLBO almost stops
increasing after the lth step, that is
|Lz(x; θ, φ1:l)− Lz(x; θ, φ1:l′)| < ,∀l′ ∈ [l + 1, l + 2, . . . , L],
where  is some small constant, then we say that the flow distribution qL(zL;φ) almost converges to
the invariant distribution p(z|x).
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Intuitively, the convergence of Lˆz(x; θ, φ) implies the convergence of the flow to the invariant
distribution in some sense. Formally, we define the convergence of any expectation under the flow
distribution by the following proposition.
Proposition 3. Let qL(z;φ) be the flow distribution of an ergodic measure preserving flow with
invariant measure pi∗(z). The expectation of some measurable function f(z) under qL
EqL [f(z)] =
∫
f(z)qL(z;φ)dz
converges as the length of the flow L increases if and only if
Epi [f(z)] = EqL [f(z)] .
Proof. The convergence of EqL [f(z)] in the length of the flow means the difference
|Eql [f(z)]− EqL [f(z)]| = 0, ∀l ∈ [L+ 1, L+ 2, . . . ),
which implies that
|Epi [f(z)]− EqL [f(z)]| = 0.
Unfortunately, the ERLBO is intractable to compute because the marginal density of qL(zL;φ) is
intractable to compute. However, it is easy to see that if qL(zL;φ) can converge faster to p(z|x) as
with L transformations, the entropy H(ZL) = −
∫
log qL(zL;φ)qL(zL;φ)dzL should be closer to
the entropy of the invariant H(Z) = − ∫ log p(z|x)p(z|x)dz. what we actually want is to optimise
the convergence rate of the flow, rather than the ERLBO, which is simply a proxy loss for the
convergence of the flow. We call such a inference method ergodic inference (EI). Formally, we define
ergodic inference methods as following.
Definition 3.6. An ergodic inference method for the simulation of a distribution P is any method
optimising the parameters of measure preserving transformations of an ergodic measure preserving
flow with finite (adaptive) length whose invariant distribution is P.
The idea of EI is to optimise the convergence rate of the ergodic flow, which is fundamentally different
from VI. To be more specific, the most important question of VI is about how to construct variational
family, but the optimal choice of variational family is determined by your target distribution. In
contrast, the ergodic flow is always tailored for the target and there is a guarantee of convergence to
the target. Because of this, the core of EI is on the optimisation on the convergence rate of ergodic
measure preserving flows.
Intuitively, the optimal flow parameter φ∗1:L = (φ
∗
1, . . . , φ
∗
L) is the collection of the parameters of
each transformation in the flow that optimise the convergence rate of the flow distribution qL(zL)
to p(z|x). Formally, let Φ be the space of flow parameters and the family of the flow distribution
is defined as QL = {qL(z;φ)|φ ∈ Φ}. The optimal flow parameter φ∗ is specified by the flow
distribution qL(z;φ∗) that is the closest to the invariant distribution in total variation distance, that is
φ∗ = argmax
φ∈Φ
||qL(z;φ)− pi(z)||TV.
As mentioned previously, the total variation distance is intractable to compute because it requires
the supremum of the difference over all possible measurable sets. As we have shown, ERLBO is an
alternative loss function for the convergence of the flow to its invariant distribution. But ERLBO is
also intractable to compute. However, any expectation of any tractable measurable function f under
qL is tractable to compute and can be used as a proxy function to optimise the convergence. A natural
choice of f would be the invariant measure density function p(x, z), that is
L(x; θ, qL) = EqL [log pθ(x, z)],
which is essentially the ERLBO without the entropy of qL. Following Proposition 3, the convergence
of L(x; θ, q0) implies
EqL [log pθ(x, z)] = Epθ(z|x)[log pθ(x, z)],
because p(z|x) is the invariant distribution of the flow. Although the convergence of L(x; θ, qL) is
not a sufficient condition for the convergence of the entropy of qL, we claim that L(x; θ, qL) is a
useful proxy for convergence to the invariant measure.
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Assume with the initial distribution q0 is fixed and
L(x; θ, q0) < L(x; θ, qL), ∀qL ∈ QL, (26)
with the loss function L(x; θ, qL), the optimal flow parameter φ∗ is approximated by
φˆ∗ = argmax
φ∈Φ
L(x; θ, qL).
has highest value in Lˆz. The assumption on q0 (26) is important, because it is the sufficient condition
for
L(x; θ, qL) ≤
∫
log p(x, z)p(z|x)dz, ∀qL ∈ QL
with L(x; θ, q∗L) =
∫
log p(x, z)p(z|x)dz only if the flow is sufficient long.
The gradient of Lˆz(x; θ, φ) with respect to the model parameter θ is the same as the gradient
∂θL(x; θ, φ) (19). But, the gradient of Lˆz(x; θ, φ) with respect to the flow parameter φ
∂φL(x; θ, φ) =
∫
[∂φ log p(x, zL(φ))] qL(zL;φ)zL
=
∫
[∂φ log p(x, Tφ,z(z0, r1:L))] q0(z0)
L∏
l=1
µ(rl)dz0dr1:L
does not depend on the sequence of output momenta r′1:L. This is a key difference from ∂φL(x; θ, φ)
(21). This is an important advantage of optimising Lˆz(x; θ, φ) over L(x; θ, φ). In particular, intu-
itively the variance of the term
∏L
l=1 µ(Tφ,r(z0, r1:l)) in (21) grows with the length of the flow L
and the gradient of L(x; θ, φ) with respect to φ can be dominated by this auxiliary term when the
flow is long. In contrast, if we optimise Lˆz(x; θ, φ), there is no such a problem of increasing variance
of gradient with the length of the flow. Because of the ergodicity of MPFs, the longer the flow is the
closer the gradient ∂θLˆz(x; θ, φ) can be to the true gradient ∂θ log p(x; θ).
4 Hamiltonian Measure Preserving Flows
HMC is one of most popular MCMC methods in machine learning research. In this section, we
present a specific measure preserving flow that is closely related to Hamiltonian Monte Carlo (HMC).
Hamiltonian dynamics are well known as measure preserving dynamical system [23]. The original
name of HMC is Hybrid Monte Carlo, because it exploits deterministic simulation of Hamiltonian
dynamics in the stochastic Markov transition kernel to construct ergodic Markov chains.
4.1 Definition
Let x ∈ Rn be the random variable that we want to simulate. HMC requires evaluating the
unnormalized density function p∗(x) and its gradient. Given an auxiliary random variable r ∈ Rn
following distribution µ(r), by construction the stationary distribution of HMC chain is pi(x, r) =
p(x)µ(r). In HMC literature, x and r are often known as potential and momentum variables and the
negative log probabilities of x and r are called the potential energy and kinetic energy functions
U(x)
∆
= − log p∗(x); K(r) ∆= − logµ(r).
The total Hamiltonian energy is defined as
H(x, r)
∆
= U(x) +K(r).
A Hamiltonian dynamic is a dynamical system in phase space (x, r), which is defined as
x˙(t) = ∂rK(r), r˙(t) = −∂xU(x), (27)
where x˙ denotes the derivative of x w.r.t. time t. Hamiltonian dynamics preserve the total Hamiltonian
energy H(x, r), in particular
H˙(x, r) = ∂xU(x)
T x˙ + ∂rK(r)
T r˙ = ∂xU(x)
T∂rK(r)− ∂rK(r)T∂xU(x) = 0. (28)
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We denote the state of the HMC chain at step l by xl. The simulation of HMC kernel KHMC(xl,xl+1)
can be divided into two steps. First, initialise the the position variable as the previous state of the chain
x(0) = xl and sample the momentum r(0) from µ(r). Then, simulate the Hamiltonian dynamics (27)
for a period of time t and return the state of Hamiltonian dynamics as new state of the HMC chain,
that is xl = x(t). The distribution µ(r) is typically Gaussian with zero mean and covariance matrix
Σ. Hamiltonian dynamics of time period t forms a smooth map from (x(0), r(0)) to (x(t), r(t)). We
denote this mapping asH : R2n → R2n.
It is well-known that the mappingH of Hamiltonian dynamics is a measure-preserving transformation.
It is straightforward to verify this using the three conditions of measure preserving transformations in
Section 3.2. First, H is a bijective map because it is deterministic and the state x is unique at all t.
Second, the target measure p∗(x) is preserved, because of the preservation of Hamiltonian energy.
Given any initial state (x(0), r(0)), the density function p(x, r) is constant w.r.t t. That implies
the equality p∗(x(0), r(0)) = p∗(x(t), r(t)) for any t ∈ R. It is well known that the simulation
time t has great influence of the distance between x(0) and x(t) in HMC [22]. Finally, the volume
preservation of H in the phase space is a well known property of Hamiltonian dynamics, that can
be proved by Liouville’s theorem [18, 22]. That implies Lebesgue measure is preserved by the
transformationH. In HMC, the Hamiltonian dynamics are approximated by numeric integrators. The
most popular integrator in HMC is Leapfrog algorithm. Neal [22] shows that Leapfrog integrator
preserves the volume exactly, because it is a composition of shear transformations. Recall that shear
transformations preserve Lebesgue measure, so Leapfrog integrator also preserves Lebesgue measure.
Because we are only interested in the state of x(t) by H, we can simply ignore the momentum
r(t) and denote the projection of H in the space of z by fr : Rn → Rn. We call fr Hamiltonian
measure preserving transformation (HMPT). Following Proposition 1, it is straightforward to show
the marginal pi(x) is preserved by fr.
Proposition 4. If the transformationH : R2n → R2n produced by Hamiltonian dynamics preserves
the measure pi∗(x)µ(r), then the projection ofH in the space of x,
fr : Rn → Rn, r ∼ µ,
preserves the marginal distribution
pi(x) =
pi∗(x)∫
pi∗(x)dx
.
We define the Hamiltonian measure preserving flows by simply reparameterised HMC chains. In
particular, given any initial state x0, the final output from the composition of L HMC kernels,
xL ∼ KLHMC(x0,xL) is exactly the same as the composition of HMPTs fr1 , . . . , frL , that is
xL = frL ◦ · · · ◦ fr1(x0), (29)
where rl is sampled from µ. It is straightforward to interpret the HMC transition kernel KHMC(x,x′)
as HMPT as following: first, sample a deterministic HMPT fr, . . . , frL by sampling the momentum
µ(frl) = N (rl|0,Σl),
then generate xl = frl(xl−1). Generalise this to L-step HMC chains, we have L-step HMPF as (29)
and the complete generative procedure is as following
x0 ∼ q0, (30a)
rl ∼ N (0,Σl), l ∈ {1, . . . , L}, (30b)
xL = frL ◦ · · · ◦ fr1(x0). (30c)
4.2 Implementation of HMPFs for Deep Generative Models
The parameters of HMPFs includes the parameters of initial distribution q0 and the transformation
parameter in the Hamiltonian simulation φ = (φ1, . . . , φL). A natural choice of q0 is independent
Gaussian distribution with mean µ = (µ1 . . . , µn) and variance σ2 = (σ21 , . . . , σ
2
n), where n is
number of dimensions of the sample space. The most popular simulation algorithm of Hamiltonian
dynamics H in HMC is the vanilla Leapfrog integrator. We refer to the tutorial of Neal [22] for
more detailed description of the implementation of Leapfrog algorithm. The Leapfrog algorithm is
16
a numeric integrator, that approximate the Hamiltonian dynamics (27) by iterative procedure with
discretized time ∆t, that is
x(t+ ∆t) = x(t) + ∆tK(r(t)); r(t+ ∆t) = r(t)−∆tU(x(t)).
As we mentioned previously, the flow parameters φ of the transformationH is the total Hamiltonian
simulation time T . Consider fixed number Leapfrog iterations m, the simulation time T can be
reparameterised as the time step size ∆t = T/m. Neal [22] shows that it is possible to use different
∆t for each dimension of the sample space to improve the simulation quality of Leapfrog, so we
consider the flow parameter the lth Hamiltonian simulation in the flow as φl = (∆tl,1, . . . ,∆tl,n).
H
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 L
<latexit sha1_base64="QBnzxxFaJrrJDB6nTfEjrfT7Ba8=">AAAB/ HicbVDNS8MwHE3n15xf1R29BIfgabQi6HHoxYOHCe4D1lLSNN3C0qQkqVDK/Fe8eFDEq3+IN/8b060H3XwQ8njv9yMvL0wZVdpxvq3a2vrG5lZ9u7 Gzu7d/YB8e9ZXIJCY9LJiQwxApwignPU01I8NUEpSEjAzC6U3pDx6JVFTwB52nxE/QmNOYYqSNFNhNLxQsUnliLuilExrcNQK75bSdOeAqcSvSAhW 6gf3lRQJnCeEaM6TUyHVS7RdIaooZmTW8TJEU4Skak5GhHCVE+cU8/AyeGiWCsZDmcA3n6u+NAiWqzGcmE6Qnatkrxf+8UabjK7+gPM004XjxUJwx qAUsm4ARlQRrlhuCsKQmK8QTJBHWpq+yBHf5y6ukf952nbZ7f9HqXFd11MExOAFnwAWXoANuQRf0AAY5eAav4M16sl6sd+tjMVqzqp0m+APr8wcqS pRu</latexit><latexit sha1_base64="QBnzxxFaJrrJDB6nTfEjrfT7Ba8=">AAAB/ HicbVDNS8MwHE3n15xf1R29BIfgabQi6HHoxYOHCe4D1lLSNN3C0qQkqVDK/Fe8eFDEq3+IN/8b060H3XwQ8njv9yMvL0wZVdpxvq3a2vrG5lZ9u7 Gzu7d/YB8e9ZXIJCY9LJiQwxApwignPU01I8NUEpSEjAzC6U3pDx6JVFTwB52nxE/QmNOYYqSNFNhNLxQsUnliLuilExrcNQK75bSdOeAqcSvSAhW 6gf3lRQJnCeEaM6TUyHVS7RdIaooZmTW8TJEU4Skak5GhHCVE+cU8/AyeGiWCsZDmcA3n6u+NAiWqzGcmE6Qnatkrxf+8UabjK7+gPM004XjxUJwx qAUsm4ARlQRrlhuCsKQmK8QTJBHWpq+yBHf5y6ukf952nbZ7f9HqXFd11MExOAFnwAWXoANuQRf0AAY5eAav4M16sl6sd+tjMVqzqp0m+APr8wcqS pRu</latexit><latexit sha1_base64="QBnzxxFaJrrJDB6nTfEjrfT7Ba8=">AAAB/ HicbVDNS8MwHE3n15xf1R29BIfgabQi6HHoxYOHCe4D1lLSNN3C0qQkqVDK/Fe8eFDEq3+IN/8b060H3XwQ8njv9yMvL0wZVdpxvq3a2vrG5lZ9u7 Gzu7d/YB8e9ZXIJCY9LJiQwxApwignPU01I8NUEpSEjAzC6U3pDx6JVFTwB52nxE/QmNOYYqSNFNhNLxQsUnliLuilExrcNQK75bSdOeAqcSvSAhW 6gf3lRQJnCeEaM6TUyHVS7RdIaooZmTW8TJEU4Skak5GhHCVE+cU8/AyeGiWCsZDmcA3n6u+NAiWqzGcmE6Qnatkrxf+8UabjK7+gPM004XjxUJwx qAUsm4ARlQRrlhuCsKQmK8QTJBHWpq+yBHf5y6ukf952nbZ7f9HqXFd11MExOAFnwAWXoANuQRf0AAY5eAav4M16sl6sd+tjMVqzqp0m+APr8wcqS pRu</latexit><latexit sha1_base64="QBnzxxFaJrrJDB6nTfEjrfT7Ba8=">AAAB/ HicbVDNS8MwHE3n15xf1R29BIfgabQi6HHoxYOHCe4D1lLSNN3C0qQkqVDK/Fe8eFDEq3+IN/8b060H3XwQ8njv9yMvL0wZVdpxvq3a2vrG5lZ9u7 Gzu7d/YB8e9ZXIJCY9LJiQwxApwignPU01I8NUEpSEjAzC6U3pDx6JVFTwB52nxE/QmNOYYqSNFNhNLxQsUnliLuilExrcNQK75bSdOeAqcSvSAhW 6gf3lRQJnCeEaM6TUyHVS7RdIaooZmTW8TJEU4Skak5GhHCVE+cU8/AyeGiWCsZDmcA3n6u+NAiWqzGcmE6Qnatkrxf+8UabjK7+gPM004XjxUJwx qAUsm4ARlQRrlhuCsKQmK8QTJBHWpq+yBHf5y6ukf952nbZ7f9HqXFd11MExOAFnwAWXoANuQRf0AAY5eAav4M16sl6sd+tjMVqzqp0m+APr8wcqS pRu</latexit>
 2
<latexit sha1_base64="2uRdRaE G1zMb/mE678Mvbgkd9H0=">AAAB/nicbVBLSwMxGMz6rPW1Kp68BIvgq ewWQY9FLx4r2Ad015LNZtvQPJYkK5Sl4F/x4kERr/4Ob/4bs+0etHUgZJ j5PjKZKGVUG8/7dlZW19Y3Nitb1e2d3b199+Cwo2WmMGljyaTqRUgTRg VpG2oY6aWKIB4x0o3GN4XffSRKUynuzSQlIUdDQROKkbHSwD0OIsliPeH 2goGmQ44eGtWBW/Pq3gxwmfglqYESrYH7FcQSZ5wIgxnSuu97qQlzpAz FjEyrQaZJivAYDUnfUoE40WE+iz+FZ1aJYSKVPcLAmfp7I0dcFwntJEdm pBe9QvzP62cmuQpzKtLMEIHnDyUZg0bCogsYU0WwYRNLEFbUZoV4hBTC xjZWlOAvfnmZdBp136v7dxe15nVZRwWcgFNwDnxwCZrgFrRAG2CQg2fwC t6cJ+fFeXc+5qMrTrlzBP7A+fwBlmmVNw==</latexit><latexit sha1_base64="2uRdRaE G1zMb/mE678Mvbgkd9H0=">AAAB/nicbVBLSwMxGMz6rPW1Kp68BIvgq ewWQY9FLx4r2Ad015LNZtvQPJYkK5Sl4F/x4kERr/4Ob/4bs+0etHUgZJ j5PjKZKGVUG8/7dlZW19Y3Nitb1e2d3b199+Cwo2WmMGljyaTqRUgTRg VpG2oY6aWKIB4x0o3GN4XffSRKUynuzSQlIUdDQROKkbHSwD0OIsliPeH 2goGmQ44eGtWBW/Pq3gxwmfglqYESrYH7FcQSZ5wIgxnSuu97qQlzpAz FjEyrQaZJivAYDUnfUoE40WE+iz+FZ1aJYSKVPcLAmfp7I0dcFwntJEdm pBe9QvzP62cmuQpzKtLMEIHnDyUZg0bCogsYU0WwYRNLEFbUZoV4hBTC xjZWlOAvfnmZdBp136v7dxe15nVZRwWcgFNwDnxwCZrgFrRAG2CQg2fwC t6cJ+fFeXc+5qMrTrlzBP7A+fwBlmmVNw==</latexit><latexit sha1_base64="2uRdRaE G1zMb/mE678Mvbgkd9H0=">AAAB/nicbVBLSwMxGMz6rPW1Kp68BIvgq ewWQY9FLx4r2Ad015LNZtvQPJYkK5Sl4F/x4kERr/4Ob/4bs+0etHUgZJ j5PjKZKGVUG8/7dlZW19Y3Nitb1e2d3b199+Cwo2WmMGljyaTqRUgTRg VpG2oY6aWKIB4x0o3GN4XffSRKUynuzSQlIUdDQROKkbHSwD0OIsliPeH 2goGmQ44eGtWBW/Pq3gxwmfglqYESrYH7FcQSZ5wIgxnSuu97qQlzpAz FjEyrQaZJivAYDUnfUoE40WE+iz+FZ1aJYSKVPcLAmfp7I0dcFwntJEdm pBe9QvzP62cmuQpzKtLMEIHnDyUZg0bCogsYU0WwYRNLEFbUZoV4hBTC xjZWlOAvfnmZdBp136v7dxe15nVZRwWcgFNwDnxwCZrgFrRAG2CQg2fwC t6cJ+fFeXc+5qMrTrlzBP7A+fwBlmmVNw==</latexit><latexit sha1_base64="2uRdRaE G1zMb/mE678Mvbgkd9H0=">AAAB/nicbVBLSwMxGMz6rPW1Kp68BIvgq ewWQY9FLx4r2Ad015LNZtvQPJYkK5Sl4F/x4kERr/4Ob/4bs+0etHUgZJ j5PjKZKGVUG8/7dlZW19Y3Nitb1e2d3b199+Cwo2WmMGljyaTqRUgTRg VpG2oY6aWKIB4x0o3GN4XffSRKUynuzSQlIUdDQROKkbHSwD0OIsliPeH 2goGmQ44eGtWBW/Pq3gxwmfglqYESrYH7FcQSZ5wIgxnSuu97qQlzpAz FjEyrQaZJivAYDUnfUoE40WE+iz+FZ1aJYSKVPcLAmfp7I0dcFwntJEdm pBe9QvzP62cmuQpzKtLMEIHnDyUZg0bCogsYU0WwYRNLEFbUZoV4hBTC xjZWlOAvfnmZdBp136v7dxe15nVZRwWcgFNwDnxwCZrgFrRAG2CQg2fwC t6cJ+fFeXc+5qMrTrlzBP7A+fwBlmmVNw==</latexit>
µ
<latexit sha1_base64="0Ary2e1 It+rGzlt3SM7XIiVXPcs=">AAAB+XicbVDLSgMxFL1TX7W+Rl26CRbBV ZkRQZdFNy4r2Ad0hpLJpG1okhmSTKEM/RM3LhRx65+482/MtLPQ1gMhh3 PuJScnSjnTxvO+ncrG5tb2TnW3trd/cHjkHp90dJIpQtsk4YnqRVhTzi RtG2Y47aWKYhFx2o0m94XfnVKlWSKfzCylocAjyYaMYGOlgesGUcJjPRP 2QoHIagO37jW8BdA68UtShxKtgfsVxAnJBJWGcKx13/dSE+ZYGUY4nde CTNMUkwke0b6lEguqw3yRfI4urBKjYaLskQYt1N8bORa6CGcnBTZjveoV 4n9ePzPD2zBnMs0MlWT50DDjyCSoqAHFTFFi+MwSTBSzWREZY4WJsWUV JfirX14nnauG7zX8x+t6866sowpncA6X4MMNNOEBWtAGAlN4hld4c3Lnx Xl3PpajFafcOYU/cD5/ABOok0Y=</latexit><latexit sha1_base64="0Ary2e1 It+rGzlt3SM7XIiVXPcs=">AAAB+XicbVDLSgMxFL1TX7W+Rl26CRbBV ZkRQZdFNy4r2Ad0hpLJpG1okhmSTKEM/RM3LhRx65+482/MtLPQ1gMhh3 PuJScnSjnTxvO+ncrG5tb2TnW3trd/cHjkHp90dJIpQtsk4YnqRVhTzi RtG2Y47aWKYhFx2o0m94XfnVKlWSKfzCylocAjyYaMYGOlgesGUcJjPRP 2QoHIagO37jW8BdA68UtShxKtgfsVxAnJBJWGcKx13/dSE+ZYGUY4nde CTNMUkwke0b6lEguqw3yRfI4urBKjYaLskQYt1N8bORa6CGcnBTZjveoV 4n9ePzPD2zBnMs0MlWT50DDjyCSoqAHFTFFi+MwSTBSzWREZY4WJsWUV JfirX14nnauG7zX8x+t6866sowpncA6X4MMNNOEBWtAGAlN4hld4c3Lnx Xl3PpajFafcOYU/cD5/ABOok0Y=</latexit><latexit sha1_base64="0Ary2e1 It+rGzlt3SM7XIiVXPcs=">AAAB+XicbVDLSgMxFL1TX7W+Rl26CRbBV ZkRQZdFNy4r2Ad0hpLJpG1okhmSTKEM/RM3LhRx65+482/MtLPQ1gMhh3 PuJScnSjnTxvO+ncrG5tb2TnW3trd/cHjkHp90dJIpQtsk4YnqRVhTzi RtG2Y47aWKYhFx2o0m94XfnVKlWSKfzCylocAjyYaMYGOlgesGUcJjPRP 2QoHIagO37jW8BdA68UtShxKtgfsVxAnJBJWGcKx13/dSE+ZYGUY4nde CTNMUkwke0b6lEguqw3yRfI4urBKjYaLskQYt1N8bORa6CGcnBTZjveoV 4n9ePzPD2zBnMs0MlWT50DDjyCSoqAHFTFFi+MwSTBSzWREZY4WJsWUV JfirX14nnauG7zX8x+t6866sowpncA6X4MMNNOEBWtAGAlN4hld4c3Lnx Xl3PpajFafcOYU/cD5/ABOok0Y=</latexit><latexit sha1_base64="0Ary2e1 It+rGzlt3SM7XIiVXPcs=">AAAB+XicbVDLSgMxFL1TX7W+Rl26CRbBV ZkRQZdFNy4r2Ad0hpLJpG1okhmSTKEM/RM3LhRx65+482/MtLPQ1gMhh3 PuJScnSjnTxvO+ncrG5tb2TnW3trd/cHjkHp90dJIpQtsk4YnqRVhTzi RtG2Y47aWKYhFx2o0m94XfnVKlWSKfzCylocAjyYaMYGOlgesGUcJjPRP 2QoHIagO37jW8BdA68UtShxKtgfsVxAnJBJWGcKx13/dSE+ZYGUY4nde CTNMUkwke0b6lEguqw3yRfI4urBKjYaLskQYt1N8bORa6CGcnBTZjveoV 4n9ePzPD2zBnMs0MlWT50DDjyCSoqAHFTFFi+MwSTBSzWREZY4WJsWUV JfirX14nnauG7zX8x+t6866sowpncA6X4MMNNOEBWtAGAlN4hld4c3Lnx Xl3PpajFafcOYU/cD5/ABOok0Y=</latexit>
flow
params
stochastic
units
deterministic
units(Leapfrog) fr1<latexit sha1_base64="rQcnykH1rpzVAabblumBvC4+VDY=">AAAB+XicbVBNS8NAFHyp X7V+RT16WSyCp5KIoMeiF48VTFtoQ9hsN+3SzSbsbgol5J948aCIV/+JN/+NmzYHbR1YGGbe481OmHKmtON8W7WNza3tnfpuY2//4PDIPj7pqiSThHok4Ynsh1hRzgT1NNOc9lNJcRxy2gu n96Xfm1GpWCKe9DylfozHgkWMYG2kwLajIB/GWE/CKJdF4BaB3XRazgJonbgVaUKFTmB/DUcJyWIqNOFYqYHrpNrPsdSMcFo0hpmiKSZTPKYDQwWOqfLzRfICXRhlhKJEmic0Wqi/N3IcKz WPQzNZhlSrXin+5w0yHd36ORNppqkgy0NRxpFOUFkDGjFJieZzQzCRzGRFZIIlJtqU1TAluKtfXifdq5brtNzH62b7rqqjDmdwDpfgwg204QE64AGBGTzDK7xZufVivVsfy9GaVe2cwh9Yn z/l0pPQ</latexit><latexit sha1_base64="rQcnykH1rpzVAabblumBvC4+VDY=">AAAB+XicbVBNS8NAFHyp X7V+RT16WSyCp5KIoMeiF48VTFtoQ9hsN+3SzSbsbgol5J948aCIV/+JN/+NmzYHbR1YGGbe481OmHKmtON8W7WNza3tnfpuY2//4PDIPj7pqiSThHok4Ynsh1hRzgT1NNOc9lNJcRxy2gu n96Xfm1GpWCKe9DylfozHgkWMYG2kwLajIB/GWE/CKJdF4BaB3XRazgJonbgVaUKFTmB/DUcJyWIqNOFYqYHrpNrPsdSMcFo0hpmiKSZTPKYDQwWOqfLzRfICXRhlhKJEmic0Wqi/N3IcKz WPQzNZhlSrXin+5w0yHd36ORNppqkgy0NRxpFOUFkDGjFJieZzQzCRzGRFZIIlJtqU1TAluKtfXifdq5brtNzH62b7rqqjDmdwDpfgwg204QE64AGBGTzDK7xZufVivVsfy9GaVe2cwh9Yn z/l0pPQ</latexit><latexit sha1_base64="rQcnykH1rpzVAabblumBvC4+VDY=">AAAB+XicbVBNS8NAFHyp X7V+RT16WSyCp5KIoMeiF48VTFtoQ9hsN+3SzSbsbgol5J948aCIV/+JN/+NmzYHbR1YGGbe481OmHKmtON8W7WNza3tnfpuY2//4PDIPj7pqiSThHok4Ynsh1hRzgT1NNOc9lNJcRxy2gu n96Xfm1GpWCKe9DylfozHgkWMYG2kwLajIB/GWE/CKJdF4BaB3XRazgJonbgVaUKFTmB/DUcJyWIqNOFYqYHrpNrPsdSMcFo0hpmiKSZTPKYDQwWOqfLzRfICXRhlhKJEmic0Wqi/N3IcKz WPQzNZhlSrXin+5w0yHd36ORNppqkgy0NRxpFOUFkDGjFJieZzQzCRzGRFZIIlJtqU1TAluKtfXifdq5brtNzH62b7rqqjDmdwDpfgwg204QE64AGBGTzDK7xZufVivVsfy9GaVe2cwh9Yn z/l0pPQ</latexit><latexit sha1_base64="rQcnykH1rpzVAabblumBvC4+VDY=">AAAB+XicbVBNS8NAFHyp X7V+RT16WSyCp5KIoMeiF48VTFtoQ9hsN+3SzSbsbgol5J948aCIV/+JN/+NmzYHbR1YGGbe481OmHKmtON8W7WNza3tnfpuY2//4PDIPj7pqiSThHok4Ynsh1hRzgT1NNOc9lNJcRxy2gu n96Xfm1GpWCKe9DylfozHgkWMYG2kwLajIB/GWE/CKJdF4BaB3XRazgJonbgVaUKFTmB/DUcJyWIqNOFYqYHrpNrPsdSMcFo0hpmiKSZTPKYDQwWOqfLzRfICXRhlhKJEmic0Wqi/N3IcKz WPQzNZhlSrXin+5w0yHd36ORNppqkgy0NRxpFOUFkDGjFJieZzQzCRzGRFZIIlJtqU1TAluKtfXifdq5brtNzH62b7rqqjDmdwDpfgwg204QE64AGBGTzDK7xZufVivVsfy9GaVe2cwh9Yn z/l0pPQ</latexit> frL
<latexit sha1_base64="2mkesAUJS2TbWpuXzN+6tuM1/aw=">AAAB+XicbVDLSsNAFL2p r1pfUZduBovgqiQi1GXRjQsXFewD2hAm00k7dDIJM5NCCfkTNy4UceufuPNvnLRZaOuBgcM593LPnCDhTGnH+bYqG5tb2zvV3dre/sHhkX180lVxKgntkJjHsh9gRTkTtKOZ5rSfSIqjgNN eML0r/N6MSsVi8aTnCfUiPBYsZARrI/m2HfrZMMJ6EoSZzP2H3LfrTsNZAK0TtyR1KNH27a/hKCZpRIUmHCs1cJ1EexmWmhFO89owVTTBZIrHdGCowBFVXrZInqMLo4xQGEvzhEYL9fdGhi Ol5lFgJouQatUrxP+8QarDGy9jIkk1FWR5KEw50jEqakAjJinRfG4IJpKZrIhMsMREm7JqpgR39cvrpHvVcJ2G+3hdb92WdVThDM7hElxoQgvuoQ0dIDCDZ3iFNyuzXqx362M5WrHKnVP4A +vzBw7ok+s=</latexit><latexit sha1_base64="2mkesAUJS2TbWpuXzN+6tuM1/aw=">AAAB+XicbVDLSsNAFL2p r1pfUZduBovgqiQi1GXRjQsXFewD2hAm00k7dDIJM5NCCfkTNy4UceufuPNvnLRZaOuBgcM593LPnCDhTGnH+bYqG5tb2zvV3dre/sHhkX180lVxKgntkJjHsh9gRTkTtKOZ5rSfSIqjgNN eML0r/N6MSsVi8aTnCfUiPBYsZARrI/m2HfrZMMJ6EoSZzP2H3LfrTsNZAK0TtyR1KNH27a/hKCZpRIUmHCs1cJ1EexmWmhFO89owVTTBZIrHdGCowBFVXrZInqMLo4xQGEvzhEYL9fdGhi Ol5lFgJouQatUrxP+8QarDGy9jIkk1FWR5KEw50jEqakAjJinRfG4IJpKZrIhMsMREm7JqpgR39cvrpHvVcJ2G+3hdb92WdVThDM7hElxoQgvuoQ0dIDCDZ3iFNyuzXqx362M5WrHKnVP4A +vzBw7ok+s=</latexit><latexit sha1_base64="2mkesAUJS2TbWpuXzN+6tuM1/aw=">AAAB+XicbVDLSsNAFL2p r1pfUZduBovgqiQi1GXRjQsXFewD2hAm00k7dDIJM5NCCfkTNy4UceufuPNvnLRZaOuBgcM593LPnCDhTGnH+bYqG5tb2zvV3dre/sHhkX180lVxKgntkJjHsh9gRTkTtKOZ5rSfSIqjgNN eML0r/N6MSsVi8aTnCfUiPBYsZARrI/m2HfrZMMJ6EoSZzP2H3LfrTsNZAK0TtyR1KNH27a/hKCZpRIUmHCs1cJ1EexmWmhFO89owVTTBZIrHdGCowBFVXrZInqMLo4xQGEvzhEYL9fdGhi Ol5lFgJouQatUrxP+8QarDGy9jIkk1FWR5KEw50jEqakAjJinRfG4IJpKZrIhMsMREm7JqpgR39cvrpHvVcJ2G+3hdb92WdVThDM7hElxoQgvuoQ0dIDCDZ3iFNyuzXqx362M5WrHKnVP4A +vzBw7ok+s=</latexit><latexit sha1_base64="2mkesAUJS2TbWpuXzN+6tuM1/aw=">AAAB+XicbVDLSsNAFL2p r1pfUZduBovgqiQi1GXRjQsXFewD2hAm00k7dDIJM5NCCfkTNy4UceufuPNvnLRZaOuBgcM593LPnCDhTGnH+bYqG5tb2zvV3dre/sHhkX180lVxKgntkJjHsh9gRTkTtKOZ5rSfSIqjgNN eML0r/N6MSsVi8aTnCfUiPBYsZARrI/m2HfrZMMJ6EoSZzP2H3LfrTsNZAK0TtyR1KNH27a/hKCZpRIUmHCs1cJ1EexmWmhFO89owVTTBZIrHdGCowBFVXrZInqMLo4xQGEvzhEYL9fdGhi Ol5lFgJouQatUrxP+8QarDGy9jIkk1FWR5KEw50jEqakAjJinRfG4IJpKZrIhMsMREm7JqpgR39cvrpHvVcJ2G+3hdb92WdVThDM7hElxoQgvuoQ0dIDCDZ3iFNyuzXqx362M5WrHKnVP4A +vzBw7ok+s=</latexit>
 
<latexit sha1_base64="IhzspML qi1iboVGYzP7/8SH350I=">AAAB+nicbVC7TsMwFL0pr1JeKYwsFhUSU 5UgJBgrWBiLRB9SE1WO47RWHSeyHVAV+iksDCDEypew8Tc4bQZoOZLlo3 PulY9PkHKmtON8W5W19Y3Nrep2bWd3b//Arh92VZJJQjsk4YnsB1hRzg TtaKY57aeS4jjgtBdMbgq/90ClYom419OU+jEeCRYxgrWRhnbdCxIeqml sLuSlY1Yb2g2n6cyBVolbkgaUaA/tLy9MSBZToQnHSg1cJ9V+jqVmhNN ZzcsUTTGZ4BEdGCpwTJWfz6PP0KlRQhQl0hyh0Vz9vZHjWBXpzGSM9Vgt e4X4nzfIdHTl50ykmaaCLB6KMo50gooeUMgkJZpPDcFEMpMVkTGWmGjT VlGCu/zlVdI9b7pO0727aLSuyzqqcAwncAYuXEILbqENHSDwCM/wCm/Wk /VivVsfi9GKVe4cwR9Ynz/PDpOv</latexit><latexit sha1_base64="IhzspML qi1iboVGYzP7/8SH350I=">AAAB+nicbVC7TsMwFL0pr1JeKYwsFhUSU 5UgJBgrWBiLRB9SE1WO47RWHSeyHVAV+iksDCDEypew8Tc4bQZoOZLlo3 PulY9PkHKmtON8W5W19Y3Nrep2bWd3b//Arh92VZJJQjsk4YnsB1hRzg TtaKY57aeS4jjgtBdMbgq/90ClYom419OU+jEeCRYxgrWRhnbdCxIeqml sLuSlY1Yb2g2n6cyBVolbkgaUaA/tLy9MSBZToQnHSg1cJ9V+jqVmhNN ZzcsUTTGZ4BEdGCpwTJWfz6PP0KlRQhQl0hyh0Vz9vZHjWBXpzGSM9Vgt e4X4nzfIdHTl50ykmaaCLB6KMo50gooeUMgkJZpPDcFEMpMVkTGWmGjT VlGCu/zlVdI9b7pO0727aLSuyzqqcAwncAYuXEILbqENHSDwCM/wCm/Wk /VivVsfi9GKVe4cwR9Ynz/PDpOv</latexit><latexit sha1_base64="IhzspML qi1iboVGYzP7/8SH350I=">AAAB+nicbVC7TsMwFL0pr1JeKYwsFhUSU 5UgJBgrWBiLRB9SE1WO47RWHSeyHVAV+iksDCDEypew8Tc4bQZoOZLlo3 PulY9PkHKmtON8W5W19Y3Nrep2bWd3b//Arh92VZJJQjsk4YnsB1hRzg TtaKY57aeS4jjgtBdMbgq/90ClYom419OU+jEeCRYxgrWRhnbdCxIeqml sLuSlY1Yb2g2n6cyBVolbkgaUaA/tLy9MSBZToQnHSg1cJ9V+jqVmhNN ZzcsUTTGZ4BEdGCpwTJWfz6PP0KlRQhQl0hyh0Vz9vZHjWBXpzGSM9Vgt e4X4nzfIdHTl50ykmaaCLB6KMo50gooeUMgkJZpPDcFEMpMVkTGWmGjT VlGCu/zlVdI9b7pO0727aLSuyzqqcAwncAYuXEILbqENHSDwCM/wCm/Wk /VivVsfi9GKVe4cwR9Ynz/PDpOv</latexit><latexit sha1_base64="IhzspML qi1iboVGYzP7/8SH350I=">AAAB+nicbVC7TsMwFL0pr1JeKYwsFhUSU 5UgJBgrWBiLRB9SE1WO47RWHSeyHVAV+iksDCDEypew8Tc4bQZoOZLlo3 PulY9PkHKmtON8W5W19Y3Nrep2bWd3b//Arh92VZJJQjsk4YnsB1hRzg TtaKY57aeS4jjgtBdMbgq/90ClYom419OU+jEeCRYxgrWRhnbdCxIeqml sLuSlY1Yb2g2n6cyBVolbkgaUaA/tLy9MSBZToQnHSg1cJ9V+jqVmhNN ZzcsUTTGZ4BEdGCpwTJWfz6PP0KlRQhQl0hyh0Vz9vZHjWBXpzGSM9Vgt e4X4nzfIdHTl50ykmaaCLB6KMo50gooeUMgkJZpPDcFEMpMVkTGWmGjT VlGCu/zlVdI9b7pO0727aLSuyzqqcAwncAYuXEILbqENHSDwCM/wCm/Wk /VivVsfi9GKVe4cwR9Ynz/PDpOv</latexit>
N
<latexit sha1_base64="EfBRjRqu0R2qVXC5kPfTwkrVWMk=">AAAB8nicbVDLSsNAFL2 pr1pfVZdugkVwVRIRdFl040oq2Ae0oUymk3boZCbM3Agl9DPcuFDErV/jzr9x0mahrQcGDufcy5x7wkRwg5737ZTW1jc2t8rblZ3dvf2D6uFR26hUU9aiSijdDYlhgkvWQo6CdRPNSBwK 1gknt7nfeWLacCUfcZqwICYjySNOCVqp148JjikR2f1sUK15dW8Od5X4BalBgeag+tUfKprGTCIVxJie7yUYZEQjp4LNKv3UsITQCRmxnqWSxMwE2TzyzD2zytCNlLZPojtXf29kJDZmGo d2Mo9olr1c/M/rpRhdBxmXSYpM0sVHUSpcVG5+vzvkmlEUU0sI1dxmdemYaELRtlSxJfjLJ6+S9kXd9+r+w2WtcVPUUYYTOIVz8OEKGnAHTWgBBQXP8ApvDjovzrvzsRgtOcXOMfyB8/k DhA+RZA==</latexit><latexit sha1_base64="EfBRjRqu0R2qVXC5kPfTwkrVWMk=">AAAB8nicbVDLSsNAFL2 pr1pfVZdugkVwVRIRdFl040oq2Ae0oUymk3boZCbM3Agl9DPcuFDErV/jzr9x0mahrQcGDufcy5x7wkRwg5737ZTW1jc2t8rblZ3dvf2D6uFR26hUU9aiSijdDYlhgkvWQo6CdRPNSBwK 1gknt7nfeWLacCUfcZqwICYjySNOCVqp148JjikR2f1sUK15dW8Od5X4BalBgeag+tUfKprGTCIVxJie7yUYZEQjp4LNKv3UsITQCRmxnqWSxMwE2TzyzD2zytCNlLZPojtXf29kJDZmGo d2Mo9olr1c/M/rpRhdBxmXSYpM0sVHUSpcVG5+vzvkmlEUU0sI1dxmdemYaELRtlSxJfjLJ6+S9kXd9+r+w2WtcVPUUYYTOIVz8OEKGnAHTWgBBQXP8ApvDjovzrvzsRgtOcXOMfyB8/k DhA+RZA==</latexit><latexit sha1_base64="EfBRjRqu0R2qVXC5kPfTwkrVWMk=">AAAB8nicbVDLSsNAFL2 pr1pfVZdugkVwVRIRdFl040oq2Ae0oUymk3boZCbM3Agl9DPcuFDErV/jzr9x0mahrQcGDufcy5x7wkRwg5737ZTW1jc2t8rblZ3dvf2D6uFR26hUU9aiSijdDYlhgkvWQo6CdRPNSBwK 1gknt7nfeWLacCUfcZqwICYjySNOCVqp148JjikR2f1sUK15dW8Od5X4BalBgeag+tUfKprGTCIVxJie7yUYZEQjp4LNKv3UsITQCRmxnqWSxMwE2TzyzD2zytCNlLZPojtXf29kJDZmGo d2Mo9olr1c/M/rpRhdBxmXSYpM0sVHUSpcVG5+vzvkmlEUU0sI1dxmdemYaELRtlSxJfjLJ6+S9kXd9+r+w2WtcVPUUYYTOIVz8OEKGnAHTWgBBQXP8ApvDjovzrvzsRgtOcXOMfyB8/k DhA+RZA==</latexit><latexit sha1_base64="EfBRjRqu0R2qVXC5kPfTwkrVWMk=">AAAB8nicbVDLSsNAFL2 pr1pfVZdugkVwVRIRdFl040oq2Ae0oUymk3boZCbM3Agl9DPcuFDErV/jzr9x0mahrQcGDufcy5x7wkRwg5737ZTW1jc2t8rblZ3dvf2D6uFR26hUU9aiSijdDYlhgkvWQo6CdRPNSBwK 1gknt7nfeWLacCUfcZqwICYjySNOCVqp148JjikR2f1sUK15dW8Od5X4BalBgeag+tUfKprGTCIVxJie7yUYZEQjp4LNKv3UsITQCRmxnqWSxMwE2TzyzD2zytCNlLZPojtXf29kJDZmGo d2Mo9olr1c/M/rpRhdBxmXSYpM0sVHUSpcVG5+vzvkmlEUU0sI1dxmdemYaELRtlSxJfjLJ6+S9kXd9+r+w2WtcVPUUYYTOIVz8OEKGnAHTWgBBQXP8ApvDjovzrvzsRgtOcXOMfyB8/k DhA+RZA==</latexit>
N
<latexit sha1_base64="EfBRjRqu0R2qVXC5kPfTwkrVWMk=">AAAB8nicbVDLSsNAFL2 pr1pfVZdugkVwVRIRdFl040oq2Ae0oUymk3boZCbM3Agl9DPcuFDErV/jzr9x0mahrQcGDufcy5x7wkRwg5737ZTW1jc2t8rblZ3dvf2D6uFR26hUU9aiSijdDYlhgkvWQo6CdRPNSBwK 1gknt7nfeWLacCUfcZqwICYjySNOCVqp148JjikR2f1sUK15dW8Od5X4BalBgeag+tUfKprGTCIVxJie7yUYZEQjp4LNKv3UsITQCRmxnqWSxMwE2TzyzD2zytCNlLZPojtXf29kJDZmGo d2Mo9olr1c/M/rpRhdBxmXSYpM0sVHUSpcVG5+vzvkmlEUU0sI1dxmdemYaELRtlSxJfjLJ6+S9kXd9+r+w2WtcVPUUYYTOIVz8OEKGnAHTWgBBQXP8ApvDjovzrvzsRgtOcXOMfyB8/k DhA+RZA==</latexit><latexit sha1_base64="EfBRjRqu0R2qVXC5kPfTwkrVWMk=">AAAB8nicbVDLSsNAFL2 pr1pfVZdugkVwVRIRdFl040oq2Ae0oUymk3boZCbM3Agl9DPcuFDErV/jzr9x0mahrQcGDufcy5x7wkRwg5737ZTW1jc2t8rblZ3dvf2D6uFR26hUU9aiSijdDYlhgkvWQo6CdRPNSBwK 1gknt7nfeWLacCUfcZqwICYjySNOCVqp148JjikR2f1sUK15dW8Od5X4BalBgeag+tUfKprGTCIVxJie7yUYZEQjp4LNKv3UsITQCRmxnqWSxMwE2TzyzD2zytCNlLZPojtXf29kJDZmGo d2Mo9olr1c/M/rpRhdBxmXSYpM0sVHUSpcVG5+vzvkmlEUU0sI1dxmdemYaELRtlSxJfjLJ6+S9kXd9+r+w2WtcVPUUYYTOIVz8OEKGnAHTWgBBQXP8ApvDjovzrvzsRgtOcXOMfyB8/k DhA+RZA==</latexit><latexit sha1_base64="EfBRjRqu0R2qVXC5kPfTwkrVWMk=">AAAB8nicbVDLSsNAFL2 pr1pfVZdugkVwVRIRdFl040oq2Ae0oUymk3boZCbM3Agl9DPcuFDErV/jzr9x0mahrQcGDufcy5x7wkRwg5737ZTW1jc2t8rblZ3dvf2D6uFR26hUU9aiSijdDYlhgkvWQo6CdRPNSBwK 1gknt7nfeWLacCUfcZqwICYjySNOCVqp148JjikR2f1sUK15dW8Od5X4BalBgeag+tUfKprGTCIVxJie7yUYZEQjp4LNKv3UsITQCRmxnqWSxMwE2TzyzD2zytCNlLZPojtXf29kJDZmGo d2Mo9olr1c/M/rpRhdBxmXSYpM0sVHUSpcVG5+vzvkmlEUU0sI1dxmdemYaELRtlSxJfjLJ6+S9kXd9+r+w2WtcVPUUYYTOIVz8OEKGnAHTWgBBQXP8ApvDjovzrvzsRgtOcXOMfyB8/k DhA+RZA==</latexit><latexit sha1_base64="EfBRjRqu0R2qVXC5kPfTwkrVWMk=">AAAB8nicbVDLSsNAFL2 pr1pfVZdugkVwVRIRdFl040oq2Ae0oUymk3boZCbM3Agl9DPcuFDErV/jzr9x0mahrQcGDufcy5x7wkRwg5737ZTW1jc2t8rblZ3dvf2D6uFR26hUU9aiSijdDYlhgkvWQo6CdRPNSBwK 1gknt7nfeWLacCUfcZqwICYjySNOCVqp148JjikR2f1sUK15dW8Od5X4BalBgeag+tUfKprGTCIVxJie7yUYZEQjp4LNKv3UsITQCRmxnqWSxMwE2TzyzD2zytCNlLZPojtXf29kJDZmGo d2Mo9olr1c/M/rpRhdBxmXSYpM0sVHUSpcVG5+vzvkmlEUU0sI1dxmdemYaELRtlSxJfjLJ6+S9kXd9+r+w2WtcVPUUYYTOIVz8OEKGnAHTWgBBQXP8ApvDjovzrvzsRgtOcXOMfyB8/k DhA+RZA==</latexit>
{
<latexit sha1_base64="RG03HEwJX1WBjc+2nWlsTV1XmgQ=">AAAB6XicbVBNS8NAEJ3Ur1q/oh69LBbBU0lE0GPRi8cq9gPaUDbbSbt0swm7G6GE/gMvHhTx6j/y5r9x2+agrQ8GHu/NMDMvTAXXxvO+ndLa+sbmVnm7srO7t3/gHh61dJIphk2WiER1QqpRcIlNw43ATqqQxqHAdji+nfntJ1SaJ/LRTFIMYjqUPOKMGis99PK+W/Vq3hxklfgFqUKBRt/96g0SlsUoDRNU667vpSbIqTKcCZxWepnGlLIxHWLXUklj1EE+v3RKzqwyIFGibElD5urviZzGWk/i0HbG1Iz0sjcT//O6mYmug5zLNDMo2WJRlAliEjJ7mwy4QmbExBLKFLe3EjaiijJjw6nYEPzll1dJ66LmezX//rJavyniKMMJnMI5+HAFdbiDBjSBQQTP8Apvzth5cd6dj0VrySlmjuEPnM8fm4SNZQ==</latexit><latexit sha1_base64="RG03HEwJX1WBjc+2nWlsTV1XmgQ=">AAAB6XicbVBNS8NAEJ3Ur1q/oh69LBbBU0lE0GPRi8cq9gPaUDbbSbt0swm7G6GE/gMvHhTx6j/y5r9x2+agrQ8GHu/NMDMvTAXXxvO+ndLa+sbmVnm7srO7t3/gHh61dJIphk2WiER1QqpRcIlNw43ATqqQxqHAdji+nfntJ1SaJ/LRTFIMYjqUPOKMGis99PK+W/Vq3hxklfgFqUKBRt/96g0SlsUoDRNU667vpSbIqTKcCZxWepnGlLIxHWLXUklj1EE+v3RKzqwyIFGibElD5urviZzGWk/i0HbG1Iz0sjcT//O6mYmug5zLNDMo2WJRlAliEjJ7mwy4QmbExBLKFLe3EjaiijJjw6nYEPzll1dJ66LmezX//rJavyniKMMJnMI5+HAFdbiDBjSBQQTP8Apvzth5cd6dj0VrySlmjuEPnM8fm4SNZQ==</latexit><latexit sha1_base64="RG03HEwJX1WBjc+2nWlsTV1XmgQ=">AAAB6XicbVBNS8NAEJ3Ur1q/oh69LBbBU0lE0GPRi8cq9gPaUDbbSbt0swm7G6GE/gMvHhTx6j/y5r9x2+agrQ8GHu/NMDMvTAXXxvO+ndLa+sbmVnm7srO7t3/gHh61dJIphk2WiER1QqpRcIlNw43ATqqQxqHAdji+nfntJ1SaJ/LRTFIMYjqUPOKMGis99PK+W/Vq3hxklfgFqUKBRt/96g0SlsUoDRNU667vpSbIqTKcCZxWepnGlLIxHWLXUklj1EE+v3RKzqwyIFGibElD5urviZzGWk/i0HbG1Iz0sjcT//O6mYmug5zLNDMo2WJRlAliEjJ7mwy4QmbExBLKFLe3EjaiijJjw6nYEPzll1dJ66LmezX//rJavyniKMMJnMI5+HAFdbiDBjSBQQTP8Apvzth5cd6dj0VrySlmjuEPnM8fm4SNZQ==</latexit><latexit sha1_base64="RG03HEwJX1WBjc+2nWlsTV1XmgQ=">AAAB6XicbVBNS8NAEJ3Ur1q/oh69LBbBU0lE0GPRi8cq9gPaUDbbSbt0swm7G6GE/gMvHhTx6j/y5r9x2+agrQ8GHu/NMDMvTAXXxvO+ndLa+sbmVnm7srO7t3/gHh61dJIphk2WiER1QqpRcIlNw43ATqqQxqHAdji+nfntJ1SaJ/LRTFIMYjqUPOKMGis99PK+W/Vq3hxklfgFqUKBRt/96g0SlsUoDRNU667vpSbIqTKcCZxWepnGlLIxHWLXUklj1EE+v3RKzqwyIFGibElD5urviZzGWk/i0HbG1Iz0sjcT//O6mYmug5zLNDMo2WJRlAliEjJ7mwy4QmbExBLKFLe3EjaiijJjw6nYEPzll1dJ66LmezX//rJavyniKMMJnMI5+HAFdbiDBjSBQQTP8Apvzth5cd6dj0VrySlmjuEPnM8fm4SNZQ==</latexit>
U(x; ✓)
<latexit sha1_base64="Z8CyNatn6P+ERDltrYdxgFGPqQI=">AAAB/ XicbVDLSsNAFJ3UV62v+Ni5CRahbkoigoKbohuXFUxbaEKZTCft0MkkzNyINRR/xY0LRdz6H+78GydtFtp6YOBwzr3cMydIOFNg299GaWl5ZXWtvF 7Z2Nza3jF391oqTiWhLol5LDsBVpQzQV1gwGknkRRHAaftYHSd++17KhWLxR2ME+pHeCBYyAgGLfXMA7fmRRiGQZg9TC49GFLAJz2zatftKaxF4hS kigo0e+aX149JGlEBhGOluo6dgJ9hCYxwOql4qaIJJiM8oF1NBY6o8rNp+ol1rJW+FcZSPwHWVP29keFIqXEU6Mk8qZr3cvE/r5tCeOFnTCQpUEFm h8KUWxBbeRVWn0lKgI81wUQyndUiQywxAV1YRZfgzH95kbRO645dd27Pqo2roo4yOkRHqIYcdI4a6AY1kYsIekTP6BW9GU/Gi/FufMxGS0axs4/+w Pj8ASbzlQQ=</latexit><latexit sha1_base64="Z8CyNatn6P+ERDltrYdxgFGPqQI=">AAAB/ XicbVDLSsNAFJ3UV62v+Ni5CRahbkoigoKbohuXFUxbaEKZTCft0MkkzNyINRR/xY0LRdz6H+78GydtFtp6YOBwzr3cMydIOFNg299GaWl5ZXWtvF 7Z2Nza3jF391oqTiWhLol5LDsBVpQzQV1gwGknkRRHAaftYHSd++17KhWLxR2ME+pHeCBYyAgGLfXMA7fmRRiGQZg9TC49GFLAJz2zatftKaxF4hS kigo0e+aX149JGlEBhGOluo6dgJ9hCYxwOql4qaIJJiM8oF1NBY6o8rNp+ol1rJW+FcZSPwHWVP29keFIqXEU6Mk8qZr3cvE/r5tCeOFnTCQpUEFm h8KUWxBbeRVWn0lKgI81wUQyndUiQywxAV1YRZfgzH95kbRO645dd27Pqo2roo4yOkRHqIYcdI4a6AY1kYsIekTP6BW9GU/Gi/FufMxGS0axs4/+w Pj8ASbzlQQ=</latexit><latexit sha1_base64="Z8CyNatn6P+ERDltrYdxgFGPqQI=">AAAB/ XicbVDLSsNAFJ3UV62v+Ni5CRahbkoigoKbohuXFUxbaEKZTCft0MkkzNyINRR/xY0LRdz6H+78GydtFtp6YOBwzr3cMydIOFNg299GaWl5ZXWtvF 7Z2Nza3jF391oqTiWhLol5LDsBVpQzQV1gwGknkRRHAaftYHSd++17KhWLxR2ME+pHeCBYyAgGLfXMA7fmRRiGQZg9TC49GFLAJz2zatftKaxF4hS kigo0e+aX149JGlEBhGOluo6dgJ9hCYxwOql4qaIJJiM8oF1NBY6o8rNp+ol1rJW+FcZSPwHWVP29keFIqXEU6Mk8qZr3cvE/r5tCeOFnTCQpUEFm h8KUWxBbeRVWn0lKgI81wUQyndUiQywxAV1YRZfgzH95kbRO645dd27Pqo2roo4yOkRHqIYcdI4a6AY1kYsIekTP6BW9GU/Gi/FufMxGS0axs4/+w Pj8ASbzlQQ=</latexit><latexit sha1_base64="Z8CyNatn6P+ERDltrYdxgFGPqQI=">AAAB/ XicbVDLSsNAFJ3UV62v+Ni5CRahbkoigoKbohuXFUxbaEKZTCft0MkkzNyINRR/xY0LRdz6H+78GydtFtp6YOBwzr3cMydIOFNg299GaWl5ZXWtvF 7Z2Nza3jF391oqTiWhLol5LDsBVpQzQV1gwGknkRRHAaftYHSd++17KhWLxR2ME+pHeCBYyAgGLfXMA7fmRRiGQZg9TC49GFLAJz2zatftKaxF4hS kigo0e+aX149JGlEBhGOluo6dgJ9hCYxwOql4qaIJJiM8oF1NBY6o8rNp+ol1rJW+FcZSPwHWVP29keFIqXEU6Mk8qZr3cvE/r5tCeOFnTCQpUEFm h8KUWxBbeRVWn0lKgI81wUQyndUiQywxAV1YRZfgzH95kbRO645dd27Pqo2roo4yOkRHqIYcdI4a6AY1kYsIekTP6BW9GU/Gi/FufMxGS0axs4/+w Pj8ASbzlQQ=</latexit>
decoder
params
{
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Figure 1: The computational graph of Hamiltonian measure preserving flows. N denotes generating
momentum from standard normal distribution. H denotes the Leapfrog simulation of Hamiltonian
dynamics. Momentum generation and Leapfrog together form the Hamiltonian measure preserving
transformation fr. This computational graph is exactly the same as HMC. The step sizes used in
Leapfrog simulation HMPTs are independent, but in HMC step size is typically fixed after burn-in.
Algorithm 1: Ergodic Inference on Hamiltonian Measure Preserving Flow.
input :potential function: U(z; x, θ), dataset: D
output :optimal decoder parameter: θ∗, flow parameter: φ∗
initialize θ and φ;
while not converged do
x←− next mini-batch from D;
z0 ∼ N (µ, σ2);
/* This is the start of simulation of HMPF: frL ◦ · · · ◦ fr1(z0) */
for l = 1, . . . , L do
r ∼ N (0, 1);
zl ←− H(zl−1, r;U(z; x, θ), φl); /* Leapfrog simulation */
end
/* The end of simulation of HMPF */
Lˆ(x; θ, qφ)←− U(zL; x, θ); /* single sample Monte Approx of L(x; θ, qφ) */
θ ←− θ − ∂θLˆ(x; θ, qφ);
φ←− φ− ∂φLˆ(x; θ, qφ);
end
It is worth clarifying here that we do not include Metropolis- Hastings (MH) correction steps in
our method, and moreover, that it is not necessary to. One reason for this is that the MH steps are
included in MCMC methods to ensure asymptotic convergence to the correct target. In contrast, we
are operating in the finite-length regime, and are not concerned with generating perfectly-unbiased
samples - we simply want the MPF to be as close to the target measure as possible, and it is not
17
immediately clear that MH steps would help with this. Another (more practical) reason for this is
to simplify the procedure for calculating gradients of the ELBO. In practice, we find that MPFs
can converge very well by simply reducing scale of discretised time step compensating with more
Leapfrog iterations. See the results in Section 6.2.
For an overview of the implementation details, we present the computational graph of the simulation
of HMPFs in Figure 1 and the pseudo code of ergodic inference on HMPFs in Algorithm 1.
5 Related Work
The recent interest in training deep generative models has been a great motivation for efficient stochas-
tic inference methods on large scale datasets. Many promising results come from hybrid inference
methods that combine MCMC and variational inference, which has attracted increasing attention.
Salimans et al. [29] proposed an interesting idea to achieve tighter variational lower bound by con-
structing flexible approximate distribution from MCMC chains. Following this idea, they proposed an
elegant variational method called Hamiltonian variational Inference (HVI). Because it is intractable
to compute the marginal probability of the last state of HMC chain, they attempted to use the distri-
bution of all the states x0:L of HMC chains as the variational approximate distribution. However,
the variational lower bound is intractable to compute because the reverse probability of HMC kernel
p(xl|xl−1) in variational lower bound. To overcome this problem, they approximate p(xl|xl−1) by
an auxiliary distribution r(xl|xl−1). Although HVI shows improvements in performance over VAEs,
the approximation of p(xl|xl−1) limits the potential of their method. One attractive feature of HVI is
that the step size of Leapfrog integrator and covariance matrix of momentum variables in HMC are
optimised as part of the variational parameters. However, HVI ignores the ergodicity of Hamiltonian
dynamics. This greatly limited the power of HVI. In particular, Salimans et al. [29] only considered
one step HMC with 16 leapfrog steps. Because the loss function of HVI is based on ELBO in the
joint space of position variable and the whole sequence of momentum variables, that is similar to the
reparameterised lower bound in Section 3.5. It is not hard to show that the longer the HMC chain
is the looser the ELBO can be. This is one of reasons why HVI cannot use very long HMC chains.
As we discussed in Section 3.6, the true power of ergodic MC is the asymptotic convergence as the
length of the chains increases. So, the approximation power of HVI is much limited compared with
HMPFs. This is verified in our experiment.
Hoffman [13] proposed an appealling alternative solution to the problem in HVI without introducing
auxiliary approximation. The idea is to use a Monte Carlo estimation of the marginal likelihood
by averaging over samples from HMC chains, that are initialized by variational distribution. Han
et al. [10] proposed a very similar framework using Metropolis-adjusted Langevin dynamics. This
idea is very similar to contrastive divergence in [11], where the intractable gradient of the partition
function is estimated by Gibbs sampling. There are two drawbacks of such methods. First, they rely
on the assumption of MCMC chain effectively drawing samples from the posterior with relatively
short simulations of the Markov chains. Second, unlike HVI, they do not adapt the parameters in
MCMC methods based variational lower bound or the model parameters. Especially, Hoffman [13]
mentioned that U-turn sampler (NUTS), an adaptive variant of HMC for the number of Hamiltonian
steps, is too complicated to implement in tensorflow. [22] pointed out that HMC is very sensitive to
the choice of Leapfrog step size and number of leaps. In the case of training DGMs, it is not realistic
to expect HMC with parameter tuning based on simple heuristics can work well on complex models
when the model parameters keep updating during variational inference. The results in [13] show that
the HMC-based gradient estimation of the posterior does not lead to significant improvement in the
variational lower bound.
Normalizing flows (NFs), first proposed by Rezende and Mohamed [25] in the context variational
inference with two specific types: planar flows and radial flows. Because the framework of NFs is
very flexible, which does not restrict architecture of the encoder networks with the decoder networks,
it becomes very popular in recent research of variational inference. However, there are constraints
on the NNs in NFs. In particular, the NNs must be invertible functions with tractable Jacobian to
compute variational lower bound. The computation of their Jacobian should also be efficient. This
makes greatly restrict the expressiveness of NFs. To develop powerful NFs that can work well in
high dimensional space, Kingma et al. [16] proposed a specific NF called Inverse Autoregressive
Flow (IAF) based on based on an autoregressive neural network. Dinh et al. [6] proposed Non-linear
Independent Component Estimation (NICE) that is a special type of NF preserving the volume.
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Although the estimation of variational lower bound of HMPFs is the same of NFs, the construction of
HMPFs is fundamentally different from all of these NFs. HMPFs is exactly equivalent to ergodic
Markov chains, which are built on the Hamiltonian measure preserving transformations not belonging
to any family of closed-form functions. In contrast, NFs are based on NNs, which are compositions
of closed-form non-linear functions. Aforementioned, the potential issue of NN-based inference is
that there is no guarantee of convergence to target distributions. For this reason, most work in NFs is
focused on engineering specific NNs to gain more representation power to be able to approximate
complex posteriors. There is no need for such engineering in HMPFs, because the ergodicity of
Markov chain guarantees the convergence to target distribution. It is straightforward to make HMPFs
closer to the target by adding more transformations. We have discussed the advantage of MPFs
over NFs in Section 3.3 in detail. In a short summary, MPFs are much more flexible than NFs for
three reasons. First, the deterministic transformations used in MPFs does not need to preserve the
volume in the sample space of interest. Second, the transformations in MPFs are highly complex,
like Hamiltonian dynamics, which does not have tractable form. The last and most important reason
is the ergodicity of MPFs guarantees the converges to the distribution of interest in total variation
distance and the convergence is monotonic in the length of the flow.
6 Experiments
We provide empirical evidence of HMPFs in three inference tasks. In particular, we want to demon-
strate that HMPFs can provide better approximations to the target distribution than other variational
inference methods. The advantage of HMPFs over MCMC methods is more from the computational
perspective and adaptation of the parameters rather than quality of approximation.
6.1 Configuration of HMPFs
The HMPFs in all the experiments share the following common configuration. The initial distribution
of HMPF q0(x) is given by independent GaussianN (µ,σ2), where σ2 = (σ21 , . . . , σ2n) is the vector
of variance. We implement Hamiltonian measure preserving transformation (HMPT) fr using vanilla
Leapfrog integrator for simulating Hamiltonian dynamicsH and independent Gaussian momentum
variable r. The implementation of Leapfrog algorithm follows the tutorial of Neal [22]. The
momentum variables in each HMPT are independent and the each momentum variable has different
variance. We consider separate step size  = (1, . . . , n) for each dimension of x. Neal [22] shows
that tuning leapfrog step size per dimension in HMC is equivalent to tuning the variance vector of
momentum variables. So, we generate momentum variables from standard normal and assign an
independent Leapfrog step size l for each HMPT fl. The number of iterations in Leapfrog integrator
is a fixed parameters based manual tuning. We found that 5 to 10 Leapfrog iterations are often good
enough. More Leapfrog steps than that do not give better results. This is consistent with the practice
of tuning HMC [22]. The intuitive explanation to this is that because Hamiltonian dynamics often
have strong oscillation, the longer simulation does not lead to further exploration in sample space.
6.2 Demonstration of Convergence
To verify the theoretical results on the convergence of MPFs in Section 3.6, we test HMPFs on 8
complex bivariate distributions. The full list of benchmark distributions and results are included in
the appendix. Here, we focus on two multimodal benchmarks. The first testing target distribution is a
bimodal moon shaped distribution as shown in Figure 2a. We call this target dual moon. Dual moon
has been used in the experiments in [26] to demonstrate the representation power of normalising
flows. We pick this test target because it is not only multimodal but also the support of the majority
mass is non-convex. Although the normalisation constant of dual moon is unknown, it is not hard
to evaluate using numeric integration. The section testing target is a mixture of 6 Gaussian place
in a circle. We specifically place modes far enough from others, so there is a low density barrier
between the modes. It can be seen clearly in Figure 2b. We use 15 HMPTs with 5 Leapfrog steps.
The architecture detail of HMPFs is in Section 6.1. The initial Leapfrog step size is close to 0 and
the initial q0 is standard normal. We estimate the gradient by generating 1000 samples from HMPFs
per training iteration. To have a direct and intuitive illustration of the convergence of HMPFs on the
targets, we show the histogram of 100000 samples after each HMPT every 10 training iterations, that
is shown as Figure 4. The results clearly verifies the convergence of the flow to the target distribution
in total variation distance. In particular, HMPFs nearly perfectly approximate all the modes and the
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shape of the modes on both targets. More importantly, ergodic inference works very well here to
accelerate the convergence rate of the flow. On both targets, the HMPF converges to the target in
around 5 transformations after training. This is clearly demonstrated by Figure 4.
(a) Dual Moon (b) Circular Gaussian Mixture
Figure 2: The histogram of perfect samples from the targets using rejection sampling.
(a) Dual Moon (b) Circular Gaussian Mixture
Figure 3: The demonstration of ergodic lower bound converging to the true log normalising constant.
From the top row of histograms in Figure 4a and Figure 4b, it is easy to see that, the flow distribution
with initial parameters is close to the initial Gaussian distribution even after 15 HMPTs. In contrast,
as shown in the bottom rows in Figure 4a and Figure 4b, the flow converges to the target distributions
in almost 5 HMPTs. In particular, the Gaussian circular mixture is very challenging to sample because
it has 6 isolated modes with the sample weight. It is difficult to visually distinguish the histograms of
the well-trained HMPF from the histograms with the histograms of perfect samples in Figure 2 even
with after a few transformations. It verifies that the HMPF converges very fast to these multi-modal
target nearly perfectly. In particular, for the circular Gaussian mixture target, HMPFs can only cover
all the models but also the relative weight of each mode. To verify Theorem 4 on the convergence of
ERLBO, we compute ERLO (24) by sample-based entropy approximation for the entropy of qL. It is
straightforward to compute the ground truth of the partition of dual moon by numeric integration.
The density function of Gaussian mixture target is normalised, so its log partition is equal to 0. As
shown in Figure 3, for both target distributions the ERLBO grows monotonically in the length of the
flow and becomes very tight to the true normalising constant. It is worth to clarify that there is no
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Figure 4: The demonstration of the evolution of the flow distribution ql(xl) of HMPF with 15 HMPTs
during training. Each single plot above is a histogram of 100000 samples from the HMPF. From from
left to right, the histograms follow the order of HMPTs from the beginning to the end of the flow.
From the top to the bottom, there are 9 rows of histograms. The first row on the top shows the flow
with initial parameters. The flowing rows from top to bottom correspond to the flow after every 10
training iterations. The total number of training iterations is 80. To be more specific, in the order of
left-to-right and top-to-bottom, the lth plot in the ith row is the histogram of ql(xl) after (i− 1)× 10
training iterations.
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MH correction steps in HMPFs. So, this is an empirical evidence of that MH steps are not necessary
in practice for HMPFs to approximate complex target distribution well.
6.3 Deep Generative Models
MNIST dataset is a standard benchmark for testing approximate inference on deep generative models.
MNIST contains 60,000 grey level 28× 28 images of handwritten digits. For fair comparison with
the results from other work, we use 10,000 prebinarised MNIST test images from [4]1.
Our benchmark deep generative model is based on the deconvolutional network used by Salimans
et al. [29] for testing Hamiltonian variational inference (HVI). In particular, the decoder p(x, z)
consists of 32 dimensional latent variables z with isotropic Gaussian prior p(z) = N (0, I) and the
likelihood of MNIST image p(x|z) is defined by a deconvolutional networks with the architecture
from top to bottom including a single fully-connected layer with 500 RELU hidden units, then three
deconvolutional layers with 5 × 5 filters, [16,32,32] feature maps and RELU activation and the
final output layer is simply element-wise logistic activation function that represents the probability
of binary-valued pixels. In the convolutional VAE, the encoder and decoder have the symmetric
architecture, but the encoder uses three convolutional layers with stride 2 rather than deconvolutonal
layers.
Because the code of HVI from [29] is not released, we implemented the encoder and decoder network
used in [29] to avoid the effect of different implementation to the results. With our implementation of
the convolutional VAE, we train the convolutional VAE using Adam [15] optimiser with learning rate
2× 10−4 with exponential learning rate decay 0.95 every 10 epochs. After 3000 training epochs, the
marginal likelihood on the test dataset with our implementation of convolutional VAE is similar to the
number reported in [29]. See that in Table 1. This verifies that our implementation of convolutional
VAE is correct and comparable to the experiments of HVI [29]. We also implemented HVI following
the architecture in [29], where the initial distribution a Gaussian distribution with the mean and
variance output from the encoder network from convolutional VAE and 1 HMC step with 16 Leapfrog
steps. In [29] there is no clear specification on the architecture of the reverse network for modelling
the inverse of Hamiltonian dynamics. We use a single hidden layer network with 640 hidden units
with RELU activation as the reverse network. We also implement another VI method similar to HVI
called Hamiltonian variational encoder (HVAE) from [5]. There are two key differences between
HVAE and HVI. First, the reverse distribution of Hamiltonian dynamics in HVAE is given by the
stationary distribution rather than a neural network. Second, HVAE uses tempering Hamiltonian
dynamics that requires additional Jacobian correction [5, 22]. In our implementation of HVAE, we
simply ignore the temperature for computational efficiency.
Encoders Training hours Training Epochs Test log(x) ESS
Conv VAE(nh=300) [29] - - -83.20 -
HVI(1HMPF-16LF, nh=800, conv-encoder) [29] - - -81.94 -
HVAE(1HMPF-20LF, nh = 300, conv-encoder)[5] - - -84.784 -
Conv VAE(nh=500) (Baseline) 6.00 3000 -83.57 50
HVI(1HMPF-16LF, nh=800, conv-encoder) 6.00 360 -83.68 48
HVAE(1HMPF-16LF, nh=500, conv-encoder) 6.00 360 -84.22 48
HMPF(30HMPT-5LF, nh=500, no encoder network) 1.65 54 -83.17 48
HMPF(30HMPT-5LF, nh=500, no encoder network) 3.00 100 -82.76 46
HMPF(30HMPT-5LF, nh=500, no encoder network) 6.00 200 -82.65 45
HMPF(30HMPT-5LF, nh=500, no encoder network) 12.00 400 -81.43 38
Table 1: The comparison in the compuational efficiency between Convolutional VAE and HMPFs.
For fair comparison, we implement the deconvolutional decoder network in [29] to test HVI. The
result of VAE using convolutional Gaussian encoder reported in [29] (the top row), that is close to the
result of our implementation. nh refers to the number of hidden units in the fully connected layers in
the encoder or decoder. In [29], the test likelihood is estimated using importence-weighted samples
from the encoder network. In our experiment, we more reliable marginal estimation based on 100
Hamiltonian annealled importance sampling (HAIS) [33]. Our marginal estimation is reasonably
reliable, because the effective sample size (ESS) of HAIS samples is around 50 out of 100 samples.
1https://github.com/yburda/iwae
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For HMPF encoder, we use 30 HMPTs with 5 Leapfrog steps per HMPT. The initial distribution q0 is
32 dimensional independent Gaussian. More detailed description of the architecture of HMPFs is in
Section 6.1. We optimise the HMPF encoder and the decoder jointly using Adam with learning rate
2× 10−4. The total training time of both VAE and HMPF is fixed to 6 hours. The result is shown
Table 1. The marginal likelihood of HMPFs is comparable with other methods, that is shown in Table
2.
Methods Decoder Layers Test log(x) ≥ Test log(x) ≈
VAE BASELINE [14] 1 -90.14 -
VGP[7] 2 -81.90 -
LVAE [30] 5 -81.74 -
IAF (Depth = 8, Width = 1920)[16] 3 -80.80 -79.10
IWAE [4] 1 - -84.78
IWAE [4] 2 - -82.90
HMC-DLGM-2[13] 1 -85.15 -
HMC-DLGM-20[13] 1 -82.53 -
HVI [29] 3 Conv+1 Fully connected -83.49 -81.94
HMPFs 3 Conv+1 Fully connected - -81.43
Table 2: The variational lower bound and marginal likelihood on MNIST reported from the papers
and our method. The decoders, the evaluation of variational lower bounds and estimated marginals
are different amongs the methods, so we do not recommend direct comparison of numbers. We
estimate the marginal likelihood of HMPFs is estimated by 100 samples generated from importance
weighted samples using Hamiltonian anealled importance sampling [33] averaged over 10000 test
images.
We also tested the same decoder with HMPFs and convolutional encoder on dynamically binarised
Fashion-MNIST [34]. The results of reconstruction, generation and log likelihood can be found in
Figure 7, Figure 8 and Table 3.
gen.pdf
(a) Generation mean image (VAE)
gen.pdf
(b) Generation mean image (HMPF)
Figure 5: Random generated images on fashion MNIST. There is no significant visaul difference in
the generated images.
6.4 Bayesian Neural Networks
In our final experiment, we approximate the posterior distribution of Bayesian neural networks. We
use four UCI datasets and compare HMPFs with relevant SGHMC methods from [31]. The NNs in
this experiments has 50 hidden layers and 1 real valued output. The HMPFs we used contains 50
HMC steps with 3 Leapfrog steps. The initial distribution of the flow is independent Gaussian with
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test_origin
(a) Binarised test image
recon
(b) VAE
recon
(c) HMPF
Figure 6: The reconstructions on MNIST. On the left is dynamically binarised test image. Both
convolutional VAE and HMPF reconstruct from the same prebinariesd test image (a) and the generated
real valued images are shown as (b) and (c).
gen.pdf
(a) VAE
gen.pdf
(b) HMPF
Figure 7: Random generated images on fashion MNIST. It is clear that VAE generates many fashion
articles that can almost fill up the whole image, like tops, bags and shirts. In contrast, the generation
from the generative model trained using HMPF can generate much diverse products in different size
and shapes, like shoes, pants and skirts.
test_origin
(a) Binarised test image
recon
(b) VAE
recon
(c) HMPF
Figure 8: The reconstructions on fashion MNIST. On the left is dynamically binarised test image.
Both convolutional VAE and HMPF reconstruct from the same prebinariesd test image (a) and the
generated real valued images are shown as (b) and (c).
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Encoders Training hours Training Epochs Test log(x) ESS
Conv VAE(nh=500) 6.00 3000 -104.90 26.3
HMPF(30HMPT-5LF, nh=500, no encoder) 6.00 200 -103.087 16.2
Table 3: The comparison of log marginal likelihood on fashion MNIST between convolutional VAE
and HMPFs. The marginal likelihood of both methods are evaluated using the start-of-the-art marginal
estimation method, Hamiltonian annealed important sampling (HAIS). The reported number is over
100 HMC chains and the setting of HAIS is the same for both methods. We also evaluate HMPFs
with different setting of HAIS that gives higher effective sample size (ESS), but the result of test log
likelihood is roughly the same.
mean and variance pretained using Adam. We train HMPFs for 200 iterations that takes around 2
minutes. The results are in Table 4.
Method/Dataset Boston Yacht Concrete Wine
SGHMC (best average) [31] -3.47±0.51 -13.58±0.98 -4.87±0.05 -1.82±0.75
SGHMC (tuned per dataset) [31] -2.49±0.15 -1.75±0.19 -4.16±0.72 -1.29±0.28
SGHMC (scale-adapted) [31] -2.54±0.04 -1.11±0.08 -3.38±0.24 -1.04±0.17
HMPFs -2.17±0.07 -0.47±0.06 -2.71±0.03 -0.71±0.03
Table 4: The test error of Bayesian neural networks on UCI datasets averaged over 20 splits with 100
sampled network parameters from HMPFs.
7 Summary
In this work, we propose a novel general variational inference framework that is inspired by parallel
simulations of MCMC chains with stochastic state. The proposed method achieved state-of-the-art
results on standard benchmarks. Different from most previous work combining HMC and variational
inference, our methods are enjoying the same asymptotic convergence as HMC methods, because
there is no bias in parametric approximations in computing the variational lower bound. Compared
with NN-based variational inference, our method is much easier to use and more general. For future
work, it will be very interesting to study the convergence rate of HMPFs to the target distribution with
the increasing number of Hamiltonian simulations. With the proposed methods, recent Riemannian-
manifold HMC methods [8, 35] on probabilistic manifolds can be used in variational inference.
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A Proof of Convergence of Measure Preserving Flows
Proof. As stated in the theorem, the measure preserving flow is ergodic with invariant distribution
pi(x)µ(). By Proposition 1, we know that the preservation of the joint distribution pi(x)µ() implies
the preservation of the marginal pi(x). Therefore, the flow is ergodic in the space of x with invariant
distribution pi(x). Then, the monotonic convergence of flow marginal qL(x) to pi(x) in total variation
simply follows Theorem 2 and Proposition 2.
B The Increase of ERLBO
The difference of ERLBO in each MPT TL is given by
dLz(x; θ, φ1:L) = Lz(x; θ, φ1:L)− Lz(x; θ, φ1:L−1)
= DKL
(
QL
∣∣∣∣∣∣QˆL)−DKL (QL−1∣∣∣∣∣∣QˆL−1) , (31)
where QL denotes QL(ZL,R′1:L) and QˆL denotes QL(ZL)
∏L
l=1 µ(R
′
l). The KL divergence can be
written as the integral
DKL
(
QL
∣∣∣∣∣∣QˆL) = ∫ log qL(zL, r′1:L;φ)
qL(zL;φ)
∏L
l=1 µ(r
′
l(φ))
qL(zL, r
′
1:L;φ)dzLdr
′
1:L. (32)
Given (zL, r′L) is generated by deterministic transformation T that preserves Lebesgue measure in
the phase space, so we have the equality
qL(zL, r
′
1:L) = qL−1(zL−1, r
′
1:L−1)µ(rL).
Using the reparameterisation
(zL, r
′
L) = T (zL−1, rL),
we can rewrite the second KL term in (31) as
DKL
(
QL−1
∣∣∣∣∣∣QˆL−1) = ∫ log qL−1(zL−1, r′1:L−1;φ)
qL−1(zL−1;φ)
∏L−1
l=1 µ(r
′
l(φ))
qL−1(zL−1, r′1:L−1;φ)dzL−1dr
′
1:L−1
=
∫
log
qL−1(zL−1, r′1:L−1;φ)µ(rL)
qL−1(zL−1;φ)µ(rL)
∏L−1
l=1 µ(r
′
l(φ))
qL−1(zL−1, r′1:L−1;φ)µ(rL)dzL−1dr
′
1:L−1drL
=
∫
log
qL(zL, r
′
1:L;φ)
qL(zL, r′L;φ)
∏L−1
l=1 µ(r
′
l(φ))
qL(zL, r
′
1:L;φ)dzLdr
′
1:L, (33)
where qL(zL, r′L;φ) is essentially qL−1(zL−1;φ)µ(rL) by changing variables
qL−1(zL−1;φ)µ(rL) =
∫
qL−1(zL−1, r′1:L−1;φ)µ(rL)dr
′
1:L−1
=
∫
qL(zL, r
′
1:L;φ)dr
′
1:L−1
= qL(zL, r
′
L;φ).
Subtract (33) from (32), then we have the difference in KL as
dLz(x; θ, φ1:L) =
∫
log
hhhhhhqL(zL, r
′
1:L;φ)
qL(zL;φ)
∏L
l=1 µ(r
′
l(φ))
qL(zL, r
′
1:L;φ)dzLdr
′
1:L
−
∫
log
hhhhhhqL(zL, r
′
1:L;φ)
qL(zL, r′L;φ)
∏L−1
l=1 µ(r
′
l(φ))
qL(zL, r
′
1:L;φ)dzLdr
′
1:L
=
∫
log
qL(zL, r
′
L;φ)
XXXXXXX
∏L−1
l=1 µ(r
′
l(φ))
qL(zL;φ)µ(r′L(φ))
XXXXXXX
∏L−1
l=1 µ(r
′
l(φ))
qL(zL, r
′
1:L;φ)dzLdr
′
1:L
=
∫
log
qL(zL, r
′
L;φ)
qL(zL;φ)µ(r′L(φ))
qL(zL, r
′
1:L;φ)dzLdr
′
1:L
=
∫
log
qL(zL, r
′
L;φ)
qL(zL;φ)µ(r′L(φ))
qL(zL, r
′
L;φ)dzLdr
′
L. (34)
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From (34), it is easy to see that dLz(x; θ, φ1:L) is essentially KL divergence between qL(zL, r′L;φ)
and qL(zL;φ)µ(r′L(φ)). This verifies that
dLz(x; θ, φ1:L) = Lz(x; θ, φ1:L)− Lz(x; θ, φ1:L−1) ≥ 0.
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