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Silicon (Si) remains the most important semiconductor material to date and its elec-
trical, optical and mechanical properties have been subject to extensive studies for
many decades. For photovoltaics and a multitude of micro-electro-mechanical systems
(MEMS) based sensors and transducers silicon is used as a structural material (Brun
and Melkote, 2009; Cook, 2006; Petersen, 1982). Therefore, strength and relia-
bility aspects have come into focus.
In brittle materials tensile strength is limited by defects such as micro cracks, which
have been either introduced during manufacturing (e.g., sawing with fixed or loose abra-
sive, lapping, grinding, polishing) or formed during the mechanical and/or chemical in-
teraction with the environment. The understanding of elementary contact phenomena
between abrasive particles and the silicon surface is necessary in order to improve both
the machining techniques as well as MEMS designs to minimize wear. Speaking in
terms of physical substitute models, this corresponds to understanding the mechanics
of indentation in silicon.
The following sections present a selection of experimental findings, theoretical pre-
dictions and numerical results, which summarize the current state of the art in this
field and highlight its main challenges.
1.1. Silicon under high pressure and contact loading
conditions
Minomura and Drickamer (1962) were the first to note that high pressure loading
of silicon is accompanied by a change in conductivity, which they attributed to a semi-
conductor to metal phase transition. This conclusion was later confirmed by Jamieson
(1963) using X-ray diffraction. Many other solid phases of Si were discovered since this
pioneering work.
A new solid phase underneath indents in silicon was reported as early as 1972 by
Eremenko and Nikitenko, but its importance was not recognized until Gerk and
Tabor (1978) observed that the indentation hardness1, i.e. the mean pressure under
the indenter tip, of silicon corresponds to the pressure for the semiconductor to metal
transition. They concluded that phase transformation is the governing mechanism for
inelastic deformation of silicon under contact loading.
In this section we provide a brief overview over experimental and numerical investi-
gations on solid-solid phase transitions in Si under high pressure and contact loading
conditions.
1For a brief primer of the fundamentals of indentation with a focus on instrumented indentation cf.
Appendix A.
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1.1.1. Solid phases and solid - solid phase transitions
Experimental observations
As many as 12 distinct crystalline or amorphous phases of silicon have been experi-
mentally observed at various stress levels (Domnich and Gogotsi, 2002; Hu et al.,
1986; Mcmahon and Nelmes, 1993; Mcmahon et al., 1994). Experiments employ-
ing diamond anvil cells in order to impose hydrostatic loading conditions have revealed
that diamond-cubic Si (cd-Si, space group Fd3m) transforms to the (metallic) β-tin
structure (β-Si, space group I41/amd) at ∼ 11.3 GPa, leading to ∼ 20% densifica-
tion (Hu et al., 1986; Welber et al., 1975). At room temperature,2 this transition
is not reversible and a mixture of crystalline phases (Si-XII, Si-III) denoted as mc-Si
or amorphous silicon (a-Si) are formed for slow and rapid decompression, respectively
(Domnich and Gogotsi, 2002; Juliano et al., 2003). If initially amorphous silicon
is compressed, a metallic amorphous phase (hda-Si) is formed, which unloads to a-Si
(Shimomura et al., 1974). This transformation is reversible.
Nanoindentation studies with various indenter-shapes3 have shown that non-hydro-
static conditions lower the transformation stress, which is in accordance with theo-
retical considerations by Gilman (1993a). During indentation loading with spherical
indenters, jumps in displacement (pop-in) occur, which are associated with the trans-
formation of larger amounts of material to β-Si, whereas for pointed indenters smooth
curves are observed, suggesting a continuous phase transformation. Transformation
events during unloading reflect on the force-displacement (P − h) curve (see Fig. 1.1)
as jumps (pop-out) caused by the spontaneous formation of mc-Si or kinks (elbow)
due to the formation of a-Si (cf. Domnich et al., 2000). Mixtures of a-Si and mc-Si
have been observed even in the presence of pop-outs. In a more quantitative analysis,
Zhang and Basak (2013) were able to relate the pop-out load to the amount of a-Si
present in the transformation zone. Reloading experiments show that, if an indent in
which a-Si formed is subjected to repeated rapid loading, the resulting load - displace-
ment curves are closed [cf. Sec. 2.2.1; Fujisawa et al. (2007); Pharr et al. (1990)].4
This confirms the finding that the a-Si → hda-Si transformation is reversible.
There has been some controversy in the literature, triggered most likely by the
work of Mann et al. (2000), who found a correlation between indentation size and
phase composition after unloading, as to whether the unloading rate or the maximum
2Bhuyan et al. (2012) recently presented some evidence for a reverse transformation from β-Si to
cd-Si at elevated temperatures.
3Phase transformations in Si have been studied extensively by means of nanoindentation. Relevant
works include (but are not limited to): Armstrong et al. (1996); Bradby et al. (2003, 2000,
2001); Callahan and Morris (1992); Chang and Zhang (2008, 2009a,b,c); Chaudhri et al.
(2007); Clarke et al. (1988); Cook (2006); Domnich et al. (2008); Domnich and Gogotsi
(2002); Domnich et al. (2000); Fujisawa et al. (2008); Gerbig et al. (2011); Haberl et al.
(2012); Jang et al. (2005); Jian et al. (2010); Juliano et al. (2004, 2003); Kailer et al. (1997);
Khayyat et al. (2007); Mann et al. (2002, 2000); Pharr et al. (1989, 1990, 1992, 1991); Puech
et al. (2004); Rao et al. (2007); Ruffell et al. (2007a, 2006, 2007b,c); Svechnikov et al. (2007);
Vandeperre et al. (2007); Weppelmann et al. (1993, 1995); Wu et al. (1999); Zarudi and
Zhang (1999); Zarudi et al. (2005, 2003, 2004a); Zhang and Basak (2013); Zhang and Mahdi
(1996); Zhang and Tanaka (1999).
4If the unloading is not fast enough, hda-Si may re-crystallize to mc-Si in one of the subsequent
cycles (see Fig. 1 in Fujisawa et al., 2009), resulting in a pop-out.
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applied force are the governing factor deciding over the final phase composition in the
transformation zone. Other groups (cf. e.g., Bradby et al., 2001; Juliano et al.,
2003) stress the importance of the unloading rate. Some clarification was possible by
means of Raman spectroscopy investigations of the phase composition after unloading
under different conditions.5 Kailer et al. (1997) found that lower unloading rates
favor the formation of mc-Si, while only amorphous silicon is found for high unloading
rates or small applied forces (< 10 mN). In the latter case it was argued that the
transformed volume is too small to accommodate the reconstructive β-Si → mc-Si
transition. It appears that the unloading rate as well as the maximum applied force
play a role, with the clear trend that fast contact loading at low loads leads to the
formation of amorphous silicon.
Interestingly, indentation experiments in initially amorphous silicon (cf. Haberl
et al., 2004, 2013; Rao et al., 2007; Ruffell et al., 2007b) show the formation of a
metallic dense phase6 upon loading and a-Si or mc-Si after stress release, depending on
the unloading conditions. Hence, stress induced crystallization of silicon is possible.
While slip bands are clearly visible in cross sectional transmission electron (XTEM)
micrographs (Bradby et al., 2000; Jian et al., 2010), at room-temperature, dislocation
plasticity only accounts for a minor portion of the inelastic deformation (Bradby et al.,
2002),7 because of silicon’s heigh activation energy and resistance to dislocation motion
(Gilman, 1993b). At temperatures above ca. 800 K dislocation plasticity dominates
(Domnich et al., 2008; Gilman, 1975; Suzuki and Ohmura, 1996; Vandeperre
et al., 2007).
Theoretical and first principles predictions
The transformation pressure for the cd-Si → β-Si transition under hydrostatic condi-
tions was predicted by ab-initio calculations8 at 0 K to be in the range of 7.21-12.1 GPa,
which is somewhat lower than the experimental value. Gilman (1993a) criticized that
it “has become commonplace to discuss [..] semiconductor transitions in terms of di-
agrams of energy against density”, and argued that, judging by the bond angles, the
transformation from a diamond-cubic to a β-tin structure is a change in shape in first
place. This substantiates the experimental observation that reduced stress triaxiality
lowers the transformation pressure.
First principle investigations of the effect of non-hydrostatic loading, even though
rare, exits in literature. The typical simulation setup involves a slab of material that
is loaded by a stress p| along one axis and a confining stress p⊥ perpendicular to this
axis. Cheng et al. (2001)9 established that the transition stress follows the relation
5Cf. Chaudhri et al. (2007); Das et al. (2010a); Domnich et al. (2000); Gerbig et al. (2012);
Jang et al. (2005); Jian (2008); Kailer et al. (1997).
6It is referred to as β-Si in the literature, which is not consistent with the findings of Shimomura
et al. (1974). We consider this labeling unjustified and potentially incorrect, since there seems to
be no way of distinguishing β-Si and hda-Si in an indentation experiment.
7Minor et al. (2005) and Ge et al. (2006) have shown by in situ TEM indentations in silicon wedges
that plasticity begins to dominate, if the constraint by the surrounding material is removed, as
was the case for their sample geometry.
8Cf. Boyer et al. (1991); Cheng et al. (2001); Durandurdu and Drabold (2003); Gaál-Nagy
and Strauch (2006); Mizushima et al. (1994); Moll et al. (1995); Pfrommer et al. (1997);
Sorella et al. (2011); Yin and Cohen (1980).
9See also Cheng (2003).
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Fig. 1.1.: Indentation curves with Berkovich indenter on a polished (100) silicon
wafer showing pop-out (jump) and elbow (kink) respectively.
p| = 0.658 p⊥+ 3.9 GPa, i.e., the phase transformation occurs at a stress of 3.9 GPa in
uniaxial compression. In a later study by Gaál-Nagy and Strauch (2006) a value of
4.7 GPa is provided in uniaxial compression; however, the linear relationship (that was
already recognized by Lee et al., 1997) is confirmed. Durandurdu (2008) reproduces
the general trend, but has to apply stresses which are one magnitude larger than the
previously cited values in order for phase transition to occur. The authors argue that
such a result is not unexpected, since “the simulated structure does not have any defect,
the transformation does not proceed by nucleation and growth as seen in experiments,
but instead it occurs across the entire simulation cell. Therefore, the system has to
cross a high energy barrier to transform from one phase to another one and hence an
overpressure is required to drive the phase transition.” They compare this difficulty to
the well known superheating problem when trying to compute the melting point using
molecular dynamics (MD) simulations.
The same argument may apply to molecular dynamics simulations (Lee et al., 1997;
Mizushima et al., 1994) using the Tersoff (1988a,b) interatomic potential, which is
known to correctly reproduce the cd-Si → β-Si transition (Balamane et al., 1992).
These works predict a transition pressure in the range of 60 - 64 GPa for hydrostatic
condition. Ivashchenko et al. (2008) provide a more reasonable value of 11.5 GPa
for uniaxial loading conditions.
The high pressure behavior of a-Si was studied using ab-initio (Durandurdu and
Drabold, 2001, 2003;Durandurdu et al., 2000) as well as phenomenological (Ivash-
chenko et al., 2008) MD methods, which both predict the transition to a metallic
amorphous phase (hda-Si) confirming the experimental findings of Shimomura et al.
(1974).
We note that there are no theoretical predictions concerning the β-Si → a-Si tran-
sition. Contrary to experimental observations, MD simulations predict that the β-Si
phase remains stable upon complete decompression (Ivashchenko et al., 2008).
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1.1.2. Modeling indentation in silicon
Analytical models
A solution for the contact of a rigid circular cone with the flat surface of an isotropic
elastic body has been provided by Love (1939) and later extended by Sneddon (1948)
to arbitrary indenters with rotational symmetry. Elastic plastic contact mechanics on
the other hand, has been a field of active research for many decades.
Tabor (1951) established a very simple empirical relationship between hardness HIT
of a metal and its yield stress SY
HIT = Cf SY ,
with Cf ≈ 3. However, this relationship is violated for materials with large hardness
to elastic modulus ratio (HIT/Y ) including most ceramics, glasses and also silicon. In
order to correlate indentation experiments with material properties, Johnson (1970)
proposed a model based on Hill’s solution for a spherical cavity in an elastic ideal-
plastic material subjected to internal pressure (Hill, 1950). This can be considered
the starting point for a whole class of so called “spherical cavity” models.10 Several
authors tried to mend the insufficiencies of the original spherical cavity model, such as
the stress discontinuity at the boundary of the hydrostatic core (Studman et al., 1977),
or the incorrect traction boundary conditions at the free surface (Chiang et al., 1982a;
Yoffe, 1982). However, these works received surprisingly little attention, probably
due to the added complexity of the models. Other researchers extended the model
by allowing a compressible core (Tanaka, 1987) or added the capability to capture
pile-up and sink-in effects (Hernot and Bartier, 2012) as well as the indentation
size effect (Gao, 2006a,b; Gao et al., 2006).
Two spherical cavity models specifically targeted at silicon exit in literature. Van-
deperre et al. (2007) extend the original spherical cavity model by introducing an
additional spherical shell, in-between the hydrostatic core and the plastic zone, in which
phase transformation takes place based on a radial stress criterion. This transformation
zone accounts for the densification of the material during loading. The authors then
use this model to predict the temperature dependence of silicon hardness. While suc-
cessful for its original intent, the model cannot provide accurate predictions concerning
stresses and residual stresses, since only a very basic and physically unsubstantiated
transformation criterion is used and phase transformation during unloading is com-
pletely neglected. Galanov et al. (2003) extend the inclusion core model by Tanaka
(1987) to account for reversible phase transitions. While the models equations capture
inelasticity during unloading, the authors fail to provide convincing evidence that their
model is capable of reproducing experimental results.
This class of models originates at a time when techniques and facilities for numerical
investigations were not readily available and their (rightfully) continuing popularity
is based on the models simplicity. More advanced techniques are discussed in the
following sections.
10Cf. Chiang et al. (1982a); Feng et al. (2007, 2009); Galanov et al. (2003); Gao (2006a,b); Gao
et al. (2006); Hernot and Bartier (2012); Tanaka (1987); Vandeperre et al. (2007).
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Atomistic and multiscale modeling
Molecular dynamics simulations of indentation in silicon are relatively numerous.11
Most authors make use of the Tersoff (1988a) interatomic potential, which is known
to correctly reproduce the cd-Si → β-Si transition. Exceptions are Kallman et al.
(1993) and Akabane and Sasajima (2005), who use of the simpler Stillinger and
Weber (1985) potential, and Goel et al. (2014), who chose the analytical bond order
potential energy function proposed by Erhart and Albe (2005).
Upon loading of the almost exclusively spherical12 indenter tips, β-Si is formed, which
in contrast to homogeneous loading cases does not remain stable during unloading. The
transformation zone is reported to consist of disordered material (a-Si) and residual
β-Si in the form of clusters of 6-coordinated atoms.
Some of the presented results, such as the scale effect described by Mylvaganam
and Zhang (2009), are only valid on a very small scale at which the indenter radius
is still comparable to the interatomic spacing, which introduces an absolute length
scale. It is not quite clear how to bridge the scales and use the MD results in order
to improve the understanding of indentation by a real-world pointed indenter. An
interesting approach was presented by Smith et al. (2001, 2000), who use a local
version of the quasi-continuum method for the simulation of spherical indentation in
silicon. However, the quasi-continuum method relies on an interatomic potential that
accurately captures all relevant phenomena; unfortunately, not even the Tersoff
potential captures the β-Si → a-Si transition during stress release for homogeneous
loading conditions.
Continuum modeling efforts
The experimental observations and first principles predictions summarized above show
that classical plasticity models, such as the one based on the von Mises yield surface or
crystal plasticity models, are not suited to adequately describe the inelastic processes
accompanying contact loading of silicon. Indeed, while the loading portion of the
P − h curve can be reasonably well approximated, due to the neglect of severe volume
changes during the cd-Si → β-Si transition and complete disregard of the inelasticity
caused by the β-Si → a-Si transformation, this kind of models fails to predict the
unloading portion of the load - displacement curve as well as the depth of the residual
imprint. Further, since phase transformation is not accounted for explicitly, it is unclear
how to identify the transformation zone. Therefore, it cannot be expected that the
residual subsurface stresses, which are the driving force for lateral cracking (Marshall
et al., 1982), will be correctly determined. Nonetheless, starting with the early finite
element (FE) work by Bhattacharya and Nix (1988), von Mises plasticity has been
repeatedly used over the years (cf. e.g., Bhagavat and Kao, 2007; Bhattacharya
and Nix, 1991; Knapp et al., 2001; Wang et al., 2007; Youn and Kang, 2005;
Zhang and Mahdi, 1996) in order to model indentation in silicon. Yoshino et al.
11Cf. Akabane and Sasajima (2005); Cheong and Zhang (2000); Das et al. (2010b); Goel et al.
(2014); Ivashchenko et al. (2008); Kallman et al. (1993); Kim and Oh (2006); Lin and Chen
(2008); Lin et al. (2008); Mylvaganam and Zhang (2002, 2009); Mylvaganam et al. (2009);
Sanz-Navarro et al. (2004); Tang and Zhang (2005); Zarudi et al. (2005).
12To our knowledge, Zarudi et al. (2005), Akabane and Sasajima (2005), Lin et al. (2008) and
Goel et al. (2014) are the only works to use a pointed indenter. This is not very surprising, if one
considers that on the length scale of MD simulations all real indenters are spherical.
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(2001) applied a crystal plasticity model, which however is equally unsuited to describe
the contact response of silicon, except for very special surface geometries (cf. Ge et al.,
2006; Minor et al., 2005).
Surprisingly few constitutive models specifically targeted at silicon at room tem-
perature13 exist in literature, even though the need for such a model was repeatedly
expressed (cf. e.g. Jang et al., 2005). Vodenitcharova and Zhang (2003, 2004) em-
ployed a small deformation plasticity-like model with multiple ellipsoidal yield/trans-
formation surfaces to account for dilatancy effects. However, they did not incorporate
the continuous phase transition upon decompression, but rather decided to account for
pop-in / -out events by including discrete jumps in the inelastic volumetric strain in a
rather ad hoc kind of fashion. The employed yield surfaces are closed in stress space
and thus predict phase transitions in tension as well as compression. Phase transitions
in tension have never been observed experimentally. Moreover, the experimental load -
displacement curve could only be fitted by choosing very low values for the elastic
constants (Y = 80 GPa, ν = 0.17).14 Further, the model overestimates the depth of
the transformation zone by ∼ 70% (Vodenitcharova and Zhang, 2003).
In a recent attempt Kiriyama et al. (2009) used a multilinear “elastic” model with
different tangent moduli for loading and unloading in order to fit the experimental
load - displacement hysteresis. Such a model is neither capable of capturing the effect
of triaxiality on the phase transition nor the independent evolution of volumetric and
deviatoric inelastic strains. Furthermore, it is not quite clear how the use of path de-
pendent “elasticity” agrees with the idea of elasticity or any thermodynamic consistency
requirement.
1.2. Indentation fracture
Crack propagation in the context of indentation of brittle materials has been studied
intensively, since for many materials indentation is the only available procedure to
measure relevant fracture mechanics parameters. A good overview over the topic is
given in Lawn (1993, Ch. 8) and the excellent review paper by Cook and Pharr
(1990).
For indentation with a pointed tip three crack systems are relevant. Median cracks
oriented along the axis of the indenter (see Fig. 1.2 stage ­) are the first to form
during loading. They nucleate right underneath the indenter tip and propagate deep
into the sample. Indentation with pyramidal indenters typically goes along with the
formation of the radial crack system. These cracks propagate radially (see Fig. 1.2
stages ® and ¯) from the edges of the indenter. The third crack family of interest are
the so called lateral cracks (see Fig. 1.2 stage °), which are subsurface cracks oriented
roughly parallel to the sample surface. These cracks develop during unloading of the
sample and are responsible for chipping (see Fig. 1.2 stage ±).
Considerable effort15 has been put into the prediction of crack development, based
13At higher temperatures dislocation plasticity dominates. For this regime several models have been
developed starting with the pioneering work of Alexander and Haasen (1969). Cf. for example
Cochard et al. (2013).
14Polycrystalline averages for Si are Y = 163 GPa, ν = 0.23 (Cook, 2006).
15Cf. Chiang et al. (1982b); Lawn et al. (1980); Marshall and Lawn (1979); Marshall et al.
(1979, 1982).
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Fig. 1.2.: Formation and evolution of the median, radial and lateral crack systems
during indenter loading (+) and unloading (−). The light gray region is the plastic /
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Fig. 1.3.: The rolling indenting model.
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on spherical cavity type models for the stress field, with the most rigorous work being
probably the one by Chiang et al. (1982b). It was found that the stresses driving radial
cracks exist during both loading and unloading and even increase during the unloading
portion of the cycle, which explains the growth of radial cracks during unloading and
distinguishes them from the median crack system. The stresses driving the formation
and propagation of lateral cracks occur during unloading, i.e., lateral cracks are driven
by residual stresses, and are largest at a depth of about half the inelastic zone size,
with an additional hotspot underneath it. This explains the formation of deep as well
as often observed shallow lateral cracks (see Fig. 1.2 stage °).
Lateral cracking is a particularly important effect, since it forms the basis for the
material removal mechanism of lapping processes including wire sawing of silicon. The
microscopic abrasion process as it is understood so far,16 is the so called rolling indent-
ing model (cf. Buijs and Korpel-van Houten, 1993a) illustrated in Fig. 1.3(a) for
the case of silicon. A hard particle is pressed into the silicon surface by the interaction
with the lapping plate (or wire), leading to inelastic deformation as well as the forma-
tion of median and lateral cracks in the material. During unloading lateral cracks form,
which eventually break through the sample surface and cause chipping of the material.
The median cracks remaining in the workpiece are referred to as residual damage.
It is clear that, in terms of a physical substitute model, the process can be closely
approached by indentation with a pointed indenter tip [see Fig. 1.3(b)].
1.3. Aim and structure of the present work
In the preceding sections we discussed that stresses and residual stresses drive cracks
that govern both the efficiency of machining techniques for silicon and the residual sub
surface damage.17 The models used for the estimation of these stress fields are well
suited for qualitative investigations; however, they mostly rely on basic von Mises
plasticity and use very crude assumptions about the geometry of the process zone. For a
quantitative analysis a model that takes into account the material-specific deformation
mechanisms is required.
In the case of silicon, these mechanisms are solid-solid phase transitions from the
semiconducting (cd-Si) to a dense metallic (β-Si, hda-Si) phase upon loading and
from the metallic phase to amorphous material (a-Si) during stress release. As the
required stress fields cannot be computed using atomistic methods for various reasons, a
continuum constitutive model is required that adequately captures the relevant effects.
Since no such model exists in literature, the aim of the present work is to introduce
a constitutive model for silicon within the framework of continuum thermomechanics,
which is capable of describing all pertinent features of rapid contact loading with a
pointed asperity. This is the regime relevant for free abrasive machining. Specifically,
we want to capture the cd-Si→ β-Si transition upon loading, the β-Si→ a-Si transition
upon subsequent decompression as well as the a-Si → hda-Si → a-Si transformations
during reloading - unloading cycles. Parameters for this model are identified from
16Cf. Buijs and Korpel-van Houten (1993a,b,c); Chauhan et al. (1993); Evans et al. (2003);
Hsu et al. (2009); Möller (2004).
17In silicon it has been noticed that amorphous structures (Zarudi et al., 2004b) and various types
of microcracks (Kwon et al., 2013) that change the surface properties are formed during chemical-
mechanical polishing, which is another form of indentation induced damage.
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indentation experiments and verified by predictions of load - displacement curves for
an indenter tip with a different geometry, the topography of the residual imprint as
well as the size of the transformation zone. Finally, we discuss how these results can
be used to improve the understanding of contact loading of silicon.
This thesis is subdivided into ten chapters. Following after the introduction, Chap-
ter 2 deals with experimental investigations of indentation in silicon and related aspects.
Chapters 3 and 4 present selected topics of continuum mechanics as well as thermo-
dynamics with internal variables, which are required for this work, in order to make
the exposition self-contained. In Chapter 5 the constitutive model for silicon, which
comprises the core of this research, is developed. Chapter 6 introduces a consistent
reformulation of the constitutive equations in a form compatible with hypoelasticity,
which has certain advantages for the finite element implementation discussed in detail
in Chapter 7. Finite element models and meshes as well as the procedures required for
the identification of material parameters are introduced in Chapter 8. In Chapter 9
simulation results are presented and discussed. The work concludes with a summary
and an outlook in Chapter 10. Using the example of germanium, Appendix E demon-
strates that the applicability of our constitutive is not limited to silicon.
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2. Experimental procedures and
results
This chapter explains the procedures and summarizes the results concerning inden-
tation experiments, related calibration procedures as well as the characterization of
indenter tips. This data forms the basis for the identification of material parameters
for the constitutive model introduced in Chapter 4 as well as its verification.
2.1. Methods
The experimental techniques primarily used in this work are nanoindentation and
atomic force microscopy. This section provides a brief overview over the available
equipment and the employed procedures.
2.1.1. Nanoindentation experiments
Nanoindentation experiments have been performed using the UNAT (Asmec GmbH)
indentation device, for which the manufacturer specifies a noise level for force measure-
ment of 6 6 µN and a noise level for displacement measurement of 6 1 nm.
Two different measurement cycles have been employed: The standard procedure
recommended by ISO 14577 (2002) consists of a loading segment, a hold period at
maximum load, unloading to 10% maximum load and a hold segment at 10% load fol-
lowed by the final unloading [see Fig. 2.1(a)]. The second hold segment was introduced
to record the thermal drift in order to correct it during later processing of the data.
However, we found that in the case of silicon this procedure is unsuitable for obtaining
complete load - displacement curves, since the second hold period is in the force range
of the β-Si→ a-Si transformation and thus interferes with the results. For this case we
found it appropriate to use the “fast” measurement procedure depicted in Fig. 2.1(b).
In this measurement cycle the thermal drift cannot be recorded, which is compensated
by a shorter overall time. From comparison of both procedures on the same sample,
we found that the respective results agree very well if some care is taken to keep the
environment temperature at a constant level.
The load - displacement curves were corrected for the finite instrument compliance
using the stiffness function given in Eq. (2.5) below.
A further correction is required in order to correctly determine the point of first
contact (zero point), since this point strongly influences the whole load - displacement
curve, which is easily noticeable by increased scatter if the correction is omitted. During
the measurement it is assumed that contact with the surface is established once the
contact force reaches a threshold value (30 µN in our case). Based on the last 50 data
points recorded before contact was made, the correct zero point is determined by back
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(a) Standard indentation cycle recom-
mended by ISO 14577.
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(b) “Fast” indentation cycle.
Fig. 2.1.: Indentation measurement cycles.
(a) The Berkovich tip. (b) The Knoop tip.
Fig. 2.2.: Surface scans of the indenter tips obtained using confocal microscopy.
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extrapolation to zero force using the solution for Hertzian contact
P (h¯) = c(h¯− h¯0) 32 , (2.1)
where the constants c and h¯0 are determined using the least squares method. This is
a reasonable assumption, since for very small indentation depths the contact can be
assumed to be elastic and every indenter can be approximated by a sphere due to its
tip rounding. The corrected displacement h is given by
h = h¯+ h¯0 . (2.2)
If not stated otherwise, the so called Berkovich indenter tip is used. This particular
pointed indenter is a three-sided pyramid [see Fig. 2.2(a)] with a center-line to face angle
of α = 65.27◦ (Fischer-Cripps, 2004). Another available indenter tip is the so called
Knoop indenter, which is an oblong four-sided pyramid [see Fig. 2.2(b)] with angles
between opposite edges of 172.5◦ and 130◦ , respectively. For more details see Sec. 2.3.
2.1.2. Atomic force microscopy
Atomic force microscopy (AFM) imaging was carried out using a Nanite B (Nanosurf
GmbH) mounted on the frame of the nanoindenter. The scan head has a maximum
scan range of 110 µm and a maximum vertical scan range of 22 µm (Nanosurf AG,
2012).
Imaging was performed in tapping mode. We used cantilevers of the type Tap190-
Al-G (BudgetSensors), which are monolithic silicon probes with resonant frequency of
190± 60 kHz and a tip radius of less than 10 nm.
2.2. Indentation results
This section collects the results on indentation testing of (111) single crystal silicon
(sc-Si) and polycrystalline silicon (poly-Si) as well as the characterization of residual
imprints. Further, results from reference materials used to calibrate the indenter area
function as well as the instrument compliance are provided.
2.2.1. Reference load-displacement curves for (111) silicon
The Berkovich tip
A set of reference force-displacement curves for the force range of 3.75-60 mN [see
Fig. 2.3(a)] was obtained from indentation into a (111) single crystal silicon surface.
Ten indentations for each maximum force were performed. Fig. 2.3(a) illustrates the
trend that elbowing behavior tends to occur at lower forces, which is consistent with
results from literature (cf. Sec. 1.1.1). The very high repeatability of the experiments
is exemplarily shown for the maximum load of 15 mN in Fig. 2.3(b).
For repeated indentation under conditions that favor the formation of a-Si the closed
hysteresis described in Sec. 1.1.1 is observed (see Fig. 2.4). The re-loading portion of
the curve has a kink, which is attributed to the a-Si → hda-Si transformation, while
the unloading portion follows the original path.
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(a) Ten load - displacement curves for each of the maximum loads 3.75 mN,
7 mN, 15 mN, 30 mN, 60 mN.
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(b) Ten load - displacement curves for a maximum load of 15 mN along with
their average.
Fig. 2.3.: Indentation in (111) single crystal silicon with Berkovich tip.
2.2. Indentation results 15
0.00 0.04 0.08 0.12 0.16 0.20 0.24 0.28
Displacement h (in µm)
0
2
4
6
8
10
12
14
16
F
or
ce
P
(i
n
m
N
)
Fig. 2.4.: Load - displacement curve resulting from two indentation cycles with
Berkovich indenter into a polished (111) silicon surface.
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Fig. 2.5.: Indentation in (111) single crystal silicon with Knoop tip. Average of 10
load - displacement curves.
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The Knoop tip
The Knoop indenter tip is rarely used in nanoindentation, since its shape strongly
deviates from a cone and standard evaluation procedures do not apply. However, the
fact that its geometry differs so much from that of the Berkovich tip makes it valuable
as an independent experiment that can be used for verification purposes. An averaged
load - displacement curve is provided in Fig. 2.5 for later use.
Topography of residual imprints
The topography of the residual impressions has beed characterized using atomic force
microscopy in tapping mode. 512 lines with 512 points each were recorded. The
time per line was set to 3 s. Fig. 2.6(a) shows a three-dimensional view of the residual
imprint, while Fig. 2.6(b) shows a “bottom” view of the same indent, nicely illustrating
its pyramidal shape. The in-plane shape of the imprint is best seen in a clipped density
plot view [Fig. 2.6(c)], showing a concave triangle, which is typical for materials with
a large ratio of hardness to elastic modulus. Finally, Fig. 2.6(d) shows the height
profile through the residual imprint following the path indicated by the dashed arrow
in Fig. 2.6(c).
2.2.2. Evaluation of material properties from indentation
experiments in (111) silicon
The contact stiffness at the point of unloading S is obtained by fitting the unloading
curve in the range between 60-98% of the maximum applied force using the power law
POP(h) := c(h− h0)m . (2.3)
The values for contact depth hc, indentation hardness HIT, reduced modulus Yr as well
as the indentation modulus YIT are then calculated using the Oliver and Pharr
(1992) procedure (cf. Appendix A) with additional corrections concerning the radial
displacement of the sample surface and a variable -factor (for details cf. Chudoba
and Jennett, 2008). The results are summarized in Tab. 2.1. These values agree
well with results from literature (see e.g., Chang and Zhang, 2009c; Cook, 2006;
Domnich and Gogotsi, 2002; Domnich et al., 2000; Jang et al., 2005; Pharr
et al., 1991).
Tab. 2.1.: Experimental results for Berkovich indentation in a (111) silicon surface
with a maximum force of 15 mN.
Property name Value
HIT 10.9± 0.10 GPa
YIT 165.0± 1.8 GPa
Yr 152.5± 1.6 GPa
S 202.01± 1.24 mN⁄µm
hc 0.211± 0.001 µm
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(a) Top view of the surface. (b) “Bottom” view of the surface.
500 nm
(c) Clipped density plot.
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Fig. (c).
Fig. 2.6.: AFM surface topography data of 15 mN indent with Berkovich tip in
(111) silicon.
18 2. Experimental procedures and results
2.2.3. Polycrystalline silicon
To investigate the sensitivity of indentation experiments in silicon to the crystal ori-
entation, indentations into a small polycrystalline wafer were performed. In order to
identify grains of different orientation the sample was mapped using the X-ray diffrac-
tion technique (see Fig. 2.7). Two grains for each of the six orientations listed in
color orientation
(111)
(001)
(112)
(113)
(115)
(313)
(315)
Fig. 2.7.: Laue map of a 50× 50 mm polysilicon wafer.
Fig. 2.7 were chosen and ten indentations performed in each grain. The resulting 120
load-displacement curves are shown in Fig. 2.8 along with their average. It is remark-
able how well this average agrees with the reference curve obtained for (111) single
crystal silicon (see Fig. 2.9). In view of these results it is safe to state that the in-
dentation response of silicon only very weakly depends on the crystal orientation of
the sample and the data obtained for (111) single crystal silicon can be considered
representative.
2.2.4. Indentation in fused silica and sapphire
Load - displacement curves from indentation experiments in well characterized refer-
ence materials are required in order to compute the indenter area function as well as
the instrument’s compliance (cf. Sec. 2.3.1). The averaged data obtained from 120
indentation experiments with Berkovich tip following the standard indentation cycle
according to ISO 14577 in fused silica (quartz) and sapphire, respectively, are shown
in Fig. 2.10.
The corresponding results for 170 Knoop indentations at 17 different loads in fused
silica are shown in Fig. 2.11.
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Fig. 2.8.: 120 load - displacement curves for six different crystalline orientations in
silicon as well as their average.
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Fig. 2.9.: Comparison between the averaged load - displacement curves for polycrys-
talline silicon and the (111) single crystal.
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Fig. 2.10.: Load - displacement curves from indentation with Berkovich tip in ref-
erence materials.
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Fig. 2.11.: Load - displacement curves from indentation with Knoop tip in reference
materials.
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Tab. 2.2.: Elastic constants (Young’s modulus Y , Poisson ratio ν) and indentation
hardness HIT of fused silica and sapphire (from Chudoba et al., 2006).
Property name Fused silica Sapphire
Y 72.0 GPa 420.0 GPa
ν 0.17 0.234
HIT 7.6 GPa 23.6 GPa
2.3. Characterization of the indenter tips from
indentations into reference materials
This section is devoted to the characterization of the precise geometry of the indenter
tips that are used in the present work. No indenter has an ideally sharp tip and the
initial tip rounding develops with use of the indenter due to wear. Therefore, the
determination of the projected area function18 is crucial, since it directly influences the
hardness and indentation modulus values obtained from the experimental data as well
as the load - displacement curves calculated from finite element simulations.
2.3.1. Area function of the Berkovich tip
The area function can be determined indirectly by indentation into a homogeneous
(reference) material with well known elastic moduli. However, this method is biased
since the instrument compliance is finite and does not need to be constant. A way to
overcome this issue is to determine two area functions for every indenter tip using two
different materials with a large ratio of Young’s moduli. Since the area function is
naturally independent from the materials to be tested, the instrument compliance can
be calculated by comparing the two area functions thus obtained. In this manner, the
instrument compliance function and one corrected area function are obtained. This
algorithm is detailed in Chudoba (2007) and implemented in the InspectorX software
supplied with the UNAT micro-mechanical tester. We used sapphire as well as fused
silica (material properties given in Tab. 2.2) as reference materials and carried out 10
measurements for each of 12 different loads ranging between 0.5 and 400 mN. The area
function thus follows as√
A(hc) := a0 + a 1
4
h
1
4
c + a 1
2
h
1
2
c + a1 hc + a 3
2
h
3
2
c , (2.4)
with coefficients
a0 = 0.008027958 µm , a 1
4
= 0.2405098 µm
3
4 , a 1
2
= 0.1946916 µm
1
2 ,
a1 = 5.232742 , a 3
2
= 0.1246631 µm−
1
2 .
A comparison between the measured indenter area function and the ideal Berkovich
pyramid is shown in Fig. 2.12. The corresponding instrument stiffness function is
C(P ) := s 1
8
P
1
8 + s 1
4
P
1
4 + s 1
2
P
1
2 + s1 P , (2.5)
18In the indentation nomenclature the term “area function” typically refers to the square root of the
projected area.
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Fig. 2.12.: Area function of the Berkovich indenter obtained from a fit to measure-
ments in fused silica (quartz) and sapphire.
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Fig. 2.13.: Instrument stiffness function computed from the comparison of area func-
tions obtained from indentation with Berkovich tip in fused silica (quartz) and sap-
phire.
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with
s 1
8
= 0.1246631 mN
7
8µm−1 , s 1
4
= 0.2405098 mN
3
4µm−1 ,
s 1
2
= 0.1946916 mN
1
2µm−1 , s1 = 5.232742 µm−1 .
2.3.2. Area function of the Knoop tip
The Oliver and Pharr (1992) procedure, which was used to determine the area
function, heavily relies on the assumption that the indenter geometry can be mapped
to an equivalent cone. While such an approach appears reasonable for highly sym-
metric indenters such as the Berkovich or Vickers pyramids, the geometry of the
Knoop indenter tip deviates too strongly from that of a cone [cf. Fig. 2.2(b)] for this
assumption to be applicable. The values are highly overestimated if the corresponding
cone with an opening angle of 77.64◦ is used to determine hardness and elastic modulus
from Knoop indentations.
The geometry of this four-sided pyramid is governed by its diamond shaped cross
section with the ratio r of the two half diagonal lengths d1 and d2 given by
r =
d1
d2
=
tanα1
tanα2
=
tan 86.25◦
tan 65◦
= 7.11448 , (2.6)
where α1 = 86.25◦ and α2 = 65◦ are the semiangles between opposing edges. The
corresponding (idealized) area function is given by√
A(hc) = hc
√
2 tanα1 tanα2 . (2.7)
It is well known that Knoop indents exhibit a substantial elastic recovery along the
short diagonal, while the recovery along the long diagonal is negligibly small. Assuming
the simplified geometry of an elliptical coneMarshall et al. (1982) related the amount
of recovery to the ratio of hardness to elastic modulus as
d′2
d′1
=
d2
d1
− ϑHIT
Y
, (2.8)
where d′1 and d′2 are the major and minor half diagonals of the residual imprint, respec-
tively, and ϑ is a factor that has been empirically found to match the value of 0.45 for
a wide range of materials. Assuming that the elastic recovery along the long diagonal
is negligible, i.e., d′1 = d1, we find
d′2
d2
= 1− ϑd1
d2
HIT
Y
. (2.9)
Riester et al. (2001) argue that the same factor could be applied to the tangent of
the small semiangle
tanα′2 :=
d2
d′2
tanα2 =
(
1− ϑd1
d2
HIT
Y
)−1
tanα2 (2.10)
in order to obtain an effective area function√
A′(hc) :=
(
1− ϑd1
d2
HIT
Y
)− 1
2 √
A(hc) (2.11)
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Fig. 2.14.: Area function of the Knoop indenter obtained from AFM scans.
that accounts for the contribution of elastic recovery from Eq. (2.4). They used this
procedure “in reverse” to obtain the area function of their indenter tip from indentations
in fused silica. The result was then verified by showing that the elastic moduli of mild
steel and alumina could be correctly evaluated with a relative error below 5%. It should
be noted that the correct hardness could only be obtained for mild steel, which was
attributed to underdeveloped plastic zones in material with a large HIT/Y ratio. The
determination of the area function is not affected, since it requires only the correct
evaluation of elastic modulus.
We used this methodology to obtain an area function of the Knoop tip from inden-
tations in fused silica (cf. Sec. 2.2.4). The experimental data were corrected using the
instrument stiffness function (2.5), alleviating the need for the use of a second refer-
ence material. The hardness to modulus ratio for fused silica was computed using the
values provided in Tab. 2.2. The resulting area function given by a smooth fit with the
ansatz (2.4) using the fit parameters
a0 = 0.000113618 µm , a 1
4
= 0.29671 µm
3
4 , a 1
2
= 0.237304 µm
1
2 ,
a1 = 7.62254 , a 3
2
= 0.885015 µm−
1
2 ,
is shown in Fig. 2.14 along with the experimental data points.
For verification purposes, this area function can be used in order to determine the
reduced modulus Yr of Si from the load - displacement curve given in Fig. 2.5. The
hardness to modulus ratio required to compute the correction term in Eq. (2.10) is
calculated using the values obtained from Berkovich indentation (cf. Tab. 2.1).
From a contact stiffness of S = 488.14 mN/µm we obtain a reduced modulus of Yr =
151.126 GPa, which bears good resemblance to results of Berkovich indentation (cf.
Tab. 2.1).
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3. Fundamentals of continuum
mechanics and thermodynamics
In this chapter we provide an introduction to continuum mechanics and thermody-
namics in the extend required for this work. Sections 3.2 to 3.6 present kinematics,
mechanical balance equations and principles of material theory based on Bertram
(2005); Haupt (2000); Truesdell and Noll (1965).
Sections 3.7 to 3.10 introduce a rudimentary framework for continuum thermody-
namics, based on the theory of thermodynamics with internal variables (TIV). This is
neither meant to be a review of the evolving field of different thermodynamics (for this
cf. Muschik, 2007), nor an in-depth discussion of the finer details of TIV (cf. Ger-
main et al., 1983; Maugin, 1999; Muschik, 1990). Instead, we limit the discussion
to the case of rate-independent inelasticity relevant for the present work.
3.1. Remarks on the notation
The following chapters heavily rely on notions from tensor algebra and analysis. Since
we assume that the reader is familiar with this subject, this section only deals with no-
tation. For further details and background information we advise to follow monographs
of Bertram (2005), Marsden and Hughes (1994) or Ogden (1984).
We denote vectors by bold lower case latin a and greek α letters and the correspond-
ing spaces with black board upper case letters, i.e., a ∈ V. Vectors from the dual space
V˜ are denoted by bold lowercase letters with under-tilde, e.g. b˜, and the dot operator“·” denotes the scalar product a · b˜ ∈ R. We will however, abuse this notation and usethe dot “·” as well for inner products, whenever appropriate.
Second order tensors are denoted be bold uppercase latin letters A. We introduce a
scalar product between second order tensors denoted by “:” asA : B := trA·B>, where
B> is the transpose of B and tr(·) denotes the trace operator. In an inner product
space this product implies the norm ‖A‖ := √A : A. The deviator of a tensor A is
denoted by the corresponding bold Fraktur style letter, i.e., A := A− 1
3
(trA)I, where
I stands for the second order unit-tensor.
Given an orthogonal tensorR ∈ O and an arbitrary order tensor Φ,R∗Φ denotes the
Rayleigh product ofR and Φ; for a second order tensorA, we haveR∗A = R·A·R>.
Further, [A,B] := A ·B −B ·A represents the Lie bracket.
Fourth order tensors are denoted by bold calligraphic lettersA. Particular 4th order
tensors are 4th order unit tensor I with the property I : A = A for any second order
tensor A from an appropriate space as well as the deviatorizer D := I − I ⊗ I, where
“⊗” is the so called dyadic product. The box product AB between two second order
tensors A and B yields a 4th order tensor with the property (AB) : C = A ·C ·B>.
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We also make use of its symmetric counterpart
A
S
 B := AB +B A .
For notation convenience (especially when dealing with tuples of tensors of different
orders) we use “•” to denote the “appropriate” kind of scalar product.
Grad(·) and grad(·) denote the gradients in the reference and current configurations,
respectively. Similarly, Div(·) and div(·) are corresponding divergences.
Finally, we make use of the Ricci calculus, with the convention that only for latin
indices summation is implied.
3.2. Kinematics
The material body B = {X } is a set of elements X which are called material points. It
becomes accessible for physical observations when placed into Euclidean space E3 by
a time-dependent bijective mapping κ(·, t)
κ(·, t) : B → B = κ(B , t) ⊂ E3
X 7→ x = κ(X , t) ∈ E3 . (3.1)
Such a mapping is called current configuration. We further require that for two arbi-
trary configurations κ1 and κ2 the composition
κ2 ◦ κ−11 : κ1(B , t)→ κ2(B , t) (3.2)
is continuously differentiable.
It is convenient to choose a particular fixed configuration κ0(·)
κ0(·) : B → B0 = κ0(B) ⊂ E3
X 7→ η = κ0(X ) ∈ E3
(3.3)
called reference configuration as a means for addressing material points with coordi-
nates.
3.2.1. Motion of material bodies
A family of current configurations, which is continuously parametrized by time t is
called the motion of a body. Using the reference configuration, we can write the
motion as a bijection between two regions of Euclidean space
B = κ(B , t) = κ(κ−10 (B0), t) =: χ(B0, t) , (3.4)
with the motion function
χ(·, t) : B0 → B = χ(B0, t) ⊂ E3
η 7→ x = χ(η, t) ∈ E3 . (3.5)
The deformation gradient F is the first material gradient of the motion function χ
F (η, t) := Gradχ(η, t) . (3.6)
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Fig. 3.1.: Configurations.
Since the motion function χ(η, t) is invertible, the determinant of its gradient is non-
zero
J := detF 6= 0. (3.7)
For physical reasons [cf. Eq. (3.10) below] we assume J > 0. The geometric interpre-
tation of F can be inferred from the Gateaux differential
dx(η, dη, t) = Gradχ(η, t) · dη
= F · dη , (3.8)
i.e., F maps vectors (material line elements) from the tangent space T0η in the reference
configuration to the tangent space Tx(η,t) in the current configuration. Further, it can
be shown that F establishes the following relations between oriented area elements
(da˜0 = n˜0 da0, da˜ = n˜ da) and volume elements ( dV0, dV ) inB0 andB, respectively:
da˜ = JF−> · da˜0 (3.9)dV = J dV0 . (3.10)
Here n˜0 and n˜ denote the surface normals and da0 and da are the corresponding scalarelements of area in the respective configurations.
Applying the polar decomposition theorem (cf. for example Becker and Bürger,
1975) to the deformation gradient, allows to obtain two unique multiplicative decom-
positions
F = R ·U = V ·R , (3.11)
with a proper orthogonal tensor R ∈ O called the rotation tensor and symmetric
tensors U ,V > 0 called the right and left stretch tensors, respectively.
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3.2.2. Deformation
The tensors
C := U 2 = F> · F and (3.12a)
B := V 2 = F · F> (3.12b)
are called the right and left Cauchy-Green stretch tensors.
Strain measures are a means to determine the relative change in length as well as
the change of angle between material line elements in two different configurations. Let
dη1 and dη2 be two material line elements in T0η and dx1 and dx2 the images of these
line elements in Tx(η,t) provided by the mapping (3.8),
dx1 · dx2 − dη1 · dη2 = dη1 · F> · F · dη2 − dη1 · dη2
= dη1 · (C − I) · dη2
=: dη1 · 2EG · dη2 ,
(3.13)
with the (material) Green-Lagrange strain tensor
EG =
1
2
(C − I) . (3.14)
Alternatively, we can write
dx1 · dx2 − dη1 · dη2 = dx1 · dx2 − dx1 · F−> · F−1 · dx2
= dx1 ·
(
I −B−1) · dx2
=: dx1 · 2Ea · dx2 ,
(3.15)
introducing the (spatial) Euler-Almansi strain tensor
Ea =
1
2
(
I −B−1) . (3.16)
In general, a strain measure can be defined by a scalar function g : R → R acting
on the eigenvalues λσ of a stretch tensor with the following properties (Hill, 1968)
twice differentiable ,
∀λσ : g′(λσ) > 0 ,
g(1) = 0 ,
g′(1) = 1 .
(3.17)
Thus, infinitely many different strain measures can be defined. Many of the commonly
used strain measures fall into the so called Seth-Hill class (Hill, 1968; Seth, 1964)
defined by
g(λσ;m) = m
−1 (λmσ − 1) , (3.18)
with parameter m ∈ R+. Using the spectral forms of the left and right stretch tensors
U =
3∑
σ=1
λσuσ ⊗ uσ =
3∑
σ=1
λσUσ and (3.19)
V =
3∑
σ=1
λσvσ ⊗ vσ =
3∑
σ=1
λσV σ , (3.20)
3.2. Kinematics 29
where λσ are the principal stretches, while uσ, vσ and Uσ, V σ19 are the eigenvectors
and eigenprojectors of the stretch tensors, respectively, the material Seth-Hill strains
can be written as
ESH;m =
3∑
σ=1
g(λσ;m)Uσ
(3.18)
=
3∑
σ=1
m−1 (λmσ − 1)Uσ
= m−1 (Um − I) ,
(3.21)
whereas the spatial strains are given by
Esh;m =
3∑
σ=1
g(λσ;m)V σ =
3∑
σ=1
m−1 (λmσ − 1)V σ
= m−1 (V m − I) .
(3.22)
It is worth noting, that the relationship between uσ and vσ implies
Esh;m = R ∗ESH;m . (3.23)
For the cases m = 2 and m = −2 we get from Eqs. (3.21) and (3.22)
EG = ESH;2 ,
Ea = Esh;−2 .
In the limit of m→ 0 logarithmic or Hencky strains are obtained
EH := lim
m→0
ESH;m = lnU , (material Hencky strain) (3.24)
Eh := lim
m→0
Esh;m = lnV . (spatial Hencky strain) (3.25)
3.2.3. Velocity
The material time derivative Dξ of an arbitrary tensor field ξ is defined as
Dξ ≡ ξ˙ := dξ
dt
∣∣∣∣
η=const.
. (3.26)
For the particular case ξ = ξˆ(η, t), the material time derivative reads as follows
ξ˙ =
∂ξˆ
∂t
. (3.27)
The velocity v of a material point is given by
v = x˙ =
∂χ(η, t)
∂t
. (3.28)
Its spatial gradient
L = gradv (3.29)
19Note that vσ = R · uσ, leading to V σ = R ∗Uσ.
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is called the velocity gradient. Its physical interpretation becomes apparent from
(dx)• = L · dx . (3.30)
The velocity gradient is related to the deformation gradient F via
L = F˙ · F−1 . (3.31)
It can be uniquely decomposed into a symmetric part D called the stretching or rate
of deformation tensor and a skew part W called the spin tensor,
L = D +W , (3.32)
with
D := symL =
1
2
(
L+L>
)
, (3.33)
W := skwL =
1
2
(
L−L>) . (3.34)
3.3. Mechanical balance equations
The interaction of the material body with its environment is described by balance
equations. These equations are the basis of all boundary value problems of continuum
mechanics.
3.3.1. Balance of mass
The mass
m(B) =
∫
B
dm (3.35)
of the material body B remains constant throughout any motion, i.e., with the mass
densities ρ and ρ0 in the current and reference configurations, respectively, we can
write
m(B) =
∫
B
ρ dV =
∫
B0
ρ0 dV0 . (3.36)
Using Eq. (3.10) and assuming that the principle of conservation of mass applies to
each part of the body, the local form of the mass balance is obtained
Jρ = ρ0 . (3.37)
3.3.2. Principle of virtual power
The principle of virtual power (PVP) can be stated as follows (cf. Del Piero, 2009;
Germain, 1973; Lidström, 2012; Maugin, 1980): The virtual power of the inertia
forces P∗a balances the virtual power P∗int of the internal and P∗ext of the external
forces acting on the system for any admissible virtual velocity field v∗
P∗a =P
∗
int +P
∗
ext (3.38)
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with
P∗a =
∫
B
(M · v˙) · v∗ dV (3.39)
P∗int = −
∫
B
S> : L∗ dV (3.40)
P∗ext =
∫
B
f˜ · v∗ρ dV +
∫
∂B
t˜ · v∗ da (3.41)
HereM denotes the mass tensor,20 S the true or Cauchy stress tensor, L∗ = gradv∗
and f˜ and t˜ are called body forces and surface tractions, respectively.The PVP is typically used in conjunction with the axiom of virtual power of internal
forces, stating that the virtual power of internal forcesP∗int vanishes for all virtual rigid
body motions. As a consequence we obtain a symmetry requirement for true stress21
S = S> . (3.42)
Hence, the virtual power of internal forces can be rewritten as
P∗int = −
∫
B
S : D∗ dV , (3.43)
where D∗ is the virtual rate of deformation tensor D∗ = symL∗.
Assuming that the principle of virtual power holds for arbitrary parts of the body
B and its surface ∂B, the local balance of linear momentum
M · v˙ = divS + ρf˜ in B (3.44)
as well as the Cauchy relationship
S · n˜ = t˜ on ∂B (3.45)
are recovered.22
If we choose the virtual velocity to coincide with the real velocity field v∗ = v, the
virtual powers coincide with real powers, i.e.,
P∗a =Pa , P
∗
int =Pint , P
∗
ext =Pext
and the PVP reduces to the balance of kinetic energy K
K˙ ≡Pa =Pint +Pext . (3.46)
20Assuming v ∈ V, the mass tensor in given by
M = ρ δik g˜i ⊗ g˜k ,
where δik is the Kronecker symbol and
{
g˜i} are a basis of V˜.21This statement is equivalent to the local balance of angular momentum for simple materials.
22To obtain this result, theGauss-Ostrogradski theorem is applied to the expression for the virtual
power of internal forces (3.40)
P∗int = −
∫
B
S> : L∗ dV = −
∫
B
S> : gradv∗ dV = −
∫
B
[
div
(
S> · v∗
)
− divS> · v∗
]
dV
=
∫
B
divS> · v∗ dV −
∫
∂B
(S · n˜) · v∗ da .
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3.4. Stresses conjugate to arbitrary strain measures
The power of internal forces Pint (cf. Eq. (3.43) with v∗ = v) can be written as
Pint = −
∫
B
S : D dV = −
∫
B
1
ρ
S : Dρ dV = −
∫
B
1
ρ
S : D dm =: −
∫
B
` dm,
introducing the specific stress power per unit mass
` :=
1
ρ
S : D =
1
ρ
tr (S ·D) =: 1
ρ0
tr (T ·D) , (3.47)
where T := JS is the so called Kirchhoff stress tensor.
A stress T˜ is called conjugate to a strain E˜ in any given configuration, if
T˜ :
˙˜
E ≡ tr
(
T˜ · ˙˜E>
)
= ρ˜ ` , (3.48)
where ρ˜ is the density in the chosen configuration.
The stress T (2) conjugate to the Green-Lagrange strain EG ≡ ESH;2 tensor can
be obtained from
ρ0 ` = tr (T ·D) != tr
(
T (2) · E˙G
)
=
1
2
tr
(
T (2) ·
[
F˙> · F + F> · F˙
])
= tr
(
T (2) · F> ·D · F
)
= tr
(
F · T (2) · F> ·D
)
(3.49)
Comparing the underlined terms we obtain an expression for the so called second
Piola-Kirchhoff stress in terms of Kirchhoff stress
T (2) = F−1 · T · F−> . (3.50)
The so called Biot stress T (1), conjugate to ESH;1 = U − I, can be obtained in
terms of T (2) using the same procedure
T (1) =
1
2
(
T (2) ·U +U · T (2)
)
. (3.51)
The stress T (0) conjugate to the material Hencky strain EH = lnU follows imme-
diately23 from (3.51), since
E˙H = (lnU)• =
∂ lnU
∂U
: U˙ =
∂ lnU
∂U
: E˙SH;1 ,
resulting in
T (0) =
[
∂ lnU
∂U
]−1
: T (1) . (3.52)
23For details on the Fréchet derivative ∂ lnU∂U cf. Footnote 35 on p. 48.
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T0η
Tˆxˆ(η,t) Tx(η,t)
dη
dxdxˆ
F i F
F e
Fig. 3.2.: Multiplicative decomposition of the deformation gradient.
An expression for T (2) in terms of T (1) or T (0) requires the solution of tensor equation
(3.51) [for details cf. e.g., Hoger and Carlson (1984); Rosati (2000)]. For later
use let us note that in the case that the product T (2) ·U is symmetric, i.e.,[
T (2), U
]
= 0 ,
the simple solution
T (2) = U−1 · T (1) (3.52)= U−1 ·
[
∂ lnU
∂U
: T (0)
]
(3.53)
holds.
3.5. Continuum mechanics in an arbitrary
intermediate configuration
3.5.1. Multiplicative decomposition
An intermediate configuration, which needs not to correspond to any of the reference
or current configurations can be introduced by a linear mapping represented by the
second order tensor
F i(η, t) , with Ji := detF i > 0 , (3.54)
which leads to a multiplicative decomposition of the deformation gradient
F =
(
F · F−1i
) · F i =: F e · F i. (3.55)
This is illustrated in Fig. 3.2. By analogy to Eqs. (3.8), (3.9) and (3.10) we find
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dx = F e · dxˆ , dxˆ = F i · dη , (3.56a)
da˜ = JeF−>e · daˆ˜ , daˆ˜ = JiF−>i · da˜0 , (3.56b)
dV = JedVˆ , dVˆ = Ji dV0 , (3.56c)
where Je := detF e. Using this decomposition, the Green-Lagrange strain [cf.
Eq. (3.14)] is given by
EG =
1
2
(
F> · F − I) = 1
2
(
F>i · F>e · F e · F i − I
)
.
A corresponding strain measure EˆG in the intermediate configuration is obtained by
applying a so called push forward operation
EˆG := F−>i ·EG · F−1i =
1
2
(
F>e · F e − I
)
+
1
2
(
I − F−>i · F−1i
)
= EˆGe + Eˆ
a
i .
(3.57)
It additively decomposes into a Green-Lagrange type strain
EˆGe :=
1
2
(
F>e · F e − I
)
(3.58)
depending only on F e and an Euler-Almansi type strain
Eˆai :=
1
2
(
I − F−>i · F−1i
)
(3.59)
depending only on F i. By analogy to Eq. (3.12) we immediately recognize the stretch
tensors
Cˆe := F
>
e · F e , Be := F e · F>e (3.60a)
C i := F
>
i · F i , Bˆi := F i · F>i (3.60b)
as being of right and left Cauchy-Green type, respectively. Further we note that
the polar decomposition theorem can be applied to both the elastic (F e) and inelastic
(F i) parts of the deformation gradient in order to define stretch and rotation tensors
F e = Re · Uˆ e = V e ·Re , (3.61)
F i = Ri ·U i = Vˆ i ·Ri . (3.62)
The velocity gradient L evaluates to
L = F˙ · F−1 = F˙ e · F i · F−1i · F−1e + F e · F˙ i · F−1i · F−1e
= F˙ e · F−1e + F e · F˙ i · F−1i︸ ︷︷ ︸
=:Lˆi
·F−1e , (3.63)
where Lˆi = F˙ i · F−1i is the velocity gradient in the intermediate configuration in the
sense that
(dxˆ)• = Lˆi · dxˆ (3.64)
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[cf. Eq. (3.30)]. We make use of its decomposition
Lˆi = Dˆi + Wˆ i (3.65)
into a symmetric portion Dˆi and a skew portion Wˆ i, with
Dˆi := symLˆi , (3.66)
Wˆ i := skwLˆi . (3.67)
The rate of EˆG is defined by the push-forward of the material time derivative of the
Green-Lagrange strain tensor E˙G with the inelastic deformation gradient F i
4
EˆG := F−>i · E˙G · F−1i
(3.57)
= F−>i ·
(
F>i · EˆG · F i
)•
· F−1i
=
˙ˆ
EG + Lˆ>i · EˆG + EˆG · Lˆi .
(3.68)
For future reference we introduce the quantity Li
Li := L− F˙ e · F−1e = F e · Lˆi · F−1e . (3.69)
3.5.2. Stresses
A stress measure Tˆ (2) in the intermediate configuration is introduced by requiring
the specific stress power per unit mass to be equal in the reference and intermediate
configurations
1
ρ0
tr
(
T (2) · E˙G
)
!
=
1
ρˆ
tr
(
Tˆ (2)·
4
EˆG
)
, (3.70)
i.e., we require that Tˆ (2) and
4
EˆG are conjugate in the sense of Sec. 3.4 resulting in
Tˆ (2) = JeF
−1
e · S · F−>e . (3.71)
3.6. Principles of material theory
In addition to the universal statements provided by kinematics and balance equations,
relationships specific to the individual materials, the so called constitutive equations,
have to be supplied. To narrow down the number of choices, it is customary to rely on
so called principles (cf. Bertram, 2005; Truesdell and Noll, 1965). In essence,
these are a number of restrictions on the admissible material’s response, which are
based on heuristics, plausibility and - to some extend - hope. Such principles are
1. Principle of determinism. The response of the material at a given time is deter-
mined only by its past and present motion.
2. Principle of local action for simple materials. The material’s response at a given
material point depends only on its infinitesimal neighborhood.
36 3. Fundamentals of continuum mechanics and thermodynamics
3. Principle of material objectivity. The specific stress power ` is invariant under
change of observer.
The change of observer is to be understood in the following (very restricted)
sense: When one observes a motion function χ(η, τ) and a deformation gradient
F , another observer will see a motion χ˜(η, τ) = Q(τ) · χ(η, τ) + c(τ) and a
deformation gradient F˜ = Q(τ) · F with Q(τ) ∈ O.
4. Principle of invariance under superimposed rigid body motion. If S(η, t) is the
true stress caused by a motion
χ(η, τ) τ ∈ [t0, t]
then the motion
Q(τ) · χ(η, τ) + c(τ) τ ∈ [t0, t]
will cause the stress Q(t) · S(η, t) ·Q>(t).
Under the assumption that all observers use the same “procedure”, i.e., the same
functional, to determine stress from motion, Principles 3 and 4 have been shown to be
equivalent. This motivates the following notion. A second order tensor field is called
objective, if it transforms like stress under superimposed rigid body motion, i.e., if
A = A(η, t) is the field caused by the motion χ(η, τ), the same field will be given by
Q(t) ·A(η, t) ·Q>(t) (3.72)
for the motion Q(τ) · χ(η, τ) + c(τ).
3.6.1. Objective rates
Since constitutive equations are often given in rate form, the transformation behavior
of material time derivatives has to be considered. As it turns out, the material time
derivatives of objective fields are not necessarily objective, e.g. for true stress S we
find (
Q · S ·Q>)• = Q˙ · S ·Q> +Q · S˙ ·Q> +Q · S · Q˙>
= Ω ·Q · S ·Q> +Q · S˙ ·Q> +Q · S ·Q> ·Ω>
6≡ Q · S˙ ·Q> ,
(3.73)
with the skew tensor Q˙ ·Q> =: Ω = −Ω>.
Eq. (3.73) motivates the introduction of a general objective rate to replace the ma-
terial time derivative in constitutive equations
DfA ≡
◦
Af := A˙−A · f> − f ·A . (3.74)
If f is skew, i.e., f = −f>, the rate is called corotational and we can write
DfA = A˙+ [A,f] . (3.75)
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Indeed, for f = Ω we obtain
DΩ
(
Q · S ·Q>) = Q · (DΩS) ·Q> ,
which means that DΩS is an objective tensor field. Different objective rates have been
historically associated with different names
f = R˙ ·R> Green-Naghdi rate , (3.76)
f = W Zaremba-Jaumann rate , (3.77)
f = L Oldroyd rate . (3.78)
3.7. The laws of Thermodynamics
3.7.1. First Law
The rate of change in energy E˙ of a material body B is equal to the supply of energy
through external forces Pext and heat Q
E˙ ≡ E˙ + K˙ =Pext +Q . (3.79)
Here E denotes the internal energy, while K is the kinetic energy of the system. Ap-
plying Eq. (3.46) as a particular case of the PVP, the energy balance (3.79) reduces to
E˙ = −Pint +Q . (3.80)
Introducing the internal energy density e, the bulk heat source density r and the heat
flux vector q0, we obtain
E =
∫
B0
e ρ0 dV0 , (3.81)
Q =
∫
B0
r ρ0 dV0 −
∫
∂B0
q0 · n˜0 da0 . (3.82)
Remembering that
Pint = −
∫
B
` dm
(3.49)
= −
∫
B0
T (2) : E˙G dV0 , (3.83)
Eq. (3.80) can be written as∫
B0
e˙ ρ0 dV0 =
∫
B0
T (2) : E˙G dV0 +
∫
B0
r ρ0 dV0 −
∫
∂B0
q0 · n˜0 da0 . (3.84)
By applying the Gauss-Ostrogradski theorem to the last integral and assuming
that (3.84) holds for every part of the body, we obtain the local form of the first law
ρ0e˙ = T
(2) : E˙G + ρ0r −Divq0 . (3.85)
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3.7.2. Second Law
The time rate of change S˙ in entropy is never less than the entropy supply through
heat
S˙ =
∫
B0
s˙ ρ0 dV0 >
∫
B0
r
θ
ρ0 dV0 −
∫
∂B0
q0
θ
· n˜0 da0 , (3.86)
where s is the entropy density per unit mass and θ > 0 is the absolute tempera-
ture.Using the same procedure as above, we obtain the local form
ρ0s˙ > ρ0
r
θ
−Divq0
θ
, (3.87)
which by expanding the divergence term can be restated as
φ := ρ0θs˙− ρ0r + Divq0 − q0 ·
Gradθ
θ
> 0 . (3.88)
The newly defined quantity φ is dissipation per unit volume in the reference config-
uration. Introducing the Helmholtz free energy density function ψ by the usual
Legendre transformation ψ = e− θs we can write
ρ0ψ˙ = ρ0e˙− ρ0θ˙s− ρ0θs˙ .
Hence, (3.88) can be rewritten as
φ = ρ0e˙− ρ0
(
ψ˙ + θ˙s
)
− ρ0r + Divq0 − q0 ·
Gradθ
θ
> 0 . (3.89)
Using the local form of the first law (3.85) together with (3.89), we finally obtain the
so called Clausius-Duhem inequality
φ = T (2) : E˙G − ρ0
(
ψ˙ + θ˙s
)
− q0 ·
Gradθ
θ
> 0 . (3.90)
The dissipation can be split into
φ = φintr + φth > 0 , (3.91)
with intrinsic dissipation
φintr := T
(2) : E˙G − ρ0
(
ψ˙ + θ˙s
)
(3.92)
and thermal dissipation due to heat transfer
φth := −q0 ·
Gradθ
θ
. (3.93)
Often, instead of the second law (3.90), the stricter inequalities
φintr = T
(2) : E˙G − ρ0
(
ψ˙ + θ˙s
)
> 0 , (3.94a)
φth = −q0 ·
Gradθ
θ
> 0 (3.94b)
are enforced. Inequality (3.94a) is known as Clausius-Plank inequality.
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3.8. Thermodynamics with internal variables
In classical thermostatics the state functions depend only on the current values of the
observable variables ζΠ,24 such as volume or strain, i.e., no history dependence is incor-
porated. There are multiple approaches to account for the past. In classical rational
thermodynamics the set of state variables is kept unchanged (small state space), but
state functions become functionals that depend on the full history
ζΠ(τ) , τ ∈ [t0, t]
of observable variables (cf. Truesdell and Noll, 1965). This approach, usually leads
to integro-differential equations, which are difficult to handle. The approach of ther-
modynamics with internal variables is to enlarge the state space by additional internal
variables αK , which capture the process history. By definition, internal variables can
be measured, but cannot be controlled. Thus, the free energy density ψ depends on
the state variables in the following manner
ψ = ψˇ(θ, ζΠ, αK) . (3.95)
By differentiation, we obtain
ψ˙ =
∂ψˇ
∂θ
θ˙ +
∂ψˇ
∂ζΠ
• ζ˙Π + ∂ψˇ
∂αK
• α˙K
=: −sθ˙ + σΠ • ζ˙Π − ρ−10 βK • α˙K .
(3.96)
The relationships
s = −∂ψˇ
∂θ
, (3.97a)
σΠ :=
∂ψˇ
∂ζΠ
, (3.97b)
βK := −ρ0 ∂ψˇ
∂αK
(3.97c)
are laws of state. With this newly introduced notation, the intrinsic dissipation (3.94a)
can be written as
φintr = T
(2) : E˙G − ρ0σΠ • ζ˙Π + βK • α˙K , (3.98)
where the evolution of internal variables is governed by equations of the kind
α˙J = α¯J(θ, σ
Π, βK , θ˙, σ˙
Π, β˙K) . (3.99)
24Remark on the notation: ζΠ and αK can be tensors of arbitrary order. The index Π runs from 1
to M , the index K runs from 1 to N . The bold dot “•” operator symbolizes a full contraction
regardless of tensorial order, i.e., for scalars it stands for scalar multiplication, for vectors it is the
simple contraction “·”, for second order tensors the double contraction “:”, etc.
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3.9. TIV for rate-independent finite strain
inelasticity
Elasto-plasticity at finite deformations has been a topic of active research for many
decades25. Yet, there still is some controversy as to how to define basic concepts, such
as the plastic deformation. According to Casey and Naghdi (1992), “there is no
general agreement on how it is to be defined, either conceptually or experimentally, in
the presence of finite deformations.”
In the present work we adopt the point of view of a stress-free intermediate con-
figuration as introduced by Eckart (1948), Kröner (1959) and Lee (1969). The
intermediate configuration is implied by the multiplicative decomposition of the defor-
mation gradient into an elastic F e and an inelastic (plastic) F i part26
F = F e · F i . (3.100)
This a posteriori justifies the notation chosen in Sec. 3.5. The following considerations
will directly draw from the results of this section.
3.9.1. Choice of observable variable
The elastic part of the deformation gradient F e is an obvious27 candidate for an observ-
able variable. However, to fulfill the requirement of material objectivity (cf. Sec. 3.6),
it is necessary and sufficient that the free energy depends on F>e · F e (or equivalently
on EˆGe ) rather than F e directly (see Haupt, 2000, Ch. 11). We choose ζ1 = EˆGe as
the only observable variable, i.e.,
ψ = ψˆ
(
θ, EˆGe , αK
)
. (3.101)
The dissipation per unit volume of the stress free intermediate configuration is
φˆintr = ρ
−1
0 ρˆ φintr
(3.98)
= ρ−10 ρˆ
(
T (2) : E˙G − ρ0σ1 • ζ˙1 + βK • α˙K
)
. (3.102)
25Cf. Gurtin et al. (2010); Haupt (2000); Lubliner (2008); Naghdi (1990); Tigoiu and Soos
(1990); Xiao et al. (2006) for a selection of textbooks as well as reviews on the extensive body of
literature.
26Note that this decomposition is not unique, since F = F e · F i = F e · Q˜ · Q˜
> · F i = F˜ e · F˜ i with
F˜ e = F e · Q˜, F˜ i = Q˜
> · F i and Q˜ ∈ O.
27Here we follow the rationale of Maugin (1999, pp. 77-79, 173-174, 181), who concludes, based on
an argument by Bridgman (1950), that the elastic deformation is a more suitable state variable
for the description of plasticity-like processes than the total deformation. In the framework of
Maugin (1999) it is an observable variable. The author acknowledges A. Bertram for pointing out
that such an approach may conflict with different definitions of observability found in literature.
We will not elaborate on this issue here, but note that none of the following considerations are
altered if instead of F e the deformation gradient F is used as observable variable, as long as F i is
included in the set of internal variables and the deformation gradient enters the free energy density
function only via F · F−1i .
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This motivates the restatement of the laws of state (3.97) as follows
s = −∂ψˆ
∂θ
, (3.103a)
Tˆ (2)e := ρˆ
∂ψˆ
∂EˆGe
, (3.103b)
βˆK := −ρˆ ∂ψˆ
∂αK
. (3.103c)
Eq. (3.103b) is called a hyperelastic constitutive law.28 Using Eq. (3.70), the intrinsic
dissipation becomes
φˆintr = Tˆ
(2) :
4
EˆG −Tˆ (2)e : ˙ˆEGe + βˆK • α˙K
(3.57)
(3.68)
=
(
Tˆ (2) − Tˆ (2)e
)
:
˙ˆ
EGe +
(
Cˆe · Tˆ (2)
)
: Lˆi + βˆ
K • α˙K .
(3.105)
For rate-independent materials the dissipative stress vanishes, i.e.,
Tˆ (2) − Tˆ (2)e = 0 , (3.106)
which results in
φˆintr =
(
Cˆe · Tˆ (2)e
)
: Lˆi + βˆ
K • α˙K
=: Mˆ e : Lˆi + βˆ
K • α˙K .
(3.107)
Mˆ e := Cˆe · Tˆ (2)e is called the Mandel stress tensor. Note that the Mandel stress
tensor is symmetric, if and only if ψˆ is an isotropic function of EˆGe . In this case,
Mˆ e : Lˆi ≡ Mˆ e : Dˆi [cf. Eq. (3.65)]; in other words, there is no thermodynamic
restriction on Wˆ i. Lubliner (1986) pointed out that even in the case of anisotropy,
the restriction Cˆ−1e ·Mˆ e = Mˆ>e ·Cˆ−>e applies, i.e., Mˆ e belongs to a 6-dimensional subset
M of the space of second order tensors V⊗ V. Hence, no thermodynamic restrictions
apply to the projection of Lˆi on V ⊗ V \ spanM. This projection is approximately
equal to Wˆ i (Lubliner, 1986).29 Hence, we can set Lˆi = Dˆi in Eq. (3.107) and write
φˆintr = Mˆ e : Dˆi + βˆ
K • α˙K . (3.108)
Eq. (3.108) can be written as
φˆintr = Σ • Υ˙ , (3.109)
where
Σ :=
(
Mˆ e, βˆ
K
)
, Υ˙ :=
(
Dˆi, α˙K
)
(3.110)
are called the thermodynamic forces and fluxes, respectively.
28An elastic constitutive law is called hyperelastic, if it establishes a relationship between a strain
measure E˜ and a stress measure T˜ via a potential function ϕ
T˜ = ρ˜
∂ϕ
∂E˜
. (3.104)
29Svendsen (2001) has shown that this statement holds without any approximations or additional
assumptions, if the internal variables αK are modeled as structure tensors.
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3.9.2. Principle of maximum dissipation
For rate-independent inelasticity, the thermodynamic forces Σ are constrained to a
region K = {Σ | f(Σ) 6 0} 3 0. In this case, an elegant way to fulfill the Clausius-
Plank inequality (3.94a) is the principle of maximum dissipation (PMD), also called
principle of maximum rate of entropy production , stating
φˆintr = φˆintr(Υ˙) = sup
Σ∈K
Σ • Υ˙ , (3.111)
or, written explicitly as a constrained optimization problem,
φˆintr = Σ¯ • Υ˙ with (3.112a)
Σ¯ = arg sup
Σ∈K
Σ • Υ˙ . (3.112b)
This statement can be further reformulated to the variational inequality
∀Σ ∈ K : (Σ¯−Σ) • Υ˙ > 0 . (3.113)
The PMD has a number of remarkable consequences:30
1. φˆintr = Σ¯ • Υ˙ > 0, i.e., the Clausius-Plank inequality is indeed satisfied.
Proof : obvious from (3.113), since 0 ∈ K .
2. Σ¯ ∈ ∂K , i.e., no dissipation occurs in the interior of K , justifying its name to
be the elastic region.
3. K is a convex region.31 Its boundary is given by f(Σ) = 0; f(Σ) is called the
yield or limit function.32
4. Υ˙ lies in the cone of normals to K at Σ¯
Υ˙ ∈ NK (Σ¯) . (3.114)
This is called the flow law.33 It can be restated using the function f(Σ) as
Υ˙ ∈ λ˙∂Σf(Σ¯) , s.t. λ˙ > 0 , f(Σ) 6 0 , λ˙f(Σ) = 0 , (3.115)
30For more details on / proofs of the following statements cf. Han and Reddy (1999).
31For a short overview over the nomenclature of convex analysis see Maugin (1992) Appendix 2. For
further details cf. Rockafellar (1972).
32Strictly speaking, there is no reason why the limit function should depend only on the thermody-
namic forces. Indeed, it can be very meaningful to introduce additional parametric dependences
on the true stress and/or the internal variables, i.e., to write f(Σ¯;Ξ), where Ξ represents the set or
all additional variables. However, for this and the following considerations Ξ are passive variables
and will be dropped for brevity.
33We noted in the previous section that the Mandel stress Mˆ e is not in general symmetric and
belongs to a six-dimensional Riemannian manifold. Therefore, the normality rule, which is derived
using methods of convex analysis, is only exact for the case of isotropic elasticity. In the case of
anisotropy it holds approximately provided the elastic deformation is small (Lubliner, 1984).
Svendsen (2001) has shown that the effective Mandel stress Mˆ effe (cf. Sec. 3.9.3), which
replaces Mˆ e in the set of thermodynamic forces in the presence of tensorial internal variables, is
symmetric (even if Mˆ e is not), provided all internal variables are modeled as structure tensors. As
a consequence, the presented formalism is valid without approximation in the case of anisotropy,
as long as it is incorporated via structure tensors.
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which for smooth functions f reduces to
Υ˙ = λ˙
∂f(Σ)
∂Σ
∣∣∣∣
Σ¯
, s.t. λ˙ > 0 , f(Σ) 6 0 , λ˙f(Σ) = 0 . (3.116)
The so called Karush-Kuhn-Tucker (KKT) optimality conditions in (3.115)
and (3.116) appear quite naturally, considering that the PMD poses a constrained
optimization problem. In the context of plasticity, they can be interpreted as
loading/unloading conditions.
5. Σ˙ • Υ˙ = 0. Using the flow law (3.115) this condition can be expressed in terms
of the yield function f(Σ)
0 ∈ Σ˙ • λ˙∂Σf(Σ¯) = λ˙f˙(Σ¯) , (3.117)
which in the case of smooth functions f(Σ) reduces to
0 = λ˙f˙(Σ¯) . (3.118)
This is called the consistency condition and can be used to compute the KKT
multiplier λ˙, which is referred to as plastic multiplier in the plasticity context.
Written in detail, the flow law (3.116) reads as follows
Dˆi = λ˙
∂f(Σ)
∂Mˆ e
, (3.119a)
α˙K = λ˙
∂f(Σ)
∂βˆK
. (3.119b)
Eq. (3.119b) represents an explicit expression for the evolution equation (3.99). Note
that, since we did not push the internal variables to the intermediate configuration,
i.e., they remain reference configuration quantities, no issues regarding objectivity of
the material time derivative in (3.119b) arise. We already mentioned that Wˆ i is not
restricted thermodynamically; therefore, an evolution equation for this quantity cannot
be derived from the thermodynamic formalism and has to be provided separately. For
isotropic materials we can choose Wˆ i = 0 without restricting generality (Gurtin et al.,
2010, Ch. 97), for anisotropic materials this is a constitutive assumption.
3.9.3. Incorporating hardening
A likely choice for an internal variable is F i. However, the free energy density must
not depend on (arbitrary) rotations of the intermediate configuration due to the non-
uniqueness of the multiplicative decomposition (3.100) of the deformation gradient F
(cf. Footnote 26). Hence, we choose α1 = C i and write
ψ = ψˆ(θ, EˆGe ,C i, αK) , K ∈ {2, .., N} . (3.120)
The corresponding law of state is
βˆ1 = −ρˆ ∂ψˆ
∂C i
=: −1
2
F−1i · Xˆ · F−>i ,
(3.121)
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where Xˆ is a stress-like quantity in the intermediate configuration. Using this rela-
tionship, the intrinsic dissipation (3.107) becomes
φˆintr = Mˆ e : Dˆi − 1
2
(
F−1i · Xˆ · F−>i
)
: C˙ i + βˆ
K • α˙K
= Mˆ e : Dˆi −
(
F−1i · Xˆ · F−>i
)
:
(
F>i · Dˆi · F i
)
+ βˆK • α˙K
=
(
Mˆ e − Xˆ
)
: Dˆi + βˆ
K • α˙K
=: Mˆ effe : Dˆi + βˆ
K • α˙K ,
(3.122)
identifying Xˆ as a Mandel-type backstress. The effective stress Mˆ effe := Mˆ e − Xˆ
replaces Mˆ e in the set of thermodynamic forces, i.e., reiterating (3.110),
Σ =
(
Mˆ effe , βˆ
K
)
, Υ˙ =
(
Dˆi, α˙K
)
. (3.123)
A summary of TIV for isothermal rate-independent inelasticity is given in Box 1.
3.10. Some thoughts on the free energy function
From this point on we consider only the isothermal case relevant for the present work.
Hence, we can drop the temperature dependence of the free energy function as well
as the law of state for entropy (3.103a). Some additional restrictions and possible
simplifications that apply to the free energy function are discussed here.
3.10.1. Splitting the free energy
If the elastic material properties are independent of the inelastic deformation, the free
energy function ψˆ can be split additively into an elastic contribution ψe = ψˆe(EˆGe ) and
an inelastic contribution ψi = ψˆi(C i, αK), i.e.,
ψˆ(EˆGe ,C i, αK) = ψˆe(Eˆ
G
e ) + ψˆi(C i, αK) . (3.124)
(cf. e.g. Collins and Houlsby, 1997; Svendsen, 1998). Using this notation, the
laws of state (3.103) and (3.121) read
Tˆ (2)e = ρˆ
∂ψˆe
∂EˆGe
, (3.125a)
Xˆ = 2ρˆF i · ∂ψˆi
∂C i
· F>i , (3.125b)
βˆK = −ρˆ ∂ψˆi
∂αK
. (3.125c)
3.10.2. Restrictions on the free energy
For physical reasons, certain restrictions can be imposed on the free energy density
ψ = ψˆ(EˆGe ,C i, αK) ,
in order to ensure stable response. This means that we enforce uniqueness of the
solution of the associated thermomechanical boundary value problem.
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1. Free energy function
ψ = ψˆ(EˆGe ,C i, αK) , K ∈ {2, .., N} .
2. Laws of state
Mˆ e = ρˆ Cˆe · ∂ψˆ
∂EˆGe
,
Xˆ = 2ρˆF i · ∂ψˆ
∂C i
· F>i ,
βˆK = −ρˆ ∂ψˆ
∂αK
, K ∈ {2, .., N} .
3. Dissipation
φintr = Σ • Υ˙
where
Σ =
(
Mˆ effe , βˆ
K
)
, with Mˆ effe = Mˆ e − Xˆ ,
Υ˙ =
(
Dˆi, α˙K
)
.
4. Evolution of internal variables
a) Flow law
K = {Σ | f(Σ; Ξ) 6 0} 3 0 is convex,
Υ˙ ∈ λ˙∂Σf(Σ; Ξ) ,
Wˆ i = W¯ i(Σ,Ξ, Υ˙) . (Wˆ i = 0 for isotropic materials)
b) KKT loading - unloading conditions
λ˙ > 0 , f(Σ; Ξ) 6 0 , λ˙f(Σ; Ξ) = 0 .
c) Consistency condition
0 ∈ λ˙f˙(Σ; Ξ) .
d) Inelastic deformation gradient
F˙ i = Lˆi · F i .
Box 1: Summary of TIV for isothermal rate-independent inelasticity.
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Hadamard condition
We require the material to fulfill the Legendre-Hadamard or ellipticity condition
(m⊗ nˆ˜) : ∂
2ψˆe
(
1
2
(F>e · F e − I)
)
∂F e∂F e
: (m⊗ nˆ˜) > 0 ,
∀m ∈ Tx(η,t), nˆ˜ ∈ T˜xˆ(η,t) ,
(3.126)
which is required for infinitesimal elastic stability (cf. Truesdell and Noll (1965)
p. 152).34 It is known that Legendre-Hadamard ellipticity follows from the poly-
convexity of the stored energy function (cf. Ball, 1977). The elastic free energy ψe is
called polyconvex if there is a convex function ¯ˆψe(F e, JeF−1e , Je) such that
ψˆe(Eˆ
G
e ) =
¯ˆ
ψe(F e, JeF
−1
e , Je) . (3.127)
Drucker’s postulate
Further, we aim to exclude softening during inelastic deformation. This can be ex-
pressed by the so called Drucker’s stability postulate, requiring that the inelastic
portion of the free energy is convex in its arguments, i.e.,
det
∂2ψˆi(Ci,αK)∂C2i ∂2ψˆi(Ci,αK)∂Ci∂αK
∂2ψˆi(Ci,αK)
∂αK∂Ci
∂2ψˆi(Ci,αK)
∂α2K
 > 0 . (3.128)
3.10.3. The elastic contribution
It has been shown in Section 3.9 that the elastic law of state naturally refers to the
stress free intermediate configuration. The elastic strain EˆGe is of Green-Lagrange
type and thus a “material” strain measure. Since it is constructed from the right
stretch tensor Uˆ e, it is obviously not “material” in the sense that it refers to the
reference configuration, but rather to the configuration with respect to which elasticity
is naturally defined (cf. Maugin, 1999).
Since all (material) strain measures are equivalent, the elastic portion of the free
energy ψe = ψˆe(EˆGe ) with the law of state (3.125a) can be equivalently replaced by
ψe = ψˆ
(m)
e
(
EˆSH;me
)
, (3.129)
where EˆSH;me is the m-th material Seth-Hill strain measure [cf Eq. (3.21)], with the
law of state
Tˆ (m)e = ρˆ
∂ψˆ
(m)
e
∂EˆSH;me
. (3.130)
34Ball (1977) argues that the Hadamard condition is a constitutive restriction, rather than a
stability condition. In our view, this is not a contradiction, since instabilities occur in nature, and
thus, stability itself is a constitutive restriction.
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The case of isotropy
Assuming that ψˆ(m)e
(
EˆSH;me
)
is isotropic in EˆSH;me , or explicitly,
∀Q ∈ O : ψˆ(m)e
(
Q ∗ EˆSH;me
)
= ψˆ(m)e
(
EˆSH;me
)
,
we immediately find that the strain EˆSH;me and the conjugated stress Tˆ
(m)
e have the
same principal directions (cf. e.g. Bertram, 2005). Hence, given the spectral form of
the Seth-Hill strain [cf. Eq. (3.21)]
EˆSH;me =
3∑
σ=1
m−1
(
λˆme;σ − 1
)
Uˆ e;σ , (3.131)
where λˆe;σ and Uˆ e;σ are the eigenvalues and eigenprojectors of Uˆ e, respectively, the
spectral representation of stress is given by
Tˆ (m)e =
3∑
σ=1
τˆ (m)e;σ Uˆ e;σ , (3.132)
with stress eigenvalues τˆ (m)e;σ . This means that
1. all stress tensors Tˆ (m)e have the same principal directions and
2. the product Tˆ (m)e · Uˆ e is symmetric, i.e.,[
Tˆ (m)e , Uˆ e
]
= 0 . (3.133)
In particular, the Mandel stress Mˆ e is given by
Mˆ e = Cˆe · Tˆ (2)e = R>e ∗ T e . (3.134)
Specialization to Hencky strain
In particular case ofm→ 0, the elastic free energy is expressed in logarithmic (Hencky)
strain
ψe = ψˆ
(0)
e
(
EˆHe
)
(3.135)
with the law of state
Tˆ (0)e = ρˆ
∂ψˆ
(0)
e
∂EˆHe
. (3.136)
Symmetry condition (3.133) allows us to use the simple relationship (3.53) between the
elastic second Piola-Kirchhoff stress Tˆ (2)e and the elastic stress Tˆ (0)e conjugate to
logarithmic strain
Tˆ (2)e = Uˆ
−1
e ·
[
∂ ln Uˆ e
∂Uˆ e
: Tˆ (0)e
]
,
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or, equivalently
Mˆ e = R
>
e ∗ T e =
[
∂ ln Uˆ e
∂Uˆ e
: Tˆ (0)e
]
· Uˆ e , (3.137)
where T e is the elastic Kirchhoff stress. The explicit evaluation35 of the term in
brackets gives
∂ ln Uˆ e
∂Uˆ e
: Tˆ (0)e =
3∑
σ=1
1
λˆe;σ
Uˆ e;σ · Tˆ (0)e · Uˆ e;σ+
+
3∑
σ,τ=1
σ 6=τ
ln λˆe;σ − ln λˆe;τ
λˆe;σ − λˆe;τ
Uˆ e;σ · Tˆ (0)e · Uˆ e;τ .
Since Uˆ e;σ are eigenprojectors of Tˆ
(0)
e , we find
Uˆ e;σ · Tˆ (0)e · Uˆ e;τ =
{
τˆ
(0)
e;σ Uˆ e;σ if σ = τ ,
0 else .
Using this result, Eq. (3.137) sequentially reduces to
Mˆ e =
[
3∑
σ=1
τˆ
(0)
e;σ
λˆe;σ
Uˆ e;σ
]
· Uˆ e
=
3∑
σ=1
τˆ (0)e;σ Uˆ e;σ
= Tˆ (0)e .
(3.138)
This means that in the case of isotropic elasticity, the stress Tˆ (0)e corresponds to the
Mandel stress Mˆ e and can be interpreted as the elastic Kirchhoff stress rotated
back to the intermediate configuration via the elastic rotation Re. Summarizing, we
find
T e
(3.134)
(3.138)
= Re ∗ Tˆ (0)e
(3.136)
= Re ∗ ρˆ
∂ψˆ
(0)
e
(
EˆHe
)
∂EˆHe
(3.139)
= Re ∗ ρˆ
∂ψˆ
(0)
e
(
R>e ∗Ehe
)
∂
(
R>e ∗Ehe
) (3.140)
(3.23)
= ρˆ
∂ψˆ
(0)
e
(
Ehe
)
∂Ehe
. (3.141)
35Note that for a tensor A =
∑3
σ=1 aσAσ the derivative
∂ lnA
∂A is given by
∂ lnA
∂A
=
3∑
σ=1
1
aσ
Aσ A>σ +
3∑
σ,τ=1
σ 6=τ
ln aσ − ln aτ
aσ − aτ Aσ A
>
τ .
Cf. Hoger (1986); Jog (2008); Xiao (1995).
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4. Constitutive model for stress
induced phase transitions in
silicon
4.1. Preliminary considerations
Typically, the deformation zone associated with the contact of a particle or asperity
with the silicon surface is much smaller than the grain size of the Si workpiece /
structure. In the case of wire-sawing of polycrystalline Si ingots, the typical grain size
is in the order of magnitude of centimeters (cm), while particle size ranges between a few
microns (µm) and a few tens of microns. Hence, for the processes under consideration,
the only microstructure present in the virgin material is the crystalline lattice. For
reasons of geometric compatibility, it is clear that the material underneath an indenter
tip (representative for a particle/asperity) does not transform as a whole, i.e., different
variants of the dense phase form, leading to the formation of microstructure such as
(sub-)grains.
Due to difficulties related to the very high stresses involved as well as the necessary
sample geometry,36 this process has never been observed in situ. Therefore, the asso-
ciated microstructure length cannot be measured directly. Since the atomic structure
further evolves during unloading, the required information is not accessible “posthu-
mously”. For these reasons, a phenomenological constitutive model without an intrinsic
length is chosen to represent the homogenized response of the material.
4.1.1. Elasticity
At room temperature semiconducting silicon is an anisotropic crystal with cubic sym-
metry. Its stiffness tensor37 given in cubic < 100 > axes has three independent com-
36In-situ TEM investigations of nanoindentation in Si have been carried out by Minor et al. (2005).
To obtain electron transparent samples, wedge-shaped Si structures have been manufactured and
indented. However, it was found that the different sample geometry leads to drastically changed
mechanical constraints, resulting in a switch in deformation behavior from phase transition to
dislocation plasticity.
37It can be represented in Voigt notation by
C =

165.64 63.94 63.94 0 0 0
63.94 165.64 63.94 0 0 0
63.94 63.94 165.64 0 0 0
0 0 0 79.51 0 0
0 0 0 0 79.51 0
0 0 0 0 0 79.51
 GPa
(see e.g. Funke et al., 2004).
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Fig. 4.1.: Simulated load - displacement curves for Berkovich indentation in von
Mises-plastic material for different crystal orientations compared to the isotropic case
(κ = 97.84 GPa, ν = 0.22).
ponents (Hall, 1967)
c1111 = 165.64GPa , c1122 = 63.94GPa , c1212 = 79.51GPa .
However, experimental results from literature (e.g., Cook, 2006; Domnich et al.,
2000) as well as our own investigations (cf. Sec. 2.2.3) suggest that hardness and
modulus values measured by indentation weakly depend on the crystal orientation of
the sample, i.e., under contact loading conditions the material could be represented by
its isotropic average elasticities. While the bulk modulus κ is given by
κ =
1
3
(c1111 + 2 c1122) = 97.84GPa ,
several values for the Poisson’s ratio ν are found in literature. The Voigt and Reuss
averages are ν = 0.218 and ν = 0.228, respectively (Hull, 1999). However, often values
around ν = 0.275 are cited (Brantley, 1973; Hess, 1996; Lu and Bogy, 1995; Yan
et al., 2001; Youn and Kang, 2005) and successfully used. Wortman and Evans
(1965) note that the Poisson’s ratio varies over a large range of values depending on
the crystal orientation with bounds given by 0.048 < ν < 0.403.
In the course of a preliminary investigation we simulated the effect of elastic anisotropy
on indentation experiments with sharp indenter tip. To this end, we used the ideal
von Mises plasticity model implemented in Abaqus/Standard with a yield stress38
of SY = 5.0 GPa for samples with (100) and (111) orientations as well as elastically
isotropic (averaged) material. The resulting load - displacement curves (see Fig. 4.1)
show that the effect of elastic anisotropy is indeed minor and accounts only for about
1.5% change of the residual depth. Since the isotropic average curve lies well within
38This is a “best fit” to the loading portion of the load-displacement curve (cf. Sec. 7.3.3 for details.)
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Fig. 4.2.: First principal stress after unloading a Berkovich indent in von Mises
plastic material for (111) and (100) crystal orientations shown in cross sections per-
pendicular to the sample surface. The contours correspond to the isotropic case
(κ = 97.84 GPa, ν = 0.22).
the two (extreme) anisotropic bounds, it can be considered a very reasonable approxi-
mation.
Gerbig et al. (2010) investigated the residual stresses around indents in silicon
using confocal Raman microscopy and pointed out that the stress distribution depends
on the crystal orientation. Our simplistic FE-simulations confirm this observation.
However, if only the maximum principle stress, which is relevant for crack initiation
and propagation, is considered, we find that both the location as well as the magnitude
of large tensile principle stresses coincide quite well between the isotropic model and
the (100) and (111) single crystals (Fig. 4.2).
Working hypotheses: Silicon is assumed to be elastically isotropic with bulk modu-
lus κ = 97.84 GPa and Poisson’s ratio ν = 0.19÷ 0.29.
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4.1.2. Inelasticity
The experimental findings (cf. Sec. 1.1.1) relevant for our purpose can be summa-
rized as follows: the transition to the first high density phase is associated with by far
the largest transformation strain and considered the most relevant for contact loading.
Starting with diamond cubic silicon this is the cd-Si→ β-Si transformation leading to a
dense β-tin phase, while for amorphous silicon the a-Si → hda-Si transformation leads
to a high density amorphous phase. Assuming elastic isotropy, the low density phases
cd-Si and a-Si are so similar mechanically and in terms of volume per atom (Duran-
durdu and Drabold, 2003; Ivashchenko et al., 2008) that they can be grouped
into a ld-Si pseudo-phase. The same holds for β-Si and hda-Si (cf. Durandurdu and
Drabold, 2003), motivating the introduction of a high density pseudo-phase hd-Si.
Experimental results suggest that the cd-Si → β-Si (a-Si → hda-Si) transformation
is independent of the loading-rate,39 while in unloading the rate serves as a ’switch’
between the β-Si → mc-Si (hda-Si → mc-Si) transformation for slow decompression,
and the β-Si → a-Si (hda-Si → a-Si) transformation for rapid decompression. Since
only the latter is considered in the present work, the process as a whole can be regarded
as rate-independent. It is well known (cf. Sec. 3.9) that rate-independent dissipation
is equivalent to the existence of a limit surface in the space of thermodynamic forces.
From repeated indentation experiments (cf. Sec. 2.2.1) we know that all cycles after
the first are closed, i.e., the material exhibits a pseudo elastic response. This means
that in terms of irrecoverable inelastic strain we distinguish between the cd-Si → β-Si
and a-Si → hda-Si phase transitions.
Unlike metal single crystals that deform by dislocation plasticity, silicon does not
exhibit a pronounced directional dependence of hardness. Giardini (1958) determined
the Knoop hardness of Si for various directions in the (100), (110) and (111) planes
and found the averaged values of 964±0.5%, 964±0.7% and 948±0.5%, respectively.40
The orientation dependence of the hardness value amounts to ∼ 1.5%, which suggest
that its underlying deformation mechanism, the cd-Si→ β-Si phase transition, is nearly
isotropic.
Working hypotheses:
• In terms of mechanical properties we consider only two pseudo phases, ld-Si (low
density phase representing cd-Si and a-Si) and hd-Si (high density phase repre-
senting β-Si and hda-Si), which can be distinguished by their density, i.e., the
volume change during transformation serves as a marker for the phase content.
• The accounted for phase transitions are cd-Si → β-Si and a-Si → hda-Si as well
as hd-Si → a-Si.
39Strictly speaking, this is only true for sharp contact; in indentation with spheres, a pop-in marks
the onset of inelastic deformation for loading at a low rate, which does not appear for fast loading
(Chang and Zhang, 2009c).
40The maximum in-plane deviations from the average value are 1.7% for the (100) plane, 2.4% for
the (110) plane and 2.3% for the (111) plane. We note that the asymmetric shape of the Knoop
indenter tends to emphasize the anisotropy of the sample’s material. The deviations from average
will be reduced if the shape of the indenter approaches a cone, e.g. for the Berkovich or Vickers
tips.
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• We assume that the considered phase transformations are rate-independent and
isotropic.
ld-Si → hd-Si
Experiments elucidate that silicon transforms under hydrostatic pressure (Hu et al.,
1986), i.e., the transformation-surface is closed in negative principal stress space (com-
pression), but not in tension. Various atomistic studies41 (cf. Sec. 1.1.2) suggest a linear
relationship between the pressure p and von Mises equivalent stress Sq :=
√
3/2‖S‖ on
the transformation-surface. In principal stress-space, this corresponds to a Drucker-
Prager-kind limit surface, i.e., a cone aligned along the hydrostatic axis. However,
the calculated slope strongly depends on the applied boundary conditions as well as
the simulation method (Gaál-Nagy and Strauch, 2006), leaving it as an intrinsic
parameter of the phenomenological constitutive model to be developed. Similarly, the
direction of inelastic flow at mesoscale for arbitrary multiaxial loading is not known a
priori.
Working hypotheses: We assume that
• the limit surface for the ld-Si → hd-Si transformation is a hyperboloid of revolu-
tion in principal stress space, which is closed in compression,42
• the flow potential for the ld-Si → hd-Si transformation is a hyperboloid of revo-
lution, albeit not necessarily the same one that serves as a limit surface,
• the transformation initiation pressure ps = 11.3 GPa under hydrostatic loading
conditions matches the value obtained in diamond-anvil cell experiments (Hu
et al., 1986),
• there is no phase transformation in tension.
hd-Si → a-Si
A limit surface for phase transformations during unloading (decompression) could not
be obtained from atomistic calculations. It seems natural to require the limit surface
for hd-Si→ a-Si transformation to have the same shape as the one for the ld-Si→ hd-
Si transformation, which we did in our previous modeling attempt assuming purely
volumetric inelastic flow (Budnitzki and Kuna, 2011, 2012a,b). The latter assump-
tion proved rather restrictive, leading to a transformation inhibition under unloading.
Loosening this restriction, i.e developing a model in which load removal leads to a re-
covery of volumetric transformation strain and (partial) recovery of deviatoric inelastic
strain, requires additional considerations regarding the shape of the limit surface. In
the following, we give an illustrative example for the case of small deformations.
41Cf. Cheng (2003); Cheng et al. (2001); Gaál-Nagy and Strauch (2006); Lee et al. (1997).
42For numerical reasons, it is appropriate to work with smooth surfaces in stress space; a cone does
not fulfill these requirements. However, it can be approximated with arbitrary accuracy by hyper-
boloids of revolution.
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(a) Drucker-Prager limit surfaces.
For illustrational purposes the forward-
and reverse-transformation limit sur-
faces are chosen to coincide [Λf (ξ) ≡
Λr(ξ)].
p
S0
S1
S2
pi2
pi1
pi3
E˙lini
E˙lini
(b) Cross section of the limit surfaces
for forward (solid) and reverse transfor-
mation (dotted) containing the hydro-
static axis and loading paths (p − Sq
plane).
Fig. 4.3.: Conical limit surfaces and loading paths in principal stress space.
An example: For simplicity we assume that the inelastic free energy depends only
on one scalar internal variable ξ that denotes the phase content, i.e., ψi = ψˆi(ξ). The
corresponding thermodynamic force is ς. For small deformations it is unnecessary to
distinguish between configurations and the elastic Mandel stress reduces to elastic
true stress Se. As the precise shape of the limit functions only plays a minor role
in this discussion, the well-understood Drucker-Prager limit function is used for
illustration, i.e., fα(Se, ς) =
√
3
2
‖Se‖ + 3ap + ς − Lα with α ∈ {→,←}, where Lα
plays the role of a limit stress. This choice already has the main features of the
limit functions discussed above, particularly their pressure dependence. Applying the
apparatus developed in Sec. 3.9, we find the evolution equation for the inelastic strain
portion Elini of the linear strain tensor
E˙lini = ξ˙
∂fα(Se, ς)
∂Se
= ξ˙
(√
3
2
Se
‖Se‖ − a I
)
=: ξ˙N (Se) . (4.1)
Consider a closed, tripartite loading path that connects a series of stress states S0
pi1−→
S1
pi2−→ S2 pi3−→ S3 ≡ S0:
(pi1) The load is increased proportionally until the limit surface is reached and further
until completion of the semiconductor to metal (ld-Si → hd-Si) transition.
(pi2) The stress state is shifted to another point on the limit surface; as the phase
transformation has already been completed, this process is purely elastic.
(pi3) The load is decreased proportionally, until the initial state is reached.
This is schematically illustrated in Fig. 4.3. It should be emphasized that step (pi2)
is indeed elastic. Since no “reorientation” is incorporated into Eq. (4.1), all internal
variables are frozen after completion of the semiconductor to metal transformation.
For the sake of completeness, it is worth noting that an elastic relocation to a different
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point on the limit surface is possible even while the transformation is not complete, by
choosing a path tangential to the limit surface. This corresponds to neutral loading.
We use the following notation: (·)|Si denotes the value of (·) at Si, while pii∆(·) is
the increment of (·) over the path pii.
We model a phase transition with partially recoverable transformation strain. This
implies that the inelastic strain over a full loading-unloading cycle Elini
∣∣
S3
, i.e., the
residual transformation strain after completion of the hd-Si → a-Si transformation
Elini
∣∣
S3
≡ Elini
∣∣
S3
− 1
3
εlini |S3I =
∮
ξ˙N (Se) dt =
3∑
i=1
∫
pii
ξ˙N (Se) dt , (4.2)
with εlini := −trElini , is required to be smaller than the transformation strain after
completion of the cd-Si → β-Si transformation∥∥∥Elini ∣∣S3∥∥∥ 6 ∥∥∥Elini ∣∣S1∥∥∥ , (4.3a)∣∣∣εlini ∣∣S3∣∣∣ 6 ∣∣∣εlini ∣∣S1∣∣∣ . (4.3b)
In the case of proportional loading the flow direction N (Se) will remain unaltered
throughout the loading process, e.g. on pi1 we have N (Se) = Npi1 . Hence,
pi1∆Elini =
∫
pi1
ξ˙N (Se) dt = pi1∆ξNpi1 . (4.4)
Similarly, on pi3 we find pi3∆Elini = pi3∆ξNpi3 . On the intermediate loading path no
inelastic deformation occurs by design, i.e., pi2∆Elini = 0. Therefore, the residual
inelastic strain is computed from Eq. (4.2) to be Elini
∣∣
S3
= pi1∆ξNpi1 +
pi3∆ξNpi3 .
A rather enlightening loading path is illustrated in Fig. 4.3. A sample is uniaxially
loaded along pi1 until completion of the semiconductor to metal transformation at S1.
Then, via pi2, the hydrostatic stress is increased beyond the intersection of the limit
surface with the p-axis and deviatoric stress is applied; subsequently, the stress is
relaxed onto the limit surface for reverse transformation at S2. Finally, the stress is
returned to the initial state S0 via pi3, transforming the β-Si phase into a-Si. Hence,
pi1∆ξ = −pi3∆ξ =: ∆ξ, resulting in
Elini
∣∣
S3
= ∆ξ (Npi1 −Npi3) . (4.5)
From Fig. 4.3(b) it is immediately clear that trNpi3 = trNpi1 , while Npi3 = −Npi1 .
Here Npii denotes the deviator of Npii . Therefore, Eq. (4.5) reduces to
Elini
∣∣
S3
= 2∆ξNpi1 = 2 E
lin
i
∣∣
S1
(4.6)
⇒
∥∥∥Elini ∣∣S3∥∥∥ = 2∥∥∥Elini ∣∣S1∥∥∥ , (4.7)
i.e., after the “transformation strain recovery” the volumetric inelastic strain indeed
vanishes, while the deviatoric inelastic strain doubles, which is in contradiction to
(4.3a). This example is fairly general. For cylindrical limit surfaces the path pi2 would
replace pi2 [see Fig. 4.3(a)], leaving the rest of the argumentation unchanged.
The discovered discrepancy is caused by the model’s failure to account for reorien-
tation effects in the dense phase as well as to properly relate the direction of inelastic
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flow in unloading to the current transformation strain.
In order to prevent such erratic behavior, we choose to model the limit surface for
hd-Si→ ld-Si transformation as a (hyper-)plane in principal stress space normal to the
direction of recoverable inelastic strain. Assuming an associated flow rule guarantees
that the direction of flow is independent of stress during unloading and the recoverable
portion of inelastic strain is indeed recovered upon completion of the unloading process.
Working hypotheses: We assume that
• during hd-Si→ ld-Si transformation the volumetric transformation strain is com-
pletely and the deviatoric transformation strain is partially recovered,
• the limit surface for hd-Si → ld-Si transformation as a (hyper-)plane in principal
stress space,
• the limit surface for hd-Si → ld-Si transformation serves as flow potential.
4.2. The constitutive model
In accordance with Sec. 3.9 we choose the elastic Hencky strain EˆHe = ln Uˆ e as
observable variable and the inelastic Hencky strain Eˆhi = ln Vˆ i as well as the scalar γp
as internal variables. The variable γp is a measure of irrecoverable inelastic strain, which
accounts for plasticity effects as well as irrecoverable deformation due to microstructure
formation during phase transition.
As discussed in the previous section, we attribute all inelastic volume changes to
phase transformation; therefore, it is convenient to split the inelastic strain into volu-
metric and a deviatoric parts
Eˆhi =
1
3
(ln Ji)I + ln
(
J
− 1
3
i Vˆ i
)
=: Eˆhi −
1
3
νtrI , (4.8)
where
Eˆhi := ln
(
J
− 1
3
i Vˆ i
)
, and νtr := − ln Ji . (4.9)
Note that ν˙tr = −J−1i J˙i = −trDˆi, which allows us to split the inelastic rate of defor-
mation tensor as follows
Dˆi = Dˆi − 1
3
ν˙trI , (4.10)
such that Dˆi is trace free. Similarly, the effective Mandel stress Mˆ effe can be split
into
Mˆ effe = Mˆ
eff
e − pˆeffe I , with pˆeffe := −
1
3
trMˆ effe . (4.11)
Finally, we can use this notation to rewrite the intrinsic dissipation φˆintr [cf. Eq. (3.122)]
in the following manner
φˆintr = Mˆ
eff
e : Dˆi + βpγ˙p
= Mˆeffe : Dˆi + pˆ
eff
e ν˙tr + βpγ˙p
= Σ • Υ˙ ,
(4.12)
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which identifies the thermodynamic forces and fluxes in this formulation as
Σ =
(
Mˆeffe , pˆ
eff
e , βp
)
, Υ˙ =
(
Dˆi, ν˙tr, γ˙p
)
, (4.13)
respectively.
4.2.1. Free energy
Neglecting any thermal contributions, the free energy density is given in the form
ψ = ψˆ(EˆHe , νtr, γp) = ψˆe(Eˆ
H
e ) + ψˆh(νtr, γp) +Iνhdtr (νtr) , (4.14)
where ψˆe(EˆHe ) is isotropic in EˆHe and Iνhdtr (νtr) is the indicator function of the interval
[0, νhdtr ].43 The latter introduces a potential barrier that prevents phase transformation
below 0% (νtr = 0) and above 100% (νtr = νhdtr ) phase content of the dense hd-Si phase;
this is a key difference between a phase transformation and a plasticity model, in which
the amount of inelastic strain is virtually unrestricted. Following the “recipe” in Box. 1,
we obtain the following relations for the Mandel stress
Mˆ e
(3.136)
(3.138)
= ρˆ
∂ψˆe
∂EˆHe
. (4.15)
Similarly, the backstress is given by
Xˆ = 2ρˆF i · ∂ψˆi
∂C i
· F>i
= ρˆ
(
∂ψˆh(νtr, γp)
∂Ji
+ ∂JiIνhdtr (νtr)
)
JiI
= −ρˆ
(
∂ψˆh(νtr, γp)
∂νtr
+ ∂νtrIνhdtr (νtr)
)
I ,
(4.16)
where ∂νtrIνhdtr (νtr) is the subdifferential of the indicator function Iνhdtr (νtr) given by
∂νtrIνhdtr (νtr) =

R− if νtr = 0 ,
0 if 0 < νtr < νhdtr ,
R+ if νtr = νhdtr .
(4.17)
In particular, for an unsaturated phase mixture, i.e., 0 < νtr < νhdtr ,
Mˆeffe = Mˆe , (4.18)
pˆeffe = pˆe − ρˆ
∂ψˆh(νtr, γp)
∂νtr
, (4.19)
where pˆe := −13trMˆ e is theMandel pressure. The thermodynamic force βp conjugate
to γp is given by
βp = −ρˆ ∂ψˆh(νtr, γp)
∂γp
=: β¯p(νtr, γp) . (4.20)
43For brevity, we drop the upper index introduced in Eq. (3.135), i.e. ψˆe ≡ ψˆ(0)e .
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4.2.2. Elastic region
We specify the elastic region as
K = {Σ | f→(Σ;℘, νtr, γp, νmaxtr ) 6 0} ∩ {Σ | f←(Σ; Eˆhi , νtr, γp) 6 0}∩
∩ {Σ | ften(Σ; νtr, γp) 6 0} , (4.21)
where f→ is the limit function for the ld-Si → hd-Si phase transformation
f→(Σ;℘, νtr, γp, νmaxtr ) := ‖Mˆeffe ‖+ pˆeffe y(℘, νtr)−
− g (℘, νtr, γp, νmaxtr ) + τ (νtr, νmaxtr ) βp , (4.22)
with ℘ := −1
3
trT being the Kirchhoff pressure, νmaxtr := max06t¯6t νtr and
τ (νtr, ν
max
tr ) := τ0 h (νtr − νmaxtr ) , (4.23)
where h(·) is the Heaviside step function. The limit function for the hd-Si → ld-Si
phase transformation is given by
f←(Σ; Eˆhi , νtr, γp) := νtr r(νtr)−
(
−1
3
νtrI +
〈
1− γp‖Eˆhi ‖
〉
Eˆhi
)
: Mˆ effe , (4.24)
where < x >:= 1
2
(x + |x|) are the so called Macaulay brackets. The limit function
ften(Σ; νtr, γp) ensures that there is no phase transformation to the dense phase in
tensile loading and is given by
ften(Σ; νtr, γp) := ‖Mˆeffe ‖+ βp − k(νtr, γp) . (4.25)
The term “tensile loading” is used in a generalized way. Without confining pressure,
the stress required to initiate the ld-Si → hd-Si phase transition may easily exceed
the theoretical strength of the material. What is referred to as “tensile”, in reality can
be even a state with positive hydrostatic pressure, which however is below a specified
confinement pressure. We call this value “transition pressure” and denote it as pˆeffet in
terms of effective Mandel stress and ℘t in terms of Kirchhoff stress.
The elastic region is illustrated in Fig. 4.4 for the case of νtr = 0 (only low density
phase present) and in Fig. 4.5 for a non-saturated mixture of low and high density
phases.
Remarks on objectivity
Fulfilling objectivity requirements (cf. e.g. Sidoroff and Dogui, 2001), the limit
functions f→, f← and ften [cf. (4.22), (4.24) and (4.25)] are isotropic in the correspond-
ing (symmetric) second order tensor arguments.
For the functions f→ and ften this is obvious, since they depend only on one tensorial
variable, the effective stress Mˆ effe , via the norm of its deviator and (in case of f→) its
first invariant. In the function f← the inelastic strain deviator Eˆhi plays the role of
a structural tensor; its isotropy is clear, since it only depends on the mixed invariant
tr(Eˆhi ·Mˆ effe ) ≡ Eˆhi : Mˆ effe (cf. Zheng, 1994). As a direct consequence it should be noted
that, using the terms of Gurtin et al. (2010), all three limit functions are structurally
invariant, i.e., invariant under rotations of the intermediate configuration (cf. Footnote
26 on p. 40).
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Fig. 4.4.: Projection of the elastic region K on the Mˆ effe subspace for the case of
νtr = 0. The figure shows a cross section through principal effective Mandel stress
space containing the hydrostatic axis. The elastic region is marked in gray.
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Fig. 4.5.: Projection of the elastic region K on the Mˆ effe subspace for the case of
0 < νtr < ν
hd
tr . The figure shows a cross section through principal effective Mandel
stress space containing the hydrostatic axis. The elastic region is marked in gray.
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4.2.3. Flow law
Recall (cf. Box 1) that the elastic region K can always be represented as K =
{Σ | f(Σ; Ξ) 6 0} (cf.Han and Reddy, 1999, Sec. 4.11) with flow law Υ˙ ∈ λ˙∂Σf(Σ; Ξ),
or specifically
Dˆi ∈ λ˙∂Mˆeffe f(Σ; Ξ) , (4.26a)
ν˙tr ∈ λ˙∂pˆeffe f(Σ; Ξ) , (4.26b)
γ˙p ∈ λ˙∂βpf(Σ; Ξ) . (4.26c)
For all regular points of ∂K = {Σ | f(Σ; Ξ) = 0} the differential inclusions (4.26)
reduce to
Dˆi = λ˙
∂f(Σ; Ξ)
∂Mˆeffe
, (4.27a)
ν˙tr = λ˙
∂f(Σ; Ξ)
∂pˆeffe
, (4.27b)
γ˙p = λ˙
∂f(Σ; Ξ)
∂βp
. (4.27c)
Regular points
Using the three limit surfaces defined in Eqs. (4.21) to (4.25), the boundary ∂K of
the elastic region K can be decomposed into three parts
∂K = F→ ∪F← ∪Ften ,
with
F→ := {Σ | f→(Σ;℘, νtr, γp, νmaxtr ) = 0 , f←(Σ; Eˆhi , νtr, γp) 6 0 ,
ften(Σ; νtr, γp) 6 0} , (4.28a)
F← := {Σ | f←(Σ; Eˆhi , νtr, γp) = 0 , f→(Σ;℘, νtr, γp, νmaxtr ) 6 0 ,
ften(Σ; νtr, γp) 6 0} , (4.28b)
Ften := {Σ | ften(Σ; νtr, γp) = 0 , f→(Σ;℘, νtr, γp, νmaxtr ) 6 0 ,
f←(Σ; Eˆhi , νtr, γp) 6 0} . (4.28c)
Clearly, all points ∂K \ {(F→ ∩F←) ∪ (F→ ∩Ften) ∪ (F← ∩Ften)} are regular.
Regular points of F→ : For all regular points of F→, the flow law can be obtained
substituting f(Σ; Ξ) = f→(Σ;℘, νtr, γp, νmaxtr ) into (4.27) and is given by
Dˆi = λ˙
Mˆeffe
‖Mˆeffe ‖
, (4.29a)
ν˙tr = λ˙y(℘, νtr) , (4.29b)
γ˙p = λ˙τ (νtr, ν
max
tr ) . (4.29c)
4.2. The constitutive model 61
The projection of this flow law on the Dˆi subspace is illustrated in Figs. 4.4 and
4.5. Contracting Equation (4.29a) with itself and using the result to eliminate λ˙ in
Eq. (4.29c) we find that
γ˙p = τ (νtr, ν
max
tr )
√
Dˆi : Dˆi ,
i.e., γp is the cumulated deviatoric rate of deformation scaled with τ (νtr, νmaxtr ). It
serves as a measure of the amount of irrecoverable deviatoric inelastic deformation.
Regular points of F← : For all regular points of F←, the flow law can be obtained
substituting f(Σ; Ξ) = f←(Σ; Eˆhi , νtr, γp) in (4.27) and is given by
Dˆi = −λ˙
〈
1− γp‖Eˆhi ‖
〉
Eˆhi , (4.30a)
ν˙tr = −λ˙νtr , (4.30b)
γ˙p = 0 . (4.30c)
The projection of this flow law on the Dˆi subspace is illustrated in Fig. 4.5.
Regular points of Ften : For all regular points of Ften, the flow law can be obtained
substituting f(Σ; Ξ) = ften(Σ; νtr, γp) in (4.27) and is given by
Dˆi = λ˙
Mˆeffe
‖Mˆeffe ‖
, (4.31a)
ν˙tr = 0 , (4.31b)
γ˙p = λ˙ . (4.31c)
Its projection on the Dˆi subspace is illustrated in Fig. 4.4. Since inelastic deformation
for Σ ∈ Ften is not associated with phase transformation, the marker for the phase
content νtr does not evolve and all inelastic deformation is irrecoverable, i.e.,
γ˙p =
√
Dˆi : Dˆi .
Singular points
For singular points, the differential inclusions (4.26) do not reduce to the form (4.27).
Since all (Fα ∩Fβ) \Fγ, α, β, γ ∈ {→,←, ten}, α 6= β 6= γ are smooth curves, the
projection of the normal cone NK onto any of these curves vanishes.
Without restricting generality, we consider the example of Σ ∈ (F→ ∩F←) \Ften.
For this case, the normal cone can be written as
NK = λ˙→N→ + λ˙←N← , λ˙→ , λ˙← > 0 , (4.32)
with
N→ =
∂f→(Σ;℘, νtr, γp, νmaxtr )
∂Σ
∣∣∣∣
Σ¯
, (4.33a)
N← =
∂f←(Σ; Eˆhi , νtr, γp)
∂Σ
∣∣∣∣∣
Σ¯
. (4.33b)
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N̂K
f→(Σ¯, ..)
f←(Σ¯, ..)
Σ
N̂←
N̂→
K
M̂
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e
Fig. 4.6.: Projection N̂K of NK onto the Mˆ effe subspace (i.e., βp = const.) for the case
of Σ ∈ (F→ ∩F←). For the full picture cf. Fig. 4.5.
In other words, the cone of normals to K at Σ¯ ∈ (F→ ∩F←) \Ften can be expressed
as a non-negative linear combination of the gradients to f→ and f← at Σ¯. Figure 4.6
illustrates this for the projection N̂K of NK onto the Mˆ effe subspace. The modified
KKT conditions for this case read
λ˙→ > 0 , f→(Σ;℘, νtr, γp, νmaxtr ) 6 0 , λ˙→f→(Σ;℘, νtr, γp, νmaxtr ) = 0 , (4.34a)
λ˙← > 0 , f←(Σ; Eˆhi , νtr, γp) 6 0 , λ˙←f←(Σ; Eˆhi , νtr, γp, νmaxtr ) = 0 , (4.34b)
whereas the consistency condition is given by
λ˙→f˙→(Σ¯;℘, νtr, γp, νmaxtr ) = 0 , λ˙←f˙←(Σ¯; Eˆ
h
i , νtr, γp) = 0 . (4.34c)
Having two equations (4.34c) for the two multipliers λ˙→ and λ˙← allows us to obtain a
unique solution. This procedure is in full agreement with Simo et al. (1988) as well as
Crisfield (2000a, Ch. 14.5). More specifically, for all points of (F→ ∩F←) \Ften
the flow law (4.26) is given by
Dˆi = λ˙→
Mˆeffe
‖Mˆeffe ‖
− λ˙←
〈
1− γp‖Eˆhi ‖
〉
Eˆhi , (4.35a)
ν˙tr = λ˙→y(℘, νtr)− λ˙←νtr , (4.35b)
γ˙p = λ˙→τ (νtr, νmaxtr ) . (4.35c)
Similarly, for all points of (F→ ∩Ften) \F← the flow law (4.26) is given by
Dˆi = (λ˙→ + λ˙ten)
Mˆeffe
‖Mˆeffe ‖
, (4.36a)
ν˙tr = λ˙→y(℘, νtr) , (4.36b)
γ˙p = λ˙→τ (νtr, νmaxtr ) + λ˙ten . (4.36c)
The KKT and consistency conditions for this case are
λ˙→ > 0 , f→(Σ;℘, νtr, γp, νmaxtr ) 6 0 , λ˙→f→(Σ;℘, νtr, γp, νmaxtr ) = 0 , (4.37a)
λ˙ten > 0 , ften(Σ; νtr, γp) 6 0 , λ˙tenften(Σ; νtr, γp) = 0 , (4.37b)
λ˙→f˙→(Σ¯;℘, νtr, γp, νmaxtr ) = 0 , λ˙tenf˙ten(Σ¯; νtr, γp) = 0 . (4.37c)
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Finally, for all points of (F← ∩Ften) \F→ the flow law (4.26) is given by
Dˆi = λ˙ten
Mˆeffe
‖Mˆeffe ‖
− λ˙←
〈
1− γp‖Eˆhi ‖
〉
Eˆhi , (4.38a)
ν˙tr = −λ˙←νtr , (4.38b)
γ˙p = λ˙ten , (4.38c)
while the KKT (loading/unloading) as well as the consistency conditions can be spec-
ified as
λ˙← > 0 , f←(Σ; Eˆhi , νtr, γp) 6 0 , λ˙←f←(Σ; Eˆhi , νtr, γp) = 0 , (4.39a)
λ˙ten > 0 , ften(Σ; νtr, γp) 6 0 , λ˙tenften(Σ; νtr, γp) = 0 , (4.39b)
λ˙←f˙←(Σ¯; Eˆhi , νtr, γp) = 0 , λ˙tenf˙ten(Σ¯; νtr, γp) = 0 . (4.39c)
The cases just discussed we call singular points of the first kind. The setF→∩F←∩Ften
are points in which the curves F→ ∩F← and F→ ∩Ften touch or intersect. In the
latter case a separate treatment is required. We call such points singular of the second
kind.44
By analogy to Eq. (4.32) the normal cone is given by
NK = λ˙→N→ + λ˙←N← + λ˙tenN ten , λ˙→ , λ˙← , λ˙ten > 0 , (4.40)
where N→ and N← are given by Eqs. (4.33) and
N ten =
∂ften(Σ; νtr, γp)
∂Σ
∣∣∣∣
Σ¯
. (4.41)
We find
Dˆi = (λ˙→ + λ˙ten)
Mˆeffe
‖Mˆeffe ‖
− λ˙←
〈
1− γp‖Eˆhi ‖
〉
Eˆhi , (4.42a)
ν˙tr = λ˙→y(℘, νtr)− λ˙←νtr , (4.42b)
γ˙p = λ˙→τ (νtr, νmaxtr ) + λ˙ten , (4.42c)
with the KKT conditions
λ˙→ > 0 , f→(Σ;℘, νtr, γp, νmaxtr ) 6 0 , λ˙→f→(Σ;℘, νtr, γp, νmaxtr ) = 0 , (4.43a)
λ˙← > 0 , f←(Σ; Eˆhi , νtr, γp) 6 0 , λ˙←f←(Σ; Eˆhi , νtr, γp, νmaxtr ) = 0 , (4.43b)
λ˙ten > 0 , ften(Σ; νtr, γp) 6 0 , λ˙tenften(Σ; νtr, γp) = 0 , (4.43c)
and consistency conditions
λ˙→f˙→(Σ¯;℘, νtr, γp, νmaxtr ) = 0 , (4.43d)
λ˙←f˙←(Σ¯; Eˆhi , νtr, γp) = 0 , (4.43e)
λ˙tenf˙ten(Σ¯; νtr, γp) = 0 . (4.43f)
44We include this case for the sake of completeness. For realistic simulations we expect F→ ∩F← ∩
Ften = ∅ via a suitable choice of model parameters. Therefore, the implementation in Sec. 6.2
only deals with regular points and singular points of the first kind.
64 4. Constitutive model for stress induced phase transitions in silicon
4.2.4. Inelastic spin
As discussed in Sec. 3.9.2 on p. 43, the inelastic spin is not restricted by the principle
of maximum dissipation and cannot be derived from the present formalism.
It has been noted previously (cf. p. 58) that the limit functions f→, f← and ften are
structurally invariant. Further it is clear that EˆHe , Eˆhi , Mˆeffe and via Eqs. (4.29)-(4.31),
(4.35), (4.36) and (4.38) the inelastic rate of deformation tensor Dˆi are structurally
frame-indifferent.45 Hence, the formulation fulfills the requirements for the application
of the “plastic irrotationality theorem” (cf. Gurtin et al., 2010, Ch. 97) and we can
assume
Wˆ i ≡ 0 (4.44)
without limiting generality.
4.2.5. Dissipation
We can now explicitly evaluate the intrinsic dissipation (4.12) for the three regular
and three singular cases established in the previous section, in order to determine
thermodynamic restrictions on the - so far unspecified - functions g (℘, νtr, γp, νmaxtr ),
y(℘, νtr), r(νtr) and k(νtr, γp).
For all regular points of F→, the dissipation function is given by
D→(Υ˙;℘, νtr, γp, νmaxtr )
(4.12)
= Mˆeffe : Dˆi + pˆ
eff
e ν˙tr + βpγ˙p
(4.29)
= λ˙
(
‖Mˆeffe ‖+ pˆeffe y(℘, νtr) + τ (νtr, νmaxtr ) βp
)
(4.22)
= λ˙ g (℘, νtr, γp, ν
max
tr )
(4.29b)
=
g (℘, νtr, γp, ν
max
tr )
y(℘, νtr)
ν˙tr .
(4.45)
To fulfill the Clausius-Planck inequality (3.94a) it is necessary and sufficient to
ensure that
g (℘, νtr, γp, ν
max
tr ) > 0 , y(℘, νtr) > 0 . (4.46)
For all regular points of F←, the dissipation function is given by
D←(Υ˙, Eˆhi , νtr, γp)
(4.12)
= Mˆeffe : Dˆi + pˆ
eff
e ν˙tr + βpγ˙p
(4.30)
= −λ˙
(
νtrpˆ
eff
e +
〈
1− γp‖Eˆhi ‖
〉
Eˆhi : Mˆ
eff
e
)
(4.24)
= −λ˙ νtrr(νtr)
(4.30b)
= r(νtr)ν˙tr .
(4.47)
45Gurtin et al. (2010) call a second order tensor Aˆ structurally frame-indifferent if it transforms
under a rotation of the intermediate configuration with Q˜ (cf. Footnote 26 on p. 40) as
˜ˆ
A = Q˜ · Aˆ · Q˜> .
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In this case the condition
r(νtr) 6 0 (4.48)
is necessary and sufficient to fulfill the Clausius-Planck inequality.
Note that in both cases the dissipation due to phase transformation is ∝ ν˙tr, i.e., pro-
portional to the rate of change of the phase content. This assumption is widely used in
literature on (martensitic) phase transitions (cf. e.g., Arghavani et al., 2010; Popov,
1996; Sun and Hwang, 1993). Physically, such an expression can be interpreted as a
friction-like resistance to the motion of the phase boundary.
For all regular points of the limit surface in tension Ften, the dissipation function is
Dten(Υ˙; νtr, γp)
(4.12)
= Mˆeffe : Dˆi + pˆ
eff
e ν˙tr + βpγ˙p
(4.31)
= λ˙
(
‖Mˆeffe ‖+ βp
)
(4.25)
= λ˙ k(νtr, γp)
(4.31c)
= k(νtr, γp)γ˙p ,
(4.49)
resulting in the condition
k(νtr, γp) > 0 . (4.50)
The dissipation for all singular points Σ ∈ (Fα ∩Fβ) \Fγ, α, β, γ ∈ {→,←, ten},
α 6= β 6= γ is non-negative, provided that the conditions (4.46), (4.48) and (4.50) are
met (see below), i.e., no additional restrictions are obtained.
D→←(Υ˙;℘, νtr, γp, ν
max
tr )
(4.12)
= Mˆeffe : Dˆi + pˆ
eff
e ν˙tr + βpγ˙p
(4.35)
= λ˙→
(
‖Mˆeffe ‖+ pˆeffe y(℘, νtr) + τ (νtr, νmaxtr ) βp
)
−
− λ˙←
(
νtrpˆ
eff
e +
〈
1− γp‖Eˆhi ‖
〉
Eˆhi : Mˆ
eff
e
)
(4.22)
(4.24)
= λ˙→g (℘, νtr, γp, νmaxtr )− λ˙←νtrr(νtr)
(4.46)
(4.48)
> 0 .
(4.51)
D →
ten
(Υ˙;℘, νtr, γp, ν
max
tr )
(4.12)
= Mˆeffe : Dˆi + pˆ
eff
e ν˙tr + βpγ˙p
(4.36)
= λ˙→
(
‖Mˆeffe ‖+ pˆeffe y(℘, νtr) + τ (νtr, νmaxtr ) βp
)
+
+ λ˙ten
(
‖Mˆeffe ‖+ βp
)
(4.22)
(4.25)
= λ˙→g (℘, νtr, γp, νmaxtr ) + λ˙tenk(νtr, γp)
+ k(νtr, γp)γ˙p
(4.46)
(4.50)
> 0 .
(4.52)
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D ←
ten
(Υ˙; νtr, γp)
(4.12)
= Mˆeffe : Dˆi + pˆ
eff
e ν˙tr + βpγ˙p
(4.38)
= λ˙ten
(
‖Mˆeffe ‖+ βp
)
−
− λ˙←
(
νtrpˆ
eff
e +
〈
1− γp‖Eˆhi ‖
〉
Eˆhi : Mˆ
eff
e
)
(4.24)
(4.25)
= λ˙tenk(νtr, γp)− λ˙←νtrr(νtr)
(4.48)
(4.50)
> 0 .
(4.53)
D →←
ten
(Υ˙;℘, νtr, γp, ν
max
tr )
(4.12)
= Mˆeffe : Dˆi + pˆ
eff
e ν˙tr + βpγ˙p
(4.42)
= λ˙→
(
‖Mˆeffe ‖+ pˆeffe y(℘, νtr) + τ (νtr, νmaxtr ) βp
)
−
− λ˙←
(
νtrpˆ
eff
e +
〈
1− γp‖Eˆhi ‖
〉
Eˆhi : Mˆ
eff
e
)
+
+ λ˙ten
(
‖Mˆeffe ‖+ βp
)
(4.22)
(4.24)
(4.25)
= λ˙→g (℘, νtr, γp, νmaxtr )− λ˙←νtrr(νtr) + λ˙tenk(νtr, γp)
(4.46)
(4.48)
(4.50)
> 0 .
(4.54)
4.2.6. Specific functional forms
Elasticity
Under isotropy assumption (cf. Sec. 4.1.1), we seek an elastic free energy in the form
ψˆe(Eˆ
H
e ) = ρ
−1
0 µ‖EˆHe ‖+ ψˆvole (EˆHe ) , (4.55)
which corresponds with the one suggested by Hencky (1931).46 Anand (1979) has
shown that the simple choice
ψˆvole (Eˆ
H
e ) =
1
2
ρ−10 κ
(
trEˆHe
)2
(4.56)
46Interestingly, Hencky (1931) wrote on the subject of this elastic energy function: “The expression
for the energy of compression is perfectly arbitrary. Without special assumptions about the mech-
anism of the repulsive forces we cannot deduce theoretically the form of function [..][ψˆvole (EˆHe ),
MB]. We may choose this function as simple as the experiments suggest. The first part of the
energy, however, cannot be chosen otherwise or the theory would lose every practical interest by
becoming too complicated.” We chose to follow this rather pragmatic approach and restrict our
freedom of choice to the function ψˆvole (EˆHe ).
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with constant bulk modulus κ is in reasonable agreement with experimental results
for a wide range of materials and moderately large stretches 0.7 < λσ < 1.3.47 This
is the form used in the present work. A discussion concerning a more sophisticated
choice of ψˆvole can be found in Appendix C. Note that in this formulation the bulk
modulus κ relates Hencky strain to Kirchhoff stress; the volume change due to
phase transformation increases the corresponding true stress by ∼ 29%, i.e., the bulk
modulus of the dense phase in terms of true stress takes a value of about 126 GPa,
which is in perfect agreement with first principle calculations for β-Si (Durandurdu,
2008; Needs and Martin, 1984).
Transformation hardening
We want to choose a function ψˆh(νtr, γp) in the form
ψˆh(νtr, γp) = ψ¯h(νtr) +
c
2
γ2p ,
where c is a constant that was introduced in order to obtain the correct unit.
Once the phase mixture saturates with hd-Si, i.e., νtr = νhdtr , equations (4.16) and
(4.17) ensure that f→(Σ;℘, νtr, γp) < 0 for arbitrary stresses. Hence, K occupies the
gray region in Fig. 4.7. Upon subsequent (elastic) loading the material may easily reach
the state denoted by • in Fig. 4.7. When the effective pressure pˆeffe is further reduced,
the hd-Si → ld-Si transformation takes place, resulting in νtr < νhdtr , which requires
the material to fall back to the state denoted by ◦ in Fig. 4.7. In other words, an
infinitesimal change in νtr results in a finite jump in the thermodynamic force, which
appears to be (not only from a numerics perspective) rather undesirable behavior.
As a solution we propose to introduce a hardening function that ensures that the
phase mixture never fully saturates, i.e., the region denoted by a hatch pattern in
Fig. 4.7 remains forbidden at all times. In this regard a possible choice is
ψ¯h(νtr) = ρ
−1
0 ℘b0 νtr − ρ−10 H
(
2νhdtr
pi
)2
ln
(
cos
piνtr
2νhdtr
)
, 0 6 νtr < νhdtr , (4.57)
where ℘b0, H > 0 are constants. The effective pressure pˆeffe [cf. Eqs. (4.16) and (4.19)]
is then given by
pˆeffe = pˆe − J−1i
(
℘b0 +H
2νhdtr
pi
tan
piνtr
2νhdtr
+ ∂νtrIνhdtr (νtr)
)
(4.58)
=: pˆe − J−1i ℘b(νtr) , (4.59)
where the Kirchhoff type “backpressure”
℘b(νtr) := ℘b0 +H
2νhdtr
pi
tan
piνtr
2νhdtr
+ ∂νtrIνhdtr (νtr) , (4.60)
which is illustrated in Fig. 4.8, has the property ℘b(νtr) −−−−−→
νtr→νhdtr
∞. The complete free
energy due to phase transformation and plasticity given by
ψˆh(νtr, γp) = ρ
−1
0 ℘b0 νtr − ρ−10 H
(
2νhdtr
pi
)2
ln
(
cos
piνtr
2νhdtr
)
+
c
2
γ2p (4.61)
is convex in νtr and γp and thus satisfies Drucker’s postulate (3.128).
47The author is aware of the fact that the choice of a Hencky-type energy leads to certain mathemat-
ical difficulties: it is not polyconvex and Legendre-Hadamard (L.-H.) ellipticity is not generally
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pˆeffepˆ
eff
et
K
M̂
eff
e
Fig. 4.7.: Projection of the elastic region K on the Mˆ effe subspace for the case of pure
dense phase νtr = νhdtr . The figure shows a cross section through principal effective
Mandel stress space containing the hydrostatic axis. The elastic region is marked in
gray.
Limit surfaces
For rate-independent behavior, the elastic stress Tˆ (2)e equals the mechanical stress Tˆ (2)
in the intermediate configuration [cf. (3.106)]. Recalling that the elastic Mandel
stress Mˆ e corresponds to the rotated elastic Kirchhoff stress R>e ∗ T e (3.134), we
find the following relationships for the mechanical Kirchhoff stress T
Mˆe = J
−1
i R
>
e ∗T , (4.62a)
pˆe = J
−1
i ℘ . (4.62b)
In particular, we have
‖Mˆeffe ‖
(4.18)
= ‖Mˆe‖ = J−1i ‖T‖ and (4.63a)
pˆeffe
(4.59)
= J−1i [℘− ℘b(νtr)] . (4.63b)
Using Eqs. (4.22), (4.63) and (4.20) we find the limit function for the ld-Si → hd-Si
transformation in Kirchhoff stress space f˜→(T , νtr) from
f˜→(T , νtr) = f→({J−1i R>e ∗T−
− J−1i [℘− ℘b(νtr)] I, β¯p(νtr, γp)};℘, νtr, γp, νmaxtr ) (4.64)
= J−1i ‖T‖+ J−1i [℘− ℘b(νtr)] y(℘, νtr)−
− g (℘, νtr, γp, νmaxtr ) + τ (νtr, νmaxtr ) β¯p(νtr, γp) (4.65)
=: J−1i ‖T‖ − J−1i g¯(℘, νtr) , (4.66)
ensured. However, it is known to be L.-H. elliptical in the range of 0.21162 < λσ < 3
√
e ≈ 1.395
(Bruhns et al., 2001), which is sufficient for our present purpose. Further, it is worth noting
that all quadratic energy densities formed with strain measures from the Seth-Hill class are not
rank one convex (Bertram et al., 2007), while only the Hencky energy is strongly elliptical in a
finite deformation range, which is independent of the choice of the elastic constants (Böhlke and
Bertram, 2002).
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℘b
νtr0
℘b0
νhdtr
Fig. 4.8.: The function ℘b(νtr) for 0 < νtr < νhdtr .
where
g¯(℘, νtr) = − [℘− ℘b(νtr)] y(℘, νtr) + Ji g (℘, νtr, γp, νmaxtr )−
− Ji τ (νtr, νmaxtr ) β¯p(νtr, γp) . (4.67)
Following the working hypotheses in Sec. 4.1.2, we choose f˜→(T , νtr) = 0 to be a
hyperboloid of revolution aligned with the hydrostatic axis, i.e.,
g¯(℘, νtr) :=
√
2
3
b
a
√
[℘− ℘b(νtr)− a]2 − a2 , (4.68)
where a, b > 0 are constants (cf. Fig. 4.4 for a geometrical interpretation). Following
the same working hypotheses we choose
y(℘, νtr) := −
√
2
3
b′
a
℘− ℘b(νtr)− a√
[℘− ℘b(νtr)− a]2 − a2
, (4.69)
with an additional constant b′ > 0. Since ℘ 6 ℘b(νtr) (see Eq. (4.68) and Fig. 4.9), we
immediately obtain y(℘, νtr) > 0. Having specified g¯(℘, νtr) and y(℘, νtr), the function
g (℘, νtr, γp, ν
max
tr ) is given by (4.67) and we can apply the thermodynamic restriction
(4.46) in the form
0 6 Ji g (℘, νtr, γp, ν
max
tr )
y(℘, νtr)
= [℘− ℘b(νtr)] + g¯(℘, νtr)
y(℘, νtr)
+ Ji τ (νtr, ν
max
tr )
β¯p(νtr, γp)
y(℘, νtr)
.
(4.70)
Since Ji > 0, τ (νtr, νmaxtr ) > 0, y(℘, νtr) > 0 and β¯p(νtr, γp) > 0, it is sufficient (though
not necessary) to guarantee that
0 6 [℘− ℘b(νtr)]− b
b′
[℘− ℘b(νtr)] [℘− ℘b(νtr)− 2a]
℘− ℘b(νtr)− a
= [℘− ℘b(νtr)]
(
1− b
b′
℘− ℘b(νtr)− 2a
℘− ℘b(νtr)− a
)
,
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i.e.,
b
b′
> ℘− ℘b(νtr)− a
℘− ℘b(νtr)− 2a . (4.71)
Since ℘ 6 ℘b(νtr) and a > 0, the value 1 is an upper bound for the right hand side of
(4.71), which means that the condition
b > b′ (4.72)
is sufficient to fulfill the restriction (4.70) that ensures non-negativity of dissipation.
The limit function for the hd-Si → ld-Si transformation in Kirchhoff stress space˜˜
f←(T ,Re, Eˆhi , νtr, γp) is given by˜˜
f←(T ,Re, Eˆhi , νtr, γp) = f←({J−1i R>e ∗T−
− J−1i [℘− ℘b(νtr)] I, β¯p(νtr, γp)}; Eˆhi , νtr) (4.73)
= νtr r(νtr)− νtr J−1i [℘− ℘b(νtr)]−
− J−1i
〈
1− γp‖Eˆhi ‖
〉
Eˆhi : (R
>
e ∗T) . (4.74)
It is a plane in principal Kirchhoff stress space (cf. Fig. 4.10), which intersects the
hydrostatic axis at
℘¯ := ℘b(νtr) + Ji r(νtr) . (4.75)
We choose the function r(νtr) such that for a hydrostatic loading - unloading cycle,
the amount of elastic unloading from the point of load reversal will be at least d > 0
independent on the phase content and the transformation hardening for the hd-Si→ ld-
Si transition is proportional to ℘b(νtr), i.e., ℘¯ = (1−α)℘b(νtr)− d with 0 6 α 6 1 (see
Fig. 4.10). This is the case for
r(νtr) = −J−1i [d+ α℘b(νtr)] < 0 , (4.76)
which satisfies condition (4.48).
The limit function under tensile loading is given in Kirchhoff stress space by˜˜
f ten(T , νtr, γp) = ften({J−1i R>e ∗T−
− J−1i [℘− ℘b(νtr)] I, β¯p(νtr, γp)}; νtr, γp) (4.77)
= J−1i ‖T‖+ β¯p(νtr, γp)− k(νtr, γp) . (4.78)
We choose k(νtr, γp) such that
˜˜
f ten(T , νtr, γp) and f˜→(T , νtr) intersect for ℘ = ℘t > 0
(see p. 58), which implies
k(νtr, γp) = J
−1
i g¯(℘t, νtr) + β¯p(νtr, γp) > 0 , (4.79)
resulting in˜˜
f ten(T , νtr, γp) = J
−1
i ‖T‖ − J−1i g¯(℘t, νtr) =: f˜ten(T , νtr) . (4.80)
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1
D̂i
D̂i
℘b(νtr) + a
℘b(νtr)
℘℘t
KT
− ba
Fig. 4.9.: Elastic region in principal Kirchhoff stress space for the case of νtr = 0.
The figure shows a cross section containing the hydrostatic axis. The elastic region is
marked in gray.
− ba
1
D̂i
℘b(νtr) + a
℘b(νtr)
℘℘t
KT
℘¯
D̂i
Fig. 4.10.: Elastic region in principal Kirchhoff stress space for the case of νtr > 0.
The figure shows a cross section containing the hydrostatic axis. The elastic region is
marked in gray.
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4.3. Particular aspects of the transformation
behavior
Some aspects of the constitutive model require special attention and/or need further
clarification. Of particular concern are the behavior during unloading as well as under
repeated loading.
4.3.1. Transformation behavior during unloading
It remains to verify that the constitutive behavior under unloading indeed fulfills the
working hypothesis in Sec. 4.1.2.
The material time derivative of the left inelastic Cauchy-Green tensor is given by
˙ˆ
Bi = F˙ i · F>i + F i · F˙>i
= Lˆi · Bˆi + Bˆi · Lˆi
(4.44)
= Dˆi · Bˆi + Bˆi · Dˆi .
(4.81)
By design, Dˆi and Bˆi share the same principal axes [cf. Eqs. (4.30)], i.e.,
[Dˆi, Bˆi] = 0 . (4.82)
Using this property we get from Eq. (4.81) the simplified expression
˙ˆ
Bi = 2Dˆi · Bˆi . (4.83)
This equation can be easily integrated over the time interval [t, t+∆t] using an implicit
Euler scheme resulting in
t+∆tBˆi = exp
(
2 t+∆tDˆi ∆t
)
tBˆi , (4.84)
where the upper left index denotes the time at which a quantity is evaluated. Since all
tensors in Eq. (4.84) share the same principal axes [cf. Eq. (4.82)] we find
ln t+∆tBˆi = 2
t+∆tDˆi ∆t+ ln
tBˆi (4.85)
by applying the natural logarithm to both sides of this equation. Eq. (4.85) can be
expressed in terms of inelastic Hencky strain as
t+∆tEˆhi =
t+∆tDˆi ∆t+
tEˆhi (4.86)
(4.30)
= −∆λ
(〈
1−
t+∆tγp
‖t+∆tEhi ‖
〉
t+∆tEhi −
1
3
t+∆tνtrI
)
+ tEˆhi , (4.87)
with ∆λ = λ˙∆t > 0. Splitting Eq. (4.87) into volumetric and deviatoric parts we
obtain
t+∆tνtr = (1 + ∆λ)
−1 tνtr , (4.88a)
t+∆tEhi =
(
1 + ∆λ
〈
1−
t+∆tγp
‖t+∆tEhi ‖
〉)−1
tEˆhi , (4.88b)
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which immediately results in
|t+∆tνtr| 6 |tνtr| , (4.89a)
‖t+∆tEhi ‖ 6 ‖tEhi ‖ . (4.89b)
Note that the equal sign in inequality (4.89a) only holds for ∆λ = 0 or tνtr = 0, whereas
the equality in (4.89b) also holds for t+∆tγp > ‖t+∆tEhi ‖.
Summarizing, we found that during the hd-Si → ld-Si transformation the principal
axes of the inelastic strain remain invariant and that the magnitude of both the inelastic
volumetric and deviatoric strain portions decreases. The volumetric inelastic strain
may be recovered completely, while the recovery of the deviatoric portion is limited by
the value of γp.
4.3.2. Transformation behavior during reloading
On the subject of reloading after partial or full unloading we would like to note that
the evolution law (4.29c) for the internal variable γp
γ˙p = τ (νtr, ν
max
tr ) λ˙
with the particular form (4.23) for τ
τ (νtr, ν
max
tr ) := τ0 h (νtr − νmaxtr )
ensures that γp does not evolve during reloading until the phase content of the dense
phase exceeds its previous maximum value. This implies that after an initial loading-
unloading cycle all subsequent cycles with reduced or equal “amplitude” will be closed,
i.e., the material exhibits pseudo-elastic behavior starting from the second cycle. For
more details see Fig. 6.10 in Sec. 6.3.2 as well as Sec. 8.2.
4.4. Model parameters
In this section we summarize the parameters entering our constitutive model and dis-
cuss interrelations between them.
4.4.1. Summary of model parameters
A total of eleven parameters have to be specified. The bulk modulus κ and Pois-
son’s ratio ν enter the elastic Hencky-type energy [cf. Eqs. (4.55) and (4.56)]. Three
additional constants are required to prescribe the inelastic portion of the free energy;
℘b is the pressure at which phase transformation initiates under hydrostatic loading
conditions, the hardening modulus H determines the initial slope of the transforma-
tion hardening curve, while νhdtr is the maximum volume change achievable through
phase transition [cf. Eq. (4.61) and Fig. 4.8]. The geometry of the elastic region is
determined by the five parameters a, b, b′, d and α. The parameter a controls the
rounding of the limit surface F→ in Kirchhoff stress space, while b is proportional
to the tangent of its opening angle (see Fig. 4.9). b′ determines the slope of the
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limit surface F→ in Mandel stress space (see Fig. 4.4) which serves as flow poten-
tial, i.e. it influences the direction of inelastic flow. The parameter d determines the
hardening-independent magnitude of elastic unloading under hydrostatic conditions,
while α controls its hardening-dependent counterpart (cf. Eqs. (4.75) and (4.76) as
well as Fig. 4.10). Finally, the evolution of the irrecoverable portion of the inelastic
deformation is governed by the constant τ0 [cf. Eqs. (4.23) and (4.29c)].
The effects of the parameters d and τ0 on the response under hydrostatic and uniaxial
loading is discussed in detail in Sec. 6.3. For a more refined interpretation of the effect
of individual parameters on the simulation of indentation, the reader is referred to
Sec. 7.2.2.
4.4.2. Relationships between parameters
It ought to be remarked upon that, based on certain plausibility requirements, con-
straints on the choice of the model parameters b, b′, d, τ0 as well as α can be defined.
Let us revisit Fig. 4.10 in a slightly different presentation, where we only consider the
upper half (see Fig. 4.11). It would seem prudent to require that if the ld-Si → hd-Si
D̂i
℘b(νtr) ℘℘t
KT
℘¯
ϕ1
N̂
ϕ2
Fig. 4.11.: Geometric considerations concerning the choice of model parameters.
transformation occurs under proportional loading conditions such that the stress is at
a regular point of ∂K , it will remain on a regular point during further loading.48 For
this case we have in the absence of inelastic spin (Wˆ i = 0, see p. 43)
˙ˆ
Ehi = Dˆi (4.90)
(cf. e.g. Gurtin and Spear, 1983) and hence
N̂ := −
〈
1− γp‖Eˆhi ‖
〉
Eˆhi +
1
3
νtrI = −(1− τ0)Eˆhi +
1
3
νtrI . (4.91)
48From a physical perspective, this requirement serves to prohibit direct stress-induced amorphisation
under predominantly shear loading. However, this effect has been reported in MD simulations of
indentation (cf. Kim and Oh, 2006), where shear indeed dominates. Therefore, it is not quite clear
if (and how strictly) such a condition needs to be enforced.
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(a) Right-hand side of inequality (4.93)
plotted for α = 0.6 and ℘t = 0 GPa.
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(b) Right-hand side of inequality (4.94)
for various values of ℘t.
Fig. 4.12.: Upper bounds for the parameter τ0 plotted for νhdtr = 0.255, ℘b0 = 10 GPa,
b = 1 GPa, b′ = 0.8 GPa, d = 7 GPa and a = 1 GPa.
From simple geometrical considerations we find (see Fig. 4.11) that the requirement
stated above can be expressed as
1− τ0 > tanϕ2
tanϕ1
=
[℘¯(νtr)− ℘t]y(℘, νtr)
g¯(℘, νtr)
, (4.92)
resulting in the following upper bound for τ0
τ0 6 1− b
′
b
[℘¯(νtr)− ℘t][℘b(νtr)− ℘t + a]
[℘b(νtr)− ℘t + a]2 − a2 . (4.93)
The right-hand side of inequality (4.93) is shown in Fig. 4.12(a). Note that the upper
bound on τ0 decreases during the evolution of the phase content.
Since such behavior is not desired, we make the value of α depend on τ0, e.g. 1−α =
b
b′ (1− τ0). This results in a modified constraint inequality given by
τ0 6
1− b′
b
[℘b(νtr)−℘t−d][℘b(νtr)−℘t+a]
[℘b(νtr)−℘t+a]2−a2
1− b′
b
[℘b(νtr)−℘b0][℘b(νtr)−℘t+a]
[℘b(νtr)−℘t+a]2−a2
, (4.94)
the right-hand side of which is shown in Fig. 4.12(b). Now the lowest upper bound for
τ0 can be adjusted using the parameter ℘t and is given by
τmax0 (℘t) = 1−
b′
b
[℘b0 − ℘t − d][℘b0 − ℘t + a]
[℘b0 − ℘t + a]2 − a2 . (4.95)
This is the condition we use for the identification of material parameters in Chapter 7.
Note that this choice implies that α is a dependent parameter given by
α = 1− b
b′
(1− τ0) . (4.96)
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5. Consistent hypoelastic-plastic
formulation
This chapter deals with a rate form formulation for hyperelastic-plastic49 constitutive
models. Such a formulation has certain advantages when used with e.g. finite element
codes that provide an interface oriented towards hypoelastic-plastic formulations.
5.1. Hypoelasticity
Hypoelasticity is a constitutive theory introduced by Truesdell (1955) based on the
equations
◦
TW =H(T ) : D , (5.1a)
∀Q ∈ O : H(Q ∗ T ) = Q ∗H(T ) , (5.1b)
which replace the law of state (3.103b). Here
◦
T W is the Zaremba-Jaumann rate50
of the Kirchhoff stress T , D is the rate of deformation tensor and the so called
hypoelasticity tensor H(T ) is a 4th order tensor depending solely on T .
Despite the name, it is save to state that, in general, hypoelastic relations are not
elastic, i.e., they cannot be integrated to a hyperelastic relation in the sense of equa-
tion (3.104); indeed, it has been shown by Simo and Pister (1984) that formulations
based on the widely used Zaremba-Jaumann and Green-Naghdi rates with con-
stant hypoelasticity tensor are not elastic. Further, only isotropic elastic relations are
hypoelastic (cf. Truesdell and Noll, 1965).51
Recently, several efforts to bypass the integrability issue52 mentioned above have
been made. Xiao et al. (1999a) proved the “chain rule” property of corotational rates:
Given a second order tensor field Z = Z˜(A) that depends on A via an isotropic
49Here and in the following the term “plastic” stands for rate-independent inelastic behavior in general
and is only used due to the lack of a better expression.
50
◦
TW may be replaced by any other objective rate
◦
T=
◦
TW +T(T ,D), where T is a symmetric second
order tensor function, which is linear in its arguments (cf. Truesdell and Noll, 1965, Sec. 99).
51The restriction to elastic isotropy was overcome by Xiao et al. (1999b) by generalizing hypoelas-
ticity to include all of elasticity with the following definition: A material is called (generalized)
hypoelastic if it obeys the constitutive equation (5.1a) with the invariance property
∀Q ∈ R ◦M : H(Q ∗ T ) = Q ∗H(T ) , (5.2)
under the R-rotated material symmetry group M , rather than Eq. (5.1b). The proof that gener-
alized elasticity indeed contains all of elasticity is given in (Xiao et al., 1999b) and integrability
conditions for this general case were derived.
52Strictly speaking, this is only an issue if the material is meant to be elastic.
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function Z˜, then
◦
Zf =
∂Z˜
∂A
:
◦
Af . (5.3)
for any corotational rate Df ≡
◦
(·)f. In the same publication the authors have shown
that the rate of deformation tensor D can be obtained from the logarithmic rate DΩ
Log
of Hencky strain
D = DΩ
Log
Eh = DΩ
Log
lnV with (5.4)
ΩLog = W +
3∑
σ,τ=1
σ 6=τ
(
1 + λ2σ/λ
2
τ
1− λ2σ/λ2τ
+
2
ln
(
λ2σ/λ
2
τ
))V σ ·D · V τ (5.5)
where λσ and V σ are the eigenvalues and eigenprojectors of the stretch tensor V ,
respectively. They found that, given a constant hypoelasticity tensor
H(T ) ≡H0 := 3κI ⊗ I + 2µD , (5.6)
where κ and µ are the bulk and shear modulus, respectively, the hypoelastic relation
◦
T f =H0 : D
can be integrated to give the isotropic hyperelastic relation
T =H0 : Eh
if and only if f = ΩLog. A practical disadvantage of the hypoelastic model using the
logarithmic rate is that the computation of ΩLog is rather expensive; further, it is not
implemented in any of the commercial finite element codes.
A more recent approach by Eshraghi et al. (2013b) is essentially based on the “chain
rule” property of corotational rates [cf. Eq. (5.3)]. When applied to the (hyperelastic)
stress strain relation53
T =
∂ϕ(Eh)
∂Eh
(5.7)
the chain rule (5.3) for the Zaremba-Jaumann rate gives
◦
TW =
∂2ϕ(Eh)
∂Eh∂Eh
: DWEh
=
∂2ϕ(Eh)
∂Eh∂Eh
:
[
1
2
∂ lnB
∂B
:
◦
BW
]
=
[
1
2
C(B) : ∂ lnB
∂B
]
:
◦
BW ,
(5.8)
53We slightly adjusted the approach/derivation of Eshraghi et al. (2013b) to fit our needs. In the
original paper the authors assume a stress function T = F(B), as was done in the classic work of
Truesdell (1955).
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with the shorthand notation C(B) := ∂2ϕ(Eh)
∂Eh∂Eh
. Noting that the Zaremba-Jaumann
rate of the left Cauchy-Green tensor B is
◦
BW = 2 sym(B ·D) = (B S I) : D , (5.9)
we finally obtain
◦
TW =
[
1
2
C(B) : ∂ lnB
∂B
:
(
B
S
 I
)]
: D
= H¯(B) : D .
(5.10)
Eshraghi et al. (2013b) argue that the stress strain relation (5.7) can be inverted to
B = B˜(T ), which allows to bring (5.10) to the form of a hypoelastic rate equation
with the prototype (5.1a)
◦
TW = H¯
(
B˜(T )
)
: D =H(T ) : D . (5.11)
This shows that under the assumption of isotropic elasticity, it is possible to set up a
hypoelastic rate equation based on the Zaremba-Jaumann rate that can be integrated
to a hyperelastic stress-strain relation.
Rouhaud et al. (2013)54 use a formalism based on the principle of covariance in
four-dimensional space-time to derive a “kinematically meaningful” rate operator in
the sense that it corresponds to a time derivative. When applied to the true stress
tensor S, the obtained Lie derivative Lu(·) gives
Lu(S) = S˙ − S ·L> −L · S + S trL
= DLS + S trL .
(5.12)
Once again, the same rate operator is applied to both sides of the hyperelastic consti-
tutive law (5.7) in order to derive a hypoelastic form. This approach was successfully
employed to construct integrable hypoelastic materials.
At this point we would like to highlight the fact that all corotational rates obey the
same chain rule and are equally well suited to obtain a hypoelastic relation from a given
hyperelastic law. Indeed, the obtained formulations are equivalent in the sense that
they can be integrated to the same relationship between stress and strain. Hence, there
is no reason to prefer one rate over any other, except maybe for esthetics [e.g., a choice
that ensures that the rate of the strain measure is the rate of deformation D (Xiao
et al., 1999a), or a choice that has some particular physical meaning (Rouhaud et al.,
2013)]. From a pragmatic point of view, it appears reasonable to choose the rate that is
easiest to incorporate into existing (FE) codes, which often is the Zaremba-Jaumann
rate used by Eshraghi et al. (2013b).
5.2. A consistent hypoelastic-plastic formulation
Classical finite strain elasto-plasticity theories in current placement are based on the
additive split of the rate of deformation tensor D into an elastic and an inelastic part
D = De +Di ,
54See also Panicaud and Rouhaud (2014).
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which is a direct extension of the small strain formulation. Instead ofD, only its elastic
portion De is used in the rate equation (5.1a)
◦
TW =H(T ) : De ,
while Di is given by a flow law. However, it has been shown (cf. Xiao et al., 2006,
p. 58) that under monotonic simple shear loading von Mises plasticity theory with
Prager-type kinematic hardening results in oscillating shear stress response using this
framework.
In setting up a hypoelastic-plastic framework consistent with the thermomechanical
considerations in Sec. 3.9, we follow the idea of Eshraghi et al. (2013b) manifested
in Eq. (5.8). Recognizing that
T = (detF i)T e = (detF i)ρˆ
∂ψˆ
(0)
e
(
Ehe
)
∂Ehe
= ρ0
∂ψˆ
(0)
e
(
Ehe
)
∂Ehe
,
we apply the Zaremba-Jaumann rate to this hyperelastic law of state and obtain a
rate equation of the type (5.8)
◦
TW =
[
1
2
C(Be) : ∂ lnBe
∂Be
]
:
◦
BWe , (5.13)
where C(Be) := ρ0 ∂
2ψˆ
(0)
e (θ,Ehe)
∂Ehe∂E
h
e
. The Zaremba-Jaumann rate of the elastic left
Cauchy-Green tensor Be can be computed from simple kinematic considerations
as follows (cf. Eshraghi et al., 2013a; Sidoroff and Dogui, 2001)
◦
BWe = 2 sym (Be ·D) + F ·
(
C−1i
)• · F>
= 2 sym (Be ·D)− 2F e ·
(
symLˆi
)
· F>e
(3.69)
= 2 sym (Be ·D)− 2 sym (Li ·Be)
= 2 sym
[
Be ·
(
D −L>i
)]
.
(5.14)
Using this relationship, Eq. (5.13) can be rewritten as
◦
TW = H¯ (Be) :
[
D −L>i
]
, (5.15)
with55
H¯ (Be) = 1
2
C(Be) : ∂ lnBe
∂Be
:
(
Be
S
 I
)
.
55Evaluating explicitly, we find
H¯ (Be) = C(Be) :
 3∑
σ=1
V e;σ  V e;σ +
3∑
σ,τ=1
σ 6=τ
λ2e;σ + λ
2
e;τ
λ2e;σ − λ2e;τ
ln
λe;σ
λe;τ
V e;σ  V e;τ
 ,
where λe;σ and V e;σ are the eigenvalues and eigenvectors of V e, respectively.
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The (hypo-elastic) rate equation is given by
◦
TW = H¯ (Be) :
[
D −L>i
]
,
with
H¯ (Be) := 1
2
C(Be) : ∂ lnBe
∂Be
:
(
Be
S
 I
)
and
C(Be) := ρ0
∂2ψˆ
(0)
e
(
θ, Ehe
)
∂Ehe∂E
h
e
.
The elastic stretch is obtained by integrating the following equation
◦
BWe = 2 sym
[
Be ·
(
D −L>i
)]
,
where
Li = F e · Dˆi · F−1e .
Box 2: Rate equations for hyperelastic-plastic materials.
The evolution of Li is governed by Li = F e · Lˆi · F−1e , which for vanishing plastic
spin reduces to
Li = F e · Dˆi · F−1e
(3.119)
= λ˙F e · ∂f(Σ; Ξ)
∂Mˆ e
· F−1e .
(5.16)
Note that even if Lˆi is symmetric, i.e., Lˆi = Dˆi, the tensor Li in general is not.
The results provided in this section, which are summarized in Box 2, constitute a
framework for equivalently representing hyperelastic-plastic constitutive models in a
hypoelastic-plastic form. We call such formulations rate-form hyperelastic in order
to distinguish this subclass from hypoelastic-plastic formulation that do not have an
hyperelastic-plastic equivalent.
5.3. Application to our constitutive model
In this section we discuss the application of the just introduced rate-form hyperelastic-
plastic framework to the constitutive model developed in Chapter 4.
Since we seek a formulation in the current configuration, it is necessary to ensure
that we can
1. evaluate the limit functions (4.22), (4.24) and (4.25),
2. evaluate the flow law (5.16)
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using only quantities available in this configuration. Specifically, we want to limit
ourselves to the symmetric second order tensors
B = F · F> , Be = F e · F>e , T = ρ0S
as well as the scalars νtr and γp.
5.3.1. Limit functions
The limit functions f→(Σ;℘, νtr, γp, νmaxtr ) and ften(Σ; νtr, γp) can be easily evaluated
using only the quantities listed above, namely
f→(Σ;℘, νtr, γp, νmaxtr )
(4.66)
= f˜→(T , νtr) , (5.17)
ften(Σ; νtr, γp)
(4.80)
= f˜ten(T , νtr) . (5.18)
For the limit function f←(Σ; Eˆhi , νtr, γp) we have
f←(Σ; Eˆhi , νtr, γp)
(4.74)
=
˜˜
f←(T ,Re, Eˆhi , νtr, γp)
= νtr r(νtr)− νtr J−1i [℘− ℘b(νtr)]−
− J−1i
〈
1− γp‖Eˆhi ‖
〉
Eˆhi : (R
>
e ∗T) .
Explicitly, we find
Eˆhi
(4.8)≡ 1
2
ln Bˆi +
1
3
νtrI =
1
2
ln
(
F−1e ·B · F−>e
)
+
1
3
νtrI
=
1
2
ln
(
R>e ·B−
1
2
e ·B ·B−
1
2
e ·Re
)
+
1
3
νtrI
=
1
2
R>e ∗ ln
(
B
− 1
2
e ·B ·B−
1
2
e
)
+
1
3
νtrI ,
(5.19)
and
‖Eˆhi ‖ =
∥∥∥∥12 ln(B− 12e ·B ·B− 12e )+ 13νtrI
∥∥∥∥ (5.20)
Eˆhi : (R
>
e ∗T) =
[
1
2
ln
(
B
− 1
2
e ·B ·B−
1
2
e
)
+
1
3
νtrI
]
: T . (5.21)
Using equations (5.20) and (5.21) we can write
f←(Σ; Eˆhi , νtr, γp) = f˜←(T ,B,Be, νtr, γp) (5.22)
with
f˜←(T ,B,Be, νtr, γp) = νtr r(νtr)− νtr J−1i [℘− ℘b(νtr)]
− J−1i
〈
1− γp∥∥∥12 ln(B− 12e ·B ·B− 12e )+ 13νtrI∥∥∥
〉
×
×
[
1
2
ln
(
B
− 1
2
e ·B ·B−
1
2
e
)
+
1
3
νtrI
]
: T . (5.23)
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The three limit functions are given in the current configuration by
f˜→(T , νtr) = ‖T‖ − g¯(℘, νtr) ,
f˜←(T ,B,Be, νtr, γp) = −νtr d− νtr [℘− ℘b(νtr)]−
〈
1− γp‖Ehi ‖
〉
Ehi : T ,
f˜ten(T , νtr) = ‖T‖ − g¯(℘t, νtr) ,
with
Ehi =
1
2
B
1
2
e · ln
(
B
− 1
2
e ·B ·B−
1
2
e
)
·B−
1
2
e +
1
3
νtrI
and
g¯(℘, νtr) =
√
2
3
b
a
√
[℘− ℘b(νtr)− a]2 − a2 ,
℘b(νtr) = ℘b0 +H
2νhdtr
pi
tan
piνtr
2νhdtr
+ ∂νtrIνhdtr (νtr) .
Box 3: Summary: limit functions in the current configuration.
5.3.2. Flow laws
To evaluate the flow law (5.16) for the cases (4.29), (4.30), (4.31), (4.35), (4.36) and
(4.38) using only quantities in the current configuration, it is sufficient to find expres-
sions for the two terms F e · Mˆeffe‖Mˆeffe ‖ ·F
−1
e and F e ·Eˆhi ·F−1e , which is done in the following.
Since Mˆeffe
(4.18)
= Mˆe
(4.62a)
= J−1i R
>
e ∗T, we get
F e · Mˆ
eff
e
‖Mˆeffe ‖
· F−1e = B
1
2
e · T‖T‖ ·B
− 1
2
e =
T
‖T‖ , (5.24)
where the last equal sign only holds for isotropic elasticity [cf. Eq. (3.133)]. Equation
(5.19) immediately gives
F e · Eˆhi · F−1e =
1
2
B
1
2
e · ln
(
B
− 1
2
e ·B ·B−
1
2
e
)
·B−
1
2
e +
1
3
νtrI =: E
h
i . (5.25)
We further note that
‖Ehi ‖ = ‖Eˆhi ‖ ,
Ehi : T = Ji Eˆ
h
i : Mˆe .
The full set of constitutive equations is provided in the Boxes 3, 4 and 5.
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Regular points of the limit surface
• f˜→(T , νtr) = 0 , f˜←(T ,B,Be, νtr, γp) < 0 , f˜ten(T , νtr) < 0
Li = λ˙
 T
‖T‖ +
1
3
√
2
3
b′
a
℘− ℘b(νtr)− a√
[℘− ℘b(νtr)− a]2 − a2
I
 ,
γ˙p = τ (νtr, ν
max
tr ) λ˙ .
• f˜→(T , νtr) < 0 , f˜←(T ,B,Be, νtr, γp) = 0 , f˜ten(T , νtr) < 0
Li = −λ˙
(〈
1− γp‖Ehi ‖
〉
Ehi −
1
3
νtrI
)
,
γ˙p = 0 .
• f˜→(T , νtr) = 0 , f˜←(T ,B,Be, νtr, γp) = 0 , f˜ten(T , νtr) = 0
Li = λ˙
T
‖T‖ ,
γ˙p = λ˙ .
The Karush-Kuhn-Tucker (KKT) conditions are
λ˙ > 0 , fα 6 0 , λ˙fα = 0 ,
for α ∈ {→,←, ten}. The multiplier λ˙ is obtained from the consistency condition
λ˙f˙α = 0 .
Box 4: Summary of flow laws in the current configuration - regular points.
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Singular points of the limit surface
• f˜→(T , νtr) = 0 , f˜←(T ,B,Be, νtr, γp) = 0 , f˜ten(T , νtr) < 0
Li = λ˙→
 T
‖T‖ +
1
3
√
2
3
b′
a
℘− ℘b(νtr)− a√
[℘− ℘b(νtr)− a]2 − a2
I

− λ˙←
(〈
1− γp‖Ehi ‖
〉
Ehi −
1
3
νtrI
)
,
γ˙p = τ (νtr, ν
max
tr ) λ˙→ .
• f˜→(T , νtr) = 0 , f˜←(T ,B,Be, νtr, γp) < 0 , f˜ten(T , νtr) = 0
Li = λ˙→
 T
‖T‖ +
1
3
√
2
3
b′
a
℘− ℘b(νtr)− a√
[℘− ℘b(νtr)− a]2 − a2
I
+ λ˙ten T‖T‖ ,
γ˙p = τ (νtr, ν
max
tr ) λ˙→ + λ˙ten .
• f˜→(T , νtr) < 0 , f˜←(T ,B,Be, νtr, γp) = 0 , f˜ten(T , νtr) = 0
Li = λ˙ten
T
‖T‖ − λ˙←
(〈
1− γp‖Ehi ‖
〉
Ehi −
1
3
νtrI
)
,
γ˙p = λ˙ten ,
The KKT (loading/unloading) as well as the consistency conditions are given by
λ˙α > 0 , fα 6 0 , λ˙αfα = 0 ,
λ˙β > 0 , fβ 6 0 , λ˙βfβ = 0 ,
λ˙αf˙α = 0 , λ˙β f˙β = 0 ,
for all α, β ∈ {→,←, ten} with α 6= β.
Box 5: Summary of flow laws in the current configuration - singular points.
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6. Finite element implementation
Several methods for the solution of the non-linear field problems of solid mechanics
exist, one of which is the so called Finite Element Method (FEM). The foundations of
FEM, which relies on the spatial discretization of a weak form like Eq. (3.38), have
been discussed in sufficient detail elsewhere (see e.g., Bathe, 2002; Wriggers, 2001;
Zienkiewicz and Taylor, 2005).
This chapter deals only with the temporal discretization, specifically with the in-
tegration of the rate equations for the stress T , the elastic stretch Be as well as the
internal variables νtr and γp introduced in the preceding chapters.
Further, the so called algorithmically consistent tangent operator, which is required
in order to achieve quadratic rate of convergence with implicit finite element schemes
(Simo and Taylor, 1985), is computed.
6.1. Integration of rate constitutive equations
In order to integrate a differential equation of the kind
◦
Af = A˜(A,Gα, t) , (6.1)
where f = −f> and Gα are assumed to be second order tensors, it is useful to recall
that
◦
Af
(3.74)
= A˙−A · f> − f ·A (6.2)
= Q ·
(
Q> · A˙ ·Q+Q> ·A · Q˙+ Q˙> ·A ·Q
)
·Q>
= Q · (Q> ·A ·Q)• ·Q>
= Q ∗ A˙∗ , (6.3)
with
Q˙ = f ·Q (6.4)
and
A∗ = Q> ∗A . (6.5)
In other words, Q>∗
◦
Af corresponds to the material time derivative of A in a config-
uration rotated with Q> ∈ O. Hence, (6.1) can be written as
A˙∗ = Q> ∗ A˜(A,Gα, t) (6.6)
= A˜(A∗,G∗α, t) , (6.7)
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with G∗α = Q
> ∗Gα. Clearly, Eq. (6.7) only holds for isotropic functions A˜.
We now have two independent ordinary differential equations (6.4) and (6.7) that
can be readily integrated over a time increment ∆t using one of the established in-
tegration schemes, such as the implicit Euler method or one of the Runge-Kutta
schemes. Hughes and Winget (1980) have shown that the application of a second or-
der Runge-Kutta scheme to Eq. (6.4) results in the following time-discrete equation
for Q
t+∆tQ =
(
I − ∆t
2
f¯
)−1
·
(
I +
∆t
2
f¯
)
, (6.8)
where f¯ denotes the average value of f over the interval [t, t + ∆t].56 It should be
noted that this expression results in orthogonal tensors Q, provided f¯ is skew.
By applying the implicit Euler scheme to Eq. (6.7) we obtain the time discrete
evolution equation
t+∆tA∗ = tA∗ + ∆t A˜(t+∆tA∗, t+∆tG∗α, t+ ∆t) . (6.9)
Note that using Eq. (6.8), the time discrete version of (6.5) is
t+∆tA∗ = t+∆tQ> ∗ t+∆tA , (6.10)
which at time t, i.e., ∆t = 0, gives
tA∗ = tQ> ∗ tA = tA . (6.11)
Hence, we can write Eq. (6.9) as
t+∆tA∗ = tA+ ∆t A˜(t+∆tA∗, t+∆tG∗α, t+ ∆t) . (6.12)
Combining equations (6.8) and (6.12) using Eq. (6.10), the famous Hughes and
Winget (1980) integration scheme
t+∆tA = t+∆tQ ∗ tA+ ∆t A˜(t+∆tA, t+∆tGα, t+ ∆t) (6.13)
is recovered, which - due to its incremental objectivity and simplicity - is used for stress
integration in most commercial finite element codes.
Using the example of simple shear, we demonstrate in the next paragraphs that this
algorithm’s precision is not sufficient to integrate Eq. (5.9)
◦
BW = 2 sym(B ·D) .
The well known kinematics of simple shear depicted in Fig. 6.1 is characterized by the
deformation gradient F(
F( = I + γ(t)e1 ⊗ e2 , (6.14a)
56In the following we drop the overbar, assuming that D and W are constant over the increment.
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Fig. 6.1.: The kinematics of simple shear.
from which all other kinematic quantities can be derived as follows57
B( = F( · F>( = I + γ(t)2e1 ⊗ e1 + γ(t)(e1 ⊗ e2 + e2 ⊗ e1) , (6.14b)
D( = symF˙( · F−1( = γ˙(t)(e1 ⊗ e2 + e2 ⊗ e1) , (6.14c)
W( = skwF˙( · F−1( = γ˙(t)(e1 ⊗ e2 − e2 ⊗ e1) . (6.14d)
From Eqs. (5.9), (6.14c) and (6.14d) we find using the Hughes and Winget
scheme
t+∆tB =
[
I − (D∆t) S I
]
:
(
t+∆tQ ∗ tB) (6.15a)
with
t+∆tQ =
(
I − ∆t
2
W
)−1(
I +
∆t
2
W
)
. (6.15b)
A comparison between the analytical expression for B( to the one obtained by inte-
gration form (6.15) for monotonic shearing (i.e., D = D( and W = W() is seen in
Fig. 6.2. It is apparent that the numerical result is lacking.
As a solution we propose to replace the implicit Euler method in Eq. (6.12) by a
third order Runge-Kutta scheme (also known as Simpson’s rule), i.e.,
t+∆tA∗ = tA+
∆t
6
[
A˜(tA, tGα, t) + 4 A˜(
t+ 1
2
∆tA∗, t+
1
2
∆tG∗α, t+
1
2
∆t)+
+A˜(t+∆tA∗, t+∆tG∗α, t+ ∆t)
]
, (6.16)
where A∗ at time t+ 1
2
∆t is evaluated implicitly using a second order Runge-Kutta
scheme, i.e.,
t+ 1
2
∆tA∗ = tA+
∆t
4
[
A˜(tA, tGα, t) + A˜(
t+∆tA∗, t+∆tG∗α, t+ ∆t)
]
, (6.17)
57e1 and e2 are orthonormal basis vectors corresponding to the coordinate system depicted in Fig. 6.1.
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Fig. 6.2.: Stretch components B12, B11 and B22 for the case of simple shear. Compar-
ison between the analytical solution and numerical solutions employing the Hughes
and Winget (1980) scheme and the third order Runge-Kutta based method (6.20),
respectively.
and
t+ 1
2
∆tG∗α =
1
2
(
tGα +
t+∆tG∗α
)
. (6.18)
Combining Eqs. (6.16), (6.17) as well as (6.18) with Eq. (6.8) and introducing the
abbreviations
tA¯ = t+∆tQ ∗ tA , tG¯α = t+∆tQ ∗ tGα , (6.19)
we obtain a generalization of theHughes andWinget (1980) scheme, which naturally
inherits its incremental objectivity but is higher order accurate
t+∆tA = tA¯+
∆t
6
[
A˜(tA¯, tG¯α, t) + 4 A˜
(
tA¯+
∆t
4
[
A˜(tA¯, tG¯α, t) +
+ A˜(t+∆tA, t+∆tGα, t+ ∆t)
]
,
1
2
(
tG¯α +
t+∆tGα
)
, t+
1
2
∆t
)
+
+ A˜(t+∆tA, t+∆tGα, t + ∆t)
]
. (6.20)
For the evolution of B given by Equation (5.9) we find
t+∆tB =
{
I − 1
6
[
(D∆t)
S
 I + (D∆t)
S
 (D∆t) + (D∆t)2
S
 I
]}−1
:
:
{
I + 1
6
[
5(D∆t)
S
 I + (D∆t)
S
 (D∆t) + (D∆t)2
S
 I
]}
:
: t+∆tQ · tB · t+∆tQ> . (6.21)
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It can be easily seen in Fig. 6.2 that in the particular case of simple shear, i.e., D = D(
and t+∆tQ =
(
I − ∆t
2
W()−1 (I + ∆t2 W(), this solution is in very good agreement with
the analytical result (6.14b) over a wide range of γ.
I turns out that once the kinematics is integrated using Simpson’s rule, the classical
Hughes and Winget (1980) scheme
t+∆tT = Q · tT ·Q> + H¯(t+∆tBe) : (D∆t) (6.22)
is absolutely sufficient for stress integration. Recalling that
H¯(Be) = 1
2
C(Be) : ∂ lnBe
∂Be
:
(
Be
S
 I
)
[see Eq. (5.15)] and using the approximation ∂ lnBe
∂Be
.
= 4 (Be + I)
−1  (Be + I)−1 (cf.
Weber and Anand, 1990) we find the consistent tangent operator
K = 1
J
∂t+∆tT (D∆t)
∂(D∆t)
(6.23)
where J = detF and
∂t+∆tT (D∆t)
∂(D∆t)
=
t+∆t[
1
2
∂C(Be)
∂Be
:
∂Be
∂(D∆t)
:
∂ lnBe
∂Be
:
(
Be
S
 I
)
: (D∆t)+
+
1
2
C(Be) :
{
−(Be + I)−1
S

[
∂ lnBe
∂Be
:
(
Be
S
 I
)
: D∆t
]
+
+
∂ lnBe
∂Be
:
[
(D∆t)
S
 I
]}
:
∂Be
∂(D∆t)
+
1
2
C(Be) : ∂ lnBe
∂Be
: (Be
S
 I)
]
, (6.24)
with
∂Be
∂(D∆t)
=
{
I − 1
6
[
(D∆t)
S
 I + (D∆t)
S
 (D∆t) + (D∆t)2
S
 I
]}−1
:
:
{
5
6
tBe
S
 I + 1
3
[
(D∆t)
S
 I
]
:
[
tBe
S
 I
]
− 1
3
tBe
S
 (D∆t)+
+
1
6
[
tBe
S
 I
]
:
[
(D∆t)
S
 I
]
+
1
6
t+∆tBe
S
 I + 1
3
[
(D∆t)
S
 I
]
:
:
[
t+∆tBe
S
 I
]
− 1
3
t+∆tBe
S
 (D∆t)+
+
1
6
[
t+∆tBe
S
 I
]
:
[
(D∆t)
S
 I
]}
. (6.25)
For the case of a linear isotropic relationship betweenKirchhoff stress andHencky
strain, i.e., C = 3κI ⊗ I + 2µD [cf. Eq. (5.10)], Fig. 6.3 shows a comparison between
the analytical solution58 T( and the results obtained by applying the implicit Euler
scheme [cf. Eq. (6.13)] and Simpson’s rule [cf. Eq. (6.20)] to Eq. (5.10), respectively.59
58The analytical solution is given by T( = 2µ ln (tan θ)(sin2 θ − cos2 θ)(e1 ⊗ e1 − e2 ⊗ e2) +
4µ ln (tan θ) sin θ cos θ(e1 ⊗ e2 + e2 ⊗ e1) with θ = 12 arccot (− 12γ). Cf. Bertram (2005).
59We are aware of the fact that the strain applied in this and the following examples is highly
exaggerated for illustrative purposes and the Hencky free energy is used well outside its range of
ellipticity. However, this has no impact on the conclusions made.
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Fig. 6.3.: Kirchhoff stress components T12 and T11 for the case of simple shear.
Comparison between numerical solutions employing the Hughes and Winget (1980)
scheme and the third order Runge-Kutta based method (6.20), respectively, to the
analytical solution based on the Hencky free energy. In both cases the stretch is
integrated using the third order Runge-Kutta based method.
For further verification of the method, we consider the closed tension-shear-compres-
sion-shear cycle depicted in Fig. 6.4 (cf. Kojić and Bathe, 1987). For standard hypo-
elasticity based on the Zaremba-Jaumann rate the residual stresses after completion
of the cycle are in the order of magnitude of the maximally obtained stress during the
cycle. For the rate-form hyperelastic model no residual stresses are observed, which
confirms that the model represents truly (Green-)elastic behavior (see Fig. 6.5).
6.2. Time discrete formulation of the constitutive
model
In accordance with the results from the previous chapter we discretize the rate con-
stitutive equation (5.15) using the Hughes and Winget (1980) scheme, resulting in
RT := T −Q · tT ·Q> − H¯(Be) : (D −L>i )∆t = 0 . (6.26)
Further, we dropped the index t+∆t(·) for the sake of brevity and readability; henceforth,
if not specified otherwise, all quantities will be considered at time t+∆t. The evolution
equation (5.14) for Be is discretized using the scheme based on Simpson’s rule [cf. Eq.
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Fig. 6.4.: The kinematics of a tension-shear-compression-shear cycle. λ¯ = γ¯ = 5.
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Fig. 6.5.: Stress response of the tension-shear-compression-shear cycle depicted in Fig.
6.4. Note that, unlike the rate-form hyperelastic model, the hypoelastic model with
constant elasticities leads to large residual stresses, which are inconsistent with the
notion of elasticity.
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(6.20)] resulting in
RBe =
{
I − 1
6
[[
(D −L>i )∆t
] S
 I +
[
(D −L>i )∆t
] S

[
(D −L>i )∆t
]
+
+
[
(D −L>i )∆t
]2 S I]} : Be −{I + 1
6
[
5
[
(D −L>i )∆t
] S
 I +
+
[
(D −L>i )∆t
] S

[
(D −L>i )∆t
]
+
[
(D −L>i )∆t
]2 S I]} :
: Q · tBe ·Q> = 0 . (6.27)
RT and RBe are called the stress and stretch residuals, respectively. For Li = 0,
Eq. (6.27) can be immediately solved for Be [cf. Eq. (6.21)], which allows to solve
Eq. (6.26) for the stress T . If this solution is admissible, i.e.,
f˜→(T , tνtr) 6 0 , (6.28)
f˜←(T ,B,Be, tνtr, tγp) 6 0 , (6.29)
f˜ten(T ,
tνtr) 6 0 , (6.30)
the response over the time increment ∆t is elastic. If that is not the case, we call the
obtained solution elastic predictor and denote its values by 0T and 0Be, respectively.
If the response is inelastic, the stress T lies on the boundary ∂KT of the elastic
region, i.e., depending on whether it is a regular or a singular point,60 one of the
conditions
fα = 0 , α ∈ {→,←, ten} , (6.31)
or
fα = 0 , α ∈ {→,←, ten} , (6.32a)
fβ 6=α = 0 , β ∈ {→,←, ten} (6.32b)
has to be met. In the regular case, Eqs. (6.26), (6.27) and (6.31) form a system of
thirteen non-linear algebraic equations for the six independent components of stress,
the six independent components of the elastic stretch and the multiplier61 ∆λα :=
λ˙α∆t, otherwise we obtain an additional equation (fourteen equations in total) for the
multiplier ∆λβ := λ˙β∆t. These sets of coupled non-linear algebraic equations can
be solved numerically using Newton’s method. The general scheme is illustrated in
Fig. 6.6.
As initial values for the solution we use the elastic predictor
T = 0T , Be = 0Be , ∆λα = ∆λβ = 0 . (6.33)
60In general, this decision cannot be made before the solution is obtained, since the cone of normals
NK may evolve during the increment. However, tNK is available for an educated guess, which
allows to proceed by trial and error (see scheme in Fig. 6.6).
61Alternatively, the scalar internal variables νtr and γp can be used. Note that, since the relationship
between the rates of these variables and λ˙α is linear, there is no actual advantage in choosing one
strategy over the other.
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verify solutionverify solution
compute trial state
T = 0T , Be = 0Be , ∆λα = ∆λβ = 0 .
evaluate limit functions fα(T , . . . )
for all α ∈ {→,←, ten}
solve for
T ,Be,∆λα,∆λβ
solve for
T ,Be,∆λα
∆λα > 0
∆λβ > 0
fβ(T , . . . ) 6 0
∀β 6= α
compute tangent
fα(T , . . . ) > 0
fβ(T , . . . ) > 0
fα(T , . . . ) > 0
yesyes
∆λβ < 0 fβ > 0
fα(T , . . . ) 6 0
∀α
Fig. 6.6.: General schematic of the solution procedure.
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In every iteration, denoted by the lower left index62 k(·), the following system of
linearized equations needs to be solved
0 = k+1RT :=kRT + kRT ,T : δT + kRT ,Be : δBe + kRT ,∆λαδλα+
+ kRT ,∆λβδλβ + kRT ,νtrδνtr + kRT ,γpδγp ,
(6.34a)
0 = k+1RBe :=kRBe + kRBe,T : δT + kRBe,Be : δBe + kRBe,∆λαδλα+
+ kRBe,∆λβδλβ + kRBe,νtrδνtr + kRBe,γpδγp ,
(6.34b)
0 = k+1fα :=kfα + kfα,T : δT + kfα,Be : δBe + kfα,νtrδνtr + kfα,γpδγp , (6.34c)
0 = k+1fβ :=kfβ + kfβ,T : δT + kfβ,Be : δBe + kfβ,νtrδνtr + kfβ,γpδγp , (6.34d)
with β 6= α, where we used the following shorthand notation
k(·),ξ :=
k
∣∣∣∣∂(·)∂ξ .
Further, note that δνtr and δγp depend linearly on δλα and δλβ, i.e.,
δνtr = kκανtrδλα + kκ
β
νtrδλβ , (6.35a)
δγp = kκαγpδλα + kκ
β
γpδλβ , (6.35b)
where the coefficients kκ(·)(•) are determined, depending on the particular case, by the
flow laws (4.29), (4.30), (4.31), (4.35), (4.36) or (4.38).
The subdifferential in Eq. (4.60) deserves some attention. It should be noted that,
owning to the choice of the transformation hardening function, the high density phase
never saturates, i.e., νtr < νhdtr always holds. Hence, only νtr = 0 has to be treated
separately. We follow a pragmatic approach, seeking a solution assuming 0 < νtr < νhdtr .
If no such solution exists, a solution based on the premise νtr = 0 is obtained.
6.2.1. Regular points
For regular points of ∂KT , we can set δλβ ≡ 0 and drop equation (6.34d). Eq. (6.34b)
can be used to eliminate δBe from Eq. (6.34a) resulting in
δT = −kQ−1 :
(
kR+ kQ∆λαδλα
)
(6.36)
with
kQ := kRT ,T − kRT ,Be : kR−1Be,Be : kRBe,T , (6.37a)
kR := kRT − kRT ,Be : kR−1Be,Be : kRBe , (6.37b)
kQ∆λα := kRT ,∆λα − kRT ,Be : kR−1Be,Be : kRBe,∆λα+ (6.37c)
+ kκανtr
(
kRT ,νtr − kRT ,Be : kR−1Be,Be : kRBe,νtr
)
+
+ kκαγp
(
kRT ,γp − kRT ,Be : kR−1Be,Be : kRBe,γp
)
.
62As with the increment numbers before, we drop the index k+1(·) for the sake of brevity and readabil-
ity; henceforth, if not specified otherwise, all quantities will be considered at the current iteration
k + 1.
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Eqs. (6.27) and (6.36) can now be used to eliminate δBe and δT from Eq. (6.34c),
resulting in one scalar equation for δλα with the solution
δλα =
kfα − kN¯α : kQ−1 : kR
kN¯α : kQ−1 : kQ∆λα − kHαα
, (6.38)
where
kN¯α := kfα,T + kfα,Be : kR
−1
Be,Be
: kRBe,T , (6.39)
kHαα := kκανtr kfα,νtr + kκ
α
γp kfα,γp − kfα,Be : kR−1Be,Be : (kRBe,∆λα+
+ kκανtr kRBe,νtr + kκ
α
γp kRBe,γp
)
. (6.40)
Note that the expression for the iterative change for the multiplier δλα has the same
structure as in the case of the “backward Euler” scheme for small strain plasticity [cf.
Zeng et al. (1996) or Crisfield (2000b, Ch. 6)], which simplifies the modification of
existing small strain implementations for finite deformations.
Using this analogy, we immediately get the consistent tangent operator
K = 1
J
∂T (D∆t)
∂(D∆t)
(6.41)
with
∂T (D∆t)
∂(D∆t)
= k¯Q−1 :
(
I − k¯Q∆λα ⊗ k¯N¯α : k¯Q
−1
k¯N¯α : k¯Q−1 : k¯Q∆λα − k¯Hαα
)
: H¯(k¯Be) , (6.42)
where the index k¯ denotes the iteration, for which we consider Newton’s method to
have converged.
6.2.2. Singular points
For singular points of (Fα ∩Fβ) \Fγ ∈ ∂KT , α, β, γ ∈ {→,←, ten}, α 6= β 6= γ we
find by analogy to Eq. (6.36)
δT = −kQ−1 :
(
kR+ kQ∆λαδλα + kQ∆λβδλβ
)
(6.43)
with kQ, kR and kQ∆λα according to Eqs. (6.37) and kQ∆λβ given by
kQ∆λβ = kRT ,∆λα − kRT ,Be : kR−1Be,Be : kRBe,∆λα+
+ kκβνtr
(
kRT ,νtr − kRT ,Be : kR−1Be,Be : kRBe,νtr
)
+
+ kκβγp
(
kRT ,γp − kRT ,Be : kR−1Be,Be : kRBe,γp
)
.
(6.44)
Eliminating δBe and δT from Eqs. (6.34c) and (6.34d) we find{
δλα
δλβ
}
=
{
kχ
αα
kχ
αβ
kχ
βα
kχ
ββ
}{
kfα − kN¯α : kQ−1 : kR
kfβ − kN¯β : kQ−1 : kR
}
(6.45)
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with {
kχ
αα
kχ
αβ
kχ
βα
kχ
ββ
}
:=
{
kN¯α : kQ−1 : kQ∆λα − kHαα kN¯α : kQ−1 : kQ∆λβ − kHαβ
kN¯β : kQ−1 : kQ∆λα − kHβα kN¯β : kQ−1 : kQ∆λβ − kHββ
}−1
(6.46)
and
kN¯α = kfα,T + kfα,Be : kR
−1
Be,Be
: kRBe,T , (6.47)
kN¯β = kfβ,T + kfβ,Be : kR
−1
Be,Be
: kRBe,T , (6.48)
kHστ = kκτνtr kfσ,νtr + kκ
τ
γp kfσ,γp − kfσ,Be : kR−1Be,Be : (kRBe,∆λτ+
+ kκτνtr kRBe,νtr + kκ
τ
γp kRBe,γp
)
, (6.49)
with σ, τ ∈ {→,←, ten}. After some algebraic manipulations we find the tangent
operator
K = 1
J
∂T (D∆t)
∂(D∆t)
(6.50)
with
∂T (D∆t)
∂(D∆t)
= k¯Q−1 :
[I − k¯Q∆λα ⊗ (k¯χαα k¯N¯α : k¯Q−1 + k¯χαβ k¯N¯β : k¯Q−1)−
−k¯Q∆λβ ⊗
(
k¯χ
βα
k¯N¯α : k¯Q−1 + k¯χββ k¯N¯β : k¯Q−1
)]
: H¯(k¯Be) , (6.51)
where the index k¯ once again denotes the iteration, for which we consider Newton’s
method to have converged.
All required partial derivatives are collected in Appendix D.
6.3. Simple load cases
To investigate the constitutive model’s behavior we consider two particularly simple,
homogeneous loading scenarios: hydrostatic compression and uniaxial loading.
6.3.1. Hydrostatic compression
Under hydrostatic loading conditions [see Fig. 6.7(a)] the deformation is purely volu-
metric. The true pressure ps = Je℘b0 marks the onset of phase transformation. Upon
unloading the pressure exhibits a closed hysteresis [see Fig. 6.7(b)], i.e., the response
can be characterized as pseudo-elastic. The size of the hysteresis loop is determined by
the parameter d. Note that the shape of the hysteresis is skewed due to the fact that
the constitutive behavior is prescribed in terms of Kirchhoff stress rather than true
stress. In this stress measure the hysteresis is symmetric.
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Fig. 6.7.: The hydrostatic compression test.
6.3.2. Uniaxial tension / compression
Uniaxial loading conditions [see Fig. 6.8(a)] lead to a non-vanishing deviatoric stress
(here represented by a norm, the so called von Mises equivalent stress Sq). Under
tensile loading, phase transition is prohibited and the material exhibits an ideal plastic
response with a yield stress determined by the transition pressure ℘t [see Fig. 6.8(b)].
Since the constitutive model is not intended to capture damage evolution and we
assume that crack propagation - as far as required - will be modeled by different means,
such as cohesive zones or the extended finite element method (XFEM), we consider
this behavior adequate.
Under uniaxial compression, both equivalent stress [see Fig. 6.8(c)] and pressure [see
Fig. 6.8(d)] exhibit a hysteresis due to phase transformation, the size of which depends
on the parameter d. However, unlike the pressure hysteresis, the hysteresis of equivalent
stress is in general not closed. The amount of recovered deviatoric transformation strain
is determined by the choice of the parameter τ0 [see Fig. 6.9(a)]. Note further that,
since the hardening modulus during unloading depends on τ0 (cf. Sec. 4.4.2), the shape
of the hysteresis is slightly skewed by the variation of τ0.
Fig. 6.10 shows the response for three uniaxial compression cycles. It should be
noted that all hysteresis loops after the first are identical and closed for both pressure
and equivalent stress. This corresponds to pseudo elastic [also called super elastic (cf.
Otsuka and Wayman, 1999)] response.
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σ¯
(a) Schematic of the uniaxial finite
element model.
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d on the equivalent stress.
0.00 0.08 0.16 0.24 0.32
Volumetric strain − ln J
0
1
2
3
4
5
6
7
P
re
ss
u
re
p
(i
n
G
P
a)
d = 5
d = 6
d = 7
d = 8
(d) Compression. Effect of the parame-
ter d on pressure.
Fig. 6.8.: The FE-model for uniaxial loading and results (part 1). The load was
ramped linearly up to σ¯ and back down to zero.
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Fig. 6.9.: FE results for uniaxial loading (part 2). The load was ramped linearly up
to σ¯ and back down to zero.
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Fig. 6.10.: FE results for three uniaxial loading-unloading cycles.
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7. FE models for indentation and
identification of material
parameters
7.1. FE models and meshes
Two kinds of finite element models are considered in this chapter - axisymmetric models
with conical indenter and full three dimensional models with Berkovich and Knoop
indenter tips. The first type is used primarily for parameter identification.
Both model types share common features. As the sample size is much larger than
the penetration depth of the indenter tip, the sample is modeled as semi-infinite. Dis-
placements at the infinite boundary are held fixed. The indenter is considered to be
compliant with elasticities63 Y = 1140 GPa, ν = 0.07. The contact between indenter
and sample is modeled using the augmented Lagrange method in order to ensure
minimal interpenetration.
All simulations are performed displacement controlled. The displacement, which is
applied to the top surface of the indenter, is linearly ramped up until the maximum
value is reached and then ramped down in a similar fashion.
7.1.1. Axisymmetric models
The primary use of the axisymmetric model is to reduce computational effort for pa-
rameter identification, which requires a large number of simulations. The indenter
tip is modeled as a compliant cone with a geometry based on the area function of the
Berkovich indenter used in the experiments. This is achieved by discretizing the area
function (2.4) at 22 non-equidistant points, which are interpolated using cubic splines.
The displacement is applied to the top surface of the cone. The size of the indenter
was varied until an increase in height by one order of magnitude resulted in a change
in tip displacement of less than 0.1% under full load. An area of 10× 10 µm2 meshed
with 4800 CAX4 continuum elements is embedded in one layer of CINAX4 elements
representing the elastic half-space [see Fig. 7.1(a)]. The mesh is refined towards the
contact area [see Fig. 7.1(b)]. For the contact between diamond and silicon the friction
coefficient µfric = 0.1 (cf. Appendix B.3) is assumed.
7.1.2. Three dimensional models
The full three-dimensional model was generated based on the same governing principles
that apply for the axisymmetric case. A cross section is shown in Fig. 7.2(a). A 10
µm - heigh cylindrical region with a radius of 10 µm, which is meshed with 198400
63These values are taken from ISO 14577 (2002), which in turn refers to Field and Telling (1999).
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(a) Schematic of the axisymmetric
finite element model.
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µ
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(b) Finite element mesh in the vicin-
ity of the indenter tip.
Fig. 7.1.: The axisymmetric FE-model for indentation.
C3D8(R) continuum elements [cf. Fig. 7.2(b)], is embedded into an elastic half-space
represented by CIN3D8 elements.
Berkovich indenter tip
The indenter geometry can be built based on the area function (2.4) obtained from
indentation. However, in order to construct a three dimensional volume from the pro-
jected area, a modeling assumption is required. We assume that each cross section
of the indenter tip perpendicular to its axis is an equilateral triangle [see Fig. 7.3(a)].
We can now define an “edge function”, which essentially gives the radius of the cir-
cumscribed circle for each cross section. Under the assumption stated above, this edge
function e(hc) can be directly computed from the area function A(hc)
e(hc) =
2
4
√
27
√
A(hc) . (7.1)
A description for the indenter surface is then found in terms of (linear) triangular
Gordon-Coons patches between the corresponding edges (cf.Hoschek and Lasser,
1989). These surfaces are used to construct the indenter volume, which is meshed using
quadratic tetrahedral elements C3D10. A comparison between the original area func-
tion and the one obtained using the Coons patch based model is shown in Fig. 7.3(b).
This indenter model has the same symmetry as the perfect Berkovich tip, allowing
to reduce the model size to one sixth of the full system.
Knoop indenter tip
The Knoop indenter tip geometry is built based on the corresponding area function
using a procedure similar to the one described above. The geometrical assumption in
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Fig. 7.2.: The 3D FE-model for indentation with Berkovich indenter.
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Fig. 7.3.: A 3D model of the Berkovich indenter based on its area function.
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(a) Cross section of the indenter tip. (b) FE-mesh of the Knoop tip.
Fig. 7.4.: A 3D model of the Knoop indenter based on its area function.
this case is that all cross sections perpendicular to the axis are diamond shaped with
the ratio r of the half diagonal lengths d1 and d2 [cf. Fig. 7.4(a)] being constant [cf.
Eq. (2.6)]
r =
d1
d2
=
tan 86.25◦
tan 65◦
= 7.11448 .
From this we immediately find expressions for the half diagonals as functions of the
contact depth hc
d1(hc) =
√
r
2
√
A(hc) , d2(hc) =
√
1
2r
√
A(hc) , (7.2)
where A(hc) is the projected area function. The indenter surface is then constructed
from Grodon-Coons patches based on the diagonal functions.
7.2. Effect of model parameters on response curves
The constitutive model for silicon proposed in Chapter 4 has eleven model parameters,
which are summarized in Tab. 7.1.
Very few qualitatively different experiments are available to study the phase trans-
formation behavior of silicon. Essentially, the choice is limited to indentation and
(hydrostatic) compression tests in diamond anvil cells. Therefore, it is important to
understand these two experiments in order to be able to deduce model parameters from
the available data.
7.2.1. Diamond anvil cell experiments
Provided the experiment is carried out correctly, the loading conditions in diamond
anvil cells can be assumed to be nearly hydrostatic and almost homogeneous. From
this type of experiment we could infer the transformation initiation pressure under
hydrostatic conditions ℘b0 as well as the parameter d. Indeed, there is very strong
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experimental evidence that the transformation initiation pressure for the ld-Si→ hd-Si
phase transition is ps = 11.3 GPa (Hu et al., 1986). ℘b0 is determined as the solution
of the equation
℘b0 = Jeps
⇔ exp
(℘b0
κ
)
℘b0 = ps .
For the given values of κ and ps we find ℘b0 = 10.1834 GPa. Unfortunately, to the
author’s knowledge, the pressure at which the last trace of the dense phase disappears
during unloading has never been experimentally determined. Therefore we have to
adjust the parameter d to indentation experiments.
7.2.2. Indentation with Berkovich tip
In this section the influence of the individual model parameters on indentation load -
displacement (P −h) curves is studied. Specifically, we discuss the six parameters, the
values of which have not been fixed up till now: ν, ℘t, b, b′, d and τ0.
The parameters ν and b affect the loading as well as the unloading portions of the
load - displacement curve. The variation of ν (for fixed bulk modulus κ) results in a
change in maximum force as well as the slope at the point of unloading (see Fig. 7.5).
The maximum force as well as the slope decrease with increasing ν. An increase in
the value of the parameter b increases the maximum force, while leaving the slope at
unloading almost unchanged (see Fig. 7.6). While the effects of these two parameters
can be clearly distinguished, it has been noted by Giannakopoulos and Larsson
(1997) in the context of indentation simulations in ceramics that the solution of the
inverse problem is not straight forward if the material is pressure sensitive.
The parameters b′, d and τ0 affect the unloading porting of the P − h curve, only.
Here the depth of the residual imprint after unloading, the point of departure from
elastic unloading as well as the “edginess” of the unloading curve are of interest. The
parameter b′ exclusively controls the sharpness of the kink during unloading. As shown
in Fig. 7.7, larger values of b′ result in a smoother curve. An increase in the parameter
d results in a delayed departure from elastic unloading (see Fig. 7.8), while the residual
Tab. 7.1.: Model parameters. An overview.
Symbol Property description Assumed values
κ bulk modulus 97.84 GPa
ν Poisson’s ratio 0.19÷ 0.29
νhdtr volume change during ld-Si → hd-Si 0.255
℘t transition pressure to tensile cutoff 0÷ 3 GPa
℘b0 ld-Si → hd-Si initiation pressure 10.1834 GPa
a ld-Si → hd-Si limit surface rounding 1 GPa
b/a ld-Si → hd-Si limit surface slope 0.4÷ 3
b′/a ld-Si → hd-Si flow potential slope 0.4÷ b/a
H hardening modulus 0.005 GPa
d magnitude of elastic unloading 1÷ 10 GPa
τ0 deviatoric recovery coefficient 0÷ 1
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depth remains unchanged. Variations in the parameter τ0 change the depth of the
residual imprint (see Fig. 7.9). For τ0 = 0 the hysteresis is closed and the response can
be characterized as pseudo-elastic, whereas the residual depth increases with increasing
values of τ0. This goes along with a decrease in the sharpness of the kink.
The parameter ℘t plays a somewhat special role, since its variation within the given
bounds (see Tab. 7.1) does not affect the indentation P − h curve shown in Fig. 7.10.
However, it is nonetheless a useful parameter, since it enters inequality (4.94) and can
be employed to loosen the constraint on the parameter τ0.
7.3. Identification of material parameters
As there is no direct method to determine the parameters ν, b, b′, d and τ0, they have
to be obtained from the comparison of simulation result with experimental data. In
other words, the input data of the simulation has to be deduced from its result, i.e.,
we have to solve a so called inverse problem.
7.3.1. The inverse problem
When attempting to identify material parameters based on indentation experiments,
several criteria can be thought of. The main features of the load - displacement curve
include the force at maximum displacement, the residual depth after full unloading,
the slope at the point of unloading, i.e., the contact stiffness, etc. Other criteria based
on e.g. the surface profile could be included. For each of these criteria an objective
function can be constructed.
That is to say, in general we deal with a (constrained) multi-objective optimization
problem, which can be stated as follows(
z1 (
¯
pi) , .. ,zN (
¯
pi)
)→ min , (7.3a)
s.t.
(
g1 (
¯
pi) , .. , gM (
¯
pi)
)
6 0 , (7.3b)
where
¯
pi is the tuple of parameters, zα (
¯
pi) are the objective functions and gβ (
¯
pi) are
constraint functions defining the feasible set. Since the objectives (7.3a) may be con-
flicting, the definition of a solution to problem (7.3) is not trivial. In general, a set
of incomparable (Pareto-) optimal solutions exist. A common way of obtaining a
unique solution is based on the so called scalarization technique (Ehrgott, 2005),
replacing the original problem (7.3) by its scalarized version
z :=
N∑
α=1
wαzα (
¯
pi)→ min , (7.4a)
s.t.
(
g1 (
¯
pi) , .. , gM (
¯
pi)
)
6 0 , (7.4b)
where wα are weight coefficients allowing the decision maker to adjust the relative
importance of the individual objective functions.
For the optimization problem (7.4) a solution ¯
¯
pi is sought based on the Karush-
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Fig. 7.5.: Variation of the Poisson’s ratio ν. b = 1 GPa, b′ = 1 GPa, d = 8 GPa,
τ0 = 0.5, ℘t = 0 GPa.
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Fig. 7.6.: Variation of the parameter b. ν = 0.23, b′ = 1 GPa, d = 8 GPa, τ0 = 0.5,
℘t = 0 GPa.
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Fig. 7.7.: Variation of the parameter b′. ν = 0.23, b = 1 GPa, d = 8 GPa, τ0 = 0.5,
℘t = 0 GPa.
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Fig. 7.8.: Variation of the parameter d. ν = 0.23, b = 1 GPa, b′ = 1 GPa, τ0 = 0.5,
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Fig. 7.9.: Variation of the parameter τ0. ν = 0.23, b = 1 GPa, b′ = 1 GPa, d = 8 GPa,
℘t = 0 GPa.
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Fig. 7.10.: Variation of the parameter ℘t. ν = 0.23, b = 1 GPa, b′ = 1 GPa, d = 8 GPa,
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Kuhn-Tucker optimality conditions
∂z(¯
¯
pi)
∂¯
¯
pi
∣∣∣∣
¯
¯
pi=
¯
pi
+
M∑
β=1
Λβ
∂gβ(¯
¯
pi)
∂¯
¯
pi
∣∣∣∣
¯
¯
pi=
¯
pi
=
¯
0 , (7.5a)
s.t. Λβ > 0 , gβ(
¯
pi) 6 0 , Λβgβ(
¯
pi) = 0 , (7.5b)
where Λβ are the KKT multipliers. We employ the so called active set algorithm
implemented in the Matlab optimization toolbox, which is a sequential quadratic pro-
gramming method. In every iteration it solves the following quadratic subproblem64
δ
¯
pi>k
¯
Hδ
¯
pi +
∂z(¯
¯
pi)
∂¯
¯
pi
∣∣∣∣
¯
¯
pi=k
¯
pi
=
¯
0 , (7.6)
s.t.
∂gβ(¯
¯
pi)
∂¯
¯
pi
∣∣∣∣
¯
¯
pi=k
¯
pi
+ gβ(k
¯
pi) 6
¯
0 , ∀ β ∈ {1, ..,M} , (7.7)
where k
¯
H is the Hessian
k
¯
H :=
∂2z(¯
¯
pi)
∂¯
¯
pi2
∣∣∣∣
¯
¯
pi=k
¯
pi
+
M∑
β=1
Λβ
∂2gβ(¯
¯
pi)
∂¯
¯
pi2
∣∣∣∣
¯
¯
pi=k
¯
pi
. (7.8)
The parameters are updated according to
k+1
¯
pi = k
¯
pi + kξδ
¯
pi , (7.9)
where kξ is determined using an active set procedure similar to the one described by
Gill et al. (1991).
In the present case the following objective functions are used
z1(
¯
pi) =
[
P simmax(¯
pi)− P exp(hexp
K¯
)
P exp(hexp
K¯
)
]2
, (7.10a)
z2(
¯
pi) =
[
P sim(hexpK ; ¯
pi)− P exp(hexpK )
P exp(hexp
K¯
)
]2
, (7.10b)
z3(
¯
pi) =
1
K¯
K¯∑
k=1
[
P sim(hexpk ; ¯
pi)− P exp(hexpk )
P exp(hexp
K¯
)
]2
, (7.10c)
z4(
¯
pi) =
1
K − K¯
K∑
k=K¯
[
P sim(hexpk ; ¯
pi)− P exp(hexpk )
P exp(hexp
K¯
)
]2
, (7.10d)
z5(
¯
pi) =
[
Ssim(
¯
pi)− Sexp
Sexp
]2
, (7.10e)
where P exp, hexp and Sexp are the forces, displacements and the unloading stiffness
obtained in the experiment, whereas P sim, hsim and Ssim are the respective simulated
64It should be noted that, since the objective function is not available in closed form, a finite difference
scheme is used to obtain the required derivatives.
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counterparts. The experimental data points are indexed by k ∈ {1, .., K}, while K¯ is
an index such that
hexp
K¯
= arg max
16k6K
P exp(hexpk ) , (7.11)
i.e., the index of the point with the largest applied force. The stiffnesses are defined as
Ssim(
¯
pi) :=
dP sim3 (h; ¯
pi)
dh
∣∣∣∣
h=hexp
K¯
, (7.12)
Sexp :=
dP exp3 (h)
dh
∣∣∣∣
h=hexp
K¯
, (7.13)
where P sim3 (h; ¯
pi) and P exp3 (h) are best fits using the 3rd order polynomial ansatz
P3(h) := c0 + c1h+ c2h
2 + c3h
3 , (7.14)
with four parameters c0, c1, c2, c3 ∈ R to the unloading portion of the simulated and
experimental indentation curves in the range between 60-98% of the maximum applied
force, respectively.
The functions z1(
¯
pi) and z2(
¯
pi) measure the deviations of the force at maximum
displacement (which is equal in experiment and simulation) and the residual depth
obtained in experiment, respectively. The objectives z3(
¯
pi) and z4(
¯
pi) represent scalar
measures for the overall closeness of the experimental and simulated load - displacement
curves during loading and unloading, respectively. The functionz5(
¯
pi) measures the de-
viation of the contact stiffness (i.e., the slope of the point of unloading) between exper-
imental and simulated data. The corresponding weights are
¯
w = (w1, w2, w3, w4, w5).
A particular result of Sec. 7.2.2 is that the loading portion of the load - displacement
curve as well as the contact stiffness are influenced only by the parameters ν and b. This
motivates the split of the inverse problem (7.4) into two weakly coupled subproblems,
in the first of which we fix b′ = b′1, d = d1, τ0 = τ01 and solve problem (7.4) for ¯
pi1 :=
(ν, b, b′1, d1, τ01)
> using the tuple of weights
¯
w1 := (1, 0, 1, 0, 1). Having determined the
optimal solution ν∗1 , b∗1 we fix these values and solve problem (7.4) again for ¯
pi2 :=
(ν∗1 , b
∗
1, b
′, d, τ0)> with the tuple of weights
¯
w2 = (0, 1, 0, 1, 0), obtaining the solution
b′∗2 , d
∗
2, τ
∗
02. Acknowledging the coupling between the two subproblems, problem (7.4)
is solved a third time for
¯
pi = (ν, b, b′, d, τ0)
> with the weights
¯
w = (1, 1, 1, 1, 1). In this
step we use (ν∗1 , b∗1, b′∗2 , d∗2, τ ∗02)> as starting point of the active set method. In all three
cases the feasible set is given by
¯
pi > (0.19, 0.4 GPa, 0.4 GPa, 1 GPa, 0)> (7.15a)
¯
pi 6 (0.29, 3 GPa, 3 GPa, 10 GPa, 1)> (7.15b)
subject to the constraints
b′ 6 b (7.15c)
τ0 6 1− b
′
b
[℘b0 − ℘t − d][℘b0 − ℘t + a]
[℘b0 − ℘t + a]2 − a2 , (7.15d)
(cf. p. 70 and p. 75). If not stated otherwise, this is the procedure of choice applied
in the following sections.
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While being a very robust scheme with good performance, the active set method
suffers from a drawback common to all gradient based methods: it will only find the
nearest local minimum. Several strategies exits to overcome this issue, the most prag-
matic of which is to make an educated guess for the starting point, which - interestingly
enough - proved to be quite successful.65 A more systematic approach is to introduce
a regular grid in the parameter space and evaluate the objective function at each of
the grid points in order to obtain near optimal parameter values, which are then used
as the starting point for the active set algorithm. Note that this approach is not fea-
sible for the initial inverse problem (7.4), since - assuming we want to check n = 10
values for each of the five parameters - this requires n5 = 100 000 evaluations of the
objective function. The two subproblems introduced in the preceding paragraph on
the other hand, require only 102 and 103 function evaluations, respectively. Thus, the
computational effort is reduced by 98.9%.
7.3.2. Re-identification of parameters from artificial data
As a benchmark for the parameter identification strategy we investigated whether ma-
terial parameters can be identified from artificial data starting with an uneducated
guess of (ν, b, b′, d, τ0) = (0.23, 0.9 GPa, 0.9 GPa, 6 GPa, 0.5). The results are summa-
rized in Table 7.2. It is apparent that the active set method, when directly applied to
the full inverse problem with poor initial data, gets stuck in the nearest local minimum.
If however the problem is split as described in Sec. 7.3.1 and grid search (gs) is used in
the first run to obtain good starting points, the material parameters can be successfully
re-identified.
Tab. 7.2.: Re-identification benchmark results starting from an uneducated guess.
Benchmark 1 ν b/a b′/a d (GPa) τ
prescribed parameters 0.2786 1.0 0.7 5.0 0.7
identified values naive active-set 0.223 0.74 0.737 4.75 0.769gs + active-set 0.2837 1.05 0.77 5.27 0.727
relative error naive active-set 20% 26% 5.3% 9.5% 9.9%gs + active-set 1.8 % 5.0% 10 % 5.4% 3.8 %
Benchmark 2 ν b/a b′/a d (GPa) τ
prescribed parameters 0.1934 0.8 0.8 8.0 0.3
identified values naive active-set 0.222 0.91 0.879 8.2 0.263gs + active-set 0.1824 0.804 0.804 8.01 0.287
relative error naive active-set 14.8 % 13.8% 9.9% 2.5% 12.3%gs + active-set 6% 0.5% 0.5% 0.1 % 4.4%
65This may not truly come as a surprise, since the author was required to run a number of simulations
in order to make his guess educated (cf. Sec. 7.2.2). This corresponds to the training of a neuronal
network (my brain), which happens to be an established method for parameter identification (cf.
e.g., Novák and Lehký, 2004; Rasche, 2013).
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Fig. 7.11.: Indentation curves obtained with identified model parameters.
7.3.3. Identification from experimental data
Material parameters for the phase transformation model were obtained according to
the procedures described in Sec. 7.3.1 from a load - displacement curve obtained as an
average of ten Berkovich indentations with the same maximum load of 15 mN in a
(111) Si wafer (cf. Sec. 2.2.1). An analogous method was used in order to determine
the Poisson ratio as well as the yield stress for ideal von Mises plasticity for the
same data.
In both cases the axisymmetric model introduced in Sec. 7.1.1 was used. The re-
sults are summarized in Tab. 7.3. The load - displacement curves for the identified
parameters are shown in Fig. 7.11 along with the experimental reference.
Tab. 7.3.: Identification of material parameters from experimental data.
Phase transition model ν b/a b′/a d (GPa) τ z
identified parameters 0.2614 0.9403 0.7722 7.062 0.8223 8.6× 10−3
von Mises plasticity ν yield stress TY (GPa) z
identified parameters 0.2611 5.009 1.2× 10−2
7.4. Verification of material parameters
It is of outmost importance to verify that the material parameters identified in the
preceding section (Sec. 7.3.3) can be used to predict experimental results they were
not directly fitted to. As previously mentioned, only very few qualitatively different
experiments in which phase transformation in Si can be observed are available, limiting
us to
1. the prediction of the transition stress under uniaxial loading
116 7. FE models and identification of material parameters
0.0 0.1 0.2 0.3 0.4
Displacement h (in µm)
0
5
10
15
20
25
30
35
F
or
ce
P
(i
n
m
N
)
experiment indenter B1
experiment indenter B2
prediction for B1
prediction for B2
Fig. 7.12.: Predicted load - displacement curves for Berkovich indenters B1 and B2
at a maximum applied force of 30 mN.
2. the prediction of indentation tests with the same indenter for a different maximum
force (maximum indentation depth),
3. the prediction of indentation tests with a different indenter of the same type,
4. the prediction of indentation tests with an indenter of a different type.
With the identified parameters the transition stress under uniaxial compression is
8.63 GPa, which agrees very well with the value of ∼ 8.5 GPa reported by Hu et al.
(1986) for diamond anvil cell experiments without pressurizing medium.
The next two options are viable, since all real indenters are (highly) imperfect. This
means in particular that the projected area function may depend on the contact depth
in a complicated nonlinear way, especially for small indentation depths. Further, two
Berkovich indenters, while sharing the same basic geometry, may have drastically
different projected area functions. A particular advantage of this scenario is that the
area function of the second indenter can be measured from indentation experiments
using the procedure described in Sec. 2.3.1.
Experimental data for a second Berkovich indenter tip (called B2, as opposed to
the primary tip B1) used in the present work is listed in Appendix B.1. The indenter
B2 has a tip radius of ∼ 414 nm and is much blunter than the primary tip (B1) with a
tip radius of ∼ 268 nm. Using the parameters in Tab. 7.3 obtained for B1 with a max-
imum indentation force of 15 mN we were able to predict load - displacement curves
for both indenters at a maximum applied force of 30 mN very accurately (see Fig. 7.12).
The Knoop indenter tip is in terms of geometry very dissimilar to the Berkovich
pyramid (see Sec. 2.1.1) and is therefore appealing for verification purposes. We will,
however, move the discussion of Knoop indentation to Sec. 8.1.
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8. Simulation results and discussion
Applications of the constitutive model to homogeneous loading cases as well as simple
axisymmetric indentation scenarios have been discussed in the preceding sections in
detail in the context of parameter identification. This section is devoted to more
sophisticated applications including repeated indentation and fully three dimensional
simulations.
8.1. 3D simulations of indentation
The methodology for the determination of hardness and elastic modulus from indenta-
tion test heavily relies on the notion that the load - displacement curve and particularly
the contact stiffness are mostly insensitive to the shape of the indenter as long as it
does not too excessively deviate from a cone. This is substantiated by a number of an-
alytical as well as numerical results (cf. e.g., Gao and Wu, 1993; Giannakopoulos
et al., 1994).
However, it cannot be expected that the parameter values obtained by solving the
inverse problem for the axisymmetric (i.e., conical indenter tip) will exactly reproduce
the load - displacement curve if the correct pyramidal geometry is used. Indeed, we
find a deviation of about 7.7% in the maximum force for the same prescribed displace-
ment (cf. Fig. 8.1). Even though the computational expense for the identification of a
modified parameter set following the strategy laid out in Sec. 7.3.1 cannot be afforded,
a suitable set of parameters is quickly found “by hand” (cf. Footnote 65 on p. 114).
The results for the phase transformation model as well as von Mises plasticity are
summarized in Tab. 8.1 along with the value of the objective function (7.4) that, when
compared with the values in Tab. 7.3, provides a measure for the quality of the fit
beyond the visual verification (cf. Fig. 8.1). In order to additionally validate the new
parameter set, load - displacement curves for both Berkovich indenters (B1 and B2)
at a maximum load of 30 mN were simulated. Fig. 8.2 illustrates the very good agree-
ment between experiment and numerical prediction.
A very interesting case is the simulation of Knoop indentation. Using the parameter
set in Tab. 8.1, which is free of the bias introduced by simulations with an equivalent
Tab. 8.1.: Modified parameter sets for simulations with actual Berkovich indenter
tip geometry.
Phase transition model ν b/a b′/a d (GPa) τ z
modified parameters 0.285 0.85 0.7 7.2 0.83 2.7× 10−3
von Mises plasticity ν yield stress TY (GPa) z
modified parameters 0.285 4.8 6.7× 10−3
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Fig. 8.1.: Experimental load - displacement curve for Berkovich indentation along
with the simulated predictions using parameters identified from axisymmetric simula-
tions as well as a parameter set modified to account for the actual pyramidal geometry.
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Fig. 8.2.: Experimental and predicted load - displacement curves for Berkovich
indenters B1 and B2 at a maximum applied force of 30 mN.
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Fig. 8.3.: Experimentally obtained average load - displacement curve for Knoop in-
dentation with a maximum load of 50 mN and the simulated prediction. The light gray
area indicates the region covered by a ±5% uncertainty in the area function.
cone, the constitutive model should predict the correct load - displacement curve for
this indenter, provided the area function was determined correctly (cf. Sec. 2.3.2).
Indeed, Fig. 8.3 shows an excellent agreement between the experiment and the sim-
ulation, which is well within the experimental error bounds. Besides of verifying the
constitutive model, this result suggests that the procedure to determine area functions
of Knoop tips discussed in Sec. 2.3.2 is as reliable as Riester et al. (2001) claim.
8.2. Repeated indentation
An interesting feature of indentation in silicon is that all load - displacement cycles
after the first are closed and follow the same path (cf. Sec. 2.2.1). This behavior is
reproduced by the model without any additional adjustments (see Fig. 8.4). Further,
in experiments the unloading curves of all cycles (including the first) coincide. In the
simulation the first unloading curve has a smoother kink then the ones to follow. The
difference, even though very small, can be seen in the inset in Fig. 8.4.
The experimental reloading curve has a noticeable kink at about 60% of the max-
imum applied force (denoted by ¬ in Fig. 8.4). In literature it has been attributed
to the a-Si → β-Si (a-Si → hda-Si transition, cf. Footnote 6 on p. 3) transformation
(Domnich and Gogotsi, 2002). Since limit functions in the present model, unlike the
flow laws, do not distinguish between the individual low density phases, this behavior
is not captured.
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Fig. 8.4.: Predicted load - displacement curve for repeated indentation (2 cycles).
8.3. Comparison of the model’s predictions to data
beyond load-displacement curves
The load - displacement curve is an important result obtained from indentation experi-
ments, but not the only one. Information about the residual surface profile is available
from AFM scans, while the size and shape of the transformed zone can be inferred
from (cross sectional) transmission electron microscopy [(X)TEM] investigations.
8.3.1. Residual surface profiles
In this section we compare the surface scan of a 15 mN Berkovich indent in (111)
sc-Si to the corresponding simulation. Judging by qualitative features, both the exper-
imentally obtained surface profile (cf. Fig. 2.6) and the simulated result in Fig. 8.5(a)
show a somewhat concave triangular imprint, which is typical for materials with a large
hardness to modulus ratio (HIT/Y ).
A qualitative comparison is easiest for cross sections following the traces of the
indenter edges, as depicted in Fig. 8.5(b). Fig. 8.5(c) shows three experimentally
obtained height profiles as well as their simulated counterpart [due to the model’s
symmetry (cf. Sec. 7.1.2), only one simulated cross section needs to be considered]. All
curves have been shifted such that the center of the indent corresponds to zero on the
abscissa. Overall, the simulation agrees very well with the three experimental profiles
in both shape and depth. It is interesting to note that the experimental profiles are not
quite identical; specifically, two of them show pileups at the edge of the imprint [see
¬ in Fig. 8.5(c)], while the remaining profile shows a pileup at the corner in-between
these edges [see ­ in Fig. 8.5(c)]. This suggests that the experimental indent is slightly
“off-axis” and tilted in the direction of the arrow in Fig. 2.6(c), which, of course, was
not accounted for in the simulation.
For comparison the imprint predicted by the von Mises plasticity model is shown
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in Fig. 8.5(c). As already expected from the load - displacement curve, it over-predicts
the residual depth by almost 100%.
8.3.2. Residual stresses
As discussed in Sec. 1.2, the initiation and propagation of median and radial cracks
under contact loading is dominated by the applied load and the geometry of the as-
perity/indenter. During unloading residual stresses not only cause these cracks to
propagate further and coalesce but initiate and drive lateral cracks (more or less par-
allel) to the sample surface. The residual stresses strongly depend on the material
behavior and are the subject of investigation of this section. In the following, we make
a qualitative and quantitative comparison between the results predicted by our phase
transformation model and ideal von Mises plasticity used as a reference.
Fig. 8.6 shows the first principal stress contours in “side view” on one third of the Si
sample (see schematic in the lower right corner). The region of high tensile principal
stresses predicted by our model spans from the surface of the sample to the axis of the
indent, while the plasticity model predicts a concentration of similar stress magnitude
right underneath the sample surface at the boundary of the imprint. In both cases
the first principal stress is oriented almost perpendicular to the depicted planes. We
can conclude that the phase transformation model predicts the growth of both median
and radial cracks as well as their possible coalescence, while only the growth of shallow
radial cracks is predicted by von Mises plasticity.
Fig. 8.7 shows the normal stress component in the direction of the indenter axis. This
is the residual stress driving lateral cracks. The location of maximum S33 stress pre-
dicted by both constitutive models is typical for the formation of shallow lateral cracks.
However, the phase transformation model predicts larger stresses with a concentration
about 30% closer to the sample surface.
The Yoffe (1982) model suggests that it is worthwhile to consider radial stresses
in a spherical coordinate system (with its origin located at the center of the indent on
the level of the original surface) as the driving force for deep lateral cracks. Our model
predicts a radial stress maximum underneath the transformed zone (see Fig. 8.8). This
is consistent with experimental observations by Bradby et al. (2001). The plasticity
model also predicts a stress concentration underneath the transformed zone; however,
it is much smaller in magnitude and located about twice as deep. This suggests that
the chipped volume due to deep lateral cracks is severely overestimated by plasticity
based models. Interestingly, the von Mises plasticity model predicts the global radial
stress maximum at a different location. It is found directly at the sample surface on
the perimeter of the imprint (see Fig. 8.8). This suggests the formation of cone cracks,
which however have never been observed in Berkovich indents in silicon.
8.3.3. Size and shape of the transformed zone
Top-view TEM investigations66 suggest that the in-plane shape of the transformed zone
in Si follows the shape of the indenter. This trend is confirmed by our simulations (see
66Cf. Callahan and Morris (1992); Clarke et al. (1988);Mann et al. (2000); Page et al. (1992);
Suzuki and Ohmura (1996).
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(a) The calculated residual imprint. The
contours represent the displacement rela-
tive to the sample surface. All values are
given in nm.
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(b) Schematic of the residual
imprint including cross sec-
tions. Cf. Fig. 2.6(c).
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(c) Comparison of cross sections between experiment and simulation. Cross section num-
bering follows the schematic in (b).
Fig. 8.5.: The residual imprint.
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Fig. 8.6.: First principal stress distribution in the cross section after unloading.
Fig. 8.9), which further predicts the tendency of the transformed zone to approach a
circular shape at greater distances from the initial surface.
The subsurface shape of the transformed zone can be better assessed using the XTEM
methodology, transmission electron microscopy on a thin lamella perpendicular to the
sample surface, which is typically prepared using a focused ion beam (FIB) tool. The
preparation method is mentioned here to highlight its challenges: in order to get the
correct shape and depth, the lamella has to be exactly aligned with the edge imprint of
the indenter [see Fig. 8.11(c)], has to go directly through the center of the indent and be
perpendicular to the sample surface. Micrographs by Bradby et al. (2001) reproduced
in Fig. 8.11(a) show transformed zones that are not rotationally symmetric but rather
seem to inherit their symmetry from the indenter tip. Zarudi et al. (2005) as well as
Vandeperre et al. (2007) on the other hand present images of nearly symmetrical
transformed zones [see Fig. 8.11(b)]. Further, many of the indents were performed
at large maximum applied forces in order to simplify the TEM sample preparation,
resulting in the formation of multicrystalline silicon rather a-Si after unloading, which
leads to a different shape of the residual imprint. These factors along with the fact
that some micrographs show a severe uplift of the original surface by lateral cracking
due to very large maximum forces [see Fig. 8.11(a)], only a qualitative comparison of
shapes between experiment and simulation [see Fig. 8.11(d)] appears feasible.
However, the depth δ, i.e., the distance between the deepest point of the residual im-
print and the deepest point of the transformed zone [see Fig. 8.11(d)], can be compared.
Tab. 8.2 summarizes the findings of eleven different groups for a total of 20 indents at
ten different loads as well as the results of our simulations. Vickers indentation results
have been included, since the projected area function of the Vickers tip is by design
identical to the one of the Berkovich indenter and the transformed zone should be
similar in size. We note that, most likely due to the difficulties in sample preparation
discussed above, the experimental data shows a considerable scatter; nonetheless, the
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Fig. 8.7.: S33 stress distribution (the 3-axis is oriented vertically) in the cross section
after unloading.
Fig. 8.8.: Radial (Srr) stress distribution in the cross section after unloading.
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right below the indenter at 50% of transformation
zone depth
<50 %
50 %
70 %
 90 %
 100 %
hd-Si content
(a) Shape of the transformed zone at different depths. The transformed ma-
terial is illustrated via contours of the phase content.
(b) TEM micrograph of indent in sil-
icon using a Berkovich indenter tip.
Reproduced from Page et al. (1992).
Fig. 8.9.: Shape of the transformed zone in top view from simulation and TEM.
general trend is clearly visible in Fig. 8.10. As expected,67 the computed depths lie on
a straight line that agrees quite well with the experimental data.
For larger forces we expect the simulation to overestimate the size of the transformed
zone to some extent. This is the result of median cracks in the experiment that accom-
modate a part of the transformed material [see Fig. 8.11(b)] and thus provide a means
to release stress that is not incorporated in the numerical model. Therefore and by
comparison with other experimental data, the very large depth obtained in the work
of Jian (2008) is attributed to a poorly calibrated length scale. For ultra low loads,
the depth of the transformed zone strongly depends on the rounding imperfection of
the indenter tip and a meaningful comparison is only possible if the exact experimental
conditions are known, which is not the case.
67Fig. 8.10 shows the depth δ over the square root of the maximum applied force Pmax. Since for an
ideal tip and a semi-infinite sample the whole indentation setup is self-similar and the indentation
depth hmax the only length present, we find δ ∝ hmax ∝
√
Pmax. Therefore, in the chosen axis
scaling, all results (at least for larger maximum forces for which the tip rounding plays a minor
role) are expected to fall on a straight line.
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Tab. 8.2.: Depth of the transformed zone relative to the deformed sample surface.
A comparison between experiment and simulation.
Load (Pmax) Experiment Simulationa
10 mN 276 nmb, 298 nmb, 259 nmb, 274 nmb, 299 nmc, 206 nmd 291 nm
15 mN 562 nme 361 nm
20 mN 478 nmf, 421 nmg 416 nm
50 mN 712 nmf, 617 nmg, 527 nmh 648 nm
60 mN 685 nmi 751 nm
80 mN 685 nmj 829 nm
90 mN 1122 nmg 901 nm
150 mN 700 nmk 1124 nm
200 mN 1276 nml, 2069 nmm 1320 nm
250 mN 933 nmj, 1107 nmj 1499 nm
a From 50 % phase content contour. bWen (2006) on (100)-Si. cBhuyan et al.
(2012) on (100)-Si at 175◦C. d Fujisawa et al. (2009) on (100)-Si. e Svechnikov
et al. (2007) on (100)-Si. fYan et al. (2006) on (100)-Si. g Zarudi et al. (2005) on
(100)-Si. h Lloyd et al. (2001) on (100)-Si. iVandeperre et al. (2007) on (100)-
Si. jBradby et al. (2001) on (100)-Si. k Jian et al. (2010) on (110)-Si.
lYang et al. (2006) on (100)-Si. m Jian (2008) on (100)-Si.
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Fig. 8.10.: Depth of the transformed zone relative to the deformed sample surface
for different maximum loads. A comparison between experiment and simulation (cf.
Tab. 8.2). The dotted line is a fit to the simulation results and serves as guide to the
eye.
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(a) 250 mN Berkovich in-
dents in Si. Indents were
made using rapid unloading (1)
and slow unloading (2). Re-
produced from Bradby et al.
(2001).
(b) 60 mN Berkovich indent in Si. The
material in the transformed zone is marked
‘t’. Some of the transformed material has
flown into the crack, as indicated by the ar-
row. Reproduced from Vandeperre et al.
(2007).
(c) Orientation of the cross sec-
tion. The cut is performed per-
pendicular to the sample surface.
δ
(d) Simulated shape of the transformation
zone for a load of 30 mN based on the 50%
phase content contour.
Fig. 8.11.: Qualitative comparison between XTEM bright field micrographs of the
transformed zone with simulation results. The nominal cross section orientation is
depicted in Fig. (c). A comparison between the shapes in Figs. (a) and (b) suggests
that the orientation in Fig. (b) may not be exact.
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9. Summary and conclusions
Modeling the interaction of a silicon surface with a pointed asperity is a crucial step
towards the understanding of phenomena such as the brittle as well as ductile regime
machining of silicon or wear of micro-electro-mechanical systems.
If subjected to pressure or contact loading conditions, silicon undergoes a series of
stress-driven phase transitions. For crystalline silicon the first and most important
is the semiconductor-to-metal transition (cd-Si → β-Si), occurring at approximately
ps = 11.3 GPa hydrostatic pressure and leading to a change in volume of about 20%.
Initially amorphous material transforms to the metallic high density amorphous phase
hda-Si. During rapid load release, amorphous silicon is formed. Evidence of up to 11
different crystalline and amorphous phases of silicon exists in literature.
We developed a constitutive model that captures the cd-Si → β-Si, a-Si → hda-Si
and (β-Si, hda-Si) → a-Si transitions within the framework of thermodynamics with
internal variables, based on one symmetric second order tensor valued and two scalar
valued internal variables. Since both the elastic and inelastic strains are moderately
large, a finite deformation framework based on the multiplicative decomposition of the
deformation gradient is employed. The constitutive equations are reformulated in rate
form, employing only symmetric second order tensor valued and scalar variables. This
procedure allows the convenient implementation as a user material subroutine for the
finite element code Abaqus/Std. in analogy to pressure sensitive, rate-independent,
non-associated, non-smooth multisurface plasticity, while retaining all advantages of a
“hyperelastic-plastic” formulation, including integrability for purely elastic processes.
Unlike typical hyperelastic-plastic implementations, the consistent tangent operator
required in order to achieve quadratic rate of convergence in implicit FE calculations
is readily available in analytical form.
The indentation response for (111) single crystal silicon as well as coarse grained
polycrystalline silicon has been investigated using the Berkovich indenter tip. We
found that the average response over all crystal orientations available in the polycrys-
talline wafer corresponds to the one for (111)-Si, making the latter a good reference for
the identification of material parameters. The obtained material parameters have been
verified by successfully predicting load - displacement curves for a different maximum
force, a second Berkovich indenter tip with a different projected area function as
well as for indentation with a Knoop tip. The computed size of the transformed zone
agrees very well with experimental results obtained using cross sectional transmission
electron microscopy available in literature for a wide range of loads. For repeated in-
dentation we found the constitutive model capable of predicting the major features of
the load - displacement curve.
When compared to ideal von Mises plasticity with adjusted parameters, our model
shows much better agreement with experimental load displacement curves and residual
surface profiles. As a result, we expect the residual stress distribution to be closer to
reality. In a contrasting juxtaposition of stress profiles we found differences of up to
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100% in both the location relative to surface and magnitude of tensile stress concentra-
tions, with the trend that the von Mises model tends to underestimate the magnitude
and overestimate the depth of these hot-spots for crack initiation.
The results for germanium in Appendix E suggest that the applicability of our con-
stitutive model is not limited to silicon, which was the subject of this work. We expect
that it can be successfully applied to other materials that exhibit stress induced phase
transitions.
The focus of the present work was the development of a constitutive model for silicon
that captures the essential phase transitions in order to correctly predict the magnitude
and distribution of stresses with an emphasis on residual stresses.
Future work may include more detailed adjustments to the requirements of repeated
indentation, namely the explicit distinction between the cd-Si→ β-Si and a-Si→ hda-
Si phase transitions in terms of limit surfaces, similar to the way this distinction is
already included into the flow law.
Another important aspect is the incorporation of indentation damage. This can be
done either in a continuum frame by extending the present constitutive model with
an appropriate damage formulation, or in a discrete fashion by introducing cracks via
the extended finite element method or cohesive zones. The first approach has the
advantage over a cohesive zone model that cracks can initiate during the simulation;
therefore, no initiation locations have to be prescribed a priori. However, it should
be considered that damage models typically result in softening behavior, causing the
boundary value problem to loose ellipticity, which requires the implementation of some
(gradient or integral) regularization technique. Further, for crack evolution in brittle
crystals, which are the core realm of linear elastic fracture mechanics (LEFM), it is
not quite clear from a conceptional point of view, how to properly relate a stress-based
damage evolution law to the stress intensity factors obtained in experiments.
From a theoretical standpoint, the extended finite element method appears as the
ideal solution for all of these problems. Cracks can initiate via a stress based criterion at
arbitrary locations and propagate according to a LEFM based criterion. However, for
the practical realization in Abaqus severe limitations apply: At the present stage, crack
tip enrichment is not implemented for moving cracks, which makes the crack geometry
mesh dependent and forces cracks to propagate through complete elements at once.
Further, only one crack can go through each element, which a priori excludes crack
intersection and poses a severe limitation for the modeling of indentation damage, for
which at least three mutually intersecting crack systems are characteristic. Hence, only
one crack system can be considered at a time, which can be achieved by disabling the
nucleation mechanism. However, combined with the limitations for crack propagation,
this essentially negates all advantages of the method.
A solution might be the development and implementation of a user element subrou-
tine that includes the crack tip enrichment in order to capture the stress singularity and
further allows multiple enrichment within one element to model intersecting cracks.
Combined with our constitutive model, such an element could be used to explicitly
capture all relevant crack systems driven by stresses as well as residual stresses as a
consequence of phase transformation.
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A. Fundamentals of instrumented
indentation
Hardness has been an important term in mineralogy long before it reached the realm of
engineering. Thus, it is not surprising that the first hardness scale introduced byMohs
(1822) and still used today compares the resistance of a material to being scratched by
ten reference minerals ranging from talc to diamond.
For the engineer, hardness is the resistance to indentation and defined as the ratio
of maximum applied force Pmax to the projected contact area A
HIT =
Pmax
A
. (A.1)
Several hardness scales based on different indenter geometries exist and are associated
with the names Vickers (regular four-sided pyramid), Knoop (distorted four-sided
pyramid) and Brinell (sphere). In all of these methods the area A is measured from
the residual imprint visible in micrographs. Such a procedure becomes increasingly
unreliable for very small indents. An alternative is the so called depth sensing or in-
strumented indentation, in which both the applied force and the resulting displacement
of the indenter are continuously recorded. In order to evaluate the hardness (and elas-
tic modulus) of the sample, a procedure for the determination of the contact area from
this information is required. If the projected area of the indenter tip is known as a
function of contact depth hc, the task reduces to the determination of the latter.
The first successful attempt was made by Doerner and Nix (1986) and later signif-
icantly improved by Oliver and Pharr (1992). This is the procedure we are going to
discuss briefly in this chapter. Both of these methods are based on Sneddon’s solution
for the contact of a rotationally symmetric punch with an elastic surface (Sneddon,
1948).
The total displacement of the indenter at maximum force hmax can be decomposed
into two parts
hmax = hc + hs , (A.2)
where hs is the displacement of the surface at the contact perimeter. From Sneddon’s
solution68 the surface displacement is given by
hs = 
Pmax
S
, (A.3)
where S is the contact stiffness at the unloading point
S =
dP
dh
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Tab. A.1.: The  factor for different indenter geometries.
Indenter shape 
Cone 2
pi
(pi − 2) ≈ 0.72
Paraboloid of revolution 0.75
Flat punch 1
and  is a constant depending on the shape of the indenter. The values for different
geometries are listed in Tab. A.1. Combining Eqs. (A.2) and (A.3), the contact depth
is found to be
hc = hmax − Pmax
S
, (A.4)
and the indentation hardness HIT is obtained as
HIT =
Pmax
A(hc)
. (A.5)
For indentations with a Berkovich indenter tip it was observed that the value  = 0.75
yields the best results.
The determination of the elastic modulus YIT is based on the observation (Pharr
et al., 1992) that Sneddon’s solution for the contact stiffness of a rigid cone
S =
2√
pi
Yr
√
A , (A.6)
holds for arbitrary rotationally symmetric indenters. The so called reduced modulus
Yr is given by
Yr :=
(
1− ν2
YIT
+
1− ν2
Y
)−1
, (A.7)
where Y and ν are elastic constants of the diamond indenter tip. Equation (A.6) can
be easily solved for Yr and via Eq. (A.7) for YIT.
Over the years several improvements for the original Oliver and Pharr (1992)
model have been published, including a correction that considers the radial displace-
ment of the surface as well as a modification for the -factor that introduces a depen-
dence on the shape of the unloading curve (for a review, cf. Chudoba and Jennett,
2008). Nonetheless, it remains the quasi standard to this day and was included in the
norm ISO 14577 (2002).
Note that, if the reduced modulus Yr is known, e.g. for a reference material, Eq. (A.6)
can be used to determine the projected area function from indentation experiments (cf.
Sec. 2.3).
68This is a meaningful approach to elastic-plastic indentation, since the initial unloading can be
considered elastic.
133
B. Additional experimental results
This Appendix collects supplementary experimental results that were not included into
Chapter 2, because they are either qualitatively too similar to the ones presented, or
not in the primary focus of this work, such as e.g. the determination of the friction
coefficient or indentation in germanium.
B.1. The second Berkovich tip
This section contains experimental results concerning the second Berkovich indenter
tip (B2) used in this work. All procedures are fully analogous to the ones laid out in
Chapter 2.
B.1.1. Indentation in fused silica and sapphire
Load - displacement curves from indentation experiments in well characterized reference
materials are required in order to compute the indenter area function as well as the
instrument’s compliance (cf. Sec. 2.3.1). The data obtained from 100 indentation
experiments in fused silica (quartz) and sapphire, respectively are shown in Fig. B.1.
B.1.2. Area function
The area function obtained from indentation experiments is given by√
Ac(hc) = a0 + a 1
4
h
1
4
c + a 1
2
h
1
2
c + a1 hc + a 3
2
h
3
2
c , (B.1)
with
a0 = −0.1019499 , a 1
4
= 1.098567 , a 1
2
= −1.507331 , (B.2)
a1 = 7.251397 , a 3
2
= −1.437719 . (B.3)
A comparison between this area function, the area function of the primary indenter tip
(B1) and the area function of the idealized Berkovich pyramid is shown in Fig. B.2.
B.1.3. Indentation in silicon
Indentation load - displacement curves for (111) single crystal silicon are shown in
Fig. B.3. Qualitatively, the same effects as with the primary Berkovich indenter
(B1) are observed.
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Fig. B.1.: Average load - displacement curves from indentation with the indenter tip
B2 in reference materials.
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Fig. B.2.: Area function of the Berkovich tip B2.
B.2. Indentation in germanium 135
0.0 0.1 0.2 0.3 0.4 0.5
Displacement h (in µm)
0
10
20
30
40
50
60
F
or
ce
P
(i
n
m
N
)
Fig. B.3.: Indentation in (111) single crystal silicon with Berkovich indenter B2.
Ten load - displacement curves for each of the maximum loads 7.5 mN, 15 mN, 30 mN,
60 mN.
B.2. Indentation in germanium
Indentation experiments in germanium were carried out using the exact same method-
ology as in the case of silicon. Average load - displacement curves for the maximum
applied loads of 15 mN, 30 mN and 60 mN are shown in Fig. B.4.
Table B.1 lists the material properties obtained from the evaluation of the 15 mN
curve as well as the corresponding contact stiffness and contact depth. We find that
the indentation hardness and modulus values are lower than the ones for silicon (cf.
Sec. 2.2.2).
Tab. B.1.: Experimental results for Berkovich indentation in a (100) germanium
surface with a maximum force of 15 mN.
Property name Value
HIT 9.39± 0.20 GPa
YIT 149.0± 4.2 GPa
Yr 140.9± 4.0 GPa
S 200.58± 3.55 mN⁄µm
hc 0.227± 0.002 µm
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Fig. B.4.: Average load - displacement curves for the Berkovich tip B1 in germanium
at each of the maximum loads 15 mN, 30 mN, 60 mN.
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B.3. Determination of friction coefficients
In order to determine the friction coefficients between the diamond indenter tip and the
silicon / germanium surface, cyclic sliding experiments using a sphero-conical indenter
tip with a radius of 11.9 µm were performed. The sphero-conical tip was chosen over the
sharp Berkovich indenter in order to prevent inelastic deformation of the substrate.
It was verified that the indentation with this tip is indeed elastic at the employed
maximum load of 10 mN.
To remove the bias introduced by the lateral instrument stiffness, one cycle is mea-
sured at zero normal force (“against air”) and subtracted from data obtained in subse-
quent measurements. During the sliding test the normal force is kept constant and the
lateral force is recorded as a function of lateral displacement. The data resulting from
one 50 µm cycle on silicon are depicted in Fig. B.5.
While the friction coefficient varies over the sliding distance, the average value of
µSifric = 0.097 agrees quite well with data from Bhushan and Li (1997). The corre-
sponding value for germanium was found to be µGefric = 0.141.
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Fig. B.5.: Friction coefficient of diamond on silicon as determined by the cyclic sliding
experiment. Data for one cycle is depicted.
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C. The UBER elastic energy
This Appendix briefly deals with an alternative elastic energy that explicitly accounts
for the pressure dependence of the bulk modulus. It will be shown in the following
that, while different behavior under hydrostatic compression is predicted as compared
to Hencky’s energy function [cf. (4.55) and (4.56)], the effect on measurable quanti-
ties related to the indentation experiment is negligible.
At ambient pressure, the elasticities of Si are well established experimentally (cf.
Hull (1999) and references therein). McSkimin and Andreatch Jr. (1964) inves-
tigated the pressure dependence of the elastic constants and found the initial slopes
∆c1111
∆p
= 4.33 ,
∆c1122
∆p
= 4.19 ,
∆c1212
∆p
= 0.8 .
In terms of bulk modulus κ and shear modulus µ = c1212 we have
κ′ :=
∆κ
∆p
= 4.24 ,
∆µ
∆p
= 0.8 ,
i.e the dependence of bulk modulus on the pressure is much stronger than that of the
shear modulus, which is consistent with the Hencky elastic free energy (4.55).
In a recent work, Gearing and Anand (2004) introduced a compression energy
motivated by the so called universal binding energy relation by Rose et al. (1984),
which allows to match the initial pressure dependence of the bulk modulus, giving
potentially better results at higher pressures
ψˆvole (Eˆ
H
e ) = ρ
−1
0 κ0
2
[
1−
(
1 +
trEˆHe

)
exp
(
−trEˆ
H
e

)]
. (C.1)
The additional parameter  is determined by the pressure dependence of the bulk
modulus at ambient pressure κ′ from the following equations
pˆe(trEˆHe ) = −ρˆ
∂ψˆvole
∂trEˆHe
= −J−1i κ0(trEˆHe ) exp
(
−trEˆ
H
e

)
,
κˆ(trEˆHe ) = ρˆ
∂2ψˆvole
∂(trEˆHe )2
= −J−1i κ0
(
1− trEˆ
H
e

)
exp
(
−trEˆ
H
e

)
.
Finally we find
κ′ = lim
trEˆHe →0
(
dκˆ
dpˆe
)
= lim
trEˆHe →0
(
∂κˆ
∂trEˆHe
∂trEˆHe
∂pˆe
)
=
2

. (C.2)
For the case of silicon we obtain
Si = 0.472 . (C.3)
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(a) Hydrostatic compression.
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(b) Uniaxial compression.
0.0 0.1 0.2 0.3 0.4
Displacement h (in µm)
0
5
10
15
20
25
30
35
F
o
rc
e
P
(i
n
m
N
)
Hencky’s energy
UBER energy
(c) Indentation load - displacement curves.
Fig. C.1.: The UBER elastic energy. Response for homogeneous loading and indenta-
tion.
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Fig. C.2.: Comparison of the phase distribution (based on the 50% phase content
contour) between the Hencky and UBER energies.
Fig. C.1(a) and C.1(b) show the effect of the modified energy under hydrostatic and
uniaxial compression conditions. As expected, only the volumetric response is affected
and the effect is much more pronounced in hydrostatic compression (because much
higher pressures are reached).
If however, the load displacement curve predicted using the UBER energy is com-
pared to the one computed using Hencky’s energy, the results are virtually indistin-
guishable. The same can be said about the residual surface profiles and the distribution
of the phase content (cf. Fig. C.2). This means that, even thought the UBER energy
will result in stresses that are higher by a few percent, it has no effect on quantities
that can be verified experimentally. Since, for the case of Berkovich indentation,
the UBER energy did not provide any results that can be falsified, we do not see any
reason to choose it over the simpler Hencky energy.
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D. Derivatives of limit functions
and residuals
This Appendix collects partial derivatives of limit functions, inelastic velocity gradients
and residuals.
D.1. Derivatives of limit functions
D.1.1. Limit functions of the quadratic kind
We refer to limit functions of the kind
f(T , νtr) =
√
T : P(νtr) : T + P (νtr) : T − T (νtr) , (D.1)
where P(νtr) is symmetric in the sense that A1 : P(νtr) : A2 = A2 : P(νtr) : A1, as
quadratic. For this type of limit function we immediately find
f,T (T , νtr) =
P(νtr) : T√
T : P(νtr) : T
+ P (νtr) , (D.2)
f,νtr(T , νtr) =
T : P ′(νtr) : T
2
√
T : P(νtr) : T
+ P ′(νtr) : T − T ′(νtr) , (D.3)
with (·)′ := d(·)dνtr .
The limit function f→(T , νtr)
After some algebraic manipulations the limit function
f˜→(T , νtr) = ‖T‖ − g¯(℘, νtr) = ‖T‖ −
√
2
3
b
a
√
[℘− ℘b(νtr)− a]2 − a2
can be written in the form (D.1) by setting
P→(νtr) = I − 1
3
I ⊗ I + 1
9
c21[c3(νtr)
2 − 1]I ⊗ I , (D.4)
P→(νtr) = −1
3
c1c3(νtr)I , (D.5)
T→(νtr) = c1c2(νtr) , (D.6)
with
c1 =
√
2
3
b
a
, (D.7)
c2(νtr) =
√
℘b(νtr)2 + 2℘b(νtr)a , (D.8)
c3(νtr) =
℘b(νtr) + a
c2
. (D.9)
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Further, we find
P ′→(νtr) =
2
9
c21c3(νtr)c
′
3(νtr)I ⊗ I , (D.10)
P ′→(νtr) = −
1
3
c1c
′
3(νtr)I , (D.11)
T ′→(νtr) = c1c
′
2(νtr) , (D.12)
where
c′2(νtr) = ℘
′
b(νtr)c3(νtr) , (D.13)
c′3(νtr) = ℘
′
b(νtr)
1− c3(νtr)2
c2
, (D.14)
with
℘′b(νtr) = H
[
1 +
(
tan
piνtr
2νhdtr
)2]
. (D.15)
The limit function ften(T , νtr)
The limit function
f˜ten(T , νtr, γp) = ‖T‖ − g¯(℘t, νtr)
can be written in the form (D.1) by setting
P ten(νtr) = I − 1
3
I ⊗ I , (D.16)
P ten(νtr) = 0 , (D.17)
Tten(νtr) = c1c2(νtr) , (D.18)
with c1 and c2(νtr) given in (D.7) and (D.8), respectively. The corresponding derivatives
are given by
P ′ten(νtr) = 0 , (D.19)
P ′ten(νtr) = 0 , (D.20)
T ′ten(νtr) = c1c
′
2(νtr) , (D.21)
with c′2(νtr) given by Eq. (D.13).
D.1.2. Limit functions of the linear kind
We will refer to limit functions of the kind
f(T ,Be, νtr, γp) = T (νtr)−A(Be, νtr, γp) : T (D.22)
as linear (in stress). Obviously,
f,T (T ,Be, νtr, γp) = −A(Be, νtr, γp) , (D.23)
f,Be(T ,Be, νtr, γp) = −A,Be(Be, νtr, γp) : T , (D.24)
f,νtr(T ,Be, νtr, γp) = T
′(νtr)−A,νtr(Be, νtr, γp) : T , (D.25)
f,γp(T ,Be, νtr, γp) = −A,γp(Be, νtr, γp) : T . (D.26)
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The limit function f←(T ,Be, νtr, γp)
For the limit function
f˜←(T ,B,Be, νtr, γp) = −νtr d− νtr [℘− ℘b(νtr)]−
〈
1− γp‖Ehi ‖
〉
Ehi : T
we find
A(Be, νtr, γp) =
〈‖Ehi ‖ − γp〉 Ehi‖Ehi ‖ − 13νtrI , (D.27)
T (νtr) = νtr [℘b(νtr)− d] . (D.28)
Further,
A,Be(Be, νtr, γp) =
[〈‖Ehi ‖ − γp〉( I‖Ehi ‖ − E
h
i ⊗Ehi
‖Ehi ‖3
)
+
+h(‖Ehi ‖ − γp)
Ehi ⊗Ehi
‖Ehi ‖2
]
:
∂Ehi
∂Be
, (D.29)
A,νtr(Be, νtr, γp) = −
1
3
I , (D.30)
A,γp(Be, νtr, γp) = h
(‖Ehi ‖ − γp) Ehi‖Ehi ‖ , (D.31)
T ′(νtr) = ℘b(νtr)− d+ νtr ℘′b(νtr) , (D.32)
where h(·) is the Heaviside step function. Here,
∂Ehi
∂Be
=
[
I
S

(
Ehi ·B−
1
2
e
)
−Ehi
S
 B−
1
2
e
]
:
∂B
1
2
e
∂Be
−
− 1
2
B
1
2
e ·
[
∂ ln B¯i
∂B¯i
:
(
B
1
2
e
S
 B¯i
)
:
∂B
1
2
e
∂Be
]
·B−
1
2
e , (D.33)
with Ehi :=
1
2
B
1
2
e · ln
(
B¯i
) · B− 12e and B¯i := B− 12e · B · B− 12e . The derivative of the
logarithm of a tensor with respect to the tensor itself is computed according to the
formula in Footnote 35 on p. 48, while the derivative of the square root of a tensor
with respect to the tensor is given by 69
∂B
1
2
e
∂Be
=
(
B
− 1
2
e
S
 I
)−1
. (D.34)
D.2. Derivatives of the inelastic velocity gradient
In this section we provide the derivatives of inelastic velocity gradients for phase trans-
formation/plasticity taking place at regular points of the boundary of the elastic region
∂K . The required quantities for singular points are easily obtained as linear combi-
nations of these results.
69Hoger and Carlson (1984) provide an expression that does not make use of the inverse of a
fourth order tensor and may be computationally more efficient.
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D.2.1. Velocity gradients that depend on stress
We consider the particular form
Li = λ˙
 P˜(νtr) : T√
T : P˜(νtr) : T
+ P˜ (νtr)
 . (D.35)
By straight forward differentiation we get
Li,λ˙ =
P˜(νtr) : T√
T : P˜(νtr) : T
+ P˜ (νtr) , (D.36)
Li,T =
P˜(νtr)√
T : P˜(νtr) : T
−
(
P˜(νtr) : T
)
⊗
(
P˜(νtr) : T
)
(
T : P˜(νtr) : T
) 3
2
, (D.37)
Li,Be = 0 , (D.38)
Li,νtr =
P˜ ′(νtr) : T√
T : P˜(νtr) : T
−
(
P˜(νtr) : T
)(
T : P˜ ′(νtr) : T
)
2
(
T : P˜(νtr) : T
) 3
2
+ P˜
′
(νtr) , (D.39)
Li,γp = 0 . (D.40)
Regular points of f→(T , νtr) = 0
After some algebraic manipulations we find that the inelastic velocity gradient
Li = λ˙
 T
‖T‖ +
1
3
√
2
3
b′
a
℘− ℘b(νtr)− a√
[℘− ℘b(νtr)− a]2 − a2
I

can be written in the form (D.35) by setting
P˜→(νtr) = I − 1
3
I ⊗ I + 1
9
c˜21[c3(νtr)
2 − 1]I ⊗ I , (D.41)
P˜→(νtr) = −1
3
c˜1c3(νtr)I , (D.42)
with
c˜1 =
√
2
3
b′
a
, (D.43)
and c2 and c3 given by Eqs. (D.8) and (D.9). Further, we find
P˜ ′→(νtr) =
2
9
c21c3(νtr)c
′
3(νtr)I ⊗ I , (D.44)
P˜
′
→(νtr) = −
1
3
c1c
′
3(νtr)I , (D.45)
where c′2 and c′3 given by Eqs. (D.13) and (D.14).
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Regular points of ften(T , νtr) = 0
The inelastic velocity gradient
Li = λ˙
T
‖T‖
can be written in the form (D.35) by setting
P˜ ten(νtr) = I − 1
3
I ⊗ I , (D.46)
P˜ ten(νtr) = 0 , (D.47)
which results in
P˜ ′ten(νtr) = 0 , (D.48)
P˜
′
ten(νtr) = 0 . (D.49)
D.2.2. Velocity gradients that depend on elastic stretch
Considering the particular form
Li = −λ˙A(Be, νtr, γp)
we immediately find
Li,λ˙ = −A(Be, νtr, γp) , (D.50)
Li,T = 0 , (D.51)
Li,Be = −λ˙A,Be(Be, νtr, γp) , (D.52)
Li,νtr = −λ˙A,νtr(Be, νtr, γp) , (D.53)
Li,γp = −λ˙A,γp(Be, νtr, γp) . (D.54)
For the hd-Si → a-Si transformation, the derivatives of
A(Be, νtr, γp) =
〈‖Ehi ‖ − γp〉 Ehi‖Ehi ‖ − 13νtrI
are given by Eqs. (D.29) - (D.31).
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D.3. Derivatives of the stress and stretch residuals
D.3.1. The stress residual
The derivatives of the stress residual are
kRT ,T = I + H¯(Be) : L>i,T ∆t , (D.55)
kRT ,Be = C(Be) :
[
(Be + I)
−1 S
(
∂ lnBe
∂Be
: sym
[
Be · (D −L>i )∆t
])]
+
+
1
2
∂ lnBe
∂Be
:
[
(D −L>i )
S
 I
]
+ H¯(Be) : L>i,Be ∆t+
+
∂C(Be)
∂Be
:
(
∂ lnBe
∂Be
: sym
[
Be · (D −L>i )∆t
])
, (D.56)
kRT ,∆λα = H¯(Be) : L>i,λ˙ , (D.57)
kRT ,νtr = H¯(Be) : L>i,νtr∆t , (D.58)
kRT ,γp = H¯(Be) : L>i,γp∆t . (D.59)
(D.60)
D.3.2. The stretch residual
The derivatives of the stretch residual are
kRBe,T = RBe,Li : Li,T , (D.61)
kRBe,Be =
{
I − 1
6
[
[(D −L>i )∆t]
S
 I + [(D −L>i )∆t]
S
 [(D −L>i )∆t] +
+ [(D −L>i )∆t]2
S
 I
]}
+RBe,Li : Li,Be , (D.62)
kRBe,∆λα = RBe,Li : Li,λ˙ , (D.63)
kRBe,νtr = RBe,Li : Li,νtr∆t , (D.64)
kRBe,γp = RBe,Li : Li,γp∆t . (D.65)
(D.66)
with
RBe,Li =
(
5
6
tB¯e
S
 I + 1
3
(D∆t · tB¯e)
S
 I + 1
6
Be
S
 I + 1
3
(D∆t ·Be)
S
 I+
+
1
6
(
tB¯e
S
 I
)
:
[
(D −L>i )∆t
S
 I
]
+
+
1
6
(
Be
S
 I
)
:
[
(D −L>i )∆t
S
 I
])
∆t , (D.67)
where
tB¯e := Q ∗ tBe . (D.68)
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E. Germanium
Stress induced phase transitions to a conducting state have been observed not only for
silicon, but also for germanium (Ge) and the compound semiconductors GaAs, GaSb,
InAs and InP (Minomura and Drickamer, 1962).
Under non-hydrostatic conditions, the compound semiconductors deform by disloca-
tion plasticity and twinning, before the stress level required to induce phase transition
is reached (Bradby et al., 2001; Gogotsi et al., 1998; Lloyd et al., 2001; Ning
et al., 1995), which is explained by a high dislocation mobility. Therefore, only for
silicon and germanium phase transformation is the governing deformation mechanism
under contact loading (cf. Gerk and Tabor, 1978; Lloyd et al., 2001; Vandeperre
et al., 2007). In this chapter we focus on germanium.
E.1. Experimental observations
E.1.1. Crystal structure and phase transformations
Like silicon, Ge diamond-cubic structure at ambient pressure (cd-Ge) and transforms
to a β-Sn structure at a hydrostatic pressure of 10.6 GPa (Menoni et al., 1986). This
transformation leads to a volume reduction of 18.97 %. During load release amorphous
germanium (a-Ge) is formed.
The indentation hardness of Ge is in the range of 7 to 10 GPa [cf. Gridneva et al.
(1972); Roberts et al. (1986); Vandeperre et al. (2007) and Appendix B.2] and was
found to be temperature independent between 100 K and 500 K (Gridneva et al.,
1972). Further, Roberts et al. (1986) have shown that the Knoop hardness is inde-
pendent of the crystal orientation for temperatures below 500 K. The temperature and
orientation independence of the hardness is additional evidence that the deformation
is not controlled by the nucleation and motion of dislocations. The unloading portion
of the load - displacement curve exhibits a bend associated with the formation of a-Ge,
which, however, is not as pronounced as in the case of Si (see Fig. B.4).
E.1.2. Elasticity
In cubic axes the elastic constants of Ge are given by (Bond et al., 1950)
c1111 = 129.2GPa , c1122 = 47.9GPa , c1212 = 67.7GPa .
The corresponding bulk modulus is
κ =
1
3
(c1111 + 2 c1122) = 75.0GPa ,
while the Poisson’s ratio varies in the bounds 0.022 < ν < 0.403 (Wortman and
Evans, 1965).
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Tab. E.1.: Model parameters for germanium.
Symbol Property description Assumed values
κ bulk modulus 75.0 GPa
ν Poisson’s ratio 0.16÷ 0.28
νhdtr volume change during ld-Si → hd-Si 0.21
℘t transition pressure to tensile cutoff 0÷ 3 GPa
℘b0 ld-Si → hd-Si initiation pressure 9.3567 GPa
a ld-Si → hd-Si limit surface rounding 1 GPa
b/a ld-Si → hd-Si limit surface slope 0.4÷ 3
b′/a ld-Si → hd-Si flow potential slope 0.4÷ b/a
H hardening modulus 0.005 GPa
d magnitude of elastic unloading 1÷ 10 GPa
τ0 deviatoric recovery coefficient 0÷ 1
The most commonly cited value for bulk germanium is (Bharathan et al., 2013)
ν =
c1122
c1111 + c1122
= 0.27 .
E.2. Simulation of indentation
In this section we demonstrate that, given a suitable set of material parameters, our
constitutive model captures the load - displacement curve for Berkovich indentation
in germanium.
As in the case of silicon, some parameter values can be prescribed a priori (see
Tab. E.1), while the Poisson’s ratio ν as well as the parameters b, b′, d, τ0 have to
be identified by the solution of an inverse problem. Employing the methods described
in Sec. 7.3 we find the parameter values for the phase transition model as well as von
Mises plasticity given in Tab. E.2. The corresponding load - displacement curves are
shown in Fig. E.1. The curve predicted by von Mises plasticity deviates very early
in the unloading process from the experimental reference, whereas the phase transition
model adequately captures the full curve.
Tab. E.2.: Identified material parameters for germanium from experimental data.
Phase transition model ν b/a b′/a d (GPa) τ0 z
identified parameters 0.194 0.77 0.63 5.1 0.92 2.5× 10−3
von Mises plasticity ν yield stress TY (GPa) z
identified parameters 0.196 4.331 2.8× 10−3
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Fig. E.1.: Indentation curves in germanium obtained with identified model parameters.
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