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The purpose of physics is to describe nature from elementary particles all the way up to cosmological ob-
jects like cluster of galaxies and black holes. Although a unified description for all this spectrum of events is
desirable, an one-theory-fits-all would be highly impractical. To not get lost in unnecessary details, effective
descriptions are mandatory. Here we analyze what are the dynamics that may emerge from a full quantum de-
scription when one does not have access to all the degrees of freedom of a system. More concretely, we describe
the properties of the dynamics that arise from quantum mechanics if one has only access to a coarse grained
description of the system. We obtain that the effective maps are not necessarily of Kraus form, due to corre-
lations between accessible and non-accessible degrees of freedom, and that the distance between two effective
states may increase under the action of the effective map. We expect our framework to be useful for addressing
questions such as the thermalization of closed quantum systems, as well as the description of measurements in
quantum mechanics.
PACS numbers: 03.65.Ta, 03.67.-a, 03.65.Yz
I. INTRODUCTION
It is widely accepted that quantum mechanics pro-
vides currently the best desciption we have of the phys-
ical world. However, the description of systems in our
daily lives does not require the whole framework aris-
ing from quantum mechanics. In fact, our everyday life
experiences heavily rely on effective (macroscopic) de-
scriptions which are far less complex than their underly-
ing intricate quantum characterization. For example, to
describe the behavior of a macroscopic object, like the
thermal expansions or compressions of a rail line, we
do not need to specify the quantum states of all atoms
composing such an object. In this situation we resort to
the theory of thermodynamics [1], which is probably the
clearest example of effective theories. Although the sys-
tems treated within this theory are composed by many
quantum interacting particles, macroscopic variables –
such as temperature, volume, and pressure– describe the
systems well enough, allowing, for instance, for the de-
sign of thermal machines.
The idea of different scales is central in physics. But,
how does the description in one scale emerge from the
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description in a deeper scale? Different ways of coarse
graining the description of a system are often em-
ployed [2–6] in order to “zoom out” from one level and
obtain an effective description. Coarse grainings fre-
quently appear in statistical physics [6], and are arguably
the central tool in the renormalization method developed
by Kadanoff and Wilson [7, 8]. Nevertheless, some
of these early methods are sometimes based on not so
well controlled approximations or on projections, lead-
ing thus to ill-defined and/or probabilistic effective dy-
namics when applied to quantum systems.
In the last decades, with the birth of the quantum in-
formation field, various tools were developed to deal
with many-body quantum systems [9]. In particular,
the theory of completely positive linear maps [10–12],
which aims at describing the most general transforma-
tions that can be applied to a system (including the most
general time evolution), became well established. This
has been accompanied and supported by the formaliza-
tion and development of a theory for quantum correla-
tions [13], and by efficient descriptions of many-body
quantum states [14, 15]. The goal of the present contri-
bution is to employ some of these tools in order to ob-
tain effective descriptions of quantum systems and their
dynamics. More concretely, see Fig. 1, given a system
in the state represented by a density operator ψ0 evolv-
ing by the unitary map Ut ; what is the dynamics Γt in-
duced by a coarse graining ΛCG? What types of dynam-
ics might emerge when we departure from a full quantum
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FIG. 1. Coarse graining induced dynamics. Schematic diagram
representing the different levels of description connected by a coarse
graining. Given an initial state of the system, with density operator
ψ0, its evolution, Ut , and a coarse graining map ΛCG, we want to de-
termine what is the induced dynamics Γt , and its properties, such that
Γt ◦ΛCG(ψ0) = ΛCG ◦Ut(ψ0).
description of the systems?
In what follows we present a framework to address
these questions. Its construction is closely related to
that of open quantum systems [16–19]. In fact, con-
cepts like the correlation between system and environ-
ment, and maps divisibility will play an important role
here as well. Nevertheless, our framework encompasses
and generalizes this previous formalism, as ours can be
used in many other situations. It can, for instance, be
used to describe closed systems from which just par-
tial information is available, what might play a signif-
icant role in the thermalization of closed quantum sys-
tems [20, 21]. Our work is also related to recent articles
by Kofler and Brukner [22, 23]. In these articles the au-
thors analyze the effect of coarse-grained measurements
in order to explain the emergence of the classical word.
Their approach, however, is not dynamical, and that is
exactly the gap we want to fill out.
Our article is organized as follows: In Section II we
introduce two different characterizations of completely
positive and trace preserving (CPTP) linear maps, which
will allow us to describe generalized quantum dynam-
ics and the coarse graining maps. In this contribution, a
coarse graining map will simply be a CPTP linear map
that reduces the dimension of the system. Such maps
were recently used to obtain a sufficient criteria for the
entanglement of high-dimensional bipartite states [24].
After that, in Section III, we obtain the effective dynam-
ics Γt induced by the coarse graining ΛCG, underlying
evolution Ut , and initial state ψ0. The properties of the
effective map Γt are discussed in Section IV. In Sec-
tion V we show that the distance between two effective
states may increase under the action of the same effec-
tive map Γt . This is in contrast with the usual contractive
property of CPTP linear maps [9]. Finally, in Section VI
we draw some final conclusions and hint to some possi-
ble applications of the developed formalism.
II. CPTP LINEAR MAPS: GENERAL DYNAMICS
AND COARSE GRAINING
In order to define the coarse graining operations,
which are the ones we are interested here, we will first
briefly review some properties of CPTP linear maps.
Comprehensive expositions can be found, for example,
in [9–12].
Let HD ' CD be the Hilbert space assigned to a D-
dimensional quantum system. We define L (HD) as the
set of all linear operators acting on HD, and D(HD) =
{ψ ∈ L (HD)| ψ ≥ 0,Tr(ψ) = 1} the convex set con-
taining all the possible states of the system. Let Λ :
L (HD) → L (Hd) be a linear map which abides by
two constraints: i) it is trace preserving, meaning that
∀ψ ∈L (HD) we have Tr(ψ) = Tr(Λ(ψ)); and ii) it is
completely positive, i.e., for all positive operators ψ ∈
L (HD⊗HZ), with HZ an arbitrary finite dimensional
Hilbert space, the linear map Λ⊗1 :L (HD⊗HZ)→
L (Hd ⊗HZ) is such that Λ⊗1(ψ) ≥ 0 [12]. The first
imposition guarantees that probabilities are conserved
through the map action, while the completely positivity
condition ensures that states are mapped into states even
if the map acts only on a subsystem of the whole system.
The following well-known theorem gives a very useful
characterization of CPTP linear maps.
Theorem 1 ([9, 12]). A linear map Λ : L (HD) →
L (Hd) is completely positive and trace-preserving if
and only if there exists a finite set of linear operators
{Ki}Ni=1, with each Ki :HD→Hd known as a Kraus op-
erator, such that ∀ψ ∈L (HD):
Λ(ψ) =
N
∑
i=1
KiψK†i with
N
∑
i=1
K†i Ki = 1D.
It is worth noticing that CPTP linear maps general-
ize the evolution of a quantum system, with the unitary
evolution being a particular linear map Ut : L (HD)→
L (HD) with a single Kraus operator, namely the uni-
tary Ut itself. In general, the number of Kraus operators
is unlimited, but it is always possible to characterize a
CPTP linear map Λ : L (HD)→ L (Hd) with a set of
Kraus operators with at most D.d elements [9], as this is
the number of generators for the map. Moreover, the set
of Kraus operators describing a given CPTP linear map
is not unique. Given the two sets {Ki}Ni=1 and {K′i}Mi=1,
with N ≥ M, they represent the same CPTP linear map
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if, and only if, there exists a unitary U ∈ SU(N) such that
Ki = ∑ j Ui jK′j (where, if necessary, we pad the smallest
set with zeros) [9, 12].
This more general type of evolution allows for describ-
ing processes where there is a loss of information about
the system, with pure states evolving to mixed ones. That
is the case, for instance, when one is dealing with open
quantum systems [16].
For the coarse graining operations we are going to em-
ploy below, the following (see Fig. 2) operational way to
describe CPTP linear maps will turn handy.
  
FIG. 2. Operational interpretation of a CPTP linear map Λ.
Theorem 2 ([12]). Let Λ : L (HD) → L (Hd) be a
CPTP linear map. Then there exists an auxiliary Hilbert
spaceHr, with dimension r ≤ d, and a unitary V acting
onHD⊗Hr⊗Hd such that ∀ψ ∈L (HD)
Λ(ψ) = TrDr[V (ψ⊗|0〉〈0|⊗ |0〉〈0|)V †].
Operationally, this theorem means that we can inter-
pret CPTP linear maps Λ as a unitary interaction among
three systems, and further discarding of the first two par-
ties. See Fig. 2. This interpretation is reminiscent of
open quantum systems, where the system interacts uni-
tarily with the environment, with the latter being dis-
carded as we have no control about, or interest in, it.
Here, however, the roles of system and environment are
not so well delineated. As we want to allow for maps
with different input-output dimensions, the partial trace
is taken over the auxiliary system and also over the factor
encoding the initial system state.
The theorems above provide equivalent characteriza-
tion of CPTP linear maps, hence we will use them inter-
changeably. In fact, it is easy to relate them by setting
FIG. 3. The distinct levels and dynamics induced by the coarse
graining ΛCG.
∀|ψ〉 ∈HD, V (|ψ〉⊗ |0〉⊗ |0〉) = ∑Di=1∑rj=1 |i〉⊗ | j〉⊗
Ki j(|ψ〉). This connection shows that the auxiliary sys-
tem is necessary as to accommodate CPTP linear maps
which require a number of Kraus operators bigger than
D. We should stress that for a CPTP linear map with a set
of Kraus operators {Ki}Ni=1, we take the dimension ofHr
as r = dN/De, and must find an equivalent set of Kraus
operators with Dr elements, {K′i}Dri=1. Hence, whenever
N >D the auxiliary dimension r will be greater than one.
We are finally in position to establish the coarse
graining operations. Roughly speaking, descriptions are
named coarse-grained when some fine details of the un-
derlying model are smoothed out, or replaced by average
behaviors. In order to get valid descriptions of states af-
ter the coarse graining, we define it as a CPTP linear map
that reduces the dimension of the system:
ΛCG :L (HD)→L (Hd) with D > d.
When one is not able to resolve the system in full detail,
the coarse graining map gives an effective state for the
system.
Resorting to the characterization of CPTP linear maps
in Theorem 2, we know that there exists an auxiliary
space Hr and a unitary V : HD ⊗Hr ⊗Hd → HD ⊗
Hr⊗Hd , such that
ΛCG(ψ) = TrDr[V (ψ⊗|0〉〈0|⊗ |0〉〈0|)V †].
Operationally, what the unitary V accomplishes is to
"write" the accessible degrees of freedom into the party
inHd , while the unaccessible degrees of freedom are left
inHD⊗Hr to be later discarded. See Fig. 3. The inter-
mediate states χ0 = V (ψ0⊗ |0〉〈0| ⊗ |0〉〈0|)V † and χt =
V (ψt⊗|0〉〈0|⊗ |0〉〈0|)V †, which live inHD⊗Hr⊗Hd ,
are virtual states, in the sense that they are mathemati-
cal abstractions. In this level the two contributions of de-
grees of freedom, accessible and non-accessible are split,
but may be correlated.
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A. Example: a blurred and saturated detector
In order to give a concrete example, let us con-
sider a typical optical lattice experiment [25–27]. In
these experiments a periodic oscillating potential is con-
structed by counter-propagating light beams, and indi-
vidual atoms are trapped in each potential minimum. In
the deep Mott insulator regime two hyperfine levels of
each atom act as a qubit, and neighboring qubits interact
with each other via a Heisenberg-like Hamiltonian. The
measurement of each atom is made via a fluorescence
technique: the atoms are shone with a laser in way that
if an atom is in the state, say, |1〉, light is scattered by the
atom, whereas if its state is |0〉 no light is scattered. To
resolve the light coming from each atom a powerful lens
is necessary, and only recently a single-atom resolution
was accomplished [28].
To simplify, consider the case with only two atoms.
Suppose that the lens available is not good enough as
to resolve the light coming from each individual atom.
In this situation the states |01〉 and |10〉 cannot be dis-
tinguished. Moreover, imagine that the amount of light
coming from a single atom is already sufficient to sat-
urate the detector. Then, having two excitations, |11〉,
or one excitation, |01〉 or |10〉, leads to the same sig-
nal. In such conditions to describe the experiment with
two atoms is superfluous, and an effective description be-
comes handy. These experimental conditions suggest the
coarse graining presented in Table I.
ΛCG(|00〉〈00|) = |0〉〈0| ΛCG(|01〉〈00|) = |1〉〈0|√
3
ΛCG(|00〉〈01|) = |0〉〈1|√
3
ΛCG(|01〉〈01|) = |1〉〈1|
ΛCG(|00〉〈10|) = |0〉〈1|√
3
ΛCG(|01〉〈10|) = 0
ΛCG(|00〉〈11|) = |0〉〈1|√
3
ΛCG(|01〉〈11|) = 0
ΛCG(|10〉〈00|) = |1〉〈0|√
3
ΛCG(|11〉〈00|) = |1〉〈0|√
3
ΛCG(|10〉〈01|) = 0 ΛCG(|11〉〈01|) = 0
ΛCG(|10〉〈10|) = |1〉〈1| ΛCG(|11〉〈10|) = 0
ΛCG(|10〉〈11|) = 0 ΛCG(|11〉〈11|) = |1〉〈1|
TABLE I. Coarse graining for a blurred and saturated detector.
If a detector does not distinguish between the two systems, and does
not differ between one or two excitations, this coarse graining gives the
effective description of the system.
Note that as the detector does not distinguish between
the states |01〉, |10〉, and |11〉 there can be no coherence
in this subspace. Furthermore, the 1/
√
3 factors are nec-
essary to make ΛCG a CPTP linear map. This signals that
coherences in the effective description might decrease,
but they do not necessarily vanish [21]. This can be read-
ily seen by evaluating the action of ΛCG over a general
two-qubits pure state |ψ〉 = ∑1i, j=0 ci j |i j〉, with ci j ∈ C,
which gives:
ΛCG(|ψ〉〈ψ|) =
(
|c00|2 c00 c
∗
01+c
∗
10+c
∗
11√
3
c∗00
c01+c10+c11√
3
|c01|2 + |c10|2 + |c11|2
)
.
This effective state accounts for the statistics of all possi-
ble measurements that can be carried out by the detector
here modeled. It is thus the description that really matters
for this experimental condition, not carrying unaccessi-
ble information.
The Kraus operators for this map can be easily ob-
tained by a quantum process tomography [9], and are
given by:
K1 =
(
1 0 0 0
0 1/
√
3 1/
√
3 1/
√
3
)
;
K2 =
(
0 0 0 0
0 1/
√
3 0 −1/√3
)
;
K3 =
(
0 0 0 0
0 1/
√
3 −1/√3 0
)
;
K4 =
(
0 0 0 0
0 0 1/
√
3 −1/√3
)
.
As we have four Kraus operators, N = 4, and the dimen-
sion of the underlying system is also four, D = 4, then
the auxiliary system inHr can be taken as 1-dimensional
and as such can be ignored. With the above Kraus oper-
ators, and neglecting the system inHr, one can immedi-
ately obtain the corresponding unitary V for this exam-
ple:
V =

1 0 0 0 0 0 0 0
0 0 1/
√
3 0 1/
√
3 0 1/
√
3 0
0 1 0 0 0 0 0 0
0 0 1/
√
3 −1/√3 0 0 −1/√3 0
0 0 0 0 0 1 0 0
0 0 1/
√
3 1/
√
3 −1/√3 0 0 0
0 0 0 0 0 0 0 1
0 0 0 1/
√
3 1/
√
3 0 −1/√3 0

.
III. COARSE GRAINING INDUCED DYNAMICS
Now we address the central question of this contribu-
tion: what are the dynamics that might emerge from a
fully quantum description if we are not able to resolve
the system in all its details? More concretely, we look for
an effective map Γt which makes the diagram in Fig. 1
consistent, i.e, in a way that ρt ≡ Γt(ρ0) =ΛCG ◦Ut(ψ0),
with ρ0 =ΛCG(ψ0). The induced dynamics then emerges
from a coarse grained description of the underlying dy-
namics.
To obtain the induced dynamics Γt acting on the effec-
tive state ρ0, we generalize the procedure suggested by
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Štelmachovicˇ and Bužek in [18]. There they proposed
to write the state of the system and environment as the
tensor product of its local parts plus a correlation term.
Despite the fact that here we do not have such a splitting
between system and environment, the action of the uni-
tary V , see Fig. 3, suggests the following decomposition:
χ0 = (ω0⊗ρ0)+(χ0−ω0⊗ρ0) , (1)
where χ0 =V (ψ0⊗|0〉〈0|⊗ |0〉〈0|)V †, ρ0 = ΛCG(ψ0) =
TrDr(χ0), ω0 = Trd(χ0). Note that ω0 is a state in
D(HD ⊗Hr). Equation (1) is equivalent to Štelma-
chovicˇ and Bužek decomposition in the abstract level
HD⊗Hr⊗Hd , with the last term now representing the
correlation between the degrees of freedom which can be
accessed and those that cannot. As V is unitary, we can
equivalently write:
ψ0⊗|0〉〈0|⊗ |0〉〈0|=V † (ω0⊗ρ0)V+
+V † (χ0−ω0⊗ρ0)V. (2)
From the left hand side of Eq. (2) we get the evolved
effective state by applying the underlying evolution map
Ut onto the first tensor factor, followed by the applica-
tion of V and further partial trace of the two first tensor
factors:
ρt = ΛCG ◦Ut(ψ0)
= TrDr
[
V
(
Ut(ψ0)⊗|0〉〈0|⊗ |0〉〈0|
)
V †
]
= Γt(ρ0).
The last equality comes from demanding consistence of
the diagram in Fig. 1. Accordingly, assuming the under-
lying evolution map of the form Ut(·) = Ut(·)U†t , from
the right hand side of Eq. (1) we get the effective evolu-
tion:
Γt(ρ0) =TrDr
(
Wt (ω0⊗ρ0)W †t
)
+
+TrDr
(
Wt (χ0−ω0⊗ρ0)W †t
)
, (3)
where Wt = V.(Ut ⊗ 1⊗ 1).V † is the unitary evolution
operator in the levelHD⊗Hr⊗Hd , i.e., χt =Wtχ0W †t .
See Fig 3.
The above evolution equation can be rewritten in a
more meaningful way as
Γt(ρ0) =∑
i, j
Mi jρ0M†i j +TrDr
(
Wt (χ0−ω0⊗ρ0)W †t
)
,
(4)
with Mi j =
√p j(〈φi| ⊗ 1)Wt(|φ j〉 ⊗ 1), where we em-
ployed the spectral decomposition ω0 = ∑ j p j|φ j〉〈φ j|.
This is the dynamics that emerges if one is not able, or
does not wish, to resolve all the details of the underlying
system.
The expression in Eq. (4) is composed by two contri-
butions: the first one displays a Kraus form (see The-
orem 1), with {Mi j} the corresponding set of effec-
tive Kraus operators; the second one represents the evo-
lution of the correlations between accessible and non-
accessible degrees of freedom. This second term can be
more clearly appreciated by evoking the Bloch represen-
tation of χ0:
χ0 =
1
Drd
(
1Dr⊗1d +1Dr⊗~α.~σd + (5)
+~β .~σDr⊗1d +∑
i, j
θi jσ
(i)
Dr ⊗σ ( j)d
)
,
where ~σq = (σ
(1)
q ,σ
(2)
q , . . . ,σ
(q2−1)
q )
T is a vector whose
components are the q× q generalized Pauli matrices,
~α ∈Rd2−1 is the Bloch vector of ρ0, ~β ∈R(Dr)2−1 is the
Bloch vector of ω0, and the ((Dr)2− 1)(d2− 1) coeffi-
cients θi j ∈R fix the correlation between accessible and
non-accessible degrees of freedom. Defining the corre-
lation matrix [Θ]i j = (θi j−βiα j)/Drd, the evolution of
the coarse grained state can be written as:
Γt(ρ0) =∑
i, j
Mi jρ0M†i j +∑
i, j
Θi jTrDr
(
Wtσ
(i)
Dr ⊗σ ( j)d W †t
)
.
(6)
It can be easily verified that ∑i, j M
†
i jMi j = 1d , and that
Trd
(
TrDr
(
Wtσ
(i)
Dr ⊗σ ( j)d W †t
))
= 0 as Wt is unitary and
the (generalized) Pauli matrices are traceless. These con-
ditions guarantee that Trd(Γt(ρ0)) = 1 for all times. The
structure of this type of evolution is very similar to the
one describing open quantum systems when system and
environment are initially correlated [17, 18].
A. Example: effective dynamics as seen by a blurred and
saturated detector
Consider again the situation described in subsec-
tion II A: two atoms in neighboring wells of an optical
lattice being observed by a blurred and saturated detec-
tor. Suppose now that the atoms interact as specified by
the Hamiltonian H = h¯Jσz⊗σz, with J a coupling con-
stant in units of frequency. In such situation, an initial
two-qubit pure state |ψ0〉= ∑1i, j=0 ci j |i j〉 evolves to:
|ψt〉=(c00 |00〉+c11 |11〉)e−iJt+(c01 |01〉+c10 |10〉)eiJt .
The evolution of the effective state can then be easily
evaluated via ρt = ΛCG(ψt), to give:
ρt =
 |c00|2 c00 e−2iJt (c∗01+c∗10)+c∗11√3
c∗00
e2iJt (c01+c10)+c11√
3
|c01|2 + |c10|2 + |c11|2
 .
5
FIG. 4. Effective evolution as seen by a blurred-saturated detector.
The plot shows an oscillatory behavior for the purity of the effective
state. The inset shows the effective state trajectory in the Bloch sphere.
As a concrete example, the effective evolution of a state
ψ0 with all coefficients ci j equal, ci j = 1/2 for i, j ∈
{0,1}, is shown in the inset of Fig. 4. Figure 4 also
shows how the purity, Tr(ρ2t ), oscillates with time, ex-
hibiting the alternation between pure and mixed state in
the effective level. This is in clear contrast with the com-
plete description of the system, where the system is pure
for all times.
It is interesting to notice that the coefficients of ψ0 de-
fine the state ρ0, but also enter in the definition of the
effective map Γt . In the above example this can be veri-
fied by evaluating ω0 = TrDrχ0, which will also depend
on the coefficients ci j. That in turn, means that the effec-
tive Kraus operators Mi j will also change with the ci j –
thus by changing ρ0 the map may change. The same is
true for the correlation matrix Θi j. This interdependence
of the parameters is treated in the next section, where the
properties of Γt are analyzed.
IV. PROPERTIES OF Γt
The effective map Γt is generated by the underlying
evolution Ut , the coarse graining map ΛCG, and the state
ψ0. Equation (6), however, does not make explicit how
the map depends on the elemental state ψ0. For instance,
how do we change the effective map Γt for a fixed in-
put state ρ0? Or, how to change the effective input state
keeping Γt fixed? In what follows we address these and
other questions making use of the Bloch representation
for ψ0:
ψ0 =
1
D
(
1D+~γ0. ~σD
)
, (7)
where ~γ0 ∈RD2−1 is the Bloch vector of ψ0.
A. Fix ρ0, change Γt
Fixed the coarse graining map, the Bloch vector ~α of
ρ0 is obtained from ~γ0 by the linear relations:
α1 = Tr[ΛCG(ψ0(~γ0))σ
(1)
d ];
α2 = Tr[ΛCG(ψ0(~γ0))σ
(2)
d ];
...
...
...
αd2−2 = Tr[ΛCG(ψ0(~γ0))σ
(d2−2)
d ];
αd2−1 = Tr[ΛCG(ψ0(~γ0))σ
(d2−1)
d ].
(8)
In the D2− 1 dimensional space of Bloch vectors ~γ0 of
ψ0, these constraints represent hyperplanes whose inter-
section depicts the effective state ρ0. It is important to
notice that since D> d, the set of linear equations for the
coefficients α j is under-determined, meaning that vari-
ous states ψ0 lead to the same effective state ρ0. Geo-
metrically, in the “γ-space”, this many-to-one mapping
is visualized as an hyper-surface of possible solutions.
Now, with this geometric perspective in mind, a fixed
coarse graining and a fixed underlying evolution, it can
be seem that changes in ψ0, that move ~γ0 parallel to the
hyper-planes within the solution hyper-surface will not
affect the effective state ρ0. Nevertheless, such change
can induce modifications in ω0 or in Θ, and as such Γt
will change. A simple example is presented in Fig. 5, and
an abstract representation of the γ-space and the change
in Γt can be seen in Fig. 6.
B. Fix Γt , change ρ0: the domain of Γt
To change the effective state ρ0 we must change the
value of the αi’s. Geometrically this is represented by
moving the hyperplanes, defined in Eq. (8), in the γ-
space. After the hyper-planes displacement, a new in-
tersection is obtained representing now another effective
state, say, ρ1. As moving ~γ0 parallel to the hyper-planes
changes the map, this time we must move ~γ0 perpendic-
ular to the hyper-planes. This guarantees that only the
effective state is changing. See Fig. 6A).
It is important to notice that this change might in fact
modify ω0 or Θ. This, however, comes only because of
the change in the effective input state, as these quantities
might be functions of ~α . Putting it differently, the effec-
tive Kraus operators might change, but this is only due
to the change in the input of the effective map Γt . The
dynamical equation (6) can be rewritten as to make this
dependence explicit:
Γt(ρ0(α)) =∑
i, j
Mi j(α)ρ0(α)M†i j(α)+ζ (α), (9)
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FIG. 5. Simple example of fixing ρ0 and changing the effective
map. For the case where we fix the unitary mapping as the SWAP,
i.e., Ut |i j〉 = SWAP |i j〉 = | ji〉, and the coarse graining as the usual
partial trace on the second component, we see that different underlying
states generate different effective maps. The fact that the emergent
maps cannot be the same is clear as if that was the case the same input
would lead to two different outputs.
where ζ (α) = ∑i, jΘi j(α)TrDr
(
Wtσ
(i)
Dr ⊗σ ( j)d W †t
)
.
We can now determine the domain of a given Γt . An
effective map Γt is generated by an elemental state ψ0,
an underlying evolution map Ut , and a coarse graining
map ΛCG. This information already gives the first ele-
ment in the domain of Γt , namely, ρ0 = ΛCG(ψ0). The
coarse graining ΛCG fixes the hyper-planes in the γ-space
through Eq.(8). Let ~vi be the normal vector for the i-th
hyper-plane, and ~γ0 be the Bloch vector of ψ0. The do-
main of Γt is then given by all ρ = ΛCG(ψ) generated
from ψ with Bloch vector ~γ for which there exists co-
efficients ci ∈ R such that ~γ = ~γ0 +∑i ci~vi. The latter
condition guarantees that the Bloch vector of all states in
the domain of Γt can be reached from ~γ0 by moving it
perpendicular to the hyper-planes in Eq. (8), and as such
not changing the effective map.
This immediately implies that the domain of Γt is con-
vex: Let ρa = ΛCG(ψa) and ρb = ΛCG(ψb) be in the
domain of Γt . This means that there exists coefficients
{ai} ⊂R and {bi} ⊂R such that the Bloch vectors of ψa
and ψb can be written as ~γa = ~γ0 +∑i ai~vi and ~γb = ~γ0 +
∑i bi~vi, respectively. There are many states in L (HD)
which after the coarse graining lead to the convex combi-
nation ρ = pρa+(1− p)ρb, with p∈ [0,1]. In particular,
the state ψ = pψa +(1− p)ψb is such that ΛCG(ψ) = ρ
and it has Bloch vector ~γ0+∑i(pai+(1− p)bi)~vi. There-
fore the convex combination ρ is also in the domain of
FIG. 6. The γ-space, and the effects of changing the underlying
state. The intersection between the hyperplanes defines the effective
state. A non point-like region reflects the fact that many underlying
states lead to the same effective state. A) The top panel shows a change
in the underlying state that does not change the effective state ρ0. This
change may, nevertheless, have impact on the effective map. B) Chang-
ing the underlying state such that its Bloch vector~γ moves normally to
the hyperplanes, changes only the effective state preserving the effec-
tive map. The region obtained by such normal displacement of the
Bloch vector defines the domain of an effective map.
Γt .
C. Effective positivity and complete-positivity of Γt
Equation (9) clearly shows that in general Γt is not
of “Kraus” form, like shown in Theorem 1. This means
that if Γt is taken as a map between states from D(Hd)
to itself, then Γt is not completely positive, possibly not
even positive.
However, as we have just seen, the domain of a given
Γt is not necessarily all the states in D(Hd). Restricting
the action of Γt to its domain guarantees the positivity of
the map. This can be immediately verified by the simple
consistence of the diagram in Fig. 3, which demands
Γt(ρ0) = Γt ◦ΛCG(ψ0) = ΛCG ◦Ut(ψ0).
As the right most part of this equation is a composition
of positive maps, then the positivity of the first term is
also guaranteed.
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FIG. 7. Recovering strict complete positivity for the effective map.
One way to obtain a family of CP effective maps is to require the map
Ntk = ΛCG ◦Utk to be CP-divisible.
The same line of thought can be used as to argument
for the complete positivity of Γt . Indeed, as we are con-
structing our framework upon quantum mechanics, no
contradiction with it can be obtained. However this ar-
gument should not go through without a caveat: not all
extensions of effective states ρ in the domain of a given
Γt into ω ∈ D(HA ⊗Hd), with HA the Hilbert space
of an auxiliary system, are possible. The possible exten-
sions for ρ =ΛCG(ψ) are those that can be obtained from
states Ψ ∈ D(HA⊗HD) such that TrA(Ψ) = ψ , which
guarantees that TrA(1A⊗ΛCG(Ψ)) = ρ , and that ψ gen-
erates the map Γt (together with the underlying evolution
Ut ). We call such a family of states Ψ as the set of effec-
tive complete positivity for Γt . Physically this constraint
comes from the fact that if one does not have control of
all the degrees of freedom of a system, then not all the
states can be generated. In another perspective, the en-
tanglement that can be created in the fundamental level
HA⊗HD is, in general, decreased by the action of the
coarse graining map [24].
Strict complete positivity can be re-obtained if we de-
mand that the composite map Nt := ΛCG ◦Ut to be CP-
divisible [29]. If that is the case, the definition of CP-
divisible maps requiresNtk = Γ(tk,t j) ◦Nt j for all tk ≥ t j,
with Γ(tk,t j), the effective evolution map for the time in-
terval [t j, tk], completely positive (see Fig. 7). This shows
a connection between the theory of coarse grained maps
and the theory of non-Markovian maps [19, 29].
V. CONSEQUENCE: EFFECTIVE DISTANCE
INCREASE BY Γt
A common property of CPTP linear maps (1), is that
the distance between two input states cannot increase.
Mathematically, let Λ : L (HD)→ L (Hd) be a CPTP
linear map and ψ and ψ ′ be states in L (HD). Then
||Λ(ψ)−Λ(ψ ′)||1 ≤ ||ψ−ψ ′||1, where the 1-norm is de-
fined as ||A||1 := Tr(
√
A†A). Physically, this means, for
instance, that the discrimination between two unknown
quantum states cannot be improved by any further pro-
cessing of the states [9].
The effective map Γt , as discussed in the previous
section, is not in general of Kraus form. Can then the
distance between two effective states increase? As ar-
gued before, no contradiction with quantum mechanics
can arise. In fact, it is simple to check that the dis-
tance between two effective states is upper-bounded, for
all times, by the distance between the underlying ini-
tial states. Let ρ0 = ΛCG(ψ0) and ρ ′0 = ΛCG(ψ
′
0) be ef-
fective states in L (Hd) with respective evolved states
ρt = Γt(ρ0) and ρ ′t = Γt(ρ ′0). Then
||ρt −ρ ′t ||1 = ||ΛCG(ψt)−ΛCG(ψ ′t )||1;
≤ ||ψt −ψ ′t ||1; (10)
= ||Ut(ψ0)−Ut(ψ ′0)||1;
≤ ||ψ0−ψ ′0||1. (11)
The last inequality turns into an equality in the case of a
unitary mapping Ut , i.e, Ut(.) =Ut(.)U
†
t for some unitary
Ut .
This, however, does not imply that a distance increas-
ing between effective states is not allowed. In fact, it is
possible to have an increase in distance between the ef-
fective states undergoing the same effective map. Take
for example the coarse graining describing the blurred-
saturated detector (II A), the underlying dynamics given
by the Hamiltonian H = h¯Jσz ⊗ σz (III A), and select
two states ψ0 and ψ ′0 which generate the same effec-
tive map IV B. Figure 8A) shows the distance evolu-
tion between the two effective states ρt = ΛCG(ψt) and
ρ ′t = ΛCG(ψ ′t ). A clear oscillation of the distance is
observed. In this example, nevertheless, we have that
||ρ0−ρ ′0||1 ≥ ||ρt −ρ ′t ||1 for all times.
Now, switch on a transversal field, turning the Hamil-
tonian into H = h¯Jσz⊗σz+3(σx⊗1+1⊗σx), and take
initial states ψ0, and ψ ′0 in a way to have the same ef-
fective map. The evolution of the distance between the
effective states is shown in Fig. 8B). In this case we see
that the distance ||ρt − ρ ′t ||1 can go beyond ||ρ0− ρ ′0||1
for some specific times.
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FIG. 8. Distance increase for the effective dynamics. In the above
plots ||ρt −ρ ′t ||1, ||ψ0−ψ ′0||1, and ||ρ0−ρ ′0||1 are represented, respec-
tively by the blue-continuous line, red-dashed line, and the black-dot-
dashed line. Contrary to the usual contractive property of CPTP lin-
ear maps, on the effective level the distance between two states un-
dergoing the same process may increase. This increase is, however,
upper-bounded by the distance between the underlying states (red-
dashed line). A) The underlying interaction is dictated by the Hamil-
tonian H = h¯Jσz⊗σz. We see that the distance oscillates, increasing
for some time intervals. Nevertheless, in this case, we always have
||ρ0−ρ ′0||1 ≥ ||ρt −ρ ′t ||1. B) The underlying evolution is dictated by
the Hamiltonian H = h¯Jσz⊗σz +3(σx⊗1+1⊗σx). In this case we
see that ||ρt −ρ ′t ||1 can even go beyond ||ρ0−ρ ′0||1.
VI. CONCLUSION
When dealing with complex many-body quantum sys-
tems, the full description of the system and of its dy-
namics is prohibitive. Even in principle, it assumes that
one has access to all the system’s exponentially (in the
number of constituents) many degrees of freedom. A
“simple" system composed of 60 qubits, would require in
general the measurement of about (260)2 u 1.33× 1036
observables to be fully characterized – even if each mea-
surement is performed in one femtosecond, this would
take more than 3000 times the age of the universe to be
accomplished. This is only for the state, the characteriza-
tion of the dynamics is far more complex. Effective de-
scriptions are thus mandatory in order to perceive macro-
scopic systems.
Pursuing the direction of effective descriptions, here
we investigated what types of dynamics may emerge
from a full quantum description when one does not have
access to, or is not interested in, all the degrees of free-
dom of a given system. The presented formalism gener-
alizes the theory of open quantum systems, as it works
also for closed systems. Here the split between system
and environment is substituted by the split between ac-
cessible and non-accessible degrees of freedom. The
possibility of correlations between these two types of de-
grees of freedom may generate effective dynamics that
are not of Kraus form – without violating any principle
of quantum mechanics. This, in turn, allowed for the dis-
tance between two effective states to increase under the
action of a fixed effective map – in contrast to what is
achievable in the underlying quantum description.
Other aspects of this effective dynamics can be fur-
ther explored. Most notably, the fact that the "Kraus op-
erators" may depend on the state the map is acting on.
This suggests a possible way to explain how non-linear
dynamics may emerge from the quantum linear descrip-
tion: if one looks at the system only at time intervals
for which the term quantifying correlations between ac-
cessible and non-accessible degrees of freedom, ζ (α) in
Eq. (9), vanishes, i.e., for a coarse grained time [30], then
the non-linearity of the first term may become apparent.
This (possible) non-linearity, together with the distance
increase between effective states undergoing the same ef-
fective map may be the key to explain how chaotic sys-
tems arise from the underlying quantum mechanical de-
scription.
Lastly, we hope that the formalism here presented can
shed some light on the quantum-to-classical transition:
the higher the "zoom out" (stronger coarse graining, in
the sense of larger difference between D and d), the more
simplified becomes the description of the system and its
dynamics, with quantum features fading away. We be-
lieve that these ideas can be of interest for areas as quan-
tum thermodynamics – which tries to explain the ther-
malization of closed quantum systems [20, 21] –, and
even to address the measurement problem in quantum
mechanics [31].
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