The aim of this paper is to introduce and describe a method for the classification of objects into a predetermined number of groups using the discrete mathematical tool -graph theory.
Introduction
Cluster analysis is a mathematical-statistical method whose primary objective is to classify objects into groups called clusters. An object is an observation that is characterized by various variables. These variables may generally be quantitative or qualitative, or combinations thereof. The basic aim of cluster analysis is to make objects belonging to one cluster as similar as possible and objects belonging to two different clusters to be as dissimilar as possible. There are many clustering methods in the current literature that can be divided according to different criteria. The development of cluster analysis methods is associated with the appearance of new methods and modifications of existing ones. We present a new clustering method using graph theory tools, namely the minimum spanning tree method for solving the classification problem on the well-known dataset Iris. The data set contains 3 classes of 50 instances each, where each class refers to a type of iris plant. One class 2 (Iris setosa, see Fig. 1 ) is linearly separable from the other 2. The latter are not linearly separable 1
Cluster analysis
The term "cluster analysis" was first used by R. C. Tryon, who understood it as an objective procedure to group objects based on their similarity and diversity. (Tryon, 1939) This is a method that investigates the similarities of multidimensional objects. The analyzed data matrix is of dimension n x p, where n is the number of objects and p is the number of analyzed attributes of these objects (variables). The goal is to split a set of objects into several relatively homogeneous subsets (clusters) so that objects belonging to the same cluster are as similar as possible, while objects from different clusters should be as dissimilar as possible. Clustering methods are divided into two basic groups: hierarchical and non-hierarchical clustering methods. The difference between these two methods is that hierarchical searches for additional clusters using already created clusters, while non-hierarchical methods identify all clusters at once. In our contribution, we propose our own clustering method using graph theory tools and compare the results of this assignment with the most commonly used hierarchical clustering methods, among which we consider Ward´s method, average linkage method, single linkage method, and complete linkage method of clustering. All clustering methods are based on some measure of distance or dissimilarity between units. In our case, we consider the so-called Euclidean distance, which is generally used most often in the case of quantitative continuous variables. Consider vectors x and y representing p of the analyzed attributes of two objects of the data matrix. Then the Euclidean distance of vectors x and y is given by the Formula 1:
Cluster analysis is widely used not only in economics but also in other scientific disciplines, for example in biology, medicine, etc. Rollnik-Sadowska and Dąbrowska (2018) used cluster analysis to compare the effectiveness of labor market policies among the European Union. Megyesiová and Lieskovská (2018) compared indicators of sustainable growth of OECD countries and one of the methods used for comparison was also cluster analysis. Miłek (2018) devoted himself to spatial differentiation in the social and economic development level in Poland using Ward's agglomerative clustering method. For an example of the use of cluster analysis in medicine, see Liao et al. (2016) The analysis is performed using the statistical programming language R. Library igraph is used for working with graphs. (Csardi G. and Nepusz T., 2006) The 13 th International Days of Statistics and Economics, Prague, September 5-7, 2019 284 2 Clustering using graph theory For example, Hubert (1974) has devoted himself to graph theory in the context of cluster analysis. Ling and Killough (1976) focused on so-called random graphs and created probability tables for cluster analysis based on this approach. The algorithm which, like ours, uses the minimum spanning tree method used Zahn (1971) who demonstrated how the minimum spanning tree can be used to detect clusters. His algorithm consists of three steps:
1. construct the minimum spanning tree, 2. identify inconsistent edges in this tree, 3. remove the inconsistent edges to form connected components (clusters).
The most difficult part of the algorithm is to define the inconsistency. Zahn considers various criteria for inconsistency, for example, that edge is inconsistent if its interpoint distance is significantly larger than the average of nearby edge weights.
Proposal for new graph theory approach for clustering
Our algorithm is based on the theory of the minimum spanning tree. Since we compare the results with hierarchical methods that consider Euclidean distance, we first calculate the distance matrix using Formula 1. Since the dataset we analyze is of dimension 150 x 4 (150 observations of three different types of irises, each is described by 4 quantitative variables), the resulting distance matrix is of dimension 150 x 150. New mathematical objects, complete graphs, which are given by vertices and edges, are received from a distance matrix with the application of discrete mathematics tools. Vertices represent observations and the edges between the vertices represent distances between these observations from a distance matrix.
When applying the method of minimum spanning tree, which is finding such a subgraph of the original graph, that is continuous, does not contain cycles and has minimal edge evaluation considering that there is a path between every pair of vertices, we get socalled minimum spanning tree. This minimum spanning tree represents such a structure, in which objects that are the closest to each other are mutually linked.
Since we know that there are three kinds of irises, the goal is to create a classification where the number of clusters will be equal to three. First, let's visualize the 150 objects using a multidimensional scaling graph. (Eckart and Young, 1936) The goal of multidimensional scaling is to find the coordinates of points in the space of a given dimension so that the distances between objects in that space correspond as far as possible to the distances from the distance matrix. In our case, because of the visualization, we design a four-dimensional space into a two-dimensional space, so we are looking for a pair of coordinates for each object.
Visualization is shown in Figure 1 .
Fig. 1: Multidimensional scaling for the Iris dataset
Source: own processing using R
We can see that these are relatively well-separated objects. In particular, the species Iris setosa is located far from the other two species. These two species (Iris versicolor and Iris virginica) slightly overlap, so even in the case of cluster analysis we expect slightly ambiguous assignments. When applying the best-known hierarchical clustering methods using Euclidean distance, we get the following results listed in Tab. Furthermore, we can see that our assumption has been confirmed and all methods correctly identified in 100% of cases the species of Iris setosa that is well separable.
The clustering algorithm we propose consists of the following steps:
1. calculation of distances between observations using selected distance metric (we consider Euclidean distance in the contribution), 2. constructing a complete graph from a distance matrix, 3. constructing a minimum spanning tree from the complete graph, 4. generate random k-element subsets of vertices from the minimum spanning tree, where k is the number of clusters (in our case 3), 5. for each vertex, we calculate the distance to its nearest vertex from randomly generated k vertexes, 6. calculate the total distance of all vertices from the k-element subset of vertices, 7. select an assignment that minimizes this total distance.
Since the computational complexity of this algorithm is very high, for example, in the case of 150 objects we would have to create 150 3 = 551300 threes of vertices, then we would still recalculate their distance in the minimum spanning tree to these vertices for the remaining 147, we make the algorithm a little bit simpler. Obviously, the three vertices we're looking for will be somewhere in the center of a minimum spanning tree and not on its edge.
Therefore, we narrow the selection of vertices only to vertices with a larger degree 1 . This way we can significantly reduce the computational time of the algorithm. If in our case we only consider vertices that have a degree greater than 3, of which there are 10 in our minimum spanning tree, we create only 10 3 = 120 threes of vertices which we consider a significant simplification and the results are exactly the same as the algorithm that considers all possible triplets. We present the results of our classification in Fig.2 . Fig. 2 : Minimum spanning tree from the distance matrix of the Iris dataset Source: own processing using R As can be seen in Fig. 2 , the actual membership of each group is indicated in color.
The trinity of the vertices minimizing the total distance of the other vertices from them is displayed in large points. The incorrect assignment is displayed as a square in the graph. We can see that our algorithm incorrectly assigned one species of Iris virginica as Iris versicolor (107th observation) and 9 species of Iris virginica incorrectly assigned to the group Iris versicolor (observations 51, 53, 69, 71, 73, 78, 84, 87 and 88) , which represents a classification error rate of 6.7%. For comparison, the best average linkage hierarchical clustering method has a classification error rate of 9.3%.
The method we proposed for this particular dataset was able to classify objects into groups better than any other hierarchical clustering method, using the same distance (considering Euclidean distance) to maintain the correctness of the comparison. Objects that have been incorrectly assigned are shown in Fig. 3 , where we can see that they are really those objects that are on the border between Iris versicolor and Iris virginica. Interestingly, 
Conclusion
In this work, we dealt with the possibility of constructing a new clustering technique using graph theory. We have shown that on a particular dataset, the method we propose performs better than any hierarchical clustering method. Specifically, the best result for hierarchical clustering was using the average linkage hierarchical clustering method which has a classification error rate of 9.3%. The method we propose has for a dataset Iris classification error rate of 6.7%. The results confirm our assumption that the minimum spanning tree is a very good method for identifying structures and has classification possibilities. In the future, the analysis could continue with the analysis of other datasets and considering other types of distances, while the results of the classification will still be compared with existing clustering methods.
