Let X 1 , X 2 , . . . , X n be n independent and identically distributed random variables, here n ≥ 2. Let X (1) , X (2) , . . . , X (n) be the order statistics of X 1 , X 2 , ..., X n . In this note we proved that: (I) If X 1 , X 2 , ..., X n are exponential random variables with parameter c > 0, then the "correlation coefficient" between X (k) and X (k+t) is strictly increasing in k from 1 to m, and then is strictly decreasing in k from m to n − t, here t is a fixed integer between 1 and n−3, and m = (n−t)/2 if n−t is even, m = (n−t+1)/2 if n−t is odd. We also proved that if t = n − 2, then the "correlation coefficient" between X (1) and X (n−1) is greater than the "correlation coefficient" between X (2) andX (n) .
Let X 1 , X 2 , ..., X n be n independent and identically distributed exponential random variables with parameter c > 0, here n ≥ 2. Let X (1) , X (2) , .., X (n) be the order statistics of X 1 , X 2 , ..., X n . Without loss of generality, we can and assume that c = 1. The joint probability density function of X (1) , X (2) , ..., X (n) is f (x (1) , x (2) , ..., x (n) ) = n!exp{−[x (1) + x (2) + ... + x (n) ]}, here 0 ≤ x (1) ≤ x (2) ≤ ... ≤ x (n) < ∞. Now let X (1) = Y 1 , X (2) = Y 1 +Y 2 , ..., X (n) = Y 1 +Y 2 +...+Y n . Then the joint probability density function of Y 1 , Y 2 , ..., Y n is g(y 1 , y 2 , .., y n ) = ne −ny 1 (n−1)e −(n−1)y 2 ..2e −2y n−1 e −yn , where 0 ≤ y i < ∞ for all i = 1, 2, .., n. It is easy to see that Y 1 , Y 2 , ..., Y n are mutually independent and Y i is an exponential random variable with parameter 1/(n + 1 − i) for all i = 1, 2, ..., n. Since
Therefore, we have the following combinatorial identity
The following combinatorial identity
is known. However, it can be derived simply by computing E(
The combinatorial identity (1) might be new.
Let ρ k,t be the "correlation coefficient" between X (k) and X (k+t) , where 1 ≤ k ≤ n− t and t is a fixed positive integer such that 1 ≤ t and k +t ≤ n. First we will prove that ρ k,t is strictly increasing in k from 1 to m and then is strictly decreasing in k from m to n−t. It is easy to check that ρ
Since t is fixed, we will let h(k) = ρ 2 k,t and are interested in the function h(k) for k from 1 to n − t. First we give a few examples.
From these examples, we can see that for a fixed "t", h(k) is strictly increasing and then strictly decreasing for k from 1 to n − t, except that when t = n − 2, then h(1) > h(2) (when t = n − 2, k can be 1 or 2 only).
Theorem 1:
(I) For any fixed t between 1 and n − 3, h(k) is strictly increasing for 1 ≤ k ≤ m and is strictly decreasing for m ≤ k ≤ n − t, where m = (n − t)/2 if n − t is even = (n + 1 − t)/2 if n − t is odd.
(II) For t = n − 2, then h(1) > h(2).
Before we prove "Theorem 1", we state a "Lemma" without a proof since it is easy to check.
Lemma: Assume that a, b, c, and d are positive numbers,
Now we start to prove "Theorem 1".
(I) For a fixed t between 1 and n − 3, m ≥ 2. We first will show that
If this is proved, then by the "Lemma
2 is strictly decreasing in m for a fixed "t". By this process, we will have
Also it is easy to check that
.
Since all numbers involved are positive numbers, it is sufficient to show that
There are two cases to be considered:
Then to prove the inequality (3) is equivalent to prove the following inequality
After simplification, we have the following inequality:
After simplification, the left hand side of the inequality (6) is
We have to re-arrange (7) by using the fact that m ≥ 2 to show that
Hence the inequality (6) holds and h(m) >
By the "Lemma", we can conclude both cases that
. By this process, we have proved that h(k) is strictly decreasing in k from m to n − t, here t is a fixed integer between 1 and (n − 3).
Now we have to prove that
As above let N = 
To prove that h(m − 1)
As above, it is equivalent to show that
There are also two cases to be considered.
(c) n = 2m + t.
Then to prove the inequality (10) is equivalent to prove the following inequality
After simplification, the inequality (11) (d) n = 2m + t − 1.
Then the inequality (10) becomes
After simplification, the inequality (13) Now we have to show that h(k) is strictly increasing in k from 1 to m. Suppose not, then there exists a k such that h(k) ≥ h(k + 1), where
and we get a contradiction again. Hence h(k) is strictly increasing in k from 1 to m. The part (I) of the "Theorem 1" is proved.
To complete the proof of the "Theorem 1", now we have to prove the part (II) of the "Theorem 1".
When t = n−2 and n ≥ 3, k can be 1 or 2 only. Now we will show that h(1) > h(2).
, to prove h(1) > h(2), we only need to show
. Therefore, h(1) > h(2) and the proof of the "Theorem 1" now is complete.
By the same process, we also get an upper bound for h(m). Hence we have the following inequality.
Suppose that t = [nx], here [nx] is the largest integer ≤ nx and t ≤ n − 3. Since h(m) = ρ 2 m,t and by the "Lemma", h(m) < (n+1−m−t) 2 ) (n+1−m) 2 , we have the following inequality for ρ m,
is even, we have the following inequality for ρ m,t
And if n − [nx] is odd, we have the following inequality for ρ m,t
Further more if [nx] = nx i.e., nx is an integer, then if n − nx is even we have we the following inequality for ρ m,t
And if n − nx is odd we have the following inequality for ρ m,t
If n is large, the lower bound and the upper bound are so close, and ρ m,t ≈
In fact, if we replace m by k for k from 1 to n−3, we have upper and lower bounds for h(k) as follows:
It is very easy to compute the lower and upper bounds for ρ k,t for any k and t, here t is fixed and is between 1 and n − 3, k + t ≤ n even just with a hand calculator. Also the both bounds are very close to the exact value of ρ k,t . However, even moderate n, it needs some software like Maple or Mathematica to compute ρ k,t . Now suppose that X 1 , X 2 , . . . , X n are n independent and identically distributed uniform random variables over the interval [0, 1] here n ≥ 2. Let X (1) , X (2) , . . . , X (n) be the order statistics of X 1 , X 2 , ..., X n . It is well-known that the "correlation coefficient" between X (k) and X (k+t) is equal to
. It is easy to see that it is strictly increasing in k from 1 to m and then strictly decreasing in k from m to n − t if n − t is odd. However, if n − t is even, then it is strictly increasing in k from 1 to m and then strictly decreasing in k from m + 1 to n − t. For k = m and k = m + 1, they are the same. It is different from the case for the exponential random variables. Further more the "correlation coefficient" between X (1) and X (n−1) is greater than the "correlation coefficient" between X (2) and X (n) for the exponential random variables, but the "correlation coefficient" between X (1) and X (n−1) is equal to the "correlation coefficient" between X (2) and X (n) for the uniform random variables, both of them are equal to 2 n(n−1)
From our computation, we observed that the "correlation coefficient" between X (k) and X (k+t) for the exponential random variables is always less than the "correlation coefficient" between X (k) and X (k+t) for the uniform random variables, here k, t are positive integers and k + t ≤ n, n ≥ 2. We have the following theorem.
Theorem 2:
The "correlation coefficient" between X (k) and X (k+t) for the exponential random variables is always less than the "correlation coefficient" between X (k) and X (k+t) for the uniform random variables, here k, t are positive integers and k + t ≤ n, n ≥ 2.
It is sufficient to show that h(k) is less than
. There are three cases to discuss.
Case I: When t = 1.
It is equivalent to show that
After simplification, we have (2n + 1)(2n + 1 − 2k) − 4(n + 1)(n − k) = 2k + 1 > 0 since k ≥ 1.
Case II: When k = 1.
, it is sufficient to show that n 2 + (n − t) 2 + 2n(n − t)t − 2n(n − t)(t + 1) > 0. After simplification, we have t 2 > 0 since t ≥ 1.
From now on we will assume that k, t ≥ 2. Hence n ≥ 4. Recall that
And
. . , Y n be n independent and identically distributed negative exponential random variables, here n ≥ 2. Let Y (1) , Y (2) , . . . , Y (n) be the order statistics of Y 1 , Y 2 , ..., Y n . Let Y i = −X n+1−i for all i = 1, 2, .., n, then X 1 , X 2 , . . . , X n are n independent and identically distributed exponential random variables, and X (1) , X (2) , . . . , X (n) be the order statistics of X 1 , X 2 , ..., X n . The "correlation coefficient" between Y (i) and Y (i+t) is the same as the "correlation coefficient" between X (n+1−i) and X (n+1−i−t) . So the "correlation coefficient" between Y (i) and Y (i+t) is strictly increasing in i from 1 to m, and is strictly decreasing in i from m to n − t, if n − t is odd and here m = n+1−t 2
. And the "correlation coefficient" between Y (i) and Y (i+t) is strictly increasing in i from 1 to m + 1, and is strictly decreasing in i from m + 1 to n − t, if n − t is even and here m = n−t 2
. Thecorrelation coefficient" between X (1) and X (n−1) is larger than the "correlation coefficient" between X (2) and X (n) . So the "correlation coefficient" between Y (1) and Y (n−1) is less than the "correlation coefficient" between Y (2) and Y (n) .
Theorem 2 tells us the "correlation coefficient" between X (k) and X (k+t) of the exponential random variables is always less than the "correlation coefficient" between X (k) and X (k+t) of the uniform random variables. From our computation of a few continuous random variables, it looks like this property seems to hold. So we make the following conjecture.
Conjecture II:
Theorem 2 holds for any continuous random variables, i.e., the "correlation coefficient" between X (k) and X (k+t) of any continuous random variables is always less than the "correlation coefficient" between X (k) and X (k+t) of the uniform random variables, here k, t are positive integers and k + t ≤ n, n ≥ 2.
