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Abstract
Bilinear forms for some nonlinear partial difference equations(discrete soliton equations) are de-
rived based on the results of singularity confinement. Using the bilinear forms, the N-soliton and
algebraic solutions of the discrete potential mKdV equation are constructed.
Keywords:discrete soliton equation; bilinear form; Hirota’s method ; singularity confinement; dis-
crete potential mKdV equation
1 Introduction
Hirota’s method is one of the most powerful methods to study soliton equations. The crucial step in
the method is to find the proper dependent variable transformation (DVT) which reduces a given soliton
equation to bilinear (or multilinear) forms, that is, to express the dependent variable in terms of a τ
1E-mail: maruno@riam.kyushu-u.ac.jp.
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function. Once we get the bilinear form, we are able to construct systematically particular solutions
including the multisoliton solutions.
The bilinear approach is also useful for discrete soliton equations. In order to obtain the integrable
discrete versions of soliton equations, Hirota discretized the bilinear forms of the soliton equations so as
to preserve solution structure[1, 2]. Then finding a proper DVT, we are able to construct the nonlinear
difference equation.
But when we try to find the solutions for a given nonlinear difference equation, it is difficult to find a
DVT which reduces a given discrete soliton equation to bilinear (or multilinear) forms, even if we know
the results of corresponding continuous case.
Recently, Ramani, Grammaticos, and Satsuma proposed to use the singularity confinement test to
get proper DVT’s for nonlinear ordinary difference equations, and derived those for the discrete Painleve´
equations[3]. Singularity confinement (SC) was introduced as the discrete analogue of the Painleve´
property for continuous systems, that is, as a criterion for integrability of discrete systems[4]. In this
article we apply this method based on SC to some nonlinear partial difference equations to find the proper
DVT’s and the bilinear forms for them. In particular, for the discrete mKdV equation we construct the
N-soliton and algebraic solutions.
2 Discrete KdV Equation
We first consider the discrete KdV equation of the form[5]
um+1n − u
m−1
n+1 =
ǫ
δ
(
1
umn
−
1
umn+1
)
. (1)
We have a singularity whenever the umn in the denominator happens to vanish. This has as a consequence
that both um+1n and u
m+1
n−1 diverge,whereupon u
m+2
n−1 vanishes again and u
m+3
n−1 , u
m+3
n−2 , u
m+4
n−2 are finite. Thus
the singularity is confined. Following the SC criterion, therefore, the discrete KdV equation is integrable.
Singularity pattern of this case is
{umn , u
m+1
n , u
m+1
n−1 , u
m+2
n−1 } → {0,∞,∞, 0}. (2)
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We use this information in order to express u in terms of τ functions. Let us assume that the singularity
pattern is caused by the fact that a τ function τmn becomes zero at (m,n). Then, the singularity pattern
suggests the transformation
umn =
τmn τ
m−2
n+1
τm−1n τ
m−1
n+1
. (3)
Since um+1n and u
m+1
n−1 contain τ
m
n in the denominator, and u
m
n and u
m+2
n−1 contain τ
m
n in the numerator,
eq.(3) is certainly consistent with the singularity pattern. Substituting eq.(3) into eq.(1) we obtain readily
the trilinear form
δτm+1n τ
m−2
n+1 τ
m−2
n+2 − ǫτ
m−1
n τ
m
n+1τ
m−2
n+2 = δτ
m−3
n+2 τ
m
n τ
m
n+1 − ǫτ
m−1
n+2 τ
m
n τ
m−2
n+1 . (4)
Muliplying eq.(4) by τm−1n+1 and manipulating the result, we obtain
Fmn = F
m−1
n+1 , F
m
n ≡
δτm+1n τ
m−2
n+1 − ǫτ
m−1
n τ
m
n+1
τm−1n+1 τ
m
n
. (5)
This gives rise to Fmn = α(m+ n), here α(m+ n) is an arbitrary function of m+ n. Thus we obtain the
bilinear form:
δτm+1n τ
m−2
n+1 − ǫτ
m−1
n τ
m
n+1 − α(m+ n)τ
m−1
n+1 τ
m
n = 0. (6)
In case of α(m+ n) = 1, this bilinear form is the same as that obtained by Hirota[5]. From this we can
obtain the solutions through formal perturbation procedure.
3 Discrete Toda Equation
Secondly, we consider the discrete Toda equation of the form[5]
Im+1n − I
m
n = V
m
n − V
m+1
n−1 , (7)
Im+1n V
m+1
n = I
m
n+1V
m
n . (8)
We have a singularity whenever the V mn happens to vanish. The singularity pattern is
{Vmn , V
m
n+1, V
m−1
n+1 , V
m−1
n+2 } → {0,∞,∞, 0}, (9)
{Imn+1, I
m−1
n+1 , I
m
n+2, I
m−1
n+2 } → {∞, 0, 0,∞}, (10)
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and the singularity is confined. Let us assume again that the singularity pattern arises from that a τ
function τmn vanishes at (m,n). Then, the expressions for V and I, dictated by the singularity pattern,
are
V mn =
τmn τ
m+1
n−2
τmn−1τ
m+1
n−1
, (11)
Imn =
τm+1n−1 τ
m
n−2
τmn−1τ
m+1
n−2
. (12)
Substituting these into eqs.(7) and (8), we obtain readily
τm+1n τ
m−1
n − τ
m−1
n+1 τ
m+1
n−1 = α(m)[τ
m
n ]
2. (13)
Here, α(m) is an arbitrary function of m. In case of α(m) = 1, the above bilinear form is the same as
that obtained in Ref.[5].
4 Discrete Hungry Lotka-Volterra Equation
Next, we consider the discrete Hungry Lotka−Volterra equation of the form[6]
ut+1n
utn
=
M∏
i=1
1 + δutn−i
1 + δut+1n+i
. (14)
Examining eq.(14) in the form solved with respect to ut+1n+M , we find the singularity pattern
{ut−1n−M−1, u
t−1
n−1, u
t
n−1, u
t−1
n , u
t
n, u
t
n+M} → {0,∞,−
1
δ
,−
1
δ
,∞, 0}, (15)
and the singularity is confined. However, when we assume the singularity pattern arises from vanishing of
a τ function, we can’t obtain the expression of u in terms of the τ function which satisfies the singularity
pattern. So we divide the singularity pattern into two patterns:
{ut−1n−M−1, u
t−1
n−1, u
t
n, u
t
n+M} → {0,∞,∞, 0}, (16)
{ut−1n−1, u
t
n−1, u
t−1
n , u
t
n} → {∞,−
1
δ
,−
1
δ
,∞}. (17)
These patterns suggest the transformations
utn =
τ t+1n+M+1τ
t
n−M
τ t+1n+1τ
t
n
(18)
= a
τ tn+1τ
t+1
n
τ t+1n+1τ
t
n
−
1
δ
, (a : const). (19)
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We thus obtain the bilinear equation of the form
δτ t+1n+M+1τ
t
n−M − aδτ
t
n+1τ
t+1
n + τ
t+1
n+1τ
t
n = 0, (20)
which is the same as that obtained in Ref.[6].
5 Discrete Potential mKdV Equation
Let us next consider the discrete potential mKdV equation of the form[8]
vm+2n−1 = v
m
n
µvm+1n−1 − v
m+1
n
µvm+1n − v
m+1
n−1
. (21)
To apply SC, it is convenient to consider
Im+1n = I
m−1
n+1
µ− Imn+1
µImn+1 − 1
µImn − 1
µ− Imn
, (22)
where Imn and v
m
n are related as I
m
n = v
m
n /v
m
n−1. In this case we have two singularity patterns. Either
Imn first takes the value 1/µ, in which case we have
{Imn , I
m+1
n , I
m+1
n−1 , I
m+2
n−1 } → {
1
µ
, 0,∞, µ}, (23)
and the singularity is confined, or we start with µ, in which case we have
{Imn , I
m+1
n , I
m+1
n−1 , I
m+2
n−1 } → {µ,∞, 0,
1
µ
}, (24)
and the singularity is confined. We assume that the singularity patterns (23) and (24) come from vanishing
of τ functions Fmn and G
m
n at (n,m+ 1). Then it is suggested that I
m
n are in the forms
Imn = µ+
Fm−1n+1
Fmn+1
P
=
1
µ
+
Fm+1n
Fmn+1
Q
=
Fmn
Fmn+1
R, (25)
Imn = µ+
Gm+1n
Gmn
S
=
1
µ
+
Gm−1n+1
Gmn
T
=
Gmn+1
Gmn
U, (26)
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where P,Q,R must be expressed in terms of Gmn ’s and S, T, U in terms of F
m
n ’s. Combining eqs.(25) and
(26), we find the following simple expressions for Imn
Imn = µ+ α
Fm−1n+1 G
m+1
n
Fmn+1G
m
n
(27)
=
1
µ
+ β
Fm+1n G
m−1
n+1
Fmn+1G
m
n
(28)
=
Fmn G
m
n+1
Fmn+1G
m
n
, (29)
where α, β are arbitrary constants. The bilinear equations are obtained from the equivalence of the above
three expressions of Imn .
Fmn G
m
n+1 − µF
m
n+1G
m
n = αF
m−1
n+1 G
m+1
n , (30)
µFmn G
m
n+1 − F
m
n+1G
m
n = µβF
m+1
n G
m−1
n+1 . (31)
The equation (22) is, then, satisfied automatically. From the expression (29), we have
vmn =
Gmn+1
Fmn+1
. (32)
In order for this to satisfy (21), β = −α/µ is required.
6 Discrete mKdV Equation
We finally consider the discrete mKdV equation proposed by Tsujimoto and Hirota[7],
wl+1k (1 + δw
l+1
k+1)
1 + awl+1k
=
wlk(1 + δw
l
k−1)
1 + awlk
. (33)
Bilinerization of eq.(33) is done in a similar way to the previous section. We have two singularity patterns,
either wlk takes the value −
1
a
in which case we have
{wlk, w
l
k+1, w
l+1
k+1, w
l+1
k+2} → {−
1
a
,−
1
δ
,∞, 0}, (34)
and the singularity is confined, or we start with 0, in which case we have
{wlk, w
l
k+1, w
l+1
k+1, w
l+1
k+2} → {0,∞,−
1
δ
,−
1
a
}, (35)
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and the singularity is confined. From these patterns, we obtain the expression for wlk,
wlk = −
1
a
+ α′
κlkσ
l−1
k−2
κl−1k−1σ
l
k−1
, (36)
= β′
κl−1k−2σ
l
k
κl−1k−1σ
l
k−1
, (37)
= −
1
δ
+ γ′
κlk−1σ
l−1
k−1
κl−1k−1σ
l
k−1
, (38)
where α′, β′ and γ′ are arbitrary constants. Then we get the bilinear equations from the equivalence of
these expressions,
δγ′κl+1k σ
l
k − κ
l
kσ
l+1
k − β
′δκlk−1σ
l+1
k+1 = 0 , (39)
δγ′κl+1k σ
l
k −
(
1−
δ
a
)
κlkσ
l+1
k − α
′δκl+1k+1σ
l
k−1 = 0 . (40)
Comparing these equations with eqs.(30) and (31), then we easily find that they are equivalent if we put
m = −k, n = l, F = κ,G = σ, (41)
and
γ′ =
1
δµ
=
1
δ
(
1−
δ
a
) 1
2
, µ =
1
δγ′
, α = −
δα′
1− δ
a
, β = −
β′
µγ′
= −δβ′. (42)
Finally, we obtain the explicit relationship between discrete potential mKdV equation and discrete mKdV
equations. Noticing the relation eqs.(41) and (42), we find from eq.(38)that w and v are related as
wnm =
1
δ
(
1
µ
vm+1n−2
vm+1n−1
− 1
)
, (43)
which can be also verified directly. The point is that it requires “art of discovery”to find the above
relationship just by looking at the equation, but now it becomes a “routine work” if we look at the
bilinear equations which is obtained through SC.
7 N-soliton Solution of the discrete potential mKdV Equation
Let us construct the N−soliton solution of the discrete potential mKdV equation. Indeed, we can use the
perturbative technique to obtain the N-soliton solution, but here we derive it from the reduction from
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the discrete KP equation. The bilinear form of discrete KP equation is written as
a1(a2 − a3)τ(n1 + 1, n2, n3)τ(n1, n2 + 1, n3 + 1)
+a2(a3 − a1)τ(n1, n2 + 1, n3)τ(n1 + 1, n2, n3 + 1)
+a3(a1 − a2)τ(n1, n2, n3 + 1)τ(n1 + 1, n2 + 1, n3) = 0, (44)
where τ depends on three discrete independent variables n1, n2 and n3, and a1,a2 and a3 are the difference
intervals for n1,n2 and n3, respectively [9]. The Casorati determinant solution to eq.(44) is given by[11]
τ(n1, n2, n3) =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
f1(n1, n2, n3; s) f1(n1, n2, n3; s+ 1) · · · f1(n1, n2, n3; s+N − 1)
f2(n1, n2, n3; s) f2(n1, n2, n3; s+ 1) · · · f2(n1, n2, n3; s+N − 1)
· · · · · · · · · · · ·
fN (n1, n2, n3; s) fN (n1, n2, n3; s+ 1) · · · fN (n1, n2, n3; s+N − 1)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
, (45)
where fj ’s are arbitrary functions of n1,n2 and n3 which satisfy the dispersion relations
∆nkfj(n1, n2, n3; s) = fj(n1, n2, n3; s+ 1) (k = 1, 2, 3). (46)
Here ∆nk are the backward difference operators:
∆nkf(nk) ≡
f(nk)− f(nk − 1)
ak
(k = 1, 2, 3). (47)
For example,we can take fj as
fj(n1, n2, n3; s) = p
s
j(1 − pja1)
−n1(1− pja2)
−n2(1− pja3)
−n3
+qsj (1− qja1)
−n1(1 − qja2)
−n2(1− qja3)
−n3 , (48)
where pj , qj are arbitrary constants, then it will give the N-soliton solution.
Now we assume that there exist a non-zero constant Φ such that for arbitrary n1, n2, n3[10]
τ(n1, n2, n3 − 2) = Φτ(n1, n2, n3). (49)
Then defining as F (n1, n2) = τ(n1, n2, n3), G(n1, n2) = τ(n1, n2, n3 + 1) we have
a1(a2 − a3)F (n1 + 1, n2)G(n1, n2 + 1)
+a2(a3 − a1)F (n1, n2 + 1)G(n1 + 1, n2)
+a3(a1 − a2)F (n1 + 1, n2 + 1)G(n1, n2) = 0, (50)
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and by shifting n3 → n3 + 1 in eq.(44) and using eq.(49)
a1(a2 − a3)G(n1 + 1, n2)F (n1, n2 + 1)
+a2(a3 − a1)G(n1, n2 + 1)F (n1 + 1, n2)
+a3(a1 − a2)G(n1 + 1, n2 + 1)F (n1, n2) = 0. (51)
After shifting n1 → n1 − 1,eqs.(50) and (51) are transformed into the following equation
a1(a2 − a3)F
m
n G
m
n+1 + a2(a3 − a1)F
m
n+1G
m
n = a3(a2 − a1)F
m−1
n+1 G
m+1
n , (52)
a2(a3 − a1)F
m
n G
m
n+1 + a1(a2 − a3)F
m
n+1G
m
n = a3(a2 − a1)F
m+1
n G
m−1
n+1 , (53)
through the variable transformation
m = −n1 − n2,
n = n2, (54)
where F (n1, n2), G(n1, n2) are defined by
F (n1, n2) ≡ F
m
n = F
−n1−n2
n2
, G(n1, n2) ≡ G
m
n = G
−n1−n2
n2
. (55)
Moreover if we must choose as
µ = −
a2(a3 − a1)
a1(a2 − a3)
, α =
a3(a2 − a1)
a1(a2 − a3)
, β =
a3(a2 − a1)
a2(a3 − a1)
, (56)
eqs.(30) and (31) reduce to eqs.(52) and (53).
Now we impose some constraint on the parameters of the solution so that the condition (49) is satisfied.
We observe that
fj(n1, n2, n3 − 2; s)
= psj(1− pja1)
−n1(1− pja2)
−n2(1− pja3)
−n3+2 + qsj (1− qja1)
−n1(1− qja2)
−n2(1− qja3)
−n3+2
= psj(1− pja1)
−n1(1− pja2)
−n2(1− pja3)
−n3+2
×
[
1 +
(
qj
pj
)s(
1− qja1
1− pja1
)
−n1 ( 1− qja2
1− pja2
)
−n2 (1− qja3
1− pja3
)
−n3 ( 1− qja3
1− pja3
)2]
. (57)
Thus, if we put
1− a3pj = −(1− a3qj) , (58)
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or
qj =
2
a3
− pj , (59)
then we have
fj(n1, n2, n3 − 2; s) = (1− pja3)
2fj(n1, n2, n3; s) . (60)
Using this relation we readily find the following relation:
τ(n1, n2, n3 − 2) =
N∏
k=1
(1 − pka3)
2 τ(n1, n2, n3) , (61)
that is, the condition (49) is satisfied for this solution.
Thus through the variable transformation (54) and (55), the N-soliton solution of discrete potential
mKdV equation (21) is given by
vmn =
Gmn+1
Fmn+1
, (62)
Fmn =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
φ1(m,n; s) φ1(m,n; s+ 1) · · · φ1(m,n; s+N − 1)
φ2(m,n; s) φ2(m,n; s+ 1) · · · φ2(m,n; s+N − 1)
· · · · · · · · · · · ·
φN (m,n; s) φN (m,n; s+ 1) · · · φN (m,n; s+N − 1)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
, (63)
Gmn =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
ψ1(m,n; s) ψ1(m,n; s+ 1) · · · ψ1(m,n; s+N − 1)
ψ2(m,n; s) ψ2(m,n; s+ 1) · · · ψ2(m,n; s+N − 1)
· · · · · · · · · · · ·
ψN (m,n; s) ψN (m,n; s+ 1) · · · ψN (m,n; s+N − 1)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
, (64)
φj(m,n; s) = p
s
j(1− pja1)
m+n(1− pja2)
−n + qsj (1− qja1)
m+n(1− qja2)
−n, (65)
ψj(n1, n2; s) = p
s
j(1− pja1)
m+n(1− pja2)
−n − qsj (1− qja1)
m+n(1− qja2)
−n, (66)
qj =
2
a3
− pj . (67)
For example, the 1-soliton solution is given by
vmn =
ps1(1− p1a1)
m+n+1(1− p1a2)
−n−1 − qs1(1 − q1a1)
m+n+1(1− q1a2)
−n−1
ps1(1− p1a1)
m+n+1(1− p1a2)−n−1 + qs1(1 − q1a1)
m+n+1(1− q1a2)−n−1
. (68)
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8 Algebraic Solution of the Potential mKdV Equation
Let us construct the algebraic solution of the discrete potential mKdV equation through the reduction
of the discrete KP equation.
First notice that
fj(n1, n2, n3; s) =
∂
∂pj
psj(1− pja1)
−n1(1− pja2)
−n2(1 − pja3)
−n3 ,
=
(
s
pj
+
3∑
k=1
nkak
1− pjak
)
psj(1− pja1)
−n1(1− pja2)
−n2(1− pja3)
−n3 , (69)
satisfies the dispersion relation (46), and hence this also give the solution of the discrete KP equation
(44). Moreover, if we notice that the discrete KP equation (44) is invariant under multiplication of
c1q
n1
1 c2q
n2
2 c3q
n3
3 on τ function, where cj and qj , j = 1, 2, 3 are arbitrary constants, we find that it gives
the algebraic solution of the discrete KP equation. More generally, fj can be chosen as
fj(n1, n2, n3) =
∂kj
∂p
kj
j
psj(1− pja1)
−n1(1− pja2)
−n2(1− pja3)
−n3 , (70)
where kj is an arbitrary integer. In particular, we define the polynomials Pk by
∞∑
k=0
Pk(n1, n2, n3)λ
k = (1− λa1)
−n1(1− λa2)
−n2(1− λa3)
−n3 (Pk = 0, for k < 0). (71)
The simplest examples of Pk are given by
P0 = 1,
P1 = a1n1 + a2n2 + a3n3,
P2 =
1
2
(a1n1 + a2n2 + a3n3)
2 +
1
2
(a21n1 + a
2
2n2 + a
2
3n3),
· · ·
Then, the τ function
τN (n1, n2, n3) =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
Pi1(n1, n2, n3) Pi1+1(n1, n2, n3) · · · Pi1+N−1(n1, n2, n3)
Pi2−1(n1, n2, n3) Pi2 (n1, n2, n3) · · · Pi2+N−2(n1, n2, n3)
· · · · · · · · · · · ·
PiN−N+1(n1, n2, n3) PiN−N+2(n1, n2, n3) · · · PiN (n1, n2, n3)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
, (72)
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where i1 ≥ i2 ≥ · · · iN > 0 are integers, is nothing but the Schur function solution of eq. (44) labeled by
the Young diagram (i1, i2, · · · , iN).
In order to satisfy the condition (49), let us consider the τ function,
τN (n1, n2, n3) =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
PN (n1, n2, n3) PN+1(n1, n2, n3) · · · P2N−1(n1, n2, n3)
PN−2(n1, n2, n3) PN−1(n1, n2, n3) · · · P2N−3(n1, n2, n3)
· · · · · · · · · · · ·
P−N+2(n1, n2, n3) P−N+3(n1, n2, n3) · · · P1(n1, n2, n3)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
, (73)
and impose a condition,
Pk(n1, n2, n3 − 2) = Pk(n1, n2, n3)− c
2Pk−2(n1, n2, n3), (74)
where c is some constant. Then it is easily verified that the τ function satisfy the condition (49).
For simplicity, we introduce a function,
θ(n1, n2, n3) = (1− λa1)
−n1(1− λa2)
−n2(1 − λa3)
−n3 , (75)
which is a generating function of the polynomials Pk. Then eq.(74) implies that
θ(n1, n2, n3 − 2) = θ(n1, n2, n3)− c
2λ2θ(n1, n2, n3) , (76)
from which we have
1− λa3 = ±(1− c
2λ2)
1
2 . (77)
Defining as F (n1, n2) = τN (n1, n2, n3), G(n1, n2) = τN (n1, n2, n3 + 1) we have bilinear forms (50),(51)
of discrete potential mKdV equation. Thus through the variable transformation (54), (55) the algebraic
solution of discrete potential mKdV equation (21) is given by
vmn =
Gmn+1
Fmn+1
, (78)
Fmn =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
PN (m,n;n3) PN+1(m,n;n3) · · · P2N−1(m,n;n3)
PN−2(m,n;n3) PN−1(m,n;n3) · · · P2N−3(m,n;n3)
· · · · · · · · · · · ·
P−N+2(m,n;n3) P−N+1(m,n;n3) · · · P1(m,n;n3)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
, (79)
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Gmn =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
PN (m,n;n3 + 1) PN+1(m,n;n3 + 1) · · · P2N−1(m,n;n3 + 1)
PN−2(m,n;n3 + 1) PN−1(m,n;n3 + 1) · · · P2N−3(m,n;n3 + 1)
· · · · · · · · · · · ·
P−N+2(m,n;n3 + 1) P−N+1(m,n;n3 + 1) · · · P1(m,n;n3 + 1)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
, (80)
∞∑
k=0
Pk(m,n;n3)λ
k = (1− λa1)
m+n(1− λa2)
−n(1− λ2c2)−
n3
2 . (81)
Concretely,
P0(m,n;n3) = 1,
P1(m,n;n3) = a1m+ (a1 − a2)n,
P2(m,n;n3) =
1
2
a21m(m− 1) + a1(a1 − a2)mn+
1
2
(a1 − a2)
2n2 −
1
2
(a1 + a2)(a1 − a2)n−
1
2
c2n3,
· · ·
where n3 is an arbitrary constant.
9 Conclusion
In this article, we have derived dependent variable transformations for discrete soliton equations to reduce
them to bilinear forms by using singularity confinement. We have also constructed the N-soliton solution
of discrete mKdV equation. We expect that this method based on SC is effective for study on other
discrete nonlinear equations.
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