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Spintronics (also known as magneto-electronics) is an emerging technology that 
exploits the intrinsic spin of electrons and its associated magnetic moments, in addition 
to its fundamental electronic charges. Utilization of the electron’s spins has advantages 
such as low power consumption, and non-volatility over the conventional electronic 
devices. Magnetization dynamics in magnetic nanoscale devices has been intensively 
studied recently due to its potential in memory and logic devices. Two aspects of 
magnetization dynamics have been investigated in this study such as magnetic domain 
walls (particle-like objects) and spin waves (wave-like objects). Furthermore, we have 
explored the effect of current-induced spin transfer torque on the magnetization 
dynamics where spin angular momentum from conduction electrons transfers to local 
magnetic moments. The main purpose of this study is in the utilization of the 
magnetization dynamics for device applications and each chapter of the thesis explores 
various characteristics of the magnetization dynamics as described below.  
We discuss the characterization of the domain wall resonant frequency. A 
resonant frequency is the eigenfrequency of the magnetic domain wall that determines 
the dynamical behavior of the domain wall. Obtaining information of the domain wall 
eigenfrequency is useful not only for better understanding of the domain wall dynamics, 
but also for assisting the domain wall depinning (resonant depinning) and improving the 
efficiency of the vortex/antivortex wall core switching. We first present our 




Doring mass of a transverse and vortex wall. The effect of nonadiabatic spin transfer 
torque on the domain wall resonance frequency and mass has been discussed. 
Furthermore, we have studied the dynamics of the domain wall in an L-shaped 
nanowires which is a direct result of the domain wall inertia. We have also discussed 
our experimental investigation of the domain wall eigenfrequency in an infinity-shaped 
ferromagnetic nanostructures. The domain wall eigenfrequency has been characterized 
in both frequency and time domains. Detection of the domain wall nucleation and 
annihilation has been shown in frequency domain. Furthermore, the effect of different 
parameters including bias magnetic field, dimension, and excitation amplitude on the 
resonance frequency has been discussed.  
We present our experimental characterization of spin waves in both frequency 
and time domains. The nonreciprocity of the magnetostatic surface wave has been 
explored and the experimental results have been compared with the micromagnetic 
simulation results. The origin of the spin waves nonreciprocity and effects of the 
excitation stripline width as well as the bias field on the nonreciprocity have been 
discussed. Finally, a new type of the spin logic devices utilizing the nonreciprocity of 
the spin waves has been proposed. The operation and performance of the device such as 
speed, power consumption, and non-volatility has been explored. 
We have explored the interaction between magnetic domain wall, spin waves, 
and current-induced spin transfer torque. Adiabatic STT modifies spin waves frequency 
or wavelength, and generates Doppler effect on spin waves, while nonadiabatic spin 
transfer torque could amplify/attenuate the spin waves amplitude depending on the 
relative direction between the spin waves wavevector and electron flow. We also study 
the effect of propagating spin waves on a domain wall. It is found that spin waves can 




domain wall velocity due to current induced STT is comparable to that of spin waves. 
We can manipulate this enhancement by changing the excitation amplitude and 
frequency of spin waves in the same regime.   
In a magnetic nanowire, usually one type of domain wall is in the minimum energy 
state, while other walls form metastable walls depending on the width and thickness of 
the nanowire. The dynamics of the metastable walls have been explained based on the 
domain wall automotion. In the case of current-induced domain wall motion, the 
direction of the metastable wall displacement is strongly related to the nonadiabaticity 
of spin-transfer torque. In a rough nanowire, it is found that the metastable wall could 
have a finite displacement in a magnetic field or current much below the critical field or 
current density required to displace a stable wall which make metastable walls very 
attractive for low power applications.  
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1.1  Motivations and objectives 
Electronic technology has evolved rapidly over the past half century, but in the 
most fundamental way from the earliest vacuum tube lamps based amplifiers till today's 
billion-transistor processors, all electronic devices operate by displacing electrical 
charges around. The countless discoveries and innovations that made all the digital 
devices were all made possible by improving our control over electrons. 
But those electrons are now starting to rebel. As we build transistors and other 
nanoscaled components in electronics, processors and memories are becoming so dense 
that even their infinitesimal individual currents are producing enormous heat. 
Furthermore, quantum effects that were negligible before are now so prominent that 
they are degrading the electronic device performance. The outcome is that we are 
approaching the point when moving charge is not going to be enough to keep Moore's 
Law satisfied. 
In anticipation of that day, researchers all over the world are already working on 
a potential alternative by utilization of a different property of electrons, which we hope 
to exploit for storing and processing data. This property is spin. 
Spin is a fundamental yet vague quantum attribute of electrons and other 
subatomic particles. It is often regarded as a peculiar form of nanoworld angular 





electronics is that it can assume one of two states relative to a magnetic field, typically 
referred to as up and down, and we can use these two states to symbolize the two values 
of binary logic—to store a bit, in other words. 
The development of spin-based electronics, or spintronics, promises to unlock 
remarkable possibilities. In principle, manipulating spin is faster and requires far less 
energy than moving charge around, and it can take place at smaller scales.  Spintronic 
devices employ the magnetic material to utilize the spin of the charges and sometimes it 
is also called as magneto-electronic. In the past decade, various spintronic devices have 
been proposed including magnetic random access memory (MRAM), racetrack domain 
wall based memory, and spin wave based logics. MRAM has already be 
commercialized and at least one company, Everspin Technologies, of Chandler, Ariz., is 
now selling MRAM and many others including Freescale, Honeywell, IBM, Infineon, 
Micron, and Toshiba are investigating MRAM technology. For that reason, in this thesis 
we have studied the other types of the spintronic devices utilizing the magnetic domain 
wall and the magnetic spin wave which have not been explored completely yet.  
 Magnetic domain walls occur at the boundary of two domains and depending on 
the magnetic properties of the materials, different kinds of the domain walls exist. 
Utilization of the domain wall for memory and logic devices has been proposed 
previously employing domain wall displacement using an electric current. Due to the 
large current density required for the domain wall displacement, domain wall based 
devices have not been investigated extensively by companies other than IBM who 
initially proposed the idea.  In this thesis, in chapter 2 we have studied the dynamics of 
the domain wall using both micromagnetic simulations and the experimental techniques 





the dynamics of the domain wall, and influence of the external excitations on the 
resonance frequency.  
 We further addressed a novel method for displacing of the domain wall using a 
propagating spin wave which is a promising methods involving no charge carrier during 
the process in chapter 4. To address the power consumption in the domain wall based 
devices, a novel idea has been developed in this thesis based on the domain wall 
metastable state in chapter 5. We have shown that using the metastable domain wall, the 
current density for displacing of the domain wall could be decreased substantially and 
very interesting phenomena such as bi-directional displacements of the domain wall 
could be seen.  
 The other spintronic devices are operating based on the spin waves which are 
discussed in chapter 3. We have investigated the spin waves in soft magnetic material 
like Permalloy using both experimental methods and micromagnetic simulations. The 
surface spin waves have a large group velocity and could be easily excited and detected 
in ultrathin thin film of the magnetic materials. Utilizing the nonreciprocal behavior of 
the surface spin wave, a new type of the spin wave logic devices have been proposed in 
chapter 3 employing the spin wave amplitude unlike the previous proposal based on the 
spin wave phase. We further have discussed the properties of our proposed spin wave 
based logic devices in terms of power consumptions, non-volatility, speed, and 
scalability. 
 
1.2 Magnetic properties of materials 
According to the magnetic properties of materials, all materials can be divided 





permanent magnetic moments and those that do not. Within materials with permanent 
magnetic moments, depending upon the magnetization configuration of neighboring 
atoms or ions below certain temperatures as well as the interaction range of the 
magnetic moments, they can be further classified into smaller groups. In figure 1.1, the 
categories of materials based on their magnetic properties are shown [1].   
The magnetic properties of the materials could be discussed based on the 
susceptibility tensor (  ) which is defined as follows:      
                                                         
0
Μ M H                                                       (1.1) 
where M is the total magnetization of material per unit volume, H is the external 
magnetic field, and M0 is the spontaneous magnetization in the absence of any external 
magnetic field. For isotropic material   is a scalar parameter but in general it is a 
tensor quantity that is represented by a 3×3 matrix. The susceptibility of diamagnetic 
materials is negative and obtains its maximum value in superconductors. The 
susceptibility of paramagnetic materials is positive and usually less than one. In both 
ferromagnetic and ferrimagnetic materials, the susceptibility of the materials is positive 
and quite large and can easily reach to a value of 1000. In antiferromagnetic materials, 







Figure ‎1.1: Categories of all materials based on their magnetic properties. 
 
1.3 Magnetization dynamics  
By bringing the magnetization away from its equilibrium configuration, the 
magnetization will undergo a processional motion around the local effective field. By 
assuming that the magnetization has a dissipationless motion, the magnetization 
trajectory remains on a constant energy surface over time and orbits in an elliptical path. 
In reality for ferromagnetic materials, there are always some mechanisms that dissipate 
energy. In order to explain the energy loss during the magnetization precession, Landau 
and Lifshitz [2] defined a phenomenological damping torque into the equation of motion 
that aligns the magnetization to the local effective magnetic field. A slightly different 
form of the damping term was introduced by Gilbert [3]. Both forms with the damping 
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term move the local magnetization vector toward the local effective field as shown 
below. 






     
eff eff
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    
eff
M M H M M                                (1.3) 
where γ0 is the gyromagnetic ratio, α is the Gilbert damping parameter, and λ is the 
Landau–Lifshitz damping parameter. It can be shown that these two equations of 
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. For a free 







  The direction of each torque term in the Landau-Lifshitz-Gilbert (LLG) equation 
is demonstrated in figure 1.2. The precession torque due to the effective magnetic field 
applies a torque on the local magnetic moment in a direction, which is tangent to the 
precession orbit. The damping term tries to align the magnetic moment to the effective 
magnetic field. The absolute magnitude of the magnetic moment remains constant 
during its damped processional motion (|M| remains constant).  
 






Although the equations in Eq. (1.2) and Eq. (1.3) are equivalent, there has been 
an argument about which form of equation can more accurately describe the 
magnetization dynamics, especially in the presence of other effects such as spin transfer 
torque. However, it is not possible to test the accuracy of these two equations in 
experiment [4]. In the presence of different types of excitation, appropriate equations of 
motion can be formulated with either form of damping at the expense of minor 
modifications of the other torque terms in the equation of motion. It is important to note 
that both the precession and damping torque terms can rotate the magnetization without 
changing |M|.  
 
1.4  Spin transfer torque dynamics 
The existence of spin transfer torques (STT) was firstly confirmed in the late 
1970s and 1980s by Berger that predicted that spin transfer torques can move magnetic 
domain walls [5, 6]. After that his group observed motion of the magnetic domain wall 
upon injection of a very large current pulses in thin ferromagnetic films [7, 8]. The 
sample used during the experiment was quit large (in the millimeter range) and it 
required a huge electric current of up to 45 A to displace the domain wall, therefore in 
spite of the fact that the results were significant, they did not attract much of attentions 
at that time. 
After Berger’s work, there was no influential research work in the area of spin 
transfer torque till 1996, when Slonczewski [9, 10] and Berger [11] independently 
predicted that by injection of a large current density, perpendicular to a metallic giant 
magneto resistance (GMR) structure, the magnetization direction in one of the layers 





magnetoresistance (GMR) structure have a low resistance value compared to that of a 
tunneling magnetoresistance (TMR) structure. In 1997, Slonczewski patented the STT 
concept as he predicted the importance of STT in future applications [12]. Slonczewski 
predicted that depending on the intensity of the external magnetic field as well as device 
structure, the current induced spin transfer torque which arisen from a dc-current can 
either switch the magnetization from one state into another one or cause the steady state 
precession of the magnetization. Although Slonczewski model for spin transfer torque 
could predict most of the properties of magnetization dynamics, it was later found that 
the model was not complete and there were some effects like magnetization chaotic 
state [13] that cannot be explained by the Slonczewski model. In addition, Slonczewski 
assumed that the spin transfer torque is an adiabatic process, while from later 
experimental results; the presence of another torque by the electric current called 
nonadiabatic spin transfer torque was verified. Various mechanisms have been put 
forward to explain the origin of nonadiabatic spin transfer torque including momentum 
transfer concept proposed by Gen Tatara [14, 15], spin mistracking by M. Viret [16, 17], 
and spin-flip scattering by S. Zhang and Z. Li [18]. 
Experimental observation of current induced magnetization switching was first 
reported in 1998 by Tsoi et al., when a mechanical point contact to a magnetic metallic 
multilayer was used for high density current injection [19], and later in 1999 by Sun 
[20]. The observation of magnetization switching in a nanopillar device fabricated by 
lithography was made shortly thereafter [21, 22].  
The basic concept behind the spin transfer torque effect is the transfer of angular 
momentum from s-electrons in a spin polarized current to the localized d-electrons that 
hold the magnetization of a ferromagnetic film. As a result of the conservation of 





moment of the ferromagnetic material generally called spin transfer torque (STT) [23, 
24]. 




, where n is number of 
electrons and vd is the average drift velocity of the electron. This electron flow also 
carries a spin current, and depending on the spin polarization of an electron (Pe) which 









  (1.5) 
where the unit is Jm
-2
. There is a major difference between the charge and spin current. 
In contrast to the spin current, charge current is conserved during all the scattering 
processes. Scattering processes of the moving electrons lead to spin transfer torque and 
the strength of STT is proportional to the rate of change of angular momentum in the 
lattice. The total angular momentum of the system including electrons plus lattice has to 
be conserved (conservation of the angular momentum), therefore any loss of angular 
momentum of the current has to be balanced by an increase in the angular momentum of 
the lattice. Even if an electric current is not initially spin polarized, it can still exert 
torque via a spin-dependent scattering process such as spin orbit coupling in a 
ferromagnetic lattice [26]. The current induced spin transfer torque is able to excite 
magnons and microwave [11], move magnetic domain walls, and reverses the 
magnetization of free layers in nanoscale magnetic structures. In the magnetic 
nanostructures for the magnetic random access memory (MRAM), it is more effective to 
exert torque and switch the magnetization of the free layer by current induced spin 
transfer torque rather than by the magnetic fields created by currents in nearby 





by current induced spin transfer torque is considered one of the most exciting 
achievements in contemporary magnetism. 
Depending on the direction of the current, current induced spin transfer torque 
can increase the effective damping of the magnetic material thereby stiffening the 
system, or can compensate the dissipative torque in the system, leading to current 
induced switching of the magnetization or coherent steady state precession of the 
magnetization (figure 1.3). The dynamic behavior of the magnetization in the presence 
of the current induced spin transfer torque is given by [27]: 
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where m = M/Ms is the reduced magnetization, γ0 is the Gilbert gyromagnetic ratio, Mp  
is the electron polarization direction, J is the current density per unit area, µB is the Bohr 
magneton, d is the thickness of a ferromagnetic film, Ms is the saturation magnetization, 
and g is the LANDE g-factor which is close to 2 for transition metals [23].   
 
Figure ‎1.3: STT torque direction relative to the other torque terms. 
 
Depending on the structure of magnetic devices, the equation (1.6) is rewritten 
for different applications. For example, in GMR or TMR structures, Mp vector is the 
direction of the fixed magnetic layer (polarizer) and M is the direction of a free 
magnetic layer. In magnetic domain wall motion, the equation (1.6) is modified to 













1.5  Magnetic domain wall 
Inside the ferromagnetic material, different energies exist including the exchange 
interaction energy, magnetic anisotropy energy and demagnetization energy. In order to 
minimize the total energy of the magnetic structure, the magnetization splits into 
domains.  Inside each domain, the magnetizations are aligned in the same direction, 
whereas two neighboring domains may point into different directions.     
Upon formation of domains, there are transition regions where the magnetization 
smoothly changes from the direction of one domain to the other one. This transition 
region is called the magnetic domain wall and its formation may increase some other 
energy term for the magnetic system. The study of magnetic domain walls is an 
attractive topic in magnetic microcopies. The domain wall structure is different in the 
thin film compared to the bulk material and can be changed by patterning of the 
magnetic materials. 
Two major parameters of the magnetic domain wall are the width of domain 
wall and the energy of the domain wall that the system costs during the domain wall 
nucleation. In the material with a large anisotropy energy, usually the energy cost of the 
domain wall formation is high and the thin film homogeneously tends to saturate into a 
single domain state.  
Two important types of domain walls are demonstrated in figure 1.4, named 
after the scientists who first found them. In both cases, two regions with the 
magnetization in the opposite directions are separated by a transition region (a domain 
wall). In a Bloch wall, a continuous 180-degree transition of the magnetic moment 
occurs where magnetizations of the domain wall are normal to the film plane in the 





domain magnetizations. Bloch walls are more common in bulk ferromagnetic materials 
and thick films, whereas Neel walls often occur in thin films, where there is a large stray 
field due to the demagnetization energy and it forces the magnetization to remain the in 
the plane of the film. 
 
Figure ‎1.4: The schematics represent a Neel wall and Bloch wall [26]. 
 
 
The structure of magnetic domain walls and the domain wall phase diagram was 
studied by McMichael and Donahue using micromagnetic simulations in 1997 [28]. 
They found two distinct domain wall structures in the ferromagnetic nanowire structure: 
the transverse (T) wall and the vortex (V) wall. Micromagnetic simulation results of the 
magnetization profile for these two wall structures are shown in figure 1.5(a) and 1.5(b). 
Depending on the width (w) and thickness (t) of the ferromagnetic nanowire, one of 
these domain structures has the lowest energy. The boundary between these two states is 
















For permalloy (Ms = 800 emu cm
-3




), the exchange length is 
found to be very short (about δ = 4 nm) and the numerical constant C was determined to 
be 128 [30]. The constant C could be approximated by minimizing the difference 
between the energy of a transverse wall that is dominated by the magnetostatic energy 
and the energy of a vortex wall which has major contribution from both magnetostatic 
and exchange energies.  
 
Figure ‎1.5: Different magnetic domain wall configurations in nanowires: a transverse 
wall (a) and a vortex wall (b).  
 
 
In ferromagnetic nanowires various types of domain walls with different energy 
states can exist. Typically only one structure is in the global energy minimum state and 
forms a stable domain wall, while the other structures form metastable walls depending 
on the width and thickness of ferromagnetic nanowire [28, 29]. However, it has been 
shown experimentally and by micromagnetic simulations that the phase diagram of 
domain walls could be changed, when the domain wall is nucleated by application of a 
transverse field [25, 30]. In addition, at an elevated temperature, a domain wall structure 
can transform to other structures [31, 32]. The thermal effect due to a high current 
density required for the domain wall displacement can also change the domain wall 








The domain wall width is one of the most important parameters that has 
substantial effect on the domain wall dynamics in both cases of the field-induced and 
current-induced domain wall motions. However, the magnetization of the domain wall 
varies significantly across the width of a nanowire and the domain wall width is not 
well defined as shown in figure 1.6. The width of the magnetic domain wall (Δ) could 
be estimated by curve fitting of the domain wall magnetization profile over the one 
dimensional Bloch wall [36]: 
( ) 2arctan[ ]
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where mx and my are the two in-plane components of the magnetization normalized by 
the saturation magnetization (Ms), and θ is the angle between the local magnetization 
direction and the nanowire long axis x (i.e., the easy axis). This profile describes a 
transverse wall very well, if the domain wall width (Δ) is allowed to vary across the 
nanowires width (i.e., the direction y), as shown in figure 1.6(a–c). Here the mx 
component changes sign along a domain wall while the my component obtains its 
maximum value at the center of the domain wall. However, these expressions [Eq. (1.8)] 
cannot define the magnetization profile of a vortex wall properly. The width of the 
vortex wall is extracted by curve fitting of the Eq. (1.8) over the vortex wall profile and 
averaging across the width of the nanowire [figure 1.6 (c) and 1.6(f)] [36]. In simulation 
of the nanowire with a thickness of 5 nm and width of 100 nm shown in figure 1.6, the 
transverse wall is a stable wall while the vortex wall forms a metastable wall. In both 
transverse and vortex walls, the domain wall width parameter (Δ) is found to depending 
weakly on the wire thickness, however it is scaled with the nanowire width (w). An 
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There is a more accurate definition for the domain wall width based on the 
averaging of the magnetization over the domain wall volume. This width called  the 
domain wall Thiaville width, is a function of the domain wall velocity and is defined as 
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where K0 is the effective longitudinal anisotropy of the nanowire, K is the transverse 
anisotropy of the nanowire (Hk = 2K/µ0Ms), and Φ is the domain wall tilting angle that 
will be discussed in more details in the following chapters. 
 
1.5.1 Magnetic domain wall equation of motion 
Over the past few years, there has been wide interest among the researchers in order to 
understand the interaction between current induced spin transfer torque and magnetic 
domain walls, a phenomenon that was first studied by Berger in the macroscopic scale 
more than 20 years ago [7, 8]. Although an electric current can interact with a magnetic 
domain wall in several ways, perhaps the most interesting and important interaction is 
the current induced spin transfer torque that result in the domain wall motion. Upon 
injection of an electric current through a magnetic material, it readily becomes spin 





The motion of a magnetic domain wall is connected to the magnetization reversal. 
 
Figure ‎1.6: Transverse and vortex wall magnetization profiles [26]. 
 
 
The spin angular momentum from a polarized current results in the excitation of 
the dynamics inside a domain wall and the domain wall displacement. The domain wall 
displacement is through a translational and precessional motion. 
Nowadays advances in lithographic techniques permit fabrication of 
ferromagnetic nanostructures and study of the domain wall dynamics in confined 
magnetic nanostructures with a lateral confinement as small as only a few tens of 





nanostructures by proper shaping. The first time-domain observation of spin transfer 
torque driven domain wall motion was reported by Yamaguchi et al. and Vernier et al. 
in 2004 [38, 39]. The reported velocity was quite low ~ 4 m/s at a current density of 
1.2×10
8
 A/m in Permalloy (Ni81Fe19). After that there have been tremendous efforts in 
understanding of magnetic domain wall dynamics in the presence of current induced 
spin transfer torque [33, 40-42]. Later on by improving the nanowire materials (material 
engineering) and fabrication (reducing the roughness), the domain wall velocity as high 
as 200 m/s as was reported by Dr. Parkin’s group in IBM [43, 44].  
The interaction of electric currents and the magnetization dynamics can be 
treated by considering two different spin transfer torques such as adiabatic spin transfer 
torque and nonadiabatic spin transfer torque in the LLG equation. By assuming that the 
currents flow to the x-direction and the magnetic material is homogenous, the LLG 
equation can be written as [18]: 
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      (1.11) 
where m is the magnetization normalized to the saturation value, H is the micromagnetic 
effective field, γ is the gyromagnetic factor, and α is the Gilbert damping constant. For 
permalloy films, α is of the order of 0.01 [45]. The first two terms on the right-hand side 
of equation 1.11 are the usual precessional and damping terms, respectively, and the last 
two terms describe the interaction with the currents. The first current contribution is 
calculated in the adiabatic limit. In the adiabatic limit, the conduction electrons are spin 
polarized by the local magnetic moment and follows the local magnetization direction. 
The magnitude of the adiabatic spin torque, which can be derived directly from the 












      (1.12) 
where g is the LANDE factor (∼2), J is the current density, P is the spin polarization of 
the current, B = 0.927 × 10
-20
 emu (the Bohr magnetron), and e = 1.6 × 10
-19
 C, the 
electron charge. For permalloy, for which Ms = 800 emucm
-3
, and assuming P = 0.4, u = 
1 ms
-1




. The second contribution of the currents often refers as 
the nonadiabatic spin-torque or β term. As shown by Eq. (1.11), it behaves like an 
effective field, which is varying as a function of the position and is proportional to the 
gradient of the magnetization. The magnitude of the nonadiabatic term is given by the 
dimensionless constant β, which is of the order of the damping constant α. There has 
been a debate about the origin and the magnitude of the ‘β term’. Zhang and Li in 
(2004) [18] have proposed a model where there is a slight mistracking between the 
electron spin and the local magnetization direction, which means the spin of the electron 
is not exactly aligned in the direction of the local magnetic moment, when it moves 
along the ferromagnetic material. This mistracking generates non-equilibrium spin 
accumulation across the magnetic domain wall and the accumulated spins can relax 
through spin-flip scattering process toward the local magnetization direction [18]. 
Zhang-Li model leads to both adiabatic and nonadiabatic spin transfer torque terms. 
 
1.6  Spin waves 
The concept of spin waves was first introduced by Bloch as the lowest magnetic 
state above the ground state inside the magnetic material [46, 47]. Bloch assumed that 
the spins are slightly deviating from their equilibrium state, and because of the 
interaction between the magnetic dipole, this disturbance can propagate through the 









) and other 
effects could be neglected, therefore these spin wave modes are usually called dipolar 
magnetostatic spin waves or magnetostatic modes [48-50].  
The magnetic dipole interaction is an anisotropic phenomenon, and depending 
on the relative orientation of wavevector and static magnetization the spin waves, the 
frequency of the spin waves is determined [51]. For large values of wavevectors where 
the exchange interaction cannot be neglected, the spin wave modes are called dipole-
exchange spin waves. 
Spin waves can be considered as the eigenmodes of the magnetization dynamics 
in a magnetic system. Therefore, they provide the base to study the temporal and spatial 
evolution of the magnetization in any magnetic system. The only assumption is that the 
absolute value of the magnetization is constant during this excitation, which means the 
saturation magnetization is not affected by the external excitation. Therefore, in the spin 
wave study here, we assume that the sample temperature is well below the Curie 
temperature of the magnetic film. Furthermore, it is assumed that there is no topological 
singularity like vortices inside the magnetic material that is satisfied by saturating of the 
magnetic material with an external magnetic field (bias field). The Landau-Lifshitz (LL) 






M H                                          (1.13) 
where γ is the modulus of the gyromagnetic ratio for the electron spin (γ/2π=2.8 
MHz/Oe), Heff = -δW/ δM is the effective magnetic field calculated as the derivative of 
the total energy (W) of the magnetic material in respect to the local magnetization at 
each point where all the interaction and energy terms should be take into account, and M 





vector and variable magnetization vector at each point inside the magnetic material. It 
should be mentioned that generally, Heff depends on M and because the external product 
of these two quantities appears in the right-hand side part of equation (1.13), this 
equation is nonlinear. 
 In order to simplify the equation (1.13) with M=Ms+m(R,t), one can assume that 
the variable magnetization m(R,t), which is a function of the time and position, has a 
much smaller amplitude compared to the saturation magnetization of the magnetic 
material, approximates a very small angle precession of the magnetic moment around 
the effective magnetic field. Therefore, the variable component of the magnetization 
[m(R,t)] can be expanded in a series of plane waves of magnetization having a three-
dimensional wavevector q [52, 53], 
( , ) ( )exp( )q
q
m R t m t iqR  (1.14) 
By substitution of Eq. (1.14), Eq. (1.13) can be utilized for the description of linear spin 
wave modes inside the ferromagnetic film. The dispersion relation of the propagating 
dipole-exchange spin-waves in an unlimited ferromagnetic material is given by the 
Herrings-Kittel formula [48]: 
                                   2 2 2 1/2
2 2
2 [( )( 4 sin )]s q
s s
A A
v H q H q M
M M
           (1.15) 
where A is the exchange stiffness constant, H is the applied magnetic field, and θq is the 
precessional angle corresponds to the angle between the dynamical magnetization and 
the static magnetization. 
In a thin ferromagnetic film with a finite thickness d, the spin wave dispersion is 
modified due to the fact that spin wave amplitude becomes zero in the vicinity of the 
film surface and the translational invariance of an infinite medium is broken. Depending 





spin wave modes could exist. In the figure 1.7, the dispersion relations for three 
common modes of the propagating spin waves have been shown.  
Magnetostatic surface mode (MSSM) is the mode where the spin wave 
wavevector and magnetization are both in the plane of the thin film and normal to each 
other. In this mode, the spin waves with ±wavevector are propagating on different 
surfaces of the thin film.  Magnetostatic forward volume mode is the case when the 
magnetization is normal to the direction of the thin film and spin wavevector is in-plane 
of the thin film. In order to truly excite spin waves in this mode, the external field 
should be large enough to overcome the demagnetization field. Magnetostatic backward 
volume mode would be excited when the magnetization and spin wave wavevector are 
in the same direction. In the following chapter, the measurement setup for electrical 
characterization of the spin waves in frequency and time domains will be briefly 
explained.   
 







1.7  Micromagnetic behavior of ferromagnetic materials 
In order to describe the equilibrium configuration of the magnetization in a 
ferromagnet structure and study the dynamical response of the structure to an applied 
magnetic field or a current induced spin transfer torque, it is important to take into 
account the spatially non-uniform magnetization distribution. Micromagnetic modeling 
[54] is a phenomenological description of magnetism on a mesoscopic length scale 
designed to model such non-uniformities in an efficient way. It does not attempt to 
describe the behavior of the magnetic moment associated with each atom, but rather 
develops a description of the magnetization dynamics inside the ferromagnetic structure 
on sub-micrometer length scales. It is useful because the length scales of interest in 
studies (a few nanometers) of magnetism are typically much longer than atomic lengths 
(a few angstroms).  
In equilibrium, the magnetization direction aligns itself with an effective field, 
which varies as a function of position. There are generally four main contributions to 
this effective field [23, 55, 56]:  
1. Externally applied magnetic field. 
2. Magneto-crystalline anisotropy. 
3. Micromagnetic exchange interaction. 
4. Magnetostatic field (including shape anisotropy).  
Each of these fields could be described in terms of an associated contribution to 
the free energy. The total effective field is then the derivative of the free energy with 
respect to the magnetization: 
                                                   














 The magnetocrystalline anisotropy arises from the spin–orbit interactions and 
tends to align the magnetization along particular lattice directions. General speaking, the 
anisotropy field is a local function of the magnetization direction and has a different 
functional form for different lattices and materials. The micromagnetic exchange 
interaction is the interaction that tends to keep the magnetization aligned in a common 
direction, adding an energy cost when the magnetization rotates as a function of 
position. The magnetostatic interaction is a non-local interaction between the 
magnetization at different points mediated by the magnetic field produced by the 
magnetization. Together, the four free energies can be written as [23]: 
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where x = r –r’, rα = x, y z, Ms is the saturation magnetization,  Aex is the exchange 
constant, and Ku is the anisotropy constant. Here, we have taken the specific example of 
a uniaxial anisotropy with an easy axis along n

. The total effective field derived from 
Eq. (1.17) is [23]: 
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1.7.1 Micromagnetic simulation 
For micromagnetic simulations, a set of partial differential equations have to be 
solved repeatedly. In order to do this, the simulated geometry has to be spatially 
discretized. The two methods that are most widely used in micromagnetic modeling are 





FD or the FE method, we need to solve the Landau-Lifshitz-Gilbert equation 
numerically over time (this is a coupled set of ordinary differential equations). All these 
calculations are performed by the micromagnetic packages and users do not to deal with 
them. 
The finite difference method subdivides space into many small elements called 
cell. Typically, all simulation cells in finite difference simulations are similar. A typical 
size for such a cell could be a cube of dimensions of 3 nm ×3 nm × 3 nm. On the other 
hand, the finite element method often subdivides space into many small tetrahedron. 
The tetrahedron is sometimes referred to as the (finite element) mesh element. 
Typically, the geometry of this tetrahedron does vary throughout the simulated region. 
This allows combining the tetrahedron to approximate complicated geometries [56]. 
 
1.7.2 Finite difference versus finite element method 
Depending on the structure that is going to be simulated, one can choose one of 
the above methods. Here are some points to consider [56]:  
 Finite difference simulations are best when the geometry, which is to be 
simulated, is made of rectangular shapes (i.e. a cube, a beam, a geometry 
composed of such objects, a T-profile, etc). In these situations, the finite 
element discretization of the geometry will not yield any advantage. (Assuming 
that the finite difference grid is aligned with the edges in the geometry.) 
 Finite difference simulations need generally less computer memory (RAM). 
This is in particular the case if you simulate geometries with a big surface (such 
as thin films).  
 Finite element simulations are best suited to describe geometries with some 





there is an error associated with the staircase discretization that finite difference 
approaches have to use. This error is much more reduced when using finite 
elements. 
 
1.7.3 Simulation cell size and exchange length 
In order to make sure the accuracy of FD simulations, the simulation cell size 
should be below a certain value. When the cell size is comparable to the exchange 
length of materials, one can be certain about the simulation accuracy. Below the 
exchange length, the magnetizations are precessioning together in-phase.  
 The exchange length in ferromagnetic materials is defined as follows [55, 56]:  
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where A is the ferromagnetic material exchange stiffness and Ms is the saturation 
magnetization. In the material with a crystal anisotropy, there is another length (domain 
wall width) that is defined as follows: 
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where K is the uniaxial crystal anisotropy coefficient. The cell size is selected to be 
smaller than lex in soft ferromagnetic material or the minimum between lex and lΔ in the 
material with an uniaxial anisotropy. 
 Depending on the purpose of the simulations, the simulation cell/mesh size 
could be different. For example, in spin wave simulations, as long as the simulation cell 
size is much smaller than the wavelength of spin waves, the results of the simulation 





materials with a perpendicular anisotropy, the simulation cell size should be smaller 
than the domain wall width, which is usually only a few nanometers. 
 




Chapter 2 : Magnetic domain wall resonance 






The determination of eigenfrequencies and eigenmodes, which mainly depends 
on the physical properties of a system such as the materials, shapes, and dimensions of 
nanostructures, is crucial for the proper understanding of their dynamics under different 
excitations. In the past decade, there have been substantial efforts in characterization of 
the resonance frequency of magnetic domain walls in ferromagnetic nanostructures.  
In order to characterize the resonance frequency of a magnetic domain wall, 
magnetic domain wall must be placed in a harmonic potential profile. The harmonic 
potential profile could be created either by the boundary of the magnetic nanostructures 
and/or the presence of the external magnetic field [57, 58]. There are two general 
techniques for determining the domain wall eigenfrequencies: resonance excitation of 
the domain wall by a sinusoidal excitation and transient excitation of the domain wall 
by a pulse field or pulse electric current. In this chapter, details about both of these 
techniques will be discussed.  
This chapter has two sections. In the first section, we have discussed our study 
of the domain wall resonance frequency and mass by the micromagnetic simulations. In 
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our simulation, similar to the previous studies of the domain wall resonance frequency 
[57, 59], we have considered a semi ring nanowire in the presence of an external bias 
field to generate a harmonic potential profile for the domain wall. In the second part, we 
have discussed our experimental study of the domain wall eigenfrequency.  
 
2.2  Micromagnetic study of a magnetic domain wall resonance 
frequency 
Current induced motion of magnetic domain walls in a ferromagnetic nanowire 
has been intensively studied recently due to its potential applications for next generation 
solid-state memories [44, 60, 61]. Most of the magnetic domain wall properties can be 
explained by an one-dimensional model using the domain wall center position and the 
tilting angle towards out of the plane of the center of the domain wall magnetization 
[62]. When the tilting angle of domain walls reaches its critical value, the domain wall 
structure undergoes a series of complex cyclic transformations [63-68]. This process, 
known as the Walker breakdown, results in a drastic reduction of the domain wall speed 
and is related to the concept of the domain wall mass first introduced by Döring in 1948 
[69]. The domain wall mass in the studies of current induced domain wall motion has 
been reported [57, 58, 70, 71]. In addition, there are a few reports on the experimental 
study of damped oscillations of the magnetic domain wall in the presence of magnetic 
field [72, 73]. Although there is a general consensus that the domain wall mass is 
directly correlated with the tilting angle and non-zero tilting angle plays the role of 
momentum [74], the experimental determination for the domain wall mass is less clear 




 kg. One reason of this 
uncertainty is the tilting angle is directly affected by the nonadiabaticity of the current 
induced spin transfer torque [74], and the magnitude of the ratio  of nonadiabatic spin 
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torque to adiabatic one is still highly controversial which is distributed widely from / 
~ 0 to 8, where  is the Gilbert damping constant [40, 42, 75-81]. 
We report a simulation of a free damped oscillation of magnetic domain walls in 
a semi ring nanowire under an applied magnetic field without any spurious current 
excitation which can affect the tilting and the mass of domain walls. Using one-
dimensional model, the equation of the motion for the small displacement of the 
magnetic domain wall is derived. By measuring the resonance frequency, the domain 
wall masses for transverse and vortex walls are determined. In addition, we have studied 
the effects of external magnetic field, exchange stiffness, and radius of the wire on the 
oscillation frequency and the damping ratio of oscillation. Furthermore, by injection of a 
sinusoidal current, we have studied the effect of nonadiabatic coefficient on the domain 
wall resonance frequency and mass. It is found that by increasing the exchange stiffness 
of ferromagnetic wire or by increasing external magnetic field, the frequency of 
oscillation increases and the damping ratio of oscillation reduces. By increasing the 
radius of a semi ring, the frequency of oscillation decreases and the damping ratio of 
motion enhances. After replacing half of the structure with a straight wire, we observe 
finite movement of the domain wall in the straight part without any external field 
component parallel to the wire, which is a signature of the acceleration of domain walls 
in the curved part of the structure due to finite domain wall inertia. In the case of ac 
current excitation, we find that by increasing the ratio of /  above 1, there is a red 
shift in the magnetic domain wall resonance frequency and domain wall mass increases. 
The structure that we have used in the simulations is shown in figure 2.1(a). The 
wire has a width of 100 nm, thickness of 10 nm, and radius of 450 nm. The simulation 
cell size is 4×4×10 nm
3
 and the nanowire is made of permalloy (Py) with the saturation 
magnetization (MS) of 860×10
3 
A/m, the exchange stiffness (Aex) of 1.3×10
-11 
J/m, and 
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the Gilbert damping constant () of 0.01. By applying a magnetic field of Hy = 10 kOe 
in the y-direction and relaxing the system, a single tail to tail transverse domain wall is 
generated in the center of the nanowire in figure 2.1(a). By applying a magnetic field of 
200 Oe in the x-direction (Hx), the domain wall is displaced to the left side of the loop 
shown in figure 2.1(b).  
 
Figure ‎2.1: (a) A magnetic domain wall generated by applying a magnetic field of Hy 
=10 kOe and relaxing the system. (b) Displacing the domain wall from the initial 
position by applying Hx. 
 
When the system is released in the presence of Hy (a bias field in y-direction), the 
domain wall undergoes a damped oscillatory motion similar to a pendulum in a gravity 
field. A typical example is shown in figure 2.2 with Hy = 200 Oe.  
 
2.2.1 Domain wall equation of motion in semi-ring 
The magnetic transverse wall (TW) motion can be described based on the domain 
wall position parameter (q) and domain wall tilting angle () towards out of the plane:        
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where γ0 is the gyromagnetic constant, Ha is the applied magnetic field, Hk is the 
 
Figure ‎2.2: Time evolution of the domain wall dynamics for Hy =200 Oe. 
 
 
transverse anisotropy, Δ is the domain wall width, β characterizes the nonadiabatic 
contribution, and the u parameter is the effective drift velocity of the conduction 
electron spins defined by u = JPgµB/(2eMS), where J is the current density, P is the spin 
polarization, µB is the Bohr magneton, and e is the electron charge [26, 36, 62, 82]. Eq. 
(2.1)&(2.2) have been derived by substitution of the domain wall profile [Eq. (1.8)] into 
the LLG equation and using the relation 
d M d M dx
dt dx dt
 
 . The domain wall equation of 
motion has been derived based on the assumption that the domain wall profile is not 
disturbed under application of the external excitations which is the case for small 
amplitude excitation. Furthermore, it is assumed that the domain wall displacement 
occurs only in 1D which is the case in the nanowire due to geometrical confinement of 
the domain wall. 
-1          0          +1
Mx
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In a semi circular structure, q = r θ where r is the circle radius and θ is the 
displacement angle from the equilibrium position in figure 2.3. Furthermore, one can 
decompose the applied magnetic field (Ha) to the tangential component (Ht) and the 
radial component (Hr).  In the case of small θ and ,  only the Ht component can 
displace transverse domain wall and it can be written as 0 0( )   tH H sin H    where 
H0 is the amplitude of the applied magnetic field (|Ha| = H0). One can rewrite the above 




0 0 0 0 0
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            (2.3) 
 
Figure ‎2.3: Displacement angle () and decomposition of the applied field. A domain 
wall releasing with Hy is equivalent to that of a pendulum in a gravity field. 
 
By assuming that the current is zero, the equation of motion is in the form of a 









































where 0 is the undamped resonance frequency,  is the damping ratio, and θ0 and  are 
determined from the initial conditions.  
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2.2.2 Domain wall damped oscillation and nonlinear behavior  
Both θ and  show a damped oscillatory behavior in figure 2.4(a) and 2.4(b) for 
small θ (< ± 6). The oscillatory motion of θ is fitted by a damped sinusoidal form 
described above as shown in figure 2.4(a) and it matches well with the data for small θ. 
For fitting, we have used θ(t) = A×exp(-t/t0) ×sin(w (t-tc)) and the values of parameters 
after fitting are found to be A = 6.47 degree, t0 = 2.3691×10
-9
 s and w = 1.2030×10
10
 




. From these parameters 0, the undamped resonance 
frequency, and  the damping ratio were found to be 1.205×1010 rad/s and 0.061, 
respectively. When a domain wall reaches to the peaks of θ, the domain wall velocity is 
zero and  is almost zero. On the other hand, when the domain wall is passing through 
its equilibrium position (θ = 0), the domain wall has its maximum velocity and  shows 
peak values as shown in figure 2.4(b).  
 
Figure ‎2.4: (a) A damped sinusoidal curve fitting of  for Hy =200 Oe simulation data. 
(b) Domian wall displacement () and tilting angle () profile for Hy = 200 Oe. 
 
For large θ, the domain wall motion is very complicated. Depending on the 
position of the domain wall in the ring, one can have two magnetic dipoles in the left 
and right sides of the domain wall, and the fringing fields from two dipoles are position 
dependent. This fringing field might be one possible reason for the complex motion of a 
domain wall in large θ. Furthermore, the approximation of sin( )   would be 
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inaccurate in the large displacement angle of the domain wall. In addition, the Walker 
breakdown is another reason for complicated motion of domain wall for large θ. When 
the domain starts to move towards the equilibrium position from the initial position, the 
domain wall velocity reaches around 400 m/s at 0.47 ns. Then the domain wall velocity 
suddenly drops and the domain wall profile changes from transverse to vortex. The 
domain wall will remain in this state until the vortex core transits the nanowire width 
and the vortex profile converts back to the transverse wall at around 3.0 ns as shown in 
figure 2.5 [83].  
 




It has been shown that the out of plane magnetic field prevents the conversion of 
the antivortex or vortex domain walls and the effect of Walker breakdown can be 
mostly suppressed [84, 85]. With applying of Hz = 2 kOe out of plane and Hy = 200 Oe, 
the time required for a domain wall to reach the zero displacement angles for the first 
time reduces from 4.3 to 0.65 ns, without and with Hz = 2 kOe, respectively [figure 
2.6(a)]. As can be seen in the figure 2.6(b), magnetic domain wall tilting angle does not 
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have any sudden peak in the presence of out of the plane magnetic field. The finite value 
of  is because of the out of plane magnetic field.  In addition, the frequency of the 
domain wall free oscillation slightly changes from 1.914 to 1.884 GHz. This 
demonstrates that the Walker breakdown could be responsible for the complicated 
domain wall motion from zero to 6 ns. Furthermore, the domain wall mass is not 
affected by the complicated motion in large displacement angle motion. The Walker 
breakdown in the semi ring is more complicated than the straight nanowire due to the 
variable intensity of the tangential component of the magnetic field.  
 
Figure ‎2.6: Magnetic domain wall displacement angle (θ) and tilting angle () profiles 
in the absence and presence of 2 kOe out of the plane magnetic field. 
 
2.2.3 Effect of magnetic field, exchange stiffness, and semi-ring 
radius 
Figure 2.7(a) shows the displacement profile of a domain wall for three different 
values of Hy = 150, 200, and 300 Oe. Application of a negative field to a tail-to-tail 
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of the semi ring instead of bringing the domain wall back to the equilibrium position. 
By increasing Hy, the time for a domain wall to reach the zero angle position decreases 
due to a higher restoring force. The oscillation frequencies are f = 1.8, 1.91, and 2.08 
GHz and the settling times, when θ changes from 6 to 0.6, are 3.93, 4.32, and 4.53 ns, 
for 150, 200, and 300 Oe, respectively. In order to calculate the mass of a magnetic 




mr) [57, 72], where f is the 
resonance frequency of a domain wall,  Qm=2µ0MsS  is magnetic charge and the factor 
of 2 is due to bipolar nature of the magnetic charge, Ms is the saturation magnetization, 
S is the cross sectional area of the nanowire, H is the applied magnetic field in the i-
direction, and r is the radius of the loop. This formula is the same as Eq. (2.4) if we 
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  For Hy less than 300 Oe, f
2
 versus the y-component of the magnetic field curve 
shows a linear relationship, however, for large magnetic fields, it deviates from the 
linear curve possibly due to the large disturbance in the nanowire potential profile [57, 




 and r = 450 nm, the domain wall mass is calculated to be 
1.27x10
-24
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Figure ‎2.7: (a) Displacement angle profile for three different magnetic fields of Hy = 
150, 200, and 300 Oe. (b) Oscillation frequency of a domain wall in the different 
magnetic fields. 
 
In order to obtain the domain wall mass for a vortex wall, a semi ring with the 
width of 250 nm, thickness of 30 nm, and radius of 625 nm was simulated as shown in 
figure 2.8. For Hy = 200 Oe, a resonance frequency of  f = 352 MHz was obtained 
resulting in the mass of m = 8.43x10
-23 
kg which is in line with the previous results [83]. 
 
Figure ‎2.8: Displacement angle profile for a vortex wall under a 200 Oe transverse 
magnetic field. 
 
Since the domain wall width is proportional to /A K , where K is the 
magnitude of anisotropy constant due to shape in our case, and the domain wall mass is 
inversely proportional to the domain wall width, the resonance frequency is proportional 
to 4 A . Figure 2.9(a) and 2.9(b) show the effect of exchange stiffness of ferromagnetic 
materials on the resonance frequency of domain walls. It is clear that by increasing the 
exchange stiffness, the frequency of oscillation increases and the domain wall mass 
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 J/m are 3.16, 3.87, and 
4.25 ns, respectively.  
 
Figure ‎2.9: (a) Displacement angle profiles for the exchange stiffness constants of A = 
10, 14, and 20 pJ/m. (b) Domain wall free oscillation frequency and mass for different 
exchange stiffness constants. 
 
The fitting of 4 A curve on the resonance frequency of domain wall at different 
exchange stiffness constants is also shown in figure. 2.9(b). The sweeping range of 
exchange stiffness is limited to the experimental reported values and one cannot clearly 
observe a proper fitting between the simulation results and the 4 A curve. 
 Figure 2.10 shows the domain wall displacement angle profile for three 
different values of radius; r = 450, 550, and 650 nm. The resonance frequency and 
overshoot of the displacement angle reduce as the loop radius increases which is 
consistent with Eq. (2.4). Ideally, by changing of nanowire curvature only the K 
parameter in Eq. (2.5) which resembles the spring constant of the system should change 
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Figure ‎2.10: Domain wall displacement angle profile for the different radii of r = 450, 
550, and 650 nm.  
 
2.2.4 Domain wall dynamics in L-shaped nanowire 
We replace the half of a semi loop with a straight nanowire as shown in figure. 
2.11. The motivation behind this study was to observe the behavior of the domain wall 
with an initial kinetic energy when it is injected in to a nanowire. The width (100 nm) 
and thickness (10 nm) of the straight wire is the same as the curved part and the length 
of the straight wire is 2 µm. For the creation of a domain wall, a magnetic field of 10 
kOe at ∼45 to the straight part of the nanowire is applied and then the system is 
relaxed. With Hy = 200 Oe, the domain wall accelerates and moves into the straight part 
of the nanowire due to its finite momentum. We have removed the external field as soon 
as the domain wall enters the straight section (at 1.3 ns). As time progresses, the 
displacement of a domain wall in the straight wire decreases since a drag force on the 
domain wall dissipates the kinetic energy of a domain wall. The displacement of a 
domain wall in the straight wire can only be explained by the finite mass and 
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Figure ‎2.11: Time evolution of the domain wall dynamics in a rounded L shape 
structure. 
 
In figure 2.12, we have shown the real time position of the domain wall for the 
simulation shown in figure 2.11.  We have fitted an exponential curve of 
exp( / )a t b    with parameters of a = -9.081×10-6 m,   = 1.801 ns and c = 
1.172×10
-6
 m on the data.  As can be seen, after t = 3 ns the fitting curve matches the 
simulation data well and  it takes around 8 ns till the domain wall reaches to it final 
value In this simulation, the effect of external magnetic field is only changing of the 
domain wall initial velocity at the entrance of straight nanowire. Form the one 









From our fitting data, we extracted the value of Hk; the transverse anisotropy; to be 711 
Oe which is in agreement with the previous reports [87]. 




Figure ‎2.12: Domain wall real time position in L shape nanowire for an excitation of  
Hy = 200 Oe upto 1.3 ns. 
 
The OOMMF code for the semi-circular nanowire and L-shaped nanowire could 
be found in the appendix A & B, respectively. 
 
2.2.5 Effect of nonadiabatic spin transfer torque on the domain wall 
eigenfrequency 
In order to study the effect of nonadiabatic coefficient on the domain wall 
resonance frequency and mass, we have injected a sinusoidal current into the nanowire 
and measured its resonance frequency. From the Eq. (2.3), the current induced spin 
torque transfer cannot change the resonance frequency of the system.  The structure for 
our simulation is shown in figure 2.13(a). It is a part of semi circular nanowire with a 





 and sweep the current frequency. We also applied a magnetic field of 
Hy = 200 Oe in the y-direction during simulations. As can be seen in figure 2.13(a), 
when / <=1, there is no change in the resonance frequency, however for / >1 there 
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is a red shift in the domain wall resonance frequency and the resonant frequency is 
decreasing. The graphs of / = 0, 0.1α, and α are overlapping on top of each other and 
it is hard to differentiate form each others. In other word, by increasing the ratio of / 
beyond one, the magnetic domain wall mass is increasing. The same trend has been 
observed in the domain wall tilting angle profile [figure 2.13(b)].  By increasing , the 
domain wall tilting angle increases and domain wall momentum is enhanced. It should 
be noticed that in the case of / < 1, the resonance frequency of nanowire was 
measured to be 1.55 GHz, while the resonance frequency that measured from damped 
oscillation is 1.914 GHz for a magnetic field of 200 Oe (only with field). This might be 
explained accounting on the fact that the equation of motion is an incomplete one 
dimensional model and may not be able to completely model the effects of the current 
induced spin torque transfer especially in large current density. The micromagnetic 
simulations give us more insight about the domain wall behavior in this regime.  
 
Figure ‎2.13: Magnetic domain wall frequency response in the presence of an ac current, 
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Furthermore, we also have simulated a straight nanowire with a width of 100 
nm, thickness of 10 nm, length of 600 nm with a notch of 20 nm depth at the center 
(figure 2.14). Here the size of the notch is selected to be small enough to prevent any 
influences on the domain wall profile. The same behavior also observed in the 
frequency response of nanowire.  In the straight nanowire, the angle θ is measured 
relative to the notch center position. The shift in the resonance frequency is around 15% 
in semicircular nanowire, while it is around 2% in straight nanowire as a function of 
increasing the / from 1 to 10. In other word, the magnetic domain wall mass 
increases by 40 % in semi circular structure and 5% in straight nanowire with a notch, 
when one increases the / from 1 to 10.  
 
Figure ‎2.14: The displacement angle profile in a straight nanowire with a notch. 
 
In conclusion, we study the domain wall motion in a semi loop of ferromagnetic 
nanowire theoretically and numerically. It is found that a domain wall undergoes a 
damped oscillatory motion similar to a simple pendulum in a gravity field under an 
applied magnetic field without any current, before it reaches to the equilibrium position. 
The effects of the external magnetic field, exchange stiffness and radius of the wire on 
the resonance frequency have been discussed. Furthermore, the motion of a domain wall 
in a rounded L shape wire has been presented. A pendulum-like motion and finite 
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penetration of the domain wall into the straight wire is attributed to the finite mass a 
magnetic domain wall and the mass is determined without involving the complexity of 
the nonadiabaticity, unlike the case of current induced domain wall motion. We also 
studied the effect of nonadiabatic coefficient on the domain wall resonance frequency. It 
is found that there is red shift in domain wall resonance frequency when / >1 and the 
mass of the magnetic domain wall is increasing. 
 
2.3 Detection of domain wall eigenfrequency in infinity-shaped 
magnetic nanostructures 
 
Recently there have been substantial efforts in understanding the dynamics of 
vortex-like structures in magnetic nanostructures due to their potential in memory 
applications [88-92]. There are two types of topological singularities in a quasi-two-
dimensional ferromagnet – one is a circular structure called the vortex structure and the 
other is an antivortex structure. Both structures contain a core where the magnetization 
is forced out of the plane in the thin films of ferromagnetic nanostructures, due to the 
competition between magnetostatic and exchange energies. Vortices and antivortices are 
topological counterparts of each other with opposite signs of the topological invariant 
(winding number) [93, 94]. There have been numerous reports on the measurements of 
vortex dynamics using time-resolved X-ray microscopy [95-97] and electrical methods 
[98, 99]. The antivortex structures exhibit promising properties such as the ultrafast 
switching of the core [100-103]. In addition, the interacting vortex dynamics in crosstie 
walls are mediated by antivortex structure [103-105]. Stable antivortices have been 
observed only in a few types of ferromagnetic structures [106, 107]. While there have 
been some experimental reports on the measurements of the antivortex dynamics using 
the X-ray microscopy method [104, 105] in the past a few years, to the best of our 
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knowledge, there has been no study on the electrical measurements of the antivortex 
dynamics. Although the time-resolved X-ray microscopy technique gives more insight 
into the details of domain wall dynamics such as the antivortex core trajectories [105], 
the all-electrical measurement is an important step toward realization of the antivortex-
based devices for applications.  
We present the first all-electrical measurements of antivortex dynamics using the 
rectification method in the frequency domain to measure the antivortex 
eigenfrequencies. It is found that by using the domain wall rectification effect [76, 108, 
109], it is possible to detect the nucleation of the domain wall in the presence of a 
perpendicular magnetic field. Multiple eigenmodes have been observed in the frequency 
spectrum of the magnetic domain wall structure. Furthermore, the resonance frequency 
of the domain wall depends weakly on the in-plane external magnetic field at low bias 
fields, and we observe a sizable shift in the resonance frequency at high in-plane 
magnetic fields. By increasing the excitation amplitude, higher frequency modes are 
detected. In addition, decreasing the device dimension results in an increase in the 
resonance frequency of the domain wall. 
 
2.3.1 Device fabrication and measurement setup 
We have studied the dynamics of the domain wall on the infinity-shaped (∞) 
ferromagnetic nanostructures as shown in figure 2.15, which is a top-view scanning 
electron microscope (SEM) image. Devices are fabricated by dc sputter deposition of Ta 
(2 nm)/Ni81Fe19 (20 nm)/Ta (2 nm) on a Si/SiO2 (300 nm) substrate, followed by the 
patterning of the infinity-shaped nanostructures using e-beam lithography and argon ion 
milling. After ion milling, 2 nm SiO2 is rf sputter deposited without breaking the 
vacuum to avoid the oxidation of the ferromagnetic nanostructures. A second e-beam 
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lithography step is used to pattern Ta (5 nm)/Cu (100 nm) contacts. Before contact 
deposition, the interface between the contacts and the ferromagnetic structure is etched 
through 2 nm to clean the interface. 
 
Figure ‎2.15: A SEM image of the ferromagnetic structure and a schematic 
representation of the electric circuit used for the measurements of the domain wall 
resonance frequency. 
 
In order to measure magnetic structure dynamics, we have used the domain wall 
rectification effect, and the domain wall resonance frequency has been measured using a 
homodyne circuit as shown in figure 2.15. A low frequency voltage from a lock-in 
amplifier is mixed with a high frequency sinusoidal signal from a microwave signal 
generator using an amplitude modulator (AM) in order to excite the magnetic domain 
wall dynamics. The resultant signal is fed to the device through A1A2 contacts. The 
voltage between B1B2 contacts is measured by the lock-in amplifier which locks on the 
low frequency component. 
 Assuming that the lock-in frequency (ωb) is much smaller than the signal 
generator frequency (ωc), (i.e. ωc >> ωb), the output signal of the amplitude modulator 
can be written as: 
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                                              0 1sin( )[1 sin( )]c c bJ t m t                                           (2.6) 
where m is the amplitude modulation constant equals to the ratio of the lock-in to signal 
generator amplitude, and Jc0 is the current density. When the frequency of the signal 
generator is close to the resonance frequency of the magnetic antivortex, the antivortex 
structure exhibits a resonant gyrotropic motion, and the resistance across the antivortex 
in the nanostructures would contain an oscillatory component due to the anisotropic 
magnetoresistance (AMR) effect [98, 99]. The resultant changes in the resistance across 
the antivortex in the nanostructures could be written as 
0 2 0 1sin( )[ sin( ){1 sin( )}]c c c bR t J t m t       , where R0 is the change in the resistance 
due to the gyrotropic motion of the vortex or antivortex that could be only excited by 
the high frequency component of the input signal. The amplitude of the resultant 
sinusoidal voltage having a frequency ωb, which is measured by the lock-in amplifier, is 
proportional to 
0 0 2 10.5 cos( )cmR J   , which is the phase difference between the input 
signal and the change in the device resistance [99].  
We use an Agilent E8257D PSG microwave analog signal generator for the 
generation of a high frequency sinusoidal signal and mixing of this sinusoidal signal 
with the low frequency signal from lock-in. The frequency of the signal generated by 
the lock-in amplifier is set to 931.7 Hz and the signal generator frequency is swept from 
10 MHz to 1 GHz in 0.5 MHz increments.  
 
2.3.2 Magnetic domain wall nucleation and MFM imaging 
In a magnetic vortex or antivortex structure, the core motion has a two-
dimensional trajectory. For a sinusoidal current excitation, the vortex or antivortex core 
dynamics would be a steady state precession in a two-dimensional trajectory as shown 
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in figure 2.16(a). The amplitude of this gyrotropic motion depends upon the frequency 
of the injected current. When the frequency of the sinusoidal current matches with the 
eigenfrequency of magnetic structure, the resonant excitation of the antivortex structure 
would happen. In the resonant excitation of the antivortex, the antivortex core obtains its 
maximum gyration amplitude and one expects to observe the largest variation in the 
output signal. 
In order to nucleate the antivortex structure, a perpendicular magnetic field (z-
direction) is applied to the nanostructures and the lock-in voltage is monitored at 
different frequencies. As can be seen in figure 2.16 (b), above certain values of the 
magnetic field (Hc = 1275 Oe), distinct peaks around 73.5 MHz appear at the output 
signal which were not present at lower fields. Furthermore, by increasing the magnetic 
field above Hc, the peak positions remain invariant. In addition, the external field has 
removed and we performed the measurement again. It is found that the position of the 
peaks remain the same in the frequency domain. From the electrical measurements, we 
can conclude Hc is the critical field for the nucleation of the antivortex in our 
nanostructures. Therefore, it demonstrates that the critical field for the nucleation of 
magnetic vortex or antivortex structure could be measured by our measurement setup 
which is found to be around 1275 Oe in our structure for the nucleation of the antivortex 
structure. It seems that the nucleation field for the antivortex is higher than the typical 
nucleation field for a vortex state, which is usually between 500 to 1000 Oe [110, 111]. 
To understand the magnetic configuration of the nanostructures, we performed 
magnetic force microscopy (MFM) on the device in the area between the contacts. The 
MFM image is shown in figure 2.17(a). Based on the MFM color contrast, it can be 
seen that the magnetization profile is symmetric in the left branches (L1 and L2) as well 
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as in the right branches (R1 and R2). Additionally, left branches have different color 
contrast in comparison to right branches. Based on the MFM image information, we  
 
Figure ‎2.16: (a) Normalized two dimensional trajectories of the antivortex structure for 
the resonant excitation. (b) The frequency spectrum of the magnetic structure for 
different values of the perpendicular magnetic field with a 3 μV voltage offset for each 
data set. 
 
performed micromagnetic simulations with a proper initial condition to preserve the 
symmetry of the magnetization profile. The resultant magnetization profile is shown in 
figure 2.17(b). As can be seen, an antivortex structure is nucleated together with four 
vortices. Due to the poor resolution of our MFM system, it is difficult to distinguish 
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Figure ‎2.17: (a) MFM image of the magnetic antivortex. (b) Micromagnetic simulations 
of the magnetization profile after nucleation of the magnetic antivortex. 
 
2.3.3 Excitation amplitude effect 
In order to see the effect of the amplitude of lock-in voltage on the output 
spectrum of the magnetic antivortex, the lock-in voltage has been changed from 100 to 
500 mV for a fixed signal generator voltage of 500 mV corresponding to m = 0.2 up to 
m = 1. As can be seen in figure 2.18(a), the output spectrum of the antivortex dynamics 
is almost independent of lock-in voltages, which corresponds to our expectation that 
only the high frequency component of the input signal should excite the dynamics of the 
antivortex structure. The main frequency of the output voltage appears at 73.5 MHz, 
which is close to the resonance frequency of a vortex structure with a comparable size 
[112]. In addition, two more peaks are observed at 117.5 and 166.5 MHz, which could 
be associated with nonlinear eigenmodes of the antivortex structure. These results are 
consistent with nonlinear magnetic vortex dynamics that has been studied both 
theoretically [113] and experimentally [114], where the trajectory of the vortex deviates 
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The peak in 166.5 MHz could also be associated to the vortex wall resonant frequency 
appeared in the intersection of the branches and the center part of the infinity-shaped 
structure which it is found that it is indeed close to our theoretical calculation of about 
160 MHz. The peak at 117.5 MHz could be due to coupled gyration of the vortex-
antivortex walls.  
 
Figure ‎2.18: (a) Frequency spectrum of the antivortex for different lock-in amplifier 
output voltages normalized by m with a 6 μV voltage offset for each data set. (b) The 
frequency spectrum of the antivortex for different values of the signal generator 
amplitudes on a logarithmic scale.    
 
Increasing the amplitude of the signal generator increases the input current 
density and it could excite higher-order modes of the antivortex gyration. The results of 
the antivortex structure response for different signal generator amplitudes with a fixed m 
of 0.95 are shown in figure 2.18(b). For small signal generator amplitudes, the current 
density is too low to excite dynamics inside the antivortex structure. For a signal 
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nonlinear dynamics for the vortex structure have been reported by the injection of high 
current density [115]. 
 
2.3.4 Size effect 
Measurements of the resonance frequency of antivortices have been performed 
on nanostructures with three different sizes of D, specifically 410, 480, and 720 nm. The 
frequency spectrum of each device at zero magnetic field is shown in figure 2.19(a). 
The main resonance frequencies are found to be 176.4, 112.3, and 73.5 MHz in the 
devices whose lengths of D are 410, 480, and 720 nm, respectively [figure 2.19(b)]. A 
decrease in the device size results in an increase in the resonance frequency, which is 
similar to results of the magnetic vortices that been previously reported [98].          
 
Figure ‎2.19: (a) The frequency spectrum of the antivortex structure for different device 
sizes. (b) The resonance frequency versus the device size, D, which is defined in the 
inset of (b). 
 
2.3.5 Effect of magnetic field  
 The effect of the magnetic field on the dynamics of the magnetic antivortex has 
also been studied. The magnetic field is applied in the x-direction, and the gyration 
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generator, delivering power at an amplitude of 500 mV as can be seen in figure 2.20(a). 
It is found that the output spectrum of the magnetic antivortex does not change with the 
magnetic field up to 570 Oe. These results are consistent with those of previous 
magnetic vortex studies [112, 116]. The antivortex or vortex eigenfrequency is expected 
to be independent of external magnetic field unless the field is strong enough to drive 
the structure core to the vicinity of the nanostructure edges [116, 117]. 
Upon application a magnetic field above 570 Oe, the frequency spectrum of the 
magnetic antivortex changes and the position of the main peak shifts from 73.5 to 247.5 
MHz. Furthermore, the amount of changes (V) in the amplitude of the output signal at 
the resonance frequency increases from around 11 to 13.6 μV. This could be due to the 
change in the magnetic structure in large magnetic fields (above 570 Oe). The V is 
related to the gyrotropic amplitude of the antivortex structure and the AMR gradient 
across the magnetic structure [99], and thus a 23% variation in V from 11 μV to 13.6 
μV can be explained by the transformation of the magnetic structure configuration from 
an antivortex to another magnetic structure [118].  
 
Figure ‎2.20: (a) The effect of the in-plane magnetic field in the x-direction on the 
frequency spectrum with a 12 μV voltage offset for each data set. (b) The frequency 
response of the new magnetic structure at different magnetic fields in the x-direction. 
Hx
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The micromagnetic simulation of the new magnetic structure is shown in the inset of 
(b). 
 
In order to better understand this phenomenon, the magnetic field is removed, 
and the antivortex frequency spectrum is measured again as shown in figure 2.20(b). It 
is found that the new magnetic structure preserves its structure and the main mode at 
247.5 MHz is still present. Moreover, any significant change in the magnetic structure 
resonance frequency has not been observed even with the application of a magnetic field 
up to 2 kOe in the x-direction. Therefore, we conclude that the new configuration of the 
magnetic structure is in a stable state. Micromagnetic simulations have been performed 
to determine the magnetic configuration of the new state of the magnetization near the 
center part of the nanostructure as shown in the inset of figure 2.20(b). By applying a 
magnetic field in the x-direction, the antivortex core is displaced in the y-direction. If 
the external field is large enough, the antivortex core transits the width of the 
nanostructures and a new magnetic structure is nucleated [73]. Due to the special shape 
of the infinity-shaped nanostructures, a large field is required to completely saturate the 
magnetization. From our experimental result, it seems that application of magnetic field 
up to 2 kOe, the magnetization is not completely saturated along the field. 
 In the present experiments, the frequency of the sinusoidal input is increased by 
0.5 MHz every 600 ms, which is slow enough compared to the transient response of the 
magnetic antivortex to a sinusoidal current (usually less than 100 ns), therefore, the 
effect of the transient response of the antivortex structure is negligible.  
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2.3.6 Time-resolved measurements 
Trajectory of a vortex or antivortex wall is a damped circular trajectory for a 
pulsed current injection as shown in the figure 2.21. 
 
Figure ‎2.21: Normalized two-dimensional trajectories of the antivortex wall for the 
impulse excitation.  
 
In order to study the domain wall transient response, we utilize the circuit 
configuration as shown in figure 2.22. A short voltage pulse generated using a 
Picosecond 10.060A pulse generator is applied between A1A2 ports to displace the 
domain wall from its equilibrium position and excite antivortex dynamics. The voltage 
pulse has an 80 ps rise and fall time, and the pulse width is negligible in comparison to 
the time response of antivortex dynamics, which is of the order of several tens of 
nanoseconds. Therefore, the antivortex gyrotropic motion remains after the excitation 
has been removed, and can be detected by applying dc current through a bias tee in the 
excitation port. A dc current (50 μA) with a current density of around 6×106 A/cm2 is 
sufficiently small in comparison to the excitation current density and does not affect the 
domain wall dynamics. The output signal is measured by a Tektronix 6 GHz real time 
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output signal averaged 10,000 times in the oscilloscope to improve the signal-to-noise 
ratio.  
 




Figure 2.23 shows the output signal for an excitation pulse width of 5 ns and an 




). Close to the excitation pulse, the output signal is 
complex and contains high frequency components, while the behavior of the output 
signal is similar to a damped sinusoidal away from the excitation. The input excitation 
has been overlaid in figure 2.23 to show the origin of high-frequency components 
mostly in the first 30 ns of the transient response. At the rise and fall time of the input 
pulse, there are sharp changes at the output signal. Right after the rising and falling 
edges, there are some high frequency components that decay very quickly, and only low 
frequency components remain after 30 ns that have originated from the antivortex 
damped motion. The high frequency dynamics existing before the time less than 30 ns 
A1 A2
B1 B2
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could be associated to the spin wave excitation often observed in the time-resolved spin 
wave measurements by a pulse voltage [119, 120].  
 
Figure ‎2.23: The measured output signal with the corresponding excitation pulse and 
the curve fitting data. 
 
A curve fitting has been performed on the output signal to calculate the damping 
ratio and damped resonance frequency of the motion. The formula used in the curve 
fitting is 
0sin(2 )
tV Ae ft V   , with fitting parameters A = 0.0158 volt, Γ = 
3.02×10
7
 Hz,  = 0.539 radian, and V0 ~ 0 V. The damped resonance frequency is 
found to be 70.36 MHz, which is very close to the resonance frequency measured by the 
homodyne technique (73.5 MHz).  
 
2.3.7  Theoretical analysis  
The magnetic antivortex dynamics under spin transfer torque and external 
magnetic field excitations could be explained based on the modified Thiele's equation as 
follows [89, 121, 122]: 
                                        ( ) .( ) 0J JF G v b x v c x
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Where α is the Gilbert damping parameter, bJ and cJ are the adiabatic and nonadiabatic 
spin transfer torques where bJ = PjeµB/eMs and cJ = ξ bJ. In bJ and cJ expressions, P is the 
spin polarization of current, je is the current density, µB is Bohr magneton, Ms is the 
saturation magnetization, and ξ is nonadiabatic coefficient. In Eq. (2.7), F

is the total 
force acting on the magnetic structure core excluding of spin transfer torque, G

is the 
magnetic structure gyrocoupling vector, and D is the antivortex dissipation tensor define 
as: 
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              (2.8) 
where γ is the gyromagnetic ratio, θ and φ are the magnetization angles in the spherical 
coordinate system and integration is over the magnetic structure volume. G represents 
the restoring force that makes the vortex/antivortex orbits in a circular/elliptical path 
while D is the damping of the system and it is generally presented as a tensor. 
For small amplitude gyration of the antivortex, the resonance frequency is 
independent of the excitation and the Thiele Equation in the absence of any external 












where X=(x,y) is the antivortex center position and W(X) is the potential energy of the 
shifted antivortex. From Eq. (2.9), it can be seen that antivortex core has a two 
dimensional trajectory and the antivortex core orbit resides in the magnetization plane.  





where G0 = 
2πqpLMs/γ [116]. In this expression, q (= ±1) is the vorticity of the antivortex, p (= 1) 
is the antivortex core polarity, and L is the nanostructure thickness. W is the restoring 
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force that is pointing toward the antivortex core initial position and has contribution 
from the Zeeman and shape anisotropy energies. Using the approximation of the 
resonance frequency of a vortex wall in a magnetic disk, the antivortex resonance 
frequency may be written as fAV = kM/2πG0 [123], where kM is the antivortex stiffness 
due to the displacement of the antivortex core from its equilibrium position and G0 is 
the gyration vector amplitude. The stiffness is related to the magnetic susceptibility χM = 
dMx/dHx by 
2 2 /M s Mk LM    
[116, 123], where ξ is a parameter which describes the 
type of the boundary condition (ξ ≈ 1) [116]. To calculate χM, 1/χM = 2β[ln(8/β)-0.5] has 
been used [116], where β (= L/R) is the aspect ratio of the nanostructure thickness (L) 
over radius (R).  
By using the antivortex D parameter as defined in figure 2.19(b) instead of the disk 
diameter and the properties of Permalloy (Ms = 8×10
5 
A/m and γ = 1.76×102 GHz/T), a 
resonance frequency of 83 MHz is calculated, which is in good agreement with the 
present experimental result of 73.5 MHz.   
In conclusion, the dynamics of an antivortex wall has been studied experimentally 
using two different electrical excitation methods, namely applying the resonance and 
transient pulse excitations. In resonance excitation, the eigenmodes of antivortex walls 
have been measured using the domain wall rectification effect. It is found that nonlinear 
modes of the antivortex could be excited by large excitation amplitudes. For the pulse 
excitation of the antivortex, the damped frequency of transient response is very close to 
the main eigenfrequency of the antivortex wall measured by resonance excitation. 
Furthermore, the transient response of the antivortex is accompanied by spin wave 
excitation in the ferromagnetic nanostructures. Our demonstration of all-electrical 
measurements paves the way for a better understanding of antivortex dynamics in both 
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frequency and time domains, such as antivortex wall nucleation, nonlinear behavior, and 
coexistence of the spin waves. 
 




Chapter 3 : Spin wave nonreciprocal behavior for 




3.1  Introduction 
The utilization of the spin waves as eigenmodes of the magnetization dynamics 
for information processing and communication has been widely explored recently due to 
its potential for high operational speed ( a GHz frequency range and a group velocity of 
~10 km/s) [119, 124-127] with low power consumption [128, 129] and possible 
applications for quantum computations [130, 131].  
In contrast to the widely used dielectric material yttrium iron garnet (YIG), 
metallic ferromagnetic materials are more compatible with the semiconductor 
technology and could be easily scaled down. Depending on the relative orientation of 
the external magnetic field and the spin wave propagation direction, different kinds of 
magnetostatic spin waves could exist. When the magnetic field is in the plane of the 
ferromagnetic film and is normal to the spin wave wavevector, the magnetostatic 
surface wave (MSSW) also called as Damon-Eshbach (DE) spin waves can propagate 
on the film surfaces [132, 133]. 
Previous proposals of spin wave logic devices were based on the spin wave 
phase (Mach-Zehnder devices) [134, 135]. We propose a complete logic system based 
on the spin wave amplitude utilizing the nonreciprocal spin wave behavior excited by 
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microstrip antennas [133]. The experimental data of magnetostatic surface spin waves 
reveals that the nonreciprocity of spin waves is not constant as it was assumed 
previously [136, 137] and can be tuned by the bias magnetic field. Furthermore, 
engineering of the device structure can result in a high nonreciprocity factor for spin 
wave logic applications. Based on our findings, a new type of spin wave logic device is 
proposed. 
 
3.2  Electrical characterization of the spin waves  
 Three different techniques have been developed over past 20 years which are 
commonly used by the researchers to study the spin waves either in time or frequency 
domain including Brillion light scattering (BLS) [50, 52, 138], time-resolved magneto-
optical Kerr microscopy (TR-MOKE) [139, 140], and inductive coupling of microstrip 
to ferromagnetic films [119, 120, 127]. In our study, we have used the inductive 
coupling method for excitation as well as detection of the propagating spin waves.  
 In an inductive coupling technique, a coplanar waveguide is used which is 
inductively couple to a ferromagnetic film. Upon injection of a microwave current 
through the waveguide, it generates a time varying Oersted field and if the 
ferromagnetic film is in the close proximity of the waveguide, magnetization dynamics 
can be excited inside the ferromagnetic film. Figure 3.1 shows the device structure for 
inductive coupling excitation and measurements of the spin waves. The ferromagnetic 
film is electrically isolated from the waveguides by an insulator like SiOx. Spin waves 
are excited by one of the waveguide then it propagates along the ferromagnetic structure 
and is detected in the second waveguide. d is the distance between the two waveguides 
where the spin waves exponentially decays over the d-distance. The decay constant of 
the spin waves is a function of the damping parameter of the material and in permalloy 
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film the spin waves decay constant is ~5 µm [119]; therefore it is better to minimize d to 
pick up a strong signal at the output (detection stripline). We have used a d-value of 
about 5 µm for most of our spin wave devices. 
 




 Only the spin waves that are propagating in the y-direction (In figure 3.1) could 
be measured by the detection antenna. Depending on the relative direction of the 
magnetization and the spin wave wavevector, different magnetostatic modes of the spin 
waves could be observed in the sample. The S and W parameters determine the 
wavevector (k) and the wavevector distribution (k) that is excited by the specific 
waveguide configuration.  
 In our experiment, we have utilized an asymmetric coplanar waveguide (GS) for 
the spin wave excitation and detection [137, 141]. The schematic of the device structure 
is shown in figure 3.2. The device includes a 20 nm thick Pemalloy film separated from 
the striplines by a 50 nm thick SiO2 layer. The striplines are in the asymmetric coplanar 
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(S) of 3 µm and ground width (W) of 9 μm. The bias magnetic field is applied in the y-
direction and propagating spin waves in the x-direction is detected by the antenna. 
 
Figure ‎3.2: Schematic illustration of the device structure.  
 
3.3  Spin wave device fabrication 
For fabrication of the spin wave devices, first a 20 nm thick Permalloy film is 
dc-sputtered at room temperature on Si/Si2O3 (300 nm) substrates. After coating the 
substrate with a negative-tone e-beam resist, the resist are patterned into different 
structures with a length of 200 μm and the width ranging from 1 to 400 μm. In the case 
of small wires (width < 11 μm), multiple wires with a spacing of 1 μm and a total width 
of 400 μm are patterned. The patterns are transferred to the ferromagnetic film using Ar 
ion milling and subsequently the resist was removed. Using ac-magnetron sputtering, a 
50 nm thick Si2O3 layer is deposited for the isolation of the ferromagnetic structure from 
the waveguides. Using the second e-beam lithography step with a positive-tone resist, 
the asymmetric coplanar waveguides are patterned followed by the deposition of Cr 
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The optical image and scanning electron micrograph (SEM) of the fabricated 
device are shown in figure 3.3(a) and 3.3(b), respectively where, g = 5 µm is the gap 
distance between excitation and detection striplines, W = 9 µm is the width of the 
ground line, and S = 3 µm is the width of the signal line. As can be seen in the optical 
image [figure 3.3(a)], the coplanar waveguide has been rotated 90ᵒ toward the x-
direction due to the limitation imposed by the high frequency probe station. In our 
homemade high frequency probe station, the magnetic field is applied in the y-direction 
using an electromagnet while the GSG probes approach from the x-direction toward the 
sample. Based on the spin wave propagation direction (x-direction) and the bias 
magnetic field direction (y-direction), we expect that the magnetostatic surface spin 
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We have also fabricated devices with a width of 10 µm for the signal stripline (S 
= 10 µm) as shown in figure 3.4. In the devices with a wider width of signal line, we 
expect that the excited the spin waves has a shorter wavevector (k) and narrower 
distribution of the wavevector (k) compared to the one with a narrower width of signal 
line (3 µm). 
 
 
Figure ‎3.4: The spin wave characterization device with 10 μm wide signal striplines. 
 
For the characterization of the microwire of ferromagnetic material, we have 
placed multiple microwires with a spacing of about 1 µm underneath of the coplanar 
waveguides. The spacing is large enough to eliminate any magnetostatic interaction 
between the microwires, therefore one can assume spin waves can propagate 
independently through each microwire. Hence, the collective signal obtained from the 
measurement represents the properties of each individual microwire. In figure 3.5(a) and 
3.5(b), the SEM images of two spin wave devices for characterization of the microwires 
of Permalloy are shown. The device in figure 3.5(a) is made of 134 microwires of 
Permalloy with a width and spacing of 2 and 1 µm, respectively, while the one in figure 
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3.5(b) is made of 80 microwires of permalloy with a width and spacing of 4 and 1 µm, 
respectively. 
 
Figure ‎3.5: The spin wave characterization device with (a) 2 μm and (b) 4 μm wide 
ferromagnetic microwires. 
 
3.4  Spin wave measurements 
Two different characterization methods have been performed such as frequency 
domain measurements using a sinusoidal microwave excitation and time domain 
measurements using a pulse inductive microwave magnetometer. The samples are 
characterized in a homemade high frequency probe station with in-situ magnetic fields 
(up to 6 kOe) and using GSG probes from GGB Industries, Inc. 
 
3.4.1 Frequency-domain measurements 
 For the frequency-domain characterization of the spin waves, we utilize an 
Agilent N5245A microwave network analyzer. Before frequency-domain 
characterization, the effects of cables and connectors are compensated using a CS-5 
calibration substrate from GGB Industries, Inc. In order to measure the spin waves in 
(a) (b)
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the frequency domain, we have utilized a 50 GHz vector network analyzer (VNA). The 
rf power of the VNA was fixed at 0 dBm, the frequency step size was 20 MHz and the 
data were averaged over 60 times at each magnetic field. The signal obtained at zero 
applied bias field is used as the background signal, and is subtracted from the signals 
obtained at all other bias fields.  The schematic of the measurement setup is shown in 
figure 3.6. 
 
Figure ‎3.6: The schematic of the measurement setup for the characterization of the spin 
waves in the frequency domain. 
 
At each bias field, all the S-parameters (S11,S12,S22,S21) are measured. The 
transmission parameter S12 is the power transmitted from port 2 to port 1 and the S21 is 
the power transmitted from port 1 to port 2 (figure 3.7), therefore at a constant bias 
magnetic field, the spin waves measured from S12 and S21 have opposite signs of 














Figure ‎3.7: The definition of port 1 & 2 in spin wave characterization. 
 
 
The frequency spectra of the propagating spin waves for magnetic fields of 
±135, ±225, and ±300 Oe are shown in figure 3.8 for a signal line width of 3 μm. As can 
be seen, the spin wave eigenfrequency increases by increasing of the magnetic field. 
Furthermore, at each magnetic field, two eigenfrequencies are present in the spin wave 
frequency spectrum. 
 
Figure ‎3.8: The spin wave frequency spectrum of a 3 µm width signal line measured 
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In order to understand the origin of the second spin wave mode, we have 
simulated the structure using micromagnetic simulations. We use the object oriented 
micromagnetic framework (OOMMF) [142-144] for micromagnetic simulations that 
solves the Landau-Lifshitz-Gilbert (LLG) equation code. For a large ferromagnetic film 
(length of 200 µm, width of 400 µm, and thickness of 20 nm), a 1D micromagnetic 
simulation has been used with a cell size of 0.05×400×0.02 µm
3
, while for a narrow 
ferromagnetic bar (width < 10 µm), we use 2D simulation with a cell size of 
0.05×0.01×0.02 µm
3
 to consider possible geometrical confinement effect on the spin 
waves. In the large ferromagnetic film, it is assumed that the magnetization is uniformed 
in y-direction; therefore, 1D simulation is quite accurate. The ferromagnetic layer is 
made of permalloy (Py) with the saturation magnetization (MS) of 800×10
3 
A/m, the 
exchange stiffness (Aex) of 1.3×10
-11 
J/m, and damping parameter () of 0.01. For 
impulse excitation of the spin waves, we use a field pulse with a rise/fall time of 40 ps, a 
pulse width of 20 ps, and an excitation amplitude of 50 Oe which is similar to the 
experimental excitation. The frequency response of the excitation impulse is level in the 
interested frequency range of 1-10 GHz hence we can conclude that using a single 
excitation, one can excite all the frequency components uniformly. A sample program 
of the simulation code is shown in appendix C. 
The resultant simulation for an excitation stripline of 3 μm and a bias field of 
200 Oe is shown in figure 3.9(a). The numerical calculation of fast Fourier transform 
(FFT) of the signal is also shown in figure 3.9(b). In simulations, we can also see two 
different spin wave modes. The higher frequency is associated to the tail of the spin 
waves as shown in the inset of figure 3.9(a). The high frequency component is mostly 
associated to edge modes of the spin waves that have slightly higher frequency due to 
different demagnetization field near the edges. 




Figure ‎3.9: (a) The time domain simulation of the surface spin waves for an excitation 
stripline of 3 μm width and a bias field of 200 Oe. The inset shows the magnified view 
of the spin wave tail. (b) The FFT data of the simulated signal. 
 
The surface spin waves has a dispersion relation of 
2 2 1/20 [ ( 4 ) (2 ) (1 )]
2
kd
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where Ms is the saturation 
magnetization, and γ0 is the gyromagnetic constant, d is the film thickness, and k is the 
spin wave wavevector [132]. The spin wave spectrum that is measured for different 
magnetic fields using vector network analyzer is shown in figure 3.10. A clear 
quadratic-like behavior of the spin wave frequency versus magnetic field is consistent 
with the surface spin wave dispersion relationship. Furthermore, the amplitude of the 
spin waves at the corresponding positive and negative fields are not the same which is 
associated to the nonreciprocity of the surface wave and will be discussed in the 
subsequent sections. 
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-2 dBm -50 dBm
 
                    
Figure ‎3.10: The spin wave frequency measured for different magnetic fields for 
excitation amplitude of 5 dBm and a gap of 5 μm. 
 
We also have performed micromagnetic simulations of the structure at different 
magnetic fields, as can be seen in figure 3.11. As seen, the simulation results are very 
similar to the experimental results in figure 3.10 where the frequency of the spin waves 
increases by increasing the magnetic field and the nonreciprocity of the spin waves can 
be seen in positive and negative magnetic fields. 
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By fitting the frequency versus magnetic field curve obtained from the 
experiment with magnetostatic surface spin wave dispersion relation, one can derive the 
wavevector of the spin waves as can be seen in figure 3.12. The fitting parameters are 
found to be 4πMs = 6583 Oe, γ0 = 17.65 MHz/Oe, and k = 0.571 μm
-1
 which are similar 
to the previous report for γ0 and k [119, 127, 137]. The mismatch between the saturation 
magnetization that we obtained from our measurements and the previous report is 
possibly due to film growth condition (the base pressure is ~1×10
-7
 Torr in our sputter). 
The variation (k) of the spin wave wavevector is proportional to the inverse of stripline 
width, therefore k ~ 1/W = 0.33 μm-1 for 3 μm width striplines. 
The observation of two eigenfrequencies for the spin waves at a bias magnetic 
field can be understood based on the presence of two different wave-vectors. Δk is 
proportional to the inverse of the signal line width (W) [127], therefore for a narrow 
stripline (3 µm), the different wave-vectors are present. The higher frequency 
component which is related to edge modes of the ferromagnetic pattern can only be 
observed in the stripline with narrow signal line due to the possibility of existence of 
different wavevectors. 
 
Figure ‎3.12: The spin wave frequency versus magnetic field with the curve fitting. 
 
























Chapter 3                                    Spin wave nonreciprocal behavior for spin logic devices 
74 
 
3.4.2 Time-domain measurements 
We also performed time-resolved measurements of the surface spin waves using 
pulse inductive microwave magnetometer [119, 145].  An ultra-short voltage pulse of 
about 80 ps with an amplitude of 3 V is applied to the excitation antenna (port 1 or 2) 
and the output signal from the detection antenna (port 2 or1) is first amplified using a 
low noise preamplifier with a gain of 29 dB and a saturation power of 20 dBm, and then 
the amplified signal is measured utilizing a 50 GHz sampling oscilloscope. In order to 
improve the signal to noise ratio (SNR) of the output signal, the output signal is 
averaged 2000 times. The schematic of the measurement setup is shown in figure 3.13. 
 
Figure ‎3.13: The schematic of the measurement setup for the characterization of the 
spin waves in the time-domain. 
 
 For time-domain characterization, we have utilized an 86100A Infiniium wide-
bandwidth sampling oscilloscope. The pulses are generated using a Centellax 
PPG12500 pulse/pattern generator. Before capturing of the spin waves, the signal is 
amplified by 29 dB using a SHF810 low noise preamplifier. The spin wave packets for 
different magnetic fields of ±60, ±135, and ±200 Oe are shown in figure 3.14 (a-c). As 























  where the spin wave frequency (f) and the decay 
constant of the wavepacket ( ) are a function of the bias magnetic fields. We have also 
performed micromagnetic simulations at the corresponding magnetic fields as shown in 
figure 3.14(d-f). The simulation results match well with the experimental results in 
terms of the frequency. In simulation, we used α = 0.01 for the damping parameter that 
could be different from the experiment. Furthermore, the output signal is passed through 
a low pass filter that filtered out the high frequency components and slightly modifies 
the decay constant of the spin waves. 
 
Figure ‎3.14: (a-c) The time resolved measurements of the surface spin waves for bias 
magnetic fields of ±60, ±135, and ±200 Oe. For spin wave excitation, an excitation 
impulse voltage of 3 V and pulse width of about 80 ps has been used. (d-f) The 
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micromagnetic simulation results of the surface spin waves for ±60, ±135, and ±200 Oe 
bias magnetic fields. 
 
3.5  Surface spin wave nonreciprocal behavior 
Recently, it has been shown that the surface mode has a nonreciprocal behavior 
in the spin wave amplitude for the spin waves with opposite signs of wave-vectors (±k) 
[133, 136, 137]. In thin ferromagnetic films, the nonreciprocal behavior of surface spin 
waves is a consequence of the asymmetric distribution of the out-of-plane component of 
the excitation field [133, 146].  
The magnetic field due to the current passing through the waveguide has Hx and 
Hz components. The Karlqvist equations which are commonly used in the recording 
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where W is the width of coplanar waveguide, and H0 = I/(2W) where I is the current 
passing through the waveguide. For H0 = 25 Oe and W = 3 µm, the rf field distribution is 
shown in figure 3.15. As can be seen, the x-component of the excitation field is uni-
polar and is concentrated underneath of the waveguide, while the z-component changes 
its sign and there is 180-degree phase difference between the z-component of the 
excitation field near the edge of the coplanar waveguide.  




Figure ‎3.15: The magnetic field profile generated by a current passing through a 
stripline. 
 
For magnetostatic surface spin waves in the long wavelength regime where 
kd<<1 where d is the ferromagnetic film thickness and k is the spin wave wavevector, 
the z-component of the magnetization could be written in terms of the ferromagnetic 
susceptibility [142, 148, 149]:         
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hks is the spatial Fourier integral of the excitation field induced by the transducer [Eq. 
(3.1)] : 
                                                      




   (3.3) 
In Eq. (3.2), the susceptibility components χ and χa are defined as: 
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From the comparison of the spin wave spectrum measured from S12 and S21 at 
different bias fields in figure 3.16, it can be concluded that at opposite signs of the 
magnetic fields (± |H|) with opposite directions of the wavevectors (±k), the intensity of 
spin waves is different. In simple term, two different spin waves are launched during the 
excitation by x and z-components of the rf field. In one side of the stripline, these two 
spin waves are in-phase while in the other side they are out of phase that induces the 
asymmetric behavior of the spin wave propagating in different directions. 
 
Figure ‎3.16: The transmission parameters i.e. S12 and S21 measured at different 
magnetic fields for a stripline width of 3 μm. 
 
In figure 3.10, the lower branch corresponding to positive bias fields has larger 
amplitudes compared to the upper branch with negative bias fields, demonstrating the 
nonreciprocity of the spin waves. In figure 3.17, we have calculated the spin wave 
S12
S21
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  which is the ratio of the spin wave 
amplitude at opposite bias magnetic fields. The spin wave nonreciprocity is a function 
of the bias field and it reaches the maximum value at ~320 Oe. This maximum value is 
not predicted from the simulation results and it could be due to the frequency response 
of the co-planner waveguide. The nonreciprocity factor is similar for an impulse and 
microwave sinusoidal excitations [136, 137]. The simulated nonreciprocity matches 
well with the experimental results as shown in figure 3.17. 
 
Figure ‎3.17: The nonreciprocity factors of surface spin waves measured at different 
magnetic fields in both frequency and time domains and the corresponding 
micromagnetic simulation results. 
 
3.6  Spin wave logic based on the surface spin wave nonreciprocal 
behavior  
Since the scaling of the conventional semiconductor devices approaches its 
physical and operational limit [150], various schemes have been proposed to improve 
the performance of devices in terms of the computational capability and power 


















 Sinusoidal excitation 
 Simulation
Chapter 3                                    Spin wave nonreciprocal behavior for spin logic devices 
80 
 
dissipation including the utilization of photon [151, 152], phonon [153], and spin of 
electrons [154, 155]. Spintronics is an emerging technology that exploits the intrinsic 
spin of electrons and its associated magnetic moments, in addition to their fundamental 
electric charge. Different spin based logic circuits have been proposed including 
magnetic cellular automata [156, 157], programmable magnetoresistive elements [158], 
domain walls [159-161], spin currents [162, 163], and spin waves [148, 164] based 
logic devices. Spin waves have an eigenfrequency in the gigahertz range and submicron 
wavelength with a large group velocity (~ a few tens of µm/ns), and the capability to be 
guided along a ferromagnetic material allows considering them a promising candidate 
for information processing. The previous studies of the spin wave logic devices based 
on the phase of spin waves require a controlled phase shifter which complicates the 
device structure [135, 148, 165] especially for submicron size devices where the lateral 
confinement forces the magnetic system to obtain more than one eigenfrequency with 
different phase velocities [124]. In addition, the spin wave phase is a continuous 
variable and delicate entity that could be easily disrupted by imperfections and magnetic 
in-homogeneities [166], and is extremely sensitive to the dimensions of devices, which 
makes the spin wave logic devices to be less reliable with high bit error rates [167].  
Based on the experimental and simulation results, the nonreciprocity of the 
surface spin wave amplitude is a promising candidate for the implementation of spin 
wave logic circuits. Here, we propose spin wave logic gates to implement any Boolean 
function. A cross-section image of a NOT gate or a PASS gate can be seen in figure 
3.18(a) and the top view image of the device structure is shown in figure 3.18(b). We 
assume that the ferromagnetic structure has anisotropy with an easy-axis in the y-
direction, which can be easily implemented by material engineering during the film 
growth [144, 168]. Once the input A is logic 1, the Oersted field generated by input A-
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line is strong enough to switch the magnetization of the ferromagnetic film to the –y-
direction. The device has two outputs (Y andY ) complementary to each other. If the 
effective field is in the y-direction, the spin waves excited by the narrow current pulse of 
triggering signal I generates larger amplitude in Y than Y . For an effective field in the –
y-direction the output Y  has larger amplitude than Y.  
 
Figure ‎3.18: The schematic of the cross section view (a) and the top view (b) of logic 
device structure for one input (A) and two complementary outputs (Y and Y ). The 
device has an easy-axis in the y-direction with an effective field of Hb. The field 
generated by the input A should be strong enough to switch the magnetization in the 
reverse direction [H(I) > Hb]. 
 
The truth table of the logic circuit is shown in figure 3.19. The output Y 





























Figure ‎3.19: The truth table of the logic gate with the corresponding Boolean 
expression of each output that resembles a NOT gate for the Y output and a PASS gate 
for the Y port. 
 
We can also implement a two-input logic circuit as shown in figure 3.20. The 
magnetic film has an easy-axis in the y-direction with an anisotropy field of Hb. The 
input A generates a field large enough to switch the ferromagnetic film in the –y-
direction, while the input B generates a field in the same direction as Hb.  
 
Figure ‎3.20: The schematic of the cross section view (a) and the top view (b) of the 
device structure for two-input (A and B) logic gate. 
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schematics of logic gates. The Boolean expression of the output Y can be written as 
Y A B  , which is a combination of NOT and AND gates.  
 
 Figure ‎3.21: The truth table of the logic gate and the Boolean expressions implemented 
by each of the device output port.  
 
We can build all the logic gates with the help of the proposed one-input and two-
input gates as shown in figure 3.22. Therefore, the proposed logic gates are a complete 
logic system to build any Boolean function.   
 
Figure ‎3.22: Implementation of different standard gates using the spin wave logic gates. 
 
For a short pulse excitation in the triggering signal I, the output signal is a spin 
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used in the rf systems, hence the output signal can be fed as an input for the other gates.  
The output of the spin wave logic circuit is in the form of a Gaussian wave packet. In 
order to use the output of a gate as an input for the other gates, it should be reshaped it 
to match with the requirement of the spin wave logic gate. The input A and B in figure 
3.20 have been used to generate a bias field, therefore it is required to rectify and 
amplify the induced voltage at the Y or Y outputs. This is similar to amplitude (AM) 
demodulator circuit commonly used in rf communication circuits and has been well 
established [169, 170]. An ideal push-detector circuit can convert the signal shown in 
figure 3.23(a) to the one shown in figure 3.23(b). The push-detector block diagram is 
shown in figure 3.23(c) which is consisted of an amplifier followed by a rectifier and 
low pass filter. 
 
Figure ‎3.23: The spin wave reshaping circuits. 
 
The triggering signal I can be used a clock for the synchronization of different 
gates, therefore depending on the propagation delay of the spin waves and the delay of 
the wave-shaping circuit, the maximum operational frequency of the logic gate can be 
determined. The surface spin waves has a very large group velocity (vg ~ a few tens of 
μm/ns) [119]. Furthermore, the push-detector circuit can operate in the GHz range 
pass filter. 
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Figure S11: The spin wave reshaping circuits. 
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[171]. Therefore, the logic gate can easily work in the GHz frequency range. In 
addition, the device is scalable and the performance of the device can be even enhanced 
in low dimensions while the magnetic signal intensity could be weaker. In terms of 
power consumption, the spin wave propagation does not involve any charge transfer; 
hence, it is an energy efficient logic scheme. The triggering signal I can be a very short 
pulse (< 80 ps) as it is demonstrated in our experiments and the driving current of I can 
be very small (< 1 mA) since the field induced by I is inversely proportional to the 
width of the strip line. In addition, our spin wave logic has some degrees of non-
volatility such that the magnetization direction of the ferromagnetic structure is 
preserved in the ±y directions. As shown in the experimental and the simulation results, 
generally the nonreciprocity could be tuned using the bias magnetic field. For logic 
application of the aforementioned gate, the nonreciprocity should be enhanced. There is 
a mechanism the could be utilized to enhanced the nonreciprocity factor. As mentioned, 
the nonreciprocity is induced due to asymmetric behavior of the z-component of the rf-
field. However, the spin wave generated by the z-component of the excitation is week 
due to the large demagnetization field of the Permalloy. Therefore, by decreasing the 
demagnetization field, one can increases the nonreciprocity to a large value. This can 
happen in the material with partially perpendicular anisotropy where the 
demagnetization is mostly compensated with the uniaxial crystal anisotropy.  
In summary, the spin wave dynamics have been studied experimentally in 
ferromagnetic structure. Two different electrical methods have been utilized to 
characterize spin waves including frequency-domain characterization using sinusoidal 
microwave excitation and time-domain characterization using impulse excitation. The 
nonreciprocal behavior of spin waves has been experimentally studied in both frequency 
and time domains. It is found that the nonreciprocity factor is not constant and can be 
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tuned by the bias magnetic field. Based on the findings, a new type of spin waves based 
logic devices has been proposed that utilizes the spin wave amplitude for its operations. 
We show that our logic system is complete and can implement all the Boolean 
functions. Our proposed logic circuit operates in GHz range with very low power 
dissipation, and paves a way to the future spin-based logic devices. 
 




Chapter 4 : Spin wave, spin transfer torque, and 
domain wall interactions  
 
 
4.1  Spin wave and spin transfer torque interactions 
Due to dissipative processes in magnetic materials, spin wave damps as it 
propagates inside the magnetic film. In figure 4.1, we have applied a sinusoidal 
magnetic field locally in the left side of nanowire as 
0 sin(2 )H H ft y

 . The local 
variation of magnetization can be transferred to other parts of the ferromagnetic 
nanowire due to exchange interaction of magnetic moments. However, because of the 
intrinsic damping of magnetic materials, the propagating spin wave attenuates as it goes 
away from the excitation source as can be seen in the figure 4.1. One can do an 
exponential curve fitting over the amplitude of the spin waves and find the characteristic 
length of spin waves. 
Current induced spin transfer torque can have two distinct effects over the spin 
wave characteristics. One is the amplification or attenuation of the spin waves upon 
injection of the electric current [172] and another one is the Doppler effect [173] which 
is related to the shift in the frequency or wavelength of the spin waves. The 
amplification/attenuation of the spin waves is correlated to the nonadiabaticity of the 
spin transfer torque, while the Doppler shift is merely a function of the adiabatic spin 
transfer torque. These two effects have been briefly explained in the following section. 




Figure ‎4.1: Spin wave propagating along a ferromagnetic nanowire. 
 
4.1.1 Current induced spin wave amplification 
 As discussed in the previous chapters, spin transfer torque can have both 
adiabatic as well as nonadiabatic components. Recently, it is shown that the 
nonadiabatic spin transfer torque can amplify or attenuate a propagating spin waves 
depending upon to the direction of input current both theoretically [172] as well as 
experimentally [141]. Figure 4.2 shows the temporal variation of the spin waves 2 µm 
away from the spin wave source (spin waves generated by local variation of the 
magnetization in a nanowire as shown in figure 4.1).  As can be seen there is a 
propagation delay of about 1 ns from the source to the detection area. This implies that 
the spin waves has a phase velocity of around 2 km/s for the excitation frequency of 18 
GHz.  
 Furthermore, we have injected different current densities into the nanowire and 
monitored the real time variation of the magnetization at the detection area. Here the 
direction of electron flow is the same as the spin wave propagation direction. We 
assume a ratio of nonadiabatic coefficient to the Gilbert damping of 10 (β/α = 
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0.1/0.01=10). As can be seen in figure 4.3, upon injection of the current density, the 
amplitude of the spin wave amplifies. 
 
Figure ‎4.2: Real time variation of the magnetization at the detection area 2 µm away 
from the source. 
 
In addition, by increasing the u parameter which corresponds to increasing the 
input current density, the spin wave amplification is enhanced. The spin wave 
amplification gain for u parameter of 5, 10, 20, and 50 m/s are 1.056, 1.159, 1.279, and 
1.834, respectively. It can be easily seen than the spin wave amplification gain is 
linearly proportional to the u parameter. 
If the direction of the input current density changes, it can be shown that spin 
waves attenuates instead of being amplified. Furthermore, the amplification or 
attenuation factor is proportional to the nonadiabaticity of the current. The interaction of 
the spin waves and spin transfer torque can also be seen by solving the LLG equation in 
the presence of an electric current and spin waves. 



















Figure ‎4.3: Real time variation of the magnetization at the detection area for different 
injection current densities. 
 
For spin waves with a small amplitude, the propagating spin waves could be 
written [172]: 
                                          0 exp[ ( )]exp[ ]
x
m x m i t kx
  
   

                                  (4.1) 
where m

is the normalized magnetization vector,   is the characteristic attenuation 
length of spin waves, and |m0|<<1 is the spin wave amplitude. By considering the 
anisotropy (mostly shape anisotropy) and exchange interaction, the net effective field in 
the nanowire can be written as : 
                                                 2eff k x d zH H m x D m H m z
   
     (4.2) 
where Hk and Hd are the easy axis and hard axis anisotropy fields, respectively and D 
equals to 2A/Ms where A is the exchange stiffness constant. By putting the spin wave 
formula in to the LLG equation, one can obtain an approximation for the spin wave 
dispersion relation as [172]: 
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From the above relationship, one can easily observe in the denominator of the 
Eq. (4.5) that in the case that the nonadiabaticity is nonzero, depending on the direction 
of current flows, the characteristic length of spin waves would increase or decrease, 
which results in attenuation or amplification of spin waves. Furthermore, in the case that 
the denominator in Eq. (4.5) approaches to zero, spin waves would have a very long 
characteristic length. The amplitude of the spin waves is limited to the saturation 
magnetization, therefore the spin waves can reach to a chaotic state for a large current 
density and a large nonadiabaticity of the current. It should be mentioned the physical 
assumption in derivation of the Eq. (4.5) was that the spin wave has a very small 
amplitude so the oscillatory component of the magnetization (m0) has much smaller 
amplitude compared to the non-oscillatory component. Furthermore, spin waves 
propagate only in one direction. 
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Figure 4.4 shows one of micromagnetic simulations of propagating spin waves 
in a 12 µm long nanowire. Here, we have injected a current density with a u parameter 
of about 200 m/s and nonadiabaticity of β = 0.1. The amplification of spin waves at each 
point along the nanowire is clear. Furthermore, we have calculated the spin wave 
amplification gain and interestingly we found that the gain is nonuniform. In fact, as the 
distance from the source to the detection area increases, the gain increases. One can also 
see that away from the source, spin waves reaches to the chaotic state.  
 
Figure ‎4.4: Spin wave propagation profile in a 12 µm nanowire before and after 
injection of an electric current.  
 
4.1.2 Current induced spin wave Doppler effect 
Upon injection of currents in a ferromagnetic material, electron spins are 
polarized. Measuring the spin polarization accurately is a challenging task and different 
techniques have been explored to measure the spin polarization. These include spin-
dependent tunneling [174], point-contact Andreev reflection [175, 176], and 
perpendicular to the plane current magnetoresistance measurements [177]. Most of these 
techniques are static measurements and sensitive to the presence of defects, impurities 
and current density. Spin wave Doppler shift is one of recent methods that could 
estimate the spin polarization very accurately at a relatively low current density.  
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 The interaction of spin polarized current and magnetization dynamics was first 
studied theoretically by two groups [178, 179] and spin wave Doppler shift was 
predicted. The first experimental observation of spin wave Doppler shift was performed 
at 2008 [173] and after that it has been shown by other groups [141, 180]. In the 
electrically excited spin waves, the spin wavelength can be in a limited range. It is 
shown that in the presence of an electric current, the shift in the frequency of a 











     (4.6) 
where P is the spin polarization, µB is the Bohr magneton, J is the electrical current 
density, e is the electron charge, and Ms is the saturation magnetization. Therefore, by 
characterization of the shift in the spin waves upon injection of the currents, one can 
quantify the spin polarization inside a ferromagnetic material.  
 
4.2  Spin wave and domain wall interactions 
 
When the direction of the magnetization changes in a nano-patterned 
ferromagnetic structure of storage media and spintronic devices, the process involves 
the generation of magnetic spin waves. Magnetization reversal due to an application of 
an external magnetic field is connected with the release of Zeeman energy [181]. After 
the reversal process, this Zeeman energy is dissipated inside the ferromagnetic material 
and converted into spin waves [182]. In a thin film of ferromagnetic materials, these 
spin waves are usually magnetostatic modes (dipole-dipole interaction) that may persist 
for several nanoseconds and can propagate few micrometers in the magnetic structure 
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[183], which is a long enough time to read and write information with operational 
speeds in the GHz range.  
Current induced domain wall motion in patterned magnetic nanowires has 
generated wide interest among researchers due to its potential applications in magnetic 
memories [43, 60, 61] and logic devices [159, 184]. The motion of domain walls due to 
spin transfer torque (STT) of electrons has been well studied theoretically [18, 40, 185] 
and experimentally [41, 64, 186-189]. Recently, a few studies have been reported on the 
interaction of spin waves and domain walls
 
[190, 191], domain wall induced phase 
shifts in spin waves [181], and spin wave generation by domain walls [192, 193]. It has 
been also shown that propagating spin waves can move domain walls [194, 195] and the 
STT effect and spin waves can interact with each other [172]. However, the interaction 
of spin waves and domain walls in the presence of current induced STT has not been 
reported. 
We report the interaction of propagating spin waves and domain walls in 
magnetic nanowires in the presence of electrical current. The present study aims to 
understand the effect of spin waves with different frequencies on the motion of domain 
walls in the presence of both low and high current density. It is found that propagating 
spin waves can enhance the domain wall velocity when the velocity of domain wall 
caused by STT is comparable to that of spin waves. Moreover, depending on the 
excitation frequency of spin waves, the domain wall motion is controllable in the low 
current density regime.   
The experimental study of the spin wave and the domain wall interaction in the 
ferromagnetic nanowires is difficult due to the resolution of measurement equipments 
and due to the low signal to noise ratio. The structure that we have used in our 
simulations is shown in figure 4.5. The wire has 3005 nm length, 50 nm width, and 10 
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nm thickness and a transverse domain wall was placed at the center of the wire. The 
simulation cell size is 5×5×5 nm
3
 and the nanowire is made of permalloy (Py) with the 
saturation magnetization (MS) of 860×10
3 
A/m, the exchange stiffness (Aex) of 1.3×10
-11 
J/m, and the Gilbert damping constant (α) of 0.01. We used the object oriented 
micromagnetic framework (OOMMF) [55] code for simulations that solves the Landau-
Lifshitz-Gilbert (LLG) equation which incorporates the spin transfer torque term for the 
domain wall motion.     
 
Figure ‎4.5: Schematic illustration of a magnetic nanowire with a transverse domain 
wall at 1505 nm from the left edge of the nanowire. 
 
In order to generate spin waves, we applied an external magnetic field to the first 5 
×50×10 nm
3
 in the left side of the structure. The applied field varied sinusoidally in time 
with frequency (f) and amplitude H0 as 0 sin(2 )H H ft y

  in the y-direction. In order to 
apply current induced STT, we have injected current in the negative x-direction where 
electrons flow in positive x-direction.   
The LLG equation including the spin torques can be written as [193]: 










H M M T T  (4.7) 
where γ0 is the gyromagnetic constant. In this equation Ta and Tna are adiabatic and 
nonadiabatic torque terms, respectively, and they are defined as follows: 
( . )u  
a
T M                             (4.8) 
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  naT M M   (4.9)                       
The dimensionless coefficient β characterizes the nonadiabatic contribution 
which is 0.1 in our simulations and the u parameter is the effective drift velocity of the 
conduction electron spins defined by u = JPgµB/(2eMS), where J is the current density, 
P is the spin polarization, µB is the Bohr magneton, and e is the electron charge. If we 




. In order to 
prevent the reflection of spin waves from the magnetic nanowire edges, we applied anti-
reflection boundary conditions [172] by increasing the damping coefficient near the 
nanowire edges to unity. In conventional LLG equation, the STT effect is written in 
. sj while for the domain wall, this equation is written as a function of the position in 
( . )u M  form and both forms are equivalent.  
 
4.2.1 Spin wave and domain wall interaction in the absence of current 
 Figure 4.6(a) shows that a domain wall is displaced by exciting only spin waves 
with a frequency of 18 GHz and different magnetic field amplitudes. It is clear that 
domain wall velocity increases with increasing the magnetic field amplitude. The 
average velocity of the domain wall has been calculated based on time required to 
displace a domain wall between 5 nm and 150 nm from its initial position. As seen in 
figure 4.6(b), the average domain wall velocity is monotonously proportional with 
increasing the magnetic field amplitude similar to the previous report [194].  




Figure ‎4.6: (a) Domain wall displacements due to spin waves with different field 
amplitudes. (b) The domain wall velocity versus magnetic field amplitude of spin 
waves. 
4.2.2 Spin wave and domain wall interaction in the presence of current 
 In order to see the interaction between spin waves and a domain wall in the 
presence of current, we have injected different current densities into the nanowire and 
calculated the domain wall velocity by taking into account the effect of STT. Here we 
have fixed the spin wave frequency at 18 GHz. In the low current density (u < 20 m/s) 
case, spin waves can enhance the speed of domain wall as shown in figure 4.7. For 
example, when u = 5 m/s, the domain wall velocity is 54.6 m/s with a field amplitude of 
2 kOe and the domain wall velocity increases to 81.6 m/s for a field amplitude of 10 
kOe. For u greater than 20 m/s the domain wall velocity is independent of the excitation 
field amplitude of spin waves. The domain wall velocity increases linearly with 
increasing the current density regardless of the field amplitude. In our simulations, spin 
waves and current are simultaneously injected. In order to test whether the delay 
between spin waves and current makes any change in the total velocity of domain wall, 
spin waves is turned on first and current is injected after 5 ns. As shown in figure 4.7, 




















































Figure ‎4.7: The domain wall velocity at different current densities with different field 
amplitudes. 
 
4.2.2.1 Spin wave excitation amplitude effect 
 In figure 4.8(a) the domain wall displacement is shown as a function of time 
with u = 5 m/s and a frequency of f = 18 GHz for the various field amplitudes. By 
increasing the field amplitude, domain wall displacement increases after 2 ns which is 
required for the domain wall start to move. In figure 4.8(b) the average velocity of 
domain walls is shown for u = 5 m/s and f = 18 GHz. The domain wall velocity 
increases with increasing the excitation field amplitude and the relation is mostly linear.  
 
Figure ‎4.8: (a) Domain wall displacements versus time for u = 5 m/s and f = 18 GHz. 
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 When we increase the current density to u = 50 m/s, the time evolution of 
domain walls is almost the same for all fields as shown in figure 4.9(a). In the high 
current density regime the domain wall speed is independent of the spin wave amplitude 
as shown in figure 4.9 (b). 
 
Figure ‎4.9: (a) Domain wall displacements versus time for u = 50 m/s and f = 18 GHz. 
(b) The domain wall velocity for u = 50 m/s and f = 18 GHz with different excitation 
field amplitudes. 
 
This remarkable difference of spin wave effects depending on the current density 
can be understood as follows. When the speed of domain walls due to STT is in the 
similar range or less than that of pure spin waves, spin waves have enough time to 
interact with domain walls, therefore the domain wall velocity is affected by spin waves. 
However, if the domain wall velocity due to current induced STT is much higher than 
that of spin waves, spin waves do not have enough time to interact with domain walls 
and its effect is suppressed. We believe that the gradient of spin waves across the 
domain wall could be one of the driving forces of domain wall motion, however, further 
studies are required to better understand the details. We found that the critical current, 
above which the contribution of spin waves on the domain wall velocity is less than 1%, 
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therefore, we can neglect the spin wave effect on the domain wall motion, is 
proportional to the excitation field. For example, when H0 = 2, 5, and 10 kOe, the 
critical current u is 8, 15 and 20 m/s, respectively. Furthermore, the ratio (~40) between 
the domain wall total velocity and the domain wall velocity due to spin waves, 
multiplied by the excitation field is constant as shown in Table 1. 
 




DW velocity due to 







2 KOe 8 5 81.4 16.28 32.56 
5 KOe 15 23 178 7.73 38.65 
10 KOe 20 45 180 4.00 40.0 
   
It is interesting to note that the spin wave velocity is much faster than that of the 
domain wall motion velocity. The wavelength of spin waves is around 60 nm for 18 
GHz excitation frequency that results in a phase velocity (v = ω / k) of 1080 m/s. 
Although the speed of spin waves is higher than the speed of domain wall due to STT, 
spin waves need interaction time with domain walls, therefore, the speed of domain wall 
due to spin waves alone (~ 45 m/s) is much less than speed of spin waves itself (1080 
m/s). When spin waves interact with a domain wall, the magnetization inside a domain 
wall starts to oscillate with a resonance frequency of the domain wall and then the 
oscillation frequency changes to the spin wave excitation frequency as shown in figure 
4.10 [196]. 





Figure ‎4.10: My component of magnetization inside a domain wall with an external spin 
wave excitation source.  
 
4.2.2.2 Spin wave excitation frequency effect 
In order to investigate the effect of the frequency of spin waves on the domain 
wall velocity, we have applied spin waves with different frequencies. As shown in 
figure 4.11(a), the domain wall displacement varies by changing the excitation 
frequency. In figure 4.11(b) the velocity of the domain wall is shown against the 
excitation frequencies for u = 5 m/s and H0 = 10 kOe. It can be seen that in a low current 
density (u = 5 m/s), spin waves enhances the speed of domain wall. If the spin wave 
excitation frequency is less than the cut-off frequency of the nanowire, spin waves 
cannot propagate through the nanowire, therefore the velocity of domain wall becomes 
constant for less than 12 GHz as shown in figure 4.11(b) and only current induced STT 
contributes to the domain wall motion.  




Figure ‎4.11: (a) Domain wall displacements for u = 5 m/s and a field amplitude of 10 
kOe with different frequencies. (b) The domain wall velocity versus frequency for u = 5 
m/s and a field amplitude 10 kOe. 
 
 In ferromagnetic nanowires, the wavelength of spin waves is quantized due to a 
geometrical confinement. Furthermore, there is a cut off frequency below which the 
spin waves is highly damped inside ferromagnetic materials. The spin wave wavevector 
is not limited along the nanowire, however it is limited by the width of the nanowire in 
the transverse direction. In the case that the width of nanowire (W) is much larger than 
the nanowire thickness (L) that is W/L>>1, the exchange interaction can be ignored and 
spin waves is mostly magnetostatic one. This is the case for our simulations (W/L = 5) 
and most of the experiments, the approximated spin wave dispersion relationship can be 
written as [197-200]: 
2 2 2 2 2 2 2
,( ) [ ( ) / ] { [1 ( )]}m x H M e m M m y m m H M e m M mk L k f k L k k L k f k L              (4.10) 
with ( ) 1 [1 exp( )] /f x x x     










 is the exchange length, and 
2 2 2
,m x y mk k k   
is the in-plane wavevector. By using H = 0, kx = 0 (assumed spin wave is 
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not propagating to find the cut-off frequency), ky = 2mπ/W and m = 1 (the first quantized 
mode), one can obtain: 
                                   
2 2 2 2 2 2
1 ,1 ,1 ,1 ,1(0) [ ( )] [ 1 ( )]M e y y e y yL k f k L L k f k L        (4.11) 
By using the above approximate dispersion relation, we obtained a cut-off frequency of 
12.9 GHz. In order to find the cut-off frequency of the nanowire through simulations, 
we have applied a Gaussian pulse and measured the frequency response of the nanowire 
at different points [201-203]. Here, we have used the pulse width of 20 ps and the 
amplitude of 100 Oe as shown in the figure 4.12.  
 
Figure ‎4.12: Gaussian pulse field used to simulate the frequency response of the 
nanowire. 
 
By applying Fast Fourier Transformation (FFT), we have calculated the 
frequency of spin waves that can propagate along the nanowire. It is clear from figure 
4.13 that spin waves with the frequency less than 12 GHz will be mostly attenuated 
which shows a good agreement with the approximated dispersion relation. Furthermore, 
the maximum amplitude of the spin waves is observed at about 18 GHz which can be 



























Figure ‎4.13: Frequency spectral image along the x-axis of the Mz component for 
Gaussian pulse excitation. 
 
We also studied the high current regime by increasing u to 50 m/s. The domain 
wall displacement is almost independent of the spin wave frequency as shown in figure 
4.14(a). If we compare the domain wall velocity at different frequencies as summarized 
in figure 4.14(b), we observe that the change in the speed of domain wall due to spin 
waves is less than 1% even by changing the frequency of spin waves up to 32 GHz 
confirming that the relative velocity of domain wall due to spin waves and current 
induced STT is an important parameter in order to observe the effect of spin waves on 
the current induced domain wall motion. Sample OOMMF code used for these 
simulations can be found in the appendix D. 




Figure ‎4.14: (a) Domain wall displacements for u = 50 m/s and a field amplitude of 10 
kOe with different frequencies. (b) The domain wall velocity versus frequency for u = 
50 m/s and a field amplitude of 10 kOe. 
 
We have observed that spin waves modify the domain velocity at low currents, 
but they do not play any role in the high current regime even in the case of  beta/alpha = 
1 (see figure 4.15). We have also found that the critical current, which defines low or 
high current regimes, is not exactly scaled by the ratio of beta/alpha. This is attributed to 
spin wave amplification due to a large beta value used previously [172].  
 
Figure ‎4.15: The domain wall velocity at different current densities for 10 kOe and zero 
excitation fields for a nonadiabatic coefficient of β = 0.01. 
 























































u = 5 m/s
H
0























u = 50 m/s
H
0















u = 50 m/s
H
0
 = 10 kOe
0 200 400
200
















f = 18 GHz
Chapter 4                           Spin wave, spin transfer torque, and domain wall interactions 
106 
 
Figure 4.16 shows the real time position of a domain wall in the presence of a 
propagating spin waves before and after injection of the current. One can observe two 
important effects in the simulated data of figure 4.16. The first one is the amplification 
of the spin waves upon injection of the current, and secondly a change in the 
wavelength of the spin waves after injection of the current. As it is explained 
previously, this is due to the Doppler effect induced by spin transfer torque which is 
recently been reported experimentally [173, 180]. Determination of the changes in the 
wavelength of the spin waves is limited by the simulation cell size (5 nm) so we could 
not accurately calculate the wavelength before and after injection of the current. It is 
also clear that upon injection of the electric current, the velocity of the domain wall is 
enhanced dramatically. 
 
Figure ‎4.16: The domain wall position captured at a specific time before and after 
current injection. 
 
In summary, we have shown that spin waves can enhance the current induced 
domain wall velocity in the low current regime where the domain wall velocity due to 
current induced STT is comparable to that of spin waves. We can manipulate this 
enhancement by changing the excitation amplitude and frequency of spin waves in the 
same regime. Our results demonstrate that spin waves interaction with current induced 
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STT should be carefully treated in the domain wall motion studies and provide a way to 
control the domain wall motion for magnetic nano-devices. 










5.1.  Introduction 
Studies of particle dynamics in a non-equilibrium system such as vortices in 
superconductors and domain walls in nanostructures have stimulated much interest [57, 
171, 204-208]. Recently, researchers have investigated the out-of-equilibrium magnetic 
domain walls, metastable walls, due to not only the fundamental understanding of 
domain wall dynamics, but also because of its technological applicability [103, 104]. 
The controlled displacement of magnetic domain walls by current-induced spin-transfer 
torque in a ferromagnetic nanowire is particularly important due to its potential 
applications for next generation solid state memories [43, 44, 61], logic [159, 184, 209, 
210], and microwave devices [211, 212]. In a ferromagnetic nanowire various types of 
domain walls with different energy states can exist. Typically only one structure is in 
the global energy minimum state and forms a stable domain wall, while the other 
structures form metastable walls depending on the width and thickness of a 
ferromagnetic nanowire [28, 29]. However, it has been shown experimentally and by 
micromagnetic simulations that the phase diagram of domain walls could be changed, 
when the domain wall is nucleated by application of a transverse field [25, 30]. In 
Chapter 5                                                       Metastable-magnetic domain wall dynamics 
109 
 
addition, at an elevated temperature, a domain wall structure can transform to other 
structures [31, 32, 213]. The thermal effect due to a high current density required for the 
domain wall displacement can also change the domain wall structure and nucleate a 
metastable domain wall [33-35, 118, 214, 215]. 
The displacement of a magnetic domain wall under a magnetic field is expected 
to only depending on the direction of the magnetic field and whether the domain wall is 
head to head or tail or tail, and be independent of domain wall structures. In addition, 
the domain wall motion induced by spin-transfer torque is anticipated to be related with 
the direction of conduction electron flow. Although most of experimental results have 
shown the magnetic domain wall propagates in the direction of electron flow [14, 33, 
38, 39, 74, 75, 216-218], there have been a number of reports that have observed bi-
directional domain wall motion in the presence of unipolar current pulses [219, 220].  
In this study, we have correlated the bi-directional motion to the dynamics of 
metastable domain walls. We have studied the dynamics of metastable domain walls 
under different types of excitations and compared with that of a stable domain wall. It is 
found that under the spin wave excitation, a stable wall always moves in the propagation 
direction of spin waves whereas a metastable wall could displace in the reverse direction 
until it transforms to a stable wall. In addition, the velocity of a metastable wall is much 
lower than that of a stable wall. In the case of current-induced domain wall motion, the 
direction of the metastable wall displacement is strongly related to the nonadiabaticity 
of spin-transfer torque. In a rough nanowire, it is found that the metastable wall could 
have a finite displacement in a magnetic field or current much below the critical field or 
current density required to displace a stable wall. In addition, depending on the structure 
of the metastable wall and the excitation pulse width, the metastable wall could have a 
bi-directional displacement under a unipolar excitation. 
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5.2.  Simulations 
The structure that we have used in the simulations is shown in figure 5.1(a). The 
wire has a width of 100 nm, thickness of 10 nm, and length of 4 µm. The simulation cell 
size is 4×4×10 nm
3
 and the nanowire is made of permalloy (Py) with the saturation 
magnetization (MS) of 860×10
3 
A/m, the exchange stiffness (Aex) of 1.3×10
-11 
J/m, and 
the Gilbert damping constant () of 0.01. We have located different kinds of domain 
walls in the nanowire and measured the total energy of the system. In our 100 nm wide 
and 10 nm thick nanowire, it is found that a transverse wall has the minimum energy of 
1.268×10
-17
 J while the total energy of the nanowire in the presence of a vortex and an 
antivortex wall is 1.374×10
-17
 J and 1.474×10
-17
 J, respectively, as shown in figure 
5.1(b). Although the total energy of the nanowire for the vortex and the antivortex are 
only 8.4% and 16.2%, respectively, larger than that of the transverse wall, we observe 
drastic changes in the domain wall dynamics in the presence of external excitations such 
as spin waves, external magnetic fields, and current-induced spin-transfer torque. A 
higher energy state of the nanowire in the presence of the metastable wall is associated 
to the energy stored inside the domain wall [87]. It is possible to release this stored 
anisotropy energy and transform a metastable wall to a stable wall by overcoming the 
energy barrier, which is E1 between the antivortex and the transverse wall, and E2 
between the vortex and the transverse wall in figure 5.1(b). If the external excitation is 
strong enough to overcome this energy barrier, the stored energy in a domain wall can 
displace the domain wall in the either forward or backward direction even after 
removing the external excitation. It should be pointed out that reverse of this process 
happens for the excitation above the Walker breakdown that could transform a stable 
wall to a metastable wall [33, 65, 67]. We first present domain wall dynamics in a 
perfect nanowire and compare the results with the domain wall automotion equation. 
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Then domain wall dynamics in a periodic and random rough nanowire are shown and 
compared with the case of a perfect nanowire.   
 
Figure ‎5.1: (a) Different types of domain walls [transverse (T), vortex (V), and 
antivortex (AV)] located at the center of the nanowire. (b) The energy landscape of the 
nanowire in the presence of different types of domain walls.  
 
5.3. Metastable wall dynamics in perfect nanowires  
5.3.1. Spin wave excitation 
In order to generate spin waves, we have applied an external magnetic field to 
the first 4×100×10 nm
3
 on the left side of the nanowire. The applied field varied 
sinusoidal in time with frequency (f) and amplitude H0 as 0 ˆsin(2 )H H tf y  in the y-
direction. We have used an absorbing boundary condition to prevent spin wave 
reflection from the edge of the nanowire [143, 172, 197]. Figure 5.2 shows the motion 
of an antivortex (metastable) wall under spin waves with f = 16 GHz and H0 = 3 kOe. In 
contrast to the previous reports [143, 194, 195], the domain wall moves in the reverse 
direction (toward spin wave source) for 1.7 µm until its core transits the width of 
nanowire at 34 ns. The antivortex wall is then converted to a transverse wall that is the 























Figure ‎5.2: The real time position of an antivortex wall for spin waves of f = 16 GHz 
and H0 = 3 kOe. 
 
The profile of the domain wall displacement is shown for a transverse, a vortex, 
and an antivortex wall in figure 5.3. The velocity of a vortex wall is much smaller than 
that of a transverse wall, although both walls move in the same direction. 
 
Figure ‎5.3: Displacement profile of a transverse, vortex, and antivortex in the presence 
of spin waves with f = 16 GHz and H0 = 3 kOe. 
 
We have used different excitation amplitudes and calculated the amount of 
reverse displacement and the required time for the transformation of an antivortex to a 
transverse wall in figure 5.4(a). By increasing the excitation amplitude from 3 to 9 kOe 
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and the transformation time decreases from 34 to 15.6 ns. The only mechanism for the 
nucleation of a stable wall in the perfect nanowire is the external excitation, therefore, 
by increasing the excitation amplitude of spin waves, the antivortex could transform to a 
stable wall in less time. We have also simulated a transverse and a vortex wall under 
spin waves with a frequency of 16 GHz and different excitation amplitudes, and 
measured the domain wall linear velocity as shown in figure 5.4(b). The domain wall 
linear velocity has been determined based on the time required for the displacement of 
domain wall between 5 to 200 nm. It is found that they always move in the +x-direction 
in contrast to the case of an antivortex and the velocity of the vortex wall is about 7 
times smaller than that of the transverse wall in all the excitation amplitudes. Although 
both the vortex and antivortex have gyrotropic motion, due to different energy of the 
walls, the dynamics are very different. It should be mentioned that the dynamics of the 
metastable walls have not been properly studied yet and we were not able to explain all 
aspects of the metastable wall based on the current physics. 
 
Figure ‎5.4: (a) Antivortex automotion displacement and transformation time for spin 
waves of f = 16 GHz with different excitation amplitudes. (b) Linear velocity of a 
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5.3.2. Domain wall automotion equation 
Most of the magnetic domain wall properties can be explained based on the 
Hamiltonian conjugate variables; the domain wall center position (q) and the domain 
wall tilting angle towards out of the plane of the center of the domain wall 
magnetization ( ) [26, 36, 62]. The dynamics of metastable domain wall in a 
ferromagnetic nanowire could be understood from the domain wall automotion or 
domain wall streaming equation. For any types of the domain wall in a perfect nanowire 






  (5.1) 
where α is the Gilbert damping constant, Δt is the Thiele domain wall width, and Fext 
represents any external excitation. In explanation of the domain wall automotion, the 
Thiele domain wall width is more suitable than the conventional width discussed in 
chapter one because of the transformation involving during the domain wall automotion. 
As seen in Eq. (5.1), in the absence of the external excitation, any change in the domain 
wall tilting angle would result in a change in the domain wall position. For a vortex or 
an antivortex wall, the tilting angle is essentially determined by the domain wall core 
and by time integration, one can obtain:                   







  (5.2) 
Here p is the vortex core polarity, w is the width of the nanostrip, and yc is the transverse 
displacement of a vortex or an antivortex core in the y-direction. The direction of the 
displacement for the vortex and the antivortex are opposite [220, 221]. This is consistent 
with our findings for the spin wave excitation in a vortex and an antivortex wall. The 
maximum amount of the displacement in the nanowire due to the domain wall 
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transformation based on Eq. (5.2) is expected to be around 1.9 µm for Δt = 12 nm which 
is very close to our results shown in figure 5.4(a) for the antivortex case driven by spin 
waves. A minimum external excitation is required to overcome the energy barrier ΔE1 
or ΔE2 in figure 5.1(b) in order to observe the transformation of a vortex or an 
antivortex to a transverse wall. The value of ΔE1 or ΔE2 could be determined from the 
results of the magnetic field excitation. There are two requirements for a domain wall to 
show the automotion including be in higher energy state and forms a metastable wall 
and a mechanism to nucleate the domain wall to transform the metastable wall to a 
stable wall. 
5.3.3. Magnetic field excitation 
Figure 5.5(a) shows the domain wall displacement profile for a transverse, a 
vortex, and an antivortex wall under a 10 Oe magnetic field excitation. Similar to the 
spin wave excitation, the antivortex starts to move toward the –x-direction, while the 
transverse and vortex walls move in the +x-direction. From Eq. (5.2), the displacement 
direction of domain wall automotion is independent of the external excitation that is in 
line with our results. For the vortex wall, it moves 320 nm to the +x-direction for first 
8.4 ns and then moves back to 76 nm up to 9.5 ns till the vortex core transits the 
nanowire width and transforms to a transverse wall. For the antivortex wall, it moves 
670 nm in –x-direction for the first 6.6 ns, and then moves to +x-direction after the 
transformation to a transverse wall. The average velocity for a transverse wall at 
different values of the magnetic field is shown in figure 5.5(b). The Walker field is 
around 17 Oe for the transverse wall above which the velocity of domain wall drops 
from 402 m/s to less than 183 m/s.  




Figure ‎5.5: (a) Displacement profile of a transverse, vortex, and antivortex wall for a 
magnetic field of 10 Oe. (b) Average velocity of a transverse wall at different magnetic 
fields. 
 
From the field excitation, the energy barrier between the antivortex and the 
transverse wall (ΔE1) is determined to be around 3 Oe (~3×10
-19
 J), and the energy 
barrier between the vortex and the transverse wall (ΔE2) is determined to be around 1.5 
Oe (~1.5×10
-19
 J). By increasing the excitation field from 5 to 20 Oe, we have 
determined the automotion displacement and the transformation time from a vortex or 
an antivortex to a transverse wall. In the case of a vortex wall, it is found that the 
amount of net reverse displacement decreases from 440 to 16 nm and the transformation 
time also declines from 22.6 to 4.5 ns, when the field changes from 5 to 20 Oe as shown 
in figure 5.6(a). For an antivortex wall, the reverse displacement decreases from 1000 to 
416 nm and the transformation time also reduces from 11.2 to 3.7 ns, when the field 
increases from 5 to 20 Oe in figure 5.6(b).  
We have also simulated the response of a vortex and an antivortex wall for the 
pulse magnetic field of 10 Oe with the different pulse widths in figure 5.6(c) and 5.6(d), 
respectively. It is found that when the pulse width is less than the domain wall 
transformation time, the vortex or antivortex continues their displacement without any 
transformation, until it reaches the end of the nanowire due to the finite momentum of a 
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domain wall. When the pulse width is longer than the domain wall transformation time 
which are 9.5 and 6.5 ns for the vortex and antivortex, respectively, the vortex or 
antivortex wall experiences the transformation and then the transverse wall moves 
toward +x- direction.  
 
Figure ‎5.6: Automotion displacement and transformation time of a vortex wall (a) and 
an antivortex wall (b) at different magnetic fields. A vortex (c) and an antivortex (d) 
wall displacement profile under a pulse magnetic field amplitude of 10 Oe and different 
pulse widths. 
 
5.3.4. Electric current excitation 
For the better understanding of the behavior of the metastable domain wall, we 
have used current-driven spin-transfer torque and simulated the response of different 
domain walls to spin-transfer torque. Based on the one-dimensional model for a 
transverse wall, the domain wall dynamics can be described as: 
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where γ0 is the gyromagnetic ratio, Ha is the applied magnetic field, Hk is the hard-axis 
anisotropy, Δ is the domain wall width, β characterizes the nonadiabatic contribution, 
and the u parameter is the effective drift velocity of the conduction electron spins 
defined by u = JPgµB/(2eMS), where J is the current density, P is the spin polarization, 
µB is the Bohr magnetron, and e is the electron charge. 
Figure 5.7(a) displays the response of a vortex wall to an electric current with u 




) and different nonadiabatic coefficients. For small 
nonadiabatic coefficients (β/α < 2), a vortex wall cannot overcome the energy barrier of 
ΔE2 and no transformation from a vortex to a transverse wall has been observed, 
whereas for larger value of β (β/α ≥ 2) the transformation of a vortex to a transverse 
wall could happen and the transformation time decreases as the nonadiabatic spin-
transfer torque increases for the simulated time range. The behavior of an antivortex 
wall to the spin-transfer torque excitation is also shown in figure 5.7(b). In contrast to 
the magnetic field excitation, it is found that an antivortex wall first moves to the +x-
direction similar to a vortex wall, but it moves to the –x-direction during its 
transformation. In addition, the transformation happens earlier for a larger value of 
nonadiabatic coefficient, which is similar to a vortex wall.  
In order to understand this behavior, we should notice the difference between the 
spin-transfer torque excitation and the magnetic field excitation. In principle, the 
magnetic field tilts the energy profile in figure 5.1(b) in such a way that a metastable 
domain wall could easily overcome the energy barrier and transform to a stable wall. 









 as can be seen from the first expression in equation (5.3) where the 
nonadiabatic spin transfer torque appears. A minimum value of the nonadiabatic torque 
is required to overcome the energy barriers and a larger nonadiabatic value leads to 
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decrease of the transformation time of a metastable wall. For example, the value of an 
effective field originated from nonadiabatic spin-transfer torque is around 11.8 Oe for β 
= 0.05, u = 50 m/s, and a domain wall width of Δ = 12 nm.  
 
Figure ‎5.7: Displacement profile of a vortex (a) and an antivortex (b) wall under 
currents of u = 50 m/s and different nonadiabatic coefficients. Displacement profile of a 
vortex (c) and an antivortex (d) under currents of u = 50 m/s and β = 0.05 for different 
current pulse widths. 
 
We have also modeled the current pulse response of a vortex wall for the 
different pulse widths of current excitations with the nonadiabatic coefficient of β = 
0.05 (figure 5.7 (c)). Similar to the magnetic pulse response, if the excitation pulse is 
less than the required time for the vortex transformation, the vortex wall preserves its 
structures and moves up to the end of the nanowire, whereas for the longer current 
pulse, the vortex wall transforms to a transverse wall. The same behavior is observed for 
the antivortex response to a current pulse in figure 5.7(d). For a short pulse (< 5 ns), the 
antivortex wall displaces 90 nm toward the +x-direction due to adiabatic spin-transfer 
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domain wall automation according to Eq. (5.2). If the excitation pulse is long enough ( 
15 ns) so that the antivortex wall could transform to a transverse wall, the domain wall 
eventually moves toward +x- direction due to finite momentum of a transverse wall.  
 
5.4.  Metastable wall dynamics in rough nanowire 
5.4.1. Periodic roughness 
It is well known that the presence of roughness in a ferromagnetic nanowire 
could help a nucleation of domain wall [67, 222, 223]. In addition, a fabricated 
ferromagnetic nanowire always has a finite edge roughness and it would be interesting 
to see the roughness effect on the metastable domain wall dynamics. We have 
introduced a periodic roughness with a periodicity of T = 25 nm and depth of D = 4 nm 
into the nanowire as shown in the inset of figure 5.8(b). The periodicity of roughness is 
selected to be comparable to the width of domain wall and the chosen depth of 
roughness gives a depinning field of ~20 Oe for a transverse domain wall, which is 
close to the experimental reports [224, 225].  
5.4.1.1.  Magnetic field excitation 
Figure 5.8(a) shows the displacement of a stable transverse wall for the different 
external magnetic fields. As can be seen, the transverse wall displacement is almost zero 
below 22 Oe. We have also calculated the average velocity of a transverse wall at the 
different excitation fields in figure 5.8(b). The average velocity of the transverse wall is 
very small (1.5 m/s) up to 20 Oe and the velocity suddenly jumps to 360 m/s at 22 Oe. 
In addition, the Walker field has been shifted from ~16 to 36 Oe as expected [67].  




Figure ‎5.8: Displacement profile (a) and average velocity (b) of a transverse wall in a 
rough nanowire at different magnetic fields. 
 
The response of a vortex wall to the different values of magnetic fields in a 
rough nanowire is shown in figure 5.9(a). In contrast to the transverse wall, we observe 
a finite displacement of the vortex wall below the depinning field of a stable 
(transverse) wall. Due to the domain wall automation, the stored energy inside the 
domain wall could assist the displacement of the domain wall, however, after the vortex 
wall transforms to a stable wall (a transverse wall), it stops due to roughness pinning, 
unlike the case of a perfect nanowire where it reaches to the end of the nanowire. By 
increasing the magnetic field, the forward displacement of the vortex wall increases but 
it is not monotonic. This behavior could be explained based on the fact that in a rough 
nanowire there is a trade-off between the metastable automation and depinning of 
domain wall. By increasing the field, the depinning process of metastable wall would be 
assisted, while the automotion of the metastable wall would be limited. Therefore, for a 
certain value of the magnetic field, one can expect to observe the maximum 
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Figure ‎5.9: Displacement profile of a vortex (a) and an antivortex (b) wall in a rough 
nanowire at different excitation fields. Displacement profile of a vortex (c) and an 
antivortex (d) wall in a rough nanowire for a pulse field of 10 Oe with different pulse 
widths.  
 
We have also studied the displacement profile of an antivortex wall for the 
different values of magnetic fields [figure 5.9(b)]. By increasing the magnetic field, the 
domain wall transient time decreases as the field assists the domain wall depinning 
process. Furthermore, for small values of the field the mechanism of depinning is 
accompanied by resonant depinning of the antivortex [59, 226]. The roughness can 
create a local harmonic potential profile for an antivortex wall, and it can help a 
conversion between the kinetic and potential energy of an antivortex wall. The 
antivortex wall oscillates between the pinning sites till its energy is large enough to 
overcome the energy barrier.  
In figure 5.9(c), the response of a vortex wall to a pulse magnetic field is plotted 
for the different pulse widths with field amplitude of 10 Oe. By increasing the pulse 
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to overcome the pinning sites. The pulse field response of an antivortex wall at field 
amplitude of 10 Oe is shown in figure 5.9(d). Due to resonance depinning of the 
antivortex wall, it is possible to have a displacement in either forward or backward 
direction depending on the phase difference between the pulse magnetic field and the 
resultant transient response of a domain wall (below 40 ns with 2 Oe). The displacement 
is almost independent of the pulse width, which is about  1.2 – 1.5 µm slightly smaller 
than the automotion displacement (1.9 µm) in a perfect nanowire. It is interesting to 
compare the dc field excitation of an antivortex wall at 10 Oe in figure 5.9(b) and its 
short pulse excitation in figure 5.9(b). In the dc field excitation, the antivortex has a 
finite displacement of ~ 70 nm in the –x-direction, while it can have a much larger 
displacement in the either +x or –x-directions with a short pulse of magnetic field. If the 
pulse width of field is longer than ~ 25 ns (the transformation time of the antivortex 
with 10 Oe), the bi-directional displacement is suppressed.  
5.4.1.2. Electric current excitation 
   We have also simulated the current effect on the wall dynamics in a rough 
nanowire. In figure 5.10(a), the displacement of a transverse wall at the different values 
of u is shown for a nonadiabatic coefficient of β = 0.05. For the u values below 150 m/s, 
the transverse wall displacement is negligible, whereas for values of u above 160 m/s 
the domain wall transits to the end of the nanowire. In figure 5.10(b), we have measured 
the critical current density for depinning of the transverse wall at the different values of 
nonadiabatic coefficient. By decreasing the nonadiabaticity of the current, the critical 
current density increases, which is in line with previous studies [25, 227].  




Figure ‎5.10: (a) Displacement profile of a transverse wall at different current densities 
for β = 0.05. (b) Critical current density required for depinning of a transverse wall at 
different nonadiabatic coefficients. 
 
We have also studied the vortex wall behavior under the current-induced spin-
transfer torque. Even with zero nonadiabatic coefficients, we have observed a finite 
displacement of a vortex wall before its transformation to a transverse wall in figure 
5.11(a) for all current densities below the critical current (u = 600 m/s for β = 0). By 
increasing the nonadiabatic coefficient to 0.05, the forward displacement increases due 
to the presence of nonadiabatic effective field in figure 5.11(b). The current pulse 
response of a vortex wall is similar to that of the field response such that by increasing 
of the length of the current pulse, the forward displacement of a vortex wall increases as 
seen in figure 5.11(c).  
Figure 5.12(a) shows the displacement profile of an antivortex wall due to the 
electric currents for the different current densities with β = 0.05. Similar to the magnetic 
field excitation, a finite displacement of domain wall has been observed much below the 
critical current density. In addition, by increasing the current density, the backward 
displacement of an antivortex wall decreases since the spin-transfer torque enhances the 
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Figure ‎5.11: Displacement profile of a vortex wall at different current densities for β = 
0 (a) and β = 0.05 (b). (c) Displacement profile of a vortex wall for a current pulse of u 
= 50 m/s and β = 0.05 with different current pulse widths.  
 
The current pulse response of an antivortex wall is shown in figure 5.12(b). 
Depending on the pulse width, it is possible for an antivortex wall to displace in either 
forward or backward direction until it transforms to a transverse wall. As mentioned 
before, the pinning sites act as local harmonic potentials that help a conversion between 
the kinetic and potential energy. Therefore, it is expected that in a rough nanowire, even 
with β = 0, one should observe the backward motion of an antivortex wall. As shown in 
figure 5.12(c), similar to the case with a finite nonadiabatic coefficient in figure 5.12(b), 
it is possible for an antivortex wall to have either backward or forward motion 
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Figure ‎5.12: (a) Displacement profile of an antivortex wall at different current densities 
for β = 0.05. Displacement profile of an antivortex wall for a current pulse of u = 50 m/s 
with β = 0.05 (b) and β = 0 (c) at different current pulse widths.  
 
In order to better understand the response of the vortex or antivortex wall to a 
current pulse, we have calculated the real time x- and y-positions of the domain wall as 
well as its tilting angle as shown in figure 5.13. For the vortex wall, we have injected a 
current pulse of 20 ns with u = 50 m/s and β = 0.05. As the vortex moves along the x-
axis in the figure 5.13(a) and 5.13(b), its core displaces in the transverse direction. 
When the vortex core reaches the edge of the nanowire at 30.6 ns, the vortex wall 
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tilting angle of the domain wall at 30.6 ns, which is a sign of the transformation from a 
vortex to a transverse wall.  
We have also studied the real time behavior of an antivortex wall to a current 
pulse width of 0.1 ns with u = 50 m/s and β = 0. The x- and y-position of the antivortex 
wall show an oscillatory behavior as shown in figure 5.13(d) and 5.13(e) due to the 
presence of local harmonic potentials from the edge roughness. The antivortex wall is 
highly unstable due to the excess wall energy in comparison to a stable wall. The 
roughness can also create a local harmonic potential profile for an antivortex wall and it 
can help a conversion between the kinetic and potential energy of an antivortex wall. 
The antivortex wall oscillates until the core reaches the edge of the nanowire, which 
corresponds to the displacement of the core of  50 nm in the y-direction. In this large 
displacement regime, the dynamics of an antivortex wall is highly nonlinear and the 
displacement of the core in the x-axis is mainly determined by the transverse motion of 
the core (y-direction). When the core transits the width of the nanowire, the antivortex 
wall transforms to a stable wall (transverse wall). For the antivortex wall, 
transformation happens at 54.5 ns when the antivortex core annihilates and a transverse 
wall nucleates in the nanowire. The tilting angle of an antivortex wall also presents a 
sudden drop from 90 degree to almost zero degree at 54.5 ns as shown in figure 5.13(f). 




Figure ‎5.13: Time dependent position of a vortex wall in x- (a), y-direction (b), and 
tilting angle (c) for a current pulse of 20 ns with u = 50 m/s and β = 0.05. Time 
dependent position of an antivortex wall in x- (d), y-direction (e), and tilting angle (f) for 
a current pulse of 0.1 ns with u = 50 m/s and β = 0. 
 
5.4.2.  Random roughness 
We have simulated the nanowire with a random roughness of D = 4 nm as 
shown in the inset of figure 5.14. The displacement profile of an antivortex wall due to 
the current pulse excitation is demonstrated for a current of u = 50 m/s and β = 0.05. 
Since the antivortex depinning mechanism is similar to the nanowire with a periodic 
roughness in figure 5.12(b), the displacement profile strongly depends on the position of 
roughness and phase difference between the pulse width and antivortex oscillations, 
which enables bi-directional displacements. Sample OOMMF codes used for these 
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Figure ‎5.14: Displacement profile of an antivortex wall in a nanowire with random 
roughness for u = 50 m/s and β = 0.05. 
 
We have studied the dynamics of metastable domain walls in ferromagnetic 
nanowires. It has been found that the average velocity of a metastable wall is smaller 
than a stable wall. In addition, depending on the structure of the metastable wall, it can 
displace in either forward or backward direction for the same type of the excitation. In a 
rough nanowire, in particular, the metastable wall could have a finite displacement in an 
excitation much below the critical field or current required to displace a stable wall. Our 
results demonstrate that the creation of a metastable wall could result in the 
displacement of domain wall below the critical field or current of a stable wall and 
explain some of the previous experimental observations where a bi-directional 










































In this thesis, we have mostly studied the magnetization dynamics in Permalloy 
nanowires. Permalloy films have some unique properties including a large anisotropic 
magnetoresistance (AMR) coefficient, small magnetostrictive coefficient, almost zero 
crystal anisotropy coefficient, large Curie temperature, and large polarization factor, 
which makes them attractive for different areas of spintronics. 
We have investigated domain wall mass and resonance frequency. It is found 
that magnetic domain wall has a finite momentum and it is accelerated once it is 
released back to its equilibrium position. The domain wall mass is found to be around 
1.27x10
-24
 kg for a transverse wall in a nanowire with a width of 100 nm and thickness 
of 10 nm, while the mass of a vortex wall in a nanowire with a width of 250 nm and 30 
nm thick is found to be about 8.43x10
-23 
kg. Furthermore, we have explored the effect of 
nonadiabatic spin transfer torque on the domain wall resonance frequency and it is 
found that upon injection of a large current density with a / > 1, there is a red shift in 
the resonance frequency of the domain wall. Additionally, We have extended the 
experimental investigation of the domain walls in infinity-shaped (∞) nanostructures. 
We have utilized two different techniques to independently characterize the domain wall 
resonance frequency such as domain wall resonance excitation and domain wall 
transient excitation. The results of the two techniques match well. In addition, the effect 
of size, external field, and excitation amplitudes on the output signal has been studied. 
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From the study of spin waves in ferromagnetic nanowires and study of the 
domain wall and spin wave interaction in the presence of current induced spin transfer 
torque, it is found that a propagating spin waves could drive a domain wall in the 
propagation direction, however upon injection of a high current density, spin transfer 
torque induced domain wall motion could suppress the effect of the spin waves on the 
domain wall. This effect depends on the strength of the nonadiabaticity of the current. 
We have further performed the experimental study of the spin waves in Permalloy 
nanowires and successfully detected surface spin wave modes in both frequency and 
time domains. Additionally, it is found that the nonreciprocity of the magnetostatic 
surface spin waves (MSSW) could be improved by engineering of the excitation and 
detection antennas and has the potential to be utilized for spin wave logic devices. 
We have also studied the dynamics of different metastable wall in Permalloy 
nanowires. We have successfully demonstrated the metastable magnetic walls 
automotion displacement. Furthermore, different excitations such as spin waves, 
external field, and spin transfer torque have been investigated It is found that the 
dynamics of metastable wall can be substantial and must be considered in domain wall 
based devices such as Racetrack memory.  
Based on the research presented in this thesis and recent developments in the 
field of spintronics, the following projects can be proposed as future works. 
Magnetic materials with a perpendicular magnetic anisotropy (PMA) are more 
compatible with device scaling [228]. Furthermore, these materials have some distinct 
properties including good thermal stability and a lower critical current that could be 
utilized to improve the operation of spintronic devices. For example, the width of 
magnetic domain wall in PMA materials is very small (a few nanometers) and in the 
same range as the exchange length. It has been theoretically proposed that if the domain 
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wall is pinned, upon injection of a large current, the domain wall could start rotating 
around itself (rotation of the domain wall tilting angle) [212, 229, 230]. The frequency 
of this oscillation can be tuned by the input current density. Realization of the domain 
wall based oscillator can be utilized as a microwave source and would have a large 
impact in the field of spintronics. 
Recently, it has been found that in ultrathin film PMA materials, injection of the 
current could generate an in-plane magnetic field [231-234]. The origin of this effect 
has not been well understood and could be due to the Rashba and/or spin torque induced 
spin Hall effects. The presence of an in-plane field could reduce the switching field of 
PMA material and less current density will be required to switch this material, for 
example, in MRAM devices. 
 Due to intrinsic high anisotropy of PMA materials, the FMR frequency is 
expected to be very high. There is little study on the characterization of spin waves and 
FMR dynamics in PMA materials and it is very interesting to observe how the spin 
waves propagates in this material and what kinds of the spin wave modes could be 
excited [235-237]. Furthermore, it is exciting to observe how the FMR profile is 
modified by injection of an electric current. 
Recently, there are a number of studies using a microwave signal to inject spin 
currents into different materials [238, 239]. It has been shown that the efficiency of this 
method is quite high in comparison to the conventional method and is less sensitive to 
the impedance mismatch problem. This method could be utilized for spin transistors and 
spin-LEDs. Furthermore, spin injection by spin pumping could be used as a spin current 
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set PI [expr {4*atan(1.)}] 
set MU0 [expr {4*$PI*1e-7}] 
set Ms 860e3 
 
Specify Oxs_ImageAtlas:atlas1 [subst { 
  xrange {0 2700e-9} 
  yrange {0 700e-9} 
  zrange {0 10e-9} 
  image UL-2.7-0.7.bmp 
  viewplane xy 
  colormap { 
      white nonmagnetic 
      black magnetic 
  
  } 
}] 
 
Specify Oxs_RectangularMesh:mesh { 
  cellsize {4e-9 4e-9 10e-9} 
  atlas :atlas1 
} 
 
Specify Oxs_UniformExchange { 
  A  13E-12 
} 
 
Specify Oxs_ScriptUZeeman { 
 script_args total_time 
 script Pulse_Field 
} 
 
proc Pulse_Field { total_time } { 
  
 set Hy 15915.9637 
  
      if { $total_time < 1.3e-9 } { return [list 0 $Hy 0 0 0 0] } 
   return [list 0 0 0 0 0 0]  
} 
 
Specify Oxs_Demag {} 
 
Specify Oxs_RungeKuttaEvolve { 
  do_precess 1 
  gamma_LL 2.21e5 
  alpha  0.01 
  method rkf54 
} 
   





Specify Oxs_TimeDriver { 
 stage_count_check 0 
 evolver Oxs_RungeKuttaEvolve 
 stopping_time   {{5e-12 3000} :expand:} 
 mesh :mesh 
 basename data1/SW 
 scalar_output_format "%#.8g" 
 vector_field_output_format {binary 8} 
 Ms {Oxs_AtlasScalarField { 
    atlas :atlas1 
    values { 
      nonmagnetic  0 
      magnetic     860E3 
   
  } } } 
   
   
 m0 { Oxs_FileVectorField { 
         file SW-Oxs_TimeDriver-Magnetization-03-0002436.omf 
         norm 1 
         atlas :atlas1 
        }  
   } 
} 
 
Destination archive mmArchive 
Schedule Oxs_TimeDriver::Magnetization archive stage 1 
 





set PI [expr {4*atan(1.)}] 
set MU0 [expr {4*$PI*1e-7}] 
set Ms 860e3 
 
 
Specify Oxs_ImageAtlas:atlas1 [subst { 
  xrange {0 1000e-9} 
  yrange {0 700e-9} 
  zrange {0 10e-9} 
  image u1.jpeg 
  viewplane xy 
  colormap { 
      white nonmagnetic 
      black magnetic 
  
  } 
}] 
 
Specify Oxs_RectangularMesh:mesh { 
  cellsize {4.0e-9 4.0e-9 10e-9} 
  atlas :atlas1 
} 
 
Specify Oxs_UniformExchange { 
  A  13E-12 
} 
 
Specify Oxs_Demag {} 
 
Specify Oxs_UZeeman:extfield0 [subst { 
  comment {Field values in Tesla; scale to A/m} 
  multiplier [expr {1/$MU0}] 
  Hrange {  
    {0.02 0.0 0.0 0.02 0.0 0.0 1} 
   
  } 
}] 
          
Specify Oxs_RungeKuttaEvolve { 
  do_precess 1 
  gamma_LL 2.21e5 
  alpha  0.01 
  method rkf54 
} 
 
Specify Oxs_TimeDriver { 
 stage_count_check 0 
 evolver Oxs_RungeKuttaEvolve 
 stopping_time   {{5e-12 1000} :expand:} 
 mesh :mesh 
 basename data2/SW 
 scalar_output_format "%#.8g" 




 vector_field_output_format {binary 8} 
 Ms {Oxs_AtlasScalarField { 
    atlas :atlas1 
    values { 
      nonmagnetic  0 
      magnetic     860E3 
   
  } } } 
   
  m0 { Oxs_FileVectorField { 
        file SW-Oxs_TimeDriver-Magnetization-15-0003956.omf 
        norm 1 
        atlas :atlas1 
       }  




Destination archive mmArchive 
Schedule Oxs_TimeDriver::Magnetization archive stage 1 
 






set PI [expr {4*atan(1.)}] 
set MU0 [expr {4*$PI*1e-7}] 
set wait 1e-9 
set risetime 40e-12 
set falltime 40e-12 
set pulsewidth 20e-12 
set W 10e-6 
set H0 5e-4 
 
 
proc PulseField { totaltime } { 
  global wait risetime falltime pulsewidth 
 
  if { $totaltime <= $wait }  { 
 return [list 0  0   0\ 
                     0  0   0\ 
                     0  0   0\ 
                     0  0   0\ 
                     0  0   0\ 
                     0  0   0 ] 
} 
 
  set t1 [expr {$wait+$risetime}] 
  if { $totaltime <= $t1 }  { 
  set s [expr {($totaltime-$wait)/$risetime}] 
  set sp [expr {1/$risetime}] 
 return [list $s  0   0\ 
                     0   1   0\ 
                     0   0   $s\ 
                     $sp   0   0\ 
                     0   0   0\ 
                     0   0   $sp ] 
  } 
 
  set t2 [expr {$wait+$risetime+$pulsewidth}] 
  if { $totaltime <= $t2 }  { 
     return [list 1  0   0\ 
                     0  1   0\ 
                     0  0   1\ 
                     0  0   0\ 
                     0  0   0\ 
                     0  0   0 ] 
  } 
 
  set t3 [expr {$wait+$risetime+$pulsewidth+$falltime}] 
  if { $totaltime <= $t3 }  { 
  set s [expr {1-(($totaltime-$wait-$risetime-$pulsewidth)/$falltime)}] 
  set sp [expr {-1/$falltime}] 
 return [list $s  0  0\ 
                     0   1  0\ 
                     0   0  $s\ 




                     $sp  0  0\ 
                     0   0  0\ 
                     0   0  $sp ] 
  } 
  return [list  0  0   0\ 
                0  0   0\ 
                0  0   0\ 
                0  0   0\ 
                0  0   0\ 
                0  0   0 ] 
} 
 
proc LocalField { x  y  z } { 
    global MU0 W H0 
    set H [expr {$H0/$MU0}] 
    set x0 [expr {$x-40e-6}] 
    set x1 [expr {$x0+$W/2}] 
    set x2 [expr {-$x0+$W/2}]  
    set z0 [expr {$z+130e-9} ] 
    set a1 [expr {$x1*$x1+$z0*$z0} ] 
    set a2 [expr {$x2*$x2+$z0*$z0} ] 
  
    set Hx [expr {(atan($x1/$z0)+atan($x2/$z0))*$H} ] 
    set Hz [expr {$H*log($a2/$a1)} ] 
        
    return [list $Hx 0 $Hz ] 
} 
 
Specify Oxs_BoxAtlas:atlas1 { 
  xrange {0 80E-6} 
  yrange {0 1090E-9} 
  zrange {0 20E-9} 
} 
 
Specify Oxs_RectangularMesh:mesh { 
  cellsize {50e-9 10e-9 20e-9} 
  atlas :atlas1 
} 
 
Specify Oxs_UniformExchange { 
  A  13E-12 
} 
 
Specify Oxs_Demag {} 
 
Specify Oxs_ScriptVectorField:LField { 
    script_args { rawpt } 
    script LocalField 
    atlas :atlas1 
} 
   
   
   
 
 
Specify Oxs_TransformZeeman { 
   type general 




   field [150] 
   script_args { total_time } 
   script {PulseField} 
          
} 
 
Specify Oxs_UZeeman:extfield0 [subst { 
  comment {Field values in Tesla; scale to A/m} 
  multiplier [expr {1/$MU0}] 
  Hrange {  
    {0.0 0.32 0 0.0 0.32 0 1} 
   
  } 
}] 
     
proc SetAlfa { x  y  z } { 
    if { $x < 2e-6   } { return 1.00 } 
    if { $x > 78e-6 } { return 1.00 } 
    return 0.01 
} 
 
Specify Oxs_ScriptScalarField:Alfa { 
    script SetAlfa 
    script_args { rawpt } 
    atlas :atlas1 
} 
 
Specify Oxs_RungeKuttaEvolve { 
  do_precess 1 
  gamma_LL 2.21e5 
  alpha  Alfa 
  method rkf54 
} 
 
Specify Oxs_TimeDriver { 
 stage_count_check 0 
 evolver Oxs_RungeKuttaEvolve 
 mesh :mesh 
 stopping_time   { {10e-12 1000} :expand:} 
 basename data1/SW 
 scalar_output_format "%#.8g" 
 vector_field_output_format {binary 8} 
 Ms { 860e+3 } 
 m0 {Oxs_FileVectorField { 
           file init.omf 
           norm 1 
           atlas :atlas1 
          }  




Destination archive mmArchive 








set PI [expr {4*atan(1.)}] 
set MU0 [expr {4*$PI*1e-7}] 
 
proc Rotate { freq stage stagetime totaltime } { 
  global PI 
  set w [expr {$freq*2*$PI}] 
  set ct [expr {cos($w*$totaltime)}] 
  set mct [expr {-1*$ct}] ;# "mct" is "minus cosine (w)t" 
  set st [expr {sin($w*$totaltime)}] 
  set mst [expr {-1*$st}] ;# "mst" is "minus sine (w)t" 
  return [list  1 0   0 \ 
             0 $st 0 \ 
                0 0   1 \ 
                0 0   0 \ 
                0     [expr {$w*$ct}] 0 \ 
                0 0   0  ] 
} 
 
Specify Oxs_BoxAtlas:atlas1 { 
  xrange {0 3005E-9} 
  yrange {0 50E-9} 
  zrange {0 10E-9} 
} 
 
Specify Oxs_RectangularMesh:mesh { 
  cellsize {5e-9 5e-9 5e-9} 
  atlas :atlas1 
} 
 
Specify Oxs_UniformExchange { 
  A  13E-12 
} 
 
Specify Oxs_Demag {} 
proc LocalField { x  y  z } { 
    global MU0 
    set temp [expr {0.1/$MU0}] 
    if { $x < (7E-9) } { return [list 0 $temp 0 ] } 
    return [list 0 0 0 ] 
} 
 
Specify Oxs_ScriptVectorField:LField { 
    script_args { rawpt } 
    script LocalField 
    atlas :atlas1 
} 
 
Specify Oxs_TransformZeeman { 
   type general 
   field {LField} 







         
proc SetAlfa { x  y  z } { 
    if { $x < 7e-9   } { return 1.00 } 
    if { $x > 2998e-9 } { return 1.00 } 




Specify Oxs_ScriptScalarField:Alfa { 
    script SetAlfa 
    script_args { rawpt } 
    atlas :atlas1 
} 
 
proc uprofile { t } { 
 # if { $t < 10e-9 } { return 0.0 } 
  return 1.0 
} 
   
Specify Anv_SpinTEvolve { 
  do_precess 1 
  gamma_LL 2.21e5 
  method rkf54s 
  alpha Alfa 
  u 50.0 
  u_profile uprofile 
  u_profile_args total_time 
  beta 0.1 
} 
 
Specify Oxs_TimeDriver { 
 stage_count_check 0 
 evolver Anv_SpinTEvolve 
 mesh :mesh 
 stopping_time   {{7e-12 5000} :expand:} 
 basename data1/SW 
 scalar_output_format "%#.8g" 
 vector_field_output_format {binary 8} 
 Ms 860E3 
 m0 { Oxs_FileVectorField { 
       file init.omf 
       norm 1 
       atlas :atlas1 





Destination archive mmArchive 
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