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Abstract- This is Part II of a two-part paper series that studies the use of the proportional fairness (PF) 
utility function as the basis for resource allocation and scheduling in multi-channel multi-rate wireless 
networks. The contributions of Part II are twofold. (i) First, we extend the problem formulation, 
theoretical results, and algorithms to the case of time-varying channels, where opportunistic resource 
allocation and scheduling can be exploited to improve system performance. We lay down the 
theoretical foundation for optimization that “couples” the time-varying characteristic of channels with 
the requirements of the underlying applications into one consideration.  In particular, the extent to 
which opportunistic optimization is possible is not just a function of how fast the channel 
characteristics vary, but also a function of the elasticity of the underlying applications for delayed 
resource allocation. (ii) Second, building upon our theoretical framework and results, we study 
subcarrier allocation and scheduling in orthogonal frequency division multiplexing (OFDM) cellular 
wireless networks. We introduce the concept of a W-normalized Doppler frequency to capture the 
extent to which opportunistic scheduling can be exploited to achieve throughput-fairness performance 
gain. We show that a “look-back PF” scheduling can strike a good balance between system throughput 
and fairness while taking the underlying application requirements into account.  
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I. INTRODUCTION 
Part I of this paper series has focused on the use of proportional fairness (PF) utility [1, 2] for 
resource allocation and scheduling in multi-channel multi-rate wireless networks. The problem 
formulation in Part I assumes the data rate enjoyed by a user i on a particular channel k, , is constant 
and does not vary within the “application time window”. Part II considers an alternative and 
complementary scenario where channel is fast-varying and the data rate enjoyed by a user on a channel 
does vary within the application time window. An application will be for an OFDM system, in which 
the data rates of users on different subcarriers may change with time due to fading, and such fast fading 
may be put to good use to boost system performance. With opportunistic scheduling, a subcarrier could 
be assigned to users who are enjoying good data rate at the moment [4], and by varying the allocated 
subcarrier airtimes to the users over time according to their momentary data rates, system performance 
can be improved. 
,i kb
Related Work and Connection with Part I 
The application domain of focus in Part II is OFDM wireless cellular systems. As mentioned in Part I, 
PF utility has recently attracted much attention in wireless cellular systems mainly because an 
opportunistic scheduler implemented in the High Data Rate (HDR) system [9] achieves PF bandwidth 
sharing among users under certain conditions [10, 11]. Specifically, the opportunistic scheduler serves 
one user at a time, and the user is selected according to the current data rate normalized by its average 
long-term throughput. By doing so, the logarithmic sum of the long-run average user throughputs is 
maximized. In [12], Kushner and Whiting analyzed the convergence of PF scheduling from a stochastic 
approximation’s viewpoint. Instability of PF scheduling was observed by Andrews under non-saturated 
traffic condition [13]. Later, Borst proved that PF scheduling achieves stability whenever feasible when 
elastic traffic users have finite-size service demands [14]. Most of prior work is related to single-
channel systems. In [15], Kim and Han extended the PF scheduler in the HDR system to multi-carrier 
systems. However, the characterization of the general PF utility in multi-channel wireless networks has 
not been well addressed to date.  
The PF scheduler in the HDR system assumes that the underlying applications have high tolerance 
for delay. Consequently, it is the logarithmic sum of long-term average throughput that is of interest to 
most subsequent work on PF [10-15]. In practice, the elasticity of many elastic applications is limited. 
It is critical to guarantee that users receive a fair share of service within a finite application time 
window W. The scheduler has to deal with the fact that the channel state (data rate) of a user may not 
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have visited every feasible state during W. Essentially, it is both the speed of channel variation and the 
length of the application time window that determine the extent to which opportunistic optimization is 
possible. More precisely, the utility should be written as , where  is the average 
throughput of user i within a time window W.  
( )
1
log( )
U
W
i
i
y T
=
= ∑ ( )WiT
In our work here, we examine PF resource allocation in multi-channel multi-rate wireless networks 
where the “application time window” is taken into consideration in an explicit manner. The systems 
studied in [2’-7’] can be regarded as special cases of our system when 1S =  and/or W . Part I of 
our work can be considered as the special case where the ratio of W versus the time scale at which user 
data rates change is small. For the WLAN motivating example in Part I, the user data rates  can be 
rather static so that the value of W becomes immaterial.  In Part II, we articulate that the result of Part I 
can still be relevant when  is changing but W is small.  
→ ∞
b ,i k
,i kb
Contributions 
The contributions and key results of Part II are summarized as follows: 
z We extend the problem formulation, theoretical results, and algorithms to the case of time-varying 
channels, where opportunistic resource allocation and scheduling can be exploited to improve 
system performance. We lay down the theoretical foundation for optimization that “couples” the 
time-varying characteristic of channels with the requirements of the underlying applications into 
one consideration.  In particular, the extent to which opportunistic optimization is possible is not 
just a function of how fast the channel characteristic varies, but also a function of the elasticity of 
the underlying applications for delayed resource allocation. In this paper, we express this elasticity 
through the concept of an application time window, W. Essentially, it is the throughput over W 
that will be looked at in the optimization process 
z Building upon our theoretical framework and results, we study subcarrier allocation and 
scheduling in OFDM cellular wireless networks. We introduce the concept of a W-normalized 
Doppler frequency, which is the product of Doppler frequency [5] and W. The extent to which the 
scheduler can exploit opportunistic scheduling is tied to the W-normalized Doppler frequency and 
not just the physical Doppler frequency alone. We investigate several scheduling schemes 
optimizing different utilities, including maximizing system throughput, maximizing minimum 
user throughput, and maximizing PF with and without regard to the W of the underlying 
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application. We show that a “look-back PF” scheduling scheme that takes into account W can 
strike a good balance between system throughput and fairness while taking the underlying 
application requirements into account.  
z For applications that have very high tolerance for delay, we can assume W → ∞ , for which we  
formulate a different approach that looks at the log utility of the “ensemble-averaged throughput”. 
This formulation has two advantages from the implementation standpoint: (i) Its decision variables 
can be pre-computed off-line, so that real-time decision making consists of a mere table look-up; 
(ii) If for each user, the channel statistics of different channels are identically distributed (but not 
necessarily independently distributed), a reasonable assumption in many practical settings, the 
multi-channel optimization problem can then be reduced to the single-channel problem. This 
implies that the individual-channel PF optimality, which could be Pareto-inefficient under the 
general setting (see Part I), is Pareto-efficient and approximates joint-channel PF optimality when 
the application is highly delay-tolerant and the channel statistics are identically distributed on 
different channels. For the above reasons, our W → ∞  formulation is a convenient low-
complexity approximation when W is large.  
The remainder of this paper is organized as follows. Section II puts forth the problem formulation for 
the cases of , 1  , and W . Section III discusses how the PF algorithms in Part I can 
be adapted for the random-rate case here, and presents several results on the characteristics of the PF 
solutions. Section IV uses the theory developed in Section III to investigate the performance of PF 
scheduling in cellular OFDM systems.  Section V discusses how to extend the framework here for 
more general settings, and Section VI concludes this paper. 
1W = W< < ∞ → ∞
II. PROPORTIONAL FAIRNESS UNDER TIME-VARYING RANDOM-RATE CHANNELS AND 
APPLICATION TIME WINDOW W 
In Part I, the data rate enjoyed by user i on channel k, , is deterministic and static. The airtime of 
channel k allocated to user i, , is strictly based on the current . No attempt is made to take into 
account the past throughput of user i as well as the possible future states of . In Part II, in contrast, 
we consider the case where  is random and changes dynamically. The variability of  depends on 
the relative scales of two factors: (i) the rate at which b changes with time; and (ii) the time scale of 
the underlying application requirement. 
,i kb
,i k
kiP ,
,i kb
,i kb
,i kb
,i kb
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For applications that have very stringent real-time requirements, such as telephony, the approach in 
Part I is valid to the extent that throughput-fairness performance needs to be guaranteed within a small 
time window before  can change appreciably. That is, under a bad channel condition, user i does not 
have the luxury to wait for  to turn around. A decision has to be made based on the current  
because delay tolerance is small.  
,i kb
,i kb ,i kb
For non-real-time applications, such as large file download, what matters is not the throughput within 
the next few milliseconds, but rather the throughput over the next few seconds or even minutes. This 
situation is amenable to opportunistic scheduling and the throughput has to be viewed over a longer 
time scale.  
In this paper, we consider the use of an application time window W to capture the time scale of the 
application’s throughput requirement. Let  be the throughput of user i in time slot n. The quantity 
of interest to us is the “smoothed” throughput over a sliding window of W. Specifically, the normalized 
smoothed throughput in time slot n is  
[ ]iT n
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= −
= ∑ i  (1) 
where  is the number of slots we look back to the past, and 0n 0 1W n− −  is the number of slots we look 
to the future. Instead of using  as the throughput in the optimization problem, Part II uses the 
smoothed throughput .    
[ ]iT n
( )[ ]WiT n
Let us characterize  as a stochastic process ,i kb , [ ]i kB n , 0,  1,  2,  ...n = . , where we have adopted the 
convention that uppercase letters denote random variables and the corresponding lowercase letters 
denote specific realizations. The matrix ( ), [ ]i kn B n[ ] =B  is the stochastic process corresponding to the 
whole system. When allocating airtimes in time slot n, we assume that the realizations of the channels 
in the current time slot n are known. That is, the matrix ( ),[ ] [ ]i kn b n=b
[ 1],  [ 2n n
 is known. In addition, by time 
slot n, the decisions in the past have already been executed and therefore  in (1) 
are also known.  The channel realizations in the future 
[ 1],  [ 2],  ...i iT n T n− −
 ...],+ +b b  are unknown during time 
slot n, and therefore  are also unknown, although they can be estimated based on 
the stochastic behavior of the channels. The utility function we will consider is [R1.5, R2.17] 
[T n 1],  [ 2],i iT n+ +  ...
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where the expectation is taken over [ 1],  [ 2],  ...n n+ +B B  (i.e., over the future evolution of the 
channels). Note that the first of the two sums on the right side of (2) consists of past throughputs that 
are known and cannot be changed anymore. The second of the two sums depend on the current and 
future decisions, as well as the future evolution of the channel states: [ 1],  [ 2],  ...n n+ +B B   
In this paper, where W is finite, we will primarily look at the pure look-back scheme in which 
. We have chosen to focus on the look-back scheme because our numerical evaluation finds 
that the look-forward scheme does not yield better results and for many cases can be worse than the 
look-back scheme. In addition, the look-back scheme has the advantage that it does not have to predict 
the channel characteristics in the future, and can just rely on the past data to allocate resources. Perhaps 
an intuitive reason why the look-forward scheme does not yield better results is the uncertainty of 
channel realization in the future. With the pure look-back scheme, with reference to (2), our PF 
optimization problem in time slot n is as follows:  
0 1n W= −
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where ( )1 1[ 1] [ ]  for  ni im n Wa n T m W n W−= − +− = ≥∑  is obtained from the known throughputs in the past; 
 is the known bit rate of channel k for user i in the current slot;  is the decision variable 
corresponding to the fraction of the airtime of channel k allocated to user i; S is the number of channels; 
and U is the number of users. In practice, the allocation of airtimes can be carried out in various ways 
in different systems.  For example, in a TDMA system, a time slot could contain a frame consisting of 
multiple mini time slots. The fraction of airtime corresponds to the proportion of mini time slots 
allocated. In a random-access system, the fraction of airtime could be mapped to the aggressiveness of  
a user in its attempt to acquire the channel with respect to other users (e.g., the transmission probability 
used in ALOHA, or the contention window used in a back-off protocol). In this case, a time slot is 
defined as the period between two successive changes of the access parameters that regulate the 
aggressiveness of the stations [6]. 
, [ ]i kb n . [ ]i kP n
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For simplicity, let us suppose that the system start time is time slot 1. In addition, all users become 
active in time slot 1. Section V will discuss how to relax this assumption. A caveat in (2) is what to do 
for the initial time slots n , when we do not have enough time slots for smoothing purpose. For 
, we could just smooth the throughput over n slots, and the optimization problem in (2) becomes  
W<
n W<
 
, ,
1 1
,
1
.
1max [ ] log [ 1] [ ] [ ]
s.t.   [ ] 1   1, ,
      [ ] 0       1, , ;  1, ,
U S
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P n k S
P n i U k S
= =
=
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= ∀ =
≥ ∀ = =
∑ ∑
∑ "
" "
n
)
 (4) 
where . Note that the formulations in (3) and (4) apply to any window size W. 
In extreme cases  and W , the formulation can be further simplified, as detailed below.  
( 11[ 1] [ ] /ni ima n T m n−=− = ∑
1W = → ∞
1W =  Case: 
Consider the  case. Then, , and (2) becomes 1W = [ 1] 0ia n − =
  (5) 
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1 1
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1
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which is of the same form as the problem formulation (1) in Part I. That is, the stringent application 
requirement of W = 1 deprives us of the chance to exploit time-varying channels for opportunistic 
scheduling, and the decision making process is the same as the deterministic case.  
W → ∞  Case: 
The problem formulation for the asymptotic case W  is slightly different. Again, for simplicity, 
let us suppose that the system start time is time slot 1. In addition, all users become active at time slot 1. 
Since W , we will never be able to smooth the throughput over W as in (2). However, we could 
define the smoothed throughput at time n as 
→ ∞
→ ∞
( )( ) 1[ ] ni mT n = ∑ [ ]iT m n∞ =  so that the smoothing interval 
increases with n. Essentially, our problem formulation is that of (3) for all n.  
We are faced with an implementation difficulty in the optimization problem (3). Namely, as n 
increases, the term  becomes more or less constant while the term ( )[ 1]ia n − , ,1 [ ] [ ]S i k i kk P n b n n=∑  
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which contain the decision parameters  becomes smaller and smaller and vanishes to zero. This 
difficulty can be resolved in two ways: (i) impose a bound on W that is sufficiently large; or (ii) where 
the statistical behaviors of the channels are known and ergodic, use ensemble average in the utility 
function rather than time average. For (i) the bound on W should be sufficiently larger than the coherent 
times of the channels (the time over which  does not vary much [5]) so that  approaches 
a constant.  
, [ ]i kP n
,i kb [ ]n [ 1]ia n −
)
This paper will focus on approach (ii). As will be seen, it has the advantage that the solution can be 
pre-computed offline and stored so that during real time, the channel allocation decision consists of a 
mere table look-up.  For (ii), the ensemble average of the throughput of user i is the expectation of the 
per-time-slot throughput taken over all possible channel realizations of ,( i kB=B , which we denote by 
. We note that ( )iE TB ( )1Wm T=∑
, |
1
, |
log(
0    
i
i k
i k
P
=
( ) limi iW
W→∞=B [ ]m
[
1  
   
y E
P i
E T  for an ergodic system. The corresponding PF 
optimization can be phrased as 
 
max ])
. .      1,..., ;  
       1,..., ;  
i
U
i
T
s t k S
U
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= ∀ = ∈
= ∈Ω≥ ∀
∑
∑ b
b
B
b
b
Ω     (6) 
where matrix  is a particular realization of B with  being a particular realization of ( ,i kb=b ) ,i kb ,i kB ,  
 is a set consisting of all possible realizations of B, and   is the fraction of airtime on channel k 
allocated to user i given realization b . Note that in this case, what matters is the “stationary” 
probability distribution of B. Each realization of B, , is mapped to a channel-airtime assignment 
represented by the matrix ( . The correlation between the channel states of successive time slots, 
, and the knowledge of the past throughputs , 
becomes immaterial.  
Ω
[
, |i kP b
b
), | i kP b
 ...],  [ 1n n +B B ],  [ 2],n+ B [ 1],  i iT n −
)
[ 2T n ],  ...−
Note that for the look-back formulation in (3) and (4), an optimization problem has to be solved in 
each and every time slot n as  and realizations  become known.  The ensemble average 
formulation in (6) for the W considers all possible realizations of in one shot (to be 
elaborated in Subsection III.B). It has the advantage that the decision variables  are pre-computed 
[ 1]ia n −
→ ∞
, [ ]i kb n
( ,i kb=b
, |i kP b
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off-line so that real-time decision making consists of a mere table lookup. Thus, even for finite but 
large W, it may be preferable to the use this formulation as an approximation.  
Before leaving this section, we emphasize the following. For time-varying , the problem 
formulation in (5) corresponds to one extreme in which the underlying application has very stringent 
time requirements, so that what matters to the application is the throughput it enjoys in each and every 
slot . It is identical to (1) in Part I, the deterministic  case, even though the underlying 
assumption is that  are time-varying. Problem formulations (3) and (4) concern applications that can 
tolerate throughput fluctuations within a time window W > 1, and what matters is the aggregate 
throughput within W time slots. Problem formulation (6) corresponds to the extreme case where 
 (or as an approximation for the large W case to exploit its advantage that the decision variables 
could be pre-computed offline). In this case, the user throughput to be looked at is the ensemble 
average of the per-slot throughput.  
,i kb
[ ]iT n
→ ∞
,i kb
kib ,
W
III. PROPORTIONAL-FAIRNESS ALGORITHMS AND CHARACTERISTICS OF SOLUTIONS  
The previous section has formulated the PF optimization problems. This section considers the 
solutions to the problems. The solutions to the W=1 case are the same as the deterministic case, and 
relevant discussions can be found in Part I. We focus on the 1 W< < ∞  and W  cases here.  → ∞
A. 1  Case W< < ∞
With respect to (3) and (4), define the vector [ 1] ( [ 1])in a n− = −a . Recall that we assume the channel 
realizations  , and , are known in time slot n when we need to make the airtime 
allocation decision. To emphasize the dependency of the decision variable  on  and
,[ ] ( [ ])i kn b n=b [ 1]n −a
,i kP [ ]nb [ 1]n −a , 
we will write  as . The utility and shadow price are given by , [ ]i kP n i k, | [ ], [nP b a 1][ ]n− n
                     , | [ ], [ 1] ,
1 1
1                   [ ] log [ 1] [ ] [ ]
min( , )
U S
i i k n n
i k
y n a n P n b n
n W −= =
⎛ ⎞= − +⎜ ⎟⎝ ⎠∑ ∑ b a i k                            (7) 
 ,
, | [ ], [ 1]
, | [ ], [ 1] ,
1
[ ][ ]   
[ ] min( , ) [ 1] [ ] [ ]
i k
S
i k n n
i i k n n i k
k
b ny n
P n n W a n P n b n− −=
∂ =∂ − + ∑b a b a
 (8) 
The KKT conditions are similar to those in Part I, and the algorithms developed for Part I also apply 
here after replacement with the utility and shadow price here.  
B. W   → ∞
 8
Proportional Fairness in Multi-channel Multi-rate …  Liew and Zhang 
The optimization problem for the W  case as formulated in (6) is more complicated than the 
 case. In the 1  case, the realizations and 
→ ∞
∞1 W< < ∞ W< < [ ]nb [ 1]n −a
[nb
i kP
 are known in time slot n, 
and based on the realizations, an optimization is performed in time slot n. In the W  case, however, 
all the possible realizations of B  must be considered a priori and in one shot. Implementation-wise, 
this means we do not perform optimization in each time slot n based on  and . Rather, the 
solution has to be pre-computed based on the statistical behavior of B  and stored. In particular, a 
careful examination will reveal that the decision given one realization, say , cannot be de-
coupled from the decision given another realization , because  and  cannot be 
independently determined based only on   and , respectively. Nevertheless, we will show in this 
section that, the general principles of the PF algorithms developed in Part I are still applicable for the 
 case after a problem transformation in which each channel realization b  is mapped to a virtual 
channel.  
→ ∞
[n −a
(1)=B b
, |i kP
]
, |b
1]
(2b
(2)B b= (1) )
(1)b (2)b
W → ∞
The roadmap of our presentation on the W  case is as follows. We start with the simple U-user-
1-channel case in B.1, the result of which will be used in the general U-user-S-channel case later. In 
subsection B.1.1, the U-user-1-channel case is shown to be equivalent to the deterministic-channel U-
user-multiple-channel case investigated in Part I after a “virtual channel mapping”. In subsection B.1.2, 
we show that the problem can be solved with much lower computational complexity when data rate 
’s are continuous random variables. Subsection B.2 begins treating the general U-user-S-channel 
case by first arguing that the state space of the problem could grow exponentially and become 
intractable. Fortunately, the state space could be greatly reduced under two conditions: (i) when 
→ ∞
,i kb
,i kB  for 
different k are identically distributed (i.d.); and (ii) when ,i kB  for different i are independent identically-
distributed (i.i.d.). In particular, the U-user-S-channel case is equivalent to the U-user-1-channel case 
under condition (i), and hence algorithms developed in subsection B.1 can be directly applied. 
B.1 U-user-1-channel  
Let us label the sole channel as channel k. We need to decide the airtime assignments to the U users, 
  for , under different channel realizations b , , |i kP b 1,2,...i = U ∈Ωb  here. The formulation in (6) 
becomes 
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 , |
, |
max log( [ ])
. .  1   
       0      1,..., ;  
i
i
i k
i
i k
y E T
s t P
P i U
=
= ∀ ∈Ω
≥ ∀ = ∈Ω
∑
∑
B
b
b
b
b
 (9) 
B.1.1 PF optimization for single-channel systems with discrete  ,i kb
Here we assume  is a discrete random variable first, and will consider continuous  later. We 
assume that there are M possible bit rates. That is,  has M possible realizations. Note that here we 
do not presume the different channels to be statistically identical: the set of possible discrete bit rates of 
different channels are the same, but the probabilities of their realizations are different.  
,i kb ,i kb
,i kb
Considering the channels of all U users, there are altogether | | UMΩ =  possible realizations of B. 
Denote these realizations by . Define ( ) ( ),( ),  1,...,
m m
i kb m M= =b U ( )( ) ( )Pr[ ]m m= =b B bpB  (i.e., the 
probability of a particular realization). Then,  
 ( )( )
( )
( ) ( )
,, |[ ] mm
m
i i ki kE T P b p∈Ω
= ∑B Bb
b
b m U   for  1,  ..., .i =  (9) 
It can be seen by direct comparison that the U-user-1-channel case above is equivalent to the 
deterministic-channel U-user- UM -channel case in Part I with the following mapping. Each realization 
 corresponds to one “virtual channel”, which we will label by . On virtual channel , 
the virtual bit rate of user i is 
( )mb ( )( , )mk b ( )( , )mk b
( )( ) ( ) ( ),)m mi k p= B b,( ,i k b mr b . This means the algorithms developed in Part I 
can be reused here, although the complexity is high. To limit scope, this paper will not delve too deeply 
into the complexity issue and will not attempt to identify fast heuristic, but suboptimal, algorithms. We 
are mainly interested in the characteristics of the PF solutions so that we can compare them with the 
solutions that adopt other utility functions.  So, we only need algorithms that are fast enough for that 
purpose.  
B.1.2 PF optimization for single-channel systems with continuous  ,i kb
The state space of the computation for the discrete-rate case grows quickly with the number of 
possible values that can be adopted by . At first glance, this implies a formidable problem for the 
continuous-rate case, since the number of possible values for  is infinite. In contrast to (10), the 
expected throughput of user i for the continuous case is calculated as 
,i kb
,i kb
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 ( ), | ,[ ]i i k i kE T P b f∈Ω= ∫B b Bb b bd  (11) 
where  is the probability density function of B at . ( )fB b b
We now show that the problem can actually be solved with a much lower computational complexity 
by making use of the fact that the probability that a channel is shared by more than one user is 
negligible in the continuous-rate case. For easy understanding, we first consider the 2-user-1-channel 
case before moving to the general U-user-1-channel case.  
2-user-1-channel case 
Recall that in Part I of this paper series where deterministic  is assumed, we can sort ,i kb kk bb ,2,1  
from large to small for the solution of the 2-user-S-channel case. There is a boundary channel  such 
that for all  (where 
*S
*k S< * *1, 2, 1 2k kb b T T> ), the channel will be exclusively used by user 1, and for all 
 (where *k S> * *1,
*
2, 1 2k kb b T T< ), the channel will be exclusively used by user 2. The boundary 
channel  may be shared by the 2 users, if S * * * *1 21, 2,S Sb b T T=  (see Section IV.A in Part I). 
 Consider the infinite-W 2-user-1-channel case here. For the single physical channel, there are many 
virtual channels, each corresponding to a pair of bit-rate realizations of the two users. In the 
continuous-rate case, there are an infinite number of virtual channels ( , because the number of 
possible realizations b is infinite. We note, however, that no matter how large the number of virtual 
channels is, there is still a boundary virtual channel that divides exclusive assignments of virtual 
channels to the two users.  
, )k b
Conceptually, to find the boundary virtual channel, we could sort the virtual channels (  
according to the bit-rate ratio  
, )k b
 ( ) ( )1, 2,k kb f d b f dB Bb b b b  (11) 
from large to small. Note that ( )f dB b b  gets cancelled out in the numerator and denominator. Thus, we 
are still sorting according to 1, 2,k kb b . The KKT condition [7] states that if 
* *
1, 2, 1 2[ ] [ ]k kb b E T E T> B B , 
then the channel is exclusively allocated to user 1; otherwise the channel is exclusively allocated to 
user 2. Since ,i kB  is a continuous random variable, the probability that 1, 2,kb b k  is exactly equal to 
* *
2 ]B1[ ] [E T E TB  is zero. Hence, we can ignore the case where the channel is shared by user 1 and user 
2. As a result, the PF optimization problem translates to the following fixed point problem:  
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( ) ( )
( )
* *
1, 2,1, 2, 1, 2 1
1, 2,1,
*
1 1, 1, 2[ ] [ ]
* *
1, 1, 1, 2 1 1,
[ ]
          ( [ ] [ ])
k kk k k
k kk
k B k B k k kb b b E T E T
k B k B k kb
E T b f b f b db db
b f b F b E T E T db
≤=
=
∫ ∫
∫
B , 2, 1,
, (13) 
 
( ) ( )
( )
* *
2, 1,2, 1, 2, 1 2
2, 1,2,
*
2 2, 2, 1[ ] [ ]
* *
2, 2, 2, 1 2 2,
[ ]
          ( [ ] [ ])
k kk k k
k kk
k B k B k k kb b b E T E T
k B k B k kb
E T b f b f b db db
b f b F b E T E T db
≤=
=
∫ ∫
∫
B , 1, 2,
 (14) 
where we have assumed that the bit rates of user 1 and user 2 are independent of each other. That is,  
 ( ) ( ) ( )1, 2,1, 2,k kB k B kf f b f b=B b . (15) 
This is a reasonable assumption for most communications systems. Likewise,
1, 1,(k )B kF b  and 2, 2,( )kB kF b  
denote the cumulative distribution function (CDF) of 1,kB  and 2,kB , respectively. Having solved (13)-
14) and using standard fixed-point algorithms, we can then allocate the virtual channel ( , to 
whichever user having the larger 
)k b
*
, [ ]i k ib E TB . That is, if the realization in time slot n is ( ),i kbb = , then 
the user with the largest *, [i k ib E TB ] uses the physical channel exclusively.  
U-user-1-channel case  
The argument for the case is largely the same. As there are an infinite number of virtual 
channels, we can again ignore the probability of sharing the channel between more than one user. By 
considering the KKT condition, the virtual channel (  should be assigned to the user with the 
largest virtual rate-throughput ratio 
2U >
, )k b
( )( ) * *,i i kT bB B,( , ) [ ] [ ]m ii k f b d E T=b br E . Since the term ( )f b dB b  is 
common to all users, this means the user with the largest *,i k [ ]iTBb E  will get the virtual channel. Thus, 
given channel realization b , the solution that satisfies the following is optimal: 
 * ,arg max [ ]i k ii b E= B *T
i
 (14) 
 * *, |, | 1,   0 i ki kP P i= = ∀ ≠bb  (15) 
where *[ i ]E TB  can be obtained by solving the following fixed-point problem: 
 ( ) ( ), ,,* *, , , ,[ ] [ ] [ ]       i k j ki ki i k B i k B i k j i i kb j iE T b f b F b E T E T db i≠= ∀∏∫B B *B  (16) 
B.2 U-user-S-channel  
Having discussed the PF algorithms for single-channel systems, we now move to systems with 
multiple physical channels. In the discrete-rate case, the random U-user-S-channel can be mapped to a 
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deterministic U-user- -channel case. To see this, with reference to the first constraint in (6), note 
that on each of the S physical channels, there are | realizations of B to consider, since there 
are SU entries in the matrix B and each entry has M possible values. The state space for the 
optimization can be rather large indeed. In contrast, the computational complexity for the continuous-
rate case is not much higher than that in single-channel systems, as shown in the following.  
SUSM
| SUMΩ =
For the U-user-S-channel case, k becomes a channel index rather than the label of a particular 
physical channel. Solution characterizations (16) and (17) remain valid with *[ ]iE TB  in (18) being 
augmented by a summation over the S physical channels. Specifically, (16)-(18) are replaced by the 
following:   
Given a channel realization , for each physical channel ( ,i kbb = ) 1,...,k S= , 
 * ,( ) arg max [ ];i k ii k b E T= B *
k
]
 (19) 
  (20) * *, |( ), | 1,   0 ( );i ki k kP P i i= = ∀ ≠bb
where *[ iE TB  is solved by the fixed point problem below: 
 ( ) ( )
, ,
,
* *
, , , ,
1
[ ] [ ] [ ]       
i k j k
i k
S
i i k b i k B i k j i i kb
k j i
E T b f b F b E T E T db i
= ≠
*= ∀∑ ∏∫B B B  (21) 
State-Space Reduction 
In this subsection, we will show that the state space of the U-user-S-channel case can be reduced 
under two situations: (i) when ,i kB  for different k are i.d.; and (ii) when ,i kB  for different i are i.i.d., as 
detailed below. 
Case (i) For each i, ,i kB  for different k are i.d. random variables 
Suppose that for any given user i, the random variables ,i kB  for different physical channels k are 
identically distributed. For the subcarrier allocation problem, for example, this is a reasonable 
assumption provided the frequency separations between the different subcarriers are not very large (so 
that the reflection, refraction, and diffusion behaviors of the EM waves are almost the same). Note that 
with this assumption, at any particular time instant, the realizations   for different k may not be 
equal due to different fadings on different channels. Over the long term, however, the probability 
distributions of 
kib ,
,i kB  are identical if we assume the different channels experience the same path loss and 
shadowing.  
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Theorem 1: Suppose that for each user i, the random variables ,i kB  for different channels k are 
identically distributed. An optimal solution to the joint-channel optimization problem (6) is given by 
solving the single-channel optimization problem (9) and then applying the airtime mapping  in the 
similar way to all the S channels. 
, |i kP b
Comment: Note that ,i kB  for different i need not be i.d. here. Also, for a user i, ,i kB  and ,i lB  of two 
different channels k and l need not be uncorrelated or independent.  
Since solving the single-channel problem yields the solution to the joint-channel problem, the 
complexity in this case is the same as that of (9).  
Proof: See Appendix I. 
Case (ii) For each k, ,i kB  for different i are i.i.d. random variables  
Suppose that for any given physical channel k, the random variables ,i kB  for different users i are i.i.d.. 
This corresponds to the situation where long-term power control is applied so that the average received 
powers for all users over the long term are equal, and where the instantaneous received powers of users 
may vary due to fading. 
Theorem 2: Suppose that for each channel k, the random variables ,i kB  for different users are i.i.d. An 
optimal solution to the joint-channel optimization problem (6) is given by choosing the user(s) with the 
maximum realization of ,i kB  to transmit on each and every channel k at any given time instant. 
Specifically, given a channel realization b, for each channel k,   if , and 
 otherwise; where is the number of users i with  
, |i k b
, ,max jj
b b
1/ kP w=
k
, ,maxi k j kj
b = b
, | 0i kP =b kw i k = .  
Comment: The solution above corresponds to the deterministic-channel case in which the utility 
function to be maximized is the system throughput.  
Proof: See Appendix I. 
In this case, the solution is actually quite trivial and can be computed during time slot n rather than a 
priori. For each channel k, we need to identify the maximum(s) among U variables: ,i kB  for 
. So, given a particular realization, for the S channels, the computation required to make the 
airtime assignment decision is of order . It is interesting to note that in this case, the problem of 
optimizing  here is actually simpler computationally than optimizing  in Part I. 
1,2,...,i = U
( )O SU
log [ ]ii E T∑ B log ii T∑
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It is also easy to show that PF scheduling ( max log [ ]ii E T∑ B
max [ ]ii E T
), max-min scheduling 
( ), and maximum-throughput scheduling (max min [ ]ii E T∑ B ∑ B ) yield the same result in 
this case. 
IV. NUMERICAL RESULTS: SUBCARRIER ASSIGNMENT PROBLEM IN CELLULAR NETWORKS 
To illustrate the application of the theory as set up in the preceding section, this section moves on to 
the subcarrier assignment problem in cellular OFDM systems. In the simulations, an OFDM system 
with 16 subcarriers and symbol duration of 4 sμ  is considered. The channel is assumed to be 
frequency-selective Rayleigh fading with an exponential delay profile, and the Doppler spread is 30Hz. 
We assume that there are four users in the system. For each of the following experiments, we run 100 
independent replications of simulations, with each one lasting for 1 second. While the channel evolves 
as a correlated random process during each of the 1-second simulations, the channel realizations in 
different replications are independent of each other.  
For the numerical studies, instead of looking at the discrete , we assume continuous  that is 
related to signal-to-noise (SNR) by the Shannon’s Capacity formula: b , where 
 is the received SNR of user i on sub-channel k. The main reason for considering continuous  
as such is that we are more interested in fundamental results rather than results due to the set of discrete 
rates imposed by a specific system design.  
,i kb
i k
→ ∞
,i kb
, )i kSN, 2log (1= + R
,i kSNR ,i kb
We investigate the performance of subcarrier assignment schemes where the length of the application 
time window, W, varies depending on the nature of the underlying application. Specifically, we study 
(1) PF scheduling for time-varying channels (i.e., the scheme developed in Section III.A, hereafter 
referred to as look-back PF); (2) PF scheduling assuming W=1  (i.e., the scheme in Part I, hereafter 
referred to as W=1 PF); (3) PF scheduling assuming W  (i.e., the scheme developed in Section 
III.B, hereafter referred to as infinite-W PF); (4) maximum throughput (MT) scheduling; and (5) max-
min  fair scheduling. We note that max-min fair scheduling schemes for W=1 and 1  yield the 
same result, if a look-back method is adopted. 
W< < ∞
In the first set of experiment, we assume that the channels of all users are statistically identical, with a 
mean SNR of 13dB. RMS delay spread of the channel is equal to 216.5ns. In Fig. 1, we compare the 
throughput performance of look-back PF with other schemes. The figure shows that infinite-W PF and 
MT coincide with each other, as ,i kB  for different users are identical in this experiment. This result is 
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consistent with Theorem 2. It is not surprising to see that when normalized Doppler frequency is small, 
the throughput of look-back PF is similar to that of W=1 PF, because  hardly varies within an 
application time window. When normalized Doppler frequency increases, the throughput of look-back 
PF also increases, thanks to its ability to exploit time-domain diversity. When W becomes very large, 
convergence of look-back PF, infinite-W PF and MT is observed. The throughputs of max-min and 
W=1 PF, on the other hand, fail to make use of the diversity in time. Although MT and infinite-W PF 
achieve the highest throughputs, they try to exploit diversity in time too aggressively without giving 
due consideration to the actual W dictated by the specific application requirement. This causes them to 
perform poorly in terms of fairness when W is not that large.  
,i kb
The fairness performance is investigated in Fig. 2. In particular, Jain’s fairness index [8] defined as 
 ( )2 2( ) ( )
1 1 1
1 [ ] [ ]
N U U
W W
i i
n i i
T n U T n
N = = =
⎞⎛ ⎟⎜⎜⎝ ⎟⎠
∑ ∑ ∑  (22) 
is plotted against normalized Doppler frequency. From the figure, it can be seen that max-min 
scheduling yields the maximum fairness regardless of the window size. On the other hand, MT 
scheduling maximizes system throughput at the cost of poor fairness when normalized Doppler 
frequency is small. When the application time window becomes large, users eventually get similar 
services as the channel statistics are identical. Therefore, the fairness indices of all schemes converge to 
1. A close observation of Fig. 1 and Fig. 2 indicates that look-back PF strikes a good balance between 
throughput and fairness.  
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Fig. 1: System throughput as a function of normalized Doppler frequency 
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Fig. 2: Jain’s fairness index as a function of normalized Doppler frequency 
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We now move to the case in which the channel statistics of different users are not identical. In Fig. 3 
and Fig. 4, we assume that the mean SNR of the four users are 10dB, 12dB, 14dB, and 16dB, 
respectively. Similar to the homogeneous-user case, MT and max-min are optimized for two extremes, 
i.e., maximum throughput and maximum fairness, respectively. Interestingly, MT no longer coincides 
with infinite-W PF and its fairness index is much lower than the other schemes even with large 
normalized Doppler frequency. This is due to the fact that channel statistics are no longer identical, and 
MT always favors the user with the largest channel gain. In contrast, look-back PF automatically takes 
into account W when exploiting time-domain diversity to achieve a good tradeoff between throughput 
and fairness. Similar to the homogeneous-user case, the performance of look-back PF coincides with 
W=1 PF when the time window is small and converges to infinite-W PF when the time window 
becomes very large.  
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Fig. 3: System throughput for systems with inhomogeneous users 
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Fig. 4: Jain’s fairness index for systems with inhomogeneous users 
 
So far, we have investigated the effect of time-domain diversity on the performance of subcarrier 
assignment schemes. In Fig. 5 and Fig. 6, the effect of channel frequency selectivity is studied. We 
assume the channels are statistically identical. Specifically, we fix the normalized Doppler frequency to 
6 and vary the RMS delay spread of the channel from 0 to 1083ns. In particular, 0 RMS delay 
corresponds to a flat fading channel, while a large RMS delay leads to a highly frequency selective 
channel, causing  to fluctuate drastically across subcarriers. The mean SNR of all users are equal to 
13dB. Fig. 5 shows that although the throughputs of W=1 PF and max-min fail to exploit time-domain 
diversity, they succeed in exploiting the frequency-domain diversity as channel becomes highly 
frequency selective. When RMS delay is very large, throughput and fairness performance of all 
schemes converge. This implies that PF, MT, and max-min scheduling schemes all yield the same 
performance results when there is sufficient diversity in the frequency domain.  
kib ,
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Fig. 5: System throughput as a function of RMS delay spread 
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Fig. 6: Jain’s fairness index as a function of RMS delay spread 
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We conclude this section with the following observations. PF in general tries to strike a good balance 
between system throughput and fairness. However, W=1 PF, look-back PF, and infinite-W PF, do so 
differently. Look-back PF does so by taking into account the application time window W. Blindly 
fixing W to 1 or infinity in the PF scheduler does not take the application requirement into account. For 
example, fixing W to 1 when the application allows for larger W may cause the system to under-
perform; on the other hand, fixing W to infinity when the application requires a small W, may be overly 
aggressive and may cause the underlying application to fail to meet application requirements.  Finally, 
although MT and max-min make good sense in specific situations (e.g., when the different users 
experience i.i.d channels for MT) they do not perform well in all situations. Look-back PF is an all-
around performer in that it automatically takes the different situations into account in the optimization 
process. Having said that, we remind the reader that the “ensemble average” algorithm of infinite-W PF 
has the advantage that the decision variables  can be pre-computed off-line. It is a convenient low-
complexity approximation to the look-back PF scheme when W is large.  
, |i kP b
V. FURTHER DISCUSSIONS 
The analysis and discussion thus far assume the “saturated” or “backlogged” case in which the users 
always have data to send. In practice, during a session, a user may alternate between active and idle 
states, and the user may not have any data to send while in idle state. We now discuss how to apply the 
PF framework to this situation. In addition, we also briefly discuss a plausible approach for the case 
where different types of applications with different W co-exist in the system. For a focus, we only 
consider the look-back PF scheme with W < ∞  here. To limit our scope, we will only sketch the 
approaches in generalities without going into details. The sketch serves only as a starting point for 
further investigation.  
A. PF Scheduling in Non-Saturated Case 
In any time slot n, not all users have backlogged data. The problem becomes that of allocating 
channel airtimes to users with backlogged data. The issue is how to compute  among backlogged 
users. Once we fix the way to compute , similar algorithms to those discussed in the previous 
sections can be used again. We discuss two possibilities here.  
( )[ ]WiT n
( )[ ]WiT n
The first approach is to simply use the same definition as before. That is,  
 ( )
max(1, 1)
1[ ] [ ]    1,..., ;  1
min( , )
n
W
i i
m n W
T n T m i U n
n W = − +
= ∀∑ = ≥  (23) 
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However, the optimization is only over the set of users with backlogged data, denoted by , as 
follows:  
bU
 
, ,
1
,
,
1max [ ] log [ 1] [ ] [ ]
min( , )
s.t.   [ ] 1   1, ,
         [ ] 0        ;  1, ,
b
b
S
i i k
i U k
i k
i U
i k b
i ky n a n P n bn W
P n k S
P n i U k S
∈ =
∈
⎛ ⎞= − +⎜ ⎟⎝ ⎠
= ∀ =
≥ ∀ ∈ =
∑ ∑
∑ "
"
n
 (24) 
where ( )1max(0, 1)[ 1] [ ] min( ,ni im n Wa n T m n W−= − +− = ∑ ) . The advantage of this approach is its simplicity. It 
is also appealing from the “fairness” viewpoint in that credit is accumulated to the users who are idle so 
that they have higher priority when new data arrives. 
   The second approach is to take each busy period of a user separately in the computation of , as 
follows: 
( )[ ]WiT n
 ( )
max( [ ], 1)
1[ ] [ ]    ;  1.
min( [ ] 1, ) i
n
W
i i
m n n n Wi
T n T m i U n
n n n W = − +
= ∀− + ∑ b∈ ≥  (25) 
where is the starting time of the most recent busy period of user i looking back from time slot n. 
The corresponding optimization is as follows:  
[ ]in n
 
, ,
1
,
,
1max [ ] log [ 1] [ ] [ ]
min( [ ] 1, )
s.t.   [ ] 1   1, ,
         [ ] 0        ;  1, ,
b
b
S
i i
i U ki
i k
i U
i k b
k i ky n a n P n bn n n W
P n k S
P n i U k S
∈ =
∈
⎛ ⎞= − +⎜ ⎟− +⎝ ⎠
= ∀ =
≥ ∀ ∈ =
∑ ∑
∑ "
"
n
 (26)    
where ( )1max( [ ] 1, 1)[ 1] [ ] min( [ ] 1,ini im n n n Wa n T m n n n W−= − − +− = − +∑ )i . This approach is more applicable to 
applications where the delay urgency only starts to “tick” upon the arrival of data to the queue of users. 
The idle period is not given credit in the airtime allocation here.  
With both approaches, there is also the caveat that the allocated airtimes to a particular backlogged 
user i in time slot n may not be fully used because of the lack of sufficient backlogged data. In that case, 
the unused airtimes of user i need to be reallocated to the other users. We will not delve into the further 
details here. 
B. Co-existing User Applications with Different W 
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A simple way to take into account applications with different W requirements is to use different W  
for different users i. That is, we simply replace W by  in all the previous discussions and equations. 
In this way, the throughputs of user applications will automatically be smoothed in accordance to their 
 requirements. Note that applications with small  will automatically have an advantage over 
applications with large  in the channel airtime allocation process.  
iW
iWiW
iW
VI. CONCLUSIONS 
To conclude, Part II of this paper series has laid down the foundation for PF optimization that takes 
into account the application time window W when exploiting the time-varying channels for 
opportunistic airtime allocation. Essentially, in our framework, throughput over W is what the user 
cares about. 
For finite W, we have shown how the optimization algorithms in Part I can be adapted for use here 
through a “look-back” PF optimization formulation. For applications that have very high tolerance for 
delay, we can assume W , for which we have formulated a different approach that looks at the 
ensemble-averaged throughput. The latter formulation has two advantages from the implementation 
standpoint: (i) Its decision variables can be pre-computed off-line, so that real-time decision making 
consists of a mere table look-up; (ii) If for each user, the channel statistics of different channels are 
identically distributed (but not necessarily independently distributed), a reasonable assumption in many 
practical settings, the multi-channel optimization problem can then be reduced to the single-channel 
problem. For reasons (i) and (ii), our W  formulation is a convenient low-complexity 
approximation to the look-back PF scheme when W is large.  
→ ∞
→ ∞
Another interesting aspect to our W  formulation is that the continuous data-rate case wherein 
 can adopt a continuum of values is actually easier to solve than the discrete data-rate case wherein 
can only adopt finite number of possible values. Specifically, we have developed a set of fixed-
point equations for optimality that is amenable to standard fixed-point algorithms.  
→ ∞
,i kb
,i kb
  For numerical studies, this paper has considered cellular OFDM systems. We find that PF 
scheduling, compared with other scheduling mechanisms, can strike a good balance between system 
throughput and fairness while taking into account the underlying application time window W. We have 
introduced the concept of a W-normalized Doppler frequency and shown that the extent to which the 
scheduler can exploit opportunistic scheduling is tied to the W-normalized Doppler frequency and not 
just the physical Doppler frequency alone.  
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This two-part paper series implicitly assumes a centralized implementation of the scheduler or 
resource allocator. If there are errors in the data collected, the optimization process may indeed not be 
optimal. The robustness of the algorithms against such errors, and distributed implementations of the 
algorithms, are interesting subjects for further studies.  
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APPENDIX I: Proofs of Theorems 1 and 2 
Proof of Theorem 1: For concreteness, the following proof uses the notation of the discrete-rate case. 
For the continuous-rate case, we can simply replace ( )pB b  by ( )f dB b b . Consider a feasible solution 
 to the joint-channel problem. The KKT conditions (see Section II of Part I of this paper series) 
are necessary and sufficient for it to be optimal. Specifically, for each virtual channel ( , we require 
the airtime allocations for any pair of users i and j to satisfy the following:  
( , |i kP b )
, )k b
1) If  and  then , | 0i kP >b , | 0j kP >b ( ) ( ), ,[ ] [ ]i k i j k jb p E T b p E T=B B B Bb b  (or 
equivalently , ,[ ]i j kT b=B B[ ]i k jb E E T ) 
2) If  and  then , | 0i kP >b , | 0j kP =b ( ) ( ), ,[ ] [ ]i k i j k jb p E T b p E T≥B B B Bb b  (or 
equivalently , ,[ ]i j kT b≥B B
)
]
[ ]i k jb E E T ). 
Consider the single-channel optimization problem (9) on a channel k.  Let and  denote the kth 
column of B and b , respectively. Suppose that  is an optimal solution to the single-channel 
problem on channel k, and it yields the expected throughput  for user i on channel k. If we 
combine the solutions of all channels, the corresponding solution to the joint-channel gives 
kB kb
*
, |( ki kP b
*
,[k i kE TB
* *
, ,[ ] [ ] [ ]  k kk i k
k
i iE T EB B
( , )b
T S E T= = ⋅∑ B
k
( ),k b
i∀
b
)
. Let the combined solution be ( . Consider the virtual 
channel . The nature of the combined solution is such that  P  for virtual channel 
. We need to show that the combined solution satisfies KKT conditions 1 and 2 above, and 
therefore it is optimal with respect to the joint-channel optimization problem also.  
, | )b
*
, |i kPb
i kP
, |i k = k
Consider condition 1. If  and ,  then  and . Since  is an 
optimal solution for the single-channel case, the KKT condition for the single-channel case, 
, | 0i kP >b , | 0j kP >b *, | 0ki kP >b *, | 0kj kP >b *, |( ki kP b
* *
,[ ]k j kTB, , ,[ ]ki k i k j kb E T b E=B , must be satisfied. From the previous paragraph *,[ ] [ ]i k ikE T E T=B B S  and 
*
,[ ] [ ]k j k jE T E T=B B S . Therefore, , [ ]iT =B , [ ]jTBi k j kb Eb E . Thus, KKT condition 1 is satisfied for 
the combined solution also. Similar argument applies for KKT condition 2.                         
 
Proof of Theorem 2: The proof is similar to the proof of Theorem 1. Consider the KKT conditions 1 
and 2 in the proof of Theorem 1. If we adopt the strategy of maximizing system throughput, then 
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[ ]iE TB
,i kb =
 for different i are equal because of the i.i.d assumption. In addition, for user i,  only if 
. The satisfaction of KKT conditions 1 and 2 is then obvious.   
, | 0i kP >b
,bmax j kj
