We show that there is a convex ring R = Ω − \ Ω + ⊂ R 2 in which there exists a solution u to a semilinear partial differential equation
Introduction
Consider, in R 2 , two nested convex domains Ω − ⊃ Ω + and the convex ring R = Ω − \Ω + .
In [13] it was proved that under conditions having convex level sets {u ≥ λ}. The second author and M. Poghosyan are trying to extend this result in higher dimensions, and to the case of p-Laplacian [15] .
Here we prove the following counter-example.
Theorem 1.1 There exist a convex ring R ⊂ R 2 , a smooth function f satisfying
and a solution to (1.1), with a non-convex level set. Moreover every bounded solution to (1.1) has at least one non-convex level set.
Let us remark that there exists some related literature on the breaking of radial symmetry in annuli, see for instance the well-known article of Brezis and Nirenberg [3] , and [9] .
Proof of theorem 1.1
The proof of theorem 1.1 is based on the one hand on the following counter-exemple of Acker [1] on a free boundary problem, see also [13] .
Theorem 2.1 There exists a convex ring R = Ω − \Ω + ⊂ R 2 and a constant q > 0 such that for every smooth domain Ω such that
and every bounded solution u to the following problem:
the domain Ω is not convex.
On the other hand we will use the following result on the approximation of the free boundary solution by a solution to a semilinear elliptic problem (which is a consequence of a more general result for parabolic equations [8] ).
and let us define
We consider a sequence of bounded solutions u ε to the following problem
Let us assume that u ε −→ u uniformly on an open set D ⊂⊂ R. If for some point X 0 ∈ ∂ {u < 0} ∩ D, the set {u < 0} has an inward unit normal ν in the following sense
and if the set {u = 0} has a zero Lebesgue density at X 0 , i.e.
Proof of theorem 1.1
Step 1: Construction of a solution u ε of (2.2)
By construction u is a subsolution to problem (2.2).
Next, for δ > 0, consider the one-dimensional solution w ε (r)
where w ε r is the first derivative of w ε with respect to r, and w ε rr is the second derivative of w ε . As ε −→ 0, we have w ε −→ w 0 uniformly on (δ, 2δ), where for some c ∈ (δ, 2δ) and α, β ≥ 0, we have
such that α 2 − β 2 = −q 2 < 0 and w 0 (c) = 0. It is then easy to see that there exists a unique such solution (c, α, β). Let
which is a supersolution on B 2δ \B δ , i.e. satisfies ∆W ε ≤ −β ε (W ε ) on B 2δ \B δ . Let
Then u ε is a supersolution which, for δ small enough (independently on ε), satisfies
Then from the Perron's Method, we deduce the existence of a solution u ε of (2.2) which
Let us remark that every bounded solution u ε to (2.2) satisfies (2.3). In particular this proves that there exists some η > 0 independent on ε such that
(2.4)
Step 2: Passage to the limit ε −→ 0 We want to prove that for f = −β ε and for ε small enough, every solution u ε of (1.1) has at least one non-convex levet set {u ε > λ}. Suppose this fails. Then for all λ ∈ (−1, 1), and some subsequence ε n → 0, the level sets {u εn > λ} are convex.
We define R η = {X ∈ R, dist(X, ∂R) > η} , and recall that from (2.4) and Proposition 2.1 in [7] we have the following result.
In particular, we can pass to the limit as ε n goes to zero and we get the existence of a limit function u defined on R such that
Moreover, because of our assumptions, we have {u > λ} are convex for all λ ∈ (−1, 1).
The latter, in particular, will be shown to imply Proposition 2.4 The assumptions of theorem 2.2 are fulfilled.
Therefore Theorem 2.2 implies that the limit u (of u εn ) is a viscosity solution of problem (2.1), in the sense of Caffarelli [4] . Then the theory of Caffarelli [5, 6] proves that the free boundary {u = 0} is a C 1,α curve. From the results of Kinderlehrer, Nirenberg [11] , we deduce that the free boundary is analytic. Therefore u satisfies (2.1) and Ω = {u > 0} is convex because of (2.5). This contradicts Theorem 2.1. This ends the proof of Theorem 1.1.
Proof of proposition 2.4
To prove proposition 2.4, we only have to prove that assumptions of Theorem 2.2 are fulfilled, which is a consequence of the following two lemmata:
Lemma 2.6 ∂Ω is C 1 (no corners).
Proof of lemma 2.5 If {u = 0} 0 = ∅, then, in virtue of the convexity of level sets, we can find a ball in {u > 0}, tangent to {u = 0} at a point X 0 . Then from Hopf lemma This is in contradiction with the fact that ∆u λ ≤ 0 for λ > 0.
Proof of lemma 2.6 Assume that {u > 0} has a corner at X 0 = 0, i.e. Then −Av β is a supersolution on R\Ω for A > 0 small enough, and it is above u on v β > 0 . But u is Lipschitz inside R 2η and thus a contradiction.
