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$\eta=\alpha+\beta\xi$ (1.1)
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$Y_{i}=\xi_{i}+\epsilon_{i}$ , $W_{i}=\eta_{i}+\delta_{i}$ $(i=1, \ldots, n)$ (1.2)
$Y_{i},$ $W_{i}(i=1, \ldots, n)$ . , (1.2)
, $\epsilon_{i},$ $\delta_{i}$ $i$ . , $\epsilon$ $\xi$
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. , (3.8), (3.9), (3.10) ,
$\overline{Y}=\alpha+\sum_{i=1}^{k}\beta_{i}\overline{W}i+\frac{1}{\mu_{2}}\sum_{i=1}^{k}\gamma_{i}\overline{W^{2}i}$ , (3.11)
$\frac{1}{n}\sum_{j=1}^{n}W_{ij}Yj=\alpha\overline{W}_{i}+\frac{1}{\mu_{2}},\sum_{=i1}k\beta i’(\frac{1}{n}\sum_{j=1}^{n}W_{i}jWi^{l}j\mathrm{I}+\frac{1}{\mu_{3}},\sum_{1i=}^{k}\gamma i’(\frac{1}{n}\sum_{j=1}^{n}WijW^{2},)ij$
$(i=1, \ldots, k)$ , (3.12)
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$E(\delta_{1})=1$ , $E(\delta_{1}^{2})=2$ , $E(\delta_{1}^{3})=6$ , $E(\delta_{1}^{4})=24$
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