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In this article, the effectiveness of support vector machine (SVM) is examined for health monitoring of beam-like
structures using vibration-induced modal displacement data. The SVM is used to predict the intensity or location of
damage in a simulated cantilever beam from displacements of the first mode shape. Twelve levels of damage
intensities have been simulated at 12 locations, and six levels of white Gaussian noise have been added, thereby
obtaining 1,008 simulations. About 90% of these are used for training the SVM, and the remaining are used for
testing. The trained SVM is able to predict damage intensity and location of all the training set data with nearly
100% accuracy. The test set data reveal that SVM is able to predict damage intensity and damage location with
errors varying from 0.28% to 4.57% and 0% to 20.3%, respectively, when there is no noise in the data. Addition of
noise degrades the performance of SVM, the degradation being significant for intensity prediction and less for
damage location prediction. The results demonstrate the use of SVM as a powerful tool for structural health
monitoring without using the data of healthy state.
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The process of implementing a damage identification
strategy for aerospace, civil, and mechanical engineering
infrastructure is referred to as structural health monitoring
(SHM) (Farrar and Worden 2007). Any changes in the
material and/or geometric properties of these structures
are considered as damage. The modal parameters (natural
frequencies, mode shapes, and modal damping) are
functions of the physical parameters (mass, stiffness, and
damping), and therefore, it is reasonable to assume that
the existence of damage leads to changes in the modal
properties of the structure.
Several researchers have studied vibration-based methods
and a detailed literature review has been reported by Zou
et al. (1999). Though the changes in natural frequencies
give useful information regarding the structure's status, i.e.,
whether it is damaged or not, that is not sufficient to locate
the damage. As a result, methods based on mode shape
data and frequency response function of the structure have
been subject of recent studies (Mal et al. 2005). It has been* Correspondence: anirbanguha1@gmail.com
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provided the original work is properly cited.demonstrated that the approximate location and severity of
an unknown defect can be determined using a damage
index, which is calculated by comparing the changes in
extracted signal features at the healthy and damaged states.
Both built-in piezoelectric patches and the laser vibrometer
have been used as response sensors in an effort to examine
their sensitivity for health monitoring of metallic and
composite structures (Banerjee et al. 2009).
Traditional neural network approaches have suffered
difficulties with generalization, producing models that
over-fit the data. This is a consequence of the
optimization algorithms used for parameter selection
and the statistical measures used to select the ‘best’
model (Gunn 1998). On the other hand, support vector
machine (SVM) is a novel machine learning method
based on statistical learning theory introduced by Vapnik
(1999) and is gaining popularity due to many features.
SVM requires few training data and avoids over-fitting
of data. Shan et al. (2012) used the multi-class pattern
classification algorithm of C-support vector machine
and the regression algorithm of ε-support vector machine
to identify the damage location and damage extent,
respectively, in a railway continuous girder bridge.
SHM of aerospace structures based on dynamic straincle distributed under the terms of the Creative Commons Attribution License
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by Loutas et al. (2012). The use of SVM for prediction of
fault in power systems has been demonstrated by Kumar
et al. (2011). They used support vector classification to
predict the damage location.
Bulut et al. (2005) demonstrate the damage detection
in civil structure using SVM classifier and wavelets.
They found that the SVM was a robust classifier in the
presence of noise, whereas wavelet-based compression
gracefully degrades its classification accuracy. Kurek
and Osowski (2010) used SVM classifier for fault
diagnosis of the broken rotor bars of squirrel-cage
induction motor. A new monitoring and diagnostic
method using support vector data description (SVDD)
was proposed by Chendong et al. (2012), which only
needs samples under healthy condition. They selected
several nodes of the monitored structure and decom-
posed the signals from these nodes with wavelet
packet transform. To monitor the structural health
efficiently, they assembled a combined feature using
wavelet packet energy distributions of these nodes.
The feature was then applied as the input to a SVDD
classifier.
In this work, we have considered normalized displace-
ment data of the first mode of a cantilever beam for
training ε-SVM in regression problem. This approach
needs only damaged state data of the structure (beam).
Finite element (FE) analysis of the beam is carried out in
the FE package ABAQUSW (ABAQUS Inc., Providence,
RI, USA). The damages are simulated at 12 different
damage locations, and 12 damage intensities at each
location are considered in this study. The efficiency of
SVM is examined by adding noise levels of 30 to 80 dB
in steps of 10 dB to the original data.
Methods
Finite element modeling and analysis
A cantilever beam of length 450 mm, width 40 mm, and
thickness 3mm with Young's modulus 207 GPa, density
7,850 kg/m3, and Poisson's ratio 0.33 is simulated. A 4-
node rectangular shell element of size 5 × 10 mm is used
for meshing. The damage at a given location is simulated
by reducing the thickness from 15% to 70% in steps of 5%
over a length of 10 mm. The schematic of the damage
locations starting from 100 mm, separated by 25 mm up
to 375 mm from fixed end, is shown in Figure 1a. First
modal displacement values are obtained at 91 points along
the center line of the beam. There are 12 damage locations
and 12 damage intensities at each location, giving a total
of 144 cases for simulations, and data (displacement of the
91 points at first mode shape) obtained from each case is
used in SVM. Mode shape data is obtained from the
points highlighted in Figure 1b along the length of beam
at the spacing of 5 mm.Overview of support vector machine
SVMs are a set of related supervised learning methods
used for classification and regression (Gunn 1998) which
use machine learning theory to maximize predictive
accuracy while automatically avoiding over-fit to the data.
In this section, we present a brief theoretical formulation
of SVM for linear regression analysis.
SVM was initially developed for solving classification
problems and successfully applied in regression problems.
The general formulation of regression learning is carried
out as follows (Gunn 1998).
Consider the problem of approximating the set of data,
y1; x1ð Þ; . . . ; y1; x1ð Þ; x∈Rn; y∈R; ð1Þ
with a linear function
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of the functional,
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where C is a pre-specified value, and ξ∗, ξ are slack
variables representing upper and lower constraints on the
outputs of the system. Using an ε-insensitive loss function,
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The solution is given by
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(a) Damage locations from fixed end.
(b) Top view of beam with finite element mesh and data acquisition points (separated at 5mm) of
 mode shape.
Figure 1 Schematic of the damage locations and mode shape data. Damage locations from fixed end (a). Top view of the beam with finite
element mesh and data acquisition points (b).
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  ¼ 0 ð11Þ
Solving Equation 7 along with constraints Equations
9 and 10 determines the Lagrange multipliers (αi, αi
∗),
and the regression function is given by Equation 1.
The Karush-Kuhn-Tucker conditions that are satisfied
by the solution are as follows:
αiα
∗
i ¼ 0; i ¼ 1; . . . ; l ð12Þ
Therefore, the support vectors are points where
exactly one of the Lagrange multipliers is greater than
zero. When ε = 0, we get the L1loss function, and the













where β is the difference in Lagrange multipliers with
constraints
C≤βi≤C; i ¼ 1; . . . :; l ð14Þand
Xl
i¼1
βi ¼ 0 ð15Þ
A MatlabW toolbox (MathWorks, Natick, MA, USA)
developed by Gunn (1998) is used for support vector
regression analysis. The code requires ‘training’ and
‘testing’. In our case, displacement at 91 points along
the beam in the first mode shape obtained from a vibration
simulation is used as the ‘input’, and the location or
intensity of damage is the output to the SVM in the
training stage. An unknown set of displacements at those
91 points is then used as the input to the trained SVM,
and the damage intensity (or location) ‘predicted’ by
the SVM is compared with the known damage intensity
(or location) which would have caused those displacements.
This is known as testing.
Performance of the SVM model depends on the
proper selection of the SVM parameters (C, ε). Hence, it
is one of the critical tasks in SVM analysis for the given
data set. There is no universal rule to select the best
parameters for SVM analysis. These need to be determined
by trial and error. However, Cherkassky and Ma (2004)
proposed a simple yet practical analytical approach to SVM
regression parameter setting directly from the training
data. However, in the present paper, the parameters are
selected by trial and error.
In order to simulate experimental uncertainties, white
Gaussian noise is added in the original mode shape
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generates a vector of white Gaussian noise of mentioned
signal-to-noise ratio (snr) value in decibel scale and adds
to the signal vector x.
Results and discussion
Case 1: prediction of damage intensity
Twelve damage intensities have been simulated at each
of the 12 locations using ABAQUSW, thus giving 144
simulations. The vibration-induced displacements of the
beam at 91 locations (evaluation points) for each of
these simulations are used as input to the SVM, and the
damage intensity is used as the output. The format for
the training and test set data used to predict the damage
intensity using the SVM is shown in the Figure 2.
Damages of 12 different intensities are simulated at the
location L1. The displacements of the beam at the first
mode shape for all the damage intensities except 15% are
fed to the SVM as training input and the corresponding
damage intensities as training output. After training, the
mode shape displacements at 15% damage are fed to the
trained SVM, and the output (Damage intensitypredicted) is
compared to the value 15 (Damage intensityactual).
The error is evaluated according to the formula given in
Equation 16. The parameters for SVM are taken as follows:
C = infinity, e = 0, exponential radial basis function (ERBF)
kernel, and ε-insensitive loss function. The procedure is
repeated for all the damage locations (L1 to L12). To find
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Figure 2 Format of data used for SVM analysis for prediction of inten(at particular damage intensity) are used. Mode shapes at
one of the locations is used as test input data set whose
location is to be predicted and the remaining are used
for training.





The SVM analysis is carried out using the mode shape
data considering no noise at each location for all the
damage intensities. The results obtained in damage
intensity prediction in terms of percentage error are
plotted in Figure 3. Thereafter, noise levels of 30 to 80
dB are added in steps of 10 dB to the original mode
shape data, and similar exercises are carried out for each
noise level. The errors have been averaged over damage
locations and plotted in Figures 4 and 5. Inspection of
these figures shows that error in the damage intensity
prediction by SVM is high for low damage intensity
(15% to 25%) at increased noise level. If we accept that
SVM should only be used to predict the damage intensity
above 25%, then the error in the prediction for no noise
case varies from 1.55% to 2.45%.
The plot for 80-dB noise level is seen to be nearly over-
lapping with no noise case, which indicates that the effect
of this level of noise is very low. Noise in the level of 30 to
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Figure 3 Error in damage intensity prediction for noise-free data.
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at high damage intensity and deteriorates with increase in
noise. At low level of noise (80 dB), it is able to predict even
low levels of damage. At the higher levels of noise (70 to 30
dB), the prediction of high damage (beyond 25%) remains
acceptable, but prediction of low damage intensity deterio-
rates significantly. At the highest level of noise (30 dB) and
lowest level of damage (15%), the error in prediction is as
bad as 95.59%. The overall trend of the plots indicates that
high level of damage is better predicted than low damage,
the only significant deviation being the range of 30% to
50% damage for 30-dB noise.
Case 2: prediction of damage location
An exercise similar to case 1 is carried out except that in
this case, for a given damage intensity, the damage
location is unknown. The error in location prediction is
calculated using Equation 17 at each location considering
all damage intensities, and it is plotted in Figure 6. The
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Figure 4 Variation of percentage error with noise levels 30, 40,
and 50 dB. To find damage intensity averaged over damage location.only near the fixed end (location, 100 mm) where it is
20%. For the locations in the middle span of the beam
(125 to 350 mm), the prediction of damage location is
quite accurate, varying from 1.46% to 4.93%. The training
parameters for SVM are taken as follows: C = infinity,
e = 0, ERBF kernel, and ε-insensitive loss function.
The percentage error is calculated as follows:






Thereafter, a similar analysis is carried out by adding
white Gaussian noise (30 to 80 dB) in steps of 10 dB in
the mode shape data. The error in location prediction
for all damage intensities with noise added in the data is
calculated. The error for all damage intensities is averaged
over each location for different noise levels and plotted in
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Figure 5 Variation of percentage error with noise levels 60,













































Figure 6 Error in damage location prediction for noise-free data.
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compared to those in the middle span of the beam.
Noise levels of 80, 70, and 60 dB produce almost the
same trend as that of no noise. These error graphs
nearly overlap with that of no noise except near the free
end (where the error increases up to 5%). Thus, noise up
to 60 dB has very little effect on the capability of SVM
to predict damage location. As noise level increases from
50 to 30 dB, the error increases considerably. However,
all of them show the same trend of low error (below 6%)
in the middle span and high error at near both fixed and
free ends. The increase in error with increase in noise is
very significant near the free end (0.31% to 30%), but not
so significant near the fixed end (20% to 31%). Thus,
SVM predicts damage locations in a cantilever beam
quite well if the damage is in the middle span of the
beam. Damage locations near the free end continue to
be predicted accurately if the noise level is reasonably
low. However, damage locations near the fixed end are









































Figure 7 Noise effect on percentage error averaged over
intensity (no noise, 50, 40, and 30 dB).Conclusions
This work attempts to evaluate the capability of support
vector machines for predicting the intensity or location
of damage for health monitoring of a cantilever beam.
The 1,008 simulations have been studied using 12 levels
of damage intensities, 12 locations, and 7 noise levels
(including no noise). The SVM has been trained with
vibration-induced displacements collected at 91 points
for the first mode shape as input and damage intensity
or location as output using only 90% of the simulations,
the rest being kept aside for testing. After training, the
SVM is able to predict any damage intensity or location
of the training set data with almost zero error. The
errors in the test set without noise are less than 2.5% for
damage intensity prediction and below 6% for damage
location prediction in the central section of the beam.
Location prediction degrades drastically near the fixed
end of the beam for any level of noise and is inaccurate
near the free end only for high levels of noise. On the











































Figure 8 Noise effect on percentage error averaged over
intensity (no noise, 80, 70, and 60 dB).
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causes significant deterioration in performance at
damage intensities lower than 25%. The worst level of
noise (30 dB) results in 11% to 22% error for damage
intensities higher than 25% and a much higher error at
lower damage intensities.
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