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Abstract
In this paper, a lower bound on the capacity of wireless ad hoc erasure networks is derived in closed
form in the canonical case where n nodes are uniformly and independently distributed in the unit area
square. The bound holds almost surely and is asymptotically tight. We assume all nodes have fixed
transmit power and hence two nodes should be within a specified distance rn of each other to overcome
noise. In this context, interference determines outages, so we model each transmitter-receiver pair as an
erasure channel with a broadcast constraint, i.e. each node can transmit only one signal across all its
outgoing links. A lower bound of Θ(nrn) for the capacity of this class of networks is derived. If the
broadcast constraint is relaxed and each node can send distinct signals on distinct outgoing links, we
show that the gain is a function of rn and the link erasure probabilities, and is at most a constant if the
link erasure probabilities grow sufficiently large with n. Finally, the case where the erasure probabilities
are themselves random variables, for example due to randomness in geometry or channels, is analyzed.
We prove somewhat surprisingly that in this setting, variability in erasure probabilities increases network
capacity.
I. INTRODUCTION
Determining the capacity regions of multiuser wireless networks is an open problem in general [1].
Previous work develops approximations to and descriptions of the network capacity in different settings,
with several different approaches [2], [3], [4], [5], [6]. Gupta and Kumar [2] began the popular trend of
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2characterizing the fundamental limits on the throughput of such networks with scaling laws. In particular,
they prove that a sublinear sum rate throughput of Θ(
√
n
logn) is achievable, where n is the number of
nodes in the network, if the nodes are uniformly and independently distributed in a unit area, each
transmitting to a randomly chosen destination [2]. Scaling laws have been further developed in a number
of scenarios [7], [8], [9], [10] and the log n factor for the lower bound was proven to be superfluous [11].
Recently, Ozgur et al. argued that a linear scaling O(n1−ǫ) may be approached in the case of hierarchal
cooperation [4], but this increases delay and in any case may not change the underlying scaling in real
channels [12]. Similarly, with randomized mobility and unbounded delay, a “postman” model of packet
delivery can be employed to get linear, i.e. O(n), scaling [13], which has led to studies on throughput-
delay trade-offs [5]. A common feature of all this work is that the preconstants to the scaling laws are not
computable, which has rendered the quantitative results generated from these approaches to be coarse. In
many cases, this has impaired qualitative improvement in the design of distributed wireless networking
protocols. Some new approaches seem necessary to quantifying the network capacity. The goal of this
paper is to advance such an approach, showing how straightforward tools from random geometric graph
theory can be used to replicate the aforementioned scaling laws, while providing further precision on the
preconstants.
A. Erasure Networks
Erasure networks characterize transmission links in a wireless ad hoc network by assigning an erasure
probability to each potential connection between nodes in the network [14]. From a practical perspective,
erasure events correspond to packet drops or temporary outages and are a reasonable metric for character-
izing a channel with a certain bit rate. Dana et al. recently derived elegant cut-set bounds to characterize
the capacity of wireless ad hoc erasure networks under a set of reasonable assumptions [6]. Their result,
however, is independent of the network topology and geometry of the node locations, which are the most
important effect in determining the erasure probabilities and traffic flows in the network. Instead, the
capacity was cast as an optimization program that involves minimizing a (nonlinear) cut-set expression
over a set whose size is exponential in the number of nodes n. Beside the inherent difficulties in evaluating
an exponentially large number of cut-sets even in moderate sized networks (n = 50 is computationally
very intensive), this result does not reveal how the network capacity depends on parameters such as
number of nodes, the erasure probabilities and transmission range.
The present paper thus aims to establish a model for wireless erasure ad hoc networks that captures
node topology, physical layer parameters, and develops tight bounds in closed form for the end-to-end
3throughput. We place n nodes uniformly and independently in the unit square [0, 1]2, each of which can
communicate with other nodes within distance rn through wireless broadcast erasure links with constant
erasure probability γn. We first consider the single source single destination and then generalize it to
multiple sources multiple destinations as follows. We assume the set of intended transmitters form a
linear fraction of the nodes and so do the intended receivers. We also assume that each of these sets can
cooperate among each other. The remaining nodes can relay messages within their transmission range
rn. Finally, the failure events of transmissions across distinct links are assumed independent and happen
with probability γn.
B. Main Results
The main result of the paper is given in Theorem 4, which provides a closed-form lower bound on the
capacity of a wireless erasure network. This provides a scaling law on the network sum capacity of at
least Θ(nrn) for an arbitrary set of transmitters to an arbitrary set of receivers, each of which contains
a linear fraction of the number of nodes and is allowed to cooperate their transmissions and receptions.
We further show in Section VI-C that the bound is tight, in the sense that there exists a particular choice
of source nodes and destination nodes for which the sum rate capacity is within a (small) constant factor
from the proven lower bound. Thus, for the critical connectivity radius of rc = Θ
(√
logn
n
)
, our lower
bound scales as Θ(
√
n log n), consistent with [2] up to a log n factor although with a quite different
network model.
If the broadcast constraint is relaxed to allow transmitting nodes to send distinct messages across their
outgoing links (multicast), we prove in Theorem 5 that the network capacity increases to Θ(n2r3n) if the
erasure probabilities are constant with n. This gain evaluates to a factor of log n for r = rc. However,
as the erasure probabilities increase with the number of nodes n, say due to increased interference, then
the gain due to multicast starts to decrease. At the critical case, where the erasure probabilities scale as
of 1 − 1/Θ(log n) the gain due to multicast is at most a constant. Finally, we prove that if the erasure
probabilities are not constant even for fixed n, but are random variables instead as would be the case in
a network with fading and random node locations, then this variability in erasure probabilities actually
increases the network capacity as proven in Lemma 4. The intuition behind this initially surprising result
is that only one successful (non-erased) transmission is needed to traverse a cut, so variability provides
statistical diversity that improves the chances of at least one successful transmission.
4C. Organization
Preliminaries on notations, especially with respect to random geometric graphs are given in Section II.
The modeling assumptions are stated in Section III and the capacity cut set bound identified in Section IV
is used as a suitable metric in the setting of ad hoc wireless erasure networks. Section V draws the
analogy between random geometric graphs and the deterministic grid. Section VI then establishes the
desired lower bound of Θ(nrn) and proves it tight. Section VII proves that a gain of nr2n is achieved
by relaxing the broadcast constraint. It also proves variability in erasure probabilities increases network
capacity. Section IX concludes the paper.
II. PRELIMINARIES
A. Notation
Throughput this paper, sets are denoted by calligraphic alphabet (e.g. A,B, C), |X | and X c denote the
cardinality and the complement of set X respectively. The logarithm log x denotes the natural logarithm
of a positive real number x. Some parameters of the network model will depend on the number of nodes
n in the network. These parameters are subscripted n. For example, rn denotes the transmission radius of
a node when the network has n nodes. The subscript n might be dropped when it is implied in context.
When the number of nodes in the network is implied, a subscript might be used to denote a sequence of
nodes or links. For example, in a network of n nodes, v1, v2, . . . vk denotes a sequence of k nodes.
B. Definitions for Random Geometric Graphs
For two points x, y ∈ R2, the distance between x and y is ||x−y||∞ = max {x1 − y1, x2 − y2} where
(x1, x2) and (y1, y2) are the coordinates of x and y respectively. This measure of distance simplifies the
analysis of the lower bound presented in section VI. Similar results to those proven in this paper follow
if the Euclidian distance ||x− y||2 =
√
(x1 − y1)2 + (x2 − y2)2 is used. Given two real valued functions
f(n) and g(n), f(n) = Θ(g(n)) if and only if there exists positive constants c1, c2 and n0 such that
c1g(n) ≤ f(n) ≤ c2g(n) for all n ≥ n0.
Let Vn be a Bernoulli point process consisting of n points (or nodes) independently and identically
distributed in the unit square [0, 1]2 and let rn be a positive real number. For every integer n ≥ 1, we
can construct the graph Gn = G(Vn, rn) as the graph on n vertices, associated with Vn and the set of
directed edges En ⊂ Vn × Vn is characterized as:
En = {(u, v)|u, v ∈ Vn and ||u− v||∞ ≤ rn}
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Fig. 1. A random geometric graph with n = 50 nodes and transmission radius r = 0.2. The dotted square represents the
transmission range of the node at its center using the L∞ norm for distances.
The graph Gn is said to be a random geometric graph and it can be completely parameterized by n and
rn, where rn is called the transmission radius of the nodes [15]. Fig. 1 shows an example of a random
geometric graph with 50 nodes and transmission radius of 0.2. The following graph theoretic definitions
are defined for every n, and hence the n subscript will be dropped for convenience [16]. For nodes
u, v ∈ V , u is said to be connected to v if and only if (u, v) ∈ E . For each node v ∈ V , NO(v) is the
set of edges leaving from v. Formally
NO(v) = {(v, u)|(v, u) ∈ E} .
Given two disjoint subsets S,D ⊂ V , an S − D cut is a partition of V into subsets VS and VD = VcS
such that S ⊆ VS and D ⊆ VcS . The S-set VS (or D-set VD) determines the cut uniquely. For the S −D
cut given by VS , the cut-set [VS ,VD] is the set of edges going from the S-set to D-set, i.e.,
[VS ,VD] = {(u, v)|(u, v) ∈ E , u ∈ VS , v ∈ VD}
We also define V∗S as the set of nodes in the VS-set that has at least one of its outgoing edges in the
cut-set. That is
V∗S = {v|∃u s.t. (v, u) ∈ [VS ,VD]}
In a given graph, a path from node u1 to node uk is a sequence of edges in E : (u1, u2), (u2, u3), . . . , (uk−1, uk).
We refer to a path by its corresponding sequence of nodes u1u2 . . . uk. There might be multiple paths
from node u to node v. If there exists at least one path from every node u to every other node v, the graph
G is said to be connected. Otherwise, it is said to be disconnected. The graph in Fig. 1 is connected.
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Fig. 2. A simple network with 4 nodes. The erasure probabilities are denoted on the edges and are assumed to be symmetric,
that is γij = γji for simplicity.
TABLE I
POSSIBLE CUT SETS
VS V
∗
S [VS ,VD] C(VS)
{u1} {u1} {(u1, u2), (u2, u3)} 1− γ12γ23
{u1, u2} {u1, u2} {(u1, u3), (u2, u3), (u2, u4)} (1− γ13) + (1− γ23γ24)
{u1, u3} {u1, u3} {(u1, u2), (u3, u2), (u3, u4)} (1− γ12) + (1− γ32γ34)
{u1, u2, u3} {u2, u3} {(u2, u4), (u3, u4)} (1− γ24) + (1− γ34)
Fig. 2 is an instance of a random geometric network with 4 nodes and transmission radius of 0.75.
The edges are labeled with the erasure probabilities of their corresponding links. Erasure probabilities
are assumed symmetric for simplicity, that is: γij = γji. If u1 is the source node and u4 is the destination
node, then there are 4 possible cuts depending on which side of the cut the nodes u2 and u3 are placed.
Table I lists these 4 possible cuts. The function C(VS) that appears in the last column of the table is
defined later, in equation 1. As we shall see in section IV, C(VS) is an upper bound to how much
information can flow across the cut VS .
III. MODELING ASSUMPTIONS
This section specifies a reasonable model for a wireless network that is simple and tractable yet
resembles the actual physical system. It also scrutinizes the underlying assumptions and questions their
validity.
7A. Nodes and Links
We consider the case of n nodes Vn independently and uniformly distributed in the unit square [0, 1]2
forming the binomial point process Vn. This distribution is equivalent to conditioning a stationary Poisson
point process on having exactly n points in the unit square [17]. Previous work has shown that stochastic
geometry based on Poisson point processes can capture key features of wireless networks [18], [19],
[20], [21], [22], [23], [24], [25]. Results about random geometric graphs where the nodes are uniformly
distributed often yield similar results when the nodes are distributed according to a Poisson point process,
by what is referred to as “Poissonization” [15]. In this paper, we focus on the case of the binomial point
process because this setting has been a canonical example in modeling node locations [2], [4]. This will
hence allow us to compare the main results of this paper with previous results.
Let Sn,Dn ⊂ Vn be two arbitrary but disjoint subsets of Vn, denoting the sets of intended transmitters
and receivers respectively. We also assume that |Sn| = α1n and |Dn| = α2n for some positive real
constants α1 and α2. We assume all nodes have fixed transmit power (for a fixed n). Since the transmit
power is finite, and because of the decay of power with distance (d−α in path loss models), two nodes
should be close enough to each other for the signal to noise and interference ratio at the receiver to
exceed the minimum threshold needed for successful transmission. The signal to interference and noise
ratio is assumed to be negligible at distances farther than rn from the transmitter. It is hence natural
to consider the random geometric graph Gn = G(Vn, rn). In fact, random geometric graphs have been
extensively used as a model of large wireless networks [26], [27].
Of course, we do not expect all transmissions to be successful between connected nodes. Indeed, due
to fading, noise and possibly interference, the links are not perfect links and are modeled as erasure
channels. For every link (u, v) ∈ in the set of edges En, denote by γuv its erasure probability.
B. Network
We adopt a similar network model as that described in [6]. We assume that the nodes form a wireless
erasure multi-hop ad hoc network, so that the network comprises the following salient features:
Wireless: Each node can only broadcast its message to all its neighboring nodes whenever it chooses to
transmit. Section VI investigates relaxing this constraint and analyzes the associated gain in throughput.
Erasure: A transmission on link (u, v) ∈ En can fail with probability γuv for some 0 ≤ γuv ≤ 1.
Currently, we assume that erasures across distinct links are statistically independent for tractable analysis.
This is an idealized assumption due to interference: if a transmission for a certain receiver failed, then
8it is more likely that other transmissions to neighboring receivers have failed too. Moreover, it is also
assumed, as in [6], that messages received at a node from different incoming links do not interfere.
This slightly contradicts the wireless assumption unless the network utilizes an appropriate interference
avoidance mechanism.
Multi-hop: Transmissions are multi-hop so any node can relay packets from one node to another
neighboring node.
Ad hoc: The network is fully distributed and does not utilize a preexisting infrastructure or central base
stations. The set of source nodes and destination nodes however are assumed to be capable of cooperating
in their transmissions and receptions respectively.
Cooperative Network: Since we are after the capacity of such a network, the maximum achievable rate
from a transmitter to a receiver, we are inherently assuming that the nodes may cooperate to ensure this
high rate [14]. As assumed in [6], error locations on each link are available to the destination as side
information. This slightly contradicts the ad hoc assumption since the overhead to achieve this cooperation
is likely non-negligible, but accounting for it is postponed to future work.
This network topology is analytically tractable. Our work exploits many similarities of this topology
with the simple deterministic grid topology to derive bounds on end-to-end throughput.
IV. CAPACITY OF WIRELESS ERASURE CHANNELS
Under the assumptions stated above, the capacity of single source, single destination wireless erasure
networks is elegantly characterized in [6]. It is stated as a cut set bound which has a max-flow/min-cut
interpretation which practically identifies the “bottleneck” in the network. In particular, for any source
node s and destination node d, let S = {s}, D = {d}, and any VS-cut of the nodes, the capacity of the
network is upper bounded by [6]:
C(VS) =
∑
u∈V∗
S

1− ∏
v:(u,v)∈[VS ,VD]
γij

 (1)
And the capacity C of the network is exactly the minimum of the above expression over all possible
cut sets VS [6]:
C = min
VS :VS an S−D cut
C(VS) (2)
The expression in (2) is proved to be an achievable upper limit.
9The capacity cut set bounds for the network in Fig. 2 are calculated in Table I. The capacity of that
network is hence given by the expression:
C = min {1− γ12γ23, 1− γ13 + 1− γ23γ24, 1− γ12 + 1− γ32γ34, 1− γ24 + 1− γ34}
Although (2) characterizes the capacity of general networks exactly, it is not obvious to what it evaluates
to in practical scenarios, such as the one we consider in this paper, where the nodes are independently
and uniformly distributed in space (e.g. in the unit square), each having a fixed transmission radius,
with multiple sources and multiple destinations1. For the single source single destination case, there are
2n−2 possible cut sets and evaluating (1) for every one of them is not practical even for relatively small
networks. Moreover, the effect of the number of nodes n and transmission radius rn on the capacity
of the network is not clear from (2). Our goal is to identify a lower bound for the capacity that holds
almost surely under the assumptions stated in Section III and that highlights the effect of physical layer
parameters such as transmission radius rn and erasure probabilities.
V. RANDOM GEOMETRIC GRAPHS AND GRIDS
The core of the subsequent analysis is based on random geometric graph theory. The analysis can be
divided into three stages:
1) An analogy between the random network topology and the deterministic grid is derived.
2) Relevant combinatorial properties of the grid topology are explored.
3) These properties are translated back to the probabilistic setting to conclude a lower bound on the
capacity of the ad hoc wireless network.
A. Connectivity of Random Ad Hoc Networks and Their Analogy to Grids
Since the nodes are uniformly and independently distributed, it is intuitive to assume that if the number
of nodes is large, then the nodes will be somewhat evenly distributed across the unit square. Indeed, this
turns out to be the case as formalized below with the notion of ǫ-niceness.
Definition ǫ-niceness of a random geometric graph [28]. Consider a random geometric graph Gn of n
nodes Vn in the unit area square [0, 1]2 and connectivity radius rn. Partition the square into 4⌈1/rn⌉2
smaller square cells with a side length of 1/(2⌈1/rn⌉). Let ǫ ∈ (0, 1). The random geometric graph Gn
1More details about the multiple source multiple destination case in Theorem 4.
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is said to be ǫ-nice if and only if the number of nodes in each cell is at least (1− ǫ) 14nr2n and is at most
(1 + ǫ) 14nr
2
n.
Theorem 1. A random geometric graph is ǫ-nice almost surely if rn > 6ǫ
√
logn
n for sufficiently large n.
Proof: A simple proof based on the Chernof bound of binomial random variables is presented in
Lemma 5.1 in [28] when limn→∞ r
2
n
logn/n =∞ but it actually suffices for that proof that rn > 6ǫ
√
logn
n
for sufficiently large n.
Lemma 1. A random geometric graph Gn is almost surely connected if rn > 7
√
logn
n for sufficiently
large n.
Proof: Assume rn > 7
√
logn
n for sufficiently large n. Then by theorem 1, Gn is ǫ-nice almost surely
for ǫ = 67 . Therefore, if we dissect the unit square as described in the definition of ǫ-niceness, every
square cell contains at least one node for sufficiently large n. Since the side length of each square cell
is rn2 , each point is connected to all the points contained in neighboring cells, including diagonals. This
is sufficient to establish a path from any node to any other node.
In fact, the threshold
√
logn
n is asymptotically tight as proven in the following theorem.
Theorem 2. Given a random geometric graph Gn, there exists a constant c1 > 0, independent of n, such
that if rn < c1
√
logn
n for sufficiently large n, then Gn is almost surely disconnected.
Proof: The results of [29] imply the above theorem. The distance metric in [29] is the Euclidean
norm. But note that if a graph G(Vn, rn) is disconnected under the Euclidean norm metric then the graph
G′ (Vn, rn/√2) is also disconnected under the L∞ norm since the set of edges of G′ is a subset of that
of G.
In ad hoc wireless networks, the transmission radius rn is often limited by peak power constraints, the
rapid power decay with distance and by interference constraints. A node requires less power to broadcast
with a smaller transmission radius, since in path-loss models for example, power decays with the distance
d as d−α where α is the path-loss exponent. A smaller transmission radius, or equivalently smaller
transmission power, will also cause less interference to neighboring nodes. Lemma 1 and Theorem 2
together identify the sharp connectivity threshold
√
logn
n as the asymptotically smallest transmission
radius that ensures connectivity. For this reason, connectivity radii satisfying rn = c
√
logn
n for sufficiently
large n, will be of special interest in subsequent results, whereby the constant c is assumed sufficiently
large to ensure connectivity.
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Fig. 3. An application of the grid inequality with m = 4, A is the set of black dots, B is the set of white dots, |A| = 9,
|B| = 7, ∂A,B = 15
B. Grid Inequalities
Since we can carefully treat geometric graphs like grids, it makes sense to explore structural properties
on grids and apply them to geometric graphs. Here, we present one such property and will demonstrate
an application to it later when analyzing the capacity cut on a random geometric graph in Section VI.
Lemma 2. Let (A,B) be a partition of {1, 2, . . . ,m}2 for some integer m. Define the boundary length
∂A,B to be the number of elements of A×B that are neighbors, including diagonals. Then for any m ≥ 3
and any partition (A,B), ∂A,B ≥ 3min
{√|A|,√|B|} [28].
A combinatorial proof can be found in Section 4 in [28]. The lemma is illustrated in Fig. 3 on a 4× 4
grid.
VI. LOWER BOUND ON CUT SET CAPACITY
A. Main Results
In this section, we argue that the ǫ-niceness property of the induced random geometric graph of the
network, together with the grid inequality stated in section V-B yield a lower bound on the cut-set capacity
C(VS) of broadcast wireless networks. The following theorem identifies this lower bound as a function
of the number of nodes n, transmission radius rn and erasure probabilities.
Theorem 3. Consider the setting of a wireless ad hoc erasure relay network, with n nodes Vn indepen-
dently and uniformly distributed on the unit square [0, 1]2. Let ǫ ∈ (0, 15) and let {rn}∞n=1 be a sequence
of positive radii such that limn→∞ rn = 0 and rn ≥ 6ǫ
√
logn
n for n large enough. Let Gn = G(Vn, rn)
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be the corresponding sequence of random geometric graphs. Let VS be an arbitrary S-cut such that
|VS | = αn for some α > 0. Then Gn is almost surely ǫ-nice and if γuv = γ ∀ (u, v) ∈ E is the erasure
probability across all connected links, then, for sufficiently large n, the capacity cut set bound C(VS) is
lower bounded by the following expression:
C(VS) ≥ 3
2
min
{√
α− 2ǫ,√1− α− 2ǫ} 1− 2ǫ√
1 + ǫ
nrn
(
1− γ(1−2ǫ) 14nr2n
)
(3)
Proof: The proof proceeds with a similar spirit to the proof of Lemma 5.2 in [28]. For a full proof,
see the Appendix.
So far, we have shown that if we have a cut between a constant fraction α1n of the nodes on one
side and another fraction α2n of the nodes on the other, then due to the network topology described in
Section III the capacity cut-set evaluated at that particular cut cannot be asymptomatically smaller than
a multiple of nrn, as indicated in (3). To characterize the capacity of the entire network however, all
cuts separating the source(s) and destination(s) have to be considered. Due to the special structure of
random geometric graphs and Bernoulli point processes and their resemblance to grid, intuitively, for the
single source, single destination case, the minimizing cut will almost surely put only a constant number
of nodes (the source node and possibly a constant number of nodes it is connected to) on one end and
all remaining nodes on the other end, assuming equal erasure probabilities across all links. Since such
cuts are not balanced, that is, do not separate a constant fraction of the nodes from the others, (3) is not
immediately applicable. However, it is not intuitive what the minimizing cut is when the network has
multiple sources and multiple destinations spread arbitrarily in the unit square. The following theorem
generalizes the bound we just derived in the multiple sources, multiple destinations case. Intuitively, when
each of the number of source and destination nodes is a constant fraction of all the nodes, the minimizing
cut-set will also be balanced and hence the bound derived in Theorem 3 applies.
Theorem 4. In the network setup described above, assume there are α1n source nodes and α2n
destination nodes. Assume that each of the source nodes and destination nodes can communicate among
each other via incapacitated, error free links. Then the total end-to-end throughput Cbroadcast is lower
bounded by
Cbroadcast ≥ 3
2
√
α− 2ǫ 1− 2ǫ√
1 + ǫ
nrn
(
1− γ(1−2ǫ) 14nr2n
)
where α = min{α1, α2, 1− α1, 1− α2}.
Proof: The capability of the source nodes to communicate among each others via incapacitated,
error free links can be modeled by adding a theoretical source node s′ which connects to all α1n source
13
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Intended Transmitters Intended Receivers
d’
s’
Fig. 4. Illustrating the addition of a theoretical source and destination nodes
nodes via incapacitated error free links and a theoretical destination node d′ to which all α2n destination
nodes connect via incapacitated error free links, as shown in Fig. 4. Then apply the single source, single
destination capacity cut set bound of section IV and consider the cut VS that minimizes the capacity
expression in equation 1. Any constraints from cuts that cut through the incapacitated links cannot be
tight as the capacity of an incapacitated link can be made arbitrarily large. Therefore, the cut defining
the capacity VS must be such that all original α1n source nodes are on one side and all original α2n
destination nodes are on the other side. If |VS | = α′n, then min{α1, 1−α1, α2, 1−α2} < min{α′, 1−α′}.
The result then follows.
B. Scaling Laws
We have thus established a scaling law of Θ(nrn) in the case of wireless broadcast erasure networks
when the sources and destinations each form a constant fraction of the nodes. The effect of the erasure
probabilities is not very significant in the lower bound we derived, at least when it is constant (and not
a function of n) and when n is large. In that case, for any nontrivial erasure probability γ (γ < 1) , its
effect to the lower bound established in theorem 4 can be made arbitrarily small for sufficiently large n,
since limn→∞ γ(1−2ǫ)
1
4
nr2
n = 0 for rn ≥ 6ǫ
√
logn
n . For the critical value of rn which scales as
√
logn
n ,
the proven lower bound scales as
√
n log n, which agrees up to a
√
log n factor with the
√
n scaling law
shown in [2] although the models are different.
When the transmission radius rn scales as
√
logn
n , we observe a diminishing law of returns in
throughput as more nodes are added to the network. This entails a significant increase in end-to-end
throughput upon adding a new node only when the number of nodes n is relatively small. In fact, if the
14
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Fig. 5. A power limited network (to the left) and an interference limited network (to the right).
number of nodes is sufficiently small, the induced random geometric graph might even be disconnected.
We identify regimes with a relatively small number of nodes as being power limited. In such networks,
increasing the transmission power of each node increases throughput significantly. As more and more
nodes are added to the network, we expect that the network becomes interference limited whereby
increasing the power of all the nodes no longer yields significant gains. Fig. 5 illustrates these two
regimes. Although the issue of interference is not directly addressed in this paper, one can model that
indirectly by a suitable choice of the transmission radius rn proportional to n, and erasure probability γn
that increases with n. As the number of nodes increase, more opportunities are provided to transmit the
messages from source nodes to destination nodes, hence increasing the end-to-end throughput, but each
node’s transmission radius decreases and the links’ erasure probabilities increases, thus limiting the net
throughput gain.
C. Tightness of Lower Bound
We now argue that the lower bound presented above is tight, in the sense that for every n, there exists
a choice (actually many choices) of source and destination nodes that would yield a network capacity
of at most Θ(nrn). One simple example is to assign all nodes in the left rectangle, i.e. with abscissa
smaller than or equal to 0.5, as source nodes and all nodes in the right rectangle, i.e. with abscissa larger
than 0.5, as destination nodes as illustrated in Fig. 6. To see this, we dissect the unit square into square
cells each of side length rn. Consider the cut VS = {x s.t. x1 ≤ 0.5} where x1 denotes the abscissa of
x. By ǫ-niceness, each cell contains at most (1 + ǫ)nr2n nodes for any ǫ ∈ (0, 1). Since the side length
of the cell is rn, if two nodes are connected, then they must be neighbors. Then, the following cut-set
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Fig. 6. Illustrating a choice of source and destination nodes such that network capacity = Θ(nrn).
bound follows:
C(VS) ≤ 1
rn
nr2n (1 + ǫ)
(
1− γ3(1+ǫ)nr2n
)
= Θ(nrn) (4)
We have thus shown that the lower bound is tight. This example illustrates a simple design principle: if
the node locations in a network are i.i.d. distributed uniformly in the unit square but the network designer
could chose which nodes are to be source nodes and which are to be destination nodes, then it is best to
“scatter” the sources and destinations rather than “clutter” all source nodes together and all destination
nodes together as shown in Fig. 6. If source nodes and destination are paired up, as suggested in Fig. 7
for example, then a linear capacity scaling would be possible. This example is illustrative but not very
practical because in this scenario information between sources and destination is confined within small
ranges of order Θ(rn) and is not really “transported”.
VII. MULTICAST
We now investigate relaxing the broadcast constraint on the nodes, i.e. the constraint that each node
(including relay nodes) must transmit the same signal on all its outgoing edges. This will yield a gain
in the end-to-end capacity. However, this gain will greatly depend on rn and the erasure probabilities.
We expect the gain of multicast to be more pronounced for large transmission radii since then the node
will be able to communicate with more nodes and transmit more distinct messages across the network.
Also, this gain will be more apparent for small erasure probabilities. Intuitively, if transmissions are very
unlikely to be successful and the expected number of successful transmissions for each node is only a
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Fig. 7. Illustrating a choice of source and destination nodes yielding capacity of order Θ(n).
constant, say one, then we do not expect significant gains from relaxing the broadcast constraint. The
following theorems formalizes this gain.
Theorem 5. If the broadcast constraint is relaxed and each node is allowed to send possibly distinct
messages across its outgoing links, then the lower bound of the capacity Cmulticast of the network is:
Cmulticast ≥ 3
8
√
α− 2ǫ(1− 2ǫ)
2
√
1 + ǫ
n2r3n(1− γ)
where α = min{α1, α2, 1− α1, 1− α2}.
Proof: [30], [31], [32] prove that in such wireline networks, the corresponding capacity cut set
bound is also tight:
∑
u∈VS
∑
v:(u,v)∈[VS :VD]
(1− γuv). Applying a similar analysis on this cut set bound
as above yields the result.
If we denote by CBC the lower bound proved above for the broadcast network and by CMC that
proved for the wireline network, then the apparent gain is given by:
GMC ,
CMC
CBC
=
1
4
(1− 2ǫ)nr2n
1− γ
1− γ(1−2ǫ) 14nr2n
Evaluating this gain at the critical value of transmission radius rn = c
√
logn
n for sufficiently large c,
we get:
GMC =
1
4
(1− 2ǫ)c2 log n 1− γ
1− γ(1−2ǫ) 14 c2 logn
(5)
If the erasure probability γ is constant and not a function of n, the asymptotic gain is a log n factor.
This is not surprising because each node is connected to at most a constant factor of 14nr
2
n =
1
4c
2 log n
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and hence the throughput cannot increase beyond that factor due to the ability of multicast. However, if
the erasure probability γ increases with n as γn = 1− 1g(n) logn , where g(n) is some positive real valued
function, then the gain GMC due to multicast scales depending on the asymptotic behavior of g(n) as
formalized in lemma below:
Lemma 3. If the erasure probability γn scales as γn = 1− 1g(n) logn where g(n) is a positive real valued
function and GMC scales with γn as in equation (5), then:
1) If limn→∞ g(n) = 0, then we observe a significant gain GMC: limn→∞GMC =∞.
2) If limn→∞ g(n) exists and is non-zero, or is infinite, then the gain GMC is at most a constant.
Proof: Letting c1 = 14(1− 2ǫ)c2:
lim
n→∞
GMC = lim
n→∞
c1 log n
1− γn
1− γc1 lognn
= lim
n→∞
c1
g(n)
1−
(
1− 1g(n) log(n)
)c1 logn
= lim
n→∞
c1
g(n)
1− exp
(
− c1g(n)
) (6)
Equation (6) uses the identity limn→∞
(
1 + zn
)n
= ez .
Hence, if limn→∞ g(n) = 0, then limn→∞GMC =∞.
Otherwise if g(n) satisfies condition 2) above, then using the second order Taylor series approximation
e−x ≤ 1− x+ 12!x2 for x ≥ 0, we obtain:
lim
n→∞
GMC ≤ lim
n→∞
c1
g(n)
c1
g(n) − 12! c
2
1
g2(n)
(7)
= lim
n→∞
1
1− 12! c1g(n)
(8)
= constant (9)
It might seem surprising at first that relaxing the broadcast constraint did not enhance the throughput
(lower bound) by more than a constant when γn = 1− 1g(n) logn and g(n) satisfies condition 2) above, but
this result illustrates the robustness factor of the broadcast network when the erasure probability is very
high. This aligns with our intuition. Since each node is connected to at most a constant fraction of log n
and the success probability 1− γn is equal to 1g(n) logn , the expected number of successful transmissions
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for a node is proportional to log n × 1g(n) logn , which is at most a constant. Hence, as argued earlier, at
most a constant improvement gain can be achieved by multi-cast in this case.
VIII. RANDOM ERASURE PROBABILITIES
So far, all erasure probabilities have been assumed fixed and equal across all links in the network.
This is unlikely to be true in a real wireless network due to fading, interference and node geometry.
Even if the erasure probabilities were close to being fixed, it might be unpractical to characterize each
link separately, especially in large networks, because there are many links. We suggest modeling erasure
probabilities themselves as random variables and explore the impact of this additional uncertainty on the
performance of the network. Assigning random erasure probabilities that tend to increase as the number
of nodes increases, can partially account for fading and interference. A similar approach was adopted
in [33], [34] whereby the non-erasure probabilities, i.e. success probabilities decay polynomially with
distance.
Intuitively, since each node is connected to a multiple of nr2n other nodes, which is of the order of at
least log n for rn ≥ c
√
logn
n , we expect that by the law of large numbers, a suitable average of the erasure
probabilities across those outgoing links is what matters. The following lemma formally characterizes a
lower bound that is analogous to the one derived in Theorem 4 when the erasure probabilities are random.
Lemma 4. If the erasure probabilities γij are identically distributed, pairwise independent random
variables with the same distribution as γ, such that log γ has finite mean and variance then the following
is a lower bound on the broadcast capacity cut with high probability2:
CBC,var ≥ 3
2
√
α− 2ǫ 1− 2ǫ√
1 + ǫ
nrn (1− exp (m (E log γ + ǫ)))
where α = min{α1, α2, 1− α1, 1− α2},m = (1− 2ǫ)14nr2n for any ǫ ∈ (0, 15).
Proof: The cut set capacity bound proved in Theorem 4 can now be thought of as a random
variable. Ordering the (1− 2ǫ)14nr2n terms of the γuv’s appearing in the result of Theorem 4 arbitrarily
as γ(1), γ(2), . . . γ(m), where where m = (1− 2ǫ)14nr2n ≥ (1− 2ǫ)14c2 log n. We can express this random
variable as:
3
2
min
{√
α− 2ǫ,√1− α− 2ǫ} 1− 2ǫ√
1 + ǫ
nrn
(
1−
m∏
i=1
γ(i)
)
2That is probability goes to 1 as n goes to ∞
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or equivalently as:
3
2
min
{√
α− 2ǫ,√1− α− 2ǫ} 1− 2ǫ√
1 + ǫ
nrn
(
1− exp
{
m∑
i=1
log γ(i)
})
Pr
{
1
m
m∑
i=1
log γ(i) >
(
E log γ(1) + ǫ
)}
≤ Pr
{∣∣∣∣∣
(
1
m
m∑
i=1
log γ(i)
)
− E log γ(1)
∣∣∣∣∣ > ǫ
}
≤ var
(
1
m
∑m
i=1 log γ
(i)
)
ǫ2
=
var
(
log γ(1)
)
mǫ2
→ 0 as n→∞.
Therefore:
Pr
{
exp
(
m∑
i=1
log γ(i)
)
> exp
(
m
(
E log γ(1) + ǫ
))}
= Pr
{
m∏
i=1
γ(i) > exp
(
m
(
E log γ(1) + ǫ
))}
→ 0 as n→∞
Notice that by concavity of the logarithm function and by Jensen’s inequality, E log γ(1) ≤ logEγ(1).
Hence, by comparing the expressions of Lemma 4 to that of Theorem 4, it follows that there is actually
a gain in the case where γ(1) is a random variable with distribution same as γ over that where γ(1) is
fixed and is equal to the mean Eγ. By comparing the lower bounds, we notice a gain of
Gvar ,
1− exp (m(E log γ + ǫ))
1− (Eγ)m (10)
due to the variability of the erasure probabilities where m = (1 − 2ǫ)14nr2n. We will demonstrate an
example to illustrate this gain due to the variability in erasure probabilities. We will consider two cases.
The first case is that of a fixed erasure probability γ1 = 0.5. In the second case, γ2 is a random variable
that is uniform over [0.25, 0.75]. In the latter case,
E log γ2 =
1
0.5
((0.75 log 0.75 − 0.75) − (0.25 log 0.25− 0.25)) ≈ −0.7384
Since ǫ can be made arbitrarily small, say ǫ = 0.01. Then, the gain is about 1−0.4827m1−0.5m , which is greater
than one.
This result might be surprising because variability and unequal factors usually yield a loss. For example,
the capacity of an additive white gaussian channel is proportional to log (1 + SNR) where SNR is the
signal to noise ratio. For a fixed noise level and a fixed transmit average power, varying the transmit
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power yields a loss in this case. Alternatively, for a fixed transmit power, varying the noise level yields
a loss. It follows by the concavity of the function f(x) = log (1 + x) and Jensen’s that
E [log (1 + SNR)] ≤ log (1 + E(SNR))
and this shows that variability cannot yield any gain in this case. So practically, if a system is operating at
a certain power level, then decreasing SNR decreases channel capacity significantly but increasing SNR
by the same amount yields a smaller gain. The situation is different in the case of variability of erasures
in a broadcast wireless networks since only one successful transmission across the cut is sufficient to
“transport” the bit from one side of the cut to the other. More successful transmissions do not increase
the capacity of that particular cut. We conclude that variability in erasure probabilities provides statistical
diversity that improves the chances of at least one successful transmission.
IX. CONCLUSION
We analyzed the cut-set capacities in the canonical framework of n nodes uniformly and independently
distributed in the unit square whereby nodes are connected to nearby nodes that lie within their transmis-
sion radius. The core of the analysis is based on random geometric graph theory and its analogy with that
of the deterministic grid. A lower bound on the end-to-end throughput in the case of arbitrary multiple
sources and multiple destinations was presented and a scaling law of nrn was observed in the case
where the broadcast constraint is enforced. This lower bound agrees with the
√
n scaling law presented
in [2] when the transmission radius rn scales as
√
logn
n although the models are different. The lower
bound derived in this paper reflects the effect of physical layer parameters, such as erasure probabilities
and transmission radii of the nodes. We investigated relaxing the broadcast constraint and proved a
lower bound that scales as n2r3n when nodes are allowed to send distinct messages across their outgoing
links, assuming constant erasure probabilities3. We also concluded that multicast allows a significant
gain in capacity only when the expected number of successful transmissions is large. Although we did
not explicitly deal with interference and fading, we allowed the erasure probability γ to be a function
of the number of nodes n. Hence, interference can partially be accounted for by modeling the erasure
probability as an increasing function with n, say as 1− 1logn . Similarly, fading can be accounted for by
assuming that the erasure probabilities are random variables. We finally showed somewhat surprisingly
that this variability can actually boost the end-to-end throughput for large networks.
3That is, not a function of n
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APPENDIX
Proof of Theorem 3
Proof: Note that given γuv = γ for all (u, v) ∈ E , the capacity expression simplifies to:
C(VS) =
∑
u∈V∗
S
(
1− γ|NO(u)|
)
Also, given the assumptions on Vn and rn, it follows that Gn is ǫ-nice almost surely by theorem 1.
We will neglect ceiling and floors for simplicity. Dissect the unit area square into 4/r2n smaller square
cells. We color the nodes in VS white and those in VD black. We also color the cells as follows. We color
each cell black if it contains at most 15ǫnr
2
n white points, white if it contains at most 15ǫnr
2
n black points
and grey otherwise. This can be thought of as clumping all the nodes in each cell to one super-node,
having the same color as that assigned to the cell. Less formally, we color the super node the color of
the majority of the points it represents. Hence black and white cells denote cells with mostly black and
white points respectively. Grey cells are “mixed” and have many points from both colors. We consider
two cases, depending on the number of grey cells, Gn. The following two lemmas formally prove that in
both cases, the lower bound stated in the theorem is valid. Intuitively, if there are many grey cells, then
there must be many edges in the cut-set due to the edges between white and black points in each grey
cell and these edges will be enough to establish the lower bound. On the other hand, if there were very
few grey cells, we will recolor the grey cells pessimistically, and apply the grid inequality established in
section V-B on the super nodes.
Lemma 5. If Gn ≥ 25ǫrn , then C(VS) ≥ 5nrn
(
1− γ 15 ǫnr2n
)
Proof: By the definition of a grey cell, each grey cell contains at least 15ǫnr2n points in VS and
1
5ǫnr
2
n points in VD. Nodes in the same cell are certainly connected because the side length of the cell
is rn/2. Therefore, each grey cell contains at least 15ǫnr
2
n points in V∗S , each of which has an out-degree
of at least 15ǫnr
2
n. Considering only these edges within grey cells, each grey cell contributes at least
1
5ǫnr
2
n
(
1− γ 15 ǫnr2n
)
to C(VS). Hence, C(VS) ≥ Gn 15ǫnr2n
(
1− γ 15 ǫnr2n
)
yielding the lemma.
Lemma 6. If Gn < 25ǫrn , then
C(VS) ≥ 3
2
min
{√
α− 2ǫ,√1− α− 2ǫ} 1− 2ǫ√
1 + ǫ
nrn
(
1− γ(1−2ǫ) 14nr2n
)
Proof:
For this case, we will only consider the edges (u, v) contributing to the capacity cut such that u and v
belong to distinct but neighboring cells, including diagonals. We will first show that we can recolor all
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nodes in a cell to all black or all white without increasing the value of the capacity cut when restricted
to edges between neighboring cells. To see that, consider a cell with t nodes, w of which are white and
(t−w) are black. Assume its neighboring cells has w′ white nodes and b′ black nodes. Then the capacity
cut, restricted to the edges described above, has the form
w(1 − γb′) + w′(1− γt−w+c1) + c2
where c1 and c2 are constants independent of w and t. With w′, b′ and t fixed, the above expression is
a concave function in w. Indeed, the second derivative of this continuous function with respect to w is
−w′γt−w+c1 which is non-positive. So its minimum over the compact set w ∈ [0, t] is achieved at an
extreme value. This proves that we can color all nodes of each square as all white or all black without
increasing the capacity cut when restricted to edges crossing neighboring cells. We recolor nodes in each
grey cell to all white or all black whichever does not increase the value of the capacity cut (restricted
to edges crossing neighboring cells). We would have hence eliminated all grey cells. Since we recolored
the nodes pessimistically, the lower bound that we establish now will still hold for the original case.
Let Wn and Bn denote the number of white cells and black cells respectively after recoloring. The
number of points whose color has been changed is at most all the points in all grey cells, which can be
bounded by ǫn for sufficiently large n as prove below:
All the points in all grey cells ≤ Gn(1 + ǫ)1
4
nr2n (11)
≤ 25
ǫrn
(1 + ǫ)
1
4
nr2n (12)
=
(
25
4
1 + ǫ
ǫ
rn
)
n (13)
≤ ǫn for n large enough (14)
Equation (11) follows from ǫ-niceness, (12) follows from the bound on Gn, and the last inequality (14)
follows from the assumption that limn→∞ rn = 0.
Before recoloring, the number of white points was exactly αn and at most ǫn of them were recolored.
Therefore, the number of white points after recoloring is at least (α − ǫ)n for large n. By construction
of black cells, the number of white points in black cells is at most 15ǫnr
2
n4⌈1/rn⌉2 ≤ ǫn. Therefore, the
number of white points in white cells after recoloring is at least (α−2ǫ)n. It follows by ǫ-niceness then,
that Wn is at least (α−2ǫ)n1
4
(1+ǫ)nr2
n
= 4(α−2ǫ)(1+ǫ)r2
n
. Similarly, Bn ≥ 4(1−α−2ǫ)(1+ǫ)r2
n
.
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Denote by δG the length of the boundary between white cells and black cells, that is, the number of
distinct pairs of neighboring cells of opposite colors after recoloring. An application to the isoperimetric
inequality stated in theorem 2 yields:
δG ≥ 3min
{√
Wn,
√
Bn
}
≥ 6
rn
min
{√
α− 2ǫ
1 + ǫ
,
√
1− α− 2ǫ
1 + ǫ
}
(15)
But each white cell contains at least (1 − 2ǫ)14nr2n white points and each black cell contains at least
(1− 2ǫ)14nr2n black points. Thus
C(VS) ≥ δG(1 − 2ǫ)1
4
nr2n
(
1− γ(1−2ǫ) 14nr2n
)
(16)
Therefore,
C(VS) ≥ 3
2
min
{√
α− 2ǫ,√1− α− 2ǫ} 1− 2ǫ√
1 + ǫ
nrn
(
1− γ(1−2ǫ) 14nr2n
)
(17)
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