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Abstract
This report presents a new solution to the issue of the temporal coherence of a non-photorealistic
style during the animation of a 3D scene. This solution used “infinitly zoomable” solid textures in order
to depict the medium of the stylization. After a detailed study of previous approaches to generate this 2D
illusion of infinit zoom, new methods are described in the bi- and tridimensional cases. Finally various
NPR styles are proposed to illustrate the quality, efficiency and simplicity of this approach.
Keywords : Non-photorealistic rendering, temporal coherence, texture analysis and synthesis, infinite
zoom.
Résumé
Ce rapport présente une nouvelle solution au problème de la cohérence temporelle d’un style non-
photoréaliste lors de l’animation d’une scène 3D. Cette solution se base sur l’utilisation de textures volu-
miques « infiniment zoomables » pour représenter le médium de la stylisation. Après une étude détaillée
des approches précédemment proposées pour générer cette illusion de zoom infini en 2D, de nouvelles
méthodes sont décrites dans les cas bi- et tridimensionnel. Enfin, différents styles NPR sont proposés
pour illustrer la qualité, rapidité et facilité d’utilisation de cette approche.
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Alors que la quête du réalisme avait motivé la recherche en informatique graphique depuis sa nais-
sance, un courant parallèle, baptisé rendu non-photoréaliste (NPR), est apparu à la fin des années 80. Il
s’inspire largement des techniques d’illustration traditionnelle – peinture, dessin au trait, mosaïque. . . –
proposant non seulement des méthodes de simulation de ces styles mais surtout leur contrôle précis et
leur animation. Pour une définition plus précise du NPR, nous vous invitons à consulter les ouvrages de
Gooch et Gooch [28] et de Strothotte et Schlechtweg [84].
Le problème de la cohérence temporelle en NPR
Le travail présenté dans ce mémoire s’inscrit dans cette thématique. Son objectif est de proposer de
nouvelles solutions au problème récurrent de la cohérence spatiale et temporelle du style au cours d’une
animation NPR. Il est courant de séparer la stylisation d’une image ou d’une scène 3D en deux étapes,
en distingant la stylisation de leurs régions de celle de leurs contours. En effet, un dessin est constitué
d’un ensemble de contours – silouhette des objets, traits d’un visage. . . – qui définissent des régions,
généralement fermées, chacune d’entre-elles possédant potentiellement un contenu différent (aplats de
couleur, griffonage, hachures. . . ). Nous appelerons ce contenu remplissage d’une région. Dans le cadre
de cette étude, nous nous intéresserons uniquement à la cohérence de ce remplissage au cours d’une
animation.
Produire une animation stylisée en deux dimensions à partir d’une scène 3D implique inévitable-
ment l’apparition d’artefacts visuels. En effet, pour être parfaite, la stylisation d’une animation devrait
satisfaire simultanément trois contraintes intrinsèquement contradictoires : le respect du mouvement 2D
induit par celui 3D des objets de la scène, le respect des caractéristiques 2D (forme, fréquence, distribu-
tion. . . ) des éléments du médium – pigments, hachures, points. . . – utilisé pour styliser le remplissage et
la continuité au cours du temps de ce médium.
Sans traitement particulier, l’application des techniques de rendu non-photoréaliste à une succession
d’images ne respecte qu’un sous-ensemble de ces contraintes et fait apparaître l’un des trois problèmes
suivants. Soit l’effet de stylisation ne suit pas correctement le mouvement des objets, voire reste spatiale-
ment fixe tout au long de l’animation, créant un artefact appelé « rideau de douche » – l’observateur ayant
l’impression de voir la scène à travers une feuille semi-transparente portant les éléments de style. Soit
le médium portant la stylisation est déformé pour suivre le mouvement, s’étirant ou se concentrant en
certaines parties de l’image, ce qui peut modifier profondément ses caractéristiques 2D. Soit, enfin, cet
effet est appliqué sans cohérence à chaque image, pouvant varier en intensité et position aléatoirement
(clignotements ou “popping”) au cours de l’animation. Dans tous les cas, les perturbations introduites
dégradent notablement la qualité de l’animation.
Le double problème du remplissage et de sa cohérence temporelle est omniprésent dans l’animation
traditionnelle. En effet le remplissage utilisé par de nombreux styles – aquarelle, peinture, hachures. . . –
est très fastidieux, voire impossible, à produire manuellement de façon cohérente tout au long d’un
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dessin animé. Par conséquent, ces styles sont rarement utilisés en animation traditionnelle, au profit de
remplissages uniformes.
Vers une solution à ce problème
Une animation non-photoréaliste peut faire intervenir deux types de mouvements : celui de la caméra
observant la scène 3D et ceux des objets 3D faisant eux-mêmes partie de la scène. Notre problème est
d’assurer que le remplissage de ces objets reste spatialement et temporellement cohérent tout au long de
l’animation, quel que soit le type de mouvement. Cela implique, en particulier, que le médium suive les
objets en mouvement et qu’il conserve des caractéristiques 2D quasi constantes à l’écran. La question
de la cohérence du remplissage au cours du grossissement de l’objet, ou symétriquement du zoom de la
caméra, est particulièrement épineuse. En effet, les marques de stylisation doivent conserver une échelle
globalement invariante – car elles s’efforcent de représenter un médium 2D réel –, tout en traduisant
l’effet de rapprochement par rapport à l’écran.
Ces deux contraintes sont intrinsèquement contradictoires. Il s’agit donc de trouver un compromis
qui soit suffisamment continu pour assurer la cohérence temporelle de l’animation et procure une illusion
de zoom suffisante pour tromper la vision de l’observateur. Ce paradoxe est encore renforcé par le fait
que l’on souhaite que le zoom soit infini, afin de ne limiter – contrairement à la réalité – ni le mouvement
de la caméra, ni celui des objets 3D.
L’informatique devrait être en mesure d’apporter une solution à ce problème nécessitant répétabilité
et précision. Bien que de nombreuses approches aient été proposées (cf. chapitre 2), aucune d’entre-
elles ne nous semble pleinement satisfaisante. Très complexes à mettre en œuvre, limitées à un nombre
restreint de styles, les solutions actuelles ne nous paraissent pas assez simples et flexibles pour répondre
aux attentes des utilisateurs – avant tout, des artistes.
Vue d’ensemble de notre approche
La contribution apportée par notre travail est double. Dans un premier temps, nous présenterons une
étude détaillée du zoom infini bidimensionnel tel qu’il est décrit par Cunzi et al. dans Dynamic Can-
vas for Immersive Non-Photorealistic Walkthroughs [14] en fonction de critères de qualité statiques et
dynamiques que nous définirons et d’une classification des textures appropriée à notre problème (cf.
chapitre 3). Nous proposerons alors plusieurs améliorations de cette approche pour la rendre compatible
avec une plus grande gamme de textures (cf. chapitre 4).
Dans un second temps, nous étendrons cette approche bidimensionnelle au cas d’une scène 3D dy-
namique, autorisant ainsi, à la fois les mouvements de la caméra et ceux des objets (cf. chapitre 5).
L’idée générale de notre méthode est de représenter le médium par une texture volumique « infiniment
zoomable » dans laquelle est plongé chaque objet animé. Ainsi, notre solution résout le problème de la
cohérence spatiale – dans les trois dimensions, grâce au zoom infini – et temporelle.
Notre méthode apporte une solution simple d’utilisation. En effet, les textures volumiques ne néces-
sitent pas de paramétrisation : à tout point P(x,y,z) de la surface d’un objet 3D, il est possible d’associer
de façon triviale une couleur T (x,y,z) dans la texture volumique, l’objet étant comme « sculpté » dans
un bloc de matière. Les textures volumiques sont, par ailleurs, déjà intégrées dans de nombreux logiciels
commerciaux de modélisation 3D (Maya c©, 3ds Max c©, Blender c©. . . ) et sont donc déjà connues des
infographistes.
Enfin, avec notre approche, les styles de remplissage possibles ne sont limités que par la diversité des
textures 2D ou 3D pouvant être synthétisées. Les récentes avancées en synthèse de texture volumique
(cf. annexe A) permettent justement d’obtenir simplement une large galerie de motifs et matériaux. Nous
avons ainsi pu adapter trois méthodes de stylisation existantes – aquarelle, style binaire et peinture –
et en avons proposé une quatrième – le collage – utilisant notre zoom infini sur des textures 2D et/ou
volumiques (cf. chapitre 6).
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Chapitre 2
Cohérence temporelle : état de l’art
De nombreuses techniques de rendu non-photoréaliste d’une image fixe (dessin au trait, peinture,
aquarelle, pointillisme, hachures. . . ) ont été proposées depuis la fin des années 80. Les ouvrages de
Gooch et Gooch [28] et de Strothotte et Schlechtweg [84] en donnent de nombreux exemples. Cepen-
dant une difficulté récurrente apparaît lors de l’extension de ces méthodes du cas statique à celui d’une
animation : le problème de la cohérence temporelle.
Deux grandes classes d’approches ont été développées pour remédier à ce problème : la distribution
de « primitives » – points, coups de pinceau, hachures. . . – à la surface des objets animés (section 2.1) et
l’utilisation de textures liées aux objets animés, ou déformées pour suivre l’animation (section 2.2).
2.1 Approches par distribution de « primitives »
Être capable de générer une distribution de points de bonne qualité est indispensable pour de nom-
breux styles non-photoréalistes. Ces distributions servent en effet de points d’ancrage pour les marques
de stylisation, qu’il s’agisse de coups de pinceaux [93], de fibres de papier [40] ou même de petits élé-
ments de textures comme les geograftals [41].
La difficulté est non seulement d’obtenir une distribution statique satisfaisante mais encore de main-
tenir les qualités de cette distribution au cours du temps : celle-ci devant idéalement rester cohérente, en
gérant les possibles apparitions/disparitions de points d’ancrage ou les occultations entre objets.
2.1.1 Distributions statiques
Obtenir une distribution de points statiques est directement lié au problème d’échantillonnage. En
effet, il s’agit de déterminer le nombre et la position des points d’ancrage permettant un recouvrement
de l’objet par des primitives 2D qui soit complet, non-uniforme – i.e., fonction d’une carte d’importance,
considérant plus de points dans les régions sombres d’une image, par exemple – et ne présente pas
d’artefacts (régularité, alignements, motifs. . . ).
Satisfaire simultanément ces trois contraintes est un problème complexe, même pour une distribu-
tion statique. C’est pourquoi les approches dynamiques initiales, comme celle de Meier [63], ont laissé
en suspens ce problème en utilisant une distribution complètement aléatoire de points d’ancrage, sans
garantie de qualité.
Les premières solutions à ce problème en NPR trouvent leurs origines dans les techniques de demi-
ton (halftoning) développées pour l’impression. En effet, les livres et journaux sont traditionnellement
imprimés avec une seule encre – le noir –, mais comportent pourtant des images en niveaux de gris.
Le processus de transformation de ces images continues en images binaires passe par le calcul d’une
distribution de gouttelettes d’encre reproduisant fidèlement le ton original.
Ulichney [90] compare différents algorithmes répondant à ce problème et introduit les distributions
ayant la propriété de bruit bleu, plaçant les points aléatoirement mais avec une contrainte minimale d’es-
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pacement des voisinages. Les configurations de bruit bleu ont les avantages de l’apériodicité et de la
structure non corrélée – comme les distributions aléatoires – mais sans la granularité des basses fré-
quences, ce qui les rend visuellement plus agréables. Il s’agit ainsi d’une distribution bien adaptée pour
le tramage, les cellules rétiniennes étant naturellement disposées selon une configuration de bruit bleu.
(a) Rendu stippling par la
méthode de Secord [81]
(b) Rendu stippling par la méthode de Kopf et al. [44]. Noter la distribution
non-uniforme des points adaptée au niveau de zoom.
FIG. 2.1: Deux méthodes de rendu stippling.
Le même type de problème se pose dans le cadre du rendu par points, ou stippling. Les algorithmes
proposés pour le halftoning ont été adaptés dans ce nouveau cadre pour générer des distributions de base.
Ces distributions initiales sont ensuite raffinées par relaxation, en suivant les interactions de l’utilisa-
teur [17] (dessin à l’aide de brosses pour modifier localement la distribution) ou uniquement à partir de
l’image à reproduire [81].
Les distributions ainsi obtenues sont de très bonne qualité (fig. 2.1(a)), possédant un spectre proche
du bruit bleu. Ces méthodes sont cependant très coûteuses en temps de calcul – en particulier pour géné-
rer la distribution initiale.
Plus récemment, plusieurs approches [44, 49] ont permis d’obtenir en temps réel des distributions
possédant des caractéristiques proches de celles d’un bruit bleu. Elles précalculent pour cela un ensemble
de tuiles – petites images carrées – dont la combinaison, en respectant des règles d’adjacence, produit
toujours de telles distributions. Parmi ces approches, l’intérêt particulier de celle proposée par Kopf et
al. [44] réside dans le fait qu’un schéma de subdivision de ces tuiles permet de zoomer indéfiniement sur
la distribution en maintenant ses bonnes propriétés (fig. 2.1(b)). Cette méthode propose ainsi un début
de solution au problème des distributions de points dynamiques, malheureusement limitée au cas des
images 2D.
2.1.2 Distributions dynamiques
FIG. 2.2: Rendu peinture par la
méthode de Meier [63]
L’utilisation de distributions dynamiques de primitives a été intro-
duite en NPR par Meier dès 1996 dans Painterly rendering for anima-
tion [63] (fig. 2.2). Le principe général de sa méthode est d’accrocher
à la surface des objets 3D animés des points d’ancrage indiquant le
placement des primitives 2D à rendre en espace image.
Cette approche a été abondamment étendue [13, 65, 68], notam-
ment pour tenir compte du point de vue ou de l’importance relative
des éléments de la scène. En effet, lorsqu’un objet s’éloigne de la ca-
méra, la densité de la distribution de points lui étant associée devrait
diminuer, la surface visible à l’écran de l’objet étant réduite. Ce comportement est obtenu par ces mé-
thodes en précalculant une hiérarchie de points d’accroche « coupée » interactivement durant l’animation
à la hauteur reproduisant au mieux la distribution souhaitée.
Si ces solutions assurent une très bonne cohérence lors du mouvement des objets, elles sont gour-
mandes en temps de calcul, ne gèrent pas les superpositions d’objets et ne peuvent pas garantir, dans tous
les cas, une distribution des primitives ayant les propriétés d’un bruit bleu.
La connaissance de la scène 3D sous-jacente à l’animation n’est pas toujours disponible, notamment
lorsque la source à styliser est une vidéo. Des approches à base de points d’ancrage ont néanmoins été
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développées, ceux-ci suivant le flot optique1 de la vidéo [31, 58], ou par différence entre image source et
stylisée [36]. Ces approches souffrent cependant de deux limitations : elles ne permettent pas la gestion
des occlusions entre objets – un point d’ancrage pouvant facilement passer d’un objet à l’autre – et elles
ne sont adaptées qu’à un nombre restreint de styles.
Le meilleur compromis entre cohérence temporelle et qualité de la distribution dynamique semble,
à l’heure actuelle, l’approche proposée par Vanderhaeghe et al. [92]. Il s’agit d’une technique hybride
tirant partie de la richesse de l’information de mouvement des méthodes en espace objet et de la qualité
des distributions 2D.
Pour y parvenir, ils génèrent une distribution statique bidimentionnelle de points pour la première
image de l’animation. Ces points sont alors rétro-projetés, depuis l’espace image, à la surface des objets
3D. L’animation peut alors avancer d’une image, les points suivant le mouvement des objets. Les points
déplacés sont ensuite reprojetés en espace image et la nouvelle distribution 2D ainsi obtenue est corrigée
– par ajout/suppression de points – afin qu’elle conserve ses bonnes propriétés. Ainsi, la majorité des
points est conservée d’une image à l’autre.
Pour augmenter encore la cohérence temporelle, non seulement l’apparition/disparition des points (et
des primitives associées) est adoucie par un fondu sur plusieurs images, mais ces points sont également
autorisés à glisser d’une zone saturée vers une zone en carence de points pour limiter au maximum l’effet
de “popping”. La figure 2.3 présente quelques images obtenues avec leur méthode dans différents styles
non-photoréalistes.
(a) Pointillisme (b) Stippling (c) Peinture
FIG. 2.3: Différents rendus obtenus avec la distribution de Vanderhaeghe et al. [92].
La principale limitation de ces approches par distribution de primitive est qu’elles sont difficilement
applicables dans le cas de styles « continus » ou par aplats (comme l’aquarelle) lorsqu’une primitive 2D
est difficilement définissable. De plus, gérer de telles distributions et afficher les primitives 2D associées
est généralement complexe et coûteux en temps de calcul. Les approches à base de textures fournissent
alors une alternative intéressante.
2.2 Approches basées textures
L’utilisation de textures 2D est une technique courante en informatique graphique pour enrichir sim-
plement, et pour un coût limité, l’apparence des objets 3D, qu’il s’agisse de leur couleur, de leur réaction
à la lumière voire de leur géométrie. Ces textures sont utilisées de deux façons différentes en NPR.
Généralement, elles sont plaquées en espace objet – dans le référentiel de la scène 3D – si bien
qu’elles restent intrinsèquement cohérentes. La texture suivant les mouvements de l’objet auquel elle est
accrochée, l’effet « rideau de douche » est ainsi évité. Il est cependant nécessaire de trouver une bonne
paramétrisation de la texture pour que les déformations et discontinuités soient limitées lors du placage.
Mais les textures peuvent également être utilisées directement en espace image. En effet, pour gé-
nérer une animation NPR cohérente en espace image, la texture portant les marques de stylisation doit
satisfaire deux contraintes concurrentes : suivre le mouvement de l’animation et conserver son apparence
générale en terme de distribution et de fréquence. L’idée générale de ces approches est qu’en utilisant
1Estimation du mouvement de chaque pixel entre deux images successives, sous les hypothèses d’une illumination constante
et de l’absence d’occlusion
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une information de mouvement extraite de la scène 3D ou d’une vidéo, les textures peuvent être défor-
mées pour suivre l’animation. Le problème central est alors d’établir une correspondance correcte entre
le mouvement 3D des objets animés et celui 2D de la texture.
2.2.1 Méthodes en espace objet
La cohérence intrinsèque apportée par les textures plaquées sur les objets 3D a été exploitée en NPR,
notamment par Klein et al. [42] pour la visite d’environnements virtuels et Praun et al. [74] pour le
rendu temps-réel de hachures. Deux difficultés majeures subsistaient cependant : la création du “map-
ping” entre l’objet et sa ou ses textures, ainsi que le contrôle de la stylisation lors des variations des
conditions d’affichage (zoom, illumination. . . ).
FIG. 2.4: Environnement virtuel
NPR obtenu par la méthode
de Klein [42]
Klein et al. proposent un système de rendu à base d’images (IBR) sty-
lisées par des filtres non-photoréalistes. Ils bénéficient ainsi des avantages
des deux techniques : des modèles 3D simples enrichis par la complexité
des effets de lumière et des détails géométriques de l’IBR et la stylisation
du NPR. En outre, ils résolvent le problème du contrôle de la taille des
marques de stylisation à différents niveaux de zoom en construisant pour
chaque texture son art map, pyramide d’images (mip-map ou rip-map)
stylisées à différentes échelles. Lorsque le visiteur virtuel navigue inter-
activement dans un tel environnement, la texture utilisée est un mélange
des deux images de l’art map les plus proches du facteur de zoom actuel.
Ainsi les marques de stylisation ont une taille globalement constante à l’écran et le zoom est continu.
Deux limitations principales à cette approche sont à noter. Les filtres NPR étant appliqués de façon
indépendante à chaque niveau de l’art map, il n’y a pas cohérence spatiale des effets tout au long de la
pyramide. Même si le mélange de deux niveaux de cette pyramide lors du rendu limite ce problème, le
zoom ne peut être parfaitement cohérent.
Praun et al. répondent à ce dernier problème en introduisant une séquence de mip-map, appelée tonal
art map (TAM). Ces textures sont combinées à l’exécution, en fonction des conditions d’illumination,
pour texturer les objets 3D. La cohérence temporelle des tons et de la résolution durant le zoom est
assurée par construction de la TAM. En effet, les hachures d’une image claire forment un sous-ensemble
de celles d’une image plus foncée (fig. 2.5 : de gauche à droite) et les hachures d’une résolution grossière
apparaissent dans celles d’une résolution plus fine (fig. 2.5 : de haut en bas).
FIG. 2.5: Tonal Art Map de Praun et al. [74]. Les hachures d’une image apparaissent dans toutes celles qui
la suivent en dessous ou à sa droite.
Ainsi, lorsque les conditions d’affichage vont changer, comme plusieurs images de la TAM sont
mélangées et partagent de nombreuses hachures, seules certaines marques vont disparaître/apparaître
progressivement : la majorité d’entre-elles subsistent à la même position, évitant ainsi l’effet de cligno-
tement.
- 6 -
2.2. Approches basées textures Master 2 Recherche Informatique
La paramétrisation des éléments de textures reste cependant complexe, Praun et al. utilisant celle
des Lapped Textures [73] (cf. section A.1.2 pour plus de détails concernant cette méthode). En outre, la
création de la TAM devient difficile voire impossible pour d’autres marques que des hachures.
2.2.2 Méthodes entre espace objet et espace image
Plusieurs approches à mi-chemin entre espace objet et espace image ont été proposées : l’information
de mouvement 3D étant extraite de la scène en espace objet et convertie en mouvement 2D d’une ou
plusieurs textures.
Cunzi et al. [14] proposent ainsi de faire subir une transformation géométrique – en espace image –
inverse au mouvement de la caméra – en espace objet – à une texture d’arrière plan, servant de toile de
fond à une visite virtuelle d’une scène 3D. De cette façon, le sentiment d’immersion du visiteur virtuel
est augmenté, la texture de papier suivant ses déplacements (plus de détails section 3.1.2).
FIG. 2.6: Rendu “encre” de
paysages par la méthode de
Coconu et al. [11]
Cette approche est cependant restreinte à une seule texture d’arrière-
plan pour toute la scène. En outre, la transformation étant calcu-
lée par rapport au mouvement de la caméra, un objet 3D se dé-
plaçant dans la scène semble glisser sur le fond, produisant l’effet
« rideau de douche », ce qui limite cette méthode aux scènes sta-
tiques.
Pour pallier cette limitation, Coconu et al. [11] pour le rendu “encre”
de paysages (fig. 2.6) et Breslav et al. [9] pour le rendu à base de « mo-
tifs » (fig. 2.7) introduisent des méthodes basées sur le mouvement des
objets 3D de la scène.
Ces deux méthodes consistent à calculer la transformation 2D de la texture combinant rotation, trans-
lation et mise à l’échelle – i.e., la similitude – qui soit la plus proche du mouvement 3D des objets sous-
jacents. Pour déterminer cette transformation, la projection dans l’espace image d’un seul (Coconu et
al.) ou d’un ensemble de points 3D (Breslav et al.) est suivie image après image.
(a) Halftone (b) Hachures (c) Peinture
FIG. 2.7: Différents rendus obtenus avec la méthode de Breslav et al. [9].
L’intégralité d’un objet ne suivant pas nécessairement le même mouvement 2D, Coconu et al. groupent
les éléments de la scène en « primitives de haut niveau » (HLP) tandis que Breslav et al. permettent à
l’utilisateur de subdiviser la surface des objets 3D en “patches”, texturés de façon indépendante. Même
si le raccordement entre ces éléments est géré par mélange, des artefacts peuvent apparaître car la para-
métrisation en bordure des HLP n’est pas complètement cohérente dans la méthode de Coconu et al. et
le mélange dépend de la régularité du maillage de l’objet 3D dans l’algorithme de Breslav et al..
Si ces approches produisent des résultats purement 2D – donc en accord avec la nature traditionnelle
du motif – de bonne qualité, trouver une similitude 2D visuellement proche d’un mouvement 3D est un
problème difficile, voire impossible dans certains cas (objet allongé tournant autour d’un axe parallèle
au plan 2D, par exemple), si bien que le mouvement des textures n’est pas toujours cohérent.
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2.2.3 Méthodes en espace image
Une dernière classe d’approches tente de résoudre le problème de la cohérence temporelle purement
en espace image. Bousseau et al. [8] proposent ainsi de convertir une vidéo dans un style aquarelle
(fig. 2.8) en utilisant l’advection de texture [66].
(a) Image originale. (b) Rendu aquarelle.
FIG. 2.8: Rendu aquarelle de vidéo d’après la méthode de Bousseau et al. [8].
Bousseau et al. [7] ont montré que des résultats en aquarelle visuellement convaincants peuvent
être obtenus en modifiant une image couleur par l’utilisation de textures de pigments et de papier en
niveaux de gris (pour plus de détails cf. section 6.1). Un moyen de transformer une vidéo dans un style
aquarelle est donc de lui compositer une texture de papier/pigment. Cependant, cette texture ne doit
pas rester fixe tout au long de l’animation – sans quoi l’effet « rideau de douche » est garanti – mais
doit suivre les mouvements de l’animation. Bousseau et al. proposent d’utiliser l’advection de texture
– traditionnellement utilisée pour représenter des flux en visualisation scientifique – pour répondre à ce
problème.
L’advection de texture part d’une paramétrisation initiale de la texture à la première image de l’ani-
mation et modifie progressivement, pixel par pixel, cette relation en suivant le flot optique de la vidéo.
La paramétrisation est réinitialisée périodiquement, lorsque l’apparence de la texture déformée diverge
trop de l’original.
Cette méthode permet de capturer très précisément des mouvements complexes et de gérer les occlu-
sions et désocclusions, dans la mesure où le flot optique (connu dans le cas d’une scène 3D ou extrait de
la vidéo) est correct, ce qui est malheureusement loin d’être systématiquement le cas. Outre cette dépen-
dance vis à vis du flot optique, une autre limitation de cette approche est qu’elle nécessite la connaissance
de l’intégralité de l’animation (du début jusqu’à la fin) ce qui exclut toute utilisation interactive. Enfin,
cette méthode ne peut utiliser qu’une seule texture pour toute la scène, ce qui restreint nettement la ri-
chesse de la stylisation.
FIG. 2.9: Rendu peinture par
la méthode de segmentation
de Kolliopoulos et al. [43].
Deux autres approches en espace image, prenant une vidéo en entrée
mais proposant un remplissage hybride entre « primitives » et textures,
sont encore à signaler. Les méthodes de Wang et al. [95] et Kolliopoulos
et al. [43] sont basées sur une segmentation temporellement cohérente de
la vidéo. Elles proposent une extension d’algorithmes classiques de seg-
mentation 2D (Mean Shift [12] et Normalized Cuts [83], respectivement)
à un « volume temporel » (2D + temps).
Les différentes marques de style – couleurs uniformes, coups de pin-
ceau, points. . . – appliquées aux zones ainsi segmentées restent alors
cohérentes durant l’animation. La qualité finale tient pour beaucoup,
comme précédemment pour le flot optique, à celle de l’algorithme de
segmentation. L’extension de ces méthodes pour une utilisation interac-
tive semble en outre très difficile.
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2.3 Bilan et conséquences
Bien que la cohérence temporelle constitue un problème majeur en rendu non-photoréaliste et que de
nombreuses solutions aient été proposées tout au long de ces quinze dernières années, aucune véritable
étude ciblée sur ce thème – proposant, par exemple, une mesure perceptuelle de ses effets – n’a été menée.
Il est par conséquent difficile d’évaluer quantitativement la qualité d’une animation ou d’un algorithme de
rendu NPR en termes de cohérence temporelle et donc de comparer strictement les différentes approches
présentées précédemment.
Si l’objectif de notre travail n’est pas d’établir une telle mesure ou de réaliser ce type de comparai-
son – mais plutôt de proposer une solution originale à ce problème – nous nous efforcerons de garder à
l’esprit cette problématique plus large, en prenant soin de justifier notre méthode par des critères aussi
tangibles que possible.
Au regard des travaux précédents, il est possible de déterminer certaines pistes pour résoudre notre
problème. Dans la mesure où nous souhaitons une solution simple et applicable à un grand nombre de
styles NPR, les approches basées textures semblent à privilégier : elles ne nous restreignent en effet
pas à des styles possédant des marques clairement distinctes. Plus précisément, les méthodes en espace
objet semblent particulièrement intéressantes puisqu’elles résolvent en grande partie le problème de la
cohérence spatiale et temporelle – la texture étant liée à l’objet 3D – tout en permettant l’utilisation de
plusieurs textures pour une même scène, voire un même objet 3D. Ces approches laissent cependant deux
problèmes en suspens : celui de la cohérence durant le zoom et de la paramétrisation des textures.
Pour nous affranchir de ce dernier problème inhérent aux textures 2D, nous proposons d’utiliser des
textures volumiques qui ne nécessitent pas de paramétrisation. Libérés de ce problème, la seule question
restante est celle du zoom. Afin de ne restreindre ni le mouvement de la caméra, ni celui des objets 3D, il
est nécessaire que ce zoom soit infini et adapté à toutes marques de stylisation, donc tout type de texture.
Nous proposons dans le chapitre suivant un ensemble de solutions permettant de créer cette illusion de
zoom infini dans le cas de textures 2D, en étendant la méthode proposée par Cunzi et al..
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Chapitre 3
Étude du zoom infini bidimensionnel
Dans ce chapitre nous proposons une étude détaillée des méthodes existantes pour créer l’illusion
d’un zoom infini sur une image bidimensionnelle. Après avoir déterminé les critères de qualité de cette
illusion, nous étudierons, pour chaque classe de textures, la qualité des résultats obtenus par la principale
approches capable de produire cette illusion : “Dynamic Canvas”.
3.1 L’illusion du zoom infini
FIG. 3.1: Ascending and Descending by
M.C. Escher (1960).
Exception faite des motifs fractales – qui, par définition,
sont autosimilaires à un certain facteur d’échelle près –, il
semble impossible de zoomer indéfiniment sur un image quel-
conque, d’autant plus en ne connaissant que son apparence à
une échelle donnée. L’impression de zoom infini ne peut donc
que résulter d’une illusion trompant les sens de l’observateur,
comme les escaliers sans fin (fig. 3.1) du peintre M.C. Escher.




















FIG. 3.2: Modèle en hélice de la hauteur
d’un son.
En dimension 1 tout d’abord, pour un signal sonore, des
travaux ont montré que l’illusion de l’infini pouvait être créée
dans le cas de la perception de la hauteur d’un son, i.e., direc-
tement liée à sa fréquence (inverse de sa vitesse de vibration).
Normalement, plus un son est haut (resp. bas) plus il est perçu
comme aigu (resp. grave).
La hauteur d’un son peut cependant être décomposée,
d’après Drobisch [20], selon deux dimensions (fig. 3.2) : une
classe d’intervalle – écart de hauteur entre deux notes (position
sur le cercle) – et une clarté – quantité de hautes fréquences
(axe vertical) –, formant ainsi un modèle en hélice.
Gamme de Shepard [82]
En 1964, l’objectif de R.N Shepard [82] est de générer des tonalités avec une classe d’intervalle
différente mais la même clarté. Sur le modèle en hélice des hauteurs de la figure 3.2, cela consiste à ne
pas se déplacer verticalement mais à tourner sur le cercle des classes de hauteur, i.e., la projection de
l’hélice.
Une tonalité de Shepard (fig. 3.3) est un son composé d’un certain nombre d’harmoniques – ondes
de fréquences multiples de la fréquence fondamentale : 440 Hz pour un “La” – espacées d’une octave
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(fréquence doublée) et modulées par une enveloppe gaussienne. La forme exacte de cette enveloppe n’est
cependant pas cruciale, contrairement à la relation fréquentielle entre les harmoniques [75].
La gamme de Shepard est alors créée en déplaçant la tonalité précédente vers les fréquences crois-
santes d’un pas constant (en échelle logarithmique) en conservant l’enveloppe à la même position. Les
Figures 3.3 (a) à (c) illustrent les déplacements successifs – la fréquence fondamentale étant discrimi-
née en vert – qui permettent de réaliser la gamme. Lorsque le déplacement correspond à une octave, la
























FIG. 3.3: Tonalité et gamme de Shepard.
L’illusion consiste alors à jouer en boucle cette gamme, sans répéter les deux tonalités équivalentes.
L’oreille de l’auditeur a tendance à suivre la plus forte tonalité – celle au centre de l’enveloppe – dont
la hauteur est croissante. Alors que l’intensité de celle-ci diminue, l’oreille est attirée par la précédente
tonalité qui gagne en intensité et suit sa montée en hauteur. C’est ce passage inconscient d’une tonalité à
l’autre qui crée l’illusion d’une gamme montant à l’infini.
Glissando de Risset [80]
Le compositeur et chercheur Jean-Claude Risset [80] étend la gamme de Shepard en une version
continue intitulée glissando en spirale1. Il s’agit d’un agencement de douze sons complexes (synthé-
tisés uniquement par ordinateur) composés de six notes de six octaves différentes. Pour que l’illusion
fonctionne, il faut introduire ou éliminer de façon très graduelle les notes de fréquences graves et aiguës.
Risset utilisa en 1968 ce type d’illusion, lorsqu’il mit en musique le texte Little Boy du dramaturge
Pierre Halet, pour symboliser la chute de la bombe atomique sur Hiroshima.
3.1.2 Une illusion visuelle
“Endless zoom” de Glassner [27]
Le passage d’un signal unidimensionnel – un son – à un signal bidimensionnel – une image – a été
proposé par Andrew Glassner [27] en suivant strictement le même schéma que Shepard. Glassner propose
de synthétiser une image à partir de fonctions périodiques, par exemple A(x,y, f ) = sin( f ax)∗ cos( f by)
avec a et b deux constantes. Partant d’une image blanche, il somme en chaque pixel la fonction A évaluée
en f /i ∀i ∈ {−N . . .N} pondérée par une enveloppe gaussienne.
Pour créer une animation cyclique de F images, il suffit d’utiliser pour chaque image i la fréquence
fondamentale f + (F/i) f . Ainsi la fondamentale de la dernière image est 2 f et le cycle est possible.
Comme l’illustre la figure 3.4, Glassner constate que les images ne semblent pas grandir indéfiniment,
de la même façon que monte le signal audio de Shepard. Il les décrit plutôt comme étant vues à travers
un long tube dans lequel l’observateur volerait en avant ou en arrière à l’infini.
1La gamme de Shepard et le Glissando de Risset peuvent être écoutées sur : http://asa.aip.org/demo27.html
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Cette méthode est cependant limitée à une image totalement procédurale, pouvant être générée à
partir d’une somme de fonctions périodiques.
FIG. 3.4: “Endless zoom” de Glassner avec A(x,y, f ) = sin(2 f πx)∗ (sin(π f y)+ cos(3π f y)).
“Dynamic Canvas” [14]
Basée sur le même principe, la méthode proposée par Cunzi et al. dans Dynamic Canvas for Im-
mersive Non-Photorealistic Walkthroughs [14] permet l’utilisation aussi bien d’images procédurales que
réelles.
L’objectif de ce travail est d’accroître la sensation d’immersion d’un visiteur virtuel se promenant
dans un environnement 3D statique, rendu de façon non-photoréaliste. L’idée est d’animer l’arrière-plan
(texture de papier, toile. . . ) de la scène en traduisant en 2D les mouvements 3D de la caméra : translations








FIG. 3.5: Zoom infini de “Dynamic Canvas”
sur une texture d’échiquier. Le facteur de
zoom est montré à gauche.
Pour permettre cette impression de zoom infini, Cunzi
et al. proposent d’utiliser quatre versions de la texture
d’arrière-plan Ωi ∀i ∈ {1..4} redimensionnées d’un facteur
2i−1 (cf. première ligne de la figure 3.5) : ce qui est analogue
aux différentes octaves sonores de Shepard. La somme Σ,
pondérée par une enveloppe linéaire, de ces quatre octaves
correspond à la texture d’arrière-plan pour le facteur de
zoom initial (zoom = 1).
Lorsque le visiteur avance dans le papier, le facteur de
zoom diminue et toutes les octaves sont redimensionnées
selon cette valeur. Lorsque zoom = 12 , il est possible de dé-





i , la dernière
octave Ω4 étant réinitialisée et le facteur de zoom remis à 1.
La figure 3.6 montre un résultat obtenu avec cette mé-
thode à partir d’une texture de papier scannée. Le mélange
semble très satisfaisant pour ce type de texture et d’applica-
tion, car le « motif » de la texture est peu discernable. Ce-
pendant dans le cas d’une texture possèdant un « motif » précis – comme l’échiquier –, on constate que
celui-ci est plus difficilement reconnaissable dans la texture résultat, les octaves de différentes fréquences
étant mélangés mais discernables.
FIG. 3.6: Exemple de “Dynamic Canvas” sur
une texture scannée (à droite).
Le zoom infini de “Dynamic Canvas” semble un in-
téressant point de départ dans la mesure où :
– il trouve sa justification dans les travaux précé-
demment menés en dimension 1,
– il produit des résultats satisfaisants pour certains
types de textures.
La dégradation du « motif » qu’entraîne le mélange
est cependant problématique pour certaines classes de
textures. Il est donc nécessaire de déterminer les critères
définissant la qualité de la texture résultat afin de cibler les aspects de la méthode qui sont à améliorer.
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Il est en outre important de rappeler les deux autres limitations de cette approche, qui seront levées
au chapitre 5. Cette méthode n’est capable d’utiliser qu’une seule texture 2D par scène, tous les objets
3D étant « dessinés » sur ce fond, et ces objets sont nécessairement statiques, seule la caméra pouvant se
déplacer dans l’environnement virtuel.
3.2 Critères de qualité
Comme souligné en conclusion de l’état de l’art sur la cohérence temporelle (cf. chapitre 2), aucune
étude n’a défini à ce jour une mesure formelle de la cohérence d’une animation non-photoréaliste. Cette
carence s’explique probablement par la difficulté que nous avons à expliciter les critères permettant de
juger cette cohérence, essentiellement perceptuelle, et a fortiori d’en établir une mesure.
Nous essaierons cependant dans cette section de déterminer les principaux critères de qualité sta-
tiques et dynamiques, à prendre en compte dans le cas particulier du zoom infini bidimensionnel.
3.2.1 Critères statiques
Les critères statiques définissent les qualités souhaitées pour n’importe quelle image fixe I, extraite
d’une séquence du zoom infini sur une texture T .
Similarité avec la texture d’origine
Étant donné que l’artiste choisit en entrée du zoom infini une texture T , le premier critère de qua-
lité semble être la similarité de I avec T . Cette similarité peut être définie, selon nous, de trois façon
différentes.
Il peut tout d’abord s’agir d’une simple ressemblance visuelle. Si ce critère est le plus simple à utili-
ser, car à la porté de chacun, il est cependant totalement subjectif et varie donc d’un observateur à l’autre.
Une utilisation rigoureuse de ce critère nécessiterait la mise au point d’une expérimentation sur un panel
significatif d’utilisateurs, ce que nous n’avons pas eu la possibilité de réaliser lors de cette étude. Pour
autant, nous ne le négligerons pas, car il constitue le principal critère d’un spectateur lambda visionnant
une animation non-photoréaliste.
Pour obtenir un critère plus facilement mesurable, il est possible de considérer la similarité de deux
images comme leur proximité en termes de couleurs et d’utiliser pour cela leurs histogrammes (fig. 3.7).
L’histogramme est un graphique statistique permettant de représenter, par canal de couleur, la distribution
des intensités des pixels d’une image, i.e., le nombre de pixels pour chaque intensité lumineuse. Ainsi
comparer les deux triplets d’histogrammes de I et T revient à comparer la similarité des tons dominants
des deux images.
Cependant, deux images aux couleurs semblables ne sont pas nécessairement similaires – les his-
togrammes de la figure 3.7(a) et 3.7(b) sont strictement identiques – la texture (b) étant une version
aléatoirement brouillée de la texture (a) – sans pour autant que les textures se ressemblent. De même, les
histogrammes 3.7(a) et 3.7(c) ne sont pas radicalement dissimilaires alors que les textures n’ont que peu
de points communs.
(a) Texture de briques (b) Texture précédente brouillée (c) Texture de sol
FIG. 3.7: Histogrammes de trois textures.
- 13 -
Master 2 Recherche Informatique Chapitre 3. Étude du zoom infini bidimensionnel
Les textures possèdent généralement un « motif », identifiable, voire segmentable. Dans ce cas, la
similarité entre deux textures peut se définir en terme de distribution de ce « motif ». Extraire ce « motif »
de la texture et mesurer cette distribution sont néanmoins des tâches difficiles qui dépassent le cadre de
notre étude.
Une dernière information, plus facilement extractible d’une image, par transformée de Fourier rapide,
est sa distribution fréquentielle. Il est alors envisageable de comparer I et T en fonction de leur spectre
(module de la transformée de Fourier). Le spectre fournit, en effet, certaines caractéristiques de la texture.
En particulier, les pics présents dans le spectre nous informent sur l’orientation de la structure ainsi que
sur son amplitude. En effet, le pic dominant dans le spectre donne la direction principale de la texture,
tandis que la localisation des pics permet de déterminer la période spatiale fondamentale de la texture.
Enfin, chaque pic représente une périodicité spatiale dans un sens particulier.
Les spectres extraits pour les deux textures précédentes (assez proches en couleurs) sont bien distincts
(fig. 3.8). Cependant, cette représentation est peu intuitive, assez difficile à interpréter et peu pertinente
pour les textures ne présentant pas une certaine structure.
(a) Texture de briques (b) Texture précédente brouillée (c) Texture de sol
FIG. 3.8: Spectres (droite) de trois textures (gauche).
Conditions pratiques
Ces différents critères de similarité impliquent, en définitive, deux conditions quant au zoom infini
du type “Dynamic Canvas” : toute image I devant ressembler à T en termes de couleurs, de fréquence et
de distribution du « motif ».
Il faut, tout d’abord, que l’algorithme du zoom infini limite le mélange des octaves, sans quoi de
nouvelles couleurs et fréquences vont être créées : les histogrammes et spectres divergeant. Cela suppose
soit de trouver une « fonction de mélange » minimisant le moyennage des couleurs, soit de limiter le
nombre d’octaves considérées simultanément.
Il est ensuite nécessaire de limiter le recouvrement du « motif » des différentes octaves, afin que celui
d’origine soit toujours distinguable. Cette condition impose soit l’alignement du motif des différentes
octaves – quand un tel alignement peut être trouvé –, soit, à nouveau, de limiter le nombre d’octaves.
3.2.2 Critères dynamiques
Les critères dynamiques doivent permettre de définir la qualité du zoom infini au cours de l’anima-
tion. Ils doivent, par conséquent, tenir compte des exigences imposées par la cohérence temporelle tout
en maintenant l’illusion du zoom.
Conditions imposées par la cohérence temporelle
La cohérence temporelle impose de limiter au maximum les apparitions brusques et aléatoires de
nouveaux éléments, pour éviter les clignotements à l’écran. Cela implique une certaine continuité au
cours de l’animation et donc la présence simultanée d’un nombre suffisant d’octaves – pour que l’obser-
vateur ne perçoive pas le rafraîchissement du « motif »– mélangées de façon douce.
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Conditions liées à l’illusion de zoom
L’animation doit donner l’illusion du zoom : les éléments devant sembler grossir au cours du temps.
Cependant, il est souhaité de conserver en permanence une taille et une distribution fréquentielle du
« motif » globalement constante à l’écran. Il s’agit du principal paradoxe du zoom infini qui implique
l’utilisation d’un cycle fini entre un nombre limité d’octaves.
3.2.3 Bilan
Outre le fait que l’illusion du zoom infini bidimensionnel soit intrinsèquement paradoxale, les critères
de qualité statiques et dynamiques que nous avons pu définir, et les contraintes qu’ils imposent, sont eux-
mêmes contradictoires.
De plus, ces critères ne sont pas nécessairement les mêmes pour tout type de textures ou de « mo-
tif » : les critères de similarité en termes de couleurs, de fréquence ou de distribution n’ayant pas la même
importance pour chacun d’eux.
Il existe une telle diversité de textures qu’une solution idéale au problème du zoom infini bidimen-
sionnel s’avère impossible à définir. Il est cependant concevable d’améliorer l’algorithme de “Dynamic
Canvas” en fonction de la classe de la texture considérée.
Ainsi, pour résoudre notre problème, il nous faut avant tout trouver le meilleur compromis entre les
contraintes statiques et dynamiques précédemment définies, en fonction du type de textures considéré.
C’est pourquoi nous proposons dans la section suivante de définir une classification des textures adaptée
à notre problème, avant de déterminer ce compromis.
3.3 Classes de textures
L’analyse et la classification de texture est un domaine de recherche vaste dont nous ne ferons pas
ici une description détaillée. Nous proposons uniquement une rapide présentation de deux grandes ap-
proches d’analyse de textures issues de deux branches distinctes de l’informatique graphique.
Le premier propose, en effet, une modélisation mathématique des textures en utilisant différents outils
(géométrie, statistiques, analyse spectrale. . . ), tandis que le second se base sur la perception humaine
pour en déduire des mesures caractéristiques.
En s’inspirant de ces modèles, nous proposerons alors une classification simple et intuitive, adaptée
au problème du zoom infini bidimensionnel.
3.3.1 Modèles mathématiques
Le but de l’analyse de texture est de formaliser les descriptifs de la texture par des paramètres ma-
thématiques qui serviraient à l’identifier. Une multitude de méthodes, de variantes et de combinaisons de
méthodes ont déjà été proposées dans la littérature et éprouvées en pratique [88].
Une classification, couramment utilisée en analyse et synthèse de textures, en a été déduite. Après
avoir introduit succinctement les grandes classes de méthodes d’analyse, nous présenterons cette classi-
fication.
Méthodes d’analyse
Parmi toutes les méthodes d’analyse mathématique de textures, trois grandes approches sont distin-
guables : les méthodes structurelles ou géométriques, les méthodes statistiques ou probabilistes et les
méthodes spatio-fréquentielles.
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• Méthodes structurelles / géométriques
Ces méthodes sont particulièrement bien adaptées aux textures macroscopiques, i.e., présentant un
aspect régulier, sous formes de motifs répétitifs, spatialement placés selon une règle précise (peau de
lézard, mur de brique, mosaïques (fig. 3.9(a)). . . ).
Ces méthodes procèdent généralement en deux étapes. Elles identifient tout d’abord les structures
macroscopiques constitutives de la texture – par reconnaissance de forme, par exemple –, puis définissent
les règles de placement de ces éléments.
• Méthodes statistiques / probabilistes
Selon les méthodes statistiques, la texture est considérée comme la réalisation d’un processus sto-
chastique stationnaire2. Les approches probabilistes cherchent alors à caractériser l’aspect anarchique et
homogène de ces textures, des paramètres statistiques (matrice de coocurrences, fonction d’autocorréla-
tion, modèle de Markov. . . ) étant estimés pour chaque pixel de l’image.
Ces approches sont donc particulièrement adaptées aux textures présentant des structures « micro-
scopiques » distribuées de manière aléatoire (sable (fig. 3.9(b)), granite, herbe. . . ).
• Méthodes spatio-fréquentielles
Les représentations spatio-fréquentielles préservent à la fois les informations globales et locales, elles
sont donc bien adaptées aux signaux quasi périodiques. De nombreuses textures sont des signaux quasi
périodiques qui ont une énergie fréquentielle localisée (fig. 3.9(c)). Ces méthodes permettent alors de
caractériser ce type de textures à différentes échelles, par analyse de leur décomposition dans le domaine
de Fourier, et surtout, sur une base de Gabor ou d’ondelettes.
(a) Texture de mosaïque. (b) Texture de sable. (c) Texture de tissage.
FIG. 3.9: Exemples de textures pour les trois méthodes d’analyse mathématique.
Classification
Les textures sont traditionnellement séparées selon cinq catégories (fig. 3.10) :
• régulières, présentant un motif géométrique précis, répété selon des règles de placement bien
définies,
• quasi régulières, possédant une sorte de « motif » répété à une légère déformation près,
• irrégulières, contenant des éléments de « motif » clairement distinguables, mais non-identiques,
avec une répétition non-régulière mais cohérente,
• quasi stochastiques, présentant des formes caractéristiques mais distribuées de manière aléa-
toire,
• stochastiques, constituées de grains répartis de façon totalement aléatoire.
2Ensemble de variables aléatoires Xt dont la loi ne dépend pas de t.
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régulières quasi régulières irrégulières quasi stochastiques stochastiques
FIG. 3.10: Exemples de textures de la PSU Near-Regular Texture Database [51] pour les cinq classes du
modèle mathématique.
3.3.2 Modèles perceptuels
Partant du constat que nous sommes bien plus performants pour reconnaître une texture que pour
la caractériser – comme l’atteste la profusion de définitions de cette notion en vision par ordinateur –,
plusieurs études ont été menées pour établir une classification perceptuelle des textures.
La première étape de ces approches est de définir les indices peceptuels qualifiant une texture. Les
travaux fondateurs de Tamura et al. [86] décrivent et proposent la mesure de six indices perceptuels,
validés par une étude sur 48 utilisateurs. Ils caractérisent ainsi une texture par son degré de :
• rugosité,
• contraste (fig. 3.11(a)),
• directionnalité (fig. 3.11(b)),
• « linéarité » (quantité de lignes droites dans les contours de la texture),
• régularité,
• granularité (fig. 3.11(c)).
(a) Contraste (b) Directionalité (c) Granularité
FIG. 3.11: Exemples de textures de la base de donnée Vis Tex [1] pour un faible (gauche) et un fort (droite)
taux d’un indice perceptuel.
Rao et Lohse [78] restreignent ces indices à trois critères discriminants principaux – la directionnalité,
la périodicité et la complexité – qu’ils jugent suffisamment orthogonaux pour construire une base de
l’espace des textures. À travers une nouvelle étude utilisateur [79], ils définissent huit catégories de
textures basées sur ces critères :
• « granuleuses », possédant une forme moyenne de base (un grain) distribuée de façon aléatoire,
• « types marbre », aléatoires, non-répétitives et non-granuleuses,
• « en dentelle », non-aléatoires, non-répétitives et sans direction privilégiée,
• « alétoires homogènes », avec des détails fins mais pas de structure,
• « aléatoires répétitives », mais sans régularité,
• « localement directionnelles »,
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• « répétitives directionnelles »,
• « répétitives non-directionnelles ».
Les indices perceptuels précédents, et les classifications qui en découlent, ont été utilisés avec succès
pour améliorer la recherche de textures dans une base de données [5, 59], mais restent complexes à
mesurer.
3.3.3 Classification adaptée à notre problème
Les deux types d’approches décrites précédemment, et les classifications qui en ont été déduites, nous
ont servi d’inspiration pour construire notre propre classification. Même si cela n’est pas l’objet de notre
étude, il est à noter qu’il semble tout à fait envisageable d’utiliser des algorithmes tirés de ces approches
pour réaliser automatiquement la classification d’un ensemble de textures selon notre hiérarchie.
Afin d’obtenir une classification plus simple que les précédentes, nous proposons de regrouper cer-
taines catégorie pour finalement diviser les textures en deux classes principales : celle des textures struc-
turées et celle des textures non-structurées.
La classe des textures structurées regroupe les textures régulières, quasi régulières et irrégulières
de la classification mathématique, qui ont toutes en commun la caractéristique de partager un « motif »
clairement identifiable. Ce « motif » peut être plus ou moins périodique, sa granularité et sa directionnalité
plus ou moins grande, au sens des indices visuels du modèle perceptuel.
C’est pourquoi nous avons subdivisé la classe des textures structurées selon deux critères : d’une part,
la possibilité d’en extraire des marques (“features”) clairement segmentables – degré de granularité – sur
un fond uniforme (fig. 3.12(a)) et, d’autre part, la présence (fig. 3.12(b)) ou non (fig. 3.12(c)) d’une







(d) Granuleuse (e) Par aplats
FIG. 3.12: Exemples de textures illustrant notre classification.
La classe des textures non-structurées englobe les textures quasi stochastiques et stochastiques du
modèle mathématique. À nouveau, en fonction de la granularité (la notion de periodicité et de direction-
nalité ayant peu de sens pour ces textures), deux catégories peuvent être dégagées. Les textures rugueuses
avec une fine granularité (fig. 3.12(d)) – les « granuleuses » et « aléatoires homogène » du modèle per-
ceptuel – et celles par aplats ayant une granularité plus forte (fig. 3.12(e)) – la classe perceptuelle des
« types marbre ».
La hiérarchie suivante résume notre classification :
une direction privilégiée
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3.4 Étude du zoom infini sur le modèle “Dynamic Canvas”
Maintenant que nous avons été capable de définir précisemment une classification des textures adap-
tée à notre problème, nous proposons d’étudier plus en détails la méthode de zoom infini du type “Dy-
namic Canvas” en fonction des classes de texture.
“Dynamic Canvas”, tel qu’il est proposé par Cunzi et al., comporte un certain nombre de paramètres,
assez arbitrairement fixés par les auteurs. Afin de déterminer leur meilleur valeur pour chaque classe de
texture, nous avons passé en revue ces leviers de contrôle et comparé les résultats obtenus en les faisant
varier.
Nous avons pu mettre à jour cinq paramètres principaux sur lesquels influer : la nature, le nombre
et la taille relative des octaves utilisées, leur vitesse de grossissement et la fonction de mélange de ces
octaves.
3.4.1 Nature et taille relative des octaves
FIG. 3.13: Zoom sur un motif fractal.
Dans un cas idéal, la texture sur laquelle on souhaite zoomer
représenterait un motif fractal, parfaitement autosimilaire. Une
seule octave serait alors nécessaire et, après un certain facteur de
zoom, l’image originale serait naturellement retrouvée (fig. 3.13).
Dans un cas général, le « motif » – qui ne peut être véritable-
ment défini que dans le cas des textures structurées – de la texture
n’a aucune raison d’être autosimilaire. L’idée centrale de “Dyna-
mic Canvas” est de mélanger la même texture à différentes échelles pour créer artificiellement l’autosi-
milarité. Afin d’obtenir un cycle infini continu, il est nécessaire que le facteur d’échelle entre les octaves
soit de deux, même si un facteur plus important aurait augmenté la similarité du mélange avec la texture
d’origine.
La nature et la taille des octaves choisies dans l’approche initiale semblent donc tout à fait justifiées,
aucune alternative n’étant capable de produire le résultat escompté, quelque soit le type de texture.
3.4.2 Nombre d’octaves
Les Figures 3.14 et 3.15 montrent le résultat du mélange avec les paramètres précédents pour n
octaves, ainsi que leur histogramme moyen pour les trois canaux et leur spectre. Force est de constater
qu’il y a d’autant moins de moyennage des couleurs (étalement de l’histogramme) et d’apparition de
fréquences, et donc le mélange est d’autant plus similaire à la texture originale, qu’il y a peu d’octaves.
(a) Une octave (b) Deux octaves (c) Trois octaves (d) Quatre octaves
FIG. 3.14: Résultat du mélange pour n octaves avec une texture à “features” segmentables ainsi que leur
histogramme moyen sur les trois canaux et leur spectre.
On constate néanmoins que, visuellement et du point de vue de l’histogramme, le mélange dégrade
beaucoup moins la similarité avec la texture d’origine dans le cas des textures présentant une direction
privilégiée (fig. 3.15) que dans celui de “features” segmentables, car le « motif » est naturellement aligné
à toutes les échelles.
La même remarque est valable pour les textures non-structurées, en particulier celles par aplats
(fig. 3.16), l’apparition (modérée) de nouvelles fréquences ou couleurs n’étant pas visuellement très
perturbantes.
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(a) Une octave (b) Deux octaves (c) Trois octaves (d) Quatre octaves
FIG. 3.15: Résultat du mélange pour n octaves avec une texture possédant une direction privilégiée ainsi
que leur histogramme moyen sur les trois canaux et leur spectre.
(a) Une octave (b) Deux octaves (c) Trois octaves (d) Quatre octaves
FIG. 3.16: Résultat du mélange pour n octaves avec une texture non-structurée par aplats ainsi que leur
histogramme moyen sur les trois canaux et leur spectre.
Dans le cas de textures granuleuses (fig. 3.17), l’étalement de l’histogramme et du spectre est plus
important, mais sans avoir un impact visuel trop important. En effet, dans la mesure où la textures d’ori-
gine possède déjà une gamme de fréquences assez large, la reconnaissance de la texture d’origine n’est
pas tellement remise en cause par le mélange.
(a) Une octave (b) Deux octaves (c) Trois octaves (d) Quatre octaves
FIG. 3.17: Résultat du mélange pour n octaves avec une texture non-structurée granuleuse ainsi que leur
histogramme moyen sur les trois canaux et leur spectre.
Cependant, pour garantir l’impression de continuité temporelle au cours du zoom, il est nécessaire
d’utiliser au moins trois ou quatre octaves pour que l’apparition des octaves inférieures soit douce. Il n’est
donc pas vraiment possible de restreindre le nombre d’octaves simultanées pour augmenter la similarité
avec la texture d’origine – ce qui pourrait pourtant être particulièrement utile dans les cas des textures
structurées sans direction privilégiée.
3.4.3 Vitesse de grossissement et fonction de mélange
Cunzi et al. ont montré que la vitesse de grossissement doit être logarithmique avec la profondeur (le
facteur de zoom étant exponentiel) pour que la taille des octaves à l’écran croisse de façon linéaire. Il est
donc impossible de modifier ce paramètre si l’on souhaite un zoom infini continu.
La fonction de mélange, en lien avec l’enveloppe spectrale, détermine la façon dont les octaves sont
combinées. Il s’agit donc d’un levier important du zoom infini que nous nous proposons de considérer
maintenant.
La fonction de mélange proposée dans “Dynamic Canvas” est un fondu linéaire entre les octaves
(fig. 3.18(a)) : fonction qui a montré ses limites dans les exemples précédents. L’enveloppe fréquen-
tielle contrôlant l’apparition des octaves était une gaussienne dans l’approche unidimensionnelle de She-
pard [82]. Cependant, déjà en dimension un, Purwins [75] a montré que la forme exacte de l’enveloppe
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(c) Enveloppe linéaire. (d) Enveloppe gaussienne.
FIG. 3.18: Résultat du mélange de 4 octaves pour deux types d’enveloppe fréquentielle : linéaire et gaus-
sienne.
La figure 3.18 confirme ce résultat dans le cas bidimensionnel. Nous avons pondéré le mélange de








2σ2 , avec σ l’écart-type.
Aussi bien visuellement qu’en terme d’histogramme ou de spectre, il n’y a pas une franche diffé-
rence entre un mélange obtenu avec une enveloppe linéaire (fig. 3.18(c)) et un enveloppe gaussienne
(fig. 3.18(d)). Quelle que soit l’enveloppe spectrale, un étalement de l’histogramme lié au moyennage
des couleurs est en effet observé.
De même, bien que la continuité du raccord de la fonction de mélange gaussienne soit supérieure
à celle du mélange linéaire, aucun gain en terme de continuité au cours du zoom n’est visuellement
observable.
3.4.4 Bilan
À l’issue de cette étude détaillée du zoom infini bidimensionnel de type “Dynamic Canvas”, nous
pouvons tirer les conclusions suivantes. Si, cette approche par mélange d’octaves se prête très bien aux
textures non-structurées ou structurées possédant une direction principale, elle induit d’importants ar-
tefacts pour les classes de textures ne présentant pas un alignement multi-échelle intrinsèque de leur
« motif ».
Plus précisément, nous avons pu constater que, dans le cas des textures non-structurées ou structu-
rées avec une direction privilégiée (en vert sur la figure 3.19), cet algorithme est assez approprié, les
deux seuls réglage restant étant : le nombre exact d’octaves mélangées (trois ou quatre) et l’enveloppe
spectrale (linéaire ou gaussienne) en fonction de la continuité recherchée lors de l’animation.
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Par contre, pour des textures structurées possédant des “features” segmentables ou pas de direction
privilégiée (en orange sur la figure 3.19) – dont le « motif » est fortement distinguable et donc forte-
ment perturbé par le fondu –, le mélange basique engendre deux problèmes : non seulement le « motif »
s’auto-recouvre, mais son contraste est également significativement affaibli. Pour essayer de corriger
ces artefacts, nous proposons, pour ces deux classes de textures, de nouvelles solutions de mélange des
octaves.
une direction privilégiée
FIG. 3.19: Qualité du mélange du type “Dynamic Canvas” en fonction de notre classification des textures :
d’assez bonne pour les classes en vert à mauvaise pour celles en orange
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Chapitre 4
Nouvelles solutions au problème du
zoom infini
Dans ce chapitre nous proposons de nouvelles solutions pour zoomer infiniment sur une texture 2D
structurée, à “features” segmentables ou sans direction privilégiée. En se basant sur les conclusions de
l’étude détaillée de “Dynamic Canvas”, effectuée au chapitre précédent, nous présenterons les approches
que nous avons jugées à même de produire un compromis visuellement satisfaisant.
4.1 Utilisation d’informations complémentaires
Partant du constat qu’un mélange naïf de n octaves auto-similaires à la manière de “Dynamic Can-
vas” n’est pas adapté aux textures structurées, à “features” segmentables ou sans direction privilégiée, il
nous a semble qu’une piste intéressante serait d’intégrer au mélange des informations complémentaires,
extraites spécifiquement de chacune des textures considérées.
Deux informations nous semblent potentiellement utiles pour améliorer l’algorithme du zoom infini :
celle de couleur et celle de « motif » de la texture originale. Ces données pourraient être utilisées aussi
bien durant le mélange qu’en pré ou post-traitement.
(a) Texture d’œufs.
(b) Feature map.
FIG. 4.1: Texture d’œufs et
sa feature map.
L’information de couleur est facilement accessible – nous l’avons déjà
utilisée tout au long du chapitre 3 comme critère de qualité – sous la forme
de l’histogramme moyen ou d’un histogramme par canal de couleur.
L’information de « motif » est plus difficile à extraire de la texture,
même si notre objectif n’est pas d’en obtenir une segmentation stricte.
Wu et Yu [99], puis Lefebvre et Hoppe [54], ont cependant proposé
une méthode de « segmentation douce » d’une texture sous la forme
d’une feature map. La construction de cette carte est obtenue par une
suite de traitements d’image afin de rehausser puis détecter les contours
du « motif », avant de calculer la distance signée entre ces structures
(fig. 4.1).
En utilisant ces données supplémentaires, nous avons pu proposer trois
extensions à l’algorithme de “Dynamic Canvas” selon différents axes (po-
tentiellement combinables) : l’alignement du « motif » par déformation des octaves – dans le cas des
textures segmentables sur fond uniforme –, l’amélioration du contraste du mélange – en particulier en
tenant compte de la feature map – et l’optimisation de la texture exemple pour maximiser la similitude
du mélange avec l’original.
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4.2 Alignement du « motif » par déformation des octaves
(a) Texture originale. (b) Mélange.
FIG. 4.2: Intersections partielles après le
mélange de quatre octaves.
Il est apparu, au cours de nos différentes tentatives d’amé-
lioration du zoom infini type “Dynamic Canvas”, que le princi-
pal désagrément visuel lié à cette méthode est la superposition
du « motif », dans le cas des textures structurées à “features”
segmentables ou ne possédant pas de direction principale.
Dans le cas des textures structurées ne possédant pas de
direction principale, la question paraît insoluble sans privilégier
arbitrairement l’une des directions, pour autant que l’on soit
capable de les extraire.
Par conséquent nous nous restreindrons dans la suite au cas
des textures possédant des “features” segmentables sur un fond uniforme. Pour cette classe de textures,
nous nous somme fixés pour objectif de minimiser les intersections partielles de “features” (fig. 4.2). En
effet, ces superpositions ne sont généralement pas présententes dans le « motif » original et le corrompent
durant le mélange.
4.2.1 Champ de déformation triangulaire à la manière de Matusik et al. [62]
Un problème proche a déjà été traité par Matusik et al. [62], dans le cas de textures possédant à
l’origine des structures similaires. Notre cas est cependant plus complexe que le leur dans la mesure où
les structures de nos différentes octaves – bien qu’identiques à un facteur d’échelle près – peuvent ne
présenter initialement aucun alignement.
En nous inspirant de Matusik et al., nous avons mis au point une méthode de déformation basée sur
une triangulation. L’idée générale est de déformer la texture de l’octave inférieure Ω2 de telle sorte que
ses “features” soient alignées, au début du zoom, avec celles de l’octave supérieure Ω1. Durant le zoom,
les “features” retrouvent continûment lors position initiale pour permettre le cycle des octaves.
(a) Octaves Ω1 et Ω2 initiales. (b) Triangulation de Ω2 avant (gauche)
et après déformation maximale (droite).
(c) Ω2 déformée à
l’état initial.
FIG. 4.3: Principales étapes de notre méthode de déformation par triangulation.
Le centre des “features” peut être simplement extrait de la feature map en cherchant ses extremums
locaux (minimums si les “features” sont codées en noir) par des opérations morphomathématiques (en
utilisant la librairie IPL98 [16]). La triangulation de Delaunay des centres de l’octave Ω2 est alors cal-
culée selon l’algorithme incrémental de Lischinski [57]. Le plus proche voisin de chacun de ces points
dans l’octave supérieure Ω1 (trouvé par la librairie ANN [64]) nous permet de définir le déplacement
maximal, conduisant à la triangulation déformée. La figure 4.3 résume graphiquement ce processus.
Au cours du zoom infini, la triangulation retrouve progressivement sa position initiale par interpola-
tion linéaire de ses sommets. L’octave inférieure déformée Ω̂2 est construite par morphage barycentrique
de Ω2 selon cette triangulation.
Cette méthode permet de produire une déformation importante de l’octave inférieure Ω2 dans la
direction des “features” de l’octave supérieure Ω1 (fig. 4.3(c)) comme nous le souhaitions. En outre, elle
produit un retour continu de l’octave Ω2 à son état initial, le morphage barycentrique étant lui même
continu.
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Cependant, comme l’illustre la figure 4.4 sur une séquence de zoom, le premier problème de cette
approche est la triangulation qui est très visible dans le mélange final. Pour pallier ce problème, il serait
possible de subdiviser le maillage et d’interpoler le déplacement aux points de subdivision. Néanmoins,
l’effet de contraction très géométrique de l’octave inférieure Ω2 vers les extremums de l’octave supé-
rieure Ω1 ne pourra pas être totalement évité.
FIG. 4.4: Séquence de zoom obtenue avec notre méthode de déformation par triangulation.
En outre, on peut constater que la déformation ne correspond pas exactement à nos attentes. En effet,
les “features” de Ω2 sont étirées et non déplacées sous celles de Ω1 pour éviter les intersections partielles.
Au regard de ces problèmes, nous avons développé une nouvelle approche, plus douce car ne reposant
pas sur une structure géométrique, pour permettre cet alignement.
4.2.2 Déformation par advection
FIG. 4.5: Carte de hauteur et le terrain associé.
Nous proposons une approche pixellique de dé-
formation en s’inspirant des techniques d’advec-
tion de texture (pour de plus amples détails concer-
nant cette méthode cf. section 2.2.3). L’idée est de
considérer la feature map de l’octave supérieure Ω1
comme une carte de hauteur – image utilisée pour
stocker une information d’élévation : altitude d’un
terrain, par exemple (fig. 4.5) – les “features” de l’oc-
tave inférieure Ω1 devant se déplacer vers les extremums de cette carte.
La direction de déplacement peut directement être calculée depuis la feature map d’Ω1 en prenant sa
dérivée bidimensionnelle selon les axes x et y – i.e., le gradient de cette image (fig. 4.6(b)) – qui indique
le sens de la plus grande pente. La déformation de l’octave Ω2 est alors obtenue par inverse warping :
en déterminant pour tout point (x′,y′) de l’image défomée, le pixel (x,y) = W−1(x′,y′) dans l’image
d’origine.




FIG. 4.6: Principales étapes de notre méthode de déformation par advection.
La figure 4.7 montre une séquence de zoom obtenue par cette méthode. La déformation au cours
du temps est beaucoup plus continue que l’approche précédente par triangulation et les “features” de
l’octave inférieure se déforment vraiment pour s’aligner sur celles de l’octave supérieure.
Deux limitations sont cependant à noter. La première concerne l’impression de flou qui reste encore
très grande avec cette méthode. En effet, si les octaves sont correctement alignées à l’état initial du zoom
infini en limitant les intersection partielles, celles-ci réapparaissent au cours de l’animation, Ω2 devant
retrouver sa position non-déformée pour permettre le cycle des octaves.
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FIG. 4.7: Séquence de zoom obtenue avec notre méthode de déformation par advection.
La seconde limitation est commune aux deux approches par déformation et concerne l’ajout des
octaves suivantes Ωi pour i > 2. Il n’est pas évident de déterminer qu’elle serait la « bonne » position
de ces octaves, non seulement à l’état initial du zoom, mais aussi tout au long de la déformation, ce qui
rend ce problème difficile. C’est pourquoi, de nombreuses pistes restent encore à explorer autour de ces
approches et constituent d’intéressants travaux futurs.
4.3 Optimisation de la texture originale pour le mélange
Étant donné que le « motif » des textures utilisées peut être quelconque, nous avons fixé comme
postulat de base que le mélange devait nécessairement s’effectuer, comme dans “Dynamic Canvas”, sur
n copies – à des échelles différentes – de la texture originale T . Rien ne nous empêche cependant de
modifier cette texture de telle sorte que le mélange de ses n octaves soit le plus similaire possible à
l’original.
Il s’agit en fait d’un problème d’optimisation : nous cherchons la texture T̂ minimisant ||T −ΣT̂ ||
avec :
ΣT̂ (i, j) = α1T̂ (i/2, j/2)+α2T̂ (i, j)+α3T̂ (2i,2 j)+α4T̂ (4i,4 j) ∀(i, j) (4.1)
les αk correspondant à la pondération du mélange. Pour une pondération fixée – i.e., une image fixe du
zoom infini – déterminer T̂ revient à résoudre un système linéaire de la forme At̂ = t, t et t̂ étant les
versions vecteurs des images T et T̂ et la matrice carrée A contenant la pondération telle que At̂ = σT̂
(σT̂ étant la version vecteur de ΣT̂ ).
Nous proposons de résoudre ce système par la méthode itérative de Gauss-Seidel, l’équation 4.1
pouvant se réécrire sous la forme :
T̂ (i, j) =
T (i, j)−α1T̂ (i/2, j/2)−α3T̂ (2i,2 j)−α4T̂ (4i,4 j)
α2
∀(i, j) (4.2)
en fixant ΣT̂ = T , cas idéal si la similitude était totale.
(a) Texture originale. (b) Mélange original. (c) Texture optimisée. (d) Mélange optimisé.
FIG. 4.8: Résultat du mélange avec quatre octaves pour une texture de brique et sa version optimisée.
La figure 4.8 montre le résultat obtenu avec cette méthode pour une texture structurée possédant un
certain alignement. Il est à noter que l’histogramme moyen du mélange optimisé (fig. 4.8(d)) est bien
plus proche de celui de la texture originale que ne l’est celui du mélange par fondu.
Spectralement et visuellement, la comparaison est plus difficile. En effet, comme on peut le voir
sur la figure 4.8(c), l’optimisation rehausse le contraste du « motif » de l’octave la plus visible pour la
pondération courante, tout en essayant de compenser celui des autres octaves. Or, cette balance n’étant
pas parfaite, de nouveaux artefacts (traces noires) sont créés. Néanmoins, l’utilisation d’une méthode
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d’optimisation plus douce devrait permettre une réduction de cet effet.
La principale difficulté est désormais de passer de l’optimisation d’une image fixe – pour une pondé-
ration donnée – à une optimisation dynamique sur la totalité du zoom. En effet, utiliser la texture optimi-
sée par la méthode précédente au cours du zoom infini produit un résultat de piètre qualité (fig. 4.9(d)).
Il n’est cependant pas possible d’optimiser une texture pour chaque pondération : la continuité du zoom,
et donc la cohérence temporelle, ne serait alors plus garantie.
Une fois encore, il s’agit de trouver le meilleur compromis entre similarité avec l’original et conti-
nuité temporelle. Nous proposons pour cela de faire varier la pondération du mélange au cours des
itérations de l’algorithme d’optimisation de la même façon qu’elle évolue au cours du zoom. Ainsi, la
texture optimisée devrait constituer un compromis acceptable à tout instant de l’animation.
La séquence de zoom de la figure 4.9(f) montre la très nette amélioration de la qualité du mélange
obtenu avec cette optimisation dynamique. Il est important de souligner que le « motif » des octaves
inférieures est toujours présent mais est compensé dynamiquement pour renforcer en permanence la
similarité avec l’original, quelle que soit l’octave possédant la plus forte pondération dans le mélange.
(a) Texture originale. (b) Zoom infini sans optimisation.
(c) Opt. statique. (d) Zoom infini après optimisation statique.
(e) Opt. dynamique. (f) Zoom infini après optimisation dynamique.
FIG. 4.9: Séquences de zoom infini obtenues sans optimisation, par optimisation statique d’une image fixe,
puis dynamique sur l’ensemble de l’animation.
Cette approche n’est cependant pas valide pour toutes les textures. Elle ne corrige en effet pas les
chevauchements partiels, dans le cas des textures à “features” segmentables (fig. 4.10(a)). En outre,
elle peut introduire de nouvelles couleurs en voulant surcompenser le mélange (fig. 4.10(b)). Enfin, elle
n’apporte pas un gain significatif aux textures ne présentant aucun alignement (fig. 4.10(b)).
(a) Texture à “features” segmentables. (b) Texture structurée sans direction privilégiée.
FIG. 4.10: Exemple de cas problématiques pour notre approche par optimisation (original à droite et
mélange à gauche).
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4.4 Amélioration du contraste du mélange
La dernière piste que nous avons explorée est l’amélioration du contraste du « motif » de la texture,
non pas par pré-traitement de l’original comme dans l’approche précédente par optimisation, mais durant
le mélange. Nous proposons ainsi deux nouvelles fonctions de mélange pour remplacer le fondu linéaire
de “Dynamic Canvas”.
4.4.1 Mélange par seuillage
Dans le cas des textures structurées sans direction privilégiée – les plus dégradées par l’algorithme
actuel – qui sont quasi binaires (avec deux couleurs dominantes), nous proposons d’utiliser un mélange
par seuillage. Sachant que le blanc correspond au triplet RGB (255,255,255) et le noir au triplet (0,0,0),
il consiste à prendre les minimums (pour les textures au « motif » foncé sur fond clair) ou les maximums
(pour les textures au « motif » clair sur fond foncé) des n octaves du mélange (fig. 4.11(c)).
(a) Textures originales.
(b) Mélange par fondu.
(c) Mélange par seuillage.
FIG. 4.11: Résultats obtenus, pour quatre textures structurées, par les deux méthodes de mélange : le
fondu et le seuillage.
Par comparaison avec la figure 4.11(b), on peut observer un gain certain de contraste, les histo-
grammes des textures seuillées étant moins étalés que ceux obtenus par fondu. Ce résultat est tout à fait
cohérent, dans la mesure où le moyennage des couleurs est évité. Cependant, exception faite de la tex-
ture de bulles (à droite) possédant des “features” très clairement segmentables, le contraste est gagné aux
dépends de l’une des deux couleurs, l’autre disparaissant presque totalement.
En outre, force est de reconnaître que le seuillage dégrade encore plus la similarité du mélange avec
l’original, particulièrement en termes de fréquences. En effet, si le seuillage conserve le « motif » de
toutes les octaves, il n’évite pas les superpositions d’une couche sur l’autre, créant ainsi un effet en
« couches d’oignon » indésirable.
De plus, dynamiquement, la continuité du zoom est bien inférieure à l’approche par fondu : les oc-
taves extrêmes apparaissant ou disparaissant de façon assez brutale.
Ce mélange par seuillage, s’il apporte un gain en terme de contraste, se comporte de façon trop
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binaire en ne privilégiant qu’une seule couleur du « motif ». Pour que notre solution soit véritablement
adaptée à chaque classe de texture, la fonctions de mélange devrait tenir compte du « motif » de celle-ci :
c’est ce que nous proposons avec notre mélange « intelligent ».
4.4.2 Mélange « intelligent »
L’objectif de ce mélange est de rehausser ponctuellement le contraste du mélange, et en particulier
celui de son « motif », pour qu’il se rapproche, en terme d’histogramme, de la texture originale tout en
faisant ressortir les structures remarquables. Il s’agit donc d’obtenir, en lieu et place d’une fonction de
mélange globale, une fonction s’adaptant localement au « motif » de la texture, ce qui suppose de dispo-
ser de sa feature map.
Ce problème est proche de celui de la composition de deux images [10], utilisée, par exemple, au
cinéma pour créer des effets spéciaux. La composition se divise en deux étapes : la sélection des parties
des images à combiner – généralement de façon manuelle, assistée par ordinateur [2, 70] – et le mélange
de ces parties. Traditionnellement, le mélange est réalisé par fondu linéaire entre les deux images [72].
Cependant, une approche récente proposée par Grundland et al. [29] introduit des fonctions de mé-
langes non-linéaires préservant le contraste général, la couleur globale ou les structures remarquables
des deux images. Cette dernière fonction prend en entrée une salience map – version plus continue de la
feature map – et produit un mélange tenant compte de cette information, comme l’illustre la figure 4.12.
(a) Images d’origine. (b) Salience map. (c) Mélange linéaire. (d) Mélange adaptatif.
FIG. 4.12: Mélange adaptatif selon la méthode de Grundland et al. [29].
Nous proposons d’utiliser, de la même façon, la feature map de la texture à chaque octave pour
rehausser le poids du « motif » (zones sombres dans la feature map) par rapport au fond (zones claires)
dans la fonction de mélange. La figure 4.13 compare le résultat du mélange avec et sans cette information
de « motif » pour deux textures structurées.
(a) Feature map. (b) Texture d’origine. (c) Sans feature map. (d) Avec feature map.
(e) Feature map. (f) Texture d’origine. (g) Sans feature map. (h) Avec feature map.
FIG. 4.13: Comparaison des mélanges obtenus avec et sans l’information de la feature map.
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On peut observer un gain certain en terme de contraste du « motif », ce qui peut, visuellement, aider
à sa reconnaissance. Il faut cependant avouer que du point de vue fréquentiel ou des histogrammes, la
similarité avec l’original n’est pas véritablement augmentée.
(a) Textures d’entrée (b) Mélanges sans (gauche) et
avec (droite) traitement
FIG. 4.14: Diminution du flou par la méthode de Matusik et al. [62]
Une autre approche, ne nécessitant pas explicitement une feature map – l’information de « motif »
étant extraite par leur algorithme –, a été proposée par Matusik et al. [62] pour rehausser les contours
de deux textures mélangées linéairement. Pour cela, ils adaptent la méthode de mise en correspondance
d’histogrammes introduite en synthèse de texture par De Bonet [32] (plus de détails en section A.1.2).
Les résultats qu’ils obtiennent (fig. 4.14) montrent une réelle diminution du flou produit par le mélange.
Nous n’avons cependant pas implémenté cette méthode car, aux regards des résultats obtenus avec
la feature map, le mélange adaptatif ne nous semble pas suffisant pour apporter une solution pleine-
ment satisfaisante : l’alignement du « motif » créant une gêne visuelle plus importante que celle liée au
contraste.
4.5 Discussion
Nous avons montré que les artefacts induits par la fonction de mélange de “Dynamic Canvas” sont
de deux natures : l’auto-recouvrement du « motif » et la perte de contraste due au fondu.
Ce dernier problème a pu être résolu en rendant le mélange adaptatif au « motif » de la texture, par
l’utilisation d’une feature map. La mise en correspondance d’histogramme est une alternative possible,
en l’absence de cette information.
En outre, dans le cas des textures à “features” segmentables sur fond uniforme, nous avons montré
qu’il est possible de créer cet alignement, par déformation d’une octave vis-à-vis de son octave supé-
rieure. Les méthodes que nous avons proposées démontrent la pertinence de cette approche, même si
elles nécessiteraient de plus amples recherches pour en améliorer les résultats, et surtout, s’appliquer à
plus de deux octaves.
Nous avons par ailleurs proposé une méthode d’amélioration générale de la qualité du mélange, par
optimisation de la texture originale sur la séquence de zoom. Si les résultats obtenus pour certaines tex-
tures sont très encourageants, l’utilisation de méthodes d’optimisation plus fines et leur combinaison
avec certaines approches précédentes semblent d’autres pistes de recherche intéressantes à poursuivre.
Bien que les solutions que nous avons apportées au problème du zoom infini sur une texture 2D
soient encore incomplètes, elles nous semblent déjà suffisantes pour pouvoir envisager le passage à la
dimension supérieure.
En effet, la principale limitation de ces méthodes bidimentionnelles est qu’elles imposent l’utilisation
d’une seule texture 2D pour tout une scène 3D – comme dans l’approche originale de Cunzi et al.. Étendre
cette méthodes aux textures volumiques permettrait, à l’inverse, d’assigner une texture 3D infiniment
zoomable par objet de la scène et donc de démultiplier la palette des effets de matière possibles, ceux-ci
restant temporellement cohérents au cours de l’animation.
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Chapitre 5
Extension 3D du zoom infini
L’objectif de ce chapitre est de détailler comment nous avons partiellement étendu les solutions
trouvées aux chapitres 3 et 4 au problème du zoom infini bidimensionnel, à la dimension supérieure.
Ce passage à la 3D permet l’utilisation d’une (voire plusieurs) texture(s) par objet – contrairement à
l’approche “Dynamic Canvas” qui n’autorise qu’une texture 2D pour toute la scène. De plus, ces textures
volumiques suivent parfaitement non seulement le mouvement de la caméra – alors qu’il n’est exact que
pour une profondeur fixée par l’utilisateur dans “Dynamic Canvas” –, mais aussi celui des objets 3D – la
scène devant être fixe dans la méthode originale. Enfin, ce type de texture à l’avantage de nous affranchir
des problèmes de paramétrisation.
Nous avons complètement réalisé cette extension pour la méthode 2D de base – le mélange linéaire
de quatre octaves – particulièrement adaptée pour les textures non-structurées ou n’ayant qu’une direc-
tion privilégiée (cf. section 5.1), mais proposerons quelques pistes d’extension pour nos autres solutions
2D (cf. section 5.2).
Notre approche étant basée textures, il nous a été nécessaire de synthétiser un certain nombre de
textures 3D. De plus amples détails quant aux différentes méthodes de synthèses de textures volumiques
disponibles et l’implémentation de l’approche que nous avons choisie, sont disponibles en annexe A.
5.1 Extension à la 3D de la solution par fondu
Après avoir décrit en détails notre adaptation tridimensionnelle de l’approche de zoom infini 2D type
“Dynamic Canvas”, nous discuterons des avantages et inconvénients de cette approche 3D, en fonction
des classes de textures.
5.1.1 Détails de la méthode
Dans le cas 2D de “Dynamic Canvas”, la texture est affichée à l’écran et redimensionnée en fonction
du déplacement du visiteur virtuel, pour simuler le zoom. À l’inverse, dans le cas tridimensionnel, la
texture volumique est directement accrochée à un objet 3D et le redimensionnement est obtenu auto-
matiquement par projection perspective de cet l’objet. Il faut cependant déterminer le facteur de zoom
devant être appliqué à la texture volumique pour que la taille à l’écran soit constante.
Pour une texture 3D, le facteur de zoom correspond à la distance de l’objet à la caméra distC. Plus
l’objet est près de la caméra, plus la fréquence de la texture doit être faible. L’évolution de la fréquence
n’est cependant pas linéaire avec le facteur de zoom mais exponentielle, comme l’ont montré Cunzi et
al. [14].
La partie entière du logarithme en base 2 de la distance caméra-objet ld = blog2(distC)c indique
donc le nombre de fois que la fréquence de la texture doit être doublée pour obtenir une taille constante
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à l’écran. Ainsi, il faut réduire ou amplifier cette fréquence d’un facteur α = 2ld . En pratique, il suffit de
diviser les coordonnées 3D de la texture volumique par α pour obtenir l’effet désiré.
Pour créer l’illusion de la continuité du zoom, quatre octaves Ωi=1...4, réduites d’un facteur supplé-
mentaire 2i−1, sont mélangées avec leur facteur de pondération respectif w(s)i=1...4. Cette pondération,
dépendante du paramètre d’interpolation s = log2(distC)− ld, doit être définie de telle sorte que la
transition soit douce lors du décalage des octaves. En pratique, nous avons utilisé les poids suivants :
w(s)1 = 0.6s w(s)3 = 0.3−0.15s
w(s)2 = 0.6−0.3s w(s)4 = 0.15−0.15s
Avec ce formalisme, lorsque le facteur de zoom a doublé, Ωzoom= f inali+1 = Ω
zoom=initial
i : les octaves
sont alors automatiquement décalées et s est réinitialisé à 1, débutant ainsi un nouveau cycle.
5.1.2 Résultats et discussion
FIG. 5.1: Zoom infini tridimensionnel : texture non-structurée granuleuse (original 2D à droite).
Les Figures 5.1 et 5.2 montrent cinq captures d’écran prises durant le zoom sur deux textures vo-
lumiques différentes. La première a été délibérément choisie pour son aspect granuleux non-structuré
et la seconde, au contraire, pour son « motif » structuré – avec une seule direction privilégiée – bien
distinguable lors du zoom.
FIG. 5.2: Zoom infini tridimensionnel : le « motif » conserve une taille constante à l’écran et reste cohérent
au cours du zoom (original 2D à droite).
Il est à noter que l’on retrouve en 3D un mélange de bonne qualité statique et dynamique – au sens des
critères que nous avons définis : similarité avec l’original, recouvrement du motif, continuité et illusion
de zoom – pour ces deux classes de textures. En effet, dans les deux cas, il est important de remarquer la
fréquence globalement constante du mélange quelque soit le niveau de zoom. Par ailleur, sur une vidéo,
on se rend pleinement compte de la cohérence temporelle du zoom durant le mouvement. Enfin, si la
similarité avec la texture d’origine et la minimisation des recouvrements ne sont pas parfaites, elles sont
à un niveau visuellement acceptable pour ces classes de textures.
La figure 5.3 montre une séquence de zoom similaire, pour une texture structurée ne possédant pas
de direction privilégiée. Comme dans le cas 2D, force est de constater que le « motif » est brouillé par le
mélange des octaves et donc plus difficilement distinguable.
Il est également important de noter que, la texture volumique étant “mappée” en espace objet, elle su-
bit la projection perspective lors du rendu. Ainsi, la déformation perspective du « motif » peut devenir très
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FIG. 5.3: Zoom infini tridimensionnel : le « motif » est brouillé par le mélange et de fortes déformations
perspectives sont visibles (original 2D à droite).
visible, comme en bordure de la coccinelle sur le gros plan. Cette déformation peut être problématique
dans le cas du rendu de certains styles NPR, ceux-ci imitant généralement des techniques traditionnelles
travaillant dans un plan 2D. Cette limitation est inhérente à notre solution et constitue le prix à payer
pour bénéficier de la cohérence temporelle des textures volumiques. Nous proposerons une étude plus
complète de ce problème pour le cas du style aquarelle (cf. section 6.1).
5.2 Pistes pour l’extension de nos autres solutions
Comme en dimension deux, notre méthode par fondu ne s’avère pas très adaptée aux textures struc-
turées à “features” segmentables ou ne possédant pas de direction privilégiée. Nous discuterons donc
des extensions, réalisées et envisagables, de notre approche 3D à partir des solutions bidimentionnelles
proposées au chapitre 4.
5.2.1 Paramètres de “Dynamic Canvas” et fonction de mélange
La même étude que dans le cas bidimensionnel des paramètres de l’algorithme “Dynamic Canvas”
a été réalisée en 3D. Les conclusions auxquelles nous sommes arrivés sont identiques : les deux seuls
paramètres modifiables simplement sont le nombre d’octaves – entre trois et quatre pour une continuité
temporelle suffisante – et la fonction de mélange – linéaire, gaussienne ou « intelligente ».
(a) Texture volumique. (b) Feature map.
FIG. 5.4: Texture volumique et feature map as-
sociée synthétisées avec notre implémenta-
tion de la méthode de Kopf et al.
Nous avons étendu en 3D notre méthode de mé-
lange « intelligent » utilisant une feature map. En effet,
à condition de posséder la feature map 2D de l’image
d’exemple dont on veut synthétiser la texture volumique,
nous sommes capables, avec notre implémentation de la
méthode de Kopf et al., de générer simultanément la fea-
ture map volumique associée (fig. 5.4).
En utilisant cette information supplémentaire, il nous
est possible de rehausser dans le mélange – en modifiant
leur pondération en fonction de la feature map – le « mo-
tif » dans le cas des textures à “features” segmentables
sur fond uniforme (fig. 5.5). Cette technique n’empêche cependant pas le recouvrement du « motif » : il
serait nécessaire d’étendre la méthode de déformation des octaves au cas tridimensionnel pour pallier ce
problème.
5.2.2 Alignement du « motif » par déformation des octaves
Nous n’avons pas étendu au cas tridimensionnel les méthodes d’alignement proposées en dimension
deux. Techniquement il n’y a pas d’obstacle majeur à leur passage en 3D : une triangulation volumique
de la feature map est tout à fait possible comme le calcul de son gradient.
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(a) Sans la feature map. (b) Avec la feature map.
FIG. 5.5: Zoom infini tridimensionnel sur une textures à features segmentables sur fond uniforme, en rehaus-
sant (b), ou non (a), le « motif » avec la feature map.
Il est cependant beaucoup plus difficile en 3D de définir quel devrait être l’alignement des features,
car il doit être correct quelle que soit la coupe – pas nécessairement plane – dans la texture volumique.
Une étude plus approfondie de cet alignement, en fonction du type de texture, serait, par conséquent,
nécessaire pour réaliser cette extension et constituerait une nouvelle piste de recherche future.
5.2.3 Optimisation de la texture originale pour le mélange
Cette dernière approche, qui a montré des résultats prometteurs pour certaines textures 2D, pourrait
également définir une autre voie à approfondir. Cependant, plutôt que de considérer cette technique
comme un pré-traitement de la texture avant le mélange, il nous semblerait intéressant, dans le cas des
textures volumiques, de l’intégrer directement à l’algorithme de synthèse de Kopf et al..
En effet, la synthèse, comme notre méthode, est déjà posée comme un problème d’optimisation.
L’objectif serait donc de reformuler ce problème, non plus pour que la texture volumique soit semblable
à la texture d’origine, mais pour que le mélange de ses n octaves, à tout instant du zoom infini, soit le
plus ressemblant possible à l’image d’exemple 2D.
5.3 Bilan
Comme nous l’avons discuté précédemment, notre solution au problème du zoom infini en 3D n’est
pas optimale pour toutes les classes de textures. Certaines limitations actuelles pourraient cependant être
levées, en étendant au cas tridimensionnel les techniques proposées en 2D, notamment l’alignement du
« motif » par déformation.
Néanmoins, cette solution est généralement visuellement acceptable lorsqu’elle est utilisée comme
support d’un style non-photoréaliste, comme nous le montrerons dans le chapitre suivant. En effet, le
« motif » de la texture volumique n’est alors pas directement affiché à l’écran, mais entre dans un “pipe-




Ce chapitre a pour but d’illustrer, à travers différent styles non-photoréalistes, la cohérence temporelle
apportée par notre solution (se référer aux vidéos disponibles à l’adresse http://artis.imag.fr/
Publications/2008/Ben08/ pour des exemples dynamiques). Nous souhaitons non seulement montrer
la simplicité avec laquelle différents types de rendus NPR peuvent être obtenus, mais aussi souligner la
qualité des visuelle des animations produite par cette approche.
6.1 Aquarelle
Nous nous intéresserons dans un premier temps au rendu aquarelle, en étendant la méthode de Bous-
seau et al. [7] à nos textures volumiques « infiniment zoomables ».
Trois grandes familles d’algorithmes de rendu aquarelle sont distinguables dans la littérature : les
modèles physiques [15, 91], les approches par traitements d’image 2D [55, 60] et le plaquage de tex-
tures [61].
(a) Flat shading (b) Toon shading (c) Woobling
(d) Assombrissement
des bords
(e) Textures volumiques (f) Rendu final
FIG. 6.1: Étapes de notre rendu aquarelle d’après Bousseau et al. [7].
La méthode développée par Bousseau et al. dans Interactive watercolor rendering with temporal
coherence and abstraction [7] se classe dans la deuxième catégorie. Elle se base en effet sur une série de
traitements d’images 2D pour imiter les effets de l’aquarelle. Nous avons choisi d’étendre cette approche,
qui permet simplement d’obtenir une animation aquarelle en temps interactif, à nos textures volumiques.
Nous avons pour cela adapté leur “pipeline” de rendu (fig. 6.1).
Le modèle 3D coloré (fig. 6.1(a)) est tout d’abord rendu avec un style toon [50] qui produit de larges
régions uniformes (fig. 6.1(b)), comparables à celles obtenues par la technique du lavis en aquarelle. Les
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oscillations (woobling) du bord de ces zones (fig. 6.1(c)) sont ensuite imitées par un décalage des pixels
de l’image en fonction du relief de la texture volumique (fig. 6.1(e)). Ces bords sont alors assombris à
partir du gradient de l’image (fig. 6.1(d)).
Pour obtenir des couleurs non-homogènes Bousseau et al. utilisent deux textures en niveaux de gris :
un texture de piments et une texture de turbulences – indiquant la densité des pigments –, ces textures
pouvant être générées à partir d’un bruit de Perlin 3D [69]. Ils compositent enfin une texture de papier,
comme les deux précédentes, en suivant l’équation empirique :
C′ = C(1− (1−C)(d−1))
avec C l’image couleur source (en RGB) et d une densité lue dans la texture de pigments, de turbulences
ou de papier.
Nous proposons de remplacer ces trois textures – les deux textures procédurales de pigments et tur-
bulences ainsi que la texture de papier – par une seule texture volumique portant à la fois les informations
de pigmentation et de matière (fig. 6.1(e)).
La combinaison de tous ces effets produit le rendu aquarelle final de la figure 6.1(f).
Comme l’illustre la figure 6.2 sur une scène complexe, les textures volumiques offrent une bien plus
grande richesse de matériaux et d’effets de pigments que l’approche de Bousseau et al.. De plus, ces
effets restent totalement cohérents tout au long de l’animation alors que le woobling ou la texture de
papier ne l’était pas dans leur cas.
(a) Objets simples (b) Scène complexe
FIG. 6.2: Rendu aquarelle avec textures volumiques.
6.2 Collage
Le collage est une technique artistique traditionnelle, accessible dès le plus jeune âge. Pour la pra-
tiquer, il est uniquement nécessaire à l’artiste de disposer de suffisemment de papiers différents pour
pouvoir laisser libre cours à sa créativité. Les animations à partir de collages sont cependant assez rares,
déplacer les bandes de papier image par image, les redécouper, en ajouter de nouvelles étant des tâches
complexes et laborieuses.
Nos textures volumiques semblent bien adaptées pour répondre à ce problème. En effet, nous sommes
non seulement capables de synthétiser une riche galerie de textures aux « motifs » variés, mais encore
d’assurer la cohérence spatiale et temporelle de ces texture 3D tout au long de l’animation.
Nous n’avons pu trouver dans la littérature que deux publications concernant le rendu « collage » :
l’un intégralement en dimension deux [38] et l’autre totalement en 3D [24].
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Contrairement à ces deux méthodes, nous proposons une stylisation partant en entrée d’une scène 3D
et produisant en sortie une animation dans un style « collage » d’apparence 2D. Notre « collage » trouve
son inspiration dans les œuvres des Collagistes1 – technique de création artistique initiée par Georges
Braque et Pablo Picasso au XIXe siècle – et les travaux manuels réalisés par découpage/collage de papiers
peints en classe de maternelle.
Notre objectif est de laisser une grande liberté à l’artiste quant au choix de l’appariement objet-papier,
tout en conservant un mode d’utilisation très simple. Pour illustrer cette idée, nous avons développé un
système permettant d’assigner jusqu’à trois textures volumiques par objet – soit trois papiers différents
– et de « découper » des bandes dans ces textures en fonction des conditions d’illumination.
FIG. 6.3: Texture X-Toon
d’après Barla et al. [4].
Nous avons utilisé un X-Toon shader [4] pour permettre une recolori-
sation cohérente des trois textures. Ce shader prend en entrée une texture
2D (fig. 6.3) : l’axe horizontal correspondant au classique calcul d’éclairage
du modèle lambertien – n.l où n est la normale à l’objet et l la direction
de la lumière – et l’axe vertical à un certain niveau de détails, dans notre
cas, la valeur du niveau de gris de la texture volumique. En peignant simple-
ment les trois bandes de la texture 2D dans un logiciel de dessin (Gimp c©,
Photoshop c©. . . ), l’artiste peut contrôler la couleur qu’il veut donner à son
collage pour tout couple éclairage / niveau de gris.
(a) Objets simples (b) Scène complexe
FIG. 6.4: Rendu collage avec textures volumiques.
Afin de souligner l’aspect papier du collage, nous avons ajouté un traitement 2D des bords des
bandes. Cet effet est semblable au woobling de l’aquarelle mais avec un liseré blanc supplémentaire
pour mettre en avant la découpe voire déchirure du papier.
La figure 6.4 donne un exemple de résultat obtenu avec notre méthode. Il est à noter que la simpli-
fication des formes obtenues par le X-Toon shader, qui est uniquement basée sur l’éclairage lambertien,
n’est pas toujours la mieux adaptée pour mettre en avant la géométrie. D’autres approches, comme celle
proposée cette année à NPAR par Vergne et al. [94], proposent un stylisation plus respectueuse du relief
des objets qui serait intéressante pour notre style « collage ».
1http://fr.wikipedia.org/wiki/Collagisme
- 37 -
Master 2 Recherche Informatique Chapitre 6. Stylisation et résultats
6.3 Style binaire : stippling, hachures...
   champ 
de hauteur
 marques obtenues
     pour différentes 
        intensités
   champ 
de hauteur
 marques obtenues
     pour différentes 
        intensités
FIG. 6.5: Marques binaires obtenues par
seuillage d’un champs de hauteur en
fonction du ton de destination, d’après
Durand et al. [21].
De nombreuses techniques ont été proposées pour le
rendu par points (stippling) [17, 44, 81], de hachures [74] et
plus généralement de marques binaires (gravures [67], des-
sin au crayon ou fusain. . . ).
Une des approches les plus simple pour reproduire ce
type d’effet est celle proposée par Durand et al. [21]. Elle
consiste à obtenir une marque binaire par seuillage d’un
champ de hauteur – sous la forme d’une texture en ni-
veaux de gris – en fonction du ton de destination souhaité.
(fig. 6.5).
Dans la lignée de cette approche, nous proposons d’uti-
liser une texture volumique en niveaux de gris comme
champ de hauteur. Le seuillage de cette texture est effectué à partir de l’intensité diffuse I de l’équation
du modèle lambertien (produit scalaire entre la normale à l’objet et la direction de la lumiere). L’image
seuillée peut alors s’exprimer comme : Ts = S(T− I), avec T le champ de hauteur et S la fonction échelon
(valant 0 pour T − I ≤ 0 et 1 pour T − I > 0).
Pour pallier au problème de crénelage (“aliasing”) et adoucir les transitions entre les marques, nous
avons remplacé la fonction échelon par une interpolation linéaire sur un intervalle de taille 2w :
s(t, i,w) =

1 t− i <−w
1/2− (t− i)/2w, −w≤ t− i≤ w
0 t− i > w
Par défaut nous avons fixé w = 0.1 dans nos exemples.
La figure 6.6 illustre la diversité des styles binaires combinables dans une seule image, en attribuant
simplement des textures différentes à chaque objet. Il est également à noter que la méthode de zoom infini
s’adapte parfaitement à ce type de rendu, les nouvelles marques binaires apparaissant progressivement
pour maintenir le ton défini par l’éclairage.
(a) Objets simples (b) Scène complexe
FIG. 6.6: Rendu binaire avec textures volumiques.
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6.4 “Fast Paint Texture 3D”
Nous proposons enfin un style « peinture » directement inspiré de l’approche d’Hertzmann dans Fast
Paint Texture [34], plusieurs fois réutilisée, par exemple par Tateosian et al. [87].
(a) Peinture originale (b) Champ de hauteur (c) Peinture ré-illuminée
FIG. 6.7: Fast Paint Texture d’Hertzmann [34].
Son idée est de simuler visuellement l’apparence des coups de pinceaux d’une peinture sous une
certain illumination. Son algorithme prend en entrée une liste ordonnée de coups de pinceaux, un modèle
d’illumination et une carte de hauteur pour chaque type de coups de pinceau. Une « peinture » est produite
en sortie, après trois étapes de traitement successives :
• une image couleur est obtenue en superposant, dans l’ordre, les coups de pinceau (fig. 6.7(a)),
• un champ de hauteur est calculé en superposant, cette fois, la carte de hauteur de chaque marque
(fig. 6.7(b)),
• la peinture finale est obtenue par placage de relief (bump-mapping)2 sous le modèle d’illumina-
tion de Phong (fig. 6.7(c)).
Nous proposons d’étendre ce principe à nos textures volumiques en considérant leur projection
comme une carte de hauteur. Chaque objet de la scène se voit assigner une couleur et une texture 3D.
Puis, en suivant les trois étapes de l’algorithme d’Hertzmann :
• une image couleur est générée par rendu Gouraud de la scène, sans tenir compte des textures,
• un champ de hauteur est calculé par rendu de la scène sans éclairage en ne tenant compte que
des textures,
• la « peinture » finale est obtenue par placage de relief en utilisant les deux images précédentes.
La figure 6.8 propose un exemple obtenu avec cette approche.
(a) Objets simples (b) Scène complexe
FIG. 6.8: “Fast Paint Texture 3D”.
2Le bump-mapping consiste à perturber les normales de l’objet en fonction des dérivés directionnelles du champ de hauteur.
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Conclusion et travaux futurs
La principale contribution de ce travail est de proposer une nouvelle solution au problème récurrent
en rendu non-photoréaliste de la cohérence temporelle au cours de l’animation d’une scène 3D. Cette
solution se base sur l’utilisation de textures volumiques, traduisant le médium utilisé pour styliser le
remplissage des objets 3D, auxquelles nous avons données la propriété d’être « infiniment zoomable ».
Ces textures volumiques – aujourd’hui facilement synthétisables depuis une image d’exemple 2D –
garantissent la cohérence spatiale et temporelle quels que soient les mouvements de la caméra ou des
objets de la scène, tout en autorisant une vaste palette d’effets et de « motifs » jusqu’alors difficile à
obtenir. En outre, elles sont d’une utilisation aisée, permettent de créer des animations interactives et
pourraient donc potentiellement aussi bien être intégrées dans un logiciel de rendu hors-ligne (Mental
Ray c©, RenderMan c©. . . ) que dans un moteur de jeu vidéo.
Plusieurs améliorations peuvent néanmoins être apportées aux méthodes proposées. Le zoom infini
par mélange d’octaves autosimilaires reste perfectible pour certaines classes de textures, en particulier les
plus structurées. Les algorithmes de préservation du contraste, d’optimisation et de déformation des oc-
taves que nous avons développés nécessiteraient de plus amples recherches pour en améliorer les résultats
et proposer leur extension au cas tridimensionnel. En particulier, une meilleure méthode d’optimisation
visant à véritablement extraire l’autosimilarité du « motif » de la texture – à l’image des méthodes de
compression fractale, par exemple – pourrait être une voie pertinente à suivre.
D’autres approches semblent également intéressantes à explorer. Han et al. dans Multiscale Texture
Synthesis [30] (accepté à SIGGRAPH cette année) proposent notamment une méthode de synthèse dy-
namique multi-échelle de textures 2D – étendant les travaux de Lefebvre et Hoppe [54] – qui permet de
créer un effet de zoom infini non cyclique (fig. 7.1). Le problème est cependant d’étendre cette approche
au cas tridimensionnel. Une possibilité envisageable est d’adapter la nouvelle méthode de synthèse vo-
lumique à la surface des objets de Dong et al. [19] (présentée prochainement à EGSR).
FIG. 7.1: Zoom infini bidimentionnel dynamique par la méthode de Han et al. [30]
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De plus, dans le cas des textures à “features” segmentables, des approches à bases de distributions de
points « infiniment zoomables » – s’inspirant des travaux de Kopf et al. [44] et de Lagae et Dutré [49] –
pourraient également constituer des pistes de recherche intéressantes. La difficulté est cependant de seg-
menter puis définir automatiquement la géométrie 3D des “features” d’une texture 2D, ainsi que de
déterminer la distribution de ces “features”.
Enfin, comme souligné lors de l’état de l’art sur la cohérence temporelle, l’absence d’étude for-
malisant et quantifiant perceptuellement ce problème majeur du NPR est une importante lacune. Qu’il
s’agisse d’une texture ou d’une distribution de points, il semble nécessaire d’apporter de nouveaux outils
d’analyse de ce phénomène inhérent à toute animation stylisée, puis de traitement de ses artefacts.
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Synthèse de textures volumiques
Si l’utilisation de textures afin d’ajouter des détails, trop complexes pour être définis géométrique-
ment, est une pratique courante en rendu, elle fait essentiellement appel aux textures 2D. Par conséquent,
la majorité des algorithmes de synthèse de textures a été développée pour le cas bidimensionnel.
Cependant, avec la croissance de la mémoire disponible sur les cartes graphiques, les textures volu-
miques tendent à se généraliser. La difficulté majeure posée par les textures volumiques reste leur acqui-
sition, dans la mesure où digitaliser un matériau en trois dimensions est très difficile, voire généralement
impossible.
Des solutions, procédurales dans un premier temps et à partir d’exemples dans un second, ont néan-
moins été proposées pour résoudre ce problème. Dans cette annexe, nous les présenterons et discuterons
de leurs avantages et défauts respectifs (cf. section A.1), avant de choisir l’une d’entre-elles et d’en
détailler l’implémentation que nous en avons faite (cf. section A.2).
A.1 État de l’art
Nous n’effectuerons pas dans cette section un état de l’art complet des techniques de synthèse de
texture, mais un rapide panorama des grandes classes de méthodes ayant souvent été proposées en 2D et
étendues en 3D, en mettant en avant leurs qualités et défauts respectifs afin de justifier notre choix pour
l’une d’entre-elles.
A.1.1 Textures procédurales
FIG. A.1: Texture volu-
mique procédurale de
bois par Peachey [69].
Dès 1984, Gardner propose d’utiliser des textures 3D procédurales – sous
forme de sommes et produits de fonctions sinusoïdales 2D, modulées en phase
et en amplitude selon l’axe z – pour synthétiser des paysages et des nuages [25].
Mais c’est seulement l’année suivante que les textures volumiques ap-
paraissent véritablement sous cette dénomination, dans les travaux de Pea-
chey [69] et Perlin [71]. Peachey propose une extension de certaines méthodes
procédurales 2D au cas 3D tandis que Perlin introduit un bruit blanc 3D, mo-
dulé par une fonction de perturbation. Avec ces deux méthodes, des matériaux
tels que le granite ou le bois ont pu être générés (fig. A.1).
Les avantages de ces approches procédurales sont la compacité de leur représentation – « quelques »
lignes de code –, leur indépendance vis à vis de la résolution de l’image en sortie et leur modularité. Leur
inconvénient majeur est la nécessaire expertise de l’utilisateur devant définir, à l’aveugle, une combinai-
son de paramètres peu intuitifs susceptibles de produire le résultat escompté.
Des produits commerciaux (Allegorithmic c©, Genetica c©. . . ) proposent des solutions pour simplifier
la tâche de l’utilisateur, mais à l’heure actuelle uniquement dans le cas bidimensionnel. Des travaux
proposent également d’inférer les paramètres depuis une image d’exemple : dans le cas de textures 2D
présentant un motif régulier [52] ou, en 2D et 3D, en utilisant des algorithmes génétiques [37, 76]. Dans
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tous les cas, le code de la texture procédurale doit préalablement avoir été défini, seuls les paramètres
restant à déterminer.
Par conséquent, les approches procédurales 3D sont encore d’un usage assez restreint, les méthodes
de synthèse à partir d’exemples étant privilégiées pour leur simplicité d’utilisation.
A.1.2 Synthèse à partir d’exemple(s)
Cette classe de méthodes utilise un exemple de la texture à synthétiser – généralement une ou plu-
sieurs coupes 2D pouvant être scannées ou facilement « peintes » par l’utilisateur – et génère automati-
quement une texture volumique similaire à ce modèle. Ce problème est particulièrement difficile dans la
mesure où l’exemple n’apporte qu’une information partielle sur la texture volumique, cette information
devant donc être, d’une façon ou d’une autre, complétée.
Deux classes de méthodes ont été proposées ces vingt dernières années pour répondre à ce problème :
les approches paramétriques et celle non-paramétriques.
Approches paramétriques
Cette première classe d’approche consiste à construire un modèle paramétrique global de la texture
à partir d’une image d’exemple.
FIG. A.2: Texture volumique syn-
thétisée par la méthode de Hee-
ger et Berger [32].
Ghazanfarpour et Dischler [26] furent les premiers à proposer une
telle approche. Ils analysent spectralement par FFT – transformée de
Fourier rapide – l’image exemple pour en extraire une fonction de
base et une fonction de perturbation, semblables à celles de Perlin.
A partir de ces fonctions, la synthèse de textures volumiques est pos-
sible, même si le contrôle selon la troisième dimension est difficile et
le temps de calcul prohibitif.
Heeger et Berger [33] proposent une méthode de décomposition
pyramidale (laplacienne ou steerable) pour les textures isotropes (sans
direction privilégiée). Partant d’un cube de bruit blanc, ils le font
converger itérativement à chaque niveau de la pyramide vers l’image
exemple par mise en correspondance de leur histogramme. Les résultats obtenus (fig. A.2) sont assez
convaincants mais restreints à une petite classe de textures (isotropes et peu structurées).
Dishler et al. [18] combinent ces deux méthodes pour traiter le cas des textures anisotropes, en
utilisant deux images d’exemple. Cette approche reste toutefois inadaptée pour synthétiser des textures
présentant de petites structures : la paramétrisation globale ne parvenant pas à intégrer ces variations
fines.
Approches non-paramétriques
Les approches non-paramétriques ont largement été développées en 2D avant d’être étendues au cas
tridimensionnel. Elles ont en commun l’idée de faire grandir la texture synthétisée pixel (ou groupe de
pixels) par pixel à partir de l’image d’exemple. Quatre classes de méthodes se dégagent de la littérature :
les méthodes probabilistes, pixelliques, par régions et par optimisation.
• Méthodes probabilistes
FIG. A.3: Hypothèse de De Bonet [6] : en dessous d’une certaine résolution, la permutation de certaines
régions est indiscernable (régions encadrées).
L’hypothèse de De Bonnet [6] est, qu’en-dessous d’une certaine résolution, certaines régions sont
perceptuellement indiscernables les unes des autres et, de part le caractère aléatoire de la texture, sont
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interchangeables (fig. A.3). Il propose donc de décomposer l’image d’exemple et la texture 2D à synthé-
tiser sous forme d’une pyramide laplacienne. La pyramide de la texture est alors remplie à chaque niveau
par échantillonnage de la pyramide exemple, sous contraintes locales de similarité. Cette méthode ne
parvient cependant pas à synthétiser les textures très structurées et n’a pas été directement étendue à la
dimension supérieure.
La méthode proposée en 2007 par Qin et Yang [77] se rapproche cependant de cette approche proba-
biliste. Elle propose en effet d’utiliser trois images d’exemple, une pour chaque coupe axiale du cube, et
de les décomposer en Basic Gray Level Aura Matrices (BGLAMs).La BGLAM traduit la distribution de
FIG. A.4: Principe schématisé de l’algorithme
de synthèse de Qin et Yang [77].
la probabilité de cooccurrence des niveaux de gris d’une
image pour tout déplacement. Partant d’un cube de bruit
blanc et de ces matrices – une pour chaque canal de cou-
leur et pour chaque coupe –, un échantillonnage aléa-
toire est itérativement effectué tant que la distance entre
le cube synthétisé et les BGLAMs diminue (fig. A.4).
Bien que les résultats obtenus par cette approches
soient convainquant (fig. A.9(b)) deux problèmes se
posent. Pour traiter des textures en couleur, il est né-
cessaire de décorréler les trois canaux et de les synthé-
tiser séparément, ce qui peut induire des artefacts. La
construction des BGLAMs est très coûteuse – croissance
quadratique de cette structure – et ne garantie pas néces-
sairement une information statistique suffisante.
FIG. A.5: Texture volumique
synthétisée par la méthode
de Jagnow et al. [39].
Un dernière approche statistique a été proposée par Jagnow et al. [39]
pour la synthèse de textures volumiques de matériaux à base de parti-
cules emprisonnées dans un liant. Elle se fonde sur des techniques sté-
réologiques (analyse morphométrique des structures spatiales basée sur
des échantillonnages par coupes) pour estimer la distribution des parti-
cules. Les résultats obtenus avec cette méthode sont très fidèles à l’image
d’exemple (fig. A.5). Ils requièrent néanmoins la modélisation 3D ma-
nuelle des différents types de particules par un utilisateur : tâche longue
et contraignante.
• Méthodes pixelliques
Les méthodes pixelliques, introduites par Efros et Leung [23] en 1999, font converger un bruit blanc
vers une texture ressemblant à l’image exemple en le modifiant pixel après pixel. La figure A.6 illustre
ce processus dans le cas de l’algorithme de Wei [96] qui fixe un parcours dans l’ordre de rasterisation
(de haut en bas et de gauche à droite).
FIG. A.6: Algorithme de synthèse de Wei [96].
Pour déterminer la valeur du pixel p à synthétiser, le voisinage spatial N(p) en forme de L est com-
paré à tous les voisinages N(pi) de l’image exemple. Le pixel d’entrée pi avec le voisinage N(pi) le plus
similaire (en norme L2) à N(p) est assigné à p. Cette approche vise ainsi à maintenir localement, autant
que possible, la similarité entre l’exemple et la texture synthétisée.
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De nombreuses extensions ont été apportées à cet algorithme de base : schéma multi-résolution,
structures accélératrices de recherche du meilleur voisinage [97], contraintes additionnelles sur la syn-
thèse [3, 53], changement de l’espace de recherche [54], synthèse à la surface des objets [89] et extension
à la 3D (jusqu’à trois images d’exemples).
Les résultats obtenus en 3D avec ce type d’approches présentent cependant de nombreux artefacts : en
particulier, une tendance au flou importante et l’incapacité de préserver les petites structures (fig. A.9(c)).
• Méthodes par régions
FIG. A.7: Lapped Textures
de Praun et al. [73].
L’extension logique des méthodes pixelliques est l’utilisation d’un en-
semble de pixels – un “patch” de l’image d’exemple – pour synthétiser
une nouvelle texture, ressemblant toujours plus à l’original. Plusieurs ap-
proches [22, 48, 56] ont été développées dans le cas bidimensionnel pour
déterminer l’arrangement de ces régions, leur découpe dans le modèle et
leur recouvrement optimal.
Une méthode de synthèse à la surface des objets, les Lapped Textures, a été proposée par Praun et
al. [73]. Elle propose de copier les “patchs” de texture directement à la surface de l’objet en suivant
un champ de vecteurs tangentiels (fig. A.7). Ce champ de vecteurs, spécifié par l’utilisateur, permet le
contrôle local de la taille et l’orientation de la texture.
Cette méthode admet cependant plusieurs limitations. Le bord des “patchs” devient visible pour
les textures ayant une composante basse fréquence importante. Des artefacts peuvent apparaître autour
des points de singularité du champ de vecteur. Pour les textures très structurées, un effet de flou ou
de mauvais alignement des structures peut être visible. Enfin, l’implémentation et l’utilisation de cette
technique n’est pas évidente.
FIG. A.8: Texture volumique synthéti-
sée par la méthode de Takayama et
al. [85].
Une extension de cette approche aux textures volumiques, par
Takayama et al. [85], est à paraître cette année à SIGGRAPH. Elle
est capable de synthétiser des textures anisotropes – ayant jusqu’à
deux directions privilégiées – en suivant un champ de vecteur vo-
lumique défini par l’utilisateur (fig. A.8). Cette technique néces-
site cependant en entrée, non pas une image 2D, mais un “patch
3D”. L’acquisition – manuelle ou par digitalisation – de ce volume
initial est une tâche complexe, qui limite l’utilisabilité de cette mé-
thode pour un grand nombre de textures. En outre, elle hérite des
limitations des Lapped Textures.
• Méthodes par optimisation
Cette dernière classe de méthodes non-paramétriques considère que la texture à synthétiser doit évo-
luer comme un tout. L’objectif du processus d’optimisation est de minimiser une fonction d’énergie
globale mesurant la proximité entre la texture synthétisée et l’image d’exemple.
Kwarta et al. [46] proposent de définir cette similarité globale comme la combinaison des similarités
locales des voisinages de tout pixel de la texture. Ils font ainsi l’hypothèse que maximiser la simila-
rité locale est une condition suffisante pour garantir la similarité globale entre la texture 2D et l’image
d’exemple. L’énergie ainsi définie est alors optimisée par un algorithme de type Espérence-Maximisation
(EM).
Cette approche a été étendue au cas tridimensionnel “2D + temps” par Wexler et al. pour supprimer
des éléments dans une vidéo [98] puis aux textures volumiques par Kopf et. al [45]. Nous avons choisi
de ré-implémenter cette dernière méthode aux regards de la qualité et de la diversité des résultats qu’elle
permet de produire (fig. A.9(d)) et de sa simplicité d’utilisation (une seule image d’exemple pouvant être
suffisante).
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(a) image d’exemple. (b) méthode statistique de
Qin et Yang [77].
(c) méthode pixel-
lique de Wei [96].
(d) méthode d’optimisa-
tion de Kopf et al. [45].
FIG. A.9: Textures volumiques, synthétisées depuis le même exemple (a), par différentes méthodes.
A.2 Implémentation de Solid Texture Synthesis from 2D Exemplars
L’objectif poursuivi par Kopf et al. dans Solid Texture Synthesis from 2D Exemplars [45] est, connais-
sant en entrée une ou plusieurs coupes axiales d’un volume de texture, de produire en sortie un cube de
texture volumique similaire à ces images.
La méthode qu’ils proposent combine des idées et techniques utilisées en synthèse de textures para-
métriques et non-paramétriques. Elle est basée sur une optimisation locale, selon les trois axes du cube,
guidée par des informations statistiques tirées des images d’exemple.
A.2.1 Détails
La méthode de Kopf et al. étend l’optimisation globale de Kwarta et al. [47] à la 3D en lui adjoignant
une étape de mise en correspondance d’histogrammes, inspirée des travaux d’Heeger et Berger [33].
L’ajout de cette information statistique globale permet une convergence plus rapide de l’optimisation
– en autorisant l’utilisation d’un voisinage restreint (8×8) – et lui évite de tomber dans des minimums
locaux.
• Énergie à minimiser
En tant que problème d’optimisation, il est nécessaire de définir l’énergie globale à minimiser. Celle-
ci correspond à la somme des distances L2 entre chaque voisinage du cube synthétisé et l’image exemple.
Plus formellement, e dénotant l’ensemble des images d’exemple (pouvant être restreint à une seule






FIG. A.10: Voisinages utilisées.
où (fig. A.10) :
– sv désigne le ve voxel du cube en cours de synthèse,
– sv,x, sv,y et sv,z sont les voisinages (sous forme de vecteurs)
de sv dans les coupes orthogonales aux axes x,y et z,
– ev,i est le plus proche voisinage dans l’image exemple en
norme L2 de sv,i,
– l’exposant r = 0.8 rend l’optimisation plus robuste.
Cette énergie est alors minimisée itérativement, de façon multi-échelle, en alternant deux étapes :
une phase d’optimisation et une phase de recherche du plus proche voisin.
• Optimisation
La phase d’optimisation consiste à mettre à jour, un à un, les voxels sv en fonction de leurs voisins
dans l’image d’exemple (selon les trois axes x,y et z) et d’un schéma de pondération. La valeur optimale
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de ces voxels est en définitive une simple moyenne pondérée de trois voisinages différents pris dans
l’image d’exemple.
Pour intégrer la mise en correspondance des histogrammes, le schéma de pondération est modifié de
telle sorte que les voisins éloignant l’histogramme de la texture volumique de celui de l’image d’exemple
soient pénalisés.
Ainsi, un compromis est trouvé entre la similarité locale apportée par les voisinages et la similarité
globale induite par l’information statistique des histogrammes.
• Recherche du plus proche voisin
L’objectif de cette deuxième phase est de trouver pour chaque sv,i le texel dans l’image d’exemple
ev,i le plus proche. Il s’agit d’un problème classique de recherche du plus proche voisin dans un espace
de grand dimension (192 pour un voisinage 8×8×8).
Suivant les conseils Kopf et al., nous avons utilisé la librairie ANN – Approximate Nearest Neigbor
library [64] – pour effectuer une recherche approximative, plus efficace à une telle dimension.
Afin d’améliorer la recherche approximative en terme de qualité et de rapidité, nous avons également
mise en place une réduction de la dimension par PCA – Principal Components Analysis [35, 54, 56] –
passant ainsi de la dimension 192 à environ 50, en fonction du type de texture.
Pour accélérer encore cette étape, Kopf et al. ont remarqué qu’il n’est pas nécessaire d’effectuer la
recherche en tout voxel : n’en considérer qu’un sur deux selon chaque axe est en fait suffisant.
(a) Sans feature map. (b) Avec feature map.
FIG. A.11: Textures volumiques sythétisées par Kopf et al. avec et sans feature map.
Enfin, pour les textures très structurées, il est possible d’ajouter un canal supplémentaire sous la
forme d’une features map [54, 99] encodant la distance entre les centres des éléments significatifs. La
features map guide la recherche du plus proche voisin en proposant une segmentation douce de l’image
d’exemple. Cette information supplémentaire améliore très nettement la qualité de ce type de textures,
comme l’illustre la figure A.11.
A.2.2 Résultats et limitations
La figure A.12 montre deux exemples de textures synthétisées par Kopf et al. et par notre implé-
mentation de leur méthode. Si nos résultats ne sont pas strictement identiques – car nous ne connaissons
pas exactement l’ensemble de leurs paramètres et n’avons pas implémenté toutes leurs extensions (voir
ci-après) –, ils sont visuellement satisfaisants.
Nous pouvons cependant constater sur la figure A.12(a) que notre texture est moins contrastée, plus
floue que celle de Kopf et al.. Ils ont en effet résolu ce problème en suivant une technique utilisée par
Wexler et al. [98].
Durant la phase d’optimisation, ils déterminent par “clustering” (algorithme du Mean Shift [12]),
pour chaque voxel sv, les pixels dominants dans les voisinages ev,i et ne calculent la moyenne que sur ces
voisins. En diminuant le nombre de voisins retenus au cours des itérations, le moyennage des couleurs
est ainsi de plus en plus limité. Faute de temps et étant donné la complexité de cet algorithme supplé-
mentaire, nous n’avons pas implémenté cette amélioration.
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(a) Texture de briques. (b) Texture de caustiques.
FIG. A.12: Textures volumiques sythétisées par Kopf et al. (gauche) et par notre implémentation (droite).
Il nous faut également reconnaître, au regard de la figure A.12(b), que nos textures ont parfois ten-
dances à suivre une direction privilégiée, alors que la méthode devrait être totalement isotrope (avec une
seule image exemple). Nous n’avons cependant pas réussi à déterminer la cause de ce problème dans
notre implémentation, l’ordre de parcours des voxels étant réalisé de façon aléatoire.
FIG. A.13: Texture volumique synthétisée
avec notre implémentation : disparition
d’une couleur de l’exemple.
La figure A.13 illustre un dernier problème de notre im-
plémentation. Il arrive parfois que l’une des couleurs, présente
dans l’image d’exemple, disparaisse lors de la synthèse. Nous
ne sommes pas parvenus à trouver l’origine de ce phénomène
mais deux pistes seraient à explorer : soit une erreur subsiste
dans notre schéma de pondération durant la phase d’optimi-
sation (notre histogramme divergeant clairement de celui du
modèle), soit la recherche du plus proche voisin n’est pas to-
talement correcte.
En dépit des deux problèmes mentionnés précédemment, notre implémentation nous a permis de
synthétiser avec une bonne précision une grande diversité de textures volumiques, dans les limites de cet
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