Abstract
Introduction
Let H be a complex Hilbert space and C be the set of complex numbers. Let 
. An operator T ∈ B(H) is called upper (resp. lower) semi-Fredholm if ran T is closed and α(T) < ∞ (resp. β(T) < ∞). In the sequel, let SF + (H) denote the set of all upper semi-Fredholm operators. If both α(T) and β(T) are finite, then T is called a Fredholm operator. An operator T ∈ B(H) is called Weyl if it is Fredholm of index zero and Browder if it is Fredholm of finite ascent and descent.
Let σ e (T), σ w (T) and σ b (T) denote the essential spectrum, the Weyl spectrum and the Browder spectrum of T ∈ B(H). Let iso K denote the isolated points of K ⊆ C. We write
We say that Weyl's theorem holds for T ∈ B(H) if
and that Browder's theorem holds for T ∈ B(H) if
By definition, σ ea (T) = {σ a (T + K) : K ∈ K(H)} is the essential approximate point spectrum of T, and σ ab (T) = {σ a (T + K) : K ∈ K(H) and KT = TK} is the Browder approximate point spectrum of T.
We say that a-Weyl's theorem holds for T ∈ B(H) if
and that a-Browder's theorem holds for T ∈ B(H) if
For a bounded linear operator T and a nonnegative integer n, define T n to be the restriction of T to ran T n viewed as a map from ran T n into ran T n (in particular T  = T).
If for some integer n, the range space ran T n is closed and T n is a Fredholm operator, 
be called the semi-B-essential approximate point spectrum of T. We say that T ∈ B(H) In this paper, we shall study the generalized Weyl's theorem for the elementary operator and the generalized derivation with class A operators as entries. Recall that
. In order to discuss the relations between paranormal and p-hyponormal and log-hyponormal operators (T is invertible and log T * T ≥ log TT * ), Furuta, Ito and Yamazaki [] introduced a very interesting class of operators: class A defined by
which is called the absolute value of T, and they showed that class A is a subclass of paranormals and contains p-hyponormal and log-hyponormal operators.
Definition . An operator T ∈ B(H) is said to have the single valued extension property
, where H(G) means the space of all analytic functions on G. When T has SVEP at each λ ∈ C, say that T has SVEP.
The single valued extension property dates back to the early days of local spectral theory; see the recent monograph of Laursen and Neumann [] or Aiena [] . In addition to the definition of SVEP, there are notions of property (β), property (δ) and condition (C). The interested reader is referred to [] for more details. It is well known that the isolated points of the spectrum of a class A (indeed, paranormal) operator T are poles of the resolvent of the operator (hence, eigenvalues of the operator), http://www.journalofinequalitiesandapplications.com/content/2012/1/243 the restriction of T to an invariant subspace is again of class A (resp., paranormal), and that if T has countable spectrum then T is normal. (We shall use this information freely in the following without any further reference.)
The main results
Recall 
() λ = - and d AB = AB . Then either  ∈ iso σ (A) and  ∈ iso σ (B) or  ∈ iso σ (A) and  / ∈ σ (B) or  ∈ iso σ (B) and  / ∈ σ (A).
Theorem . Let A and B * be class A operators, then H
Proof 
for some yet to be determined entries * . Since
we have that
Since λ / ∈ σ (δ A  B  ), we have that δ A  B  -λ is invertible. Hence, X  = . So, we have that
for all  ≤ i, j ≤  other than i = j =  and since λ / ∈ σ (δ A  B  ) and λ / ∈ σ (δ A  B  ), we have that X  = X  = . Hence,
Since A  and B  are normal,
is always true, we have
() We consider the case d AB = AB . When λ = -, the proof is similar to the proof of the first part. We omit the proof. When λ = -, then either  ∈ iso σ (A) and  ∈ iso σ (B) or  ∈ iso σ (A) and  / ∈ σ (B) or  ∈ iso σ (B) and  / ∈ σ (A). If  is both in iso σ (A) and iso σ (B),
on H = N  ⊕ N  for some operators C  , A  and C  , B  respectively. Here both A  and B  are invertible. So, we have that
, it follows that X  =  as in the proof of the first part. Hence,
The proofs of the other remaining cases are similar, we consider  ∈ iso σ (A) and  / ∈ σ (B). Here AB -λ = L A R B . In the following, we shall prove
where A  is invertible. Let X have the following matrix representation:
, as in http://www.journalofinequalitiesandapplications.com/content/2012/1/243 the proof above, we have that X  = X  = . So, we have that
That is,
This completes the proof. 
An operator T ∈ B(H) is said to be isoloid if every isolated point of σ (T) is an eigenvalue of T and polaroid if every isolated point of σ (T) is a pole of the resolvent of T. In general, if T is polaroid then it is isoloid.

Lemma . Let
So, we have
Therefore, 
