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It is well known that for a given positive number B, there is a prime p, 
depending on B, such that p has no quadratic non-residue in the interval 
(1, B) [I]. Since the integer squares are quadartic residues for all primes, it 
is not possible to indefinitely postpone the occurence of the first quadratic 
residue. 
However, it is possible to find an upper bound for the first pair of 
consecutive quadratic residues. M. Dunton proved the following theorem. 
THEOREM I. Let p > 11 be a prime. Then p has a positive quadratic 
residue x such that x + 1 is a quadratic residue and 1 <X Q 9. 
The main theorem of this paper and its corollaries are extensions of 
Theorem 1. The work that followed the announcement of Theorem 1 involved 
extending the result to kth power residues. A number of special cases of the 
following conjecture were proved 151. 
Conjecture. Let k be a given integer. Then there is a B, depending only 
on k, such that for p > B and p E l(k) there is a positive .Y < B such that x 
and x + 1 are kth power residues modp. 
A variety of interesting theorems were proved at the time of M. Dunton’s 
work. For example, it was proved that if B is given, then there is a prime p 
such that for each x below B one of X, x + 1, x + 2 is a quadratic non- 
residue modp. Thus the occurrence of three consecutive quadratic residues 
modp can be indefinitely postponed by the skillful choice of p. Corollary I 
asserts that two consecutive quadratic residues can be found within a 
bounded distance of any specified point. 
The methods of proof used in this paper are extremely elementary. In fact 
the only properties of quadratic residues that are used in this paper are the 
ones that are needed to prove that the Legendre symbol is completely 
multiplicative. Hence Theorem A is a statement about the set of completely 
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multiplicative functions whose values are f 1. Specifically, for N the set of 
natural numbers, let 
L= {AlA:N+ {l,-l},Il(xy)=k(x)k(y)}. 
L will in fact contain all functions A that are (a) periodic with period p, (b) 
satisfy 1(x) = (x] p) for p + x, and (c) A(p) = f 1. These last functions A 
together with the Liouville A, i.e., the completely multiplicative function that 
is minus one at each prime, will be the elements of L that will be of interest. 
Our main theorem is: 
THEOREM A. Let S and N be given positive integers. Then there is a B, 
depending only on S and N such that for each A E L, k(x) = 1(x + N) = 1 is 
solvableforxE [S,S+B]. 
Theorem A would probably not be very interesting if it were not for the 
following corollaries. 
COROLLARY I. Let S and N be given positive integers. Then there is a B 
such that for an-v given prime p > S + B(S, N), there is an x in 
[S, S + B(S. N)] such that x and x + N are quadratic residues modp. 
COROLLARY II. Let S and N be given positive integers. Then there is a 
B(S, N) depending onfy on S and N such that A(x) = A(x + N) := 1 for 
x E [S, S + B(S, N)] and 1 is the Liouville A function. 
Corollary I is, naturally, an extension of Theorem 1. 
Corollary I gives rise to the following construction. Corresponding to each 
S in the corollary there is a smallest B for which the corollary is true. Let 
B(S) be the smallest value of this B. Letting 1, = 1, and I,, 1 = 1, + B(Z,), we 
get a sequence of 1,. Corollary I can be reformulated as follows: each 
interval [I,- i, I,] contains quadratic residues differing by N modulo each 
prime greater than I,. How big is 1 ,,? The methods of this paper would 
appear to give an upper bound for I,, for fixed N. A better understanding of 
the growth of I, might say whether the methods of this paper are effkient or 
inefficient. 
Corollary II is part of the “easy case” of a conjecture of S. Chowla 
[3, p. 951. The proof of Theorem A remains. 
LEMMA. Let A EL. Let S be given. Then, there is a B such that B 
depends on@ on S and not on A such that A(x) = A(x - 1) =I 1 and 
x E [S, S + B] i solvable for x. The smallest B will have some value below 
s2 + 5s + 9. 
Consider (S + 1)2 - 1 = S(S + 2) (S + 2)2 - 1 = (S + l)(S + 3), and 
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(S + 3)2 - 1 = (S + 2)(S + 4). All of these products are below (S + 3)‘, and 
must have k value -1, or the lemma is already true. Thus, n(S) and 
A(S + 2); ,l(S + 1) and n(S + 3); n(S + 2) and n(S + 4) have opposite signs 
since their products are -1 and their values are f 1. Now, there are four 
possible values for @(S),Iz(S + 1)) and these are (1, l), (1, -l), (-1, l), and 
(-1, -1). In the first case, the lemma is true. In the second case, 1(S + 3) = 
n(S + 4) = 1. In the third case, 1(S + 1) = n(S + 2) = 1. In the fourth case, 
rl(S+2)=l(S+3)= 1. 
Next, Theorem A will be proved. All letters are integer variables. 
First, if n(N) = 1. then use the lemma to choose an x E [S, S + B(S, l)] 
so that n(x) =n(x - 1) = 1. Here and afterwards, B(S, N) is the smallest 
value of B for which the theorem is true. Then, 1 = A(X) A(N) = 
qx- l)n(N)=A(xN)=d(xN-N), and we may use XN to satisfy our 
theorem and conclude that for A(N) = 1, we have B(S, N) < NB(S, 1). 
Hence, we may assume n(N) = -1. Notice that one of 1(S) and 1(S + 1) 
is 1 since if n(S) = - 1 = i(S + 1) then n(SN) = 1 = i(SN + N). Thus, there 
is an x E (S, S + 1 } such that n(x) = 1 or the theorem is true with B(S, N) ,< 
(Sf 1)N. 
Let x be any number to the right of S such that n(x) = 1. If d(y) = 
11(~ + N) = 1 does not occur for y between x and N2 + (x + 1) N, then the 
following argument shows that n(x + 1) = -1 and 1(x + 2) = 1. 
Starting with the given x, conclude that A(x + N) = -1. Hence, 
A(xN + N2) = l* 1(xN + N2 + N) = -1. Next, 2(x + 1 + N) = 1 and hence 
A(x+ 1)=-l. If 1(x+2)=-1 then again I(xN+N)=k(xN+2N)= 1 
and hence A(x + 2) = 1. 
If we now replace x by x + 2, we conclude 2(x + 3) = -1, A(x + 4) = 1 or 
our theorem is true for some y with y < N2 + (x + 3) N. After T applications 
of this principle, A(x +j) = (-ly for 0 <j < 2T or there is a solution for y in 
the theorem with y < (x + 2T - 1) N + N2. Without loss of generality, since 
x is S or S + 1, x may be replaced by S in the previous statement. Now one 
of ([dm] + 1)2 and ([dm] + 2)2 is even and the other is odd. Both 
are larger than S and below S + 4[v”m] + 4. Also, A(([Jm] + 1)‘) = 
1 = n(([dm] + 2)‘) and one of these equations will contradict k(x +j) = 
(-ly when 2T> 4[-] + 4. Thus, take T= 2[dm] + 2 and find a 
solution for n(x) = A(x -N) = 1 with x E (S, S + B), where B < ((S + 1) + 
(4[v’m]+4)-l)N+N2=(S+4+4[dm])N+N2. Hence, the 
theorem has been proved and we may take B(S, N) < (S + 4 _+ 4[ d%?!]) 
N+N’. 
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