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In this thesis a proof is given that simple modular ortholattices possessing a
chain with at least five elements (or four if they are arguesian) are coordi-
natizable by a ∗-regular ring also with respect to the orthocomplementation.
This is based on the fact that their lattice reduct possesses a large partial
three-frame and hence satisfies a stricter condition of coordinatization yield-
ing the involution on the coordinatizing ring. Simple modular ortholattices
play an important role in the equational theory of modular ortholattices,
since any variety of modular ortholattices is generated by its simple mem-
bers, as shown by Herrmann and Roddy.
As a second main result, a characterization of the smallest class V of ∗-
regular rings containing the class A of artinian ∗-regular rings and closed
under homomorphic images (H), products (P ) and regular substructures
(Sr) is set up. In fact, the elements of V are exactly the ∗-regular rings
that can be embedded into an atomic ∗-regular ring, resp. the ∗-regular rings
that can be embedded into a product of rings of endomorphisms of some
vector spaces with scalar product such that the involution in the regular ring
corresponds to the adjunction of endomorphisms. Finally, V is obtained as
SrHSrPA.
Eines der Hauptergebnisse dieser Arbeit lautet: die einfachen modularen Or-
thoverba¨nde, die eine Kette mit mindestens fu¨nf Elementen haben (oder vier,
falls sie arguesisch sind), sind koordinatisierbar durch einen ∗-regula¨ren Ring
auch bezu¨glich der Orthokomplementierung. Fu¨r den Beweis wird benutzt,
dass das Redukt als Verband einen großen partiellen 3-Rahmen hat, und des-
halb eine striktere Koordinatisierungsbedingung erfu¨llt, die die Existenz der
Involution auf dem koordinatisierenden Ring garantiert. Die einfachen modu-
laren Orthoverba¨nde spielen tatsa¨chlich eine große Rolle in der Gleichungs-
theorie der modularen Orthoverba¨nde, da nach Herrmann und Roddy jede
Varieta¨t modularer Orthoverba¨nde von ihren einfachen Elementen erzeugt
wird.
Ein zweites Hauptergebnis ist die Charakterisierung der kleinsten Klasse ∗-re-
gula¨rer Ringe V , die die Klasse A der artin’schen ∗-regula¨ren Ringe umfasst,
und unter homomorphen Bildern (H), Produkten (P ) und regula¨ren Unter-
strukturen (Sr) abgeschlossen ist. Es la¨ßt sich zeigen, dass ein ∗-regula¨rer
Ring genau dann zu V geho¨rt, wenn er sich in einen atomaren ∗-regula¨ren
Ring einbetten la¨ßt; und das ist a¨quivalent dazu, dass er sich in ein Produkt
von Endomorphismenringen u¨ber Vektorra¨umen mit Skalarprodukt einbetten
la¨ßt, sodass die Involution auf dem Ring der Adjunktion fu¨r die Endomor-
phismen entspricht. Schließlich erha¨lt man die Klasse V als SrHSrPA.
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0.1 Introduction
Regular rings are rings that satisfy the axiom ∀x. ∃y . x·y·x = x.
They have been introduced by von Neumann in the late 1930s. For a
regular ring R, call the set of all principal right ideals L¯(R). This hap-
pens to be a complemented modular lattice (CML). The CMLs that
are isomorphic to some L¯(R) are called coordinatizable. This notion
of coordinatization is closely related to the classical representation of
projective geometries as lattices of subspaces of a vector space: for a
regular ring R and an integer n, there is a natural isomorphism be-
tween the lattice of submodules of the R-module Rn and the lattice of
principal ideals of the ring of n× n-matrices over R.
A ∗-regular ring is a regular ring equipped with an involution ∗ that
satisfies the condition xx∗ = 0 =⇒ x = 0. The lattice of principal
right ideals then becomes a modular ortholattice (MOL). In the case
of projective geometries of finite dimension, this implies the existence
of a scalar product on the vector space.
In fact, it is possible to generalize the classical coordinatization
theorem of projective geometry to certain CMLs without atoms (atoms
correspond to points in projective geometries). First, von Neumann
has proved that a CML is (uniquely) coordinatizable by a regular ring
provided the lattice has a ‘global n-frame’. An analogous result holds
for MOLs with a ∗-regular ring. The first theorem was improved by
Jo´nsson in the 1960s. Jo´nsson weakened the condition of existence of
‘global n-frames’ to ‘large partial n-frames’, and he was able to show
that this condition holds in simple CMLs of higher dimension.
His ideas are used here to solve the problem of ∗-coordinatization for
simple MOLs of higher dimension. In fact, simple MOLs of dimen-
sion at least four or Arguesian MOLs of dimension at least three are
(strictly uniquely) ∗-coordinatizable. Indeed the simple MOLs play an
important role in the equational theory of MOLs, since any variety of
MOLs is generated by its simple members, as shown by Herrmann and
Roddy.
On the other hand, ∗-regular rings are interesting structures
on their own. For example, the involution ∗ may be the adjunction in
rings of endomorphisms over a vector space with respect to some scalar
product.
While regularity and existence of adjoints are not difficult to obtain
in the finite-dimensional case, these two properties are not so easily
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compatible in infinite-dimensional spaces.
In the present thesis, a characterization of the r-variety generated by
regular rings of continuous endomorphisms closed under adjunction is
set up: this r-variety is the variety generated by artinian ∗-regular
rings, and it also coincides with the class of ∗-regular rings having an
atomic extension. For a ring R belonging to this r-variety, L¯(R) is a
proatomic MOL.
I am very much indebted to Christian Herrmann for sharing
with me many ideas and conjectures and discussing them during the
last years. I would like to thank Michael S. Roody for the interest
he showed for the results of this thesis and Karl-Hermann Neeb for
reporting on it.
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0.2 Notation and conventions
Conventions:
• By a bounded lattice is meant a lattice with least element, 0, and
greatest element, 1.
• A ring is always associative with a neutral element 1 for the multi-
plication (except at a few places where it is mentioned explicitly), of
signature (+,−, ·, 0, 1), hence subrings contain the constant 1 and rings
maps respect 1.
• By a field is meant a division ring (not necessarily commutative).
• A star-field (F, ∗) is a division ring with involutive anti-automorphism
∗ - of course it is ∗-regular .
• A superstar-ring is a ∗-regular ring satisfying for all n = 1, 2, . . . and
for all elements of the ring x1, . . . , xn: if
∑n
i=1 x
∗
ixi = 0 then x1 = . . . =
xn = 0. If it is a field, then it is called a superstar-field.
• A continuous endomorphism (for a given scalar product) is an endo-
morphism possessing an adjoint with respect to the scalar product.
• In the full ring of endomorphisms, EndVD, multiplication is composi-
tion: (e ◦ f)(x) = e(f(x)) (V is considered as a EndVDVD bimodule).
• ‘ring homomorphism’ is abbreviated by ‘r-homomorphism’.
• ‘ring homomorphism that respects ∗’ is abbreviated by ‘sr-homomorphism’,
‘ring embedding that respects ∗’ is abbreviated by ‘sr-embedding’.
• ‘ring homomorphism for which 1 is not considered’ is abbreviated by
‘plain r-homomorphism’.
• ‘MOL homomorphism’ is abbreviated by ‘ol-homomorphism’.
• ‘bounded lattice homomorphism’ is abbreviated by ‘bl-homomorphism’.
• ‘lattice homomorphism’ is abbreviated by ‘l-homomorphism’.
Notations:
• EndMR denotes the full ring of endomorphisms of the module MR
• For f ∈ EndMR, Im f denotes the image of f .
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• L¯(RR), L¯(R), L(MR) denote the lattice of left principal ideals of the
ring R, respectively the lattice of principal right ideals, the lattice of
submodules of MR.
• M (I) denotes the free module over I (see the paragraph External direct
sum in [AF74, p 83, p113] )
In a ring or a lattice, xy stands for x · y. In lattices, · stands for inf, + for
sup, with the usual convention for bracket saving. In a lattice, +˙ denotes the
independent sum.
Chapter 1
General framework and
prerequisites
Most of the results of this chapter are well-known from the literature, hence
not proved again. Even if sometimes a proof is given because no reference is
known, the methods or arguments used are folklore.
1.1 Relating ∗-regular rings and MOLs
1.1.1 Basic definitions
Definition (regular ring)
A ring R is said to be regular if for any x ∈ R there is y ∈ R such that
xyx = x.
Definition (∗-regular ring)
A ring R with an involutive anti-automorphism ∗ is said to be ∗-regular if
it is regular and satisfies ∀x ∈ R . xx∗ = 0 =⇒ x = 0 (or equivalently
∀x ∈ R . x∗x = 0 =⇒ x = 0).
Definition (hermitian element, projection)
In a ring with involutive anti-automorphism ∗, an element x is called hermi-
tian if x = x∗ holds, and projection if x = x∗ = x2 holds.
Definition (ortholattice)
An ortholattice is a bounded lattice L with an orthocomplementation ′, that
is an anti-automorphism on L such that x′ is a complement for x for any
x ∈ L.
8
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Definition (orthomodular lattice)
An ortholattice is said to be orthomodular if it satisfies the following impli-
cation.
x ≤ y =⇒ x+ x′ ·y = y
Definition (MOL)
An MOL is an ortholattice satisfying the modular law.
x ≤ z =⇒ (x+ y)·z = x+ y ·z
In particular, any MOL is an orthomodular ortholattice. But the converse is
not true.
Remark
About the notation x′ for a ring element x:
In the sequel, for a given ring element x, we will mean by x′ any element
of the ring such that xx′x = x. Note that in general, x′ is not uniquely
determined by x. If x is invertible, then x′ = x−1.
In an MOL, x′ denotes the orthocomplement of x.
1.1.2 The principal ideals of a ∗-regular ring
Let R be a ring. For M ⊆ R, call M l = {l ∈ R | ∀x ∈ M . l ·x = 0} the
left annihilator of M , resp. M r = {r ∈ R | ∀x ∈ M . x ·r = 0} the right
annihilator of M .
Proposition 1.1 (annihilators in regular rings)
If R is a regular ring, then:
1. if e2 = e, then [Re]r = (1− e)R and [eR]l = R(1− e),
2. the maps [−]r resp. [−]l are mutually inverse lattice anti-isomorphisms
of L¯(RR) onto L¯(R) resp. L¯(R) onto L¯(RR).
Proof. [Sko64, Proposition 13 (b), (c), (d), (f)].
Proposition 1.2
If R is a regular ring, then L¯(R) is a modular complemented sublattice of the
lattice of right ideals of R. Moreover, the following holds.
xR = x¯R x¯ = xx′ is idempotent
xR + yR = s(x, y)R s(x, y) = x¯+ (y¯ − x¯y¯)(y¯ − x¯y¯)′
xR·yR = t(x, y)R t(x, y) = y¯ − y¯(y¯ − x¯y¯)′(y¯ − x¯y¯)
(1− x¯)R is a complement of xR
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If R is ∗-regular :
xR = xˆR xˆ = x(x∗x)′x∗ is a projection
(xR)′ = [Rx∗]r = (1− xˆ)R
Moreover, x(x∗x)′x∗ is the unique projection generating xR, it is called the
right projection of x.
Proof. [Sko64, proof of Theorem 1 p.10] for the assertions about regular rings,
[Sko64, Proposition 88 p.124] for the assertions about ∗-regular rings, using
x = x(x∗x)′x∗x that can be proved in the same way than in Proposition 1.6.
Theorem 1.3
If R is a ∗-regular ring, then the lattice L¯(R) can be made into an MOL with
the orthocomplement (xR)′ = [Rx∗]r.
Proof. [Mae58, p.229, Theorem 2.3].
Remark
If R is a ∗-regular ring, then L¯(R) is isomorphic to the lattice of principal
left ideals of R equipped with the orthocomplementation (Rx)′ = [x∗R]l.
Definition ((∗-) coordinatization)
A regular ring R is said to coordinatize a complemented modular lattice L if
L¯(R) is l-isomorphic to L.
A ∗-regular ring R is said to ∗-coordinatize an MOL L if L¯(R) is ol-isomorphic
to L, the orthocomplement in L¯(R) being given by (xR)′ = [Rx∗]r.
Theorem 1.4
Suppose R, S are regular (resp. ∗-regular ) rings and h : R → S is a ring
homomorphism (resp. compatible with ∗). Then the following properties hold.
1. The map h¯ : L¯(R) → L¯(S)
I 7→ h(I) · S
is a bl- (resp. ol-) homomorphism.
2. If h is surjective, then h¯ is surjective too.
3. If h is injective, then h¯ is order-reflecting1, hence injective.
Remark
If I = eR, then h¯(eR) = h(e)·S ∈ L¯(S), and if e2 = e then h(e)2 = h(e).
1i. e. : h¯(X) ⊆ h¯(Y ) =⇒ X ⊆ Y
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Proof. 1. Obviously, h¯ is monotone, h¯0 = 0, h¯R = h(1)S = S.
Clearly, h¯(aR + bR) = h(a)S + h(b)S holds.
To have eR ∩ fR = gR =⇒ h(e)S ∩ h(f)S = h(g)S, one has to show
that eR∩fR = gR implies h(e)S∩h(f)S ⊆ h(g)S (the other inclusion is
trivial). Suppose w. l. o. g. that e2 = e, f 2 = f, g = f−f(f−ef)′(f−ef)
(see Proposition 1.2). Then
x ∈ h(e)S ∩ h(f)S ⇐⇒ h(e)x = x and h(f)x = x
=⇒ h(f)x = x and h(f − ef)x = 0
=⇒ h(g)x = x
=⇒ x ∈ h(g)S
Hence h¯(eR ∩ fR) = h¯(eR) ∩ h¯(fR).
Suppose w. l. o. g. that x2 = x∗ = x (see Proposition 1.2), then h¯(xR′) =
h¯((1− x)R) = h(1− x)S = h(x)S ′.
2. Suppose h is surjective, then aS = h(e)S = J ∈ L¯(S) =⇒ eR ∈ L¯(R)
and h¯(eR) = h(e)S = aS.
3. Suppose that h is injective and h(e)S ⊆ h(f)S, and w. l. o. g. e, f idem-
potent. Then h(e) = h(f)x implies h(f)·h(e) = h(e) and by injectivity,
fe = e, hence eR ⊆ fR.
Remark
Of course, the assignment R 7→ L¯(R), h 7→ h¯ is a functor between the class of
regular rings with r-homomorphisms and the class of complemented modular
lattices with bl-homomorphisms, resp. between the class of ∗-regular rings
with sr-homomorphisms and the class of MOLs with ol-homomorphisms.
Fix an MOL L. What can be said about the properties of a regular ring R
coordinatizing (the reduct of) L as lattice?
How many ∗-regular rings R do ∗-coordinatize L? In particular, is any reg-
ular ring R coordinatizing (the reduct of) L reduct of a ∗-regular ring ∗-
coordinatizing L?
Some answers are given about the congruence lattices of these objects in
part 4.1.1.2. For the question ‘how many’, an answer is given if the MOL
possesses a large partial frame. Finally, various counter-examples illustrate
the situation where no frame exists.
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1.2 The class of ∗-regular rings as a ρ-variety
1.2.1 Relative varieties
Consider a signature Ω of algebraic structures and a formula ρ in logical
symbols ∀,∃,∧ (pp-formula).
For a class C of signature Ω with C |= ρ, define Sρ(C) = SC ∩ Modρ. If
C = {R}, then write Sρ(R) for Sρ(C). Call the elements of Sρ(R) the ρ-
substructures of R. Note that this set is ordered by inclusion, but it may fail
to be closed under intersection in general. Hence, the substructure ‘generated
by’ a subset may not exist.
A class V is called a ρ-variety if V |= ρ holds and if it is closed under H,Sρ, P .
The largest class of Ω structures that is a ρ-variety is Modρ.
It is easy to see or known from the theory of varieties that the following
properties hold for the operators H,Sρ, P .
• PSρ ≤ SρP ,
• Sρ, P and H are idempotent,
• P and H commute,
• If C |= ρ holds, then the intersection of all ρ-variety containing C is a
ρ-variety containing C, and is it called the ρ-variety generated by C.
Proposition 1.5
For any pp-formula ρ, R ∈ Modρ, call Sωρ (R) the set of all countable ρ-
substructures of R. Then R ∈ SρPuSωρ (R) holds.
Proof. Suppose w. l. o. g. that ρ is in prenex normal form. Skolemize it to get
ρ¯ = ∀x . ∧ni=1 ti(x) = si(x), where ti, si are terms over Ω′ ⊇ Ω, R¯ such that R
is the Ω-reduct of R¯. The structure R¯ can be embedded in an ultraproduct
of its finitely generated substructures ([BS81, p.213,Theorem 2.14]). The
reduct of such a substructure of R¯ is an element of Sωρ (R) and is countable.
The reduct of an ultraproduct is an ultraproduct. Hence, R can be embedded
in an ultraproduct of some of its countable ρ-substructures.
1.2.2 Application for ∗-regular rings
Proposition 1.6
Suppose (R, ∗) is a ring with an involutive anti-automorphism. Then (R, ∗)
is ∗-regular iff ∀a . ∃x . a = aa∗xa holds.
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The class of ∗-regular rings is axiomatizable by a pp-formula ρ and closed un-
der products, homomorphic images and substructures satisfying ∀a. ∃x. axa =
a.
Proof. Suppose (R, ∗) is ∗-regular . Then for a ∈ R, there exists x ∈ R such
that aa∗ = aa∗xaa∗. Consider f = a− aa∗xa, then
ff ∗ = (a− aa∗xa)(a∗ − a∗x∗aa∗)
= aa∗ − aa∗x∗aa∗ − aa∗xaa∗ + aa∗xaa∗x∗aa∗
= 0
As R is ∗-regular , it implies f = 0, that is a = aa∗xa.
Conversely, if ∀a . ∃x . a = aa∗xa holds, then R is obviously regular and
aa∗ = 0 =⇒ a = 0 holds clearly.
If Ω is the signature of ∗-regular rings, consider the pp-formula ρ of the ring
axioms and the axioms for ∗ to be an involutive anti-automorphism and the
formula above, then the ∗-regular rings are exactly Modρ, and hence they
are a ρ-variety for this ρ.
In the sequel, a ρ-variety for the ρ of the proof will be referred to as r-variety.
Remark
It is known from the literature that a ringR with an involutive anti-automorphism
∗ which is regular is ∗-regular if and only iff the formula ∀a . ∃x . a = aa∗x
holds [Mae58, Satz 2.3,p 229]. But in Proposition 1.6, regularity is not re-
quired.
1.2.3 Congruences and ideals
This is another way to prove that the class of ∗-regular rings is closed under
homomorphic images.
Proposition 1.7
In a ∗-regular ring, two-sided ideals are closed under ∗ and any ring congru-
ence is compatible with ∗, hence a ∗-regular ring and its reduct as ring have
the same congruence lattice.
Proof. For a two-sided ideal I of a ∗-regular ring R and x ∈ I, there is an
element e ∈ R with e2 = e∗ = e and Rx = Re by Proposition 1.2. Hence,
x = re holds for some r ∈ R and e ∈ I. It implies x∗ = e∗r∗ = er∗, hence
x∗ ∈ I because I is a two-sided ideal.
There is a well-known one-to-one correspondence between the ring congru-
ences of R and the two-sided ideals of R by means of the equivalence class
of the zero element. Now, suppose a ring congruence Θ is given on R.
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xΘy =⇒ (x− y) Θ 0
=⇒ (x− y)∗ Θ 0 [0]Θ is closed under ∗
=⇒ (x∗ − y∗) Θ 0
=⇒ x∗ Θ y∗
Hence Θ is compatible with the operation ∗.
Remark
To complete the alternative proof, one has to check that the formula
xx∗ = 0 =⇒ x = 0 also holds in the factor structure. Indeed, suppose xx∗ ∈
I, then by the remark after Proposition 1.6, there is y ∈ R such that x =
xx∗y. As I is a right ideal, this implies x ∈ I. Hence R/I is a ∗-regular ring.
1.2.4 From R to eRe
Proposition 1.8
Suppose (R, ∗) is a ∗-regular ring, then for e ∈ R with e2 = e∗ = e, one has
eRe ∈ HSr{R}.
Proof. R = eRe + (1 − e)R(1 − e) + eR(1 − e) + (1 − e)Re holds because
r = 1r1 = (e+ 1− e)r(e+ 1− e) for any r ∈ R.
The set R′ = eRe+ (1− e)R(1− e) is clearly a subring of R closed under ∗.
For r, s ∈ R, choose quasi-inverses r′, s′ ∈ R for ere and (1−e)s(1−e). Then
er′e+ (1− e)s′(1− e) is a quasi-inverse for ere+ (1− e)s(1− e). Hence, R′ is
regular, and one has R′ ∈ Sr{R}. Clearly, R′ → eRe, x 7→ exe is a surjective
ring homomorphism respecting ∗. Hence eRe ∈ HSr{R}.
Chapter 2
Regular rings of continuous
endomorphisms
2.1 Regular rings of endomorphisms
For this section, a right vector space VD over a division ring D is fixed.
2.1.1 Ideals of endomorphism rings and subspaces
Proposition 2.1
For f ∈ EndVD, there is f ′ ∈ EndVD such that ff ′f = f holds and the
support of f ′ is Im f . Hence, EndVD is regular.
Proof. Suppose f ∈ EndVD. Choose a basis (ei)i∈J for Im f and complete it
with (ei)i∈J ′ to get a basis of VD. For i ∈ J choose bi such that f(bi) = ei
and set f ′(ei) = bi. For i ∈ J ′, set f ′(ei) = 0.
If f(x) =
∑
i∈J ei · yi, then
f ◦ f ′ ◦ f(x) = ff ′(
∑
i∈J
ei ·yi) =
∑
i∈J
ff ′(ei)·yi =
∑
i∈J
ei ·yi = f(x)
That is, ff ′f = f holds.
Remark
In [Goo79, Example 1.8, 1.9], there are examples of endomorphism rings of
modules over regular rings that are not regular.
Lemma 2.2
The lattices L¯(EndVD) and L(VD) are isomorphic by the correspondence
eR 7→ Im e for e2 = e.
15
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Proof. Set R = EndVD. It is easy to see that for e, f ∈ R
1. f ∈ eR =⇒ Im f ⊆ Im e
2. for U ∈ L(VD), there is p ∈ R such that Im p = U (furthermore, p2 = p,
Ker p = U ′ and U ⊕ U ′ = V )
3. e2 = e =⇒ ∀x ∈ Im e . e(x) = x
4. f 2 = f & Im e ⊆ Im f =⇒ e = fe (hence e ∈ fR)
5. e2 = e & f 2 = f =⇒ (eR ⊆ fR ⇐⇒ Im e ⊆ Im f)
The following map is well-defined by 1.
U : : L¯(R) → L(VD)
I 7→ sup{Imm | m ∈ I}
One has U(eR) = Im e; the map U is surjective by 2, and hence an order-
isomorphism by 5.
Remark
This result is shown by von Neumann for the finite dimensional case, with
any regular ring instead of D (see for example [Sko64, Theorem 2,p14]).
Theorem 2.3
Suppose R is a regular subring of S = EndVD. Then the following map is a
bl-embedding.
L¯(R) → L(VD)
eR 7→ Im e for e2 = e
Proof. By Theorem 1.4, the remark after it, and Lemma 2.2.
2.1.2 Matrix representation
Consider a basis (ei)i∈I for VD. It is well-known (see for example [AF74,
p.18–21,p.161–162 for matrix representation]) that EndVD is isomorphic to
the ring of column finite matrices with index set I and coefficients in D. An
endomorphism r is represented by the matrix (rij)i,j∈I if r(ej) =
∑
i∈I eirij
holds for all j ∈ I.
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Definition
Matrices that are row (and column) finite are called small matrices.
Matrices over a countable index set that are row (and column) finite are
called countable small matrices.
Definition
Call finite matrix a matrix that has only finitely many non-zero coefficients,
i. e. a matrix with only finitely many non-zero columns.
Proposition 2.4
For any matrices m,m′, one has the following.
1. If m is finite, then m′ ·m is finite.
2. If m and m′ are finite, then m+m′ is finite.
Remark
It is clear that the property to be row and column finite is not basis invariant,
hence the adjective ‘small’ will be only used for a matrix representation and
not for an endomorphism if no basis is specified. The same holds for the
adjective ‘finite’.
Proposition 2.5
Fix a basis (ei)i∈I of VD. Call F the set of all endomorphisms which matrix
representation in the basis (ei)i∈I is finite, and F+ the set of all endomor-
phisms of finite rank (finitely generated image). Then the following assertions
hold.
1. F and F+ are, as left ideals of EndVD, plain subrings of EndVD.
2. F and F+ are regular.
3. F and F+ have no non-trivial two-sided ideal (they are simple as plain
rings).
Proof. It is clear with Proposition 2.4 that F and F+ are left ideals of EndVD,
hence plain subrings of it. Moreover, they are regular by Proposition 2.1.
For any non-zero finite matrix r, there are finite matrices s1, s2 such that
s1 ·r ·s2 is a finite matrix possessing only one non-zero element at a fixed
place, and this element can be chosen to be one. Hence, it is clear that F is
simple.
Suppose F+ has a non-zero two-sided ideal I. Then, notice that for x ∈
F+, y ∈ F , x ·y ∈ F holds, and for a given x 6= 0, it is possible to choose
y such that x ·y 6= 0 holds. Hence IF is a non-zero two-sided ideal of F .
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Hence, F ⊆ I. For any x ∈ F+, there is y ∈ F such that x = y ·x. Hence
I = F+.
Note that the construction of F+ is basis invariant.
If an endomorphism of finite rank is represented by a small matrix in some
basis, then its matrix representation in this basis is finite.
More results about rings of endomorphisms in higher dimensions are proved
in part 2.5.
2.2 Scalar products
2.2.1 Vector spaces with scalar product
The existence of an anti-automorphism on a division ring permits the con-
version of right vector spaces into left vector spaces over this division ring
and vice-versa.
Definition
A division ring equipped with an involutive anti-automorphism is called a
star-field.
Given a star-field (D, ∗) and a right vector space VD over D, a ∗-Hermitian
form1 (or simply Hermitian form when ∗ is clear from the context) is a map
φ : VD × VD → D such that
for all x ∈ V φ(x,−) is linear (2.1)
for all x, y ∈ V φ(y, x) = φ(x, y)∗ (2.2)
It is a non-degenerate Hermitian form if
∀x ∈ V . φ(x,−) = 0 =⇒ x = 0 (2.3)
and a scalar product or anisotropic Hermitian form if
∀x ∈ V . φ(x, x) = 0 =⇒ x = 0 (2.4)
Remark
There are plenty of variants in the definition of Hermitian forms and scalar
products in the literature. For example, Herstein’s inner products are de-
fined for a right and a left vector space, they are said to be dual in case the
1If the considered sesquilinear forms are Hermitian, the anti-automorphism is neces-
sarily involutive (see [Gro79, Remark 1, p.9]). It is the only case of interest here, because
by scaling of the form, one can achieve an Hermitian form without changing the relation
⊥. For a more general treatment, see [Gro79, Chapter 1].
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Hermitian form is non-degenerate. Maeda and Skornyakov call inner multi-
plication a ‘scalar product’ where, instead of vector spaces over a star-field,
free modules with finitely many generators over a regular ring with an involu-
tive anti-automorphism are considered, and the scalar product is given in an
orthogonal basis. Roddy calls Hermitian form the inner multiplication like
Maeda, but without assuming that the form is anisotropic; if it is anisotropic,
then it is said to be non-degenerate.
Definition
Suppose φ : VD × VD → D is a Hermitian form.
Vectors x, y ∈ V are orthogonal, x ⊥ y, if φ(x, y) = 0. The relation ⊥ is
obviously symmetric because of (2.2).
A basis (ei)i∈I of VD is said to be orthogonal if ei ⊥ ej holds for i 6= j in I,
that is if the matrix of the form is diagonal in the basis.
For M,M ′ ⊆ V , define M ⊥M ′ ⇐⇒ ∀m ∈M,m′ ∈M ′ . m ⊥ m′.
Define as well in the usual way M⊥ = {x ∈ V | ∀m ∈M . x ⊥ m}.
2.2.2 Adjoints
Definition
Suppose φ is a non-degenerate Hermitian form.
For a, b ∈ EndVD, a has adjoint b with respect to φ if ∀x, y ∈ V . φ(x, ay) =
φ(bx, y) holds.
Remark
As a consequence of (2.3), an endomorphism has at most one adjoint. If it
exists, the adjoint of a is denoted by a∗.
As a consequence of (2.2), the relation ‘to have adjoint’ is symmetric, hence
a∗∗ = a.
Endomorphisms possessing an adjoint are exactly the continuous endomor-
phisms for the weak topology induced by φ on VD where D carries the discrete
topology. More details are given in [Gro79, p.35].
Of course, it is enough to check that the relation of adjunction holds for basis
vectors.
Proposition 2.6
The set Contφ VD of all continuous endomorphisms of VD is a subring of
EndVD on which ∗ is an involutive anti-automorphism.
Moreover, for all a, b ∈ Contφ VD, the following equivalences hold.
Im a ⊥ Im b ⇐⇒ a∗b = 0 ⇐⇒ a∗(Im b) = 0
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Moreover, if φ is a scalar product, then a∗a = 0 =⇒ a = 0 holds in
Contφ VD.
Proof.
Im a ⊥ Im b ⇐⇒ ∀x, y . φ(ax, by) = 0 by definition of ⊥
⇐⇒ ∀x, y . φ(x, a∗by) = 0 by definition of a∗
⇐⇒ Im a∗b = 0 φ non-degenerate
⇐⇒ a∗b = 0
Suppose moreover that φ is a scalar-product, then a∗a = 0 =⇒ Im a ⊥
Im a =⇒ Im a = 0 by (2.4).
For a vector space with scalar product (VD, φ), EndVD is regular, but in
general not a ∗-regular ring with respect to the adjunction because not every
endomorphism is continuous.
On the other side, the subring of all continuous endomorphisms needs not to
be regular (Corollary 2.11). Indeed, if an orthogonal basis is given for the
scalar product, then it is possible to characterize continuous endomorphisms
(Theorem 2.10).
2.3 Adjunction with respect to diagonalizable
scalar products
2.3.1 How to get diagonalizable scalar products
Combined with Theorem 2.10, the following Proposition 2.7 and Proposi-
tion 2.8 make possible the transformation of some known examples for regular
rings into ∗-regular rings.
2.3.1.1 Countable case
Proposition 2.7
Any vector space of at most countable dimension with scalar product has an
orthogonal basis with respect to this scalar product.
Proof. [Gro79, p.63], or generalization of Gram-Schmidt.
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2.3.1.2 Construction of a diagonalizable ‘scalar product’
Proposition 2.8
Given a star-field (D, ∗), and a set I. Suppose there is a family (φi)i∈I of
hermitian elements of D such that for any finite subset J of I, for any family
(xi)i∈J of elements of the field, the following property is satisfied.∑
i∈J
x∗i ·φi ·xi = 0 =⇒ ∀i ∈ J . xi = 0
Given a vector space VD over (D, ∗), with basis (ei)i∈I (hence the dimension
of V over D is |I|).
Then one can define a scalar product (anisotropic Hermitian form) φ on VD
in the following way.
φ(ei, ej) =
{
φi if i = j,
0 else.
Remark
Proposition 2.8 can be generalized to a regular ring with involutive anti-
automorphism (R, ∗) possessing a family (φi)i∈I of invertible hermitian ele-
ments of R such that for any finite subset J of I, and for any family (xi)i∈J
of elements of R, the following property is satisfied.∑
i∈J
x∗i ·φi ·xi = 0 =⇒ ∀i ∈ J . xi = 0
Then R is said to be (φi)i∈I-regular.
One can define a ‘scalar product’ φ on the free module R(I), call (ei)i∈I its
canonical basis, by φ(ei, ej) =
{
φi if i = j
0 else
on the basis (ei)i∈I .
The case where I is finite can be found in [Mae58] and will be cited in
Theorem 2.12.
2.3.1.3 Superstar-rings and -fields
The question what kind of star-field is convenient for applying Proposition 2.8
depends of course on the family (φi)i∈I . The case φi = 1 for all i ∈ I is the
most natural and it is quite suitable to construct easy examples.
Definition
A superstar-ring is a ∗-regular ring satisfying
x∗x+ y∗y + . . . u∗u = 0 =⇒ x = y = . . . = u = 0
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for any finite set {x, y, . . . u} of elements.
If it is a field, then call it a superstar-field.
Known examples of commutative superstar-fields are (C, x 7→ x), the complex
numbers with conjugation, (R, Id) or (Q, Id).
The skew-field of real quaternions H can be made into a superstar-field, as
indicated in the appendix A.1.
An example for a superstar-ring S is any direct product of superstar-fields
(S, ∗) = ∏α∈A(Dα, ∗α). Consider then φi = 1S = (1α)α∈A for all i = 1 . . . n.
The next proposition shows that any superstar-ring is an algebra over Q.
Proposition 2.9 ([Vid59, Lemma 2])
A superstar-ring is an algebra over the field of rational numbers.
2.3.1.4 Extension of the field
It is possible to extend the field to get more form elements, using [Rod89,
Lemma (2.7.2)] and compactness arguments.
2.3.2 Description of the ring of continuous endomor-
phisms
The following theorem is formulated in [Tyu84] for a countable basis.
Theorem 2.10
Given a scalar product φ on VD and an orthogonal basis, (ei)i∈I , the con-
tinuous endomorphisms in EndVD are exactly the ones the representation of
which in the orthogonal basis is a small matrix.
Moreover, the adjoint s of r satisfies the following equation in the orthogonal
basis.
sij = φ(ei, ei)
−1r∗jiφ(ej, ej) (2.5)
Especially, all finite endomorphisms are continuous and the set of finite en-
domorphisms is closed under adjunction.
Proof. Suppose VD has an orthogonal basis (ei)i∈I : for example if VD has
a countable basis, then it has an orthogonal basis by Proposition 2.7. The
matrix of the scalar product in the basis (ei)i∈I is diagonal with coefficients
φ(ei, ei) for i ∈ I.
The adjunction in EndVD is given by coefficientwise application of ∗, ‘trans-
position’ and scaling. More precisely: for any element r ∈ EndVD having an
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adjoint s = r∗, there is the following connection between the coefficients of
the matrices representing r and r∗ in the orthogonal basis ei, i ∈ I:
φ(ei, ei)sij = φ(ei, s(ej)) = φ(r(ei), ej) = r
∗
ijφ(ej, ej)
that is equivalent to the relation (2.5).
Hence, as the matrix representing r (resp. r∗) is column finite, the matrix
representing r∗ (resp. r) is row finite. That is: the matrices representing r
and r∗ are small matrices.
Conversely, if r, s ∈ EndVD satisfy the relation (2.5) for all i, j ∈ I in the
basis (ei)i∈I , then r and s are mutually adjoint (because if the condition of
adjunction is satisfied for the basis, then it holds for any pair of vectors).
Corollary 2.11
Given a scalar product on VD and an orthogonal basis, then the ring of all
continuous endomorphisms ContφVD is regular if and only if the vector space
VD is finite dimensional.
Proof. If the vector space VD is finite dimensional, then every endomorphism
is continuous, and Proposition 2.1 proves regularity.
Else, pick a countable subset of the basis, say (ei)i∈N, and denote by (ei)i∈J
the rest of the basis. Consider the endomorphisms f and g defined on the
basis by
f(ei) =

ei if i ∈ J
e0 if i = 0
ei + ei−1 if i ∈ N \ {0}
and g(ei) =

ei if i ∈ J
e0 if i = 0∑i
k=0(−1)k−iek if i ∈ N \ {0}
By Theorem 2.10, f is continuous, but g is not (not row finite in the orthog-
onal basis). It is easy to calculate that f ◦ g(ei) = ei = g ◦ f(ei) holds for
any basis element ei, hence g = f
−1.
As g is the only possible quasi-inverse for f in EndVD, f has no quasi-inverse
in the ring of all continuous endomorphisms.
2.4 Examples based on finitely generated pro-
jective modules
2.4.1 Full rings of finite matrices over a ∗-regular ring
Theorem 2.12 ([Mae58, p 231])
Fix n ∈ N, n ≥ 1.
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For a regular ring S with involutive anti-automorphism ∗ (S is not required
to be ∗-regular ), suppose φ1 . . . φn are invertible hermitian elements of S
such that if
∑n
i=1 x
∗
iφixi = 0 then x1 = . . . = xn = 0 for all x1 . . . xn ∈ S.
1. For x,y ∈ Sn, setting φ(x,y) = ∑i=1...n x∗iφiyi defines a ‘scalar prod-
uct’ on SnS .
2. The assignment m = (mij)i,j=1...n 7→ m∗ = (φ−1i m∗jiφj)i,j=1...n makes
the full ring of n×n matrices over S into a ∗-regular ring.
3. For such matrices a, b, one has Im a ⊥ Im b ⇐⇒ b∗a = 0.
Especially, this applies to any superstar-ring S of part 2.3.1.3. The ∗ defined
on Sn is then given by the relation (2.6) for any m ∈ Sn.
(m∗)ij = (mji)∗ (2.6)
2.4.2 An example for a generalized system of n×n ma-
trix units over a regular ring
Of course, it is possible to consider subrings of full rings of matrices of fixed
size n that are regular and closed under ∗. The next example is of this kind,
and it gives the opportunity to present a notion defined in [Jo´n60] that will
be mentioned in Corollary 4.11.
Consider 4× 4 matrices with coefficients in a superstar-ring (S, ∗) possessing
a projection e different from 0 and 1 in S.
For example, take the superstar-ring (S, ∗) as described in part 2.3.1.3, and
let e be (0, 1 . . . ) (almost all components are 1, and one or finitely many are
0).
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Set
0 =

1 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
 1 =

0 0 0 0
0 1 0 0
0 0 0 0
0 0 0 0
 2 =

0 0 0 0
0 0 0 0
0 0 1 0
0 0 0 0
 3 =

0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 e

η0 = 0 η1 = 0 η2 = 0 η3 =

e 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0

α1 =

0 0 0 0
1 0 0 0
0 0 0 0
0 0 0 0
 α2 =

0 0 0 0
0 0 0 0
1 0 0 0
0 0 0 0
 α3 =

0 0 0 0
0 0 0 0
0 0 0 0
e 0 0 0

β1 =

0 1 0 0
0 0 0 0
0 0 0 0
0 0 0 0
 β2 =

0 0 1 0
0 0 0 0
0 0 0 0
0 0 0 0
 β3 =

0 0 0 e
0 0 0 0
0 0 0 0
0 0 0 0

The ring R consists of the matrices with coefficients mij satisfying
ηimijηj = mij
These matrices have the following shape:
(
A A A B
A A A B
A A A B
C C C D
)
, where A stands for
coefficients in S, B for coefficients in Se, C for coefficients in eS, D for
coefficients in eSe.
And the operation ∗ is defined like in Sn by the relation (2.6). The ring R is
thus closed under ∗.
The system 〈, η, α, β〉 is a generalized system of 4×4 matrix units over the
ring S in the sense of [Jo´n60]. The definition is repeated in the appendix.
It is clear from [Goo79, Lemma 1.6, p3] and [Jo´n60, 9.2 and 9.3] that R is
regular. Then R is ∗-regular as subring of Sn.
2.5 Examples derived from at least countably
based vector spaces
2.5.1 Sums of rings
Lemma 2.13 ([Goo79, Lemma 1.3 p.2])
Let J ≤ K be two-sided ideals in a ring R. Then K is regular iff J and K/J
are both regular.
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The following lemma is useful to construct examples. Moreover, it will be
used to construct atomic extensions in Proposition 3.12.
Lemma 2.14
Let S be a ring, R a subring of S, that is ∗-regular, J a plain subring of S,
J plain ∗-regular ring such that the restrictions of ∗ of R and J on R ∩ J
coincide, and R·J ·R ⊆ J holds.
Then R + J = {r + j | r ∈ R, j ∈ J} is a subring of S. It is ∗-regular for
(r + j)∗ = r∗ = j∗ and R ↪→ R + J is an sr-embedding. Moreover, J is a
two-sided ideal of R + J .
Of course, if R ∩ J = 0 holds, then the sum in R + J is direct (uniqueness
of the representation in this decomposition).
Remark
If no operation ∗ is given, then the construction yields a regular ring.
Proof. Consider the map
h : R× J → S
(r, j) 7→ r + j
Clearly R × J is a plain ∗-regular ring, h is a plain r-homomorphism, and
the image of R× J under h is R + J .
The set I = {(r, j) | r + j = 0S} = {(x,−x) | x ∈ R ∩ J} is the two-sided
ideal associated to the kernel of h. Hence R+ J ∼= (R× J)/I is a subring of
S, and it is regular as homomorphic image of a regular ring.
By Proposition 1.7, the setting (r + j)∗ = r∗ + j∗ does not depend on the
choice of the representatives r and j. For this setting for ∗ on R + J , h is
compatible with ∗, hence R+J is ∗-regular by Proposition 1.6 or the remark
after Proposition 1.7.
It is clear that J is a two-sided ideal of R + J because it is closed under
multiplication with elements of R and of itself on both sides.
2.5.2 The endomorphisms Λ(k)
Suppose a basis (ei)i∈I is given, where I is infinite.
For i, j ∈ I, the endomorphism eˆij is defined by eˆij(ek) =
{
ej if i = k,
0 else.
For J ⊆fin I, the endomorphism dJ is defined by dJ(ek) =
{
ek if k 6∈ J,
0 else.
For k ∈ D, define Λ(k) ∈ EndVD by Λ(k)(ei) = ei ·k for i ∈ I.
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Proposition 2.15
For k, l ∈ D, one has Λ(k ·l) = Λ(k) ◦ Λ(l).
For k 6= 0, Λ(k) is an automorphism of VD and has inverse Λ(k−1).
The action (g, k) 7→ g ◦ Λ(k) makes EndVD into a right D-vector space.
Remark
Notice that Λ(k) is the scalar multiplication by k if and only if k belongs to
the center of D.
The action depends on the choice of the basis if the field is not commutative.
An endomorphism with finite matrix representation in the basis (ei)i∈I is a
linear combination of eˆij, i, j ∈ I.
2.5.3 Examples of representable ∗-regular rings
2.5.3.1 The vector space
The vector space VD is chosen, that is countably based over a superstar-field
D like C, R or Q.
The scalar product φ on VD is defined by φ(ei, ej) = δij in the canonical
basis. Hence adjunction is just transposition and coefficientwise conjugation
for the representing matrix in the (orthogonal) canonical basis.
The action of D on EndVD via the endomorphisms Λ(k) for k ∈ D is defined
with respect to the canonical basis too.
For Dˆ, take a subfield of D closed under ∗: if D = C, then Dˆ ∈ {C,R,Q}
is suitable; if D = R, then Dˆ ∈ {R,Q} is suitable; if D = Q, then Dˆ = Q is
suitable.
Of course, it is also possible to take the skew-field of real quaternions H as
D and its center R1 as Dˆ.
2.5.3.2 Examples for ∗-regular rings: kite matrices
Consider matrices of the form
(
F 0
0 D(a)
)
, where F is a matrix of finite
size with coefficients in D, and D(a) is an (infinite) diagonal matrix with an
element a ∈ Dˆ on the whole diagonal.
In fact, such a matrix is exactly the representation of an element of the ring
R+ J ⊆ Contφ VD in the canonical basis, if one takes {Λ(k) ∈ EndVD | k ∈
Dˆ} for R, and the set of endomorphisms of VD with finite matrix represen-
tation in the canonical basis for J in Lemma 2.14.
The operation ∗ is the adjunction with respect to φ, and R·J ·R ⊆ J holds
clearly.
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As the vector space VD has infinite dimension over D, R∩J = 0 holds, hence
the sum is direct.
The notation Λ(Dˆ)⊕ F(D) for R + J makes clear what superstar-fields are
meant.
2.5.3.3 Examples for inscrutable regular rings
The construction done in part 2.5.3.2 can be modified by taking for J the set
of endomorphisms of finite rank instead of the set of endomorphisms of VD
with finite matrix representation in the canonical basis, and hence considering
matrices of the form
(
F G
0 D(a)
)
, where F is a matrix of finite size n with
coefficients in D, G a matrix with columns of size n and coefficients in D,
and D(a) an (infinite) diagonal matrix with an element a ∈ Dˆ on the whole
diagonal.
The conditions of Lemma 2.14 are fulfilled but for the operation ∗, as by
Theorem 2.10, there are endomorphisms of finite rank without adjoint.
It is an open question whether the regular rings constructed, call them Λ(Dˆ)⊕
F+(D), are ∗-regular or not.
2.5.3.4 Further properties of the examples
Proposition 2.16
The rings Λ(Dˆ)⊕F(D) and Λ(Dˆ)⊕F+(D) are subdirectly irreducible.
Proof. Suppose I is a non-zero two-sided ideal of Λ(Dˆ)⊕F(D). Then, from
any non-zero element, it is possible by multiplication with a finite matrix
to get a finite matrix with only one non-zero element somewhere, and this
element is one. Hence, I ∩ F(D) 6= 0. It is a non-zero two-sided ideal
of F(D), hence I ∩ F(D) = F(D) holds by Proposition 2.5. It is already
clear by Lemma 2.14 that F(D) is a two-sided ideal of Λ(Dˆ)⊕F(D), hence
Λ(Dˆ)⊕F(D) is subdirectly irreducible.
The proof can be adapted to prove the assertion for Λ(Dˆ)⊕F+(D).
Remark
The rings Λ(Dˆ)⊕F(D) and Λ(Dˆ)⊕F+(D) are clearly unit-regular.
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2.6 The von Neumann example (continuous
geometry)
2.6.1 The index set
For the sequel, a fixed sequence of natural numbers qi, i ∈ N with q0 = 1 and
qi ≥ 2 for i ≥ 1 is given.
A long path is a sequence of natural numbers ai, i ∈ N such that 1 ≤ ai ≤ qi
holds for all i ∈ N. Call I the set of all long paths.
For m ∈ N, if the long paths i and j satisfy in = jn for all n > m, then they
are m-diagonal.
For a long path a = (ai)i∈N and a natural number m, the m-path of a is the
tupel (a0, . . . , am).
Remark about the conversion of m-paths:
Call Im the set of all m-paths and set nm = q0 ·. . .·qm. The map
x = (a0, . . . , am) 7→ #(x) = 1 + nm
m∑
i=0
(ai − 1)n−1i
is an order isomorphism from Im with the lexicographic order onto {1 . . . nm}
with the usual order (notice that #(q0, . . . , qm) = nm holds). Of course, #
depends on m, but it is clear from the context which m is meant. The
m-address of a long path a is #(a0, . . . , am).
Example for m = 2, q1 = 2, q2 = 3:
x ↔ #(x)
(1,2,3) ↔ 6
(1,2,2) ↔ 5
(1,2,1) ↔ 4
(1,1,3) ↔ 3
(1,1,2) ↔ 2
(1,1,1) ↔ 1
Remark
In the case qi = 2 for all i ≥ 1, the set I can be identified with the Cantor
set; a long-path is exactly the description of a point where 1 is left, 2 is right
from the missing part of the interval. The m-path indicates in which part
of the interval [0, 1] the point is at the m-th step of the construction of the
Cantor set. To obtain the m-address, numerate the remaining intervals at
step m beginning from the left.
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2.6.2 The vector space and the scalar product
Consider now a star-field (D, ∗) and suppose there are hermitian elements
(φi)i∈I satisfying
∑
i∈J xiφix
∗
i = 0 =⇒ xi = 0 for all i ∈ J for any finite
subset J of I.
For instance a superstar-field, like C with complex conjugation and φi = 1
for all i ∈ I. Consider a right vector space VD with basis ei, i ∈ I. Define by
Proposition 2.8 a scalar product φ on VD by setting
φ(ei, ej) =
{
0 for i 6= j,
φi for i = j.
2.6.3 The matrix ring
Define a set of column finite matrices with index set I, the set of long paths
defined in part 2.6.1, and coefficients in D as follows. For any natural number
m and a, b ∈ {1, . . . nm}, the matrix Emab is defined by the following condition
for all long paths i, j ∈ I.
(Emab)ij =
 1 if

a is the m-address of i and
b is the m-address of j and
i and j are m-diagonal
0 else
For a given j, there is at most one i such that (Emab)ij is non-zero (the m-path
of i is fixed by a, and in = jn holds for n > m). Hence, E
m
ab is the matrix of
an endomorphism of VD expressed in the basis ei, i ∈ I. It is row and column
finite.
These matrices form a continuous set of matrix units in the sense of [vN58,
p.177]. Observe that if a = #(a1, . . . , am), b = #(b1, . . . , bm), then E
m
ab =∑
Em+1a′b′ where the sum runs over all a
′ = #(a1, . . . , am, l), b′ = #(b1, . . . , bm, l)
for 1 ≤ l ≤ qm+1.
Call matrix with finite pattern any linear combination of these. A matrix
with finite pattern is a kind of block matrix where the blocks are filled with
constant diagonal matrices.
A matrix M is a matrix with finite pattern iff there exist a natural number
m and a nm × nm-matrix over D, Mˆ , such that
Mij =
 Mˆi′j′
if i and j are m-diagonal
where i′ resp. j′ is m-address of i resp. j
0 else
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In that case, Mˆ is the (unique) m-representation of M . It is clear that
replacing each coefficient x of Mˆ by the diagonal matrix of size qm+1 having
x everywhere on the diagonal yields a nm+1×nm+1-matrix over D that is the
(m+1)-representation of M .
It is easy to verify that the set R of all matrices with finite pattern is closed
under zero, one, addition, substraction, multiplication by scalars (coefficien-
twise) and also closed under multiplication (use the existence of some m-
representation for some m). The ring R is unit-regular (use the existence of
some m-representation and choose some invertible quasi-inverse for it).
In fact, R is isomorphic to the sum
∑∞
l=0 Znl as defined in [vN58, p.181].
For M ∈ R, define (M∗)ij = φ−1i M∗jiφj. Notice that M∗ ∈ R. Clearly ∗ is an
involutive anti-automorphism of R.
The implication M∗M = 0 =⇒ M = 0 holds because if M∗M = 0, then∑
k φ
−1
i M
∗
kiφkMki = 0 for all i, hence
∑
kM
∗
kiφkMki = 0 for all i, hence by
assumption, Mki = 0 for all i, k, that is M = 0.
Hence R is a ∗-regular ring, and the lattice L¯(R) is an MOL.
As the basis is orthogonal for the scalar product, the operation ∗ defined on
R is in fact the adjunction on EndVD by Theorem 2.10.
Chapter 3
Classes of ∗-regular rings and
their representation
3.1 Atomic ∗-regular rings and representabil-
ity
3.1.1 Atomic ∗-regular rings
Definition
A regular ring R is said to be atomic if in its lattice of right principal ideals
L¯(R), below every element there is an atom. This property can be expressed
within a language of first order logic.
Lemma 3.1
If R is a ∗-regular ring with an atom q, then there exists a two-sided ideal Jq
such that Jq ∩ q = 0 and R/Jq is a subdirectly irreducible atomic ∗-regular
ring. Moreover, the lattice homomorphism induced by R  R/Jq maps q
onto an atom.
Proof. Suppose R is a ∗-regular ring. For a ∈ R, a 6= 0, there is a two-sided
ideal Ja maximal with respect to the property a 6∈ Ja (maximal ring congru-
ence ≡ with a 6≡ 0 ). Hence the factor ring R/Ja is subdirectly irreducible
(Ja is meet-irreducible: covered by an ideal containing a).
For the atom q ∈ L¯(R), fix an element a ∈ R with q = aR and define
Jq = Ja, Rq = R/Ja. By construction no nonzero element of q is congruent
to 0 in R/Ja (any nonzero x ∈ q generates q, the equivalence class of 0, Jq,
is a right ideal, and by construction, a 6∈ Jq).
The bl-homomorphism L¯(R) L¯(Rq) induced by R Rq is monotone and
surjective, by Theorem 1.4. Hence atoms are mapped either to 0 or to atoms,
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and as just seen, q is not congruent to 0, so it is mapped to an atom. Thus
Rq has at least one atom. It follows by [HR99, proposition 2.1] that Rq is
atomic.
If R is a ∗-regular ring, then Rq is a ∗-regular ring such that the factor map
is compatible with ∗.
Theorem 3.2
If R is an atomic ∗-regular ring, then R is a subdirect product of subdirectly
irreducible atomic ∗-regular rings Ri.
Proof. Suppose R is an atomic ∗-regular ring. For each atom q ∈ L¯(R), by
Lemma 3.1, one has a two-sided ideal Jq such that Jq ∩ q = ∅ and R/Jq is a
subdirectly irreducible atomic ∗-regular ring.
The fact that R is atomic implies
⋂
q atom in L¯(R) Jq = 0, as
⋂
q atom in L¯(R) Jq is
a right ideal containing no atom.
The map R → ∏q atom in L¯(R) Rq is a ring embedding compatible with ∗ and
the image of R is a subdirect product of the Rq.
3.1.2 Representability
Definition
A representation of the ∗-regular ring R is given by a vector space with
scalar product (VD, φ) and an embedding ι : R ↪→ EndVD such that ι(r∗) is
the adjoint of ι(r) for r ∈ R.
If such a linear representation exists, then the ring R is representable.
Theorem 3.3 (Kaplansky)
Any primitive ∗-regular ring with minimal right ideal is representable.
Proof. In [Her76, Theorem 1.2.2.]
Corollary 3.4
A subdirectly irreducible atomic ∗-regular ring is representable.
Proof. A subdirectly irreducible atomic ∗-regular ring is a primitive atomic ∗-
regular ring by the proof of [Jac64, Theorem 1, p14]. Hence it is representable
by Theorem 3.3.
3.1.2.1 Representation for countable ∗-regular rings
The following result is mentioned in [Tyu84] without proof.
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Theorem 3.5
Given an at most countable ∗-regular ring R, then if R has a representation,
then there exists a representation (VD, φ) with an at most countably based
vector space, and R is a ring of countable small or finite matrices over D.
Proof. Note that the property of being a representation can be expressed
within a language of first order logic as follows.
Consider structures MR given by the following data.
In the sequel, x ∈ S means x is an element of the sort S.
Sorts (finitely many predicates partitioning the underlying set):
• vectors for M
• scalars for D
Operations and relations:
• group operations for M
• ring operations for D
• ∗ : D → D
•  : M ×D →M
• φ : M2 → D
• for each r ∈ R, rˆ : M →M
Axioms:
• abelian group axioms for M
• star-field for (D, ∗)
•  unital action
• for each r ∈ R, rˆ linear
• φ is a scalar product
• the map R → EndMD
r 7→ rˆ
is a ring embedding (that is: for r, s ∈ R
such that r 6= s, ∃x ∈ M . rˆ(x) 6= sˆ(x), and all relations of R in the
same way, especially the compatibility with the ring operations)
• for r ∈ R, ∀x, y ∈M . φ(rˆ(x), y) = φ(x, r̂∗(y))
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If the ring R is countable, then the language needed is countable too. Hence,
by the Lo¨wenheim-Skolem-Tarski Theorem ([JL89, p4] or [CK90, p67]), there
is a countable structure satisfying the axioms below.
3.1.3 A more general notion of representability
Definition
A g-representation of the ∗-regular ring R is given by a family of vector spaces
with scalar product (ViDi , φi)i∈I and an embedding ι : R ↪→
∏
i∈I EndViDi
such that pii ◦ ι(r∗) is the adjoint of pii ◦ ι(r) in EndViDi for all r ∈ R and all
i ∈ I.
If such a g-representation exists, then the ring R is g-representable.
Proposition 3.6
1. The class of g-representable ∗-regular rings is closed under substructures
and products.
2. A ∗-regular ring is g-representable if and only if it is a subdirect product
of representable ∗-regular rings.
3. If a g-representable ∗-regular ring is subdirectly irreducible, then it is
representable.
Proof. Ad 1 : The class of g-representable ∗-regular rings is trivially closed
under substructures (a substructure has the induced g-representation).
Suppose for α ∈ A, the ∗-regular ring Rα has a g-representation by
means of the family (V αj , φ
α
j )α∈A.
Write Bαj = EndV
α
j , eα : Rα ↪→
∏
j∈Iα B
α
j for short.
The embeddings eβ can be extended (without respecting the one ele-
ment) to eˆβ in the following way.
eˆβ : Rβ →
∏
α∈A
∏
j∈Iα B
α
j
x 7→ (eˆβ(x))α =
{
eβ(x) if α = β
0 else
The map
∏
α∈A eˆα :
∏
α∈ARα →
∏
α∈A
∏
j∈Iα B
α
j yields a representation
for
∏
α∈ARα
CHAPTER 3. REPRESENTATION OF ∗-REGULAR RINGS 36
Ad 2 : By 1, a subdirect product of representable ∗-regular rings is g-representable.
Conversely, a g-representable ∗-regular ring is a subdirect product of
representable ∗-regular rings (the images of the ∗-regular ring under
the embedding followed by the projections are representable ∗-regular
rings).
Ad 3 : trivial by 2.
Theorem 3.7
Any atomic ring is g-representable.
Proof. By Theorem 3.2 and Corollary 3.4, an atomic ∗-regular ring R is a
subdirect product of representable ∗-regular rings. Hence it is g-representable
by Proposition 3.6.
Theorem 3.8
Any homomorphic image of a g-representable ∗-regular ring is g-representable.
The proof for Theorem 3.8 is given in the next part.
Corollary 3.9
The class of g-representable ∗-regular rings is an r-variety.
3.1.4 Proof for Theorem 3.8
3.1.4.1 Problem to be solved
Given a ∗-regular ring R.
Consider h : R→∏i∈I˜ End V˜ii such that pii(h(r∗)) is the adjoint of pii(h(r)) in
End V˜iD˜i with respect to φ˜i for all r ∈ R. Then the map h can be factorised
by the quotient map associated to a two-sided ideal J of R if and only if
J is a subset of the kernel of h. Hence, if J 6= 0, the embedding given
by a g-representation of R can not be factorised by J . The idea is to find a
homomorphism h as described above such that J equals the kernel of h. Then
the map h factorised by the quotient map is an embedding. The existence
of such an homomorphism h (pre-g-representation) can be shown if R is
g-representable.
Given a two-sided ideal J of R, we next show the existence of an auxilliary
structure MR,J if R is g-representable.
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3.1.4.2 Definition of MR,J
A structure MR,J is given by the following data.
In the sequel, x ∈ S means x is an element of the sort S.
Sorts:
• vectors for M
• scalars for D
• indices for I
Operations and relations:
• group operations for M
• ring (with unit) operations for D
• ∗ : D → D
•  : M ×D →M
• q : D × I → D
• φ : M2 → D
• for each r ∈ R, rˆ : M →M
• P ⊆M
Axioms:
• abelian group axioms for M
• ring with unit and involutive anti-automorphism ∗ for D
•  unital action
• for all i ∈ I, q(−, i) compatible with ring operations (but the constant
1) and ∗
• for each r ∈ R, rˆ linear
• the map R → EndMD
r 7→ rˆ
is a ring embedding (that is: for r, s ∈ R
such that r 6= s, ∃x ∈ M . rˆ(x) 6= sˆ(x), and all identities of R in the
same way, especially the compatibility with the ring operations)
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• the following formulae
∀i ∈ I . q(1, i) 6= 0
(3.1)
∀i ∈ I, d ∈ D . q(d, i) 6= 0 =⇒ ∃e ∈ D . q(d, i)·q(e, i) = q(1, i)
(3.2)
∀i ∈ I, d, e ∈ D . d·q(e, i) = q(d·e, i) = q(d, i)·e
(3.3)
∀i, j ∈ I, d ∈ D . i 6= j =⇒ q(q(d, i), j) = 0
(3.4)
∀i ∈ I, d ∈ D . q(q(d, i), i) = q(d, i)
(3.5)
∀x ∈M . (∀i ∈ I . x  q(1, i) = 0) =⇒ x = 0
(3.6)
∀i ∈ I, x, y ∈M . ∃d ∈ D . φ(x  q(1, i), y  q(1, i)) = q(d, i)
(3.7)
∀i ∈ I . φ(−1  q(1, i),−2  q(1, i)) is a scalar product
(3.8)
for r ∈ R,
∀i ∈ I, x, y ∈M . φ(rˆ(x  q(1, i)), y  q(1, i)) = φ(x  q(1, i), r̂∗(y  q(1, i)))
(3.9)
for f ∈ J ,
∀x ∈M . x ∈ P =⇒ fˆ(x) = 0
(3.10)
for r ∈ R \ J ,
∃x ∈M . x ∈ P & rˆ(x) 6= 0
(3.11)
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3.1.4.3 Sufficient condition for the existence of MR,J
Lemma 3.10
Given a ∗-regular ring R and a two-sided ideal J of R. If R is g-representable,
then there exists a structure MR,J .
Proof. Suppose w. l. o. g. that R ⊆∏i∈I EndViDi , and that for i ∈ I, ViDi is a
right vector space over a star-field Di with scalar product φi such that pii(r
∗)
is the adjoint of pii(r) in EndViDi with respect to φi for all r ∈ R.
• Set D = ∏i∈I Di (as a ring with involutive anti-automorphism ∗).
• Set q(x, i) = (yj)j∈I
{
yi = xi
yj = 0 j 6= i
for i ∈ I.
• Define a right D-module structure on Vi by the following action: for
v ∈ Vi, d = (di)i ∈ D, set v  d = v  di.
• This induces (componentwise) a unital action on M = ∏i∈I Vi. The
canonical projection of M onto Vi will be denoted by pii, it is in fact
the scalar multiplication by q(1, i).
• It is clear that any endomorphism h of ViDi is compatible with the
action of D (that is, h(v  d) = h(v)  d for all v ∈ Vi, d ∈ D). Hence
EndViDi ⊆ EndViD.
For i ∈ I, if fi ∈ EndViDi , then fi ◦ pii : MD → ViD is D-linear. This
implies
∏
i∈I fi ◦ pii ∈ EndMD.
The assignment f = (fi)i∈I 7→
∏
i∈I fi ◦ pii is clearly an embedding of
unital rings
∏
i∈I EndViDi ↪→ EndMD.
• For r ∈ R, set rˆ = ∏i∈I ri ◦ pii.
• Set φ : M ×M → D
(x, y) 7→ (φi(pii(x), pii(y)))i∈I
.
The conditions of (3.7), (3.8) and (3.9) are obviously satisfied.
• Hence all formulae but that of type (3.10) and (3.11) are satisfied for the
present setting, P being anything. Consider a finite set T of formulae
of type (3.10) and (3.11) and call F the (finite) set of f ∈ J involved
in T .
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• Set P = {x ∈ M | ∀f ∈ F . fˆ(x) = 0}. We now show that the
formulae of T hold. For r ∈ R \ J (involved in T ), one has to find
x ∈M such that rˆ(x) 6= 0 and x ∈ P .
As R is regular, the left ideal generated in R by F is generated by an
idempotent e. Of course, e ∈ J ; by construction, Rf ⊆ Re holds for
f ∈ F , and e2 = e implies fe = f . Hence fˆ ◦ eˆ = fˆ holds for all f ∈ F .
One has r = r(1−e)+re with r(1−e) 6= 0 (else r ∈ J , in contradiction
to the assumption r ∈ R \J). Hence rˆ(1− eˆ) 6= 0 (by embedding), and
this implies that there exists m ∈M such that rˆ(1− eˆ)(m) 6= 0 holds.
Set
x = (1− eˆ)(m)
Then
rˆ(x) = rˆ ◦ (1− eˆ)(m) 6= 0
And for f ∈ F , one has
fˆ(x) = fˆ ◦ eˆ(x)
= fˆ ◦ eˆ ◦ (1− eˆ)(m)
= 0
Hence x ∈ P .
By the compactness theorem [CK90, p3 and p225], this yields the existence
of a structure MR,J .
Remark
The representation of R is not big enough in the case J is a left ideal that is
not principal.
Consider one of the rings Λ(Dˆ)+F(D) and the representation constructed in
part 2.5.3.2. The ring R has a two-sided ideal F(D) such that ∩f∈F(D)kerf =
{0}. Hence P = {0} and then (3.11) is not satisfied.
3.1.4.4 Necessary condition for the existence of MR,J
Lemma 3.11
If MR,J exists, then R/J is g-representable.
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Proof. Set Q = {x ∈ M | ∀f ∈ J . fˆ(x) = 0}. As intersection of kernels of
D-linear functions, it is a D-submodule of MD.
Then, for f ∈ J , fˆ(Q) = 0 ⊆ Q holds obviously.
Fact: For r ∈ R \ J , rˆ(Q) ⊆ Q holds.
Proof. Suppose x ∈ Q, f ∈ J , then show fˆ(rˆ(x)) ∈ Q.
One has f ·r ∈ J because J is an ideal, and by assumption x ∈ Q, hence
f̂ ·r(x) = 0. Because f̂ ·r = fˆ ◦ rˆ, it shows rˆ(x) ∈ Q for x ∈ Q.
The axioms (3.10) and (3.11) imply P ⊆ Q and ∀r ∈ R\J . ∃x ∈ Q. rˆ(x) 6= 0.
Hence ˜ : R → EndQD
r 7→ r˜ : Q → Q
x 7→ rˆ(x)
is well-defined and it is obviously a ring
homomorphism. Its kernel is exactly J ; hence, the factor map R/J →
EndQD is an embedding.
From the unital module QD, we now construct (non-unital) modules QDi for
i ∈ I. For i ∈ I, the set Di = q(D, i) is by construction a substructure of D
but for the 1. The unit of Di is q(1, i) and it belongs to the center of D.
(proof: one has for all i ∈ I, d, e ∈ D, d ·q(e, i) = q(d ·e, i) = q(d, i) ·e, in
particular d·q(1, i) = q(d·1, i) = q(d, i) = q(1·d, i) = q(1, i)·d holds for any
d ∈ D.)
In fact, Di is a star-field.
By restriction of the action, Q is a right module over Di (but it is not unital).
Of course, EndQD is a unital subring of EndQDi .
The map pi : Q → Q
x 7→ x  q(1, i)
is D-linear and belongs to the center of
EndQD (folklore: q(1, i) belongs to the center of D). Hence Qi = pi(Q) is
a submodule of QD and QDi . Moreover, one has p
2
i = pi, hence pi(x) = x
holds for all x ∈ Qi.
It is easy to check that the following map is a unital ring homomorphism.
EndQD → EndQiDi
f 7→ fi : Qi → Qi
x 7→ pi ◦ f(x)
Consider now the following unital ring homomorphism.
ε : EndQD →
∏
i∈I EndQiDi
f 7→ (fi)i∈I
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Suppose fi = 0 for all i ∈ I. Show f = 0. For x ∈ Q and i ∈ I, one has
f(x)  q(1, i) = pi ◦ f(x)
= fi(x)
= 0
By (3.6), it implies f = 0 and ε is an embedding.
Put φ′i : Qi ×Qi → Di
(x, y) 7→ φ(x, y)
.
By (3.7), x = x  q(1, i) and y = y  q(1, i) imply φ(x, y) ∈ Di, and by (3.8),
φ′i is a scalar product. By (3.9), pi ◦ r˜∗ is adjoint of pi ◦ r˜ with respect to φ′i,
and R ↪→ EndQD is a ring embedding.
Hence, the map R/J ↪→ ∏i∈I EndQiDi defined by r + J 7→ (r˜i)i∈I , with the
scalar products φ′i is a g-representation of R/J .
3.1.4.5 Conclusion
For the proof of Theorem 3.8, put Lemma 3.10 and Lemma 3.11 together.
3.1.5 Atomic extensions
Definition
A ∗-regular ring R is said to have an atomic extension if there exists an
atomic ∗-regular ring R˜ and an sr-embedding R ↪→ R˜.
Proposition 3.12
Any ∗-regular ring R possessing a representation in (VD, φ) has an atomic
extension R˜ that is g-representable with the same space.
Moreover, if VD has an orthogonal basis with respect to φ, then R has a
representable atomic extension R˜ with the same representation.
Proof. Given a vector space VD with scalar product φ having an orthogonal
basis, and a ∗-regular ring R with representation (VD, φ), set S = EndVD,
and call J the set of finite endomorphisms (hence J ⊆ Contφ VD by Theo-
rem 2.10).
To show that r ∈ R, j, k ∈ J =⇒ j · r ·k ∈ J , notice that the matrix
representation of r in the orthogonal basis is a small matrix, hence the matrix
of j ·r ·k is a small matrix too, and as it has finite rank, it must have only
finitely many non-zero coefficients. Hence j ·r·k ∈ J holds.
By Lemma 2.14, this implies that R + J is a subring of EndVD, that is ∗-
regular for the adjunction, hence it has representation (VD, φ). Moreover,
R ↪→ R + J is a sr-embedding. It is clear that R + J is atomic.
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In the case no orthogonal basis is given, embed R in an ultraproduct of some
of its countable substructures Ri,
∏
i∈I Ri/F . Of course, the Ri are repre-
sentable as well, and by Theorem 3.5, they have a representation with an
at most countably based vector space Vi, hence they have a representable
atomic extension R˜i within Vi. The ultraproduct
∏
i∈I R˜i/F is atomic, be-
cause atomicity is expressible in first order logic and it holds in every R˜i, it
is g-representable by Proposition 3.6 and Theorem 3.8 and it is an extension
of R.
Theorem 3.13
For a ∗-regular ring R, the following assertions are equivalent:
1. R is g-representable
2. R has an atomic extension
3. R has a g-representable atomic extension
Proof. The points 2 and 3 are equivalent by Theorem 3.7.
Point 3 implies obviously point 1 by Proposition 3.6.
Ad point 1 implies point 2: if R is g-representable, then it is a subdirect prod-
uct of representable ∗-regular rings Ri. The Ri are have a (g-representable)
atomic extension R˜i by Proposition 3.12. Hence by subdirect product, R has
a (g-representable) atomic extension
∏
i∈I R˜i .
3.2 Approximation by rings of matrices of fi-
nite size
See also [GMM93, p.414] for the sketch of the construction, the idea is in-
spired by [Tyu84].
The aim is to approximate a representable ∗-regular ring by finite matrices.
3.2.1 A notion of approximation/convergence
Suppose (D, ∗) is a star-field and VD a right vector space over D with scalar
product φ and of countable dimension. Hence VD has a countable orthogonal
basis (ei)i∈N (N stands for the natural numbers ≥ 1 ordered in the usual
way).
For n ∈ N , let pn denote the projection on the subspace generated by the
vectors e1, . . . , en of the basis (and vanishing on the other vectors of the
basis).
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Set Mn(D) = {a ∈ EndVD | pn ·a·pn = a}.
It is clear that Mn(D) is a regular ring, and by (2.5) in Theorem 2.10, it is
closed under adjunction.
Notice that a ∈ EndVD is a countable small matrix if and only if the following
holds.
∀k . ∃l . pl ·a·pk = a·pk & ∀k . ∃l . pk ·a·pl = pk ·a
or equivalently (because pL ·x = x =⇒ ∀l ≥ L . pl ·x = x)
∀k . ∃l . pl ·a·pk = a·pk & pk ·a·pl = pk ·a
Definition
Set S = {(an)n∈N | an ∈ Mn(D)}. Consider a sequence (an)n∈N of S and
an element a of EndVD (without loss of generality, a can be assumed to be
a countable small matrix). The sequence (an)n∈N is said to converge to a if
the following holds.
∀i, j . ∃n . ∀m ≥ n . ∀k . aik = am,ik & akj = am,kj
Of course, this is equivalent to
∀l . ∃n . ∀m ≥ n . ∀i, j ≤ l . ∀k . aik = am,ik & akj = am,kj
Or in a more concise notation:
∀l . ∃n . ∀m ≥ n . am ·pl = a·pl & pl ·am = pl ·a
Remark
The notion of convergence above is indeed topological: there is a metric on
the set of all countable small matrices inducing this definition of convergence.
Proposition 3.14
1. In case of convergence, the limit (it is unique by the remark above,
or direct calculation!) a is a countable small matrix, hence it has an
adjoint.
2. For any countable small matrix a, there is (an)n∈N ∈ S such that
(an)n∈N → a holds: set an = pn ·a·pn ∈Mn(D)
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3. On S, define pointwise (i. e. for each n) multiplication with scalars,
zero, +,−, ∗,· for sequences. Limits are compatible with operations
that are performed coefficientwise on matrices (like multiplication with
scalars, zero, addition, substraction, adjoint ∗). In fact, limits are also
compatible with multiplication.
Proof. The assertions are trivial but for the multiplication. For any fixed l,
there exists N such that the following holds.
∀m ≥ N . bmpl = bpl (3.12)
From bNpl = bpl, one has
pNbpl = bpl (3.13)
There exists N ′ such that the following holds.
∀m ≥ N ′ . ampN = apN (3.14)
Hence for m ≥ max{N,N ′} = N1, one has the following.
ambmpl = ambpl by 3.12
= ampNbpl by 3.13
= apNbpl by 3.14
= abpl by 3.13
A similar proof yields plambm = plab for m ≥ N2. Hence, one has the
following.
∀m ≥ max{N1, N2} . ambmpl = abpl & plambm = plab
This proves (anbn)n∈N → ab.
3.2.2 Approximation for rings of small matrices
Make the same assumptions about VD (countable orthogonal basis) and use
the same notations as above.
Theorem 3.15
Suppose R is a ∗-regular ring of countable small matrices represented by
(VD, φ) satisfying the condition of part 3.2.1.
Then the set
U = {(an)n∈N ∈ S | ∃r ∈ R . (an)n∈N → r} ⊆
∏
n∈N
Mn(D)
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is a ∗-regular ring.
Mapping a sequence to its limit yields a surjective ring homomorphism U 
R. Hence R ∈ HSrP{Mn(D)}.
Proof. The map is well-defined by point 1 in Proposition 3.14. The surjec-
tivity is given because the elements of R are countable small matrices and
point 2 in Proposition 3.14 holds.
The map is a sr-homomorphism by point 3 in Proposition 3.14.
This yields R ∈ HSP{Mn(D)}.
To show that U is regular, consider the kernel J of the homomorphism, and
show that J is regular.
J = {(an)i∈N | pn ·an = an ·pn = an & (an)n∈N → 0}
For (an)i∈N → 0, one finds (bn)i∈N → 0 such that anbnan = an.
Construction of bn such that anbnan = an.
For an = 0, take bn = 0. If an 6= 0, then an =
(
0k 0
0 aˆ
)
(0k indicates that the
first block has size k). That is: there is k′ such that (1−pk′)an(1−pk′) = an,
and denote by k the greatest of these k′ (it exists because an 6= 0 holds).
There is b ∈ Mn(D) such that anban = an. Set bn = pn(1 − pk)b(1 − pk)pn,
then anbnan = an holds.
Now we show that (bn)i∈N → 0.
For l, there exists n such that ∀m ≥ n . am =
(
0l 0
0 ?
)
holds. By definition of
bm, it must be of the form bm =
(
0l 0
0 ?′
)
too. Hence, (bn)n∈N → 0.
To finish the proof, recall Lemma 2.13, and by J ,U/J ∼= R regular, one has
U regular.
Remark
The assumption of countability is not due to the notion of approximation (a
topological generalization of sequences could be used here) but if the vector
space is not at most countable based, then there is no orthogonal basis in
general.
Corollary 3.16
Suppose R is a countable g-representable ∗-regular ring. Then R belongs to
the r-variety generated by the ∗-regular rings of finite matrices over a star-
field.
Proof. Suppose R is a subdirect product of representable ∗-regular rings Ri.
As homomorphic image of R, such a Ri is countable too, hence it belongs
to the r-variety generated by the ∗-regular rings of finite matrices over a
star-field. Clearly, so does then R.
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3.2.3 The class of sr-artinian rings
Definition
An sr-artinian ring is a ∗-regular ring that is artinian as ring.
Proposition 3.17
The following assertions hold.
1. An sr-artinian ring is g-representable.
2. Any ∗-regular ring of matrices of size n over a star-field is sr-artinian.
3. Any g-representable ∗-regular ring belongs to the r-variety generated by
the sr-artinian rings.
Proof. 1. A sr-artinian ring is atomic. Apply Theorem 3.7.
2. Clear!
3. Apply Proposition 1.5 and notice that the substructures are g-representable
too. Combine this with point 2 and Corollary 3.16 to conclude.
Theorem 3.18
For a ∗-regular ring, the following are equivalent.
1. R is g-representable.
2. R belongs to the r-variety generated by the class of sr-artinian rings.
3. R belongs to the r-variety generated by the rings of countable small
matrices.
Remark
The r-variety generated by the class of sr-artinian rings is in fact SrHSrP of
the sr-artinian rings, as PuSr ≤ SrPu and Pu ≤ HP hold.
Chapter 4
Representation and varieties of
MOLs
4.1 Varieties of MOLs
The class of MOLs is a variety.
4.1.1 Congruences
4.1.1.1 Congruences of MOLs and orthocomplementation
Congruences of MOLs are simply congruences of lattices.
Proposition 4.1
In orthomodular ortholattices, lattice-congruences are compatible with ortho-
complementation.
Hence, an MOL is simple / subdirectly irreducible as MOL if and only if its
reduct is simple / subdirectly irreducible as lattice.
Proof. Suppose L is an orthomodular ortholattice, and Θ an equivalence
relation on L that is compatible with binary suprema and infima.
For any a, b ∈ L, one has following by the orthomodular law.
b ≤ a =⇒ a·(a′ + b) = b
Hence, by orthocomplementation, the following holds.
b ≤ a =⇒ a′ + a·b′ = b′ (4.1)
Now we suppose a Θ b holds for some a, b ∈ L, and show that a′ Θ b′ holds.
48
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1. First, suppose a ≤ b holds.
a Θ b =⇒ a′ + a·b′ Θ a′ + b·b′ (Θ is compatible with · and +)
Hence, by (4.1),
a Θ b & a ≤ b =⇒ a′ Θ b′
2. For the general case:
a Θ b =⇒ a Θ a+ b and b Θ a+ b
=⇒ a′ Θ (a+ b)′ and b′ Θ (a+ b)′ by 1.
=⇒ a′ Θ b′
4.1.1.2 Congruences of coordinatizable MOLs
• In [Weh99, p 368], it is recalled that if L is a sectionally complemented 1
modular lattice, then the lattice of congruences of L and the lattice
of neutral 2 ideals of L are canonically isomorphic (a congruence Θ
corresponds to the neutral ideal [0]Θ).
It follows that for a regular ring R, the lattice of congruences of L¯(R)
is isomorphic to the lattice of neutral ideals of L¯(R).
• In [Weh99], Theorem 4.3 states that for a regular ring R, the lattice of
neutral ideals of L¯(R) and the lattice of the two-sided ideals of R are
isomorphic (I corresponds to {x ∈ R | xR ∈ I}).
• Hence for a regular ring R, the lattice of congruences of L¯(R) and the
lattices of congruences of R are isomorphic.
Using Proposition 1.7, these results can be formulated to ∗-regular rings as
follows.
1sectionally complemented: every interval of the form [0, a] is complemented. Any
complemented modular lattice is such.
2neutral means closed under perspectivity.
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Proposition 4.2
For a ∗-regular ring R, the lattice of congruences of L¯(R) and the lattice of
congruences of R are isomorphic.
Moreover, the correspondence is ‘induced’ by the functor of Theorem 1.4: the
kernel Θ of a quotient map R  R/I corresponds to the kernel Θ¯ of the
induced quotient map L¯(R) L¯(R/I).
The following is an immediate consequence.
Proposition 4.3
The class of *-coordinatizable MOLs is closed under homomorphic images.
4.1.2 The variety of proatomic MOLs
Definition
Elements of the variety generated by the finite dimensional MOLs are called
proatomic MOLs.
4.1.2.1 Proatomic MOLs and g-representable ∗-regular rings
Theorem 4.4 ( [HR99, Theorem 1.1] )
The following properties for an MOL L are equivalent.
• L is proatomic,
• L has a geometric representation,
• L has an atomic extension.
If a ∗-regular ring R is g-representable, then it has an atomic extension R˜ by
Theorem 3.13. Hence the existence of an ol-embedding L¯(R) ↪→ L¯(R˜) proves
that L¯(R) has an atomic MOL extension L¯(R˜).
4.1.2.2 Geometric representations for proatomic MOLs
Definition (following the terminology of [HR99])
For an algebraic (complete with a join-dense set of compact elements) mod-
ular lattice L, the following are equivalent.
• L is atomistic,
• L is complemented,
• 1L is a join of atoms.
CHAPTER 4. REPRESENTATION OF MOLS 51
In this case, the lattice is called geomodular. It is isomorphic to a direct
product of lattices of subspaces of subdirectly irreducible (non-degenerate)
projective geometries.
An anisotropic polarity on a geomodular lattice M is a binary relation ⊥ on
M , such that:
∀u ∈M . 0 ⊥ u (4.2)
⊥ is symmetric (4.3)
(u ⊥ v and w ≤ v) =⇒ u ⊥ w (4.4)
(u ⊥ v and u ⊥ w) =⇒ u ⊥ (v + w) (4.5)
u ⊥ v =⇒ u ∧ v = 0 (4.6)
p⊥ =
∑
{q ∈M |q atom and p ⊥ x} is a coatom for each atom p (4.7)
Equivalently, one can demand p+ p⊥ = 1 for all atoms p instead of (4.7).
The next proposition shows that anisotropic polarities on lattices of sub-
spaces of vector spaces arise from a scalar product. It is actually known
from the literature [Gro98, 1.2 Remark on the axiomatics] for an anisotropic
∗-hermitian form. The form can be made into a scalar product by scaling,
and this does not change the orthogonality ⊥.
Proposition 4.5
Given a scalar product φ : VD × VD → D, the relation ⊥ is an anisotropic
polarity on L(VD).
Conversely, given a vector space VD of dimension > 2, with anisotropic po-
larity ⊥ on L(VD), then there exist an operation ∗ on D such that (D, ∗) is
a star-field, and a scalar product φ : VD × VD → D such that the following
holds.
a ⊥ b ⇐⇒ ∀x ∈ a, y ∈ b . φ(x, y) = 0
Remark
In general, the map L(VD) → L(VD)
A 7→ A⊥
is not an involution. The restriction
to the so-called ‘⊥-closed’ subspaces (satisfying A⊥⊥ = A) yields a lattice
L⊥⊥(VD).
But the lattice L⊥⊥(VD) of all ⊥ closed subspaces of VD is modular if and
only if VD is finite dimensional ([Gro79, p.40]).
Definition
A geometric representation of an MOL is a bl-embedding η : L→ M where
M ∼= ∏i∈I L(Pi) with Pi a non degenerate irreducible projective geometry
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such that ⊥i is an anisotropic polarity on L(Pi) and pii ◦ η(a) ⊥i pii ◦ η(a′)
holds for all a ∈ L, i ∈ I. By modularity, it follows pii ◦ η(a′) = pii ◦ η(a)⊥i .
Theorem 4.6
If (VD, φ) is a representation for a ∗-regular ring R, then the map η : L¯(R)→
L(VD) with η(eR) = Im e if e
2 = e, is a geometric representation of L¯(R).
Proof. The map η is the bl-embedding described in Theorem 2.3. Moreover,
if e is a projection, then (eR)′ is mapped to Im (1− e), and Im e ⊥ Im (1− e)
holds by Proposition 2.6.
In the next part, a sufficient condition is given on an MOL L, such that there
is exactly one (up to isomorphic copies) ∗-regular ring ∗-coordinatizing L.
4.2 Coordinatization for MOLs
The paper of Jo´nsson referred to is [Jo´n60]. For convenience, the definitions,
lemmata and theorems needed here are given in the appendix A.2.
Theorem 4.7 (von Neumann, [Sko64, Theorem 26 p.153])
A complemented modular lattice L admitting a homogeneous basis of rank at
least 4 has ortho-complements if and only if it is isomorphic to the lattice of
principal left ideals of some ∗-regular ring.
This theorem can be generalized to MOLs which are ‘strictly uniquely coor-
dinatizable’. Some preparations are done in part 4.2.1. The generalization
is given in Theorem 4.14.
4.2.1 Inducing lattice-isomorphisms
Proposition 4.8
Let R be a regular ring.
• If a1R+˙ . . . +˙anR = R holds for some n, then there exists a unique
collection of idempotents e1, . . . , en such that aiR = eiR and e1 + . . .+
en = 1, eiej = 0 for i 6= j.
• Especially if e2 = e, f 2 = f , eR = fR and (1− e)R = (1− f)R, then
e = f .
Proof. For the first point, see e.g. [Sko64, Proposition 13 a].
For the second point: if e is 0 or 1, then it is trivial, else use the first point
for n = 2 and e1 = e, e2 = (1− e).
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Proposition 4.9
Let R be a regular ring and g an automorphism of R. Then the following
properties are equivalent:
1. aR = g(a)R holds for all a ∈ R
2. eR = g(e)R holds for all e ∈ R with e2 = e
3. e = g(e) holds for all e ∈ R with e2 = e
Proof.
• The implication 1 =⇒ 2 is trivial.
• To show 2 =⇒ 3, we suppose that e2 = e holds and show e = g(e). By
assumption, for the idempotent 1− e one has (1− e)R = g(1− e)R =
(1 − g(e))R. But if e is an idempotent, so is g(e), because g is a
homomorphism. Hence, by Proposition 4.8, e = g(e).
• To show 3 =⇒ 1, consider a ∈ R. There is e ∈ R with e2 = e
and aR = eR. Then a = ea and e = ar imply g(a) = g(e)g(a) and
g(e) = g(a)g(r), hence g(a)R = g(e)R. The result follows now from
the assumption.
Lemma 4.10
Let R be a regular ring. Suppose g is an automorphism of R and g(a)R = aR
holds for all a ∈ R. Then:
1. g(a) = a holds if a2 = a,
2. if d2 = d, e2 = e, de = ed = 0, then g(a) = a holds for a ∈ dRe,
3. if d2 = d and there exist e, l, r ∈ R such that e2 = e, de = ed = 0,
d = lr, l ∈ dRe, r ∈ eRd, then g(a) = a holds for a ∈ dRd,
Proof. 1. see Proposition 4.9.
2. By 1., g(d) = d and g(e) = e hold, hence a ∈ dRe implies g(a) ∈ dRe.
Furthermore (e− g(a))R = g(e− a)R = (e− a)R implies (e− g(a))r =
e− a for some r ∈ R (?). Multiplying (?) with d on the left, one gets
g(a)r = a, and (?) implies er = e. Then g(a) = g(a)e = g(a)er =
g(a)r = a.
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3. For a = dxd, one has a = lrxl·r with lrxl ∈ dRe and r ∈ eRd. Hence,
by 2., g(a) = g(lrxl)·g(r) = lrxl·r = a holds for a ∈ dRd.
Corollary 4.11
If a regular ring R possesses a generalized system of n × n matrix units
< , η, α, β > where at least 0R and 1R are perspective, then the only auto-
morphism g on R with g(a)R = aR for all a ∈ R is the identity on R.
Proof. For a ∈ R, one has a = ∑i,j<n iaj.
• applying Lemma 4.10 2. for d = i, e = j if i 6= j, yields g(iaj) =
iaj.
• For i = j 6= 0, as αi ∈ iR0, βi ∈ 0Ri and i = αiβi, Lemma 4.10 3.
for d = i, e = 0, l = αi, r = βi yields g(iai) = iai.
• For i = j = 0, apply Lemma 9.1 of Jo´nsson to 0R and 1R to get the
decomposition i = αβ, 0 = βα, and then apply Lemma 4.10 3. for
d = 0, e = 1. Hence g(0a0) = 0a0.
• g(a) = a follows now by g(a) = ∑i,j<n g(iaj) = ∑i,j<n iaj = a.
Corollary 4.12 (Strictness in Jo´nsson’s Theorem 9.4)
Suppose B is a complemented modular lattice with large partial 3-frame. Then
B is coordinatizable by a regular ring R and any automorphism of B is in-
duced by a unique automorphism of R.
Proof. In a large partial 3-frame, the elements a0 and a1 are perspective with
axis of perspectivity a01. In Jo´nsson’s proof of coordinatization, a generalized
system of n×n matrix units is constructed such that a0 = 0R and a1 = 1R
are perspective in L¯(R). This remark, Jo´nsson’s proof and Corollary 4.11
complete the proof for the case where the automorphism of B is the identity.
The general case follows easily: suppose g, g′ induce f . Then g−1 ◦ g′ induces
f−1 ◦ f = idB, hence g−1 ◦ g′ = idR.
4.2.2 Strictly uniquely coordinatizable lattices
Definition
Given a regular ring R and an isomorphism i : L¯(R)→ B of lattices, the pair
(R, i) is called a coordinatization for B. Consider the following conditions
for a lattice B.
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(U) if (R, i) and (R′, i′) are coordinatizations for B, then the isomorphism
(i′)−1 ◦ i : L¯(R)→ L¯(R′) is induced by a ring isomorphism R→ R′.
(S) if (R, i) is a coordinatization for B, then the identity on L¯(R) is induced
only by the identity on R.
If (U) (Uniqueness) holds and the identity on L¯(R) is induced only by the
identity on R for some coordinatization for B, then (S) (Strictness) holds
too.
A complemented modular lattice B is said to be strictly uniquely coordinati-
zable if it is coordinatizable and (U) and (S) hold.
Lemma 4.13 (reformulation of the uniqueness condition)
If L = L¯(R) is uniquely coordinatizable and Θ : L¯(R) → L¯(R) is a dual-
automorphism, then there exists an anti-automorphism i : R → R such that
[Θ(Rx)]l = Ri(x), that is Θ(xR) = [Ri(x)]r.
Proof. Turn the dual-automorphism Θ into the following lattice isomor-
phism, where R′ is the dual ring of R (same additive group, multiplication:
x ◦ y := yx).
L¯(R) → L¯(R′)
xR 7→ [Θ(Rx)]l
By hypothesis, it is induced by a ring isomorphism i : R → R′, that is an
anti-automorphism of R, and we have Θ(xR) = [Ri(x)]r.
Theorem 4.14
Let L be an MOL with orthocomplementation ′.
If L = L¯(R) is strictly uniquely coordinatizable, then there exists an involu-
tion ∗ on R such that (R, ∗) is a ∗-regular ring such that (xR)′ = [Rx∗]r.
Proof. Suppose that the lattice L is coordinatized by R.
Let us denote by ′ the orthocomplementation operation on L. By Lemma 4.13,
we have an anti-automorphism ∗ on R such that (xR)′ = [Rx∗]r holds for all
x ∈ R. By Lemma 1.1, we get (fR)′ = (1− f ∗)R for any idempotent f . If e
is an idempotent, so is 1−e∗, using the identity above for e and 1−e∗ and the
fact that ′ is involutive, yields eR = ((1− e∗)R)′ = (1− (1− e∗)∗)R = e∗∗R.
By Proposition 4.9, it implies aR = a∗∗R for all a ∈ R. As L is strictly
uniquely coordinatizable, ∗ is involutive.
For x ∈ R, if x∗x = 0, then x ∈ xR ∩ [Rx∗]r = {0}.
Thus the ring R is ∗-regular .
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4.3 Consequences of Theorem 4.14 for vari-
eties of MOLs
Theorem 4.14 enables the transfer of coordinatization results given in Jo´nsson’s
paper for complemented modular lattices to MOLs.
Corollary 4.15
Every Arguesian MOL which possesses a large partial three-frame is ∗-coordina-
tizable.
Especially, every MOL possessing a large partial four frame is ∗-coordinatizable.
Proof. By Jo´nsson’s Theorem 8.3, any complemented Arguesian L with a
large partial frame is coordinatizable by a regular ring R. By Jo´nsson’s
Theorem 9.4, it is uniquely coordinatizable, and by Corollary 4.12, it is
strictly uniquely coordinatizable. The case of an MOL possessing a large
partial four frame is a special case of Arguesian MOL possessing a large
partial three-frame (Jo´nsson).
Corollary 4.16
Every Arguesian simple MOL of dimension (as complemented modular lat-
tice) at least three is ∗-coordinatizable.
Especially, every simple MOL of dimension four or more is ∗-coordinatizable
by a simple ∗-regular ring.
Proof. A simple MOL has a simple lattice-reduct by Proposition 4.1. Hence,
by Jo´nsson’s Theorem 1.7, it has a large partial n-frame (n ≥ 3).
By Proposition 4.2, the ∗-regular ring R coordinatizing the simple MOL has
the same lattice of congruences as the MOL. Hence the ∗-regular ring is
simple (the ring-reduct is simple too by Proposition 1.7).
Theorem 4.17
Every variety of Arguesian MOLs is generated by simple members of height
(dimension) ≤ 2 and members of the form L¯(R) for simple (∗-regular ) ring
R.
Proof. Corollary 4.6 in [HR99] states that
every variety of MOLs is generated by its simple members.
The simple members are either of height ≤ 3 or they are ∗-coordinatizable
by a simple ring R.
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4.4 Examples and counter-examples
In this part, first, MOLs without large partial frame are considered, giving
examples where the ∗-coordinatization is not unique. These MOLs are not
simple but subdirectly irreducible, and they are atomic.
An example is given by Jo´nsson to show that there are simple complemented
modular lattices possessing no global n-frame (while they of course possess
large partial n-frames). In fact, the example can be adapted to construct an
MOL with large partial n-frames but without any global n-frame. This gives
the opportunity to give a ∗-coordinatization for some lattices occurring in
the construction of the limit.
Examples of non-coordinatizable MOLs are known from the literature:
[HR99]
4.4.1 Non-uniquely coordinatizable MOLs
The examples constructed in part 2.5 are now considered for the properties of
the lattices they coordinatize. For short, R means here one of the ∗-regular
rings Λ(Dˆ)⊕F(D), and R+ the corresponding regular ring Λ(Dˆ)⊕F+(D).
4.4.1.1 Two-sided ideals for R and R+
In part 2.5.3.2 and part 2.5.3.3, we have noticed that R and R+ are subdi-
rectly irreducible. In fact, it is not difficult to see that if a two-sided ideal
contains some endomorphism of the form f + Λ(k) for k 6= 0, then this ideal
is already the whole ring.
The lattice of two-sided ideals of R or R+ is therefore a chain with three
elements, where the non-trivial two-sided ideal is F or F+.
4.4.1.2 Description of the lattices L¯(R) and L¯(R+)
By Theorem 2.3, the lattice L¯(R) is isomorphic to the sublattice of L(VD)
consisting of all subspaces Im e for e ∈ R with e2 = e; and the lattice L¯(R+)
is isomorphic to the sublattice of L(VD) consisting of all subspaces Im e for
e ∈ R+ with e2 = e.
It is easy to see that for f = m+ Λ(k), m ∈ F+, k ∈ Dˆ, if f 2 = f holds, then
k2 = k holds, that is k ∈ {0, 1}.
If f = m ∈ F+, then Im f is of finite dimension by definition.
If f = m+1, consider e = mm′ ∈ F as constructed in Proposition 2.1. Then
f = (m+e)+(1−e) holds, with Im (m+e)∩Im (1−e) = 0 by (1−e)2 = (1−e)
and (1− e)(m+ e) = 0. Hence Im f = Im (m+ e)⊕ Im (1− e) holds, and this
proves that Im f is of cofinite dimension as Im (1− e) has cofinite dimension.
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Of course, any subspace of finite or cofinite dimension arises as Im e for some
idempotent e ∈ R.
Putting things together yields that L¯(R) and L¯(R+) are both isomorphic
to the sublattice L of L(VD) consisting of the subspaces of finite or cofinite
dimension.
4.4.1.3 Some properties of the lattice of finite and cofinite dimen-
sional subspaces of D
The existence of a subdirectly irreducible ∗-regular ring coordinatizing L and
Proposition 4.2 prove that L is a subdirectly irreducible ∗-coordinatizable
MOL. Moreover, L is clearly atomic.
The MOL L is in general not uniquely coordinatizable as the ring Λ(Dˆ) ⊕
F(D) that ∗-coordinatize it does not depend on the choice of Dˆ.
Moreover, the lattice-reduct of L is coordinatized as well by the regular rings
Λ(Dˆ)⊕ F+(D). It is an open question whether these are ∗-regular rings. It
is at least clear that they are not ∗-regular with respect to the adjunction
for the same scalar product as the Λ(Dˆ)⊕F(D).
Finally, as L is not uniquely coordinatizable, it can not have any large partial
n-frame.
This can be resumed in the following proposition.
Theorem 4.18
There exist subdirectly irreducible ∗-coordinatizable atomic MOLs that are
not uniquely coordinatizable and hence without any large partial n-frame.
4.4.2 Some examples for non-coordinatizable MOLs
It is well-known from the literature that there are MOLs MOn consisting
of 2n pairwise incomparable elements and the bounds that are not even
coordinatizable as lattice.
Another example for a non-coordinatizable MOL is Lˆ given in [HR99, p 13]
such that Lˆ/Θfin ∼= MO3. If Lˆ were coordinatizable, then its homomorphic
image were coordinatizable too by Proposition 4.3.
4.4.3 The Jo´nsson example (simple MOL without global
n-frame )
The following is based on an idea of Jo´nsson for the construction of the limit
of lattices, the ∗-coordinatization is added to get MOLs.
CHAPTER 4. REPRESENTATION OF MOLS 59
Theorem 4.19
There exist an infinite dimensional simple MOL which does not possess a
global n-frame for any integer n > 1.
Proof. Vector space
Choose an infinite sequence of positive integers k0, k1, k2, . . . .
Set m0 = 1, m1 = k0 and mi+1 = ki ·mi +mi−1 for i = 1, 2, . . . .
Let (D, ∗) be a superstar-field; some examples are given in part 2.3.1.2.
Denote by Vi = D
mi
D a right vector space over D of dimension mi.
Define Bi = L(Vi) for i = 0, 1, 2, . . . and Li = Bi ×Bi−1 for i = 1, 2, . . . .
For any m, denote by Mat(m) the full ring of m ×m matrices over D. By
Theorem 2.12, an operation ∗ is defined by (a∗)ij = (a∗ji) for any element
a of Mat(m) that makes Mat(m) into a ∗-regular ring with L¯(Mat(m)) ∼=
L(DmD).
A matrix ring coordinatizing Li
Define for i = 1, 2, . . . :
Ri = {
(
x 0
0 y
)
∈ Mat(mi +mi−1) | x ∈ Mat(mi), y ∈ Mat(mi−1)}
Notice that Ri is a regular subring of Mat(mi +mi−1) closed under ∗, hence
a ∗-regular ring.
It is clear that L¯(Ri) ∼= L¯(Mat(mi))× L¯(Mat(mi−1)) holds.
That is, Ri ∗-coordinatizes Li.
The map
(
x 0
0 y
)
∈ Ri 7→


kiblocks︷ ︸︸ ︷
x
. . .
x
0
0 y
 0
0
(
x 0
0 y
)

∈ Ri+1
defines a sr-embedding Ri ↪→ Ri+1. Hence, it induces an ol-embedding Li ↪→
Li+1.
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The limit of the Li
The limit L of the Li ↪→ Li+1 can be taken as in Jo´nsson’s proof as lattice, and
the operation defined as extension of the orthocomplementations on the Li
is an orthocomplementation on L. The MOL L is simple by Proposition 4.1.
Hence, there exists an infinite dimensional simple MOL which does not pos-
sess a global n-frame for any integer n > 1.
Open questions
Besides the open questions already mentioned in the text, for example the
conjecture about the inscrutable rings, it should be possible to get further
results related to the following questions:
• investigate the theory of ∗-regular rings without 1;
• relax the hypothesis x∗x = 0 =⇒ x = 0 and study regular rings with
involution ∗; in fact this leads to consider non-degenerate Hermitian
forms instead of scalar products;
• investigate the links between coordinatizing rings and MOLs, especially
for sr-artinian rings and proatomic MOLs in the case that large partial
n-frames are given, especially using the results obtained by Herrmann
and Roddy in [HR99];
• produce more examples of ∗-regular rings, in particular in view of the
question whether ∗-regular rings are necessarily unit-regular.
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Appendix A
A.1 Quaternions
The field of real quaternions H may be defined as an R-algebra with basis 1,
i, j, k and following relations.
i2 = j2 = −1
ij = −ji = k
One can represent the basis elements 1, i, j, k as 2 × 2 matrices over C as
follows.
1 =
(
1 0
0 1
)
i =
(
i 0
0 −i
)
j =
(
0 1
−1 0
)
k =
(
0 i
i 0
)
The elements of H are linear combinations of the four basis elements. For
an element q = λ01 + λ1i + λ2j + λ3k, define q
∗ = λ01− λ1i− λ2j− λ3k.
Then the following holds.
qq∗ = (λ20 + λ
2
1 + λ
2
2 + λ
2
3)1
Hence, it is easy to see that (H, ∗) is a (non-commutative) star-field, even a
superstar-field.
A.2 Results of Jo´nsson
Definition (Arguesian lattice)
A lattice L is said to be Arguesian if and only if it satisfies the following
condition for all a0, a1, a2, b0, b1, b2 ∈ L.
(a0 + b0)(a1 + b1)(a2 + b2) ≤ a0(a1 + y) + b0(b1 + y)
with y = (a0 + a1)(b0 + b1)[(a0 + a2)(b0 + b2) + (a1 + a2)(b1 + b2)]
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Notice that Arguesian implies modular, and any simple MOL of dimension
≥4 is Arguesian [Jo´n60, Theorem 2.3].
Definition (large partial n-frame)
For a modular bounded lattice L, a large partial n-frame of L is a triple
a =< b, c, a∗ > where b is a list of n elements of L, a0, . . . , an−1, c is a
symmetric n× n matrix with coefficients ai,j for i, j = 0, . . . n− 1 belonging
to L, and a∗ ∈ L satisfying the following conditions.
(i) 1 =
∑˙
i<nai+˙a
∗,
(ii) ai + aj = ai+˙aij for i, j = 0, . . . , n− 1,
(iii) aij = (aik + akj)(ai + aj) for i, j, k = 0, . . . , n− 1
(iv) a∗ is the sum of finitely many elements, each of which is perspective to
a part of a0 (i. e. , sub-perspective to a0).
Remark
A global n-frame (von Neumann frame) is a large partial n-frame with a∗ = 0.
Condition (ii) means that ai and aj are perspective with aij as axis of per-
spectivity.
Theorem A.1 (Theorem 1.7)
If n is a positive integer and L a simple complemented modular lattice of
dimension at least n, then there exists a large partial n-frame of L.
Theorem A.2 (Theorem 8.3)
Every complemented Arguesian lattice which possesses a large partial three-
frame is coordinatizable.
Definition (generalized system of n× n matrix units )
A generalized system of n×n matrix units over a regular ring R is a quadrupel
< , η, α, β > of n-termed sequences whose terms i, ηi, αi, βi belong to R and
satisfy the following conditions.
(i) 0, . . . , n−1 are idempotent, 0 + . . . + n−1 = 1 and i ·j = 0 for all
i, j < n with i 6= j,
(ii) η0 = 0 and, for i = 1, . . . , n−1, ηi is idempotent, and ηi0 = 0ηi = ηi,
(iii) α0 = β0 = 0 and, for i = 1, . . . , n− 1, αiηi = iαi = αi, βii = ηiβi =
βi, ηi = βiαi and i = αiβi.
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An example is given in part 2.4.2.
Theorem A.3 (Lemma 9.1)
Suppose 0 and 1 are idempotent elements of a regular ring R and 01 =
10 = 0. If the elements 0R and 1R of L¯(R) are perspective with c ∈ L¯(R)
as an axis of perspectivity, then there exist unique elements α and β of R
such that
α0 = 1α = α, β1 = 0β = β, 0 = βα, 1 = αβ,
c = (0 − α)R = (1 − β)R
Theorem A.4 (Lemma 9.3)
If < , η, α, β > is a generalized system of n× n matrix units over a regular
ring R, then R is isomorphic to a subring of the ring of all n × n matrices
over 0R0 under the correspondance f such that f(γ)ij = βiγαj for all γ ∈ R
and i, j = 0, . . . , n− 1.
The image of R consists of all those matrices m for which ηimij = mijηj =
mij for all i, j = 0, . . . , n− 1.
The inverse mapping is the function g such that g(m) =
∑
i,j<n αimijβj.
Theorem A.5 (Theorem 9.4)
Suppose L is a complemented modular lattice and assume that there exists
a large partial three-frame a of L. If R and R′ are regular rings such that
L¯(R) ∼= L¯(R′) ∼= L, then R ∼= R′ and the isomorphism between the rings
induces the isomorphism between the lattices.
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