Abstract-QoS in Convergent networks is widely discussed item in IP networks. But with the implementation of the Next Generation Networks by most operators around the world, QoS for different services and applications must fulfill. In order to deal with this problem, we simulate end to end QoS parameters, according to lTV Y.1540 and Y.1541 recommendations and different scheduling algorithms proposed by manufacturers and the literature. In this paper we show the results for such simulations for voice over IP service in different load conditions.
I. INTRODUCTION
C ongestion in a core network implies service degradation and final user dissatisfaction.
Few years ago, most transport networks carry only data and such parameters like end-to-end delay or packet losses was not so stringent.
With convergent networks concept and new applications like
VoIP (Voice over IP), videoconference, video streaming and so on, situation has changed notoriously.
Nowadays, most core networks carry different kinds of traffic over the same bit stream, with different requirements about delay, packet loss and others that can guarantee an adequate operation from the user point of view. Most communications networks are transforming into Next Generation Networks (NGN) or convergent networks, using the same protocols to carry different kind of services and applications.
This scenario demands some quality of service (QoS) mechanisms that can guarantee the correct operation of the network with multiple services. On the access networks side, This element can be a router, host, or a network segment. It is a critical parameter in a NON network.
• IPDV (IP Packet Delay Variation): It refers to jitter or the expected time of arrival for an IP packet.
•
IPLR (IP Packet Loss Ratio):
It refers to the ration between the total transmitted packets and the lost packets on a specific data flow.
• Table   1 . We configured the simulation glvmg priority to VolP and Video, because such applications have stringent requirements of QoS and are very popular in current networks. In Table 3 is shown the Type of Service identification tag used, according to Y.1541. For the architecture shown in Figure 1 , we configure different scenarios, according to Figure 2 .
-Configuration 1:
Between routers R 1 and R2 was configured a forward LSP and Back LSP with 1544Kbps.
Each application has a trunk with the same bandwidth as the LSP.
-Configuration 2: One LSP was created between R1 and R2
for each application (4 LSP upstream and 4 LSP Downstream). A trunk was assigned to each LSP for the application, i.e. one trunk for application simulated. Both trunk and LSP bandwidth was set to 1544Kbps .. 
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From Figure 3 can be established that the smaller value for IPTO is obtained for PQ and CQ. According to this results, we will show only the results for CQ and PQ in each configuration simulated, for voice service. In our case, we have assigned bigger priority to voice than video.
On Figure 4 we show the IPTD parameter for all three configurations with PQ algorithm, and in Figure 5 results for CQ algorithm.
In Figure 6 we show IPTD results for all the three configurations for the PQ algorithm. In Figure 7 , the same results for CQ algorithm are shown. Simulation Time (sec) Figure 6 . IPOV parameter for PQ algorithm.
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From the results for IPTD parameter, it can be observed that According to the results shown above, configuration 1 have a better performance and configuration 3 is the second one with a better performance. This behavior can be explained because configuration 1 uses only one LSP, the processing in the router is more efficient, whilst for the other configurations, the router must to process more information and send more signaling. According to results shown in this paper, it is recommended to use LP for each kind of traffic, making a separation between real time and non-real time.
