As of March 31, 1987, the U.S. Centers for Disease Control had reported 33,350 cases of acquired immune deficiency syndrome. Yet by that date, physicians had actually diagnosed 42,670 cases. The difference arises from significant delays in the reporting of AIDS cases to public health authorities. An estimated 70% of cases are reported two or more months after diagnosis; about 23% are reported seven or more months later; and about 5% take more than three years to come in. Moreover, the probability distribution of delays has been shifting to the right, with the median delay increasing by 0.6 months since mid-1986. From the data on reported cases and the estimated probability distribution of reporting delays, I reconstruct the actual incidence of AIDS from January 1982 through March 1987. The doubling time of the epidemic fell from about 6 months in 1982 to 15-16 months in 1986. 
INTRODUCTION
As of March 31, 1987 , the U.S. Centers for Disease Control (CDC) had reported 33,550 cases of acquired immune deficiency syndrome (AIDS).
Yet by that date, I estimate, physicians had actually diagnosed 42,670 cases.
The difference arises from significant delays in the reporting of AIDS cases to public health authorities. Some 9,120 additional persons had already been stricken with the disease, but they were not yet part of the CDC's official tally.
In this paper, I derive the empirical distribution of AIDS reporting delays and test its stationarity.
From my results on reporting delays and the data on reported cases, I then estimate the actual incidence of the disease.
While CDC reported about 4,500 new AIDS cases during the first calendar quarter of 1987, I find the incidence to be about 5,600.
Reporting delays are not the only reason why CDC's listings may fall short of the actual counts. Some cases of AIDS may never be reported.
Doctors may be loath to inform public health authorities about certain patients. Also, the CDC's case definition of AIDS has not included all serious consequences of infection by the human immunodeficiency virus. These forms of underreporting, which can be viewed as reporting delays of infinite length, have been studied elsewhere (Chamberland et al. 1985; CDC 1986ab ) and will not be my main focus here.
While researchers have attempted to adjust for reporting delays (Curran et al. 1985; Morgan and Curran 1986 ), the present paper appears to be the first formal analysis of the problem. Some of this paper's findings have been noted in an earlier report (Harris 1987 Given parameters m (u) and At, the joint distribution of the marginal sums yt is yt h(y|n,A)
The likelihood of the parameters rr and A is thus the product of expressions g(Y|y f n) and h(y|n,A). Up to an additive constant, the log-likelihood
(1) .
Now consider the concentrated log-likelihood L* (rr) . That is, for arbitrarily fixed tt, we choose A = A*(rr) to maximize L(n,A) and then define
From (1), it is apparent that At*(n) = yt /8t . Up to an additive constant, the concentrated log-likelihood is therefore 
which is homogeneous of degree zero in the arguments n(0) ,
tt(T-I).
That is, from Assumptions I and II alone, we can identify the probabilities n(0), -,n(T-l) only up to a proportionality constant. To solve this problem, we could impose a parametric form of the entire distribution n(u) . Instead, I shall assume that we have prior information on S(T), the proportion of diagnosed cases that will go unreported for T or more periods.
Constrained maximization of L* (n) in (2) 
t=l u=0 t=l L(n,a,P) is homogeneous of degree zero in the arguments a,n (0) All cases of AIDS diagnosed by T' have an identical probability distribution n (u) of reporting delays. Those cases diagnosed after T' also have an identical, but possibly different distribution n ' (u) of reporting delays.
Under Assumptions I and IIA, we obtain a concentrated log-likelihood function that is a generalization of (2).
In that case, L(tt,tt') is homogeneous of degree zero in the arguments n(0) , . . . ,n(T-l) and separately in the arguments TT
Hence, we need two restrictions to identify the parameters: one on S(T), the right-hand tail of it; and anotheron S'(T-T'), the right-hand tail of rr'.
Alternatively, under Assumptions IA and IIA, we obtain a log-likelihood function that is a generalization of (5).
In that case, L(n,n',a,P) is homogeneous of degree zero in the combined arguments n(0) , -,n(T-l)
, n' (0) ,... ,n' (T-T'-l)., and a.
Only a single restriction (such as on a, S(T) or S'(T-T') ) is sufficient to identify the parameters.
Assumption IIA is only the simplest case of non-stationarity.
In principle, we could partition the time axis into more than two intervals, with boundaries T', T", etc., and specify a different reporting delay distribution (rr, tt', TT", etc.) for each interval.
If we continue to maintain Assumption I, then we will require a separate identifying restriction on each of the -10-corresponding tail probabilities S(T), S'(T-T'), S"(T-T"), etc. In particular, in the computations reported below, I shall assume that £(T) = 0;
and further that the tails of successive distributions are "matching," that is, S'(T-T') = S(T-T'), S"(T-T") = 8' (T-T"), etc. In practice, this means that we first compute the estimates ft (0) Remarks. In the basic model (Assumptions I and II), the concentrated log-likelihood L* (n) in (2) has T unknown parameters.
Alternatively, under Assumptions IA and II, the full log-likelihood L(n,a,p) Under Assumption IA, by contrast, the parametric model of AIDS incidence is informative about the reporting delay distribution.
In that case, the log-likelihood L(u,a,f>) in (5) cannot always be concentrated in a simple way, and the delay distribution n and the incidence model /(t,P)/a thus have to be estimated jointly.
Even when we have a specific model for AIDS incidence, the function L* (n) can still be interpreted as a partial likelihood in the sense of Cox (1975) .
Suppose that each count xt has unspecified probability distribution k(xt|t,<t>), which depends on the set <t> of parameters and which is not necessarily Poisson.
The log-likelihood function can be written n"\ identified by restrictions on S (63) , S'(48), S"(12) and £'"(7).
The "matching tails" restrictions, in particular, mean that S (63) = 0, £'(48) = SUB), £"(12) = £'(12) and £'"(7) = £"(7).
Significant non-stationarity in the reporting delay distribution was found.
The estimated proportions of cases reported within the same month were: fr(0) = 0.287; fr ' (0) = 0.059; fr"(0) = 0.088; and fi'"(0) = 0.041.
Estimates of the proportion of cases reported in the same or the -13-subsequent month (that is, n(0) +n(l) ) were respectively: 0.491, 0.350, 0.367, and 0.305. Allowing for n # n' (but retaining the restrictions n' = n" = n'") added 48 parameters but increased the log-likelihood by 422.0 (P < 0.0001 by the chi-squared test). Allowing for n # n' and n 1 / n" (but retaining n" = n'") added 12 more parameters but increased the loglikelihood by 14.8 (P < 0.005). The completely unconstrained model added 7 more parameters with a further log-likelihood increase of 68.6 (P < 0.0001). (Approximate 95 percent confidence intervals are given for the cumulative incidence.) -14-these restrictions remain untested, the confidence intervals in Figure 4 understate the degree of uncertainty in the estimated size of the epidemic.
For instance, the "matching tail" assumption meant that £' (48) Figure   5 suggests, most of the deceleration occurred in 1982.
If there was substantial underreporting during that period, the epidemic may not have decelerated as much as it appears. Still, the conclusion that the epidemic is decelerating to some degree appears reasonably robust.
