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a b s t r a c t
For solid-state NMR or for unconventional experiments only a very limited number of modern processing
and simulation software packages are available. For this reason, we have developed ssNake, an NMR pro-
cessing program which provides both interactive and script-based processing tools. ssNake is aimed at
solid-state NMR experiments, but can also be used for liquid-state experiments. It can read various data
formats, including those from all major spectrometer vendors. It has extensive fitting capabilities, which
can be used for spectrum deconvolution. ssNake also provides the unique feature of being able to fit mul-
tiple spectra (or curves) simultaneously, where some or all of its parameters are shared. This method can
be used, for example, to fit quadrupole spectra at various magnetic fields simultaneously. This allows the
quadrupole and chemical shift parameters to be accurately determined. ssNake also provides a method of
fitting using external simulation programs, such as SIMPSON. This makes fitting very versatile, as it brings
together experimental data and simulation software.
 2019 The Author(s). Published by Elsevier Inc. This is an open access article under the CC BY license
(http://creativecommons.org/licenses/by/4.0/).
1. Introduction
A number of computer programs exist for processing NMR data.
Some well-known examples are NMRPipe [1], NMRglue [2],
MatNMR [3], DMfit [4], Mnova and TopSpin. Most NMR processing
software can be divided into two groups: command-line programs,
such as NMRPipe, that process large number of files via an input
script, and GUI programs like Mnova, which process the data
mostly automatically, and show the output in a graphical user
interface. The command-line programs are characterized by their
efficiency and flexibility, but have a steep learning curve, and often
do not support interactive processing. The GUI programs are usu-
ally aimed at automatic processing, and become inconvenient
when these automatic protocols are not suitable for the problem
being addressed. In particular for solid state NMR spectra, where
the presence of broad lines and asymmetric lineshapes complicates
the use of automated processing methods. In cases were uncon-
ventional processing is required, automatic methods might not
have been implemented, and custom processing is required. For
these purposes, we have developed ssNake, a flexible software
package for interactive and script-based processing of NMR data.
The ssNake software package provides a Graphical User Inter-
face (GUI), where interactive processing of NMR data can be per-
formed, and a scripting back-end for more advanced users.
Within the GUI, processing macros can be recorded. These can be
saved to a file which can easily be converted to a processing script.
The GUI is designed to be intuitive and show clear feedback of the
actions being performed. This interactive nature of the ssNake GUI
is also ideal for educational purposes.
ssNake is written in the Python programming language (Python
Software Foundation, https://www.python.org/): a cross-platform
programming language which is high-level, yet powerful and
which has an extensive standard library. The processing algorithms
are written using the Numpy and Scipy scientific computing
libraries and plotting in ssNake is performed using the Matplotlib
library. The GUI is written using the Qt framework and the Python
bindings provided by PyQt. ssNake is made available (https://
www.ru.nl/science/magneticresonance/software/ssnake/) under
the GNU General Public License version 3. As both ssNake and
the underlying Python software is free, open-source, and cross-
platform, it is straightforward to run it on most systems.
In this manuscript we provide a brief introduction to data pro-
cessing using ssNake and some examples of its versatile fitting rou-
tines. For information on the processing routines available in
ssNake the user is referred to the reference manual delivered with
ssNake. Processing examples with step-by-step explanations are
available in the ssNake tutorial. More advanced processing exam-
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ples are provided on the ssNake tutorials GitHub page (https://
github.com/smeerten/ssnake_tutorials).
2. The interface
The main interface of ssNake is shown in Fig. 1. The top of the
window shows the Menu and the Toolbar. All the options that
are in the menus/submenus can be added to the Toolbar for quick
use (the Toolbar shown in Fig. 1 is the default). Loading data in
ssNake opens a new tab in the Tab Bar for each dataset. Within
ssNake, dataset are called Workspaces. All workspaces are inde-
pendent, and any action performed from the interface always acts
on the active workspace. All elements of the interface below the
Tab Bar are part of the workspace, and will change when switching
workspaces.
On the right of the Main Plot is the Side Frame. Located in this
Side Frame are the dimension selectors. The data shown in Fig. 1
has two dimensions: D1 and D2. The last dimension is the ‘‘direct”
dimension of the NMR experiment. For each dimension there is a
radio button and an input box. The radio button displays the active
dimension, while the input box of dimension D1 shows the index
of the trace from that dimension which is being displayed. In
Fig. 1, D2 is the active dimension and slice number 146 of D1 is
viewed.
Located below the Main Plot is the Bottom Frame. It has a but-
ton for the ‘‘Fourier” action (which can also be found in the menu,
or added to the toolbar), some properties of the active dimension
(e.g. frequency and spectral width), and some display settings of
the plot (type: real/imaginary/absolute, and the units of the x-
axis).
The bottommost part of the interface is the Position Frame. The
‘Get Position’ button can be used to obtain a cursor and grab some
information from a specific point in the plot, printing the position
and values associated with this point, as well as the distance from
the previously selected point.
The view of the data can be adjusted using the mouse. When the
cursor is over the Main Plot, the left mouse button can be used to
create a zoombox to zoom in on certain regions of the plot. The
right mouse button can be used to ‘‘drag” the view of the data.
The scroll wheel is used to zoom in along the y-axis, while keeping
the x-axis fixed. If the right mouse button is held while scrolling,
the view along the x-axis is scaled with the y-axis fixed. There is
also an alternative scrolling, which will be applied when the
Shift-key is held during scrolling. This is used in Array and Stack
plots to vary the distance between lines, or in the Contour plot to
change the lower bound of the contours. Double clicking the right
mouse button restores the zoom to a full view of the data.
3. Processing
NMR data can be loaded from various data formats. Some of the
supported data formats are: Varian/Agilent VnmrJ, Bruker Topsin,
Chemagnetics Spinsight, JEOL Delta, Magritek, and SIMPSON.
ssNake automatically recognizes the format and loads the data.
After loading, a new Workspace (i.e. tab) is created which contains
the loaded data.
ssNake has a large number of processing routines available. The
routines range from basic such as zero filling, apodization, Fourier
transformation, etc. to advanced such as Linear Prediction, recon-
struction of nonlinear sampled data (NUS), reference deconvolu-
tion, and processing of hypercomplex data. For a more complete
list of all the processing capabilities of ssNake, the reader is
referred to the reference manual (https://github.com/smeerten/
ssnake).
Processing actions performed on one workspace do not affect
other workspaces as all workspaces are independent. It is, how-
ever, possible to add or concatenate data from another workspace
to the active workspace (e.g. to subtract a background). ssNake
supports NMR data with an arbitrary number of dimensions, as
well as hypercomplex information along any of these dimensions.
Arrayed experiments are treated as data with an additional dimen-
sion. For example, a T1 experiment is treated as 2D data, with every
time increment in a subsequent D1 slice.
Any processing action (e.g. phasing, Fourier transform) in
ssNake is performed only along the ‘‘active” dimension. For exam-
ple, if the data has two dimension, and D2 is displayed, a Fourier
Fig. 1. A screenshot of the main interface of ssNake. The dashed boxes mark specific elements of the interface.
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transform will lead to a transformation of all slices along D2. If the
user intends to perform an action along D1, the view should be
changed to this dimension first.
When performing an operation on the data, the effect of this
operation if often ‘‘previewed” on the active view. During the pre-
viewing only the visible data is processed, which is generally fast
and the plot displays live updates. After the user accepts the set-
tings (i.e. ‘‘ok” is pressed), the operation is applied to the entire
data set.
There are a number of settings which alter the behavior of cer-
tain operations. For example, the time/frequency setting which is
displayed in the Bottom Frame. This setting shows whether the
active dimension is an FID or a spectrum. When performing a Four-
ier transform a forward or inverse fft is applied based on this set-
ting. Similarly, apodization is always performed on a data set in the
time domain: when applied on a spectrum, ssNake first performs
an inverse fft, applies the apodization, and then performs a forward
fft. This way, the user does not need to consider the order in which
many operations are performed. This way, operations like apodiza-
tion can be previewed directly on the spectrum. The time/fre-
quency setting is managed by ssNake, although it can also be
changed manually if required. Performing a Fourier transform
twice therefore has no net effect, as ssNake changes the time/fre-
quency setting after the transformation.
3.1. Macro’s
For the efficient processing of data, ssNake provides macros. In a
macro, a series of processing actions can be saved, and executed on
a workspace. A macro can be recorded in any workspace. After the
recording is started, all actions performed on this workspace are
added to this macro. After the macro is complete the recording
can be stopped. The macro can then be applied to other work-
spaces or the macro can be saved to a file for later use. The saved
macro file is in human readable format, so it can be opened and
edited by any text editor. Each line in the file represents a single
action, with the first word being the name of the function, and in
parentheses the parameters relating to this function.
3.2. Script-based processing
Apart from using ssNake from its GUI, it is possible to run it in
the Python interpreter or as a script. Using script-based processing
can be convenient when a large number of data files need to be
processed. Moreover, as regular python statements and flow con-
trols (for, if) are available, more complex forms of data process-
ing can be performed. For example, a script can be constructed
which provides feedback for in progress NMR experiments. The
NMR spectrometer records spectra continuously, which are then
processed/analyzed using a ssNake script. The script can then use
regular Python commands to control the flow system (switch
valves, control pumps, etc.). The functions that are available in a
script are identical to those used in a macro file, which means a
macro can be created using the GUI which can then easily be con-
verted to a script.
The scripting is implemented in an Object Oriented way, which
makes it very flexible. NMR data can be loaded using the auto-
Load function, which takes a filename as input and returns a spec-
trum object. All processing routines that can be applied from the
GUI are class methods of this object and can thus be applied by
calling them with the appropriate arguments.
Below an example is given of data which is loaded from a file
named fid and is subsequently apodized with 10.0 Hz lorentzian
broadening and then Fourier transformed. Finally, the data is
stored in Matlab format in a file named output.mat.
data = autoLoad("fid")
data.apodize(lor = 10.0, axis = 0)
data.complexFourier(axis = 0)
saveMatlabFile("output.mat", data)
It is also possible to perform simple arithmetic using these data
objects. The following example shows how two data files are
loaded, the first is multiplied by 12.34, and the second is sub-
tracted from the result.
data1 = autoLoad("spectrum1")
data2 = autoLoad("spectrum2")
result = 12.34 ⁄ data1 - data2
saveMatlabFile("output.mat", result)
This is just a very simple example of the use of this type of
command-line processing. A complete demonstration of headless
processing using ssNake is beyond the scope of this article.
3.3. Monitoring
From within the ssNake GUI, it is possible to monitor files. If a
change to a monitored file is detected, the data will be reloaded,
and a user supplied set of macros is performed on this data. This
allows for continual updates of experimental data during its
recording. This can be particularly useful for multidimensional
experiments, to monitor its progress. Naturally, vendor NMR soft-
ware might also be able to do this, but especially in cases with
more involved processing requirements, using ssNake might be
of interest.
4. Fitting
Apart from processing, ssNake has a flexible set of fitting routi-
nes, mainly aimed at solid state NMR spectral analysis. The avail-
able routines are tabulated in Table 1. When entering a fitting
routine, the display of the active workspace is changed to a fitting
window.
An example of a fitting window is shown in Fig. 2. Each fitting
routine has a number of general control buttons shown on the left.
Next to that, there are a number of constants (e.g. spin quantum
number). After that, the fitting parameters are displayed. Some
parameters are shared by all ‘‘sites” (e.g. spinning speed). For the
others, a dropdown menu controls the number of sites. For each
of these sites, the parameters can be set individually. The checkbox
next to each parameter can be used to exclude certain parameters
from optimization (checked: the parameter is fixed, unchecked:
the parameter will be optimized). In a similar way as in the main
window, the displayed slice of the data can be controlled from
the Side Frame. Each slice of the data has its own set of fitting
parameters and can be fit independently from the others.
Table 1
Supported fitting routines. Shown are the minimum required number of dimension
for each type of fit, and whether the fit involves powder averaging.
Method # Dimensions Powder
Relaxation curve 1 n.a.
Diffusion curve 1 n.a.
Lorentzian/Gaussian spectrum 1 n.a.
CSA spectrum 1 yes
Quadrupole spectrum 1 yes
Quadrupole + CSA spectrum 1 yes
Czjzek distribution spectrum 1 yes
MQMAS spectrum 2 yes
Czjzek distribution MQMAS spectrum 2 yes
Function fit 1 n.a.
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The frame contains a ‘Sim’ button to simulate the spectrum of
the displayed slice, a ‘Fit’ button to fit this slice, and a ‘Fit All’ but-
ton which will go through all slices sequentially, and fit them using
their respective parameters.
The parameters of a fit can also be exported to a new work-
space. In this case, the user can select from a menu which of the
parameters should be exported. ssNake will then create a new
workspace where the values of the parameters are used as the y-
values. This method is particularly useful for performing different
fits sequentially. For example, a (complicated) line shape can be
fit for all slices of a spectrum. The amplitudes of these fits can be
then be exported to a new workspace. Then another fit, such as a
curve fit (e.g. relaxation), can be performed on these results.
As ssNake is mainly aimed at solid state NMR, most of the fitting
methods concern powder patterns caused by either CSA or
quadrupolar broadening. In the case of quadrupolar broadening
the satellite transitions can be included/excluded, and also Czjzek
distributions can be taken into account. Moreover, simulations of
2D MQMAS spectra are supported (with or without Czjzek distri-
butions). When simulating 1D CSA or quadrupolar spectra, the user
can choose between three settings: a static spectrum, infinite MAS,
and finite MAS. Of these, the static and infinite MAS methods are
fast, while the finite MAS is more computationally intensive. It is
also possible to vary the angle of the rotor with respect to the mag-
netic field, to take into account the effect of an incorrect magic
angle setting or fit VAS spectra. When performing a finite MAS sim-
ulation, Carousel averaging is employed to simulate the spinning
sidebands. [5–7] For this reason, the user must also supply the
number of sidebands that need to be calculated (this should be
higher than the observed number of sidebands for an accurate
simulation).
The basis for the CSA and quadrupolar simulations in ssNake are
the spherical tensor operators, which can be found in the book by
Duer [8]. Using spherical tensors, rotations (e.g. MAS) can be
implemented in a convenient way.
4.1. Simultaneous fitting multiple spectra
There are a number of computer programs which allow simula-
tion and/or fitting of solid-state NMR spectra. Some examples are
SIMPSON [9], SPINEVOLUTION [10] and Dmfit [4]. A particularly
useful feature of ssNake is that it is able to fit multiple spectra
simultaneously while connecting some or all of their parameters.
Connecting a parameter means that its value will depend linearly
on the value of the parameter it is connected to. A scaling factor
and an offset can be used to modify the relation between the
parameters. The connected parameter will follow the equation:
axþ b, where a is the scaling factor, b is the offset, and x is the
value of the parameter connected to. The scaling and offset can
be used to include additional information in the fit. This way, the
data of multiple spectra can be fit using the least number of free
parameters. For example, when the relative intensities of different
resonances are known, the integrals can be connected using the
scaling factor so only a single absolute intensity parameter is left.
On the other hand if, for example, the relative shifts of resonances
are known, it is possible to connect them using the offset set to the
difference in shift. To set a parameter to be equal to another, the
scaling and offset should be a ¼ 1 and b ¼ 0.
The RMS deviation being minimized depends on the relative
amplitudes of the spectra/curves that are being fit. So it is possible
to vary the ‘‘weight” that each spectrum/curve has on the results
by changing the amplitudes.
Two examples of simultaneous fitting of multiple spectra are
given below. In the first example, we demonstrate the fitting of
two CSA spectra recorded at different spinning speeds. In another
example, we show how quadrupole spectra acquired at various
magnetic fields can be deconvoluted simultaneously to obtain
the quadrupole parameters.
4.1.1. CSA spinning sidebands
A simple example of simultaneous fitting is on CSA spinning
sideband spectra at different spinning speeds. From a fast spinning
sample the isotropic chemical shift can be determined easily, but
the accuracy of the determined anisotropic shift is reduced as the
number of sidebands decrease with increasing spinning speed.
With ssNake it is possible to fit spectra of multiple spinning speeds
simultaneously so that all spectra can be explained with a single
set of parameters.
The 207Pb spectrum of PbCl2 was recorded on a 14.1 T NMR
magnet. The spectrum was recorded with the sample spinning at
a frequency of 10 kHz and 15 kHz. The spectra were fit with the
anisotropy parameters fixed to equal values (a ¼ 1 and b ¼ 0). In
Fig. 3 the spectra and their fits are shown. When the isotropic
chemical shifts were also fixed a satisfactory fit could not be
Fig. 2. A screenshot of the quadrupole fitting interface within ssNake. The dashed boxes mark specific elements of the interface.
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obtained. It turned out that the chemical shift of PbCl2 is very sen-
sitive to temperature and the increase in spinning speed raised the
temperature of the sample slightly. This temperature difference
resulted in a chemical shift difference of 9 ppm. The chemical shift
anisotropy is hardly affected by the temperature change. The iso-
tropic chemical shifts have to be fit independently due to slight dif-
ference in temperature.
4.1.2. Quadrupole coupling at multiple fields
Another example of simultaneous fitting is of quadrupole spec-
tra acquired at different magnetic fields. In Fig. 4a the 87Rb spectra
of RbNO3 acquired at 4 different magnetic fields (7.0 T, 9.4 T, 14.1 T
and 20.0 T) are shown. In all experiments, a spinning speed of
25 kHz was used. Since the second order quadrupole frequencies
scales inversely with magnetic field, the spectra look quite differ-
ent. It is difficult to obtain the quadrupole parameters from the
independent spectra as they show relatively little lineshape fea-
tures. With ssNake, all 4 of these spectra could be fit simultane-
ously where the quadrupole and chemical shift parameters were
connected to set them to equal values (with a scaling of a ¼ 1
and offset of b ¼ 0). The satellite transitions were excluded from
the fit and since the spinning speed is much larger than the line-
width the calculation for infinite spinning was used. The results
are shown in Fig. 4a. The determined parameters describe all four
spectra well. In the 20.0 T spectrum, shown in Fig. 5, a small
feature can be seen at 25 ppm, which is caused by the satellite
Fig. 3. 207Pb spectra of PbCl2 spinning at 15 kHz (top) and 10 kHz (bottom) at 14.1 T. The blue and orange lines show the experimental and simulated spectra, respectively.
The fitting results are: daniso ¼ 316 ppm;g ¼ 0:44 and diso ¼ 1707 or 1698 ppm (10 and 15 kHz). (For interpretation of the references to colour in this figure legend, the
reader is referred to the web version of this article.)
Fig. 4. 87Rb single pulse spectra of RbNO3 recorded at 7.0, 9.4, 14.1 and 20.0 T from top to bottom, using 25 kHz MAS. The experimental spectra are shown in blue. The orange,
red, and green line are the simulated spectra of the three different sites. The fit results were: diso ¼ 27:41, 28.71 and 31.82 ppm, CQ ¼ 1:687, 1.984 and 1.711 MHz and
g ¼ 0:17, 1.0 and 0.58 for the infinite MAS case. For the finite MAS case: diso ¼ 27:41, 28.73 and 31.82 ppm, CQ ¼ 1:688, 1.987 and 1.712 MHz and g ¼ 0:20, 1.0 and 0.59.
The integral values of the three sites were kept equal in each individual spectrum. (For interpretation of the references to colour in this figure legend, the reader is referred to
the web version of this article.)
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transitions. This can be verified by performing the fit again with
the satellite transitions included. Now a finite spinning simulation
has to be performed as the spinning speed is less than the line-
width of the satellite transitions. As can be seen in Figs. 4b and
5b, the feature is now indeed present in the calculated spectrum.
The intensity of the calculated satellite signal disagrees with the
experimental spectrum, which is due to excitation efficiency. The
satellites are too broad to be excited efficiently by the RF pulses,
whereas the calculated spectrum assumes ideal excitation. To
improve the fit of the satellites it would be necessary to include
the excitation efficiencies in the calculations. This is possible by
using the external program fitting routine. It would increase the
complexity and computation time while, in this particular case,
the improvement in the parameters of the fit is insignificant.
4.2. Fitting quadrupole spectra using a (extended) Czjzek model
The CSA and quadrupole lineshapes generated using powder
averaging properly describe the spectra of well-ordered systems.
But for disordered systems, such as glassy materials, this method
fails. A commonly used model for quadrupole spectra of disordered
systems is the Czjzek model [11]. It assumes that the chemical sur-
rounding of the nuclei is symmetric such that the electric field gra-
dient is zero in the absence of disorder. The effect of disorder is
introduced by assuming that the EFG tensor components are nor-
mally distributed. In terms of CQ and g the probability density
function is given by
f ðCQ ;gÞ ¼
Cd1Q gﬃﬃﬃﬃﬃﬃ
2p
p
rd
1 g
2
9
 
exp
C2Q
2r2
1þ g
2
3
 ( )
; ð1Þ
where r is the standard deviation of the multivariate Gaussian dis-
tribution and d corresponds to the number of independent tensor
components [12]. This model has later been extended to the case
where the chemical surrounding is asymmetric in the absence dis-
order [13]. The extended Czjzek probability density function is
given by
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where CQ ;0 and g0 are the quadrupole parameters of the local order
contribution. The angular dependence of the efg tensor components
aij are given in the paper by Le Caër and Brand [13,14]. This
extended Czjzek model has also been included in ssNake.
To fit (extended) Czjzek spectra, ssNake uses a library of spectra
based on a rectangular grid of CQ and g values. This method is sim-
ilar to that used in the EASY-GOING deconvolution software
[15,16]. There are two ways to obtain such a library of spectra.
One option is to let ssNake create the library. The library will then
consist of spectra simulated using the same algorithm as used for
ordered quadrupole spectra. This implies an ideal excitation of
the complete lineshape and an equal excitation efficiency for each
spectrum in the library. Another option is to load the library from
data files, so the spectra can be created using any NMR simulation
software. A convenient choice is SIMPSON [9] with which the com-
plete pulse sequence can be simulated. This way, the experimental
parameters such as pulse lengths and amplitudes are taken into
account. These experimental parameters could be particularly
important for quantification, as the excitation efficiency may be
different per resonance.
4.2.1. Fitting a 35Cl spectrum with the extended Czjzek model
To demonstrate the extended Czjzek fitting, a 35Cl spectrum of
ball-milled MgCl2 with a diisobutyl phthalate adduct was used.
[17] The spectrum was acquired on a 20 T magnet at a spinning
speed of 15.625 kHz. This spectrum was fit with both the simple
and extended Czjzek routine of ssNake. For both fits, a library
was created using ssNake. The library was created on a grid of
2000 points. 100 points along CQ (0.0–6.0 MHz) and 20 points
along g (0.0–1.0). A finite MAS simulation was used for the gener-
ation of the library. The result of the fits are shown in Fig. 6.
It is clear that the simple Czjzek is not sufficient in describing
the lineshape properly. In particular, the spinning sidebands show
a large mismatch between the fit and the experimental spectrum.
The resulting standard deviation parameter of the quadrupole dis-
tribution is r ¼ 2:1 MHz. The extended Czjzek model gives a better
fit shown in Fig. 6b. The quadrupole distribution parameters of the
extended Czjzek fit are r ¼ 0:62 MHz;CQ0 ¼ 4:2 MHz and g0 ¼ 0:0.
This shows that the disorder is overestimated when the local order
parameter CQ0 is not included. In the Czjzek fitting window of
ssNake one can conveniently enable/disable the use of the
extended Czjzek model. The fit shown here was performed using
a library of spectra generated by ssNake. The simulations by
ssNake do not take into account the excitation efficiencies of the
Fig. 5. 87Rb single pulse spectra of RbNO3 recorded at 20.0 T, using 25 kHz MAS. The spectra are the same as the bottom trace of Fig. 4.
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RF pulses. To include these excitation efficiencies in the fit, a
library simulated using an external program (such as SIMPSON)
is required, as was discussed in Section 4.2.
4.3. MQMAS
MQMAS is a well established method to obtain isotropic spectra
of quadrupole nuclei which are broadened by the second order
quadrupole coupling. It is a 2D pulse sequence where in the indi-
rect dimension the multiple quantum (MQ) evolution is acquired.
Under fast spinning, the anisotropy of the second order quadrupole
coupling during the MQ evolution is identical (besides a scaling
factor) to that during single quantum (SQ) evolution. The scaling
of the quadrupole anisotropy is, however, not equal to the scaling
of the chemical shift. This means isotropic spectra can be obtained
from the MQMAS by a shearing transform. This will remove the
second order quadrupole anisotropy without removing the chem-
ical shift information.
MQMAS is a convenient method to separate quadrupole line-
shapes which overlap in the 1D spectrum. The parameters of
MQMAS fitting in ssNake are fairly similar to those of the quadru-
pole fitting. Added to the interface are the settings for the Multiple
Quantum coherence, the shearing factor and the scaling factor of
the indirect dimension. In the list of parameters there are also
independent values for the linebroadening (Lorentz, Gaussian) in
the direct and indirect dimension.
A typical example is RbNO3 with its three different 87Rb lines.
[18] While in the 1D MAS spectrum these lines overlap, they are
well separated in the MQMAS spectrum. For this example we have
recorded the z-filtered MQMAS spectra of RbNO3 at 7.0 T and
14.1 T. Just as with the 1D spectra, the MQMAS spectra at different
magnetic fields can be fit simultaneously using connected quadru-
pole and chemical shift parameters. The results of this fit are
shown in Fig. 7. The data was sheared with a factor 7=9 to obtain
isotropic information along the indirect dimension. The spectral
width of the 3Q dimension was scaled with a factor 9=34 so that
the chemical shift is equal in both dimensions.
The MQMAS experiment is particularly useful when applied to
disordered systems. This way, the distributions in the quadrupole
and chemical shift parameters can be studied. ssNake has a fitting
routine for MQMAS spectra using a (extended) Czjzek model as
well. It uses a library method similar to that of the 1D Czjzek fitting
routine. In this case the library can also be simulated by ssNake,
which then results in spectra were an ideal RF excitation of the
entire lineshape is assumed. The library can also be loaded from
external files as was discussed in Section 4.2. Due to space
limitations the library does not consist of complete MQMAS spec-
tra, but of only 1D arrays containing the integrals over the indirect
dimension. This is equivalent to the spectrum obtained in the first
increment of the 2D experiment. The algorithm uses the fact that
in the infinite spinning case, for a specific CQ and g, all intensity
is located on a straight line in the spectrum. So the construction
of the MQMAS spectrum from the library is still computationally
efficient, while the generation time and memory requirements
for the library are greatly reduced. It does, however, limit the sim-
ulation to infinite spinning. The Czjzek MQMAS fitting also has an
additional chemical shift distribution parameter rCS. This is equiv-
alent to a Gaussian apodization along the chemical shift axis. The
distribution in chemical shift parameters and the Czjzek distribu-
tion are thus assumed to be independent.
Just as with the 1D Czjzek fitting routine the library can also be
loaded from data files. The library should consist of 1D spectra
with the spectral width comparable to the direct dimension of
the MQMAS spectrum. These can be generated by simulating the
first increment of the MQMAS experiment for each pair of CQ
and g. The user should keep in mind that spinning sidebands in
the 1D spectrum will not be placed correctly in the final MQMAS
spectrum due to the way the 2D is created from the library spectra.
4.4. Function fit
In ssNake it is also possible to fit curves/spectra with ‘‘arbitrary”
functions. The user can input any equation in Python/Numpy for-
mat, which is used for fitting. The variable x contains a Numpy
array with the x-axis datapoints. And the @ character is used to
denote fitting parameters in the equation. The variables between
two @ characters are used as the parameter names (e.g. ‘@shift@’).
All unique parameter names are displayed in the interface of
ssNake and can be used for simulation and fitting.
4.4.1. REDOR
An example of a function fit, is the analysis of a solid state
REDOR curve. When properly processed, this experiment leads to
a intensity difference due to the dipolar coupling as a function of
the dephasing time. In the case of a two spin system, these curves
are easily simulated using the equation [19]
DS=S ¼ 1
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; ð5Þ
where J1=4 and J1=4 are Bessel functions of the first kind, s is the
dipolar evolution time, and D the dipolar coupling constant. In the
Fig. 6. 35Cl spectrum of MgCl2 with diisobutyl phthalate adduct fit with the simple and the extended Czjzek model.
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Function Fit method of ssNake this formula can be implemented
using the following function:
1 - sqrt(2) ⁄ pi/4.0 ⁄ jv(0.25, sqrt(2) ⁄ @D@ ⁄ x) ⁄ jv(-
0.25, sqrt(2) ⁄ @D@ ⁄ x)
with jv a Bessel function of the first kind, provided by the scipy.
special library (which is integrated in ssNake). Fig. 8 shows a
13C–15N REDOR curve of 13C,15N labelled glycine, together with a
fit using this function. This fit results in a dipolar coupling
808.5 Hz, which corresponds to a CAN distance of 1.56 Å (litera-
ture shows 1.47 Å [20] determined by XRD and 1.51 Å [21] deter-
mined by NMR).
4.4.2. Reaction kinetics
The Function Fit is also an ideal method for analyzing reaction
kinetics. For example, NMR spectra can be recorded of a reaction
mixture over time. The peaks corresponding to each reactant/pro-
duct can be integrated or deconvoluted to determine the concen-
tration. This results in a concentration curve for each molecule as
a function of reaction time. The Function Fit can then be used to
fit these curves simultaneously with a specific reaction equation
for each molecule. Even though the equations are different, they
share rate constants, which should be equal in all fits. This can
be achieved by connecting the parameters. The Function Fit also
provides Ordinary Differential Equation (ODE) solvers from the
scipy.integrate library. This makes it possible to fit the concen-
trations of reactants/products during reactions, as they can be
described by a series of coupled differential equations.
Fig. 7. 87Rb zf-3QMAS spectra of RbNO3 at two different magnetic fields. Showing both the experimental spectrum (a and c) as well as the simulated result from a fit (b and d).
Both fits were performed simultaneously, with coupled quadrupolar and chemical shift parameters. The fit results were: diso ¼ 27:40, 28.75 and 31.80 ppm, CQ ¼ 1:72,
1.96 and 1.76 MHz and g ¼ 0:20, 1.0 and 0.57.
Fig. 8. REDOR curve of glycine Ca, 13C-15 N labelled, and 13C-15 N REDOR, proton
decoupling, 5 kHz MAS, 400 MHz. The experimental curve is shown in blue and the
simulation in orange. (For interpretation of the references to colour in this figure
legend, the reader is referred to the web version of this article.)
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In this example we studied the reaction of methylamine (MA)
with dimethylformamide (DMF) forming N-methylformamide
(NMF) and dimethylamine (DMA):
CH3NH2 þ ðCH3Þ2NCð¼ OÞH!
k
CH3NHCð¼ OÞHþ ðCH3Þ2NH ð6Þ
The rate equations for this reaction form a set of four coupled
differential equations given by:
d½MA
dt
¼ d½DMF
dt
¼ k½MA½DMFð7Þ
d½NMF
dt
¼ d½DMA
dt
¼ k½MA½DMFð8Þ
where k is the reaction constant.
This reaction was followed using NMR for over 60 h. The inte-
grals of the NMR resonances were used to determine the concen-
trations of MA and NMF during the reaction. In Fig. 9 these
concentrations are shown. The MA curve was fit using the Function
Fit with the following Python expression:
odeint(lambda C,t,k: [-C[0]⁄C[1]⁄k, -C[0]⁄C[1]⁄k, C
[0]⁄C[1]⁄k], [@MA@, @DMF@, @NMF@], x, (@k@,))[:,0]
This uses the ODE solver odeint provided by Scipy. For more
information, the reader is referred to the documentation of Scipy
(https://www.scipy.org/). A lambda operator is used to set up a
function which generates the reaction rates for MA, DMF and
NMF. The lambda operator is a very useful concept in Python. A
more detailed description of the lambda operator can be found
in the Python documentation (https://www.python.org/). The
NMF curve was fit simultaneously with the same expression but
where the last indexing operation was replaced by [:,2]. The con-
centration of DMA was not taken into account as it does not influ-
ence the reaction rates. The parameters @MA@, @DMF@ and @NMF@
are the starting concentrations of MA, DMF and NMF and @k@ is
the reaction constant. The starting concentration of DMF was fixed
to 9.2 M. The MA and NMF starting concentrations were optimized
in the fit, just as the reaction constant k. This resulted in
½MA 0 ¼ 1:36 M; ½NMF 0 ¼ 0:037 M and k ¼ 2:3 105 M1 s1.
The curves of the fit are shown as the orange lines in Fig. 9.
This is just a simple example of how the Function Fit can be
employed together with an ODE solver to obtain rate constants
from reaction curves. This method can be used to investigate
far more complex reactions involving more reaction steps or
intermediates. All that is required is adjusting the Python expres-
sion to the correct rate equations, and adding more concentration
curves to the simultaneous fit. This makes the Function Fit a very
flexible and powerful method to interactively fit complicated
curves.
Fig. 9. Concentrations of MA and NMF as a function of reaction time as determined from the intensity of the NMR resonances. The orange lines show the fit obtained using the
Function Fit of ssNake. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
Fig. 10. 139La spectra of LaSO4 acquired using 55 kHz (a) and 75 kHz (b) RF field strength for the excitation pulses. The fit results were: CQ ¼ 35:6 and 52.1 MHz, and site 2 was
at a 124 ppm lower shift than site 1.
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4.5. External fit
ssNake also offers the option to fit spectra using external
simulation software. This works for any program which can be
run from the command line with a file/script as input and
which generates a file as output, which can be loaded by
ssNake. The external fit works in a similar way to the function
fit. The user selects a script to be used with the external fit.
ssNake then scans this file for any occurrences of the @ charac-
ter, which is used to mark a parameter just as in the function fit
method.
When an external spectrum is simulated, ssNake first creates a
temporary directory. In this directory it puts a copy of the input
file/script with the @ parameters replaced by their corresponding
values. It then runs the command of the external program with the
path to the file as the only input argument. ssNake then waits for
the external program to complete and then checks the directory
for any new file. It will then attempt to load the data from that file
and Fourier transform the data if necessary. An interpolation is per-
formed tomatch thedatapointswith thoseof the experimentaldata.
When the simulation (orfit) is completed, the temporarydirectory is
removed. The rest of the fitting routine is similar to the others.
Fig. 11. 1H spectra of propyl acetate recorded at 11.7 T (a) and 1.0 T (b). The spectra were fit simultaneously using the Jellyfish as an external program. The experimental data
is shown in blue and the simulated data is shown in orange. The fit results for CH3AC(@O)AOACH2ACH2ACH3 (a,b,c,d) were: diso ¼ 2:051, 4.024, 1.652 and.945 ppm.
Jbc = 6.77 Hz, Jcd = 7.45 Hz and Jbd = 0.14 Hz. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
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4.5.1. Quadrupole excitation efficiency
An example of an external program for fitting is SIMPSON,
which is a general simulation program for solid-state NMR spec-
troscopy. SIMPSON accepts an input file as input argument. In this
input file, a spin system and pulse sequence can be scripted. This
way, any solid-state experiment can be simulated and thus used
for fitting. As shown before for RbNO3, the excitation efficiency
influences the spectra of quadrupole nuclei. An example of a spec-
trum in which the excitation efficiency should be taken into
account is the 139La spectrum of LaSO4 which is shown in Fig. 10.
The spectrum contains two quadrupolar lineshapes. The spectrum
was recorded using pulses with a RF field strength of 55 kHz and
75 kHz. It can be seen that the lineshapes are significantly different
in those two experiments. In particular the rightmost side of the
line with the largest quadrupole coupling is distorted in the low
RF-field experiment. This not only complicates the determination
of the quadrupole parameters, but for resonances with large differ-
ences in quadrupole coupling the quantification also becomes dif-
ficult. To include the RF excitation during the pulse sequence, the
calculation is performed using SIMPSON. The input file for SIMP-
SON is given in the supplementary material.
The satellite transitions are not explicitly taken into account in
the simulation due to the long computation time. Instead, the
satellite transitions have been approximated by a single Gaussian
represented by the red line in Fig. 10. The calculated spectra using
SIMPSON show a good match with the experimental data for both
the low and high RF-field experiments. It is also interesting to note
that the oscillations in the two quadrupolar lineshapes are not an
artifact of the simulation, but are present in the experimental spec-
tra as well.
4.5.2. Strong coupling pattern
While ssNake is a solid-state NMR oriented program, its routi-
nes can also be used to address liquid-state NMR problems. An
example of this is the simultaneous fitting of high and low-field
proton spectra of the same compound/mixture, where strong sca-
lar couplings are active. In this example, we employed an in-house
developed J-coupling simulation engine called Jellyfish. Jellyfish
has a GUI, in which spectra can be simulated in an interactive
way. The engine is, however, also accessible from a script, and
can thus be connected to ssNake’s external fitting routine.
Fig. 11 shows a simultaneous fit of 1H spectra of propyl acetate
recorded at high (11.7 T) and low (1.0 T) magnetic field. Using
ssNake’s ability to couple parameters in a fit, the chemical shifts
and J-couplings were linked, allowing a simultaneous fit of these
spectra. A small water signal was also present, and has been
included in the fit. Due to a temperature difference between the
two spectra, this water signal appears at a slightly different chem-
ical shift in both spectra, and this parameter has therefore not been
linked during the fit. Fitting these spectra simultaneously, allows
for both a proper identification of chemical shifts (which are most
accurately determined in the high-field spectrum), and a good
description of the J-couplings (which have dramatic effects at
low magnetic field). Using ssNake’s fitting routines, the compli-
cated linking of parameters in this case can be implemented in a
straightforward way, even though the simulation engine has no fit-
ting capabilities itself.
5. Conclusions
ssNake is a versatile NMR processing program, which offers
both a graphical interface and a command-line interface. The GUI
is designed to be intuitive and user-friendly. On the other hand,
ssNake also offers scripting, which is ideal for efficient processing
of a large number of files. Or it can be used to create custom feed-
back control systems, which respond to the NMR data in real-time.
ssNake also provides a number of different fitting routines. A
unique feature of ssNake is that it allows fitting of multiple spectra
simultaneously, where some, or all, of its parameters can be con-
nected. This is relevant, for example, for determining quadrupole
parameters from spectra recorded at multiple magnetic fields.
ssNake also provides an ‘‘External Fit”, which can use other NMR
simulation software to generate spectra for fitting. This makes fit-
ting using ssNake quite powerful and versatile, in particular for
solid-state experiments where the details of the pulse sequence
could greatly influence the interpretation of the data.
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