Abstract. We prove that the first-order theory of the one-step rewriting relation associated with a trace rewriting system is decidable and give a nonelementary lower bound for the complexity. The decidability extends known results on semi-Thue systems but our proofs use new methods; these new methods yield the decidability of local properties expressed in first-order logic augmented by modulo-counting quantifiers. Using the main decidability result, we describe a class of trace rewriting systems for which the confluence problem is decidable. The complete proofs can be found in the Technical Report [14] .
Introduction
Rewriting systems received a lot of attention in mathematics and theoretical computer science and are still an active field of research. Historically, rewriting systems were introduced to solve word problems in certain structures [28] . By the work of Markov [18] and Post [24] , this hope vanished as they showed that there exist fixed semi-Thue systems with an undecidable word problem. Despite this result, there are plenty of rewriting systems with a decidable word problem, the most famous class being that of confluent and terminating systems. By Newman's Lemma, confluence can be decided for terminating semi-Thue systems as well as for terminating term rewriting systems. In general, both confluence and termination are undecidable properties of a semi-Thue system. A large deal of research tries to identify sufficient conditions for confluence/termination of rewriting systems (cf. [26] ), or to describe classes of rewriting systems where confluence/termination is decidable.
These two properties which are in the heart of research in this area are typical second-order properties of the rewrite graph: its nodes are the structures that are rewritten (e.g., words in case of a semi-Thue system or terms in case of a term rewriting system), and directed edges indicate that one such structure can be rewritten into the other in one step. In order to define confluence and termination, one needs to quantify over paths in this graph. Hence the monadic second-order theory of rewrite graphs is in general undecidable. The situation changes for semi-Thue systems when one considers the first-order theory: the edges of the rewrite graph of a semi-Thue system can be described by two-tape automata that move their heads synchronously on both tapes. 1 Using the well known closure properties of regular sets, the decidability of the firstorder theory of these graphs follows [5, 13] . This result also holds for rewrite graphs of ground term rewriting systems [5] , but not for term rewriting systems in general [29] . Another result in this direction is the decidability of the monadic second-order theory of the rewrite graph of a prefix semi-Thue system [2] (a prefix semi-Thue system is a semi-Thue system where only prefixes can be rewritten). In particular confluence and termination are decidable for prefix semi-Thue systems.
This paper investigates the first-order theory of the rewrite graph of a trace rewriting system. Cartier and Foata [1] investigated the combinatorics of free partially commutative monoids that became later known as trace monoids. Mazurkiewicz [20] introduced them into computer science. They form a mathematically sound model for the concurrent behaviour of systems of high abstraction. Since trace monoids are a generalization of free monoids, it was tempting to extend the investigation of free monoids to free partially commutative monoids. This resulted, e.g., in the extensive consideration of recognizable and rational trace languages (cf. [9] for a collection of surveys on this field), trace equations [10, 19, 8] , and trace rewriting systems [6, 7, 16, 17] .
Our main result states that for any finite trace rewriting system, the first-order theory of the associated rewrite graph is decidable. Because of the non-local effects of trace rewriting, 2 the automata-theoretic techniques from Dauchet and Tison [5] and Jacquemard [13] are not applicable here and we had to search for other ideas. The first is an application of Gaifman's locality theorem: the validity of a first-order sentence in a structure depends on first-order properties of spheres around elements of . Since this theorem is effective, we were left with the question how to describe the set of traces that are centers of an ¡ -sphere satisfying a given first-order formula. Our second idea is that the ¡ -sphere around a trace can be described in the dependence graph of this trace by a sentence of monadic second-order logic. Note that this logic does not speak about the infinite rewrite graph, but about a single finite dependence graph. We show that this is indeed effectively possible. Hence, by a result of Thomas [27] , this implies the recognizability of the set of traces that are centers of an ¡ -sphere satisfying a given first-order formula. Taking these two ideas together, we obtain that the first-order theory of the graph of any trace rewriting system is decidable.
We actually show a more general result since we do not only consider trace rewriting systems, but scattered rewriting systems. The idea is that of a parallel rewrite step where the intermediate factors of a trace have to satisfy some recognizable constraints and can be permuted as long as they are independent in the trace monoid.
As mentioned above, the first step in our decidability proof is an application of Gaifman's Theorem. To the knowledge of the authors, all known translations of a firstorder sentence into a Boolean combination of local sentences are not elementary, thus our decision procedure is far from efficient. We also show that one cannot avoid this nonelementary complexity. To this aim, we construct a trace rewrite graph whose firstorder theory is not elementary. Thus, our use of Gaifman's translation does not lead to an unreasonable inefficiency. We actually show a slightly stronger result, namely that the set of valid local sentences for a fixed radius is not elementary. In other words, the complexity of the decision question is already present when restricting to local sentences. This nonelementary lower bound is shown for a nontrivial independence alphabet and the proof does not carry over to semi-Thue systems. We show a lower bound of doubly exponential nondeterministic time for this problem. Again this lower bound holds for local sentences for a fixed radius.
In the last section, we return to the confluence problem for trace rewriting systems. For terminating rewriting systems, confluence and local confluence are equivalent. The problem with trace rewriting systems is that there can be infinitely many critical pairs which makes it impossible to check all of them in turn [6, 7] . Even worse, by [22] , it is undecidable whether a length-reducing trace rewriting system is confluent. We describe classes of terminating trace rewriting systems for which confluence is decidable. The classes of trace rewriting systems we consider in this last section ensure that local confluence is effectively expressible by a sentence of first-order logic (which is not the case in general). This then allows to apply our main result on the decidability of these first-order properties and therefore the decidability of confluence for these classes when restricted to terminating systems.
Rewriting in trace monoids

Trace monoids and recognizable trace languages
In the following we introduce some notions from trace theory, see [9] for more details. An independence relation on an alphabet is an irreflexive and symmetric relation ¤ " 
is finite then its elements can be calculated effectively.
Scattered trace rewriting
Let us fix a countable infinite set ( of (first-order) variables ranging over V for the rest of this paper. In order to make notations more succinct, we associate with every firstorder variable . We assume that for every
there is a countably infinite supply of variables 
. Note that in a pattern a variable occurs precisely once, but the variables may occur in an arbitrary order. If the variable
is defined in the obvious way. A scattered rewrite rule over V and the variables ).
The main result
The main result of this paper states that the first-order theory of any structure ¡ is decidable. Since our decision procedure is uniform in the underlying alphabet, we obtain . Thus, in order to prove Theorem 2.1, it suffices to prove the decidability of the first-order theory of ¡ for any scattered rewriting system . An immediate corollary of Theorem 2.1 is that the rewrite graph of a trace rewriting system has a decidable first-order theory. This generalizes the corresponding result for semi-Thue systems in [5, 13] , furthermore this generalization is a strict one by the observation at the end of the previous section. The basic fact used in [5, 13] is that for a semi-Thue system the relation 3 is a synchronized rational transduction [11] . While these methods can be generalized to work for the case that V is a direct product of free monoids, there seems to be no way to generalize them to arbitrary trace monoids. Hence in our proof of Theorem 2.1 we will follow a completely different and new strategy. 
Decidability of scattered rewriting
In this section we will prove Theorem 2.1. It is important to note that all statements are effective although we do not state this fact explicitly in order to smoothen the formulations. Let be a fixed scattered rewriting system over the trace monoid V .
Reduction to local properties
The main tool in this section is Gaifman's locality theorem for first-order logic [12] . In order to use Gaifman's locality theorem for decidability purposes, we will need a "useful" description of the set of all traces
. We will show that this set is recognizable and that it is indeed a "useful" description.
Reduction to 1-spheres
The aim of this section is to show that by enlarging the set it suffices to restrict to the case ¡ It should be noted that if is a trace rewriting system then the system § is in general not a trace rewriting systems. This was one of the reasons for generalizing trace rewriting systems to scattered rewriting systems.
Internalizing the 1-sphere
As a major tool in the further consideration we will use monadic second-order logic (MSO logic) over dependence graphs. Formulae in this logic are interpreted over de- Note that this logic is not an extension of first-order logic as considered so far in this paper. The reason is simply that it speaks on finite dependence graphs # " $ % & ( ' ) while the first-order logic we are interested in speaks on the infinite structure ¡ . Since the elements of this latter structure are traces, we will use the following terminology: formulae of the first-order logic considered so far are called external first-order formulae and formulae of the MSO-logic on dependence graphs are called internal MSO-formulae. Similarly, we will speak of external first-order variables that range over traces and internal second-order variables (resp. internal first-order variables) that range over subsets (resp. elements) of a dependence graph 
¦ §
First-order logic can be extended by modulo counting quantifiers [25] ; the resulting logic is called FO+MOD. The only difference between FO+MOD and FO is that we now have a second type of quantifiers: if . Since there is no locality theorem known for this logic, 4 our decidability proof for the first-order theory of ¡ does not work for this more expressive logic; but the second step of our proof, i.e., the recognizability of the set of traces satisfying some local formula in FO extends to the logic FO+MOD. Thus, we obtain the decidability of local properties expressed in the logic FO+MOD. It seems that this result is new even for semi-Thue systems and, as far as we see, cannot be shown using the automata theoretic methods from [5, 13] . 
Complexity issues
We prove a nonelementary lower bound for the first-order theory of ¡ by reducing the first-order theory of finite labeled linear orders. In order to formulate this, we take the MSO-logic over dependence graphs from Section 3.3 but forbid the use of secondorder variables. The resulting formulae are called first-order formulae over dependence graphs. For the further consideration we will use this logic only for dependence graphs . It is known that the first-order theory of is not elementary decidable. This lower bound was announced in [21] where it is attributed to Stockmeyer. Stockmeyer's proof can only be found in his thesis and the same holds for the sharpening by Führer while Robertson's independent proof appeared as an extended abstract, only. The only proof that has been published seems to be [3, Example 8.1] . Let . Next, we will consider the (preliminary) trace rewriting system
We first reduce the first-order theory of 
Applications to the confluence problem
In this section we present applications of Theorem 2.1 to the confluence problem for trace rewriting systems. For terminating semi-Thue systems, i.e., systems without infinite derivations, confluence is decidable by Newman's Lemma and the use of critical pairs. For trace rewriting systems, the situation becomes more complicated since even finite length-reducing trace rewriting systems can have infinitely many critical pairs [6, 7] . Generalizing a result from [22] , it is shown in [17] that confluence of length-reducing trace rewriting systems is decidable if and only if ¡ or ¡ ¥ ¤ I d , i.e., undecidable in most cases. In this section we describe specific classes of trace rewriting systems with a decidable confluence problem, see [7, 17] for related results.
First we have to introduce some notation. For 
