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We consider S-estimators of multivariate location and common dispersion matrix
in multiple populations. Instead of averaging the robust estimates of the individual
covariance matrices, as used by Todorov, Neykov and Neytchev (1990), the obser-
vations are pooled for estimating the common covariance more efficiently. Two
such proposals are evaluated by a breakdown point analysis and Monte Carlo
simulations. Their applications to the discriminant analysis are also considered.
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1. INTRODUCTION
Robust M-estimation of multivariate location and dispersion has been
studied by Maronna (1976) and others and proven to be useful in a variety
of problems. To guard against multiple outliers in higher dimensions,
Rousseeuw (1985) introduced the minimum volume ellipsoid estimator
with a high breakdown point. A more general class of S-estimators are
later studied by Rousseeuw and Leroy (1987), Davies (1987), Lopuhaa
(1989), and He and Wang (1996b). High breakdown estimators are
generally hard to compute. Approximate solutions based on random sub-
sampling or genetic algorithms are often used. Some further improvements
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of sub-sampling algorithms are given in Ruppert (1992), which make
S-estimators less expensive to calculate.
Work on high breakdown estimation for location and scatter has been
mainly on one-sample problems. One exception is Todorov, Neykov and
Neytchev (1990) which suggested obtaining minimum volume ellipsoid esti-
mates for individual groups for multi-sample problems. They used the high
breakdown point estimates in robust discriminant analysis. Chork and
Rousseeuw (1992) applied the minimum volume ellipsoid in discriminant
analysis in exploration geochemistry. Robust estimates of generalized linear
and quadratic discriminant functions have also been studied by Randles,
Broffitt, Ramberg and Hogg (1978), but they do not aim at high
breakdown point. This paper considers the S-estimators for multivariate
location and dispersion parameters in multiple populations with a common
covariance matrix. We use multivariate normal as our central model but
allow the true underlying distribution to deviate from normality. The use
of multivariate normal distribution for modeling is both for convenience
and practical significance of such models.
In contrast to the method of Todorov, Neykov and Neytchev (1990)
which uses estimates from individual groups, our approach is based on a
simple and natural idea that the observations should be pooled for estimat-
ing the common covariance. Pooling makes use of the commonality in their
covariance structure and therefore results in a more efficient estimate. Two
possible estimators are considered in Section 2. One is based on pooling
individually centered observations, and the other on combined samples.
Their breakdown points are investigated in Section 3. Both approaches
yield high breakdown point when the two samples are in general position.
They also perform well in our simulation study. Part of our simulation
results are given in Section 4. Their application to robustifying linear dis-
criminant analysis is also discussed. The relative merits of the two methods
are made clearer through simulation and summarized in Section 5.
In the present paper, bold letters (such as xi) or Greek letters (such as
+x ) are used for vectors, and C and 7 are used to denote matrices. All
matrices are restricted to be in S( p), the set of p by p symmetric and
positive definite matrices.
2. S-ESTIMATORS FOR MULTIVARIATE POPULATIONS
2.1. One-Sample S-Estimator
Suppose that x1 , ..., xm is a random sample with dimension p taken from
a distribution with mean + and covariance or more generally scatter matrix
7. We consider a class of \ functions such that (i) \(0)=0, \ is symmetric
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about 0; and (ii) for some constant c>0, \ is nondecreasing on (0, c) and
constant on (c, ). A common example is the following biweight function
\(u)=
u2
2
&
u4
2c2
+
u6
6c4
for |u|c
=c26 for |u|c,
which will be used in the computations in Section 4. Define the constant
kp=E[\ (&x&12 )] where the expectation is taken at the standard p-variate
normal distribution, and let MD (x; a, C)=[(x&a)T C&1(x&a)]12 for
any x # R p, a # R p and C # S( p). If s#s(a, C) solves
m&1 :
m
i=1
\ {MD (x i ; a, C )s ==kp ,
and (a*, C*) minimize s(a, C) subject to det(C )=1, then +~ S=a* and
7 S=s(a*, C*) C* are the S-estimators of + and 7.
The large sample breakdown point of the S-estimator is
min[kp \(c), 1&kp \(c)]. In the present paper, we choose c such that
kp=\(c)2 for a high breakdown point.
2.2. Multiple Groups
In analyzing several samples, one often assumes a common covariance
matrix as in testing equality of means and discriminant analysis. In the
present paper, we only consider two-sample problems, but the ideas can be
generalized to the cases with more than two populations.
Suppose that the random samples x1 , ..., xm and y1 , ..., yn of dimension
p are taken from two normal populations with means +x and +y and
common covariance 7. We consider two versions of S-estimates both of
which can be computed using the SURREAL algorithm of Ruppert (1992).
Method 1. The one-sample S-estimates of the locations +~ Sx and +~
S
y are
obtained for the x’s and the y’s respectively. We then pool the centered
observations to form z’s as follows:
(z1 , ..., zm+n )=(x1&+~ Sx , ..., xm&+~
S
x , y1&+~
S
y , ..., yn&+~
S
y ) .
The S-estimate ($ , 7 S) is now obtained by applying SURREAL to the z’s.
Notice that the S-estimates of location from the z’s can be used for adjust-
ing the location estimates of each group, that is, we can update +~ Sx and +~
S
y
by +~ Sx +$ and +~
S
y +$ respectively. This procedure may be repeated until
convergence. Since the improvements from such iterations are often small
but the computation costs are high, no iteration is taken in this paper.
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Method 1 involves computing three one-sample S-estimators of the same
dimension.
Method 2. Consider the pooled sample. The S-estimator (+~ Sx , +~
S
y , 7
S)
of both locations and scatter is obtained by minimizing s#s(+x , +y , C )
over +x , +y # R p and C # S( p) with det(C)=1 subject to
:
m
i=1
\ {MD(x i ; +x , C)s =+ :
n
j=1
\ {MD (yj ; +y , C)s ==(m+n) kp .
Ruppert’s SURREAL algorithm can be easily modified for this purpose.
To improve on efficiency, we suggest using weighted sample mean and
pooled covariance matrix where the weights are based on MD2(xi ; +~ Sx , 7
S)
and MD2(yj ; +~ Sy , 7
S). As suggested by Rousseeuw and Leroy (1987), we
use hard-rejection weights by omitting any observation whose estimated
squared Mahalanobis distance MD2 is larger than the 97.50-percentile of
the chi-square distribution with p degrees of freedom. We will refer to these
estimates as weighted mean-covariance estimates. They have the same
breakdown point as the S-estimators from which the weights are
calculated. The breakdown points of both methods 1 and 2 are investigated
in Section 3. For other methods of regaining high efficiency from a high
breakdown point estimator, see He and Portnoy (1994) and He and Wang
(1996a).
2.3. Applications to Linear Discriminant Analysis
Consider discriminant analysis with two populations having means
+x and +y and a common covariance 7. An equal prior probability is
assumed for simplicity. The population Fisher discriminant rule classifies
an observation z of unknown source to the first population ?1 if
(+x &+y )T7&1[z&(+x ++y )2]>0, and to the second population ?2
otherwise. We use the two-sample S-estimates to robustify Fisher’s linear
discriminant function.
3. BREAKDOWN POINTS
For the \ function we use in the preceding section, the one-sample
S-estimator with kp=\(c)2 has a breakdown point equal to ([n2]&
p+1)n, see Rousseeuw and Leroy (1987) for details. Here [x] denotes the
largest integer that is less than or equal to x.
Let m and n be the number of observations in the two-sample problem.
We use breakdown point as the smallest proportion of contamination to
each of the two samples under which the estimates will start to break
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down. As in the one-sample case, breakdown here means that the location
estimates can go beyond any bound or the eigenvalues of the scatter matrix
estimate can be made arbitrarily small (close to 0) or large. The proportion
of contamination is not measured against the combined sample. If the
breakdown point is equal to =, the location-scatter estimate will not break
down as long as fewer than =m and =n observations in the two samples are
contaminated.
We say that a sample X=[x1 , ..., xm] of p-vectors is in general position
if no more than p points fall into a ( p&1)-dimensional subspace. The
breakdown point of method 1 follows directly from that of the one-sample
S-estimator.
Proposition 1. If both samples are in general position, the breakdown
point of method 1 is =1*=min[([m2]& p+1)m, ([n2]& p+1)n].
The derivation of the breakdown point of method 2 is less straight-
forward. Given X=(x1 , ..., xm) and Y=(y1 , ..., yn) as two samples of
p-vectors, we now consider estimating the location and common scatter by
minimizing s over (a, b, C) subject to
:
m
i=1
\{MD(x i ; a, C )s=+ :
n
j=1
\{MD(yj ; b, C)s==(m+n) \(c)2. (3.1)
In this formulation, we assume without loss of generality that C # S( p) has
determinant equal to one. The resulting S-estimate of method 2 will be
denoted by (a*, b*, s^, C ). First we note that if the two samples are in
general position, then there exists =0>0 such that for any a # R p and # # R p
with &#&=1, the sets [i : |(xi&a)$#|<=0] and [i: |(yi&a)$ #|<=0] contain
no more than p points.
Proposition 2. If both samples are in general position, then the
breakdown point of method 2 is also =1*.
We prove Proposition 2 in stages. First, we shall show that the
breakdown point for the scatter estimate (s^, C ) is at least =1*.
Let X0 and Y0 be the initial samples. Consider the contaminated sample
X and Y with fewer than [m2]& p+1 and [n2]& p+1 ‘‘outliers’’
respectively. By definition, s^ must be no larger than the scale estimate for
the one-sample S-estimate for the pooled sample. Since the latter has high
breakdown, we know that s^s0 for some constant s0 which depends only
on the initial sample.
Now, consider the usual decomposition of the matrix C &1=
DT diag(*1 , ..., *p) D for some orthogonal p by p matrix D and positive
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numbers *1 } } } *p , we have for each xi , (xi&a)T C &1(x i&a)
[:T (xi&a)]2 *p for some unit vector :T=(0, ..., 0, 1) D which depends on
the sample through C .
By the assumption of ‘‘general position’’ on X0 , we know that at least
half of the points in the X sample are separated in the sense that
(xi&a)T C &1(xi&a)=20 *p
for at least half of the points in X, and for any a. The same is true for the
Y sample. Thus, it follows that the smallest eigenvalue of C is
1*p>(=0 cs^)2(=0 cs0)2. Otherwise, the left hand side of (3.1) would
exceed the right hand side. Thus we have shown that the scatter estimate
does not break down under the contamination.
Next, we shall show that the location estimate (a*, b*) also has a
breakdown point of at least =1*. To this end, let (s1 , a1) be the solution to
minimizing s over a # R p subject to
:
i
\{MD(x i ; a, C )s==m\(c)2,
and (s2 , a2) defined the same way subject to
:
j
\{MD(yj ; a, C )s==n\(c)2.
They are one-sample S-estimators except that the shape of the covariance
matrix is given as C . We call s1 and s2 as the dispersion of the two samples.
Clearly, if the proportion of ‘‘outliers" is smaller than =1* , these one-
sample S-estimators do not break down, that is, there exist constants c0
and r0>0 depending only on the uncontaminated samples X0 and Y0 such
that &a1 &c0 , &a2 &c0 , r0s2 s1c0 . Without loss of generality, assume
that s1s2s1 r0 .
It is clear by definitions that s^s1 . Since
:
i
\{MD(x i ; a, C )s^=:i \MD(xi ; a, C )s1=
:
i
\{MD(xi ; a1 , C )s1==m\(c)2,
we have
:
j
\{MD(yj ; b*, C )s^=n\(c)2
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which implies that &b*&d0 for some constant d0 depending only on the
uncontaminated samples.
Similarly, we have s^s2 r0 , i\[MD(xi , a*, C )(r0 s^)]m\(c)2, and
therefore &a*& is bounded too. K
Remark. In the present paper, we work under the basic assumption
that the two populations have a common scatter matrix but different loca-
tion parameters. The performance of the estimators including robustness
will worsen as deviation from this assumption becomes more severe.
The high breakdown point property is established for samples in general
position. Otherwise, the breakdown point is lower. To see why, it helps to
consider the extreme or limiting case where all the observations in the
sample Y take the same value, say, y*. In this case, we have b*=y*, and
a* is determined by minimizing s subject to  \[MD(xi ; a, C )s]=
(m+n) \(c)2. Therefore, the proportion of outliers that can be tolerated
by the estimate (a*, C ) is limited by 12&n(2m) for large m and n. Few
outliers can be tolerated in the sample X if the ratio mn is close to one.
Because the sum over both samples is used in (3.1), a very small dispersion
in one sample hurts the robustness of the location estimate for the other
sample.
The idea of breakdown robustness can be extended to the discriminant
analysis. For the Fisher’s linear discriminant rule based on the sample
mean and covariance matrix, it is clear that an outlier in the Y sample can
drive &+y& to an arbitrarily large value (but leaving +x unchanged). This
would imply that (+x &+y )T 7&1(z&(+x ++y )2)>0 for any finite z, so
any observation from the 2nd population is to be classified incorrectly into
population one. This breakdown is avoided by using high breakdown
estimators of location and scatter matrix.
4. A SIMULATION STUDY
The following S-estimates are employed in the simulation study: (1)
S-estimates of method 1; (2) S-estimates of method 2; (3) S-estimates for
individual groups, with pooled covariance estimate 7 p=(m7 x+n7 y)
(m+n); (4) weighted mean-covariance from method 1; and (5) weighted
mean-covariance from method 2. For simplicity, these estimators are
denoted as S2A, S2B, S1, S2A-W and S2B-W respectively. We also com-
pute the maximum likelihood estimates of the ‘‘clean’’ observations for
comparison. They are denoted as MLE-C. A number of simulations have
been tried, and some of the findings are similar. For brevity, we report the
results for the following cases with N3(a, 7) to mean the trivariate normal
distribution with a=(a, a, a) as mean and 7 as covariance:
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A. ?1 : 50N3(0, I ), and ?2 : 50N3(1, I ).
B. ?1 : 40N3(0, I )+10N3(5, 0.252I ), and
?2 : 40N3(1, I )+10N3(&4, 0.252I ).
C. ?1 : 80N3(0, I )+20N3(5, 0.252I ), and
?2 : 8N3(1, I )+2N3(&4, 0.252I ).
D. ?1 : 16N3(0, I )+4N3(0, 25I ), and
?2 : 16N3(1, I )+4N3(1, 25I ).
E. ?1 : 58N3(0, I )+12N3(5, 0.252I ), and
?2 : 25N3(1, 4I )+5N3(&10, 0.252I ).
In the above list, mN3(a, 71)+nN3(b, 72) means that we draw m observa-
tions from N3(a, 71) and n observations from N3(b, 72). In computing the
S-estimators, 2000 random subsamples are selected to generate possible
solutions. Various criteria for comparing the performance of the estimators
in estimating the location and dispersion are constructed. Only the follow-
ing more representative ones are to be reported. These criteria are the
mean square errors for estimating the components of (a) the mean of group
1, +x ; (b) the mean of group 2, +y ; and (c) the vector that consists of the
components in the lower triangular matrix of the common covariance, 7,
except for case E, relative to the corresponding mean square errors for the
maximum likelihood estimates of the ‘‘clean’’ observations, MLE-C. To be
more precise, define for any estimator T of the parameter %, MSE(T)=
M&1Mi=1&Ti &%&
2, where T1, ..., TM are the estimates for M Monte Carlo
samples. In our simulations, M is chosen to be 100. Table 1 gives the
relative mean square error MSE(T)MSE(MLEC) for several estimators T
under consideration. For Case A with no outliers, it is clear that S2A, S2B
and S1 perform similarly for the location estimates. For the covariance
matrix, S2A, S2B have similar performance, but the mean square error of
S1 is about ten times higher than those of S2A and S2B.
Cases B and C of Table 1 give the simulation results with location out-
liers. When the group sizes are reasonably large as in Case B with
m=n=50, S2A, S2B and S1 perform well in estimating the locations, but
less so for the covariance. When the sample size of one group is too small
as in Case C, S2B performs much better than S2A and S1 in estimating
the group mean. It is because in the algorithm for computing S2B, obser-
vations of the larger group would help fix the outliers in the other group,
and thus outliers are more easily isolated and downweighted by S2B. With
regard to the estimation of covariance, S1 also performs poorly. The
weighted versions of S 2A-W and S2B-W have very good performance in
all aspects.
Consider Case D with dispersion outliers in Table 1. Estimators S2A,
S2B and S1 also have similar performance in estimating the locations.
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TABLE 1
The Relative Performance of Various S-Estimators Using Different Criteria
Under Different Cases of Contaminated Distributions. Details of the
Estimators, Criteria and Distributions are Referred to the Text
Estimators
Criteria S2A S2B S1 S2A-W S2B-W
Case A
a. +x 1.43 1.37 1.43 1.18 1.16
b. +y 1.64 1.54 1.64 1.20 1.21
c. 7 1.74 1.76 18.24 1.54 1.57
Case B
a. +x 1.15 1.32 1.15 0.97 1.00
b. +y 1.15 1.30 1.15 1.01 1.02
c. 7 9.31 10.35 9.66 1.11 1.10
Case C
a. +x 1.19 1.24 1.19 1.03 1.03
b. +y 4.11 1.24 4.11 1.15 1.03
c. 7 11.8 10.9 31.12 1.08 1.09
Case D
a. +x 1.26 1.28 1.26 1.13 1.12
b. +y 1.30 1.39 1.30 1.14 1.16
c. 7 5.75 5.93 7.51 1.27 1.29
Case E
a. +x 1.13 1.20 1.13 1.01 1.01
b. +y 1.15 2.05 1.15 1.34 1.58
Probably due to the smaller sample sizes, the covariance matrix is rather
poorly estimated here, but the weighted S2A-W and S2B-W show marked
improvements.
Next, we investigate the effect of unequal covariances of the ‘‘clean’’ data
on the performance. From Case E of Table 1, we notice that the perfor-
mance of S2B is not as good as the other S-estimators in estimating the
locations. Method 2 appears to be more sensitive to the difference in
dispersion of the two samples.
The application of the S-estimators to discriminant analysis is also
investigated. In addition to the S-estimators and MLE-C, the maximum
likelihood location-dispersion estimates using all observations, MLE-A, are
also constructed. We study the performance of linear discriminant func-
tions obtained under various methods. The misclassification probabilities of
these discriminant rules for each and combined groups evaluated under the
contaminated and the uncontaminated distributions are obtained through
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simulations with test sample size of 2000 from each group. For brevity,
only the means and the standard errors of the misclassification probability
estimates of the combined group are given in Table 2. We used 100 Monte
Carlo samples in the study, so the standard errors of the mean mis-
classification probability estimates are one tenth of the standard errors
reported in Table 2.
In case A with no outliers, all estimators perform well. When there are
location outliers as in Cases B and C, the maximum likelihood method,
MLE-A, performs poorly. The mean misclassification probabilities are 0.5
or higher evaluated under the contaminated and uncontaminated distribu-
tions. In other words, the maximum likelihood method breaks down as
it does worse than a random guess. Moreover, the standard errors of the
TABLE 2
The Mean and Standard Error of Misclassification Probability (MP) Estimate Evaluated
Under the Contaminated (Mc , SEc) and Uncontaminated (Mu , SEu) Distributions
for Various Estimators
Estimators
MP S2A S2B S1 S2A-W S2B-W MLE-C MLE-A
Case A
Mu 0.205 0.205 0.205 0.203 0.203 0.202 0.202
SEu 0.011 0.011 0.011 0.011 0.011 0.009 0.009
Case B
Mc 0.363 0.364 0.363 0.362 0.362 0.361 0.529
SEc 0.009 0.012 0.009 0.008 0.009 0.008 0.054
Mu 0.204 0.206 0.204 0.202 0.202 0.202 0.661
SEu 0.011 0.015 0.011 0.010 0.010 0.010 0.068
Case C
Mc 0.391 0.374 0.391 0.371 0.370 0.369 0.494
SEc 0.048 0.020 0.046 0.018 0.016 0.016 0.052
Mu 0.266 0.218 0.267 0.213 0.212 0.211 0.617
SEu 0.129 0.026 0.127 0.023 0.020 0.019 0.065
Case D
Mc 0.266 0.265 0.266 0.262 0.263 0.259 0.296
SEc 0.025 0.024 0.025 0.021 0.021 0.018 0.048
Mu 0.222 0.222 0.223 0.219 0.220 0.215 0.260
SEu 0.029 0.028 0.030 0.025 0.025 0.021 0.057
Case E
Mc 0.397 0.401 0.399 0.398 0.398 0.396 0.466
SEc 0.020 0.021 0.018 0.019 0.019 0.015 0.035
Mu 0.278 0.284 0.280 0.279 0.281 0.277 0.558
SEu 0.023 0.029 0.021 0.023 0.028 0.018 0.041
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misclassification probability estimates are quite high at about 60. All
other estimators perform equally well under both contaminated and uncon-
taminated populations in Case B where the group sizes are of reasonable
magnitudes. When one of the group sizes is small, S2B shows smaller mean
misclassification probability and standard error than S2A and S1. The
weighted versions S2A-W and S2B-W enjoy slightly better performance. In
case D of dispersion outliers and in case E with different dispersion, the
maximum likelihood method, MLE-A, is also the worst performer, but not
as bad as in the previous two cases with location outliers.
Note that in each case, the misclassification probabilities for the robust
methods are only slightly higher than MLE-C when the discriminant rule
is applied to new observations from uncontaminated distributions. Since
MLE-C is computed only from ‘‘clean’’ data, it is fair to say that the
S-estimators indeed do a good job in downweighting the effect of outliers.
5. CONCLUDING REMARKS
We consider two S-estimators for estimating the location and dispersion
for multiple populations, and apply the methods to discriminant analysis.
The first estimator computes the common scatter matrix based on
individually centered observations, and it has a high breakdown point per
sample. The second is a natural extension of the one-sample S-estimator to
the two-sample problems. It also has a high breakdown point, but appears
to be more sensitive to the violation of equal covariance assumption for the
two populations. Its main advantage over Method 1 is that it tends to
borrow strength from the larger sample when the other has a small number
of observations (with or without outliers). Both estimators, especially their
reweighted versions, perform well in our simulation study.
We demonstrate how the use of high breakdown point estimators help
the performance of Fisher’s linear discriminant analysis. The high
breakdown point estimators are particularly useful in detecting masked
outliers, but we refer the readers to Atkinson (1986), Fung (1993, 1995),
and Rousseeuw and van Zomeren (1990).
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