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In this paper propagation of a repeated pattern in an infinite one-dimensional 
tesselation array is considered. A technique due to Waksman is shown to work only 
for certain pattern lengths. This length restriction is shown to apply to any real-time 
scheme. General inear time techniques, arbitrarily close to real-time, are described, 
and trade-offs between alphabet and bud size are considered. 
I . INTRODUCTION AND NEGATIVE  RESULTS 
A one-dimensional rray of identical finite state machines has been used 
by Waksman (1969) to model the continual replication of n symbols 
represented by the states of the cells of the array. More precisely, the model 
is an arbitrari ly long one-dimensional rray of identical finite state machines. 
These machines are synchronous and the state of each at time t + 1 is a 
function of its own state and that of its two neighbors at time t. The first cell 
differs from the others only in that it has no left neighbor. At  time t -- 0 the 
f i r s t f (n )  cells ( f (n)  = n + 1 in Waksman's  olution) are set to a sequence of 
internal states. This active sequence of cells is called the generating bud. The 
remaining cells are in a simple state, Q, the quiescent state. The problem is 
to define the automata and the initial states of the generating bud in such a 
manner that, at some future time, each machine will reach a terminal state so 
that a predetermined sequence of n states (or symbols) will be continually 
repeated along the array. Another method of viewing the process is that of 
having a (bounded) sequence of machines which effectively broadcast a 
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message over and over again. One can perhaps think of this in terms of 
satellite identification. The analogy is, however, not complete and we prefer 
to think of our problem simply in terms of tesselation automata. 
We will use Z to denote the set of terminal states, which may be used to 
construct the permanent pattern, and F to denote the set of all states, 
including the quiescent state Q, the terminal states, and any required 
"working" states. 27 has k states. 
Waksman's olution is particularly elegant. For each terminal state t~ in 27, 
there is a corresponding working state a. The working states are viewed as 
integers modulo k. Initially the first cell is in a special state P, and the next n 
cells are in states related to the desired pattern. All states to the left of P are 
terminal states. To the right of P there is an active bud of k states, and 
beyond that only Q's. The pattern in the active bud varies from step to step 
and is displaced one cell rightward during each step. In particular, at time 
t + 1, cell i enters the state corresponding to the sum of its state and that of 
its left neighbor, cell i -1 ,  at time t. Arithmetic is modulo k, and, for 
purposes of arithmetic, Q has "value" 0. A cell whose left neighbor is in 
state P will enter state P in the next step. The cell in state P takes the state of 
its right neighbor as a permanent state. Thus a cell in state P trails the k 
active cells. We see, then, that F is of size 2k + 2. The size of F is easily 
reduced to 2k by equating Q with the working state corresponding to 0 
mod k and making a small change in the second phase to eliminate the state 
P. 
Figure 1 illustrates this approach. Suppose we are to generate "021" 
continually, so in fact k -- n -- 3. In this case "020" is the appropriate initial 
form of the generating bud. The first few steps of the automata follow the 
pattern of Fig. 1. 
Note that at time 3 the active portion of the array is identical to that at 
time 0 and one copy of the pattern in "permanent" form has been produced. 
From this it is clear that the array behaves as desired. 
There is obviously a bit of number theory behind this magic. Indeed 
= 0 [ P 0 2 0 Q Q Q Q Q Q . . .  
1 ] 0 P 2 2 0 Q O Q Q Q . . .  
2 [ 0 2 P 1 2 0 Q Q Q Q . . .  
3 ] 0 2 1 P 0 2 0 Q O Q ... 
4 [ 0 2 1 0 P 2 2 0 Q Q .-. 
FIGURE 1 
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Waksman shows that this technque can be used to generate an arbitrary 
string of length n provided it is over an (output) alphabet of size 
l(:) 1 k=gn=gcd : i= l  ..... n - l . .  I 
Furthermore it is shown that the initial states of the generating bud, {bi}, are 
related to the desired output, {ai}, by 
ai = :~1 bj mod k. 
.= j -1  
An automaton based method is presented for determining {bi} from {ai}. It 
is, however, straightforward to show the simpler form 
THEOREM 1. 
j=l 1 
Another observation regarding this basic technique is, however, more 
disturbing. Ram (1909) has shown that if n is of the form pr, where p is 
prime and r a natural number, then 
. l ( : ) : ,  1 ..... 11 
is p. Furthermore, if n is not of this form the gcd is 1. Hence we may state: 
THEOREM 2. The pattern replication scheme outlined above is effective 
over a non-trivial alphabet if and only if the length of the desired output 
sequence is of the form pr for some prime p and natural number r. In this 
case the output alphabet is of size p. 
Waksman's olution is elegant. More precisely, it is a real time solution (a 
new symbol is generated at each time step), the alphabet required is only 
double that of the desired output alphabet, and the generating bud is only as 
long as the pattern produced. Our goal would be to achieve this type of 
solution for any pattern and alphabet. However, we can show this is not 
possible. 
DEFINITION. A sequence at, i ~ 0, is ultimately periodic if there exist k 
and p such that, for all t > k, a t = at+ p. 
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Notation. We use tr(i)t to denote the state of cell i at time t in some 
known tesselation array. 
LEMMA. For any i E Z, the sequence of states a(i + t)t, t >~ max(0, - i) ,  is 
ultimately periodic. Moreover, for i > b the bud length, the period is 1; and 
for i <~ b, the period is bounded by [FI b-i+l. 
Proof. Observe that this is the sequence of states b - i positions from the 
beginning of the generating bud. In particular, if i > b, then the sequence 
consists only of the quiescent state. 
For i ~< b, we induct on d = b - i. For the basis of our induction, we may 
rely on the fact that 
tr(b + 1 + t)t= a(b + 2 + t)t= Q 
(i.e., the cases d =-1  and d =-2) .  
Now assume the result for all i, i ~> b-  d, and show for i - - -b -  (d + 1). 
By assumption, a(t + i)t and o(t + i + 1)t are ultimately periodic and hence 
the sequence of state pairs a(t + i)t a(t + i + 1)t is also ultimately periodic, 
with period p at most the product of the two individual periods. Pick some t' 
sufficiently large that the ultimately period behavior of the sequence of pairs 
is established and consider the sequence T= {t' +p × j  : j  E N}. (Because of 
the periodic behavior, for t C T, a(t + i ) t=A and a(t + i + 1)t =B,  for some 
states A and B.) 
Since the automata have a finite number of states, there exist t', t" ~ T, 
t '<  t", such that a(t + i -1 ) t ,  = o(t + i -1 ) t , ,  (in fact, t' and t" may be 
chosen so that there are fewer than Ill members of T between t' and t"). 
Because p It" - t', for all j>~ O, tr(t' +j  + i)t,+j = a(t" +j  + i)t,,+j and 
tr(t' + j+ i+  1)v+j = cr(t" + j+ i+  1)t,,+j. Since o(t+ 1 + i -  1)t+l is deter- 
mined only by t r ( t+ i -1 ) t  , o(t+i)t and a( t+ i+ 1)t , it follows by 
induction on j that a(t' + j+ i -1 ) t ,+ j= a(t" + j+ i-1)t,,+j. That is, the 
sequence a(t + i -  1)t is ultimately periodic with period t" - t'. 
The bounds on the size of the periods follow easily by the same induction, 
using the fact that t' and t" may be choosen such that the interval between t' 
and t" contains fewer than IFI members of T. I 
This lemma easily shows the more broadly stated 
THEOREM 3. NO pattern of (minimum) period n can be generated in real 
time unless every prime factor of n is at most the alphabet size of the 
automata. 
We see, then that Waksman's olution is somewhat of an anomaly. We 
will, however, show techniques for coming reasonably close to the goal 
outlined above. 
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II. OTHER APPROCHES 
In the remainder of this paper we will adopt the general attitude that the 
pattern length, n, is very long in comparison to the desired alphabet size, k. 
In general, n must be independent of the number of states of the automata. 
We prefer that the length of the generating bud be linear in n. The basic goal 
will be to develop pattern replication schemes which operate at a rate close 
to real time and which have a number of states close to linear in k and a 
generating bud length close to linear in n. Obviously this goal leaves some 
room for trade-offs. 
With this general goal in mind we outline two basic approaches which are 
quite different from Waksman's. The simplest and most natural technique is 
to include X × X as a subset of F, and use it to move the pattern along the 
array in a "tractor tread" fashion. This is illustrated in Fig. 2, where the 
basic pattern to be repeated is "abcc" and so the output alphabet, 
S= {a,b,c}. 
In general, let 27 be fixed and F={SX2;}UI~USU{Q},  where 2; 
simply denotes the set of symbols in 2; written with underscores. In Fig. 2, 
states of the form (a, b} are written ~. The number of states in the tractor 
= 0 c c b a 
a b c c Q Q 
c c b 
a b c c a Q Q 
a c c b 
a b c c a Q Q 
a c c 
a b c c a b Q 
b a c c 
a b c c a b Q 
b a C 
a b c c a b c 
c b a c 
a b c c a b c 
c b a 
a b c c a b c 
c c b 
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TABLE I 
Left end Middle 
v, <x, y> ~y_ <u, v>, <x, y> ~ <u, y> 
_~, <x,y> :~ <~, y> 
0, (x, y) ~ y Right end 
O,Y~y 
v,y_~ y <u,v),Q=~u 
<u, ~>, y~ <,, y> 
u,Q~Q 
tread may also be reduced. Assuming that the pattern length is at least two, 
the state transition may be defined as in Table I. The notation a, b =~ c 
means that, if at time t cell i - 1 is in state a and cell i is in state b, then cell 
i enters state c at time t + 1 (this notation is justified since the next state of 
an automaton does not depend on the current state of its right neighbor). The 
states u, v, x and y are arbitrary members of 22 and O indicates the left end 
of the array. 
Although this technique can be applied to an arbitrary pattern, (k + 1) 2 
states are required. Furthermore the pattern is produced at "half real-time," 
so that the ith automaton reaches its final state at time 2i. The latter 
difficulty is partially rectified, at the expense of a much larger F, by encoding 
several (say p) symbols in the upper track. The basic motion (in the middle 
of the bud) again has the top track moving right on each move, and the 
bottom staying still. At the front (right end) of the bud, when a full top track 
moves onto a formerly quiescent cell, the lead element drops onto the bottom 
track. Then, each time a "partial" top moves forward, the lead character 
drops down. A new element is added to the front of the bottom track at each 
time step until the top track of the leading cell is emptied. At that time one 
step is missed while a new (full) top track comes forward. Hence, during p of 
every p + 1 steps the front of the bud moves forward. Essentially the same 
construction is used at the rear of the bud, the top track filling while it 
moves forward. The example in Fig. 3 is more instructive than a formal 
description of this process. We note that about k p+I states are required. 
There is, of course, the minor problem with the scheme as outlined above. 
The pattern length must be divisible by p + 1. There are many possible 
solutions to this difficulty. The easiest is to let the bud contain p + 1 
concatenated copies of the pattern. 
The tractor tread technique is simple because pattern flow and 
synchronization occur simultaneously. There is, however, quite clearly some 
wastage caused by the bottom track staying fixed. A technique whereby the 
information flow is separated from the synchronization requires the data to 
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t = 0 [ abc def 
l h g 
i I abc de 
I h g f 
2 I h abc d 
1 h g f e 
3 1 gh abc 
1 h g f e d 
4 1 fgh abc 
I h g f e cl 
5 1 fgh ab 
I h g f e d c 
6 I e fgh a 
] h g f -= d c b 
7 1 de fgh 
I h g f ~ d c b 
FIGURE 3 
move forward only at propagation speed. The following "shift and drop" 
method achieves this end. Again two tracks are employed. The top track 
again contains the reversal of the desired pattern. This is continuously shifted 
to the right. As a character on the top moves onto a square on which it 
belongs, a copy of the character "drops" onto the lower track (it also 
remains on top). There are two ways to detect this, the first for those 
automata which will ultimately be a first (leftmost) position of the repeated 
pattern and the second for all others. When the leading character of the shift- 
and-drop attern reaches uch a marked automaton, it drops into place. This 
marking is of course the synchronization alluded to earlier and is accom- 
plished by preceding the "shift and drop" portion of the bud with a "tractor 
tread" bud which generates the pattern 10 "-l. The "1," of course, indicates 
the beginning of a pattern replication. 
Detecting that any other character is to drop requires that a previously 
unoccupied bottom track copy the symbol entering the corresponding top 
track. This copying occurs two steps after the bottom track of its leftmost 
neighbor becomes occupied. The extra delay is required because the top 
pattern is reversed. It has the consequence that, for patterns of length 4 or 
more, there may be two partially completed copies and, if the pattern length 
is even, a character in each may drop in the same step. The changes in cell i, 
during the shift-and-drop portion of the bud, are defined by: 
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if bottom(i) -- 0 and bottom(/-  1) ~ {0, 1} then 
bottom(i) := 1 
else if bottom(i) = 1 and top(i) ve 0 then 
bottom(i) := top(i); 
top(i) := top( / -  1). 
Figure 4 illustrates a simple example of this technique with the 
synchronization problem trivialized. 
Observe that the "shift and drop" approach naturally permits propagation 
in real time, since on the average, one symbol is dropped onto the bottom 
track at each time step. Unfortunately, Theorem 3 says that the marking of 
initial pattern positions cannot be done in real time without using O(n) states 
(for certain values of n). The marking can, however, be done at a rate of 
p/(p + 1) using about 2p states. This leaves the slightly annoying problem of 
slowing the progress of the "shift and drop" mechanism to a speed of 
p/(p + 1). This may be accomplished by adding a p + 1 state counter to 
each automaton. A technique requiring fewer states splits the count over 
three adjacent machines. Each machine has a counter with [pl/3] states. A 
specially marked state keeps the low order portion of the count and 
increments its counter every time interval. Counters on other machines 
increment only every time their right neighbor overflows. The counters are 
reset and the shifting pauses every time that the three adjacent counters 
represent exactly p. Note that these counters must shift with the rest of the 
shift and drop mechanism, although they are of course discarded when an 
t = 0 1 a a b O0 
1 b a a i 
a a b i 0  
b a a 1 0 
a a b O1 
b a a b 0 0 
a a b O0 
b a a b i 0 1 
a a b iO  
a a b a 0 1 0 
a a b O l  
a a b a 1 b 0 
a a b 
a a b a a b 1 I 
O0 
FIGURE 4 
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automaton enters a final state. This multiplies the number of states of an 
automaton participating in the shift and drop by 2[pV3]. An additional 4p 
states are required preceding the shift-and-drop mechanism to establish the 
counters (one factor of two is required to save the synchronization bit). 
Assuming that n > p, the top row of the binary tractor tread will contain 
at most one bit which is set, so a p + 1 valued counter (zero implies no bit 
set) is sufficient o record this information. Separate p + 1 state cycles at the 
front and back of the tractor tread record the actual number of bits present. 
These can be in the end automation, requiring 2(p + 1)(p + 2) states for the 
tractor tread, or in immediately adjacent automata, lengthening the bud by 
two but reducing the number of states required for synchronization to 
5p+5. 
Combining the tractor tread with the states setting up the counters which 
cause the shifting to pause at appropriate times (and eliminating some redun- 
dancies) the control portion of the bud has 8p + 3 states and has length 
n +2 (unless (p+ 1)In, in which case a length of n/(p+ 1) suffices). 
Summarizing this development we have: 
THEOREM 4. An arbitrary pattern of length n over a k symbol alphabet 
may be replicated at an average rate of p/(p + 1) symbols per time step 
using 2[p 1/3] k 2 + O(p + k) state automata with a bud length of 2n + O(1). 
Finally we consider a shift and drop mechanism which requires only O(k) 
states to transmit pattern information. For the simple shift-and-drop method 
described above, k(k + 2) working states were required, ignoring both the 
two distinct initial states resulting from the tractor tread's marking the 
pattern's placement and the clocking mechanism which causes the shifting to 
stop every p + 1 steps. 
For large k, however, it may be considered wasteful to have such a large 
state set. This cost can be reduced by shifting information forward one bit at 
a time rather than all at once. To be specific, let k' = [log k]. Visualize a 
shift-and-drop mechanism with k' + 1 binary tracks. The top track is used to 
shift information forward one bit at a time, while the remaining k' bits 
accumulate information about the final state. The top track of first n-bit 
segment of this pattern contains the first bit of each state of the repeating 
pattern, according to some binary encoding of 22. The second n-bit segment 
shifts the second bit of the states, and so on. Thus the shift-and-drop portion 
of the bud has length n * k ' .  (Observe that individual symbols are not 
transmitted as consecutive bits. While that approach could be employed, it 
proves less effective.) Only as many bits Of the final state as are necessary 
are recorded while they accummulate. This technique requires about 8k 
working states. 
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¼ 
PL  HD O K G C N  JFB  
d h i p d I 0 0 I O OM I E A 0 0 0 0 0 
c g ko  c g ko  c i 0 0 i 0 0 0 0 0 0 0 
b f j n b f j n b f j n b 0 0 0 I 0 0 0 
a e im a e im a e im a 0 0 0 i 0 0 0 
FIGURE 5 
There is an obvious trade-off between state space and bud length in this 
approach: if k' ÷ 2 binary tracks are used and two bits shifted in each cell, 
the bud length is halved. Clearly, k' • n is a lower bound on the product 
(bud length), (number of bits shifted) for any variation which shifts a 
uniform number of bits per cell. In the leading part of the bud, few of the 
bottom k' tracks contain useful information. However, it is possible to shift 
the necessary information in a way which is not "rectangular," shifting 
several bits in the early put of the bud. This of course considerably shortens 
the bud without greatly increasing the state space. 
In particular, the first n-state segment of the shift-and-drop bud will shift 
k'/2 tracks while reserving k'/2 tracks for recording final state information. 
The second n-state segment shifts k'/4 bits, adding k'/4 bits to the k'/2 bits 
of final state information already present. Similarly the ith segment shifts 
k'/(2 i) bits and leaves k' • (1 - 1/2 i) bits of the final state in place. Thus 
log k' segments of length n are required. Figure 5 shows the shift-and-drop 
portion of this skewed-bit scheme, where the pattern length and the number 
of final bits are both, coincidently, four. The letters "a" through "p" denote 
bits of the final pattern which are in place and the capital letters denote the 
corresponding bits "in transit." Additional spacing (and up arrows) divide 
the cells into segments corresponding to the final placement of the repeating 
pattern. The down arrow indicates a "glitch" required in the top row to 
indicate when the first bit of the final row is to drop into place. In summary, 
we obtain the following theorem. 
THEOREM 5. An arbitrary pattern of length n over a k symbol alphabet 
may be replicated at an average rate of p/ (p + 1) symbols per time step 
using 4[pVa]k[ log log(k) ]+O(p+k)  states and a bud length of 
n[log log(k) + 1] + O(1). 
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