Abstract. Some computable schemes for descent methods without line search are proposed.
Introduction
A well-known algorithm, for the unconstrained minimization of a function f (x) in n variables f : R n → R,
having Lipschitz continuous first partial derivatives, is the steepest descent method (Fiacco, 1990 , Polak, 1997 , [8, 17] ). The iterations correspond to the following equation
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where α k is the smallest nonnegative value of α that locally minimizes f along the direction −∇ f (x k ) starting from x k . Curry (Curry, 1944 , [5] ) showed that any limit point x * of the sequence {x k } generated by (2) is a stationary point (∇ f (x * ) = 0).
The iterative scheme (2) is not practical because the step-size rule at each step involves an exact one-dimensional minimization problem. However, the steepest descent algorithm can be implemented by using inexact one-dimensional minimization. The first efficient inexact step-size rule was proposed by Armijo (Armijo, 1966 , [1] ). It can be shown that, under mild assumptions and with different step-size rules, the iterative scheme (2) converges to a local minimizer x * or a saddle point of f (x), but its convergence is only linear and sometimes slower than linear. The steepest descent method is particularly useful when the dimension of the problem is very large. However, it may generate short zigzagging displacements in a neighborhood of a solution (Fiacco, 1990 , [8] ).
For simplicity, we denote ∇ f (x k ) by g k , f (x k ) by f k and f (x * ) by f * , respectively, where x * denotes a local minimizer of f . In the algorithmic framework of steepest descent methods, Goldstein (Goldstein, 1962 (Goldstein, , 1965 (Goldstein, , 1967 , [10, 11, 12] ) investigated the iterative formula
where d k satisfies the relation
which guarantees that d k is a descent direction of f (x) at x k (Cohen, 1981, Nocedal and Wright, 1999, [4] , [14] ). In order to guarantee the global convergence, it is usually required to satisfy the descent condition
where c > 0 is a constant. The angle property (5) and (6) simultaneously. Throughout this paper, we take d k = −g k .
There are many alternative line-search rules to choose α k along the ray S k = {x k + αd k | α > 0}. Namely:
(a) Minimization Rule. At each iteration, α k is selected so that
(b) Approximate Minimization Rule. At each iteration, α k is selected so that
and L > 0 is a given constant.
(e) Goldstein Rule. A fixed scalar σ ∈ (0, 1 2 ) is selected, and α k is chosen in order to satisfy
(f) Strong Wolfe Rule. At the k-th iteration, α k satisfies simultaneously
and
where σ ∈ (0, 1 2 ) and β ∈ (σ, 1). 
Some important global convergence results for methods using the above mentioned specific line search procedures have been given in the literature ( [25, 15, 16, 23, 24] ). This paper is organized as follows. In the next section we describe some descent algorithms without line search. In Sections 3 and 4 we analyze their global convergence and convergence rate respectively. In Section 5 we give some numerical experiments and conclusions.
Descent Algorithm without Line Search
We assume that
(H2). The gradient g(x)
is uniformly continuous on an open convex set B that contains L 0 .
We sometimes further assume that the following condition holds.
(H3). The gradient g(x)
is Lipschitz continuous on an open convex set B that contains the level set L(x 0 ), i.e., there exists L such that
Obviously, (H 3) implies (H 2). We shall implicitly assume that the constant L in (H3) is easy to estimate.
Algorithm (A).
Step 0. Choose x 0 ∈ R n , δ ∈ (0, 2) and L 0 > 0 and set k := 0;
Step 1. If g k = 0 then stop; else go to Step 2;
Step 2. Estimate L k > 0;
Step 3.
Step 4. Set k := k + 1 and go to Step 1.
Note. In the above algorithm, line search procedure is avoided at each iteration, which may reduce the cost of computation. However, we must estimate L k at each iteration. Certainly, if the Lipschitz constant L of the gradient of objective functions is known a priori, then we can take L k ≡ L in the algorithm. In many practical problems, the Lipschitz constant L is not known a priori and we must estimate it and find an approximation L k to L at each step.
We can also estimate L k in Algorithm (A) by solving the following minimization problem min
where
In this case,
Similarly, L k can be found by solving the problem
and set
The last two formulae are useful because they arise from the classical quasiNewton condition (e.g. [14] ) and from Barzilai and Borwein's idea (1988, [2] ). Some recent observations on Barzilai and Borwein's method are very exciting (Fletcher, 2001 , [7] , Raydan 1993, 1997, [20, 21] , Dai and Liao, 2002, [6] ).
If the Hessian matrix ∇ 2 f (x k ) is easy to evaluate then we can take
Convergence Analysis
The following lemma can be found in many text books. See, for example, [14] .
Lemma 3.1 (mean value theorem). Suppose that the objective function f (x) is continuously differentiable on an open convex set B, then
and 
Convergence of Algorithm (A)
Proof. By Lemma 3.1 and (H 3) we have
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Taking
in the above formula, we have
Noting
Therefore, { f k } is a monotone decreasing sequence. So, by (H 1), { f k } has a lower bound and, thus, { f k } has a finite limit. It follows from the above inequality that
By (25) we have
The above inequality and (27) show that (26) holds. The proof is finished.
Corollary 3.1. If the conditions in Theorem 3.1 hold and ρ
and, thus, lim 
Proof. For the line search rules (a) and (b), (H 3) and Cauchy-Schwartz inequality, we have:
Therefore, 
where Proof. If k ∈ K 1 , then
Using the Mean Value Theorem on the left-hand side of the above inequality, we see that there exists θ k ∈ [0, 1] such that
and, thus,
By (H 3), Cauchy-Schwartz inequality and (32) we obtain:
Since d k = −g k , by the above inequality, we get:
Theorem 3.4. Assume that the hypotheses of Theorem 3.1 hold. Denote α * k the step-size defined by the line search rule (d) with L being the Lipschitz constant of ∇ f (x). Then,
where α k is yet the step-size of Algorithm (A).
Theorem 3.5. Assume that the hypotheses of Theorem 3.1 hold and let α * k be defined by the line search rule (e). Then,
Proof. By the line search rule (e), we have
By the mean value theorem, there exists θ k such that
By (H 3), the Cauchy-Schwartz inequality and (36), we have:
Theorem 3.6. Assume that the hypotheses of Theorem 3.1 hold and that α * k is defined by the line search rules (f) or (g). Then,
Proof. By (13), (14) and the Cauchy-Schwartz inequality, we have:
Since d k = −g k we get:
Convergence Rate
In order to analyze the convergence rate of the algorithm, we make use of Assumption (H 4 ) below. 
and thus
By (39) and (40) we can also obtain, from Cauchy-Schwartz inequality, that
The proof of this theorem results from Lemma 2.2.7 of [25] . See also Lemma 3.1.4 of [26] . 
Proof. As in the proof of Theorem 3.1, we have:
we obtain the desired result.
Theorem 4.1. If the assumption (H
Proof. By (H4), there exists k such that x k ∈ N (x * , 0 ) for k ≥ k . By (43) and Lemma 4.1 we obtain
By (42) we can assume that M ≤ L and prove that θ < 1. In fact, by the definition of η in the proof of Lemma 4.2, we obtain
Since, obviously, ω < 1, we obtain from the above inequality that
By Lemma 4.1 and the above inequality we have:
Thus,
. This shows that {x k } converges to x * at least R-linearly.
Numerical Experiments
We give an implementable version of this descent method.
Algorithm (A) .
Step 0. Choose x 0 ∈ R n , δ ∈ (0, 2) and M L 0 > 0 and set k := 0;
Step 2.
The following formulae for
1. 
3.
4.
are tried to compare the new algorithm against PR conjugate gradient method with restart and BB method ( [2] ). In conjugate gradient methods one has:
.
The corresponding methods are called FR (Fletcher-Revees), PR (Polak-Ribiére) and HS (Hestenes-Stiefel) conjugate gradient method respectively. Among them the PR method is regarded as the best one in practical computation. However, PR conjugate gradient method has no global convergence in many situations. Some modified PR conjugate gradient methods with global convergence were proposed (e.g., Grippo and Lucidi [9] ; Shi [22] , etc.). In PR conjugate gradient method, if g
This is called restart conjugate gradient method (Powell [18] ).
We tested our algorithms with a termination criterion when g k ≤ eps with eps = 10 −8 . The number of iterations used to get that precision is called I N .
The number of function evaluations for getting the same error is denoted by F N . We chose 18 test problems from the literature, including More, Garbow and Hillstrom, 1981, [13] ; the BB gradient method combined with Raydan and Svaiter's CBB method [19] ; and PR conjugate gradient algorithm with restart. The Raydan and Svaiter's CBB method is an efficient nonmonotone gradient method [2, 20, 21] , which is sometimes superior to some CG methods [2] . The initial iterative points were also from the literature [13] .
For PR conjugate gradient method with restart, we use Wolfe rule (g) with β = 0.75, σ = 0.125. For our descent algorithms without line search, we choose the parameters δ = 1, M = 10 8 and L k defined by (44), (45), (46) and (47) respectively. The corresponding algorithms are denoted by A1, A2, A3 and A4 respectively. Failures in the application of the new method may appear, mainly due to the inadequate estimations of L k and sometimes due to the roundoff errors. In order to avoid failure, we check
It is obbserved that δ ∈ (0, 2) is an adjustable parameter in the gradient method without line search. We can adjust δ to satisfy the descent property of objective functions and improve the performance of the new method. If
holds then we continue the iteration. Otherwise, we may reduce δ by setting δ = γ δ with γ ∈ (0, 1) until the descent property holds.
In numerical experiments, by Theorem 3.1, L k may converge to +∞. Thus, letting L k ∈ [L 0 , M] seems to be unreasonable. In fact, we have no criteria to determine L 0 and M. Generally, a very large L 0 may lead to slow convergence rate and a very large M may violate the global convergence. As a result, we should choose carefully L 0 and M in practical computation in order to satisfy both the global convergence and the fast convergence rate. Actually, we can combine the step-size estimation and line search procedure to produce efficient descent algorithms. For example, in Armijo'e line search rule, L > 0 is a constant at each iteration, and we can take the initial step-size s = s k = 1/L k at the k-th iteration. In this case, the steepest descent method has the same numerical performance as our corresponding descent algorithm. Accordingly, choosing an adequate initial step-size is very important for Armijo's line search and it is also the real aim of step-size estimation.
We use a Pentium IV portable computer and Visual C++ to implement our algorithms and test the 18 problems. The numerical results are reported in Table 1 .
The computational results show that the new method in the paper is efficient in practice. It needs much less iterative number and less function evaluations and Table 1 -Numerical results of algorithms on I N /F N (eps = 10 −8 ).
then less CPU time (seconds) than PR conjugate gradient with restart and CBB method in some situations. This also shows that CBB method is a promising method because it is superior to the new algorithms A1, A2 and A4 for these test problems.
The gradient method with L k defined by (45) seems to be the best algorithm for these test problems. Thereby, to estimate L k is the key to constructing gradient methods without line search. If we take , we can obtain Barzilai and Borwein's method ( [2] ) which is an effective method for solving large scale unconstrained minimization problems.
Conclusion
In future research we should seek more approaches for estimating the step-size as exactly as possible and find some available technique to guarantee both the global convergence and quick convergence rate of gradient methods. We can also use some step estimation approaches to improve the original BB method and conjugate gradient methods, for example, [19] .
