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1. INTRODUCTION 
This paper is concerned with the extension of the concepts of sym- 
metrizability, normality and definiteness introduced by Bliss [Z], [2] and 
Reid [5], [6] for two-point boundary problems to problems with linearly 
independent integral boundary conditions, written in vector-matrix form 
Y’ - WY = Wx)y, My(a) + NY(~) + s” F(x)y dx = 0. (1) a 
The problem adjoint to Problem I is herein defined as 
z’ + A*(x)z = --hB*(x)z - F*(x)w, w constant, 
z(a) = -M*v, x(b) = N*o. 
(I*) 
It follows that if G(x, t; h,) denotes the Green’s matrix for Problem I 
corresponding to a nonproper value h = X, , then -G*(t, X; x0) satisfies the 
adjoint system with suitably defined v. This relation of the Green’s matrix 
to the adjoint system serves as the unifying feature of the system I and its 
adjoint I*. Such a relationship held for the “adjoint differential equation” 
of Thomas [7], but not for the “adjoint systems” of Whyburn [8]. However, 
for the subclass of problems having adjoint systems in the sense of Whyburn, 
the Whyburn adjoint system is shown to be equivalent to a corresponding 
adjoint system as defined in this paper. Cole [3] has defined adjoint systems 
for problems more general than Problem I and he has preserved the 
relationship between the Green’s matrix and the adjoint system. 
The results of Bliss [I], [2] and Reid [.5], [6] for normal definite two-point 
problems provide corresponding results for problem I via an equivalent 
two-point problem of dimension twice that of problem I. For example, such 
results concerning the number, type and distribution of proper values, 
the equality of the index of X as proper value and the multiplicity of h as a 
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root of a certain entire function in h, and the expansion of functions in a 
series of solutions of I can be established. 
Each member of a subclass of symmetrizable problems of type I is shown 
to be equivalent to a two-point boundary problem of the same dimension 
which is symmetrizable in the sense of Reid. Definiteness and normality are 
preserved in this equivalence. The related two-point problem and its sym- 
metrizability transformation are presented explicitly. Finally, examples of 
definite, normal, and abnormal problems of this subclass and the com- 
plementary subclass are exhibited. 
Matrix notation is used throughout the paper. Square matrices of order n 
are represented by capital letters in BOLD-FACE type, whereas those of 
order 2n are represented by the same letters in Y$?.%YYY type. Vectors 
(column matrices) with n components are designated by lower case letters in 
italic type; vectors with 2n components are designated by lower case Greek 
letters. The transpose of M is denoted by a, the transposed matrix of 
conjugates by M*, and the determinant of M by ) M 1. The element 0 will 
signify a zero matrix or vector regardless of order, and the n x n identity 
matrix will be denoted by I. A 2n x 2n matrix 
AB [ 1 CD 
in which A, B, C, and D are n x n matrices will be written briefly as 
[A, B; C, D]. Finally, if Z*(X) y( ) x is integrable, let (y, Z) denote the integral 
J: z*(x) ~(4 dx- 
2. THE SYSTEM AND THE ADJOINT SYSTEM 
The differential problem to be considered is, in vector notation, 
y’ - WY = WX)Y, My(a) + NY(~) + Ib WY dx = 0, (1) 
la 
with the n x n matrices A(x), B(x), F(x) composed of complex-valued 
functions continuous on the real interval a < x < b, and the n x n matrices 
M and N composed of complex constants. If  a complex number X is such that 
Problem I has nonidentically vanishing solutions y(x), then h is termed a 
proper value of I, and any such y(x) is a corresponding proper solution. The 
dimension i,(h) of the linear space of all solutions y(x) of I for a proper value 
/\ is termed the index of X as a proper value. Problem I may be written briefly 
as L[y] = hB(x)y, s[y] = 0 where L[y] = y’ - A(x)y and 
4~1 = W(a) + NY(~) + Ib F(x)Y dx 
a 
are formal operators. 
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The boundary forms s,[y] (i = l,..., n) will be termed linearly dependent 
[in the triples y(a), y(b), y(z)] if there exists a nonzero constant vector c 
such that c*s[y] = 0 for every y(x) continuous on [a, b]. The forms will be 
termed linearly independent if they are not linearly dependent. A matrix X(x) 
will be termed row-linearly-dependent on [a, b] if there exists a nonzero 
constant vector c such that c*X(x) = on [a, b]; otherwise X(x) will be 
termed row-linearly-independent on [a, b]. The boundary forms in I are 
assumed to be linearly independent. The following theorem can be proved. 
THEOREM 2.1. A necessary and su..cient condition that the forms s,[y] be 
linearly independent is that the TZ x 3n matrix [M N F(x)] be row-linearly- 
independent on [a, b]. 
The two-point boundary problem II is defined by 
.9[$] s f$’ - d(x)cj = W(x)$, 441 = J@(a) + M+(b) = 0, (II) 
in the 2n x 1 vector 4 with di = yi , #n+i = ui (i = l,..., n), and the 
2n x 2n coefficient matrices given by 
4~) = P(x), 0; F(x), 01, W$ = [B(x), 0; 0, 01, 
.A’ = [M, -1; 0, 01, A’- = [0, 0; N, I]. 
Problems I and II are equivalent in the sense that, for each proper solution 
of I, corresponding to a proper value ha, there is an associated unique 
proper solution of II corresponding to h, ; and, conversely. Moreover, 
i,(h,) = iII(&). Specifically, if y is a solution of I for h = X, , then the corre- 
sponding solution of II for X = X, is 4, where J(x) = [j(x) G(x)] and 
U(X) = J: F(t)y(t) dt + My(a). 
The two-point boundary problem III defined by 
cowl = #’ + d*(x)+ = -M?*(x)+, 9*$(a) + S*+(b) = 0, (III) 
in the 2n x 1 vector # with I,$ = zi , #m+i = vi , (i = l,..., n) and with the 
2n x 2n constant matrices 9, LIP chosen so that &?g = .NL!? and the 
2n x 4n matrix [Y* 9*] has rank 2n is the adjoint problem of problem II 
in the sense of Bliss and Reid. The totality of choices for 9 and 9 is given 
by B = [I, 0; M, 016 and 9 = [0, I; 0, --N]b where d is an arbitrary 
nonsingular 2n x 2n constant matrix. Problem III can be written as the 
system 
L*[z] = x’ + A*(x)z = --hB*(x)z -F*(x)v, v constant, 
Z(U) = -M*v, z(b) = N*v, 
(I*) 
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which will be termed the adjoint problem of Problem I. A proper solution 
of this adjoint system is a pair of vectors a, a, not both identically zero, 
which satisfies I* for some value of h. 
Certain standard remarks can now be made: ir(h,) = ii*(&). I f  Y(x, )b) is 
a fundamental matrix solution of L[y] = &By, then Problem I has nontrivial 
solutions if and only if 1 s[Y(x, X,)] ] = 0. If  s[Y(x, h,)] has rank n - r, then 
there are exactly r linearly independent solutions associated with ;\a . The 
nonhomogeneous system L[y] = hoBy + g(x), s[y] = K, K constant, g(x) 
continuous on [a, b], has exactly one solution if ] s[Y(x, &)I 1 # 0. If  
X, # A, and h, , ;\a are proper values for problems I and I*, respectively, 
with respective proper solutions yi and za , z~a , then (By, , zZ> = 0 (cf. 
Bliss [I], Theorem 6). 
Application of relation (2.3) of Reid [6] to Problems II and III permits 
the following interpretation for solutions of I and I*. I f  y(x) is any solution 
of I and x(x), z, is any solution of I*, then 
s*(x)y(x)lb + v* f” F(x)y(x) dx = 0. 
3. RELATION TO WHYBURN'S ADJOINT SYSTEMS 
For Problem I with M or N nonsingular and B(x) = 0 on [a, b], Whyburn 
[S] has defined “adjoint” systems. 
Let (W : N) denote the assumption: 
There exirts an n x n matrix W(x), nonsingular on [Q, b] and such that 
W’ + A*(x) W = F*(x) and W*(b) = N. W : N) 
Assuming (W : N), Whyburn’s adjoint system exists and can be written 
L*[z] = x’ + A*(+ = 0, 
J&z] z z(a) + M*N*-k(b) - W(a) ,: L*(W*-l)z dx = 0. 
(3.1) 
The conditions JI[z] = 0 were deduced by Whyburn as the restriction on x 
if one imposes 
j-I (z*L[y] + L**[x]y) dx = ~*(x)Y($ = 0 
a 
(3.2) 
for solutions y  and z of L[y] = 0 and L*[z] = 0 with sb] = 0. With the 
aid of the Green’s formula [first equality of (3.2)], Whyburn’s boundary 
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conditions can be written as 
Jr[z] = 2z(a) + (M* - W(a)) N*-?z(b). 
I f  1 N 1 # 0, the adjoint system I* with B(x) E 0 is equivalent to 
L*[x] = -F*(x) N*-%(b), z(a) + M*N*-%(b) = 0. 
Whyburn’s adjoint system and system I* are related as follows: 
(3.1’) 
(3.3) 
THEOREM 3.1. Assuming (W : N), (i) if z(x) satisfies (3.3), then q(x) I 
z(x) + W(x) N*-Is(b) satisfies (3.1); and, conversely, (ii) ifq(x) satiesfies (3.1), 
then z(x) = q(x) - (1/2)W(x) N*-lq(b) sutisjies (3.3). Moreover, the mappings 
z -+ q and q + z us dejined in (i) and (ii) are inverse mappings. 
Each claim can be proved by straightforward calculations. Relation (3.1’) 
provides a convenient form in which to use the boundary conditions of (3.1). 
Another of Whyburn’s adjoint systems exists if 1 M 1 # 0, B(x) = 0, and 
an hypothesis similar to (W : N) holds. Analogous relations exist between 
that adjoint system and I* [with B(x) E 0] as exist under (W : N). 
Whyburn [a], [9] has constructed the Green’s matrixG(x, t; h) for systems I 
which are incompatible for a value X. However, Property (vi) ([a], p. 60) 
shows that -G*(t, x; A) does not satisfy the differential equation of his 
adjoint system. In Section 4 of this paper we show that -G*(t, x; A) does 
satisfy the adjoint system I* in an appropriate sense. 
4. GREEN'S MATRIX 
The Green’s matrix exists for the problem L[y] = 0, s[y] = 0 if this 
problem has only the trivial solution. If  Y( x is a fundamental matrix solution ) 
of L(y) = 0, D is defined to be s[Y(x)], and if 1 D 1 # 0, Whyburn [S] has 
obtained the Green’s matrix 
G(x, t) = ;Y(+)D-‘@MY(u) + 2 s” F(x)Y(x) dx)Y-l(t) 
a 
if t < x, and a $ x, t < b, 
z - $x)D-‘(2NY(b) + 2 j” F(x)Y(x) dx)Y-l(t) 
t 
if x < t, and a < x, t < b. 
Introducing the notation 
d(t) E MY(u) - NY(b) + j-’ FY dx - ,: FY dx 
a 
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permits G(x, t) to be written in a form strikingly similar to the Bliss form 
of the Green’s matrix for a two-point boundary problem, namely, 
G(x, t) = ;Y(x) [s I + D-U(t)] Y-l(t), 
a < x, t < b and x # t. 
(4.1) 
The problem g[+] = 0, d[~#] = 0 is incompatible if L[y] = 0, s[y] = 0 is 
incompatible. A fundamental matrix solution of dip[+] = 0 corresponding to 
Y(x) above is @p(x) = [Y(x), 0; U(x), I] with U(x) = s: F(t) Y(t) dt + MY(a). 
Let ~3 = d[@(x)] and d = .&‘@(a) -N@(b), then 
9(x, t) = ; Q(x) [W * [I, 0; 0, I] + %-lb] c?-‘(t), 
a <x, t <b and x ft, 
(4.2) 
is the Green’s matrix for 6p[+] = 0, CJ[+] = 0 (Bliss [I]). An analysis of the 
submatrices of (4.2) h s ows that the Green’s matrix G(x, t) [Eq. (4.1)] for the 
system L[y] = 0, s[y] = 0, is the upper left n x n submatrix of the Green’s 
matrix 9(x, t) [Eq. (4.2)] for the system S[+] = 0, ti[$] = 0; and, further, 
that the upper right n x n submatrix of 3(x, t) is -Y(x) D-l. From 
Theorem 14 of Bliss [I] we see that -9*(t, x) is the Green’s Matrix for 
the incompatible system g*[$] = 0, t[t,b] = 0; moreover, if the relations of 
Bliss’ theorem are applied to 9(x, t) as given by (4.2), the relations in the 
following theorem appear as the upper left n. x n submatrices. 
THEOREM 4.1. If G(x, t) is the Green’s matrix for the incompatible system 
L[y] = 0, s[y] = 0, then -G*(t, x) satisfies 
5 [-G*(t, x)] + A*@)[-G*(t, x)] = -F*(x)D*-lY*(t) 
fwjxed tE(a,b) and a<x<t, t<x<b, 
-G*(t, a) = -M*D*-‘Y*(t), -G*(t, b) = N*D*-lY*(t) 
for each t E (a, b), 
[-G*(t, t+)] - [-G*(t, t-)] = I for each t E (a, b). 
Thus, the corresponding columns of Z = -G*(t, x), V = D*-lY(t) satisfy 
the system adjoint to L[y] = 0, s[y] = 0. 
The above remarks extend to systems for which B(x) + 0 and X = X, 
is not a proper value, by considering A(x) + &B(x) in place of A(x) in the 
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preceding discussion. The resulting Green’s matrices are then denoted by 
G(x, t; A,J, -G*(t, x; A,), etc. 
5. SYMMETRIZABLE, NORMAL, AND DEFINITE PROBLEMS 
Following the terminology of Bliss and Reid, Problem (II) is said to be 
equivalent to (III) under the transformation #(x) = Y(x)$(x), a < x < b, 
provided r(x) is a 2n x 2n nonsingular matrix of class C’ on [a, b] such 
that for arbitrary values h a vector function 4(x) satisfies the differential 
equations or boundary conditions of II if and only if the corresponding #(x) 
satisfies the respective differential equations or boundary conditions of (III). 
Problem (I) will be termed F-equivalent to I *, if the corresponding Problem II 
is equivalent to its adjoint III under # L- Y$ in the sense of Reid [6]. If II 
is equivalent to III under /J -= Y+ and in addition the matrix YOLK 
is Hermitian, Reid terms Problem II “symmetrizable under that transfor- 
mation.” Problem (I) will be termed .F-symmetrizable if the corresponding 
Problem (II) is symmetrizable under # = Y4 in the sense of Reid. 
Theorem 5.3 of Reid [6] shows that every two-point boundary problem II 
which is equivalent to its adjoint under a transformation is symmetrizable 
under a related transformation, the matrix of which is skew-Hermitian and 
can be determined explicitly in terms of the matrix of a given equivalence 
transformation. 
LEMMA 5.1. A necessary and sufficient condition that Problem I be 
F-symmetrizuble is that the 2n x 2n skew-Hermitiun matrix F(x) = 
[T&4 T,(x); -Tz*(x), T&)1 b e non-singular and of class C’ on [a, b] with 
the n x n &matrices satisfying the following on [a, b]: 
(a) Tr’ + A*T, + T,A + TaF - (TaF)* = 0, 
(b) T,’ + A*Ta + F*T, = 0, 
(c) T,’ = 0, 
(d) T,*B = B*T, , 
(e) T,*B E 0, 
(f) T,(a) - M*T,*(a) + T,(a) M + M*T,M = 0, 
(g) T,(b) + N*Ta*(b) - T,(b) N + N*T,N = 0. 
(54 
This lemma fallows from an application of Theorems 4.1 and 5.3 of Reid [q 
to the problems II and III corresponding to I with B = [I, 0; M, 0] and 
2? = [0, I; 0, -N]. 
If I is Y-equivalent to I* where Y(X) = [Tr(x), Ta(x); T&x), T4(x)] then 
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(i) A,, is a proper value for I if and only if ha is a proper value for I* and &, is 
a proper value for I; moreover, ir(h,) = ir*(&,) = ir(&); (ii) if yi and y2 are 
proper solutions of I corresponding to ;\i , h, , respectively, with h, # &. , 
then (T,*By, , ya) = 0. These statements follow from Theorem 4.3 of 
Reid [6], the second one requiring the additional observation that T,*B = 0 
for Y-equivalent problems. 
We note that for Y-equivalent problems T,*B is Hermitian if and only 
if Y*SS is Hermitian; moreover, the condition T,B + B*T, = 0 (from 
Theorem 4.3 of Reid [6]) implies T,*B is Hermitian if Ti is skew-Hermitian. 
Thus, a problem I which is Y-equivalent to its adjoint with Tr skew- 
Hermitian is, in fact, Y-symmetrizable. 
For Problem I let fl,, denote the linear space of vector functions y(x) which 
are solutions of L(y) = 0 and B(x)y(x) 3 0 on [a, b] and satisfy s[y] = 0. 
Let /la2 denote the corresponding space of vector functions for the Problem II; 
that is, vectors 4(x) satisfying Z[+] ZE 0 and g(x)+(x) = 0 on [a, b], and 
cr[$] = 0. Following the terminology of Reid [6] for two-point boundary 
problems, if fl,, is zero-dimensional, Problem I is said to be normal, whereas 
if dim A, = Y > 0, Problem I is said to be abnormal with order of abnormality 
r, and a vector function y(x) + 0 belonging to (1, is termed an abnormal 
solution of I. If dim /l, = r > 0, then all complex numbers h are proper 
values for I with iI(X) > r; in case i,(h) > r the integer i,(h) - r is termed 
the normal index of h as a proper value for I, and a proper solution y(x) with 
B(x) y(x) + 0 is called a normal proper solution. Abnormal solutions of II 
correspond to abnormal solutions of I, and, conversely; furthermore, 
dim /la = dim fla2. 
Let fl denote the linear space of vector functions y(x) belonging to C 
satisfying s[y] = 0, L[y] = B(x)g(x) f or some g(x) continuous on [a, b]. 
And let /la denote the linear space of vector functions C(x) belonging to C’ 
satisfying d[+] = 0, 2?[+] 5 a(x) y(x) f or some y(x) continuous on [a, b]. 
Problem I will be termed dejinite [cl , c2 ; 4 if I is r-symmetrizable with 
T(x) = [T&4, T,(x); --T,*W, T,l, and for suitable real constants ci , c2 
the functional (T,*(x)(c,L[y] + c2B(x)y), y) is positive for all y E rl with 
B(x)y(x) f 0 on [a, b]. This is the analog for Problem I of Reid’s [6] 
definition of definiteness for two-point problems. Problem I is definite 
EC1 , c2 ; .?I if and only if Problem II is definite [ci , c, ; .Y]. To demonstrate 
the last claim, relation (5.le) is employed to obtain 
@‘-*(@WI + G&W, 4) = <T,*(c,L[yl + ~,BY), Y> 
for the appropriate vectors. 
If Problem (I) is definite [ci , ca ; a, each of the results that Reid lists 
for the corresponding Problem II carries over to I. For example, there are 
at most denumerably-many proper values for I, all of which are real. More 
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particularly, if Problem I is normal and definite, either [I, 0; 9-1 or [0, 1; 71, 
then the appropriate analysis described by Reid for Problem II will yield 
results which can be interpreted for I. For the case of an abnormal, definite 
Problem I, Reid’s [6] method for treating abnormal two-point problems 
may be applied to Problem II. 
6. AN EQUIVALENT TWO-POINT SYSTEM OF EQUAL DIMENSION 
In this section each Y-symmetrizable problem I with T4 nonsingular is 
shown equivalent to a two-point boundary problem with n components 
which is symmetrizable in the sense of Reid. 
LEMMA 6.1. I f  (I) is F-symmetrizable and F = [T, , T, ; -Ts*, TJ is 
skew-Hermitian with T, nonsingular, and if y(x) satisfies L[y] = B(x) g(x) fbr 
some g(x) continuous on [a, b], then 
j: WYM dx = CIT,*(xl~(x)~: . (6.1) 
From (5.lb) and the skew-Hermitian character of T, we obtain 
j” Fy dx = jb T;l(T,*‘y + T,*Ay) dx, 
a a 
and using our hypothesis on y(x), followed by (5.le), 
= s b T;l(T;‘y + T,*y’) dx, Q 
= T, ‘T,*(x)y($ . 
THEOREM 6.1. I f  I is F-symmetrizable and 9 = [T, , T,; -Tz*, T4] is 
skew-Hermitian with T, nonsingular, then 
Lb] = AB(x WY@) + NY(b) = 0, (6.2) 
where M, 3 M - TilTa* and N, = N + T,lT,*(b) is an equierulent 
two-point boundary problem which is symmetrizable under 
T(x) = T,(x) + T,(x)T,~T,*(x). 
If y satisfies the differential equations L[y] = XBy for any h, then 
Lemma 6.1 applies to y, and the equivalence of Problems I and (6.2) follows 
upon the addition of My(a) + Ny(b) to each side of (6.1). 
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It follows from the identity [T(X), T,(X); 0, T,1 = Y(x) [I, 0; T;lTa*(x), I] 
that T(x) is nonsingular on [a, 61, since each of the 2n x 2n matrices on the 
right is nonsingular. Note that T(x) is skew-Hermitian. With Conditions 
(5.la-c) one can show that T’(x) + A*(x) T(x) + T(x) A(x) = 0. Conditions 
(5.l.d, e) and the skew-Hermitian character of Tr and T4 imply that 
T(x) B(x) + B*(x) T(x) = 0, and that T*(x) B(x) is Hermitian. We have 
now shown all the conditions that (6.2) be symmetrizable under T(x) to be 
satisfied except the restriction MIT-l(a) Mi* = NIT-l(b) N,* and the 
linear independence of the boundary conditions. 
With the aid of conditions (5.1 f, g) one can verify respectively, the following 
relations. 
(a) T(a) = -M1*TdM1, (b) T(b) = -N,*T,N, . (6.3) 
Since T(x) is nonsingular on [a, b], relations (6.3) imply that each of Mr 
and N, is nonsingular. Thus, the n x 2n matrix [Mr N,] has maximum rank 
which, in turn, implies the linear independence of the boundary conditions 
of (6.2). Again by the nonsingularity of T(x), relations (6.3a, b) are equivalent 
to MIT-l(a) M, = -T;;i, NIT-l(b) N,* = -T;‘, respectively. Hence, the 
boundary restriction on T(x) is satisfied, and the proof is complete. The 
boundary restriction was originally proved with the aid of Theorem 4.1 of 
Reid [4]. 
With Lemma 6.1 one can also show that system (6.2) is normal if and only 
if system I is normal. 
For r-symmetrizable problems with T4 nonsingular, let (1, denote the 
linear space of vector functions satisfying L[y] = B(x)g(x) for some g(x) 
continuous on [a, b] and M,y(a) + Niy(b) = 0. From Lemma 6.1 it follows 
that fl, = fl. Reid’s [6] definition of definiteness is applicable to (6.2) thus 
(6.2) is definite [ci , cr ; r] if (6.2) is symmetrizable under T(x) and for 
suitable real constants c r , c, one has (T*(c,L[y] + c,By), y) positive for 
all y E /I, with B(x) y(x) + 0 on [a, b]. 
With Y(X) and T(x) as in Theorem 6.1 it follows that system I is dejkite 
[Cl , c2 ; 9-j if and only if system (6.2) is dejkite [cl , c, ; T]. Now 
(T*(c,L[y] + @r), r> = (TI*(~ILLYI + c2BYh Y) 
+ <W’i%*(c&L~1 + c,W), Y>; 
however, for each y E rl, = fl L[y] = Bg for some g, and since T,*B = 0 
by (5.le), the last term is zero for all admissible vectors y. Therefore the 
definiteness restriction is exactly the same for I as for (6.2). 
Hence, one can establish results for dejkite, F-symmetrizable problems I 
for which T4 is nonsingular by considering the equivalent two-point problem (6.2). 
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7. EXAMPLES 
On the basis of results in Section 6, symmetrizable problems fall naturally 
into two classes: those for which the skew-Hermitian matrix Y(x) have the 
submatrix T4 nonsingular and those having this submatrix singular. Example 
members of each class follow. In this section 2 x 2 matrices and 2 x 1 vectors 
will be abbreviated as (x, y; z, w), and (u; n), respectively. 
Example. Let c, d be any nonzero real constants, a and b real with 
a < b, and i2 = -1. Then the class of problems 
(Yl ; Yz)’ - (0, 1; 0, WY, ; YJ = VA 0; --1,qYl ; YJ, a<x<b, 
(ic, 4 0, bW44; yk4 + t-k 4 0, Wh(4; y2(b)) (7-l) 
+ 1; (0, 0; 0, ic)(y, ; yz) dx = 0 
is .F-symmetrizable with the skew-Hermit& transformation matrix 
As dim fl, is zero for problems (7.1), these problems are normal. The 
particular problems having c = d = 1 are definite [0, 1; 9-j. Since 1 T4 1 # 0 
each problem (7.1) has (by Theorem 6.1) an equivalent normal, symmetrizable 
two-point problem comprised of the same differential equations and having 
boundary conditions 
(ic, d; --icy d4(yl(4;y2(a)) + (-ic, -4 ic, W)(yl(b); y,(b)) = 0. 
Example. Let b(x),f(x), and g(x) be real valued, continuous functions 
on a real interval [a, b]. Define r(x) = c’f(t) dt. Then the problem 
(rl ; YJ = W, 0; 44 44, iW)otl , Y& a<x<b, 
(0, ei=; 7, Wyd4~ r&N + (0, eis; 6, -@)h(b); y,(b)) (7.2) 
+ lb (0, 0; &),f(x))(y, > ~2) dx = 0, 
a 
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in which 01, /3, y, and S are arbitrary real constants, is Y-symmetrizable with 
the skew-Hermitian transformation matrix 
9-(x) = [-~~;n’]. 
We note that 1 T4 1 = 0. The subclass of these problems having 
01 = /I = y  = S = 1 and g(x) = 1 on [a, h] can be shown to contain only 
normal problems. On the other hand, the problem of the form (7.2) 
[with (11=7r,/3=0, r=l, 6=-l, g(z)=O, a=O, b=l, b(x)-0 
for 0 < x < 4, and &x)=x-$ for 4 <x< l,f(x)=-x+$- for 
o<x<i, and f(x) = 0 for + < x < l] is abnormal with dim fl, = 1. 
A class of problems definite [0, 1; 9-j arises from (7.2) with the choice 
b(x) = -1 on [a, b]. 
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