We consider a semilinear elliptic Dirichlet problem with jumping nonlinearity and, using variational methods, we show that the number of solutions tends to infinity as the number of jumped eigenvalues tends to infinity. In order to prove this fact, for every positive integer k we prove that, when a parameter is large enough, there exists a solution which presents k interior peaks. We also describe the asymptotic behaviour and the profile of this solution as the parameter tends to infinity. © 2009 Elsevier Masson SAS. All rights reserved.
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u + g(u) = ξ in Ω, u = 0 o n∂Ω, (1.1) where Ω is a bounded connected domain of R n , ξ ∈ L 2 (Ω) and g : R → R is a continuous function such that with α and β in R. We assume, for example, α β (the case α β is similar). We denote by λ i (or also by λ i (Ω)) the eigenvalues of the Laplace operator − in H 1 0 (Ω). Since Ω is a connected domain, we have λ 1 < λ 2 λ 3 . . . .
If there exists some eigenvalue λ i such that λ i ∈ ]α, β[ , we say that g is a jumping nonlinearity and that λ i is a jumped eigenvalue. It is well known that, if g ∈ C 1 (R) and g (t) = λ i ∀t ∈ R, ∀i ∈ N, then there exists a unique solution u ∈ H 1 0 (Ω) for every ξ ∈ L 2 (Ω). In fact, in this case one can apply for example a well-known result of Caccioppoli (see [9] ).
The situation is very different if g (t) meets some eigenvalue λ i , what happens, for example, if g is a jumping nonlinearity. The first paper concerning this case is due to Ambrosetti and Prodi (see [4] ). They consider in [4] the problem u + g(u) = ξ 0 + te 1 in Ω, u = 0 o n ∂Ω, (1.3) where g ∈ C 2 (R), ξ 0 ∈ L 2 (Ω), t ∈ R and e 1 is a positive eigenfunction corresponding to the first eigenvalue λ 1 . Under the assumptions that g (t) > 0 for all t ∈ R and 0 < lim After the result of Ambrosetti and Prodi, several authors have studied semilinear problems where the nonlinear terms interfere with the spectrum of the linear operator and in particular (especially in the early 1980s) elliptic equations with jumping nonlinearities (see [1] [2] [3] , [5] [6] [7] [8] , [10] [11] [12] [13] [14] [15] [16] [17] [18] 20, 21, [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] , [35] [36] [37] [38] , etc.). They apply in these papers analytical, topological and variational methods and exploit several tools (as topological degree, Morse index, Rybakowski index, etc.) in order to describe the right-hand side members ξ for which the problem has solution and to estimate the number of solutions. The literature on this subject is really very extensive and in recent years there has been a new growing interest in these problems (see [8, 18] ). Here we recall only the following results.
If no eigenvalue of − in H 1 0 (Ω) belongs to the interval [α, β], then a well-known theorem of Rabinowitz (see [34] ) applies and guarantees that problem (1.1) has at least one solution for every ξ ∈ L 2 (Ω).
If α < λ 1 < β, there exists a functiont : L 2 (Ω) → R such that problem (1.3) has at least two solutions if t >t(ξ 0 ), at least one solution if t =t(ξ 0 ) and no solution if t <t(ξ 0 ) (see [4, 7, 3] , etc.). If α < λ 1 < λ 2 < β, there exist at least four solutions of problem (1.3) for t > 0 large enough (see [27, 38] , etc.).
If n = 1 (i.e. Ω is an interval) and α < λ 1 < λ i < β, then (see [29, 12, 36] ) problem (1.3) has at least 2i distinct solutions for t > 0 large enough (indeed, exactly 2i solutions if suitable additional conditions are satisfied). Notice that this result does not hold in the case n > 1. In fact, in [14] Dancer considered problem (1.3) with g(u) = −αu − + βu + (where u + = max{u, 0} and u − = u + − u) and showed that for every i 2 there exists a smooth bounded domain Ω i in R n , with n > 1, and a function ξ 0 ∈ L 2 (Ω i ) such that problem (1.3), with Ω = Ω i , has only four solutions for t > 0 large enough even if α < λ 1 (Ω i ) < λ i (Ω i ) < β.
In the present paper our aim is to show that the number of solutions of a problem with jumping nonlinearity may be arbitrarily large, for any fixed domain Ω, provided the number of jumped eigenvalues is large enough. Therefore, we consider the following problem u − αu − + βu + = e 1 in Ω,
where we fix α < λ 1 and let β → +∞ (notice that, if in problem (1.3) we replace u by tu and let t → +∞, we obtain (1.5) as limit problem). We show that, for any fixed domain Ω, the number of distinct solutions tends to infinity as β → +∞. In fact, for every positive integer k we construct, for β > 0 large enough, a solution u k,β of problem (1.5), which presents k peaks and converges as β → +∞ to the solution
(see also Remark 3.9). The main result of this paper is presented in the following theorem. 
Moreover, the convergence is uniform on the compact subsets of R n .
Remark 1.2.
It is clear that it follows from property (I) that the number of distinct solutions tends to infinity as β → +∞. From property (II) we infer that the peaks concentrate near the maximum points of e 1 and, if the distance between two peaks tends to zero as β → +∞, the approaching rate is less than the concentration rate. Property (III) shows that the peaks "are based" on the solution
, which is the minimal solution of the problem (as one can easily verify). Finally, property (IV) describes the asymptotic profile of the rescaled peaks. Let us point out that only if n 3 the problem (1.8) has a nontrivial solution (since any bounded super-harmonic function in R n with n < 3 is a constant function). In the cases n = 1 and n = 2 new, more refined, arguments have to be used in order to construct k-peak solutions and describe their asymptotic behaviour (see [33] ).
The method we use for the proof of Theorem 1.1 is completely variational. The solutions are obtained as critical points of the functional f : 2) with α = −∞ and β = +∞). For every positive integer k, they prove the existence of a k-peak solution of (1.10) for t > 0 large enough (thus proving a well-known LazerMcKenna conjecture). Concerning superlinear problems of this type, several results have been obtained in the last few years (see for example [19, 22, 40] and the references therein).
Notation and preliminary results
We look for solutions u ∈ H 1 0 (Ω) of the following type. For every β > 0, set r β = 3r 1 √ β wherer 1 is the radius of the ball in R n for which the first eigenvalue of the Laplace operator is equal to 1, i.e. 
For every positive integer k, consider the set
It is clear that, for every fixed k ∈ N, Ω k,β = ∅ for β large enough and the balls 
One can easily verify that, if a k-peak function u of this form is a solution of problem (1.5), then for every i = 1, . . . , k the function t → f (u+tu + i ) has for t = 0 the unique maximum point in the set [−1, +∞ [ and f (u) 
Therefore, it is natural to consider the subsets V i of H 1 0 (Ω) consisting of all the k-peak functions u, with respect to the balls B (x 1 , r β ) , . . . , B(x k , r β ), such that f (u)[u + i ] = 0, and to look for critical points of the functional f constrained on the subsets V i (even if they are not smooth manifolds and this fact gives some more problems when we have to prove that the constrained critical points actually give solutions of (1.5)).
For the k-peak functions u of the form described above we use also constraints of the following type (a barycenter type constraint) 
where 6) and that e 1 > 0 in Ω, we have
Let us consider a minimizing sequence
As a consequence, up to a subsequence, it converges as j → ∞ to a function
In fact, arguing by contradiction, assume that for some i ∈ {1, . . . , k}, up to a subsequence, u
and, as j → ∞, Ω e 1 v i dx = 0 which gives a contradiction because e 1 > 0, v i 0 in Ω and v i ≡ 0. Now, let us prove that lim sup
Arguing again by contradiction, assume that for some i ∈ {1, . . . , k}, up to a subsequence, u
Taking into account that
As a consequence, we have also lim j →∞ f (u j ) = +∞, in contradiction with the fact that (u j ) j is a minimizing sequence. Therefore, the sequence (u
as one can easily verify taking into account that α < λ 1 . Thus, the sequence (u j ) j is bounded in L 2 (Ω) and, as a consequence, also in .8)) and that u ∈ B i for every i = 1, . . . , k. Now we prove that, as j → ∞,
(namely, that u j → u also in H 1 0 (Ω)) which allows us to conclude that u ∈ V i for i = 1, . . . , k and that u is a minimizing function for f on S β x 1 ,...,x k . For the proof we argue by contradiction and assume that (up to a subsequence)
Notice that, since
we have (up to a subsequence)
where
(where the first and the last equality hold because, if w is a nonnegative function in
which is a contradiction.
Proposition 2.1 allows us to introduce the function ϕ β :
Proposition 2.2. For every positive integer k and for
α < λ 1 , fix β > 0 large enough so that Ω k,β = ∅. Then there exists (x β 1 , . . . , x β k ) ∈ Ω k,β such that ϕ β (x β 1 , . . . , x β k ) = max Ω k,β ϕ β (see (2.23)).
Proof. Let us consider a sequence
(since α < λ 1 , there exists a unique minimizing function which depends continuously on the point (
In order to describe the behaviour of the problem as β → +∞, we need also some preliminary results on the capacity.
For every smooth bounded domain A in R n with n 3, the capacity of A is defined by
It is well known that there exists a unique minimizing function u A . Moreover, we have
Notice that we have also
where ν denotes the outward normal on ∂A. 
because u A (the minimizing function for cap(A)) is harmonic in R n \Ā. Thus we obtain
which completes the proof. 2
Asymptotic behaviour and proof of the main results
Our next aim is to prove that, if (x
2), then u β is a solution of problem (1.5) for β large enough. Therefore, we need to study the behaviour of u β as β → +∞ and to describe the asymptotic profile of the function u β (suitably rescaled). 
where (for short) cap(r 1 ) denotes the capacity of the ball of radiusr 1 in R n ; (c)
Proof. Property (a) follows by standard arguments taking into account that, since f (
β is the unique minimizing function for the minimum
and that u
If we set v = −u − − e 1 α−λ 1 , taking into account that f (
For the proof of property (b), we prove first that lim inf 
Standard arguments show that
Therefore, since α < λ 1 , for every r > 3r 1 there exists β r > 0 such that
(that is the subset of B(x i , r β ) whereū β 0 has the first eigenvalue which is not greater than β), standard arguments show that (up to a subsequence)V β,x i converges as β → +∞ to a function
1 λ 1 −α max Ω e 1 ∀x ∈ R n and the set whereV ∞,i = 1 λ 1 −α max Ω e 1 has first eigenvalue not greater than 1. Therefore, taking into account that the ball of radiusr 1 has the smallest capacity among the domains whose first eigenvalue is less than or equal to 1, we obtain
Now, as β → +∞, we infer from (3.10) that lim inf 12) which, as r → ∞, gives lim inf
(3.6) follows easily from (3.11) and (3.13). Let us prove that lim sup such that
(notice that, since α < λ 1 and e 1 > 0, this minimum is really achieved by a unique function which is negative in
.
Since the last maximum tends to zero as β → +∞ (as one can easily verify by a direct computation) it follows that
. By a direct computation we obtain 
and, in addition, the functionW j (for every j = 1, . . . , h) has the following property: if S j consists of k j elements, there exist k j pairwise disjoint balls with radius ρ in R n , B (c 1 , ρ) 
tends to a smooth radial function U such that 0, 3r 1 ) 
Arguing as in the proof of (3.6) and taking also into account property (c) of Proposition 3.1, we infer that there exist
and U 
Therefore, taking into account that u β is the unique maximum point for f in the set {u β + tu and, for |t| 
Notice that
+ depends continuously on t, it is positive for t = − A 2r 1 ,3r 1 ) where A 2r 1 ,3r 1 is the annulus {x ∈ R n : 2r 1 |x| 3r 1 }. Taking into account the minimality property of u β , it follows by standard methods that the convergence is uniform in A 2r 1 ,3r 1 . Therefore, as β → +∞,
Since this fact holds for every i = 1, . . . , k, the proof is complete. 2 Remark 3.4. As a consequence of Lemma 3.3, for β > 0 large enough, we have
In fact, the minimality property of u β implies that
(since α < λ 1 , ψ = 0 is the unique minimizing function). Taking into account that
. This fact, combined with Lemma 3.3, proves our assertion.
Let us point out that this property is important because the condition u β 0 in Ω \ 
Then, for every
(that is, u β is a constrained critical point for the functional f on the constraint B i ).
Proof. It suffices to apply a technique already used above, in order to deal with the constraint V i which is not smooth. Arguing by contradiction, assume that u β is not a constrained critical point for f on B i . Taking also into account that the map t → f (u β + tu + β,i ) has for t = 0 the unique maximum point in the set [−1, +∞[ , it follows by standard methods that there exists a continuous map η : 
is positive for t = − Let us consider the function V β,y
) converges to the function U (see Proposition 3.2) and the convergence is uniform on the compact subsets of R n . Now, assume in addition that u β ≡ v β for β large enough and set . We prove that the interior and the exterior normal derivatives of Z i on the boundary of B(0,r 1 ) coincide, so we can say that Z i is a weak solution of the equation
where a(x) = 1 if x ∈ B(0,r 1 ) and a(x) = 0 otherwise. In order to prove this fact, notice that Lemma 3.5 implies the existence of Λ u,β and Λ v,β in R n such that 
as β → +∞ we obtain from (3.49)
which is impossible. Therefore, we can conclude that lim β→+∞ Λ u,β = 0. In a similar way one can also prove that lim β→+∞ Λ v,β = 0. From (3.49) and (3.50), it follows that
We say that
First, let us prove (3.56). Arguing by contradiction, assume for example that (up to a subsequence)
Now, if (3.57) holds, we choose in (3.55) a function Ψ such that Ψ (x) > 0 ∀x ∈ B(0,r 1 ). Thus, letting β → +∞, we obtain
which is a contradiction (because of (3.57)). In a similar way one can argue when (3.57) still holds while in (3.58) +∞ is replaced by −∞. So we can say that (3.56) holds when (3.57) holds. In the other case, there existsΛ such that, up to a subsequence, Therefore, letting β → +∞ in (3.55), from (3.58) and (3.60) we obtain
which is a contradiction. In a similar way one can argue when (3.57) does not hold and (3.58) holds with −∞ in place of +∞ (it suffices to replaceΛ by −Λ when we chooseΨ ). Thus, (3.56) is proved in any case. Now we can prove (3.57). Arguing again by contradiction, assume that, up to a subsequence, (3.60) holds. Then, choosingΨ as before and letting β → +∞ in (3.55), we obtain
(where the last equality holds because of (3.56)). This gives a contradiction, so (3.57) is proved too. Now, for every smooth functionΨ : ∂B(0,r 1 ) → R, we can choose a smooth function Ψ in Also, notice that the functions of the form (DU · w) belong to D 1,2 (R n ) and are solutions of Eq. (3.48) for every w ∈ R n ; moreover, if w = 0, (DU · w) is an eigenfunction for the Laplace-Beltrami operator on the sphere ∂B(0,r 1 ). Thus, in order to prove that Z i is a function of this form, it suffices to prove that ∂B(0,r 1 ) Z i Φ dσ = 0 for any other eigenfunction of the Laplace-Beltrami operator on ∂B(0,r 1 ). We have already proved this fact in the case where Φ is constant on ∂B(0,r 1 ) (that is Φ is an eigenfunction corresponding to the first eigenvalue 0). In order to deal with the other cases, let us consider the unit sphere S in R n . It is well known (see [39] ) that the first nonzero eigenvalue for the Laplace-Beltrami operator on S is (n − 1), that its multiplicity is n and that the coordinate functions x j (j = 1, . . . , n) , and the linear combinations of these, are the corresponding eigenfunctions. By rescaling, it follows that the functions of the form (DU · w), with w ∈ R n \ {0}, are the eigenfunctions corresponding to the second eigenvalue of the Laplace-Beltrami operator on the sphere ∂B (0,r 1 ) . Now, for every eigenfunction Φ of the Laplace-Beltrami operator on the unit sphere S, we consider the function h(r) = S Z i (rx)Φ(x) dσ (defined for r 0). Notice that Φ(x) is an eigenfunction on S if and only if Φ(
) is an eigenfunction on ∂B(0,r 1 ). Therefore, our aim is now to show that h(r 1 ) = 0 for the eigenfunctions Φ on S, corresponding to eigenvalues greater than (n − 1).
Here we argue as in [15] . Taking into account Eq. (3.48), a direct computation shows that the function h is a weak solution of the equation while
