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Abstract
Correct description of the free energy of conformation change of disaccharides is
important in understanding a variety of biochemical processes and, ultimately, in the
manufacture of better food and paper products. In this study we determine the rel-
ative free energy of a series of twelve disaccharides in vacuum using replica exchange
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molecular dynamics (repMD) simulation. The chosen sugars and the novel applica-
tion of this method allow the exploration of the role of glycosidic linkage neighbors in
conformer stabilization. In line with expectations we find that hydrogen bonding (and
therefore energetically preferred conformations) are determined both by the nature of
the glycosidic linkage (i.e. 1→2, 1→3 or 1→4), the C1 epimer of the of the nonre-
ducing monosaccharide and the configuration of carbon atoms once removed from the
glycosidic linkage. Contrary to suggestions by prior authors for repMD more generally,
we also demonstrate that repMD provides enhanced sampling, relative to conventional
MD simulations of equivalent length, for disaccharides in vacuum at 300 K.1
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1 Introduction
Homopolysaccharides are ubiquitous in nature functioning both as energy storage
molecules and as reinforcements of cellular structures.2 Understanding the chemistry
of these and other biological functions requires understanding both atomic and molec-
ular level properties of the polysaccharide of interest. On the atomic level the strengths
of individual bonds and of the non-bonded interactions of particular functional groups
are important in understanding the energy available in these compounds and their
solubility; while on the molecular level the flexibility and secondary structure of these
molecules determine their macroscopic mechanical properties.
Heteropolysaccharides (often with a repeat unit of four to five) are also used in
a variety of organisms for a number of physiological functions. In bacteria, these
molecules can be both tethered to the cell surface, as is the case for Gram negative
cells (through a lipid anchor inserted in the outer membrane3), or extruded from cells
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into solution.4 Among their functions are cellular recognition, the control of cellular
adhesion, the storage of trace nutrients and service as structural elements (i.e. the
building blocks) of biofilms.5–8 Bacterially produced heteropolysaccharides can also
have significant effects on food products (principally dairy) that have live microbial
communities.9 The detailed description of these systems requires, as is the case for
the homopolysaccharides, understanding both atomic and molecular scale properties
of the relevant molecules.
There is extensive evidence, both from simulation and experiment, that the homo
and heteropolysaccharides of interest (generally constructed of pyranose repeat units)
are stiff relative to simpler homo- and heteropolymers.9–13 Because individual monosac-
charides have limited flexibility (although ring ‘flips’ are important in some biological
contexts14) the structure of polysaccharides can often be predicted through an under-
standing of the glycosidic linkage between monosaccharides. These linkages can be
fully described by two (φ/ψ), or in the case of 1→6 connections, three (φ/ψ/ω), tor-
sion angles (hereafter we consider only 1→2, 1→3 and 1→4 connections and so address
only φ and ψ). Analogously to the standard practice in constructing a Ramachandran
plot for proteins, it is straightforward to generate a Ramachandran plot for disaccha-
rides, quantifying potential energy in vacuum as a function of φ and ψ. Similar to
the protein case, such plots, while directly lending insight into the linkage between
monosaccharides, also have broader implication for polysaccharide conformation (e.g.
particular ranges of φ/ψ angles imply particular secondary structural motifs). It is
generally implicit in plotting energy as a function of φ and ψ that these are the most
important degrees of freedom in determining relative conformer energies. However,
many computational studies have demonstrated, particularly for sugars in vacuum,
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that the conformation of exocyclic groups is energetically important.15,16 As a result,
in generating a φ/ψ map much effort is typically expended to achieve the lowest energy
conformation of these exocyclic groups for each φ/ψ point. For maps formed from en-
ergy minimized structures this problem is surmounted by minimizing a variety of initial
structures. For maps constructed from finite temperature dynamics simulations an en-
hanced sampling approach is generally necessary. Both these approaches are discussed
further below.
Most of the physiological and materials applications alluded to above require the
consideration of sugar structure in water at temperatures ≈ 300 K. However, several
decades of work has demonstrated the utility of the construction of Ramachandran
plots of minimum potential energy as a function of disaccharide glycosidic torsions
in vacuum (an approach generally termed the vacuum adiabatic map).17–21 Despite
their distance from most applications of interest, much effort has been devoted to the
construction of adiabatic maps for three reasons. Firstly, from a computational point of
view, the vacuum energy minimizations necessary to construct adiabatic maps have the
advantage of consuming far fewer resources than more complicated simulations. This
lower expense alone clarifies the historical importance of this approach and justifies its
continued utility as a means of testing the application of new hardware or potential
energy expressions to carbohydrate simulation. Secondly, populated energy minima in
classical molecular dynamics simulation, both in vacuum and solution, often appear to
roughly follow the adiabatic map (e.g. molecular dynamics simulations of carrabiose
and explicitly solvated β and κ-carrageenan22–24). Finally, adiabatic maps have been
shown to be predictive of disaccharide conformation in crystals25 and are also clearly
important in interpreting results from an increasing number of analytical techniques
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that directly quantify the conformation and relative number of various disaccharide
conformers in vacuum.26–29
Initial efforts at generating vacuum adiabatic maps employed a rigid body approx-
imation for each monosaccharide: calculating the potential energy using an empirical
force field as a function of incremental, independent, rotations of φ and ψ.17 Subse-
quent methodological improvement led to the creation of ‘relaxed’ φ/ψ maps in which
all degrees of freedom except the glycosidic torsions are minimized.18–20,25,26 Simple
conformational searches revealed, early in this work, the existence of ‘multiple minima’
at each point in φ/ψ space.30 The usual approach to surmounting this problem has been
starting minimizations at each φ/ψ point from a variety of initial structures.26,31 The
number and nature of the starting structures minimized has generally been informed
by available computational resources and chemical intuition, with modern efforts em-
ploying >10 per φ/ψ point.
While useful, adiabatic maps suffer from shortcomings in the description of both
vacuum and solvated disaccharide dynamics simulation. In the former case, the adia-
batic map (assuming a global minimum at each φ/ψ point has been identified) neglects
any influence of conformational entropy on the frequency with which a particular φ/ψ
value will appear in a molecular dynamics trajectory. In the latter case the adiabatic
map clearly ignores any enthalpy or entropy of solvation. Consideration of these prob-
lems should make clear that what is really of interest is not a potential energy surface
(as is described in the adiabatic map) but rather a free energy surface. In this study we
calculate such surfaces for several disaccharides in vacuum using the replica exchange
molecular dynamics method (repMD). In what follows other ways of creating such sur-
faces, and the characteristics of repMD that make it a useful alternative, are discussed
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in greater detail.
If all conformational states could be well sampled, a conventional molecular dy-
namics simulation could, in principle, be used to construct a free energy surface. In
practice, however, the disaccharide φ/ψ potential energy surface has too much variation
in energy (with or without the water) to allow adequate sampling using conventional
MD in computationally accessible time scales.32
This time scale problem is well known in computational chemistry and physics
and is typically surmounted with one of two basic strategies: reducing the systems’
degrees of freedom (e.g. coarse graining33), or retaining molecular detail and adapt-
ing an enhanced sampling algorithm.34,35 Several recent studies have addressed the
coarse grained simulation of polysaccharides in concentrated solutions or condensed
phases.36–38 This approach, however, requires parameterizing the details of the flexi-
bility of the glycosidic linkage and, in the case of the solvated system, the disaccharide
interaction with H2O. Since it is the proper sampling of the glycosidic flexibility and
disaccharide interaction with solvent that we are ultimately after, an accelerated sam-
pling strategy that retains atomic detail seems preferable.
In the last ten years Brady, Naidoo and coworkers have addressed this problem by
application of adaptive umbrella sampling molecular dynamics to various disaccharides
both in solution and in vacuum.32,39–42 This approach differs from conventional molec-
ular dynamics in that an extra “umbrella potential” is added to the potential energy
expression. This umbrella potential is taken to be a function of φ and ψ and is chosen
so as to render the system diffusive in φ/ψ space. While rigorous, this approach is
computationally demanding to implement because the form of the umbrella potential
is not known a priori and as a result must be iteratively refined.
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Adaptive umbrella sampling can be understood as part of a larger class of simulation
algorithms that allow enhanced sampling of conformational states by searching phase
space with non-Boltzmann probabilities, termed generalized ensemble algorithms.34
These methods are attractive because in principle they allow the molecule of interest
to sample conformations of widely different energy at a rate limited only by diffusion.
Problematically, as prior studies have observed,32,41 the determination of the weights
necessary to search such phase space diffusively is challenging.
Replica exchange molecular dynamics (repMD) avoids this challenge. In repMD
molecular systems diffuse through temperature space and thus (provided the temper-
ature range is sufficiently large) also diffuse through the relevant portion of energy
space.35 In its molecular dynamics incarnation, this idea is implemented by simulta-
neously running a series of conventional molecular dynamics simulations, over a range
of target temperatures, with the replicas swapping configurations after some elapsed
time. This approach gives thermodynamically exact results because detailed balance
is maintained during the swapping, typically through use of the Metropolis criterion.
Variously termed replica exchange molecular dynamics and parallel tempering molec-
ular dynamics (hereafter repMD), this algorithm has in the last 10 years been employed
in numerous studies of protein folding35,43–50 but only once, to our knowledge, in the
simulation of sugars.51 That study used the enhanced sampling provided by replica
exchange MD (there termed “parallel tempering Monte Carlo”) to study the water
structure in concentrated solutions of sucrose and trehalose near their glass transition
temperature.
Decades of experiment and simulation confirm the chemical intuition that disac-
charide flexibility is a function both of the anomer of the nonreducing sugar (i.e. α or
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β) and the type of connection (1→2, 1→3, 1→4 or 1→6). Less clear is the degree to
which epimerization at other positions on either pyranose ring helps determine ener-
getically preferred conformations. Here we address this problem in a systematic way
by constructing relative free energy (or potential of mean force: PMF) φ/ψ surfaces
for a series of 12 disaccharides in vacuum (see Table 1 for details). This approach
allows us to describe energetically favored conformations and to quantify their rela-
tive free energy. We also demonstrate the enhanced sampling that repMD provides
for disaccharides in vacuum by comparing the repMD results at 300 K to results from
conventional MD simulations of equivalent length (i.e. the 300 K results of a repMD
simulation containing 6 replicas, each run for 10 ns, are compared to a conventional
MD simulation at 300 K run for 60 ns).
In broad agreement with prior work we find that preferred conformations are sta-
bilized by intermonosaccharide hydrogen bonding. Geometric constraints suggest that
such intermonosaccharide hydrogen bonding should proceed largely through neighbors
of the glycosidic linkage: e.g. a conformation of α-D-Glucose(1→2)α-D-Glucose might
be stabilized by some combination of interactions of O5′, O2′, OH2′, O1, OH1, O3 and
OH3 (see Figure 1 for a description of labeling scheme). Our simulations suggest that
the degree and type of neighbor involvement is a function of both the epimerization of
those carbon atoms involved in the glycosidic linkage and of their neighbors.
Prior studies that have discussed the relationship of hydrogen bonding and disac-
charide type in vacuum often approach the problem in one of two ways: by comparing
adiabatic maps generated using a disaccharide analog (without the exocyclic groups)
to adiabatic maps of the full disaccharide (or experimental φ/ψ values from crystal
structures)52 or by examining the adiabatic map of full disaccharides over a range of,
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increasing dielectric constants (see, for example, French et al.21). Our approach differs
from these prior studies in two ways. Firstly, it describes the relative free, rather than
the relative potential, energy. Secondly, these prior studies minimize the influence of
all hydrogen bonds simultaneously while our approach describes the influence of single
small changes in structure on hydrogen bonding.
PMF surfaces of the sort we have described are of use in quantifying the flexibility of
di- and polysaccharides in vacuum. This information is important both for its own sake,
since increasingly conformer selective analytical techniques can be used to investigate
di- and oligosaccharides in vacuum, and also as an intermediate between the description
of solvated and condensed phase di- and polysaccharides. This kind of understanding
of the free energy of conformation change is critical both in the description of a wide
variety of biochemical processes (ranging from cell surface recognition to the mechanical
properties of vascular plants) and designing better paper materials. Furthermore the
demonstration of the application of repMD for this purpose provides a potentially
useful alternative to the computationally intensive adaptive umbrella sampling.
2 Methods
The 12 disaccharides employed in this study (see Table 1) were constructed using a
web–based carbohydrate builder.53 The structures chosen and the model # by which
they are referred to hereafter are shown in Table 1. The atom labeling scheme used in
the study is illustrated in Figure 1. We defined the glycosidic torsion angles in this work
by reference to non-hydrogen atoms: φ=O5′–C1′–On–Cn and ψ=C1′–On–Cn–C(n+1).
All simulations were performed using the NAMD program.54 All conventional molec-
ular dynamics simulations were run in the canonical ensemble (NVT), with a timestep
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of 1 fs and all O-H bonds constrained using the SHAKE algorithm. Nonbonded inter-
actions were calculated using a cutoff of 12 A˚ with interactions tapered to zero starting
at 10 A˚. Temperature was controlled at 300 K using a Langevin thermostat with γ = 5
ps−1. The GLYCAM04 parameters were employed and, following the recommendation
of their authors, all nonbonded interactions between 1,4 atoms were scaled by 1.55–58
Equilibration simulations of 200 ps were run before all production runs. All simulations
were sampled every 4 ps. Visualization of all structures was performed using VMD59
and analysis using scripting extensions to VMD and IGOR Pro (Wavemetrics).
RepMD was run in NAMD following a previously described algorithm.35 Sum-
marized, our approach was to generate a series of six identical replicas whose target
temperatures were 300, 355, 421, 499, 591 and 700 K. Each replica was equilibrated for
200 ps and simulated for a total of 10 ns. All parameters describing each replica simu-
lation – time step, method of non-bonded interaction calculation, thermostat, sampling
of trajectory – were the same as for the MD simulations. Swaps between replicas of
neighboring target temperature were attempted every 1 ps. Swaps were accepted with
a Metropolis criterion: the probability of accepting a swap between replicas running
at temperatures i and i+1 was (where βi = 1kTi and Ei =potential energy of replica at
temperature i),
Pacc = exp[(βi − βi+1)(Ei −Ei+1)] (1)
If a swap is accepted the target temperatures of each replica are exchanged, velocities
rescaled to the target temperature, and the simulation allowed to continue for another
ps. Recent work suggests our choice of 1 ps between attempted replica exchanges is
sufficiently long to avoid excessive correlation between acceptances (i.e. exchange two
replicas in one attempt and reverse the exchange at the next attempt) but sufficiently
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short to be relatively efficient in searching phase space.50
RepMD simulations were run for each disaccharide from multiple starting structures
(see Table 2 for a list of initial φ/ψ values). After each simulation a normalized two
dimensional histogram was created from all sampled φ/ψ values using a 5◦ grid. The
results of φ/ψ frequency were normalized and then averaged for all simulations for a
particular model. The relative free energy (W) in any grid square can be related to
the probability of the system sampling that location,46
P (φi, ψi) =
1
Z
exp[−βW (φ, ψ)] (2)
where P (φi, ψi) is the probability of the system sampling φi/ψi and Z is the partition
function. The PMF (or relative free energy) is then,
W (φi, ψi)−W (φgm, ψgm) = −RT ln
[
P (φi, ψi)
P (φgm, ψgm)
]
(3)
in which the subscript gm indicates the global minimum. The PMF plots shown in
Figure 2 and 3 are based on the averaged normalized probability histograms from each
of the initial structures (see Figure 4 for an illustration of the averaging).
After construction and analysis of the PMF surfaces, hydrogen bond frequency and
type was calculated using one repMD simulation for each disaccharide. In calculat-
ing these quantities we used two different groups of geometric parameters: a looser
definition, after prior authors,60,61 in which a hydrogen bond has an O· · ·H–O angle
>140◦ and an O· · ·O distance <3.5 A˚ as well as a more restrictive definition in which a
hydrogen bond has an O· · ·H–O angle >160◦ and an O· · ·O distance <3 A˚. In general,
while frequencies of hydrogen bonding are greater for the looser criteria, no significant
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differences were observed for any disaccharide in the atoms involved in hydrogen bond-
ing nor in the relative importance of a given hydrogen bond. It is expected that the
criteria we tested may exclude some stabilizing interactions. However, in accord with
chemical intuition, much prior work argues that any such interactions not described are
likely substantially weaker than those falling within our criteria. Because the number
of possible weak interactions is strongly limited by our relatively small system, it seems
unlikely that our criteria miss any significant stabilizing effects.
3 Results and Discussion
3.1 Diagnostics for repMD
RepMD works by having all replicas diffuse through the specified temperature range.
If the target temperatures of each replica are too far apart swaps will be infrequent
and phase space will be searched poorly. Conversely, if replica target temperatures are
too close together, swaps will occur at most attempts and the search of conformational
phase space will be inefficient. Using our parameters the acceptance rate of replica
swap was ≈ 35% for all disaccharides studied (see Table 3 for acceptance ratios of a
representative simulation) well within the range employed in previous studies.
Similarly, if sampling at a given temperature is sufficient, potential energy his-
tograms as a function of target temperature will be gaussian. Figure 5 shows the
potential energy distribution as a function of temperature for one representative sim-
ulation. The histograms clearly follow the anticipated trend.
Taken together these metrics suggest that the system is well sampled at particular
temperatures and that the replicas readily exchange between temperatures. However,
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this gives no indication as to whether φ/ψ space is being adequately sampled. Hypo-
thetically, if φ/ψ values from the high temperature replica in a repMD simulation were
random, one could be assured that all energy barriers could be overcome. However,
much prior work has demonstrated that steric clashes in φ/ψ space lead to energies
(relative to the global minimum) well in excess of 20 kcal/mol. Roughly doubling tem-
perature does not provide sufficient energy to overcome such barriers. Barrier hopping
through higher temperature replicas (in excess of 1000 K) with our relatively small
systems is algorithmically challenging (integration schemes of the equations of motion
become unstable). Fortunately it is also unnecessary as the probability of disaccharides
in vacuum or in solution existing in such sterically prohibited conformations is low. In
this study we insure that we have reliably sampled all φ/ψ states accessible at 300 K
by running repMD from three or four widely spaced (in φ/ψ space) starting structures
(see Table 2 for a list of the initial values of φ and ψ for all repMD simulations of all
models and Figure 4 for an illustration of the results as a function of starting structure
for one model). For all the disaccharides tested each starting structure resulted in a
quantitatively equivalent φ/ψ distribution. The resulting free energy surfaces (shown
in Figures 2 and 3) are averages over the result from all three to four starting structure.
PMF surfaces shown in Figures 2 and 3 each contain substantial amounts of ‘white
space’: φ/ψ values that, within the length of our simulation, each disaccharide has with
low probability. Provided that the temperature range of the replicas allows sampling of
the entire PES, as is argued by the identical PMF surfaces produced from simulations
initiated with different initial values of φ and ψ, this simply implies that at 300 K and in
vacuum these values of φ and ψ do not contribute to the observed probability density.
As might be expected (and as illustrated in Figure 6 for one simulation) a higher
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temperature replica will sample a larger range of φ/ψ with significant probability. PMF
surfaces produced using repMD will necessarily look different than those produced by
umbrella sampling molecular dynamics, in which generally, an umbrella potential is
chosen iteratively so as to drive an MD simulation that samples all φ/ψ values within
a given range with equal probability (and the relative energies of each state are then
back calculated from the value of the umbrella potential).32,40–42
3.2 Comparison of the repMD and conventional MD for
searching disaccharide phase space
Zuckerman et al.1 have recently suggested that the repMD algorithm is unlikely to give
appreciable increases in computational efficiency vs. conventional molecular dynamics
for systems in which barrier heights are relatively small – as may be typical for biopoly-
mers in solution. They arrive at this conclusion by assuming that the rate-limiting step
in searching phase space in biomolecular simulation can be represented as an Arrhe-
nius type energy barrier. Given this assumption it is straightforward to show that a
repMD scheme does not change the prefactor (the entropic part) and the influence on
the energy portion of the equation for small barriers is minimal. The consequence of
this argument is that the algorithm of repMD would only lead to enhanced sampling
in cases in which barriers are suitably large.
It seems reasonable to believe that the energy barriers to conformational change
in vacuum would be larger than those in solution and thus, perhaps, sufficiently large
to lead to enhanced searching of phase space in repMD vs conventional MD. In any
case, more recently Periole et al. have argued that the rate of phase space searching
for a large peptide in water is not a function of barrier crossing, but rather the rate
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at which the peptide experiences small, lower energy, phase changes, suggesting that
repMD may lead to enhanced sampling even in the absence of particularly high energy
barriers.50
In this study we address this issue empirically, by comparing the sampling that
repMD simulations offer of various degrees of freedom with the sampling of equivalent
length conventional MD simulations. Before discussing these results, it is worth noting
that the speed up (or lack thereof) referenced by Zuckerman et al. in searching phase
space using repMD is only algorithmic. Because only temperatures are passed between
replicas, shorter repMD simulations will, on virtually all modern clusters, have the
equivalent hardware cost of a single longer MD simulation (whose length is the sum of
the lengths of each replica simulation).
In terms of searching φ/ψ space we find generally that, for disaccharides with two
separated minima, sampling of a 10 ns repMD simulation is superior to a 60 ns conven-
tional MD simulation (see Figure 7). Similarly comparison of the sampling of dihedrals
describing the orientation of exocyclic hydroxyl groups suggests that for this degree of
freedom sampling is enhanced in the repMD approach as well (a representative exam-
ple is shown in Figure 8). In contrast, the sampling of hydroxymethyl conformations,
as shown in Figure 9, appears to be roughly equivalent in the two approaches, arguing
that for this degree of freedom repMD gives little advantage.
3.3 Relative Free Energy
Relative free energy as a function of φ/ψ is shown for the α(1→2), α(1→3) and α(1→4)
connected disaccharides in Figure 2 and for the β(1→2), β(1→3) and β(1→4) in Figure
3. In addition, the location and relative magnitude of the vacuum adiabatic minima
15
for the six glucose dimers from Mendonca et al. are also shown (in that work they use
different anomers of the reducing monosaccharide for models 4, 5 and 6).26 In general,
we have included minima identified by Mendonca et al. that are up to 3.5 kcal/mol
above their global minima. Minima of higher relative energy would be expected to be
relatively unpopulated at 300 K (at which kT ≈ 0.6 kcal/mol). In addition to the PMF
plots, hydrogen bonds observed (in one repMD run) for each model and their frequency
are indicated in Table 4. It is worth noting that the adiabatic maps of Mendonca
et al. were constructed using the MM3 force field (as opposed to the GLYCAM in
our study). Differences in potential functions are known to cause differences both
in adiabatic maps and other computed sugar properties.62 As is discussed below, in
general we find our results in good agreement with those of Mendonca et al. In those
cases where the two studies disagree differences are generally rationalizable by noting
the different characteristics of a vacuum adiabatic map and a PMF surface. For this
reason we believe that differences between the studies reflect differences in the physical
basis of a PMF surface as compared to that of the adiabatic map and do not discuss
the consequence of the different potential functions employed further.
Because the glycosidic linkage in models 1 and 7 is α(1→2), and because the models
differ only in configuration at O4′ and O4 we might expect the PMFs, as a function of
ψ and φ, to be equivalent. As Figure 2 makes clear, this is indeed the case. Further,
we also find the PMF surface of both models is in reasonable agreement with minima
derived from the adiabatic vacuum map (dielectric constant = 1.5) of Mendonca et
al.26 Such agreement implies that the role of conformational entropy is relatively
minimal for these models. The general pattern of the PMF, namely φ values of ≈
100◦, is consistent with a role of the exo-anomeric effect in stabilizing each of these
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conformers. Analysis of the inter-saccharide hydrogen bonding suggests that both
models also experience similar hydrogen bonds with similar frequency (see Table 4).
Correlation of the hydrogen bonds’ geometric parameters with ψ suggests that each
minimum, for each model, is stabilized by different H bonds (see Figure 10).
The glycosidic bond of models 2 and 8 is α(1→3). As for models 1 and 7, 2 and 8
differ only in the configuration of O4′–OH4′ and O4–OH4 relative to the ring to which
they are attached. Inspection of the PMF surfaces suggests that while both have one
minimum located in the same general area in φ/ψ space, the details surrounding this
minimum differ. As for models 1 and 7 the location of this populated minimum is near,
but not equivalent to, the two lowest energy minima identified in the vacuum adiabatic
map by Mendonca et al. Inspection of hydrogen bonding suggests that, while both
models are stabilized by the same interactions, the role of the O2′ · · ·OH4–O4 interac-
tion is substantially more important for the galactose dimer (model 8) than the glucose
(model 2), while the O2′ · · ·OH6–O6 behaves oppositely. Differences in the intensity
of the former interaction between models 2 and 8 are in line with expectations – in
model 2 the OH4–O4 and O3–C3 groups are oriented similarly with respect to the
reducing monosaccharide ring, while in model 8 they are oriented differently. Addi-
tionally, it is worth pointing out that the disagreement between the Mendonca et al.
results and those for model 2 likely springs, at least in part, from conformational en-
tropy. Inspection of Figure 11 shows that in model 2 ψ values between 75◦ and 125◦
are predominantly stabilized both by a O2′ · · ·OH6–O6 interaction and a O2′ · · ·OH4–
O4 interaction. The overlap of two distinct stabilizing interactions in ψ space, both
involving the same H-bond acceptor, is missed in the vacuum adiabatic approach.
Models 3 and 9 both have a glycosidic bond that is α(1→4). However, because the
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two models are C4 epimers it seems reasonable to expect that they should generate
markedly different PMF surfaces. While both surfaces have a φ value centered around
+100◦, a value consistent with the exo-anomeric effect, the values of ψ differ by ≈
60◦. The different value of ψ can be rationalized by noting that, given the difference
in configuration of the O4–C4 group between the two monosaccharides, this change in
ψ serves to minimize steric conflicts between the two monomers. Given the change in
configuration of the linkage between the two monosaccharides, differences in hydrogen
bonding are expected. As shown in Table 4, the two models do not share any hydrogen
bonds. It is also apparent in the hydrogen bonding pattern that model 3 has only
one significant interaction. The existence of a single significant stabilizing interaction
might be thought to minimize the influence of conformational entropy on this structure,
and indeed the PMF global minimum nearly perfectly reproduces the location of the
vacuum adiabatic global minimum. It should also be noted that prior analyses of PMF
surfaces of model 3 (i.e. maltose) constructed using umbrella sampling MD with a
different forcefield from that employed either by us or Mendonca et al. give a global
minima in essential agreement (within the 0.50 kcal/mol contour on our surface).42
Models 4 and 10 both have a β(1→2) glycosidic bond. As is the case for models 1
and 7 these structures differ only in the configuration of the O4′–OH4′ and O4–OH4
groups. As these groups are not close to the glycosidic linkage it might be anticipated
that their φ/ψ surfaces should be largely the same. As reference to Figure 3 makes
clear, this is indeed the case. Moreover, for both models the great majority of sam-
pled conformers have a φ value of ≈ -100◦, consistent with the exo-anomeric effect for
β linked sugars. As might be expected for models with similar PMF surfaces, inter-
monosaccharide hydrogen bonds stabilizing the minima are the same (model 4 enjoys
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marginally more flexibility and in this case an exchange of the donor and acceptor in
one interaction are observed). In the case of model 4, our PMF surfaces reproduce
the global minimum of Mendonca et al.26 but do not noticeably capture any of the
other low energy conformers. One possible explanation for this discrepancy may lie in
the slight structural difference (the anomeric state of the reducing monosaccharide) be-
tween our model (α-sophorose) and the sophorose studied by Mendonca et al. However,
an alternative explanation is that the secondary, tertiary and quaternary minima they
observe in this molecule are either un- or only weakly stabilized by hydrogen bonding.
It seems possible, therefore, that these conformers may simply be unstable at finite
temperatures. It should be emphasized in this case that our inability to sample the
sophorose secondary minima of Mendonca et al. in particular is almost certainly not
an artifact of searching phase space poorly as two initial structures for repMD analyses
were substantially closer to this point in φ/ψ space than to the global minimum.
Models 5 and 11 both have a β(1→3) glycosidic linkage. As is the case for all
other pairs of models described, these models differ only in the configuration of the
OH4′–O4′ and OH4–O4 groups. Because this difference adjoins the glycosidic linkage
it seems reasonable to anticipate that it may play a significant role in determining
which regions of the PMF surfaces are populated. In general, the populated regions of
the PMF surfaces are similar to those previously noted in the comparison of models
2 and 8: φ angles are ≈-100◦, consistent with the exoanomeric effect. The notable
exception lies in the global minimum in model 5 (near φ = 50◦) which is the secondary
minimum in the adiabatic map. As is clear from Figure 12 and Table 4 this minimum
is stabilized by three hydrogen bonds that do not occur in Model 11: O4· · ·OH2′–O2′,
O5′ · · ·OH4–O4 and O5′ · · ·OH2–O2. Models 5 and 11 differ in the configuration of the
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O4–C4 group. In model 5 this group has a similar configuration to the O3–C3 while in
model 11 it does not. These results suggest that orienting the O4–C4 group similarly to
the O3–C3 allows several inter-monosaccharide hydrogen bonds not otherwise possible.
Models 6 and 12, both β(1→4) linked, have PMF surfaces similar to the α(1→4)
linked pair, models 3 and 9. For both models 6 and 12 the principal minimum has a
φ value of ≈ -100◦ (see Figure 3) a result consistent with the exo-anomeric effect. In
the case of model 6 the ψ value is ≈ -150◦ while for model 12 it is ≈ 160◦ both results
of which are rationalizable by an attempt to minimize steric clashes between the two
rings. The configuration of the glycosidic linkage differs between the two models so, as
expected, the intermonosaccharide hydrogen bonding also differs (see Table 4).
4 Conclusions
In this work we describe the application of repMD to the construction of maps of PMF
as a function of glycosidic torsion angle for a series of twelve disaccharides. We empir-
ically demonstrate that the technique is algorithmically superior to long conventional
MD calculations (relative rate of sampling of relevant states as a function of total time
simulated) in addition to its usual computational superiority.
Comparison of the PMF maps to vacuum adiabatic maps of the same molecules
gives reasonable agreement. However, the vacuum adiabatic approach does not cap-
ture the effects of finite temperature and of conformational entropy on the relative
energies of different conformers, both effects of which are likely to be important in the
description of PMF surfaces for some disaccharides in vacuum.
Finally, we apply these repMD generated surfaces to study the role of the epimer-
ization of carbon atoms adjacent to the glycosidic linkage in the existence of stable
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intermonosaccharide hydrogen bonds. Comparison of α(1→2) and β(1→2) linked glu-
cose and galactose dimers (models 1/7 and 4/9 respectively) suggests that for each pair,
minima in the PMF are stabilized by the same hydrogen bonds: changing the config-
uration of OH4′–O4′ and OH4–O4 groups has little influence on hydrogen bonding in
(1→2) linked disaccharides. In contrast, while α(1→3) linked glucose and galactose
dimers (models 2 and 8) show little difference in hydrogen bonding, β(1→3) linked
glucose and galactose dimers clearly do (models 5 and 11). This contrast suggests
that C4 epimerization is much more important for hydrogen bonding in β(1→3) linked
sugars than for α(1→3). Finally, comparison of hydrogen bonding patterns in α(1→4)
and β(1→4) linked glucose and galactose dimers (models 3/9 and 6/12) indicates, as
expected, very little similarity.
In this work we demonstrate the repMD can be usefully applied to understand the
thermodynamics of conformational change of disaccharides in vacuum. The description
of PMF surfaces in vacuum is of use both in the understanding of disaccharide features
in vacuum–based analytical applications26,29 and also as an initial description of the
behavior of these molecules in aqueous solutions and condensed phases.
Because of the relative stiffness of the glycosidic linkage, we further expect that these
results will be useful in describing polysaccharide properties both in solution and in
two– and three–dimensional condensed phases through Monte Carlo growth methods.
For calculation of properties of di-, oligo- and polysaccharide systems not computed
here, our results suggest the application of repMD may be a promising new alternative.
In short the results presented in this study should be useful to investigators interested
in such diverse topics as basic physical chemistry of disaccharides, paper products,
plant physiology, the chemistry of dairy products and the bacterial cell surface.
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Table 1: Disaccharides simulated and model numbers by which they are referenced in the
text.
Model # Common Name Systematic Notation
1 kojibiose α-D-Glucose(1→2)α-D-Glucose
2 nigerose α-D-Glucose(1→3)α-D-Glucose
3 maltose α-D-Glucose(1→4)α-D-Glucose
4 α-sophorose β-D-Glucose(1→2)α-D-Glucose
5 α-laminarabiose β-D-Glucose(1→3)α-D-Glucose
6 α-cellobiose β-D-Glucose(1→4)α-D-Glucose
7 - α-D-Galactose(1→2)α-D-Galactose
8 - α-D-Galactose(1→3)α-D-Galactose
9 galabiose α-D-Galactose(1→4)α-D-Galactose
10 - β-D-Galactose(1→2)α-D-Galactose
11 - β-D-Galactose(1→3)α-D-Galactose
12 - β-D-Galactose(1→4)α-D-Galactose
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Table 2: Initial φ/ψ values for repMD simulations for each model.
Model # φ ψ Model # φ ψ
1 74.28 -136.09 7 71.28 -137.25
-86.85 -126.21 -100.69 -125.68
73.63 129.69 118.8 35.21
2 73.74 105.18 8 72.36 103.24
-143.76 148.89 -84.01 121.81
58.88 -119.77 86.71 -85.71
3 75.08 -143.01 9 74.62 105.41
-78.14 -130.21 -116.77 124.31
68.46 28.7 110.23 -33.76
52.4 148.8
4 -58.14 -124.66 10 -59.07 -125.15
117.84 -134.54 135.85 -120.26
-77.99 34.03 -79.17 43.54
63.91 -55.41
5 -62.81 123.24 11 -61.18 117.77
144.58 89.99 134.24 114.08
-81.23 -103.49 -123.63 -61.32
-59.61 -16.88
6 -63.51 -116.01 12 -62.67 121.43
150.52 -149.57 99.08 149.03
-109.55 54.53 -76.18 -22
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Table 3: Acceptance ratios for a representative repMD simulation (in this case one of model
3).
Target Temperature Acceptance Ratio
T300-T355 0.3522
T355-T421 0.3436
T421-T499 0.3246
T499-T591 0.3366
T591-T700 0.3296
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Table 4: Hydrogen Bond Frequency for each model for one repMD simulation assuming a
cutoff of <3 A˚(<3.5 A˚) in O· · ·O distance and >160◦ (>140◦) in O· · ·H–O angle - looser
criteria appear in ().
Model # Hydrogen Bond Frequency Model # Hydrogen Bond Frequency
1 O5′ · · ·OH3–O3 0.21(0.47) 7 O5′ · · ·OH3–O3 0.17(0.39)
O2′ · · ·OH3–O3 0.05(0.10) O2′ · · ·OH3–O3 0.06(0.14)
O2′ · · ·OH1–O1 0.04(0.14) O2′ · · ·OH1–O1 0.05(0.12)
2 O2′ · · ·OH6–O6 0.19(0.40) 8 O2′ · · ·OH4–O4 0.21(0.50)
O2′ · · ·OH4–O4 0.13(0.30) O2′ · · ·OH6–O6 0.04(0.11)
O5′ · · ·OH2–O2 0.05(0.17) O5′ · · ·OH2–O2 0.04(0.07)
O6· · ·OH2′–O2′ 0.04(0.09)
3 O2′ · · ·OH3–O3 0.49(0.89) 9 O5′ · · ·OH3–O3 0.35(0.60)
O6· · ·OH2′–O2′ 0.17(0.32)
O2′ · · ·OH6–O6 0.11(0.27)
4 O2′ · · ·OH3–O3 0.22(0.42) 10 O2′ · · ·OH3–O3 0.31(0.63)
O3· · ·OH2′–O2′ 0.04(0.09)
5 O2′ · · ·OH2–O2 0.13(0.29) 11 O2′ · · ·OH2–O2 0.21(0.38)
O4· · ·OH2′–O2′ 0.09(0.23) O2· · ·OH2′–O2′ 0.04(0.09)
O5′ · · ·OH4–O4 0.06(0.25)
O5′ · · ·OH2–O2 0.05(0.19)
6 O5′ · · ·OH3–O3 0.21(0.60) 12 O3· · ·OH2′–O2′ 0.19(0.33)
O6· · ·OH2′–O2′ 0.12(0.35) O2′ · · ·OH3–O3 0.14(0.33)
O3· · ·OH2′–O2′ 0.05(0.12)
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Figure 1: α-D-Glucose(1→2)α-D-Glucose, i.e. model 1, indicating numbering scheme. For
this model φ=O5′–C1′–O2–C2 and ψ=C1′–O2–C2–C3 (in general φ=O5′–C1′–On–Cn and
ψ=C1′–On–Cn–C(n+1) where n is the number of the Carbon on the reducing ring involved
in the glycosidic linkage.).
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Figure 2: Relative free energy surfaces of all α linked models indicated by model number.
Contour interval is 0.25 kcal/mol and the energy with respect to the global minima is also
indicated in the color scale. Sections of the φ/ψ plot that lack contours indicate those
portions of the PMF surface that are unpopulated at 300 K and are ≥3.0 kcal/mol higher in
energy than the global minimum. Minima on PMF plots of glucose dimers (models 1,2 and
3) with open symbols are from the vacuum adiabatic map of Mendonca et al.26 Red square
on model 3 is from PMF surface of Kuttel et al.42
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Figure 3: Relative free energy surfaces of all β linked models indicated by model number.
Contour interval is 0.25 kcal/mol and the energy with respect to the global minima is also
indicated in the color scale. Sections of the φ/ψ plot that lack contours indicate those
portions of the PMF surface that are unpopulated at 300 K and are ≥3.0 kcal/mol higher in
energy than the global minimum. Minima on PMF plots of glucose dimers (models 4, 5 and
6) are from the vacuum adiabatic map of Mendonca et al.26 Mendonca et al. minima for the
β linked models are calculated based on disaccharides with β reducing monosaccharides
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Figure 4: Normalized probability densities for four independent repMD simulations of model
3, the resulting average and the four initial structures. Despite the widely spaced initial
structure the four maps produced are equivalent. In each plot the contour interval and range
of the contours are the same and run from red (relatively improbable) to purple (relatively
probable).
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Figure 5: Representative potential energy histogram as a function of temperature for one
repMD simulation (in this case of model 1). Each histogram has the expected gaussian shape
and the substantial overlap between histograms suggests that acceptance ratios of replica
swaps will be large enough to insure efficient searching of φ/ψ phase space.
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Figure 6: Normalized probability density for one repMD simulation of model 4 for the 300 and
700 K replicas. Probabilities are calculated using a 5 x 5 degree histogram. The comparison
illustrates that at 700 K conformers with a wider range of φ/ψ exist with higher probability.
For each plot the contour interval and range of contour values are the same. Contour values
run from red (relatively improbable) to purple (relatively probable).
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Figure 7: Comparison of sampling of ψ for the 300 K replica of a repMD simulation of model
1 run for 10 ns and a conventional MD simulation, also of model 1, run for 10 and 60 ns.
All simulations are in the canonical ensemble and started from the same initial structure.
Inspection suggests that sampling of the ψ ≈60◦ conformer is far better in the 10 ns repMD
simulation than in either the 10 or 60 ns conventional MD simulation.
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Figure 8: Comparison of sampling of the OH3–O3–C3–C2 dihedral angle for the 300 K
replica of a repMD simulation of model 1 run for 10 ns and a conventional MD simulation,
also of model 1, run for 10 and 60 ns. All simulations are in the canonical ensemble and
started from the same initial structure. Sampling of this exocylic hydroxyl group is clearly
enhanced in repMD, neither MD simulation ever samples the conformation at 100◦.
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Figure 9: Comparison of sampling of hydroxymethyl for the 300 K replica of a repMD
simulation of model 1 run for 10 ns and a conventional MD simulation, also of model 1, run
for 10 and 60 ns. All simulations are in the canonical ensemble and started from the same
initial structure. Sampling of the hydroxymethyl conformation is similar in conventional and
repMD.
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Figure 10: Hydrogen bond parameters for model 1 vs. ψ. ‘Strong’ hydrogen bond geometric
parameters (<3 A˚ in O· · ·O distance and >160◦ in O· · ·H–O angle) are indicated by the
cross hatched rectangles. These results suggest that the ψ minimum centered at ≈ -100◦
is stabilized by both a O5′ · · ·OH3–O3 and a O2′ · · ·OH1–O1 hydrogen bond, while the
minimum in ψ centered at ≈60◦ is stabilized only by a O2′ · · ·OH3–O3 interaction.
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Figure 11: Hydrogen bond parameters for model 2 vs. ψ. ‘Strong’ hydrogen bond geometric
parameters (<3 A˚ in O· · ·O distance and >160◦ in O· · ·H–O angle) are indicated by the cross
hatched rectangles. The minimum in ψ centered at ≈ 100 is predominantly stabilized by both
a O2′ · · ·OH6–O6 and a O2′ · · ·OH4–O4 hydrogen bond. The stabilization of conformers by
multiple hydrogen bonding interactions involving a single donor or acceptor is not accounted
for in the vacuum adiabatic map. The lower right hand panel (blue triangles) demonstrates
that the hydrogen bonds O2′ · · ·OH6–O6 and a O2′ · · ·OH4–O4 are distinct: they are not a
single bifurcated hydrogen bond.
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Figure 12: Hydrogen bond parameters for model 5 vs. φ. ‘Strong’ hydrogen bond geometric
parameters (<3 A˚ in O· · ·O distance and >160◦ in O· · ·H–O angle) are indicated by the
cross hatched rectangles. Hydrogen bonds stabilizing the minimum at φ ≈ 75◦ (in the right
hand column) involve groups adjacent to the (1→3) linkage.
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