Abstract. In this paper, the existence and multiplicity of positive solutions to singular fractional differential system is investigated. Sufficient conditions which guarantee the existence of positive solutions are obtained, by using a well known fixed point theorem. An example is added to illustrate the results.
Introduction
Fractional calculus has played a very significant role in engineering, science, economy, and many other fields. Recently, some works have been done to study the existence of solutions of nonlinear fractional differential equations (see [1] [2] [3] [4] [5] ). In [3] , El-Shahed considered the following nonlinear fractional boundary value problem      D α 0+ u(t) + λa(t)f (u(t)) = 0, 0 < t < 1, 2 < α ≤ 3, Zhao et al. [5] , by using the lower and upper solution method, Leggett-Williams fixed point theorem, On the other hand, the study of differential systems is also important as this kind of systems occur in various problems of applied nature, we refer the readers to [6] [7] [8] [9] [10] [11] [12] and the reference therein for integer order systems, and [13] [14] [15] [16] for fractional order systems. Recently, Goodrich [17] discussed a system of (continuous) fractional boundary value problems given by
0+ y 1 (t) = λ 1 a 1 (t)f (y 1 (t), y 2 (t)), 0 < t < 1,
0+ y 2 (t) = λ 2 a 2 (t)g(y 1 (t), y 2 (t)), where ν 1 , ν 2 ∈ (n − 1, n] for n > 3 and n ∈ N, subject to the boundary conditions He obtained the existence of at least one positive solution by means of Krasnosel'skii fixed point theorem under the local boundary conditions (φ 1 = φ 2 ≡ 0) and the nonlocal boundary conditions (φ 1 , φ 2 ∈ C([0, 1], (−∞, +∞))). It should be noted that the nonlinearity in most of the previous works needs to be nonnegative to get the positive solutions [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [14] [15] [16] [17] .
Inspired by the work of the above papers and many known results in [18, 19] , we study the existence of positive solutions for the following singular differential system of fractional order 
, (y 1 , y 2 ) satisfies (1.1) and y 1 (t) ≥ 0, y 2 (t) > 0 or y 1 (t) > 0, y 2 (t) ≥ 0 for any t ∈ (0, 1).
The method we adopt, which has been widely used, is based on the ideas in [18] . The perturbed terms q i (i = 1, 2) are Lebesgue integrable and may be singular at some zero measures set of [0, 1], which implies the nonlinear terms may change sign. When the nonlinearity is allowed to take on both positive and negative values, such problems, e.g. system (1.1), are called semipositone problems in the literature. Semipositone problems have been studied by many authors using a variety of methods, see for example [18] [19] [20] [21] [22] [23] involving Stieltjes integrals, this implies the case of boundary conditions (1.1) covers the multi-point boundary conditions and also integral boundary conditions in a single framework. For a comprehensive study of the case when there is a Stieltjes integral boundary condition at both ends, for the case of a differential equation of order two, see [24] . There are also other works for other order equations, see [19, 25] .
The rest of the paper is organized as follows. In Section 2, we present some preliminaries and lemmas that are to be used later to prove our main results. In Section 3, we discuss the existence of positive solutions of the system (1.1). In Section 4, we give an example to illustrate the application of our main results.
Preliminaries and lemmas
For the convenience of the reader, we also present here some necessary definitions from fractional calculus theory. These definitions can be found in the recent literature. 
where n − 1 < α ≤ n, provided that the right-hand side is pointwise defined on (0, +∞).
where c i ∈ R (i = 1, 2, · · · , n), n is the smallest integer greater than or equal to α.
For i = 1, 2, set
Lemma 2.2. The function G i (t, s) defined by (2.1) have the following properties:
Proof. For the proof of (1) and (2) see [3] . The proof of (3) is clear, so we omit it.
has the unique solution
By Lemma 2.1, the unique solution of the problem
αi−1 (i = 1, 2). As in [26] , we see the Green function (H 1 (t, s), H 2 (t, s)) for the nonlocal system (1.1) is given by
where
, the functions defined by (2.4) satisfy:
, where
Proof. It is obvious that (1) and the left hand side of (2) hold. In the following, we will prove the right hand side of (2) and (3).
(i) By (2) of Lemma 2.2, since 1 < α i − 1 ≤ 2, we have
(ii) By (3) of Lemma 2.2, we have
This completes the proof.
For the convenience of presentation, we list here the hypotheses to be used later:
(H 2 ) A i are functions of bounded variation, and
(
have unique solution
which satisfy
Proof. It follows from Lemma 2.4 and (
, then E is a Banach space with the norm
Next we consider the following singular nonlinear system:
of singularly system (1.1).
is a positive solution of system (2.9) such that x 1 (t) > ω 1 (t),
is a positive solution of singularly system (1.1). This proves Lemma 2.6.
Define an operator T : P → P by
where operators
Clearly, if (x 1 , x 2 ) ∈ P is a fixed point of T , then (x 1 , x 2 ) is a solution of system (2.9).
Lemma 2.7. Assume that (H 1 ) − (H 4 ) hold, then T : P → P is a completely continuous operator.
Proof. For any (x 1 , x 2 ) ∈ P , Lemma 2.4 implies that
On the other hand, from Lemma 2.4, we also have
(2.11) yields that T (P ) ⊂ P .
According to the Ascoli-Arzela theorem and the Lebesgue dominated convergence theorem, we can easily get that T : P → P is a completely continuous operator.
Lemma 2.8 (Krasnosel'skii's theorem, see [27] ). Let E be a real Banach space, P ⊂ E be a cone. Assume
completely continuous operator such that either
Then T has a fixed point in P ∩ (Ω 2 \Ω 1 ).
Main results
For convenience, we denote: 
There exists a constant
such that for any (t,
Then the system (1.1) has at least one positive solution.
It follows from (C 1 ) that
Consequently,
On the other hand, choose a real number M > 0 big enough such that
By f 1∞ = +∞ of (C 2 ), there exists N > r 1 such that, for any x 1 ≥ 0, x 2 ≥ 0 and
Set r 2 = max{2r 1 , 4τ −1 N }, then r 2 > r 1 .
, by (2.8) and (3.1), we have
and then
Thus for any (x 1 , x 2 ) ∈ P ∩ ∂Ω 2 , t ∈ [ξ, η], by (3.5) and (3.6), we have
So for any (x 1 , x 2 ) ∈ P ∩ ∂Ω 2 , t ∈ [ξ, η], by (3.6) and (3.7), we have
Thus
Obviously, if f 2∞ = +∞ holds, (3.9) is still valid.
By (3.3), (3.9) and Lemma 2.8, T has a fixed point (
Next we shall show x 1 (t) > ω 1 (t), x 2 (t) ≥ ω 2 (t) (or x 1 (t) ≥ ω 1 (t), x 2 (t) > ω 2 (t)) for t ∈ (0, 1). For ( x 1 , x 2 ) 1 ≥ r 1 > 2, we shall divide the rather long proof into three cases: (i) x 1 > 1, x 2 > 1; (ii)
Case i. If x 1 > 1, then from (2.6) and (2.8), we have
Similarly, from x 2 > 1 we have x 2 (t) > ω 2 (t), t ∈ (0, 1).
Case ii. If x 1 > 1, similar to (i), we have
is a solution of (2.9), we have
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By assumption (H 4 ), we have
Then by the above discussion, we have
Case iii. If x 1 ≤ 1 and x 2 > 1, similar to (ii), we have
So by Lemma 2.6 we know that ( y 1 , y 2 ) = ( 
such that
where κ i (i = 1, 2) and τ are defined by (2.5) and (3.4), respectively.
Proof. Let R 1 = 2R 0 and Ω 1 = {(x 1 , x 2 ) ∈ E : (x 1 , x 2 ) 1 < R 1 }. Then for any (x 1 , x 2 ) ∈ P ∩∂Ω 1 , there exists some component x j (1 ≤ j ≤ 2) such that x j ≥ R 0 . So for any (x 1 , x 2 ) ∈ P ∩ ∂Ω 1 , t ∈ [ξ, η], by (2.8) and (3.10), we have
and
So for any (
It follows from (C 3 ) and (3.12) that, for any (
This means that
Thus we get
Next, let us choose ε > 0 such that
Then for the above ε, by (C 4 ), there exists X 0 > R 1 > 0 such that, for any x 1 ≥ 0, x 2 ≥ 0 and
Take
No. 43, p. 11
By (3.14), (3.16) and Lemma 2.8, T has a fixed point (
By the same method of Theorem 3.1, we can obtain
Then let y i = x i − ω i (i = 1, 2), by Lemma 2.6 we know that the system (1.1) has at least one positive solution ( y 1 , y 2 ). This completes the proof of Theorem 3.2. 
where κ i (i = 1, 2), r 1 and τ are defined by (2.5), (3.1) and (3.4), respectively.
Then the system (1.1) has at least two positive solutions.
and proceeding as in (3.2), we have
On the other hand, let
we have
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By (C 5 ) and (3.18), for any (x 1 , x 2 ) ∈ P ∩ ∂Ω 2 , t ∈ [ξ, η], we have
this yields that
Next, let us choose ε > 0 such that 2εκ i 1 0
. Then for the above ε, by (C 4 ), there exists N > R > 0 such that, for any t ∈ [0, 1] and for any x 1 ≥ 0, x 2 ≥ 0 and
By (3.17), (3.19) , (3.20) and Lemma 2.8, T has two fixed points (x 1 ,x 2 ), (x 1 ,x 2 ) in P and r 1 <
. By arguments similar to Theorem 3.1, we can show that (ŷ 1 ,ŷ 2 ) and (ȳ 1 ,ȳ 2 ) are two positive solutions of the system (1.1).
Theorem 3.4 Assume that conditions (H 1 ) − (H 4 ) and (C 2 ), (C 3 ) are satisfied. In addition, assume that the following condition holds:
where κ i (i = 1, 2) and R 0 are defined by (2.5) and (3.10), respectively.
Proof. Firstly, let R 1 = 2R 0 and Ω 1 = {(x 1 , x 2 ) ∈ E : (x 1 , x 2 ) 1 < R 1 }. From (C 3 ) and proceeding as in (3.11)-(3.13), we obtain
Next, by (C 6 ), we have R > R 1 and
It follows from (C 6 ), proceeding as in (3.2), we have
, where τ is defined by (3.4) . From (C 2 ), there exists N > R such that, for any x 1 ≥ 0, x 2 ≥ 0 and
Similar to the proof of (3.6), for any (
Next, in order to demonstrate the application of our main results obtained in section 3, we choose two different sets of functions f i (t, y 1 , y 2 ) (i = 1, 2) such that f 1 and f 2 satisfy the conditions of Theorem In addition, we can easily to check that f 1∞ = +∞, f 2∞ = +∞, so conditions (C 1 ) and (C 2 ) of Theorem 3.1 are satisfied. Then by Theorem 3.1, the system (4.1) has at least one positive solution. So condition (H 4 ) holds.
Take R 0 = 64, then R 0 > max 1, In addition, it is not difficult to show that f 1∞ = +∞ or f 2∞ = +∞. So all conditions of Theorem 3.4 are satisfied. By Theorem 3.4, the system (4.1) has at least two positive solutions.
