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Abstract
Understanding sequential information is a fundamental
task for artificial intelligence. Current neural networks at-
tempt to learn spatial and temporal information as a whole,
limited their abilities to represent large scale spatial rep-
resentations over long-range sequences. Here, we intro-
duce a new modeling strategy called Semi-Coupled Struc-
ture (SCS), which consists of deep neural networks that de-
couple the complex spatial and temporal concepts learning.
Semi-Coupled Structure can learn to implicitly separate in-
put information into independent parts and process these
parts respectively. Experiments demonstrate that a Semi-
Coupled Structure can successfully annotate the outline of
an object in images sequentially and perform video action
recognition. For sequence-to-sequence problems, a Semi-
Coupled Structure can predict future meteorological radar
echo images based on observed images. Taken together, our
results demonstrate that a Semi-Coupled Structure has the
capacity to improve the performance of LSTM-like models
on large scale sequential tasks.
Complex sequential tasks involve extremely high-
dimensional spatial signal over long timescales. Neural
networks have made breakthroughs in sequential learn-
ing [12, 39], visual understanding [24, 15, 14], and robotic
tasks [26, 33]. Conventional neural networks treat spatial
and temporal information as a whole, processing these parts
together. This limits their ability to solve complex sequen-
tial tasks involving high-dimensional spatial and temporal
components [9, 21]. A natural idea to address this limita-
tion is to learn the two different concepts relatively inde-
pendently.
Here, we introduce a structure that decouples spatial and
temporal information, implicitly learning respective spa-
tial and temporal concepts through a deep comprehensive
model. We find that such concept decomposition signifi-
cantly simplifies the learning and understanding process of
complex sequences. Due to the differentiable property of
this structure, which we call Semi Coupled Structure (SCS),
we can train it end to end with gradient descent, allowing it
to effectively learn to decouple and integrate information in
a goal-directed manner.
1. Awareness of Spatial and Temporal Concept
In the brain, there are two different pathways that feed
temporal information and contextual representations re-
spectively into the hippocampus [23]. This implies that spa-
tial and temporal concepts are learnt by different cognitive
mechanisms and, moreover, that they should be synchro-
nized in order to effectively process sequential information.
Taking inspiration from this mechanism in the brain, the
deep neural model that is implicitly aware of the two con-
cepts can be formulated as:
F [hs(x|ψs), ht(x|ψt)] (1)
where x is the input, and ψs and ψt are the parameters to
optimize. hs aims at extracting spatial information, while ht
is designed to handle temporal learning. These two kinds of
information are fed into F which is designed to output the
final processing results, just like the hippocampus.
We further advance our model by considering the fact
that spatial and temporal information are deeply coupled
with each other, when processed by a brain [29]. There-
fore, the model can naturally be extended as a deep nested
structure to model such mutual-coupling. We define the ith
coupling unit as:
Gi(xi) = F [hs(xi|ψis), ht(xi|ψit)] (2)
thus, the deep spatial-temporal Semi-Coupled Structure can
be expressed as:
T [x; Ψs,Ψt] = G1 ◦ G2 ◦ ... ◦ Gn(x) (3)
where n is the depth of the deep nested model, and Ψs =
{ψ1s , ..., ψns } and Ψt = {ψ1t , ..., ψnt } are the parameter sets.
In this structure, spatial and temporal information are in-
tertwined deeply and collaboratively, meanwhile, hs(·) and
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Figure 1. The whole pipeline of our Semi-Coupled Structure. a, With input x, G decouples the spatial-temporal information by ht
which focuses on temporal features, hs that mainly extracts spatial features, and F integrates them to form the complete temporal-spatial
semi-coupled system. b, To keep the semi-coupled peculiarity in a deep structure, we design the Spatial-Temporal Switch Gradient Descent
(STSGD) method (see Sec. 5.2) that stops the gradient back propagating through the dashed lines in a certain probability p to decouple the
training processes of hs and ht. T 1 and T 2 are utilized to make hs(·) and ht(·) further focus on their own roles and monitor the training
schedule of hs to adjust q in Advanced STSGD (ASTSGD). c, Except the main training loss (L(g)) of Semi-Coupled Structure based on
main goal g, there are another two losses L(rs), L(rt) based on sub-goals rs, rt for T 1, and T 2 to guide hs and ht to focus on spatial and
temporal features respectively.
ht(·) are responsible for spatial and temporal concept pro-
cessing respectively. To this end, we propose two design
paradigms (see Fig. 1).
• Structure Paradigms hs(·) and ht(·) work as their
roles by their different structural designs. At a cer-
tain time stamp of the sequence, the structure of ht(·)
should have access to the temporal information of
other stamps in the sequence like the Recurrent Neural
Network (RNN). While for hs(·), it has no direct con-
nection to the samples of other time stamps, so it can
focus on the spatial information, which normally can
be a CNN structure.
• Task Paradigms Because of the deep nested struc-
ture, hs(·) and ht(·) will disturb each other. To make
hs(·) and ht(·) further focus on their roles, besides the
main goal: g = T [x; Ψs,Ψt], we assign two extra sub-
goals: rs = T 1[x; Ψs,Ψt] and rt = T 2[x; Ψs,Ψt],
where T 1 and T 2 share the same model components
and parameters with T . We also call rs and rt as the
spatial and temporal indicating goals which can reflect
the qualities of spatial and temporal features. The key
design is to make both two indicating goals only im-
pact on their own parameters: Ψs or Ψt. That is, in
T 1, ∂rs/∂Ψt = 0 and in T 2, ∂rt/∂Ψs = 0. The spe-
cific definition of the sub-goals depends on different
tasks. Taking action recognition as an example, rs can
be human poses in a single frame that is unrelated to
temporal information but useful for action understand-
ing, and rt can be the estimates of optical flow.
This new modeling strategy is called Semi-Coupled Struc-
ture (SCS). It is a general framework that is easy to be re-
vised to fit various applications. If the temporal indicating
label of a specific application is difficult to provide, we find
that only rs is enough to encourage hs(·) to focus on spatial
learning, and ht(·) can naturally take the responsibility of
the remain (temporal) information.
Discussion The proposed SCS makes each component be
responsible for a specific sub-concept (spatial or tempo-
ral). This strategy widely exists in the brain using several
different encephalic regions to complete a single complex
task [47, 7]. During this process, our method learns to sep-
arate temporal and spatial information, even though we do
not define them separately. There are previous works that
also try to separate the temporal and spatial information, but
they adopt the hand-craft spatial and temporal definitions,
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a Geometries moving in different directions. Left: For the question “What is the geometry”. Right: “Which direction is the geometry going”.
b Feature maps of the toy experiments described in a. Left: For the 
question “What is the geometry”. Right: “Which direction is the geometry 
going”.
c Feature maps of the auto-driving model. Left: Feature maps of ℎ𝑡 . Right: 
Feature maps of ℎ𝑠.
ℎ𝑡 ℎ𝑠 ℎ𝑡 ℎ𝑠
1
5
8
Geometry: Circle
Geometry: Triangle
Direction: Left
Direction: Down
Figure 2. Toy experiments for semi-coupling Structure. a, The toy examples designed to demonstrate the SCS scheme can successfully
decouple the temporal-spatial features. The contents of input sequences are moving geometries. We let the model to distinguish the shapes
(left two sequences) and the moving directions (right two sequences). b, The feature maps from hs, ht and F in the top layer of the model
on the tasks described in a. When distinguish the geometry’s shape (left three columns), we can see that hs and F only contain spatial
information, and temporal features in ht do not intrude into hs in high layers due to the filter function of F in low layers. While for the
task to distinguish the moving directions, we can see that the temporal information is integrated into F and the spatial features in hs are
weakened. c, Feature maps of hs and ht on auto driving tasks. The highlighting parts in the feature maps of ht describe more information
about the scene changing, while the highlighting parts in hs focus on the outline of the objects and roads.
like Two-Stream model [34] which uses optical flow [27]
to define temporal information and SlowFast Networks [9]
that uses asymmetrical spatial and temporal sampling den-
sity to distinguish and define them. Fig. 2 illustrates that
SCS can successfully decouple the temporal and spatial in-
formation in visual sequences. In a toy experiment, the vi-
sual sequences show different geometries moving in differ-
ent directions (see Fig. 2 a for details) and we note that our
method outperforms LSTM [16] on recognizing “Which di-
rection is the geometry going?” when it encounters a spe-
cific geometry it never saw and “what is the geometry?”
when the motion is disordered. Fig. 2 b shows the feature
maps of ht(x) and hs(x), and we can primarily recognize
that ht(x) represents temporal-related features and hs(x) is
for the spatial one from the viewpoint of human vision. In-
terestingly, our model can quantitatively indicate how im-
portant the temporal information is toward the final goal
by comparing the indicating goals rs and rt, thanks to the
awareness of the temporal and spatial concepts. We believe
this quantitative indicator will largely benefit the sequential
analysis.
2. Performance Profiling on Academic and Re-
ality Datasets
2.1. Video action recognition experiments
To investigate the capacity of the Semi-Coupled Struc-
ture, we conduct the first experiment on video action recog-
nition task. We choose UCF-101 [37], HMDB-51 [25] and
Kinetics-400 [3] datasets which consist of short videos de-
scribing human actions collected from website. Correct
classification is inseparable from the comprehensive abili-
ties of extracting temporal and spatial information: for ex-
ample, distinguishing “triple jump” and “long jump” re-
quires a structure to precisely understand temporal infor-
mation, while to tell “sweeping floor” and “mopping floor”
apart requires great spatial information processing ability.
We find that our SCS can successfully learn the temporal
information over long-range sequences on limited resources
and compared to the conventional sequential models, such
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as LSTM stacked on CNN [8] and ConvLSTM [50], our
SCS achieves remarkable improvements (see Tab. 2 for de-
tails). Unlike the previous architectures, our SCS can be
trained end-to-end without the support of a backbone net-
work (such as VGG [35], ResNet [15], and Inception [40].
Due to the temporal and spatial semi-coupling, the network
can reduce the interference from the temporal unit to the
spatial one so that we can still get high-quality spatial fea-
tures.
2.2. Object outline sequentially annotation experi-
ments
Although the video action recognition task takes a se-
quence as input, each sequence only need to be assigned one
action label. Therefore, modeling it as a pattern recognition
problem instead of a sequence learning is also a way to go.
For example, 3D convolution model [19, 3] is widely used
recently. Based on this consideration, we need a typical se-
quential task to further validate the SCS’s performance. We,
therefore, turn to the outline annotation task.
Unlike video action recognition, outline annotation task
calls for a point sequence to represent the outline of the
target. Each input consists of an image with a start point
to declare which object is the annotation target and an end
point to indicate which direction to annotate. The annota-
tion models are trained to give out the outline’s key points
of the target object one by one from the provided start point
to the end point. A new key point is generated based on
the already calculated key points (Fig. 5 a). The generated
key points form the predicted outline and we adopt the IoU
between the predicted and ground-truth outline as the evalu-
ation metric. Because it is not easy to give out the complete
sequential key points in one step only with the start and end
point, it is not suitable to model this task as a pattern recog-
nition task like the video action recognition task.
We adopt CityScapes dataset [6] as our data source and
the target objects are all from the outdoor scene. The rela-
tively complex backgrounds require great ability to extract
spatial features. Different from the action recognition task,
the temporal information lies in the sequential key point po-
sitions which act as the attentions to assist the selection of
the subsequent points. As a benchmark we compare our
SCS based model, a modified Polygon-RNN model [4],
with the original LSTM based Polygon-RNN model. In this
case, our deep SCS model reaches an average of 70.4 in
terms of IoU, 15% relative improvements over the baseline.
Fig. 5 c illustrates the training processes of SCSs with dif-
ferent depths and training strategies.
2.3. Auto-driving experiments
Next, we want to evaluate the performance of SCS on
some cutting-edge applications. Still, we start from a pat-
tern recognition like problem: the simplified auto-driving
problem. We treat the problem as a visual sequence process-
ing task so that we only focus on the driving direction and
ignore the route planning, strong driving safety and other
things in the real driving environments.
A driving agent, given the sequence of driver’s perspec-
tive images, needs to decide the driving direction for the last
image. It is worth noting that the agent does not know the
historical direction to avoid it making “lazy decision”: sim-
ply repeating the recent direction. As the previous exper-
iments, this task also requires great ability to process spa-
tial information to figure out the road direction and obstruc-
tion condition, and ability to capture temporal information
to make coherent decisions.
We evaluate the SCS on the Comma.ai dataset [32] and
the LiVi dataset [5]. The image sequences are the driving
videos in real traffic including varied scenes such as high-
ways and mountain roads, and the behaviours of the driver
are recorded as the direction label. By experiments, we find
that features from hs record more features of the current
road and ht records more about scene changes during driv-
ing (Fig. 2 c). This indicates that they divide the works
successfully and just as the design purpose, they focus on
temporal and spatial features respectively so SCS can re-
markably disperse the learning pressure to different com-
ponents. Again, the SCS performs substantially better than
conventional LSTM models (see Tab. 5).
2.4. Precipitation forecasting experiments
We further apply our SCS model to precipitation fore-
casting task in order to test its performance on sequence
generation problem. Unlike the previous experiments,
where the model receives the input sequence and gives out
the output sequence synchronously, we apply a form of “se-
quence to sequence” learning [39] in which the input se-
quence is encoded into a representation and then the model
gives out the output sequence based on this representation.
Our dataset, which we term as REEC-2018, contains a
set of meteorological Radar Echo images for Eastern China
in 2018. The metric of the radar echo is composite reflec-
tivity (CR) which can be utilized to predict the precipitation
intensity. A model, given a sequence of the radar echo im-
ages sorted in time, needs to predict a sequence of the future
radar echo images from the previous evolution of CR (see
Fig. 5 b).
Through experiments, we find that our SCS model can
successfully generate the results with original evolution
trends, such as diffusion and translation. Compared with
the ConvLSTM, a conventional sequence model for visual,
again, our SCS gains huge performance improvements.
3. Discussion
In summary, we have built a Semi-Coupled Structure that
can learn to divide the work of extracting features auto-
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matically. A major reason for utilizing such a structure is
to alleviate the interference between learning temporal and
spatial features. Many techniques like STSGD and LTSC
(see Methods and Fig. 3) are proposed to make the SCS
easier to train. The performances of our structure are pro-
vided by the experiments, and the theme connecting these
experiments is the need to synthesize high dimensional tem-
poral and spatial features embedded in data sequences. All
the experiments demonstrate that SCS is able to process vi-
sual sequential data regardless of whether the task is sensory
processing or sequence learning. Moreover, we have seen
that the temporal and spatial features are handled separately
by different sub-structures due to the temporal-spatial semi-
coupling mechanism (see Fig. 2 and Fig. 4).
4. Related Work
Sequence models Sequential tasks on high dimensional
signal require a model to extract spatial representations as
well as temporal features. A series of prior works has shed
light on these tough problems: Constrained by the computa-
tional resource, inchoate methods [20, 51, 43, 44] do not ex-
plicitly extract temporal feature, instead, acquire global fea-
tures by combining spatial information, where pooling is a
common method. To extract temporal information, some re-
searchers adopt low-level features, like optical flow [34, 3],
trajectories [41, 42], and pose estimation [28] to deal with
temporal information. These low-level features are easy to
extract but they are handcraft to some extent, therefore, the
performance is limited. Then with more computational re-
source, Recurrent Neural Networks (RNN) [8, 49, 38] are
widely used, where hidden states take charge of “remem-
bering” the history and extract the temporal features. Re-
cently, 3D convolutional networks [19, 3, 9, 48, 11] appear,
where the temporal information is treated as the same with
the spatial ones. The large 3D kernel makes this method
consume a large amount of computational resource.
Methods to split temporal and spatial information A
simple method to split temporal-spatial information is to
utilize relatively pure spatial information without temporal
one to extract spatial features and pure temporal input for
temporal ones. For example, two-stream models [34, 3, 10]
adopt one static image as spatial input and optical flows as
temporal input. One problem of this method is that the pro-
cesses of extracting spatial and temporal features are com-
pletely independent, making it impossible to extract hierar-
chical spatial-temporal features. Another method is to ad-
just the density of these two types of information. In Slow-
Fast network [9], the input of spatial stream has higher spa-
tial resolution and lower temporal sampling rate, while the
input of temporal stream is the opposite.
5. Methods
In this section, we will introduce the detailed structure of
SCS, the training method with spatial-temporal switch gra-
dient descent, the strategy to deal with the high-dimension
spatial signal and super long sequences, and the designs of
the experiments.
5.1. Network for SCS
At every time-stamp t, the network T , consisting of n
semi-coupled layers, receives an input matrix xt from the
dataset or environment and outputs an vector yt (the main
goal g) to approximate the target (ground truth) vector zt.
As mentioned above, each semi-coupled layer satisfies
the structure of ult = F(hs(ul−1t ), ht(ul−1t )), where ult is
the output of the lth layer at tth step and ul−1t is the input.
By defining u0t = xt, we get:
slt = hs(u
l−1
t ;ψ
l
s) = Conv(u
l−1
t ;ψ
l
s) (4)
clt = ht(u
l−1
t ;ψ
l
t) = Conv([u
l−1
t , σ(c
l
t−1)];ψ
l
t) (5)
where l is the layer index, σ(x) = 1/(1 + exp(−x)) is the
logistic sigmoid function, Conv is the convolutional neural
layer, ψls and ψ
l
t are spatial state and temporal cell state
matrix, respectively, of layer l at time t. cl0 = 0 is true
for all l. We adopt Conv here for it is an excellent spatial
feature extractor and of course, we can replace Conv by
other operators like fully connection, according to different
tasks. Note that Eq. 4 describes the structure of hs and Eq. 5
describes ht which is a simple naive RNN structure. It is
feasible to replace ht with LSTM architecture [50], but the
computing complexity is too high to apply on visual tasks,
so we do not practice this in this paper.
The synthesizer F adopts a parameter-free structure:
ult = Relu(s
l
t) ◦ Sigmoid(clt) (6)
where ◦ denotes element-wise multiplication,
Relu(x) = max(0, x) is the rectified linear unit and
Sigmoid(x) = 1/(1 + e−x) is the sigmoid function. In
this way, the results of ht are normalized to (0, 1), so ht is
treated as a control gate of hs in the viewpoint of F .
As the network is recurrent, its outputs are a function of
the complete sequence (x1, ...,xt). We can further encap-
sulate the operation of the network as
(un1 , ...,u
n
t ) = T ([x1, ...,xt]; Ψs,Ψt) (7)
where Ψ is the set of trainable network weights and unt is
the output of the nth layer at time stamp t. Finally, the
output vector yt is defined by the assembly of (un1 , ...,u
n
t ):
yt = [u
n
1 , ...,u
n
t ] (8)
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Figure 3. Expectation numbers of back-propagation chains.
The horizontal axis is the length of the back-propagation chain
and the vertical axis is the exception number of the chains. Note
that with the growing of the model depth and sequence length, the
number and length of the chains grow significantly. Our STSGD
with large p can efficiently reduce the number of long sequences.
For T 1 and T 2, the sub-goal networks, we adopt the
same hs(·) and ht(·) with T , while the synthesizer F is
different. In T 1, F and sub-goal rs (or yT 1t ) are defined as:
uˆlt = Relu(s
l
t) (9)
yT
1
t = [uˆ
n
1 , ..., uˆ
n
t ] (10)
While in T 2, F and sub-goal rt (or yT 2t ) are defined as:
uˆlt = Relu(c
l
t) (11)
yT
2
t = [uˆ
n
1 , ..., uˆ
n
t ] (12)
5.2. Deep Nested Semi-coupled Structure Training
As discussed in section 1, on one hand, G computes spa-
tial and temporal information by separate modules. On the
other hand, we adopt deep nested structure of stacked G,
inspired from the spatial and temporal coupling in human
brains. But this structure leads to a difficult training pro-
cess, because the deep nested structure actually merges the
spatial and temporal information early in the shallow lay-
ers, which aggravates the pressure of spatial and temporal
decomposition in the later layers as well as reduces the hi-
erarchy of the decoupled features. Moreover, as the depth of
layers and the length of sequences increase, both the num-
ber and the length of the back-propagation chains will grow
significantly, which makes the training process much more
challenging as well (see Fig. 3).
To address this challenge, the Spatial-Temporal Switch
Gradient Descent (STSGD) is proposed to conduct a higher
level of semi-coupling, in which the optimizer updates pa-
rameters based on either spatial or temporal information
with a certain probability at each training step. As the train-
ing goes on, we reduce the degree of this separation and
finally the network can learn all the information. This train-
ing strategy is also a practice of the semi-coupled mecha-
nism: decoupling first then synthesizing.
Spatial-Temporal Switch Gradient Descent STSGD is
also a gradient based optimization method and the gradi-
ents are propagated by the BP algorithm [31]. It works
like a switch that turns off gradients on spatial and temporal
modules with a certain probability. This scheme largely re-
duces the interference between hs(·) and ht(·) induced by
the deep nested structure.
Given the definition Eq. 2. Its forward propagation is:
yt = Gn ◦ . . . ◦ G1 (13)
where Gi = F [ht(·), hs(·);ψi] is the ith layer of the net-
work and ψi is the set of the trainable parameters in the ith
layer. The loss between yt and ground truth zt is defined
as:
E =
T∑
t=1
Et =
T∑
t=1
L(yt, zt) (14)
where L is the loss function.
Then during back-propagation, according to the BPTT
argorithm, the gradient of ψi can be presented as:
∂E
∂ψi
=
T∑
t=1
∂E
∂Gti+1
∂Gti+1
∂ψi
(15)
and in conventional stochastic gradient descent methods,
this exact gradient is adopted to update the parameters and
continue back propagating. In our STSGD, we need to de-
couple the gradients based on the information carried by
these two modules. To this end, we rewrite the gradient as:
∂E
∂ψi
=
T∑
t=1
∂E
∂Gti+1
(
∂Gti+1
∂ci+1t
∂ci+1t
∂ψi
+
∂Gti+1
∂si+1t
∂si+1t
∂ψi
)
(16)
In the equation, the first term in the bracket is the gra-
dient from ht(·) and the second term is from hs(·). As
the structures of ht(·) and hs(·) are designed for tempo-
ral and spatial information respectively, the gradients from
them carry different concepts.
To decouple the gradients, we use a switch to prevent a
certain part (spatial or temporal) from propagating its gra-
dient in back-propagation, which can be defined as:
∂ˆE
∂ψi
=
T∑
t=1
(γt(pt)
∂E
∂Gti+1
∂Gti+1
∂ci+1t
∂ci+1t
∂ψi
+γt(ps)
∂E
∂Gti+1
∂Gti+1
∂si+1t
∂si+1t
∂ψi
)
(17)
where γ is a probability function defined as:
γ(p) =
{
0, with the probability of p
1, with the probability of (1− p) (18)
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Discussion This scheme partly decouples the spatial and
temporal learning process by initializing ps and pt to a rel-
ative high value (ps = pt = 0.5) and as the training goes
on, p decreases to 0 to synthesize the spatial and temporal
training processes. From a macro perspective, it cuts off
some paths in the back propagation with a certain probabil-
ity, which reduces the number of back-propagation chains
significantly, to make the training process more tractable
(see Fig. 3). According to the Assumption 4.3 in [2], if
we set ps = pt, we get E( ∂ˆE∂ψi ) =
∂E
∂ψi
and this will lead
to the similar convergence properties with the conventional
stochastic gradient descent method.
Advanced STSGD Note that, in STSGD, the same value
of p for hs(·) and ht(·) is the restriction for convergence and
is a sufficient condition. But, we hope the network can learn
more spatial information at the beginning, since temporal
information can not be captured given a very unreliable spa-
tial representation. After getting a relatively mature spatial
representation, we hope the STSGD can shift its learning
focus between spatial and temporal features. To this end,
we modify the Eq. 17 with a dynamic ratio q ∈ [0, 1] to:
∂ˆE
∂ψi
=
T∑
t=1
(γt(q)
∂E
∂Gti+1
∂Gti+1
∂ci+1t
∂ci+1t
∂ψi
+γt(1− q) ∂E
∂Gti+1
∂Gti+1
∂si+1t
∂si+1t
∂ψi
)
(19)
Although there is no theory to guarantee the convergence
of the Advanced STSGD (ASTSGD), the experiment results
show it works well. Moreover, to automatically control the
process of decreasing q, we train a small network with 3
fully connection layers which takes rs, rt, and g as input to
optimize q. To simplify the problem, we provide an empir-
ical formula as another option:
q = q0 + (1− q0)max(0, Ls − thresh)
InitLg − thresh ∗ (α(
Lg
Ls
− 1) + 1)
(20)
where Ls and Lg are the loss values of rs and g. q0 is usu-
ally set as 0.5. In this equation, we monitor the decreasing
process of Ls to update q. thresh is a hyper-parameter that
acts as a threshold for Ls, considering that Ls is difficult to
decrease to 0 and we want q get the minimum value when
Ls decreasing to thresh. InitLg is the initial training loss
value of g, for example, the initial loss of an n-class classi-
fication problem, the initial cross entropy loss, is ln(n). α
is a hyper-parameter and the multiplier (α(Lg/Ls−1)+1)
is designed to balance the integral and spatial information.
If the task is more depended on the spatial information, we
can set α smaller, in this way the function will have a rela-
tive big value to better learn the spatial features.
5.3. Dealing long sequences with LTSC
Making use of the different properties between time and
space, T [x; Ψs,Ψt] decouples the temporal and spatial in-
formation. As the length of the sequence grows, the enor-
mous increase in information which leads to huge comput-
ing requirements also brings up the demand of information
decoupling. Briefly, long range temporal semi-coupling
(LTSC) decouples the original long sequence D into short
sequences {di|i = 1, ..., n} along the temporal dimension
with a partitioning principle:⋃
i=1,...,n
{d˜i} = D˜ (21)
d˜i−1 ∩ d˜i 6= ∅ (22)
where d˜i and D˜ are the set of xi contained in sequence
di and D, and di is sorted by index of its first ele-
ment. Eq. 22 requires overlaps between the adjacent sub-
sequences which are the hinge to transmit the information,
for it makes sure that there is no such a point in D that
information cannot feed forward and backward across it.
For example, when splitting D = (x1,x2,x3,x4) into
d1 = (x1,x2) and d2 = (x3,x4) in which there is no over-
lap, information will never transfer between x2 and x3, but
if splitting D into d1 = (x1,x2,x3) and d2 = (x2,x3,x4),
there is no such issue.
As a hyper-parameter, a high overlap η will lead to high
computing complexity and a low η means worse ability to
transmit information. In this paper, we chose 25% for η.
LTSC can be adopted in any sequence task, while in this
paper, LTSC is nested with SCS network. LTSC further uti-
lizes the overlaps among di to enhance the flow of informa-
tion and we adopt an error function to shorten the distance
between output of the adjacent di:
Loverlap =
∑
i=2,...,n
ξ(hm(di−1), hm(di)) (23)
where ξ(a, b) is defined as the overlap MSE function which
calculates the MSE value of the overlap parts of a and b.
This arrangement makes the output of hm with adjacent in-
put di be close in the overlap part.
Note that there are other straightforward methods to de-
couple the long-range temporal information like TBPTT al-
gorithm [46] or simply sampling from the original D [3, 8,
13, 17], but these do not make sure that the semantic in-
formation can transmit through the whole sequence or just
discard some percentage of information.
A simple example demonstrates the smooth flow of se-
mantic information in LTSC. The input visual sequence
consists of an image of star and several of rhombus, and the
star can appear at any temporal position. Our model needs
to learn how far the current rhombus image is from the ap-
peared star. With LTSC, the model can correctly output the
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results even if the star image appears 50 frames ago when
the decoupled sequence lengths are smaller than 10. This
can serve as a preliminary verification on LTSC.
5.4. Comparison with Deep RNN and spatial-
temporal attention model
The Deep RNN framework [30] is the predecessor to the
SCS described in this work, yet they have significant dif-
ferences. Firstly, in the Deep RNN framework, the splitting
of two flows is designed to make the deep recurrent struc-
ture easier to train by adding spatial shortcuts over temporal
flows. While in SCS, the semi-coupling mechanism aims at
endowing the model with the awareness of spatial and tem-
poral concepts. Moreover, hs(·) and ht(·) have the equal
status to explicitly learn the two concepts. Secondly, the
Deep RNN framework has no mechanism to ensure the two
flows focusing on the two kinds of information. This is not
an issue for the SCS which adopts two extra independent
sub-goals and two stand-alone modules tailored for spatial
and temporal features. Thirdly, in the training process, Deep
RNN has no way to control the training degree of the two
flows, thus, no way of re-focusing on the spatial or tempo-
ral information. This problem is addressed in SCS by the
STSGD mechanism.
The Spatial-Temporal Attention model (STAM) [36]
also introduces spatial and temporal concepts. There are
several differences between STAM and SCS. Firstly, SCS
aims at extracting the temporal and spatial features (con-
cepts) separately from the input, while STAM is designed to
output the spatial and temporal attention from input features
which integrate spatial and temporal information. These
attentions defined on skeleton key-points rely on human
skeleton assumption very much and are not general fea-
tures. Secondly, STAM is designed for small-scale data for-
mat (skeleton coordinates, 20D only), thus, it is not suitable
for the large scale problems which are the targets of SCS.
Thirdly, STAM does not have awareness of general spatial
and temporal concepts. The heads of spatial and temporal
attention modules are designed for the specific tasks: spa-
tial one for skeleton keypoints and temporal one for video
frames, thus, the spatial and temporal concepts are actually
human-defined, not learnt by the model itself.
5.5. Action recognition task descriptions
The experiments of action recognition are conducted
on UCF-101, HMDB-51 and Kinetics-400 datasets, which
comprise sets of 101, 51, 400 action categories respectively.
For each dataset, we follow the official training and testing
splits. For each video, the frames are rescaled with their
shorter side into 368 and a 224 × 224 crop is randomly
sampled from the rescaled frames or their horizontal flips.
Colour augmentation is used, where all the random aug-
mentation parameters are shared among the frames of each
Table 1. Detailed stand-alone SCS structures for action recognition
task. There are residual lines between every layer blocks.
layer blocks output size
7× 7, 64, stride2 112[
3× 3, 64
3× 3, 64
]
× 2 56
[
3× 3, 128
3× 3, 128
]
× 2 28
[
3× 3, 256
3× 3, 256
]
× 2 14
[
3× 3, 512
3× 3, 512
]
× 2 7
video.
For this task, we adopt two kinds of Semi-Coupled Struc-
tures: backbone-supported one and stand-alone structure
without backbone. For the backbone-supported structure,
there is a CNN backbone pre-trained on ImageNet [24] (we
choose VGG and InceptionV1 as examples) before the 15-
layer SCS network. While for the stand-alone version, the
model only consists of a 17-layer SCS network. Shortcuts
between layers like ResNet [15] are adopted in SCS net-
works to simplify the training process. The detailed struc-
tures are summarized in Tab. 1.
The main goal g of the network is to minimize the cross-
entropy of the softmax outputs with respect to the action
categories; the final output is the average of the outputs of
every time-stamp frame. The spatial goal rs is the same as
the main goal and the temporal goal rt is to estimate the
optical flow between the current and last input frames. For
each step, the network processes a new video frame and the
probability distribution over action categories is predicted
based on the current processed frames.
Adopting LTSC enables our network to process much
longer sequences than previous works on action recognition
in which sampling methods are used to shorten the video
length. This places greater stress on the long-range mem-
ory capacity of the model but preserves more temporal in-
formation in the original video. In addition, due to the deep
structure of SCS network, we adopt ASTSGD.
Tab. 2 lists the complete results and hyper-parameters of
the experiments on action recognition for SCS, LSTM and
pure CNN model. We can see that our SCS has much bet-
ter performances than LSTM, ConvLSTM, and CBM [30]
models. Compared with CBM, the new SCS decouples spa-
tial and temporal information and adjusts its focus (on spa-
tial or temporal information) strategically during the learn-
ing process. Detailed analysis is shown in “Ablation Study”.
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Figure 4. Ablation study on action recognition task. a, Feature maps of hs and ht. With sub-tasks, the splitting of spatial and temporal
information is more obvious than without sub-tasks: 1) With sub-tasks, hs contains purer spatial information, while without sub-tasks,
there is a little temporal information in hs. 2) Without sub-tasks, ht also extracts texture information, while sub-tasks makes it focus on
the motion changes. This reveals that sub-tasks can make hs and ht focus on their own jobs. b, q values during the training process. At the
beginning of training, q is about 1, which leads SCS to focus on spatial information first. As the training goes on, the value of q gradually
approaches 0.5 to merge temporal and spatial information and the model treats them equally.
Table 2. Action recognition accuracy on Kinetics, and end-to-end
fine-tuning on UCF-101 and HMDB-51. Note that our SCS model
applies 17 layers. “BB” denotes backbone.
Architecture Kinetics UCF-101 HMDB-51
Pre-trained on Kinetics
LSTM with BB (VGG) [8] 53.9 86.8 49.7
3D-Fused [10] 62.3 91.5 66.5
Stand-alone CBM [30] 60.2 91.9 61.7
Stand-alone SCS 61.7 92.6 65.0
Not pre-trained on Kinetics
15-layer ConvLSTM - 68.9 34.2
BB (VGG) supported CBM [30] - 79.8 40.2
BB (VGG) supported SCS - 82.1 42.5
BB (Inception) supported SCS - 87.9 52.1
Ablation Study Since our SCS is a universal backbone,
we conduct the ablation study on this low-level feature-
driven task to show the function of each component. The
results are shown in Tab. 3. We first test the design of the
spatial-temporal sub-task paradigm. From the view of the
performances, it leads to 1.2% accuracy boost and from
Fig. 4 a, we can see that this paradigm makes hs and ht
more focus on their own functions: hs for spatial features
and ht for temporal ones. Then we remove the ASTSGD
from the training process, leading to 1.4% accuracy drop.
In Fig. 4 b, we show the change tendency of q, which
demonstrates that the model learns spatial information first
then merges temporal features into it just as we expect.
Table 3. Ablation study results (accuracy) on action recognition
task with Kinetics and UCF-101 dataset. “w/o” denotes “without”.
Architecture Kinetics HMDB-51
Whole Stand-alone SCS 61.7 65.0
Stand-alone SCS w/o two sub-tasks 60.5 63.7
Stand-alone SCS w/o sub-task T 2 only 61.3 64.2
Stand-alone SCS w/o ASTSGD 60.8 63.2
Stand-alone SCS w/o LTSC 59.7 62.9
The sub-tasks and ASTSGD are the main improvements on
CBM [30], which make hs and ht focus on their jobs, the
training process controllable, and the model perform better.
Without LTSC, the model can only access a short clip due to
the limit of computational resource and the accuracy drops
2%.
5.6. Outline annotation task descriptions
We adopt CityScapes dataset [6] to conduct the outline
annotation task experiments. CityScapes dataset consists of
the street view images and their segmentation labels. We
crop out the backgroud of the images and only preserve
8 kinds of the foregrounds: Bicycle, Bus, Person, Train,
Truck, Motorcycle, Car and Rider. After cropping, there
are 51k training images and 10k test images. The preserved
images are resized to 224 × 224.
Similar with Polygon-RNN [4, 1], a VGG model is
adopted first to extract the spatial features of the original
images. Then a deep SCS network with 15 layers takes the
image features and the outline point positions of time-stamp
t−1 as input for each time-stamp t and generates the outline
point positions sequentially. In short, we replace the RNN
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a Annotation mechanism of object outline c Training processes of outline annotation task. Top: 
Semi-coupled model. Middle: LSTM model. Bottom: 
SCS with different initial 𝑞.
b Object outline annotation results
d Precipitation forecasting model
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Figure 5. Outline annotation and precipitation forecasting experiments. a, To annotate the oulines, we first crop out the objects, then
give the start point (the red one), finally the model needs to give out the outline points starting from it one by one to form a complete
outline. b, Some example images annotated by our SCS structure. c, From the training process of the model on outline annotation,
we can see that our SCS model can benefit from the increasing model depth while LSTM model is difficult to train when stacked deep,
which is because extracting the hierarchical spatial and temporal features together is difficult and our Semi-Coupled Structure can solve
this problem. Moreover, a larger initial q can better decouple the training process of hs and ht, thus leads to a better performance. d,
The precipitation forecasting model consists of an encoder and a decoder. The encoder integrates the observed radar echo images into
an intermediate representation. The decoder takes the representation and the last radar echo image as input, updates the intermediate
representation and outputs the future image one by one.
part in the original Polygon-RNN model with our deep SCS
network and adjust the optimizing method with our LTSC
and STSGD schemes.
This task is also treated as a classification task. Each
position of the image is a class and the loss function is the
cross-entropy of the softmax outputs with respect to the im-
age positions (28 × 28 + 1, 784 positions in total and a
terminator). The spatial goal rs and temporal goal rt are
the same as the main goal: predicting the positions of the
outline’s key points. Though we do not adopt different tar-
gets for T 1 and T 2, the independent optimization processes
and asymmetrical structures allow them to focus on differ-
ent information. The outline position sequence makes up a
polygon area and we adopt the IoU between the predicted
and ground-truth polygon area as the evaluation metric.
For each foreground, the model predicts 60 outline
points at most. With a 15-layer SCS network, this sequence
length requires huge computing resources, so we adopt the
LTSC mechanism to split the sequence into 6 short clips
and utilize ASTSGD to decouple the temporal and spatial
training process of the deep structure.
Detailed results and hyper-parameters of the experiments
on outline annotation for SCS-Polygon-RNN, Polygon-
RNN and Polygon-RNN++ are shown in Tab. 4. Com-
pared with traditional LSTM or GRU module, our model
can be stacked deeply and achieve better performances with
less parameters. Our SCS does not achieve the state-of-
the-art performance because Polygon-RNN++ adopts many
advanced tricks to improve the performance (including re-
inforcement learning, graph neural network, and attention
module). These tricks are not the focus of this paper. Com-
pared with CBM [30], the new SCS with sub-tasks and
ASTSGD achieves better performances.
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Table 4. Performance (IoU in %) on Cityscapes validation set
(used as test set in [4]). Note that “Polyg-LSTM” denotes the orig-
inal Polygon-RNN structure with ConvLSTM cell, “Poly-GRU”
for Polygon-RNN with GRU cell, and “Polyg-SCS” for Polygon-
RNN with our Semi-Coupled Structure.
Model IoU
Original Polygon-RNN [4] 61.4
Residual Polygon-RNN [1] 62.2
Residual Polygon-RNN + attention + RL [1] 67.2
Residual Polygon-RNN + attention + RL + EN [1] 70.2
Polygon-RNN++ [1] 71.4
# layers # params of RNN
Polyg-LSTM 2 0.47M 61.4
Polyg-LSTM 5 2.94M 63.0
Polyg-LSTM 10 7.07M 59.3
Polyg-LSTM 15 15.71M 46.7
Polyg-GRU 5 2.20M 63.8
Polyg-GRU 15 11.78M 64.7
Polyg-CBM [30] 5 1.13M 63.1
Polyg-CBM [30] 15 5.85M 70.4
Polyg-SCS 2 0.20M 62.9
Polyg-SCS 5 1.13M 65.8
Polyg-SCS 10 2.68M 68.0
Polyg-SCS 15 5.85M 71.0
5.7. Auto-driving task description
Auto driving is a complex task. Completely solving it
requires to conduct scene sensing, route planning, security
assurance and so on. Here we simplify the task into a se-
quential vision task: given a short video from driver’s per-
spective and outputting the driving direction in the form of
steering wheel angles. The experiments are conducted on
comma.ai [32] and LiVi-Set [5] datasets. These sets record
the real driving behaviours of human drivers and there are
various road conditions including town streets, highways
and mountain roads. To make the model better focus on
the road, we crop out the sky and other irrelevant informa-
tion from the original images. And the final input images
are resized to 192 × 64.
We compare our SCS network with conventional LSTM
model and CNN model. The SCS structure is the same
as the stand-alone model used in action recognition and
the LSTM model adopts a CNN backbone (VGG) like LR-
CNs [8]. These two models both take a short driving video
as the input and extract the temporal-spatial features. While
for CNN model, we adopt the ResNet [15] structure, and
it only takes the current driving image as input and utilizes
spatial features to commit predicting.
This is a regression problem and the main goal g of the
network is set to minimize the MSE of the predicted steer-
ing angles with the ground truth. The same with the action
recognition task, the spatial goal rs is the same as the main
goal and the temporal goal rt is to estimate the optical flow.
Table 5. Auto-driving performance of SCS and baselines (CNN,
CNN+LSTM) on the comma.ai and LiVi-Set validation set. Note
that “λ” denotes the angle threshold, “p” denotes the initial proba-
bility to stop the back-propagation in STSGD and “length” denotes
the number of observed frames.
SCS model
length=7 length=3
λ=6 λ=3 MSE λ=6 λ=3 MSE
LiVi
p=0.0 31.8 16.9 0.046 28.8 15.9 0.049
p=0.3 34.1 17.4 0.045 30.5 16.1 0.048
p=0.5 35.1 19.4 0.044 33.4 17.6 0.046
Comma
p=0.0 45.4 24.5 0.060 42.5 22.9 0.05
p=0.3 48.8 25.5 0.043 46.9 23.9 0.044
p=0.5 49.2 25.0 0.037 47.4 24.1 0.041
CNN+LSTM
length=7 length=3
λ=6 λ=3 MSE λ=6 λ=3 MSE
LiVi 29.2 15.9 0.052 27.3 14.5 0.057
Comma 43.1 23.8 0.056 42.3 21.0 0.058
CNN
length=1
λ=6 λ=3 MSE
LiVi 24.5 13.0 0.057
Comma 45.2 25.3 0.056
We adopt sigmoid function to normalize the angles because
the angles before normalization are more likely distributed
around 0 and this non-linear function can, to some extent,
make the distribution more uniform. Accuracy is used as
the metric which is defined as:
Acc =
∑I
i bmin( λ|predi−labeli|+ , 1)c
I
(24)
where I is the number of the samples, λ is a threshold, and 
is a small value to prevent the denominator from being zero.
predi and labeli are the predicted angle value and label an-
gle value of sample i. In short, if the difference between
predicted angle and label angle is less than the threshold,
we treat it as an accurate prediction.
To predict the current driving direction, the models need
to review a short history driving video (except the CNN
model). We adopt our LTSC scheme when reviewing rel-
ative long history and we adopt STSGD for the deep SCS
networks. We find that, adopting LTSC to access more tem-
poral information makes the model achieve better perfor-
mances without increasing memory resources. And STSGD
relatively improves the performances by 9% on average.
The detailed comparison results are shown in Tab. 5.
We adopt this experiment to show that our SCS can quan-
titatively indicate how important the temporal information
is toward the final goal. In this analysis, we set rs and rt to
the same with the main goal. By calculating the accuracy
of T 1 and T 2, we can determine the importance of tempo-
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Table 6. Accuracy of T 1 and T 2 on LiVi. Comparing their per-
formances, we can get the importance of temporal information on
different road conditions.
T 1 T 2 T 2 − T 1
λ=6 λ=3 λ=6 λ=3 λ=6 λ=3
L
iV
i
Crossroads 18.3 10.2 29.1 16.3 10.8 6.1
T-junction 23.4 12.6 32.2 17.0 8.8 4.4
Curve road 32.9 17.1 37.6 20.1 4.7 3.0
Straight road 39.1 21.0 41.7 21.4 2.6 0.4
Table 7. Performance on the REEC-2018 validation set. Note that
“p” denotes the initial probability to stop the back-propagation in
STSGD.
Model MSE CSI FAR POD COR
ConvLSTM [50] 0.01156 0.5349 0.1733 0.5986 0.6851
SCS
p=0.0 0.01030 0.5624 0.1720 0.6372 0.7062
p=0.3 0.01033 0.5635 0.1702 0.6371 0.7072
p=0.5 0.01022 0.5636 0.1682 0.6368 0.7072
ral and spatial information in different road conditions. The
results shown in Tab. 6 are consistent with our intuition: On
straight roads, T 1 and T 2 have similar performances, which
reveals that the temporal information is not so important on
this condition. While on crossroads, T 2 performs much bet-
ter than T 1, which shows that we need more temporal in-
formation to give out steering angles. On these four condi-
tions, the performance gaps of T 2 and T 1 can be ordered as:
straight roads <cure roads <T-junctions <crossroads. This
is reasonable and proves that T 2 and T 1 focus on temporal
and spatial information separately. Moreover, it preliminar-
ily shows that how can we utilize this method to reveal the
importance of temporal information on a specific sample.
5.8. Precipitation forecasting experiments
The composite reflectance (CR) image received by the
weather radar can reflect the precipitation situation in the
specific area. By predicting the morphological changes of
CR in the future we can forecast the precipitation. In this
task, the models take a short period of the CR images as the
input and generate the future CR images. The experiments
are conducted on our REEC-2018 dataset which contains
a set of CR images of Eastern China in 2018 and the CR
image is recorded every 6 minutes. For better prediction, we
select the top 100 rainy days from the dataset and crop a 224
× 244 pixel region as our input images. For preprocessing,
we normalize the intensity value Z of each pixel to Z ′ by
setting Z ′ = Z−min({Zi})max({Zi})−min({Zi}) , where {Zi} is the set of
intensity values of all the pixels in the input image.
In this task, we compare our SCS network with the Con-
vLSTM network. Both of them consist of an encoder and a
decoder which have the same structure. For our model, the
encoder and the decoder are 15-layer SCS networks while
there are multi-stacked ConvLSTMs in the ConvLSTM ver-
sion. Encoders take one frame in the CR sequence as in-
put for every time-stamp and then generate the intermediate
representation of the observed sequence. Decoders take the
intermediate representation as well as the last CR image as
input and generate the CR image prediction and new inter-
mediate representation as shown in Fig. 5 d.
This is a regression problem and every pixel of CR im-
age represents the reflectance intensity of a specific geo-
graphic position. The networks are trained under the MSE
loss function (the main goal g is the MSE loss). The spa-
tial goal rs is the same as the main goal. The temporal goal
rt is to estimate the optical flow and pixel-wise difference
between frames since every pixel has its own independent
meaning: the reflectance intensity of that location. The op-
tical flow guides T 2 to learn the variation of wind direction
while the pixel-wise difference is designed for the local pre-
cipitation changes. We evaluate the models using several
metrics following [50], namely, mean squared error (MSE),
critical success index (CSI), false alarm rate (FAR), proba-
bility of detection (POD) and correlation. Since every pixel
has stand-alone meaning, we evaluate the performance at
pixel level. We convert the prediction and the label to a
0/1 matrix using a threshold of 0.5 and define “hit” (predic-
tion=label=1), “miss” (prediction=0, label=1), “falsealarm”
(prediction=1, label = 0). Then the metrics are defined as:
SCI =
#hit
#hit + #miss + #falsealarm
(25)
FAR =
#falsealarm
#hit + #falsealarm
(26)
POD =
#hit
#hit + #miss
(27)
correlation =
∑
i,j CR Pi,j × CR Li,j√
(
∑
i,j CR P
2
i,j)(
∑
i,j CR L
2
i,j) + 
(28)
where CR P is the predicted CR image and CR Pi,j is the
0/1 value of position (i,j) in the CR image. CR L is the
ground-truth CR image, i.e. the label.
The models take 5 CR images as input and predict 5 fu-
ture images. This is not a long sequence, so we do not adopt
the LTSC scheme. STSGD is utilized in the deep SCS net-
work. With a higher initial p, the model achieves better
performance (see details in Tab. 7), which indicates the im-
portant role of STSGD for SCS. The detailed comparison
results are shown in Tab. 7.
5.9. Optimization
The hyper-parameters are selected from grid searches
and are listed in Tab. 8. For all the experiments, the CNN
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Table 8. Hyper-parameter settings for action recognition, outline annotation, auto driving and precipitation forecasting experiments.
Action Recognition Outline Annotation Auto Driving Precipitation Forecasting
BB supported Stand-alone LSTM SCS CNN+LSTM SCS ConvLSTM SCS
Batch size 16 40 8 4 128 128 8 4
Learning rate 1e-4 1e-4 1e-4 2e-4 2e-4 1e-4 1e-4 1e-4
Backbone {VGG, Inception} - VGG VGG ResNet-18 [15] - - -
Num. layers BB layers + 15 17 {2,5 10, 15} {2,5 10, 15} 18 + 1 15 15 15
Training method STSGD STSGD - STSGD - ASTSGD - ASTSGD
LTSC setting 10× 7 5× 6 - 10× 4 - - - -
Feature dimension 512 512 256 256 512 512 64 128
λ - - - - {3, 6} {3,6} - -
layer is initialized with the “Xavier initialization” method
followed by Batch Normalization layer [18]. All networks
are trained using Adam optimizer [22] and the backbones
are pre-trained on ImageNet. For the huge memory con-
sumption of the long sequential vision tasks, the batch size
of each training step is relative small and we accumulate the
parameters’ gradients of several training steps, then update
the parameters together, which can speed up the training
process to some extent. In the process of back-propagation-
through-time (BPTT) [45], the gradients of RNN parame-
ters was clipped to the range [-5, 5].
6. Data availability
The data that support the plots within this paper are
available from the corresponding author upon reasonable
request.
7. Code availability
A public version of the experiment codes will be made
available with this paper, linked to from our website
http://www.mvig.sjtu.edu.cn and Github website.
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