We study a new class of distances between Radon measures similar to those studied in [13] . These distances (more correctly pseudo-distances because can assume the value +∞) are defined generalizing the dynamical formulation of the Wasserstein distance by means of a concave mobility function. We are mainly interested in the physical interesting case (not considered in [13] ) of a concave mobility function defined in a bounded interval. We state the basic properties of the space of measures endowed with this pseudo-distance. Finally, we study in detail two cases: the set of measures defined in R d with finite moments and the set of measures defined in a bounded convex set. In the two cases we give sufficient conditions for the convergence of sequences with respect to the distance and we prove a property of boundedness.
Introduction
In [13] , Dolbeault, Nazaret and Savaré introduce and study the basic properties of a new class of distances between non-negative Radon measures on R d . These distances are defined generalizing the dynamical characterization of the Wasserstein distance. We briefly recall that the Wasserstein distance between two non-negative measures with the same mass can be defined as a relaxed optimal transportation problem (see [26] , [2] , [27] for a reference on this interesting topic) W p (µ 0 , µ 1 ) := inf
where Γ(µ 0 , µ 1 ) is the set of all transport plans between µ 0 and µ 1 : they are non-negative measures Σ on R d × R d with the same mass of µ 0 and µ 1 whose first and second marginals are respectively µ 0 and µ 1 , i.e. Σ(B × R d ) = µ 0 (B) and Σ(R d × B) = µ 1 (B) for all Borel set B of R d . In [4] , Benamou and Brenier prove that the Wasserstein distance defined in (1) 
The proof of the dynamical characterization for general non-negative Borel measures was given in [2] where the continuity equation in (2) was considered in distributional sense. The generalization of (2) studied in [13] , roughly speaking, replace the mobility coefficient ρ in (2) with a non-linear one h(ρ), where h : [0, +∞) → [0, +∞) is a concave increasing function such that h(0) = 0 (particularly important examples are the functions h(ρ) = ρ α , α ≥ 0) and the new "distance" is defined modifying (2) as follows 
This "definition" is not rightly stated because it is necessary to specify the spaces where ρ and v has to belong, and the notion of solution of the modified continuity equation in (3) . The right framework is that of Radon measures and distributional solutions. The motivation for studying distances defined like in (3) arises from physical problems. Indeed many interesting models are described by partial differential equations whose solutions can be seen as trajectory of the gradient flow of a suitable energy functional with respect to this distance (see for instance the introduction of [13] and [10] ).
On the other hand, the concave mobility h(ρ) ≥ 0 considered in [13] is defined on the unbounded interval [0, +∞) and has to be necessarily non-decreasing. If we want to consider non-monotone concave mobilities h(ρ) ≥ 0, then the domain of h has to be a bounded interval. This case, not considered in [13] , is physically interesting. Indeed, examples of equations that can be modeled as gradient flows with respect to this kind of distances are a version of Cahn-Hilliard equation [14] , some equation modelling chemotaxis with prevention of overcrowding [7, 8, 12] , equations describing the relaxation of gas of fermions [21, 20, 15, 16, 9, 11] , studies of phase segregation [18, 25] , and studies of thin liquid films [5] .
The principal example of mobility function in the papers cited above is In the previous examples, if a < 0 then the density could be negative at some points and we have to consider signed measures instead of non-negative measures.
In this paper we will show that almost all the properties of the distance studied in [13] can be extended to this case.
As previously observed, in order to give a precise meaning of the dynamical characterization (2) and to define in a rigorous way the modified distance (3), the right framework is that of time dependent families of Radon measures and distributional solutions of the continuity equation. Following the explanation given in the introduction of [13] , we replace ρ t by a continuous curve t ∈ [0, 1] → µ t (µ t = ρ t L d in the absolutely continuous case) in the space M + (R d ) of nonnegative Radon measures in R d endowed with the usual weak * topology. We replace the vector field v t in (2) with a time dependent family of vector measures ν t := v t µ t ≪ µ t . The continuity equation in (2) can be written in terms of the couple (µ, ν)
and it is a linear equation. Since v t = dν t /dµ t is the density of ν t with respect to µ t , the action functional which has to be minimized in (2) is
In the case of absolutely continuous measures with respect to L d , i.e. µ = ρL d and ν = wL d , the functional Φ can be expressed as
Denoting by CE(0, 1) the class of measure-valued distributional solutions (µ, ν) of the continuity equation (4), we can state the dynamical characterization of the Wasserstein distance as follows
(as already observed, the Benamou-Brenier characterization (7) for Borel non-negative measures was proven in [2] ). We observe that the function φ defined in (6) is p-homogeneous w.r.t. w, is convex with respect to (ρ, w), and positively 1-homogeneous with respect to (ρ, w). By the 1-homogeneity it is immediate to check that the functional Φ in (6) is independent on the Lebesgue measure, in the sense that if γ ∈ M + loc (R d ) is another reference measure such that supp(γ) = R d and µ =ργ and ν =wγ, then
We explain the main idea of [13] for state rigorously the intuitive "definition" (3) . Given a concave mobility function h : (a, b) → (0, +∞), we consider still the linear continuity equation (4) and modify the action density φ in the following way:
The concavity of h is a necessary and sufficient condition for the convexity of φ in (9) (see [24] and Theorem 2.1). We observe that φ still satisfies the p-homogeneity with respect to w and is globally convex, but it is no longer positively 1-homogeneous with respect to (ρ, w). Hence, in order to consider the integral functional Φ like (8) it is necessary to precise the reference measure γ ∈ M + loc (R d ) for that ρ and w are the densities of µ and ν respectively. Defining
when µ = ργ, ν = wγ, and defining Φ suitably on the singular part of µ and ν with respect to γ, (see Definition 2.5) the definition of the generalized Wasserstein distance associated to (φ, γ) is therefore
Particularly important for the applications are the following choices of γ:
with Ω an open subset of R d ; In the paper [10] , the authors used this kind of distance in the case γ = L d |Ω in order to study the problem of the convexity of integral functionals along geodesics induced by the distance. The forthcoming paper [22] will be devoted to the study of forth orders equations (Cahn-Hilliard type with nonlinear mobility and thinfilm like equations), with the proof of the existence of solutions by means of the minimizing movements approximation scheme (see [2] ) for the distance like (10) and a first order integral functional.
We conclude this introduction stating the principal properties obtained in this paper for the distance like (10) with h : (a, b) → (0, +∞), referring to Section 3 for the precise definitions and the complete statements. We recall that the choice of consider the mobility with bounded domain (a, b) allow to consider also the distance between signed measures.
• The space M loc (R d ) endowed with the distance W φ,γ is a complete pseudo-metric space (the distance can assume the value +∞), inducing as strong as, or stronger topology than the weak * one. Bounded sets with respect to W φ,γ are weakly * relatively compact. The distance W φ,γ is lower semi continuous with respect to the weak * convergence.
• In order to avoid that the distance could be +∞ we consider the space
turns out to be a complete metric space.
• M[σ] is a geodesic space and the geodesic are unique if h is strictly concave.
• Ifm −q (γ) < +∞, where q is the conjugate exponent of p and the generalized momentum is defined in Definition 2.9, then µ(
Finally, in Section 4 we give sufficient conditions on the measures µ 0 , µ 1 in order to have finiteness of the distance W φ,γ (µ 0 , µ 1 ), and we prove two results: one for the all space R d with the Lebesgue measure as a reference, the other one for convex bounded domains in R d . In the two cases we study also the relation between the weak- * convergence of measures and the convergence with respect to the distance W φ,γ .
Preliminaries
In this Section we introduce the necessary tools in order to define in the next Section the modified Wasserstein distance and prove its basic properties. The contents are an adaptation of Sections 2-4 of [13] .
Notation
Let X be a topological space, A ⊂ X, f : X → R ∪ {±∞} be a function. We denote by: int(A),Ā, ∂A the interior, the closure and the boundary of A, respectively;
We say that f is lower semicontinuous or l.s.c. (resp. upper semicontinuous or u.s.c.) iff epi(f ) (resp. hypo(f )) is closed in X × R. If (X, d) is a metric space, this is equivalent to say that f is l.s.c. (resp. u.s.c.)
Push-forward of measures
Given a Borel measure µ on a topological space X, and a Borel map T : X → Y , with values in a topological space Y , we define the image measure of µ through the map T , denoted by
If X and Y are domains of R d , the map T is sufficiently smooth and the measures µ and ν are absolutely continuous with respect to Lebesgue measure with densities ρ and ρ respectively, then ν = T # µ is equivalent, by the change of variables theorem, to
The formula (12) for the densities holds in a very greater generality (see [2, Lemma 5.5.3]).
Convex Analysis
In this subsection we recall some concepts from convex analysis, our main reference is [24] . 
If f is l.s.c, then f ∞ is l.s.c., and for any x ∈ dom(f ) it holds:
We have that:
be convex sets, andf : C ×D → R∪{±∞} be a function. We will callf a concave-convex function if:
Given a concave-convex functionf : C × D → R, we define its lower extensionf 1 :
For every fixed r, the function z →f (r, z) is l.s.c. Conversely, given any concave-convex functionf :
is a convex map and for every fixed r, the function w → f (r, w) is l.s.c. Moreover, if dom(f ) = C × D and f agrees with its lower extension, then f is l.s.c.
Proof. See [24, Theorem 33.1].
Action function Definition (Admissible action density functions). Let
. nonnegative proper convex function, 1 < p < ∞. We say that φ is an admissible action density of order p if it satisfies the following two properties: (F1) w → φ(·, w) is p-homogeneus, i.e. for every given ρ ∈ R such that {ρ} × R d ∩ dom(φ) = ∅ we have φ(ρ, 0) = 0 and for every λ = 0, w ∈ R d we have φ(ρ, λw) = |λ| p φ(ρ, w) (both sides may be +∞).
The set of all admissible action densities of order p will be denoted by A p . Given a, b ∈ R, a < b we will denote by A p (a, b) the set of action densities in A p such that int(dom(φ)) = (a, b) × R d . Let q be the conjugate exponent of p. We construct the partial dual A * q of A p as follows. For all φ ∈ A p , we define the concave-convex functionφ : dom(φ) → R ∪ {+∞} by setting:
We will call the lower extension ofφ the marginal conjugate of φ and we will still denote it byφ. We observe thatφ is q-homogeneous with respect to the second variable andφ(ρ, z) ≥ 0. We define:
and it is easy to check that int
The following proposition can be proved exactly as Theorem 3.1 of [13] .
Proposition 2.1 (φ-norm). Let 1 < p < +∞, q be the conjugate exponent of p and φ ∈ A p . Then:
, the functions w → φ(ρ, w) 1/p and z →φ(ρ, z) 1/q are norms on R d each one dual of the other. We have:
2. The restriction to dom(φ) of the marginal conjugateφ of φ takes its values in [0, +∞) and it is a concave-convex function.
Equivalently, a function φ belongs to A p if and only if it admits the dual representation formula
is (the lower extension of ) a nonnegative concave-convex function which is q-homogeneous with respect to z. Lemma 2.1. Let φ ∈ A p . Then the recession functional is p-homogeneous with respect to the second variable, i.e. φ ∞ (ρ, λw) = |λ| p φ ∞ (ρ, w) for λ ∈ R. Moreover, for ρ = 0 it is possible to express
Proof. We notice that (0, 0) may not belong in general to dom(φ), however we have:
for everyρ ∈ R such that (ρ, 0) ∈ dom(φ), and suchρ exists by definition of the class A p . Hence φ ∞ is still p-homogeneous with respect to w. The other statement follows from the definition of the class A p .
We notice that in the case of φ ∈ A p (a, b) we have φ ∞ (0, 0) = 0 and φ ∞ (ρ, w) = +∞ for (ρ, w) = (0, 0). One of the most interesting example of admissible density function in A p (a, b) is the following:
We have that this is a concave-convex map which is q-homogeneous with respect to z. Hence, it is the marginal conjugate of the l.s.c. convex map φ h ∈ A p (a, b) defined by
Such function h is called mobility function.
The following proposition shows that every admissible function φ is bounded from above by an admissible function of the type (16).
Proof. Let us define h(r) := inf
whereφ is defined in (13) . By the q-homogeneity ofφ we havẽ
Then, by the representation (15) for φ and φ h , we obtain
Action functional
Given an admissible action density function φ and a reference measure γ on R d , we can define the corresponding action functional.
such that supp(µ) and supp(ν) are contained in supp(γ) we can write their Lebesgue decomposition µ = ργ + µ ⊥ , ν = wγ + ν ⊥ . Introducing a nonnegative Radon measure σ ∈ M + loc (R d ) such that µ ⊥ ≪ σ and ν ⊥ ≪ σ (e.g. take σ = |µ ⊥ | + |ν ⊥ |) and using the notation µ ⊥ = ρ ⊥ σ and ν ⊥ = w ⊥ σ, we define the action functional Φ associated to φ by
Since φ ∞ is 1-homogeneous, the definition does not depend on σ.
We collect in the following theorem some properties of convex functionals on measures. The proof can be found in [13] (see also [3] for functionals defined on measures).
Theorem 2.2 (Properties of Φ).
Let φ ∈ A p and Φ as in Definition 2.5.
2. Monotonicity w.r.to γ. Assume that (0, 0) ∈ dom(φ) (in this case by homogeneity we have φ(0, 0) = 0) and let
The following example shows that the statement on monotonicity with respect to the reference measure may fail if (0, 0) ∈ dom(φ).
Example 1 (Non-monotonicity). Let d = 1. We define φ : R × R → R ∪ {+∞} to be φ(r, v) = |v| 2 if r ∈ [3/2, 2] and +∞ elsewhere. Define γ 2 = 3/2γ 1 = χ [1, 2] (x)L 1 and set µ = ν = γ 2 = 3/2γ 1 . Then
When φ ∈ A p (a, b), the finiteness of the corresponding action functional Φ(µ, ν|γ), force the absolute continuity of µ with respect to γ and a boundedness of the density of µ with respect to γ . We state this important property in the following proposition.
where µ = ργ and ν = wγ. Moreover we have
Proof. Since φ ∈ A p (a, b) and p > 1, by the definition of φ ∞ and Lemma 2.1, it is easy to check that φ ∞ (ρ, w) = +∞ if (ρ, w) = (0, 0), and φ
In order to have Φ ∞ (µ, ν|γ) < ∞, we must have ρ ⊥ (x) = 0 and w ⊥ (x) = 0 for σ-a.e. x ∈ R d . This implies that ρ ≪ γ and ν ≪ γ and (18) holds. The last statement follows from R d φ(ρ, w) dγ < +∞.
Continuity equation
In this Subsection we collect the basic facts on the measure solutions of the continuity equation. It is an adaptation of [13] and [2] , with the novelty that here we consider signed measures instead of non-negative measures.
Definition 2.6. Given T > 0, we consider the continuity equation:
where µ t , ν t are Borel families of measures in
and the equation (20) holds in the sense of distributions, i.e.
We recall that, thanks to the disintegration theorem, we can identify (ν t ) t∈[0,T ] with the measure ν = T 0
Similarly, we can identify (µ t ) t∈[0,T ] with a measure µ =
Lemma 2.2. Let T > 0 and (µ t , ν t ) t∈(0,T ) be a Borel family of measures satisfying (21) and (22) . Then there exists a unique weakly* continuous curve T ) ) and t 1 , t 2 ∈ [0, T ] with t 1 ≤ t 2 we have: 
T 0 Φ(µ t , ν t |γ) dt < +∞}, which is the set of solutions of the continuity equation connecting µ 1 to µ 2 with finite energy. We also use the notation CE φ,γ (0, T ) := {(µ, ν) ∈ CE(0, T ) : 
is a distributional solution of (22) on (0, T ′ ).
(Gluing solution) Let
(µ 1 , ν 1 ) ∈ CE(0, T 1 ), (µ 2 , ν 2 ) ∈ CE(0, T 2 ) with µ 1 T1 = µ 2 0 . Then the new family (µ t , ν t ) t∈(0,T1+T2) , defined by (µ t , ν t ) = (µ 1 t , ν 1 t ) for 0 ≤ t ≤ T 1 and (µ t , ν t ) = (µ 2 t−T1 , ν 2 t−T1 ) for T 1 ≤ t ≤ T 2 , belongs to CE(0, T 1 + T 2 ).
Conservation of the mass for solutions with finite energy
In this paragraph we prove that, under a condition on the generalized moments of the reference measure γ and for φ ∈ A p (a, b), the total (signed) mass conserves for solutions of the continuity equation with finite energy.
Definition 2.8 (Upper uniform concave bound). Let φ ∈ A p (a, b). Fixingρ := (a+ b)/2 we use the notation
where the norms above (equivalents to the euclidean one) are defined in (14) . We consider the set:
H := {g : R → R ∪ {−∞} : g is u.s.c. and concave, g(ρ) ≥φ(ρ, z/ z * ) ∀z = 0}.
This set is nonempty, and we can define:
which turns out to be the smallest u.s.c. concave function greater than or equal to sup{φ(ρ, z) : z * = 1}. Since int(dom(h)) = (a, b) we obtain that
By homogeneity property it is immediate to prove that
When φ is given as in Definition 2.4, we have h(ρ) = C · h(ρ), where C := max{|z|/ z * : z = 0}, and | · | is the euclidean norm.
We define the generalized r-th momentumm r (γ) of γ by setting:
We observe that ifm r (γ) < +∞ thenm s (γ) < +∞ for every s ≤ r.
Proposition 2.4 (Mass conservation).
Let p > 1, q its conjugate exponent and φ ∈ A p (a, b). Let r ∈ R such that r ≥ −q and γ ∈ M
Proof. We consider a cutoff function ζ ∈ C ∞ c (R d ) such that ζ(x) = 1 if |x| ≤ 1, ζ(x) = 0 if |x| ≥ 2 and |∇ζ(x)| ≤ 1 for all x ∈ R d . We consider the family ζ R (x) = ζ(x/R), for R > 0, that obviously satisfies |∇ζ R (x)| ≤ 1/R for all x ∈ R d . Using the notations of Definition 2.8, for every t 1 , t 2 ∈ [0, T ], t 1 < t 2 , by Proposition 2.1 and (25) we have (24) and the equivalence of · * with the euclidean norm, the last inequality shows that there exists C > 0 such that
Sincem r (γ) < +∞ shows that lim R→+∞ R r γ(B 2R \ B R ) = 0 we have that lim R→+∞ 
We define the curve, for t ≥ 0,
It is easy to check that (µ, ν) ∈ CE(0, +∞),
By a simple computation we obtain that
The curve (µ t , ν t ) can be reparametrized between [0, 1] setting s = 2 π arctan t, t ∈ (0, +∞) and η s = ρ tan( 
Compactness for solutions with finite energy
In this section we prove a compactness result for signed solutions of the continuity equation. This result is a useful tool in order to obtain existence of geodesics of the distance defined in the next Section and its lower semi-continuity with respect to weak * convergence.
then there exists a subsequence (still indexed by n) and a couple (µ, ν) ∈ CE φ,γ (0, T ) such that µ
If along the subsequencem −q (γ n ) < +∞ for all n andm −q (γ) < +∞, and µ
Proof. By Proposition 2.3 we have µ n = ρ n γ n , ν n = w n γ n and |ρ n | ≤ c := max{|a|, |b|}. Then there exists a subsequence (still indexed by n) and ρ such that
On the other hand, by (25) 
By (24), (28) and the equivalence of · with the euclidean norm, the last inequality shows that there exist C > 0 such that
and a subsequence such that ν n ⇀ * ν. By the lower semicontinuity property of Theorem 2.2 we obtain (29). Reasoning as in the proof of Lemma 4.5 of [13] we obtain that (µ, ν) satisfies the continuity equation. Finally, by Proposition 2.4 µ
The modified Wasserstein distance
In this Section we give the rigorous definition of the modified Wasserstein distance illustrated in the introduction. We deal only with the case of the distance induced by an action density function φ ∈ A p (a, b) for a, b ∈ R and we refer to [13] for the case φ ∈ A p (0, +∞).
The proofs are almost all omitted because follows exactly as in [13, Section 5] from the results of the previous Sections. 
W φ,γ (µ 0 , µ 1 ) = +∞ if the set of connecting curves CE φ,γ (0, 1; µ 0 → µ 1 ) is empty. By the compactness Proposition 2.5 we obtain the existence of constant speed minimizing geodesics. Precisely, following the proof of [13, Thm. 5.4] and Theorem 5.11 of [13] we can prove the following result.
Proposition 3.1 (Existence of geodesics, convexity and uniqueness of geodesics). Given
We have the characterization
If φ is strictly convex then for every
i.e. W φ,γ satisfies the axiom of the distance but can assume the value +∞. The topology induced by W φ,γ on M loc (R d ) is stronger than or equivalent to the weak * one. Bounded sets with respect to W φ,γ are weakly * relatively compact.
Proof. The verification of the axioms of the distance is straightforward except for the triangular inequality where we use the gluing of solutions of Lemma 2.3 and the characterization (31). In order to prove the topological property, reasoning as in the proof of Proposition 2.4 we obtain that
we obtain the assertion on the topology induced by the distance and on the relative compactness.
The following lower semi-continuity result can be proved exactly as Theorem 5.6 of [13] by using the compactness Proposition 2.5.
The following completeness result can be proved as in Theorem 5.7 of [13] ad using Proposition 3.3. The final assertion about the equality of the signed mass follows from Proposition 2.4. 
The following results follows from 3 and 4 of Theorem 2.2.
The following proposition deals with a control of the moments and a comparison between the convergence with respect to W φ,γ and the standard Wasserstein distance defined in (1).
If r ≥ 1 and a ≥ 0 then the convergence with respect to W φ,γ in M[σ], for some non-negative measure σ satisfying σ(R d ) < +∞, implies the convergence with respect to the r-Wasserstein distance W r .
Proof. Denoting by 1 ∨ |x| = max{1, |x|}, given C = max{|a|, |b|}, δ ≤ r and a Borel set A ⊂ R d , by Proposition 2.3 we obtain
Choosing A = R d in (38) we obtain (37). If µ n is a sequence in M[σ] converging to µ with respect to W φ,γ , then, by Proposition 3.2, µ n weakly * converges to µ and, by Proposition 3.4, µ n (R d ) = µ(R d ) = µ(σ) because of the assumption on the moment of γ and r ≥ 1. By (38) with δ = 0 we have that the sequence µ n is tight and then µ n narrowly converges to µ. Since (38) implies that the r-moments of µ n are uniformly equiintegrable we obtain that (see Lemma 5.1.7 of [2] )m r (µ n ) converges tom r (µ) and we conclude.
In particular the previous Proposition applies to the case γ(R d ) < +∞. In the next proposition we state a simple comparison with the standard Wasserstein distance (1).
Proposition 3.8 (Comparison with Wasserstein distance). Let
If µ i , i = 0, 1, are two absolutely continuous measures with respect to γ Ω ,
, then there exists a constant C, depending only on M ′ , φ and p, such that
where W p denotes the standard p-Wasserstein distance.
have By the convergence of the p-moments (45) and the weak- * convergence we have (see [2] or [26] )
Moreover for the convexity of
by (46), (47) and (48) we have
By (45) and Theorem 4.1 we obtain sup
Since λ > 0 is arbitrary, (50) and (51) imply
and we conclude.
We recall that the convergence with respect to the standard Wasserstein distance W p is equivalent to the weak- * convergence and the convergence of the p-momentsm p (see [26] or [2] ). Consequently, Theorem 4.2 states that the convergence with respect to W p in M 
we define the set of measures
The space M (a,b),c (Ω) endowed with the distance W φ,γΩ is bounded. In particular W φ,γΩ (µ 0 , µ 1 ) < +∞ for every µ 0 , µ 1 ∈ M (a,b),c (Ω).
Let h be given by Proposition 2.2.
(Ω), let ρ : (0, +∞) × Ω → R be the solution of Cauchy-Neumann problem for the heat equation
We use the notation ρ t := ρ(t, ·) and S t (µ 0 ) := ρ t γ Ω . Defining the convex function U : (a, b) → R by
and the entropy functional
we have the following entropy dissipation inequality
The inequality (55) can be obtained, in the case of smooth initial datum, with a simple computation and, in the general case, by a convolution approximation argument. By Lemma 4.1, observing that in our case
, we can prove that there exists T > 0, independent on µ 0 , such that
By the triangular inequality we have that
Since h is concave and Ω is bounded, it is not difficult to see that U is bounded in M (a,b),c (Ω), and recalling
Since W φ,γΩ (µ, ν) = Wφ ,γΩ (µ − aγ Ω , ν − aγ Ω ), whereφ(r, w) := φ(r + a, w),
considering the new densitiesρ := ρ − a, and using (56), by Proposition 3.8 we obtain sup µ0∈M (a,b),c (Ω)
because of the boundedness of the Wasserstein distance on the set of measures defined on the bounded convex set Ω. Finally, we conclude by (57), (58) and (60).
Also in this case, following the proof of Theorem 4.2, and using the equality (59), Proposition 3.8 and Theorem 4.3, we can prove the following Theorem. We recall that the space of non-negative measures with fixed mass c > 0, supported on a bounded convex open set, is bounded with respect to the standard Wasserstein distance (easy consequence of the definition), and the convergence with respect to the standard Wasserstein distance is equivalent to the weak * one on this set. Theorems 4.3 and 4.4 state that the analogous properties hold for the space M (a,b),c (Ω) endowed with the distance W φ,γΩ .
Appendix: decay for heat equation
In this appendix we recall a standard result on the asymptotic behavior of the heat equation. Since it seems not simple to find it in this form, we also give a proof. 
then there exist two constants C > and λ > 0, depending only on a, b and Ω such that
where ρ s := ρ(s, ·) and ρ ∞ := 1 L d (Ω) Ω ρ 0 (x) dx. Proof. Since ∂ t (ρ t − ρ ∞ ) − ∆(ρ t − ρ ∞ ) = 0 with homogeneous Neumann boundary conditions, multiplying this equation by ρ t − ρ ∞ and integrating by parts we obtain the identity
By Poincaré's inequality, there exists a constant C P depending only on Ω such that
and from (63) we immediately obtain the L 2 (Ω) exponential decay
The L 2 (Ω) − W 1,∞ (Ω) interpolation inequality (see for instance [6, Complements of Chapter IX] or [23] ), states that there exist a constant C depending only on Ω such that
In order to get a uniform bound of the L ∞ norm of the gradient, we define v(t, x) := ρ in Ω ∇v · n ≤ 0 on (0, ∞) × ∂Ω.
Indeed, by a simple computation we have that v satisfies the partial differential inequality in (67). In order to obtain the boundary condition satisfied by v we have ∇v · n = ∇ρ 2 · n + t∇|∇ρ| 2 · n = t∇|∇ρ| 2 · n because of the boundary condition in (61). Moreover, by the smoothness and the convexity of Ω, we have that ∇|∇ρ| 2 · n ≤ 0 (see for instance [19, Lemma 5 .1]). The maximum principle for problem (67) (see for instance [17] 
The inequality (62) follows from (66) and (68) (for t ≥ 1 for instance) and (65), recalling that ||ρ t − ρ ∞ || L ∞ (Ω) ≤ 2 max(|a|, |b|).
