We extend the method of Controlled Lagrangians to Euler-Poincaré mechanical systems with broken symmetry, and find stabilizing controls of unstable equilibria of such mechanical systems. Our motivating example is a top spinning on a movable base: The gravity breaks the symmetry with respect to the three-dimensional rotations and translations of the system, and also renders the upright spinning equilibrium unstable. We formulate the system as Euler-Poincaré equations with advected parameters using semidirect Lie group SE(3) R 4 , and find a control that is applied to the base to stabilize the equilibrium.
Introduction
1.1. Stabilization of Mechanical Systems with Broken Symmetry. Mechanical systems in real life applications are often subject to external forces such as gravity or buoyancy that breaks the symmetry the system would otherwise possess. A simple example are the inverted pendulum and the heavy top. The gravity breaks the SO(3)-symmetry of the system; as a result, the system possesses only an SO(2)-symmetry (rotations about the vertical axis). Furthermore, such an external force often renders equilibria of the system unstable; this is the case with the upright position of an inverted pendulum as well as the upright spinning of the heavy top.
Our goal is to extend the method of Controlled Lagrangians to a class of mechanical systems with broken symmetry to find controls that stabilize such unstable equilibria. The method of Controlled Lagrangians was originally developed for those systems described by the Euler-Lagrange equations [3, 4, 11, 12] , and was also applied to Euler-Poincaré systems [2, 5] , i.e., mechanical systems on Lie groups with full symmetry, such as the free rigid body. We also note that there is the Hamiltonian version developed in [1, [18] [19] [20] [21] (see also [17, §12.3] ); the two approaches are known to be equivalent [10] for a certain class of systems.
We extend the method of Controlled Lagrangians to the Euler-Poincaré equations with advected parameters [8, 13] . The use of advected parameters is known to be an effective way of recovering broken symmetries of mechanical systems defined on Lie groups, and has the advantage of formulating the equations of motion on a vector space as a result of the symmetry recovery. It also results in simpler expressions for the equations of motion, and hence is amenable to the method of Controlled Lagrangians.
We note that the stabilization of the heavy top by using internal rotors is treated in [5, 9] by applying the Controlled Lagrangian technique for the standard Euler-Poincaré to this case-which is not described by the standard Euler-Poincaré equation-in an ad-hoc manner. As we shall see below, our setting is different from theirs because the control is applied as an external force as opposed to an internal rotor.
1.2. Motivating example. This work is motivated by the problem of stabilizing a spinning top sitting on a movable base by applying controls only to the base; see Fig. 1 . This system involves two types of motion: rotations of the heavy top and linear displacements of the base. For simplicity, the base is assumed to be a point mass M . Following the standard formulation of the heavy top (see, e.g., [16, Chapter 15] ), we set up a spatial frame defined by the standard basis (e 1 , e 2 , e 3 ) of R 3 as well as the body frame defined by the (time-dependent) orthonormal vectors (E 1 , E 2 , E 3 ) in the directions of the principal axes of the top; the origin of the body frame is set at the pivot point (junction point between the heavy top and the base). Let B ⊂ R 3 be the domain occupied by the top in the body frame. One can then specify any point X ∈ B with coordinates X = (X 1 , X 2 , X 3 ) with respect to the body frame.
Let y(t) = (y 1 (t), y 2 (t), y 3 (t)) ∈ R 3 be the position of the base in the spatial frame and R(t) ∈ SO(3) be the rotation matrix such that E j = R(t)e j for j = 1, 2, 3, both at time t. Then, the position q(t) in the spatial frame of any point X ∈ B at time t is q(t) = R(t)X + y(t); hence the velocity of this point in the spatial frame isq =ṘX +ẏ.
Let m be the mass of the heavy top, andm := m + M the total mass of the system, I = diag(I 1 , I 2 , I 3 ) the inertia mass matrix of the heavy top, l the length of the line segment connecting the origin of the body frame (junction of body and base) to the center of mass of the heavy top, χ the unit vector pointing in that direction in the body frame, and g the gravitational constant-not to be confused with the italic g used for an element of the Lie group SE(3).
Let ρ 0 : B → R be the mass density of the heavy top. Then the Lagrangian of the system is
where we defined the base velocity v := R −1ẏ and the angular velocityΩ := R −1Ṙ of the heavy top, both in the body frame; the symbol( · ) denotes the hat map (see, e.g., [ | R ∈ SO(3), y ∈ R 3 . By writing g = (R, y),ġ = (Ṙ,ẏ), and g 0 = (R 0 , y 0 ) for short, the left action of SE(3) on the tangent bundle T SE(3) is written as
One can see that Ω and v are invariant under the action, and so the kinetic term K(Ω, v) in (1) of the Lagrangian is invariant under the SE(3)-action, whereas the remaining potential terms are not, hence breaking the SE(3)-symmetry. In fact, the symmetry group of the potential terms-and hence of the Lagrangian (1)-is
that is, the rotations about the vertical axis and the horizontal translations. As a remedy for the broken symmetry, we introduce advected parameters [8, 13] (see also [14, §7.5] ) in (R 4 ) * , which is identified with R 4 via the dot product; see Appendix A.1. Specifically, we define the extended Lagrangian L : T SE(3) × (R 4 ) * → R as follows: Writing a = (a,ã) ∈ (R 4 ) * and defining m := (mlχ,m) ∈ R 4 ,
where g = R y 0 1 , so that it is related to the original Lagrangian (1) as L ext (g,ġ, e 3 ) = L(g,ġ) with e 3 := (e 3 , 0) ∈ R 4 . We then see that the SE(3)-symmetry is recovered as follows: Combining (2) with the action (24) (in Appendix A.1) of SE(3) on (R 4 ) * , we have an action of SE(3) on the domain T SE(3) × (R 4 ) * of the extended Lagrangian (3) as follows:
(g 0 , (g,ġ, a)) → (g 0 g, g 0ġ , g −T 0 a). We then observe that, for any g 0 ∈ SE(3) and any (g,ġ, a) ∈ T SE(3) × (R 4 ) * , L ext g 0 g, g 0ġ , g −T 0 a = L ext (g,ġ, a). 
where the kinetic term K is, in the index notation,
with the metric tensor
The new variable Γ = (Γ, h) ∈ R 4 stands for the advected parameters, and the above argument suggests that Γ is related to g = (R, y) ∈ SE(3) as follows:
We see that Γ ∈ R 3 is the vertical upward direction seen from the body frame (often used for the heavy top equations) whereas h is the height of the base.
2.3.
Euler-Poincaré equations with advected parameters. Following [8, 13] , the Euler-Poincaré equations with advected parameters on se(3) × (R 4 ) * are given by
where and λ ( · ) * are defined in (27) and (26) in the Appendix; note also that, for any smooth function f : X → R on a vector space X, we define its functional derivative δf /δx ∈ X * such that, for any δx ∈ X, under the natural dual pairing · , · : X * × X → R,
More explicitly,
along withΓ
Note that δ /δh = −mg, and thus the last equation for h is decoupled from the rest.
Controlled Euler-Poincaré Equations and Matching

Controlled Euler-Poincaré equations.
Let us now introduce the control input u to the equations. As mentioned earlier, this term goes into the linear momentum equations since we would like to stabilize the top by applying controls to the base; see Fig. 1 . Thus, the controlled Euler-Poincaré equations are
along with (8).
3.2.
Matching. The basic idea of matching is to find a new Lagrangian τ,σ,ρ -called the controlled Lagrangian-so that a free Euler-Poincaré equations with replaced by τ,σ,ρ match with the controlled Euler-Poincaré equations (9) . Particularly, we would like to match the controlled equations (9) with the following free equations:
Note that δ /δh term in (7) is not present here. The above set of equations along withΓ = Γ × Ω are in fact the Euler-Poincaré equations with advected parameters in (R 3 ) * as opposed to (R 4 ) * , i.e., the height variable h is dropped from the formulation. This is reasonable because, even in the original equation (7) and (8), the equation for h was decoupled, as mentioned just below those equations. The advantage of having such a matching is that the Poisson bracket associated with (the Hamiltonian form of) (10) has more Casimirs (conserved quantities) than (7); see Appendix A.5 for details.
To that end, first we decompose the control term u into two parts, u = u p + u k , where u p and u k correspond to the potential and kinetic shapings, respectively. The idea is to have u p cancel the gravitational force term (δ /δh)Γ term in (9) by setting
so that the controlled system (9) becomes
Now we would like to find the controlled Lagrangian τ,σ,ρ such that (10a) gives (12a). Then we determine the control u k such that (10b) and (12b) become equivalent. As a result, the dynamics of the controlled system (12) is described by the "free" system (10) with the new Lagrangian τ,σ,ρ .
Specifically, we would like to seek the controlled Lagrangian of the form
where K τ,σ,ρ is the modified kinetic energy whose expression we now seek in the following form as in [2] : Using the index notation,
where K is the kinetic energy defined in (5b); the G's are defined in (6) ; G ac stands for the inverse of the matrix G ab and we use the same convention for other matrices too; σ, ρ, and τ are constant matrices to be determined below. Then, clearly δ τ,σ,ρ /δΓ = δ /δΓ and so we see that the following two conditions are sufficient for the matching of (10a) with (12a):
Note that imposing δ τ,σ,ρ /δv = δ /δv will result in u k = 0; hence we impose the slightly relaxed form (14) . More specifically, we see that a sufficient condition for (14) is
with k ∈ R, or more concretely,
Rewriting (16), we have
Similarly, writing (15) in coordinates using (16),
One now sees that the conditions (MC 1 )-(MC 3 ) are sufficient for (12a) and (10a) to match. On the other hand, the matching between (12b) and (10b) is equivalent to setting
or in coordinates, using (MC 1 ),
where is the permutation symbol. To summarize, we have proved the following:
Theorem. Under the matching conditions (MC 1 )-(MC 3 ) and the control law
the controlled Euler-Poincaré equations (12) with advected parameters for the Lagrangian (5) and the Euler-Poincaré equations (10) with advected parameters for the controlled Lagrangian (13) are equivalent.
Particularly, if we assume the metric tensor of the form in (6), then G ab =mδ ab and so (MC 1 ) gives ρ ab = ρδ ab with some ρ ∈ R. As a result, the control law (18) becomes
4. Stability Analysis 4.1. The Energy-Casimir Method. Our goal is to establish the stability of an equilibrium (Ω e , v e , Γ e ) of the system, and would like to do so by constructing an appropriate Lyapunov function. The advantage of the method of Controlled Lagrangians is that the controlled system, thanks to the matching, possesses invariants (conserved quantities) such as the energy and Casimirs, and is amenable to the energy-Casimir method (see, e.g., [16, §1.7] ). Its main idea is to modify the energy of the system using Casimirs (and possibly other conserved quantities) to construct a Lyapunov function that satisfies the definiteness condition to establish the stability of the equilibrium. It is straightforward to show that the energy
associated with the controlled Lagrangian (13) is an invariant of the system (10). As we shall see below, there is also another energy-like invariant E for the examples considered here as well. Furthermore, as mentioned in Section A.5, the system (10) has three Casimir functions (28) or in the Lagrangian variables,
Plus, if we assume I 1 = I 2 for the inertia I for the heavy top, then there is another invariant, Ω 3 . This implies that, for any constant c ∈ R and smooth functions Φ and φ,
is also an invariant of the system (10) as well. The energy-Casimir method prescribes the following three steps for determining stability:
1. Find the conditions on c, Φ, φ under which the first variation, i.e., the gradient δE τ,σ,ρ vanishes at the equilibrium. 2. Calculate the second variation, i.e., the Hessian δ 2 E τ,σ,ρ at the equilibrium. 3. Find the conditions on c, Φ, φ under which the Hessian matrix is definite. Then the equilibrium is stable.
Examples
We now apply the theory developed in the preceding sections to two examples. In the first example, we consider the inverted pendulum on a movable base. The second example is the motivating example from Section 1.2. In both examples, we show that the control (18) from Theorem 3.2 stabilizes the unstable equilibria under some conditions on ρ ∈ R.
5.1.
Spherical pendulum on movable base. Consider a spherical pendulum sitting on a movable base; see Fig. 2 . Following [22] , we treat the pendulum as a degenerate top that does not rotate about its rod. Specifically, we set the third components of the inertia matrix I and of the angular velocity Ω to zero, i.e., I 3 = 0 and Ω 3 = 0. The goal is to stabilize the equilibrium (Ω e , v e , Γ e ) = (0, 0, e 3 )-the pendulum in the upright position on the stationary base.
Assuming that the rod is massless and denoting the bob mass by m and the pendulum length by l, the inertia mass matrix I becomes I = I 1 0 0 I 1 = ml 2 0 0 ml 2 because we got rid of Ω 3 from the formulation; we also have χ = (0, 0, 1) because the center of mass is at the bob itself.
The controlled system (12) under the control law (19) gives the following equations for (Ω, Γ):
These are decoupled from the equations for v, which depend on (Ω, Γ). Interestingly, the above equations turn out to be essentially the equations of motion for the spherical pendulum without the movable base [22] -the only difference is that the gravitational constant g is modified to be ρ ρ−m g. This suggests that the energy of the spherical pendulum under the same modified gravitational constant, i.e.,
is also an invariant of the controlled system (12) . The above observation also suggests the following: If we pick ρ ∈ (0, m), then the modified gravitational constant ρ ρ−m g becomes negative, and hence the upright position of the pendulum in the controlled system is effectively the vertical downward position of the spherical pendulum by itself. Hence the upright position of the controlled system becomes stable.
Let us justify this intuitive argument using the energy-Casimir method. We begin by calculating the first variation δE τ,σ,ρ of (20) (note that φ = 0 here because Ω 3 is eliminated) at the equilibrium (Ω e , v e , Γ e ). Setting δE τ,σ,ρ = 0 at the equilibrium yields
The next step is to calculate the second variation and show the definiteness of the resulting Hessian matrix δ 2 E τ,σ,ρ at the equilibrium. Evaluating the leading principal minors of δ 2 E τ,σ,ρ at the equilibrium and taking into account the first variation condition (21) , we find that the following conditions-in addition to (21)-are sufficient for the positive-definiteness of the Hessian:
where D i stands for the partial derivative with respect to the i-th component; similarly, D i D j stands for the second derivative with respect to the i-th and j-th components, and the derivatives are evaluated at the equilibrium. Since we may take c > 0 arbitrarily large, we can achieve stability for any ρ ∈ (0, m) as alluded above. Those conditions for derivatives of Φ are satisfied by choosing Φ accordingly. Figure 3 shows the results of simulations demonstrating the stabilizing control by the kinematic shaping; see the caption for the parameters and initial condition.
Heavy top.
Let us now consider the case of the Lagrange top spinning on top of the base. We are assuming that the mass matrix is diagonal with elements are I 1 = I 2 = I 3 , and its center of mass lies on the axis of symmetry with respect to the body frame, that is, χ = (0, 0, 1). We would like to show that the equilibrium of the form (Ω e , v e , Γ e ) = (Ω 0 3 e 3 , 0, e 3 )-the top spinning upright on the stationary base-is stabilized regardless of the value of Ω 0 3 ; note that the upright spinning Lagrange top with |Ω 0 3 | > 2 The blue dashed line is for the system with only the control (11) coming from potential shaping, whereas the red solid line is for the system with both the potential and kinetic shaping controls (11) and (17) . Note that the uncontrolled system with u = 0 involves a free fall and does not provide a good comparison to illustrate the effect of stabilizing control u k .
Just like the spherical pendulum case, this is the energy of the heavy top itself with a modified gravitational constant I 1 ρ I 1 ρ−m 2 l 2 g. Hence we expect that the equilibrium is stabilized if we pick ρ ∈ (0, m 2 l 2 /I 1 ) so that this modified gravitational constant becomes negative.
Let us show that this is indeed the case using the energy-Casimir method. The first variation condition δE τ,σ,ρ = 0 at the equilibrium yields
We also find that the following conditions-in addition to (22) -are sufficient for the positivedefiniteness of the Hessian δ 2 E τ,σ,ρ at the equilibrium:
Again, since we may take c > 0 arbitrarily large, we can achieve stability for any ρ ∈ (0, m 2 l 2 /I 1 ) as alluded above. Figure 4 shows the results of simulations demonstrating the stabilizing control by the kinematic shaping; see the caption for the parameters and initial condition. This appendix gives a brief summary of the semidirect product Lie group SE(3) R 4 , which we use throughout the paper. We note that this semidirect product was also used in the optimal-control formulation of the Kirchhoff elastic rod under gravity in [6] (see also [7] ). 
By settingw = 0, we can also define an action of SE(3) on R 3 as a special case: g(w, 0) = (Rw, 0) and hence gw := Rw; note that this is not the standard SE(3)-action on R 3 by rotation and translation. Let (R 4 ) * be the dual of R 4 . We identify (R 4 ) * with R 4 via the dot product v, w := v · w. Then the induced left action λ * : SE(3) × (R 4 ) * → (R 4 ) * is defined as λ * (g)a, w := λ(g −1 ) * a, w = a, λ(g −1 )w = a, g −1 w = g −T a, w , and therefore, writing a = (a,ã) ∈ (R 4 ) * , we have
The induced action of the Lie algebra se(3) on R 4 is given by, writing Using its dual λ * w : (R 4 ) * → se(3) * , we define the diamond operator [8, 13] (see also [14, §7.5] ) denoted by : R 4 × (R 4 ) * → se(3) * as w a := λ * w (a). More specifically, we have, for any ξ ∈ se (3) and (w, a) ∈ R 4 × (R 4 ) * , w a, ξ = λ * w (a), ξ = a, λ w (ξ) = a, ξw , or more concretely,
A.3. Semidirect Products SE(3) R 4 and SE(3) R 3 . Suppose that V is a vector space and that a Lie group G acts on the left by linear maps on V (and hence G also acts on the left on its dual space V * ). Then, the semidirect product G V is also a group under the multiplication defined as
where the action of g ∈ G on v ∈ V is denoted simply as gv. The identity element is (e, 0) where e is the identity in G. The inverse element is
In our case, G = SE(3) and V = R 4 , and the action is defined in (23); hence SE(3) R 4 is a group under the multiplication rule
As mentioned just below (23), setting the last component of R 4 to zero, the action (23) specializes to an action on R 3 , and so we have the semidirect product SE(3) R 3 under the multiplication ((R 1 , y 1 ), w 1 ) ((R 2 , y 2 ), w 2 ) = ((R 1 R 2 , R 1 y 2 + y 1 ), R 1 w 2 + w 1 ) .
A.4. Lie brackets and coadjoint operator. Let us define the Lie bracket associated with the semidirect product Lie algebra se(3) R 4 . Let (ξ 1 , w 1 ), (ξ 2 , w 2 ) ∈ se(3) R 4 , where (ξ 1 , w 1 ) = (Ω 1 , v 1 ), (w 1 ,w 1 ) , (ξ 2 , w 2 ) = (Ω 2 , v 2 ), (w 2 ,w 2 ) .
Then, for any (ξ 1 , w 1 ), (ξ 2 , w 2 ) ∈ se(3) R 4 , the Lie bracket (or the adjoint operator ad) is given by [(ξ 1 , w 1 ), (ξ 2 , w 2 )] = ad (ξ 1 ,w 1 ) (ξ 2 , w 2 ) = [ξ 1 , ξ 2 ], λ (ξ 1 )w 2 − λ (ξ 2 )w 1 ,
where λ is defined in (25). More explicitly, the above expression becomes (Ω 1 , v 1 ), (w 1 ,w 1 ) , (Ω 2 , v 2 ), (w 2 ,w 2 ) = (Ω 1 , v 1 ), (Ω 2 , v 2 ) , (Ω 1 , v 1 )(w 2 ,w 2 ) − (Ω 2 , v 2 )(w 1 ,w 1 )
and for se(3) R 3 , One easily sees that C 1 = Γ 2 and C 2 = p × Γ 2 are Casimirs, i.e., F, C i = 0 for any F ∈ C ∞ (se(3) R 4 ) * and i = 1, 2. However, in the matching discussed in Section 3.2, we eliminated the gravity term from the formulation by means of a potential shaping; this resulted in the Euler-Poincaré equation (10) 
