Abstract-Synchronization problem for linear coupled networks is a hot topic in recent decade. However, until now, some confused concepts and results still puzzle people. To avoid further misleading researchers, it is necessary to point out these misunderstandings, correct these mistakes and give precise results.
I. INTRODUCTION
In discussing synchronization of coupled systems, following concepts are most important and should be addressed precisely: 1) What is the synchronization and what is the synchronized state? 2) Can an individual trajectoryṡ(t) = f (s(t)) of the uncoupled system be the synchronized state of the coupled system? 3) What is the relationship between the stability of a trajectory of the uncoupled system and the stability of the synchronized state of the coupled system; 4) synchronization criteria of the coupled system.
In [1] , the authors wrongly consider the synchronization of the coupled system as the stability of an individual trajectory of the uncoupled system. Based on this misunderstanding, the authors define the so called synchronized state inappropriately. Two criteria for the exponential stability of the so called synchronized state are given. Unfortunately, these two criteria are incorrect, too.
In this paper, we address this issue in detail, pointing out why the results given in [1] are incorrect. Furthermore, we clarify the differences and relations among the stability of the trajectory of uncoupled system, stability of the trajectory of coupled system and the synchronization of coupled system. II. COMMENTS ON [1] In the paper [1] , the authors discussed the following coupled networkṡ
and its synchronization.
The authors wrote in [1] : Hereafter, the dynamical network is said to achieve (asymptotical) synchronization if as
where s(t) ∈ R n is a solution of an isolate node, namelẏ
Here, s(t) can be an equilibrium point, a periodic orbit, or a chaotic attractor. Clearly, stability of the synchronized states (2) of network (1) is determined by the dynamics of an isolate node (function f and solution s(t)), the coupling strength c, the inner linking matrix Γ, and the coupling matrix A.
First of all, mathematically, expression (2) is meaningless. It is our understanding that the authors want to say
Following lemmas (main results) are given in [1] , too.
Lemma 1. Consider the dynamical network (1). Let
be the eigenvalues of its coupling matrix A. If the following of (N − 1)-dimensional linear time-varying systemṡ (1) . Suppose that there exists an n × n diagonal matrix D > 0 and two constants τ > 0 andd < 0, such that
for all d <d. If
then the synchronized states (6) are exponentially stable. Unfortunately, the claims given in two lemmas are incorrect.
In the following, we give detail explanations. Denote
⊤ , then the system (1) can be written asẋ
and the asymptotical (exponential) stability of the synchronized state s(t) is equivalent to that S(t) is an asymptotically (exponentially) stable solution of (9). Let δx(t) be the variation near S(t), theṅ
Moreover, write the Jordan decomposition as
which also can be written aṡ
Thus, the asymptotical (exponential) stability of the trajectory s(t) with respect to the coupled system (1) is equivalent to the all following "N" (not N − 1) equationṡ
are asymptotically (exponentially) stable. Therefore, Lemma 1 and Lemma 2 in [1] should be Lemma 1*. Consider the dynamical network (1) . Let
be the eigenvalues of its coupling matrix A. If the following of (N )-dimensional linear time-varying systemṡ
are exponentially stable, then the synchronized states (2) are exponentially stable. Lemma 2*. Consider the network (1) . Suppose that there exist an n × n diagonal matrix D > 0 and a constant τ > 0, such that (1) , it is necessary and sufficient that the uncoupled systemẇ In fact, any solution oḟ
can be written as δx(t) = e [A⊗In]t δx * (t). Here, δx * (t) satisfies the variational system near S(t) δx 
and equivalently, 
(Local synchronization see [2] , [3] , [4] ) If for some δ > 0, such that in case the distance between x(t) and S at time 0, d(x(0), S) ≤ δ, we have Denote (for asymmetric coupling matrix case, see [4] )
From Figure 1 , it can be seen that synchronization means that the component in the transverse subspace δx(t) = x(t) − X(t) → 0, as t → ∞, andx(t) (not s(t)) is the synchronized state.
Let δx(t) be the variation nearx(t), and δū(t) = Φδx(t) = [δū
⊤ , then we have (see [4] )
Different froṁ
here, due to δū 1 (t) = 0, we havė
Thus, we can give Proposition 1: [4] Consider the dynamical network (1). Let
be the eigenvalues of its coupling matrix A. If the following N − 1-dimensional linear time-varying systemṡ
are locally exponentially stable, then
which impliesx(t) is the synchronized state. 
Remark 2: It can be seen that the right side of the following equationṡ
x i (t) = f (x i (t)) + c N j=1 a ij Γx j (t) i = 1, · · · , N(26
III. NUMERICAL EXAMPLES
In this section, we will give several examples to illustrate our claims.
Example 1: Consider the following coupled system:
where the coupling matrix is A = −1 1 1 −1 . Its eigenvalues are λ 1 = 0 and λ 2 = −2. f (s) = tanh(s), and s = 0 is the unique equilibrium forṡ(t) = f (s(t)).
It is clear thaṫ
is stable, andẇ
is unstable. Numerical simulation (Figure 2) shows even initial values x 1 (0) = 0.01, x 2 (0) = 0.02 are chosen very close to 0. However, x 1 (t) 0 and x 2 (t) 0, as t → ∞. Therefore, only the stability of the systeṁ
can not make the coupled system (27) synchronize to the equilibrium point "0" of the uncoupled systemṡ(t) = tanh(s(t)).
On the other side, it is easy to see that Df (x(t))+λ 2 < −1. Thus,ẇ
is stable. By Proposition 1 it can be concluded that 
where
and systemṡ(t) = f (s(t)) has multiple equilibrias = 2r. It can be seen thaṫ
is stable, whileẇ
is unstable. Simulation also shows that even x 1 (0) = 0.05, x 2 (0) = 0.15 are very close tos = 0, but when t → ∞, x 1 (t) 0 and x 2 (t) 0. Instead,
is stable, x 1 (t) → 2 and x 2 (t) → 2. It means that only the stability of the systeṁ
can not make the unstable equilibrium point "0" of the uncoupled system turn to be a synchronized state of the coupled system. The uncoupled system in the first example has a single equilibrium point and in the second example has multiple equilibrium points. In case that the equilibrium points is not locally stable for the uncoupled system, the trajectories x i (t), i = 1, · · · , N , of the coupled system (1) will not converge to the equilibrium point (the synchronized states defined in [1] ).
In the following, we give a coupled system of chaotic oscillators to illustrate our claims (see [4] ). The initial values x i (0), i = 1, · · · , m, are assumed near s(0). Simulations show that the coupled system can reach synchronization, but the synchronized state is not the trajectory of the uncoupled system s(t). 
here, 
, where Figure 5 shows that K converges to 0, which means that the synchronization manifold is stable; Instead, Figure 6 shows that W does not converges to zero, which means that x i (t) − s(t) 0. Therefore, even x i (0) are very close to s(0) and the coupled system can synchronize, but s(t) is not the synchronized trajectory defined in [1] .
IV. CONCLUSIONS

In summary, we conclude
• The authors of [1] Figure 1 ) that
From previous derivation, the stability of following N −1-dimensional linear time-varying systems
leads to x(t) −X(t) → 0. i.e., the coupled system (9) can reach synchronization and the synchronized state is X(t). That means that the coupling term in (1 or 9) (the eigenvalues λ 2 , · · · , λ N ) is used to control x(t) −X(t).
And the stability of the following system dw(t) dt = Df (s(t))w(t) (39) leads toX(t) − S(t) → 0.
The condition that N − 1 systemṡ w(t) = (Df (s(t)) + cλ k Γ)w(t) k = 2, · · · , N (40)
are stable can not lead to x(t) − S(t) → 0.
• The synchronized stateX(t) depends on initial value x(0) heavily. Any prescribed stateṡ(t) = f (s(t)) is never asymptotically stable for the coupled system, unlesṡ s(t) = f (s(t)) is asymptotically stable itself.
• There are three possibilities of the dynamical behaviors for the uncoupled systemẋ(t) = f (x(t)): 1)ṡ(t) = f (s(t)) is asymptotically stable, then under very mild condition (for example, Γ = I n ), for the coupled system (1)
2) f = 0, and the systemṡ(t) = 0 is neutral stable. For any initial value x i (0), i = 1, · · · , N , x i (t) converge to a consensus 
