We derive a new estimate for the error term in the binomial approximation to the distance distribution of BCH codes. This is an improvement on the earlier bounds by Kasami-Fujiwara-Lin, VladutsSkorobogatov, and Krasikov-Litsyn.
2 mt (1 + E i ); where the error term E i tends to zero when m grows. Moreover, given m, the more i is, the less is the error term. Therefore, it is important to have tight estimates for small values of i. n ; b 2k?1 = 2kB 2k n : In earlier papers several upper bounds on the error term for the extended code were presented, see 2, 3, 5, 6, 7, 8] and references therein. The best known bounds for small values of k are due to Kasami-Fujiwara-Lin 3] and Vladuts- Skorobogatov 7, 8] . In 2] , properties of Krawtchouk polynomials were used to obtain an upper bound on the error term. As k grows this bound becomes tighter.
As it was suggested in 3], one can obtain bounds on the distance distribution components of the BCH code by solving a linear programming problem. Namely, it is necessary to minimize or maximize the corresponding component under constraints implied by the non-negativity of the MacWilliams transform. This numerical approach is tractable for moderate lengths of codes. However, it is preferable to have analytical estimates applicable to codes of big lengths.
Here we use the linear programming approach to derive analytical upper and lower bounds on B 2k of the form n 2k n t (1 ? E 2k ) B 2k n 2k n t (1 + E 2k ); (1 + O(n ?1 )) and E 2k k 2 E 2k : The paper is organized as follows. We start from reducing the problem to a search for polynomials having special properties. Then we obtain recursive expressions for E 2k and E 2k : We show that for k = t + 1 it is in agreement with the Farr bound on the minimum length of BCH codes with the designed distance equal to the true minimum distance. Finally, for k < 2(t ? 1) we give some estimates on the behavior of the error terms when n grows.
Estimates for the weight distribution
Denote by P i (x) the Krawtchouk polynomial of degree i; i = 0; : : : ; n,
The Krawtchouk polynomials satisfy the following orthogonal relation, 
By choosing di erent polynomials h(x) we can derive bounds on the weight distribution of the extended BCH code.
Theorem 1 Let f(x) = P k i=0 f 2i P 2i (x) and g(x) = P k i=0 g 2i P 2i (x) be functions even with respect to n=2, such that f 2k > 0; g 2k > 0, and Proof >From (2) we have
n t 2 Substitution of f 2i ; g 2i ; B 2i and B 2i gives bounds for B 2k . Notice that the upper and lower bound on the rst weight distribution component, B 2t+2 ; depend only on f(x) and g(x). Therefore, one can calculate the bounds B 2t+4 , B 2t+4 from B 2t+2 and B 2t+2 . This process can be continued towards the higher spectra components, which are estimated using the recurrence relation given in Theorem 1.
We now proceed with the analysis of the error terms. The bounds on E 2k and E 2k , will be obtained by choosing f(x) = P 2 k (x) and g(x) = (P 2 (x) + C t )P 2 k?1 (x), where C t = ?P 2 (n=2 ? (t ? 1) p n): Indeed, the coe cients f 2i are always positive. The coe cients of g(x), g 2i , are negative for small i, say in the interval 0 i î (k); and are non-negative afterwards. Namely, (see Appendix)
:
In what follows we use the notation x = y for x = y(1 + O(n ?1 )); and x y for x y(1+O(n ?1 )): The proof of the following lemma is given in Appendix.
Lemma 1
; (5) where E 2t = f 0 n t f 2t( n 2t ) ? 1, E 2t = g 0 n t g 2t( n 2t ) ? 1, and f 2i and g 2i are de ned in (3) and (4 Table 2 demonstrates the improvement on the earlier known bounds. To simplify the presentation of the results we use a lower bound on the error term given in 3] for k t + 3 , and the upper bounds of Lemma 2. The lower bound on the error term of 3] was obtained by taking only one term of the sum given in 3, (73)]. Tables 3 and 4 where E 2t = g 0 n t g 2t( n 2t ) ? 1 and E 2k is the error term of B 2k .
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