Adaptation learning is crucial to maintain precise motor control in face of environmental perturbations. Although much progress has been made in understanding the psychophysics and neurophysiology of sensorimotor adaptation (SA), the time course of memory consolidation remains elusive. The lack of a reproducible gradient of memory resistance using protocols of retrograde interference has even led to the proposal that memories produced through SA do not consolidate. Here, we pursued an alternative approach using resting-state fMRI to track changes in functional connectivity (FC) induced by learning. Given that consolidation leads to long-term memory, we hypothesized that a change in FC that predicted long-term memory but not shortterm memory would provide indirect evidence for memory stabilization. Six scans were acquired before, 15 min, 1, 3, 5.5, and 24 h after training on a center-out task under veridical or distorted visual feedback. The experimental group showed an increment in FC of a network including motor, premotor, posterior parietal cortex, cerebellum, and putamen that peaked at 5.5 h. Crucially, the strengthening of this network correlated positively with long-term retention but negatively with short-term retention. Our work provides evidence, suggesting that adaptation memories stabilize within a 6-h window, and points to different mechanisms subserving short-and long-term memory.
Introduction
Sensorimotor adaptation (SA) is a type of learning crucial to maintain precise motor control in face of environmental or internal perturbations. Although much progress has been made in understanding the psychophysics and neurophysiology of SA, the time course of memory consolidation remains elusive. Consolidation is often referred to as the process by which new memories stabilize with the passage of time into long-term memories, becoming resistant from degradation by new learning (Lechner et al. 1999) . In consistency with this definition, the time course of memory consolidation has often been inferred based on the temporal gradient in memory resistance to retrograde interference. Although this behavioral approach has proved successful to study the time course of memory formation in declarative (McGeoch and Irion 1952; Tulving 1969; Keppel 1984) and some kinds of motor skill learning (Walker et al. 2003; Korman et al. 2007) , it has yielded controversial results in SA (Shadmehr and Brashers-Krug 1997; Bock et al. 2001; Goedert and Willingham 2002; Caithness et al. 2004; Krakauer et al. 2005) . The lack of a reproducible gradient of memory resistance observed for SA, when subsequently adapting to 2 opposite perturbations, has been attributed to the strong anterograde interference observed at recall, which appears to mask the retrograde effect of interest (Miall et al. 2004) .
But, how can the time course of memory stabilization be studied when the behavioral approach fails to unveil the effect of interest? One possibility would be to track gradual changes in functional connectivity (FC) induced by adaptation that specifically predict long-term memory but not, for example, short-term memory. Resting-state functional magnetic resonance imaging (fMRI) is particularly suitable for this approach since it allows identifying spontaneous oscillations in brain activity in the absence of external stimulation or movement (Beckmann et al. 2005) , thereby avoiding potential confounds that may arise as training proceeds . Recently, Sami et al. (2014) used this approach to identify differences in the time course of FC triggered by implicit and explicit forms of the serial reaction time task at 3 time points after learning. Yet, given that no relationship was found between changes in FC and memory retention, no links to memory stabilization could be established.
Here, we used the resting-state approach to explore longitudinal changes in FC that may indirectly reveal the existence of memory stabilization in visuomotor adaptation. For this purpose, we scanned 2 groups of subjects at 6 time points within a 24-h window while they made center-out movements in the presence (experimental group) or absence (control group) of an optical rotation. We identified a network composed of the motor, premotor, and posterior parietal cortex, putamen, and cerebellum that gradually increased its connectivity, peaking 5.5 h after training. This time window is in line with that originally reported for force-field adaptation (Shadmehr and Brashers-Krug 1997) and with that described for motor sequence learning (Walker et al. 2003; Korman et al. 2007; Cantarero et al. 2013 ) using the behavioral approach. Crucially, the strengthening of these connections related positively with long-term memory but negatively with short-term memory, suggesting a specific link to memory stabilization and not just learning. Our work presents indirect evidence suggesting a role of this network in the stabilization of memory traces formed during adaptation and opens the possibility that short-and longterm retention are driven by different mechanisms.
Methods

Subjects
Twenty-two right-handed healthy subjects [16 females; age (mean ± SD): 23.2 ± 2.5 years old] participated in this study. All participants provided written consent approved by the Ethics Committee of the Rotman Research Institute, University of Toronto, and were paid for their participation. Only subjects with no evidence of sleep disorders were recruited. Given that the study involved acquiring a scan overnight, participants were asked to avoid drinking or going out until late hours the night of the study. The importance of achieving a good night sleep was also emphasized. The total amount and quality of sleep was assessed qualitatively during the debriefing session.
The data from 2 participants, one from the experimental and the other from the control group, were not included in the study due to the use of an explicit strategy to learn the task and the corruption of one fMRI scan, respectively.
Experimental Paradigm
Participants were seated on a comfortable chair and performed a center-out task to 8 visual targets using a joystick manipulated with the thumb and index fingers of their right hand. The right elbow laid on the armrest, whereas the wrist laid on a structure that fixated the joystick over a desktop. Subjects were told to maintain the same wrist posture throughout the study. Vision of the hand was occluded. At the beginning of each trial, all targets (0.4 cm diameter) were shown on a computer screen, following a concentric arrangement, placed at 2 cm from the start point and 45°from each other. The position of the joystick was represented on the screen with a gray cursor. The gain of the joystick was increased to avoid online corrections, so that a finger displacement of 1.44 cm moved the cursor on the screen by 2 cm. A trial began when a target was filled. There were 8 targets per cycle and 11 cycles per block. The order of target presentation was randomized within each cycle. Participants were instructed to make shooting movements through the targets starting as fast as possible from the presentation of the visual target.
There were 3 types of trials: (1) in null trials, participants performed shooting movements in the absence of a perturbation, (2) in perturbed trials, a clockwise visual rotation of 40°was applied at once, (3) in error-clamp trials, visual feedback was manipulated to provide fake "straight" paths in order to estimate memory retention while precluding subjects from perceiving and therefore adjusting their own errors (angular deviation from target = 0 ± 10°; mean ± SD). We decided to add an error similar to that committed by most subjects during the baseline to prevent awareness of the manipulation. Debriefing indicated that no subject detected the presence of error-clamp trials (note that they were either presented at the end of adaptation or before readaptation, when visuomotor error was small). Feedback on aiming error and total movement time (reaction time + movement time) was provided on each trial through the color of the cursor, which varied following a gradient between red (miss) and green (hit). Whenever total movement time was above 900 ms, the feedback provided in that trial was red even if it was a hit. A shooting sound was delivered whenever the aiming error was smaller than 2.5°and the total movement time was <900 ms. The total score based on the feedback provided to the subjects during each trial was displayed at the end of each block. Matlab's Psychophysics Toolbox, Version 3 (Brainard 1997) , was used to program the task.
Image Acquisition and Preprocessing
Magnetic resonance brain images were acquired with a Siemens 3-T Magnetom TIM Trio system (32-channel head coil). Functional images were acquired with a T 2 -weighted echo planar gradient-echo imaging sequence in a descending order [time repetition (TR) = 2000 ms; time echo (TE) = 30 ms; flip angle (FA) = 70°, field of view (FOV) = 256 mm, voxel size = 3 × 3 × 3 mm]. A total of 180 images were obtained per scan. Six scans were obtained per subject, one per session. During the scanning, participants were told to rest and keep their eyes open. In addition, one sagittal high-resolution T 1 -weighted image (TR = 15 ms; TE = 4.2 ms; FA = 9°; FOV = 256 mm, voxel size = 1 × 1 × 1 mm) was obtained during the first session for registration purposes.
Preprocessing of fMRI images was carried out using Statistical Parametric mapping (SPM8, Wellcome Trust Center for Neuroimaging, UCL, UK) and FSL (fMRIB Software Library, Oxford, UK). Time series diagnostics were first implemented to assess image quality (http://imaging.mrc-cbu.cam.ac.uk/imaging/DataDiagnostics). Motion correction, slice timing correction, and coregistration were carried out in SPM. All images were first realigned to the middle image of each scan series and then to the middle image of the first scan series. Volumes were then coregistered to the corresponding high-resolution T 1 image for each subject. Spatial normalization and smoothing were carried out with FSL. Images were normalized to the MNI-152 template in Talairach space using the linear Boundary-Registration tool and subsampled to 2 × 2 × 2 mm. Finally, a Gaussian kernel of 6-mm full-width at half-maximum was applied to all volumes.
Experimental Procedure
The experimental design is illustrated in Figure 1 . The experiment lasted 2 days. Subjects were randomly assigned to an experimental or a control group. On day 1, the experimental group (n = 11) performed 2 blocks of null trials (baseline) followed by 6 blocks of perturbed trials (adaptation) and 2 cycles of errorfree trials (short-term retention). In contrast, the control group (n = 11) performed 8 blocks of null trials followed by 2 cycles of error-free trials. Resting-state scans were acquired before training (baseline scan) and at t = 15 min, 1, 3, 5.5, and 24 h after training. On day 2, after the last scan was acquired 24 h after training, participants of both groups performed 2 cycles of error-free trials (long-term retention), followed by 6 blocks of perturbed trials (readaptation) to assess savings. Savings refers to the improvements in the speed of learning upon a second encounter with the perturbation. The 2 training sessions were performed outside the scanner, in a testing room. Participants remained in the building during the first day, but returned to their homes after the fifth scan. They were instructed to relax, avoid playing video games or engaging in motor activities beyond those involved in domestic tasks. All subjects were debriefed once the experiment finished to find out whether they had fallen asleep during the scanning sessions and other details regarding the learning paradigm.
Data Analysis
All data analysis was carried out using custom-made scripts written in Matlab (Mathworks, Massachussets, USA).
Behavior
Visuomotor error was computed for each trial as the angle defined by the final position of the cursor and the target. Savings was computed for the experimental group based on the difference in the rate of learning across sessions (Villalta et al. 2015) . For this purpose, the visuomotor error for all 66 cycles of adaptation and readaptation was fit for each individual with a single exponential function, and the β-coefficients were subtracted (β day1 − β day2 ). Savings were present if the difference between the β-values across sessions was larger than zero (one-sample t-test). Short-and long-term retention were assessed immediately after learning and 24 h later, respectively, based on error-clamp trials, and expressed as percent relative to the error induced by the 40°optical rotation when first applied. During error-clamp trials, visual feedback was manipulated to provide fake "straight" paths (angular deviation from target = 0 ± 10°; mean ± SD). The latter allowed estimating the internal state of the motor system while precluding subjects from perceiving their own errors and thus adjusting their aftereffects (Criscimagna-Hemminger and Shadmehr 2008).
Resting-State fMRI
Before conducting the data analysis, the variance due to white matter and cerebrospinal fluid tissue was removed from the images through regression analysis. In addition, and to keep low-frequency oscillations and eliminate unwanted frequencies associated with instrumental and physiological noise, the time series for each voxel were bandpass-filtered between 0.08 and 0.009 Hz (e.g., Chai et al. 2012) . Finally, nonbrain voxels that felt outside a binary mask extracted from the average of all functional scans were excluded.
Eighteen regions of interest (ROIs) were selected based on their salience from a series of functional studies conducted during visuomotor adaptation and one structural study (see Table 1 for ROIs and references). Figure 2 displays the anatomical locations of these ROIs under 6 different views. The indices correspond to those summarized in Table 1 . ROIs were spheres of 10 mm diameter. Time series within an ROI were extracted and averaged, yielding a total of 18 time series, one per ROI. Next, their FC was computed based on Pearson correlations on the time dimension. This produced an 18 × 18 correlation matrix. The lower triangle of this matrix was stretched in a vector and stacked for each scan and each subject. This matrix is called "M." The resulting matrix was analyzed with partial least squares (PLS), a multivariate data-driven statistical approach with the aim of identifying functional networks that best-differentiated groups as a function of time (McIntosh et al. 1996; Della-Maggiore and McIntosh 2005) . Similar to principal component analysis, this method identifies latent variables that account for most of the (co)variance in the data. Each latent variable is composed of 2 singular vectors and 1 singular value. One of the singular vectors contains the saliences of the correlation matrix. The multiplication of this matrix by the original correlation matrix M (dot-product) results in individual brain scores. The average of brain scores for each scan produces the scan profile, that is, the second singular vector, which is a graphical representation of the contribution of each experimental condition to the observed pattern of correlations. The scan profile is used to interpret the salience matrix. Finally, the singular value is proportional to the total amount of variance explained for by a given latent variable.
Statistical assessment of latent variables produced by PLS was carried out using a permutation test on the singular value (McIntosh et al. 1996) . The test involved the following steps: (1) randomize the values of the original matrix M [in other Figure 1 . Experimental design. Subjects were randomly assigned to an experimental or a control group. On day1, participants in the first group performed a center-out pointing task under a visuomotor optical rotation of 40°, whereas participants in the control group performed the same task in the absence of the perturbation. All subjects were scanned during a baseline period (B) and 15 min, 1, 3, 5.5, and 24 h after training. On day 2, both groups performed the task under the visuomotor rotation.
words, to destroy the association between the experimental condition (time point) and the corresponding correlation vector]; (2) conduct a PLS analysis on the reshuffled data; (3) repeat steps 1 and 2 a total of 999 times. Each singular value for each LV was then compared with the corresponding singular value from the randomized PLS to generate a probability associated with the null hypothesis (i.e., random association). The P-value for each LV was then estimated as the number of random values equal to or larger than the observed + 1, divided by 1000. Statistical significance was assessed at an alpha level of 0.01. In addition, the reliability of the functional connections identified by PLS in the salience matrix was assessed using a Shown are the 18 ROIs, with the corresponding anatomical coordinates in Talairach coordinates and the study from which they were selected.
SMG, supramarginal gyrus. bootstrap (Efron and Tibshirani 1986) . One thousand bootstrap iterations were conducted. Functional connections were considered highly reliable if they had a ratio of salience to the standard error of 4.3. Statistical differences in FC across different time points were assessed using a custom-made permutation test, consisting of altering the correspondence between subject and scan of the original correlation matrix that survived the bootstrap threshold, computing the grand mean for each reshuffled matrix, and subtracting them. This process was repeated 999 times. The P-value for each comparison was estimated as the number of random ratios equal to or larger than the observed + 1, divided by 1000. Statistical significance was assessed at an alpha level of 0.01. When needed, Bonferroni correction was applied to adjust for multiple comparisons.
To examine if the strengthening of the functional connections identified by PLS correlated with memory retention, individual scores across all scans were fitted with a linear function and the slope was correlated with the behavioral measure. FC was plotted in anatomical space using the Matlab Toolbox BrainNet Viewer (Xia et al. 2013) .
Results
During the debriefing, participants reported having slept at least 7 h during the night of the experiment.
Behavior Figure 3 displays the behavioral performance for the experimental and control groups. On average, all subjects of the experimental group adapted to the optical rotation and showed strong savings (Fig. 3A) , that is, faster readaptation 24 h later (savings: mean ± SE = 0.22 ± 0.06; P < 0.006, one-sample t-test). Figure 3C shows the level of error for days 1 and 2 for the control group. Figure 3B ,D shows the level of memory retention computed based on the error-free trials immediately after training (short-term retention) and 24 h later (long-term retention) for both groups. As observed, memory decayed about 69% from 1 day to the next for the experimental group (short-term retention: mean ± SE = 88.13 ± 3.47%; long-term retention: mean ± SE = 27.49 ± 2.12%). Interestingly, short-and long-term retention were negatively correlated (r = −0.64, P = 0.04). In other words, subjects with strong shortterm memory retention exhibited relatively weak long-term memory 24 h later and vice versa. All control subjects performed the task as expected without major inconveniences. Similar level of retention was detected across days for this group (short-term retention: mean ± SE = 1.98 ± 6.83%; long-term retention: mean ± SE = 4.20 ± 7.18%; P = 0.54, paired t-test).
FC Analysis
To analyze the data, we first conducted an omnibus analysis including all 6 conditions (6 scans) and all subjects from both groups. This produced a significant latent variable that identified a complex group-by-time interaction (P < 0.001). To better understand this interaction, as one would do when trying to interpret a complex multilevel ANOVA, we broke it down into paired PLS analyses, each of which included the baseline scan and a scan corresponding to one of the post-training time intervals of both groups. The rationale for this procedure was to identify those scans that were significantly different from the baseline across groups. Given that only the scans acquired 3 and 5.5 h after training showed significant differences from the baseline, we conducted a new PLS analysis including only those 3 scans for both groups. Note that, alternatively, we could have conducted separate t-tests to assess differences across scans or a nonrotated PLS in which specific contrasts can be specified a priori. Yet, given that we were interested in a data-driven approach that will identify the most salient experimental effects in the data, we included all 3 scans in a new exploratory analysis.
PLS conducted on the baseline scan, scan 3 h, and scan 5.5 h (n = 10 for experimental and control groups) produced one significant latent variable that explained 66% of the total variance (P < 0.001). To assess whether this variable explained the effects contained in the omnibus analysis, we computed the correlation between the eigenvector containing the saliences of the correlation matrix (described in detail in the Methods section) for each analysis. The correlation was 98%, confirming that the group by time interaction identified in the omnibus test was driven by these 3 scans. This ruled out the possibility of a bias in the procedure.
Therefore, only the results from the three-scan PLS are shown. Figure 4A ,B displays the 2 singular vectors corresponding to this variable. The left panel depicts the salience matrix for all 18 ROIs after conducting the bootstrap analysis (the numbers in the matrix correspond to the ROIs listed in Table 1 , which are displayed in Fig. 2 ). Functional connections colored in pink exhibited a salience above the bootstrap threshold (4.3), with darker colors indicating stronger salience. On the other hand, the right panel shows the scan profile consisting of the scores corresponding to the experimental (blue) and control (green) groups. Note that during the PLS procedure, the data are mean-centered (all conditions add up to zero). Therefore, a zero in Figure 4B equals an FC close to the group mean. For example, the FC corresponding to the baseline of the experimental group is below that of the grand mean, whereas the FC measured 5.5 h post-training is above the grand mean. Taken together, the 2 singular vectors indicate that the functional connections colored in pink increased their strength at 3 h and reached a peak at 5.5 h in the experimental group. Although the control group also showed an increment in connectivity at 3 h compared with the baseline, the connectivity decreased down to baseline levels at 5.5 h. Figure 4C depicts the functional connections identified in Figure 4A in anatomical (Talairach) space for the 10 functional connections that survived the Bootstrap test. The color and thickness of the bars connecting ROIs indicate the strength of the connection. ROIs are numbered according to Table 1 and Figure 2 . The identified network includes the left primary motor cortex, the left dorsal premotor cortex, the left anterior intraparietal area (AIP), the anterior, middle, and posterior portions of the left supramarginal gyrus, the right posterior parietal cortex (superior lobule), the left putamen, the right cerebellum (crus I and lobule VIII), and the left cerebellum (lobule VIII). As indicated by the color, all correlations were positive (red). Post hoc analysis through permutation tests indicated no significant differences in FC during the baseline across groups (P = 0.41). Both the experimental and the control groups exhibited an increment in connectivity relative to the baseline 3 h after training (experimental: P = 0.028, control: P = 0.007; note, however, that the statistics for the experimental group were only marginally significant; adjusted alpha after Bonferroni correction = 0.017). Yet, the experimental group showed a very significant increment relative to the baseline at 5.5 h (P = 0.001), which was absent in the control group (P = 0.47).
To evaluate if the progressive strengthening of the identified network for the experimental group was associated with the consolidation of a new visuomotor map, we correlated the slope resulting from fitting individual scores across the 3 scans with a linear function, with long-term retention. We found a positive correlation (r = 0.65, P = 0.03), supporting our hypothesis (Fig. 5,  right panel) . Given that as mentioned in the previous section, short-and long-term retention were inversely related, we also computed the correlation between the slopes obtained from fitting the scores and short-term retention. We found a negative correlation (r = −0.71, P = 0.016) between these measures (Fig. 5,  middle panel) . Altogether, these results open the possibility that the mechanisms implied in short-and long-term memory are not only different but mutually exclusive, with better immediate retention resulting in less consolidation and vice versa. Finally, we examined whether the strengthening of the network identified by PLS related to the level of savings achieved across sessions, a measure that has been long-linked to long-term memory in this type of learning (e.g., Brashers-Krug et al. 1996). Table 1 . P-values correspond to the comparison between the FC across scans, determined with a permutation test as described in the Methods section.
In contrast with our prediction, we found a negative correlation between the brain slopes and savings (r = −0.72, P = 0.017), suggesting that savings and long-term memory retention may be supported by different mechanisms (Fig. 5, left panel) .
Discussion
In this study, we used resting-state fMRI to track changes in FC induced by learning. We hypothesized that a gradual change in FC that related to long-term memory, but not short-term memory, would provide neural-indirect-evidence in favor of the stabilization of memories in visuomotor adaptation. We identified a motor network that strengthened its connectivity, with a peak at 5.5 h after training. Critically, this increment correlated positively with long-term memory measured 24 h later. Although correlational, our findings are consistent with the view that memories formed during SA undergo a process of stabilization possibly within a 6-h window after training.
Abundant experimental evidence gathered over the past 2 decades indicates that SA leads to the formation and persistence of long-term memories. For example, a unique session of forcefield adaptation results in memory retention 5 months later (Shadmehr and Brashers-Krug 1997) and up to 1 year later (Yamamoto et al. 2006) . As in other types of motor learning, the intensity and frequency of practice affects the level of retention and savings. One week of training on a visuomotor adaptation task leads to nearly perfect memory retention and very strong savings 1 month (Della-Maggiore and McIntosh 2005) and up to 1 year later (Landi et al. 2011 ) without intermediate practice. Nevertheless, to date, only 2 studies have shown evidence for a gradual pattern of interference in force-field adaptation using the behavioral approach, with resistance achieved 5.5-6 h after learning (Brashers-Krug et al. 1996; Shadmehr and Brashers-Krug 1997) . The difficulty in reproducing these results, that is, release from interference within a 24-h period, has questioned the existence of consolidation for adaptation learning, raising the possibility that this type of memory may not need stabilization (Bock et al. 2001; Goedert and Willingham 2002; Caithness et al. 2004 ). Our findings help complement the information obtained based on the behavioral approach by providing indirect evidence that a gradual physiological process may underlie memory stabilization. The fact that the spatiotemporal pattern identified here correlates positively with long-term retention but negatively with short-term retention supports the specificity of our finding. The time window found in our study (5.5 h) is in line with that reported for force-field learning (Shadmehr and Brashers-Krug 1997) and for motor sequence learning (6-8 h) using the retrograde behavioral approach (Walker et al. 2003; Korman et al. 2007; Cantarero et al. 2013 ). The timing is also consistent with the 6 h required for the reduction in task-irrelevant forces that typically occur during force-field adaptation (Pekny and Shadmehr 2015) .
Our study identified a network that included contralateral M1 and a series of sensorimotor regions connected directly or indirectly, including the left dorsal premotor cortex; the left AIP; the anterior, middle, and posterior portions of the left supramarginal gyrus; the right posterior parietal cortex (superior lobule); the left putamen; the right cerebellum (crus I and lobule VIII); and the left cerebellum (lobule VIII). How does the strengthening of this network fit with current evidence from neuropsychological and reversible lesion studies? There is little doubt that the primary motor cortex (M1) plays a role in the stabilization of memories acquired through SA (Li et al. 2001; Richardson et al. 2006; Arce et al. 2010; Landi et al. 2011; Richardson et al. 2012 ). Yet, to date, the identity of the motor regions upstream of M1 remained unknown. Until recently, the role of the cerebellum in SA has been linked to sensory prediction error (e.g., Tseng et al. 2007) . Cerebellar patients are impaired at adapting both to visual and proprioceptive perturbations (e.g., Martin et al. 1996; Smith and Shadmehr 2005; Tseng et al. 2007; Criscimagna-Hemminger et al. 2010) . Anodal transcranial direct current stimulation (TDCS) of the ipsilateral cerebellar cortex increases the speed of learning during visuomotor adaptation, but has no effect on memory retention (Galea et al. 2011) . In agreement, the connectivity of the ipsilateral cerebellum increases during early stages of adaptation to an abrupt optical rotation but not during performance on random or gradual perturbations (Schlerf et al. 2012) . Based on these data, it has been proposed that the cerebellum is relevant for error correction during acquisition. To the best of our knowledge, our work is the first to show that the cerebellum may not only be involved in successfully compensating motor error during adaptation, but also in the formation and persistence of new visuomotor memories. We found that the connectivity between crus I and lobule VIII of the ipsilateral cerebellum ( posterior lobule) and between the latter and crus I of the contralateral cerebellum increased, reaching a maximum of 5.5 h after learning. The anatomical location of these regions is fairly consistent with the 2 representations of the hand in humans (Grodd et al. 2001) . Interestingly, adaptation was also accompanied by the strengthening of the connection between the posterior parietal cortex and the cerebellum, 2 regions that are thought to act in consort to implement a movement vector (Barany et al. 2014) and adjust it based on sensory feedback (Galea et al. 2011) , respectively. We have previously shown that interfering with the activity of a region in the middle portion of the left intraparietal sulcus (superior bank) impairs adaptation (Della- Maggiore et al. 2004) . Here, we extend this finding by showing that this region and other more anterior regions within the supramarginal gyrus that have been linked to SA during movement execution (Clower et al. 1996; Della-Maggiore and McIntosh 2005; Diedrichsen et al. 2005 ) may also participate in the stabilization of new sensorimotor maps.
It is important to emphasize that the control group showed an increment in the FC of this network 3 h after training that decayed thereafter to baseline levels. This suggests that training in native coordinates may strengthen common connections. Although, at first sight, this finding may sound counterintuitive, it is in line with recent studies from our laboratory showing that practice in native coordinates interferes both with the speed of acquisition during visuomotor adaptation and memory retention and with the recall of previously learned perturbations (Villalta et al. 2015) . A recent study by Morehead and Ivry (2015) may provide a plausible explanation for why practice in native coordinates appears to generate/strengthen memory traces that interfere with those formed during adaptation to an optical rotation. Specifically, the authors showed that reaching in the absence of a perturbation has an inherent directional bias that varies with movement direction. Interestingly, this bias gets smaller (although not for all directions) when the cursor is displayed, suggesting that adaptation also takes place during null trials. Our current study indicates, however, that learning to point in perturbed coordinates is associated with further strengthening of the same functional connections at 5.5 h, which may relate to the more demanding visuospatial recalibration triggered by a 40°perturbation. In contrast, memories formed during training in native coordinates may stabilize earlier and decay faster. The latter is supported by the fast decay in anterograde interference observed as a function of time reported in our 2 studies (Villalta et al. , 2015 .
A key interest of our study was to explore whether sleep modulated the connectivity of the motor network beyond the effect found during the daytime. This is because, unlike motor skill learning (Cohen et al. 2005; Doyon et al. 2009 ), it remains unclear whether sleep benefits consolidation in SA. For example, Huber and collaborators (2004) showed that savings observed 24 h after sensorimotor readaptation correlate with slow-wave activity of the right posterior parietal cortex during nocturnal sleep, pointing to a positive influence of sleep on memory consolidation. Yet, more recently, Doyon and collaborators found no differences in the amount of readaptation nor in the level of FC measured during the day or the night as long as the same time period was elapsed between training and test (Doyon et al. 2009; Debas et al. 2010) . These latter findings suggest that it is the passage of time and not sleep itself that is necessary for adaptation memories to consolidate. In agreement with Doyon's work, we found that the connectivity of the motor network was significantly stronger than the baseline at 5.5 h but not at 24 h post-training, indicating that daytime consolidation was enough for long-term memory formation. Yet, we cannot rule out the possibility that sleep could have accounted for a portion of the variance that we were not able to detect with this relative small sample size given the noisy nature of resting-state data.
It is important to remark that our study is not the first to explore how learning modulates the time course of FC using resting-state fMRI. Recently, Sami et al. (2014) scanned subjects 0.1, 0.5, and 6 h after learning a serial reaction time task. Yet, the study was significantly different from ours as it targeted a different type of motor learning and focused on the difference between implicit and explicit processes. In addition, they found no relationship between changes in FC and improvements in performance, what may question the specificity of the functional changes in terms of memory formation or stabilization. In contrast, here we show that the strengthening of specific motor connections is linked to long-term memory but not to short-term memory. This aspect is key because consolidation of newly learned material should lead to long-term memory.
Our work has some limitations in addition to the relatively small sample size. On the one hand, it provides only correlational information regarding the functional connections that may subserve memory consolidation. We cannot state from these data that all functional connections may be necessary for memory stabilization. Manipulating the integrity of the network characterized here with transcranial magnetic stimulation or TDCS would be necessary to identify key functional connections and establish a causal link between brain and behavior. On the other hand, the spatiotemporal pattern reported here is based on 18 ROIs chosen a priori. Although those regions were selected based on their salience on visuomotor adaptation studies, additional effects of interest involving a wider network may have been neglected. Finally, given that FC was computed based solely on correlations with no anatomical restrictions, some of the connections identified here may be indirect, that is, mediated through a different ROI or even nonselected brain regions.
Finally, our work presents an additional novel finding possibly applicable to other types of learning. Behavioral results unveiled that short-and long-term memory retention were inversely related; in other words, subjects with strong short-term memory retention exhibited relatively weak long-term memory 24 h later and vice versa. In agreement, the network, which connectivity strengthened up to 5.5 h, was positively related with long-term retention but negatively related with short-term retention. This finding is consistent with the computational model proposed by Smith et al. (2006) to explain SA based on 2 modules that learn at different speed: A fast module that is sensitive to motor error but has low memory retention and a slow module that is insensitive to error but has strong retention. Note, however, that our work only detected a neural network compatible with the slow module. This is probably due to the limited sample size used here (10 final subjects per group) and the noisy nature of the data, which limited the possibility to identify additional variables that may explain the remaining variance in the data. Our results suggest further that these modules are not only active throughout learning, but also during offline memory processing. Interestingly, a recent study from Taylor's group on visuomotor adaptation suggests that the fast component of the two-module model proposed by Smith et al. (2006) maps onto the explicit component of learning, whereas the slow component maps onto the implicit component of learning (McDougle et al. 2015) . If that is the case, then one would expect that learning the task more explicitly would lead to stronger short-term retention and weaker long-term retention, whereas learning the task more implicitly would lead to stronger long-term retention and weaker short-term retention, which is consistent with what we found. Although savings and retention have long been associated with long-term memory (e.g., Krakauer et al. 2005; Brashers-Krug et al. 2006; Smith et al. 2006) , recent evidence has shown that savings appears to be driven by an explicit mechanism (either strategic reaiming or declarative memory) and not by the reactivation of an implicit memory trace (Taylor et al. 2014; Haith et al. 2015) , as previously thought. The negative correlation found in our study between the increment in FC and savings (Fig. 5, left  panel) , which resembles the pattern found for short-term retention, is consistent with this view. Future studies should examine whether this dissociation between savings and retention also holds for other types of procedural learning such as motor sequence learning and perceptual learning.
