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Abstract
A long-standing conjecture in rigidity theory states that the generic 3-dimensional
rigidity matroid is the unique maximal abstract 3-rigidity matroid (with respect to
the weak order on matroids). Based on a close similarity between the generic 3-
dimensional rigidity matroid and the generic C12 -cofactor matroid from approximation
theory, Whiteley made an analogous conjecture in 1996 that the generic C12 -cofactor
matroid is the unique maximal abstract 3-rigidity matroid. We verify Whiteley’s
conjecture in this paper. A key step in our proof is to verify a second conjecture
of Whiteley that the ‘double V-replacement operation’ preserves independence in the
generic C12 -cofactor matroid.
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1 Introduction
The statics of skeletal structures strongly depends on the underlying graphs. This con-
nection has been studied since the seminal work of James Clerk Maxwell [20] in 1864, and
combinatorial rigidity theory is now a fundamental topic in structural rigidity [7, 19].
We will consider a d-dimensional (bar-joint) framework, which is a pair (G,p) consist-
ing of a finite graph G and a map p : V → Rd. Asimov and Roth [1] and Gluck [5] observed
that the properties of rigidity and infinitesimal rigidity coincide when p is generic (i.e., the
set of coordinates in p is algebraically independent over the rational field), and are com-
pletely determined by G and d. This fact enables us to define the generic d-dimensional
rigidity matroid Rd(G) on the edge set of G, whose rank characterizes the rigidity of any
generic framework (G,p). (See, e.g., [7] for more details.)
The generic 1-dimensional rigidity matroid R1(G) is equal to the graphic matroid of
G, and a celebrated theorem of Pollaczek-Geiringer [13] and Laman [9] can be used to
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obtain a concise combinatorial formula for the rank function of the generic 2-dimensional
rigidity matroid R2(G), see [10]. Finding a combinatorial description for R3(G) remains a
fundamental open problem in the field which has inspired a significant amount of research,
see [7, 19].
In 1991, Graver [6] suggested the approach of abstracting representative properties of
the d-dimensional rigidity matroid and recasting rigidity as a matroid property. Suppose
that (G,p), (G1,p1) and (G2,p2) are generic d-dimensional frameworks such that G =
G1 ∪G2 and pi is the restriction of p to V (Gi) for i = 1, 2. It is intuitively clear that: if
|V (G1)∩V (G2)| ≤ d−1 then adding any edge between V (G1)\V (G2) and V (G2)\V (G1)
will restrict the ‘flexibility’ of (G,p); if |V (G1)∩V (G2)| ≥ d and (G1,p1) and (G2,p2) are
both rigid then (G,p) will be rigid. Graver [6] noticed that these physical properties can
be described in terms of matroid closure, and proposed to investigate all matroids which
satisfy these properties. More precisely, he defined a matroid M on the edge set K(V ) of
the complete graph with vertex set V to be an abstract d-rigidity matroid if the following
two properties hold:
(R1) If E1, E2 ⊆ K(V ) with |V (E1)∩ V (E2)| ≤ d− 1, then clM (E1 ∪E2) ⊆ K(V (E1))∪
K(V (E2));
(R2) If E1, E2 ⊆ K(V ) with clM (E1) = K(V (E1)), clM (E2) = K(V (E2)), and |V (E1) ∩
V (E2)| ≥ d, then clM (E1 ∪ E2) = K(V (E1 ∪ E2)),
where clM denotes the closure operator of M . The generic d-dimensional rigidity matroid
for K(V ), Rd(V ), is an example of an abstract d-rigidity matroid. Graver [6] conjectured
that, for all d ≥ 1, there is unique maximal abstract d-rigidity matroid on E(K(V )) with
respect to the weak order of matroids, and further that Rd(V ) is this maximal matroid.
He verified his conjecture for d = 1, 2 but N. J. Thurston (see, [7, page 150]) subsequently
showed that Rd(V ) is not a maximal abstract d-rigidity matroid when d ≥ 4. We will
verify the first part of Graver’s conjecture when d = 3. The second part remains as a
long-standing open problem.
Conjecture 1.1 (Maximality conjecture). The generic 3-dimensional rigidity matroid on
the edge set of a complete graph is the unique maximal abstract 3-rigidity matroid.
Sitharam and Vince recently released a preprint on arXiv [14] in which they announce
the uniqueness of the maximal abstract 3-rigidity matroid on E(Kn).
Whiteley [19] found another candidate for a maximal abstract d-rigidity matroid from
approximation theory. Consider a plane polygonal domain D which has been subdivided
into a set of polygonal faces ∆. A bivariate Crs -spline over ∆ is a function on D which
is continuously differentiable r times and is given by a polynomial of degree s over each
face of ∆. The set of all Crs -splines over ∆ forms a vector space S
r
d(∆), and determining
the dimension of Srd(∆) is a major question in this area. When r = 0 and d = 1, S
0
1(∆) is
the space of piecewise linear functions, and Maxwell’s reciprocal diagram gives a concrete
correspondence between S01(∆) and the self-stresses of the 1-skeleton of ∆, regarded as
a 2-dimensional framework (G,p). Whiteley [16, 18, 19] extended this connection further
and demonstrated how the dimension of Srd(∆) can be computed from the rank of the
Crs -cofactor matrix C
r
s (G,p), which is a variant of the incidence matrix of G in which the
entries are replaced by block matrices whose entries are polynomials in p. Billera [2] used
Whiteley’s approach to solve a conjecture of Strang on the generic dimension of S1s (∆).
The definition of Crs (G,p) is not dependent on the fact that (G,p) is a realisation of G
in the plane without crossing edges and is equally valid for any 2-dimensional framework
2
(G,p). Moreover, in the case when r = s − 1, each row of Cs−1s (G,p) is associated with
a distinct edge of G, and hence the row matroid of Cs−1s (G,p) is a matroid defined on
E(G). We refer to this matroid as the Cs−1s -cofactor matroid for (G,p) and denote it by
Cs−1s (G,p). Since the matroids Cs−1s (G,p) are the same for all generic p, the generic Cs−1s -
cofactor matroid of G, denoted by Cs−1s (G), is defined to be Cs−1s (G,p) for any generic
p. (See Section 2.1 for a formal definition). Let Cd−2d−1(V ) = Cd−2d−1(K(V )). Whiteley [19]
showed that Cd−2d−1(V ) is an example of an abstract d-rigidity matroid and pointed out
that Cd−2d−1(V ) = Rd(V ) when d = 2. He also showed that Cd−2d−1(V ) is a counterexample to
Graver’s original maximality conjecture for all d ≥ 4 and conjectured further that Cd−2d−1(V )
is the maximal abstract d-rigidity matroid for all d ≥ 2.
In this paper we verify Whiteley’s conjecture for d = 3, and hence prove the cofactor
counterpart of Conjecture 1.1:
Theorem 1.2. The generic C12 -cofactor matroid C12(Kn) is the unique maximal abstract
3-rigidity matroid on E(Kn).
The most difficult part of the proof of Theorem 1.2 is to show that a certain graph
operation (called double V-replacement operation) preserves independence in the generic
C12 -cofactor matroid. This is related to another long-standing conjecture on the generic 3-
dimensional rigidity matroid, known as the Henneberg construction conjecture, which asks
if every base of the generic 3-dimensional rigidity matroid can be constructed from K4
by a sequence of simple graph operations (see [4,15] for more details). Based on a strong
similarity between rigidity matroids and cofactor matroids, Whiteley [16, page 55] posed
a corresponding Henneberg construction conjecture for the generic C12 -cofactor matroid.
We will verify this conjecture.
In his survey on generic rigidity and cofactor matroids, Whiteley gave a table of prop-
erties and conjectures for the generic 3-dimensional rigidity and C12 -cofactor matroids
[19, page 65]. The table below updates Whiteley’s table with results from [8] and the
current paper.
Generic 3-rigidity Generic C12 -cofactor
rank Kn, n ≥ 3 3n− 6 3n− 6
0-extension (vertex addition) YES YES
1-extension (edge split) YES YES
abstract 3-rigidity YES YES
vertex splitting YES YES
simplicial 2-surfaces Rigid [5] Rigid [2]
coning YES YES
X-replacement Conjectured YES [19]
double V-replacement Conjectured YES (Theorem 3.8)
Dress conjecture NO [8] NO [8]
K4,6 Base Base
K5,5 Circuit Circuit
maximal abstract 3-rigidity matroid Conjectured YES (Theorem 1.2)
We will give a combinatorial characterization of the rank function of the maximal
abstract 3-rigidity matroid C12(Kn) in a companion paper [3] to this one, and hence solve
the cofactor counterpart to the combinatorial characterization problem for 3-dimensional
rigidity. Theorem 1.2 is a key ingredient of the proof in this companion paper.
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The paper is organized as follows. In Section 2 we provide a brief introduction to
C12 -cofactor matroids. In Section 3 we describe the proofs of Theorem 1.2 and the double
V-replacement conjecture. The most difficult part of these proofs is Theorem 3.7, whose
proof is given in Sections 4 and 5.
2 Preliminaries
In this section we give a formal definition of C12 -cofactor matroids and explain their fun-
damental properties. We also prove a few preliminary lemmas, which will be frequently
used in the subsequent discussion, in Sections 2.4 and 2.5.
We use the following notation throughout this paper. For a finite set V = {v1, v2, . . . , vn},
let K(V ), or K(v1, v2, . . . , vn), denote the edge set of the complete graph with vertex set
V . For a graph G = (V,E) and v ∈ V , let NG(v) be the set of neighbors of v in G and
NˆG(v) = NG(v) ∪ {v} be the closed neighborhood of v in G. For an edge set F and a
vertex v, let dF (v) denote the number of edges of F incident to v.
We often regard a map p : V → Rk as a k|V |-dimensional vector. The inner product
p · q of two maps p, q : V → Rk is given by this identification.
For vectors v1, . . . ,vk in a Euclidean space, let 〈v1, . . . ,vk〉 be their linear span.
For a set Z of real numbers, let Q(Z) denote the smallest field that contains the
rationals and Z.
The weak order for matroids is a partial order over all matroids with the same groundset
E, where for two matroids Mi = (E, rMi) (i = 1, 2) we have M1  M2 if rM1(X) ≤
rM2(X) holds for all X ⊆ E. The closure operator of a matroid M is denoted by clM .
2.1 The C12-cofactor Matrix
Given two points pi = (xi, yi) and pj = (xj , yj) in R2, we define D(pi, pj) ∈ R3 by
D(pi, pj) = ((xi − xj)2, (xi − xj)(yi − yj), (yi − yj)2).
For a 2-dimensional framework (G,p) with vertex set V = {v1, v2, . . . , vn}, we simply
write D(vi, vj) for D(p(vi),p(vj)) when p is clear from the context.
We define the C12 -cofactor matrix of a 2-dimensional framework (G,p) to be the matrix
C12 (G,p) of size |E|×3|V | in which each vertex is associated with a set of three consecutive
columns, each edge is associated with a row, and the row associated with the edge e = vivj
with i < j is
[ vi vj
e=vivj 0 · · · 0 D(vi, vj) 0 · · · 0 −D(vi, vj) 0 · · · 0
]
.
For example, for (K4,p) with p(v1) = (0, 0), p(v2) = (1, 0), p(v3) = (0, 1) and p(v4) =
(−1,−1),
C12 (K4,p) =

v1 v2 v3 v4
v1v2 1 0 0 −1 0 0 0 0 0 0 0 0
v1v3 0 0 1 0 0 0 0 0 −1 0 0 0
v1v4 1 1 1 0 0 0 0 0 0 −1 −1 −1
v2v3 0 0 0 1 −1 1 −1 1 −1 0 0 0
v2v4 0 0 0 4 2 1 0 0 0 −4 −2 −1
v3v4 0 0 0 0 0 0 1 2 4 −1 −2 −4
.
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(Our definition is slightly different to that given by Whiteley [19], but the two definitions
are equivalent up to elementary column operations.) It is known that the space S12(∆) of
bivariate C12 -splines over a subdivision ∆ of a polygonal domain in the plane is linearly
isomorphic to the left kernel of C12 (G,p) if (G,p) is the 1-skeleton of ∆. See, [19] for more
details.
2.2 C12-motions
As mentioned above, the left kernel of the C12 -cofactor matrix C
1
2 (G,p) has an important
role in the analysis of C12 -splines. An analogous situation occurs in rigidity theory where
the left kernel of the rigidity matrix is the space of self-stresses of the framework. The
right kernel of the rigidity matrix plays an equally important role in rigidity theory since it
is the space of infinitesimal motions of the framework. In order to apply a similar analysis
to rigidity theory, we will also consider the right kernel of the C12 -cofactor matrix.
Let G = (V,E) be a graph and p : V → R2 such that p(vi) = (xi, yi) ∈ R2 for all
vi ∈ V . A C12 -motion (or simply, a motion) of (G,p) is a map q : V → R3 satisfying
D(vi, vj) · (q(vi)− q(vj)) = 0 (vivj ∈ E). (1)
The C12 -cofactor matrix C
1
2 (G,p) is the matrix of coefficients of this system of linear
equations in the variable q, and hence each C12 -motion q is a vector in the right kernel
Z(G,p) of C12 (G,p).
Whiteley [19] showed that Z(G,p) has dimension at least six when p(V ) affinely spans
R2 by showing that the C12 -motions q∗i : V → R3, 1 ≤ i ≤ 6, defined by
q∗1(vi) = (1, 0, 0), q
∗
2(vi) = (0, 1, 0), q
∗
3(vi) = (0, 0, 1), (2)
q∗4(vi) = (yi,−xi, 0), q∗5(vi) = (0,−yi, xi) q∗6(vi) = (y2i ,−2xiyi, x2i ) (3)
for each vi ∈ V , are linearly independent vectors in Z(G,p) for all G. (We have adjusted
the values of the q∗i given in [19] to fit our modified definition of C
1
2 (G,p).) We will refer
to a C12 -motion that can be described as a linear combination of the q
∗
i , 1 ≤ i ≤ 6 as a
trivial C12 -motion, and let Z0(G,p) be the space of all trivial C
1
2 -motions.
We say that a framework (G,p) is: C12 -rigid if Z(G,p) = Z0(G,p); C
1
2 -independent
if the rows of C12 (G,p) are linearly independent; minimally C
1
2 -rigid if (G,p) is both C
1
2 -
rigid and C12 -independent; a k-degree of freedom framework, or k-dof framework for short,
if dimZ(G,p) = 6 + k. We will use the same terms for the graph G if (G,p) has the
corresponding property for some (or equivalently, every) generic p.
2.3 Generic C12-cofactor Matroids
The generic C12 -cofactor matroid, C12,n, is the matroid on E(Kn) in which independence
is given by the linear independence of the rows of C12 (Kn,p) for any generic p. We will
sometimes simplify C12,n to Cn or even C when it is clear from the context. Note that a
graph G with n vertices is minimally C12 -rigid (resp., C
1
2 -independent) if and only if E(G)
is a base (resp., an independent set) of C12,n.
Since dimZ(Kn,p) ≥ dimZ0(Kn,p) = 6 holds when n ≥ 3 and p is generic, the rank
of C12,n is at most 3n − 6 for all n ≥ 3. Whiteley [19, Corollary 11.3.15] showed that the
rank of C12,n is equal to 3n− 6 when n ≥ 3, and that C12,n is an abstract 3-rigidity matroid.
Our main result, Theorem 1.2, verifies that C12,n is the unique maximal abstract 3-rigidity
matroid.
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2.4 Pinning
The concept of pinning i.e. specifying the value of a motion at one or more vertices, is often
useful when dealing with a k-dof framework (G,p). The following technical observations
will be used in the proof of our main theorem.
For vs ∈ V (G) and t ∈ {1, 2, 3}, let es,t : V → R3 be such that es,t(vs) is the unit
vector with 1 at the t-coordinate and zeros elsewhere, and es,t(vi) = 0 for i 6= s.
Lemma 2.1. Let (G,p) be a k-dof framework such that p(vi) = (xi, yi) ∈ R2 for all
vi ∈ V (G), va, vb, vc be three distinct vertices such that (ya− yb)(ya− yc)(yb− yc) 6= 0, and
q0, q1, . . . , qk be motions of (G,p) such that q1, . . . , qk are linearly independent and
qi · es,t = 0 for all (s, t) ∈ {(a, 1), (a, 2), (a, 3), (b, 1), (b, 2), (c, 1)} (4)
for every i ∈ {0, 1, . . . , k}. Then Z(G,p) = Z0(G,p)⊕ 〈q1, . . . , qk〉 and q0 ∈ 〈q1, . . . , qk〉.
Proof. Suppose
∑k
i=1 µiqi =
∑6
j=1 λjq
∗
j for some µi, λj ∈ R. Then (4) gives
6∑
j=1
λj(q
∗
j · es,t) = 0 for every (s, t) ∈ {(a, 1), (a, 2), (a, 3), (b, 1), (b, 2), (c, 1)}.
By the definition of q∗i in (2) and (3), the system can be written as
1 0 0 ya 0 y
2
a
0 1 0 −xa −ya −2xaya
0 0 1 0 xa x
2
a
1 0 0 yb 0 y
2
b
0 1 0 −xb −yb −2xbyb
1 0 0 yc 0 y
2
c


λ1
λ2
λ3
λ4
λ5
λ6
 =

0
0
0
0
0
0
 .
Let Q denote the matrix of coefficients of this system. Then detQ = (ya − yb)2(yc −
ya)(yb − yc) 6= 0. Hence Q is non-singular, and λj = 0 for all 1 ≤ j ≤ 6. Thus Z0(G,p) ∩
〈q1, . . . , qk〉 = {0}. The fact that (G,p) is a k-dof framework now gives Z(G,p) =
Z0(G,p)⊕ 〈q1, . . . , qk〉.
Since q0 is a motion, we have q0 =
∑k
i=1 µ
′
iqi +
∑6
j=1 λ
′
jq
∗
j for some µ
′
i, λ
′
j ∈ R. We
can use (4) to obtain
6∑
j=1
λ′j(q
∗
j · es,t) = 0 for every (s, t) ∈ {(a, 1), (a, 2), (a, 3), (b, 1), (b, 2), (c, 1)}.
The same argument as in the previous paragraph now gives λ′j = 0 for all 1 ≤ j ≤ 6. In
other words, q0 is a linear combination of q1, . . . , qk.
Suppose va, vb, vc are distinct vertices in a framework (G,p). We define the extended
C12 -cofactor matrix C˜(G,p) (with respect to (va, vb, vc)) to be the matrix of size 3|V | ×
(|E|+ 6) obtained from C(G,p) by adding the six rows, ea,1, ea,2, ea,3, eb,1, eb,2, ec,1.
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For example, for (K4,p) with p(v1) = (0, 0), p(v2) = (1, 0), p(v3) = (0, 1) and p(v4) =
(−1,−1), the extended C12 -cofactor matrix with respect to (v1, v2, v3) is

v1 v2 v3 v4
1 0 0 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0 0 0
0 0 0 0 0 0 1 0 0 0 0 0
v1v2 1 0 0 −1 0 0 0 0 0 0 0 0
v1v3 0 0 1 0 0 0 0 0 −1 0 0 0
v1v4 1 1 1 0 0 0 0 0 0 −1 −1 −1
v2v3 0 0 0 1 −1 1 −1 1 −1 0 0 0
v2v4 0 0 0 4 2 1 0 0 0 −4 −2 −1
v3v4 0 0 0 0 0 0 1 2 4 −1 −2 −4

.
Lemma 2.2. Let (G,p) be a framework with |E(G)| = 3|V (G)| − (6 + k), and denote
p(vi) = (xi, yi) for each vi ∈ V . Let C˜(G,p) be the extended C12 -cofactor matrix with
respect to three vertices (va, vb, vc) and suppose that (ya − yb)(ya − yc)(yb − yc) 6= 0. Then
C˜(G,p) is row independent if and only if dimZ(G,p) = 6 + k.
Proof. If C˜(G,p) is row independent, then C(G,p) is row independent and hence
dimZ(G,p) = 3|V (G)| − |E(G)| = 6 + k.
To see the converse, suppose dimZ(G,p) = 6 + k but C˜(G,p) is row dependent. Then we
can choose k + 1 linearly independent C12 -motions q0, q1, . . . , qk of (G,p) from the kernel
of C˜(G,p). Then each qi satisfies (4). Hence, by Lemma 2.1, q0 ∈ 〈q1, . . . , qk〉, which is
a contradiction.
2.5 Locally k-dof parts
Let G = (V,E) be a graph. A set X ⊆ V is said to be a locally rigid part in G if every
edge in K(X) is in clC(E(G)). The set X is said to be a locally k-dof part in G if there
is a set F of k edges in K(V ) such that X is locally rigid part in G + F , but no smaller
edge set has this property.
Lemma 2.3. Let G = (V,E) be a graph and X be a locally k-dof part in G. Then there
exists a set of edges D of K(V ) such that H = G + D is a k-dof graph and X is still a
locally k-dof part in H. Moreover, for any generic framework (G,p) and any motion q of
(G,p), (H,p) has a motion q′ satisfying q′(v) = q(v) for all v ∈ X.
Proof. Let F be a set of k edges in K(V ) such that X is a locally rigid part in G + F ,
and D be a minimal set of edges in K(V ) such that G + F + D is C12 -rigid. For each
e ∈ F ∪ D, G + F + D − e is a 1-dof graph and we can choose a non-trivial C12 -motion
qe of (G + F + D − e,p). Then B1 = {q∗i : 1 ≤ i ≤ 6} ∪ {qe : e ∈ F ∪ D} is a base
for Z(G,p) and B2 = {q∗i : 1 ≤ i ≤ 6} ∪ {qe : e ∈ F} is a base for Z(G + D,p). The
facts that the motions in B1 are linearly independent and that, for each e ∈ F , we have
D(u, v) · (qe(u) − qe(v)) 6= 0 for some u, v ∈ X now implies that we must add at least k
edges to G+D to make X locally rigid. Hence X is a locally k-dof part in G+D.
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Since q is a motion of (G,p) and B1 is a base for Z(G,p), we have q =
∑6
i=1 λiq
∗
i +∑
e∈F∪D µeqe for some λi, µe ∈ R. Since X is a locally rigid part of G+F , qe|X is a trivial
motion of (K(X),p|X) for all e ∈ D. Hence qe|X = q∗e |X for some trivial motion q∗e of
(G,p). Let q′ =
∑6
i=1 λ
′
iq
∗
i +
∑
e∈F µeqe +
∑
e∈D µ
′
eq
∗
e . Then q
′|X = q∗|X +
∑
e∈F µeqe|X
for some q∗ ∈ Z0(G,p). For the right choices of λ′i and µ′e, this gives q′|X = q|X . Since
B2 is a base for Z(G+D,p), we have q
′ ∈ Z(G+D,p).
3 Inductive Construction and Proof of Theorem 1.2
3.1 Inductive Construction
Our proof of Theorem 1.2 uses the following 3-dimensional versions of standard graph
operations from rigidity theory. Given a graph H:
• the 0-extension operation adds a new vertex v and three new edges from v to vertices
in H;
• the 1-extension operation chooses an edge e of H and adds a new vertex v and four
new edges from v to vertices in H − e with the proviso that two of the new edges
join v to the end-vertices of e;
• the X-replacement operation chooses two non-adjacent edges e and f of H and adds
a new vertex v and five new edges from v to vertices in H − {e, f} with the proviso
that four of the new edges join v to the end-vertices of e and f ;
• the V-replacement operation chooses two adjacent edges e and f of H and adds a
new vertex v and five new edges from v to vertices in H − {e, f} with the proviso
that three of the new edges join v to the end-vertices of e and f ;
• the vertex splitting operation chooses a vertex u and a partition U1, U2, U3 of NH(u)
with |U2| = 2, deletes all edges from u to U3, and then adds a new vertex v and
|U3|+ 3 new edges from v to each vertex in U2 ∪ U3 ∪ {u}.
Whiteley [19, Lemmas 10.1.5 and 10.2.1, Theorems 10.2.7 and 10.3.1] showed that all but
one of these operations preserve C12 -independence.
Lemma 3.1. The 0-extension, 1-extension, X-replacement, and vertex splitting operations
preserve C12 -independence.
In general V-replacement may not preserve C12 -independence, but there is an important
special case when it does. Namely, suppose the V-replacement removes two edges e =
v1v2, f = v1v3 and adds a new vertex v0 with fives edges v0vi for i = 1, . . . , 5. If the
original graph has edges v1v4 and v1v5, then this V-replacement is a special case of vertex
splitting, and hence preserves C12 -independence. This fact will be used frequently.
Whiteley [19] conjectured that another special case of V-replacement preserves C12 -
independence: if H ∪ {e1, e2} and H ∪ {e′1, e′2} are both C12 -independent for two pairs of
adjacent edges e1, e2 and e
′
1, e
′
2 with the property that the common endvertex of e1, e2 is
distinct from that of e′1, e′2, then the graph G obtained by adding a new vertex v0 of degree
five to H in such a way that the endvertices of e1, e2, e
′
1, e
′
2 are all neighbours of v0, is
C12 -independent. See Figure 1. This conjecture is referred to as the Double V-Replacement
Conjecture since G can be constructed from either G − v0 + e1 + e2 or G − v0 + e′1 + e′2
by a V-replacement. We will verify this conjecture in the next subsection. We close this
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v5
Figure 1: An example of double V-replacement.
subsection with the following rather technical lemma which will be used in our proofs of
both the Double V-Replacement Conjecture and Theorem 1.2.
Lemma 3.2. Let H = (V,E) be a C12 -independent graph, U = {v1, . . . , v5} be a set of five
vertices in G, and K = K(U). Then at least one of the following holds:
(i) clC(E) ∩K contains a copy of K4.
(ii) K ⊆ clC(E + e) for some edge e ∈ K.
(iii) there are two non-adjacent edges e1 and e2 in K such that H + e1 + e2 is C
1
2 -
independent.
(iv) there are two adjacent edges e1 and e2 in K such that H+ e1 + e2 is C
1
2 -independent
and the common end-vertex of e1 and e2 is incident to two edges in clC(E) ∩K.
(v) clC(E) ∩K forms a star on five vertices, and clC(E + e) ∩K has no copy of K4 for
all e ∈ K.
Proof. We assume that (i) - (iv) do not hold and prove that (v) must hold.
Since (iii) does not hold, we have:
for all e = vivj ∈ K \ cl(E), cl(E + e) contains a triangle on U \ {vi, vj}. (5)
Claim 3.3. For all e ∈ K, clC(E + e) ∩K contains no copy of K4.
Proof. Since (i) does not occur, the claim follows if e ∈ clC(E). Thus we suppose that
e /∈ clC(E), and hence E + e is independent in C.
Relabeling if necessary, we may suppose e = v1v2. By (5), clC(E + e) contains the
triangle K(v3, v4, v5) on {v3, v4, v5}. Since (ii) does not hold, clC(E + e) ∩ K does not
contain two copies of K4 (since the union of two distinct copies of K4 on U would form a
C12 -rigid graph on U .) We consider two cases.
Case 1: Suppose that clC(E + e) ∩ K contains a K4 which includes e = v1v2. By sym-
metry we may assume that this is a K4 on {v1, v2, v3, v4}. Since clC(E + e) ∩K contains
K(v3, v4, v5) and contains at most one K4, v1v5, v2v5 /∈ clC(E + e). We will show that:
{v2v3, v2v4} ⊂ clC(E). (6)
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Suppose v2v3 /∈ clC(E). Since v2v3 ∈ clC(E + e) \ clC(E), E + v2v3 is independent
in C and clC(E + e) = clC(E + v2v3). Since v1v5 /∈ clC(E + e), this in turn implies
v1v5 /∈ clC(E + v2v3). Hence E + v2v3 + v1v5 is independent in C, contradicting that (iii)
does not hold. Thus v2v3 ∈ clC(E). The same argument for v2v4 implies (6).
Since v2v5 /∈ clC(E + e), E + v1v2 + v2v5 is independent in C. Combined with (6), this
contradicts the assumption that (iv) does not hold.
Case 2: Suppose that clC(E + e)∩K contains a K4 which avoids e = v1v2. By symmetry
we may assume that this is a K4 on {v1, v3, v4, v5}. Since clC(E+ e)∩K contains at most
one K4, there is at most one edge from v2 to v3, v4, v5 in clC(E+e)∩K and we may assume
by symmetry that v2v4, v2v5 /∈ clC(E + e). We will show that this case cannot occur by
showing that
all edges on {v1, v3, v4, v5} are in clC(E) (7)
and hence that (i) holds.
Suppose v1v3 /∈ clC(E). Then, since v1v3 ∈ clC(E+e)\clC(E), E+v1v3 is independent
in C and clC(E+v1v2) = clC(E+v1v3). Since v2v4 /∈ clC(E+v1v2), we have v2v4 /∈ clC(E+
v1v3). Hence E+v1v3 +v2v4 is independent in C and (iii) holds. This contradiction implies
that v1v3 ∈ clC(E). The same argument holds for all the other edges on {v1, v3, v4, v5}
except v4v5. If v4v5 /∈ clC(E) then, since v4v5 ∈ clC(E + v1v2) \ clC(E), E + v4v5 is
independent and clC(E+ v1v2) = clC(E+ v4v5). This in turn implies v2v4 /∈ clC(E+ v4v5),
and E+ v2v4 + v4v5 is independent in C. This and the fact v1v4, v3v4 ∈ clC(E) contradicts
the assumption that (iv) does not hold. Hence v4v5 /∈ clC(E) and (7) holds.
Claim 3.3 implies that the second part of condition (v) in the statement holds. It
remains to show that clC(E) ∩ K forms a star on U . This will follow by combining
Claims 3.5 and 3.6, below. We first derive two auxiliary claims.
Claim 3.4. Suppose that E+v1v2 is independent in C. Then clC(E) has at least two edges
on {v3, v4, v5}.
Proof. Recall that clC(E + v1v2) contains a complete graph on {v3, v4, v5} by (5).
We first look at the complete graph on {v1, v2, v3, v4}. By Claim 3.3, we may assume
without loss of generality that v1v3 6∈ clC(E + v1v2). If v4v5 /∈ clC(E), then v4v5 ∈
clC(E + v1v2) \ clC(E), and so clC(E + v4v5) = clC(E + v1v2). Hence v1v3 /∈ clC(E + v4v5).
This gives a contradiction as E + v4v5 + v1v3 would be independent in C and (iii) would
hold. Thus we obtain v4v5 ∈ clC(E).
We next consider the complete graph on {v1, v2, v4, v5}. By Claim 3.3, we may assume
without loss of generality that either v1v4 /∈ clC(E + v1v2) or v2v4 /∈ clC(E + v1v2). If
v3v5 /∈ clC(E), then v3v5 ∈ clC(E + v1v2) \ clC(E), and so clC(E + v1v2) = clC(E + v3v5).
Hence v1v4 /∈ clC(E+v3v5) or v2v4 /∈ clC(E+v3v5) respectively. This gives a contradiction
as (iii) would hold. Thus we obtain v3v5 ∈ clC(E).
Claim 3.5. For all i with 1 ≤ i ≤ 5, dclC(E)∩K(vi) ≥ 1. And if dclC(E)∩K(vi) = 1, then
the vertex vj adjacent to vi in clC(E) ∩K satisfies dclC(E)∩K(vj) = 4.
Proof. Suppose that dclC(E)∩K(v5) = 0. Since clC(E) has no copy of K4, we may assume
v1v2 6∈ clC(E). Then E + v1v2 is independent in C, and clC(E) has at most one edge on
{v3, v4, v5} since dclC(E)∩K(v5) = 0. This contradicts Claim 3.4.
Suppose that dclC(E)∩K(v5) = 1. We may assume without loss of generality that v5 is
adjacent to v1 in clC(E). Suppose further that clC(E) does not contain v1v2. Then E+v1v2
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is independent in C. On the other hand, clC(E) has at most one edge on {v3, v4, v5} because
v5 is incident only to v1 in clC(E) ∩K. This again contradicts Claim 3.4.
Claim 3.6. clC(E) ∩K is cycle free.
Proof. Suppose that clC(E) ∩ K contains a cycle of length five. By Claim 3.3 we may
choose two chords e1, e2 of this cycle such that E + e1 + e2 is independent in C. This
would contradict the assumption that (iii) and (iv) do not hold since either e1 and e2 are
non-adjacent or their common end-vertex has degree two in clC(E) ∩K.
Suppose that clC(E)∩K contains a cycle of length four, say v1v2v3v4v1. Since clC(E)∩K
has no K4, we may suppose that v1v3 /∈ clC(E). Then Claim 3.3 implies that E+v1v3+v2v4
is independent in C and (iii) holds, a contradiction.
Suppose that clC(E)∩K contains a triangle, say K(v1, v2, v3). Claim 3.5 and the fact
that clC(E) ∩K contains no cycle of length four tells us that there is exactly one edge in
clC(E)∩K from each of v4, v5 to {v1, v2, v3}, and that both of these edges have a common
end-vertex, say v1. Hence E + v2v4 is independent in C. We can now use (5) to deduce
that v3v5 ∈ clC(E + v2v4). Claim 3.3 now implies that v2v5 6∈ clC(E + v2v4) and hence
E + v2v4 + v2v5 is independent in C. This gives a contradiction since v2 has degree two in
clC(E) ∩K and hence (iv) holds, a contradiction.
Claims 3.5 and 3.6 imply that clC(E) ∩K forms a star on {v1, v2, . . . , v5} and hence
(v) holds.
3.2 Double V-replacement
We will formulate a special case of the Double V-Replacement Conjecture, Theorem 3.8
below, and then show that the general conjecture will follow from this special case. The
proof of the special case is delayed until Sections 4 and 5.
Let G = (V,E) be a graph. A vertex v0 in G is said to be of type (?) if
• v0 has degree five with NG(v0) = {v1, v2, v3, v4, v5},
• G− v0 + v1v2 + v1v3 and G− v0 + v1v3 + v3v4 are both C12 -rigid, and
• clC(E(G− v0)) ∩K(NG(v0)) forms a star on five vertices centered on v5,
Theorem 3.7. Let G = (V,E) be a graph with |E| = 3|V | − 6 and suppose that G has a
vertex v0 of type (?). Then G is C
1
2 -rigid.
As noted above, we delay the proof of this theorem to Sections 4 and 5 and instead
use it to verify the Double V-Replacement Conjecture.
Theorem 3.8. Let G = (V,E) be a graph that has a vertex v0 of degree five, and let {e1, e2}
and {e′1, e′2} be two pairs of adjacent edges on NG(v0). Suppose that G− v0 + e1 + e2 and
G− v0 + e′1 + e′2 are both C12 -independent, and that the common endvertex of e1 and e2 is
distinct from that of e′1 and e′2. Then G is C12 -independent.
Proof. Let NG(v) = {v1, . . . , v5}. We apply Lemma 3.2 to H := G− v0 and U := NG(v0).
(Note that H is C12 -independent.) Neither (i) nor (ii) of Lemma 3.2 hold since otherwise
G− v0 + e1 + e2 or G− v0 + e′1 + e′2 would be dependent. If (iii) or (iv) holds, then one can
construct G from a C12 -independent graph by X-replacement or vertex splitting, implying
that G is C12 -independent by Lemma 3.1. Hence we may assume (v) of Lemma 3.2 holds,
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and, without loss of generality, that clC(E(H)) ∩ K(U) forms a star whose center is v5.
Then E(H) + v1v2 and E(H) + v3v4 are both C
1
2 -independent.
If v3v4 /∈ clC(E(H) + v1v2), then G can be obtained from the C12 -independent graph
H + v1v2 + v3v4 by X-replacement. Hence we may assume that v3v4 ∈ clC(E(H) + v1v2),
and thus clC(E(H) + v1v2) = clC(E(H) + v3v4) by the independence of H + v3v4. Since
(v) of Lemma 3.2 holds, we may further suppose that v1v3 /∈ clC(E(H) + v1v2). Therefore
both H + v1v2 + v1v3 and H + v3v4 + v1v3 are C
1
2 -independent.
Let k = 3|V | − 6 − |E|. We prove the statement by induction on k. Suppose k = 0.
Then H + v1v2 + v1v3 and H + v3v4 + v1v3 are minimally C
1
2 -rigid, and v0 is of type (?).
By Theorem 3.7 G is minimally C12 -rigid.
For the induction step, we assume that k > 0. Since clC(E(H) + v1v2) = clC(E(H) +
v3v4), we have clC(E(H) + v1v2 + v1v3) = clC(E(H) + v3v4 + v1v3). As H + v1v2 + v1v3
is a k-dof graph with k > 0, there is an edge f ∈ K(V ) such that H + v1v2 + v1v3 + f
and H + v3v4 + v1v3 + f are both C
1
2 -independent. Applying the induction hypothesis to
H + f , we find that G+ f is C12 -independent. Therefore G is C
1
2 -independent.
Theorem 3.8 implies that we can construct all minimally C12 -rigid graphs from copies
of K4 with a ‘Henneberg tree construction’ using the 0-, 1-, X- and double V-extension
operations. We refer the reader to [15,19] for more details.
3.3 Kt-matroids
Let n and t be positive integers with t ≤ n. A matroid M on the edge set of a complete
graph Kn is said to be a Kt-matroid if the edge set of every copy of Kt in Kn is a circuit in
M. Nguyen obtained the following simple characterization of abstract rigidity matroids.
Theorem 3.9 (Nguyen [12, Theorem 2.2]). Let n, d be positive integers with n ≥ d + 2
and M be a matroid on E(Kn). Then M is an abstract d-rigidity matroid if and only if
M is a Kd+2-matroid with rank dn−
(
d+1
2
)
.
The following lemma shows that dn − (d+12 ) is an upper bound on the rank of all
Kd+2-matroids.
Lemma 3.10. Suppose that M is a Kd+2-matroid on E(Kn) for n ≥ d+ 2. Then M has
rank at most dn− (d+12 ).
Proof. We proceed by induction on n. The claim is trivial when n = d+ 2.
Suppose n > d + 2, and denote the vertex set of Kn by {v1, . . . , vn}. Let K be the
edge set of the complete graph on {v1, . . . , vn−1}. SinceM|K is a Kd+2-matroid, the rank
of K inM is at most d(n− 1)− (d+12 ) by induction. Let K ′ = K+ {v1vn, v2vn, . . . , vdvn}.
We show K ′ spans E(Kn).
For each i = d + 1, . . . , n − 1, let Ci be the edge set of the complete graph on
{v1, v2, . . . , vd−1, vd, vn, vi}. Note that K ′ contains all edges of Ci except vivn. Since
M is a Kd+2-matroid, vivn is spanned by K ′. Hence K ′ spans E(Kn), and the rank ofM
is at most |K ′| = |K|+ d = dn− (d+12 ).
In view of Theorem 3.9 and Lemma 3.10, an abstract d-rigidity matroid is a Kd+2-
matroid attaining the maximum possible rank.
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3.4 Proof of Theorem 1.2
By Theorem 3.9, Theorem 1.2 will follow immediately from:
Theorem 3.11. The generic C12 -cofactor matroid C12,n is the unique maximal K5-matroid
on E(Kn) for all n ≥ 1.
Proof. Let M be an arbitrary K5-matroid on E(Kn) and put Cn = C12,n. We will abuse
notation throughout this proof and use the same letter for both a subgraph of Kn and its
edge set.
We proceed by induction on n. For v0 ∈ V (Kn), let Cn−1 = Cn|Kn−v0 and M′ =
M|Kn−v0 . The induction hypothesis implies that Cn−1 is the unique maximal K5-matroid
on E(Kn−1) and hence M′  Cn−1.
Claim 3.12. Let X ⊆ E(Kn − v0) be independent in M′. Then clCn−1(X) ⊆ clM′(X).
Proof. Choose e ∈ clCn−1(X) \X. Then X + e is dependent in Cn−1. Since M′  Cn−1,
X + e is dependent inM′. Since X is independent inM′, there is a circuit C ofM′ with
e ∈ C ⊆ X + e. Hence e ∈ clM′(X).
We will show that M  Cn. Suppose for a contradiction that some base B of M is
not independent in Cn. Since M is a K5-matroid, Lemma 3.10 implies that |B| ≤ 3n− 6,
and hence we may modify our choice of v0 if necessary to ensure that v0 has degree at
most five in B. Let NB(v0) = {v1, . . . , vk} (where k is the degree of v0) and let K be the
complete graph on NB(v0).
Suppose dB(v0) ≤ 3. Then B−v0 is independent inM, and hence is also independent
in M′. Thus B − v0 is independent in Cn−1 by induction, and B is independent in Cn
by the 0-extension property in Lemma 3.1. This contradicts our assumption that B is
dependent in Cn. Hence we may suppose dB(v0) ∈ {4, 5}.
Claim 3.13. Neither clM′(B − v0) ∩K nor clCn−1(B − v0) ∩K contains a copy of K4.
Proof. Suppose clM′(B − v0) contains a complete graph on {v1, v2, v3, v4}. Let ei = v0vi
for 1 ≤ i ≤ 4. Since M is a K5-matroid, e4 is spanned by B − v0 + e1 + e2 + e3 in M.
This contradicts the fact that B is independent in M. Hence clM′(B − v0) ∩K contains
no K4.
Claim 3.12 and the fact that B− v0 is independent inM′, now imply that clCn−1(B−
v0) ∩K contains no copy of K4.
Suppose that dB(v0) = 4. Claim 3.13 and the fact that B is independent in M imply
that B − v0 + v1v2 is independent in M′ for some neighbors v1v2 of v0 in B. We can now
apply induction to deduce that B − v0 + v1v2 is independent in Cn−1 and then use the
1-extension property in Lemma 3.1 to deduce that B is independent in Cn, a contradiction.
Hence we may assume that dB(v0) = 5.
Claim 3.14. K 6⊆ clCn−1(B − v0 + e) for all e ∈ K.
Proof. Suppose, for a contradiction, that K ⊆ clCn−1(B − v0 + e) for some e ∈ K.
We first consider the case when B− v0 + e is independent inM′. Then by Claim 3.12
we have K ⊆ clM′(B − v0 + e). Combining this with the fact M is a K5-matroid, we
obtain rM(B) ≤ rM′(B−v0 +e)+3. On the other hand, the fact that B is independent in
M tells us that rM(B) = rM′(B− v0) + 5 = rM′(B− v0 + e) + 4. This is a contradiction.
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Hence B − v0 + e is dependent in M′. By Claim 3.13, there exists an edge e′ ∈ K
such that B − v0 + e′ is independent in M′. Then the preceding paragraph implies that
clCn−1(B − v0 + e′) does not contain K. In addition, B − v0 + e′ is independent in Cn−1
since M′  Cn−1. This, and the assumption that K ⊆ clCn−1(B − v0 + e), imply that e′ ∈
clCn−1(B−v0+e)\clCn−1(B−v0). This in turn gives clCn−1(B−v0+e) = clCn−1(B−v0+e′),
and we have a contradiction since the first set contains K while the second does not.
We next apply Lemma 3.2 to the vertex set {v1, . . . , v5} in the C12 -independent graph
B − v0. Lemma 3.2(i) and (ii) cannot occur by Claims 3.13 and 3.14, respectively. If
Lemma 3.2(iii) or (iv) occurs for two edges e1, e2 ∈ K, then B can be obtained from
B− v0 + e1 + e2 by X-replacement or vertex splitting respectively. This would imply that
B is independent in Cn by Lemma 3.1, a contradiction.
Therefore, Lemma 3.2(v) holds and clCn−1(B − v0)∩K forms a star. We may assume,
without loss of generality, that v5 is the central vertex of this star. Then the edge sets
B − v0 + v1v2 and B − v0 + v3v4 are independent in Cn−1. Since Lemma 3.2(iii) does not
occur, v3v4 ∈ clCn−1(B−v0 +v1v2), implying clCn−1(B−v0 +v1v2) = clCn−1(B−v0 +v3v4).
By Claim 3.14, we may further suppose that B1 = B − v0 + v1v2 + v1v3 and B2 =
B− v0 + v1v3 + v3v4 are independent in Cn−1. We now apply Theorem 3.8 to deduce that
B is independent in Cn. This contradiction completes the proof.
4 Bad C12-Motions
The remainder of the paper is dedicated to proving Theorem 3.7. Since we are only
concerned with the C12 -cofactor matroid we often suppress specific mention of this matroid.
In particular we say that a set of edges F in a graph is independent if it is independent in
this matroid and use cl(F ) to denote its closure.
In this section, we show that if Theorem 3.7 does not hold for some graph G, then
every generic framework (G,p) has a special kind of motion, and derive some properties
of such ‘bad’ motions. We use these properties in Section 5, to prove that no generic
framework can have a bad motion.
The following notation will be used throughout the remainder of this paper. Suppose
pi = (xi, yi) is a point in the plane for i = 0, 1, 2, 3. For any three of these points, we let
∆(pi, pj , pk) =
∣∣∣∣∣∣
xi yi 1
xj yj 1
xk yk 1
∣∣∣∣∣∣ ,
which is twice the signed area of the triangle defined by the three points. When the points
belong to a framework (G,p), we simply denote ∆(p(vi),p(vj),p(vk)) by ∆(vi, vj , vk) or
∆i,j,k. The formula for the determinant of a Vandermonde matrix implies that∣∣∣∣∣∣
D(p0, p1)
D(p0, p2)
D(p0, p3)
∣∣∣∣∣∣ = −
∣∣∣∣∣∣
x0 y0 1
x1 y1 1
x2 y2 1
∣∣∣∣∣∣
∣∣∣∣∣∣
x0 y0 1
x2 y2 1
x3 y3 1
∣∣∣∣∣∣
∣∣∣∣∣∣
x0 y0 1
x3 y3 1
x1 y1 1
∣∣∣∣∣∣ (8)
= −∆(p0, p1, p2)∆(p0, p2, p3)∆(p0, p3, p1). (9)
See, e.g., [16, page 15] for further details.
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4.1 Bad local behavior
The following key lemma states that if Theorem 3.7 does not hold for some vertex v0 of
type (∗) in a graph G, then every generic framework (G,p) has a non-trivial C12 -motion
q with the property that each coordinate of q(vi), for vi ∈ NˆG(v0), can be expressed
as a polynomial in the coordinates of the points p(vj), for vj ∈ NˆG(v0). (The precise
formulae of Lemma 4.1 are not important, only the fact that each coordinate is written
as a polynomial in the coordinates of p(v0),p(v1), . . . ,p(v5) will be important.)
Lemma 4.1. Let (G,p) be a generic framework, v0 be a vertex of type (?) in G with
NG(v0) = {v1, . . . , v5}, H = G− v0 and p|H be the restriction of p to H. Suppose that G
is not C12 -rigid. Then there exist non-trivial C
1
2 -motions q1 of (H + v1v2,p|H) and q2 of
(H + v1v3,p|H) satisfying
q1(v1) = q1(v2) = q1(v5) = 0,
q1(v3) = ∆1,2,3D(v3, v4)×D(v3, v5),
q1(v4) = ∆1,2,4D(v3, v4)×D(v4, v5),
and
q2(v1) = q2(v3) = q2(v5) = 0,
q2(v2) = ∆1,3,2D(v2, v4)×D(v2, v5),
q2(v4) = ∆1,3,4D(v2, v4)×D(v4, v5).
Moreover, G has a non-trivial motion q such that q|V−v0 = αq1 + βq2 where
α =
∣∣∣∣∣∣
D(v0, v2)
D(v2, v4)
D(v2, v5)
∣∣∣∣∣∣
∣∣∣∣∣∣
D(v0, v3)
D(v0, v1)
D(v0, v5)
∣∣∣∣∣∣ and β = −
∣∣∣∣∣∣
D(v0, v3)
D(v3, v4)
D(v3, v5)
∣∣∣∣∣∣
∣∣∣∣∣∣
D(v0, v2)
D(v0, v1)
D(v0, v5)
∣∣∣∣∣∣ ,
and q(v0) is given by
q(v0) = ∆1,2,3
∣∣∣∣∣∣
D(v0, v3)
D(v3, v4)
D(v3, v5)
∣∣∣∣∣∣
∣∣∣∣∣∣
D(v0, v2)
D(v2, v4)
D(v2, v5)
∣∣∣∣∣∣D(v0, v1)×D(v0, v5).
Proof. For simplicity, put Di,j = D(vi, vj).
Since v0 is of type (?) in G, (H+v1v2 +v1v3,p|H) and (H+v1v3 +v3v4,p|H) are both
C12 -rigid. Also cl(E(H)) forms a star on NG(v0) centered at v5. We first prove a result
concerning the C12 -motions of (H,p|H).
Claim 4.2. There exist non-trivial C12 -motions q1 of (H + v1v2,p|H) and q2 of (H +
v1v3,p|H) such that:
(a) q1(v1) = q1(v2) = q1(v5) = 0, D3,4 · [q1(v3)− q1(v4)] = 0, and D1,3 · q1(v3) 6= 0;
(b) q2(v1) = q2(v3) = q2(v5) = 0, D2,4 · [q2(v2)− q2(v4)] = 0, and D1,2 · q2(v2) 6= 0;
(c) Z(H,p|H) = Z0(H,p|H)⊕ 〈q1, q2〉.
Proof. Since cl(E(H)) forms a star on NG(v0) centered at v5, cl(E(H) + v1v2) contains
triangle K(v1, v2, v5). Since G contains a 1-extension of H + v1v2 and is not C
1
2 -rigid,
H + v1v2 is not C
1
2 -rigid. Hence we can choose a non-trivial motion q1 of (H + v1v2,p|H)
such that q1(v1) = q1(v2) = q1(v5) = 0 (by pinning the triangle on {v1, v2, v3}). The fact
that (H+v1v2+v1v3,p|H) is C12 -rigid implies that D1,3 ·[q1(v3)−q1(v1)] = D1,3 ·q1(v3) 6= 0.
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If D3,4 · [q1(v3) − q1(v4)] 6= 0 then H + v1v2 + v3v4 would be C12 -rigid, and G would also
be C12 -rigid since it can be obtained from H + v1v2 + v3v4 by an X-replacement. Thus
D3,4 · [q1(v3) − q1(v4)] = 0. This completes the proof of (a). Part (b) can be proved
analogously.
The facts that D1,2 · [q1(v1)− q1(v2)] = 0 6= D1,2 · [q2(v1)− q2(v2)] and D1,3 · [q1(v1)−
q1(v3)] 6= 0 = D1,3 · [q2(v1) − q2(v3)] imply that q1, q2 are linearly independent and can
be extended to a base of Z(H,p|H) by adding the vectors in a base of Z0(H,p|H). Hence
Z(H,p|H) = Z0(H,p|H)⊕ 〈q1, q2〉.
Claim 4.3. There exists a non-trivial C12 -motion q of (G,p) such that q|H = αq1 + βq2
for some α, β ∈ R with β 6= 0.
Proof. Since G is not C12 -rigid, we may choose a non-trivial C
1
2 -motion q of (G,p). Since
dG(v0) = 5, q|H is a non-trivial C12 -motion of (H,p|H). By Claim 4.2(c), q|H = q0 +
αq1 + βq2 for some q0 ∈ Z0(H,p|H) and α, β ∈ R. We may choose q˜ ∈ Z0(G,p) such
that q˜|H = q0. Then qˆ = q− q˜ is a non-trivial C12 -motion of (G,p) and qˆ|H = αq1 + βq2.
Since (G + v1v2,p) can be obtained from (H + v1v2 + v1v3,p|H) by first performing a
1-extension operation and then adding the edge v0v5, (G+ v1v2,p) is C
1
2 -rigid. This tells
us that D1,2 · [qˆ(v1)− qˆ(v2)] 6= 0 and hence β 6= 0.
Take α, β as shown in Claim 4.3, and let γ = α/β. For all 1 ≤ i ≤ 5, G contains the
edge v0vi, and so D0,i · [q(v0)− q(vi)] = 0. Since q(vi) = αq1(vi) + βq2(vi) for 1 ≤ i ≤ 5,
we obtain the system of equations
D0,i · [q(v0)/β − γq1(vi)] = D0,i · q2(vi) for 1 ≤ i ≤ 5.
Putting q(v0)/β = (a0, b0, c0), and using the facts that q1 is zero on v1, v2, v5 and q2 is
zero on v1, v3, v5, we may rewrite this system as the matrix equation
D0,1 0
D0,2 0
D0,3 −D0,3 · q1(v3)
D0,4 −D0,4 · q1(v4)
D0,5 0


a0
b0
c0
γ
 =

0
D0,2 · q2(v2)
0
D0,4 · q2(v4)
0
 . (10)
Since this equation has a solution for a0, b0, c0, γ we have∣∣∣∣∣∣∣∣∣∣
D0,1 0 0
D0,2 0 D0,2 · q2(v2)
D0,3 −D0,3 · q1(v3) 0
D0,4 −D0,4 · q1(v4) D0,4 · q2(v4)
D0,5 0 0
∣∣∣∣∣∣∣∣∣∣
= 0 . (11)
Let p(v0) = (x0, y0). The left hand side of (11) is a polynomial in x0, y0 with coefficients
in Q(p|H , q1, q2). Since it is equal to zero for all generic values of x0, y0, each coefficient
is zero. This implies that (11) will hold for all values of x0 and y0. In particular it holds
even for non-generic choices of p(v0).
Claim 4.4. D3,4 · q1(v3) = 0.
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Proof. We choose p(v0) to be a point on the interior of the line through p(v3) and p(v4).
Then D0,3 and D0,4 are scalar multiples of D3,4. We can now use elementary row and
column operations to convert (11) to∣∣∣∣∣∣∣∣∣∣
D0,1 0 0
D0,2 0 D0,2 · q2(v2)
D3,4 D3,4 · q1(v3) 0
0 D3,4 · (q1(v4)− q1(v3)) D3,4 · q2(v4)
D0,5 0 0
∣∣∣∣∣∣∣∣∣∣
= 0. (12)
Since D3,4 · (q1(v4)− q1(v3)) = 0 by Claim 4.2(a), this gives∣∣∣∣∣∣∣∣∣∣
D0,1 0 0
D0,2 0 D0,2 · q2(v2)
D3,4 D3,4 · q1(v3) 0
0 0 D3,4 · q2(v4)
D0,5 0 0
∣∣∣∣∣∣∣∣∣∣
= 0. (13)
Hence ∣∣∣∣∣∣
D0,1
D0,2
D0,5
∣∣∣∣∣∣ (D3,4 · q1(v3)) (D3,4 · q2(v4)) = 0. (14)
As long as p(v0) is generic on the line through p(v3) and p(v4), the first term is non-
zero. Since q2 is a non-trivial C
1
2 -motion of (H + v1v3,p|H) and (H + v1v3 + v3v4,p|H)
is C12 -rigid, we also have D3,4 · q2(v4) = D3,4 · (q2(v4) − q2(v3)) 6= 0. Hence (14) gives
D3,4 · q1(v3) = 0.
Since the edge v3v5 exists in cl(E(H)) and q1(v5) = 0, we also have
D3,5 · q1(v3) = 0. (15)
In other words, q1(v3) is a vector in the orthogonal complement of the span of D3,4 and
D3,5. Hence, scaling q1 appropriately, we may assume that
q1(v3) = ∆1,2,3D3,4 ×D3,5. (16)
By an analogous argument on the line through p(v2) and p(v4), we obtain
q2(v2) = ∆1,3,2D2,4 ×D2,5. (17)
We next calculate q1(v4). Since the edge v4v5 exists in cl(E(H)) and q1(v5) = 0, we
have D4,5 · q1(v4) = 0. Also the edge v3v4 exists in cl(E(H) + v1v2), since otherwise we
could perform an X-replacement on H+v1v2 +v3v4 and deduce that G is C
1
2 -rigid. Hence
D3,4 · (q1(v4)−q1(v3)) = 0. Since D3,4 ·q1(v3) = 0 by Claim 4.4, we have D3,4 ·q1(v4) = 0.
Thus q1(v4) is in the orthogonal complement of the span of D4,5 and D3,4, and q1(v4) =
sD3,4 ×D4,5 for some s ∈ R. The next claim determines the value of s:
Claim 4.5. s = ∆1,2,4.
Proof. We put p(v0) on the interior of the line through p(v1) and p(v2). Then D0,1 is a
scalar multiple of D0,2. With this choice of p(v0), we may expand the determinant in (11)
to obtain∣∣∣∣∣∣
D0,1
D0,5
D0,3
∣∣∣∣∣∣ (D0,4 · q1(v4))(D0,2 · q2(v2))−
∣∣∣∣∣∣
D0,1
D0,5
D0,4
∣∣∣∣∣∣ (D0,3 · q1(v3))(D0,2 · q2(v2)) = 0 (18)
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We may use the fact that D1,2 ·q2(v2) 6= 0 by Claim 4.2(b) to deduce that D0,2 ·q2(v2) 6= 0
and then rewrite (18) as∣∣∣∣∣∣
D0,1
D0,5
D0,3
∣∣∣∣∣∣ (D0,4 · q1(v4))−
∣∣∣∣∣∣
D0,1
D0,5
D0,4
∣∣∣∣∣∣ (D0,3 · q1(v3)) = 0. (19)
Using q1(v4) = sD3,4 ×D4,5, and substituting q1(v3) with (16), we obtain
s =
∣∣∣∣∣∣
D0,1
D0,5
D0,4
∣∣∣∣∣∣
∣∣∣∣∣∣
D0,3
D3,4
D3,5
∣∣∣∣∣∣∣∣∣∣∣∣
D0,1
D0,5
D0,3
∣∣∣∣∣∣
∣∣∣∣∣∣
D0,4
D3,4
D4,5
∣∣∣∣∣∣
∆1,2,3. (20)
By using the identity (9) and the fact Di,j = Dj,i, (20) becomes
s =
∆0,1,5∆0,5,4∆0,4,1∆3,0,4∆3,4,5∆3,5,0
∆0,1,5∆0,5,3∆0,3,1∆4,0,3∆4,3,5∆4,5,0
∆1,2,3 =
∆0,4,1
∆0,3,1
∆1,2,3. (21)
Finally since p(v0) is on the interior of the line through p(v1) and p(v2), we get
s =
∆0,4,1
∆0,3,1
∆1,2,3 =
∆1,2,4
∆1,2,3
∆1,2,3 = ∆1,2,4.
This completes the derivation of the formula for q1 in the statement of the lemma.
The formula for q2 can be obtained using a symmetric argument by changing the role of
v2 and v3.
It remains to compute q(v0). By (10), q(v0)/β is in the orthogonal complement of the
span of D0,1 and D0,5. Hence q(v0)/β = kD0,1 × D0,5 for some k ∈ R. By the second
equation in (10), we also have D0,2 · q2(v2) = D0,2 · (q(v0)/β) = kD0,2 · (D0,1 × D0,5).
Combining this with (17), we get
k = ∆1,3,2
D0,2 · (D2,4 ×D2,5)
D0,2 · (D0,1 ×D0,5) . (22)
By the third equation in (10), (D0,3 · q1(v3))γ = D0,3 · q(v0)/β = kD0,3 · (D0,1 × D0,5).
Hence by (22) and (16) we get
α
β
= γ =
kD0,3 · (D0,1 ×D0,5)
D0,3 · q1(v3) =
∆1,3,2D02 · (D24 ×D25)D03 · (D01 ×D05)
∆1,2,3D03 · (D34 ×D35)D02 · (D01 ×D05)
= −
∣∣∣∣∣∣
D0,2
D2,4
D2,5
∣∣∣∣∣∣
∣∣∣∣∣∣
D0,3
D0,1
D0,5
∣∣∣∣∣∣∣∣∣∣∣∣
D0,3
D3,4
D3,5
∣∣∣∣∣∣
∣∣∣∣∣∣
D0,2
D0,1
D0,5
∣∣∣∣∣∣
.
By scaling q appropriately, we may take
α =
∣∣∣∣∣∣
D0,2
D2,4
D2,5
∣∣∣∣∣∣
∣∣∣∣∣∣
D0,3
D0,1
D0,5
∣∣∣∣∣∣ and β = −
∣∣∣∣∣∣
D0,3
D3,4
D3,5
∣∣∣∣∣∣
∣∣∣∣∣∣
D0,2
D0,1
D0,5
∣∣∣∣∣∣ .
Since q(v0) = βkD0,1×D0,5, we now use (22) to obtain the formula for q(v0) given in the
statement of the lemma.
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4.2 Bad motions and proof of Theorem 3.7
Let (G,p) be a generic framework and v0 be a vertex of type (?) in G with NG(v0) =
{v1, . . . , v5}. Lemma 4.1 shows that, if G is not C12 -rigid, then (G,p) is a 1-dof framework
and has a non-trivial motion q with the property that the value of q at each vertex
of NˆG(v0) can be described by three polynomials in the coordinates of p(NˆG(v0)) with
coefficients in Q. This seems unlikely as the graph on NG(v0) induced by cl(E(G − v0))
is a star on the five vertices (since v0 is of type (?)), which has a large degree of freedom
as a subframework. Our goal is to give a rigorous proof that this cannot happen. The
following concepts will be useful for this purpose.
Given a matrix M with entries in Q[X1, X2, . . . , Xm] and x = (x1, x2, . . . , xm) ∈ Rm
we use M(x) to denote the real matrix obtained by substituting the values Xi = xi into
M . We assume that the rows and columns of M are indexed by two disjoint sets R and
C respectively. For D ⊆ R and U ⊆ C, we use MD to denote the submatrix of M with
rows indexed by D, and MD,U to denote the submatrix of MD with columns indexed by
U . Let D = R \D and U = C \ U .
The following technical lemmas are motivated by the idea of setting U = NˆG(v0) and
D = E(G) for some vertex v0 of type (?) in G.
Lemma 4.6. Let M be a square matrix with entries in R[X1, X2, . . . , Xm], D ⊆ R and
U ⊆ C such that every entry of MD,U is zero, and T = {x ∈ Rm : M(x) is non-singular} .
Also let b : U → R[X1, X2, . . . , Xm]. Suppose that, for some generic x˜ ∈ T , there is a
vector z(x˜) ∈ kerMD(x˜) such that zi(x˜) = bi(x˜) for all i ∈ U . Then there is a vector
z(x) ∈ kerMD(x) such that zi(x) = bi(x) for all i ∈ U and all x ∈ T .
Proof. Choose any x ∈ T . As M(x) is non-singular, it is row independent and hence
MR−d(x) is row independent for all d ∈ D. Since each entry of MR−d(x) is a polynomial
function of the coordinates of x, Cramer’s rule implies that we can choose a non-zero
zd ∈ kerMR−d(x) in such a way that each of its coordinates is a polynomial function of the
coordinates of x. If for some d1 ∈ D, the vector zd1 were spanned by {zd : d ∈ D−d1} then
we would have kerMD(x) = kerMD−d1(x) and this would contradict the row independence
of M(x). Thus {zd : d ∈ D} is linearly independent, and so dim kerMD(x) ≥ |D|. The
independence of M(x) implies this holds with equality. Hence {zd : d ∈ D} is a base for
kerMD(x) and each z ∈ kerMD(x) can be expressed as z =
∑
d∈D λdzd for some λd ∈ R.
Let zd|U denote the restriction of zd to U for each d ∈ D. We will show that
{zd|U : d ∈ D} is linearly independent. (23)
Suppose to the contrary that, for some some d1 ∈ D, zd1 |U is spanned by {zd|U : d ∈
D − d1}. Then the hypothesis that every entry of MD,U is zero implies that kerM(x) =
kerMR−d1(x). This again contradicts the row independence of M(x). Hence (23) holds.
We next consider the matrix equation Ax λ = bx with variable λ, where Ax is the
|U | × |D| matrix with columns zd|U for d ∈ D, λ = (λ1, . . . , λ|D|)>, and bx ∈ R|U | is
the column vector with entries given by the coordinates of bi(x) for i ∈ U . By (23),
rankAx = |D| for all x ∈ T .
Since, for some generic x˜ ∈ T , there is a vector z(x˜) ∈ kerMD(x˜) such that zi(x˜) =
bi(x˜) for all i ∈ U , the equation Ax˜ λ = bx˜ has a solution, and hence rank(Ax˜, bx˜) =
rankAx˜ = |D| for this generic x˜. Since each entry in (Ax, bx) is a polynomial function
of the coordinates of x, this implies that rank(Ax, bx) ≤ |D| for all x ∈ T . On the other
hand we have seen that rankAx = |D| for all x ∈ T . Hence rank(Ax, bx) = rankAx holds
for all x ∈ T , and as a result, the equation Ax λ = bx has a solution for all x ∈ T . This
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solution will give us a vector z(x) ∈ kerMD(x) such that zi(x) = bi(x) for all i ∈ U and
all x ∈ T .
Let G = (V,E) be a graph with V = {v1, v2, . . . , vn}. For U ⊆ V , let
b : U → R[X1, Y1, X2, Y2, . . . , Xn, Yn]3
be a map which associates a 3-tuple bi of polynomials in 2n variables to each vi ∈ U .
For a given framework (G,p) with p(vj) = (xj , yj) for all 1 ≤ j ≤ n, the substitution
of (Xj , Yj) with (xj , yj) in bi for all 1 ≤ j ≤ n gives a vector bi(p) in R3 for each vi ∈ U .
We say that a C12 -motion q of (G,p) is a b-motion if q(vi) = bi(p) for all vi ∈ U .
Our next result uses Lemma 4.6 to deduce that the property that (G,p) has a b-motion
is stable over a set of realisations S. (In particular the property is generic). Since we will
need the realisations in S to satisfy the hypotheses of Lemma 2.2 it will be convenient to
say that the realisation p is non-degenerate on U if there exist three distinct vertices in U
which have distinct ‘y-coordinates’ in (G,p).
Lemma 4.7. Let G = (V,E) be an independent graph, U ⊆ V , F ⊆ K(U), and
S = {p¯ : (G+ F, p¯) is minimally C12 -rigid and p¯ is non-degenerate on U}. (24)
Suppose that b : U → R[X1, Y1, . . . , Xn, Yn]3 and (G,p) has a b-motion for some generic
p ∈ S. Then (G, p¯) has a b-motion for all p¯ ∈ S.
Proof. Suppose p¯ ∈ S. Since p¯ is non-degenerate on U we can choose three distinct
vertices va, vb, vc ∈ U which have distinct ‘y-coordinates’ in (G, p¯) and let C˜(G+F, p¯) be
the extended C12 -cofactor matrix with respect to va, vb, vc. We can then deduce that (G, p¯)
has a b-motion by applying Lemma 4.6 to C˜(G+ F, p¯), taking the rows indexed by D to
be the rows indexed by F together with the six rows which are not rows of C(G+ F, p¯).
(More precisely, we define M to be the matrix obtained from C˜(G + F, p¯) by replacing
each of the coordinates xi, yi in the definition of C˜(G+F, p¯) by indeterminates Xi, Yi. We
then put T = {p¯ ∈ R2n : M(p¯) is non-singular}. Lemma 2.2 implies that C˜(G + F, p¯) is
non-singular for all p¯ ∈ S so S ⊆ T .)
Suppose v0 is a vertex of type (?) in a generic framework (G,p) and (G,p) is not C
1
2 -
rigid. Then Lemma 4.1 tells us that (G,p) has a non-trivial motion q with the following
properties: the value of q at each vertex of NˆG(v0) can be described by three polynomials
in the coordinates of p(NˆG(v0)) with coefficients in Q; the graph on NG(v0) with edge set
{vivj : D(vi, vj) · (q(vi)− q(vj)) = 0} is a star. We shall concentrate on b-motions which
share these properties.
Formally, let (G,p) be a framework and v0 be a vertex of degree five inG withNG(v0) =
{v1, v2, . . . , v5}. We say that a motion q of (G,p) is bad at v0 if q is a b-motion for some
b : NˆG(v0)→ Q[X0, Y0, X1, Y1, . . . , X5, Y5]3 for which
the graph on NG(v0) with edge set {vivj : Di,j · (b(vi)− b(vj)) = 0} is a star, (25)
where Di,j = ((Xi −Xj)2, (Xi −Xj)(Yi − Yj), (Yi − Yj)2). (Here Di,j · (b(vi)− b(vj)) = 0
means that polynomial Di,j · (b(vi)− b(vj)) is identically zero.)
Our next result verifies that the motion defined in Lemma 4.1 is indeed a bad motion.
Lemma 4.8. Let (G = (V,E),p) be a generic framework and v0 be a vertex of type (?)
with NG(v0) = {v1, . . . , v5}. Suppose that G is not C12 -rigid. Then (G,p) has a bad motion
at v0.
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Proof. Motivated by Lemma 4.1, we define b : NˆG(v0)→ Q[X0, Y0, X1, . . . , Y5]3 by
b(v0) = ∆1,2,3
∣∣∣∣∣∣
D0,3
D3,4
D3,5
∣∣∣∣∣∣
∣∣∣∣∣∣
D0,2
D2,4
D2,5
∣∣∣∣∣∣D0,1 ×D0,5, (26)
b(v1) = 0, (27)
b(v2) = β∆1,3,2D2,4 ×D2,5, (28)
b(v3) = α∆1,2,3D3,4 ×D3,5, (29)
b(v4) = α∆1,2,4D3,4 ×D4,5 + β∆1,3,4D2,4 ×D4,5, (30)
b(v5) = 0; (31)
where ∆i,j,k =
∣∣∣∣∣∣
Xi Yi 1
Xj Yj 1
Xk Yk 1
∣∣∣∣∣∣, α =
∣∣∣∣∣∣
D0,2
D2,4
D2,5
∣∣∣∣∣∣
∣∣∣∣∣∣
D0,3
D0,1
D0,5
∣∣∣∣∣∣, β = −
∣∣∣∣∣∣
D0,3
D3,4
D3,5
∣∣∣∣∣∣
∣∣∣∣∣∣
D0,2
D0,1
D0,5
∣∣∣∣∣∣ are regarded
as polynomials in X0, Y0, X1, . . . , Y5. Then, by Lemma 4.1, (G,p) has a b-motion at v0.
It remains to show that b satisfies (25) symbolically. This can be done by a hand
computation using the explicit formulae, see Appendix A for the details.
Our next result gives a sufficient condition for a generic framework to have no bad
motion.
Theorem 4.9. Let (G,p) be a generic framework and v0 be a vertex of degree five such
that NˆG(v0) is a locally k-dof part in G with k = 1 or k = 2. Then (G,p) has no bad
motion at v0.
We will delay the proof of Theorem 4.9 until Section 5. Instead we show how it can
be used to deduce Theorem 3.7.
Proof of Theorem 3.7. Suppose the theorem is false and let G be a counterexample.
Then every generic framework (G,p) has one degree of freedom. Lemma 4.8 implies that
(G,p) has a bad motion at v0. This contradicts Theorem 4.9. (Note that in a 1-dof
framework every subset of the vertices is either a locally rigid part or a locally 1-dof part
by definition.)
The reader may wonder why we include the case k = 2 in Theorem 4.9, since our proof
of Theorem 3.7 only uses the case k = 1. The reason is that we need the case k = 2 for
our inductive proof of Theorem 4.9.
4.3 Projective transformations
Recall that each point p = (x, y) ∈ R2 can be associated to a point p↑ = [x, y, 1] in
2-dimensional real projective space. A map f : R2 → R2 is a projective transformation
if there exists a 3 × 3 non-singular matrix M such that f(p)↑ = Mp↑for all p ∈ R2.
We say that a framework (G,p′) is a projective image of a framework (G,p) if there
is a projective transformation f : R2 → R2 such that p′(vi) = f(p(vi)) for all vi ∈
V . Whiteley [19, Theorem 11.3.2.] showed that C12 -rigidity is invariant under projective
transformations. We shall use the following lemma, which implies that a certain projective
transformation preserves the existence of a bad motion, to simplify our calculations in the
proof of Theorem 4.9. Its statement implicitly uses the fact that, for any two ordered sets
S and T of four points in general position in R2, there is a unique projective transformation
that maps S onto T .
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Lemma 4.10. Let (G,p) be a generic framework, v0 be a vertex of degree five with
NG(v0) = {v1, . . . , v5}, and (G,p′) be a projective image of (G,p) such that p′(v1) =
(1, 0),p′(v2) = (0, 0),p′(v3) = (0, 1),p′(v4) = (1, 1). If (G,p′) has a bad motion at v0,
then (G,p) has a bad motion at v0.
Lemma 4.10 will follow from the fact that the entries in the matrix which defines the
projective transformation given in the lemma are determined by the coordinates of p(vi)
for 1 ≤ i ≤ 4. However, a rigorous proof seems to require a precise understanding of how
the projective transformation changes the motion space of the framework. Whiteley’s
proof of projective invariance does not provide this as it uses a self-stress argument. We
develop a new proof technique for the projective invariance of C12 -rigidity in Appendix B,
and then use it to derive Lemma 4.10.
5 Proof of Theorem 4.9
We proceed by contradiction. We assume the statement of Theorem 4.9 is false and choose
a counterexample (G,p) with G = (V,E) and |V | as small as possible and, subject to this
condition, k as small as possible. Then (G,p) has a bad motion at v0, where v0 is a vertex
of degree five and NˆG(v0) is a locally k-dof part in G. Our goal is to contradict this choice
of (G,p) by showing that (G − u0 + e1 + e2,p|V−u0) is a k-dof framework with a bad
motion at v0 for some vertex u0 ∈ V \ NˆG(v0) of degree five in G and some edges e1, e2
joining the neighbors of u0.
5.1 Some basic structural properties of G
By Lemma 2.3, we may assume that (G,p) is a k-dof framework with k = 1 or 2. Choose
a base E′ of E in C and let G′ be the subgraph of G induced by E′. Then (G,p) and
(G′,p) will have the same space of motions. By this observation, we may also assume that
G is C12 -independent.
Let NG(v0) = {v1, . . . , v5} and denote for simplicity Kv = K(NG(v0)). Then (G,p)
has a b-motion q for some b : NˆG(v0)→ Q[X0, Y0, . . . , Y5] which satisfies (25). Relabeling
NG(v0) if necessary, we may suppose that, for all vi, vj ∈ NG(v0),
D(vi, vj) · (q(vi)− q(vj)) = 0 holds if and only if j = 5. (32)
This implies that cl(E) ∩K(NˆG(v0)) is C12 -independent and hence we may choose a base
E′ of cl(E) in C with cl(E) ∩K(NˆG(v0)) ⊆ E′. Replacing G by the graph induced by E′
if necessary, we may assume that
E ∩Kv = cl(E) ∩Kv. (33)
By (32), vivj /∈ cl(E) for all 1 ≤ i < j ≤ 4. If viv5 /∈ cl(E) for some 1 ≤ i ≤ 4, then
again by (32), (G + viv5,p) would be a (k − 1)-dof framework having the bad motion q,
which would contradict either the fact that (G + viv5,p) is rigid (when k = 1) or the
minimality of k (when k = 2). Hence, for all vi, vj ∈ NG(v0), we have vivj ∈ cl(E) if and
only if j = 5. This and (33) now give
E ∩Kv is a star on five vertices centred on v5. (34)
As G is a k-dof graph for some 1 ≤ k ≤ 2, (34) implies that |V | ≥ 7.
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Claim 5.1. G has a vertex u0 of degree at most five with u0 /∈ NˆG(v0).
Proof. Put G − NˆG(v0) = G′ = (V ′, E′) and let F be the set of edges of G from NˆG(v0)
to V ′ = V \ NˆG(v0). Since |V | ≥ 7, we have |V ′| ≥ 1. By (34) we have
9 + |F |+ |E′| = |E| = 3|V | − 6− k = 3(|V ′|+ 6)− 6− k. (35)
Suppose every vertex in V ′ has degree at least six in G. Then∑
v′∈V ′
dG(v
′) = |F |+ 2|E′| ≥ 6|V ′|. (36)
We can now use (35) and (36) to deduce that |E′| ≥ 3|V ′| − 3 + k ≥ 3|V ′| − 2. This
contradicts the fact that G is C12 -independent.
Let u0 ∈ V \ NˆG(v0) be a vertex of degree at most five in G, Ku = K(NG(u0)) and
put G − u0 = G0 = (V0, E0). Let Cn−1 = C(K(V0)) and let Cn−1/cl(E0) be the matroid
obtained from Cn−1 by contracting cl(E0). For F ⊆ K(V0) \ cl(E0), we use [F ] to denote
the closure of F in Cn−1/cl(E0). Thus an edge e ∈ K(V0) \ cl(E0) belongs to [F ] if and
only if we have e ∈ C ⊆ (E0 ∪ F ) + e for some circuit C of Cn−1.
Claim 5.2. Fv := {v1v2, v1v3, v1v4} is a base of Kv \ cl(E0) in Cn−1/cl(E0) (and hence
Kv \ cl(E0) has rank three in Cn−1/cl(E0)).
Proof. By (34) the subgraph of G + Fv induced by NˆG(v0) is C
1
2 -rigid. Hence Fv spans
Kv \ cl(E0) in Cn−1/cl(E0). Choose a base F ′ of Fv in Cn−1/cl(E0). Since the closure
of F ′ contains Fv, cl(E0 ∪ F ′) contains a rigid subgraph on NˆG(v0). Hence NˆG(v0) is a
locally t-dof part in G0 with t = |F ′|. Since q|V0 is a bad motion of (G0,p|V0) at v0, the
minimality of |V | implies that |F ′| = 3 so F ′ = Fv.
Claim 5.3. dG(u0) ∈ {4, 5}.
Proof. If dG(u0) ≤ 3, thenG0 would be a t-dof graph for some t ≤ 2. This would contradict
Claim 5.2.
Claim 5.4. k = 2.
Proof. Suppose for a contradiction that k = 1. If dG(u0) = 4 then G0 would be a t-
dof graph for some t ≤ 2 and this would contradict Claim 5.2. Hence we may suppose
dG(u0) = 5. Let NG(u0) = {u1, u2, . . . , u5}. We will obtain a contradiction by showing
that (G0 + uiuj ,p|V0) has a bad motion at v0 for some 1 ≤ i < j ≤ 5.
Since G is a 1-dof graph, G0 is a 3-dof graph and hence, by Claim 5.2, G0 + Fv is
minimally C12 -rigid. As G+ Fv − u0u4 − u0u5 is obtained from G0 + Fv by a 0-extension,
Lemma 3.1 now implies that G + Fv − u0u4 − u0u5 is minimally C12 -rigid. Since G is
C12 -independent, G + F − u0u5 is minimally C12 -rigid for some F ⊂ Fv with |F | = 2. We
may now deduce that G0 + F + uiuj is minimally C
1
2 -rigid for some 1 ≤ i < j ≤ 4, and
hence that G0 + uiuj is a 2-dof graph. It remains to show that there is a bad motion for
(G0 + uiuj ,p|V0) at v0.
Let G′ = G− u0u5. Observe that G′ is obtained from G0 + uiuj by a 1-extension. We
shall consider the following non-generic realisation p′ of (G′,p′), which was used in the
proof of [19, Theorem 10.2.1] to show that 1-extension preserves C12 -independence. For
w ∈ V , let
p′(w) =
{
p(w) (if w ∈ V \ {u0})
the mid-point of the line segment joining p(ui) and p(uj) (if w = u0).
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p′(ui) p′(uj)
p′(u0)
(a)
p(ui) p(uj)
(b)
Figure 2: (a) (G′,p′) and (b) (G0 + uiuj ,p|V0).
See Figure 2.
We now use Lemma 4.7 to show that (G′,p′) has a bad motion at v0. Let
S =
{
p¯ : (G′ + F, p¯) is minimally C12 -rigid and p¯ is non-degenerate on NˆG′(v0)
}
.
We may use the minimal C12 -rigidity of (G0 +F +uiuj ,p|V0), and the fact that {u0, ui, uj}
is collinear in (G′ + F + uiuj ,p′) to deduce that (G′ + F,p′) is minimally C12 -rigid, see
the proof of [19, Theorem 10.2.1] for more details. Since p is generic, p′ is non-degenerate
on NˆG′(v0) and hence p
′ ∈ S. Since q is a bad motion of (G′,p) at v0, Lemma 4.7 now
implies that (G′,p′) has a bad motion q′ at v0. The definition of p′ implies that q′|V0 is a
motion of (G0 + uiuj ,p|V0). Since (G0 + uiuj ,p|V0) is a generic 2-dof framework, q′|V0 is
bad at v0 and this contradicts the minimality of |V |.
We will denote the set of all pairs of edges in Fv by
(
Fv
2
)
. We say that F ∈ (Fv2 ) is good
if G+ F is C12 -independent (and hence minimally C
1
2 -rigid). We say that an edge f ∈ Fv
is very good if {f, f ′} is good for both f ′ ∈ Fv \ {f}.
Claim 5.5. There is at least one very good edge in Fv. (Equivalently, at most one pair
in
(
Fv
2
)
is not good).
Proof. Let Fv = {f1, f2, f3}, and suppose that {f1, f2} and {f1, f3} are not good. By (33)
and (34), f1 /∈ cl(E). Hence G + f1 is C12 -independent and f2, f3 ∈ cl(E + f1). This in
turn implies that Kv ⊆ cl(E + f1) and hence NˆG(v0) is a locally 1-dof part in G. This is
a contradiction as NˆG(v0) is a locally k-dof part with k = 2 by Claim 5.4.
Claim 5.6. Let F ∈ (Fv2 ) be a good pair. Then cl(E0 ∪ F ) ∩Ku does not contain a copy
of K4.
Proof. Suppose that cl(E0∪F )∩Ku contains a copy of K4, say on {u1, . . . , u4} ⊆ NG(u0).
Then u0u4 ∈ cl((E0 ∪ F ) + u0u1 + u0u2 + u0u3). This in turn implies that E ∪ F is
dependent and contradicts the hypothesis that F is good.
Claim 5.7. dG(u0) = 5.
Proof. Assume this is false. Then by Claim 5.3, dG(u0) = 4. Choose a good pair F ∈
(
Fv
2
)
.
By Claim 5.6, there is an edge e = uiuj ∈ Ku such that G0 +F + uiuj is C12 -independent.
Since dG(u0) = 4, it is minimally C
1
2 -rigid. We can now proceed as in the last paragraph
of the proof of Claim 5.4 (with G′ replaced by G) to show that (G0 +uiuj ,p|V0) has a bad
motion at v0 and hence contradict the minimality of |V |.
Let NG(u0) = {u1, u2, . . . , u5}.
24
Claim 5.8. G0 +F+e1 +e2 is C
1
2 -dependent for all F ∈
(
Fv
2
)
and all pairs of non-adjacent
edges e1, e2 ∈ Ku.
Proof. Suppose that G0 + F + e1 + e2 is C
1
2 -independent (and hence minimally C
1
2 -rigid)
for e1 = u1u2 and e2 = u3u4. We will contradict the minimality of |V | by showing that
(G0 + e1 + e2,p|V0) has a bad motion at v0.
Observe that G + F is obtained from G0 + F + e1 + e2 by an X-replacement. We
shall consider the following non-generic realisation p′ of (G′,p′), which was used in the
proof of [19, Theorem 10.3.1] to show that X-replacement preserves C12 -independence. For
w ∈ V , let p′(w) = p(w) for w ∈ V0 and p′(u0) be the point of intersection of the line
through p(u1) and p(u2), and the line through p(u3) and p(u4). We first use Lemma 4.7
to show that (G,p′) has a bad motion at v0. To do this, let
S =
{
p¯ : (G+ F, p¯) is minimally C12 -rigid and p¯ is non-degenerate on NˆG(v0)
}
.
We may use the minimal C12 -rigidity of (G0 +F +e1 +e2,p|V0), and the fact the vertex sets
{u0, u1, u2} and {u0, u3, u4} are collinear in (G+F +e1 +e2,p′) to deduce that (G+F,p′)
is minimally C12 -rigid, see the proof of [19, Theorem 10.3.1] for more details. Since p is
generic, p′ is non-degenerate on NˆG(v0) and hence p′ ∈ S. Since (G,p) has a bad motion
at v0, Lemma 4.7 now implies that (G,p
′) has a bad motion q′ at v0. The definition of p′
implies that q′|V0 is a motion of (G0 + e1 + e2,p|V0). Since (G0 + e1 + e2,p|V0) is a generic
2-dof framework, q′|V0 is bad at v0 and this contradicts the minimality of |V |.
Claim 5.9. G0 + F + e1 + e2 is C
1
2 -dependent for all F ∈
(
Fv
2
)
and all pairs of adjacent
edges e1, e2 ∈ Ku whose common end-vertex has degree two in cl(E0) ∩Ku.
Proof. Suppose that G0 +F +e1 +e2 is independent (and hence minimally C
1
2 -rigid). Our
aim is to contradict the minimality of |V | by showing that (G0 + e1 + e2,p|V0) has a bad
motion at v0.
Let u1 be the common endvertex of e1 and e2. Observe that G + F is obtained
from G0 + F + e1 + e2 by a vertex-splitting. We shall consider the following non-generic
realisation p′ of G′, which was used in the proof of [19, Theorem 10.2.7] to show that
vertex-splitting preserves C12 -independence. For w ∈ V , let p′(w) = p(w) for w ∈ V0 and
p′(u0) = p(u1). Since p is generic, p′ is non-degenerate on NˆG(V0) and hence we can
choose three distinct vertices va, vb, vc ∈ NˆG(v0) which have distinct ‘y-coordinates’ in
(G,p′). Let C˜(G+ F,p′) be the extended C12 -cofactor matrix for (G+ F,p′) with respect
to va, vb, vc, and let C
∗(G+F,p′) be obtained from C˜(G+F,p′) by replacing the zero-row
associated to the edge u0u1 with a row of the form
[ u0 u1
e=u0u1 0 . . . 0 D(p(u0),p(u1)) 0 . . . 0 −D(p(u0),p(u1)) 0 . . . 0
]
.
Since (G0 +F + e1 + e2,p|V0) is minimally C12 -rigid, Lemma 2.2 implies that C˜(G0 +F +
e1 + e2,p|V0) is row independent. We may now use elementary matrix manipulations and
the fact that p′(u0) = p(u1) to deduce that C∗(G + F,p′) is row independent and hence
non-singular, see the proof technique in [19] or [17] for more details.
Let M be the matrix obtained from C˜(G+ F,p) by replacing each of the coordinates
xi, yi in every row other than the u0u1-row, by indeterminates Xi, Yi (so the u0u1-row
remains as a row of constants determined by our smallest counterexample (G,p)). Let
T = {p¯ ∈ R2|V | : M(p¯) is non-singular}. Then p,p′ ∈ T and we may now use Lemma 4.6
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and the fact that (G,p) has a bad motion at v0 to deduce that (G,p
′) has a bad motion
q′ at v0. The definition of p′ implies that q′|V0 is a motion of (G0 + e1 + e2,p|V0). Since
(G0 + e1 + e2,p|V0) is a generic 2-dof framework, q′|V0 is bad at v0 and this contradicts
the minimality of |V |.
Claim 5.8 implies the following.
Claim 5.10. Let F ∈ (Fv2 ) and let e = uiuj ∈ Ku such that G0 +F +e is C12 -independent.
Then cl((E0 ∪ F ) + e) contains a triangle on NG(u0) \ {ui, uj}.
Proof. If not, then we can choose an edge e′ on NG(u0)\{ui, uj} such that G0 +F +e+e′
is C12 -independent. This contradicts Claim 5.8.
5.2 The structure of cl(E0) ∩Ku
The goal of this subsection is to show that cl(E0)∩Ku forms a star on NG(u0). The proof
proceeds as in that of Lemma 3.2.
Claim 5.11. For every good pair F ∈ (Fv2 ) and every e ∈ Ku such that (E0 ∪ F ) + e is
independent, cl((E0 ∪F ) + e)∩Ku does not contain a C12 -rigid subgraph spanning N(u0).
Proof. Suppose cl((E0∪F )+e)∩Ku contains a C12 -rigid subgraph spanning N(u0). Then
Ku ⊆ cl((E0∪F ) + e) and hence u0u4, u0u5 ∈ cl((E0∪F ) + e+u0u1 +u0u2 +u0u3). Since
G is C12 -independent, we can use two base exchanges to show that cl((E0∪F )+e+u0u1 +
u0u2 + u0u3) = cl(E + e
′) for some e′ ∈ F + e. Then F ⊆ cl(E + e′). This contradicts the
hypothesis that F is good.
We say that a set F ⊂ Fv is influential if [F ] ∩Ku 6= ∅. A set F + e with F ∈
(
Fv
2
)
and e ∈ Ku \ cl(E0) is said to be a stabilizer if Nˆ(v0) is a locally rigid part of G0 + F + e.
By Claim 5.2, F + e is a stabilizer if and only if cl((E0 ∪ F ) + e) = cl(E0 ∪ Fv). This fact
will be used frequently.
Claim 5.12. Let F ∈ (Fv2 ) be a good pair and e ∈ Ku \ cl(E0) such that (E0 ∪ F ) + e is
independent. Suppose that F is not influential or F +e is a stabilizer. Then cl((E0∪F )+
e) ∩Ku contains no copy of K4.
Proof. Without loss of generality, let e = u1u2.
Suppose that cl((E0 ∪ F ) + e) ∩Ku contains a copy of K4. If cl((E0 ∪ F ) + e) ∩Ku
contains two distinct copies of K4, then their union would be a rigid subgraph of Ku. This
would contradict Claim 5.11. Hence cl((E0 ∪ F ) + e) ∩Ku contains exactly one copy of
K4. We consider two cases depending on the position of the copy of K4.
Case 1: The copy of K4 in cl((E0 ∪ F ) + e) ∩Ku contains e = u1u2.
By symmetry we may assume that this is a K4 on {u1, u2, u3, u4}. By Claim 5.10, cl((E0∪
F ) + e) ∩Ku also contains {u3u5, u4u5}. Hence, by Claim 5.11,
u1u5, u2u5 /∈ cl((E0 ∪ F ) + e) ∩Ku.
We next show that:
u1u3, u1u4 ∈ cl(E0 ∪ F ). (37)
To see this, suppose u1u3 /∈ cl(E0 ∪ F ). Since u1u3 ∈ cl((E0 ∪ F ) + e), we have that
(E0 ∪F ) + u1u3 is independent and u2u5 6∈ cl((E0 ∪F ) + e) = cl((E0 ∪F ) + u1u3). Hence
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(E0 ∪ F ) + u1u3 + u2u5 is independent. This contradicts Claim 5.8 so u1u3 ∈ cl(E0 ∪ F ).
The same argument for u1u4 gives (37).
Since (E0∪F )+e+u1u5 is independent, Claim 5.9 implies that {u1u3, u1u4} 6⊆ cl(E0).
By symmetry, we may suppose that u1u3 /∈ cl(E0), i.e., u1u3 ∈ cl((E0∪F ))\ cl(E0) = [F ].
This implies that F is influential, and hence (by an hypothesis of the claim) F + e is a
stabilizer. Thus, for the unique edge fe ∈ Fv\F , we have cl((E0∪F )+e) = cl((E0∪F )+fe).
Since u1u3 ∈ [F ], we also have u2u5 6∈ cl((E0 ∪ F ) + e) = cl((E0 ∪ F ) + fe) = cl(E0 + f +
u1u3 + fe) for some edge f ∈ F . Then (E0 ∪ {f, fe}) + u1u3 + u2u5 is independent. This
contradicts Claim 5.8.
Case 2: cl((E0 ∪ F ) + e) ∩Ku contains a copy of K4 which avoids e = u1u2.
By symmetry we may assume that this is a K4 on {u1, u3, u4, u5}. Since there is no other
copy of K4 in cl((E0 ∪ F ) + e) ∩Ku, we may also assume
u2u3, u2u4 /∈ cl((E0 ∪ F ) + e).
We proceed in a similar way to Case 1. We first show:
{u1u3, u1u4, u1u5, u3u5, u4u5} ⊆ cl(E0 ∪ F ). (38)
To see this, suppose u1u3 /∈ cl(E0 ∪ F ). Since u1u3 ∈ cl((E0 ∪ F ) + e), (E0 ∪ F ) + u1u3 is
independent and u2u4 /∈ cl((E0∪F )+e) = cl((E0∪F )+u1u3). Hence (E0∪F )+u1u3+u2u4
is independent. This contradicts Claim 5.8. The same proof can be applied to the other
edges to give (38).
We next show that:
{u1u3, u1u4, u1u5, u3u5, u4u5} ⊆ cl(E0). (39)
To see this, suppose u1u3 /∈ cl(E0). Then u1u3 ∈ cl((E0 ∪F )) \ cl(E0) = [F ]. This implies
that F is influential, and hence (by an hypothesis of the claim) F +e is a stabilizer. Thus,
for the unique edge fe ∈ Fv \ F , cl((E0 ∪ F ) + e) = cl((E0 ∪ F ) + fe) holds, and we have
u2u4 6∈ cl((E0 ∪F ) + e) = cl((E0 ∪F ) + fe) = cl(E0 + f +u1u3 + fe) for some edge f ∈ F .
Hence (E0 ∪ {f, fe}) + u1u3 + u2u4 is independent. This contradicts Claim 5.8. The same
argument can be applied to the other edges to give (39).
Suppose that u3u4 /∈ cl(E0 ∪ F ). As u3u4 ∈ cl((E0 ∪ F ) + e), (E0 ∪ F ) + u3u4 is
independent and u2u4 6∈ cl((E0∪F )+e) = cl((E0∪F )+u3u4). Hence (E0∪F )+u3u4+u2u4
is independent. Since u4 has degree two in cl(E0)∩Ku by (39), this contradicts Claim 5.9.
Hence u3u4 ∈ cl(E0 ∪ F ). This and (38) imply that cl(E0 ∪ F ) contains a copy of K4 on
{u1, u3, u4, u5}, contradicting Claim 5.6.
Claim 5.13. Let F ∈ (Fv2 ) be a good pair and e = uiuj ∈ Ku be such that (E0 ∪ F ) + e
is independent. Suppose that F is not influential or F + e is a stabilizer. Then cl(E0)
contains at least two edges of the triangle on NG(u0) \ {ui, uj}.
Proof. Without loss of generality suppose e = u1u2. By Claim 5.10, cl(E0+F+e) contains
a triangle on {u3, u4, u5}.
We first consider the complete graph on {u1, u2, u3, u4}. By Claim 5.12 we may assume
without loss of generality that cl((E0∪F )+e) does not contain u1u3. If u4u5 ∈ cl((E0∪F )+
e)\cl(E0∪F ), then (E0∪F )+u4u5 is independent and cl((E0∪F )+u4u5) = cl((E0∪F )+e).
This would imply that (E0 ∪ F ) + u1u3 + u4u5 is independent and contradict Claim 5.8.
Hence u4u5 ∈ cl(E0 ∪ F ).
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Suppose next that u4u5 ∈ cl(E0∪F )\cl(E0), i.e., u4u5 ∈ [F ]. Then F is influential and
so, by the hypothesis, F +e is a stabilizer. Hence cl((E0∪F )+e) = cl(E0 +f +fe+u4u5)
holds for the unique edge fe ∈ Fv \F and some edge f ∈ F . Then (E0 ∪F ) +u4u5 +u1u3
is independent and we again contradict Claim 5.8. Hence u4u5 ∈ cl(E0).
By applying the same argument to the complete graph on {u1, u2, u4, u5}, we also
get u3u4 ∈ cl(E0) or u3u5 ∈ cl(E0). (Specifically, we have u3u4 ∈ cl(E0) when u1u5 /∈
cl(E0 + f + e) or u2u5 /∈ cl((E0 ∪ F ) + e) holds, and we have u3u5 ∈ cl(E0) when u1u4 /∈
cl((E0 ∪ F ) + e) or u2u4 /∈ cl((E0 ∪ F ) + e) holds.)
Recall that an edge f ∈ Fv is said to be very good if {f, f ′} is a good pair for every
f ′ ∈ Fv \ {f}. In order to apply Claim 5.11 for a given edge e ∈ Ku, we need to find a
good pair F ⊂ Fv such that (E0 ∪ F ) + e is independent. The following claim shows we
can do this under a mild assumption.
Claim 5.14. Let e ∈ Ku\cl(E0), and suppose that e /∈ [f ] for some very good edge f ∈ Fv.
Then there is a good pair F ∈ (Fv2 ) such that (E0 ∪ F ) + e is independent.
Proof. Let Fv = {f1, f2, f3}, and suppose that an edge e ∈ Ku \ cl(E0) satisfies e /∈ [f1]
for a very good edge f1. Since e /∈ [f1], E0 + f1 + e is independent. As f1 is very good,
{f1, f2} and {f1, f3} are both good. Hence, if no good pair has the desired property,
then {f2, f3} ⊂ cl(E0 + f1 + e). By Claim 5.2, E0 + f1 + f2 is independent. Since
f2 ∈ cl(E0 + f1 + e), this gives cl(E0 + f1 + e) = cl(E0 + f1 + f2), and f3 ∈ cl(E0 + f1 + f2)
follows since f3 ∈ cl(E0 + f1 + e). This would contradict Claim 5.2.
Our next claim extends Claim 5.12. (Note that F is not required to be a good pair in
the following claim.)
Claim 5.15. cl(E0 ∪ Fv) ∩ Ku has no copy of K4 and hence, for any stabilizer F + e,
cl((E0 ∪ F ) + e) ∩Ku has no copy of K4.
Proof. Suppose that a copy of K4 exists in cl(E0∪Fv)∩Ku. By Claim 5.5 we can choose a
very good edge f from Fv. Then Claim 5.6 implies that cl(E0 +f)∩Ku has no copy of K4.
Hence there is an edge e in the copy of K4 with e /∈ cl(E0 +f). By Claim 5.14, there exists
a good pair F of edges in Fv such that (E0 ∪F ) + e is independent. Since e ∈ cl(E0 ∪Fv)
and (E0 ∪F ) + e is independent, we have Fv ⊂ cl(E0 ∪Fv) = cl((E0 ∪F ) + e). (Note that
E0 ∪ Fv is independent by Claim 5.2.) Now Fv ⊂ cl((E0 ∪ F ) + e) implies that F + e is a
stabilizer while cl(E0 ∪ Fv) = cl((E0 ∪ F ) + e) implies that cl((E0 ∪ F ) + e) has a copy of
K4. This contradicts Claim 5.12, and completes the proof of the first part of the claim.
The second part now follows from the fact that cl(E0 ∪Fv) = cl((E0 ∪F ) + e) when F + e
is a stabilizer.
Claim 5.16. Let e = uiuj ∈ Ku be such that e /∈ [f ] for some very good edge f ∈ Fv.
Then cl(E0) contains at least two edges of the triangle on NG(u0) \ {ui, uj}.
Proof. We may assume, without loss of generality, that e = u1u2. Suppose that two edges
on {u3, u4, u5} are missing in cl(E0). By symmetry, we may assume that u3u5 and u4u5
are missing.
We first show that for any F ∈ (Fv2 ) with (E0 ∪ F ) + e independent, we have
{u1u2, u1u3, u1u4, u2u3, u2u4, u3u4, u3u5, u4u5} ⊂ cl((E0 ∪ F ) + e). (40)
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To see this, choose an F ∈ (Fv2 ) such that (E0 ∪ F ) + e is independent. By Claim 5.10,
cl((E0∪F )+e) contains a triangle on {u3, u4, u5}. To show that {u1u2, u1u3, u1u4, u2u3, u2u4}
is contained in cl((E0 ∪ F ) + e), we first prove:
if ukul /∈ cl(E0) for some k, l ∈ {3, 4, 5}, then
cl((E0 ∪ F ) + e) contains a triangle on N(u0) \ {uk, ul}.
(41)
This follows from Claim 5.10 if ukul 6∈ cl(E0 ∪ F ). Hence we assume ukul ∈ cl(E0 ∪ F ) \
cl(E0) = [F ]. By Claim 5.2, the unique edge f
′ in Fv \ F satisfies f ′ /∈ [F ]. Also, since
ukul ∈ [F ], we can choose f ′′ ∈ F such that cl(E0 ∪ F ) = cl(E0 + f ′′ + ukul). Since
f ′ /∈ cl(E0 ∪ F ), this implies that (E0 ∪ {f ′, f ′′}) + ukul is independent. If e = u1u2 /∈
cl((E0 ∪ {f ′, f ′′}) + ukul), then (E0 ∪ {f ′, f ′′}) + ukul + e would be independent, which
contradicts Claim 5.8. Hence e ∈ cl((E0 ∪ {f ′, f ′′}) + ukul). As [f ′′ + ukul] = [F ] and
(E0 ∪ F ) + e is independent, we have cl((E0 ∪ {f ′, f ′′}) + ukul) = cl((E0 ∪ F ) + e). By
Claim 5.10, cl((E0 ∪ {f ′, f ′′}) + ukul) contains a triangle on NG(u0) \ {uk, ul}. This in
turn implies (41), since cl((E0 ∪ {f ′, f ′′}) + ukul) = cl((E0 ∪ F ) + e).
The assumption that u3u5 6∈ cl(E0) and (41) imply that u1u2, u1u4, u2u4 ∈ cl((E0 ∪
F )+e). Similarly, u4u5 6∈ cl(E0) and (41) imply that u1u3, u2u3 ∈ cl((E0∪F )+e). Hence
(40) holds. In particular, cl((E0 ∪ F ) + e) contains a copy of K4, and Claim 5.15 now
gives:
for any F ∈
(
Fv
2
)
such that (E0 ∪ F ) + e is independent, F + e is not a stabilizer.
(42)
Let Fv = {f1, f2, f3}. By Claim 5.14 there is a good pair F such that (E0 ∪ F ) + e
is independent. We may assume without loss of generality that F = {f1, f2}. We next
prove:
E0 + f1 + f3 + e and E0 + f2 + f3 + e are both independent. (43)
Suppose E0 + f1 + f3 + e is dependent. Then, since E0 + f1 + e is independent,
f3 ∈ cl(E0 + f1 + e). This in turn implies that f1 + f2 + e is a stabilizer, contradicting
(42). Hence E0 + f1 + f3 + e is independent. A similar argument for E0 + f2 + f3 + e gives
(43).
We next show that:
S := {u1u2, u1u3, u1u4, u2u3, u2u4, u3u4, u3u5, u4u5} ⊂ cl(E0 + e). (44)
To see this suppose uiuj /∈ cl(E0+e) for some edge uiuj ∈ S. Since uiuj ∈ cl(E0+f1+f2+e)
but uiuj /∈ cl(E0 +e), we may assume without loss of generality that cl(E0 +f1 +f2 +e) =
cl(E0+f1+e+uiuj). Then f2 ∈ cl(E0+f1+e+uiuj). We also have uiuj ∈ cl(E0+f1+f3+e)
by (40) and (43). This gives cl(E0 + f1 + f3 + e) = cl(E0 + f1 + f3 + e + uiuj). Since
f2 ∈ cl(E0 + f1 + f3 + e + uiuj), this in turn implies that f1 + f3 + e is a stabilizer,
contradicting (42). Thus (44) holds.
Since F is a good pair, Claim 5.11 implies that cl((E0 ∪ F ) + e) ∩Ku cannot contain
a C12 -rigid graph which spans NG(u). Combining this fact with (44), we have
cl((E0 ∪ F ) + e) ∩Ku = cl(E0 + e) ∩Ku = S. (45)
In particular, u1u5 and u2u5 are missing in cl((E0 ∪ F ) + e). If u1u3, u1u4 ∈ cl(E0),
then the fact that (E0 ∪ F ) + e+ u1u5 is independent would contradict Claim 5.9. Thus
we may assume u1u3 /∈ cl(E0). Then u1u3 ∈ [e] by (45). This implies that cl((E0 ∪
F ) + e) = cl((E0 ∪ F ) + u1u3), and hence (E0 ∪ F ) + u1u3 + u2u5 is independent as
u2u5 /∈ cl((E0 ∪ F ) + e). This contradicts Claim 5.8.
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Claim 5.17. For all i with 1 ≤ i ≤ 5, dcl(E0)∩Ku(ui) ≥ 1. And if dcl(E0)∩Ku(ui) = 1, then
the vertex uj adjacent to ui in cl(E0) ∩Ku satisfies dcl(E0)∩Ku(uj) = 4.
Proof. Let Fv = {f1, f2, f3}. By Claim 5.5, we may assume that f1 is a very good edge.
Suppose that dcl(E0)∩Ku(u5) = 0. By Claim 5.6, cl(E0 + f1) ∩Ku has no copy of K4.
Hence we can choose an edge e on {u1, u2, u3, u4} such that e /∈ cl(E0 + f1). We can then
apply Claim 5.16 to e to deduce that cl(E0) has an edge incident to u5. This gives a
contradiction and completes the proof of first part of the claim.
To prove the second part we suppose that dcl(E0)∩Ku(u5) = 1, that u5 is adjacent to
u1 in cl(E0), and that cl(E0) does not contain u1u2. If u1u2 /∈ [f1], then Claim 5.16
would imply that u5 has degree at least two in cl(E0), a contradiction. Hence u1u2 ∈ [f1].
By the same reasoning, we have u1u3, u1u4 ∈ cl(E0 + f1) \ cl(E0) = [f1]. The facts that
u1u2 ∈ [f1] and Fv is independent in C/cl(E0) imply that E0+f2+f3+u1u2 is independent
and cl(E0∪Fv) = cl(E0 + f2 + f3 +u1u2). Since u3u4, u4u5, u5u3 ∈ cl(E0 + f2 + f3 +u1u2)
by Claim 5.10, cl(E0 ∪ Fv) contains a copy of K4 on {u1, u3, u4, u5}. This contradicts
Claim 5.15.
Claim 5.18. cl(E0) ∩Ku is cycle free.
Proof. We choose F ∈ (Fv2 ) and e ∈ Ku as follows.
• When [Fv] ∩ Ku 6= ∅, we first choose e ∈ [Fv] ∩ Ku and then choose F such that
F + e is independent. Such a choice of F is possible by Claim 5.2 and will ensure
that F + e is a stabilizer.
• When [Fv] ∩Ku = ∅, we first choose F to be good and then choose e ∈ Ku \ cl(E0).
This choice will ensure that (E0 ∪ F ) + e is independent and F is good but not
influential.
This choice of F and e and Claims 5.12 and 5.15 imply that
cl((E0 ∪ F ) + e) contains no copy of K4. (46)
Suppose that cl(E0) ∩Ku contains a cycle of length five, say u1u2u3u4u5u1. We may
assume without loss of generality that e = u1u3. By (46), either u2u4 /∈ cl((E0 ∪ F ) + e)
or u1u4 /∈ cl((E0 ∪ F ) + e) holds. Both alternatives lead to a contradiction by applying
Claim 5.8 and 5.9, respectively.
Suppose that cl(E0) ∩ Ku contains a cycle of length four, say u1u2u3u4u1. If e is a
chord of the cycle, then the other chord is missing in cl((E0 ∪ F ) + e) by (46), and we
can apply Claim 5.8 to get a contradiction. Hence e is not a chord of the cycle. Since at
least one diagonal of the cycle is missing in cl((E0 ∪ F ) + e) by (46), we can again apply
Claim 5.8 or Claim 5.9 to get a contradiction.
It remains to consider the case when cl(E0) ∩Ku contains a cycle of length three, say
u1u2u3u1. Claim 5.17 and (46) tell us that there is exactly one edge in cl(E0) ∩Ku from
each of u4, u5 to {u1, u2, u3}, and that both of these edges have a common end-vertex, say
u1. By symmetry, we may assume that either e = u2u4 or e = u4u5 holds. If e = u2u4,
then u3u5 ∈ cl((E0 ∪ F ) + e) by Claim 5.10, and u2u5 /∈ cl((E0 ∪ F ) + e) by (46). Then
(E0 ∪ F ) + e+ u2u5 is independent, contradicting Claim 5.9. Hence e = u4u5.
Recall our selection of e at the beginning of the proof. If [Fv] ∩Ku = ∅, then e could
have been chosen to be any edge in Ku \ cl(E0). In particular we could choose e = u2u4,
and obtain the contradiction in the previous paragraph. Hence [Fv]∩Ku 6= ∅. Since e can
be any edge in [Fv] ∩Ku, we must have [Fv] ∩Ku = {u4u5}.
30
Choose any good pair F ′ ∈ (Fv2 ), and consider F ′ + u2u4. Since [Fv] ∩Ku = {u4u5},
F ′+u2u4 is independent. Hence by Claims 5.8 and 5.9, u2u5, u3u5 ∈ cl((E0 ∪F ′) +u2u4).
Since u3u5 /∈ cl(E0 ∪ F ′), we have cl((E0 ∪ F ′) + u2u4) = cl((E0 ∪ F ′) + u3u5). Then by
Claim 5.9, cl((E0 ∪ F ′) + u3u5) also contains u3u4. Summarizing, we have shown that
cl((E0 ∪ F ′) + u2u4) contains a C12 -rigid graph which spans NG(u0). This contradicts
Claim 5.11.
Combining Claim 5.17 and 5.18, we conclude that cl(E0) ∩ Ku forms a star on five
vertices. Without loss of generality, we may assume that
cl(E0) ∩Ku forms a star centered at u5. (47)
5.3 Further structural properties of G
We let K be the edge set of the complete graph on {u1, u2, u3, u4} and, for each edge
e ∈ K, we refer to the unique edge of K which is not adjacent to e as the opposite edge to
e and denote it by e˜. For e ∈ K and f ∈ Fv, we say that e is f -coupled if e˜ ∈ [e+ f ].
Claim 5.19. Let e ∈ [Fv] ∩K. Then e˜ ∈ [Fv].
Proof. Since e ∈ [Fv], e /∈ cl(E0) and we can choose F ∈
(
Fv
2
)
such that (E0 ∪ F ) + e is
independent. Together with Claim 5.10, this implies that e˜ ∈ cl((E0∪F )+e) = cl(E0∪Fv).
Since e˜ 6∈ cl(E0) by (47), we have e˜ ∈ [Fv].
Claim 5.20. Suppose e is not f -coupled for some e ∈ K and f ∈ Fv. Then e, e˜ ∈ [Fv].
Proof. Let Fv = {f1, f2, f3} where f = f1.
Suppose e /∈ [Fv]. Then E0 + fi + fj + e is independent for all distinct i, j ∈ {1, 2, 3}.
Hence, for each i ∈ {2, 3}, Claim 5.10 implies e˜ ∈ [f1 + fi + e]. Since e˜ /∈ [f1 + e] (as e is
not f1-coupled), we have fi ∈ cl(E0 + f1 + fi + e) = cl(E0 + f1 + e+ e˜) for both i = 2, 3.
As E0 ∪Fv is independent, this in turn implies that cl(E0 + f1 + e+ e˜) = cl(E0 ∪Fv), and
contradicts our initial assumption that e /∈ [Fv].
Hence e ∈ [Fv]. Claim 5.19 now implies that e˜ ∈ [Fv].
Claim 5.21. Suppose E0 + f + e+ e
′ is independent for some f ∈ Fv and distinct e, e′ ∈
[Fv] ∩K. Then cl(E0 + f + e+ e′) = cl(E0 +Kv).
Proof. Recall that, by Claim 5.2, Fv is a base of Kv \ cl(E0) in Cn−1/cl(E0). Since E0 +
f+e+e′ is independent and f, e, e′ ∈ [Fv], {f, e, e′} spans Fv in Cn−1/cl(E0). This implies
that cl(E0 + f + e+ e
′) = cl(E0 ∪ Fv) = cl(E0 ∪Kv).
We will assume henceforth that F = {f1, f2} ∈
(
Fv
2
)
is a good pair. This is justified
by Claim 5.5. We next categorize G0 + fi according to the properties of cl(E0 + fi). We
say that G0 + fi is:
type 0 if Ku ⊆ cl(E0 + fi + e1 + e2) for some two edges e1, e2 ∈ Ku.
type A if the graphs Ai1 := G0 + fi + u1u2 + u2u3, A
i
2 := G0 + fi + u2u3 + u3u1, and
Ai3 := G0 + fi + u3u1 + u1u2 have the following properties.
(1) Each Aij is independent and has one degree of freedom.
(2) Each cl(Aij) ∩Ku is as shown in Figure 3.
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(3) For a(ny) non-trivial motions qij of (A
i
j ,p), 1 ≤ i ≤ 3, we have
Z(G0 + fi,p) = Z0(G0 + fi,p)⊕ 〈qi1, qi2, qi3〉.
type B if the graphs Bi1 := G0 + fi + u1u2 + u3u4, B
i
2 := G0 + fi + u2u3 + u3u1, and
Bi3 := G0 + fi + u3u1 + u1u2 have the following properties.
(1) Each Bij is independent and has one degree of freedom.
(2) Each cl(Bij) ∩Ku is as shown in Figure 4.
(3) For a(ny) non-trivial motions qij of (B
i
j ,p), 1 ≤ i ≤ 3, we have
Z(G0 + fi,p) = Z0(G0 + fi,p)⊕ 〈qi1, qi2, qi3〉.
(4) Kv ⊂ cl(Bi1) and {u1u2, u3u4} ⊂ [Fv].
type C if the graphs Ci1 := G0 + fi + u1u2 + u2u3, C
i
2 := G0 + fi + u2u3 + u3u1, and
Ci3 := G0 + fi + u1u2 + u3u1 have the following properties.
(1) Each Cij is independent and has one degree of freedom.
(2) Each cl(Cij) ∩Ku is as shown in Figure 5.
(3) For a(ny) non-trivial motions qij of (C
i
j ,p), 1 ≤ i ≤ 3, we have
Z(G0 + fi,p) = Z0(G0 + fi,p)⊕ 〈qi1, qi2, qi3〉.
(4) Kv ⊂ cl(Ci1).
type D if the graphs Di1 := G0 + fi + u1u2 + u3u4, D
i
2 := G0 + fi + u1u3 + u3u4, and
Di3 := G0 + fi + u1u2 + u3u1 have the following properties.
(1) Each Dij is independent and has one degree of freedom.
(2) Each cl(Dij) ∩Ku is as shown in Figure 6.
(3) For a(ny) non-trivial motions qij of (D
i
j ,p), 1 ≤ i ≤ 3, we have
Z(G0 + fi,p) = Z0(G0 + fi,p)⊕ 〈qi1, qi2, qi3〉.
(4) Kv ⊂ cl(Di1).
In addition, for X,Y in {A,B,C,D}, we say that (G0, F ) is type XY if G0 + f1 is type X
and G0 + f2 is type Y.
Claim 5.22. Suppose F = {f1, f2} is a good pair and fi ∈ F . Then, up to a possible
relabeling of u1, u2, u3, u4, G0 + fi is type 0, A, B, C, or D, and, if neither G0 + f1 nor
G0 + f2 is type 0, then (G0, F ) is type AA, AB, BA, BB, CC or DD.
Proof. Since the claim holds trivially if G0 + fi is type 0 for some i ∈ {1, 2}, we may
assume that this is not the case. Recall that K is the edge set of the complete graph
on {u1, u2, u3, u4}. By Claim 5.19, |[Fv] ∩ K| is even. We will consider the different
alternatives for |[Fv] ∩K|.
Suppose that |[Fv]∩K| = 6. Since F is a good pair, Claim 5.6 implies there is an edge
e ∈ K such that (E0 ∪ F ) + e is independent. Since e ∈ K = [Fv]∩K, this and (47) gives
Ku ⊂ cl(E0 ∪Fv) = cl((E0 ∪F ) + e). This contradicts Claim 5.11. Hence |[Fv]∩K| = 0, 2
or 4, and we split the proof accordingly.
Case 1: |[Fv] ∩K| = 0. We show G0 + fi is type A and hence (G0, F ) is type AA. Note
that Claim 5.20 and the fact that [Fv] ∩K = ∅ imply that e˜ ∈ [{fi, e}] for all e ∈ K, so
every e ∈ K is fi-coupled.
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(ii) cl(Ai2) ∩Ku
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(iii) cl(Ai3) ∩Ku
Figure 3: cl(Aij) ∩Ku for 1 ≤ j ≤ 3.
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(iii) cl(Bi3) ∩Ku
Figure 4: cl(Bij) ∩Ku for 1 ≤ j ≤ 3.
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(ii) cl(Ci2) ∩Ku
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(iii) cl(Ci3) ∩Ku
Figure 5: cl(Cij) ∩Ku for 1 ≤ j ≤ 3 (at most one dotted edge may exist in each graph).
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(i) cl(Di1) ∩Ku
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(ii) cl(Di2) ∩Ku
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u5
(iii) cl(Di3) ∩Ku
Figure 6: cl(Dij) ∩Ku for 1 ≤ j ≤ 3 (at most one dotted edge may exist in each graph).
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Let H i := G0 + fi +u1u2 +u2u3 +u3u1. If H
i is C12 -dependent then, by symmetry, we
may assume that u3u1 ∈ cl(E0 + fi + u1u2 + u2u3). Since each e ∈ K is fi-coupled, this
gives K ⊂ cl(E0 + fi + u1u2 + u2u3), and contradicts our initial assumption that G0 + fi
is not type 0. Hence H i is C12 -independent.
Since each Aij is a subgraph of H
i, each Aij is a C
1
2 -independent 1-dof graph. The
C12 -independence of H
i and the fact that each e ∈ K is fi-coupled imply that cl(Aij)∩Ku
is as shown in Figure 3. This in turn implies that Z(G,p) = Z0(G,p) ⊕ 〈q1, q2, q3〉 for
any non-trivial motions qj of (A
i
j ,p), 1 ≤ j ≤ 3.
Case 2: |[Fv] ∩ K| = 2. By relabeling u1, u2, u3, u4 if necessary, we may assume that
[Fv] ∩K = {u1u2, u3u4}. Then by Claim 5.20, each of the other edges in K is fi-coupled.
We will show G0 + fi is type A or type B, and hence (G0, F ) is type AA, AB, BA or BB.
Let H i := G0 + fi +u1u2 +u2u3 +u3u1. Since u2u3, u3u1 are fi-coupled and G0 + fi is
not type 0, H i is C12 -independent. If u1u2 is fi-coupled, then we may use the same proof
as in Case 1 to show that G0 +fi is type A. Hence we may assume that u3u4 /∈ [{fi, u1u2}].
Since Bi2 and B
i
3 are subgraphs of H
i, they are C12 -independent 1-dof graphs. The
assumption that G0 + fi is not type 0 now implies that cl(B
i
2) ∩Ku and cl(Bi3) ∩Ku are
as shown in Figure 4(ii)(iii). (The edge u3u4 does not exist in Figure 4(ii) since G0 + fi is
not type 0. The reason why the edge u3u4 does not exist in Figure 4(iii) will be clarified
later.) The graph Bi1 is independent since u3u4 /∈ [{fi, u1u2}]. Also, by Claim 5.21,
cl(Bi1) = cl(E0 + fi + u1u2 + u3u4) = cl(E0 + Kv). This gives Kv ⊂ cl(Bi1). Since
[Fv] ∩K = {u1u2, u3u4}, it also implies that cl(Bi1) ∩Ku is as shown in Figure 4(i). The
fact that cl(Bi1) ∩Ku is as shown in Figure 4(i) now tells us that u3u4 does not exist in
Figure 4(iii).
The assertion that Z(G,p) = Z0(G,p)⊕ 〈q1, q2, q3〉 for any non-trivial motions qj of
(Bij ,p) easily follows from the fact that cl(B
i
j) ∩Ku is as in Figure 4.
Case 3: |[Fv] ∩ K| = 4. By relabeling u1, u2, u3, u4 if necessary, we may assume that
[Fv] ∩K = {u1u2, u2u3, u3u4, u4u1}. Then by Claim 5.20, u1u3 and u2u4 are fi-coupled.
We will show that G0 + fi is type C or type D. If |[{fi, u1u2}] ∩ {u2u3, u3u4, u1u4}| ≥ 2
then, since u1u3 is coupled, cl(E0 + fi + u1u2 + u1u3) would contain at least five edges
from K. This in turn would imply that Ku ⊂ cl(E0 + fi + u1u2 + u1u3) and contradict
our initial assumption that G0 + fi is not type 0. Hence
|[{fi, u1u2}] ∩ {u2u3, u3u4, u1u4}| ≤ 1. (48)
Consider the following two subcases:
Subcase 3-1: [{f1, u1u2}]∩{u2u3, u1u4} = {u1u4} and [{f2, u1u2}]∩{u2u3, u1u4} = {u2u3}.
We will show that (G0, F ) is type DD. We first show that J
i := G0+fi+u1u2+u1u3+u3u4
is C12 -independent (for both i = 1, 2). To see this, observe that E0 + fi + u1u2 + u3u4 is
independent by (48) and the assumption of subcase 3-1. Hence, by Claim 5.21,
cl(E0 + fi + u1u2 + u3u4) = cl(E0 ∪ Fv) = cl(E0 ∪Kv). (49)
Since [Fv] ∩K = {u1u2, u2u3, u3u4, u4u1} we have u1u3 /∈ cl(E0 + fi + u1u2 + u3u4) and
hence J i is C12 -independent.
Since each Dij is a subgraph of J
i, each Dij is a C
1
2 -independent 1-dof graph. We have
Kv ⊂ cl(Di1) by (49). The assumption that G+ fi is not type 0 and (49) also imply that
cl(Dij) ∩Ku is as shown in Figure 6. The assertion that Z(G,p) = Z0(G,p)⊕ 〈q1, q2, q3〉
for any non-trivial motions qj of (D
i
j ,p), 1 ≤ i ≤ 3, follows easily from the fact that
cl(Dij) ∩Ku is as in Figure 6.
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Subcase 3-2: Either [{fi, u1u2}] ∩ {u2u3, u1u4} ⊆ {u1u4} for both i = 1, 2, or
[{fi, u1u2}] ∩ {u2u3, u1u4} ⊆ {u2u3} for both i = 1, 2.
Relabeling if necessary, we may assume that the first alternative holds. We will show that
(G0, F ) is type CC. We first show that H
i := G0 + u1u2 + u2u3 + u3u1 is C
1
2 -independent
(for both i = 1, 2). To see this, observe that E0 + fi + u1u2 + u2u3 is independent since
[{fi, u1u2}] ∩ {u2u3, u1u4} ⊆ {u1u4}. Hence, by Claim 5.21,
cl(E0 + fi + u1u2 + u2u3) = cl(E0 ∪ Fv) = cl(E0 ∪Kv). (50)
Since [Fv] ∩K = {u1u2, u2u3, u3u4, u4u1}, we have u1u3 /∈ cl(E0 + fi + u1u2 + u2u3) and
hence H i is is C12 -independent.
Since each Cij is a subgraph of H
i, each Cij is a C
1
2 -independent 1-dof graph. We have
Kv ⊂ cl(Ci1) by (50). The assumption that G0 + fi is not type 0 and (50) imply that
cl(Cij) ∩Ku is as shown in Figure 5. The assertion that Z(G,p) = Z0(G,p)⊕ 〈q1, q2, q3〉
for any non-trivial motions qj of (C
i
j ,p) follows easily from the fact that cl(C
i
j)∩Ku is as
in Figure 5.
5.4 The motion spaces of (G0 + fi, p|V0) and (G+ fi, p)
We will obtain expressions for a non-trivial motion of each of the 1-dof frameworks
(Aij ,p|V0), (Bij ,p|V0), (Cij ,p|V0) and (Dij ,p|V0). We first apply a projective transformation
to (G,p) to ensure that
p(u1) = (1, 0), p(u2) = (0, 0), p(u3) = (0, 1), p(u4) = (1, 1), (51)
and all other points in p(V0) are generically placed. Note that this transformation does
not change the underlying C12 -cofactor matroid of (G,p) by the projective invariance of
C12 -rigidity (see, e.g., [19] or Section B), and does not change the fact that (G,p) has a
bad motion at v0 by Lemma 4.10.
For simplicity we use the notationDij = D(p(ui),p(uj)) and ∆ijk = ∆(p(ui),p(uj),p(uk))
throughout the remainder of this section.
Let F = {f1, f2} be the fixed good pair, and suppose that G0 + fi is type A for
i ∈ {1, 2}. Since (G,p) is 2-dof, (G + fi,p) is 1-dof. Let qi be a non-trivial motion of
(G+ fi,p). Then q
i|V0 is a motion of (G0 + fi,p|V0) and property (3) in the definition of
type A implies that qi|V0 is a linear combination of qi1, qi2, qi3 and a trivial motion, where
qij is a non-trivial motion of (A
i
j ,p|V0). By adding a suitable trivial motion to qi, we may
assume that we have
qi|V0 =
3∑
j=1
αijq
i
j (52)
for some numbers αij ∈ R.
Claim 5.23. Suppose that G0 + fi is type A. Then for all 1 ≤ j ≤ 3, (Aij ,p|V0) has a
non-trivial motion qij satisfying q
i
j(w) ∈ Q(p(V0)) for all w ∈ V0, and for k ∈ {1, . . . , 5}
qij(uk) is written as follows:
• qi1(u5) = q
i
1(u1) = q
i
1(u2) = 0, q
i
1(u3) = D3,2 ×D3,5, qi1(u4) = t1D4,1 ×D4,5,
• qi2(u5) = q
i
2(u2) = q
i
2(u3) = 0, q
i
2(u1) = D1,3 ×D1,5, qi2(u4) = t2D4,2 ×D4,5,
• qi3(u5) = q
i
3(u1) = q
i
3(u2) = 0, q
i
3(u3) = D3,1 ×D3,5, qi3(u4) = t3D4,2 ×D4,5,
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where t1 = ∆523/∆514, t2 = −∆513/∆524 and t3 = ∆524/∆513.
In addition, (G+fi,p) has a non-trivial motion q
i such that qi|V0 =
∑3
j=1 α
i
jq
i
j where:
αi1 = −∆012∆013∆024∆135∆245t2 −∆2013∆024∆2135 + ∆013∆023∆024∆135∆245t3;
αi2 = ∆012∆013∆014∆135∆145t1 −∆012∆023∆024∆235∆245t3;
αi3 = ∆012∆023∆024∆235∆245t2 −∆013∆014∆023∆135∆145t1 + ∆013∆023∆024∆135∆235.
Proof. We will suppress the superscript i in Aij , q
i
j , q
i, αij as it remains constant throughout
the proof.
Consider (A1,p|V0). Since cl(A1) contains the triangle on {u1, u2, u5} and u1u3 6∈
cl(A1), (A1,p|V0) has a non-trivial motion q1 such that q1(u1) = q1(u2) = q1(u5) = 0 and
q1(u3) 6= 0. Since cl(A1) contains u2u3 and u3u5, q1(u3) = s1D2,3×D3,5 for some number
s1. Since q1(u3) 6= 0 we can scale q1, so that s1 = 1. Since cl(A1) contains u1u4 and u4u5,
q1(v4) = t1D1,4 ×D4,5 for some number t1. Since u3u4 ∈ cl(A1), we have
0 = D34 · (q1(u3)− q1(u4)) =
∣∣∣∣∣∣
D34
D32
D35
∣∣∣∣∣∣−
∣∣∣∣∣∣
D43
D41
D45
∣∣∣∣∣∣ t1 so t1 =
∣∣∣∣∣∣
D34
D32
D35
∣∣∣∣∣∣ /
∣∣∣∣∣∣
D43
D41
D45
∣∣∣∣∣∣ .
This can be simplified to t1 = ∆523/∆514 by using (9) and (51). Furthermore, since
(A1,p|V0) is a 1-dof framework and q1(u3) takes fixed non-zero values in Q(p(V0)), q1 is
uniquely determined by Cramer’s rule and will satisfy q1(w) ∈ Q(p(V0)) for all w ∈ V0.
We may apply the same argument, to deduce that (A2,p|V0) and (A3,p|V0) have the
non-trivial motions q1 and q3 given in the claim.
We next prove the second part of the claim. The existence of a non-trivial motion
q such that q|V0 =
∑3
j=1 αjqj is established in (52). Since u0uk is an edge of G for all
1 ≤ k ≤ 5, we have D0,k · [q(u0) − q(uk)] = 0 for all 1 ≤ k ≤ 5. Hence we obtain the
system of equations
D0,k · [q(u0)− α1q1(uk)− α2q2(uk)− α3q3(uk)] = 0 for 1 ≤ k ≤ 5,
or in matrix form,

D0,1 · q1(u1) D0,1 · q2(u1) D0,1 · q3(u1) D0,1
D0,2 · q1(u2) D0,2 · q2(u2) D0,2 · q3(u2) D0,2
D0,3 · q1(u3) D0,3 · q2(u3) D0,3 · q3(u3) D0,3
D0,4 · q1(u4) D0,4 · q2(u4) D0,4 · q3(u4) D0,4
D0,5 · q1(u5) D0,5 · q2(u5) D0,5 · q3(u5) D0,5


α1
α2
α3
−a0
−b0
−c0
 = 0, (53)
where (a0, b0, c0) = q(u0). Substituting the zero values for qj(uk) given in the first part
of the claim, we may rewrite this system as:

0 D0,1 · q2(u1) 0 D0,1
0 0 0 D0,2
D0,3 · q1(u3) 0 D0,3 · q3(u3) D0,3
D0,4 · q1(u4) D0,4 · q2(u4) D0,4 · q3(u4) D0,4
0 0 0 D0,5


α1
α2
α3
−a0
−b0
−c0
 = 0. (54)
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By scaling q, we may suppose that α1 + α2 + α3 = µ, where µ is a non-zero number
which will be chosen later. Let M ′ is the matrix of coefficients in (54) and M denote
the square matrix
(
b
M ′
)
where b = (1, 1, 1, 0, 0, 0). Then we may rewrite (54) as
M(α1, α2, α3,−a0,−b0,−c0)> = (µ, 0, 0, 0, 0, 0)> and Cramer’s rule gives
α1 =
µ
detM
∣∣∣∣∣∣∣∣∣∣
D0,1 · q2(u1) 0 D0,1
0 0 D0,2
0 D0,3 · q3(u3) D0,3
D0,4 · q2(u4) D0,4 · q3(u4) D0,4
0 0 D0,5
∣∣∣∣∣∣∣∣∣∣
α2 = − µ
detM
∣∣∣∣∣∣∣∣∣∣
0 0 D0,1
0 0 D0,2
D0,3 · q1(u3) D0,3 · q3(u3) D0,3
D0,4 · q1(u4) D0,4 · q3(u4) D0,4
0 0 D0,5
∣∣∣∣∣∣∣∣∣∣
α3 =
µ
detM
∣∣∣∣∣∣∣∣∣∣
0 D0,1 · q2(u1) D0,1
0 0 D0,2
D0,3 · q1(u3) 0 D0,3
D0,4 · q1(u4) D0,4 · q2(u4) D0,4
0 0 D0,5
∣∣∣∣∣∣∣∣∣∣
Note that each entry of the form D0,k · qj(uk) in the above determinants can be written
as a product of areas of three triangles. For example, we have D01 · q2(u1) =
∣∣∣∣∣∣
D10
D13
D15
∣∣∣∣∣∣ =
−∆103∆135∆150, where the first equation follows from the first part of the claim and the
second equation follows from the Vadermonde identity (9).
We may expand the determinant in the formula for α1 to obtain
detM
µ
α1
= D0,1 · q2(u1)
−D0,3 · q3(u3)
∣∣∣∣∣∣
D0,2
D0,4
D0,5
∣∣∣∣∣∣+D0,4 · q3(u4)
∣∣∣∣∣∣
D0,2
D0,3
D0,5
∣∣∣∣∣∣
−D0,4 · q2(u4)D0,3 · q3(u3)
∣∣∣∣∣∣
D0,1
D0,2
D0,5
∣∣∣∣∣∣
=
∣∣∣∣∣∣
D1,0
D1,3
D1,5
∣∣∣∣∣∣
−
∣∣∣∣∣∣
D3,0
D3,1
D3,5
∣∣∣∣∣∣
∣∣∣∣∣∣
D0,2
D0,4
D0,5
∣∣∣∣∣∣+ t3
∣∣∣∣∣∣
D4,0
D4,2
D4,5
∣∣∣∣∣∣
∣∣∣∣∣∣
D0,2
D0,3
D0,5
∣∣∣∣∣∣
− t2
∣∣∣∣∣∣
D4,0
D4,2
D4,5
∣∣∣∣∣∣
∣∣∣∣∣∣
D3,0
D3,1
D3,5
∣∣∣∣∣∣
∣∣∣∣∣∣
D0,1
D0,2
D0,5
∣∣∣∣∣∣
= (∆013∆135∆015∆035∆024∆045∆025)(−∆013∆135 + t3∆245∆023 − t2∆245∆012).
The required expression for α1 follows by putting µ = detM/∆015∆025∆035∆045.
Similar calculations give the required formulae for α2 and α3 (using the same constant
µ).
We next obtain an analogous claim for the case when (G+ fi) is type B.
Claim 5.24. Suppose that G0 + fi is type B. Then for all 1 ≤ j ≤ 3, (Bij ,p|V0) has a
non-trivial motion qij satisfying q
i
j(w) ∈ Q(p(V0)) for all w ∈ V0, and for k ∈ {1, . . . , 5}
qij(uk) is written as follows:
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• qi1(u5) = q
i
1(u1) = q
i
1(u2) = 0,
qi1(u3) = D3,1 ×D3,5 + s12D3,2 ×D3,5,
qi1(u4) = t11D4,1 ×D4,5 + t12D4,2 ×D4,5,
• qi2(u5) = q
i
2(u2) = q
i
2(u3) = 0, q
i
2(u1) = D1,3 ×D1,5, qi2(u4) = t2D4,2 ×D4,5,
• qi3(u5) = q
i
3(u1) = q
i
3(u2) = 0, q
i
3(u3) = D1,3 ×D3,5, qi3(u4) = ti3D4,2 ×D4,5,
for t2 = −∆513/∆524 and some non-zero constants s12, t11, t12, ti3 ∈ Q(p(V0)), where we
may take s12, t11, t12 to be the same constants for both q
1
1 and q
2
1 when (G0, F ) is type BB.
In addition, (G+ fi,p) has a non-trivial motion q
i such that qi|V0 =
∑3
j=1 β
i
jq
i
j where
βi1 = −∆012∆013∆024∆135∆245t2 −∆2013∆024∆2135 + ∆013∆023∆024∆135∆245ti3
βi2 = ∆012∆013∆014∆135∆145t11 −∆012∆013∆024∆135∆245ti3
+ ∆012∆013∆024∆135∆245t12 −∆012∆023∆024∆235∆245s12ti3,
βi3 = ∆012∆013∆024∆135∆245t2 + ∆012∆023∆024∆235∆245s12t2
+ ∆2013∆024∆
2
135 −∆013∆014∆023∆135∆145t11
+ ∆013∆023∆024∆135∆235s12 −∆013∆023∆024∆135∆245t12.
Proof. We will suppress the superscript i in Bij , q
i
j , β
i
j , t
i
3 as it remains constant throughout
the proof.
We first consider (B2,p|V0). Since K(u2, u3, u5) ⊂ cl(B2) and u1u2 6∈ cl(B2), (B2,p|V0)
has a non-trivial motion q2 such that q2(u2) = q2(u3) = q2(u5) = 0 and q2(u1) 6= 0.
Since cl(B2) contains u1u3 and u1u5, q2(u1) = s2D1,3 ×D1,5 for some number s2. Since
q2(u1) 6= 0 we can scale q2, so that s2 = 1. Since cl(B2) contains u4u2 and u4u5, q2(v4) =
t2D4,2×D4,5 for some number t2. Since u1u4 ∈ cl(B2), we have 0 = D14 · (q2(u1)−q2(u4))
and we can now use (9) and (51) to deduce that t2 = −∆513/∆524. Furthermore, since
(B2,p|V0) is a 1-dof framework and q2(u1) takes fixed non-zero values in Q(p(V0)), q2 is
uniquely determined by Cramer’s rule and will satisfy q2(w) ∈ Q(p(V0)) for all w ∈ V0.
We can apply the same argument to (B3,p|V0) using the fact that K(u1, u2, u5) ⊂ B3
to obtain the formula for q3. Note that q3(u3) 6= 0 6= q3(u4) since u1u4, u2u3 6∈ cl(B3) and
that we cannot obtain an explicit formula for t3 because u3u4 6∈ cl(B3).
We next consider (B1,p|V0). We first show that
B1 − u3u4 + u1u3 is a 1-dof graph with u2u4 ∈ cl(B1 − u3u4 + u1u3)
and u1u4, u2u3 /∈ cl(B1 − u3u4 + u1u3).
(55)
Since cl(B1) is as in Figure 4(i), B1 + u1u3 is C
1
2 -rigid, and hence B1 − u3u4 + u1u3
is a 1-dof graph. Also, by Property (4) of type B, Kv ⊂ cl(B1), which, in particular,
implies that u1u3 /∈ [Fv]. Hence, by Claim 5.20, u1u3 is fi-coupled. In other words,
u2u4 ∈ [fi + u1u3] ⊂ cl(B1 − u3u4 + u1u3). To see the last property in (55), suppose that
u1u4 ∈ cl(B1−u3u4 +u1u3) or u2u3 ∈ cl(B1−u3u4 +u1u3). We may apply the argument
used for u1u3 to u1u4 and u2u3, and then use Claim 5.20 again to deduce that both u1u4
and u2u3 are fi-coupled. Therefore, B2 ⊂ cl(B1 − u3u4 + u1u3) holds. Since both B2 and
B1 − u3u4 + u1u3 are 1-dof graphs, we get u1u2 ∈ cl(B1 − u3u4 + u1u3) = cl(B2). This
contradicts that cl(B2) is as in Figure 4(ii). This completes the proof of (55).
By (55), (B1−u3u4 +u1u3,p|V0) has a non-trivial motion r satisfying r(u1) = r(u2) =
r(u5) = 0, r(u3) = aD3,1 ×D3,5, and r(u4) = bD4,2 ×D4,5 for some non-zero a, b ∈ R. As
u3u4 /∈ cl(B1 − u3u4 + u1u3), we also have D3,4 · (r(u3)− r(u4)) 6= 0.
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We may use the same argument to show that B1 − u3u4 + u1u4 is a 1-dof graph and
has a non-trivial motion r˜ satisfying r˜(u1) = r˜(u2) = r˜(u5) = 0, r˜(u3) = cD3,2 × D3,5,
r˜(u4) = dD4,1 ×D4,5 for some non-zero c, d ∈ R. Again D3,4 · (r˜(u3)− r˜(u4)) 6= 0
Combining those two motions, we can obtain a non-trivial motion q1 of (B1,p|V0)
satisfying q1(u5) = q1(u1) = q1(u2) = 0, q1(u3) = s11D3,1 × D3,5 + s12D3,2 × D3,5,
and q1(u4) = t11D4,1 × D4,5 + t12D4,2 × D4,5, by choosing a non-trivial linear combina-
tion of r and r˜ which will satisfy the constraint given by the edge u3u4. The constants
s11, s12, t11, t12 will all be non-zero so we can scale q1 to ensure that s11 = 1.
It remains to show that we can choose the same values for si12, t
i
11, t
i
12 when i = 1, 2
and G0 + f1 and G0 + f2 are both type B. Property (4) in the definition of type B gives
{u1u2, u3u4} ⊂ [Fv]. Claim 5.21 and the independence of B1 now imply that cl(B11) =
cl(E0 +Kv) = cl(B
2
1). This in turn implies that Z(B
1
1 ,p|V0) = Z(B21 ,p|V0), so we can take
a common non-trivial motion that has the form stated in the claim. This completes the
proof of the first part of the claim.
We next prove the second part of the claim. We can construct a non-trivial motion qi
of (G+ fi,p) with q
i|V0 =
∑3
j=1 β
i
jq
i
j for some β
i
j ∈ R by adding a suitable trivial motion
to an arbitrary non-trivial motion of (G+ fi,p), as in the derivation of (52). We need to
show we can choose the βij to take the values stated in the claim. The proof is identical
to that of the second part of Claim 5.23 so we only give a sketch. As i is fixed, we once
more suppress the superscripts on βi, qi and qij .
Since u0uk is an edge of G for all 1 ≤ k ≤ 5, we have D0,k · [q(u0)− q(uk)] = 0 for all
1 ≤ k ≤ 5. Hence we obtain the system of equations
D0,k · [q(u0)− β1q1(uk)− β2q2(uk)− β3q3(uk)] = 0 for 1 ≤ k ≤ 5.
Putting (a0, b0, c0) = q(u0) and substituting the zero values for qj(uk) given in the first
part of the claim, we may rewrite this system as:

0 D0,1 · q2(u1) 0 D0,1
0 0 0 D0,2
D0,3 · q1(u3) 0 D0,3 · q3(u3) D0,3
D0,4 · q1(u4) D0,4 · q2(u4) D0,4 · q3(u4) D0,4
0 0 0 D0,5


β1
β2
β3
−a0
−b0
−c0
 = 0. (56)
Each entry of the form D0,k · qj(uk) in the above matrix can be expressed as a product of
areas of three triangles by using the non-zero values for qj(uk) given in the first part of the
claim. By scaling q, we may suppose that β1 + β2 + β3 = c for some constant c. We can
now proceed as in the proof of Claim 5.23 and obtain the stated formula for βj by setting
c = detM/∆015∆025∆035∆045, where M =
(
b
M ′
)
, M ′ is the matrix of coefficients in
(56) and b = (1, 1, 1, 0, 0, 0).
We state the analogous claims for the cases when (G+fi) is type C or D without proof
as their proofs are identical to the proof of Claim 5.23.
Claim 5.25. Suppose that G0 + fi is type C. Then for all 1 ≤ j ≤ 3, (Cij ,p|V0) has a
non-trivial motion qij satisfying q
i
j(w) ∈ Q(p(V0)) for all w ∈ V0, and for k ∈ {1, . . . , 5}
qij(uk) is written as follows:
• qi1(u5) = q
i
1(u1) = q
i
1(u2) = 0, q
i
1(u3) = D3,2 ×D3,5, qi1(u4) = t1D4,1 ×D4,5,
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• qi2(u5) = q
i
2(u2) = q
i
2(u3) = 0, q
i
2(u1) = D1,3 ×D1,5, qi2(u4) = ti2D4,2 ×D4,5,
• qi3(u5) = q
i
3(u1) = q
i
3(u2) = 0, q
i
3(u3) = D3,1 ×D3,5, qi3(u4) = ti3D4,2 ×D4,5,
for t1 = ∆523/∆514 and some t
i
2, t
i
3 ∈ Q(p(V0)).
In addition, (G+ fi,p) has a non-trivial motion q
i such that qi|V0 =
∑3
j=1 γ
i
jq
i
j where
γi2 = ∆012∆013∆014∆135∆145t1 −∆012∆023∆024∆235∆245ti3;
γi3 = ∆012∆023∆024∆235∆245t
i
2 −∆013∆014∆023∆135∆145t1 + ∆013∆023∆024∆135∆235.
Claim 5.26. Suppose that G0 + fi is type D. Then for all 1 ≤ j ≤ 3, (Dij ,p|V0) has a
non-trivial motion qij satisfying q
i
j(w) ∈ Q(p(V0)) for all w ∈ V0, and for k ∈ {1, . . . , 5}
qij(uk) is written as follows:
• qi1(u5) = q
i
1(u1) = q
i
1(u2) = 0, q
i
1(u3) = D3,2 ×D3,5, qi1(u4) = t1D4,1 ×D4,5,
• qi2(u5) = q
i
2(u3) = q
i
2(u4) = 0, q
i
2(u1) = D1,3 ×D1,5, qi2(u2) = ti2D2,4 ×D2,5,
• qi3(u5) = q
i
3(u1) = q
i
3(u2) = 0, q
i
3(u3) = D3,1 ×D3,5, qi3(u4) = ti3D4,2 ×D4,5,
for t1 = ∆523/∆514 and some t
i
2, t
i
3 ∈ Q(p(V0)).
In addition, (G+ fi,p) has a non-trivial motion q
i such that qi|V0 =
∑3
j=1 δ
i
jq
i
j where
δi2 =∆012∆013∆014∆135∆145t1 −∆012∆023∆024∆235∆245ti3
δi3 =−∆013∆014∆023∆135∆145t1 + ∆013∆014∆024∆145∆245t1ti2
+ ∆013∆023∆024∆135∆235 −∆014∆023∆024∆235∆245ti2.
Our next result is key to handling the cases when G0 + fi is type A, C or D.
Claim 5.27. Suppose αij , γ
i
j , δ
i
j , are as in Claims 5.23, 5.25 and 5.26, respectively.
(a) If λ1α
i
1 + λ2α
i
2 + λ3α
i
3 = 0 for some λ1, λ2, λ3 ∈ Q(p(V0)), then λ1 = λ2 = λ3 = 0.
(b) If λ2γ
i
2 + λ3γ
i
3 = 0 for some λ2, λ3 ∈ Q(p(V0)), then λ2 = λ3 = 0.
(c) If λ2δ
i
2 + λ3δ
i
3 = 0 for λ2, λ3 ∈ Q(p(V0)), then λ2 = λ3 = 0.
Proof. We will only prove (a) as the proofs of (b) and (c) are identical.
Let p(ui) = (xi, yi) for 0 ≤ i ≤ 5. By Claim 5.23 we have an explicit formula for each
αi in terms of x0, . . . , x5, y0, . . . , y5. Since V0 = V \ {u0}, we may regard each αi as a
polynomial in x0, y0 with coefficients in Q(p(V0)). If
∑
1≤i≤3 λiαi = 0 with λi ∈ Q(p(V0)),
then
∑
1≤i≤3 λiαi is identically zero as a polynomial in x0, y0. In particular, the coefficient
of each monomial is zero. We show this cannot happen unless λi = 0 for all i.
Using Claim 5.23 and (51) to compute
∑
1≤i≤3 λiαi explicitly, we obtain the following
list of coefficients of the monomials in
∑
1≤i≤3 λiαi.
x30 : ∆
2
513λ1 −∆2524λ1
x20y0 : (−∆2513∆523λ2 + 2∆2513∆523λ3 + ∆523∆2524λ2)/∆513
x20 : −2∆2513λ1 −∆513∆523λ3 + ∆2524λ1
x0y
2
0 : (−∆3513λ1 −∆2513∆523λ2 + ∆513∆2524λ1 −∆523∆2524λ2)/∆513
x0y0 : ∆
2
513λ1 + 2∆513∆523λ2 − 2∆513∆523λ3 −∆2524λ1
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x0 : ∆
2
513λ1 + ∆513∆523λ3
y20 : ∆
2
513λ1 + ∆513∆523λ2
1 : −∆2513λ1 −∆513∆523λ2
We can easily check that if all eight coefficients are zero, then λ1 = λ2 = λ3 = 0.
The corresponding claim for type B (Claim 5.29) turns out to be substantially more
difficult. We first give a preliminary claim.
Claim 5.28. Suppose that G0 + fi is type B, and, for 1 ≤ j ≤ 3, let qij be the non-trivial
motion of (Bij ,p|V0) given in Claim 5.24. Then
(s12, t11, t12, t2, t
i
3) 6=
(
−∆513
∆523
,
∆513
∆514
,−∆513
∆524
,−∆513
∆524
,−∆513
∆524
)
.
Proof. We will omit the superscript i from qij , t
i
3 throughout the proof as it remains fixed.
Let p(u0) = (x0, y0) and p(u5) = (x5, y5), and recall that the values of p(uk), 1 ≤ k ≤ 4,
are given by (51).
Suppose that (s12, t11, t12, t2, t
i
3) =
(
−∆513∆523 , ∆513∆514 ,−∆513∆524 ,−∆513∆524 ,−∆513∆524
)
. We will ob-
tain a contradiction by showing that (G+ fi,p) has a bad motion at u0. By scaling each
qj by ∆514∆523∆524, we may suppose that each of s12, t11, t12, t2, t3 is a multiple of the
areas of three triangles among ∆513,∆514,∆523,∆524, and hence can be considered as a
polynomial in x5, y5 over Q.
By Claim 5.24, (G + fi,p) has a non-trivial motion q
i such that qi|V0 =
∑3
j=1 βjqj .
The formulae for βj , j = 1, 2, 3, and qj(uk), 1 ≤ k ≤ 5, given in Claim 5.24 imply that we
may express these values as polynomials in x0, y0, x5, y5 over Q. Since qi|V0 =
∑3
j=1 βjqj ,
each coordinate of qi(uk), 1 ≤ k ≤ 5, can be expressed as a polynomial in x0, y0, x5, y5
over Q. It remains to show that the same is true for qi(u0).
Let qi(u0) = (a0, b0, c0). We recall the the following linear system in the proof of
Claim 5.24:
1 1 1 0
0 D0,1 · q2(u1) 0 D0,1
0 0 0 D0,2
D0,3 · q1(u3) 0 D0,3 · q3(u3) D0,3
D0,4 · q1(u4) D0,4 · q2(u4) D0,4 · q3(u4) D0,4
0 0 0 D0,5


β1
β2
β3
−a0
−b0
−c0
 =

c
0
0
0
0
0
 (57)
where c = β1 + β2 + β3 ∈ Q(p(NˆG(v0))) takes the value given at the end of the proof of
Claim 5.24 so can be considered as a rational function of x0, y0, x5, y5 over Q. Since each
entry of the matrix of coefficients in (57) is a polynomial in x0, y0, x5, y5, each of a0, b0, c0
can be expressed as a rational function of x0, y0, x5, y5 over Q. Hence, by a further scaling
of qi, we can suppose that each component of qi(uk), 0 ≤ k ≤ 5, can be expressed as a
polynomial in x0, y0, x5, y5. This gives us a map b : NˆG(u0)→ Q[X0, Y0, X5, Y5]3 such that
qi is a b-motion on NˆG(u0).
We next show that b satisfies (25) i.e. the polynomial identity corresponding to an
edge uku`, 1 ≤ k < ` ≤ 5, is satisfied if and only if ` = 5. Since x0, y0, x5, y5 are generic,
this is equivalent to showing that the motion qi satisfies the constraint corresponding to
the edge uku`, if and only if ` = 5. Since the current motion q
i, is a non-zero scalar
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multiple of our original motion qi =
∑
j=1 βjqj it will suffice to show this for the original
qi. (More specifically, it will suffice to show Dk` · (qi(uk)− qi(u`)) 6= 0 for 1 ≤ k < ` ≤ 4
as qi is a motion of (G+ fi,p).) This can be checked symbolically using the formulae for
the βj and qj(uk) given in Claim 5.24. Thus (G+ fi,p) has a bad motion a u0.
Although (G + fi,p) is not generic as it satisfies (51), Lemma 4.10 ensures that we
may use a projective transformation to construct a generic 1-dof framework (G + fi,p
′)
which has a bad motion at u0. This contradicts our initial choice of (G,p) to minimize
|V | and then k since we have k = 2 by Claim 5.4
Claim 5.29. Suppose that G0 + fi is type B, and, for 1 ≤ j ≤ 3, let qij be the non-trivial
motion of (Bij ,p|V0) given in Claim 5.24. If λ2β2 + λ3β3 = 0 for some λ2, λ3 ∈ Q(p(V0)),
then λ2 = λ3 = 0.
Proof. We will again omit the superscript i from the proof since it stays fixed. We assume
that λ2β2 + λ3β3 = 0 for some λ2, λ3 ∈ Q(p(V0)) which are not both zero, and show that
this contradicts Claim 5.28.
Using Claim 5.24 and (51), a computation of the list of coefficients of the polynomial
λ2β2 + λ3β3 in x0, y0 over Q(p(V0)) gives:
x30: −∆2513λ3 + ∆513∆514λ3t11 −∆513∆523λ3s12 + ∆513∆524λ3t12,
x20y0: −∆513∆514λ2t11+∆513∆514λ3t11+∆513∆523λ3s12−∆513∆524λ2t12+∆513∆524λ2t3+
∆523∆524λ2s12t3,
x20: 2∆
2
513λ3 − 2∆513∆514λ3t11 + ∆513∆523λ3s12 −∆513∆524λ3t12,
x0y
2
0: ∆
2
513λ3 −∆513∆514λ2t11 −∆513∆524λ3t12 −∆523∆524λ2s12t3,
x0y0: −∆2513λ3 + 2∆513∆514λ2t11 − ∆513∆514λ3t11 − ∆513∆523λ3s12 + ∆513∆524λ2t12 −
∆513∆524λ2t3 + ∆513∆524λ3t12,
x0: −∆2513λ3 + ∆513∆514λ3t11,
y30: ∆513∆524λ2t12 −∆513∆524λ2t3,
y20: −∆2513λ3 + ∆513∆514λ2t11 −∆513∆524λ2t12 + ∆513∆524λ2t3,
y0: ∆
2
513λ3 −∆513∆514λ2t11
where s12, t11, t12, t3 are all non-zero by Claim 5.24. Since λ2β2 +λ3β3 = 0, all coefficients
are zero. The hypothesis that λ2, λ3 are not both zero and the expression for the coefficient
of y0 give λ2 6= 0 and λ3 6= 0. The coefficient of x0 now gives t11 = ∆513/∆514, and the
coefficient of y0 now gives λ2 = λ3. Then the coefficients of x
3
0 and y
2
0, give s12 =
∆524t12/∆523 and t3 = t12. Finally, the coefficient of x
2
0y0 gives t12 = −∆513/∆524. Hence
(s12, t11, t12, t2, t3) =
(
−∆513
∆523
,
∆513
∆514
,−∆513
∆524
,−∆513
∆524
,−∆513
∆524
)
.
This contradicts Claim 5.28.
We next obtain quadratic versions of Claims 5.27 and 5.29.
Claim 5.30. Let αij , γ
i
j , δ
i
j be as defined in Claims 5.23, 5.25 and 5.26, and λh,j ∈
Q(p(V0)) for all 1 ≤ h, j ≤ 3.
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AA: If
∑
1≤h≤3
∑
1≤j≤3 λh,jα
1
hα
2
j = 0, then λk,k = 0 for some k ∈ {1, 2, 3}.
CC: If
∑
2≤h≤3
∑
2≤j≤3 λh,jγ
1
hγ
2
j = 0, then λk,k = 0 for some k ∈ {2, 3}.
DD: If
∑
2≤h≤3
∑
2≤j≤3 λh,jδ
1
hδ
2
j = 0, then λk,k = 0 for some k ∈ {2, 3}.
Proof. Let us check case (AA). Suppose
∑
1≤i≤3
∑
1≤j≤3 λi,jα
1
iα
2
j = 0. We may regard
this as a polynomial identity with indeterminates x0, y0 and hence the coefficient of each
monomial must be zero. If we compute the formula for
∑
1≤i≤3
∑
1≤j≤3 λi,jα
1
iα
2
j explicitly
using Claim 5.23, we find that the coefficient of x60 is
∆4513λ11 − 2∆2513∆2524λ11 + ∆4524λ11.
Since ∆513 6= ∆524, we have λ11 = 0.
Cases (CC) and (DD) can be verified in the same way.
Claim 5.31. Suppose that (G0, F ) is type AB or BB. For 1 ≤ j ≤ 3, let αij be as given in
Claim 5.23, let βij be as given in Claim 5.24, and let λh,j ∈ Q(p(V0)) for all 1 ≤ h, j ≤ 3.
AB: If
∑
1≤h≤3
∑
2≤j≤3 λh,jα
1
hβ
2
j = 0, then λk,k = 0 for some k ∈ {2, 3}.
BB: If
∑
2≤h≤3
∑
2≤j≤3 λh,jβ
1
hβ
2
j = 0, then λk,k = 0 for some k ∈ {2, 3}.
Proof. We may apply the same proof technique as Claim 5.30 to deduce that either λk,k = 0
for some k ∈ {2, 3} or
(s12, t11, t12, t2, t
i
3) =
(
−∆513
∆523
,
∆513
∆514
,−∆513
∆524
,−∆513
∆524
,−∆513
∆524
)
for some i ∈ {1, 2}. The second alternative cannot happen by Claim 5.28.
We close this section with an observation on the type 0 case.
Claim 5.32. Suppose that G0 + fi is type 0. Then (G+ fi,p) has a non-trivial motion q
i
such that qi|V0 is a non-trivial motion of (G0+fi+Ku,p|V0), qi(v0) = qi(v1) = qi(v5) = 0,
and qi(w) ∈ Q(p(V0)) for all w ∈ V0.
Proof. SinceG0+fi is type 0, there are two edges e1, e2 ∈ K such thatKu ⊆ cl(E0+fi+e1+
e2). SinceG+fi is C
1
2 -independent, we have cl(G+fi+e1+e2−u0u4−u0u5) = cl(G+fi) and
hence Ku ⊆ cl(G+fi). This implies that every non-trivial motion of (G0+fi+e1+e2,p|V0)
is extendable to a non-trivial motion qi of (G+ fi,p). Since K(v0, v1, v5) ⊂ G by (34), we
may combine qi with a suitable trivial motion to ensure that qi(v0) = q
i(v1) = q
i(v5) = 0.
By scaling, we may also assume that some component of qi|V0 is equal to one. Since
(G0 + fi + e1 + e2,p|V0) is a 1-dof framework, we may now use Cramer’s rule to deduce
that qi(w) ∈ Q(p(V0)) for all w ∈ V0.
5.5 Completing the proof of Theorem 4.9
We are now ready to complete the proof of Theorem 4.9. Recall that (G,p) is a smallest
counterexample to Theorem 4.9, and has a motion q which is bad at v0, and F = {f1, f2} ∈(
Fv
2
)
is a good pair. Since K(v0, v1, v5) ⊂ G by (34), we may combine q with a suitable
trivial motion q˙ so that the resulting motion qˆ := q+q˙ satisfies qˆ(v0) = qˆ(v1) = qˆ(v5) = 0.
Similarly, if G0 + fi is type X for some X in {A,B,C,D}, we may combine the motion qij of
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(Xij ,p|V0) given in Claims 5.23-5.26 with a suitable trivial motion q˙ij so that the resulting
motion qˆij := q
i
j + q˙
i
j satisfies qˆ
i
j(v0) = qˆ
i
j(v1) = qˆ
i
j(v5) = 0. Since all entries of q(vk) and
qij(vk) are contained in Q(p(V0)) for each vk ∈ NˆG(v0), we may deduce that all entries of
qˆ(vk) and qˆ
i
j(vj) are contained in Q(p(V0)) for each vk ∈ NˆG(v0).
We will use the following parameterization of the motion space of (G,p) over NˆG(v0).
Let Gv be the subgraph of G induced by NˆG(v0). Then (34) implies that Gv is isomorphic
to the graph obtained from a complete bipartite graph K2,4 by adding an edge between
the two vertices in the 2-set {v0, v5} of the bipartition. See Figure 7. Let Z ′ be the space
v3 v4
v5v0
v1 v2
Figure 7: Gv.
of all motions q′ of (Gv,p|Nˆ(v0)) with q′(v0) = q′(v1) = q′(v5) = 0. As Gv is a 3-dof graph,
Z ′ is a 3-dimensional linear space. Let B be a base for Z ′ in which the coordinates of each
vector lie in Q(p(V0)), and let ψ : Z ′ → R3 be the linear bijection which maps B onto the
standard base of R3. Note that ψ can be represented by a matrix over Q(p(V0)).
Using Claim 5.22, and relabeling u1, u2, u3, u4 and f1, f2 if necessary, we may assume
that G + fi is type 0, A, B, C or D, and that (G,F ) is type AA, AB, BB, CC or DD if
neither G0 + f1 nor G0 + f2 is type 0. The proof is completed by considering the following
three cases, depending on the type of each G+ fi.
Case 1: Neither G0 + f1 nor G0 + f2 is type 0.
Let qi be the non-trivial motion of (G + fi,p) given in Claims 5.23-5.26. Then q
i|V0 =∑3
j=1 χ
i
jq
i
j for some appropriate χ ∈ {α, β, γ, δ} and we put qˆi = qi +
∑3
j=1 χ
i
j q˙
i
j (where
we are abusing notation and using the same symbol q˙ij for a trivial motion of (G+ fi,p)
and its restriction to V0). Then
qˆi|V0 = qi|V0 +
3∑
j=1
χij q˙
i
j =
3∑
j=1
χijq
i
j +
3∑
j=1
χij q˙
i
j =
3∑
j=1
χij(q
i
j + q˙
i
j) =
3∑
j=1
χij qˆ
i
j .
As (f1, f2) is a good pair, Z(G,p) = Z0(G,p)⊕ 〈qˆ1, qˆ2〉 holds. Hence, by Lemma 2.1,
we have qˆ ∈ 〈qˆ1, qˆ2〉.
Suppose that (G0, F ) is type AA. Since qˆ ∈ 〈qˆ1, qˆ2〉 we have
qˆ|V0 ∈
〈
3∑
j=1
α1j qˆ
1
j |V0 ,
3∑
j=1
α2j qˆ
2
j |V0
〉
. (58)
By restricting our attention to Nˆ(v0) in G, we obtain
qˆ|Nˆ(v0) ∈
〈
3∑
j=1
α1j qˆ
1
j |Nˆ(v0),
3∑
j=1
α2j qˆ
2
j |Nˆ(v0)
〉
. (59)
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Let k and kij denote the images of qˆ|Nˆ(v0) and qˆij |Nˆ(v0), respectively, under ψ. Then
(59) implies that
det
 k ∑3j=1 α1jk1j ∑3j=1 α2jk2j
 = 0,
and the bilinearity of the determinant gives
∑
1≤i≤3
∑
1≤j≤3
det
 k k1i k2j
α1iα2j = 0.
Since all of the entries of k, k1i , k
2
j lie in Q(p(V0)) by our choice of ψ, Claim 5.30 now gives
det
 k k1j k2j
 = 0
for some j ∈ {1, 2, 3}. Without loss of generality we may assume j = 1. Then k is a
linear combination of k11 and k
2
1 so qˆ|Nˆ(v0) = a qˆ11|Nˆ(v0) + b qˆ21|Nˆ(v0) for some a, b ∈ R. Let
q¯ = a qˆ11+b qˆ
2
1. Since qˆ
i
1 is a non-trivial motion of (A
i
1,p|V0) and Ai1 = G0+fi+u1u2+u2u3,
q¯ is a motion of (G0 + u1u2 + u2u3,p|V0). Recall that qˆ|V0 = q|V0 + q˙|V0 for some trivial
motion q˙. Then q˜ = q¯ − q˙ is a motion of the 2-dof framework (G0 + u1u2 + u2u3,p|V0)
and
q˜|Nˆ(v0) = q¯|Nˆ(v0) − q˙|Nˆ(v0) = qˆ|Nˆ(v0) − q˙|Nˆ(v0) = q|Nˆ(v0).
Hence q˜ is bad at v0 on the framework (G0 +u1u2 +u2u3,p|V0). This contradicts the fact
that (G,p) is a minimal counterexample.
Next we consider the case when (G0, F ) is type BB. Since qˆ ∈ 〈qˆ1, qˆ2〉 we have
qˆ|V0 ∈
〈
3∑
j=1
β1j qˆ
1
j |V0 ,
3∑
j=1
β2j qˆ
2
j )V0
〉
. (60)
We also have Kv ⊆ cl(Bi1) by Property (4) of the definition of type B, so qˆi1|Nˆ(v0) = 0 for
both i = 1, 2. Hence the restriction of (60) to Nˆ(v0) gives
qˆ|Nˆ(v0) ∈
〈
3∑
j=2
β1j qˆ
1
j |Nˆ(v0),
3∑
j=2
β2j qˆ
2
j |Nˆ(v0)
〉
, (61)
and we may deduce as above that
det
 k ∑3j=2 β1j k1j ∑3j=2 β2j k2j
 = 0
where k and kij denote the images of qˆ|Nˆ(v0) and qˆij |Nˆ(v0), respectively, under ψ. The
bilinearity of the determinant now gives
∑
2≤i≤3
∑
2≤j≤3
det
 k k1i k2j
β1i β2j = 0.
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and Claim 5.31 implies that
det
 k k1j k2j
 = 0
for some j ∈ {2, 3}. We may assume without loss of generality that j = 2. We can now
use a similar argument to the case when (G0, F ) is type AA to deduce that the 2-dof
framework (G0 + u2u3 + u3u1,p|V0) has a bad motion at v0, contradicting the fact that
(G,p) is a minimal counterexample.
The remaining cases when (G0, F ) is type AB, CC or DD can be solved similarly using
Claims 5.30 and 5.31.
Case 2: G0 + f1 is type 0 and G0 + f2 is not.
We only give a proof for the case when G0 + f2 is type B since the other cases can be
solved in an identical manner.
By Claim 5.32, (G+ f1,p) has a non-trivial motion q
1 such that q1|V0 is a motion of
(G0 + f1 +Ku,p|V0), q1(v0) = q1(v1) = q1(v5) = 0 and q1(w) ∈ Q(p(V0)) for all w ∈ V0.
As (f1, f2) is a good pair, Z(G,p) = Z0(G,p)⊕ 〈q1, qˆ2〉 holds. Hence, by Lemma 2.1,
qˆ ∈ 〈q1, qˆ2〉. Since Kv ⊆ cl(B21) by Property (4) of the definition of type B, this gives
qˆ|Nˆ(v0) ∈
〈
q1|Nˆ(v0),
3∑
j=2
β2j qˆ
2
j |Nˆ(v0)
〉
. (62)
As in the previous case, this implies that
det
 k k1 ∑3j=2 β2j k2j
 = 0,
where k, k1, k2j are the image of qˆ|Nˆ(v0), q1|Nˆ(v0), qˆ2j |Nˆ(v0), respectively, under ψ. The
bilinearity of the determinant now gives
∑
2≤j≤3
det
 k k1 k2j
β2j = 0.
and Claim 5.29 implies that
det
 k k1 k2j
 = 0
for each j ∈ {2, 3}. In particular, we have k is a linear combination of k1 and k22 so qˆ|Nˆ(v0) =
aq1|Nˆ(v0) + bqˆ22|Nˆ(v0) for some a, b ∈ R. Let q¯ = aq1|V0 + bqˆ22. Since q1|V0 is a motion of
(G0 + f1 +Ku,p|V0) and qˆ22 is a motion of (B22 ,p|V0) where B22 = G0 + f2 + u2u3 + u3u1,
q¯ is a motion of (G0 + u2u3 + u3u1,p|V0). Recall that qˆ|V0 = q|V0 + q˙ for some trivial
motion q˙. Then q˜ = q¯ − q˙ is a motion of (G0 + u2u3 + u3u1,p|V0) and
q˜|Nˆ(v0) = q¯|Nˆ(v0) − q˙|Nˆ(v0) = qˆ|Nˆ(v0) − q˙|Nˆ(v0) = q|Nˆ(v0).
Hence q˜ is bad at v0. This contradicts the fact that (G,p) is a minimal counterexample.
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Case 3: Both G0 + f1 and G0 + f2 are type 0.
By Claim 5.32, (G+fi,p) has a motion q
i such that qi|V0 is a motion of (G0+fi+Ku,p|V0),
qi(v0) = q
i(v1) = q
i(v5) = 0 and q
i(w) ∈ Q(p(V0)) for all w ∈ V0.
As (f1, f2) is a good pair, Z(G,p) = Z0(G,p)⊕ 〈q1, q2〉 holds. Hence, by Lemma 2.1,
qˆ ∈ 〈q1, q2〉. This gives
qˆ|Nˆ(v0) ∈
〈
q1|Nˆ(v0), q2|Nˆ(v0)
〉
. (63)
and hence
det
 k k1 k2
 = 0,
where k, k1, k2 are the image of qˆ|Nˆ(v0), q1|Nˆ(v0), q2|Nˆ(v0)respectively, under ψ. This in
turn implies that qˆ|Nˆ(v0) is a linear combination of q1|Nˆ(v0) and q2|Nˆ(v0). We can now
use a similar argument to the previous case to deduce that the (G0 +Ku,p|V0) has a bad
motion at v0. Since (G0 +Ku,p|V0) is a k-dof framework for some k = 1, 2, this contradicts
the minimality of (G,p).
Appendices
A Calculation in the proof of Lemma 4.8
Since p is generic we can check that b satisfies (25) by performing the substitution
(Xi, Yi) := p(vi) for all vi ∈ NG(v0) and checking that:
the graph on NG(v0) with edge set {vivj : Dvi,vj · (q(vi)− q(vj)) = 0} is a star. (64)
The hypotheses that q is a motion of (G,p) and v0 is a type (?) vertex in G imply
that Dvi,v5 · (q(vi) − q(v5)) = 0 for all 1 ≤ i ≤ 4. Hence it only remains to check that
δij := Dvi,vj · (q(vi) − q(vj)) 6= 0 for all 1 ≤ i < j ≤ 4. To simplify notation we switch
to using Di,j and ∆i,j,k to represent the evaluations of the corresponding polynomials at
p(NG(v0)), and use use cij and c
′
ij to denote some non-zero constants.
δ1,2 = D1,2 · (q(v1)− q(v2)) = c1,2D1,2 · (D2,4 ×D2,5) = c1,2
∣∣∣∣∣∣
D1,2
D2,4
D2,5
∣∣∣∣∣∣ 6= 0.
δ1,3 6= 0 (by a symmetric argument).
δ1,4 = D1,4 · (q(v1)− q(v4)) = −α∆1,2,4D1,4 · (D3,4 ×D4,5)− β∆1,3,4D1,4 · (D2,4 ×D4,5)
= −α∆1,2,4
∣∣∣∣∣∣
D1,4
D3,4
D4,5
∣∣∣∣∣∣− β∆1,3,4
∣∣∣∣∣∣
D1,4
D2,4
D4,5
∣∣∣∣∣∣
= −∆2,5,0∆0,1,5∆0,5,3∆4,5,1∆2,4,5∆1,2,4∆4,3,5∆4,1,3(∆2,0,4∆0,3,1 −∆3,0,4∆0,2,1)
6= 0,
where the third equation follows from the Vandermonde identity and the last relation
holds since ∆2,0,4∆0,3,1 6= ∆3,0,4∆0,2,1. (To see this, consider the special position where
47
p(v3) is on the line through p(v0) and p(v1). Then the left term is zero while the right
term is non-zero when the other points are in a generic position.)
δ2,3 = D2,3 · (q(v2)− q(v3)) = D2,3 · (β∆1,3,2D2,4 ×D2,5 − α∆1,2,3D3,4 ×D3,5)
= −∆1,2,3
β
∣∣∣∣∣∣
D2,3
D2,4
D2,5
∣∣∣∣∣∣+ α
∣∣∣∣∣∣
D3,2
D3,4
D3,5
∣∣∣∣∣∣

= ∆1,2,3∆2,3,4∆2,4,5∆2,5,3∆3,4,5∆2,5,0∆0,1,5∆0,5,3(∆3,0,4∆0,2,1 −∆2,0,4∆0,3,1) 6= 0.
δ2,4 = D2,4 · (q(v2)− q(v4))
= D2,4 · (c24D2,4 ×D2,5 − α∆1,2,4D3,4 ×D4,5 − c′24D2,4 ×D4,5)
= −α∆1,2,4
∣∣∣∣∣∣
D2,4
D3,4
D4,5
∣∣∣∣∣∣ 6= 0.
δ3,4 6= 0 (by a symmetric argument).
B Projective Transformations
In this section we give a new analysis of the projective invariance of C12 -rigidity from the
viewpoint of C12 -motions, and then use this to prove Lemma 4.10.
Let S3×3 be the set of symmetric matrices of size 3 × 3. We will use the fact that
Trace(AB) =
∑
1≤i,j≤3 aijbij holds for any A = (aij), B = (bij) ∈ S3×3.
B.1 C12-motion in the projective setting
Recall that each point pi = (xi, yi)
> ∈ R2 is associated with the point p↑i = [xi, yi, 1]> in
2-dimensional real projective space P2. This allows us to associate a framework (G,p↑) in
P2 with any framework (G,p) in R2. We will consider (G,p↑) to be a framework in R3 in
which the ‘z-component’ of every vertex is non-zero and define a projective C12 -motion as
a new kind of motion of such a framework.
Let G = (V,E) be a graph and p˜ : V → R3 such that p˜(vi) = (xi, yi, zi)> and zi 6= 0
for all vi ∈ V . We say that Q : V → S3×3 is a projective C12 -motion of (G, p˜) if
Trace
(
(p˜(vi)× p˜(vj))(p˜(vi)× p˜(vj))>(Q(vi)−Q(vj))
)
= 0 (65)
for all vivj ∈ E, where (p˜(vi)× p˜(vj)) denotes the cross product of p˜(vi) and p˜(vj), i.e.
p˜(vi)× p˜(vj) =
(∣∣∣∣ yi ziyj zj
∣∣∣∣ , ∣∣∣∣ zi xizj xj
∣∣∣∣ , ∣∣∣∣ xi yixj yj
∣∣∣∣)> .
A projective C12 -motion Q is trivial if (65) holds for all vi, vj ∈ V . These definitions are
inspired by the following observation (and Lemma B.2 below).
Lemma B.1. For a framework (G,p) in R2, define p↑ : V → R3 by p↑(vi) = (p(vi), 1)>.
For q : V → R3, define Q : V → S3×3 by
q(vi) =
q1(vi)q2(vi)
q3(vi)
 7→ Q(vi) =
2q3(vi) −q2(vi) 0−q2(vi) 2q1(vi) 0
0 0 0
 for all vi ∈ V . (66)
Then q is a C12 -motion of (G,p) if and only if Q is a projective C
1
2 -motion of (G,p
↑).
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Proof. Denote p(vi) = (xi, yi)
> for all vi ∈ V . Then
(p↑(vi)× p↑(vj))(p↑(vi)× p↑(vj))> =
 (yi − yj)2 −(xi − xj)(yi − yj) ∗−(xi − xj)(yi − yj) (xi − xj)2 ∗
∗ ∗ ∗
 .
It is now straightforward to check that
Trace
(
(p˜(vi)× p˜(vi))(p˜(vi)× p˜(vi))>(Q(vi)−Q(vj))
)
= 2D(p(vi),p(vj))·(q(vi)−q(vj))
for all vi, vj ∈ V .
Lemma B.1 gives a linear isomorphism between the C12 -motions q of (G,p) and the
projective C12 -motions Q of (G,p
↑) with the property that the right column and bottom
row of Q are both zero.
B.2 Projective C12-rigidity
We show that every framework (G, p˜) in R3 has at least 3|V | + 6 linearly independent
projective C12 -motions. We use this to define projective C
1
2 -rigidity and then show that
a given framework (G,p) in R2 is C12 -rigid if and only if the corresponding framework
(G,p↑) in R3 is projective C12 -rigid.
We defined six linearly independent (trivial) C12 -motions q
∗
i for an arbitrary 2-dimensional
framework in (2) and (3). We may apply Lemma B.1 to each of these to obtain the fol-
lowing six linearly independent projective C12 -motions for any framework (G, p˜) in R3.
Q∗1(vi) =
0 0 00 2 0
0 0 0
 ,Q∗2(vi) =
 0 −1 0−1 0 0
0 0 0
 ,Q∗3(vi) =
2 0 00 0 0
0 0 0
 ,
Q∗4(vi) =
 0 xi/zi 0xi/zi 2yi/zi 0
0 0 0
 ,Q∗5(vi) =
2xi/zi yi/zi 0yi/zi 0 0
0 0 0
 ,
Q∗6(vi) =
 2x2i /z2i 2xiyi/z2i 02xiyi/z2i 2y2i /z2i 0
0 0 0
 .
(67)
It is straightforward to check that each Q∗k, 1 ≤ k ≤ 6, satisfies (65) for every pair of
vertices vi, vj ∈ V , and hence is a trivial projective C12 -motion of (G, p˜). We may define
a further 3|V | linearly independent projective C12 -motions for any (G, p˜), three for each
vertex, as follows. For each vi ∈ V , let Q∗i,1,Q∗i,2,Q∗i,3 : V → S3×3 by:
Q∗i,1(vi) =
 0 xi 0xi 2yi zi
0 zi 0
 , and Q∗i,1(vj) =
0 0 00 0 0
0 0 0
 for all vj 6= vi;
Q∗i,2(vi) =
2xi yi ziyi 0 0
zi 0 0
 , and Q∗i,2(vj) =
0 0 00 0 0
0 0 0
 for all vj 6= vi;
Q∗i,3(vi) =
 −x2i −xiyi 0−xiyi −y2i 0
0 0 z2i
 , and Q∗i,3(vj) =
0 0 00 0 0
0 0 0
 for all vj 6= vi.
(68)
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It is straightforward to check that each Q∗i,j satisfies (65) for all pairs of vertices vi, vj ∈ V ,
and hence is a trivial motion of (G, p˜). We will refer to the space of projective C12 -motions
generated by these 3|V |+6 motions as the space of trivial motions, and say that a projective
C12 -motion of (G, p˜) is non-trivial if it does not belong to this space. We define (G, p˜)
to be projectively C12 -rigid if every projective C
1
2 -motion of (G, p˜) is a trivial motion, or
equivalently, if its space of projective C12 -motions has dimension 3|V |+ 6.
The following lemma follows from Lemma B.1 (and the formulae for Q∗i,j given above).
Lemma B.2. Let (G,p) be a two-dimensional framework, and let (G,p↑) be as defined
in Lemma B.1. Then (G,p) is C12 -rigid if and only if (G,p
↑) is projectively C12 -rigid.
B.3 Projective invariance
In this subsection we show that the projective C12 -rigidity of a framework (G, p˜) is in-
variant under a pointwise scaling and a non-singular linear transformation. These two
facts combined with Lemma B.2 will imply the projective invariance of C12 -rigidity for
2-dimensional frameworks.
We first show that the projective C12 -rigidity of (G, p˜) is invariant by the scaling of
each point. Choose a non-zero scalar λi ∈ R for each vi ∈ V , and let λp˜ be the point
configuration in R3 defined by (λp˜)(vi) = λip˜(vi) for each vi ∈ V . Then Q : V → S3×3 is
a (non-trivial) motion of (G, p˜) if and only if Q is a (non-trivial) motion of (G,λp˜) since
Trace
(
((λp˜)(vi)× (λp˜)(vj))((λp˜)(vi)× (λp˜)(vj))>(Q(vi)−Q(vj))
)
= λ2iλ
2
jTrace
(
(p˜(vi)× p˜(vj))(p˜(vi)× p˜(vj))>(Q(vi)−Q(vj))
)
.
Thus projective C12 -rigidity is invariant by the scaling of each point.
To see the invariance under non-singular linear transformations, choose any non-
singular matrix A ∈ R3×3 and let CA be its cofactor matrix. It is well-known that
(Ax)× (Ay) = CA(x× y) for any x, y ∈ R3. Moreover, CA is non-singular if and only if A
is non-singular. Given Q : V → S3×3 we let QA : V → S3×3 by QA(vi) = C−>A Q(vi)C−1A ,
where C−>A = (C
−1
A )
>. Then, for any vi, vj ∈ V ,
Trace
(
(Ap˜(vi)×Ap˜(vj))(Ap˜(vi)×Ap˜(vj))>(QA(vi)−QA(vj))
)
= Trace
(
CA(p˜(vi)× p˜(vj))(p˜(vi)× p˜(vj))>C>AC−>A (Q(vi)−Q(vj))C−1A
)
= Trace
(
CA
(
(p˜(vi)× p˜(vj))(p˜(vi)× p˜(vj))>(Q(vi)−Q(vj))
)
C−1A
)
= Trace
(
(p˜(vi)× p˜(vj))(p˜(vi)× p˜(vj))>(Q(vi)−Q(vj))
)
.
Thus Q is a (non-trivial) projective C12 -motion of (G, p˜) if and only if QA is a (non-trivial)
projective C12 -motion of (G,Ap˜).
Hence projective C12 -rigidity is invariant under both pointwise scaling and non-singular
linear transformations, and consequently, the C12 -rigidity of 2-dimensional frameworks is
projectively invariant.
B.4 Proof of Lemma 4.10
Let (G,p′) be a framework in R2 with p′(v1) = (1, 0), p′(v2) = (0, 0), p′(v3) = (0, 1),
p′(v4) = (1, 1), and such that the set of coordinates of the other vertices of (G,p′) is
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algebraically independent over Q. Suppose that (G,p′) has a bad motion q′ at v0 where
NG(v0) = {v1, . . . , v5}, i.e., there is a map b′ : NˆG(v0) → Q[X0, . . . , Y5]3 satisfying (25)
and such that b′vi(p
′) = q′(vi) for all vi ∈ NˆG(v0). Suppose also that the inverse of the
projective map from (G,p) to (G,p′) is represented by the matrix A ∈ R3×3. Note that
each entry of A can be expressed as a rational function of p(v1), . . . ,p(v4) over Q. We
consider the following procedure to convert the motion q′ to a motion q of (G,p):
C12 -motion q
′ of (G,p′)
1○−→ projective C12 -motion Q′ of (G, (p′)↑)
2○−→ projective C12 -motion Q′A of (G,A(p′)↑)
3○−→ projective C12 -motion Q′A of (G,p↑)
4○−→ projective C12 -motion Q of (G,p↑)
5○−→ C12 -motion q of (G,p↑).
An explanation of each step in this procedure is given below.
1○ We construct the projective C12 -motion Q′ of (G, (p′)↑) from q′ as in (66).
2○ Q′A is a projective C
1
2 -motion of (G,A(p
′)↑) as explained in Subsection B.3.
3○ Since A represents the projective transformation from (G,p′) to (G,p), we can scale
each point of (G,A(p′)↑) to obtain (G,p↑). As explained in Subsection B.3, Q′A
remains a projective C12 -motion after this pointwise scaling.
4○ We eliminate non-zero entries in the right column and the bottom row in Q′A(vi)
by adding (scaled) trivial motions Q∗i,1,Q
∗
i,2,Q
∗
i,3 for each vi ∈ V . This is always
possible since Q∗i,1,Q
∗
i,2,Q
∗
i,3 are of the form,
∗ ∗ 0∗ ∗ 1
0 1 0
 ,
∗ ∗ 1∗ ∗ 0
1 0 0
 ,
∗ ∗ 0∗ ∗ 0
0 0 1

respectively, by (68). (Note that zi = 1 in p
↑(vi).) Since we only add trivial motions,
the resulting Q : V → S3×3 is still a projective C12 -motion of (G,p↑).
5○ We construct the C12 -motion q of (G,p) from Q as in (66).
We can compute each q(vi) from q
′(vi) by following the above procedure. For each vi ∈
NˆG(v0), the procedure can be performed at a symbolic level starting from q
′(vi) = b′vi(p
′),
and returning a map b : NˆG(v0) → Q[X0, Y0, X1, . . . , Y5]3 with q(vi) = bvi(p) for each
vi ∈ NG(v0). By scaling appropriately, we may suppose that b(vi) is a polynomial map for
each i. Hence (G,p) has a b-motion. Note also that, for all vi, vj ∈ V , D(p′(vi),p′(vj)) ·
(b′vi(p
′) − b′vi(p′)) = 0 if and only if D(p(vi),p(vj)) · (bvi(p) − bvi(p)) = 0. This can be
verified by checking the corresponding formulae in each step of the above procedure. Thus
b satisfies (25), and (G,p) has a bad motion on U .
Acknowledgements
The work was supported by JST CREST Grant Number JPMJCR14D2, and JSPS KAK-
ENHI Grant Number 18K11155.
51
References
[1] L. Asimow and B. Roth, The rigidity of graphs, Trans. Am. Math. Soc. 245, (1978),
279–289.
[2] L. J. Billera, Homology of smooth splines: generic triangulations and a conjecture of
Strang, Trans. Am. Math. Soc. 310, (1988), 325–340.
[3] K. Clinch, B. Jackson, and S. Tanigawa, Abstract 3-Rigidity and Bivariate C12 -Splines
II: Combinatorial Characterization, Preprint.
[4] J. Cruickshank, On spaces of infinitesimal motions and three dimensional Henneberg
extensions, Discrete & Computational Geometry, 51, 2014, 702–721.
[5] H. Gluck, Almost all simply connected closed surfaces are rigid, in Geometric topology
(Proc. Conf., Park City, Utah, 1974), Lecture Notes in Math., Vol. 438, Springer,
Berlin, 1975, 225–239.
[6] J. E. Graver, Rigidity matroids, SIAM Journal on Discrete Mathematics, 4, 1991,
355–368.
[7] J. E. Graver, B. Servatius, and H. Servatius, Combinatorial rigidity,
Amer. Math. Soc., 1993.
[8] B. Jackson and T. Jorda´n, The Dress conjectures on rank in the 3-dimensional rigidity
matroid, Advances in Applied Mathematics, 35 (2005) 355–367.
[9] G. Laman, On graphs and the rigidity of skeletal structures, J. Eng. Math., 4 (1970)
331–340.
[10] L. Lova´sz and Y. Yemini, On generic rigidity in the plane, SIAM J. Algebraic Discrete
Methods, 3 (1982) 91–98.
[11] J. C. Maxwell, On the calculation of the equilibrium and stiffness of frames, Philos.
Mag., 27 (1864) 294–299.
[12] V. H. Nguyen, On abstract rigidity matroids, SIAM Journal on Discrete Mathematics,
24, 2010, 363–369.
[13] H. Pollaczek-Geiringer, U¨ber die Gliederung ebener Fachwerke, Zeitschrift fu¨r Ange-
wandte Mathematik und Mechanik (ZAMM), 7, 1927, 58–72.
[14] S. Sitharam and A. Vince, The maximum matroid of a graph, preprint available at
https://arxiv.org/pdf/1910.05390.pdf
[15] T.-S. Tay and W. Whiteley, Generating isostatic frameworks, Structural Topology,
11 (1985) 20–69.
[16] W. Whiteley, Geometry of bivariate splines, technical report, 1990, available at
http://wiki.math.yorku.ca/images/7/72/GeometryBivariateSplinesOCR.pdf
[17] W. Whiteley, Vertex splitting in isostatic frameworks, Structural Topology, 16 (1990)
23–30.
52
[18] W. Whiteley, Combinatorics of bivariate splines, Applied Geometry and Discrete
Mathematics —- the Victor Klee Festschrift, DIMACS, vol. 4, AMS, 1991, pp. 587–
608.
[19] W. Whiteley, Some matroids from discrete applied geometry, in Matroid theory (Seat-
tle, WA, 1995), 171–311, Contemp. Math., 197, Amer. Math. Soc., Providence, RI,
1996.
53
