We study the channel capacity of a general discrete energy harvesting channel with a finite battery. Contrary to traditional communication systems, the transmitter of such a channel is powered by a device that harvests energy from a random exogenous energy source and has a finite-sized battery. As a consequence, at each transmission opportunity, the system can only transmit a symbol whose energy is no more than the energy currently available. This new type of power supply introduces an unprecedented input constraint for the channel, which is simultaneously random, instantaneous, and influenced by the full history of the inputs and the energy harvesting process. Furthermore, naturally, in such a channel, the energy information is observed causally at the transmitter. Both of these characteristics pose great challenges for the analysis of the channel capacity. In this paper, we use techniques developed for channels with side information and finite-state channels, to obtain lower and upper bounds on the capacity of energy harvesting channels. In particular, in a general case with Markov energy harvesting processes, we use stationarity and ergodicity theory to compute and optimize the achievable rates for the channels, and derive a series of computable capacity upper and lower bounds.
in the proof. For the discrete setting, however, the treatment with zero-battery is rather elementary (cf. Section VII-A). The intermediate case, i.e., the case with a finite nonzero battery, was first considered in [8] , where the optimum offline transmission policy for an energy harvesting node is obtained. However, in general, determining the channel capacity in such a case remains open. For the simplest case of a binary energy harvesting transmitter with a unit-sized battery connected to a noiseless channel, under the assumption that the transmitter only uses the causal battery state information (which is called scenario 1 in the current paper, see Section II-A) [9] derives a capacity formula involving an auxiliary random variable and obtains its upper and lower bounds. Also under scenario 1, [10] further assumes that the receiver also has the energy information and studies the discrete setting with an i.i.d. energy harvesting process. Assuming some recent results on finite state channels (see [11] , [12] ) can be generalized to finite state channels with input constraints, [10] suggests the possibility of a single-letter capacity formula under some extra assumptions. For the continuous setting with i.i.d. energy harvesting, [13] and [14] explore the AWGN channel and provide upper and lower bounds that have a constant gap. In addition, for general energy harvesting channels with i.i.d. energy harvesting [14] obtains a multi-letter mutual information capacity formula, and also shows that the capacity does not depend on the initial battery level. Reference [15] explores some special cases with feedback and shows that in these cases feedback can increase capacity.
In this work we study the capacity of a discrete energy harvesting channel with a finite battery in its full generality. We study both transmitter-side energy information scenarios that have appeared in the literature (i.e., causal battery information v.s. causal harvested energy information, which are respectively called scenario 1 and 2 in this paper; see Section II-A for the formal definitions), with a general energy utilization model and a general energy cost function. In all the (finite-battery) literature above the energy harvesting process is assumed to be i.i.d., whereas in this paper we derive capacity formulas for arbitrary energy harvesting processes. In the special case when this process is finite-order Markov (which is not necessarily stationary), we obtain computable upper and lower bounds. As we will see, the difficulty of the finite-battery energy harvesting channel is mainly caused by 1) the random instantaneous input constraint, which is influenced by both the input and the energy harvesting process and evolves with time, and 2) the causal energy information that is available to the transmitter only. In what follows we 0018-9448 © 2017 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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briefly outline our approaches to tackle this capacity problem. Since energy harvesting channels have both channel side information and input constraints, we first use results from channels with causal transmitter-side information (CSIT) to convert each of them to a certain equivalent channel without side information or constraint, but with an enlarged alphabet and a more complicated channel transition probability. We then express the capacity of this channel in terms of a multi-letter formula using the Verdú-Han general framework [16] . As such formulas are not easy to evaluate in general, we impose some restrictions on the input of the equivalent channel to obtain a certain surrogate channel model, whose capacity provides a lower bound on the original channel capacity. For this surrogate channel we study the required stationarity and ergodicity conditions and use the Shannon-McMillan-Breiman theorem to obtain some achievable rates, which serve as capacity lower bounds for the energy harvesting channel. These rates can be computed and optimized using the generalized Blahut-Arimoto algorithm [17] . For the capacity upper bounds, we assume that the energy information is also known at the receiver, and use Gallager's methods for finite state channels [18] to obtain an upper bound in terms of maximized block mutual information for every block length. These bounds have high computational complexity as they are derived from the equivalent channel, so we use results from feedback channels [19] to rewrite them in terms of maximized directed information on the original channel, which have much less complexity. It turns out that in this form the upper bounds for scenario 1 allow for a linear complexity dynamic programming recursion, whereas those for scenario 2 can also be relaxed to obtain a similar recursion. Apart from the upper bounds, we also obtain a capacity lower bound in scenario 2 for i.i.d. energy harvesting processes, in terms of maximized block mutual information. This bound can serve as a simpler alternative achievability proof for the multi-letter capacity formula in [14] . In addition to these main results, using the same methods we also analyze a certain finite state channel model that is closely related to energy harvesting channels. The rest of the paper is organized as follows. First, in the rest of this section, we introduce our major notations. Section II describes the channel models for two different energy information scenarios, as well as a related finite state channel based model, and transforms them to their respective equivalent channels. In Section III we express the channel capacities using the Verdú-Han formula. In the next section, Section IV, we impose some restrictions on the equivalent channels, derive the required stationarity and ergodicity conditions, and use the Shannon-McMillan-Breiman theorem to compute some achievable rates. The capacity upper bounds are derived in Section V, together with a lower bound for scenario 2 with i.i.d. energy harvesting. Section VI then simplifies and relaxes these high-complexity upper bounds. In Section VII some numerical examples are given for the computation of the achievable rates and various capacity bounds. Section VIII concludes the paper. The appendices are devoted to the stationarity and ergodicity theory for the results in Section IV, and the feedback channel techniques for Section VI. 
A. Notation
In the main text of this paper we use the following notational conventions:
• For random variables: -capital letters denote the random variables, e.g., X n , Y n . -corresponding lowercase letters denote the realizations, e.g., x n , y. -corresponding script letters denote the alphabets, e.g., X , Y. • A vector (z m , z m+1 , · · · , z n ) is usually denoted by z n m , whereas z n z n 1 . When n < m, z n m denotes the empty set. In addition, sometimes we use the abbreviation e −r e 0 −r+1 for r ≥ 0. • Bold lowercase letters also denote vectors, e.g., e i , v k . • Bold capital letters denote certain infinite collections, e.g., W, U. • 1 {·} denotes the indicator function:
When A is the solution set of an equation f (x) = 0, we simply denote the function by 1 { f (x)=0} . • {·} n 2 n=n 1 denotes a sequence of symbols, indexed by n. For example, {E n } ∞ n=1 denotes the random process E 1 , E 2 , . . . , E n , . . . To be concise we sometimes drop the sub-/super-scripts and just write {E n } when the context is clear.
II. SYSTEM MODELS
We consider a communication system powered by some energy harvesting mechanism with a battery, as depicted in Fig. 1 . At each transmission cycle n, the system first harvests some amount of energy, E n , from the environment, and combines it with B n , the energy stored in the battery after the last transmission, to transmit a symbol X n ∈ X . X n consumes some amount of energy γ (X n ), which cannot exceed the total available energy S n for the current cycle. The remainder, not exceeding the battery capacity B, is saved in the battery for future transmissions. The symbol X n is sent over the channel p(y|x) and at the receiver a symbol Y n ∈ Y is received. The alphabets X and Y are assumed to be finite 1 with X ⊂ R or C, and the channel is discrete memoryless. To be precise, the energy constraint on the system can be written as
where the total available energy S n is expressed as a function S of the battery energy B n and the harvested energy E n . The form of S(·) depends on how the system combines and utilizes B n and E n . For example, if E n is immediately available for transmission, then simply
However, if the system can only use E n to charge the battery and draws energy solely from the battery for transmission, then S(B n , E n ) = min B n + E n , B .
This energy model can also take account of more real world influences. For example, if the battery is inefficient at charging and also has leakage, characterized by the ratios η < 1 and β < 1, respectively, then the model (3) becomes S(B n , E n ) = min β B n + ηE n , B .
In view of the expression for B n+1 in (1), for n ≥ 1 sometimes we also write S n+1 = S(X n , S n , E n+1 ).
The energy cost function γ (·), in general, can be any nonnegative function on the alphabet X . However, in this work, we require X to always include a zero symbol 0 and that transmitting a zero does not consume any energy, i.e., γ (0) = 0.
In addition, γ is usually endowed with some physical meaning. For example, we often use the quadratic cost function to denote the instantaneous power:
For readers' convenience the notations for the energy harvesting channel are summarized in Table I . Assume the initial energy B 1 stored in the battery is a random variable and the sequence of harvested energy {E n } ∞ n=−∞ is a random process. B 1 may or may not be correlated with the energy harvesting process, 2 but we further assume that B 1 and E ∞ 1 are independent conditioned on E 0 −∞ . To simplify the problem, we only consider a finite discrete system. Specifically, we assume B < ∞, and that all the energy quantities involved are quantized with the same interval size, i.e., all E n , B n , S n , γ (X n ) and B are integral multiples of some common unit of energy E . Hence without loss of generality we can assume all these quantities are integers. Moreover, we further assume that the alphabet of E n is a bounded set E H of non-negative integers, so that B n and S n can also only take values in finite integral sets E B and S, respectively.
Because of the energy constraint (1) , the operation of energy harvesting channels is much more complex than an ordinary DMC. During each transmission the transmitter is not free to choose any letter in X ; instead, at time n it can only send a symbol X n that does not demand more than the current available energy S n . Since S n determines how much energy the system can spend for the current transmission, we also call it the energy state at time n. From the functional dependence of S n on B n and E n , we see that {S n } is a random process with memory. Such a type of input constraints is unprecedented in traditional communication systems, which poses a major challenge for the analysis of the channels.
A. Three Channel Models
For such energy harvesting channels, we study the following two scenarios with regard to the availability of energy information at transmitter.
• Scenario 1: before the n-th transmission only the energy states {S i } n i=1 are observed at the transmitter. • Scenario 2: the transmitter knows the initial battery level B 1 and observes the harvested energy {E i } n i=1 before the n-th transmission. In both scenarios the receiver has no energy information. For convenience, in the following we refer to the channel models under these two scenarios as EH-SC1 and EH-SC2, respectively. In a sense the second scenario is more general than the first, since we can recover the energy information for EH-SC1 from EH-SC2: by (1) , with X n the transmitter can deduce S n from E n and B 1 (but not vice versa).
The energy information is a certain form of channel side information causally known at the transmitter, which is reminiscent of channels with causal CSIT [20] , [21] . The difference is that, in this new setting the energy states affect the input alphabets, instead of the channel transition probabilities. To assist the analysis of such type of channels, we introduce a closely related, but simpler channel model: a certain finite state channel with causal CSIT and state-dependent input constraints, which is referred to as FSC-X.
Definition 1: A finite state channel 3 (FSC) is a channel with finite input, output, and state alphabets X , Y, and S. The corresponding symbols at time n are denoted by X n , Y n , and S n , respectively, and the channel transitions are governed by a conditional probability p(y n s n+1 | x n s n ) which satisfies p(y n s n+1 | x n s n y n−1 ) = p(y n s n+1 | x n s n ) (7) and which is time-invariant (i.e., independent of n). Definition 2: A channel FSC-X is an FSC with causal transmitter side CSI whose input is constrained by the current state. Precisely, at each time n, the state S n is fed to the encoder, which limits the input symbol X n to a subset X (S n ) ⊆ X . The channel model is illustrated in Fig. 2 .
The connection of FSC-X to the energy harvesting channels is given by the following proposition.
Proposition 3: When the energy harvesting process {E n } is i.i.d., the channel EH-SC1 becomes a special case of FSC-X, whose states are exactly the energy states {S n }.
Proof: By the DMC property and (4), for EH-SC1 p(y n s n+1 | x n s n y n−1 ) = p(y n | x n ) p(s n+1 | x n y n s n ) = p(y n | x n ) Pr S(x n , s n , E n+1 ) = s n+1 | x n y n s n
where (a) holds by the i.i.d. property of {E n }, (b) is established by expanding p(y n s n+1 | x n s n ) similarly. The expression of p(y n s n+1 | x n s n ) is independent of n, and so an FSC is defined. Furthermore, by (1) the input is constrained by X n ∈ X (S n ), where ∀s ∈ S,
Since S n is causally known at the transmitter, the model fits exactly into the definition of FSC-X.
Note that all the channels EH-SC1, EH-SC2, and FSC-X are subject to random input constraints, so an ordinary channel encoding scheme cannot function properly. In fact, if a message is mapped to any fixed input vector x N , then chances are that some symbol x n does not satisfy the input constraint at the time of transmission, since the constraint value at that time might be incompatible with x n . Hence for these channels we define new encoding schemes analogous to [20] and [21] , taking the CSIT into account to resolve this issue. Denote the set of messages to be transmitted as M = {1, 2, · · · , M}.
, such that ∀m ∈ M and ∀s N ∈ S N , i) the output x N of the encoder f (N) takes the form x n = f n (m, s n ) for all 1 ≤ n ≤ N (i.e., f n is causal in {s n }); ii) the energy constraint (1) is satisfied: γ (x n ) ≤ s n for all n.
, such that ∀m ∈ M, ∀b 1 ∈ E B and ∀e N ∈ E N H , i) the output x N of the encoder f (N) takes the form x n = f n (m, b 1 , e n ) for all 1 ≤ n ≤ N (i.e., f n is causal in {e n }); ii) the energy constraint (1) is satisfied.
Definition 6: A block code for FSC-X takes the same form as in EH-SC1, except that the second requirement is changed to the input constraint x n ∈ X (s n ) for all n.
As usual, the decoder for all the channels above is defined as g (N) : Y N → M, which maps the output y N to an estimated messagem. With the block codes properly defined, the definitions of probability of error, code rate, achievable rate, and channel capacity follow standard texts (see [22] ).
Remark 7: The capacity for EH-SC1 is smaller than or at most equal to EH-SC2, since the latter has more energy information at the transmitter, as mentioned above. Hence any capacity lower bound/achievable rate for EH-SC1 is also a capacity lower bound/achievable rate for EH-SC2, while any capacity upper bound of EH-SC2 is also a capacity upper bound of EH-SC1. That said, whether the first channel has a strictly smaller capacity is an open question and is not investigated in this paper.
B. Equivalent Channels Without Constraints
From the evolution of {S n , B n } in (1), the energy state S n depends on the full history of the harvested energy E n , all the past transmitted symbols X n−1 , and the initial battery level B 1 . This ever-growing memory of the energy constraint poses a major difficulty for the analysis of energy harvesting channels. If {E n } is i.i.d. and the battery capacity B = 0, then the system is actually memoryless, and it is easy to show that the channel for either scenario is simply equivalent to a DMC with an enlarged alphabet (similar to [20] ). However, if these conditions do not hold, then the system (under either scenario) has infinite memory and the analysis is much more involved-which is also the case for the channel FSC-X.
For such type of channels we use the approaches for channels with causal CSIT in [20] and [21] to convert them to equivalent channels without side information or constraints (which have enlarged input alphabets and still have memory). For each of our three models, the equivalent channel can be expressed as
where we use U n and Y n to denote the new input and output symbols, respectively, and p(y N | u N ) to denote the N-symbol channel transition probability. For each N this new channel corresponds to N operations of the original channel, starting from the beginning of transmission. The output alphabet Y N is the same as before. The input alphabet U (N) , however, is different: a valid input symbol U n at each time n is now a function of the causal side information, which respects the input constraints. 4 For each transmission cycle, such a function U n is sent to the channel input, which reads in the (causal) side information to produce a symbol X n ∈ X . This symbol is then sent to the original channel and an output symbol Y n ∈ Y is received. The transition probabilities for W are thus obtained by averaging those for the original channel over the randomness of the environment (or channel states). Below these definitions are made precise for each model, starting from the simplest case FSC-X.
Definition 8 (Equivalent Channel for FSC-X):
The n-th input symbol is a function u n : S n → X , which can also be viewed as a vector in X |S| n . The function needs to satisfy the input constraint u n (s n ) ∈ X (s n ), ∀s n ∈ S n , and so the input alphabets for time n and for block length N are, respectively,
The N-symbol channel transition probability is determined as follows. First with the FSC probability model (7) and the functional relation x n = u n (s n ),
Then as S 1 is independent of U N : 4 Hence the input alphabet for block length N is no longer the Cartesian product of N single-channel-use alphabet, and thus it is denoted by U (N ) instead of U N . Definition 9 (Equivalent Channel for EH-SC1): The input symbols/alphabets take the same forms as in the previous case, with X (s) defined by (9) . For the channel transition probability, observe that i) B 1 and E N are independent of U N (since they are unknown at the encoder); ii) x N is determined by b 1 , e N , and u N from the recursion
and s n is a function of b 1 , e n and u n−1 ; iii) y N is produced by the DMC with input x N . So
Definition 10 (Equivalent Channel for EH-SC2): The n-th input symbol for the equivalent channel is a function u n :
The function u n needs to be compatible with the previous input symbols, u n−1 , in terms of the the energy constraint (1). In particular, for each block length N, a feasible input vector u N needs to satisfy γ (u n (b 1 , e n )) ≤ s n for all 1 ≤ n ≤ N,
Note that the permitted function values of u n depends not only on the energy sequence (b 1 , e n ), but also on all previous input symbols u n−1 . So the input alphabet for time n takes the form
where X (·) is defined in (9); further, the input alphabet for block length N is
which is the collection of all vectors of N causal functions on the energy sequence (and the initial battery) that are consistent with the energy constraint. For the channel transition probability, by the same arguments above (but with recursion (13) instead) we have
Since there is no CSI or constraints for these new channels, the encoding maps now take the usual form f (N) : M → U (N) , whereas the form of the decoders are not changed. For each model the new channel is equivalent to the original one, in the sense that they have the same capacity: in fact, as stated in [20] , block codes for the original and equivalent channels can be easily translated into each other, which induce the same output distribution-hence using the same decoder, the same probability of error can be achieved.
Remark 11: The use of equivalent channels avoids the difficulty of dealing with either the CSIT or the input constraints, at the cost of more complicated input alphabets, whose sizes grow with n. Roughly speaking, the cardinality for the input alphabet at time n grows double-exponentially (see [23, Example 4.3.1] ).
III. CAPACITY FORMULAS
To compute the capacity for a channel as general as (10), we need to invoke Verdú and Han's general capacity formula for arbitrary channels without feedback [16] (see [21, Sec. III] ). Define an input distribution process U to be a sequence of probability distributions defined on U (N) for each N (which need not have any relation among them). Equivalently, U can be represented by a collection of random vectors
is induced by the input random vector U (N) and the N-symbol channel transition probability p(y N | u N ). Furthermore, define the information density between U (N) and Y (N) as
The inf-information rate between U and Y is then defined as
where for any sequence of random variables {A N } ∞ N=1 , define its liminf in probability as the supremum of all the real numbers α for which Pr(A N ≤ α) vanishes as N → ∞:
Theorem 12 (Verdú-Han formula [16] ): The capacity of the channel W in (10) is given by
where the supremum is taken over all input distribution processes U. The channel capacities of the three models in this paper can all be obtained from their respective equivalent channels in Section II-B and Theorem 12. Despite its generality, however, the capacity formula (15) has the following issues:
1) The supremum is taken over all possible input distribution processes, which is hard to enumerate/parameterize. 2) Given an arbitrary input distribution processes U, the inf-information rate is not always readily computable, as the asymptotic behavior for the corresponding random sequence might be unknown. 3) As the input alphabet size U (N) grows doubleexponentially (roughly), the computational complexity is also double-exponential when calculating either the information density distribution or the mutual information for a single block length N. Hence this formula is too complicated to evaluate in general. Nonetheless, it provides us with a useful tool to analyze the channel capacities. In the next section we will try to resolve these difficulties under some simplifying conditions and assumptions to make the computation tractable. Such simplifications give us achievable rates for our channels, which are lower bounds of their respective capacities.
Note that in the following special cases, simpler (but still not computable) capacity formulas might be possible. For the binary noiseless EH-SC1, [9] proposes a single-letter capacity formula involving an auxiliary variable. More recently, for EH-SC2, [14] shows that when the energy harvesting process {E n } is i.i.d., the channel capacity has a multi-letter mutual information expression: it can be written as the limit of maximum mutual information per channel use for the equivalent channel, as the block size tends to infinity. The achievability is proved using a complex transmission scheme, while the converse is given by Fano's inequality as in [16] (see also Section V-A). Furthermore, in [14, Proposition 1] the authors also prove that in this case the capacity does not depend on the initial battery value. 6 In Section V-C we show that with this proposition our Theorem 28 can provide a much simpler achievability proof.
IV. ACHIEVABLE RATES
To address the issues in computing the channel capacity (15), we restrict the input symbols of the channel model (10) to a constant-sized subset of its alphabet and obtain a surrogate channel W , whose capacity C provides a lower bound for the capacity C of the channel W. In particular, instead of the full CSI history, the input functions now can only depend on a limited amount of the causal side information, with which the transmitter can still compute the instantaneous input constraint.
Let V n denote the new input function at time n and V denote its (constant-sized) alphabet. Similar to (10) , the surrogate channel can be expressed as
It turns out that in many cases we are interested in, W becomes a finite state channel (FSC). The capacity of 6 Different from our setting, [14] assumes that the initial battery is known at both the transmitter and the receiver. However, this assumption is not essential, and using this very Proposition 1 one can show that the channel capacity is identical to our model. The result in this proposition can also be extended to the general case when {E n } is stationary and ergodic, and for both energy harvesting scenarios EH-SC1 and EH-SC2. a general FSC is studied in [18] and [24] , both of which give two series as the capacity upper and lower bounds, in terms of the mutual information between the input and output for each block size N. When the FSC is indecomposable, 7 the upper and lower bounds both converge to the capacity. However, these bounds are not very useful for us: i) since C is less than or equal to C, the lower bounds are genuine, but the upper bounds are not meaningful; ii) the computational complexity of such bounds is exponential in N; iii) the bounds in [18] are too loose for small N and their convergence is slow (see [24] ); iv) the bounds in [24] are supposed to be tighter, but the computation is not easy for a general N.
Another way of describing the capacity C is (again) through the Verdú-Han formula (cf. Theorem 12):
for which we define the same concepts and similar notations, as in Section III, with respect to the surrogate channel W . The supremum in (17) is taken over all input distribution processes V . Although in general this formula is still not computable, for any given input distribution process that yields a computable inf-information rate we can obtain an achievable rate for W (and hence also for W), which lower bounds the capacity C (and C). In particular, assume the input distribution process V is induced by a source random process {V n }, so that the N-th distribution of V corresponds exactly to the random vector V N for each N. Assume further that the induced joint input-output process {V n , Y n } satisfies the Shannon-McMillan-Breiman (SMB) theorem (see Appendix D), then the sample entropies for {V n , Y n } converge almost surely to their respective entropy rates. Accordingly, the normalized information density, which can be written as
converges almost surely to the mutual information rate (a.k.a. information rate)
where H (V), H (Y), and H (V, Y) denote the (joint) entropy rates of {V n }, {Y n }, and {V n , Y n }, respectively. As a result, the liminf in probability of
evaluates to the same value I (V, Y), and so the infinformation rate I(V ; Y ) becomes the mutual information rate, which yields, at least theoretically, a computable achievable rate. Alternatively, since the AEP holds in this case (see Appendix D), we can use the idea of typical set decoding as in [22] to directly prove the achievability of the rate I (V, Y). The Shannon-McMillan-Breiman theorem demands certain stationarity and ergodicity properties of the joint input-output process, which in turn require the source and channel to satisfy some conditions in that aspect. Specifically, the version of SMB theorem (Theorem 79) suitable for our models requires the joint process {V n , Y n } to be asymptotically mean stationary 8 (AMS) and ergodic. When the surrogate channel W is an FSC, it belongs to the category of Markov channels and always produces an AMS joint input-state-output process for any AMS or stationary source. For such a channel W , if (i) the source {V n } is stationary and ergodic while W satisfies some further ergodicity conditions with respect to the source, or (ii) the source {V n } is finite-order Markov and induces a joint source-channel Markov chain with some irreducibility condition, then the joint input-state-output process is AMS and ergodic, and so is the process {V n , Y n }. 9 The descriptions of the specific conditions for each model are given in the next three subsections. Due to the technical nature, however, the exposition of the underlying stationarity and ergodicity theory is deferred to the appendices. Such a theory is largely based on the theory of Markov channels developed in [25] and [26] and the ergodic theory of stationary Markov chains in [27] .
In practice, the computation of the mutual information rate I (V, Y) for general source processes {V n } is a challenging problem. One can use the sequence of finite block mutual information to approximate I (V, Y), but as stated previously, this method suffers from high computational complexity and slow convergence. With the above stationarity and ergodicity conditions, however, we have the SMB theorem and so we can estimate the information rate using the sample entropies (through (18)) of a very long sample sequence, which can be computed using the transition probabilities in (16) and the input distribution. In addition to that, when the source is a finite-order Markov process and the channel is an FSC, the computation of the sample entropies in (18) has a complexity linear in N; in fact one can use the well-known BCJR algorithm [28] (a.k.a. the sum-product algorithm [29] ) to compute them. This stochastic method for information rate computation was proposed independently in [30] [31] [32] , and is summarized in [33] .
So far by restricting the input alphabet and imposing extra stationarity and ergodicity conditions on the source and channel, we are able to resolve the issues 2) and 3) in Section III and efficiently compute some achievable rates for the channel W. If we further fix the order of a Markov input process, we can search for the maximum achievable rate within a given set of transition probabilities for the Markov chain, thus also resolving the issue 1) in Section III to some extent. Specifically, we use the generalized Blahut-Arimoto algorithm (GBAA) to conduct the achievable 8 See the appendices for this and other concepts in theories of stationarity and ergodicity. 9 See Appendix E. rate optimization, 10 which is proposed by Vontobel et al. [17] . In their work, the traditional Blahut-Arimoto algorithm [35] , originally used for computing the capacity of a DMC, is generalized in the setting of an indecomposable FSC with a finite-order Markov input process, whose underlying chain is stationary, ergodic, and aperiodic, to optimize the information rate over a given set of transition probabilities of the input Markov chain. 11 Despite the good performance in many practical examples, however, there are some known issues for this algorithm: i) the convergence of the algorithm is not theoretically guaranteed 12 ; ii) even if the algorithm converges, there is no guarantee that the optimum point is achieved. Therefore, in this work we only use the GBAA as a means to find a good set of parameters for the input process (i.e., the Markov transition probabilities) 13 ; the resulting information rates can always be cross-checked using the stochastic methods described above, whenever the SMB theorem applies.
In particular, when the required stationarity and ergodicity conditions hold, 14 we apply the GBAA to our surrogate channel W for each fixed Markov order of the input process to find an optimized achievable rate.
In what follows we apply the above general methodology to each of our three channel models in Sections IV-A-IV-C. First we describe the restriction on the input and show that the surrogate channel W is an FSC (under certain conditions), then give the stationarity and ergodicity conditions, with which the computation and optimization of achievable rates are possible. Next we discuss the generalization of these results to the continuous channel case in Section IV-D. Some numerical examples are given in Section VII to illustrate the computation.
A. FSC-X
We restrict the input function u n to depend only on the m most recent states, where m > 0 is a fixed integer. To be specific, let V be the collection of all functions v :
Therefore V = s∈S X (s) |S| m−1 has a constant alphabet size. We restrict u n in such a way that each u n is associated with 10 Apart from the GBAA, Han [34] also gives a stochastic method for the information rate optimization of a finite state channel. With more restrictions on the channel model, [34] provides a rigorous analysis on the convergence of the algorithm. 11 In fact, we found that the algorithm as it is in [17] is not applicable to all indecomposable FSC's, as the calculation of the critical T -values is erroneous for some channel models. However, surprisingly, this issue does not affect the correct calculation of the information rate at each iteration, but it only affects the selection of new optimization parameters for the next iteration. Furthermore, after we communicated with them, the authors corrected the T -values and fixed this issue. 12 The critical concavity conjecture, [17, Conjecture 74], may not hold in some cases, as pointed out in [36] . 13 Although convergence is almost always observed in the numerical examples in Section VII. 14 Which is fulfilled when the Markov input process is stationary and its underlying chain is irreducible, while the channel is an FSC with the ergodicity conditions mentioned earlier.
a symbol v n ∈ V and satisfies 15 u n (s n ) = v n (s n n−m+1 ), ∀s n ∈ S n .
With such a configuration we define a surrogate channel W with the input alphabet V, whose transition probability is defined through the corresponding u N for each N. In other words, according to (11) ,
We claim that the channel W is an FSC for n ≥ m, 16 whose states are defined as
with alphabet Z = S m . In fact, for n ≥ m, the transition probability satisfies the following: if z n is compatible with z n+1 , i.e., for some s n+1 ∈ S n+1 , z n = s n n−m+1 while z n+1 = s n+1 n−m+2 , then by the FSC transition probability (7) , p(y n z n+1 | v n z n y n−1 ) = p(y n s n+1 n−m+2 | v n s n y n−1 ) = p(y n s n+1 | v n s n y n−1 , x n = v n (s n n−m+1 )) = p(y n s n+1 | x n = v n (s n n−m+1 ), s n ) (21) = p(y n z n+1 | v n z n ).
If z n is not compatible with z n+1 , then both the first and the last term are 0 and (21) still holds.
For the required stationarity and ergodicity properties for the SMB theorem, we provide the following two sets of simple conditions. We also have some stronger but more complicated conditions, see Corollary 73 and Lemma 77 in the appendices.
Lemma 13: Assume the input process {V n } of the surrogate channel W for FSC-X is stationary and ergodic. Then the joint process {V n , Y n } is AMS and ergodic, if any of the following holds.
i) W is indecomposable. ii) There is a finite vector v N m with Pr(V N m = v N m ) > 0 satisfying the following property: given V N m = v N m , for any z m , z m ∈ Z, there exists y N ∈ Y and z N+1 ∈ Z such that when Z m = z m or z m , we both have Y N Z N+1 = y N z N+1 with positive probability.
Proof: The first condition follows from Lemma 61 and Theorem 72 (or Corollary 73), and the second follows from Corollary 74.
Lemma 14: Assume the input process {V n } of the surrogate channel W for FSC-X is finite-order Markov, then so is the joint process {(V n , Y n , Z n+1 )}. If the underlying Markov chain for the latter is irreducible, then {V n , Y n } is AMS and ergodic.
Proof: This lemma is a simple case of Lemma 77. Remark 15: We provide some intuitive explanation of the conditions in Lemma 13 as follows. Fix an input sequence v = {v n }, the state-output process {Y n Z n+1 } of the finite state channel W is a (non-homogeneous) Markov chain, whose n-step transition matrix can be written as H 1n (v). In Appendix B we define what it means for an FSC to be weakly ergodic, and to be indecomposable. Roughly speaking, W being weakly ergodic means that for all v, the rows of H 1n (v) become more and more alike as n grows, whereas being indecomposable further requires that such a behavior is uniform for all v. In addition, weak ergodicity holds if there is no orthogonal rows in H 1n (v) for some finite n. In Lemma 13, the first condition deals with indecomposability while the second is concerned with the non-orthogonality of the rows in H 1n (v). See Appendix B for a more rigorous derivation.
B. EH-SC1
Again we restrict the input function u n to depend only on the m > 0 most recent (energy) states, and supply the dummy pre-historical states s −m+2 , · · · , s 0 ∈ S when m > 1. Then the surrogate channel W has the same input alphabet as in the previous section, with X (s) defined in (9) . According to (12) the transition probabilities are 17
If the energy harvesting process {E n } is i.i.d., then, as shown in Section II, the channel EH-SC1 is an instance of FSC-X, and by the previous section W is an FSC with state variable Z n = S n n−m+1 . Note in passing that since the argument s n n−m+1 for v n is contained in z n , by (8) and (21) we have
More generally, if {E n } is Markov of order r > 0, the surrogate channel is still an FSC for n ≥ max{m, r }, with the states
In fact, for n ≥ max{m, r }, the transition probability satisfies the following: if z n is compatible with z n+1 , i.e., for some e n+1 ∈ E n+1 H and s n+1 ∈ 17 Note that s 0 −m+2 (·) are given by the dummy variables.
S n+1 , z n = e n n−r+1 s n n−m+1 while z n+1 = e n+1 n−r+2 s n+1 n−m+2 , then p(y n z n+1 | v n z n y n−1 )
= p(y n e n+1 n−r+2 s n+1 n−m+2 | v n e n s n y n−1 ) = p(y n e n+1 s n+1 | v n e n s n y n−1 ,
by the structure of the channel. If z n is not compatible with z n+1 , then both the first and the last term are 0. Again note that the argument s n n−m+1 for v n is contained in z n , and so (22) holds.
Remark 16: Observe that at time n, the energy state S n contains all the information about the energy constraint on the current immediate input symbol X n , which is the only influence the full history of energy information has on the transmission. We conjecture that for the equivalent channel W, it is enough to only consider input functions u n that depend only on the current energy state s n , as stated below formally. This form of optimal input function is conjectured for both channels EH-SC1 and EH-SC2, but we are not able to prove it yet.
Conjecture 17: Setting m = 1 in the surrogate channel W yields a capacity C = C.
Next we give the stationarity and ergodicity conditions. Since (22) is true, by Appendix E we can just consider a smaller FSC whose transition probability is p(z n+1 | v n z n ). As before, we also have the following two set of simple conditions, as well as some stronger but more complicated ones-see Corollaries 73 and 78 in the appendices.
Lemma 18: Assume the input process {V n } of the surrogate channel W for EH-SC1 is stationary and ergodic. Then the joint process {V n , Y n } is AMS and ergodic, if any of the following holds.
Lemma 19: Assume the input process {V n } of the surrogate channel W for EH-SC1 is finite-order Markov, then so is the joint process {(V n , Z n+1 )}. If the underlying Markov chain for the latter is irreducible, then {V n , Y n } is AMS and ergodic.
Proof: This lemma is a simple case of Corollary 78. When we know more properties of the energy harvesting channel, we have more concrete conditions. Two such example theorems are:
Theorem 20: For the FSC W above, assume there exists α ∈ E H such that the order-r Markov chain {E n } satisfies Pr(E r+1 = α | E r = e r ) > 0 for all e r ∈ E r H . If, in addition, one of the following is satisfied, then W is indecomposable.
i) The energy model is (3) and α ≥ B .
ii) The energy model is (2) or (3), and α > max{γ (x) :
x ∈ X }. Proof: We prove W is indecomposable by showing the strong positive column property 18 holds, i.e., there exist N such that for any input sequence, there exist a state z N that can be reached from any initial state z 1 . Now for i) let N = max{m, r } + 1. We can see that E 2 , . . . , E N = α with a positive probability conditioned on any z 1 , with the corresonding S 2 , . . . , S N = B. Hence the state z N = (α, . . . , α; B, . . . , B) can always be reached for any initial state and any input sequence. For ii), let N = max{m, r } + B + 1. If E 2 , . . . , E N = α, then starting from n = 2, after at most B transmission and energy replenishment cycles the battery is full, i.e., we have B n = B for all n > B + 1. Now we can use an argument similar to i) to prove the result, where for energy model (2) 
Theorem 21: For the FSC W with m = 1, assume {E n } is i.i.d., the energy model is (2) or (3), and the distribution of E n is supported on the full set E H .
i) If there exists N such that for each input sequence {v n } and any S 1 = s 1 , with a positive probability
Proof: Note that in this case Z n = S n . i): Whenever such N exists, the strong positive column condition holds and so W is indecomposable.
ii): With a positive probability S 2 can always be boosted up to s 2 = B + min E H for the model (2), or B for the model (3), hence the strong positive column condition holds.
iii): This is a straightforward application of Lemma 18, condition ii). iv): If max E H > γ max , then for any N, any {v n } and any s 1 , with a positive probability we have
Thus setting N = B + 1 we have B N = B with a positive probability. For model (3), correpondingly we have
Hence for N = B − γ max + 1 we have B N ≥ B − γ max , and so S N = B with a positive probability.
Remark 22: Note that there is some overlap between these two theorems. The conditions in Theorem 20 and conditions ii) and iv) of Theorem 21 are satisfied if E n can always 18 See the comments below Definition 59 in the appendices. reach a relatively high energy level (compared to X or B) with even a very small positive probability, which is not a harsh requirement for many natural energy sources. For example, many energy sources (wind/air flow, vibrations, body motion, etc.) are bursty. Besides, when the requirement is not satisfied we can often increase the duration of the energy harvesting phase in each transmission cycle to allow for a high enough harvested energy level. Condition iii) of Theorem 21 is satisfied if the input process {V n } is stationary ergodic, and puts a positive probability on a finite sequence of "all-zero" functions (that is, v n (s n ) = 0 for all s n ), that is long enough to allow the battery to be completely charged by some energy harvesting sequence (that occurs with a positive probability, too). Alternatively, if the system admits an "all-consuming" function (that is, γ (v n (s n )) = s n for all s n ), then any stationary ergodic input process {V n } that puts a positive probability on a "all-consuming" function can deplete the battery in a single transmission, thus condition iii) of Theorem 21 is also satisfied.
C. EH-SC2
As commented in Section II-A, EH-SC1 is a scenario with strictly less side information than EH-SC2. Hence any further restriction on the input alphabet of EH-SC1 also works for EH-SC2, and hence all results from the previous subsection apply to the second scenario. In addition, more generally, since now we also have causal knowledge of {E n }, we can restrict the input function to (essentially) depend only on the m > 0 most recent energy states and an energy harvesting history of memory length l ≥ 0, to obtain a constant alphabet size. Consider such a special input symbol u N = (u 1 , · · · , u N ), whose n-th coordinate function u n is only a function of S n n−m+1 and E n n−l+1 . To be precise, each u n is associated with an auxiliary function v n ∈ V, where V is the collection of all (9) . The input function u n is defined through v n in the following way: for each (b 1 , e n ), it first computes s n = s n (b 1 , e n , u n−1 ) through the recursion (13), then together with e n n−l+1 and the previously computed s n−1 n−m+1 (which may also include the dummy pre-historical states when necessary), u n assigns the function value
uniquely determines the input symbol u N , and for each N there is a one-to-one correspondence between V N and the collection of all such special input symbols u N .
Such a restriction again gives us a surrogate channel W , whose channel transition probability is defined through (14) . Similar to the subsection above, we can show that if {E n } is Markov of order r ≥ 0 (including i.i.d.), then W is an FSC for n ≥ max{m, l, r }, with the states Z n = E n n−max{l,r}+1 S n n−m+1 . Note that for this FSC (22) still holds.
We can derive similar stationarity and ergodicity conditions as in the previous subsection, which are omitted. Also, in this case we have the same optimal input conjecture.
Conjecture 23: Setting m = 1 and l = 0 in the surrogate channel W yields a capacity C = C.
D. Generalization to Continuous Channels
The achievable rate results for the energy harvesting channels can be generalized to the case with a continuous channel. In particular, consider replacing the discrete memoryless channel in Fig. 1 by a continuous memoryless channel whose input is finite. Although the stationarity and ergodicity theory for both the FSC and Markov channels can only work in the finite alphabet case, we can view the state process itself as the output of a Markov channel, whose input and output (i.e., the original input-state pair) serve as the input to a continuous memoryless channel (this is possible when (22) holds). For such a cascade of channels, the joint input-stateoutput process for the full channel is AMS and ergodic as long as this is true for the input-state process (see the discussion in Appendix E, especially Lemma 80), which then falls into the regime of FSC and Markov channels.
In this finite-input continuous channel case, instead of using the probability mass functions p, we consider p as the density function (the Radon-Nikodym derivative) of the joint inputoutput probability measure with respect to the product of the counting and Lebesgue measures. (See [38, Sec. IV-A] for a detailed discussion.) Under this reinterpretation of p, the equivalent channel formulation, the Verdú-Han formulas, and the BCJR and GBAA algorithms still work. Also, if we replace the Shannon-McMillan-Breiman theorem with its equivalent for relative entropy densities/information densities (which covers the case of continuous/mixed alphabets), with the stationarity and ergodicity analysis above, we can apply the results of achievable rates developed in the previous subsections to continuous memoryless channels with finite input. Due to the extra notations and concepts needed for that theory, we refer the interested readers to [37, Ch. 8], [38, Sec. IV-D], and [39] for the details.
V. CAPACITY BOUNDS
Compared to the lower bounds/achievable rates, nontrivial capacity upper bounds are much more difficult to obtain in the study of energy harvesting channels. For the special case of binary noiseless EH-SC1, [9] derives an upper bound, assuming full CSI at the receiver (CSIR). Reference [40] tries to tighten this bound, though there appear to be gaps in the mathematical proofs. In this section we derive capacity bounds for our more general energy harvesting models, as well as the channel FSC-X. We begin our study by describing a general upper-bounding approach, which is based on techniques of Verdú and Han, and Gallager. Then we use this approach to derive the upper bounds for FSC-X, which also includes EH-SC1 as a special case, when the energy harvesting process is i.i.d. After that we study the lower and upper bounds for EH-SC2. In particular, we obtain capacity upper bounds for the energy harvesting channels when {E n } ∞ n=1 is finite-order Markov. 19 Note that all the bounds in this section are in the form of maximized block mutual information on the equivalent channels. Theoretically, these bounds are computable for each block length N; however, as N grows the computation memory (and also time) increases rapidly, since the input alphabet size has a double-exponential growth rate. This complexity issue is addressed for the upper bounds in the next section.
A. A General Gallager-Type Upper Bound
Let
be a general channel without feedback, with input/output alphabets X (N) , Y (N) and transition probabilities p(y N | x N ) for each block length N. Using Fano's inequality Verdú and Han [16] showed that its capacity is upper bounded by
In general, the upper bound is not easy to compute, since the limiting behavior of C N is unknown. On the other hand, Gallager [18] uses the following lemma to derive a series of computable upper bounds for finite state channels:
is subadditive, i.e., a m+n ≤ a m + a n for all m and n, then the limit lim n→∞ a n n exists and is equal to inf n a n n . Similarly, if the sequence is superadditive, then lim n→∞ a n n = sup n a n n . If we can show that for each N, there is a C N such that
N=1 is subadditive, then by Fekete's lemma, lim N→∞ C N exists and is equal to inf N C N . Hence (23) is upper bounded by lim inf N→∞ C N = inf N C N , and so C N is an upper bound for the general channel capacity for each finite N. In other words, the limiting process in (23) is not needed anymore, which greatly simplifies the computation of upper bounds, especially when such computable C N 's can be easily found.
B. Upper Bounds for FSC-X / EH-SC1
We apply the technique above to the equivalent channel (see Definition 8) to derive a series of Gallager-type upper bounds for FSC-X, which by Proposition 3 also includes the channel EH-SC1 when the energy harvesting process is i.i.d.. To begin with, the capacity can be upper bounded by a system with full CSIR, and so in (23) we consider the mutual information I (U N ; Y N S N+1 ). As S 1 is independent of U N ,
then C N satisfies (R1) in the previous subsection. Furthermore, we have the following theorem: Theorem 25: For each N, C N defined in (24) is an upper bound for the capacity of the channel FSC-X.
Proof: As described above, we can use (23) for the full CSIR case as an upper bound. Since C N satisfies (R1) for this upper bound, if we can show that it satisfies (R2) as well, then C N is an upper bound for each N by the argument above.
Let N be arbitrary and let m, n be positive integers that sum to N. In the following we will show that
i.e., {NC N } ∞ N=1 is subadditive. For any P U N and s 1 consider the decomposition
where I 1 , I 2 , I 3 , and I 4 are respectively defined as the first to fourth terms in the line above them. By the definition (24), I 1 ≤ nC n . Next, using the property of FSC conditional probabilities as in (11), for I 2 and I 4 we respectively have p y n s n+1
Therefore I 2 = I 4 = 0. Furthermore,
Fix y n s n+1 . For each u N n+1 and k = 1, . . . , m, definẽ u k : S k → X to be the projectionũ k (·) = u n+k (s n , ·), i.e.,
Now it is easy to verify that
whereR(· | s n+1 ) is the m-block channel output distribution given S 1 = s n+1 , induced byP and the channel Q. Thus if we denote the relative entropy
where IP denotes the mutual information induced by the input distributionP. Since this inequality holds for all y n s n+1 , by (27) 
This inequality is true for all P U N and s 1 , so it must be true for the maximization over them, and thus (25) holds.
Remark 26: Note that since the order of maximization in (24) can be exchanged, C N can be calculated by finding the capacities of |S| discrete memoryless channels (DMC), which can be efficiently computed using the Blahut-Arimoto algorithms (see [35] ).
C. Bounds for EH-SC2
For this channel we also use the equivalent channel model (Definition 10) to derive a series of capacity bounds, including a new type of lower bound and the Gallager-type upper bounds. We are mainly concerned with finite-order Markov energy harvesting processes, including the i.i.d. ones.
Recall that in Section II, B 1 and E ∞ 1 are assumed to be independent conditioned on E 0 −∞ . In the finite-order Markov case the random variable in the condition can be reduced to E −r E 0 −r+1 , where r ≥ 0 is the Markov order. In other words, p(e N |b 1 e −r ) = p(e N |e −r ) (28) for all N. Since E ∞ 1 is also independent of the input in the equivalent channel,
We first develop some preliminary results on the input alphabet and block conditional mutual information. Recall that
Now fix b 1 . Define the projection map T :
and p y N | v N = e N p y N e N | v N through p(e N ) and p(y|x). Then by (29) 
Furthermore, if {E n } is i.i.d., setting r = 0 above and summing over e N we have
Thus by the same argument as in the proof of Theorem 25, if {E n } is Markov-r , then we have
if further r = 0, then
In both cases the distribution ofÛ
Lemma 27: Let P (N) b 1 denote the family of all probability distributions on U
Proof: We only prove the second equation since the proof of the first is essentially the same. Denote the LHS and RHS by C U and C V , respectively. For any P U N , we have PÛ N ∈ P (N) b 1 and so by (32) 
We are now ready to present the capacity bounds.
is a capacity lower bound. Moreover, lim N→∞ C N = sup N C N . Proof: Consider using the channel in blocks of length N and restrict the input functions to those that i) ignore the initially stored energy in the battery, and ii) essentially comprise concatenations of functions in U (N) 0 . That is, for k > 0 the input u kN is only a function of e kN and can be identified with the collection v i ∈ U (N) 0 , 1 ≤ i ≤ k , where for any b 1 and e kN ,
It is a legitimate input symbol since between the transition of blocks the function ignores the remaining battery energy, thus is always compatible with the energy constraint (1) . Let x i , y i and e i denote x i N (i−1)N+1 , y i N (i−1)N+1 and e i N (i−1)N+1 , respectively. By (29) and the i.i.d. assumption for {E n },
Hence if we define the transition probability
, then by the independence between B 1 and the input,
, Q i is the same for each i and hence is denoted by Q. Thus k N times of using the original channel in the specified manner is equivalent to k times of using a DMC Q ( y | v) with input alphabet U (N) 0 , whose capacity is max
which is exactly NC N by Lemma 27. Thus for the original channel C N is achievable. Finally we use Lemma 24 to prove lim N→∞ C N = sup N C N . It suffices to show that {NC N } ∞ N=1 is superadditive. Fix N and let m, n > 0 with m + n = N. As NC N can be written as (33) , let P * V m and P * V n be the distributions that achieve the maximum of (33) for block lengths m and n, respectively. For block length N consider the subset V of 
for any e N , and for each such pair there is a corresponding function v N ∈ V . Then similar to the argument above, with (31) we can show that
Since in the equation above, L H S ≤ NC N while R H S = mC m + nC n , superadditivity holds. Remark 29: As mentioned at the end of Section III, Theorem 28 can serve as a simple achievability proof for the multi-letter mutual information capacity formula in [14, eq. (18) ]. In fact, from above we know lim N→∞ C N is achievable for any initial battery distribution. Using Verdú and Han's method (see the beginning part of Section V-A, or [14] ), one can show that lim inf N→∞ C N is also a capacity upper bound when the initial battery B 1 = 0. Thus the channel capacity for the case B 1 = 0 is 
is an upper bound of the channel capacity for EH-SC2. Proof: We use the same upper bounding technique as in the FSC-X / EH-SC1 case and the proof parallels that of Theorem 25. By providing full CSI to the receiver, in (23) we consider
due to the independence between B 1 E −r and U N . Now define
We will show that it is equivalent to the definition in the theorem. For each b 1 e −r , by Lemma 27, (30) and the independence between {E n } and the input symbols,
with the equality attained when b 1 = B. Now, taking the maximum of both sides over e −r and exchanging the order of maximization, we see the equivalence of both definitions. From the analysis above C N satisfies (R1) in Section V-A. Next we will show the subadditivity (25) and then the theorem is proved. Let N be arbitrary and let m, n be positive integers that sum to N. We have the decomposition
where I 1 , I 2 , I 3 , and I 4 are respectively defined as the first to fourth terms above. By the definition (34), I 1 ≤ nC n . Next using (29) we can show that I 2 = I 4 = 0. Furthermore,
Fix y n b 1 e n −r+1 . For each u N n+1 define the projection map u N n+1 →ũ m := u N n+1 (b 1 e n , ·). Since u N n+1 is extracted from a legal input function u N ∈ U (N) , for any e N n+1 the outputũ m (e N n+1 ) = u N n+1 (b 1 e n , e N n+1 ) needs to satisfy (1) with the intermediate battery level b n+1 , which is determined by u n and b 1 e n . Henceũ
by (30) . Now by (28), (29) , and since {E n } is Markov-r ,
where P Y m E m | V m E −r is defined by (31) . Again similar to Theorem 25, for an induced distributionP on U (m)
where we used Lemma 27. Since this inequality holds for all y n b 1 e n −r+1 , by (37) we have I 3 ≤ mC m . Combining the results for I 1 , I 2 , I 3 , and I 4 with (36), we have
for arbitrary P U N and b 1 e −r , thus (25) holds.
Remark 31: As stated in Remark 26, C N can be computed by finding the capacities of a finite number of DMC's.
D. Discussions
The capacity upper bounds in the previous two subsections both require receiver-side channel state information. In some cases such additional information may be too much and the resulting upper bounds may be too loose. For example, for the channel EH-SC1, since the energy states {S n } are deeply coupled with {X n } and {E n } (see (4)), they could contain a lot of information about the input symbols. Sometimes the receiver may even be able to compute {X n } from {S n } (as pointed out by one of the anonymous reviewers). In fact, S n may be seen as a second channel output besides Y n , and intuitively, the stronger this channel is (compared to the original channel), the looser the upper bound is. Hence to get a useful upper bound, we would hope the channel between X n and S n (which we call the second channel) to be weak. There are several situations where this could be true:
• The energy harvesting process is more random. The more randomness {E n } contains, the more noisy the second channel is. • The battery is small. In this case it is easier for battery overflow to happen, which erases some information from the past transmitted symbols, and so it is harder to infer {X n } from {S n }. • The input alphabet X is small. Then compared to larger X , the same {E n } causes more disturbance in the second channel.
• Y n is less noisy. That is, the original channel is better compared to the second channel. In this regard, our upper bound for EH-SC2 in Theorem 30 is less affected by this issue. In this case, it is the energy harvesting process {E n } that is provided to the receiver, which is much less coupled with {X n }. Hence unlike the case for {S n }, from {E n } it is much harder to infer {X n }. Therefore, the channel between X n and E n is much weaker, and the resulting upper bound should be tighter.
VI. SIMPLIFICATION AND RELAXATION OF UPPER BOUNDS
In the equivalent channel models, the input alphabet size for each channel use grows double exponentially, and so does the (spatial) computational complexity of the bounds in the previous section. To address this problem, in this section we rewrite the upper bounds in the form of maximized directed information on the original channels, which has a constant input alphabet size and the complexity becomes exponential. It turns out that for the case of FSC-X/EH-SC1, this new formulation also allows for a nice dynamic programming recursion, which only has a linear complexity. For EH-SC2, we need to loosen the upper bounds a bit to obtain a similar recursion. If we relax these bounds even further, the recursions can be solved analytically. Although such relaxed upper bounds are looser than the original ones for each block length N, since we can compute them for very large N, the results are sometimes tighter (as verified by the numerical results in the next section).
A. Upper Bounds for FSC-X / EH-SC1
First we introduce some notations. The directed information between X N and Y N is defined as
The directed information I (· → ·|s 1 ) conditioned on a initial state S 1 = s 1 is defined similarly. For the channel FSC-X, a collection of conditional input distributions { p(x n | x n−1 s n )} N n=1 is called legal if it puts zero probability on x n / ∈ X (s n ), 1 ≤ n ≤ N. Fix s 1 and consider the mutual information I U N ; Y N S N+1 2 | s 1 in the context of feedback channel [19] , where U N is the code function. At each time n the output is Y n S n+1 and the feedback is S n . Then similar to [19, Lemmas 5.1, 5.2, and 5.4], we can show the following for FSC-X. (See Appendix F for a detailed derivation.) 1) Any input function distribution P U N on U (N) induces a collection of legal conditional input distributions { p(x n | x n−1 s n )} N n=1 . 20 (We say P U N and { p(x n | x n−1 s n )} N n=1 are compatible in this case.) Conversely, if the collection { p(x n | x n−1 s n )} N n=1 is legal, one can construct a distribution on U (N) that is compatible with it.
2) We have the relation
where the directed information is determined by the induced collection { p(x n | x n−1 s n )} N n=1 . As a result we can rewrite the upper bound in Theorem 25 as
where "l.g." stands for "legal". Next we show that this expression can be simplified further to allow for a dynamical programming recursion similar to [12] . For each s ∈ S define P * s to be the set of all probability distributions on X (s) and P * = s∈S P * s . We say the conditional distribution P X |S ∈ P * iff P X |S (· | s) ∈ P * s for all s ∈ S. Let p n P X n |S n and write { p n } N n=1 ⊂ P * if p n ∈ P * for all 1 ≤ n ≤ N. Then we have the following theorem. 21 Theorem 32: For each N, the FSC-X capacity upper bound in Theorem 25 can be written as
Proof: For a fixed S 1 = s 1 , we can write
By the finite state channel property we have
Observe that every legal collection { p(x n | x n−1 s n )} N n=1 together with P S 1 determines a random tuple (X N , S N+1 ), which further induces a set of conditional probabilities { p n } N n=1 ⊂ P * . Furthermore, since N n=1 I (Y n S n+1 ; X n | S n ) 21 In [10] it is claimed that the results in [11] can be directly applied to the channel EH-SC1 with CSIR and so lim N →∞ C N is actually the capacity in this case. However, [11] only deals with FSC's without input constraints. Given that the results therein are built up gradually through a series of sophisticated theorems and lemmas, they should be re-proved (if this is indeed possible) for the case with input constraints before being applied to EH-SC1. is determined by { p(x n | x n−1 s n )} N n=1 only through the induced { p n } N n=1 (see the reasoning below [11, eq. (117)]), by (39) max
On the other hand, by setting p(x n | x n−1 s n ) = p n (x n | s n ) we see that { p n } N n=1 ⊂ P * indeed belongs to the family of legal conditional input distributions. When this is the case, we have the Markov chain Y n S n+1 − S n − Y n−1 S n−1 (see the reasoning for [11, eq. (120-d)]), and so
Therefore, we also have the other direction of the inequaltiy (40):
Note that for a fixed S 1 = s 1 , the RHS becomesc N,s 1 , whereas the LHS becomes the inner maximization in (38) by the equality at the beginning of the proof. The theorem thus follows. The termsc N,s can be calculated using a dynamic programming recursion similar to [12] . To see that, denote Q = P S n+1 |X n S n and thus Q(s n+1 | x n s n ) = y n p(y n s n+1 | x n s n ). Moreover, for any conditional distribution p = P X |S define I ( p, s) = I (Y n S n+1 ; X n | S n = s) p n = p . with the initial conditionc 0,s = 0, ∀s ∈ S.
Proof: From the definitions,c N,s =c N (δ s ) where δ s puts probability 1 on s. For N = 1, the theorem is true (note that the optimization forc 1 (π) is over { p 1 (·|s) : s ∈ S}, which can be separated). Assume it is true for N = k, then for N = k +1,
Given π and p 1 ,
) and sô p n PX n |Ŝ n = p n+1 , 1 ≤ n ≤ k. Using the theorem for N = k, we have
as the value of Letting π = δ s for each s we obtain the statement forc k+1,s , which can be plugged back into the expression above to obtain the result forc k+1 (π). So the theorem is true for N = k + 1 and hence true for all N. Remark 34: Note that for every recursion we only need to maximize the sum of a concave function I (·, s) and a linear term over the same space P * s , which is simple to compute using convex optimization. Also note that the alphabet size is constant and the computational complexity is linear.
The recursion can even be solved analytically if we relax C N further. Using the inequality
we can replace the mutual information in the expressions ofc N,s , C N andc N (π) in Theorems 32 and 33 by the corresponding conditional entropies to definec N,s ,C N and c N (π) and obtain a corresponding new theorem: Theorem 35: Assume the base of log is e. We have C N ≤C N ,c N (π) = s∈S π(s) ·c N,s and
with the initial conditionc 0,s = 0, ∀s ∈ S.
Proof: By (41) Denote α x = t Q(t|xs) ·c N−1,t and r x = p(x|s). The optimization problem above can be written as
whose solution r * can be easily found using KKT conditions:
Plugging into the objective function, we obtain the desired formula forc N,s . Remark 36: When X n is uniquely determined by Y n (e.g., Y n = X n ), (41) holds with equality and soC N = C N .
B. Upper Bounds for EH-SC2
First let us rewrite the upper bounds in Theorem 30 in the form of maximized directed information. From (35) in the proof of Theorem 30, the upper bound can be expressed as
Since E 1 is independent of V N given E −r = e −r , also E N+1 is independent of V N and Y N given E N and E −r = e −r , we know that I V N ; E 1 | e −r and I V N ; E N+1 | Y N E N , e −r are both 0. Thus
Now in the context of feedback channel in [19] , consider V N as the code function, Y n E n+1 as the channel output and E n as the feedback at each time n. Define a collection of conditional input distributions { p(x n | x n−1 e n )} N n=1 to be legal if for 1 ≤ n ≤ N, the conditional probability is zero whenever 
where the directed information is determined by the induced collection { p(x n | x n−1 e n )} N n=1 . Theorem 37: For each N, the capacity upper bound in Thereom 30 can be rewritten as
Remark 38: An extended Blahut-Arimoto algorithm is proposed in [42] to maximize the directed information for feedback channels. This algorithm can be adapted to compute the inner maximization of the directed information in (43) . In fact, by [43, Lemma 1], the causal conditioning distributions form a polyhedron in R |X | N |E H | N . Adding energy constraints (i.e., requiring the conditional distributions to be legal) forces some coordinates to be zero, which imposes some extra linear equalities on this set. Therefore, the resulting collection of distributions still form a polyhedron, which is convex. Thus [42, Lemma 1] guarantees that the corresponding alternating maximization procedure converges to the global maximum. Furthermore, examining the algorithm in [42] we see that if we start with a conditional distribution that satisfies the energy constraint, then every iteration returns a legal collection of conditional distributions. Hence indeed this algorithm can be used to compute C N , and the (spatial) computational complexity is exponential in N.
Next we want to relax the upper bounds C N to obtain a dynamic programming recursion similar to the case FSC-X/EH-SC1. Recall that the energy harvesting process {E n } ∞ n=1 is a homogeneous Markov chain of order r ≥ 0. Define the "overall" state Z n E n n−r+1 S n , with alphabet Z E r H × S. When r = 0, E n is i.i.d. and Z n = S n , whose transition probability p(z n+1 | x n z n ) can be obtained through (8) . Now assume r > 0. For each z n = e n n−r+1 s n ∈ Z, if z n+1 = e n+1 n−r+2 s n+1 for some e n+1 s n+1 , then p(z n+1 | x n z n ) = p(e n+1 | e n n−r+1 ) · 1 {S(x n ,s n ,e n+1 )=s n+1 } , otherwise p(z n+1 | x n z n ) = 0. Note that these transition probabilities are independent of n. Furthermore, let π b 1 ,e −r denote the distribution of Z 1 when B 1 = b 1 and E −r = e −r , which is determined by p(e 1 s 1 |b 1 e −r ) = p(e 1 | e −r ) · 1 {S(b 1 ,e 1 )=s 1 } .
We relax C N by providing more energy information to the receiver in (42) . For fixed B 1 = B and E −r = e −r , we know E 1 S 1 is conditionally independent of V N and so
Now in the setting of feedback channel view Y n E n+1 S n+1 as the channel output and E n as the feedback. Then similar to 2) above we can show
where X N = V N (E N ). Since given X n Z n , Y n E n+1 S n+1 is independent of all other previous random variables, we have
and as a result of these (in)equalies
For z ∈ Z define s(z) to be the S-component of z, and let
Similar to the previous subsection, we define P * z , P * , p n , and Q w.r.t. the state Z n , and write
Moreover, for an arbitrary distribution π on Z, definẽ Observe that when B 1 = B and E −r = e −r are fixed, for any
It further induces a set of conditional probabilities { p n } N n=1 ⊂ P * , which together with P Z 1 = π B,e −r and p(y n e n+1 z n+1 | x n z n ) uniquely determines the RHS of (44) (see [11, App. VIII]). Thus for any P V N ∈ P (N) B we have
and so with (42) we can establish the following theorems.
Theorem 39: Assume {E n } ∞ n=1 is Markov of order r ≥ 0. Then for each N,
is an upper bound for the channel capacity of EH-SC2. with the initial conditionc 0,z = 0, ∀z ∈ Z.
Since E n+1 is independent of X n given Z n , we can rewrite the expression
with P X n |E n+1 Z n = p n to further simplify the computation. Also, since
we can replace the mutual information in the definitions ofc N,z ,C N andc N (π) by the corresponding conditional entropies to definec N,z ,C N andc N (π) and obtain: Theorem 41: Assume the base of log is e. We havẽ C N ≤C N ,c N (π) = z∈Z π(z) ·c N,z and
with the initial conditionc 0,z = 0, ∀z ∈ Z.
The proofs for Theorems 40 and 41 are similar to Theorems 33 and 35, respectively, and hence are omitted.
Remark 42: When X n is uniquely determined by Y n (e.g., Y n = X n ), we haveC N =C N .
VII. NUMERICAL RESULTS

A. Achievable Rates
We illustrate the computation and optimization of the achievable rates in Section IV with the following energy harvesting examples. In all the examples {E n } is an i.i.d. Bernoulli( p) process with E H = X = {0, 1}, and we assume the battery limit B = 1. Example 43: The energy model satisfies (2) and (6), i.e., the harvested energy is immediately available and the energy cost is quadratic. Since B = 1, the energy states take value in S = {0, 1, 2}. The energy harvesting probability p = 0.5. The DMC in this model is BSC(q), i.e., the binary symmetric channel with crossover probability q.
The energy information scenario can be either EH-SC1 or EH-SC2, but we only use results for the former to compute achievable rates (which work in both cases). Let m = 1 in Section IV-B, then case ii) of Theorem 21 is satisfied and so W is indecomposable. Furthermore, the input alphabet of the surrogate channel is
where we use vectors in X |S| to represent functions. That is, for example, if v n = v c and s n = 1 (the second element in S), then x = 1 (the second coordinate of the vector v c ). The channel state transition probability is given by p(s n+1 |v n s n ) = P (i) (s n +1, s n+1 +1), where i = 1 for v n ∈ {v a , v b } and i = 2 for v n ∈ {v c , v d }, and For the surrogate channel W we compute the i.u.d. rate, which is the information rate for the i.i.d. uniform input process, and optimize the information rates over Markov input processes of orders 0 (which is i.i.d.) and 3. The results of the computation are shown in Fig. 3 . For comparison, in the same figure we also show the capacities for the same BSC without energy constraint, and with zero battery. The BSC capacity is 1 − H (q) , which is an upper bound for the case of infinite battery, and this bound is tight when p ≥ 0.5 (using an argument similar to [6] ). The zero battery capacity, as commented in Section II-B, can be obtained by constructing an equivalent DMC using Shannon's method [20] . The new input alphabet U = {u a , u b }, where u a = (0, 0) and u b = (0, 1), both of which are functions of E n . The transition probability is
In particular, p(y|u a ) = p(y|0) and p(y|u b ) = 0.5. The capacity of this DMC is H (q) ), where α = 2 DMC is replaced by an AWGN channel, i.e., Y n = X n + Z n with Z n ∼ N (0, σ 2 ).
As remarked in Section IV-D, since (22) holds, we can develop similar achievable rate results as Example 43. Under the same setting we compute the i.u.d. rate and optimize the information rates over Markov input processes of orders 0 and 3. The results of the computation are shown in Fig. 4 , where for convenience we define SNR = E /σ 2 , the ratio of the energy quantization unit and the noise variance. For comparison, in the same figure we also plot the information rates for the noiseless case (σ = 0) and the capacities for the same AWGN without energy constraint (which is an upper bound for the case of infinite battery) and with zero battery. The former is computed using numerical optimization, since the channel input is finite (which cannot be Gaussian as for the usual AWGN channel). The latter can also be treated similarly as in Example 43 using Shannon's method [20] (extended to the continuous output alphabet case). The resulting equivalent channel is memoryless with finite input and continuous output, whose capacity can also be computed using numerical optimization.
Example 45: The energy model satisfies (3) and (6), i.e., we require E n to be stored in the battery first and the energy cost is quadratic. Since B = 1, the energy states take value in S = {0, 1}. The DMC in this model is BSC(q).
The energy information scenario can be either EH-SC1 or EH-SC2, but we only use results for the former. Let m = 1 or 2 in Section IV-B, then case i) of Theorem 20 is satisfied and so W is indecomposable. Furthermore, when
which are again viewed as vectors in X |S| . The channel state transition probability p(s n+1 |v n s n ) = P (i) (s n + 1, s n+1 + 1), where i = 1 for v n = v a and i = 2 for v n = v b , and
When m = 2, the input alphabet of W can be written as
which are represented as vectors in X |S| 2 and indexed by the binary pair (s n−1 , s n ). For example, if v n = v c while (s n−1 , s n ) = (0, 1) (the second pair in S 2 ), then x n = 1 (the second coordinate of the vector v c ). The channel state transition matrices can be obtained similarly to m = 1. When m = 1, q = 0 or 0.1, for the surrogate channel W we compute the optimized information rates for Markov input processes of orders 0 and 6. The results are deferred to Fig. 7 and Fig. 8 , plotted together with the various capacity bounds computed in the next subsection. In Fig. 5 and Fig. 6 we also compare the optimized information rates for m = 1 and m = 2, when the input Markov order is 0 and 1, respectively, for both q = 0 and 0.1.
Observing from the achievable rate plots for these three energy harvesting examples, we have the following remarks:
1) Compared to the zero battery case, using the minimum non-zero battery (whose energy storage is just enough to transmit any single symbol) can obtain a remarkable channel capacity gain; it even achieves a significant fraction (around 70% in the first two examples) of the capacity for the infinite battery case. 2) The optimized Markov input processes (including the iid case) achieve much higher information rates than the i.u.d. input. However, while the information rates are higher for higher-order Markov processes, the increase is not significant. This phenomenon is also observed in the numerical simulation results in [17] . 3) Fig. 5 and Fig. 6 provide some simulation results in connection with Conjectures 17 and 23. However, this connection is only indirect since these conjectures are concerned with the capacity of W , but not the maximum achievable rate under a particular input Markov-order constraint. For most parameter values in Fig. 5 and Fig. 6 , the information rates for m = 1 and m = 2 coincide, except that when the Markov order is 1 and q = 0, the rates for m = 2 are slightly higher in the middle range of p. There are several possible reasons for this slight difference: i) the maximum achievable rates may not be achieved by the GBAA (see discussions in Section IV); ii) the sequence length in the simulations may not be enough, since there is a known issue for such stochastic algorithms: it may require a extremely long sequence to remove the initialization bias when a high numerical precision is desired (see [44] ); iii) the conjectures may not be true when the input is constrained to be a Markov process of a fixed order.
B. Capacity Bounds
We use an energy harvesting example, Example 45 above, to demonstrate the computation of the bounds in Sections V and VI. For this channel we plot various capacity bounds and achievable rates for q = 0 and q = 0.1, respectively, in Fig. 7 and Fig. 8 . The notations are explained under Fig. 7 . Each bound is prefixed by UB or LB, to denote whether it is an upper or lower bound. In many notations we also explicitly indicate the scenario from which the corresponding bounds are derived; but also recall that the lower bounds/achievable rates for EH-SC1 also work for EH-SC2, and that the upper bounds for the latter are also upper bounds for the former. With that in mind, we can see that for both q = 0 and q = 0.1, the true channel capacity for either scenario actually lies in the shaded region, which happens to be the area between the smallest upper bound and the largest lower bound in the respective figures. The optimized achievable rates LB-r0, LB-r6 are computed in the previous subsection (note that m = 1 here, and note that we change the notation "IR" to "LB" to denote that they are capacity lower bounds). The relaxed upper bound from Theorem 39 is denoted by UB-SC2-LN to emphasize its linear complexity. The notation UB-LNX for the upper bounds from Theorem 35/41 is similarly defined, where X denotes the relaxation from conditional mutual information to conditional entropy of X n in (41) or (45) . Since E n is i.i.d., the overall state Z n in Section VI-B become S n , and in this example one can show that these two theorems indeed give the same bound. In addition, UB -SC1 (from [9] ) is an upper bound for EH-SC1 when q = 0, whereas when q > 0 this result does not apply.
For the linear complexity bounds UB-SC1, UB-SC2-LN, and UB-LNX, we can easily compute their values for block length N = 10 4 , when the bounds seem to have converged to their respective limits (cf. Fig. 9 ). For the exponential complexity bound UB-SC2, we are able to compute it up to N = 16; for the double-exponential complexity bound LB-SC2, however, we are only able to compute it up to N = 4.
In the noiseless case Fig. 7 , the four upper bounds UB-SC1, UB-LNX, UB-SC2-LN and UB -SC1 collapse to a single one. The coincidence of UB-SC1 (resp. UB-SC2-LN) and UB-LNX is guaranteed by Remark 36 (resp. Remark 42). The coincidence of UB-SC1 and UB -SC1 hints that the best full-CSIR upper bound in EH-SC1 can be achieved when taking the bound in Theorem 32 (or equivalently Theorem 25) to its limit/infimum. Furthermore, the coincidence of UB-SC1 and UB-SC2-LN suggests that when supplying the information of S n to the receiver, the information of E n is not necessary for the noiseless case. Also from Fig. 7 we can observe that UB-SC2 (considered as an upper bound for EH-SC1) appears uniformly looser than UB-SC1, but it is unclear whether this is still the case when N → ∞, since we are only able to compute the former up to N = 16. For the same reason, although UB-SC2-LN and UB-LNX are both relaxations of UB-SC2 and yield looser bounds for every fixed N, the end results in Fig. 7 are indeed tighter when we compute them for a much larger N.
In the noisy case Fig. 8, all curves are separated. The upper bound UB-LNX is the same as the case q = 0, which can be seen from the relaxation (41) or (45) . The bound UB-SC2-LN is looser than UB-SC1, which suggests that supplying the information of E n in addition to S n at the receiver helps identifying the source message in the noisy case. Moreover, the bound UB-SC2 is now tighter than UB-SC1, despite the fact that the latter is computed at a much larger block length. This phenomenon suggests that providing S n to the receiver gives away more information of the source than providing E n , which yields a looser bound in the more noisy case q = 0.1. In fact, as remarked in Section V-D, both {S n } and {E n } can be viewed as the output of a second channel from {X n }. If this second channel is strong compared to the original one, then the corresponding upper bound is loose. This might explain why UB-SC2 performs better than UB-SC1: while {S n } is deeply coupled with {X n } (cf. (4)), {E n } is much less so and the channel between {X n } and {E n } is much weaker. (But of course, UB-SC1 has the advantage of a linear computation complexity.) Also, this effect becomes more prominent when the original channel is more noisy. Furthermore, from Fig. 8 the relaxations UB-LNX and UB-SC2-LN now both appear uniformly looser than the bound UB-SC2. However, when p is small, the advantage of linear complexity can still yield a tighter bound, as illustrated for the case p = 0.01 in Fig. 9 : we can only compute the exponential-complexity upper bound UB-SC2 up to N = 16 and the resulting best bound is 0.1432 bit/channel use, whereas UB-SC2-LN gives a much smaller bound 0.0492 at block length N = 10 4 .
VIII. CONCLUSIONS
We study the channel capacity problem of a discrete energy harvesting channel with a finite battery in its full generality. After introducing two energy harvesting channel models and a related finite state channel model, we convert them into their respective equivalent channels and express the capacities using Verdú-Han's formula. Then some simplifying restrictions are imposed on the inputs to give a surrogate channel for each equivalent model. Such types of channels allow us to use the Shannon-McMillan-Breiman theorem to compute some achievable rates, under the necessary stationarity and ergodicity conditions. These rates are then optimized using the GBAA algorithm. Following that we utilize Gallager's technique and Verdú-Han's bounds to arrive at a series of capacity upper bounds by providing channel side information to the receiver. In addition, a lower bound in a similar form is also derived. The upper bounds are further simplified and relaxed to reduce the computational complexity.
Our results can be extended to several directions. As discussed in Section IV-D, the theory in Section IV can be generalized to continuous energy harvesting channels when the input alphabet is finite, e.g., an AWGN channel with finite input. Similarly, with routine modification of the notations, it is also natural to generalize the capacity bounds in Sections V and VI to the finite-input continuous-output alphabet case. In addition, we can extend the results for both the achievable rates and capacity bounds to certain discrete energy harvesting channels with channel memory. For example, if the channel is not DMC, but an FSC, we can easily incorporate the channel state of the FSC in the derivations in both Section IV and Section V and obtain corresponding results.
The results in this paper can also provide some guidelines in the design of practical energy harvesting communication systems. For example, one implication of our numerical results is that, if battery storage is costly, it might be a good strategy to invest in a small but nonzero battery, as it can provide a significant capacity gain over a system with no battery, while investing in a big battery can only yield a limited increase in channel capacity. Furthermore, if the conjectures in Section IV are true, namely, the optimal input functions depend only on the current energy state, then designing energy harvesting channel codes can be greatly simplified-we would only need to consider codewords whose input symbols take this special form. In addition, the numerical results further show that i.i.d. random codes on this type of input functions with an optimized distribution can have a good performance.
APPENDIX A PRELIMINARIES FOR THE STATIONARITY
AND ERGODICITY THEORY In the first few sections of the appendices we introduce the theory of stationarity and ergodicity for Markov channels, mostly established in [25] and [26] (also see Gray's books [37] , [45] ). It turns out, however, that some results in Gray et al. [26] are inaccurate and/or not properly proved. In addition, besides the existing theory we also want to develop some extended results tailored for our own purposes. Hence in the following few sections we first present the necessary background and preliminary results, then state the relevant theory of Markov channels from the literature, correct or supplement it if necessary, and derive some results of our own. Next we study the special case of a finite state channel with a finite-order Markov input, and obtain some other ergodicity conditions using results from [27] for stationary Markov chains. Following that we present the Shannon-McMillan-Breiman theorem in the setting of an AMS ergodic process, and then develop some useful results for the joint and marginal processes.
We mostly follow the notations in [25] and [26] (which use a convention different from our main text), to make the notations consistent with the related literature to facilitate a coherent understanding of the material. Due to space limitation, we omit some long proofs and detailed derivations and refer the interested readers to [23] .
The first section of the appendices is devoted to the preliminaries. We gather the most frequently used notations, concepts and preliminary results for the theory, and refer the interested readers to the original works on Markov channels [25] , [26] for the rest. Most of the terminology and basic results can also be found in Gray's books [37] , [45] .
A. General Properties
Let ( , F) be a measurable space and T : → be a measurable mapping on it. Define a probability measure μ on ( , F) to be stationary 22 if exists for all F ∈ F, we say μ is asymptotically mean stationary (AMS). The above equation also defines a stationary probability measure on ( , F), which is called the stationary mean of μ and is usually denoted byμ. Define an event F to be invariant if T −1 F = F. μ is ergodic if μ(F) is either 0 or 1 for all invariant events F. Note that an AMS measure is ergodic iff its stationary mean is [45, Lemma 6.7.1].
We say a dynamical system ( , F, μ, T ) is stationary, AMS, or ergodic if the measure μ is. The following lemmas provide some useful results regarding the AMS property of a dynamical system (see [45, Secs. 6.2-6.3]):
Lemma 46: ( , F, μ, T ) is AMS iff there exists a probability measureμ on ( , F) which is stationary and which agrees with μ on each invariant event.
Lemma 47: ( , F, μ, T ) is AMS if there exists a stationary probability measureμ on ( , F) such that for any invariant F ∈ F, μ(F) = 0 wheneverμ(F) = 0.
B. Sources, Channels, and Hookups
The dynamical systems we are interested in are sources and source-channel hookups, both of which can be either two-sided or one-sided. Let (A, A) be a measurable space, on which we want to define the one-and two-sided sequence spaces and sources. Let (A ∞ 1 , A ∞ 1 ) denote the measurable space of one-side sequences from alphabet A, whose sample space is composed of all sequences (x 1 , x 2 , · · · ) from A and whose σ -field A ∞ 1 is the usual product σ -field of A ∞ 1 . Let T be the left shift on A ∞ 1 , i.e., T : (x 1 , x 2 , · · · ) → (x 2 , x 3 , · · · ), which is a measurable map. A dynamical system (A ∞ 1 , A ∞ 1 , μ, T ) of this form is called a one-sided source, or process, and is abbreviated to [ A, μ] . A two-sided source (A ∞ , A ∞ , μ, T ) is defined analogously: the sample space A ∞ consists of all two-sided sequences (· · · , x −1 , x 0 , x 1 , · · · ) from A and the σ -field A ∞ 1 is the corresponding product σ -field. Again, T is the left shift, which maps a sequence
Note that in this case T has an inverse (the right shift), and both T and T −1 are measurable.
The same notation T is used for the left shifts on both spaces, but context should make clear what the underlying space is. Furthermore, for unified treatment of both cases, let ( A , A ) denote the one-or two-sided sequence space of (A, A) , and let I denote the time index set, which equals Z + {1, 2, · · · } or Z for the one-or two-sided cases, respectively. Recall that the basic events of the sequence spaces are the (finite dimensional) rectangles, also called the cylinder sets, which are subsets F of the form
where J is a finite subset of I and F i ∈ A for all i ∈ J. The sets F i , i ∈ J are called the coordinate events. When F i is a singleton for each i ∈ J , F is called a thin cylinder.
A channel [ A, ν, B] with input alphabet A and output alphabet B is defined by a family of probability measures {ν x : x ∈ A } on ( B , B ) such that for each event F ∈ B , the map
A channel is called one-or two-sided if the underlying sequence space is. Given a source [ A, μ] and a channel  [ A, ν, B] , the source-channel hookup, or the input-output process, is the process [ A × B, μν] , where the measure μν is defined by
with F x being the section of F at x:
The corresponding left shift for this process is still denoted by T , with
Sometimes when the alphabets are understood we simply denote the above source, channel, and their hookup by the corresponding measures μ, ν, and μν, respectively. As usual, the random processes corresponding to the source and hookup can be denoted by their respective sequences of coordinate random variables {X n } n∈ I and {(X n , Y n )} n∈ I , where for any n we define
Sometimes we also drop the subscript n ∈ I when there is no confusion. We say these random processes are stationary, AMS, or ergodic if the underlying dynamic systems are. Furthermore, for convenience we define the projection map π between the one-and two-sided spaces on A as
Similarly define the projection maps for the alphabets B and A × B, which are still denoted by π. It is easy to verify that π is always measurable and stationary, namely, π T = T π.
The term "stationary" is justified in [37, Lemma 9.3.1], which shows that connecting a stationary source to a stationary channel yields a stationary input-output process. The channel is said to be AMS if, for every AMS source, the source-channel hookup is AMS. An AMS channel ν is ergodic if the hookup μν is ergodic whenever μ is AMS and ergodic.
A simple example of stationary channels is the family of stationary memoryless channels. 23 Every channel [ A, ν, B] in this family is associated with a collection of probability measures {q a : a ∈ A} on (B, B) , such that for each output rectangle F ∈ B ,
where J is the index set and F i , i ∈ J are the coordinate events of F. When A and B are finite sets, ν is called a discrete memoryless channel (DMC).
C. Markov Channels and Finite State Channels
Fix the input and output measurable spaces (A, A) and  (B, B), where (A, A) is arbitrary, but B is a finite set with cardinality K and B consists of all subsets of B. Let P denote the space of all K × K stochastic matrices P, whose (i, j )-th entry is denoted by P(i, j ) for 1 ≤ i, j ≤ K . Using the Euclidean metric on P we can construct its Borel σ -field to form a measurable space, which in turn induces a oneor two-sided sequence space ( P , P ). Given a sequence P ∈ P , let M(P) denote the set of all probability measures on ( B , B ) with respect to which Y m , Y m+1 , · · · forms a (non-homogeneous) Markov chain with transition matrices P m , P m+1 , · · · for any integer m ∈ I. That is, λ ∈ M(P) iff ∀m ∈ I , ∀n > m, and ∀y m , · · · , y n ∈ B,
In the one-sided case only m = 1 need be verified.
As before we say a map φ : M(φ(x) ), ∀x ∈ A .
The major results proved in [25] by Kieffer and Rahe for Markov channels is summarized in the following theorem:
Theorem 48: Every one-and two-sided Markov channel is AMS. Now let A also be finite and let {P a : a ∈ A} ⊂ P. If a one-sided Markov channel [ A, ν, B] satisfies φ(x) n [φ(x)] n = P x n , ∀n > 0, then ν is called a finite state channel. In this case, the matrix produced by φ at time n depends only on the input at that time, x n . This definition is equivalent to Gallager's finite state channel (FSC) defined in [18] (see Definition 1), in terms of channel transitions. In fact, for the latter definition we have finite input, output, and state alphabets with respective symbols X n , Y n , and S n that fulfill the conditional probability requirement 24 Pr ⎛ ⎝ Y n = y n , S n+1 = s n+1
= p(y n s n+1 | x n s n ). (46) 23 In [37] such channels are simply called memoryless channels. 24 As in the main text, the state index is increased by 1 compared to the original definition in [18] .
In other words, conditioned on (X n , S n ), the pair (Y n , S n+1 ) is independent of all prior inputs, outputs, and states. 25 If we define the new output Y n of the channel as the output-state pair (Y n−1 , S n ) with P x n y n , y n+1 = P x n ( (y n−1 , s n ), (y n , s n+1 ) ) p(y n s n+1 | x n s n ), then Gallager's model fits in the definition here. The other direction is obvious if we define S n = Y n . In light of their equivalence, we do not explicitly distinguish the two definitions in this paper. Most of the time we will find out that it is more convenient to work with the first one when studying the general theory, while the second one provides more flexibility when dealing with specific channel models.
D. Constructions by Kieffer and Rahe
To prove Theorem 48, Keiffer and Rahe establish some intermediate source and channel constructions in [25] , which we will need for the relevant ergodicity results and are summarized below.
Let [ A, μ] be an AMS source and [ A, ν, B] be a Markov channel, with φ being the corresponding stationary map. Since μ is AMS, by Lemma 46 there is a stationary measureμ on ( A , A ) that agrees with μ on each invariant event in A . (μ can be simply taken to be the stationary mean of μ.) Define a two-sided stationary source [ A,μ * ] as follows: if the original source is two-sided, thenμ * =μ; otherwise letμ * be the two-sided stationary extension 26 of the one-sided measureμ, which is specified bȳ μ * ( (X m , X m+1 , · · · ) ∈ F ) =μ(F), ∀m ∈ Z, ∀F ∈ A ∞ 1 . In particular, considering m = 1 we havē μ * (π −1 F) =μ(F).
Also, define a two-sided stationary map φ by setting φ = φ if the original system is two-sided, and defining
In particular, for the latter case (π(x) ). Furthermore, [25] constructs a measurable subset R ⊂ P ∞ and proves that the measurable set
is invariant and has probability 1 under any stationary probability measure on (A ∞ , A ∞ ), in particular μ * (R ) = 1. 25 Actually from (46) , (Y n , S n+1 ) is also conditionally independent of the future inputs, i.e., the channel is causal. It is also implicitly assumed when computing the block conditional probability in [18] (equation (4.6.1)). This condition is indeed satisfied by the FSC models we study. (See [23] for more discussion). 26 Such an extension is always possible and unique by the Kolmogorov extension theorem if the measurable space ( A, A) is standard, which is true for countable or Euclidean spaces. Interested readers may consult [45, Ch. 2,3] for details.
With these constructions Kieffer and Rahe define a two-sided channel [ A,ν, B] which has the following properties:
1)ν is stationary and hence so is the input-output process μ * ν . 2)ν x ∈ M(φ (x)) for x ∈ R , soν has the same transition structure as ν,μ * -a.e. Besides, if the original system is two-sided, then μν is absolutely continuous w.r.t.μ * ν . In particular, for any invariant event F ∈ A ∞ × B ∞ , μν(F) = 0 wheneverμ * ν (F) = 0, whereas if ν is one-sided, [25] defines the "one-sided restriction" of the two-sided measureμ * ν as
which is also stationary since π is. Moreover, if F ∈ A ∞ 1 × B ∞ 1 is invariant and (μ * ν ) (F) = 0, then also μν(F) = 0. Therefore in both cases μν is AMS by Lemma 47, and so is ν.
Remark 49: In [26] property 2) ofν is assumed to be true for all x ∈ A ∞ , which is not the case in the original construction of [25] . This misrepresentation is one source of inaccuracy for Lemma 2 and the proof of [26, Theorem 2] , which we will fix in later sections.
From these facts we can also obtain the following two results regarding the ergodicity of certain related processes, which are indispensable in current approaches for proving ergodicity of Markov channels. Although their proofs are not difficult and [25] uses these results without explicitly proving them, we provide the proofs below for the sake of clarity and completeness.
Lemma 50: If μ is ergodic, then so is the auxiliary measurē μ * for both one-and two-sided systems.
Proof: By constructionμ is ergodic iff μ is, so for the two-sided case we are done. For the one-sided case, by the generating field structure of A ∞ and [45, Lemma 6.7.4] it is enough to prove that
for all rectangles F, G ∈ A ∞ when μ is ergodic. But by the stationarity ofμ * , without loss of generality we can assume the relevant coordinates for the rectangles F and G are positive. Thus there exists rectangles F , G ∈ A ∞ 1 such that F = π −1 F and G = π −1 G . Now by the relation ofμ andμ * and the stationarity of π, (47) becomes
which is true by [45, Lemma 6.7.3] whenμ is ergodic.
Lemma 51: If the auxiliary measureμ * ν is ergodic, then so is μν for both one-and two-sided systems.
Proof: Observe that the complement of an invariant event is also invariant. In the two-sided case, ifμ * ν (F) = 1 for an invariant F, thenμ * ν (F c ) = 0 and so μν(F c ) = 0, and thus μν(F) = 1. Hence ergodicity ofμ * ν implies ergodicity of μν. For the one-sided case, let F ∈ A ∞ 1 × B ∞ 1 be invariant, then π −1 F ∈ A ∞ × B ∞ is also invariant as π is stationary. Assumeμ * ν is ergodic, then
which is either 1 or 0. Again by the same argument, μν(F) = 1 or 0 and hence μν is also ergodic.
APPENDIX B ERGODICITY RESULTS FOR MARKOV CHANNELS
With the preparation in the previous section, we are now ready to present the relevant results in [26] , together with our comments, amendments, and corrections. In the meantime, we will develop some supplementary or extended results to apply in our own work.
A. Weak Ergodicity of Markov Channels
Assume the same setting as the previous section, where we have an AMS source [ A, μ] and a Markov channel [ A, ν, B] with the corresponding auxiliary constructions. For any m ∈ I, ∀n > m and ∀x ∈ A , we denote the output transition probability matrix for ν from time m to n by H mn (x) = H m,n (x). In other words, for 1 ≤ j, k ≤ K ,
where we fix an ordered enumeration
Since ν x ∈ M(φ(x) ),
Similarly, for the auxiliary two-sided channelν, for any m < n ∈ Z and ∀x ∈ A ∞ we define the matrix
Thus if ν is two-sided, then φ = φ and so
Definition 52: Let H mn denote the transition matrix from time m to n for a non-homogeneous Markov chain with K states, for 0 < m < n. The Markov chain is called weakly ergodic if ∀m > 0 and ∀1 ≤ i, j, k ≤ K ,
A Markov channel ν is weakly ergodic if ∀x ∈ A , ∀m ∈ I,
We also say it is weakly ergodic on a set F if (53) holds for all x ∈ F. Furthermore, ν is called weakly ergodic μ-a.e. for a probability measure μ if it is weakly ergodic on a set with μ-measure 1.
Since φ is stationary, by (48)
This relation is true for both one-and two-sided channels for all m ∈ I , noting that in the latter case T is invertible and so T m−1 x is always a single point. Hence we only need to verify (53) for the special case m = 1 to prove the weak ergodicity of a Markov channel. Similarly, for the almost everywhere definition we have Lemma 53 [26, Lemma 1] : Suppose μ is a stationary source. Then a Markov channel ν is weakly ergodic μ-a.e. iff for m = 1, (53) holds with μ-probability 1.
Given a K × K stochastic matrix P, define
where (a) + max{0, a}. It is the maximum total variation distances between the rows of P, with 0 ≤ δ(P) ≤ 1. P is called scrambling if δ(P) < 1, which holds iff for any two rows i and k there is at least one column j for which both P i j > 0 and P kj > 0; or equivalently, no two rows of P are orthogonal. Moreover, for any stochastic matrices P and Q,
Observe that for any fixed m, (52) is true iff
This gives an equivalent definition for the weak ergodicity of a non-homogeneous Markov chain. By the same token we have the following lemma. Its first part comes from [26, Lemma 2] with the issue ofν (metioned in Remark 49) fixed, while the second part comprises two statements supplemented by ourselves.
Lemma 54: ([26, Lemma 2] , Amended and Extended):
In this case, the induced channelν is weakly ergodic on R . Given a source [ A, μ], a Markov channel ν is weakly ergodic μ-a.e. iff the event F
x ∈ A : lim n→∞ δ(H mn (x)) = 0, ∀m ∈ I has μ-probability 1. If the μ is stationary, then only m = 1 need be considered. Furthermore, if μ is AMS, then ν is weakly ergodic μ-a.e. iffμ-a.e., in which caseν is also weakly ergodic on a subset of R withμ * -probability 1.
Proof: See [23] . The first main result in [26] provides an alternative characterization of a.e. weakly Markov channels. Let E[ · ] denote expectation, i.e., the integration w.r.t. the corresponding measure.
Theorem 55: [26, Theorem 1] : A necessary condition for a Markov channel ν to be weakly ergodic μ-a.e. for a stationary measure μ is that there exists an N such that
A sufficient condition for ν to be weakly ergodic μ-a.e. for a stationary and ergodic measure μ is that there exists an N such that (55) holds. Gray et al. further derive three corollaries of this theorem in [26] . However, all of them are inaccurate in that they all require an additional condition to hold: the source μ need be ergodic, apart from being stationary. That is because, indeed all three proofs make use of the sufficient condition of the theorem. Below we state these corollaries as lemmas, together with the corrections and some extended results.
Lemma 56 ( [26, Corollary 1] , Corrected and Amended): Given a Markov channel ν and a stationary ergodic source μ the following conditions are equivalent.
a) The channel is weakly ergodic μ-a.e.. b) For μ-a.e. each x, ∃n such that no two rows of H 1n (x) are orthogonal; or equivalently, H 1n (x) is scrambling, i.e., δ(H 1n (x)) < 1. c) The channel has the "positive column property" μ-a.e.;
that is, for μ-a.e. each x there is an n for which H 1n (x) has a positive column. Proof: The proof provided in [26] is mostly correct, except that the result that b) implies a) does require the sufficient condition of Theorem 55. To prove that result, assume b) is true but a) is false. Then E[ ln δ(H 1n (X)) ] = 0 for all n, otherwise by the sufficient condition ν is indeed weakly ergodic μ-a.e.. As ln δ(·) ≤ 0, for each n we must have ln δ(H 1n (x)) = 0 on a set F n with μ-probability 1. Thus the intersection n>1 F n also has μ-probability 1, on which δ(H 1n (x)) = 1 for all n. As a result, the set
is null, i.e., μ(E) = 0. This is a contradiction, since μ(E) = 1 by b).
From the proof above, the contradiction still exists as long as E-the set on which the requirement for b) holds-has a positive μ-probability. Also, for each point x the requirement for b) is implied by that of c). Hence we can relax the conditions b) and c), to only requiring them to hold on a set with positive μ-probability, and the lemma is still correct. However, actually this is not a true relaxation, in view of our next lemma.
Lemma 57: Let μ be stationary and ergodic. The corresponding requirement for each condition of Lemma 56 holds μ-a.e. iff it holds on a set of positive μ-probability.
Proof: See [23] . Furthermore, note that for both conditions b) and c), the corresponding properties only need to hold on a finite segment of a sequence. Combining this observation with the definition of finite state channels, we have the following corollary.
Corollary 58: Let μ be a stationary ergodic source and ν be a Markov channel. For either condition b) or c) of Lemma 56, if there exists a finite-dimensional rectangle F possessing positive μ-probability such that the corresponding requirement holds for all x ∈ F, then ν is weakly ergodic μ-a.e. In particular, when ν is a finite state channel and F is a thin cylinder, we have a specific result: let (a 1 , · · · , a n ) ∈ A n , if 1) μ(X 1 = a 1 , · · · , X n = a n ) > 0, 2) n i=1 P a i is scrambling, or has a positive column, then ν is weakly ergodic μ-a.e.
Proof: The first statement follows from the two lemmas above. For a finite state channel ν, let F be the thin cylinder with coordinate events F i = {a i } for 1 ≤ i ≤ n. Then by (48)
Hence the second statement holds as a special case of the first one.
The second corollary of Theorem 55 deals with Gallager's concept of indecomposable finite state channels [18] , which is generalized to all Markov channels in [26] as follows.
Definition 59: A Markov channel ν is indecomposable in the Gallager sense 27 if for every > 0 there is an N such that ∀n ≥ N, ∀x ∈ A , and ∀1 ≤ i, j, k ≤ K ,
Remark 60: For a Markov channel both the indecomposability in the Gallager sense and the weak ergodicity require that asymptotically the rows of the transition matrix become more and more alike. However, the former requires uniform convergence for all input sequences x while the latter does not.
If a Markov channel ν is indecomposable in the Gallager sense, then ν has the strong positive column property, that is, there is an n such that H 1n (x) has a positive column for every x. If ν is a finite state channel, then [18] shows that the relation is indeed if and only if. Since obviously strong positive column property implies positive column property, by Lemma 56 we have the following lemma.
Lemma 61 ( [26, Corollary 2] , Corrected): A sufficient condition for a Markov channel to be weakly ergodic μ-a.e. for a stationary and ergodic source μ is that it is indecomposable in the Gallager sense μ-a.e.
The third corollary of Theorem 55 is not used in our work and requires some extra definitions, hence we only correct it below and refer the interested readers to the original paper of Gray et al. for the concept of indecomposability for a Markov channel (which is different from Definition 59).
Lemma 62 ( [26, Corollary 3] , Corrected): A sufficient condition for a Markov channel to be weakly ergodic μ-a.e. for a stationary and ergodic source μ is that it is indecomposable μ-a.e.
Remark 63: Since Lemma 61 and 62 essentially use Lemma 56, by Lemma 57 we only need their corresponding conditions to hold on a set of positive probability. 27 In the main text we only use the term indecomposability in the context of an FSC and it refers exclusively to this definition.
B. Mixing and Ergodic Markov Channels
Before presenting the main ergodicity results for Markov channels, we require yet another definition of a class of channels, which was first introduced by Adler [46] .
Definition 64: A channel ν is called strongly mixing, or output mixing [37] , or asymptotically independent of the remote past [46] if for all output rectangles F and G and all input sequences x
It is called strongly mixing μ-a.e. for a probability measure μ if the above condition holds for all x in a set of μ-measure 1.
Remark 65: Immediately from the definition we can see that stationary memoryless channels are strongly mixing. In fact, the strongly mixing channels are proposed in [46] to generalize the idea of channels with finite memory.
The importance of strongly mixing channels lies in the following theorem, which is adapted from [46] and [37, Lemma 9.4.3] .
Theorem 66 (Adler's Theorem): Let ν be a stationary channel. If μ is a stationary ergodic source and ν is strongly mixing μ-a.e., then μν is also stationary and ergodic. Similarly, if μ is AMS ergodic and ν is strongly mixing μ-a.e., then μν is also AMS and ergodic.
Proof: For the statement with stationary μ, see [46] or [37, Lemma 9.4.3] for a proof. For the AMS case the proof can be easily adapted from the stationary case with [37, Lemma 9.3.2].
The following lemma connects the a.e. weak ergodicity and a.e. strongly mixing property of Markov channels.
Lemma 67 ( [26, Lemma 3] , Corrected): Given a stationary source μ, if a Markov channel is weakly ergodic μ-a.e., then it is also strongly mixing μ-a.e.
Remark 68: The original statement of [26, Lemma 3] claims that the reverse direction is also true. However, the proof for this direction has a missing link: [26, eq. (12)] is not necessarily true when ν x (F) = 0, thus one cannot deduce weak ergodicity from strongly mixing property by (12) . Nevertheless, since the reverse direction is not used in our work, we will not discuss possible fixes of that proof.
The proof of the above lemma in [26] indeed gives the following specific pointwise result, which we will use later.
Lemma 69: Let [ A, ν, B ] be a channel (not necessarily Markov) and x ∈ A . If ν x corresponds to a weakly ergodic Markov chain, namely, (53) is true for x, then (56) holds for x for all output rectangles F and G.
Next we state the second main result in [26] . Theorem 70 [26, Theorem 2] : If a stationary Markov channel ν is weakly ergodic μ-a.e. for a stationary and ergodic source μ, then μν is stationary and ergodic. A Markov channel is ergodic if it is weakly ergodic μ-a.e. with respect to all stationary measures μ (e.g., if it is weakly ergodic everywhere).
Remark 71: In fact the condition for the second statement can be weakened to just requiring ν to be weakly ergodic μ-a.e. with respect to all stationary and ergodic measures μ.
The proof of this theorem in [26] is mostly correct, except that the proof for the second statement has the issue ofν mentioned in Remark 49. Also it is too brief. In the following we use the same proof idea to extend this theorem to a more specific one tailored for our own purposes. Its proof not only rigorously assembles various results built up in the appendices, but also demonstrates the proper treatment of the corresponding measurable sets on which the desired properties hold. In particular, the above issue ofν is fixed in this proof.
Theorem 72: Let ν be a Markov channel and μ be an AMS ergodic source. If ν is weakly ergodic μ-a.e., then the inputoutput process μν is also AMS and ergodic.
Proof:
Construct the auxiliary measures/processes μ andμ * and the auxiliary two-sided channelν as in Section VIII-D. First from Theorem 48 we know μν is AMS and by Lemma 50 the stationary measureμ * is also ergodic. Next, as ν is weakly ergodic μ-a.e. and μ is AMS,ν is weakly ergodic on a subset R * ⊆ R withμ * -probability 1 by Lemma 54. Hence by Lemma 69 the condition in Definition 64 for the channelν holds for all x ∈ R * , soν is strongly mixinḡ μ * -a.e. Now asν is also stationary whileμ * is stationary and ergodic,μ * ν is also stationary and ergodic by Theorem 66. Finally, μν is also ergodic by Lemma 51.
Corollary 73: Let ν be a Markov channel and μ be a stationary ergodic source. If any one of the conditions in Lemmas 56, 61, and 62 holds on a set of positive μ-probability, then μν is AMS and ergodic.
The result is obtained by combining Lemmas 56, 57, 61 and 62, and Remark 63 together with Theorem 72.
Corollary 74: Let ν be a finite state channel and μ be a stationary ergodic source. Let (a 1 , · · · , a n ) ∈ A n , if 1) μ(X 1 = a 1 , · · · , X n = a n ) > 0, 2) n i=1 P a i is scrambling, or has a positive column, then μν is AMS and ergodic.
Proof: The result is obtained by combining Corollary 58 and Theorem 72.
APPENDIX C FINITE STATE CHANNELS WITH MARKOV SOURCES
In this section we specialize to the case of connecting a finite-order Markov input process to a finite state channel, and obtain some stationarity and ergodicity results. These results provide an alternative set of sufficient conditions for the Shannon-McMillan-Breiman theorem. We start our development with the ergodicity of finite-order Markov processes, and then extend to finite state channels with finite-order Markov sources. The main theoretical tool is the following theorem for the ergodicity of stationary Markov chains from [27] .
Theorem 75 [27, Theorem 1.19] : Consider a Markov chain on a finite state space {1, 2, · · · , K } with transition matrix P. Assume the initial distribution π is a positive stationary distribution for this chain, namely, π P = P and π i > 0 for all 1 ≤ i ≤ K . Then the corresponding stationary random process is ergodic iff P is irreducible, in which case π is the unique stationary distribution for P.
Assume {X n } n>0 is a Markov process of order k, with a finite alphabet A. Let W n denote the state (X n−k+1 , · · · , X n ) of the underlying Markov chain for n ≥ k. The state process {W n } n≥k and the original process {X n } n>0 uniquely determine each other, and the stationarity, AMS property, or ergodicity of one process implies the same property for the other. 28 Let P denote the transition matrix of the Markov chain. The process measure η of {W n } is determined by P and the initial distribution, and is AMS by [25, Theorem 9] . Letη be the stationary mean of η and π be the initial distribution forη, then π is a stationary distribution of P. 29 Denote the support of π by , which is called the contingent stationary support of the Markov process {W n } (since it depends on the initial distribution). It is easy to see that is a closed subset of A k , that is, P i j = 0 for all i ∈ , j / ∈ . Now assume that the Markov chain P is irreducible on . As the conditions for Theorem 75 are satisfied on with the initial distribution π, the stationary measureη is ergodic, and so is η (see [45, Lemma 6.7.1] ). Hence {W n } and {X n } are AMS ergodic processes. Conversely, if {X n } or {W n } is ergodic, then η, and soη are ergodic, and by Theorem 75, P is irreducible on .
Moreover, when either of the above conditions holds, Theorem 75 states that π is the unique stationary distribution for the chain on . Thus if another initial distribution on the Markov chain induces a process measureη, whose stationary mean has a (stationary) initial distributionπ that is also supported on , then necessarilyπ = π and the stationary mean isη. In particular, if = A k , or equivalently, (the full matrix) P is irreducible, then the stationary process measures for {W n } and {X n } are unique.
Summarizing the discussions above we have the following lemma.
Lemma 76: Let {X n } be a finite-alphabet finite-order Markov process, with an underlying state process {W n }, whose Markov transition matrix is P. Then both {X n } and {W n } are AMS. Let denote the contingent stationary support of {W n }, then {W n } (and {X n }) are ergodic iff P is irreducible on . Furthermore, when this is the case, any other initial distribution of the Markov chain that leads to the same contingent stationary support induces the same stationary mean for {W n } (and hence also the same stationary mean for {X n }), and so the corresponding processes are ergodic. In particular, if is the full state space, or equivalently, P is irreducible, then these stationary process measures are unique. Now consider a finite state channel defined in Gallager's form (46) . Assume the source process {X n } n>0 is Markov of order k > 0 and is independent of the initial state S 1 of the FSC, then the joint process {(X n , Y n , S n+1 )} n>0 is also Markov of order k. When {X n } is i.i.d. (i.e., k = 0), {(X n , Y n , S n+1 )} n>0 is simply Markov (i.e., of order-1). (See [23] for the details.) Hence by the lemma above, we have:
Lemma 77: If the source {X n } of an FSC is an order-k Markov process with k ≥ 0, then {(X n , Y n , S n+1 )} is a Markov process of order max{k, 1}. If the underlying Markov chain for the latter is irreducible on the contingent stationary support, then {(X n , Y n , S n+1 )} is AMS and ergodic.
In our energy harvesting channels we often encounter FSC's that satisfy p(y n s n+1 | x n s n ) = p(y n | x n s n ) p(s n+1 | x n s n ),
for which we will show that if the input-state process is AMS ergodic, then so is the full joint process (see Lemma 80 in Appendix E). Thus for such channels we have: Corollary 78: If the source {X n } of an FSC satisfying (57) is an order-k Markov process with k ≥ 0, then {(X n , S n+1 )} is a Markov process of order max{k, 1}. If the underlying Markov chain for the latter is irreducible on the contingent stationary support, then {(X n , Y n , S n+1 )} is AMS and ergodic.
APPENDIX D THE SHANNON-MCMILLAN-BREIMAN THEOREM
For a finite alphabet random process {X n } whose probability measure is denoted by p, we are interested in the convergence of the sample entropy − 1 n log p(X n ) to the entropy rate
whenever the limit exists. In information theory, this property is called the asymptotic equipartition property (AEP) [22] . When the process is i.i.d., AEP is easily proved using law of large numbers. When {X n } is stationary and ergodic, the Shannon-McMillan-Breiman (SMB) theorem for stationary processes [22] also gives the AEP; in particular, the sample entropy converges to the entropy rate with probability 1. Yet this result is still not general enough for our application in the energy harvesting systems, since the joint input-output process produced by the surrogate channel is often not stationary, but AMS instead. Hence we require an SMB theorem for AMS processes, which is also called the entropy ergodic theorem in [37] . Theorem 79: (Shannon-McMillan-Breiman/Entropy Ergodic Theorem [37] ) Let {X n } be a finite alphabet random process with an AMS ergodic process distribution p, whose stationary mean is denoted byp. Then the entropy rate (58) exists and
where the convergence is both p-a.e. and in L 1 -norm. Furthermore, the value of H (X ) is the same as Hp(X ), the entropy rate defined under the stationary measurep.
APPENDIX E JOINT AND MARGINAL PROCESSES
In this section we discuss the stationarity and ergodicity of a joint process and its marginals. In the settings of this paper we usually have a joint process, say {V n , S n , Y n }, and want to apply the SMB theorem on its various marginal processes, e.g., {V n , Y n } or {Y n }. It is enough to show the required AMS and ergodic properties for the joint process {V n , S n , Y n }, since from their respective definitions we can easily see that these properties are inherited by the marginal processes from the joint one.
We also have some remarks for the other direction. Consider a general channel [ A, ν, B ] whose input and output symbols are X n and Y n , respectively. Let [ A × B , η, B ] be another channel, whose input symbols are the pairs (X n , Y n ) and output symbols are Y n . Assume η is a stationary memoryless channel, then it is stationary and strongly mixing and so Adler's theorem applies. In particular, if a source [ A, μ] gives an AMS ergodic hookup μν, then by Theorem 66, connecting μν to η gives an AMS ergodic hookup (μν)η. In other words, the joint process {(X n , Y n , Y n )} n∈ I is also AMS and ergodic.
For the application in our energy harvesting channels, consider a special class of FSC models whose transition probability satisfies p(y n s n+1 | x n s n ) = p(y n | x n s n ) p(s n+1 | x n s n ).
(59)
We can view p(s n+1 | x n s n ) as the transition probability of a smaller finite state channel ν, with input symbols X n and output symbols Y n = S n . Furthermore, Y n can be viewed as the output of another DMC η, whose input symbols are the pairs (X n , Y n ) with transition probability p(y n | x n y n ) = p(y n | x n s n ).
Applying the argument from the previous paragraph to the channels ν and η, we have the lemma below. Consequently, to show the full joint process {(X n , S n , Y n )} n>0 is AMS and ergodic we only need to consider the smaller finite state channel p(s n+1 | x n s n ).
Lemma 80: For the FSC model (59) let {X n } n>0 be an input process that yields an AMS ergodic joint input-state process {(X n , S n )} n>0 , then the joint input-state-output process {(X n , S n , Y n )} n>0 is also AMS ergodic.
APPENDIX F FEEDBACK CHANNEL FORMULATION
In this section we gather some technical results from feedback channel literature [19] , and extend them to our setting with input constraints in Section VI. We mostly use notations in [19] , but we also use the notations of causal conditioning, which is common in the literature (see [11] for a detailed discussion). Assume all alphabets are finite.
A. Normal Feedback Channel
Let the input and output alphabets of a feedback channel be A and B, respectively. Upon the transmission of an input symbol a n ∈ A at time n, the channel outputs a symbol b n ∈ B with probability p(b n | a n , b n−1 ) and feeds back b n to the transmitter. The encoder of the channel maps each message to a code-function f N : B N−1 → A N , that causally maps b N−1 to the input a N :
Note that the code-functions here are essentially the input symbols for the equivalent channel (see Section II-B) defined for the feedback channel, and the joint distribution p( f N , b N ) satisfies
Sending a random code-function F N through the channel induces a collection of conditional input distributions { p(a n | a n−1 b n−1 )} N n=1 . For this channel we define the causal conditioning notations p(b n a n ) = n i=1 p(b i | a i b i−1 ), p(a n b n−1 ) = n i=1 p(a i | a i−1 b i−1 ), and we have the relation (see [11] ) p(a n b n−1 ) p(b n a n ) = p(a n b n ).
In this paper we use the following results from [19] : Lemma 81 [19, Lemma 5.1] : For any random codefunction F N , with probability 1 the induced conditional input distributions can be expressed as p(a n | a n−1 b n−1 ) = Pr(F n (b n−1 ) = a n | F n−1 (b n−2 ) = a n−1 ) for 1 ≤ n ≤ N, and so p(a n b n−1 ) = Pr(F n (b n−1 ) = a n ). Lemma 82 [19, Lemma 5.2] : Any random code-function F N induces a random variable
which is determined by the induced causal conditioning distribution p(a N b N−1 ) through the joint distribution p(a N b N ) = p(a N b N−1 ) p(b N a N ).
Hence I (F N ; B N ) = I (A N → B N ), which is determined by the induced collection { p(a n | a n−1 b n−1 )} N n=1 . Lemma 83 [19, Lemma 5.4] : For any collection { p(a n | a n−1 b n−1 )} N n=1 of input conditional distributions, there always exists a distribution on the code-functions F N that induces this collection.
B. Modified Feedback Channel
Now consider a channel with processed feedback 30 d n = ψ(b n ), a prior state D 0 , and an input constraint a n ∈ A n (a n−1 , d n−1 0 ) for each time n. The prior state is a random variable, and its value D 0 = d 0 is provided to both the transmitter and the receiver right before the transmission of the first symbol. Also, the channel law depends on d 0 : an output symbol b n ∈ B is received with probability p(b n | a n , b n−1 , d 0 ) upon the transmission of a n . For the ease of presentation assume d 0 and d n live in the same alphabet D. ) , 30 Called information pattern in [19] . To simplify notation we use ψ to denote both the coordinate-wise and vector mapping. Sending a random code-function F N through the channel induces a collection of conditional input distributions { p(a n | a n−1 d n−1 0 )} N n=1 . When { p(a n | a n−1 d n−1 0 )} N n=1 satisfy the input constraints, i.e., for all n, all a n−1 , and all d n−1 0 , p(a n | a n−1 d n−1 0 ) = 0, ∀a n / ∈ A n (a n−1 , d n−1 0 ), we say this collection is legal. For this channel we also define the causal conditioning notations p(b n a n ,
Note that conditioned on d 0 we have the relation p(a n b n−1 , d 0 ) p(b n a n , d 0 ) = p(a n b n | d 0 ).
For this channel we prove the following results, corresponding to Lemmas 81-83 in the previous subsection.
Lemma 84: For any random code-function F N , with probability 1 the induced conditional input distributions are legal, and can be expressed as p(a n | a n−1 d n−1 0 ) = Pr F n (d n−1 0 ) = a n | F n−1 (d n−2 0 ) = a n−1 for 1 ≤ n ≤ N, and so p(a n d n−1 0 ) = Pr(F n (d n−1 0 ) = a n ). Furthermore, for any b n−1 ∈ ψ −1 (d n−1 ), p(a n | a n−1 d n−1 0 ) = p(a n | a n−1 b n−1 , d 0 ), p(a n d n−1 0 ) = p(a n b n−1 , d 0 ). Proof: Fix d 0 and letp denote the probabilities conditioned on d 0 . Definef n = f n (d 0 , ψ(·)) for each n. Theñ f N : B N−1 → A N is a valid code-function on the normal feedback channelp(b n | a n , b n−1 ) = p(b n | a n , b n−1 , d 0 ), and any random code-function F N induces a random code-functionF N = F N (d 0 , ψ(·)) for the channelp(b n | a n , b n−1 ). Applying Lemma 81 to the new channelp, with probability 1 we have p(a n | a n−1 b n−1 , d 0 ) =p(a n | a n−1 b n−1 ) = Pr(F n (b n−1 ) = a n |F n−1 (b n−2 ) = a n−1 ) = Pr(F n (d 0 , ψ(b n−1 )) = a n | F n−1 (d 0 , ψ(b n−2 )) = a n−1 ) = Pr(F n (d n−1 0 ) = a n | F n−1 (d n−2 0 ) = a n−1 ),
where d n−1 = ψ(b n−1 ). Thus given any d n−1 ∈ D n−1 , for all b n−1 ∈ ψ −1 (d n−1 ) the equation above holds (almost everywhere). Also, (63) evaluates to 0 whenever a n / ∈ A n (a n−1 , d n−1 0 ): conditioned on F n−1 (d n−2 0 ) = a n−1 , by (60), f n (d n−1 0 ) ∈ A n a n−1 , d n−1 0 for any realization f n of F N , and so ∀a n / ∈ A n (a n−1 , d n−1 0 ), Pr(F n (d n−1 0 ) = a n | F n−1 (d n−2 0 ) = a n−1 ) = 0.
Now let us compute p(a n | a n−1 d n−1 0 ). Using (63), p(a n d n−1 | a n−1 ) = b n−1 ∈ψ −1 (d n−1 )p (a n b n−1 | a n−1 ) = b n−1 ∈ψ −1 (d n−1 )p (b n−1 | a n−1 )p(a n | a n−1 b n−1 ) = b n−1 ∈ψ −1 (d n−1 )p (b n−1 | a n−1 ) · Pr(F n (d n−1 0 ) = a n | F n−1 (d n−2 0 ) = a n−1 ) =p(d n−1 | a n−1 ) · Pr(F n (d n−1 0 ) = a n | F n−1 (d n−2 0 ) = a n−1 ). Dividing both sides byp(d n−1 | a n−1 ) whenever it is non-zero, then almost everywhere we have p(a n | a n−1 d n−1 0 ) =p(a n | a n−1 d n−1 ) = Pr(F n (d n−1 0 ) = a n | F n−1 (d n−2 0 ) = a n−1 ) = p(a n | a n−1 b n−1 , d 0 ) for any b n−1 ∈ ψ −1 (d n−1 ). Note that by (64), p(a n | a n−1 d n−1 0 ) must be legal. The results for the causal conditioning distributions follow by induction.
Lemma 85: Given D 0 , any random code-function F N induces a random variable 
where A N is induced by F N , D 0 and the channel { p(b n | a n , b n−1 , d 0 )} N n=1 . Hence (65) holds, and it is determined by the conditional joint probability p(a n b n | d 0 ) and p(d 0 ). Now by Lemma 84, a N , d 0 ) , so the first half of the lemma is proved. The second half follows from taking the expectation of both sides of (65).
Lemma 86: For any legal collection of input conditional distributions { p(a n | a n−1 d n−1 0 )} N n=1 , there always exists a distribution on the code-functions F N that induces this collection.
Proof: We use the construction in [19, Lemma 5.4] . Since any function f n : D n → A can be viewed as a |D| n -dimensional vector in A, we have
However, assembling an arbitrary set of such vectors ( f 1 , f 2 , · · · , f N ) does not necessarily yield a code-function in F (N) , since the input constraints need not be satisfied. Define the distribution p( f N ) on N n=1 A |D| n through the following conditional probabilities: 
for 1 ≤ n ≤ N, where the entries in the product are obtained using p(a n | a n−1 d n−1 0 ) with a n = f n (d n−1 0 ). With routine modification of the notations, the sequence of equations in the first part of the proof for [19, Lemma 5.4] shows that p( f n | f n−1 ) is a well defined probability distribution on A |D| n . Furthermore, we can show that (60) holds with probability 1: given d n−1 0 and f n−1 , if f n (d n−1 0 ) / ∈ A n f n−1 (d n−2 0 ), d n−1 0 , then p( f n (d n−1 0 ) | f n−1 (d n−2 0 ), d n−1 0 ) = 0, since { p(a n | a n−1 d n−1 0 )} N n=1 is legal. Thus by (66), p( f n | f n−1 ) = 0 in this case, and so p( f N ) = 0 as long as (60) is not fully satisfied by f N with all d N−1 0 ∈ D N . Hence p( f N ) is supported on F (N) and so is indeed a distribution of code-functions.
Next we need to show that p( f N ) defined through (66) induces the collection { p(a n | a n−1 d n−1 0 )} N n=1 . By Lemma 84, this is equivalent to show that p(a n d n−1 0 ) = Pr(F n (d n−1 0 ) = a n ).
However, this again can be achieved by routinely modifying the notations for the sequence of equations in the second part of the proof for [19, Lemma 5.4].
C. Applications in Section VI
Now we reformulate the upper bounds in Theorems 25 and 30 in the setting of Lemmas 84-86, to obtain (38) and (43) in Section VI. For the case FSC-X /EH-SC1, we map the symbols A n X n , B n Y n S n+1 , D n S n+1 , and F N U N . By Definition 2, the channel transition probability is p(b n | a n , b n−1 , d 0 ) p(y n s n+1 | x n y n−1 s n ) = p(y n s n+1 | x n s n ), and the input constraint is A n (a n−1 , d n−1 0 ) X n (x n−1 , s n ) = X (s n ).
The conditional input probability p(a n | a n−1 d n−1 0 ) p(x n | x n−1 s n ).
When D 0 S 1 is fixed to be s 1 , by Lemmas 84-86 we have the expression
For the case EH-SC2, we map the symbols A n X n , B n Y n E n+1 , D n E n+1 , and F N V N . Fix E −r = e −r . By the Markov property of {E n } and the energy harvesting channel model (Fig. 1) , the channel transition probability can be written as p(b n | a n , b n−1 , d 0 ) p(y n e n+1 | x n y n−1 e n ) = p(y n | x n ) p(e n+1 | e n n−r+1 ).
Since P V N ∈ P (N) B , the input constraint is A n (a n−1 , d n−1 0 ) X n (x n−1 , e n ) = X (s n ),
where s n is determined by x n−1 and e n through (1) with a full initial battery b 1 = B, and X (·) is defined in (9) . The conditional input probability p(a n | a n−1 d n−1 0 ) p(x n | x n−1 e n ).
Since D 0 E 1 and E −r is fixed to be e −r , by Lemmas 84-86 we have the expression 
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