We model the ligand-receptor molecular communication channel with a discrete-time Markov model, and show how to obtain the capacity of this channel. We show that the capacity-achieving input distribution is iid; further, unusually for a channel with memory, we show that feedback does not increase the capacity of this channel.
I. INTRODUCTION
Microorganisms communicate using molecular communication, in which messages are expressed as patterns of molecules, propagating via diffusion from transmitter to receiver: what can information theory say about this communication? The physics and mathematics of Brownian motion and chemoreception are well understood (e.g., [1] , [2] ), so it is possible to construct channel models and calculate information-theoretic quantities, such as capacity [3] . We expect that Shannon's channel coding theorem, and other limit theorems in information theory, express ultimate limits on reliable communication, not just for human-engineered systems, but for naturally occurring systems as well. We can hypothesize that evolutionary pressure may have optimized natural molecular communication systems with respect to these limits [4] . Calculating quantities such as capacity may allow us to make predictions about biological systems, and explain biological behaviour [5] , [6] .
Recent work on molecular communication can be divided into two categories. In the first category, work has focused on the engineering possibilities: to exploit molecular communication for specialized applications, such as nanoscale networking [7] , [8] . In this direction, information-theoretic work has focused on the ultimate capacity of these channels, regardless of biological mechanisms (e.g., [9] , [10] ). In the second category, work has focused on analyzing the biological machinery of molecular communication (particularly ligandreceptor systems), both to describe the components of a possible communication system [11] and to describe their capacity [12] - [15] . Our paper, which builds on work presented in [13] , fits into this category, and many tools in the informationtheoretic literature can be used to solve problems of this type. Related work is also found in [14] , where capacity-achieving This work was funded by grants from the National Science Foundation (DMS-0720142, EF-1038677) and the Natural Sciences and Engineering Research Council (NSERC). input distributions were found for a simplified "ideal" receptor; that paper also discusses but does not solve the capacity for the channel model we use.
II. MODELS
Notation. Capital letters, e.g., X, are random variables; lower-case letters are constants or particular values of the corresponding random variable, e.g., x is a particular value of X. Vectors use superscripts: X i represents an i-fold random vector with elements [X 1 , X 2 , . . . , X i ]; x i represents a particular value of X i . Script letters, e.g., X , are sets. The logarithm is base 2 unless specified.
A. Physical model
Signalling between biological cells involves the transmission of signalling molecules, or ligands. These ligands propagate through a shared medium until they are absorbed by a receptor on the surface of a cell. Thus, a message can be passed to a cell by affecting the states of the receptors on its surface; moreover, this process can be modelled as a finite state machine. This setup is depicted in Figure 1 , and our goal in this paper is to calculate the information-theoretic capacity of this channel.
Finite state Markov processes conditional on an input process provide models of signal transduction and communication in a variety of biological systems, including chemosensation via ligand-receptor interaction, [16] , [17] , dynamics of ion channels sensitive to signals carried by voltage, neurotransmitter concentration, or light [18] - [20] . Typically a single ion channel or receptor is in one of n states, with instantaneous transition rate matrix Q = [q jk ] depending on an external input X(t). The probability, p k , that the channel is in state
where for (j = k), q jk is the input-dependent per capita rate at which the receptor transitions from state j to state k, and q jj = − k =j q jk . Taking {X(t)} T t=0 as the input, and the receptor state Y (t) ∈ Y as the output, gives a channel model, the capacity of which is of general interest.
Here we specialize from (1) to the case of a single receptor that can be in one of two states, either bound to a signaling molecule or ligand (Y = B), or unbound (Y = U) and hence available to bind. Thus Y = {U, B}. (In practice, signals are transduced in parallel by multiple receptor protein molecules, however in many instances they act to a good approximation as independent receivers of a common ligand concentration signal, in which case analysis of the single molecule channel can provides a useful reference point.) When the receptor is bound by a ligand molecule, the signal is said to be transduced; typically the receptor (a large protein molecule) undergoes a conformational shift upon binding the ligand. This change then signals the presence of the ligand through a cascade of intracellular reactions catalyzed by the bound receptor. The ligand-receptor interaction comprises two chemical reactions, a binding reaction (ligand + receptor −→ bound receptor) with on-rate k + , and a reverse, unbinding reaction with off-rate k − . In a continuous time model, let
where c(t) is the time-varying ligand concentration.
A key feature distinguishing this channel is that the receptor is insensitive to the input when in the state Y = B, and can only transduce information about the input, X(t) = k + c(t), when Y = U. Thus, analysis of the ligand-binding channel is complicated by the receptor's insensitivity to changes in concentration occurring while the receptor is in the occupied state. This fact plays a decisive role in our proof of our main result, which asserts that feedback from the channel state to the input process cannot increase the capacity, in a discrete time analog of this simple model of intercellular communication.
In the limit in which transition from the bound state back to the unbound state is instantaneous, the ligand-binding channel becomes a simple counting process, with the input encoded in the time varying intensity. This situation is exactly the one considered in Kabanov's analysis of the capacity of a Poisson channel, under a max/min intensity constraint [21] , [22] . For the Poisson channel, the capacity may be achieved by setting the input to be a two-valued random process fluctuating between the maximum and minimum intensities. If the intensity is restricted to lie in the interval [1, 1 + c], the capacity is [22] 
Our long-term goal is to obtain expressions analogous to (3) for the continuous-time systems (1) and (2). As a first step, we restrict attention to a discrete time analog of the two-state system (2). Kabanov's formula may be obtained by restricting the input to a two-state discrete time Markov process with input X(t) taking the values X lo = 1 and X hi = 1 + c, with transitions X lo → X hi happening with probability r, and transitions X hi → X lo with probability s, per time step.
Maximizing the mutual information with respect to r and s, and taking the limit of small time steps, yields (3 
B. Mathematical model
Motivated by the preceding discussion, we examine a discrete-time, finite-state Markov representation of both the transmission process and the observation process. We also use a two-state Markov chain to represent the state of the observer. As in the continuous time case, the receiver may either be in an unbound state, in which the receiver is waiting for a molecule to bind to the receptor, or in a bound state, in which the receiver has captured a molecule, and must release it before capturing another.
Let X = {L, H} represent the input alphabet, where L represents low concentration, and H represents high concentration. Let X n = [X 1 , X 2 , . . . , X n ] represent a sequence of (random) inputs, where X i ∈ X for all i. For now, we make no assumptions on the distribution of X n . As before, let Y = {U, B} represent the output alphabet, where U represents the unbound state and B represents the bound state. Also, let
We define parameters to bring the continuous-time dynamics, expressed in (1), into discrete time. In our model, the transition probability from U to B (called the binding rate) is dependent on the input concentration x i . However, the transition probability from B to U (called the unbinding rate) is independent of x i . Thus, given x n , y n forms a nonstationary Markov chain with three parameters:
• α L , the binding rate given x i = L; • α H , the binding rate given x i = H; and • β, the unbinding rate (independent of x i ). We assume α H ≥ α L , since binding is more likely at high concentration.
If x i = L, then the transition probability matrix is given by
with entries for U on the first row and column, and B on the second row and column. If x i = H, we have
These matrices thus specify p Yn+1|Xn+1,Yn (y n+1 |x n+1 , y n ).
III. CAPACITY OF THE INTERCELLULAR TRANSDUCTION

CHANNEL
The main result of this paper is to show that capacity of the discrete-time intercellular transduction channel is achieved by an iid input distribution for 0 < α L , α H , β < 1. Our approach is to start with the feedback capacity, show that it is achieved with an iid input distribution, and conclude that feedback capacity must therefore be equal to regular capacity; unusually for a channel with memory, feedback does not increase capacity of our channel. In proving these statements, we rely on the important results on feedback capacity from [23] , [24] .
Let C represent the capacity of the system without feedback, and let C iid represent the capacity of the system, restricting the input distribution to be iid. Then the main result is formally stated as follows:
Theorem 1: For the intercellular signal transduction channel described in this paper, if 0 < α L , α H , β < 1,
The remainder of this section is dedicated to the proof of Theorem 1.
We start with feedback capacity, which is defined using directed information. The directed information between vectors X n and Y n [25] is given by
The per-symbol directed information rate is given by
Feedback capacity, C fb , is then given by
where P represents the set of causal-conditional feedback input distributions: p X n |Y n (x n | y n ) ∈ P if and only if p X n |Y n (x n | y n ) can be written as
(10) Let P * ⊆ P represent the set of feedback input distributions that can be written p X n |Y n (x n | y n ) = n i=2 p Xi|Yi−1 (x i | y i−1 )p X1 (x 1 ). (11) (Note that distributions in P * need not be stationary: p Xi|Yi−1 (x|y) can depend on i.) Then P * ⊂ P for n > 2. The following result, found in the literature, says there is at least one feedback-capacity-achieving input distribution in P * .
Lemma 1: Taking the maximum in (9) over P * ⊂ P,
Proof: The lemma follows from [23, Thm. 1]. It turns out that the feedback-capacity-achieving input distribution in P * causes Y n to be a Markov chain (the reader may check; see also [23] , [24] ). That is, p Yn|Y n−1 (y n | y n−1 ) = p Yn|Yn−1 (y n | y n−1 ).
Using the following shorthand notation:
where the superscripts represent the time index, the transition probability matrix for Y at time i, P
with the first row and column corresponding to U , and the second row and column corresponding to B. We now consider stationary distributions. Let P * * ⊂ P * represent the distributions that can be written with stationary p Xi|Yi−1 (x i | y i−1 ), i.e., with some time-independent distribution p X|Y such that
Then:
Lemma 2: Taking the maximum in (9) over P * * ⊂ P * ⊂ P,
L|B for all k. There is a feedback-capacityachieving input distribution in P * (from Lemma 1). Using this input distribution,
where (21) follows since (by definition) Y i is conditionally independent of X i−1 given Y i−1 , and since Y i is first-order Markov. Expanding (21) ,
· yi p Yi|Yi−1,Xi (y i |y i−1 , x i ) log p Yi|Yi−1,Xi (y i |y i−1 , x i ) p Yi|Yi−1 (y i |y i−1 ) .
From (17), p Yi−1 (y i−1 ) is calculated from parameters in P (i) Y and the initial state, so p Yi−1 (y i−1 ) is independent of p (k) L|B for all k. Further, everything under the last sum (over y i ) is independent of p (k) L|B , from (17) and the definition of p Yi|Yi−1,Xi (y i | y i−1 , x i ). There remains the term p Xi|Yi−1 (x i |y i−1 ), which is dependent on p
where (23) follows since y i is independent of x i in state B. Thus, the entire expression is independent of p (k)
L|B for all k. Moreover, from (7), directed information is independent of p (k) L|B for all k. To prove (19) , distributions in P * * have p 
L|B for all k (by the preceding argument), we may set p
Thus, inside P * * , there exists a maximizing input distribution that is independent for each channel use. By the definition of P * * , that maximizing input distribution is iid, and there cannot exist an iid input distribution outside of P * * .
Finally, we must show that feedback capacity is itself achieved by a stationary input distribution. To do so, we rely on [24, Thm. 4] , which states that there is a feedback-capacityachieving input distribution in P * * , as long as several technical conditions are satisfied. Stating the conditions and proving that they hold requires restatement of definitions from [24] , so we give this result in the appendix as Lemma 3.
Up to now, we have dealt only with feedback capacity. We now return to the proof of Theorem 1, where we relate these results to the regular capacity C.
Proof: From Lemma 1, C fb is satisfied by an input distribution in P * . From Lemma 2, if we restrict ourselves to the stationary input distributions P * * (where P * * ⊂ P * ), then the feedback capacity is C iid . From Lemma 3, the conditions of [24, Thm. 4] are satisfied, which implies that there is a feedback-capacity-achieving input distribution in P * * . Therefore,
Considering the regular capacity C, C fb ≥ C, since the receiver has the option to ignore feedback; and C ≥ C iid , since an iid input distribution is a possible (feedback-free) input distribution. Thus, C fb = C = C iid . Finally, if the input distribution is iid, then Y n is a Markov chain (see also the discussion after Lemma 1), and the mutual information rate can be expressed in closed form. Let H(p) = −p log 2 p − (1 − p) log 2 (1 − p) represent the binary entropy function. In the iid input distribution, let p L and p H represent the probability of low and high concentration, respectively. Then
Maximizing this expression with respect to p L and p H (with appropriate constraints) gives the capacity. It is straightforward to show that the largest possible value of the capacity is obtained in the limit α L , β → 0 and α H → 1; in this case the capacity is exactly C = log φ ≈ 0.694242 (bits per time step), where φ = (1 + √ 5)/2; this capacity is achieved when
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APPENDIX
We start by defining strong irreducibility and strong aperiodicity for Y n , assuming that the input distribution is in P * (i.e., Y n is a Markov chain). Recalling (4)-(5), letP = [P ij ] represent a 2 × 2 {0, 1} matrix with elementŝ
and for positive integers , letP ij represent the i, jth element ofP . Further, for the ith diagonal element of the th matrix powerP ii , let D i contain the set of integers such thatP ii = 0. Then:
• Y n is strongly irreducible if, for each pair i, j, there exists an integer > 0 such thatP ij = 0; and • If Y n is strongly irreducible, it is also strongly aperiodic if, for all i, the greatest common divisor of D i is 1. These conditions are described in terms of graphs in [24] , but our description is equivalent. 
,
where the input distribution is p ∈ P * , and the input-output probabilities are given by 
for any nonidentical p 1 , p 2 ∈P * , where is in the direction from p 1 to p 2 , and the norm is the Euclidean vector norm. Proof: To prove the first part of the lemma, if 0 < α L , α H , β < 1, thenP is an all-one matrix, so Y n is strongly irreducible (with = 1); further, since the positive powers of an all-one matrix can never have zero elements, D i contains all positive integers from 1 to n, whose greatest common divisor is 1, so Y n is strongly aperiodic.
To prove the second part of the lemma, we first show that the definition is satisfied for R B , given by
We choose the subsetP * to consist of a single point p ∈ P * (it can be any point, as all points give the same result). The columns of R B are identical, since the output is not dependent on the input in state B. Then for every p ∈ P * ,
This is also true of the single point inP * , so condition 1 is satisfied. Similarly, by inspection of (33), when Y 0 = B, the output Y 1 is not dependent on the input X 1 , so I(p, R B ) = 0 for all p ∈ P. Since all p ∈ P * "maximize" I(p, R B ) and have identical values of Rp (including the single point inP * ), then the single point p ∈P * is always in both sets, and the intersection (31) is nonempty; so condition 2 is satisfied. There is only one point inP * , so condition 3 is satisfied trivially. Now we show the conditions are satisfied for R U , given by
There are two possibilities. First, suppose α L = α H , so that R U has the same form as R B ; then R U satisfies the conditions by the same argument that we gave above. Second, suppose α L = α H ; then R U has rank 2, so by [24, Lem. 6] , R U satisfies the conditions. Closely related results on feedback capacity of binary channels were given in [26] (unfortunately, unpublished).
