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Asymmetric Volterra Models Based on
Ladder-Structured Generalized
Orthonormal Basis Functions
Jeremias B. Machado, Member, IEEE, Ricardo J. G. B. Campello, Member, IEEE, and
Wagner C. Amaral, Member, IEEE
Abstract—In this paper, an improved method to construct and
estimate Volterra models using Generalized Orthonormal Basis
Functions (GOBF) is presented. The proposed method extends
results obtained in previous works, where an exact technique for
optimizing the GOBF parameters (poles) for symmetric Volterra
models of any order was presented. The proposed extensions take
place in two different ways: (i) the new formulation is derived
in such a way that each multidimensional kernel of the model is
decomposed into a set of independent orthonormal bases (rather
than a single, common basis), each of which is parameterized by an
individual set of poles responsible for representing the dominant
dynamic of the kernel along a particular dimension; and (ii) the
new formulation is based on a ladder-structured GOBF architec-
ture that is characterized by having only real-valued parameters
to be estimated, regardless of whether the GOBF poles encoded by
these parameters are real- or complex-valued. The exact gradients
of an error functional with respect to the parameters to be opti-
mized are computed analytically and provide exact search direc-
tions for an optimization process that uses only input-output data
measured from the dynamic system to be modeled. Computational
experiments are presented to illustrate the benefits of the proposed
approach when modeling nonlinear systems.
Index Terms—Generalized orthonormal basis functions
(GOBF), nonlinear systems, system identification, Volterra
models.
I. INTRODUCTION
AN approach to the modeling of dynamic systems that canbe of particular interest in many application domains is
based on series expansions using Orthonormal Basis Functions
(OBF) [1]. This approach consists essentially in representing a
given dynamic system in terms of an orthonormal basis for the
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space of interest and has successfully been applied to modeling
of linear and nonlinear processes [2]–[6].
The most commonly used orthonormal bases of functions
are Laguerre and Kautz [3], [7], [8], which are more suitable
for modeling systems having overdamped or underdamped
dominant dynamics, respectively. To model more complex dy-
namics, Generalized Orthonormal Basis Functions (GOBF) [1],
[9], [10] are more appropriate, though such functions involve
more complex parameterizations.
When properly parameterized, an OBF or GOBF series
expansion undergoes an increase in its speed of convergence,
in such a way that the trade-off between accuracy and parsi-
mony of a truncated series can be optimized by the choice of
the basis pole(s) [6], [9]. For this reason, effective methods
for numerical optimizations of (G)OBF parameters have been
developed—e.g., see [11] and references therein. Such opti-
mization methods allow reducing the number of basis functions
associated with a given series truncation error or, equivalently,
reducing the error associated with a given (truncated) finite-
dimensional (G)OBF representation.
This paper is concerned with the modeling of nonlinear
systems by means of GOBF-based Volterra models. Volterra
models are a nonlinear generalization of the well-known
impulse response model. Such a generalization allows the
approximation, to a desired accuracy, of a wide class of real-
world nonlinear systems, namely, causal systems with fading
memory and bounded input [5], [12]–[16]. The central problem
in practice is how to select Volterra kernels that provide an ade-
quate representation of the system to be modeled. An effective
and efficient approach is the expansion of the Volterra kernels
using orthonormal basis functions, such as Laguerre, Kautz and
GOBFs, which gives rise to (G)OBF Volterra models. Since
the poles of the (G)OBFs are free-design parameters, their
optimal selection constitutes an important stage of the model
identification procedure. For this reason, the optimal selection
of orthonormal basis poles for (G)OBF Volterra models has
been given particular attention in the literature (e.g., see [11],
[17]–[24] and references therein).
The method introduced in [11] advanced the state-of-the-
art in terms of numerical estimation of basis poles in (G)OBF
models as a formal method that exhibits both the properties of
convergence and optimality while relying only on input-output
(I/O) data measured from the system to be modeled. It uses
a nonlinear programming algorithm guided by exact search
directions computed analytically as dynamic gradients of the
0018-9286 © 2015 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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model output with respect to (w.r.t.) the basis poles. Here in
this paper, we extend the work in [11] in the following ways: (i)
our formulation is derived in such a way that each multidimen-
sional Volterra kernel is decomposed into a set of independent
orthonormal bases (rather than a single, common basis), each of
which is parameterized by an individual set of poles responsible
for representing the dominant dynamic of the kernel along a
particular dimension (asymmetric model). Using independent
bases for each kernel dimension is expected to reduce the
series truncation error when the dominant dynamics along the
multiple dimensions of the kernel are significantly different
from one another [22], [24], [25].1 The method in [11] uses
instead a single basis for expanding each kernel along all its
dimensions (symmetric model); (ii) our formulation is based on
a ladder-structured GOBF architecture that is characterized by
having only real-valued parameters to be estimated, regardless
of whether the GOBF poles encoded by these parameters are
real- or complex-valued. As a consequence, the dynamic nature
of the poles is automatically determined by the algorithm. In
contrast, the method in [11] is based on Takenaka–Malmquist
functions, which require the user to specify a priori the dy-
namic nature of the poles and, as such, it can be restrictive in
practical application scenarios.
In summary, the main contributions of this paper are: (i) a
Volterra model architecture which is novel in the sense that it
combines ladder-structured GOBFs with an asymmetric kernel
representation; (ii) a seamless optimization method to numer-
ically estimate all the free-design parameters of such models
solely from I/O data. This method relies on gradients that can be
computed analytically as exact (rather than approximate) search
directions w.r.t. an error functional; (iii) an extensive collection
of experiments with real and simulated systems showing the
potential advantages of the use of ladder-structure GOBFs as
well as asymmetric Volterra kernels when modeling nonlinear
processes.
The remainder of this paper is organized as follows. In
Section II, a brief review of GOBFs and GOBF-based lin-
ear models is presented. Section III describes GOBF Volterra
models. The problem of optimizing the free-design parameters
of such models is elaborated in Section IV. In Section V,
simulation examples are presented in which the results of the
proposed method are compared against: (i) those obtained by
the method in [11]; and also (ii) against those obtained by the
method in [25], in which asymmetric GOBF Volterra mod-
els have also been proposed, but using Takenaka–Malmquist
(rather than ladder-structured) orthonormal functions. Finally,
the conclusions are addressed in Section VI.
II. MODELS BASED ON GENERALIZED ORTHONORMAL
BASIS FUNCTIONS—GOBFS
GOBF models [1] are obtained by connecting n all-pass
filters of the nbth-order. Each filter has nb poles that may or may
not be distinct and can be either real- or complex-valued [1],
[10]. Fig. 1 shows the block structure of a linear GOBF model,
1In Section V-C, we show that there really are systems which can be
physically described as Volterra models with asymmetric kernels.
Fig. 1. Block representation of a linear GOBF model.
where the blocks represented by Gb are the filters associated
with the orthonormal functions that compose the basis and
CTi (with i = 1, . . . , n) denote the corresponding (1× nb) sub-
vectors of expansion coefficients.
A special case of GOBF functions consists in connecting
different first- and second-order all-pass filters, each of which
is allowed to have one or more distinct poles. Such functions,
so-called Takenaka–Malmquist functions [1], are given by
Ψκ(z) =
√
1− |ξκ|2
z − ξκ
κ−1∏
i=1
[
1− ξiz
z − ξi
]
; κ = 1, . . . , nb
where ξi, i = 1, . . . , nb, are the basis poles. These are the
functions used in [11] and [25]. However, there are some
shortcomings associated with the identification of models based
on these functions when the dynamic characteristics of the
system to be modeled (and, accordingly, the nature of the poles
that should be used) are unknown, namely:
• Parameterization is not unique because the permutation of
poles leads to identical models.
• It is necessary to specify a priori the numbers of real and
complex conjugate poles.
• The output of filters with complex poles are complex
(not real) valued, and resolving this situation requires
particular transformation procedures that depend upon the
user-specified nature of the poles [10].
• For complex conjugate poles (both real and/or imaginary),
parameters are interdependent because the poles must fall
inside the unit circle (i.e., each pole must have a modulus
that is less than 1) [1].
Fortunately, there is another class of GOBFs that exhibits
none of the shortcomings above: the ladder-structured GOBF.
1) Ladder-Structured GOBF: In this type of model [26],
the poles are always parameterized by real-valued parameters,
regardless of their (real or complex) nature. It first considers a
state-space realization of an orthonormal filter, given by [1]
⎡
⎣ψi(k + 1)y1(k)
y2(k)
⎤
⎦ =
⎡
⎣
0 0 1√
1− γ2 −γ 0
γ
√
1− γ2 0
⎤
⎦
⎡
⎣ψi(k)u1(k)
u2(k)
⎤
⎦
(1)
where −1 < γ < 1. The block diagram is shown in Fig. 2.
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Fig. 2. Block diagram of an orthonormal filter parameterized by γ.
Fig. 3. Diagram of a ladder-structured GOBF filter.
The cascade connection of nb such structures—according to
the layout in Fig. 3—forms a generalized orthonormal filter
with nb poles, each of which is parameterized by an indepen-
dent real-valued parameter γj (j = 1, . . . , nb).
Generally speaking, linear GOBF models are formed, as il-
lustrated in Fig. 1, by the cascade connection of n GOBF filters
(Gb blocks). When ladder-structured GOBFs are used, each Gb
block in Fig. 1 is represented as in Fig. 3. Therefore, the total
number of functions (and poles) in the resulting orthonormal
basis is nbn. Here, we use a state-space representation to com-
pute the outputs of such GOBFs which is particularly suitable
for the optimization procedure to be described in Section IV.
It involves only real-valued matrices and variables, even when
modeling complex conjugate poles.
Each single Gb block, say, the ith block, can be repre-
sented in a state-space form in which the state vector Ψi(k) =
[ψ1(k) · · ·ψnb(k)]T represents the outputs of the sub-filters
that compose the block (Fig. 3); the corresponding state-space
matrices depend on the parameters γj (j = 1, . . . , nb). The
overall GOBF model composed of a cascade connection of n
such Gb blocks (Fig. 1) can then also be represented in state-
space form, as follows [27]:
Ψ(k + 1) =AfΨ(k) +Bfu(k)
yˆ(k) =CfΨ(k)
where Ψ(k) = [Ψ1(k)T · · ·Ψn(k)T ]T is the global state vector
composed of the outputs of all nbn orthonormal filters; the
corresponding state-space matrices, Af , Bf , and Cf , can be
derived from (1) in a rather simple way and are omitted here for
the sake of compactness.
III. EXPANSION OF VOLTERRA KERNELS WITH GOBFS
A Volterra model is an input-output functional (polynomial)
expansion of a nonlinear system and represents a generalization
of the unit-impulse response model [12], [13]. In the discrete-
time domain, a Volterra model maps the input of a physical
process to its output as [14], [16]:
yˆ(k) =
∞∑
η=1
∞∑
τ1=0
· · ·
∞∑
τη=0
hη(τ1, . . . , τη)
η∏
l=1
u(k − τl) (2)
where u(k), yˆ(k), and hη(·) are the model input, the model out-
put, and the ηth-order Volterra kernel, respectively. Although
these models can describe a wide class of nonlinear systems,
their practical use is limited due to the usually large number of
kernel coefficients that need to be estimated, even for simple
problems. Such a drawback can be avoided by expanding
the kernels using orthonormal bases of functions. If properly
designed bases are adopted, the number of parameters to be
estimated can be drastically reduced.
The basic idea of (G)OBF Volterra models is to describe the
Volterra kernels hη by means of an expansion using (G)OBFs in
such a way that one needs to determine the coefficients of this
expansion in lieu of the coefficients of the kernels. Formally,
the ηth-order kernel, hη , can be mathematically described using
η independent orthonormal bases of functions {φη,l,il} (l =
1, . . . , η) as [14]
hη(τ1, . . . , τη) =
∞∑
i1=1
· · ·
∞∑
iη=1
αi1,...,iη
η∏
l=1
φη,l,il(τl) (3)
where φη,l,il is the ilth function of the basis responsible for
describing the ηth Volterra kernel along its lth dimension. This
expansion presumes that the kernels are absolutely summable
on [0,∞). In practice, this condition can be assured by forcing
the long memory terms of the kernels to be null, which is
possible provided that the system to be modeled is stable. In
other words, hη(τ1, . . . , τη) is assumed to be zero for τl > 
,
∀l ∈ {1, . . . , η}, where 
 is a finite threshold that depends on
the settling time of the system. Furthermore, for computational
reasons, (3) is, in practice, approximated with a finite number
Mη of bases functions, i.e.,
hˆη(τ1, . . . , τη) =
Mη∑
i1=1
· · ·
Mη∑
iη=1
αi1,...,iη
η∏
l=1
φη,l,il(τl). (4)
Finally, for stable systems with bounded input u(k), the
higher-order kernels in (2) can be dismissed and the resulting
Volterra model can be truncated to a finite-order N [13]. In this
case, (2) can be approximated using (4) as
yˆ(k) =
N∑
η=1
Mη∑
i1=1
· · ·
Mη∑
iη=1
αi1,...,iη
η∏
l=1
ψη,l,il(k) (5)
where ψη,l,il(k) denotes the filtering of the input signal u by the
orthonormal function φη,l,il at time instant k, i.e., ψη,l,il(k) =∑k
τl=0
φη,l,il(τl)u(k − τl) (u(k) = 0 for k < 0).
Notice that, when N = 1 and GOBFs are considered, model
(5) essentially reduces to the linear GOBF model discussed in
Section II and illustrated in Fig. 1 (with M1 = nbn). When
N > 1, the difference is that, instead of a linear static mapping
from the states ψ(·) to the output yˆ (the sum operator in Fig. 1),
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we have now a nonlinear, polynomial static mapping. In what
concerns the model adopted in [11], it assumes that φη,l,il is the
same for every dimension l of the kernel, i.e., φη,il and ψη,il are
used in (4) and (5) instead of φη,l,il and ψη,l,il , respectively. In
this case, it is clear that every subset of coefficients αi1,...,iη ,
corresponding to permutations of indexes i1, . . . , iη , will mul-
tiply the same value
∏η
l=1 φη,il(τl) in (4) and
∏η
l=1 ψη,il(k)
in (5) and, therefore, they can be equivalently replaced with a
single coefficient. This means that the value of hˆη(τ1, . . . , τη)
in (4) will be the same for any permutation of τ1, . . . , τη , i.e.,
the Volterra kernel in [11] is modeled as a symmetric kernel.
In [28], it is shown that truncated Volterra models, such as
those in (5), can approximate to desired accuracy any time-
invariant analytical nonlinear system with fading memory and
bounded input. Indeed, any prescribed approximation accuracy
can be obtained by setting the number of kernels, N , and the
numbers of functions, Mi (i = 1, . . . , N), to sufficiently large
finite values. The overall number of model parameters depends
on both N and Mi. For a model of order N , the numbers of
functions used in the kernel expansions represent a trade-off
between accuracy and parsimony of the model, which can be
optimized by optimally designing the set of orthonormal bases,
as discussed in the next section.
IV. GOBF VOLTERRA MODEL OPTIMIZATION
This section elaborates on the optimization of the parame-
ters of GOBF Volterra models with independent generalized
orthonormal bases along each kernel dimension. The exact
gradients for optimization of the GOBF parameters, which
relate dynamically to the model output, can be derived using a
back-propagation-through-time technique that decomposes the
model dynamics into a series of static representations. This
approach allows describing the derivatives of the model output
w.r.t. the parameters in terms of the initial conditions and
the input signal only, by backtracking through time instants
(k) in a recursive way. Gradients can be used by a plethora
of exact, efficient mathematical programming methods. In
this paper, they are used as exact search directions for the
Levenberg–Marquardt algorithm [12], which is a usual choice
for medium size nonlinear optimization problems.
A. Gradient Computation
Note that the overall model output in (5) can be rewritten as
a sum of N components, i.e.,
yˆ(k) =
N∑
η=1
yˆη(k) (6)
where yˆη(k) is the ηth-order term of the model, given by
yˆη(k) =
Mη∑
i1=1
· · ·
Mη∑
iη=1
αi1,...,iη
η∏
l=1
ψη,l,il(k). (7)
In the approach adopted here the algorithm optimizes
simultaneously, for each model component given by (7):
(i) the vectors Υη containing the parameters related to the
poles of the GOBFs (parameters γ(·) in Section II); and
(ii) the corresponding vectors of expansion coefficients, Λη =
[α1,...,1 · · · α1,...,Mη · · · αMη,...,Mη ]T . To do so, the following
optimization problem can be defined:
min
θ1,...,θN
J
Δ
=
1
2
Nd∑
k=1
[y(k)− yˆ(k)]2 (8)
where θη = [ΥTη ΛTη ]
T
(η ∈ {1, . . . , N}) is the vector of pa-
rameters associated with the ηth model component, y(k) is the
system output measured at time instant k, Nd is the number of
I/O data samples (observations) to be used in the optimization
procedure, and yˆ(k) denotes the GOBF Volterra model output
according to (6) and (7). Recalling that the model in (6) and (7)
uses an independent orthonormal basis along the lth direction of
each kernel of order η, we denote pη,l = [γη,l,1 · · · γη,l,nb ]T as
the independent set of parameters that describes such a basis (as
discussed in Section II). These parameters can be arranged in
vector Υη = [pTη,1 p
T
η,2 · · · pTη,η]T , which relates to the poles
of the bases along the multiple dimensions of the ηth-order
kernel.
Exploiting the fact that the parameters of a particular kernel
do not affect other kernels, the gradients of functional J in (8)
w.r.t. the vectors Υη and Λη of θη can be readily obtained as
∇ΛηJ =
Nd∑
k=1
(yˆ(k)− y(k))∇Λη yˆη(k)
∇pη,lJ =
Nd∑
k=1
(yˆ(k)− y(k))∇pη,l yˆη(k).
The gradient of yˆη(k) w.r.t. Λη , i.e.,
∇Λη yˆη(k) =
[
∂yˆη(k)
∂α1,...,1
· · · ∂yˆη(k)
∂αMη,...,Mη
]T
has its elements derived from (7) as
∂yˆη(k)
∂αi1,...,iη
= ψη,1,i1(k) · · · · · ψη,η,iη (k).
The gradient of yˆη(k) w.r.t. pη,l is also derived from (7), as
∇pη,l yˆη(k) =
[
∂yˆη(k)
∂γη,l,1
· · · ∂yˆη(k)
∂γη,l,nb
]T
∂yˆη(k)
∂γη,l,x
=
Mη∑
i1=1
· · ·
Mη∑
iη=1
αi1,...,iη
∂ψη,l,il(k)
∂γη,l,x
η∏
j=1
j =l
ψη,j,ij (k).
The derivatives ∂ψη,l,il(k)/∂γη,l,x can be computed through
the relations described in Section II between the states
ψη,l,il(k) and the GOBF parameters γ(·). As such relations are
dynamic, they are unfolded into a series of static representations
by using the same back-propagation-through-time technique
used in a similar way in [11] and [29]. These derivatives
are available in [27] and are omitted here for the sake of
compactness.
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Fig. 4. Flowchart with necessary steps to obtain the GOBF Volterra model.
B. Algorithm
The proposed methodology is summarized in Fig. 4. First,
I/O data measured from the system are collected and the fol-
lowing parameters are specified: the numbers of poles (nb) and
Gb blocks (n) in the orthonormal bases of each kernel. Next, the
GOBF poles are initialized and the expansion coefficients of the
initial model are computed from I/O data using a least squares
algorithm. Finally, the initial model is submitted to the non-
linear optimization procedure using the Levenberg–Marquardt
algorithm with exact gradients computed as described in
Section IV-A.
V. COMPUTATIONAL EXPERIMENTS
This section illustrates the performance of the proposed
methodology when applied to the modeling of real and simu-
lated nonlinear processes. We experiment with Volterra models
of order two (η = 2) since this choice is by far the most
commonly adopted both in practice and in the literature as
well, for the following reasons: (a) gains in accuracy (if
any) from the use of Volterra models with η > 2 typically
do not pay off the larger number of parameters required by
higher-order kernels; and (b) most importantly, real systems
are very common that exhibit only mild nonlinearities which
can be accurately described by second-order Volterra models
[2], [15].
A. Simulated Process
Let us first consider a pure second-order Volterra model with
an asymmetric kernel exhibiting different dynamics along each
of its directions, as follows:
h2(k1, k2) = 0.25 · f(k1) · g(k2) (9)
Fig. 5. (a) Asymmetric Volterra kernel with different dynamics along direc-
tions k1 and k2; (b) Error w.r.t the kernel reconstructed from Eq. (4).
where
f(k1) =Z−1
[
1.3000z2 − 2.0000z + 1.2180
(z − 0.7000)(z2 − 0.6000z + 0.5800)
]
g(k2) =Z−1
[
1.1000z2 − 1.9800z + 0.2670
(z − 0.1000)(z2 − z + 0.8900)
]
in which Z−1 denotes the unilateral inverse Z-transform.
Kernel h2 defined in (9) is displayed in Fig. 5(a). It can
be seen that this kernel is described by different dominant
dynamics along directions k1 and k2. Hence, the use of an
independent orthonormal basis for expanding the kernel along
each direction is expected to be more appropriate. In particular,
it is likely to reduce the truncation error resulting from the
use of a certain finite number of functions in the orthonormal
bases. This advantage, however, might come with the price of a
larger number of parameters to be optimized. Such a trade-off
is discussed in the following.
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TABLE I
RESULTS OBTAINED FOR GOBF (LADDER STRUCTURE) VOLTERRA MODELS—ASYMMETRIC APPROACH
Fig. 6. Model validation (M2 = 3). Top: output signal. Bottom: output
prediction error.
To model this system we use a pure second-order GOBF
Volterra model, i.e.,
yˆ(k) =
M2∑
i1=1
M2∑
i2=1
αi1,i2ψ2,1,i1(k)ψ2,2,i2(k) (10)
which is the model in (6) and (7) but containing the term
corresponding to η = 2 only. Notice that the kernel in (9) is
considered to be unknown to the model above and to the respec-
tive identification procedure proposed in this paper, which uses
I/O data measured from the system only. In order to generate
identification and validation data, the model input signal u(k)
is set to a random, normally distributed discrete sequence with
zero mean and variance one.
The initial GOBF parameters γ(·) for each kernel direction
have been generated randomly. Experiments using GOBFs with
different numbers of poles have been performed. The results of
some of those experiments are summarized in Table I, which
shows the final poles, the Mean Squared Errors (MSE) between
the simulated system output signal and the reconstructed output
signal from each model, as well as the number of parameters of
the optimized models. Notice that the number of parameters
to be optimized in (10) is given by NP = M22 (coefficients) +
2M2(poles), where the number of orthonormal functions in
each dimension, M2, is equal to the number of Gb blocks times
the number of functions per block, i.e. M2 = n nb. The values
for n and nb are also shown in the table.
As the system under analysis exhibits a third-order dynamic
along each kernel direction, models with three or more poles
are expected to produce similar MSE values, as displayed in
Table I. Fig. 6 shows the output of the GOBF Volterra model
with M2 = n nb = 3 (second row in Table I) against the output
of the original system, for a separate subset of data not used
in the model identification stage (validation data). The error
between the real kernel and the kernel corresponding to this
model—reconstructed from (4)—is shown in Fig. 5(b). Notice
from Table I that the GOBF poles of this model have values
very similar to the actual poles of the system in (9).
Now, the approach proposed here is compared with the
one in [11]. Particularly, the same system has been mod-
eled using a symmetric GOBF Volterra model with a single
Takenaka–Malmquist orthonormal basis along both directions
of the kernel (k1 and k2), as proposed in [11]. Using a symmet-
ric kernel implies that model (10) can be rewritten as
yˆ(k) =
M2∑
i1=1
i1∑
i2=1
αi1,i2ψ2,i1(k)ψ2,i2(k)
which is symmetric in the sense that the coefficients of the
orthonormal expansion can be forced to satisfy the property
αi1,i2 = αi2,i1 (without any loss of accuracy). The results
are shown in Table II, where NRP and NCP stand for the
number of real and complex poles arbitrarily included into the
Takenaka–Malmquist functions, respectively.
The results obtained from the approach proposed here have
also been compared with the ones provided by the method in
[25]. Such method also proposes the optimization of asymmet-
ric Volterra models, but using Takenaka–Malmquist (rather than
ladder-structured) orthonormal functions. Some results using
this approach are presented in Table III.
It can be seen from Tables I–III that our proposed model
exhibits the best performance. In fact, the MSEs associated
with the models with three poles were MSEopt = 4.3582 ·
10−6, 2.9867 · 10−5, and 0.1697 for the asymmetric ladder-
structured, asymmetric Takenaka–Malmquist, and symmetric
Takenaka–Malmquist models, respectively. Another important
aspect that needs to be taken into account is the number of
parameters. In both asymmetric models 15 parameters have
been estimated (6 parameters for the poles—3 for each kernel
direction—and 9 expansion coefficients), whereas in the sym-
metric case only 9 parameters have been estimated (3 param-
eters for the poles and 6 coefficients), but the accuracy of the
symmetric model was much poorer. If we then compare models
with similar accuracy, the number of parameters in the symmet-
ric model can actually be higher. In fact, notice from Table II
that a symmetric GOBF Volterra model with 12 orthonormal
functions (10 real-valued poles and 1 pair of complex-valued
poles) is needed so that an MSE of 3.1263 · 10−3 is achieved,
which requires the estimation of 90 parameters (12 parameters
for the poles and 78 expansion coefficients). Furthermore, it
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TABLE II
RESULTS OBTAINED FOR GOBF (TAKENAKA–MALMQUIST) VOLTERRA MODELS—SYMMETRIC APPROACH [11]
TABLE III
RESULTS OBTAINED FOR GOBF (TAKENAKA–MALMQUIST) VOLTERRA MODELS—ASYMMETRIC APPROACH [25]
Fig. 7. Level control process.
is necessary to specify in advance the real or complex nature
of each basis pole, which is a major issue in (both symmetric
and asymmetric) Takenaka–Malmquist models. In contrast,
our proposed formulation based on ladder-structured GOBFs
significantly simplifies the identification process as the ana-
lytical expressions of the gradients for model optimization no
longer depend on the particular, arbitrary choices of the (real-
or complex-valued) nature of each pole in the orthonormal
functions.
Finally, in order to also assess the robustness of the proposed
method to the initialization of the GOBF parameters as well as
to different characteristic behaviors (faster or slower, oscillatory
or non-oscillatory) of the dynamics f(k1) and g(k2) in (9),
we have performed additional experiments using Monte Carlo
simulations. The results and discussions are presented in the
Appendix.
B. Level Control Process
A level control process shown in Fig. 7 and described in
[30] and [31] has been identified using the proposed approach.
The output y(k) is the liquid level (cm) in the upper tank and
the input u(k) is the voltage (volt) applied to the pump that
pumps liquid into the upper tank. The process exhibits the
following nonlinearities: (a) nonlinear interplay between the
liquid level and the fluid outflow rate (the latter is approx-
imately proportional to the square root of the former); and
(b) output saturation, due to the position of the fluid outlet above
the bottom of the tank.
Fig. 8. Input and output signals used for estimation—Level control process.
For the identification and subsequent validation of the model,
we used two sets of data obtained by [30]. Each data set con-
tains 1000 pairs of input and output data with sample intervals
of 1 s for a total of about 16 min, as illustrated in Fig. 8.
The measurements were normalized between [−1, 1] to
avoid numerical problems during the optimization procedure.
Modeling was performed initially using the proposed ladder-
structured asymmetric GOBF Volterra model by varying the
number of poles and functions in the orthonormal bases.
Table IV displays the Mean Squared Errors (MSE) for some of
these models with their respective number of poles, nb, number
of Gb blocks, n, and number of parameters.
Table V shows the model which best represents the system. It
is the one in which the first-order kernel is modeled with nb = 1
pole and n = 1 Gb block, whereas the second-order kernel is
modeled by n = 1 Gb block and nb = 2 distinct poles in each
direction. Table V also displays the initial (MSEinit) and final
(MSEopt) MSEs as well as the final poles obtained through the
optimization process.
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TABLE IV
GOBF (LADDER STRUCTURE) VOLTERRA MODELS WITH ASYMMETRIC
KERNELS FOR THE LEVEL CONTROL PROCESS
TABLE V
BEST LADDER-STRUCTURED GOBF VOLTERRA MODEL
FOR THE LEVEL CONTROL PROCESS
Fig. 9. System (solid) and model (dashed) outputs—Level control process.
Fig. 9 shows the output of the GOBF Volterra model pre-
sented in Table V, for the subset of validation data. This figure
allows a visual comparison between the samples obtained from
the system output and those obtained by the model achieved
using the proposed approach.
The results of the proposed methodology are once again
compared with the ones provided by the methods in [11] and
[25]. Those models were simulated by varying the number of
real- and complex-valued poles arbitrarily included into their
Takenaka–Malmquist orthonormal bases. Tables VI and VII
display the results for some models with their respective MSEs,
numbers of real- (NRP) and complex-valued poles (NCP) in the
kernels, and the numbers of parameters.
Tables IV, VI, and VII show that the best models for the
different architectures are quite comparable among themselves
(10 to 11 parameters and MSE within about [0.51 0.53]). This
means that, for the level control process under investigation,
the use of an asymmetric (rather than a symmetric) represen-
tation has not yielded significant gains of performance. In fact,
TABLE VI
GOBF (TAKENAKA–MALMQUIST) VOLTERRA MODELS
WITH SYMMETRIC KERNELS [11] FOR THE
LEVEL CONTROL PROCESS
TABLE VII
GOBF (TAKENAKA–MALMQUIST) VOLTERRA MODELS
WITH ASYMMETRIC KERNELS [25] FOR THE
LEVEL CONTROL PROCESS
notice from Table V that the ladder-structured model actually
converged to a symmetric model, which suggests that the pro-
cess under investigation can be properly represented this way.
This, however, emerged automatically as a consequence of the
optimization procedure, rather than as an a priori imposition by
the user. Again, the approach proposed here has the advantage
over those in [11] and [25] that it does not require to select in
advance the dynamic characteristics of the model. The proposed
approach is itself responsible for getting the best configuration
concerning the characteristics of the GOBFs (namely, real-
or complex valued poles, symmetric or asymmetric kernel
representation).
C. Electronic System
In this example we aim to show that: (a) there are real
systems that can be physically modeled by Volterra models with
asymmetric kernels; and (b) even though such models can be
symmetrized without modifying the output signal, the use of the
asymmetric version can not only provide a better compromise
between model accuracy and parsimony but it also allows the
physical interpretation of the estimated models, which is not
possible by using the symmetrized version. In order to do that,
let us first consider an electronic system that performs the
multiplication of two input signals VA and VB , as shown in
Fig. 10(a). The output signal is given by [32]
Vo = −RIsVAVB
R2I2s
= −VAVB
RIs
. (11)
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Fig. 10. Electronic system: nonlinear filter composed of two linear filters.
(a) Multiplier circuit. (b) Nonlinear filter.
From (11) it is clear that the output signal, Vo, is given by the
multiplication of the input signals VA and VB .2 By using such a
multiplier circuit one can assemble the electronic system shown
in Fig. 10(b), which is given by the multiplication of the outputs
of two linear filters with different dynamics. The practical
appeal behind this system is that it has features similar to an
amplitude modulator circuit or to a nonlinear filter composed
by the combination of linear filters [34]–[37].
In Fig. 10(b), Filter 1 can be described in terms of its finite
impulse response as y1(k) = h′1(1)u(k − 1) + h′1(2)u(k −
2) + · · ·+ h′1(n1)u(k − n1). Analogously, Filter 2 can be
described as y2(k) = h′′1(1)u(k − 1) + h′′1(2)u(k − 2) + · · ·+
h′′1(n2)u(k − n2). Let us consider, for the sake of simplicity
and without loss of generality, that n1 = n2 = 2. Then, the final
output of the nonlinear filter can be written as
y(k) = y1(k) · y2(k)
=h′1(1)h
′′
1(1)u(k − 1)2+h′1(1)h′′1(2)u(k − 1)u(k − 2)
+ h′1(2)h
′′
1(1)u(k−2)u(k−1)+h′1(2)h′′1(2)u(k−2)2
(12)
which is clearly a pure second-order Volterra model with
kernel elements given by h2(1, 1) := h′1(1)h′′1(1), h2(1, 2) :=
h′1(1)h
′′
1(2), h2(2, 1) :=h
′
1(2)h
′′
1(1), and h2(2, 2) :=h′1(2)
h′′1(2). Note that this model is asymmetric, except for the very
particular case in which the impulse responses of the linear
filters are such that h′1(1)h′′1(2) = h′1(2)h′′1(1). Like any other
Volterra model of order 2 or higher, though, model (12) can
be symmetrized simply by redefining h2(1, 2) = h2(2, 1) :=
(h′1(1)h
′′
1(2) + h
′
1(2)h
′′
1(1))/2 [14]. Physically, however, coef-
ficients h2(1, 2) and h2(2, 1) are not necessarily the same, they
can be made equal just as an artifact of the symmetrization
procedure described above. Although the output y(k) is not
affected by such a symmetrization, its representation using a
symmetric rather than an asymmetric GOBF expansion may
2The multiplication operation of two analog signals can also be performed
by commercial integrated circuits (e.g., AD532 from Analog Devices [33]).
Fig. 11. Input and output signals used for estimation—Electronic system.
TABLE VIII
BEST RESULT OBTAINED FOR ASYMMETRIC GOBF
LADDER-STRUCTURED VOLTERRA MODELS
actually lead to less parsimonious and less interpretable GOBF
Volterra models. An example is shown in the sequel.
Let us consider a system composed of two linear filters
whose outputs are combined using a multiplier as shown in
Fig. 10(b). The transfer functions of the filters are given by
F1(z) =
0.1165z + 0.1108
z2 − 1.633z + 0.8607
F2(z) =
0.03278
z − 0.9672
with poles 0.8167± 0.4402i (Filter 1) and 0.9672 (Filter 2).
The data used for model estimation are displayed in Fig. 11.
For the identification procedure we assume that the dynam-
ics are unknown, thus we have performed experiments us-
ing GOBF Volterra models with different numbers of poles
in their kernels. The best resulting model corresponds to a
kernel composed of a GOBF basis with one real pole along
one kernel direction and another GOBF basis with a pair of
complex conjugate poles along the other direction. The poles
for the best model are displayed in Table VIII. We can see that
the estimation procedure was able to recover very accurately
the actual dynamics of the system.
Fig. 12 shows the output of the resulting GOBF Volterra
model against the output of the original system, for an in-
dependent set of validation data. The Mean Squared Error is
MSE = 1.9804 · 10−6 and the curves are visually superposed.
The optimized poles in Table VIII along with the accuracy of
the model output in Fig. 12 show that the proposed method has
been very effective in identifying this nonlinear system.
For the sake of comparison, the identification of symmetric
GOBF Volterra models has also been carried out. The best
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Fig. 12. System and model outputs (superposed)—Electronic system.
symmetric model has been identified with three poles in its
(single, common) GOBF basis, namely, 0.9672 and 0.8168±
0.4402i. The Mean Squared Error for the same set of validation
data previously used to evaluate the asymmetric model in
Fig. 12 is now MSE = 1.9842 · 10−6. It is clear, thus, that the
symmetric model has recovered the same poles and provided
almost the same accuracy as the asymmetric model. However,
it is worth remarking that: (a) in the symmetric case, all the
poles are mixed up in the same, common orthonormal basis
along both directions of the kernel. As a consequence, it is
generally not be possible to determine which pole(s) belong to
each individual, internal component of the system, which relate
to the linear filters in the case of Fig. 10(b). In the asymmetric
model, in its turn, we have this information, which may allow
one to analyze the internal system behavior and the individual
filter dynamics involved in the composition of the signals (e.g.,
bandwidth, resonant frequency, cutoff frequency, etc); (b) in
principle, the symmetric model may look simpler as we need
to estimate only the upper (or lower) triangular matrix of kernel
expansion coefficients, but this does not necessarily translate
into more parsimonious models in practice. In fact, the obtained
symmetric model has three poles in its single GOBF basis
along both kernel directions, which means 3 parameters related
to the poles plus 3(3 + 1)/2 independent kernel coefficients,
which adds up to nine parameters to be optimized in total. The
asymmetric model, in its turn, uses a single GOBF pole along
one kernel direction and two poles along the other. Although the
number of parameters related to the poles is the same as in the
symmetric case (three), we have only 2× 1 = 2 kernel coeffi-
cients in the asymmetric model, which adds up to 5 parameters
to be estimated in total. In summary, the obtained asymmetric
model has fewer parameters and is more interpretable than the
symmetric one. More importantly, by using a ladder-structured
GOBF as advocated in our approach, the real-valued nature
of pole 0.9672 and the complex-conjugate nature of poles
0.8168± 0.4402i have been determined automatically by the
algorithm, rather than arbitrarily set by the user a priori.
Fig. 13. System (solid) and model (dashed) outputs—Data with noise.
Finally, in order to simulate data acquisition conditions in a
more realistic scenario, an experiment has been carried out with
additive noise incident to the output signal. A noisy signal from
a normal distribution with null mean and standard deviation
equal to 0.05 has been added to the identification data in Fig. 11.
Once again, we have performed the identification of various
pure second-order GOBF Volterra models using the proposed
methodology. The poles for the best resulting model are 0.9649
for one kernel direction and 0.8248± 0.4313i for the other
direction. It is clear that the dominant system dynamics have
been accurately recovered in spite of the presence of noise in the
output. Fig. 13 shows the output of the resulting GOBF Volterra
model against the output of the original system for the same set
of validation data in Fig. 12, but now with noise added to the
output. The Mean Squared Error is MSE = 2.4689 · 10−3.
VI. CONCLUSION
This paper has discussed procedures for the design of GOBF
Volterra models with ladder-structured orthonormal bases and
asymmetric kernel representation. The proposed model is de-
rived by decomposing each multidimensional Volterra kernel
using a set of independent ladder-structured GOBFs, each
of which represents the kernel along a particular dimension.
Each GOBF is parameterized only by real-valued parameters,
independently of the dynamic characteristics of the system to
be modeled. Thus, the GOBF Volterra model can be obtained
without the need to specify in advance the characteristics of the
GOBFs, namely, real- or complex valued poles, symmetric or
asymmetric kernel representation. This way, the identification
procedure is significantly simplified and ensures more flexibil-
ity to the model to be derived.
Examples involving both real as well as simulated processes
have been used to illustrate the performance of the proposed
approach. The results have shown that the proposed asymmetric
ladder-structured model is simpler to set up and can provide
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similar or better results when compared to previous related
approaches.
Generalizations of the proposed method towards stochastic
and robust formulations, as well as control applications, are
interesting topics for future investigations.
APPENDIX
MONTE CARLO SIMULATIONS
The modeling approach elaborated in this paper optimizes
the GOBF poles starting from initial values provided by the
user. In the literature, it is common practice to set (G)OBF poles
as close as possible to the dominant modes of the system, as
a way to introduce into the identification procedure previous
knowledge about the system to be modeled, which can improve
accuracy and/or parsimony of the resulting models [10]. Such
previous knowledge typically comes from the shape of the time
and/or frequency response of the system [1]. In our approach,
this heuristic could also be used in order to set—in a more
clever manner (i.e., more likely to be close to the optimal
solution)—the initial values of the GOBF poles to be optimized.
In the sequel we show by means of Monte Carlo experiments
that our proposed approach is actually quite robust and provides
accurate models even if random naïve initializations of the
poles are performed, rather than the aforementioned, more
clever heuristic procedure.
Let us consider once again the same experimental set up
described in Section V-A, except that: (a) here we systemat-
ically experiment with 100 multiple random initializations of
the model parameters in Monte Carlo simulations [38]; and
(b) here we consider 4 variations of h2(k1, k2) = f(k1)g(k2),
other than that in Section V-A, with different behaviors (faster
or slower, oscillatory or non-oscillatory), as follows:
• System 1:
f(k1) =Z−1
[
0.0002448z2 + 0.0009313z + 0.0002222
z3 − 2.778z2 + 2.604z − 0.8241
]
g(k2) = ‡−1
[
0.002334z2 + 0.008702z + 0.002062
z3 − 2.609z2 + 2.403z − 0.781
]
with poles 0.9655 and 0.9065± 0.1783i for f(k1), 0.9180
and 0.8456± 0.3685i for g(k2).
• System 2:
f(k1)=Z−1
[
8.691 · 10−5z2 + 0.0003266z + 7.666 · 10−5
z3 − 2.76z2 + 2.538z − 0.778
]
g(k2)=Z−1
[
4.299 · 10−5z2 + 0.0001634z + 3.881 · 10−5
z3 − 2.803z2 + 2.618z − 0.8149
]
with poles 0.9354, 0.9240, and 0.9001 for f(k1), 0.9547,
0.9429, and 0.9053 for g(k2).
• System 3:
f(k1) =Z−1
[
0.01146z2 + 0.04018z + 0.009372
z3 − 2.115z2 + 1.846z − 0.6701
]
g(k2) =Z−1
[
0.03447z2 + 0.1092z + 0.02581
z3 − 1.29z2 + 1.025z − 0.5651
]
Fig. 14. Kernels of four systems used in Monte Carlo simulations. (a) System 1.
(b) System 3. (c) System 2. (d) System 4.
TABLE IX
RESULTS OBTAINED FROM MONTE CARLO SIMULATIONS
with poles 0.8842 and 0.6156± 0.6156i for f(k1), 0.8619
and 0.2141± 0.7809i for g(k2).
• System 4:
f(k1) =Z−1
[
0.001444z2 + 0.004903z + 0.001039
z3 − 2.41z2 + 1.935z − 0.5177
]
g(k2) =Z−1
[
0.001227z2 + 0.004191z + 0.0008925
z3 − 2.43z2 + 1.965z − 0.5289
]
with poles 0.8400, 0.7906, and 0.7797 for f(k1), 0.8613,
0.8164, and 0.7522 for g(k2).
The systems presented above have their respective kernels
shown in Fig. 14. Estimation and validation I/O data have
been derived from these systems as described in Section V-A.
For each system, 100 GOBF pole initializations have been
carried out with poles generated randomly, yet respecting two
constraints: poles should be stable (within the unit circle) and
they should have positive real part, so that they have an equiva-
lent counterpart in the continuous domain (physically feasible).
The values in Table IX summarize the results. The values of
MSE refer to the comparison between the system and model
outputs for the validation data. The approximate distributions
are displayed as histograms in Fig. 15.
From these results, it can be seen that the proposed approach
is quite robust to the initialization of the poles. If multiple
initializations are performed, then the best model among a
collection of already accurate models can be selected. The best
model for System 1 is simulated against the actual system
output in Fig. 16. Note that the system and model outputs
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Fig. 15. Histograms of prediction errors in Monte Carlo simulations.
Fig. 16. System and model outputs—System 1 (curves superposed).
are superposed. Figures for the best models of the other three
systems are analogous and therefore they are omitted here for
the sake of compactness.
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