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A well-known result of Carlitz, that any permutation polynomial
℘(x) of a ﬁnite ﬁeld Fq is a composition of linear polynomials
and the monomial xq−2, implies that ℘(x) can be represented by
a polynomial Pn(x) = (· · · ((a0x+a1)q−2+a2)q−2 · · ·+an)q−2+an+1,
for some n 0. The smallest integer n, such that Pn(x) represents
℘(x) is of interest since it is the least number of “inversions” xq−2,
needed to obtain ℘(x). We deﬁne the Carlitz rank of ℘(x) as n, and
focus here on the problem of evaluating it. We also obtain results
on the enumeration of permutations of Fq with a ﬁxed Carlitz rank.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
Let Fq be the ﬁnite ﬁeld with q = pr elements, where p is an odd prime, and r  1.
By a classical result of Carlitz [1], Sq , the symmetric group on q letters, which is isomorphic to the
group of permutation polynomials of Fq of degree less than q− 1 under the operation of composition
and reduction modulo xq − x, is generated by the linear polynomials ax + b, for a,b ∈ Fq , a = 0,
and xq−2 (see [5,6] for a detailed exposition of permutation polynomials of ﬁnite ﬁelds). Consequently,
as pointed out in [3], with P0(x) = a0x + a1, any permutation of a ﬁnite ﬁeld Fq can be represented
by a polynomial
Pn(x) =
(· · · ((a0x+ a1)q−2 + a2)q−2 · · · + an)q−2 + an+1, n 0, (1)
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Pn = Pn when an+1 = 0, i.e.
Pn(x) = xq−2 ◦ (x+ an) ◦ xq−2 · · · xq−2 ◦ (x+ a2) ◦ xq−2 ◦ (a0x+ a1). (2)
In case an+1 = 0 we write Pn = P¯n , i.e.
P¯n(x) = (x+ an+1) ◦ Pn. (3)
Obviously n is the number of times xq−2 occurs in (2) or (3).
For the polynomial Pn(x) we consider the function
(· · · ((a0x+ a1)−1 + a2)−1 · · · + an)−1 + an+1
and its continued fraction expansion,
an+1 + 1/
(
an + 1/
(· · · + a2 + 1/(a0x+ a1) · · ·)),
so as to form the nth convergent
Rn(x) = αn+1x+ βn+1
αnx+ βn , (4)
where
αk = akαk−1 + αk−2 and βk = akβk−1 + βk−2, (5)
for k 2 and α0 = 0, α1 = a0, β0 = 1, β1 = a1. Note that αk and βk cannot both be zero.
We remark that αn+1 = αn−1 and βn+1 = βn−1 if an+1 = 0 and thus Rn reduces to (αn−1x+βn−1)/
(αnx+ βn). We deﬁne the set of poles, On , as
On =
{
xi: xi = −βi
αi
, i = 1, . . . ,n
}
⊂ P1(Fq) = Fq ∪ {∞}. (6)
Obviously Pn(x) = Rn(x) for x ∈ Fq \On . Since the ordering and repetition of the poles will be crucial,
we will also have to consider the string of poles On:
On = x1, x2, . . . , xn.
To every rational transformation Rn(x) of the form (4) we can naturally associate a permuta-
tion Fn(x) deﬁned by Fn(x) = Rn(x) for x = xn and Fn(xn) = αn+1/αn when xn ∈ Fq .
It turns out to be convenient to treat the cases an+1 = 0 and an+1 = 0 separately at times, ac-
cordingly we put Rn(x) = Rn(x), Fn(x) = Fn(x) for an+1 = 0 and Rn(x) = R¯n(x), Fn(x) = F¯n(x) for
an+1 = 0.
When the poles are distinct elements of Fq , the permutation Pn is the product of the n-cycle
(Fn(xn)Fn(xn−1) · · ·Fn(x1)) with the permutation Fn , i.e.
Pn(x) =
(Fn(xn)Fn(xn−1) · · ·Fn(x1))Fn(x) (7)
(multiplying in right-to-left order) (see Lemma 1 in [3]).
Results on the cycle structure of Pn have been presented in [3]. The number of permutations of
the form Pn with a full cycle has been determined in [4] for n = 1,2,3. Given a permutation ℘(x)
of Fq , as is mentioned above, one can ﬁnd a representation of ℘(x) in terms of Pn for some n  0,
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smallest n satisfying ℘ = Pn for a permutation Pn of the form (1), i.e. ℘(x) is composed of at least n
“inversions” xq−2 with n (or n + 1) linear polynomials. We denote the Carlitz rank of ℘(x) by Crk(℘).
Section 2 of this work focuses on the problem of determining the Carlitz rank of a permutation.
For a given permutation Ps(x) of the form (1), we present a procedure to ﬁnd a representation Pn(x)
satisfying Ps(x) = Pn(x), n  s. Theorem 3 shows how to calculate n and that n is the Carlitz rank
of Ps if n < (q − 1)/2.
Two main results concerning Carlitz rank are presented in Section 3.
We show in Theorem 4 that small polynomial degree implies large Carlitz rank. More precisely,
Crk(g) q − 1− d if g(x) is a permutation polynomial in Fq[x] of degree d.
The problem of enumerating permutation polynomials of a given degree is open. Here we tackle
the problem of enumerating permutation polynomials of a given Carlitz rank and show in Theorem 5
that the number B(n) of permutations of Fq with Carlitz rank n is
B(n) = (q2 − q)
	 n+13 
∑
m=1
(
q
n + 1−m
)
S(2,n + 1−m,m)(n + 1−m)
+ (q2 − q)
	 n−13 
∑
m=1
(
q
n − 1−m
)
S(2,n − 1−m,m)(q − (n − 1−m))
+ (q2 − q)
	 n3 
∑
m=1
(
q
n −m
)
S(2,n −m,m)
for all 2  n < (q − 1)/2, where S(2,k,m) are the well-known associated Stirling numbers (see [2],
and Section 3 below).
2. Carlitz rank of a permutationPs
Our ﬁrst aim is to generalize (7) to permutations Pn with an arbitrary string of poles. It can be
seen easily (cf. [3]) that three consecutive poles in On are pairwise distinct, and the poles x1, x2 are
in Fq . Consequently we obtain P1(x) = F1(x) and P2(x) = (F2(x2)F2(x1))F2(x) from (7).
Let τ ∈ Sq be a cycle. We denote its length by l(τ ). We write a ∈ supp(τ ) if a ∈ Fq is not ﬁxed by τ .
Suppose the permutation Pn(x) can be decomposed into Fn(x) and m disjoint cycles τ
(n)
1 , . . . , τ
(n)
m , i.e.
Pn(x) = τ (n)1 · · ·τ (n)m Fn(x), (8)
where l(τ (n)j )  2, and τ
(n)
j = (Fn(x j1) · · · Fn(x jl j )), for 1  j  m. We remark that Pn(y) = Fn(y) if
and only if Fn(y) ∈ supp(τ (n)j ) for some 1  j  m. Clearly y must then be in the set On . Given
a decomposition of Pn of the form (8), we deﬁne the set On as
On =
{
y ∈ On−1: Fn(y) ∈ supp
(
τ
(n)
j
)
for some 1 j m
}∪ {xn}
if xn ∈ Fq . On does not contain xn if xn = ∞.
From P¯n(x) = Pn(x) + an+1 we easily see that
P¯n(x) = τ¯ (n)1 · · · τ¯ (n)m F¯n(x)
with τ¯ (n)j = ( F¯n(x j1) · · · F¯n(x jl j )), 1  j  m. It is therefore clear how to decompose Pn into Fn and
disjoint cycles, provided that we have a method of obtaining the decomposition (8) of Pn from the
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and Theorem 1 below, for a ﬁxed integer j and k = n − 1,n, the cycle (Fk(x j1) · · · Fk(x jl j )) is denoted
by τ (k)j .
Proposition 1. Let xn−1, xn ∈ Fq. Suppose that
Pn−1(x) = τ (n−1)1 · · ·τ (n−1)m Fn−1(x) (9)
is a decomposition of Pn−1(x) satisfying:
(i) τ (n−1)1 , . . . , τ
(n−1)
m are disjoint cycles.
(ii) If Pn−1(xn−1) = Fn−1(xn−1) we assume without loss of generality that Fn−1(xn−1) ∈ supp(τ (n−1)1 ) with
x11 = xn−1 , and l(τ (n−1)j ) = l j  2, for 1 j m.
(iii) If Pn−1(xn−1) = Fn−1(xn−1) we assume without loss of generality that τ (n−1)1 = (Fn−1(xn−1)) and
l(τ (n−1)j ) = l j  2, for 2 j m.
Then
Pn(x) =
(
Fn(xn)Fn(xn−1)
)
τ
(n)
1 · · ·τ (n)m Fn(x).
Proof. We can distinguish three cases:
(1) Suppose that Fn−1(xn) is not in supp(τ (n−1)j ) for any j = 1, . . . ,m in the decomposition (9), i.e.
xn /∈ On−1. In this case we have to show:
(a) If x /∈ On−1 and x = xn , then Pn(x) = Fn(x).
(b) If y ∈ On−1 satisﬁes y = x1l1 , and Pn−1(y) = Fn−1(y′), then Pn(y) = Fn(y′).
(c) Pn(x1l1 ) = Fn(xn), and Pn(xn) = Fn(xn−1).
Note that l1 = 1 implies Pn(xn−1) = Fn(xn) by (c). Otherwise xn−1 satisﬁes the conditions of (b).
We give the proofs of (a)–(c), which we will refer to in the other two cases:
If x /∈ On−1, then Pn−1(x) = Fn−1(x). Since x = xn−1, xn , we have
Pn(x) =
(
Pn−1(x) + an
)q−2 =
(
αn−2x+ βn−2
αn−1x+ βn−1 + an
)q−2
=
(
(anαn−1 + αn−2)x+ anβn−1 + βn−2
αn−1x+ βn−1
)q−2
=
(
αnx+ βn
αn−1x+ βn−1
)q−2
= αn−1x+ βn−1
αnx+ βn = Fn(x).
This proves part (a). For the proof of part (b), we assume that Pn−1(y) = Fn−1(y′), then
Pn(y) =
(
Pn−1(y) + an
)q−2 = (Fn−1(y′) + an)q−2
=
(
αn−2 y′ + βn−2
αn−1 y′ + βn−1 + an
)q−2
=
(
αn y′ + βn
αn−1 y′ + βn−1
)q−2
= αn−1 y
′ + βn−1
′ = Fn(y′).αn y + βn
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Pn
(
x1l1
)= (Pn−1(x1l1
)+ an)q−2 = (Fn−1(xn−1) + an)q−2
=
(
αn−2
αn−1
+ an
)q−2
=
(
anαn−1 + αn−2
αn−1
)q−2
= αn−1
αn
= Fn(xn) and
Pn(xn) =
(
Pn−1(xn) + an
)q−2 = (Fn−1(xn) + an)q−2
=
(
αn−2xn + βn−2
αn−1xn + βn−1 + an
)q−2
=
(
(anαn−1 + αn−2)xn + anβn−1 + βn−2
αn−1xn + βn−1
)q−2
=
(
αnxn + βn
αn−1xn + βn−1
)q−2
= 0 = Fn(xn−1),
where in the last step we used
Fn(xn−1) = αn−1xn−1 + βn−1
αnxn−1 + βn = 0.
(2) Suppose that Fn−1(xn) is in supp(τ (n−1)1 ), say xn = x1r , i.e. τ (n−1)1 =
(Fn−1(xn−1) · · · Fn−1(x1r−1)Fn−1(xn) · · · Fn−1(x1l1 )). In this case we have to show:
(a) If x /∈ On−1 then Pn(x) = Fn(x).
(b) If y ∈ On−1 satisﬁes y = x1l1 , x1r−1, and Pn−1(y) = Fn−1(y′), then Pn(y) = Fn(y′).
(c) Pn(x1l1 ) = Fn(xn), and Pn(x1r−1) = Fn(xn−1).
Since (a), (b) and the ﬁrst statement of (c) are shown as in case (1) we only have to show
Pn(x1r−1) = Fn(xn−1):
Pn
(
x1r−1
)= (Pn−1(x1r−1)+ an)q−2 = (Fn−1(xn) + an)q−2
=
(
αn−2xn + βn−2
αn−1xn + βn−1 + an
)q−2
=
(
αnxn + βn
αn−1xn + βn−1
)q−2
= 0 = Fn(xn−1).
(3) Finally we suppose that Fn−1(xn) is in the support of a cycle in (9), other than the ﬁrst one,
say in supp(τn−12 ) and xn = x2s . We have to show:
(a) If x /∈ On−1, then Pn(x) = Fn(x).
(b) If y ∈ On−1 satisﬁes y = x1l1 , x2s−1, and Pn−1(y) = Fn−1(y′), then Pn(y) = Fn(y′).
(c) Pn(x1l1 ) = Fn(xn), and Pn(x2s−1) = Fn(xn−1).
The proofs are same as that of (a), (b) in case (1) and (c) in case (2). 
The following theorem immediately follows from Proposition 1 in case Pn = Pn , and the remarks
preceding Proposition 1, when Pn = P¯n(x).
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Pn−1(x) = τ (n−1)1 · · ·τ (n−1)m Fn−1(x) (10)
is a decomposition of Pn−1(x) satisfying:
(i) τ (n−1)1 , . . . , τ
(n−1)
m are disjoint cycles.
(ii) If Pn−1(xn−1) = Fn−1(xn−1)we assume without loss of generality that Fn−1(xn−1) ∈ supp(τ (n−1)1 )with
x11 = xn−1 , and l(τ (n−1)j ) = l j  2, for 1 j m.
(iii) If Pn−1(xn−1) = Fn−1(xn−1) we assume without loss of generality that τ (n−1)1 = (Fn−1(xn−1)) and
l(τ (n−1)j ) = l j  2, for 2 j m.
Then Pn(x) can be decomposed as follows:
(a) if xn /∈ On−1 then
Pn(x) =
(Fn(xn)Fn(xn−1) · · ·Fn(x1l1
))
τ
(n)
2 · · ·τ (n)m Fn(x), (11)
(b) if Fn−1(xn) ∈ supp(τ (n−1)1 ), say xn = x1r , then
Pn(x) =
(Fn(xn)Fn(x1r+1) · · ·Fn(x1l1
))(Fn(xn−1)Fn(x12) · · ·Fn(x1r−1))τ (n)2 · · ·τ (n)m Fn(x), (12)
(c) if Fn−1(xn) ∈ supp(τ (n−1)j ), j = 1, say in supp(τ (n−1)2 ) and xn = x2s , then
Pn(x) =
(Fn(x2s )Fn(x2s+1) · · ·Fn(x2l2
)Fn(x21) · · ·Fn(x2s−1)Fn(x11) · · ·Fn(x1l1
))
τ
(n)
3 · · ·τ (n)m Fn(x).
Next we analyse the case that the last term of the string of poles, i.e. xn is inﬁnity. Recall that in
this case xn−1 is in Fq .
Theorem 2. Suppose Pn−1 can be decomposed as in (9). Assume that for Pn(x) = (Pn−1(x)+an)q−2 , xn = ∞.
Then
Pn(x) = τ (n)1 · · ·τ (n)m Fn(x), and for all possible choices of an+1, an+2 we have
Pn+1(x) = τ (n+1)1 · · ·τ (n+1)m Fn+1(x), and
Pn+2(x) =
(
Fn+2(xn+2)Fn+2(xn+1)
)
τ
(n+2)
1 · · ·τ (n+2)m Fn+2(x),
where τ (k)j denotes the cycle (Fk(x
j
1) · · · Fk(x jl j )) for k = n − 1,n,n + 1,n + 2, 1 j m.
Proof. To prove the ﬁrst two equalities it is suﬃcient to show the following properties:
(a) If x /∈ On−1, then Pn(x) = Fn(x) and Pn+1(x) = Fn+1(x).
(b) If y ∈ On−1 satisﬁes Pn−1(y) = Fn−1(y′), then Pn(y) = Fn(y′) and Pn+1(y) = Fn+1(y′).
Suppose ﬁrstly that x /∈ On−1. Then Pn−1(x) = Fn−1(x), and
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(
Pn−1(x) + an
)q−2 =
(
αn−2x+ βn−2
αn−1x+ βn−1 + an
)q−2
=
(
(anαn−1 + αn−2)x+ anβn−1 + βn−2
αn−1x+ βn−1
)q−2
=
(
αnx+ βn
αn−1x+ βn−1
)q−2
= αn−1x+ βn−1
αnx+ βn = Fn(x).
For x /∈ On−1 and x = xn+1 the equality Pn+1(x) = Fn+1(x) also follows as above. Finally
Pn+1(xn+1) =
(
Pn(xn+1) + an
)q−2 =
(
αn−1xn+1 + βn−1
αnxn+1 + βn + an
)q−2
=
(
(anαn + αn−1)xn+1 + anβn + βn−1
αnxn+1 + βn
)q−2
=
(
αn+1xn+1 + βn+1
αnxn+1 + βn
)q−2
= 0 = Fn+1(xn+1),
where in the last step we used Fn+1(xn+1) = αnαn+1 = 0.
If y ∈ On−1 and Pn−1(y) = Fn−1(y′), then
Pn(y) =
(
Pn−1(y) + an
)q−2 = (Fn−1(y′) + an)q−2
=
(
αn−2 y′ + βn−2
αn−1 y′ + βn−1 + an
)q−2
=
(
αn y′ + βn
αn−1 y′ + βn−1
)q−2
= αn−1 y
′ + βn−1
αn y′ + βn = Fn(y
′).
The identity Pn+1(y) = Fn+1(y′) for y′ = xn+1 follows analogously. Finally for y′ = xn+1 we obtain
Pn+1(y) = 0 = Fn+1(y′)
since in this case
Fn+1(y′) = Fn+1(xn+1) = αn
αn+1
= 0.
The statement for Pn+2 follows then from Proposition 1. 
Corollary 1. Let On = x1, x2, . . . , xn be the string of poles of Pn. If xt = ∞, 1 t  n, then
Pn(x) =
(Fn(xn)Fn(xn−1))(Fn(xn−1)Fn(xn−2)) · · · (Fn(x2)Fn(x1))Fn(x).
If xt j = ∞ for some integers 3 t j  n and s n is the largest integer such that xs−1, xs = ∞, then
Pn(x) =
(Fn(xs)Fn(xs−1)) · · · (Fn(xt j+2)Fn(xt j+1))(Fn(xt j−1)Fn(xt j−2)) · · · (Fn(x2)Fn(x1))Fn(x).
Given a permutation Pn , the string On of poles and the associated rational transformation Rn
can be determined eﬃciently by the recurrence relation (5). By Theorems 1 and 2 we then have
a recursive procedure to decompose Pn as in (8).
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case On ⊆ Fq . The method below is a slight extension of that given in [3], which also works in the
general case On ⊆ P1(Fq).
Let Rn(x) = ax+bcx+d = ax+bcx+d ,  = 0, so that
αn+1 = a, βn+1 = b, αn = c, βn = d.
We remark that the last pole is then ﬁxed by xn = −d/c (which is ∞ in the case that Rn is linear).
With Eqs. (5) and (6) for i = n + 1,n, . . . ,3 and xi−2 = ∞ we obtain
ai = βi + xi−2αi
βi−1 + xi−2αi−1 .
If xi−2 = ∞, then αi−2 = 0 and from αi = aiαi−1 + αi−2 we get ai = αi/αi−1. Therefore we can
recursively calculate ai and αi−2 = αi − aiαi−1, βi−2 = βi − aiβi−1 for i = n + 1,n, . . . ,3. We note
that αi and βi , i = 1,2, . . . ,n − 1, will always be obtained as a multiple of  . Finally from α0 = 0,
β0 = 1 and α2 = a2α1+α0 we ﬁrst obtain a2 = α2/α1 and then the identity β2 = a2β1+β0 = a2β1+1
yields the value for  . Lastly a1 = β1 and a0 = α1. We remark that in case xn−1 = −b/a, we get
an+1 = 0, so that Pn(x) = Pn(x).
Example 1. Let q = 17 and F6 and O6 = x1, x2, x3, x4, x5, x6 be prescribed by
R6 = 3x+ 1
2x+ 3 and O6 = 5,3,7,10,4,7.
As initial values we then have
α7 = 3, β7 = , α6 = 2, β6 = 3.
We obtain recursively
a7 = β7 + x5α7
β6 + x5α6 = 12, α5 = α7 − a7α6 = 13, β5 = β7 − a7β6 = 16,
a6 = β6 + x4α6
β5 + x4α5 = 4, α4 = α6 − a6α5 = , β4 = β6 − a6β5 = 7,
and continuing this way we get a5 = 4, a4 = a3 = 12, α3 = 9 , β3 = 5 , α2 = 12 , β2 = 15 , α1 =  ,
β1 = 12 . We ﬁnally obtain a2 = α2/α1 = 12. The equation β2 = a2β1 +1 yields 15 = 12 ·12 +1 and
therefore  = 5. Hence a1 = β1 = 9, a0 = α1 = 5, and the permutation P6(x) is given by
P6(x) =
(((((
(5x+ 9)15 + 12)15 + 12)15 + 12)15 + 4)15 + 4)15 + 12.
Now we turn our attention to determining the Carlitz rank of a given permutation ℘(x) of Fq .
Clearly linear polynomials are the permutation polynomials of Carlitz rank 0. The set of polynomi-
als P1 with a0 = 1/(b − ad), a1 = d/(b − ad), a2 = a are in one-to-one correspondence with permuta-
tions deﬁned by nonconstant rational linear transformations (ax+ b)/(x+ d), and hence are precisely
the permutations of Carlitz rank 1. In order to study permutations ℘(x) of rank greater than 1, we
need the following lemma.
Lemma 1. Let Pn and Pm be two permutations of Fq with associated rational functions Rn(x) and Rm(x),
respectively. If Pn(x) = Pm(x) for all x ∈ Fq and m + n < q − 2, then Rn(x) = Rm(x).
436 E. Aksoy et al. / Finite Fields and Their Applications 15 (2009) 428–440Proof. Let Fn(x) and Fm(x) be the permutations of Fq induced by Rn(x) and Rm(x), respectively.
Then Pn(x) = Fn(x) and Pm(x) = Fm(x) for at least q − n respectively q − m elements of Fq . If
Pn(x) = Pm(x) for all x ∈ Fq , then Fn(x) = Fm(x) for at least q − (m + n) elements of Fq . Obviously
Fn(x) = Fm(x) has at most two solutions in Fq if Fn = Fm . Thus Fn(x) = Fm(x) if q − (m + n) > 2,
which yields the assertion. 
Now that Theorems 1 and 2 enable us to represent a given permutation Pn as a composition of
a rational transformation Fn and disjoint cycles τ1, . . . , τm , a result on the rank of a permutation with
such decomposition is in order.
Theorem 3. Suppose that Ps can be decomposed as
Ps(x) = τ1 · · ·τmFs(x), (13)
where τ1, . . . , τm are disjoint cycles of length l(τ j) = l j  2, 1 j m.
(a) If Fs is not linear and Fs(xs) ∈ supp(τ j) for some 1  j m, then there exists a permutation Pn with
n =m +∑mj=1 l j − 1 such that Ps(x) = Pn(x) for all x ∈ Fq.
(b) If Fs is not linear and Fs(xs) /∈ supp(τ j) for any 1  j  m, then there exists a permutation Pn with
n =m +∑mj=1 l j + 1 such that Ps(x) = Pn(x) for all x ∈ Fq.
(c) If Fs is linear then there exists a permutation Pn with n = m +∑mj=1 l j such that Ps(x) = Pn(x) for all
x ∈ Fq.
In all three cases, Crk(Ps) = n if n < (q − 1)/2.
Proof. Let
Ps(x) = τ1 · · ·τmFs(x)
= (Fs(x11) · · ·Fs(x1l1
)) · · · (Fs(xm1 ) · · ·Fs(xmlm
))Fs(x).
(a) Without loss of generality we suppose that xs = x11 and we choose Fn = Fs , which ﬁxes the
last pole xn of Pn to be xs . For the string of poles of Pn we choose
On = x1l1 , . . . , x11, . . . , xmlm , . . . , xm1 , xm−11 , xm−21 , . . . , x11.
With the procedure described above, we obtain a permutation Pn with n =m +∑mj=1 l j − 1. That Pn
has decomposition (13) follows by application of Theorem 1 recursively. Since the ﬁrst k =∑mj=1 l j
poles of Pn are distinct, (11) implies after k steps that
Pk(x) =
(Fk(xm1 ) · · ·Fk(xmlm
)Fk(xm−11 ) · · ·Fk(xm−1lm−1
) · · ·Fk(x11) · · ·Fk(x1l1
))Fk(x).
The next element xm−11 ∈ On is a repeated pole and hence (12) implies:
Pk+1(x) =
(Fk+1(xm−11 ) · · ·Fk+1(x1l1
))(Fk+1(xm1 ) · · ·Fk+1(xmlm
))Fk+1(x).
The next pole xm−21 also repeats, therefore the cycle containing Fk+1(xm−21 ) splits into two cycles, as
described in Theorem 1, part (b). This process yields the decomposition (13) at the nth step.
(b) In this case we again take Fn = Fs , which ﬁxes the last pole xn of Pn to be xs . With the choice
On = xs, x1l , . . . , x11, . . . , xml , . . . , xm1 , xm−11 , xm−21 , . . . , x11, xs,1 m
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to form the trivial cycle (Fn(xs)).
(c) Again we take Fn = Fs . For the string of poles we choose
On = x1l1 , . . . , x11, . . . , xmlm , . . . , xm1 , xm−11 , xm−21 , . . . , x11,∞,
and determine the corresponding permutation Pn . After arriving at the decomposition of Pn−1 in the
form (10), we can apply Theorem 2 to obtain Pn , which has decomposition (13).
The proof of the parts (a)–(c) above demonstrates that starting with a ﬁxed permutation Fs , the
procedure we describe yields the smallest n with Pn(x) = Ps(x) (and Fn(x) = Fs(x)) in all three
cases. On the other hand if we suppose that there is an integer n′ < n such that Pn′ (x) = Pn(x) and
Fn′ (x) = Fn(x), then by Lemma 1 we have 2n > n+ n′  q − 2 and hence n > (q − 2)/2. Consequently
in all three cases we have Crk(Ps) = n if n (q − 2)/2 < (q − 1)/2. 
The following examples demonstrate how (the proof of) Theorem 3 can be used to obtain repre-
sentations Pn .
Example 2. Let q = 17, R = 3x+12x+3 , and F be the associated permutation. Consider
℘(x) = (10 3 13) (12 8)F(x) = (F(7) F(3) F(5)) (F(4) F(10))F(x) = τ1τ2F .
We observe that 7 is the pole of R and F(7) = 10 ∈ supp(τ1). By Theorem 3(a) we have Crk(℘) = 6,
and following the proof of Theorem 3 we can put O6 = 5,3,7,10,4,7. A representation of this per-
mutation as P6 has been determined in Example 1.
Example 3. Consider the 5-cycle (1 3 5 7 9) ∈ S17. By Theorem 3(c) this permutation has Carlitz
rank 6. By putting O6 = 9,7,5,3,1,∞ (as in the proof of Theorem 3), and F(x) = x, our procedure
described above (see also Example 1) gives
P6(x) =
(((((
(x+ 8)15 + 9)15 + 13)15 + 1)15 + 13)15 + 9)15 + 1.
Similarly, for (1 3 5 7 9)(2 6) ∈ S23 with Carlitz rank 9, a representation P9 can be determined by
putting O9 = 9,7,5,3,1,6,2,1,∞, and F(x) = x.
3. Counting permutations of Carlitz rank n
Let B(n) be the number of permutations of Fq with Carlitz rank n. The values of B(n) can be
determined for small n. For values of n up to about half of q, namely for n < (q − 1)/2 we present
formulas expressing B(n) in terms of S(2,k,m), the so-called associated Stirling numbers of the ﬁrst
kind.
Clearly we have B(0) = q(q − 1). It is also easy to see that P1(x) = (a0x + a1)q−2 + a2 =
(a′0x + a′1)q−2 + a′2 = P ′1(x) for all x ∈ Fq if and only if ai = a′i , i = 0,1,2. Consequently we have
B(1) = q2(q − 1). We recall that the permutations P1 are precisely all the permutations associated
with nonconstant rational transformations (ax + b)/(x + d), ad − b = 0. As pointed out in [4], the
polynomials P2(x) = ((a0x + a1)q−2 + a2)q−2 + a3 and P ′2(x) = ((a′0x + a′1)q−2 + a′2)q−2 + a′3 induce
the same permutation if and only if ai = a′i for i = 0,1,2,3. Thus we have B(2) = q2(q − 1)2. This
property is not valid anymore for P3. For u, v ∈ F∗q , the transposition (u v) for instance, can be ex-
pressed as P3 for both choices of a0 = −1/(u − v)2, a1 = −ua0, a2 = v − u, a3 = 1/(u − v), a4 = v ,
and a′0 = a0, a′1 = −va0, a′2 = −a2, a′3 = −a3, a′4 = u (cf. [4, Remark 3.1]). Evidently a rough up-
per bound for the total number of permutations of Carlitz rank n,n < (q − 1)/2, can be given as∑(q−3)/2
n=0 B(n) q(q− 1)+ q2((q− 1)(q−1)/2 − q+ 1)/(q− 2), the right-hand side being the number of
formal expressions of the form Ps , s (q − 3)/2. Therefore the majority of the q! permutations of Fq
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large Carlitz rank.
Theorem 4. Let g(x) be a permutation polynomial in Fq[x]with deg(g) = d > 1 and suppose that Crk(g) = n.
Then
n q − 1− d.
Proof. For Pn satisfying g(x) = Pn(x) for all x ∈ Fq , let Rn = (αn+1x+βn+1)/(αnx+βn) be its rational
convergent, and Fn be the associated permutation. Then g(x) = Fn(x) for at most n elements x ∈ Fq .
We note by Theorem 3, that g(x) and Fn(x) differ at exactly n elements if and only if Pn = τFn for an
n-cycle τ containing Fn(−βn/αn). If Fn is not linear, the polynomial g(x)(αnx+ βn)− (αn+1x+ βn+1)
of degree d + 1 has at least q − n solutions which yields the assertion. If Fn is linear then the poly-
nomial βn g(x) − (αn+1x + βn+1) of degree d has more than q − n solutions, which again proves the
claim. 
We now recall the associated Stirling numbers of the ﬁrst kind. Let t,k,m be integers with t,k 1,
m 0. Consider the set s(t,k,m) of permutations π ∈ Sk with cycle decomposition π = τ1 · · ·τm , such
that l(τi) t , for i = 1,2, . . . ,m. The numbers deﬁned as S(t,k,m) = |s(t,k,m)| are called associated
Stirling numbers of the ﬁrst kind (see, for instance, [2] and [7, id:A008306]). In other words S(t,k,m)
denotes the number of ways of arranging k objects into m cycles, each cycle being of length  t . We
will be using S(2,k,m), the number of permutations in Sk which have m cycles and no ﬁxed points.
The associated Stirling numbers S(2,k,m) satisﬁes the recurrence relation
S(2,k + 1,m + 1) = kS(2,k,m + 1) + kS(2,k − 1,m) (14)
(with obvious starting values).
Theorem 3 enables us to derive formulas for B(n), n < (q − 1)/2, involving S(2,k,m). Therefore
the explicit calculation of B(n) requires the calculation of the numbers S(2,k,m) by (14).
Theorem 5. The number B(n) of permutations of Fq with Carlitz rank n is given by
B(n) = (q2 − q)
	 n+13 
∑
m=1
(
q
n + 1−m
)
S(2,n + 1−m,m)(n + 1−m)
+ (q2 − q)
	 n−13 
∑
m=1
(
q
n − 1−m
)
S(2,n − 1−m,m)(q − (n − 1−m))
+ (q2 − q)
	 n3 
∑
m=1
(
q
n −m
)
S(2,n −m,m)
for all 2 n < (q − 1)/2.
Proof. Let ℘(x) = Pn(x) be a permutation of Carlitz rank n < (q − 1)/2. By the proof of Theorem 3
we have a unique decomposition of ℘(x)
℘ (x) = τ1 · · ·τmF (x) (15)
as a product of a permutation F (x) = (ax+b)/(x+d) for x = −d and F (−d) = a, and m disjoint cycles
with l(τ j) = l j  2, 1 j m. Theorem 3 also shows that the integers n, m satisfy n =m+∑mj=1 l j +δ,
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ate the permutations (15), which emerge from each of these cases, and their sum gives B(n).
First we count the permutations of Carlitz rank n for which F (x) in (15) is nonlinear and F (−d) = a
is contained in one of the cycles τ j , 1  j m. In this case m +∑mj=1 l j − 1 = n, i.e. the m cycles
altogether contain n+ 1−m elements. Since l j  2 for 1 j m, we have 2m∑mj=1 l j , i.e. 1m
(n + 1)/3. For each m in this range the number of possible products τ1 · · ·τm is
( q
n+1−m
)S(2,n +
1 −m,m). As for F (x), there are (q2 − q)(n + 1 −m) choices: d can be any element of Fq , there are
n + 1 − m choices for a, as a has to be in one of the m cycles, and for each choice of the pair a, d
there are q − 1 choices for b, so that ad − b = 0. Summing over m we have a total of
(
q2 − q)
	 n+13 
∑
m=1
(
q
n + 1−m
)
S(2,n + 1−m,m)(n + 1−m)
permutations.
Next we count the permutations in (15), where F (x) is nonlinear and F (−d) = a is not in supp(τ j)
for any 1  j m. In this case n = m +∑mj=1 l j + 1, i.e. the m cycles contain altogether n − 1 − m
elements. For each m, 1m (n− 1)/3, we have precisely ( qn−1−m)S(2,n− 1−m,m) choices for the
products τ1 · · ·τm . Each of them can be combined with (q2 − q)(q − (n − 1 −m)) permutations F (x)
since we have q choices for d, a must be among the q − (n − 1 −m) elements, not contained in any
of the m cycles, and again for each pair a,d we have q − 1 choices for b. Summing over m we obtain
(
q2 − q)
	 n−13 
∑
m=1
(
q
n − 1−m
)
S(2,n − 1−m,m)(q − (n − 1−m))
permutations.
Finally we count the permutations for which F (x) in (15) is linear. Then the m cycles in (15)
contain exactly n − m elements. Considering that there are q2 − q linear polynomials and summing
over m, 1m n/3, we obtain
(
q2 − q)
	 n3 
∑
m=1
(
q
n −m
)
S(2,n −m,m)
for the number of permutations of this type. 
It is easy to calculate B(n) for small n:
B(0) = q(q − 1), B(1) = q2(q − 1), B(2) = q2(q − 1)2,
B(3) = 1
2
q2(q − 1)2(2q − 3), B(4) = 1
6
q2(q − 1)2(q − 2)(6q − 13),
B(5) = 1
12
q2(q − 1)2(q − 2)(q − 3)(12q − 35),
B(6) = 1
120
q2(q − 1)2(q − 2)(q − 3)(120q2 − 926q + 1799),
B(7) = 1
120
q2(q − 1)2(q − 2)(q − 3)(q − 4)(120q2 − 1146q + 2765),
B(8) = 1 q2(q − 1)2(q − 2)(q − 3)(q − 4)(q − 5)(1260q2 − 14373q + 41473),
1260
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5040
q2(q − 1)2(q − 2)(q − 3)(q − 4)(q − 5)(5040q3 − 97182q2 + 626590q − 1349523),
B(10) = 1
10080
q2(q − 1)2(q − 2)(q − 3)(q − 4)(q − 5)(q − 6)
× (10080q3 − 223484q2 + 1657175q − 4106319).
The reader will immediately notice that the expressions above exhibit the following pattern for n > 3:
if n ≡ 0 (mod 3), then B(n) = q2(q − 1)2(q − 2) · · · (q − (2n − 3)/3) fn(q),
if n ≡ 1 (mod 3), then B(n) = q2(q − 1)2(q − 2) · · · (q − (2n − 2)/3)gn(q),
if n ≡ 2 (mod 3), then B(n) = q2(q − 1)2(q − 2) · · · (q − (2n − 1)/3)hn(q)
where fn , gn , hn are monic polynomials of degree 	 n3 
. This behaviour can be easily explained through
a careful inspection of the formula giving B(n).
One may also be interested in bounds for the maximum value CrkM(q), of the Carlitz rank that
a permutation of Fq can have. A lower bound for CrkM(q) follows from Theorem 4. Let δ > 1 be the
smallest integer satisfying gcd(δ,q − 1) = 1. Then CrkM(q) q − 1− δ.
By a judicious choice of ℘(x) and F (x) in (15), one can also obtain the following upper bound. Let
℘(x) be a nonlinear permutation with ℘(0) = y0 and ℘(1) = y1. If we put F (x) = (y1 − y0)x + y0
then F (x) = ℘(x) if x = 0,1. Consequently ℘(x) can be written as τ1τ2 · · ·τmF (x) with at most q − 2
elements arranged into the cycles τ1, τ2, . . . , τm . Then m  (q − 3)/2 and hence CrkM(q)  (q − 3)/
2+ q − 2 = (3q − 7)/2.
4. Remarks
Permutation polynomials with speciﬁc properties are needed for various applications of ﬁnite
ﬁelds. In particular permutation polynomials with given cycle structure are of interest, and our results
presented in Section 2 yield a method to construct such polynomials. When τ is a given permutation
with τ = τ1 · · ·τm , such that τi for i = 1,2, . . . ,m are disjoint cycles satisfying n = supp(τ ) + m <
(q − 1)/2, it is straightforward to determine a polynomial Pn representing τ , see Example 3. The
polynomial Pn is not unique, however, by Theorem 3 no Ps , s < n can represent τ .
Our results stated in Theorems 3 and 5, which concern evaluating Crk(Ps) = n and B(n) are valid
only for n < (q − 1)/2. It would be interesting to extend these results, at least to obtain bounds
for B(n) when n (q − 1)/2.
Results of this paper can be used to construct pseudorandom sequences with long periods by
imposing suitable conditions on the polynomials Pn . Work on this topic is in progress.
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