Abstract-Word sense disambiguation (WSD) is a significant field in computational linguistics as it is indispensable for many language understanding applications. Automatic processing of documents is made difficult because of the fact that many of the terms it contain ambiguous. Word Sense Disambiguation (WSD) systems try to solve these ambiguities and find the correct meaning. Genetic algorithms can be active to resolve this problem since they have been effectively applied for many optimization problems. In this paper, genetic algorithms proposed to solve the word sense disambiguation problem that can automatically select the intended meaning of a word in context without any additional resource. The proposed algorithm is evaluated on a collection of documents and produce's a lot of sense to the ambiguities word, the system creates dynamic, and up-todate word sense in a highly automatic method.
I. INTRODUCTION
Most of the people use the web to find some contents. At searching process they never worry about ambiguities that occur between words .An ambiguous word is a word that has a lot of meaning in different contexts [2] . The context in which the ambiguous word appears is determined the sense of the word. When the person makes the search related to an ambiguous word, search engines shows all the results related to senses of the word. Several of them are relevant and others are irrelevant.
Word Sense Disambiguation (WSD) is the procedure of finding the senses of the words in textual context, when word has several meanings [5] .WSD is a long-standing issue in Computational Linguistics, and has main effect in many realworld applications involve machine translation, information extraction, and information retrieval [6] .Word Sense Disambiguation (WSD) systems try to solve these ambiguities and finding the accurate meaning.
There are two approaches of WSD [4] Example: Man goes fishing for some bass.
Here knowledge is used to find the meaning of 'bass' in the sentence because an individual can go fishing for a kind of fish but not for low frequency sound. So here bass will refer to fish.
2) Shallow Approaches: This approach does not depended on the world knowledge. An individual can understand the text over the surrounding words.
Example: If 'crane' has words sky or fly near then it will refer to bird. If 'crane' has words parts or manufacture nearby it points to machine. The algorithm used in this paper considers as shallow approaches.
Dynamic languages grow by time such that even more work is required to develop new examples if new terms looked suddenly or gone. For instance, the word "rock" currently has the meaning of a stone as well as a music genre. To avoid preparing annotated corpora, effort needs to be oriented to new approaches in the knowledge-based unsupervised direction, one of the current trends to address WSD as a combinatorial optimization problem. [8] .
The improvement of WSD systems is often expensive to acquiring the needed training data. The supervised methods are the best predictors of WSD difficulty, but the dependence on labeled training data limited them. The unsupervised approaches all implement well in many situations and can be applied widely. To avoid the problem of annotated corpora this paper presented an unsupervised approach based on genetic algorithms to solve the problem of ambiguity words that automatically find the sense of the word from the document's collection.
The rest of the paper is organized as follows: section II explains the related work. Section III introduces the proposed algorithm. In section IV the experimental part is presented. Section V explains the effect of some genetic algorithm factors in the performance of the proposed algorithm. Section VI explains the conclusions and section VII introduces the future work.
II. RELATED WORK
There exists important work on Word Sense Disambiguation for many languages using numerous approaches. The following paragraphs will explain some of the related work that used genetic algorithms to solve the problem of ambiguity words. Zhang, Zhou and Mmartin [3] proposed unsupervised genetic word sense disambiguation algorithm (GWSD). The algorithm using WordNet to describe possible senses for a set of words, to maximize the semantic similarity, www.ijacsa.thesai.org genetic algorithm is applied on this set of words. Domain information and conceptual similarity function is used to calculate similarity between senses in WordNet. They proposed a weighted genetic word sense disambiguation algorithm (WGWSD) for word sense disambiguation in a general corpus. Experiments on SemCor are carried out to compare WGWSD with previous work. Azzini, Pereira, Dragony and Rettamanzi [1] proposed a supervised method to WSD based on neural networks shared with evolutionary algorithms. Big tagged datasets are considered for each sense of a polysemous word, and used to evolve an optimized neural network. kumara and singh [9] using genetic algorithm with Elitism for Hindi language. a lexical knowledge base and Wordnet for Hindi is used. The central focus is on word sense disambiguation using the context by applying GAs. Menai [6] proposed to use genetic and memetic algorithms to solve the word sense disambiguation problem , and apply them to Modern Standard Arabic. Its performance evaluated and compared against a naïve Bayes classifier. results show that genetic algorithms can reach more precise prediction than naïve Bayes classifier and memetic algorithms. Alsaeedan and Menai [11] proposed a self-adaptive GA for the WSD problem with an automatic modification of its mutation and crossover probabilities. The experimental results found on standard corpora (Senseval-2 (Task#1), SensEval-3 (Task#1), and SemEval-2007 (Task #7)) show that the presented algorithm considerably outperformed a genetic algorithm with standard genetic operators in recall and precision.
III. WORD SENSE DISAMBIGUATION USING GENETIC ALGORITHMS
Representation of the context in which an ambiguous word occurs has great effect to successfully applied machine learning methods for word sense disambiguation (WSD) problem [6] .So to apply genetic algorithms to word sense disambiguation (WSD) the search space of the problem must be represented in suitable format. The proposed algorithm applied to WSD without any resource like dictionary or thesauri, it worked directly on the collection of the documents. To start the method, words that require to be disambiguated are compiled and kept in a text file. Each word is send to a search engine as a query to retrieve great number of Web pages. The Web pages are cleaned and control characters and HTML tags are removed. The Knowledge base contains a corpus of sentences consisting of the ambiguous words and a number of other words which co-occur with the ambiguous words. The proposed approach implemented in the following steps:
A. Preprocessing
The preprocessing procedure includes the following steps:
1) Tokenize each documents and performed word segmentation to get the word set.
2) Remove the stop word like (the ,an, and ….) from the word set.
3) Remove the ambiguity word from the word set B. Applying genetic algorithm for WSD
After preprocessing step genetic algorithms applied as follows:
1) Population Representation and Initialization
GAs runs on a number of potential solutions, termed a population, containing many encoding of the parameter set simultaneously. To solve word sense disambiguation the population was initiated with 50 variables in length chromosome as following: 
1) fitness function
The fitness function for each individual measures how many documents covered by these words sense represented in that individual in another word how much the sense generated by the algorithm represent the actual meaning of the word in that context. The fitness function doesn't reward sense that are more frequently used.
2) Termination of the GA
Since the algorithm is unsupervised, there are no a specific results that should be found by the algorithm therefore, the GA terminated after a prespecified number of generations and then all individuals in the population that have fitness function more than specified threshold represented the discovered senses of the ambiguous word.
The algorithm allows overlapping so one document may have more than one sense of the ambiguous word. 
IV. EXPERIMENT
The method evaluated with some none ambiguous word like bank and as the Natural languages are dynamic in nature, with time new words emerge and usages of words tend to change. The method tested with the word python. Human beings can keep themselves updated with latest words or new vocabulary but to maintain same level of maintenance in updating latest knowledge for a machine needs continuous efforts, the genetic algorithm for WSD method is one of these effort. Table 1 below showed results of the system for the word bank ,the results show that the dominant sense of the word is a financial business building and there are many senses with different fitness value and other senses have little rate of appearance. Fig. 3 . The fitness of the senses discovered by the proposed algorithm for the word (bank) Table 2 below showed results of the system for the word python, the results shows that the dominant sense of the word is programing language and the algorithm produces other senses with different values of fitness. 
V. EFECT OF GENETIC ALGORITHMS PARAMTERS
In these experiments we are trying to study the effect of the genetic algorithm parameters in the performance of the proposed algorithm.
1) elitism
In these experiments we are trying to study the effect of the elitism operation in the performance of the proposed algorithm.
Genetic algorithm with the elitism operation saves the best population in the whole generation to be the solution and reject the new solutions that do not improve the existing ones. This paper proposed a word sense disambiguation method based on genetic algorithm. The results of the experiments reflect that the system works well in disambiguating the words without any need to an annotated example. The algorithm produced a wide range of word sense according to the context of the word in the document. Encoding the population with words taken directly from documents will be reduced the time required to reach the optimal solution ,this is considered as an employment of some prior knowledge and the results can be directly introduced to the user and don't need any post processing. The experiments on the dataset collocated from the web have shown that the algorithm achieves promising results in WSD field.
VII. FUTURE WORK
In the future it will be possible to study some genetic algorithm parameters like population size and maximum chromosome length. It is also possible application of other algorithms such as swarm intelligence algorithms and compares the results with the algorithm proposed in this research.
