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Abstract 
The identification of phenotypic associations in high-dimensional brain connectivity data 
represents the next frontier in the neuroimaging connectomics era. Exploration of brain- 
phenotype relationships remains limited by statistical approaches that are 
computationally intensive, depend on a priori hypotheses, or require stringent correction 
for multiple comparisons. Here, we propose a computationally efficient, data-driven 
technique for connectome-wide association studies (CWAS) that provides a 
comprehensive voxel-wise survey of brain-behavior relationships present across the 
connectome; the approach identifies voxels whose whole-brain connectivity patterns 
vary significantly with a phenotypic variable. Using resting state fMRI data, we 
demonstrate the utility of our analytic framework by identifying significant connectivity-
phenotype relationships for full-scale IQ and assessing their overlap with existent 
neuroimaging findings, as synthesized by openly available automated meta-analysis 
(www.neurosynth.org). The results appeared to be robust to the removal of nuisance 
covariates (i.e., mean connectivity, global signal, and motion) and varying brain 
resolution (i.e., voxelwise results are highly similar to results using 800 parcellations). 
We show that these CWAS findings can be used to guide subsequent seed-based 
correlation analyses. Finally, we demonstrated the applicability of the approach by 
examining CWAS for three additional datasets, each encompassing a distinct phenotypic 
variable: neurotypical development, ADHD diagnostic status, and L-dopa 
pharmacological manipulation. For each phenotype, our approach to CWAS identified 
distinct connectome-wide association profiles, not previously attainable in a single study 
utilizing traditional univariate approaches. As a computationally efficient, extensible, and 
scalable method, our CWAS framework is ideally positioned to accelerate the discovery 
of brain-behavior relationships in the connectome. 




The human connectome, comprising the complete set of neural interactions in 
the brain, provides the framework for behavior and cognition (Craddock et al., 2013; 
Sporns, 2011; Sporns et al., 2005). A key challenge for neuroscience is to understand 
the relationship between inter-individual variations in the organization of functional 
systems within the connectome, and environmental and phenotypic factors (Akil et al., 
2011; Biswal et al., 2010). Phenotypic variables such as task performance, 
psychological traits, and disease states have been found to be associated with variation 
within and between specific functional brain circuits (Andrews-Hanna et al., 2010; 
Fornito and Bullmore, 2010; Greicius, 2008; Kelly et al., 2012, 2008; Zhu et al., 2008). 
However, connectome-wide association studies (CWAS) permitting the exploration of 
brain-behavior relationships across the entire connectome remain a challenge as they 
entail a massive number of comparisons (Milham, 2012). For example, an investigation 
of connectivity for 25,000 voxels requires consideration of more than 300 million possible 
pairings of voxels. 
As in genome-wide association studies (Burton et al., 2007; McCarthy et al., 
2008), investigations of connectome-wide associations typically employ mass-univariate 
statistical analyses. In the univariate approach, a phenotypic measure is related to only 
one functional connection at a time (e.g., between regions of interest [ROIs], or between 
voxels in a whole-brain analysis); concurrent contributions from other connections are 
necessarily ignored (D. M. Cole et al., 2010). The large number of statistical tests 
entailed by this approach (thousands to millions) increases the potential for false 
positives and requires stringent correction for multiple comparisons (Chumbley and 
Friston, 2009; Hu et al., 2010; Worsley et al., 2005; Zalesky et al., 2010a). In addition, 
visualization and interpretation of results from such a massive number of univariate 
analyses in three dimensions can represent a major challenge (e.g., visualization of the 
voxel-wise connectome) (Margulies et al., 2013).  
Multivariate learning methods have recently been advocated as an alternative 
approach for exploring connectivity-phenotype associations (Margulies et al., 2010). In 
the multivariate framework, the simultaneous contribution of entire sets of functional 
connections to a phenotypic variable (e.g., age, clinical diagnosis, behavioral 
performance) is evaluated. Thus reducing the number of connectivity-phenotype 
evaluations to one per set, and reducing the scale of the multiple comparison problem. 
Given that cognitive and perceptual processes are driven by patterns of concurrent 
activity across distributed brain networks rather than individual regions (Haynes and 
Rees, 2006; Norman et al., 2006), simultaneous assessment of multiple connections 
may capture connectivity-phenotype relationships more accurately (Varoquaux and 
Craddock, 2013). While a variety of multivariate approaches can assess phenotypic 
associations in the connectome (Varoquaux and Craddock, 2013), we chose multivariate 
distance matrix regression (MDMR) (Anderson, 2001; McArdle and Anderson, 2001; 
Reiss et al., 2010; Zapala and Schork, 2006), which is able to examine more than one 
predictor variable at a time (i.e., covariates can be incorporated), does not require the 
specification of parameters, and is computationally efficient.  
Here, we provide a whole-brain framework for identifying phenotypic associations 
in the connectome. While the approach is illustrated using several examinations of 
functional connectivity, it can be applied to structural connectivity. At each node in the 
connectome (defined by e.g., voxels, brain areas, parcellation units), we test whether 
inter-individual whole-brain connectivity patterns are related to differences in one or 
more phenotypic variables of interest. This is accomplished using a two-step approach. 
First, for each node in the connectome, we calculate a whole brain functional 
connectivity map, and then calculate the similarity between the connectivity maps of all 
possible pairings of participants using spatial correlation, yielding an n x n matrix (n = 
number of participants). Then, at each node, we use MDMR to test whether a variable of 
interest (e.g., a clinical diagnosis) is associated with these between-subject distances: 
significance is determined using permutation testing (Fig. 1). The end result is a statistic 
for each node that indicates the strength of the relationship between a phenotypic 
measure and variations in its connectivity patterns across participants. 
A key motivation for our approach was to lower common barriers to effective 
discovery science and full-brain exploration of the connectome; in particular, the high 
computational demands and resulting necessity to incorporate a priori information to 
constrain the problem. Our MDMR-based approach does not require the user to pre-
specify the dimensionality of the data (as in independent component analysis or 
clustering; Bellec et al., 2010; Damoiseaux et al., 2006) or graph construction 
parameters (as in network centrality-based approaches; Buckner et al., 2009; Bullmore 
and Bassett, 2011; Zuo et al., 2012). The resolution of brain representations (e.g., 
voxels) does not need to be reduced to facilitate computation, as is common with graph 
theoretic analyses (Buckner et al., 2009; M. W. Cole et al., 2010; Zalesky et al., 2010b). 
Finally, there is no need to select particular seeds or networks, as in seed-based 
correlation analyses (D. M. Cole et al., 2010). 
Our primary demonstration and evaluation of the MDMR-based CWAS approach 
focuses on the identification of connectome-wide associations for IQ using resting state 
data from the publicly available Enhanced Nathan Kline Institute Rockland Sample  
(NKI-RS; http://fcon_1000.projects.nitrc.org/indi/enhanced). Advantages of this dataset 
include substantial sample size (n = 104) and multiple resting-state scans (albeit with 
different imaging sequence parameters). This enabled us to evaluate the robustness of 
our results, their overlap with existing meta-analyses of IQ-brain relationships, and their 
utility in guiding subsequent seed-based correlation analyses. The impact of potential 
confound signals (e.g., motion), preprocessing strategies (e.g., global signal regression), 
and brain parcellation strategies were considered, as well as overall differences in 
measured brain connectivity from one individual to the next. In addition, we provide three 
other examples of MDMR-based CWAS applications using a range of phenotypes and 
experimental designs (ADHD vs. controls, age-related developmental effects, and 
administration of L-DOPA vs. placebo). A summary of our approach is provided in Figure 




We examined resting-state fMRI scans from four community-based datasets (see 
Table 2 for demographics). The four datasets included: 1) IQ: healthy adults with Full 
Scale IQ estimated with the Wechsler Abbreviated Scale of Intelligence (WASI) from the 
NKI-RS with ages 18 to 65 (http://fcon_1000.projects.nitrc.org/indi/enhanced; Nooner et 
al., 2012); 2) Development: healthy individuals ranging from children to young adults 
(http://fcon_1000.projects.nitrc.org/indi/retro/Power2012.html; Power et al., 2012); 3) 
ADHD: typically developing children and children meeting DSM-IV criteria for ADHD 
sampled from the NYU site of the ADHD200 dataset that were matched for age and sex 
(http://fcon_1000.projects.nitrc.org/indi/adhd200; Chabernaud et al., 2012; Di Martino et 
al., 2011; Kelly et al., 2009; Koyama et al., 2011; Mennes et al., 2012; Zuo et al., 2010); 
and 4) L-dopa: healthy adults administered 100mg of L-dopa or placebo double-blind on 
two separate scan visits (Kelly et al., 2009). Datasets 1-3 and the placebo scans from 
Dataset 4 are publicly available for download from the International Data-Sharing 
Initiative at http://fcon_1000.projects.nitrc.org. 
 Data Acquisition 
For the first dataset (IQ), imaging data were acquired using a Siemens Tim Trio 
3T scanner with a 32-channel head coil at the Center for Advanced Brain Imaging, NKI. 
Three different resting-state fMRI scans were collected in the following order: (i) Scan 1, 
a multiband echoplanar imaging (EPI) sequence (Moeller et al., 2010; Xu et al., 2013) 
(900 time points, repetition time [TR] = 645 ms, echo time [TE] = 30 ms, flip angle = 60°, 
40 slices, voxel size = 3×3x3 mm), (ii) Scan 2, a higher spatial resolution multiband EPI 
sequence (404 time points, TR = 1400 ms, TE = 30 ms, flip angle = 60°, 64 slices, voxel 
size = 2×2x2 mm), and (iii) Scan 3, a standard EPI sequence (120 time points, TR = 
2500 ms, TE = 30ms, flip angle = 80°, 38 slices, voxel size = 3x3x3.33 mm). Scan 3 was 
not included in the present study because its duration is half that of Scans 1 and 2, 
decreasing detectability and comparability. A T1-weighted magnetization prepared 
gradient echo sequence (MPRAGE) structural image was also acquired (TR = 1900 ms, 
TE = 2.52 ms, flip angle = 9°, 176 slices, voxel size = 1x1x1 mm). Only datasets for 
individuals between ages 18.0 and 65.0 years old were included in the present analyses 
(n = 104; mean age = 40.3 years). 
Dataset 2 (development; Power et al., 2012) was acquired using a Siemens Tim 
Trio 3T at Washington University at St. Louis. Resting-state fMRI data were obtained 
using a BOLD contrast sensitive gradient EPI sequence (133 time points, TR = 2500 ms 
[n = 68] or 2200 ms [n = 5] or 2000 ms [n = 4], TE = 27 ms, flip angle = 90°, 32 slices, 
voxel size = 4×4x4 mm). A T1-weighted sagittal MPRAGE structural image was also 
obtained (TR-partition = 2.4 s, TE = 3.06 ms, TI=1000 ms, flip angle=8°, 176 slices, 
acquisition voxel size=1×1×1 mm). 
For Dataset 3 (ADHD-200: NYU), imaging data were acquired using a Siemens 
Allegra 3T (NYU Center for Brain Imaging). Resting-state fMRI data were collected with 
a multi-echo EPI sequence (180 time points; repetition time [TR], 2000 ms; effective 
echo time [TE] = 33ms; flip angle, 90°; 33 slices; voxel size, 3x3x4mm). A T1-weighted 
MPRAGE sequence was also acquired (TR=2530ms; TE=3.25ms; TI=1100ms; flip 
angle=7°; 128 slices; FOV=256mm; acquisition voxel size=1.3x1x1.3mm). Following 
removal of participants with data that fails quality assurance (process will be described in 
later section), we selected our sample for analysis from those remaining to match age 
and sex between the ADHD and TDC groups (see Table 2). 
Dataset 4 (L-dopa; Kelly et al., 2009) was acquired using a 4T Bruker Med Spec 
system (Centre for Magnetic Resonance, University of Queensland) equipped with a 
transverse electromagnetic head coil. Resting-state fMRI data comprised 200 
contiguous EPI volumes (TR = 2100ms; TE = 30ms; flip angle = 90; 36 slices; 
acquisition voxel size = 3.6x3.6x3mm). A high-resolution T1-weighted MPRAGE 
sequence was also acquired (TR = 2500 ms; TE = 3.83ms; TI = 1500 ms; flip angle = 8 
degrees; 256 slices; acquisition voxel size = 0.9 x 0.9 x 0.9 mm). 
 
Preparation of Functional Connectivity Data 
Each resting-state fMRI scan was preprocessed via a development version of the 
Configurable Pipeline for the Analysis of Connectomes (C-PAC, http://fcp-
indi.github.com/C-PAC), which builds on AFNI (http://afni.nimh.nih.gov/afni), FSL 
(http://www.fmrib.ox.ac.uk), and Nipype (Gorgolewski et al., 2011). Preprocessing 
comprised slice time correction; motion correction; mean-based intensity normalization; 
nuisance signal removal via multiple regression (described below); temporal bandpass 
filtering (0.009–0.1Hz); linear registration of functional to structural images using FSL‘s 
Flirt; and nonlinear registration of structural images to the MNI152 template (2mm 
isotropic) using FSL‘s FNIRT (Andersson et al., 2007).  
Signals of no interest were removed using two strategies. Both strategies 
involved removal of linear/quadratic trends (to account for scanner drift) and six motion 
parameters. The first strategy also removed 5 ―nuisance‖ signals obtained by means of a 
principal components analysis of white matter (WM) and cerebrospinal fluid (CSF) 
signals using the component based noise correction (CompCor) approach (Behzadi et 
al., 2007; Chai et al., 2012). This strategy was used for principal analyses, except where 
indicated. The second strategy removed signals associated with mean time series 
extract from CSF, WM, as well as the global signal, and was conducted mainly for 
comparability with the published literature (Gotts et al., 2013; Murphy et al., 2013; Yan et 
al., 2013b). As a final step, data were spatially smoothed to FWHM=8mm using AFNI‘s 
3dBlurFWHM, which calculates a smoothing kernel to obtain the predetermined output 
smoothing from the initial smoothness level. The output of these preprocessing steps 
was a 4D residual functional volume in MNI152 standard space that was resampled to 
4mm isotropic for the purpose of CWAS.  
Group Level Nuisance Covariates. We computed two different measures to be 
included as nuisance covariates in later group analyses. First, given the potential for 
spurious results from head movements as small as 0.1mm, we calculated mean 
framewise displacement (a measure of moment-to-moment changes in motion; Power et 
al., 2012). Second, to partial out effects of global connectivity when using CompCor for 
preprocessing, we calculated a measure of mean global connectivity (the average 
correlation across all possible connections; Saad et al., 2013; Yan et al., 2013b) for use 
as a covariate. This approach to removing effects of global connectivity has been 
recommended as an alternative to global signal regression (Gotts et al., 2013) and can 
be contrasted with our second preprocessing strategy that used CSF, WM, and the 
global signal as nuisance covariates. 
 
Quality Assurance 
Given that the Development and L-DOPA datasets were previously quality 
controlled and published, we did not exclude any participants (Kelly et al., 2009; Power 
et al., 2012). In contrast, for the IQ and ADHD-200 datasets, which are intended to 
include datasets of varying caliber, we applied a semi-automated approach to exclude 
scans of poor quality. Both anatomical scans (one per participant) and functional scans 
(one to three per participant) were examined in MNI152 standard space (2mm). Here we 
explain the steps; Supplementary Table 1 provides the number of participants excluded 
at each step per dataset. For anatomical images, we measured the percentage of voxels 
(within a standard brain mask) present after skull stripping and the spatial correlation 
between a given scan and the sample mean. For functional images, we measured head 
motion with mean framewise displacement (FD), brain coverage with the number of 
voxels present in an overlap mask (includes voxels present in at least 90% of subjects), 
and mean functional SNR. We excluded participants whose anatomical or functional 
scans were outliers (i.e., above or below the median by more than two times the 
interquartile range on the corresponding measure [for mean FD, only the upper limit was 
enforced]). Manual inspection of outlier scans confirmed that these scans were generally 
of poor quality, either noisy (e.g., as a result of motion, for functional scans) or with poor 
grey-white matter contrast (for anatomical scans).  
 
Connectome-Wide Association Studies (CWAS) 
Subsequent analyses were performed in R (version 2.15.3; R Core Team, 2013) 
using up to 12 2.1-GHz AMD Opteron processors and a maximum of 30 GB of RAM. An 
overview of the analytic steps is given in Figure 1. The code for these analyses has been 
made publicly available through the R package Connectir 
(http://connectir.projects.nitrc.org) and within the python library C-PAC (http://fcp-
indi.github.com/C-PAC). The following three steps were completed separately for each 
of the four datasets. 
The first step was to assess subject-level functional connectivity using temporal 
Pearson correlations (Fig. 1b). For each participant, we computed correlations of blood 
oxygen level dependent (BOLD) fMRI signal between each pair of grey matter voxels in 
the brain. Computations were restricted to grey-matter voxels falling within a tissue prior 
mask provided with FSL (thresholded at grey matter probability > 25%). We further 
restricted computations to connections among those voxels that present in all 
participants (separately for each dataset). The result of this step was a v x v correlation 
matrix, where v is the number of 4mm voxels in the group-level grey matter mask (v = 
15,615 for the IQ dataset; v = 16,154 for development; v = 15,967 for ADHD; v = 16,092 
for L-DOPA). 
The second step was to summarize individual differences in functional 
connectivity (Fig. 1c). For each voxel, we calculated the distance (dissimilarity) between 
connectivity patterns (i.e., each voxel‘s correlation with the rest of the brain) for every 
possible pairings of participants in a given dataset. The distance between a pair of 
connectivity patterns (e.g., for one voxel between two participants) can be compared 
with any semi-metric or metric distance; we used one minus the Pearson correlation, 
yielding a distance between 0 and 2 (0 = perfectly correlated, 1 = uncorrelated, 2 = 
perfectly negatively correlated). The result of this distance calculation was an n  n 
matrix of distances among participants, for each voxel. For example, the development 
dataset includes 77 participants, so the distance matrix for each voxel was 77 x 77. The 
1st row or column of the matrix represents the dissimilarity between the 1st participant‘s 
whole-brain connectivity map with all other participants‘ whole-brain connectivity maps. 
The third step used multivariate distance matrix regression (MDMR) to test how 
well phenotypic variables explain the distances between participants obtained in step 
two (Fig. 1d). Essentially, MDMR was used to test whether, for each voxel, whole-brain 
connectivity patterns tend to be more similar in individuals with similar phenotypes (e.g., 
within-group) than in individuals with dissimilar phenotypes (e.g., between-group). 
MDMR exhibits excellent levels of accuracy and good power (Zapala and Schork, 2012). 
It yields a pseudo-F statistic analogous to an F-statistic from a standard ANOVA model 
(see Calculation of Pseudo-F Statistic for details). Since the pseudo-F statistic does not 
in general have an F-distribution under the null hypothesis, its significance is assessed 
with a permutation test. The null distribution was simulated by applying a random 
permutation to the subject indices for the variable of interest (e.g., IQ) 15,000 times and 
re-computing the pseudo-F statistic each time. The pseudo-F statistic from the original 
data was then referred to this simulated distribution to obtain a p-value. We controlled for 
family-wise error rate using Gaussian Random Field (GRF) theory (voxel threshold of Z 
> 1.65, cluster size threshold p < 0.05; note the one-tailed threshold was employed due 
to the unidirectional nature of the F-test). For comparison, we also performed a more 
stringent multiple comparisons correction by simulating a permutation distribution of 
maximum cluster sizes. For this permutation-based cluster correction, statistical maps 
were thresholded at a voxel-level pseudo-F value that corresponded to p < 0.05 (via a 
linear fit between the p and F values across all voxels) and then corrected for multiple 
comparisons using a cluster size corresponding to p < 0.05. The final result of this third 
step was a map of brain regions whose whole-brain pattern of connectivity was 
significantly associated with a phenotypic variable such as IQ. 
 
Calculation of the Pseudo-F Statistic in MDMR 
As noted above, the pseudo-F statistic forms the basis for MDMR. In the 
supplementary material, we first explain the standard approach to calculating the 
pseudo-F statistic for a single predictor variable (McArdle and Anderson, 2001; Zapala 
and Schork, 2006). Second, we present modifications to the formula that allow inclusion 
of multiple predictor variables analogous to standard multiple regression (Reiss et al., 
2010). Finally, we present a matrix algebra device for rapid simultaneous computation of 
multiple pseudo-F statistics. 
 
Evaluation and Application of MDMR as an Approach to CWAS 
Our evaluation strategy for MDMR-based CWAS is summarized in Figure 2, and 
specific details are presented in combination with the results to facilitate ease of reading. 
In brief, the evaluation strategy aimed to: 
1. Assess the robustness of MDMR-based CWAS by examining the false positive rate 
and reproducibility of CWAS where we regressed on IQ, controlling for age, sex, and 
mean FD. 
2. Determine effects of removing noise on CWAS including removal of mean 
connectivity, global signal, and/or motion from analyses related to IQ or 
development. 
3. Establish the utility of CWAS in guiding seed-based correlation analyses by 
comparing the results from CWAS against a standard GLM at every connection. 
4. Demonstrate the applicability of CWAS across a range of predictor variables. 
Specifically, we examined a continuous between-subject variable, age (6.0-25.0 
years old), while controlling for number of runs, sex, and mean FD; a categorical 
between-subject variable, ADHD diagnostic status (ADHD versus control), controlling 
for age, sex, scan instructions (eyes open or closed), and mean FD; and a within-
subject pharmacological manipulation (L-DOPA versus placebo), controlling for 
mean FD. 
5. Resolve the optimal brain resolution(s) for CWAS. To this end, we applied CWAS to 
a variety of brain parcellation resolutions for all our four datasets (IQ, development, 
ADHD, and L-DOPA).  For each dataset, we then examined and compared the 




In the following sections we apply MDMR, using the distance (1 – r) between 
participants' functional connectivity maps (see summary of distances in Supplementary 
Materials), to relate functional connectivity to full-scale IQ. We chose IQ as it is a well-
established cognitive phenotype with high inter-rater and test-retest reliability, as well as 
substantial neuropsychological and neuroimaging literatures documenting its neural 
correlates (Deary et al., 2010; Jung and Haier, 2007). We examine the impact of key 
analytic decisions (i.e., standardization approaches, parcellation strategies), and 
contrast findings from MDMR with those obtained from seed-based correlation analyses. 
Following this initial demonstration of the utility of MDMR for CWAS, we present several 
additional applications of the approach. 
For our examinations of IQ we took advantage of the presence of two R-fMRI 
scans in each participant‘s session to provide initial insights into the reproducibility of 
findings. However, it is important to note that these are likely underestimates of 
reproducibility, as scans 1 and 2 systematically differ – both with respect to when they 
occur in the imaging session (thus allowing for variability related to scanner 
fatigue/arousal) and the specific imaging protocols (e.g., sampling rate, spatial 
resolution).   
 
Connectome-Wide Associations for IQ 
For our initial survey of CWAS, we identified brain voxels whose inter-individual 
variation in whole-brain connectivity was related to inter-individual variation in IQ. Overall, 
we found a large number of significant associations with IQ in Scan 1 (proportion of 
voxels found significant: 16%; Fig. 3a) and Scan 2 (13%; Fig. 3b). Highly similar findings 
were obtained using permutation-based cluster correction for multiple comparisons (see 
Supplementary Fig. 2). For the purpose of comparison against a null condition and to 
quantify the false-positive rate, we shuffled the IQ scores 15,000 times and repeated the 
MDMR. The resultant null distribution is shown in Figure 4; a greater proportion of 
significant voxels was obtained on only ~1% of shuffled instances (0.38% Scan 1; 1.02% 
Scan 2). 
 We categorized the regions identified across the two scans according to the 7 
networks presented by Yeo et al. (2011) and others (Buckner et al., 2011; Choi et al., 
2012). We found that IQ was significantly associated with variation in whole-brain 
functional connectivity patterns in fronto-parietal areas (caudal middle frontal and pre-
central cortex, frontal operculum/anterior insula; proportion of significant voxels in this 
network: 8% in Scan 1 and 8% in Scan 2), somatomotor areas (supplementary motor 
area (SMA), pre-SMA and paracentral cortex; 5% Scan 1 and 19% in Scan 2), ventral 
attentional network (pre-SMA and caudal anterior cingulate; 19% in Scan 1 and 14% in 
Scan 2), and visual network areas (lingual and pericalcarine; 34% in Scan 1 and 19% in 
Scan 2) and default network areas (lateral orbitofrontal, ventromedial prefrontal cortex, 
precuneus, and posterior cingulate; 28% in Scan 1 and 29% in Scan 2) (see Fig. 5 for 
characterization of associations by network). Overlap between thresholded CWAS maps 
across Scans 1 and 2 was fair (Dice coefficient = 0.27), as was the similarity between 
unthresholded maps (Spearman rho = 0.25). Consistent relationships were observed for 
dorso- and ventrolateral PFC, dorsal ACC and SMA/pre-SMA, posterior cingulate and 
lingual gyrus, regions that exhibit strong convergence with predictions based on the 
fronto-parietal integration theory of intelligence (Jung and Haier, 2007).  
 
Comparison of MDMR Findings with Neurosynth Meta-Analysis Findings  
To help validate our claim that MDMR applied to resting state data revealed key 
brain regions underlying inter-individual variation in IQ, we compared the regions we 
identified in this work with a meta-analytic summary of the neuroimaging literature. 
Specifically, we compared the findings from each of our two scan sessions with those 
emerging from a Neurosynth meta-analysis (Yarkoni et al., 2011), obtained using search 
terms highly related to or composing IQ: ―intelligence‖, ―reasoning‖, or ―WM‖ (Deary et al., 
2010; Duncan et al., 2000, 1995; Kane and Engle, 2002). The search results included 
studies with a variety of modalities such as task-based fMRI and structural MRI as well 
as clinical and/or healthy populations. As depicted in Figure 6, our MDMR findings and 
the Neurosynth meta-analytic results overlapped in key regions highlighted in the 
literature (Dice coefficient Scan 1 = 0.15 and Scan 2 = 0.17). Areas of overlap included 
or were proximal to those exhibiting the strongest overlap between scans: dorsolateral 
and ventrolateral prefrontal cortex, frontal operculum (including anterior insula), anterior 
cingulate cortex and adjacent supplemental motor areas, all areas commonly implicated 
in executive control (Dosenbach et al., 2008; Nee et al., 2007; Owen et al., 2005; 
Simmonds et al., 2008). Although the Neurosynth meta-analysis found more voxels in 
parietal areas than MDMR, MDMR revealed IQ-related associations in the default 
network that were not obtained with Neurosynth. Several potential factors could be 
associated with the difference between text-based meta-analysis and our CWAS 
analysis. Disparities may reflect noise in Neuosynth study selection (i.e., not all studies 
using the term ‗intelligence‘ were about IQ), variability introduced by the array of imaging 
modalities and cognitive probes included in Neurosynth, or fundamental differences 
between regional connectivity (CWAS-MDMR) and regional activation (Neurosynth) with 
respect to their relations to behavior. In addition, it may reflect the need for a larger 
sample size for CWAS. 
 
Effects of Removing Noise (Mean Connectivity, Global Signal Regression and Motion) 
Although global signal regression has been criticized for potentially introducing 
artifactual results under some circumstances (Gotts et al., 2013; Murphy et al., 2009; 
Saad et al., 2013), standardization through regression of the global signal or mean 
(global) connectivity has been shown to provide a simple and effective means of 
decreasing unwanted additive effects including head motion (Saad et al., 2013; Yan et 
al., 2013a, 2013b). Accordingly, we examined the impact of removing global signal (i.e., 
average time-series across all voxels in the brain) at the subject level (Fig. 7a), as well 
as mean connectivity across the whole brain (i.e., the average correlation across all 
possible connections in the brain) at the group level when examining connectivity-IQ 
associations (Fig. 7b). While the percent of significant MDMR findings decreased overall 
(5 and 11% less significant voxels for global signal regression and 9 and 6% less 
significant voxels for mean connectivity covariate, for Scans 1 and 2, respectively), the 
patterns obtained with both correction strategies strongly resembled those observed in 
our original IQ findings (Spearman rho of 0.78 and 0.70 for global signal regression and 
0.92 and 0.85 for mean connectivity covariate for Scans 1 and 2, respectively). As 
potential noise correction approaches, we might expect an increase in the reproducibility 
of IQ findings between scans. However, we did not observe substantial improvements in 
the similarity of the results between our two scans when using either global signal or 
mean connectivity correction (no correction: Spearman rho = 0.25, global signal: 0.21, 
and mean connectivity: 0.21). 
 Turning to age – a variable that is more robustly correlated with mean functional 
connectivity– we also evaluated MDMR using a developmental dataset (Supplementary 
Fig. 4; Power et al., 2012). The pattern of findings here is consistent with that for the IQ 
analysis: findings for the CompCor analysis path were highly similar to those for the path 
that included global signal regression (Spearman rho = 0.70) and analysis with mean 
connectivity covariate (Spearman rho = 0.84). Relative to IQ findings, we found a greater 
reduction in the percent of significant connectome-wide associations with age when 
accounting for global signal (at the subject level; from 42% to 23%) and when 
accounting for mean connectivity (group level; to 25%). This more substantial reduction 
in age effects may reflect a greater relationship between age and each - the global 
signal and mean connectivity, both of which are influenced by motion among other 
factors. In sum, different standardization approaches did not drastically alter the pattern 
of findings, although global signal regression and mean connectivity did appear to 
reduce spatial extent. Although beyond the primary goals of the present work, our 
supplementary analyses demonstrate the utility of the MDMR-based CWAS framework 
in accounting for variance related to motion in developmental datasets, where 
hyperkinetic tendencies can induce artifacts (see supplementary Figure 5 and related 
supplementary discussion of findings). 
 
Comparison of MDMR and GLM Seed-based Connectivity Analyses  
Next we compared MDMR results to a more typical analysis of individual 
connections. We fitted a GLM for IQ at each connection between voxels. As in our 
CWAS analysis, we controlled for age, sex, and mean FD. To facilitate a comparison to 
our CWAS voxelwise maps, we summarized our GLM results at each voxel by the 
percent of the voxel‘s connections that varied significantly (at p < 0.05, uncorrected) as a 
function of IQ. This comparison revealed a strong positive correlation between the 
number of connections exhibiting a significant relationship with IQ, per the GLM-based 
analysis, and the log p-value of the relationship between the same voxel and IQ, per 
MDMR (Spearman‘s rho = 0.46 [Scan 1] and 0.48 [Scan 2], ps < 0.001; Fig. 8a). In 
addition, we detected fair overlap between the voxels ranking among the top 5%, 10% 
and 15% in terms of their significance in the CWAS, and those ranking in the same 
percentiles based on the number of significant individual connections revealed by the 
GLM-based analysis (Dice coefficient: 018, 0.27, and 0.35 for Scan 1 and 0.20, 0.29, 
and 0.35 for Scan 2, respectively; Fig. 8b). This overlap increased when mean 
connectivity was included as a group-level covariate (Dice coefficient: 0.36, 0.47, and 
0.51 for Scan 1 and 0.29, 0.39, and 0.44 for Scan 2, respectively). This difference 
appeared primarily due to changes in the GLM findings. Adding mean connectivity as a 
covariate had minimal effects on the rank ordering of voxelwise results for MDMR 
(Spearman‘s rho = 0.92 [Scan 1] and 0.85 [Scan 2]) but led to a considerable change for 
the GLM-based analysis (Spearman‘s rho = 0.40 [Scan 1] and 0.27 [Scan 2]). 
 
MDMR as a Guide for SCA 
Given the relationship between MDMR and massive seed-based correlation 
analysis (SCA), we wished to test more explicitly whether results from MDMR could be 
used to guide follow-up seed-based connectivity-phenotype analyses (Fig. 9). In 
particular, since MDMR-based CWAS indicates only the presence of an association 
between a phenotypic variable and connectivity patterns, follow-up analyses like SCA 
are needed to understand the nature of the effect (i.e., direction and specific connections 
involved). We considered a set of regions-of-interest (ROIs) and calculated the percent 
of significant (p < 0.05) seed-based connectivity-IQ associations for each ROI, as the 
previous section. To start, we selected 100 ROIs from Scan 1 that covered the full range 
of MDMR values allowing for broad examination of the MDMR-SCA relationship. 
Specifically, ROIs represented four groups of voxels: global maxima (maximally 
significant voxels with p < 0.05), significant (random voxels with p < 0.05), non-
significant (random voxels with p > 0.05), and global minima (minimally significant voxels 
with p < 0.05). We imposed a minimum distance within ROI groups (20mm) and between 
ROI groups (10mm) to ensure that regions were well distributed across the brain. As 
expected, we found that ROIs based on global maxima and significant MDMR values in 
Scan 1 had the significantly more connections showing significant associations with IQ in 
the massive SCA for Scan 1 (maxima: 22.8%; significant: 15.6%; non-significant 10.6%; 
minima: 3.2% of seed-based connections; maxima > non-significant: t(46) = 4.6, p < 
0.001; maxima > minima: t(27) = 9.2, p < 0.001; significant > non-significant: t(48) = 2.0, 
p < 0.05; significant > minima: t(28) = 6.6 p < 0.001). An identical pattern of results was 
noted for the MDMR maxima in Scan 2 and massive SCA in Scan 2 (maxima: 26%; 
significant: 25.5%; non-significant 13.7%; minima 3.5%; maxima > non-significant: t(43) 
= 3.7, p < 0.001; maxima > minima: t(26) = 8.1, p < 0.001; significant > non-significant: 
t(44) = 3.7, p < 0.001; significant > minima: t(27) = 8.3 p < 0.001). 
Next, we carried out a more stringent test of the utility of MDMR in guiding SCA 
analyses, by using the MDMR ROIs in Scan 1 to guide SCA in Scan 2, and vice-versa 
(Fig. 9). In both instances, we found that the ROIs based upon maxima and significant 
voxels in one scan had a higher number of connections showing significant associations 
with IQ in the massive SCA in the other scan relative to non-significant and minima 
voxels (Scan 1 to guide Scan 2 - maxima: 13.1%; significant: 14.0%; non-significant 
10.7%; minima 7.9%. Scan 2 to guide Scan 1 - maxima: 15.9 %; significant: 16.5%; non-
significant 13.9%; minima 10.4%). Differences however were only significant for maxima 
and significant voxels relative to minima voxels and marginally significant for significant 
voxels relative to non-significant voxels (Scan 1 to guide Scan 2 - maxima > non-
significant: t(47) = 0.8, p = 0.22; maxima > minima: t(46) = 2.1, p < 0.05; significant > 
non-significant: t(48) = 1.0, p = 0.15; significant > minima: t(48) = 2.5 p < 0.01; Scan 2 to 
guide Scan 1 - maxima > non-significant: t(38) = 0.9, p = 0.18; maxima > minima: t(37) = 
2.1, p < 0.05; significant > non-significant: t(45) = 1.6, p = 0.06; significant > minima: 
t(44) = 3.0 p < 0.01). Differences between ROI groups were notably reduced relative to 
MDMR-SCA associations within a single scan. These reductions in the magnitude of 
differences among seed types are not necessarily surprising. As mentioned earlier, there 
is likely systematic variation related to factors such as the scans being separated in time 
(in a fixed order) or different imaging protocols (e.g., sampling rate, spatial resolution).  
Additionally, they may highlight the need for larger-scale datasets when attempting to 
carry out replication and follow-up analyses for discovery science; prior work has 
suggested several hundred participants to be a more practical starting point for 
functional connectivity and phenotype associations (Biswal et al., 2010; Kelly et al., 
2012). 
 
Applicability of CWAS 
We assessed the extensibility of MDMR-based CWAS to a broader range of 
experimental designs and phenotypic variables. Specifically, we examined a between-
subject (continuous) variable, age (6-25 years old), a between-subject (categorical) 
variable, childhood ADHD diagnostic status; and a within-subject variable, 
pharmacological manipulation (L-DOPA versus placebo). Each of the analyses revealed 
a unique pattern of connectome-wide associations (see Figure 10 for cluster-correction 
based on Gaussian random-field and Supplementary Figure 2 for cluster-correction 
based on permutations). Although an extensive discussion of these findings is beyond 
the scope of the present work, there are some notable highlights and distinctions. First, 
for development, nearly 60% of the significant associations observed were accounted for 
by the visual, somatomotor, and ventral attention networks – results paralleling those 
from a support vector machine (SVM) analysis of developmental changes in functional 
connectivity (Dosenbach et al., 2010). Second, for childhood ADHD, we observed 
significant associations within the superior parietal cortex – a region involved in goal-
directed orienting of attention, highlighted in meta-analyses of task-based and structural 
imaging studies (Kelly et al., 2007; Valera et al., 2007). Third, the CWAS related to L-
DOPA administration was consistent with the results of the published seed-based 
functional connectivity analysis (Kelly et al., 2009). As in the prior study, associations 
were observed for voxels in visual areas (BA 17-19), the default network (dorsal medial 
PFC and posterior cingulate), brainstem, and the anterior cerebellum and cerebellar 
vermis. The distinctiveness of the patterns of findings observed for each of these 
variables was attested to by our observation that, for almost all pairs of phenotypes, the 
similarity of MDMR findings (Spearman‘s rho) approached zero (ADHD-Development =  
0.04, ADHD-LDOPA = 0.01, Development-LDOPA = 0.05). 
As expected based upon the literature, age effects were relatively large, whereas 
findings associated with ADHD were more modest. The robustness of findings for the L-
DOPA administration is striking given the sample size of 20, but likely ascribable to the 
within-subject design, which would be expected to yield greater statistical power. 
 
Resolution Considerations  
Voxel-wise analyses entail significant redundancies of information contained 
(especially after spatial smoothing), and can have high computational complexity. To 
examine the effects of data reduction, we parcellated the brain using a variety of 
resolutions (i.e., 25, 50, 100, 200, 400, 800, 1600, 3200, or 6400 units) based on 
spatially-constrained spectral clustering (Craddock et al., 2012), and repeated our 
MDMR analyses at each resolution but transformed each parcellation result to voxelwise 
space for comparisons. With respect to the results obtained, we found a high degree of 
concordance across the various parcellations, regardless of resolution (see Fig. 11 and 
Supplementary Fig. 6). To provide insight into potential differences, we calculated the 
following metrics across the various resolutions: 1) number of voxels with significant 
associations detected (local maxima: 100, 800, and voxelwise), 2) reproducibility across 
scans (local maxima: 200, 800 and voxelwise), and 3) overlap with voxelwise results 
(local maxima: 800 and 1600). Given the commonality of the 800 parcels across our 
three metrics, we examined the effect of this parcellation set on the development, ADHD, 
and L-DOPA MDMR results (Fig. 12). We found strong overlap between the 800 
parcellations and voxelwise MDMR results for each dataset (percent of voxelwise results 
observed in 800 parcellation results; ADHD: 28%, development: 57%, IQ [Scan 1]: 69%, 
and L-DOPA: 65%). 
 
Discusssion 
The present work provides a framework for data-driven, connectome-wide, 
examination of the neural correlates of phenotypic variation. The MDMR-based 
approach represents an analytic shift from examining individual connections to patterns 
of whole-brain connectivity that relies minimally on a priori assumptions and is relatively 
robust to common analytic decisions (e.g., brain parcellation approach, smoothing, and 
global signal regression). Initial application of the analytic framework to connectivity-IQ 
relationships provided compelling support for the reproducibility and validity of the 
findings obtained with MDMR. Specifically, the findings obtained showed impressive 
reproducibility across first and second within-session scans, and substantial 
correspondence with a priori predictions based upon the neuropsychological and task-
based neuroimaging literatures. Correspondence between MDMR-based findings and 
those obtained through mass-univariate testing or SCA suggest the utility of the 
approach in informing the selection of candidate brain regions for more detailed follow-
up analyses. Finally, our applications of the MDMR-based approach to a broader range 
of phenotypes and experimental designs (e.g., within-subject, dimensional, categorical) 
demonstrate its extensibility. 
Mining Neuroscience Data. Our MDMR framework is ideally suited for discovery 
science. First, our approach is computationally efficient. Typically, only a few hours are 
required for one CWAS (e.g., 3 hours for the IQ dataset (N = 104) using 12 2.21-GHz 
AMD Opteron processors and 24 GB of RAM) when carried out at the voxel level and 
less than an hour at the parcellation level. In this approach, the phenotypic significance 
of several hundred million functional connections is reduced to a summary statistical 
map of only ~15,000 voxels. Second, our approach is extensible. The MDMR framework 
may be applied to any brain-based measure, whether functional or structural. In addition, 
any variable of interest can be examined, regardless of experimental design (e.g., 
between- or within-subject designs). The present work exemplified this flexibility through 
its inclusion of both categorical and dimensional variables. As the field moves towards 
mapping gene-connectivity relationships, the MDMR approach will also prove readily 
amenable to such analyses, as has already been demonstrated for analysis of gene-
behavior relationships (Zapala and Schork, 2012, 2006). Third, the MDMR framework is 
scalable and can manage the increasing availability of large-scale public datasets such 
as the International Neuroimaging Data-Sharing Initiative 
(http://fcon_1000.projects.nitrc.org) and the Human Connectome Project 
(http://humanconnectome.org). This is possible because computational time increases 
linearly with the number of participants or number of phenotypic variables, and memory 
demands are flexible (i.e., smaller chunks of the connectome can be processed at a 
time). Finally, our approach incorporates minimal a-priori assumptions. No arbitrary 
thresholding of functional connectivity or selection of ROIs is required, and findings do 
not appear to be highly dependent on regional definition methods or spatial resolutions. 
 Comparison to Other Techniques. The MDMR-based framework is not unique in 
its attempt to implement exploratory analysis for the detection of phenotypic associations 
in human connectomics. Faced with the challenge of exploring an exceptionally high 
number of independent variables (P) using a limited number of samples (N; P >> N), an 
array of exploratory analysis approaches have emerged. While early efforts applied 
relatively naïve approaches to data reduction (e.g., down-sampling), principled graph 
theoretical approaches capable of summarizing regional contributions to information flow 
in the connectome (e.g., network centrality, regional homogeneity) have emerged 
(Bullmore and Sporns, 2009; Bullmore and Bassett, 2011; Fornito et al., 2013; He and 
Evans, 2010), as have sophisticated multivariate techniques that can accommodate high 
dimensionality (Margulies et al., 2010; Varoquaux and Craddock, 2013). 
 For example, multivariate classification techniques measure the amount of 
phenotypic information present in connectivity patterns and evaluate entire connectivity 
patterns using a single statistical test (Varoquaux and Craddock, 2013). Within 
neuroimaging, multivariate techniques are most commonly applied in the context 
predictive modeling, whereas MDMR is simply used to examine the presence of an 
association. Regions found significant with MDMR are not necessarily predictive for 
classifying novel participants. Instead of being optimized for prediction accuracy, MDMR 
is highly suitable for testing the significance of specific models (e.g., IQ) that can be 
readily applied to exploratory analyses as in the present work. Future research may use 
classification techniques within our CWAS framework (instead of MDMR) to identify 
voxels whose whole-brain connectivity patterns are predicted by a phenotypic variable. 
In cases where the computational demands are too high for such voxelwise 
classification, our work would suggest the utility of using lower-dimensional (i.e., ~800) 
parcellation units. 
 Beyond classification techniques, graph theoretical measures that measure 
invariant graph properties (e.g., network centrality) have become increasingly popular in 
connectome-wide explorations. Such graph properties can help characterize aspects of 
connectivity patterns (e.g., density and sparsity) in a connectivity pattern that might be 
relevant for a phenotypic variable. These metrics are often graph invariants and index 
properties of a graph that are not specific to any one graph (e.g., the same node in two 
different graphs can have identical degree centrality). In this regard, MDMR-based 
CWAS differs, as it directly measures variation between the graphs and thus may 
complement graph invariant measures for more detailed understanding of phenotypic 
variation in the connectome. 
Considerations For MDMR-Guided Seed-Based Correlation Analysis. Arguably, 
the seed-based correlation analysis remains the most popular approach to R-fMRI-
based functional connectivity analyses. Despite the simplicity of its implementation and 
interpretation, key challenges exist for the approach—in particular, the challenge of 
optimally selecting and specifying regions of interest for seeding. Researchers often rely 
on findings from a broad array of imaging modalities and neuropsychological studies to 
identify targets, and often use structural atlases of varying resolution to define seed 
regions.  Although justifiable, these strategies may miss potentially valuable seed 
regions due to a lack of prior work to motivate them.  
The present work showed a significant relationship between the MDMR-based 
log p-value observed for a region, and the number of connections exhibiting significant 
phenotypic associations in SCA (Figs. 8-9). As such, MDMR has the potential to inform 
and guide SCA. MDMR can be used in a data-driven fashion to identify regions that 
could be of value for seeding but have not been appreciated to date. Ideally, MDMR will 
be calculated on one dataset and the regions identified used for seeding in an 
independent dataset. However, the field is still amassing the necessary datasets to carry 
out such independent analyses with sufficient power. SCA findings obtained in the same 
dataset used for MDMR must be viewed with caution (Kriegeskorte et al., 2009), and 
might perhaps be thought of as a post-hoc test. Post-hoc explorations are essential to 
understanding the direction and specific sets of connections driving MDMR findings and 
valuable in generating hypotheses for replication in future work. It is also important to 
note that the MDMR log p-value is not perfectly correlated with the number of 
connections exhibiting significant associations in SCA. 
 Future Areas For Refinement and Optimization. The MDMR-based CWAS 
framework offers a wide range of applicability depending on the question or neural 
measure of interest. Here, we focused on correlation-based patterns of functional 
connectivity revealed by resting-state fMRI in relation to single phenotypic measures, but 
future work should assess the further extensibility of the approach. First, different 
functional connectivity metrics can be used, possibly with the aim of refining the 
connectivity patterns (e.g., partial correlation or inverse covariance matrix) or including 
directional information (e.g., Patel‘s tau (Patel et al., 2006) and Lingam (Hyvarinen and 
Smith, 2013)). Second, the approach can be extended beyond functional connectivity. 
For instance, to better understand the structural connectome, we can examine the 
relation between a phenotypic variable and differences in patterns of structural 
connectivity using diffusion-based connectivity derived from tractography (Daducci et al., 
2012). Additionally, different distance metrics can be applied based on hypothesized 
relationships between participants or scans. We used the Pearson correlation, which 
measures similarity between patterns but ignores differences in mean and scale. Other 
metrics such as the Mahalabois distance that are sensitive to differences in mean and 
variability between connectivity patterns can be applied to future work (Kriegeskorte et 
al., 2006). Differences between these two distance metrics could be informative in 
understanding if an absolute change in connections or a change in the pattern of 
connections is more important for a particular phenotype. 
 Limitations. Several limitations should be considered. First, examining whole-
brain connectivity as we have done here and may decrease sensitivity to highly localized 
sets of connections that relate to a phenotype. This issue can be addressed by limiting 
patterns of connectivity to specific anatomical regions or networks, rather than the full 
brain. Second, we examined IQ effects on two different resting-state scans, which 
differed on a number of factors, including a fixed scan order with Scan 1 (TR = 645) 
always first and then followed by Scan 2 (TR = 1400) as well as a different imaging 
protocols (i.e., sampling rate and spatial resolution). Since our focus here was to 
illustrate the utility of MDMR for CWAS, our results were not intended to provide a 
definitive characterization of any of the phenotypes we examined. Ultimately, this 
method should be applied to larger and more diverse samples that will permit more 
detailed phenotypic characterization (e.g., separation of subtypes in ADHD) and 
exploration of the direction of connectivity-phenotype relationships via independent 
samples and follow-up analyses. Consequently, future investigations would be well 
served by applying CWAS to emerging freely availably large connectivity-phenotype 
datasets (e.g., http://fcon_1000.projects.nitrc.org, http://openfmri.org). 
 
Conclusions  
We have demonstrated the feasibility of connectome-wide association studies 
using MDMR. One CWAS captures a rich set of connectivity-phenotype relationships 
that would have required several traditional functional connectivity studies and can guide 
subsequent seed-based correlation analyses for more detailed analyses. Given our 
limited knowledge of how phenotypic variation relates to inter- and intra-individual 
differences in connectivity, data-driven approaches such as MDMR will be crucial in 
generating new and testable hypotheses that can facilitate our understanding of brain-
behavior relationships. 
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Figure 1. Schematic of the CWAS Analytic Framework 
The proposed framework is carried out for each grey matter voxel separately. Starting 
with (1) a single seed voxel, (2) maps of temporal correlations (i.e., functional 
connectivity) between the seed voxel and every other grey matter voxel are generated 
(yellow-red = positive correlations, blue-cyan = negative correlations). Next, (3) the 
distance (one minus the correlation) between every pair of participants’ connectivity 
maps is computed (red-white = positive correlation or distance of 0-1, white-blue = 
negative correlation or distance of 1-2), and (4) an analysis of distance, analogous to an 
analysis of variance, is performed. The sum of squared distances between typically 
developing children (TDC) and children with ADHD is compared to the residual sum of 
squared distances (the error term) to produce a pseudo-F statistic. An accompanying p-
value is obtained by permutation. This workflow (steps 1-4) is then repeated for every 
grey matter voxel to produce a whole-brain map of p-values values, which is then 
thresholded at p<0.05 and corrected for multiple comparisons by setting a minimum 
cluster size (p < 0.05) based on Monte Carlo simulations. All flat maps are of the right 
hemisphere and are rendered on the PALS-B12 atlas in caret.  
 
Figure 2. Overview of Analyses 
Goals or objectives are given in the first column, followed by the particular analyses 
used in the second column, the datasets examined in the third column, and the 
associated figures in the final column. 
 
Figure 3. Connectome-Wide Associations for IQ Revealed with MDMR 
Figure Legends
Click here to view linked References
(a) Significant associations between whole-brain functional connectivity and intelligence 
(full-scale IQ) are shown with p < 0.05 (cluster-corrected using Gaussian random field 
theory [GRF]) for resting-state Scans 1 and 2. (b) Overlap of significant associations 
related to IQ between the two scans is shown in red. 
 
Figure 4. Robustness of IQ CWAS 
A null distribution with the number of permutations (total 15,000) on the y-axis with the 
associated percent of significant (p < 0.05, uncorrected) connectome-wide associations 
for IQ on the x-axis is shown for Scans 1 and 2. The dotted vertical line indicates the 
percent of significant associations from the real (non-permuted) data. 
 
Figure 5. Large-Scale Network Membership of IQ CWAS 
(a) Overlap of significant associations related to IQ between two scans (same as Fig 3b) 
is shown in red and overlaid on seven functional networks of interest presented by Yeo 
et al. (2011). The networks are displayed as semi-transparent and correspond to the 
colored labels given in (b). (b) The proportion of significant associations related to IQ in 
each of the seven networks is depicted graphically. 
 
Figure 6. Correspondence between CWAS and Neurosynth (Automated Meta-Analyses) 
Using our approach, significant associations with intelligence based on MDMR are 
shown in blue-white for Scans 1 (a) and 2 (b). Using the automated meta-analysis 
provided with Neurosynth, significant brain activity associated with key terms that were 
related to IQ (intelligence, reasoning, and WM) are shown in purple-white. The overlap 
between our approach and the automated meta-analysis is shown in yellow. (c) Only the 
overlap is shown between the combined MDMR results for Scans 1 and 2 compared to 
the neurosynth meta-analytic findings. 
 Figure 7. Effects of Global Signal and Mean Connectivity on IQ CWAS 
Significant associations for intelligence are shown with p < 0.05 (GRF corrected) when 
(a) removing the global signal at the individual level, (b) adding the mean connectivity 
(over all voxelwise functional connections) as a covariate at the group level, or (c) for 
comparison when using no global-based correction (same as Figure 3a). All results are 
shown for both resting-state scans. 
 
Figure 8. Comparison of MDMR analysis and GLM seed-based connectivity analysis 
(SCA). 
(a) For each scan, a voxel’s significance based on the MDMR analysis (x-axis) is plotted 
against the percent of individual connections exhibiting a significant connectivity-IQ 
relationship for the same voxel in a GLM analysis (y-axis). (b) For each scan, brain 
regions ranking among the top 15% based on the MDMR analysis are shown in red, 
those ranking in the same percentiles based on the number of significant GLM findings 
are shown in green, and the overlap between the two is shown in yellow. (c) The same 
plot as (b) is shown except mean connectivity is added as a covariate in the MDMR and 
GLM-based analyses. 
 
Figure 9. MDMR as a Guide to SCA 
(a) From Scan 1, 100 regions-of-interest (individual voxels) were selected from 
associations related to IQ and divided into four groups (25 each) including global 
maxima significant (maximally significant voxels with p < 0.05; red), significant (random 
voxels with p < 0.05; green), non-significant (random voxels with p > 0.05; cyan), and 
global minima (minimally significant voxels with p > 0.05; purple). Bar plots show the 
percent of individual functional connections that significantly vary with IQ based on a 
GLM analysis (y-axis), which are averaged within each ROI group (x-axis) for resting-
state Scans 1 and 2. (b) As in plot (a), but for 100 ROIs selected from Scan 2. 
 
Figure 10. Applicability of MDMR-based CWAS 
(a) Significant (p < 0.05, cluster-corrected using GRF) connectome-wide associations for 
development (age), ADHD diagnosis (children with ADHD vs. typically developing 
controls), and L-DOPA administration (placebo vs. L-DOPA). (b) For each dataset, the 
percent of significant associations within each of seven functional networks of interest 
(Yeo et al., 2011). 
 
Figure 11. Connectome-Wide Associations for IQ Across Different Parcellations  
Significant connectome-wide associations for intelligence are shown using 50, 200, 800, 
and 3200 parcellations as well as the original voxelwise results. All analyses use resting-
state Scan 1 and are thresholded at p < 0.05 (cluster-corrected using GRF). 
 
Figure 12. Applicability of Parcellation-Based CWAS  
Significant connectome-wide associations for ADHD diagnosis (children with ADHD vs. 
typically developing controls), development (age), full-scale intelligence (Scan 1), and L-
DOPA administration (placebo vs. L-DOPA) are shown based on voxelwise data (left) 
and 800 parcellation units (right). All datasets are threshold voxelwise at p < 0.05, then 
cluster-level corrected using GRF at p < 0.05. 
Table 1.  
Demographics. Abbreviations: N, number of participants; F, female; M, Male. 
 
Dataset Group N F / M Mean Age Age Range 
IQ  104 71 / 33 40.28 18 - 65 
Development  77 40 / 37 14.8 6 .7- 24.8 
ADHD 
ADHD 57 22 / 35 12.1 7.9 - 17.6 
TDC 57 22 / 35 12.4 7.2 - 17.8 
L-DOPA  19 7 / 12 26.2 20 - 34 
Tables
Table 2. 
Listed are the peaks of significant connectome-wide associations related to full-scale IQ for Scans 1 and 2. 
Peaks were found using AFNI’s 3dExtrema by setting a voxel-level threshold of Z > 1.65 and a minimum 
distance of 20mm between peaks. Abbreviations: H, hemisphere; R, right; L, left; BA = Brodmann Area. 
Scan 1 
Network H Region BA x y z Statistic 
Cluster 1 (1,110 voxels [4mm]) 
Default L Isthmus Cingulate Gyrus 29 -4 -52 14 2.46 
Default R Precuneus Sulcus 23 16 -44 34 2.29 
Dorsal Attention R Inferior Parietal Gyrus 39 44 -76 18 3.28 
Dorsal Attention L Inferior Temporal Gyrus 37 -48 -68 2 2.26 
Somatomotor L Cerebellum (V)  -8 -56 -10 3.64 
Ventral Attention L Cerebellum (VI)  -28 -52 -22 2.48 
Visual R Peri Calcarine Sulcus 17 12 -76 14 3.33 
Visual L Peri Calcarine Gyrus 17 -12 -72 10 3.31 
Visual R Lingual Gyrus 18 12 -52 -6 3.30 
Visual L Cuneus Gyrus 17 -8 -96 18 3.21 
Visual L Lingual Sulcus 19 -24 -68 -6 2.86 
Visual R Parahippocampal Sulcus 20 32 -40 -10 2.78 
Visual R Lingual Gyrus 18 16 -80 -10 2.70 
Visual R Lingual Sulcus 19 32 -52 6 2.65 
Visual R Lateral Occipital Gyrus 17 20 -96 10 2.34 
Cluster 2 (1,026 voxels) 
Default L Pars Orbitalis Gyrus 11 -48 24 -10 3.34 
Default L Middle Temporal Gyrus 21 -60 -40 -6 2.80 
Default L Caudal Middle Frontal Gyrus 44 -44 20 42 2.37 
Default L Superior Frontal Gyrus 32 -8 40 42 2.20 
Default L Superior Frontal Gyrus 6 -20 20 54 2.08 
Dorsal Attention L Precentral Sulcus 6 -24 -12 50 2.90 
Network H Region BA x y z Statistic 
Frontoparietal R Posterior Cingulate Sulcus  12 -16 34 3.56 
Frontoparietal L Precentral Sulcus  -40 -4 30 2.79 
Limbic L Lateral Orbital Frontal Gyrus  -24 16 -18 3.02 
Limbic R Thalamus  4 -4 -2 1.99 
Somatomotor L Superior Temporal Gyrus 22 -60 -4 -6 2.55 
Somatomotor R Paracentral Gyrus 6 4 -12 58 2.43 
Somatomotor L Post Central Gyrus 43 -64 -20 18 1.91 
Somatomotor L Precentral Gyrus 4 -60 -4 34 1.79 
Ventral Attention L Superior Frontal Gyrus 6 -4 8 50 3.03 
Ventral Attention L Superior Temporal Sulcus 20 -40 0 -22 3.02 
Ventral Attention L Superior Frontal Gyrus 6 -16 0 70 2.92 
Ventral Attention L Putamen  -28 4 10 2.90 
Ventral Attention L Insula Gyrus  -32 24 6 1.99 
Cluster 3 (301 voxels) 
Default R Inferior Parietal Sulcus 41 44 -44 22 2.79 
Default R Lateral Orbital Frontal Gyrus 47 32 24 -18 2.59 
Frontoparietal R Rostral Middle Frontal Sulcus 46 36 40 10 2.08 
Limbic R Banks Superior Temporal Gyrus 38 32 4 -22 2.70 
Somatomotor R Banks Superior Temporal Gyrus 22 64 -40 10 3.12 
Somatomotor R Banks Superior Temporal Gyrus 22 64 -24 -2 2.32 
Ventral Attention R Precentral Gyrus  56 8 6 2.88 
Ventral Attention R Insula Sulcus  36 8 10 2.76 
 
Scan 2 
Network H Region BA x y z Statistic 
Cluster 1 (1,655 voxels [4mm]) 
Default L Lateral Orbital Frontal Gyrus 47 -36 52 -10 3.178 
Default L Superior Frontal Gyrus 9 -16 64 22 3.167 
Network H Region BA x y z Statistic 
Default L Medial Orbital Frontal Sulcus 32 -12 48 -2 3.05 
Default L Inferior Parietal Gyrus 19 -40 -72 42 2.853 
Default R Isthmus Cingulate Sulcus 23 8 -48 22 2.272 
Default L Precuneus Gyrus 5 -4 -48 46 2.196 
Default R Superior Frontal Gyrus 9 12 64 22 2.173 
Dorsal Attention L Middle Temporal Gyrus 39 -48 -64 14 2.475 
Frontoparietal L Caudal Anterior Cingulate Sulcus 32 -12 32 26 3.243 
Frontoparietal L Superior Frontal Gyrus 8 -4 28 46 3.067 
Frontoparietal L Superior Frontal Sulcus 6 -16 8 62 2.485 
Limbic L Brain Stem  -8 -28 -2 2.454 
Somatomotor L Superior Frontal Sulcus 6 -12 -8 46 2.729 
Somatomotor L Cerebellum (V)  -28 -36 -30 2.727 
Somatomotor R Paracentral Gyrus 4 4 -8 70 2.512 
Somatomotor L Paracentral Sulcus 4 -12 -24 62 2.428 
Somatomotor L Supra Marginal Sulcus 41 -48 -44 18 2.343 
Ventral Attention R Brain Stem  8 -32 -22 3.152 
Ventral Attention L Cerebellum (VI)  -12 -68 -18 1.989 
Visual R Precuneus Sulcus  28 -56 14 3.173 
Visual R Peri Calcarine Gyrus 17 4 -68 14 2.066 
Visual R Precuneus Sulcus 7 20 -60 34 2.057 
Visual R Parahippocampal Sulcus 37 28 -40 -6 1.774 
Cluster 2 (333 voxels) 
Default L Pars Orbitalis Gyrus 11 -48 24 -10 3.393 
Default L Pars Triangularis Gyrus 47 -52 40 2 1.762 
Frontoparietal L Precentral Gyrus 6 -48 12 34 2.794 
Ventral Attention L Insula Gyrus 38 -36 8 -18 3.057 







Test whether the d is tances 
between participants are related 
to ADHD diagnosis.
df SS MS F p
Group
Error
1 0.98 0.98 2.9 0.006
72 24.57 0.34
3. Distance Between Participants
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Examined results of CWAS. 
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Mean Connectivity Included as a Covariate
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