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Capitolo 1
Introduzione
1.1 Presentazione
Questo elaborato di tesi è stato sviluppato nell'ambito del Progetto Tesi:
un impegno del Segretariato Generale della Difesa ﬁnalizzato a oﬀrire ai
laureandi uﬃciali militari la possibilità di prendere parte, con la propria spe-
rimentazione tesistica, a programmi attualmente in corso presso le aziende
italiane che collaborano con la Difesa. In particolare questa tesi è stata svolta
presso il CNIT(Consorzio Nazionale Interuniversitario per le Telecomunica-
zioni) di Firenze nell'ambito del progetto, ﬁnanziato da SEGREDIFESA,
WiSEC(Wireless Security).
Il presente lavoro desidera esporre in prima battuta, un panorama introdut-
tivo sulle esigenze operative in ambito di comunicazioni militari contestual-
mente ai notevoli sviluppi tecnologici contemporanei. Il focus sarà centrato
sulla tecnologia Software Deﬁned Radio, deﬁnendone le caratteristiche e le
funzioni. Verrà posto l'accento sul delicato tema della sicurezza e sulle ulti-
me innovazioni in tale contesto. In particolar modo verrà descritta la tecnica
Noise-Loop, un metodo crittograﬁco oggetto del progetto di ricerca naziona-
le WiSEC. Verrà osservato e aﬀrontato il problema dello sfasamento fra due
terminali che implementano la tecnica Noise-Loop.
Inﬁne verrà descritto uno studio di applicabilità di questa tecnica ai requi-
siti di sicurezza deﬁniti come riferimento europeo dal programma European
Secure SOftware deﬁned Radio (ESSOR).
17
18 CAPITOLO 1. INTRODUZIONE
1.2 Contributo della tesi
Il lavoro esposto in questo elaborato ha seguito due distinti percorsi di
sviluppo: uno più prettamente tecnico e l'altro di carattere operativo.
• Osservare, all'interno dell'ambiente simulativo Simulink, il comporta-
mento della nuova tecnica in presenza di sfasamento dei due terminali
fra cui è in corso la comunicazione sicura; valutare le conseguenti pro-
blematiche e risolverle, attraverso la creazione di un sistema in grado
di assicurare il mantenimento del sincronismo fra i due terminali.
• Valutare le potenzialità funzionali della tecnica e veriﬁcarne un eventua-
le impiego nell'ambito dell' architettura software europea di riferimento,
sulla base dei requisiti e delle esigenze del programma ESSOR.
Capitolo 2
Forza NEC e SDR
Con la crescita esponenziale delle modalità e dei mezzi di comunicazione e
la crescente necessità di una riduzione della spesa a fronte di una sempre
maggiore eﬃcenza tecnologica che permetta la partecipazione dell'Italia su
uno scenario di operazioni internazionali congiunte, la possibilità di modiﬁ-
care apparati radio in modo semplice e conveniente è diventata un'esigenza.
La tecnologia Software Deﬁned Radio (SDR) oﬀre valide prestazioni, ampia
ﬂessibilità di impiego ed eﬃcienza nei costi, aﬀrontando con ottimi risultati
i problemi critici legati al peso, all'ingombro e al consumo energetico.
In ambito Difesa, la tecnologia SDR viene sviluppata all'interno di un pro-
getto di più vasta scala che coinvolge l'innovazione e il futuro delle Forze
Armate: il programma Forza NEC (Network Enable Capability).
2.1 Background operativo
Il Programma Forza NEC mira a realizzare un sistema dei sistemi capace
di rendere l'operatività delle Forze Armate più ﬂessibile ed eﬃcente per mez-
zo di una condivisione delle informazioni all'interno di una complessa rete
uniﬁcata.
2.1.1 Il concetto di operatività netcentrica
L'idea di conﬂitto netcentrico, o meglio digitalizzazione dello spazio di ma-
novra [1], nasce dall'innovativo sviluppo dell'Information Technology (IT)
che ha permesso un radicale rinnovamento della moderna economia e della
società attuale negli ultimi anni.
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L'idea fu quella di abilitare la capacità (Enable Capability) di combinare in
un'unica rete (Network) elementi dottrinali, procedurali, tecnici, organizza-
tivi e umani che interagiscono e creano una condizione di netta superiorità
per la forza che ne dispone.
Il cuore dell'idea consiste nell'interconnessione in rete di sensori (elementi tec-
nici o umani che percepiscono e rilevano attività esterne), decisori (elementi
che prendono una scelta in base ai dati disponibili) e attuatori (elementi che
realizzano la decisione eﬀettuata). Gli elementi appena descritti vengono in-
ﬁne integrati in un'unica rete con lo scopo di ottimizzare le informazioni e
quindi le capacità operative. Le operazioni militari infatti, hanno luogo in
tre domini fondamentali [1]:
• quello ﬁsico: lo spazio aereo, marittimo e terrestre in cui si sviluppa
l'attività operativa e nel quale risiedono gli apparati di comunicazione, i
sensori, le piattaforme, i sistemi di combattimento, i centri di comando
e controllo;
• quello dell'informazione, dove i dati vengono generati, acquisiti, elabo-
rati, trasmessi, protetti e condivisi;
• quello cognitivo, che coincide con la mente del singolo fuciliere e com-
battente, dove operano fattori quali leadership, morale, spirito di corpo,
addestramento, esperienza e livello di conoscenza della situazione e do-
ve risiedono dottrine, tattiche, procedure e l'obiettivo dell'azione di
comando.
Una forza operativa dotata di capacità NNEC(NATO Network Enable Ca-
pability) è in grado di manovrare con eﬃcacia superiore, facendo riferimento
a questi domini, poichè:
• nel dominio ﬁsico tutti i suoi elementi ( sensori, attuatori e decisori)
sono interconnessi senza discontinuità alcuna;
• nel dominio dell'informazione la totalità della forza ha la capacità di
acquisire e condividere i dati, sino a realizzare un vantaggio fatale sulla
forza avversaria;
• nel dominio cognitivo gli elementi della forza che dispone di capacità
NEC hanno la possibilità di sviluppare una migliore conoscenza globale
della situazione, di essere informati sulle intenzioni dei superiori e di
sincronizzare le proprie attvità.
A scopo descrittivo, in Figura 2.1 viene riportata uno scenario netcentrico,
secondo una rappresentazione di architettura ad alto livello realizzata in uno
studio per le future operazioni NATO.
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Figura 2.1: Illustrazione di scenario operativo netcentrico.
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2.1.2 Il caso italiano: Forza NEC
Il concetto NEC, la cui realizzazione permetterbbe una comunione di infor-
mazioni su uno scenario operativo come illustrato in Figura 2.2, si basa su
una graduale e sostenibile trasformazione netcentrica attraverso l'ammoder-
namento e l'adattamento delle piattaforme e dei sistemi esistenti in modo da
renderli abili ad cooperare in rete.
Questa scelta, più moderata della radicale via di ammodernamento inizial-
Figura 2.2: Immagine llustrativa del concetto network enable capability.
mente tentata dal Department of Defence (DoD) americano, è stata adottata
dalla NATO. I programmi di digitalizzazione sono stati avviati non solo in
Europa (Francia, Germania, Gran Bretagna, Grecia, Italia, Olanda, Spagna,
Svezia, Svizzera, Polonia, Repubblica Ceca), ma anche in Australia, Canada,
Singapore, Israele, Sud Africa, Russia e Cina [1].
Un programma come Forza NEC doveva necessariamente inserirsi in modo
armonico e graduale negli altri programmi di ammodernamento e procure-
ment che la Difesa Italiana aveva già avviato prima del suo lancio. Ciò fu
ovviamente necessario col ﬁne di evitare doppioni o disaccordi con conse-
guenti sprechi di tempo e di risorse. Il programma Forza NEC aspira infatti
ad integrare fra loro altri progetti già avviati, e in qulache misura già di per
sè di natura netcentrica, nel quadro di una regia uniﬁcata.
I progetti oggetto dell'integrazione sono:
• il SIACCON, il Sistema di Comando e Controllo dello Stato Maggiore
dell'Esercito;
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• il SICCONA, il Sistema di Comando, Controllo e Navigazione per la
Digitalizzazione delle piattaforme di combattimento;
• il progetto Soldato Futuro;
• il Blue Force Situational Awareness (BFSA), un sistema per identiﬁcare
le unità alleate;
• la Software Deﬁned Radio (SDR).
In merito a tale indirizzo di sviluppo,nel 2005 l'allora Capo di Stato Maggiore
della Difesa Amm.Di Paola chiaramente aﬀermava [1]:
La capacità di raccogliere, gestire e condividere l'informazione
acquisita, mediante un robusto sistema di C4I21 a carattere net-
centrico, renderà possibile la trasformazione delle strutture orga-
nizzative delle unità, delle formazioni e dei Comandi per renderle
più idonee ad aﬀrontare le operazioni future. Uno degli elementi
chiave di successo poggia quindi sul pieno sfruttamento delle op-
portunità che le tecnologie emergenti possono oﬀrire, quali molti-
plicatori di forze e quali strumenti per la rapida riconﬁgurazione
dei dispositivi, al ﬁne di mantenere un chiaro vantaggio tecno-
logico ed operativo in grado di produrre l'eﬀetto desiderato nel
momento richiesto.
Forza NEC risulta dunque essere un programma il cui scopo mira ad anda-
re ben oltre la semplice integrazione di tecnologie tra loro distinte. Il ﬁne
risulta piuttosto essere la realizzazione di un sistema di sistemi che cerchi
di sfruttare al meglio la potenza di fuoco, la capacità C4ISTAR2, la piena
interoperabilità, una più eﬃcace protezione, sistemi per evitare il fuoco ami-
co, detti blue-on-blue e un miglior supporto logistico per far fronte ai più
mutevuli futuri scenari operativi di intervento. Forza NEC comporta tut-
tavia diverse vulnerabilità, in particolare per quanto riguarda gli aspetti di
guerra elettronica e cibernetica. Occorre infatti considerare che tutti i vari
sistemi, dal semplice soldato al centro di comando e controllo, saranno conti-
nuamente attraversati da un ﬂusso di informazioni che circolano dalla base al
1L'acronimo inglese C4I2 risulta essere la sigla dei seguenti termini: Command,
Control, Communications, Computers, Intelligence, Interoperability.
2Oltre ai quattro signiﬁcati prima citati del simbolo C4(comando, controllo, comuni-
cazioni, computers), la lettera I indica informazioni, interoperabilità, S sorveglianza, TA
acquisizione bersaglio, R ricognizione.
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vertice e viceversa. Ciò implica un imponente rischio che questo possa venire
intercettare o addirttura sabotato, oppure che ciò possa avvenire nel caso in
cui l'avversario si impossessi di un nodo di capacità, quale ad esempio un
veicolo o la radio di un soldato. In un sistema NEC ogni elemento, che sia
un soldato o un mezzo, può essere una potenziale vulnerabilità.
All'interno di un contesto di sviluppo operativo di questo tipo, la capacità
di mantenere segrete le informazioni di una comunicazione assume dunque
un ruolo quanto mai determinante, ponendo una forte attenzione sulle più
recenti tecniche crittograﬁche. Ancora più delicata è la questione relativa
alle comunicazioni wireless che, se da una parte risultano essere le più diﬀuse
soprattuto in un ambiente di operazioni militari, dall'altra risultano essere le
più delicate, vista l'intrinseca vulnerabilità del mezzo trasmissivo: l'aria.
2.1.3 L'architettura NNEC
Un sistema di questo tipo deve assicurare un vasto numero di funzionalità,
tra cui:
• accesso radio per le trasmissioni su interfaccia aerea;
• interconnessione wireless a infrastrutture informative in rete(NII, Net-
worked Information Infrastructure) ﬁsse;
• routing su reti wireless;
• trasmissione di dati attraverso collegamenti e reti wireless;
• uso eﬃcente dello spettro disponibile;
• meccanismi di sicurezza coprano insieme sicurezza in trasmissione(TRANSEC)
e sicurezza in comunicazione(COMSEC).
Come già accennato, l'attenzione della NATO si è già da tempo focalizzata
sullo sviluppo del concetto di netcentricità per mezzo di studi [2] il cui scopo
risultasse quello di deﬁnire dei criteri tali che se rispettati, avrebbero oﬀerto
una futura cooperabilità fra i diversi sistemi e tecnologie che stanno venendo
sviluppati dalle singole nazioni, o da gruppi congiunti.
Standard NATO
La ﬁgura 2.3 mostra le limitazioni ﬁsiche sulle comunicazioni wireless(in rosso
il range e in blu la capacità) Una linea orizzontale mostra il dato di throu-
ghput necessario a supportare servizi di comunicazione digitali. È chiaro che
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Figura 2.3: Relazione fra throughput e range raggiungibili dalla propagazione
radio.
l'uso eﬀettivo di uno spettro radio richiederà più di un meccanismo di tra-
smissione per il range di scenari operativi. Mostra in sostanza il range e il
throughput disponibile dalle diverse parti dello spettro radio. Da ciò si può
dedurre che nessuna singola banda frequenziale è capace di provvedere un ser-
vizio di comunicazioni che può assolvere a tutti i requisiti che moderne forze
militari. La Figura 2.4 mostra la posizione di un certo numero di standards
NATO per le comunicazioni rispetto al graﬁco throughput/frequenza. In nero
sono rappresentati gli EPM(electronic protection measures) mentre in rosso
sono disegnati gli STANAG(Standardisation Agreement [3]) che supportano
gli EPM. La ﬁgura rappresenta gli standard adatti a essere inseriti in un con-
testo NNEC. Le frequenze e i throughput sono solo indicativi ma la ﬁgura
mostra come le caratteristiche della propagazione radio abbiano un riﬂesso
sugli standaard impiegati nelle comunicazioni radio. La visione di sistema di
un'architettura wireless tattica di terra provvede una supervisione dell'archi-
tettura di sistema, includendo un'identiﬁcazione di quegli elementi che sono
disponibili e una più profonda analisi delle aree dove un lavoro di ulteriore
standardizzazione è richiesto per andare incontro ai requisiti operativi.
Reti tattiche ﬁsse
La relazione tra le reti wireless tattiche di terra e le reti tattiche ﬁsse è una
delle inﬂuenze più critiche per l'architettura wireless. Le reti tattiche ﬁsse
variano in funzione dei equisiti nazionali. Anche se le nazioni sviluppano
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Figura 2.4: STANAGs distribuiti sull'asse delle frequenze.
lo stesso tipo di sitemi di comunicazione di area tattiche, l'interoperabilità
non è necessariamente garantita e al meglio è ristretta a limitati set di ser-
vizi(come ad esempio la voce). Se i sistemi di comunicazione di area tattici
nazionali sono diﬀerenti, l'interoperabilità può solo essere raggiunta attraver-
so un gateway che, di nuovo, tende a limitare il set di servizi disponibili. Col
ﬁne di sviluppare l'interoperabilità e il set di servizi disponibili tra i sistemi
di comunicazione di area tattici nazionali diﬀerenti, il gruppo di comunica-
zioni tattiche di nazioni(TACOMS) ha sviluppato una suite di STANAGs.
Gli standard TACOMS sono stati realizzati per andare incontro ai diversi
requisiti operativi dei sistemi di comunicazione tattici, in riferimento agli
studi sviluppati in merito alla dottrina NNEC. Gli stanadrd TACOMS co-
prono tutti gli aspetti di connettività di interoperabilità delle comunicazioni
internazionali, includendo:
• un TACOMS deﬁnito internazionale, un'inetrfaccia in ﬁbra ottica ad
alta velocità(IOP= interoperability point);
• interfacce per accedere a reti pubbiche, strategiche o tattiche;
• un QoS framework;
• servizi di supporto di rete, che includono processing di chiamata e di
router;
• rete di gestione e accordo di livello di servizio(SLA);
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• misure di sicurezza.
Figura 2.5: Overview di un sistema di TACOMS.
La Figura 2.6 mostra un overview ad alto livello di una rete federate TA-
COMS(TFN). Una TFN è un made-up di un numero di elementi di re-
te in accordo-TACOMS(NE) che sono interconnessi usando IOPs-deﬁniti-
TACOMS. I NEs interni a un TFN sono made up di equipaggiamento e reti
di comunicazione che sono di proprietà e gestiti da una singola nazione o
autorità. La tecnologia sviluppata all'interno dei singoli domini e di cui i
NEs, è un ambito nazionale, comunque per prendere parte a una TFN una
nazione o autorità deve supportare appropriate interfacce TACOMS e altre
funzionalità come speciﬁcato dalle TACOM STANAGs. Gli standard TA-
COM provvedono a realizzare l'interoperabilità di reti di comunicazione e
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Figura 2.6: Illustrazione descrittiva di un sistema di TACOMS.
non coprono la parte di servizi dell'informazione di sistemi di informazione e
comunicazioni(CIS). A tal ﬁne, le norme TACOMS si focalizzano sulla forni-
tura di interoperabilità a livello di trasporto, che è previsto come necessario
per poter ampliare il set di servizi di liello più alto(utente) disponibili.
Caratteristiche di sistemi radio militari in un'architettura wireless
Ogni architettura wireless per uso militare sarà necessariamente un sistema
di sistemi a livello tecnico. Speciﬁcatamente, può essere descritta come un
sistema di sistemi in termini di range, throughput, spettro e requisiti infra-
strutturali. La Figura 2.7 illustra questo approccio.
Subentrano diverse categorie di IER(requisiti di scambio di informazioni).
Queste categorie si legano alla funzione dell'unità e della loro relativa posi-
zione geograﬁca all'interno dello scenario operativo.
La Figura 2.8 mostra un esempio di realizzazione di architettura wireless
netcentrica. Una rete di questo ripo può nascere solo dalla cooperazione di
una suite di sitemi radio capaci di incontrare i requisiti radio, dove tecnologie
multiple possono provvedere alle diverse esigenze nazionali, basate su dispo-
nibilità tecnologiche e ﬁnanziarie. Di seguito viene proposto un elenco di
tecnologie wireless, suddivise per caratteristiche (low throughput-long range,
low throughput-short range, high troughput-short range, high throughput-
extended range), tali da essere in grado di fornire un'interoperabilità sull'in-
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Figura 2.7: Illustrazione di sistema per un'architettura wireless militare.
Figura 2.8: Rappresentazione di architettura wireless in uno scenario
operativo netcentrico.
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terfaccia aerea, dove diversi standard wireless possono essere usati usando
standard di interfaccia comuni, come ad esempio quelli TACOMS.
Low throughput, long range Di tutti i meccanismi di trasmissione ra-
dio che possono provvedere a comunicazioni a lungo raggio, tutte possono
supportare throughput alti abbastanza per trasmettere voce digitale, fatta
eccezione per la VLF, come si può vedere dalla ﬁg.5. Comunicazioni HF,
troposcatter, meteor burst e satellitari(o l'uso di una piattaforma airborne
realy) sono tutte capaci di fornire una trasmissione radio a lunga distanza
con suﬃcente throughput per supportare servizi voce.
HF La radio HF è capace di supportare comunicazioni long-range at-
traverso rifrazione delle onde radio dalla ionosfera. Queste comunicazioni
a lungo raggio sono indipendenti da ogni infrastruttura ma sono state sto-
ricamente diﬃcili da sfruttare completamente a causa delle variazioni della
ionosfera, che cambia dinamicamente, stagionalmente e con un ciclo sunspot
di 11 anni. Moderni sviluppi nel signal processing e nel computer control
hanno permesso a molte delle complicazioni di essere automatizzate , estin-
guendo la necessita di operatori altamente specializzati. Gli standard NATO
correnti nell'area HF fanno eﬀettivo impiego di tecnologia e permettono al-
l'HF medio di essere sfruttato con eﬃcenza. Il termine HF house identiﬁca
un insieme di standards che collettivamente copre la totalità delle operazioni
dei sistemi di comunicazione basate su HF, supportando voce e basso rate
di dati. gli standard che realizzano la HF house, collettivamente, provve-
dono a un metodo comprensivo per comunicare su BLOGS e canali d'onda
a terra. Questo è particolarmente rilevante nell'ambiente tattico terrestre
dove il terreno montagnoso può rendere le comunicazioni LOS o ELOS im-
possibili. Comunque, l'uso di HF nelle skywave a incidenza verticale(NVIS)
permette comunicazioni a relativa corta distanza sul terreno anche quando è
separato da ostacoli signiﬁcativi di terreno o montagne. La standardizzazione
HF all'interno della NATO, con l'HF house suite di standard, è considera-
ta rappresentare lo stato dell'arte delle comunicazioni HF. HF fornisce una
soluzione adatta per alcuni dei requisiti identiﬁcati dalle visioni operative,
deve quindi costituire una parte integrante del sistema di visione. In Figura
2.9 viene mostrato un esempio di applicazione HF.
SATCOM Le comunicazioni satellitari a banda stretta sono usate per
provvedere servizi a basso rate di voce e traﬃco dati, tipicamente impiegato
per comunicazio UHF e nella prima parte dello spettro SHF per equipag-
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Figura 2.9: Applicazione della tecnologia HF al trasporto di pacchetti IP.
giamenti mobili tattici. Le comunicazioni satellitari, com in suguito verrà
meglio descritto, sono impiegate anche anche a più alte frequenze delle SHF
e EHF. Le comunicazioni satellitari possono richiedere antenne direzionali e
una chiara visibilità del cielo, soprattutto se utilizzate per satelliti geostazio-
nari, come di solito per sistemi militari SATCOM, dove l'angolo di elevazione
è relativamente basso e i palazzi o il terreno può oscurare la linea di visibi-
lità del satellite. Ritardi trasmissivi end-to-end per comunicazioni satellitari
possono essere signiﬁcanti; il puro ritardo di propagazione per per sistemi
di orbita terra geosincrona(GEO) è dell'irdine dei 250 msec. Va considera-
to anche un altro ritardo inserito nel sistema dal processing e dal routing.
Un tipico ritardo end-to-end da un servizio dal provider commerciale SAT-
COM, international maritime satellite(INMARSAT), è approssivamente 800
ms. Perciò le comunicazioni satellitari possono risultare inadatti per applica-
zioni time-critical, come radio based combat identiﬁer(ID). I sistemi satelli-
tari commerciali sono capaci di realizzare i requisiti di range e di throughput
richiesti, infatti questi sistemi sono già utilizzati in teatri operativi per il
traﬃco dati e voce. Ci sono problemi riguardanti la sicurezza nell'utilizzo di
sistemi di comunicazione satellitari commerciali, non solo la sicurezza come
traﬃco in aria e all'interno dell'infrastruttura satellitare(come le basi a terra,
per esempio), ma anche ma anche per il fatto che i sistemi satellitari commer-
ciali oﬀrono dettagliate informazioni sull'utente, compresa la sua posizione.
Una cifratura aggiuntiva può essere usata sulle linee commerciali satellitari e
possono essere presi provvedimenti riguardo all'informazione della posizione.
Troposcatter Il troposcatter, che consiste nello spargimento di segna-
li radio dal retro della troposfera ﬁno a terra) era, e ancora è, usato per
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Figura 2.10: Rappresentazione graﬁca di alcuni esempi di comunicazioni
Wireless LOS.
speciﬁche applicazioni militari. È soggetto a una lieve ripresa di interesse
nell'ambito delle applicazioni marittime NATO. La dimensione dell'equipag-
giamento rende adatta questa tecnologia solo per un impiego marittimo o su
comunicazioni a terra dispiegabili, non per comunicazioni in movimento fra
forze tattiche mobili.
Low throughput, short range Per le comunicazioni a corto raggio, l'uso
dei meccanismi di propagazione LOS, come ad esempio VHF e UHF, risulta
appropriato. La Figura 2.10 mostra alcuni esempi.
Il requisito diﬀuso per comunicazioni a basso throughput e corto raggio sugge-
risce il bisogno di narrowband waveform(NBWF) per operare in queste bande
frequenziali. Un uso di wideband waveform(WBWF) da sole a supportare i
servizi a basso throughput esaspererebbero il problema della disponibilità di
spettro. I nodi di una rete che sfruttano tecnologia NBWF devono essere in
densità maggiore, ma possono essere meno complessi e quidni anche meno
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costosi. Un requisito operativo individuato risulta essere quello di fornire a
tutte le forze interessate le comnicazioni. Ciò include il caso in cui le unità
delle catene di comando, operano nelle immediate vicinanze. c'è Signiﬁca che
sussiste il bisogno da parte di alleati o forze della coalizione che operano nel
raggio d'azione delle armi amiche, di essere a conoscenza di ogni posizione
altrui e di essere in grado di comunicare tra loro. La propagazione radio LOS
può provvedere a una semplice, soluzione spettralmente eﬃcente a questo re-
quisito. Ad esempio, se meccanismo di comunicazione a basso throughput
e corto raggio viene utilizzato per lo scambio di informazioni rilevanti per
tutti i membri dell'alleanza o le forze in una data area in comune, forma
d'onda a corto raggio e a bassa velocità può essere il mezzo più eﬃcace per
garantire l'interoperabilità, scambiare le informazioni e utilizzare lo spettro
disponibile.
High troughput, short range C'è un requisito per le comunicaioni ad
alto throughput e corto raggio che non può essere incontrato dagli attuali
standard NATO. Tale standard dovrebbe essere posto nelle bande UHF, in
riferimento alla Figura 2.3. UHF ha la capacità di provvedere sistemi ad alta
capacità. Come per VHF non c'è al momento uno standard NATO che rende
eﬀettivo l'uso della banda UHF a provvedere servizi dati ad alta capacità.
Le WBWFs, come la high-capacity data radio inglese(HCDR) e la wideband
networking waveform americana(WNW) sono in uso o in via di sviluppo; le
soluzioni nazionali non sono condivise con l'Alleanza e i membri della coa-
lizione, e ciò non permette l'interoperabilità delle comunicazioni all'interno
di una forza multinazionale. Esistono alcni standard civili e commerciali che
possono soddisfare alcuni requisiti IERs, in particolare per il throughput e
il range, nella banda UHF o sopra(come 3G, TEDS o WIMAX). Nessuna di
queste oﬀre però capacità anti-jamming, nè è in grado di soddisfare qualsiasi
esigenza di sicurezza militare. È esattamente in questo contesto che si pone il
programma europeo ESSOR, di cui si discorrerà ampiamente in seguito. Uno
dei due output di questo progetto è quello di realizzare una forma d'onda, na-
tiva europea, ad alto rate che possa cooperare con quelle inglese e americana
precedentemente citate.
High throughput, extended range Un certo numero di meccanismi pos-
sono essere sfruttati per realizzare una comunicazione wireless ad alto throu-
ghput su lunga distanza, es ELOS/BLOS. Ciò può essere provveduto usando
una singola forma d'onda capace di propagarsi in queste circostanze, per es.
larga banda VHF. Può essere provveduto attraverso l'uso di appropriate in-
frastrutture, come satelliti o UAV. Alternativamente può essere provveduto
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per mezzo di forme d'onda LOS ma sfruttando meccanismi di networking
e di ritardo. Le comnicazioni LOS terrestri(con requisiti per siti di antenne
esposte e antenne direzionali) possono includere tecnologie commerciali come
WiMAX o sistemi militari come i sistemi nazionali HCDR.
SATCOM Può provvedere una copertura di vasta area con percorsi
LOS ma i percorsi di propagazione(con associati ritardi e perdite) sono alte,
pur ricorrendo a speciﬁche antenne. I sistemi NATO SATCOM sono disponi-
bili o studiati per soddisfare i requisiti di throughput e range usando servizi
militari o SHF, o attraverso l'uso di standard civili per le comunicazioni video
broadcast digitali(DVB). I sistemi SATCOM ad alta capacità, sia militari che
commerciali, sfruttano satelliti GEO rispetto ai satelliti LEO, per migliori
prestazioni in termini di perdite e ritardi.
UAVs Uninhabitated airborne vehicles possono provvedere con percorsi
radio LOS, bassi ritardi, basse perdite. Gli standard per comunicazioni per
mezzo di UAVs non sono ancora mature, ma oﬀrono una tipologia di servizi
ibrida fra SATCOM e sistemi terrestri.
Troposcatter Il troposcatter può realizzare una comunicazione ad alto
throughput su portate estese. I sistemi troposcatter sono in uso per prov-
vedere a collegamenti punto-punto con capacità di canale di svariati Mbps.
Questa tecnologia tipicamente lavora in una banda bassa EHF, intorno ai
4-5 Ghz. Lo sviluppo di un sistema troposcattere impiega generalmente al-
cune ore e richiede l'uso di antenne estremamente direzionali, quindi il suo
ruolo in un contesto di teatro operativo può risultare limitato. Comunque il
troposcatter è una soluzione valida per comunicazioni a lunga portata dove
le dimensioni degli equipaggiamenti non sono il problema predominante, co-
me su un'unità navale o una forza terrestre statica. Gli standard NATO a
riguardo si focalizzano sull'impiego delle comunicazioni strategiche ma non
riguardano le comunicazioni fra nazioni a livello tattico.
Comunicazioni meteor burst La comunicazione Meteor burst può
provvedere a una comunicazione ad alto throughput su range estesi. Come
con la propagazione ionosferica usata per le comunicazioni BLOS su HF, il
meteor burst sfrutta la riﬂessione delle onde radio dalla porzione ionizzata
della troposfera. La ionizzazione è causata da minuscoli meteore(dal peso
inferiore a un chilogrammo), che penetrano l'atmosfera molto regolarmente,
bruciando nella troposfera. Queste porzioni ionizzate permettono le trasmis-
sioni nella banda VHF e nella parte alta della banda HF. Questo sistema
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di comunicazione permette un più alto data-rate rispetto alle comunicazioni
ionosferiche su banda HF.
Relè terrestre Il relè radio è ben stabilito all'interno del dominio mi-
litare nei sistemi nazionali. Il relè radio può oﬀrire un'appropriata forma
d'onda LOS terrestre congiunta con capacità di routing e indirizzamento. La
fornitura di relè radio su reti multinazionali attraverso l'adozione di comuni
forme d'onda,metodi indirizzamento e routing consentirebbe una maggiore
portata e una maggiore aﬃdabilità e anche una maggior disponibilità del nu-
mero di relè. Tuttavia, questo sarebbe congiunto con un aumento del carico
di traﬃco sulla rete e un più complesso ambiente di gestione della rete stessa.
Mobile ad hoc networking (MANET) Le MANET sarebbero ap-
propriate anche per un ambiente tattico terrestre. Ci sono un certo numero
di scenari in cui il networking ad hoc sarebbe capace di rispondere ai requisiti
di scambio di informazione(IERs) di ELOS e BLOS senza utilizzare mecca-
nismi trasmissivi ELOS e BLOG. La natuara ad hoc rende diﬃcile assicurare
la disponibilità e la connettività. I nodi svantaggiati(con forti limitazioni di
potenza) allocati in posizioni geograﬁche critiche potrebbero veriﬁcare che il
routing del traﬃco instradato ha un eﬀetto svantaggioso sulla propria abilità
di comunicare per la durata richiesta. In un ambiente tattico la dispersio-
ne di forze è governata da necessità operative. Ciò rende diﬃcile predire o
dettare la locazione dei nodi, che a turno rendo diﬃcile garantire la conti-
guità della rete. Un importante esempio di realizzazione di rete MANET
è l'architettura proposta dal programma ESSOR, di cui verrà ampiamente
trattato nel corso dell'elaborato. Questo progetto è il risultato di un impegno
congiunto di sei partner europei(italia, Spagna, Francia, Polonia,Finlandia e
Svezia) e rappresenta lo sforzo europeo nello realizzare le basi di sviluppo di
un' innovativa tecnologia nascente, la Software Deﬁne Radio (SDR).
2.2 Background tecnologico
Nel contesto di una progettualità operativa tale da mantenere l'Italia in una
posizione di interoperabilità con le maggiori Potenze NATO, non può venire
trascurato il recente sviluppo dell'innovativo concetto di radio deﬁnita via
software.
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2.2.1 Software Deﬁned Radio
Il Wireless Innovation Forum, in collaborazione col gruppo P1900.1 dell'In-
stitute of Electrical and Electronic Engineers (IEEE) [4] deﬁnisce Software
Deﬁned Radio come una radio in cui le funzioni di strato ﬁsico, in parte o
tutte, vengono deﬁnite in software.
Una radio risulta essere un qualsiasi dispositivo che, senza l'utilizzo di ﬁli,è
in grado di trasmettere o ricevere segnali a frequenze radio(RF) dello spettro
elettromagnetico.
Le radio tradizionali necessitano di hardware appositi per funzionare, dimo-
strando grossi limiti, in ambito di interfunzionalità, che per essere superati
necessitano di un intervento ﬁsico sull'hardware stesso. Ciò signﬁca alti costi
di produzione e minima ﬂessibilità in merito al supporto di molteplici stan-
dard di forme d'onda. Nasceva infatti il bisogno di un apparato radio ad
hoc per ogni standard che si fosse voluto supportare. In un contesto mili-
tare la situazione appena descritta assume una particolare criticità: si pensi
ai problemi di ingombro, di consumo di potenza o di cross-talk che bisogna
aﬀrontare per far coesistere numerosi apparati a bordo di un'unità navale, o
peggio ancora, su un mezzo anﬁbio o blindato.
In questo contesto, la tecnologia sotware deﬁned radio oﬀre una soluzione me-
no costosa e più eﬃcente, per mezzo di dispositivi multi-modo, multi-banda
e multi-funzione che possono venire abilitati attraverso aggiornamenti soft-
ware. SDR deﬁnisce tecnologie hardware e software dove alcune, o tutte, le
funzioni operative radio sono implementate attraverso logica ripogrammabile.
Questa nuova tecnologia viene implementata su processori riprogrammabili
quali: digital signal processors(DSP), general purpose processors(GPP), sy-
stem on chip programmabili(SoC) o ﬁeld programmable gate arrays(FPGA),
come nel caso speciﬁco del progetto WiSEC.
In Figura 2.11 viene mostrato un esempio delle funzionalità gestite da un
dispositivo SDR.
2.2.2 Architectura software e middleware
L'architettura è il fondamento di ogni sistema digitale. Il termine può rife-
rirsi al software, all' hardware o alla combinazione di entrambi. In questo
elaborato si farà riferimento esclusivamente all'architettura software.
L'architettura software è un livello di astrazione in cui il sistema viene tipica-
mente descritto come una collezione di componenti e iterazioni. I componenti
rappresentano le computazioni primarie del sistema, mentre le iterazioni tra
componenti includono astrazioni di comunicazioni di alto livello, come pas-
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Figura 2.11: Schema generico delle funzionalità di una radio deﬁnita softwere.
saggio di messaggi o eventi broadcast [6].
La Software Communications Architecture (SCA) è un'architettura open
software deﬁnita dal Joint Tactical Radio System (JTRS) Joint Program
Oﬃce (JPO) nell'ambito di un progetto del Department Of Defence ame-
ricano degli anni novanta. La SCA può essere sfruttata per realizzare una
famiglia di radio su domini multipli che siano fra loro interoperabili [5].
La SCA funziona per mezzo di oggetti , parti software che necessitano
di interagire fra di loro in relazioni di client-server. Queste sono astrazio-
ni logiche realizzate per poter gestire in maniera più eﬃcace operazioni che
coinvolgono continuamente elementi hardware e software distinti [6]. Questa
modalità di gestione è resa possibile dal middleware, uno strato software tra
le applicazioni e la rete sottostante. Questo livello provvede a fornire servi-
zi quali identiﬁcazone, autenticazione, denominazione, sicurezza e directory.
Funziona da convertitore e traduttore: grazie ad esso le applicazioni software
possono operare su piattaforme diﬀerenti in maniera trasparente. Il Common
Object Request Broker (CORBA) è un middleware deﬁnito da Object Mana-
gement Group (OMG) [9]. Esso provvede all'infrastruttura per applicazioni
software, sviluppate in diversi linguaggi e operanti su piattaforme distinte,
col ﬁne di cooperare in rete. Gli oggetti in applicazioni CORBA sono deﬁnite
come interfacce per mezzo di OMG's Interface Deﬁnition Language (IDL).
La SCA sfrutta CORBA come proprio software comunication bus, e deﬁnisce
i propri componenti usando IDL. Nella Figura viene mostrata una rappresen-
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tazione di come il middleware interagisca con la SCA. Nei casi di dispositivi
Figura 2.12: Relazione tra SCA e CORBA.
riprogrammabili che non supportano semplicemente CORBA, come FPGAs
e DSPs, si preferisce utilizzare altre tecniche come il MHAL.
SCA
Il JPO fu impostato per acquisire una famiglia di sistemi radio tattici ad
alta capacità e aﬃdabilità che potessero provvedere a servizi di rete militare
wireless mobile interoperabile. Per questo scopo fu realizzata la Software
Communication Architecture, un'architettura software speciﬁca per disposi-
tivi di comunicazione.
Le più importanti caratteristiche della SCA [7] sono:
• Architettura Aperta: il vantaggio di un'architettura standardizzata e
aperta è quello di promuovere competizione, interoperabilità, veloci
upgrade, riutilizzo di software e scalabilità.
• Multi-Dominio: la SCA risponde all'esigenza di supportare operazio-
ni su un'ampia varietà di domini, come aereo, terrestre, marittimo,
veicolare, nonchè a mano per il singolo fante.
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• Multi-Banda: per poter operare su un vasto range di frequenze.
• Compatibilità: per minimizzare l'impatto dell'integrazione sulle piat-
taforme.
• Upgrades: per incorporare le nuove tecnologie e migliorare le perfor-
mance.
• Sicurezza: sono state poste le basi per sviluppare capacità crittograﬁca
programmabile, gestione dei certiﬁcati, identiﬁcazione e autentiﬁcazio-
ne dell'utente, gestione delle chiavi e di livelli di classiﬁcazione multipla
indipendenti.
• Networking: per poter supportare protocolli di rete per assicurare voce,
dati e video.
• Software Reusability: per permettere il massimo riutilizzo e ottimizza-
zione delle componenti software.
La SCA deﬁnisce Operating Environment (OE), mentre le interfacce vengo-
no realizzate usando le CORBA IDL. L' OE consiste in un Core Framework
(CF), un CORBA middleware e un Operating System (OS) POSIX-based.
Il rapporto fra i componenti interni della SCA è mostrato in Figura 2.13. Il
sistema operativo di SCA deve provvedere a servizi e interfacce che sono de-
ﬁnite come obbligatorie nell' Aplication Environment Proﬁle (AEP) di SCA.
I CF descrivono le interfacce, i loro scopi e le loro operazioni. Provvede a
realizzare l'astrazione degli strati hardware e software sottostanti. Il JPEO,
insieme all'architettura SCA, ha pubblicato un determinato numero di Ap-
plication Programming Interfaces (APIs) [5] per permettere ai componenti
software di comunicare l'uno con l'altro, alcuni dei quali però risultano ad
accesso riservato (principalmente APIs relativi alla sicurezza e alla crittogra-
ﬁa).
CORBA
CORBA è un'architettura aperta Object Management Group che realizza
un'infrastruttura software che le applicazioni sfruttano per lavorare insieme
in una rete. Un programma basato su CORBA può generalmente intero-
perare con un un altro sistema che utilizza CORBA, indipentemente dal
computer, dal sistema operativo, dal linguaggio di programmazione o dalla
40 CAPITOLO 2. FORZA NEC E SDR
Figura 2.13: Relazione tra i componenti interni alla SCA.
rete. CORBA è particolarmente adatto per l'integrazione di apparati in nu-
mero molto elevato e con caratteristiche molto diverse fra loro [9].
Le applicazioni CORBA sono composte di oggetti che incapsulano i dati.
Questi oggetti sono gli esempi di un tipo, i quali hanno tutti la stessa funzio-
nalità , ma i dati contenuti nei singoli esempi di un tipo saranno diﬀerenti gli
uni dagli altri. Come esempio si consideri un sito di e-commece che assegna
una carta shopping a ogni cliente. Tutte le carte avranno la funzionalità di
aggiungere e togliere oggetti(tipo), ma gli oggetti presenti nelle singole carte
saranno diversi per ogni singolo cliente(dati contenuti nei singoli esmpi di un
tipo).
Ogni oggetto in un'applicazione CORBA è deﬁnito come un'interfaccia, usan-
do OMG's Interface Deﬁnition Language [8]. L'interfaccia è la parte sintat-
tica del contratto che l'oggetto server oﬀre ai clienti che lo invocano. Ogni
client che vuole richiedere un'operazione da parte dell'oggetto deve usare l'in-
terfaccia IDL per deﬁnire l'operazione richiesta e indicare gli argomenti che
invia.
La trasparenza e l'interoperabilità realizzata da CORBA è dovuta alle IDL.
E' la IDL a separare l'interfaccia dall'implementazione. C'è inoltre una rigida
deﬁnizine di interfacce per ogni oggetto CORBA. Al contrario le realizzazio-
ni degli oggetti sono libere. Il codice che deﬁnisce l'oggetto e i suoi dati
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sono inaccessibili al client, il quale può accedere agli oggetti solo attraverso
le speciﬁche interfacce. Il compilatore IDL lavora attraverso speciﬁci stubs e
skeletons, come mostrato in Figura 2.14.
Figura 2.14: stubs e skeletons in CORBA.
Questi agiscono da proxy a livello superiore degli Object Request Borkers
(ORB). La rigida deﬁnizione delle interfacce permette ai IDL stubs e skele-
tons di operare anche su linguaggi di programmazione diversi, piattaforme
diverse e anche ORBs diversi.
I clienti raggiungono gli oggetti usando oggetti referenze. In CORBA, ogni
oggetto ha un unico oggetto referenza che può essere ottenuta dal cliente;
quando ciò si veriﬁca il cliente può richiedere l'operazione. Nel dettaglio, la
richiesta viene fatta dllo stub del client che inoltra all'ORB operativo. In se-
guito questa richiesta viene inoltrata fra gli ORBs, ﬁno a raggiungere quello
che possiede l'implementazione concreta dell'oggetto. L'inoltro prosegue per
mezzo dell'ORB idoneo e del rispettivo IDL skeleton che assicurano l'imple-
mentazione da parte dell'oggetto dell'operazione richiesta dal client. Poichè
possono essere presenti ORBs provenienti da vendors diﬀerenti è presente
un protocollo che ne assicura l'interoperabilità, l'IIOP (Internet Inter-ORB
Protocol). Il rpocedimento è mostrato in Figura 2.15.
MHAL
Una tecnica che supporta forme d'onda su dispositivi DSPs e FPGAs è il
MHAL (Modem Hardware Abstraction Layer), formulata dal JPEO JTRS.
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Figura 2.15: Comunicazione tra Object Request Borkers (ORB).
Il MHAL è un sistema di comunicazione(software bus) basato sulla trasmis-
sione di messaggi fra dispositivi che supportano MHAL. È deﬁnito come un
Application Programming Interface(API) per i diversi dispositivi peogram-
mabili, senza deﬁnire il formato del messaggio trasportato, come mostrato in
Figura 2.16.
Figura 2.16: Visione funzionale di MHAL in un GPP e una FPGA.
Il MHAL FPGA è un Hardware Description Language (HDL) per FPGA
senza capacità CORBA. In ultima analisi, il MHAL oﬀre prestazioni inferiori
al CORBA ma richiede meno disponibilità di calcolo da parte dei dispositivi
che lo implementano.
Capitolo 3
Il programma ESSOR
3.1 Introduzione
I militari hanno da subito individuato le grandi potenzialità insite nella tec-
nologia SDR. Il principale esempio è stata l'adozione della Softwere Commu-
nication Architecture (SCA) come standard de facto fra le diverse soluzioni
sviluppabili. SCA fu realizzata dal Joint Program Executive Oﬃce (JPEO)
del Joint Tactical Radio System (JTRS), con il supporto dell' US Depart-
ment of Defence (DoD).
il JTRS è nato a metà degli anni novanta con lo scopo di sostituire i siste-
mi di comunicazione militari (alcuni dei quali incapaci di interagire fra di
loro), attraverso la creazione di un sistema uniﬁcato tramite apparecchiatu-
re SDR che operano sull'intero spettro delle frequenze radio. JTRS è stato
inoltre concepito per permettere alle forze militari di scambiarsi informazioni
attraverso comunicazioni wireless. In Figura 3.1 è mostrato uno schema di
interoperabilità operativa potenziale realizzata per mezzo del sistema JTRS.
In Europa sono in via di sviluppo due programmi sullo stesso argomento:
ESSOR e SVFuA.
• European Secure Softwere Deﬁned Radio (ESSOR) è un programma
realizzato come sforzo congiunto di sei nazioni. Nel 2007 è stato ﬁr-
mato dalle Direzioni Nazionali degli Armamenti di Finlandia, Polonia,
Francia, Italia(SEGREDIFE), Spagna e Svezia. Il progetto è sotto la
gestione dell'Organization for Joint Armament Cooperation (OCCAR)
mentre la joint venture di sviluppo delle industrie nazionali è formata
da: Elecktrobit, Indra, Radmor, Saab AB, Selex Comunications e Tha-
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Figura 3.1: Schema funzionale di capacità tattica del sistema JTRS.
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les.
• SVFuA è invece il programma nazionale tedesco per lo sviluppo di
un'architettura SDR per le comunicazioni sicure messe in atto da Bun-
deswehr, le Forze Armate Federali Tedesche. Il programma non pos-
siede a diﬀerenza di ESSOR, un obbiettivo di sviluppo di una High
Data Rate Waveform (HDR WF) militare nazionale. Per realizzare ciò
la Germania fa riferimento a un altro programma, denominato Coali-
tion Wideband Networkin Waveform (COALWNW). Lo scopo di que-
sto progetto è assicurare un' HDR WF a larga banda tale da fornire
una trasmissione sicura tra i Partner della Coalizione. I Partner del
COALWNW sono: United Kingdom, USA, Francia, Italia, Germania,
Austria, Svizzera, Finlandia e Spagna.
La coesistenza di un programma americano (JTRS) e due europei (ESSOR e
SVFuA) rischia di creare un raddoppiamento degli sforzi e simultaneamente
una perdita dell'interoperatività. Per evitare che ciò si veriﬁchi è stato pro-
posto un ragionevole periodo di tempo entro cui far convergere gli standard
SDR. Inizialemente il programma americano e quelli europei continueranno a
esistere sepratamente per poi convergere in uno solo nel medio o lungo tempo
termine. È previsto che le attività di standardizzazione europee si sviluppe-
rando in un dedicato Working Group (WG5), mentre le standardizzazione
americane verranno eﬀettuate da un altro gruppo di lavoro (WG6),entrambi
i gruppi del Technical Committee Reconﬁgurable Radio System (TC RRS)
si coordineranno fra loro. TC RRS è responsabile, insieme a European Te-
lecomunication Standards Institute (ETSI) per le standardizzazioni SDR e
CR (Cognitive Radio), per lo sviluppo dell'operatività congiunta nel medio o
lungo termine. Lo studio verrà svolto ﬁn dal principio con la collaborazione
del Wireless Innovation Forum (WINNF).
ETSI è riconosciuto come European Standard Organisation (ESO) e Global
Standard Producer (GSP) e può quindi oﬀrire un valido e singolo forum in
cui possono iniziare ed evolvere le attività di stanardizzazione nel medio e
nel lungo termine per giungere verso uno standard transatlantico globalmen-
te riconosciuto.
3.2 European Secure Softwere Deﬁned Radio
Il programma ESSOR si propone di sviluppare due principali aree di interesse:
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Figura 3.2: Modello di sviluppo di uno standard congiunto con due WG
dedicati.
• Deﬁnire, simulare e sviluppare una High Data Rate Waveform(HDR
WF), consistente in una forma d'onda ad alto rate informativo intero-
perabile, sicura per le reti ad hoc mobili, sviluppabile su piattaforme
SDR.
• Deﬁnire un'architettura SDR sicura per scopi militari, basata sull'ar-
chitettura SCA, ovvero, sviluppare, implementare e validare questa
architettura sulle diverse piattaforme SDR nazionali.
Gli scopi dello sviluppo di un'architettura Softwere Deﬁned Radio sono i
seguenti:
• Facilitare la portabilità delle forme d'onda tra piattaforme eterogenee.
• Favorire la riconﬁgurabilità radio rispetto a un largo set di forme d'on-
da.
L'architettura ESSOR si preﬁgge di essere un riferimento scalabile alle diverse
piattaforme SDR, che estenda la Softwere Comunication Architecture alle
seguenti aree:
• deﬁnizione di un ambiente operativo (OE: Operating Environment)
per processori DSP e FPGA, provvedendo ad approcci di architettura
scalabili fra soluzioni basate su MHAL e CORBA;
• deﬁnizione ed estensione delle applicazioni di interfacce programmabili
(API: Application Programming Interfaces) già sviluppate per il JTRS.
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3.3 Security managemant
Nell'ambito del programma, la piattaforma SDR viene precismente deﬁnita
come un aggregato di piattaforma hardware(HW) e softwere, dove la piat-
taforma software(SW) è una particolare implementazione dell'Architettura
ESSOR, scalata per speciﬁci bisogni, che si aﬃda alla piattaforma HW.
La Figura 3.3 descrive la struttura di una SDR così come studiata alla base
dell'Architettura ESSOR [15].
Figura 3.3: Struttura SDR secondo lo sviluppo dell'Architetttura ESSOR
In ambito SDR il concetto di sicurezza trascende gli schemi abituali, nel sen-
so che i problemi di sicurezza hardware sfumano facilmente nei problemi di
sicurezza software, e viceversa.
La sicurezza viene rimandata a speciﬁci major security features, quali:
• TRANSEC(Trasmission Security)è usato per rendere sicura la trasmis-
sione, link-by-link, quando le informazioni attraversano il canale( nel
caso di comunicazioni wireless, l'aria) per ridurre i rischi di guerra elet-
tronica, per esempio: jamming ostile, localizzazione, intercettazione,
analisi del traﬃco. Le tecniche utilizzate per realizzare tale scopo so-
no: frequency hopping, covering, trasmission jitter reference sequence
randomisation e slot position randomisation.
• NETSEC(Network Security) assicura l'autenticazione di altri nodi pre-
senti nella rete, la protezione della conﬁdenzialità, dell'integrità e del-
l'autenticazione di controllo e gestione del dato.
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• COMSEC (Comunication Security) è usata per una protezione end-to-
end riguardo la conﬁdenzialità, l'integrità e l'autenticità del dato che
viene separato in comunicazioni red/ black(internal COMSEC) oppure
all black(external COMSEC per la separazione in black e red).
Il TOE (Target Of Evaluetion) è la HDR waveform deﬁnita dal programma
ESSOR. E' una forma d'onda SDR, deﬁnita per operare in un ambiente radio
di reti ad hoc mobili. Le reti sono intese per dati, voce e video. Esempi di ap-
plicazioni sono Comando e Controllo, Situation Awarness, ISTAR o NNEC.
La comunicazione con altri TOEs può essere:Unicast, Multicast e Broadcast.
Le misure di sicurezza TRANSEC sono applicate in tutti i casi.
Il TOE è dipendente dal suo ambiente operativo (OE) per sostenere gli og-
getti di sicurezza. La piattaforma costituente l'ambiente operativo del TOE
comprende l'RSS (Radio Security Services), inclusa la crittograﬁa. Anche
la separazione del dominio red dal dominio black è supportato da metodi
crittograﬁci (internal comsec functionality). Un Security Managemant Cen-
ter(SMC) è usato per la generazione e la distribuzione di materiale chiavi
crittograﬁci. Le iterazioni tra SMC e TOE sono fatte attraverso i protocolli
OTAR, OTAD e OTAZ che si occupano rispettivamente della distribuzione
di chiavi relative a parametri e certiﬁcati, aggiornamento di chiavi individuali
e annulamento (Zeroisation) di chiavi individuali.
3.4 Minacce,obbiettivi di sicurezza e requisiti
L'impostazione logica preliminare svolta per la realizzazione della sicurezza
nell'architettura ESSOR si è composta delle seguenti fasi: deﬁnizione dei
possibili attaccanti, delle tipologie di dati in transito, delle minacce opera-
tive e delle minacce relative al traﬃco. Quale ultimo step logico sono stati
deﬁniti gli oggetti di sicurezza (Objects Secuirty) adatti a contrastare le mi-
nacce deﬁnite e a coprire le politiche e le assunzioni, in particolare le OSP
(Organisational Security Policies) che sono regole, procedure e linee guida
imposte in un ambiente operativo (OE).
I possibili agenti di minaccia deﬁniti sono stati individuati quali un eventuale
utente attaccante o semplicemente un utente autorizzato(attacco non inten-
zionato).
A seguire nell'ordine logico dell'analisi sono state individuate le possibili ti-
pologie di dati in transito, come ad esempio dati di payload(dato mandato
e ricevuto), dati di protocollo(controllo e gestione) o certiﬁcati e chiavi. A
seguire, alcune delle minacce operative individuate sono, ad esempio, l'errore
di amministratore (fa le veci di amministratore un utente che non dovrebbe),
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oppure un intrusione nella comunicazione, o ancora rottura del nodo, stato
di sicurezza del TOE sconosciuto. Inﬁne le minacce di traﬃco sono state de-
ﬁnite quali alterazione del dato, la classica eavesdrop (osservazione del dato)
oppure l'attacco di jamming, la localizzazione e altre ancora che non vengono
riportate nel presente elaborato. Alcuni esempi di oggetti di sicurezza indi-
cati idonei per contrastare le minacce, in accordo alle OSP, sono di seguito
elencati a titolo esplicativo:
• Rete ad hoc (il TOE deve essere in grado di trovare comunicazioni
alternative se la presente cade).
• Generazione di revisioni (il TOE deve essere in grado di generare re-
cords di sicurezza).
• Conﬁdenzialità (è necessaria la protezione del payload e del protocol
data in aria).
• Autenticazione dell'informazione.
• Integrità del dato in transito.
• Protezione dal jamming.
Procedendo oltre l'analisi preliminare, si noti come questo studio teorico sia
stato in parte utilizzato per individuare le esigenze operative richieste dalla
rete e organizzare quindi un'opportuna azione perché queste venissero gestite
in maniera eﬃcente. Come precedentemente introdotto la gestione della si-
curezza viene aﬀrontata per mezzo di major security features quali NETSEC,
COMSEC e TRNSEC. In particolare i requisiti del TRANSEC sono tali da
provvedere alla difesa contro le minacce di localizzazione e di jamming. Il
Subset Information Flow Control (TRANSEC FC) agisce sul dato in fase di
trasferimento in aria. Inoltre, le tecniche utilizzate per proteggere la trasmis-
sione in aria sono: frequency hopping, covering, trasmission jitter, reference
sequence randomisation e slot position randomisation. Per concludere, la re-
te HDR WF sarà una coalizione di rete che oﬀrirà i servizi di una rete a-hoc
mobile sicura e interoperabile con un data rate comparabile ai sistemi di co-
municazioni mobili tattici esistenti e abilità QoS. La rete ESSOR HDR WF è
da essere sviluppata sul campo di battaglia a livello di brigata e livelli anche
inferiori per provvedere una rete ad alto data rate,a banda larga, e creare una
rete trasversa che sarà usata per interconnettere reti CNR o reti ad area nel
frame di campi di battaglia digitali. Il sistema svilupperà capacità Enable
Network/ Centric Warfare e comunicazioni tra attori, nonostante organizza-
zioni gerarchiche , per incrementare l'eﬃcenza. Sarà disponibile sul campo
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di battaglia e sarà capace di lavorare on-the-move. La rete è ad hoc mobile
multi-hop, self-organizing e self-healing. Un'illustrazione di funzionamento è
riportata in Figura 3.4 La rete ESSOR HDR WF è intenzionata a:
Figura 3.4: Principio di funzionamento della rete ESSOR.
• Sviluppare(enhance) la connettività delle truppe sul campo di battaglia
provvedendo una crescita del data rate comparato a alle esistenti co-
municazioni mobili tattiche esistenti per sviluppare, con un throughput
incrementato, il ﬂusso di informazioni verticale da e verso il comando;
• Sviluppare le comunicazioni orizzontali sulla rete;
• Abilitare la mobilità e la scalabilità delle forze:
• Routing adattivo ad-hoc permette la gestione della mobilità per i nodi
mobili e la comunicazione in moto;
• Routing adattivo ad-hoc permette alle unità disposte di unirsi in un'u-
nica rete.
• Accrescere l'eﬃcenza delle forze in movimento: il ﬂusso di dati è man-
tenuto mente la rete è in movimento;
• Partecipazione a Command and Control(C2) e adattamento a situazio-
ni in mutazione durante il funzionamento.
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• Abilitare il network centric warefare:
• Estensione del range e condivisione delle informazioni fra le reti attra-
verso il sistema HDR WF.
• Raccolta di informazioni e distribuzione di un'immagine globale comune
del campo di battaglia(SA/ISTAR).
• Supporto integrato di diﬀerenti reti con policy di sicurezza compatibile
attraverso interfacce aperte.
In un'ottica di tale sviluppo delle comunicazioni radio, l'attenzione alla sicu-
rezza soprattutto operante a livello wireless ha assunto un rilievo primario.
Oltre allo slancio già oﬀerto dal Segretariato Generale della Difesa nella col-
laborazione italiana al programma ESSOR, è stato sviluppato un ulteriore
impegno nell'ambito della sicurezza per comunicazioni radio, soprattutto in
relazione alla crittograﬁa a livello ﬁsico.
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Capitolo 4
Physical Security
Come verrà descritto nel corso del capitolo, attualmente gran parte della crit-
tograﬁa viene demandata ai livelli più alti della pila ISO/OSI, mostrata in
Figura 4.9 lasciando al livello ﬁsico il compito di modulare l'informazione in
base al canale. Il concetto di crittograﬁa a livello ﬁsico consiste proprio nello
sviluppo di una capacità di trasmissione cifrata realizzata senza aﬃdarsi alla
crittograﬁa dei dati attuata ai livelli più alti.
4.1 Sicurezza e crittograﬁa nelle comunicazioni
wireless
Il canale wireless possiede la naturale peculiarità di essere accessibile a tutti
gli utenti che si pongano in ascolto. Il crescente utilizzo e questa particolare
caratteristica hanno sviluppato la necessità di fornire una valida protezione
del ﬂusso di dati interni alle reti wireless. Questa situazione ha portato allo
sviluppo di un numero sempre crescente di tecniche crittograﬁche nell'ambi-
to delle comunicazioni wireless con lo scopo di garantirne entro certi limiti
statistici la segretezza di fronte ad attacchi condotti da utenti malintenzio-
nati. A livello gnerico, un qualunque sistema di comunicazione, wireless o
no, per potersi appropriare dell'attributo sicuro dovrà assicurare la serie di
funzionalità di seguito elencate:
autenticazione: la conoscenza dell'utente con la quale sta avvenendo la
comunicazione;
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conﬁdenzialità: la certezza che un utente non autorizzato venga a cono-
scenza del messaggio trasmesso;
integrità: la sicurezza che il messaggio non venga modiﬁcato da parte di
terzi;
non ripudiabilità: la sicurezza che l'utente che ha ricevuto il messaggio
trasmesso non possa negare di averlo ricevuto;
disponibilità: garanzia di una adeguata resistenza al jamming1;
responsabilità delle parti: capacità di risalire al responsabile di una certa
azione all'interno della rete (attraverso un eventuale tracciamento del
messaggio oggetto della comunicazione).
Anche se di per sè non è in grado di impedire attacchi alla disponibilità dei
dati, la crittograﬁa oﬀre comunque capacità risolutive per l'ottenimento di
queste funzionalità. Ciò assume una particolare importanza all'interno di un
sistema wireless [10], dove il disturbo ﬁnalizzato è facilmente applicabile a
causa dell'ampia disponibilità di accesso al canale trasmissivo [11] [13].
4.1.1 Caratteristiche di canali e sistemi wireless
A scopo didattico, un generico sistema di comunicazione wireless prevede un
trasmettitore (Alice) che invii, per mezzo di un canale ovviamente wireless,
un messaggio conﬁdenziale a un ricevitore (Bob) e la presenza di un terzo
ascoltatore indesiderato(Eve) (vedi Figura 4.1).
Un canale wireless possiede caratteristiche elettromagnetiche peculiari rispet-
to a un sistemi via cavo. Gli attributi [12] di maggiore rilievo sono:
• la presenza di cammini multipli (multipath): ciò rende le comunicazioni
wireless più soggette a distorsioni, ma che possono anche venire sfrut-
tati per mezzo di opportune elaborazioni del loro grado di correlazione
spazio-temporale;
• la reciprocità: i canali wireless sono reciproci a livello spaziale, ciò im-
plica che il comportamento del canale non muta, senza discriminazione
dalla direzione di utilizzo;
1Si deﬁnisce jamming un segnale di disturbo ﬁnalizzato all'interruzione della
comunicazione.
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Figura 4.1: Scenario base di comunicazione wireless sicura.
• la tempo-varianza: i canali wireless vantano caratteristiche tali da avere
un comportamento mutevole nel tempo;
Inoltre è ragionevole ipotizzare che la risposta impulsiva di una canale radio
tempo-viariante possa venire stimata entro il tempo di coerenza del canale2.
Queste peculiarità, se oppurtunamente sfruttate, possono venire utilizzate
come vantaggi oﬀerti da un canale wireless. Per contro, emergono anche
punti deboli che derivano dall'utilizzo di tale mezzo di trasmissione. Infatti,
un canale wireless è un canale aperto e quindi più soggetto ad attacchi da
parte di avversari rispetto ai sistemi su cavo, è inoltre presente ovunque,
almeno entro raggio di copertura della rete. Inﬁne è bene ricordare che
viene impiegato tipicamente da dispositivi che hanno risorse limitate (ﬁsiche,
energetiche e di calcolo).
Attacchi alla sicurezza
La tipologia di attacco maggiormente eﬀettuato all'interno di una rete wire-
less è il MitM, ovvero Man in the Middle. Questo genere di attacco consiste
nella presenza di un ascoltatore estraneo che si pone all'interno della comuni-
cazione attuando una strategia per intercettare o disturbare la comunicazione
fra trasmettitore e ricevitore legittimi.
2Per tempo di coerenza di un canale si intende il tempo nel quale questo può deﬁnirsi
caratterizzato da una risposta del tutto incorrelata con la precedente.
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In base allo scopo che si preﬁggono,gli attacchi ad un sistema wireless vengono
suddivisi in passivi ed attivi.
• Passivi (ascolto, analisi del traﬃco). Un attacco passivo non inter-
rompe la comunicazione, infatti l'obiettivo dell'utente illecito consiste
in questo caso nell'intercettare ed analizzare i dati che stanno venendo
trasmessi e ricevuti all'iterno della comunicazione. Una semplice azione
di ascolto, in cui un ricevitore estraneo alla comunicazione intercetta
un messaggio (Figura 4.2), rientra in questa categoria di attacchi. In
questo speciﬁco caso una cifratura del messaggio risulta determinante
poichè non permette all'utente non autorizzato, o attaccante, di inter-
pretare il signiﬁcato del messaggio senza l'utilizzo di tecniche e algorit-
mi appositi. Un ulteriore caso di attacco passivo risuta essere l'analisi
del traﬃco fra due utenti autorizzati da parte, appunto, di un attac-
cante (Figura 4.3). Alcuni scopi di questa tipologia di attacco possono
essere, ad esempio, l'individuazione della posizione e dell'identità degli
utenti autorizzati.
Figura 4.2: Attacco Passivo:ascolto del messaggio inviato da Alice a Bob.
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Figura 4.3: Attacco Passivo: analisi del traﬃco fra Alice a Bob.
Figura 4.4: Attacco Attivo: generazione di jamming per impedire la
comunicazione.
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Figura 4.5: Attacco Attivo: invio messaggio con credenziali di Alice.
• Attivi (jamming, falsa identità, modiﬁche al messaggio). il caso pièn-
fatico di attacco attivo è il jamming. Questa tecnica ha lo scopo di
rendere indisponibile il canale su cui sta venendo svolta la comuni-
cazione attaccata. Ciò viene realizzato attraverso la saturazione della
banda di trasmissione per mezzo di un segnale di disturbo (Figura 4.4).
Un altro caso in cui si ricorre alla nozione di attacco attivo è quello in
cui un attaccante si ﬁnge all'interno della rete attaccata un utente au-
torizzato. L'utente illegittimo inganna cosil sistema di autenticazione
e utilizza le risorse della rete destinate ad utenti legittimi. Lo scopo di
questa tipologia di attacco risiede nell'accedere ad informazioni tenute
appositamente private (Figura 4.5). Un ulteriore esempio comune di
attacco attivo è quello in cui un nodo maligno(ovvero un elemento della
rete che ha già subito un attacco) fornisce informazioni sensibili (come
ad esempio caratteristiche proprie della comunicazione all'interno della
rete,quali quantità e periodicità del traﬃco fra due nodi) a eventuali
attaccanti, che potrebbero così divenire in grado di veriﬁcare e anche
localizzare la presenza di nodi legittimati. Per concludere, un altro ge-
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Figura 4.6: Attacco Attivo: intercettazione del messaggio di Alice, modiﬁca
ed invio a Bob.
nere di attacco attivo prevede che un attaccante riesca ad intercettare
e addirittura modiﬁcare un messaggio, aggiungendo o eliminando dei
contenuti (Figura 4.6). Per valutare l'importanza operativa di questo
genere di minaccia si osservi a titolo di esempio la criticità del caso in
cui all'interno di un sistema radar venisse modiﬁcato il messaggio in
maniera tale da non rendere visibile uno o più veivoli. nemici.
In sintesi di seguito viene proposta la Tabella 4.1 con lo scopo di riassumere
le tipologie degli attacchi e indicare il relativo servizio attaccato.
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4.1.2 Elenco e descrizione di sistemi di sicurezza critto-
graﬁci
I sistemi di sicurezza crittograﬁci hanno lo scopo, per mezzo della cifratura
del messaggio da inviare, di realizzare una comunicazione privata al di sopra
un canale non sicuro . In generale, il concetto di cifratura prevede che avven-
ga fra i due terminali che sviluppano la comunicaione uno scambio iniziale
di un segreto, anche noto come chiave di cifratura. Questo segreto risulta
essere, nella maggior parte dei casi una sequenza che appropriatamente ela-
borata con il messaggio cifrato, rende il messaggio leggibile, ovvero in chiaro.
In questo caso, il sistema prende il nome di cifratura simmetrica e oltre ad
assicurare la distribuzione della chiave segreta deve anche essere capace di
raggiungere ogni elemento (come ad esempio in Figura 4.7), in modo tale da
essere in grado di eﬀettuare la cifratura e decifratura del messaggio, aﬃn-
chè possa essere al tempo stesso leggibile e sicuro. Il concetto di cifratura
simmetrica [13] fa quindi riferimento all'elaborazione delle parti in cui viene
suddiviso il messaggio oggetto del sistema di cifratura, attraverso l'utilizzo
di un algoritmo implemantato secondo un determinato insieme di bit, ovvero
la chiave. La lunghezza del segreto, o chiave, è direttamente proporzionale
al livello di segretezza che si desidera realizzare.
Volendo descrivere un esempio di cifratura a chiave simmetrica, si pensi al-
l'algoritmo Advanced Encryption Standard (AES) che opera in maniera com-
plessa su blocchi di 128 bit con chiavi da 128, 192 o 256 bit. Un'altrettanto
importante esempio risulta essere il Rivest Cipher 4 (RC4) che opera una
cifratura bit a bit, invece che su blocchi di bit come nel caso precedente.
Il sistema di cifratura a chiave pubblica (o asimmetrica) usa ben due chiavi
di sicurezza, una pubblica ed una privata. Questo è ciò che llo caratterizza
dal genere di sistema a chiave simmetrica. La chiave pubblica viene resa
nota a tutti gli utenti a cui viene applicata la cifratura e serve per cifrare il
messaggio oggetto del sistema, parallelamente è necessario quindi utilizzare
la chiave privata per essere in grado di decifrare un messaggio che è stato
precedentemente cifrato con la corrispondente chiave pubblica. A diﬀerenza
dei sistemi descritti in precedenza, questo tipo di sistemi hanno la caratteri-
stica di utilizzare algoritmi matematici invece di sostituzioni o permutazioni.
A titolo di esempio si elencano di seguito alcuni degli algoritmi più diﬀusi
sono: la crittograﬁa a curva ellittica discreta (ECC), Diﬃe-Hellman (EC-
DH o logaritmico discreto), DSS (Digital Signature Standard) o la cifratura
Rivest-Shamir-Adleman (RSA) [13], nel quali il messaggio e la parola cifrata
sono interi fra 0 e n − 1, dove n dato di dimensione tipica di 1024 bit. A
titolo descrittivo, in Figura 4.8 ne viene illustrato il funzionamento.
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Attacco Tipologia Servizio attaccato
Ascolto Passivo Conﬁdenzialità
Analisi del traﬃco Passivo Conﬁdenzialità
Jamming Attivo Disponibilità
Falsa identità Attivo Autenticazione / Disponi-
bilità / Conﬁdenzialità /
Responsabilità delle parti
Rivelazione delle
informazioni
Attivo Conﬁdenzialità
Modiﬁca dei mes-
saggi
Attivo Integrità / Responsabilità
delle parti
Tabella 4.1: Attacchi alla sicurezza di sistemi wireless: tipologie e servizi
attaccati.
Figura 4.7: Sistema di cifratura a chiave simmetrica [?].
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Figura 4.8: Sistema di cifratura RSA [?].
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Come già introdotto nei capitoli, i sistemi di cifratura ad ora descritti
fanno parte di un'architettura più ampia all'interno di una rete di comuni-
cazione. L'elemento cardine di architetture orientate alla sicurezza è la nota
infrastruttura AAA (Authentication, Authorization, Accounting) [14] che,
come lascia intuire il nome, oﬀre i servizi di autenticazione, autorizzazione e
responsabilità. Si faccia riferimento alla stratiﬁcazione OSI3, la quale deﬁni-
sce l'interoperabilità fra i protocolli e regola lo scambio di dati tra sistemi di
elaborazione e trasmissione. In questo contesto, i servizi di sicurezza possono
essere realizzati su ognuno dei singoli livelli mostrati in Figura 4.9.
• livello Applicazione (Application/Presentation/Session Layer)
• livello Trasporto (Transport Layer)
• livello Rete (Network Layer)
• livello Collegamento (Data Link Control Layer)
• livello Fisico (Physical Layer)
A seguire, vengono riportati alcuni dei meccanismi di sicurezza più diﬀusi
per ogni strato appena elencato [13].
Per i metodi di sicurezza a livello Applicativo:
• Pretty Good Privacy(PGP): è un metodo ﬁnalizzato principalmente
proteggere la trasmissione e ricezione di email; esso oﬀre anche ser-
vizi di conﬁdenzialità e autenticazione per applicazioni di archivo da-
ti, sfruttando alcuni degli algoritmi citati in precedenza (RSS, DSS,
Diﬃe-Hellman).
• Secure/Multipurpose Internet Mail Extension (S/MIME): questa tecni-
ca rappresenta oﬀre maggiore sicurezza in riferimento al formato stan-
dard delle email, rispetto al metodo MIME basato sulla tecnologia RSA
Data Security.
• HyperText Transfer Protocol over Secure Socket Layer(HTTPS): risul-
ta essere un protocollo che propone servizi di sicurezza nell'ambito di
una comunicazione fra Web browser e Web server.
• Secure Shell (SSH) è un ulteriore protocollo ﬁnalizzato anch'esso alla si-
curezza nelle reti di comunicazioni, si caratterizza per risultare semplice
nell'utilizzo e poco costoso.
3Open Systems Interconnection.
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Figura 4.9: Modello ISO-OSI.
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Nel livello di Trasporto i principali sistemi di sicurezza sviuppati sono:
• Secure Socket Layer (SSL): è un meccanismo di sicurezza che sfrutta
il TCP per realizzare un servizio di cifratura end-to-end che risulti
aﬃdabile.
• Transport Layer Security (TLS): è un protocollo di sicurezza usato fra
browser Web e server Web, una sorta di evoluzione del SSL.
• Wireless Transport Layer Security (WTLS): è un protocollo basato su
TLS e sviluppato apposta per fornire servizi di sicurezza in reti wireless.
Per il livello Rete vengono elencati di seguito i più adottati metodi di sicu-
rezza:
• Internet Protocol Security (IPsec): è un insieme di protocolli ﬁnalizzati
alla cifratura e all'autenticazione del singolo elemento a livello di rete
(protocollo IP). I protocolli raccolti da IPsec sono: IKE (Internet Key
Exchange) utilizzato per la distribuzione di chiavi di cifraura; AH (Au-
thentication Header) ed ESP (Encapsulating Security Payload) sfrut-
tati invece per la cifratura/autenticazione. Si noti che ESP garantisce
anche la riservatezza (ad esempio una ﬁrma digitale), a diﬀerenza del
protocollo AH; per questo motivo risulta utilizzato maggiormente.
• Virtual Private Network (VPN): è meccanismo di sicurezza per reti
di telecomunicazioni che realizza la sicurezza a livello IP per mezzo
della creazione di una rete privata all'interno di una rete non sicura
(per esempio Internet); tutto ciò viene svolto per mezzo di algoritmi di
cifratura e protocolli speciali.
Nel livello Collegamento vengono generalmente adottati:
• Extensible Authentication Protocol (EAP): è un protocollo che auten-
tica l'accesso ad una rete deﬁnito nello standard IEEE 802.1X
• Il Wired Equivalent Privacy (WEP): è il protocollo di sicurezza deﬁnito
nello standard IEEE 802.11a/b/g appositamente per le reti Wi-Fi; usa
l'algoritmo di cifratura simmetrica RC4.
• WiFi Protected Access (WPA) [16]: è un ulteriorel protocollo nato per
fare fronte ad alcune lacune del WEP appena introdotto.
• La seconda versione di WPA (WPA2) è il protocollo che realizza al me-
glio lo standard IEEE 802.11i; in particolare, WPA2 sfrutta un nuovo
algoritmo basato su AES (chiave pubblica), il CCMP (Counter Mode
with Cipher Block Chaining MAC Protocol).
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Di seguito verrà ampiamente aﬀrontato il concetto di cifratura a livello ﬁsico.
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4.2 Cifratura a livello ﬁsico
Le tecniche che si adoperano per assicurare una sicurezza a livello Fisico han-
no uno sviluppo concettualmente diverso rispetto ai meccanismi e protocolli
di cifratura ﬁn qui osservati. Lo scopo della cifratura a livello ﬁsico è infatti
l'implementazione della sicurezza intrinseca della comunicazione per mezzo
delle caratteristiche uniche del livello ﬁsico [17]. Ciò renderebbe teoricamente
superﬂua la necessità di aﬃdarsi agli strati OSI superiori per rendere sicura
la comunicazione. La peculiarità di questi meccanismi di sicurezza è la ca-
pacità di operare senza ricorrere alla complessità matematica degli algoritmi
di cifratura sfruttati agli strati superiori per garantire una certa robustezza.
Facendo riferimento ai sistemi wireless contemporanei, la sicurezza viene rea-
lizzata sopra il livello ﬁsico attraverso l'uso di appositi protocolli crittograﬁci.
questi metodi assumono che si sia già veriﬁcato un primo collegamento ﬁsico.
Per realizzare questo link in maniera quanto più sicura possibile, le tecniche a
livello ﬁsico raﬀorzano signiﬁcativamente l'inizializzazione e il mantenimento
di tutta la comunicazione stessa dei sistemi trasmissivi. Questo risulta es-
sere il principio base della sicurezza teorica dell'informazione, o sicurezza a
livello ﬁsico o sicurezza intrinseca. Il fondamento della sicurezza intrinseca
dell'informazione risultano essere proprio le tecniche di codiﬁca di canale che
sfruttano le caratteristiche di randomicità del canale su cui viene svolta la
comunicazione. Più nel dettaglio, queste tecniche sfruttano le diversità tra
le caratteristiche del canale fra gli utenti autorizzati e le caratteristiche del
canale sul quale è presente un possibile attaccante. Tali peculiarità oﬀrono
la possibilità di caratterizzare in moaniera univoco (come con una chiave) un
collegamento fra due utenti e di rendere quindi inutilizzabile l'informazione
che un ascoltatore può riuscire ad intercettare. Comunemente le metodologie
utilizzate in crittograﬁa si fondano sul concetto che l'algoritmo utilizzato per
realizzare una chiave di cifratura sia particolarmente problematico da inver-
tire, o comunque che necessiti di un'imponente potenza di calcolo da parte
dell'elaboratore sfruttato dall'attaccante. Il livello di diﬃcoltà dell'algoritmo
è spesso matematicamente non valutata. La capacità di calcolo oggigiorno
continua a crescere e in conseguenza a ciò attacchi così detti a forza bruta
oﬀrono risultati sempre più positivi. Si consideri inoltre che non esiste al-
lo stato attuale dell'arte, una metrica deﬁnitiva per eﬀettuare un confronto
preciso sulla robustezza agli attacchi. Ci si riferisce in genere agli esiti posi-
tivi o negativi sortiti dell'attacco. Lo scopo della crittograﬁa a livello ﬁsico
è ill raggiungimento della capacità di segretezza del canale (Secret Channel
Capacity, SCC), sfruttando infatti la sicurezza intrinseca dello strato stesso.
Questa segretezza si deﬁnisce come la segretezza teorica dell'informazione.
Nel concreto ciò si realizza nell'evento tale per cui il segnale ricevuto dal-
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l'attaccante non permetta l'acquisizione di alcuna informazione, in sostanza
durante l'inetercettazione la scelta sul singolo bit viene presa necessariamen-
te a caso. Questo concetto di sicurezza teorica dell'informaizone equivale alla
perfetta segretezza deﬁnita da Shannon [19].
4.2.1 Vantaggi
La sicurezza a livello ﬁsico presenta notevoli vantaggi rispetto ai sistemi co-
munemente utilizzati,delle tipologie osservate in precedenza. Si noti come
una tecnica a livello ﬁsico possa raﬀorzare la protezione di una comunicazio-
ne nel caso in cui venga adottata insieme ad altri meccanismi di sicurezza
implementati ai livelli superiori della pila OSI. Le caratteristiche da perse-
guire aﬃnchè le tecniche crittograﬁche basate sul livello ﬁsico realizzino una
comunicazione sicura sono [20]:
• l'autenticazione di un elemento dentro la rete;
• lo scambio e l'aggiornamento delle chiavi di cifratura usate nei sistemi
di sicurezza classici4;
• la trasmissione di informazioni riservate.
Un altra peculiare caratteristica che è annoverabile fra quelle a proprio favore
risiede, per un sistema di cifratura basato sul livello ﬁsico, nel fatto che la
robustezza all'intercettazione non dipende esclusivamente dalla complessità
degli algoritmi e quindi dalla potenza di calcolo della piattaforma usata del-
l'attaccante e quindi dal tempo impiegato dall'utente illecito a scoprire la
chiave di sicurezza. Tutto ciò oﬀre la possibilità di svincolarsi, in un ambito
di innovazione e sviluppo, dalla ricerca di un algoritmo sempre più compli-
cato da svelare a favore di una ricerca ﬁnalizzata a una sicurezza intrinseca
ﬁn dallo strato ﬁsico.
4.2.2 Confronto e limiti
Per chiarire i vantaggi rispetto alle tecniche classiche di sicurezza crittograﬁca
viene svolto un confronto fra le proprietà di queste con le caratteristiche delle
tecniche a livello ﬁsico.
Le tecniche di crittograﬁa classica oﬀrono i seguenti vantaggi:
4La sicurezza a livello ﬁsico può infatti intervenire in situazione in cui i sistemi classici
e di più alto livello risultano essere meno abili a fornire robustezza all'attacco.
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• non sono ad oggi stati sviluppati attacchi eﬃcienti nei confronti di siste-
mi a chiave pubblica (come RSA), questi vengono dunque considerati
robusti nei confronti di una vasto range di applicazioni;
• la sicurezza generalmente realizzata sulla base di una cifratura blocco
a blocco, ciò signiﬁca che se l'algoritmo di crittograﬁa vanta una certa
sicurezza, allora logicamente ogni blocco è robusto;
• l'autenticazione può essere realizzata tramite la crittograﬁa a chiave
pubblica, come nel caso RSA;
• i sistemi di crittograﬁa vengono già largamente utilizzati, infatti la
tecnologia è già diﬀusa ed economica.
D'altro canto, fra gi svantaggi è possibile annoverare:
• la robustezza si fonda su ipotesi non matematicamente dimostrate in
relazione a funzioni non invertibili; ciò ha come diretta implementazione
che i sistemi potrebbero essere non più sicuri nel caso in cui le ipotesi
si rivelassero inappropriate o qualora fossero realizzati degli algoritmi
d'attacco più eﬃcaci;
• risulta assente unità di misura o mezzi comparativi fra i vari algoritmi
di crittograﬁa che mostri gli eﬀettivi vantaggi in relazionde alla robu-
stezza agli attacchi, che sia funzione della lunghezza dell'informazione
e del messaggio cifrato5.In generale, la robustezza dell'algoritmo ven-
gono misuarte in funzione del comportamento contro le varie tipologie
di attacco;
• i classici metodi di cifratura non realizzano a livello matematico la
sicurezza teorica dell'informazione se il canale di comunicazione fra il
trasmettitore e il ricevitore autorizzati e l'attaccante è privo di rumore;
• i meccanismi di distribuzione delle chiavi di sicurezza per reti wire-
less richiedono la presenza di un meccanismo di sicurezza così come
complessi protocolli di sistema.
Cambiando l'oggetto dell'analisi, i vantaggi della sicurezza a livello ﬁsico
sono:
5In realtà un unico algoritmo indeato da Shannon con cui confrontare tutti gli altri
esiste, questo però prevede che la chiave sia lunga almeno quanto il messaggio trasmissivo
e che sia usata una sola volta [19]. Tale algoritmo è il miglior metodo per comunicare in
conﬁdenzialità e potrebbe essere preso come limite superiore per confrontare le prestazioni.
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• all'attaccante non è richiesto alcun requisito computazionale;
• possono svolte analisi decisamente precise sull'informazione che un at-
taccante risulta capace di intercettare. È possibile calcolare, infatti, la
probabilità di interruzione della segretezza per stabilire se la capacità
di canale è inferiore ad un livello di segretezza desiderato;
• la sicurezza a livello ﬁsico è stata dimostrata per mezzo tecniche a
crittograﬁa quantistica (vedi ??);
• la possibilità di generare chiavi senza informazioni pre-condivise6, evi-
tando quindi il settaggio preventivo, o la distribuzione, delle chiavi agli
utenti.
Per annoverare gli svantaggi si espone il seguente elenco:
• i sistemi a sicurezza teorica dell'informazione possono essere progettati
per un dato livello di segretezza (cioè con un dato tasso di segretezza7),
ma esiste comunque una probabilità diversa da zero che il sistema non
garantisca tale sicurezza (probabilità di interruzione della segretezza);
• la generazione della chiave cifrante viene spesso fondata sulla perfetta
conoscenza degli stati di canale da parte della coppia legittima all'in-
terno della comunicazione. Tale ipotesi risulta poco realistica, infatti
non sempre è realizzabile;
• allo stato dell'arte attuale della ricerca sono molto pochi i sistemi im-
plementati, come ad esempio quelli a crittograﬁa quantistica, la ragione
principale sono gli elevati costi;.
Concludendo, le tecniche di sicurezza a livello ﬁsico secondo la pila OSI, risul-
tano essere una nuova frontiera di robustezza agli attacchi nell'ambito delle
comunicazioni, sia come unico sistema di sicurezza che come supporto alle
classiche tecniche operanti a layer superiori.
Individuate prontamente le potenzialità oﬀerte da questa tipologia crittogra-
ﬁca, la Difesa Italiana, e in particolare il Segretariato Generale della Difesa,
ha investito notevolmente in questo settore. Allo stato dell'arte i progetti in
atto ﬁnanziati da SEGREDIFESA in questo ambito sono due: uno orientato
allo sviluppo di un sistema di crittograﬁa quantistica e l'altro orientato alla
6La tecnica Noise-Loop presentata al Capitolo ?? ne è un limpido caso.
7Il tasso (o rate) di segretezza è deﬁnito come il tasso con cui si riesce a trasferire
un'informazione dal trasmettitore al ricevitore legittimo con conﬁdenzialità, senza cioè
che un eventuale ascoltatore riesca a carpire il messaggio scambiato. Vedi appendice ??.
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crittograﬁca ﬁsica su comunicazioni wireless. Questo secondo progetto, e le
teorie sviluppate a suo supporto, saranno ampiamente trattati nel capitolo
successivo.
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Capitolo 5
Il Noise Loop
La tecnica di crittograﬁa a livello ﬁsico Noise Loop rappresenta un valido
esempio di impegno della Difesa nell'ambito della ricerca e delo sviluppo
tecnologico. Questa tecnica è infatti oggetto del progetto, ﬁnanziato da SE-
GREDIFESA, WiSEC(Wireless SECurity), in via di sviluppo presso il
CNIT(Consorzio Nazionale Interuniversitario per le Telecomunicazioni) di
Firenze.
5.1 Introduzione
La tecnica di sicurezza Noise-Loop è una metodo di Physical Security che
sfrutta l'unicità intrinseca del rumore termico presente all'interno di un si-
stema radio. L'unicità viene sfruttata per trasferire in maniera riservata i dati
trasmessi dai due terminali interni alla comnuicazione. Riuscendo a legare
le informazioni utili al rumore sperimentato dai due terminali comunicanti,
sarà esposto in che modo è possibile ottenere una tecnica di comunicazio-
ne con sicurezza intrinseca. Questo metodo viene sviluppata nell'ambito del
progetto WiSEC (Wireless SECurity) e implemenata su piattaforme SDR
ﬁeld programmable arrays (FPGAs) [20].
5.2 Principio di funzionamento
Il sistema che realizza la tecnica proposta è basata su di uno schema ad anello
chiamato Noise-Loop, il cui schema a blocchi è quello rappresentato in Figura
5.1.
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Figura 5.1: Schema della tecnica Noise-Loop.
Per iniziare l'analisi risulta necessario deﬁnire le ipotesi alla base lo studio
svolto e speciﬁcare il signiﬁcato attribuito ai simboli utilizzati.
Le ipotesi sovraintendenti l'analisi sono espresse di seguito:
• Il sistema funziona secondo uno schema di tipo FDD1, ovvero in pre-
senza di un canale per l' uplink ed uno per il downlink operanti su
bande disgiunte, al più contigue.
• Il rumore termico su ciascuna delle bande di uplink e downlink è consi-
derato scorrelato2, inoltre la densità di potenza relativa sulle due bande
è assunta essere identica.
• I collegamenti che realizzano la trasmissione,ovvero sia quello in uplink
che quello in downlink, sono modellati come canali di tipo AWGN3.
• I simboli trasmessi sono di tipo binario antipodale.
I simboli utilizzati nello schema descritto sono deﬁniti nell'elenco di seguito:
• bibit trasmessi per mezzo di simboli binari antipodali dal terminale i.
bi ∈ [−1; 1].
1Frequency Division Duplex.
2Ipotesi ammissibile senza grosse restrizioni in comunicazioni radio.
3Additive White Gaussian Noise.
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• ni (t) processo aleatorio che modella il rumore termico al terminale
i. Esso viene assunto bianco, con distribuzione di densità di proba-
bilità di tipo Gaussiano, avente media nulla e varianza σ2n.Inoltre,il
rumore Gaussiano bianco assimilabile ad altri sistemi di comunicazio-
ne (Spread-Spectrum ad esempio) presenti sulla stessa banda viene
considerato insito ad esso. I processi n1e n2, ovvero relativi ai due
terminali,sono inoltre ipotizzati indipendenti tra loro.
• αi guadagno totale di tutto il collegamento. Include il guadagno di
trasmissione, la risposta in ampiezza del canale e l'attenuazione dovuta
alla distanza dei due terminali. Si assume che αi ∈ R e che αi ∈ [0; 1].
• τp12 ritardo di propagazione interno al canale di collegamento fra il ter-
minale 1 e il terminale 2. Senza perdere di generalità è lecito assumere
che il ritardo sia lo stesso per entrambe le direzioni di trasmissione
(τp12 = τp21).
• yi(t) segnale ricevuto dal terminale i.
Il segnale ricevuto viene modulato4 dall'informazione ed in seguito viene ri-
trasmesso sull'altro canale. Lo schema che descrive il ricevitore idoneo è
rappresentato in Figura 5.2. Il blocco threshold detect risulta composto di
Figura 5.2: Schema ricevitore per il terminale 1.
due elementi; un integratore (o più in generale un blocco che calcoli la media
su un periodo della durata del tempo di bit) e un decisore a soglia.
4In questo speciﬁco contesto con il termine modulazione si intenda la moltiplicazione
per il bit bi.
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5.3 Analisi teorica
5.3.1 Principio di funzionamento
In riferimento alle immagini di Figura 5.1 e 5.2, si può svolgere lo studio
della catena analizzando uno solo dei due terminali senza perdere di genera-
lità. Nei seguenti passaggi l'analisi verrà svolta in riferimento al terminale
1.È evidente che l'analisi relativa al terminale 2 sarà del tutto analoga.
Passando al dominio tempo discreto campionando in ricezione con perio-
do di campionamento Tc, il ritardo di propagazione τp12,espresso in numero
di campioni, sarà accomunato alla sua approssimazione nel tempo discreto:
τp12 = kTc.
Riferendosi allo schema di Figura 5.1 si possono semplicemente derivare le
seguenti equazioni: {
y1(n) = n1(n) +K2y2(n− k)
y2(n) = n2(n) +K1y1(n− k) (5.1)
ottenute avendo sostituito Ki con αibi.
Risolto il sistema, si ottiene una espressione di y1(n) come modello autore-
gressivo di tipo AR(2k). In particolare si osserva che esiste esclusivamente il
singolo termine 2k-esimo, poichè tutti gli altri sono nulli.
L'equazione risolutiva il sistema è deﬁnita come:
y1(n)−K12y1(n− 2k) = n1(n) +K2n2(n− k) (5.2)
dove K12 = K1K2 = b1b2α1α2
Deﬁnendo e(n) = n1(n) + K2n2(n − k),si noti che e(n) ∼ N(0, σ2e) dove
σ2e = (1 +K
2
2)σ
2
n = (1 + α
2
2). Quindi si riscriva la precedente equazione nel
seguente modo:
y1(n)−K12y1(n− 2k) = e(n) (5.3)
L' espressione (5.3) descrive il segnale in ricezione al terminale 1.
Ricordando che e(n) risulta essere un processo aleatorio Gaussiano bianco,
è lecito aﬀermare che y1(n) sia esprimibile come un modello AR(2k) nella
sua forma classica.È dunque possibile applicare la teoria dei modelli autore-
gressivi e cos' ricavare le equazioni di Yule-Walker a partire dall'equazione
rappresentante il modello della catena Noise-Loop.
Si moltiplica, prima per y1(n) e poi per y1(n − 2k), inﬁne viene applicato
l'operatore aspettazione.
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{
Ry1y1(0)−K12Ry1y1(2k) = σ2e
Ry1y1(2k)−K12Ry1y1(0) = 0 (5.4)
Una volta risolto il sistema si perviene alle seguenti espressioni:
Ry1y1(2k) = E [y1(n)y1(n− 2k)] = K12
σ2e
1−K212
= b1b2α1α2
(1 + α22)σ
2
n
1− α21α22
(5.5)
Ricordando che α1, α2 > 0 si può notare che
α1α2
(1 + α22)σ
2
n
1− α21α22
> 0 (5.6)
L'equazione (5.5) assume allora un signiﬁcato di fondamentale importanza.
Si tratta infatti della variabile di decisione prima che si eﬀettui la moltipli-
cazione per b1.
Ricordando che αi ∈ (0, 1), nella (5.5) il segno risulta determinato esclusiva-
mente dal prodotto b1b2.
Moltiplicando dunque per b1 al ricevitore 1, ricavando il segno di b1Ry1y1(2k)
verraà ricavato anche il segno di b2
Questa analisi appena descritta giustiﬁca lo schema del ricevitore il quale
coerentemente eﬀettua infatti la media E [y1(n)y1(n− 2k)]5e successivamen-
te la moltiplica per il bit b1. Inﬁne esegue la decisione è presa per mezzo del
rivelatore di segno. È bene precisare che nel tempo necessario allo svolgi-
mento di questo processo e durante i vari cicli dell'anello, i bit bi devono
rimanere costanti. Ciò implica anche un tempo di bit Tb che risulti multiplo
intero di τp12 (più precisamente kTc ).
Lo studio appena descritto permette di dimostrare che lo schema di comu-
nicazione proposto è in grado di sostenere una comunicazione tra due utenti
modulando il rumore e trasferendo un'informazione mutua. Si è inoltre os-
servato come il segno della variabile di decisione, parametro sulla base del
quale viene deciso il valore del bit ricevuto, dipende esclusivamente dall'in-
formazione racchiusa nei due bit.
Sussistono numerosi vantaggi introdotti da questo sistema nel garantire la
sicurezza all'interno della comunicazione.
5È ipotizzato che il processo y1(n)y1(n− 2k) sia ergodico6 in modo da poter sostituire,
nella pratica, la media statistica con quella temporale.L'ipotesi non è banale ciononostante
risulta essere necessario, non si può utilizzare la media statistica al di fuori della teoria.
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• Il ritardo 2k è caratteristico solamente della coppia dei terminali 1 e 2.
• la sequenza b1 e' nota esclusivamente al terminale 1. Ciò permette ad
esso di estrarre con certezza il segno di b2. Nel caso infatti di non
conoscenza di b1 l'incertezza sul segno del prodotto b1b2 non sarebbe
eliminabile.
• Un terzo eventuale utente esterno alla comunicazione non sarà in grado
di stabilire il segno di b2. Infatti il tempo di propagazione eventualmen-
te contrattabile con l'access point sarà diverso da k, o se anche fosse
uguale non avrebbe conoscenza di trovarsi in tale situazione. Inoltre
non avrebbe modo di essere a conoscenza di b1 per eﬀettuare la corretta
demodulazione.
In deﬁnitiva al ricevitore 1 si riesce ad ottenere la stima del bit b2, bˆ2,
teoricamente senza errori.
5.3.2 Stima in eccesso del BER
I modelli alla base dello studio svolto sono processi aleatori caratterizzati da
parametri statistici. La stessa variabile di autocorrelazione risulta essere la
media statistica Ry1y1(2k) = E [y1(n)y1(n− 2k)] che nel calcolo prestazionale
del simulatore sarà valutata su di un numero ﬁnito di campioni. Ciò impone
l'adozione di una stima per l'autocorrelazione:
Rˆy1y1(2k, i) =
1
Nb
(i+1)Nb∑
n=iNb
y1(n)y1(n− 2k) i ∈ N (5.7)
dove Nb rappresenta il numero di campioni interno al tempo di bit, ovvero
Tb = NbTc.
La stima Rˆy1y1(2k, i)
7 non è altro che un processo aleatorio somma di tanti
processi aleatori. In riferimento alla stima della variabile di decisione (5.7)
viene deﬁnito il valore medio:
E[Rˆy1y1(2k)] = E[
1
Nb
(i+1)Nb∑
n=iNb
y1(n)y1(n− 2k)] = Ry1y1(2k) (5.8)
7Senza perdere di generalità, in seguito la stima dell'autocorrelazione sarà scritta
semplicemente con Rˆy1y1(2k, i).
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mentre non è nota la distribuzione probabilistica di Rˆy1y1(2k). Questa am-
biguità statistica introduce una percentuale d'errore nelle prestazioni del si-
stema.
Si parla di stima in eccesso del BER poichè l'analisi corrente viene svolta
invece che in base ad una media, quindi su Rˆy1y1(2k),ovvero su Nb campioni
tutti di pertinenza dello stesso bit, come sarà svolto nella pratica, viene presa
in base al segno di un singolo campione qualunque y1(n)y1(n− 2k) all'inter-
no del tempo di bit. Si tratta di una condizione decisamente peggiorativa
rispetto a ciò che verrà svolto nella realtà della valutazione sulla media8. Da
un'analisi del tempo [?] è possibile osservare che y1(n) risulta essere la somma
di soli processi aleatori Gaussiani bianchi. Ciò implica che y1(n) e y1(n−2k)
sono di tipo Gaussiano bianco, a media nulla e con varianza:
σ2y =
(1 + α22)
1− α21α22
σ2n (5.9)
Valutare la distribuzione di densità di probabilità del processo aleatorio
y1(n)y1(n − 2k), prodotto di due processi Gaussiani bianchi a media nul-
la e varianza nota, non è banale visto che i processi y1(n) e y1(n − 2k) non
sono indipendenti. Infatti nell' equazione (5.5) si è già mostrato come:
E [y1(n)y1(n− 2k)] = K12 σ
2
e
1−K212
6= 0 (5.10)
Ciò signiﬁca che per poter ottenere un forma della distribuzione di probabi-
lità del processo w(n) = y1(n)y1(n−2k) sarà necessario calcolare la funzione
densità di probabilità congiunta dei due processi y1(n) e y1(n − 2k). Per le
proprietà dei processi in questione, la distribuzione congiunta sarà una Bi-
variate Normal Distribution la cui forma generale risulta essere: (5.11)[?].
pXY (x, y) =
1
2piσXσY
√
1− ρ2XY
e
− 1
2(1−ρ2
XY
)
[(
x−µX
σX
)2−2ρXY (x−µXσX )( y−µYσY )+( y−µYσY )2
]
(5.11)
8A rigore non è appropriato parlare di upper-bound poichè non viene dimostrato che
questa soluzione rappresenti il limite superiore alle prestazioni del sistema in termini di
BER. Risulta comunque diﬃcile pensare un criterio di decisione sul bit ricevuto ancora
meno preciso di quello proposto.
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Vengono dunque di seguito deﬁnite le due pdf9 marginali dei processi aleatori
y1(n) e y1(n− 2k):
py1(n)(X) =
1√
2piσ2y
e
− X2
2σ2y (5.12)
py1(n−2k)(Y ) =
1√
2piσ2y
e
− Y 2
2σ2y (5.13)
Si calcolerà di seguito il coeﬃciente di correlazione10.
Svolgendo i calcoli si può notare che, essendo i due processi in analisi a
media nulla, il coeﬃciente di correlazione, che sarà chiamato ρ nel resto della
trattazione, è esprimibile come:
ρ =
E[y1(n)y1(n− 2k)]
σ2y
(5.14)
ovvero, attraverso semplici sostituzioni si ottiene:
ρ = b1b2α1α2 (5.15)
La pdf congiunta assume quindi la forma seguente:
py1(n)y1(n−2k)(x, y) =
1
2piσ2y
√
1− ρ2 e
− 1
2(1−ρ2)
[
x2
σ2y
−2ρ xy
σ2y
+ y
2
σ2y
]
(5.16)
La (5.16) rappresenta la funzione densità di probabilità congiunta dei due
processi oggetto di studio.
La relazione che lega la py1(n)y1(n−2k)(x, y) alla p(w)[?][?]:
p(w) =
∫ +∞
−∞
py1(n)y1(n−2k)(y, w/y)
1
|y|dy (5.17)
9Probability Density Function.
10In riferimento a due processi aleatori generici X e Y si ricordi che il coeﬃcente di
correlazione viene deﬁnito come ρxy =
Cxy
σxσy
e la funzione di covarianza viene deﬁnita
come Cxy = E[(X − µX)(Y − µY )].
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Eﬀettuando le dovute sostituzioni, si ottiene la (5.18)
p(w) =
1
2piσ2y
√
1− ρ2
∫ +∞
−∞
e
− 1
2(1−ρ2)
[
w2
y2σ2y
−2ρ w
σ2y
+ y
2
σ2y
]
|y| dy (5.18)
da cui:
p(w) =
e
ρw
σ2y(1−ρ2)
2piσ2y
√
1− ρ2
∫ +∞
−∞
e
1
σ2y(1−ρ2)
[
− w2
2y2
− y2
2
]
|y| dy (5.19)
La (5.19) deﬁnisce una nuova pdf, il cui integrale è risolvibile in termini della
funzione modiﬁcata di Bessel di seconda specie di ordine zero K0.
In seguito a questa osservazione è lecito scrivere:
p(w) =
e
ρw
σ2y(1−ρ2)
piσ2y
√
1− ρ2 K0
(∣∣∣∣ wσ2y(1− ρ2)
∣∣∣∣) (5.20)
Per mezzo dell'equazione (5.20) è possibile eseguire una valutazione delle
prestazioni mediante questa stima in eccesso. Tale equazione sarà utilizzata
in seguito per validare il simulatore usato nella fase delle simulazioni dello
studio. La funzione non è deﬁnita in w = 0 e la sua forma viene mostrata
nelle Figure 5.3 e 5.4, dove σ2y è stata ﬁssata.
La Figura 5.4 focalizza l'attenzione sull'asimmetricità della distribuzione lun-
go l'asse w.
Si noti come la distribuzione presenti una decrescenza monotona verso ±∞.
Si noti che non sussistono condizioni particolari per cui debba necessaria-
mente essere α1 6= α2. Ciò signiﬁca non perdere di generalità assumere che
entrambi i guadagni siano uguali, ovvero che: α = α1 = α2. Così facendo, si
osservino le seguenti sempliﬁcazioni:
ρ = b1b2α
2 (5.21)
σ2y =
1 + α2
1− α4σ
2
n (5.22)
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Figura 5.3: Densità di probabilità del processo aleatorio w(n).
Figura 5.4: Densità di probabilità del processo w(n).
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E [y1(n)y1(n− 2k)] = ρσ2y (5.23)
Di seguito è dunque possibile ricavare le probabilità di errore al terminale 1
( al terminale 2 la situazione è analoga) nei due casi b2 = ±1.
P (e|b2 = 1) = P (e|b1 = 1, b2 = 1)P (b1 = 1)+P (e|b1 = −1, b2 = 1)P (b1 = −1)
(5.24)
P (e|b2 = −1) = P (e|b1 = 1, b2 = −1)P (b1 = 1)+P (e|b1 = −1, b2 = −1)P (b1 = −1)
(5.25)
Si assume che la probabilità di emissione dei simboli in entrambi i casi sia
uguale e uniformemente distribuita, cioè che P (b1 = 1) = P (b1 = −1) =
P (b2 = 1) = P (b2 = −1) = 12 .
Sostituendo la p(w), le equazioni (5.24) e (5.25) diventano:
P (e|b2 = 1) = 1
2
∫ 0
−∞
p(w − |ρ|σ2y)dw +
1
2
∫ +∞
0
p(w + |ρ|σ2y)dw (5.26)
P (e|b2 = 1) =
∫ 0
−∞
p(w−|ρ|σ2y)dw =
∫ 0
−∞
e
α2(w−α2σ2y)
σ2y(1−α4)
piσ2y
√
1− α4 K0
(∣∣∣∣ w − α2σ2yσ2y(1− α4)
∣∣∣∣) dw
(5.27)
Cambiando la variabile w in w
′
=
w−α2σ2y
σ2y
possiamo riscrivere la (5.27):
P (e|b2 = 1) =
∫ −α2
−∞
e
α2w
′
(1−α4)
pi
√
1− α4 K0
(∣∣∣∣ w′(1− α4)
∣∣∣∣) dw′ (5.28)
Analogamenre per la (5.25), si ottiene:
P (e|b2 = −1) =
∫ +∞
α2
e
−α2w′
(1−α4)
pi
√
1− α4 K0
(∣∣∣∣ w′(1− α4)
∣∣∣∣) dw′ (5.29)
In deﬁnitiva la probabilità di errore secondo l'analisi appena svolta risulta
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essere:
Pe = P (e|b2 = 1)P (b2 = 1) + P (e|b2 = −1)P (b2 = −1) (5.30)
Osservando, anche in maniera semplice dai graﬁci in sezione, la forma del-
la p(w) si nota che le due funzioni integrande presenti nelle due P (e|b2 =
1), P (e|b2 = −1) permettono di riscrivere la Pe come nella seguente equazio-
ne (5.31).
Pe =
∫ +∞
α2
e
−α2w′
(1−α4)
pi
√
1− α4 K0
(∣∣∣∣ w′(1− α4)
∣∣∣∣) dw′ (5.31)
Pur restando consapevoli del fatto che si tratta di una stima in eccesso, la
formula (5.31) ha comunque un valore interessante.
Si tratta infatti di una forma analitica direttamente calcolabile per via nu-
merica coscome accade per la Q-function del classico caso BPSK[?]. Inoltre
dipende esclusivamente dal valore del guadagno α ed è indipendente dal va-
lore della potenza del rumore σ2n. Questo risultato indica che le prestazioni
della tecnica Noise-Loop, che sfrutta il rumore per veicolare l'informazione,
non dipendono dalla potenza del rumore stesso, ma solamente da altri para-
metri (che nel caso di questa stima di fatto si riducono solamente al guadagno
α).
È quindi osservabile che agendo sul guadagno α si minimizza la Pe.
In accordo con la (5.31) sia w
′
> α2:
lim
α2→1
e
−α2w′
(1−α4)
pi
√
1− α4 K0
(∣∣∣∣ w′(1− α4)
∣∣∣∣) = 0 (5.32)
Infatti se α2 → 1 la funzione integranda tende a zero, quindi la probabilità
di errore tende ad essere a sua volta nulla.
La stima appena vista porta ai risultati esposti in Figura 5.5
5.3.3 Stabilità del sistema
Il Noise-Loop è una tecnica che realizza un anello fra i due nodi che la imple-
mentano. Questa natura lascia pensare che il sistema possa essere instabile.
Occorre quindi analizzare le condizioni di stabilità del sistema e veriﬁcare
che siano rispettate dai parametri di sistema.
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Figura 5.5: Stima in eccesso del BER della catena Noise-Loop.
Applicando la trasformata Z all'equazione (5.3), si ottiene ci su cui si andrà
a valutare la stabilità.
Y1(z)−K12z−2kY1(z) = E(z) (5.33)
dove con Y1(z) si è indicato la trasformata Z del processo y1(n), e con E(z)
quella del processo e(n). La funzione di trasferimento tra E(z) e Y1(z), H(z)
è data da:
H(z) =
1
1−K12z−2k (5.34)
La stabilità viene valutata attraverso l'osservazione della disposizione dei poli
della H(z). I poli sono le radici dell'equazione:
1−K12z−2k = 0 (5.35)
che quindi risultano essere:
z−2k =
1
K12
(5.36)
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z2k = K12 (5.37)
z = 2k
√
K12 (5.38)
Poichè K12 è tale che |K12| < 1, signiﬁca che le 2k radici siano posizionate
sul piano complesso (<e(z),=m(z)) all'interno della circonferenza di raggio
unitario |z| < 1. Ricordando che la condizione necessaria e suﬃciente per
la stabilità del sistema è che |K12| < 1, si nota come questa sia veriﬁcata se
αi ∈ (0, 1), come già ipotizzato.
Si può concludere che il sistema risulta essere stabile.
Si osserva inoltre che la scelta di αi può controllare il margine con cui rimane-
re all'interno della regione di stabilità. Inﬁne si osservi come, in riferimento
all'equazione (5.31) , il caso α2 → 1 comporta l'inevitabile problema di ren-
dere il sistema tendenzialmente instabile.
5.4 Analisi simulativa
Per poter eseguire delle prove sul funzionamento eﬀettivo della tecnica Noise-
Loop è stato realizzato un sistema tale da poter implementare le caratteri-
stiche già descritte a livello teorico. Come ambiente simulativo, la scelta è
caduta su Simulink11. Dopo la creazione del modello della catena Noise-Loop
(Paragrafo 5.4.1), questo ultimo è stato validato. Inﬁne sono stati raccolti i
dati di rilievo per la caratterizzazione della tecnica Noise-Loop.
5.4.1 Modello del simulatore
Il sistema, realizzato per mezzo del software Simulink, è mostrato nelle Figu-
re 5.6 e 5.7. Queste due realizzazione fanno riferimento alle Figure 5.1, 5.2.
Il primo sistema è stato sviluppato per descrivere una semplice comunicazio-
ne due utenti. Il secondo descrive il caso di attacco attivo.
Per la ricerca esposta nel corrente elaborato non vi è stata necessità alcu-
11Strumento apposito per realizzare e simulare modelli, è parte del pacchetto
Mathworks-Matlab.
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Figura 5.6: Schema simulatore: due utenti in presenza di attacco passivo.
Figura 5.7: Schema simulatore: due utenti in presenza di attacco attivo.
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na di ricorrere all'analisi delle situazioni di attacco attivo e attacco passivo,
parti integranti dello studio oggetto del progetto WiSEC. Questa scelta è
stata presa poichè ai ﬁni del sincronismo, la presenza di un ascoltatore non
altererebbe in alcun modo la situazione presente fra i due utenti autenticati
che implementano la tecnica Noise Loop. Nel caso di attacco attivo tale da
interrompere la comunicazione, invece, il sincronismo verrebbe sicuramente
compromesso. In queto caso però, il problema di mantenere il sincronismo fra
due utenti incapaci di trasmettere informazioni, prede di consistenza. Lo stu-
dio del mantenimento di sincronismo nel caso di attacco attivo intermedio,
ovvero tale da ridurre le prestazioni della comunicazione senza compromet-
terla, si rimandano a un approfondimento successivo allo studio qui esposto.
Il sistema di anello Noise Loop in assenza di utenti attaccanti, utilizzato co-
me base di partenza per lo studio di sincronismo è riportato in Figura 5.8.
I valori numerici presenti nei modelli sono d'esempio. In seguito per ogni
singolo studio e simulazione sono stati impostati adeguatamente. Si noti che
nell'implementazione di questi sistemi sono state adottate opportune scelte.
• Le sequenze di bit trasmesse dai terminali 1, 2 e 3 sono ottenute da
generatori a distribuzione uniforme tra (−1, 1), e successivamente un di-
scriminatore di segno ne assicura il modulo unitario. Attraverso questa
procedura viene generato proprio bi = ±1.
• Il rumore introdotto nel sistema è frutto di blocchi generatori di rumore
Gaussiano, di cui la varianza è impostabile.
• La variabile di decisione viene ottenuta attraverso un blocco integrato-
re. Si eﬀettua in questo modo una media temporale estesa a un numero
di campioni Nb, che rappresentano il tempo di bit.
• La BER è stata valutata attraverso un confronto diretto fra la sequenza
trasmessa e quella ricevuta.
5.4.2 Validazione del simulatore
La validazione del simulatore è lo step per assicurarsi che teoria e simulazione
siano coerenti fra loro.
Per realizzare ciò sono state seguite due fasi distinte:
• Sono stati osservati segnali noti ( la sequenza di bit e le caratteristiche
dei rumori Gaussiani bianchi generati) in ingresso al sistema in modo
che questi fossero correttamente generati in base ai parametri deﬁnititi.
Successivamente si è veriﬁcato che i blocchi di ritardo implementassero
il ritardo voluto.
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Figura 5.8: Schema simulatore: due utenti in assenza di attacchi attivi e
passivi.
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• È stato controllato che ogni segnale ottenuto risultasse in accordo con
quanto teorizzato, avendo usato come parametro di riferimento la den-
sità di probabilità della variabile di decisione.
Il primo punto è stato veriﬁcato attraverso gli strumenti propri del softwere
Simulink.
La seconda fase ha richiesto la raccolta di una certa mole dati provenienti da
simulazioni disgiunte e inizializzate ogni volta con diversi semi per la crea-
zione aleatoria dei segnali in ingresso. Questo raccoglimento di informazioni
ha reso possibile deﬁnire un istogramma tale da rappresentare la densità di
probabilità della variabile di decisione, registrando a parte i parametri uti-
lizzati per le simulazioni. Successivamente la densitaà di probabilità teorica
e quella sperimentale sono state confrontate col ﬁne di osservare la coerenza
presente fra teoria e simulazione. Si possono osservare alcuni dei risultati
ottenuti in Figura 5.9.
Figura 5.9: Confronto fra densità di probabilità teorica e simulata.
I fasci dell'istogramma desccrivono la distribuzione ricavata dal sistema du-
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rante le osservazioni della simulazione. La linea invece rappresenta la distri-
buzione teorica ottenuta sulla base degli stessi parametri di funzionamento.
Si osserva una precisa corrispondenza fra risultati simulati e teorici. Per es-
sere certi della validità del simulatore il procedimento è stato ripetuto più
volte, sempre con esito positivo.
5.5 Limiti della tecnica
I principali limiti che durante lo sviluppo della tecnica Noise-Loop sono stati
riscontrati sono raggruppabili in tre tipologie:
• degradazione per jamming,
• degradazione per canale aﬀetto da multipath,
• degradazione per rumore di fase.
Di seguito verranno descritte le degradazioni appena elencate.
Degradazioni per jamming La tecnica Noise-Loop, comunemente ad
ogni altra tipologia di comunicazione senza ﬁli, presenta problematiche in
presenza di jamming. Questo disturbo attivo, operato da attaccanti, o even-
tualmente risulta anche essere causa della semplice presenza di altre comuni-
cazioni wireless nella banda di frequenze utilizzata, disturba la comunicazione
in analisi e conseguentemente ne limita il funzionamento ottimale. Vista però
la caratteristica della tecnica di modulazione in analisi, che sfrutta proprio
il disturbo, un ulteriore quantitativo di rumore può oﬀrire una maggiore ef-
ﬁcienza. Infatti, come visto in precedenza, la Bit Error Rate risulta essere
indipendente dal livello di rumore presente nel canale.
Tornando all'analisi del singolo caso di jamming, se si veriﬁcasse che un even-
tuale terminale attaccante in loop con uno dei due autorizzati introducesse
un ulteriore fattore di guadagno, ciò potrebbe portare il sistema all'instabili-
tà. Questa eventualità signiﬁcherebbe l'interruzione della comunicazione fra
i due terminali autorizzati, ma nondimeno l'attaccante stesso non sarebbe co-
munque in grado di ottenere l'informazione.Va inoltre sottolineata la natura
della tecnica Noise-Loop di introdurre nella banda di trasmissione un segnale
che si va a sommare al rumore di canale. Ciò rappresenta di per sè una con-
tromisura rispetto gli attacchi di jamming. Veriﬁcandosi che l'informazione
venga coperta dal rumore non vengono mostrate le caratteristiche proprie di
una comunicazione normalmente in atto. L'inconsapevolezza nell'essere in
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presenza di una comunicazione potrebbe escludere l'utilizzo di jamming da
parte di un utente attaccante.
Degradazioni per multipath La degradazione per multipath è un'altra
causa di degrado da tenere in considerazione. Si osservi però come nella
maggioranza dei casi sia lecito supporre i ritardi propri delle repliche del
segnale (dovute al multipath) che raggiungono il ricevitore, siano diversi dal
tempo di ritardo di propagazione presente all'interno del sistema. Poichè
la correlazione fra le repliche è generalmente nulla,è possibile valutare come
il contributo dei cammini multipath possa non rappresentare un problema
relativamente alla stima della variabile di decisione e quindi degradante per
la probabilità di errore.
Il caso in cui si presentassero repliche del segnali tali per cui i rispettivi
ritardi coincidessero con il ritardo interno all'anello, o suoi multipli interi,
introdurrebbe un calo delle prestazioni.
Degradazioni per rumore di fase Utilizzando una modulazione di fase
(BPSK o QPSK) si ottiene un disallineamento della fase (oﬀset) fra trasmet-
titore e ricevitore. Ciò crea degli errori relativamente alla decisione presa
sul simbolo e quindi una degradazione delle prestazioni. I fattori causali
individuati sono principalmente:
• le derive degli oscillatori locali del terminale 1 rispetto al terminale 2,
o viceversa(scostamenti della frequenza di riferimento);
• il movimento di uno o entrambi i terminali (variazioni per eﬀetto Dop-
pler);
• l'eﬀetto di un disturbo esterno alla comunicazione.
Le situazioni e le problematiche che vengono a veriﬁcarsi in presenza di ru-
more di fase all'interno del Noise-Loop saranno oggetto dello studio esposto
nel prossimo capitolo.
Capitolo 6
Recupero del sincronismo di fase
nel Noise Loop
6.1 Introduzione
Come precedentemente introdotto, una delle cause di limitazione delle pre-
stazioni di maggiore rilievo in questo contesto risulta essere lo sfasamento
presente tra gli oscillatori dei terminali coinvolti nella comunicazione. A
conferma di ciò si osservi quanto riportato in Figura 6.1. Nell'immagine è
riportato un graﬁco in scala logaritmica, che illustra come le prestazioni del-
la comunicazione siano inversamente proporzionali alla crescita dell'oﬀset di
fase per la modulazione QPSK oggetto di analisi. Si noti come la Symbol Er-
ror Rate (SER) risenta in maniera marcata dell'errore di fase1. Il rumore di
fase assume una notevole rilevanza a causa della struttura stessa del sistema.
Infatti l'anello, per sua stessa natura, risulta essere retroazionato. Ciò signi-
ﬁca che un segnale impiegato nella comunicazione attraversa diverse volte il
percorso tra i terminali. Ogni singola variazione di fase, dunque, apporta il
proprio contributo numerose volte nel computo globale dell'errore.
Nel seguente capitolo verrà esposto lo studio svolto aﬃnchè il sincronismo
di fase fra i due terminali possa essere mantenuto anche in presenza di
determinati valori di un oﬀset di fase dinamico del tempo.
1L'errore di fase è chiamato l'errore di correlazione IQ (In-phase Quadrature) per le
modulazioni in quadratura
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Figura 6.1: Degradazione delle prestazioni al variare dell'errore di
correlazione IQ.
6.2 Impostazione dello studio
Per poter studiare la realizzazione della Carrier Syncronisation all'interno
dell'anello Noise-Loop è stato necessario introdurre il problema dell'inseri-
mento dello sfasamento all'interno dello studio esposto nel capitolo prece-
dente. La diﬀerenza di fase fra i 2 terminali coinvolti nella comunicazione è
stata inserita e studiata a due livelli di analisi distinti:
• a livello teorico, gli αi, rappresentanti le caratteristiche dei canali2, sono
stati ipotizzati complessi: αi = |αi|ejθi , dove |αi| < 1 e θi ∈ [0, 2pi]
• a livello simulativo, nell'ambiente Simulink è stata implementata la
possibilità di inserire una fase distinta nei punti di trasmissione e rice-
zione del segnale, sia al terminale 1 che al terminale 2. È inoltre stato
introdotto un oﬀset in frequenza, tale cioè da inserire un cambiamento
nel dominio del tempo dello sfasamento in fase.
2Includono i rispettivi guadagni di trasmissione, risposte in ampiezza dei canali e le
attenuazioni dovute alla distanza dei due terminali.Nel precedente capitolo era stati assunti
reali.
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6.3 Analisi
6.3.1 Analisi teorica
Si faccia riferimento alle immagini di Figura 6.2 e 6.3, le quali mostrano ri-
spettivamente lo schema dell'anello e del ricevitore in seguito all'impostazione
dello studio.
Figura 6.2: Schema dell'anello in seguito all'inserimento degli sfasamenti
Analogamente a quanto precedentemente esposto, lo studio della catena
sarà svolto esclusiavamente in realzione al terminale 1, essendo del tutto
analoga l'eventuale analisi riferita al terminale 2. È ancora lecito descrivere
l' Immagine 5.1 attraverso il seguente sistema:{
y1(n) = n1(n) +K2y2(n− k)
y2(n) = n2(n) +K1y1(n− k) (6.1)
ottenute avendo sostituito Ki con αibi, dove questa volta risulta Ki ∈ C.
Risolvendo il sistema si ottiene una forma di y1(n) che risulta essere un
modello autoregressivo di tipo AR(2k), in quanto solo il 2k−esimo termine
è non nullo. L'espressione ottenuta è la seguente:
y1(n)−K12y1(n− 2k) = n1(n) +K2n2(n− k) (6.2)
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Figura 6.3: Ricevitore adeguato opportunatamente al segnale complesso
dove K12 = K1K2 = b1b2α1α2 = b1b2|α1||α2|ej(θ1+θ2).
Si deﬁnisca e(n) = n1(n) +K2n2(n − k) e si noti che e(n) ∼ N(0, σ2e), dove
σ2e = (1+ |K2|2)σ2n = (1+ |α2|2), in maniera del tutto analoga a quanto svolto
nell'analisi del capitolo precedente.
L'equazione descrittiva di y1(n) assume quindi la forma:
y1(n)−K12y1(n− 2k) = e(n) (6.3)
Ciò signiﬁca che l'espressione (6.3) descrive il segnale ricevuto al terminale
1.
Ricordando che e(n) è un processo aleatorio Gaussiano bianco, y1(n) conti-
nua a essere esprimibile come un modello AR(2k).
Sono nuovamente applicabili la teoria dei modelli autoregressivi e le equazio-
ni di Yule-Walker.
Sfruttando la deﬁnizione di autocorrelazione per processi complessi3, si ap-
plichi l'operatore valor medio al prodotto di y1(n) e y1(n− 2k). Si ottiene
così il seguente sistema:{
Ry1y1(0)−K12Ry1y1(2k) = σ2e
Ry1y1(2k)−K12Ry1y1(0) = 0 (6.4)
3In riferimento a un processo aleatorio complesso generico Y si ricordi che la funzio-
ne di autocorrelazione viene deﬁnita come Ry1y1(2k) = E
[
y1(n)y1(n− 2k)
]
, dove con
l'espressione y1(n− 2k) si intende il complesso coniugato di y1(n− 2k).
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Dalla risoluzione delle equazioni sovradescritte, è semplicemente ricavabile
l'espressione:
Ry1y1(2k) = b1b2|α1||α2|ej(θ1+θ2)
(1 + |α2|2)σ2n
1− |α1|2|α2|2ej(θ1+θ2) (6.5)
dove θ1 e θ2 risultano essere, rispettivamente, lo sfasamento introdotto dal
canale che lega il terminale 1 col terminale 2 e lo sfasamento introdotto dal
canale che conduce dal terminale 2 al terminale 1.
Ottenere la Carrier Syncronization equivale a compensare gli sfasamenti θ1
e θ2. Si osservi che per farlo è necessario che questi siano singolarmente
individuabili all'interno dell'espressione (6.5).
La situazione appena esposta è gestibile solo attraverso la seguente posizione:
θ1 = −θ2 (6.6)
La (6.6) risulta essere realistica poichè i due terminali lavorano in TDD4, ció
signiﬁca che é lecito ipotizzare i canali reciproci.
Realizzato il sincronismo come appena descritto, si ottiene dunque la seguen-
te equazione:
Ry1y1(2k) = K12
σ2e
1−K212
= b1b2|α1||α2| (1 + |α2|
2)σ2n
1− |α1|2|α2|2 (6.7)
Si può semplicemente notare come l'equazione (6.7) coincida con l'espressione
(5.5).
Ricordando che |α1|, |α2| ∈ (0, 1) si può notare che
|α1||α2| (1 + |α2|
2)σ2n
1− |α1|2|α2|2 > 0 (6.8)
È quindi lecito nuovamente aﬀermare che il segno risulta determinato esclu-
sivamente dal prodotto b1b2.
Quindi la (6.7), equivaentemente alla (5.5), rappresenta proprio la variabile
di decisione prima che si eﬀettui la moltiplicazione per b1.
4Time Division Duplex.
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In conclusione, se assunta realistica la posizione (6.6), ci si riconduce al caso
descritto nel capitolo precedente.
6.3.2 Analisi simulativa
Come precedentemente accennato l'introduzione della perdita di sincornismo
all'interno del sistema è stata sviluppata per mezzo di due fasi:
• per introdurre uno sfasamento controllato all'interno del modello è sta-
to scelto di inserire 4 blocchi, tali da associare al segnale in circolo, 4
distinte fasi a seconda della transizione in atto. In questa maniera si
è implementato un sistema con 4 gradi di libertà, il caso più generi-
co possibile. La scelta dell'ubicazione è stata tale da permettere che
le fasi impostabili fossero quelle presenti sul segnale al momento della
trasmissione dal terminale 1, al momento della ricezione al terminale
2, al momento della trasmissione dal terminale 2 e al momento della
ricezione al terminale 1.
• il frequency oﬀset è stato introdotto per mezzo di un blocco che realizza
una rampa(il cui coeﬃcente angolare è impostabile), seguito da un bloc-
co che implementa un esponenziale complesso; ciò permette di ottenere
una rotazione di fase nel tempo di velocità direttamente proporzionale
al coeﬃcente angolare della rampa.
La principale conseguenza introdotta al modello classico è stata quella di
rendere complesso il segnale presente nell'anello. La realizzazione del modello
appena descritto è rappresentata nella Figura 6.4 Come si può notare da
un rapido confronto con gli schemi dell'anello del ricevitore introdotti nel
capitolo precedente, le complessità introdotte per mezzo dei metodi appena
descritti, hanno reso necessarie delle variazioni al modello simulativo, tali da
mantenerne le prestazioni e avvicinare la simulazione a un caso di maggiore
realismo. In particolare:
• Il rumore gaussiano è stato dotato anche di una parte immaginaria, in
modo tale da introdurre sul segnale anche un rumore di fase.
• Ricordando che ldeﬁnizione dell'autocorrelazione prevede che la molti-
plicazione del segnale per il suo complesso coniugato, per ottenere la
variabile di decisione è stato inserito un blocco che implementasse tale
operatore.
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Figura 6.4: Modello Simulink del Noise Loop in presenza di sfasamento e
inseguitore di fase.
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• Inﬁne, la decisione sul bit è stato necessario che venisse presa dall'in-
tegratore, esclusivamente sulla parte reale della variabile di decisione.
È stato quindi introdotto un blocco che prima del decisore ne scartasse
la parte immaginaria.
6.4 Realizzazione del sincronismo
6.4.1 Individuazione dello sfasamento
In riferimento alla Figura 6.5 risulta utile inserire alcune deﬁnizioni per af-
frontare il problema del sincornismo di fase all'interno dell'ambiente Noise-
Loop:
Figura 6.5: Schema dell'anello in seguito all'inserimento degli sfasamenti
• θTX1 la fase presente sul segnale al momento della trasmissione dal
terminale 1;
• θTX2 la fase presente sul segnale al momento della trasmissione dal
terminale 2;
• θRX1 la fase presente sul segnale al momento della ricezione al terminale
1;
• θRX2 la fase presente sul segnale al momento della ricezione al terminale
2;
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Dunque è lecito scrivere
θ1 = θTX1 − θRX2 (6.9)
θ2 = θRX1 − θTX2 (6.10)
L'eventuale incertezza di fase risulterebbe caratterizzata da 2 gradi di libertà,
come avviene nella maggior parte dei sistemi di comunicazione. Ricordando
però la posizione (6.15), assunta lecita, è immediata la seguente espressione:
θTX1 − θRX2 = θTX2 − θRX1 (6.11)
Ciò implica che, grazie alla natura ricorsiva del sistema in analisi, lo sfasamen-
to δ da inseguire possa essere svolto semplicemente da un singolo terminale.
Nello studio proposto si analizzerà il caso in cui lo sfasamento sia presen-
te esclusivamente sulla singola fase presente sul segnale al momento della
trasmissione dal terminale, ovvero:
ˆθTX1 = θTX1 + δ (6.12)
Quindi l'equazione di inseguimento può essere semplicemente espressa nel
seguente modo:
ˆθTX1 = θRX2 + θTX2 − θRX1 + δ (6.13)
Concludendo, aﬃnchè i 2 terminali siano sincronizzati, è suﬃciente che il δ
rimanga inferiore a un determinato valore, tale da permetterne la stima e la
compensazione in accordo con la sua variazione nel tempo.
6.4.2 Valutazione dell'oﬀset di fase
Lo sfasamento δ risulta essere impostabile all'interno della simulazione. Per
poterne comunque eﬀettuare una stima, è però necessario individuare una
grandezza, ottenibile al ricevitore (nel caso in analisi del terminale 1), tale
da esserne linearmente dipendente.
Attraverso quindi una corrispondenza biunivoca tra i valori della suddetta
grandezza e quelli del δ, sarà possibile al ricevitore, misurare un valore della
grandezza designata e da cui dedurre il valore dello sfasamento da compen-
sare. Sono state prese in analisi diverse grandezze, caratteristiche del segnale
ricevuto, ma la quasi totalità di queste sono risultate a valor medio nullo, o
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comunque anche se inﬂuenzate dallo sfasamento introdotto, non linearmente
dipendenti da quest ultimo.
La scelta è inﬁne caduta sulla fase della variabile di decisione (6.7), moltipli-
cata per il bit stimato bˆ2, ovvero:
Ry1y1(2k)bˆ2 = b1b2bˆ2|α1||α2|
(1 + |α2|2)σ2n
1− |α1|2|α2|2 (6.14)
Nella Figura 6.6 viene mostrato l'andamento della fase normalizzata misura-
ta al ricevitore rispetto allo sfasamento introdotto nel canale. Si può notare
come, per un δ compreso fra i 40 e i 50 gradi, l'andamento risulti lineare. Il
numero di campioni su cui è stata svolta la media risulta in prima approssi-
mazione non rilevante.
Figura 6.6: Variazione della fase normalizzata in funzione dello sfasamento
introdotto e del numero di campioni mediati.
6.4.3 Compensazione
Individuato l'andamento descritto in Figura 6.6 è semplice osservare come
l'operazione di annullamento della fase della variabile di decisione normailz-
zata sia equivalente a rendere nullo anche la diﬀerenza di fase fra i terminali
coinvolti nella comunicazione.
I passi logici svolti dall'inseguitore di fase sono i seguenti:
• Come fase preliminare vengono impostati il numero di campioni su cui
viene eﬀettuata la media, prima che venga estratta la fase, e il passo di
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inseguimento. Quest ultimo rappresenta la quantità di fase( espressa
in radianti) con cui verrà inseguito lo sfasamento ad ogni esecuzione
dell'algoritmo.
• Dopo essere stata normalizzata la variabile di decisione viene appun-
to mediata sul numero di campioni precedentemente impostato. Da
questa media viene estratto il valore di fase.
6
(
Ry1y1(2k)bˆ2
)
(6.15)
• La fase misurata viene valutata: nel caso in cui risulti negativa verrà
introdotto nell'anello uno sfasamento positivo (del valore impostato
nella fase preliminare), nel caso sia positivo sarà invece inserito uno
sfasamento negativo. È importante la presenza di un blocco che tenga
memoria delle singole compensazioni inserite nel sistema in modo da
evitare di introdurre grosse variazioni di fase che provocherebbero la
perdita della fase da inseguire da parte dell'algoritmo stesso.
• Inﬁne la compensazione viene inserita nel loop con un'unità di ritardo
necessaria per l'inizializzazione dell'inseguitore di fase.
L' Immagine 6.7 illustra lo schema funzionale dell'inseguitoe di fase realizza-
to come riferimento per la successiva implementazione in Simulink.
L'algoritmo implementato per eﬀettuare tali operazioni è descritto in Fi-
gura 6.8. Nella Figura 6.9 viene mostrato il variare nel tempo della fase
estratta dalla variabile di decisione normalizzata. Si noti come da un inizia-
le sfasamento iniziale di 0.56 radianti l'inseguimento si realizza intorno a 0
per un intorno di ampiezza media di 0.10 radianti, quando il coeﬃciente di
inseguimento impostato è di pi
60
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6.4.4 Simulazioni e prestazioni
Per oﬀrire una validazione numerica ai risultati discussi ﬁno ad ora, sono
state svolte alcune simulazioni ritenute idonee a mostrare le prestazioni del
sistema di comunicazione. Ogni punto rappresentato sui seguenti graﬁci è il
risultato di una simulazione durata 10000 ms i cui parametri di riferimento,
seppur appositamente alterati di simulazione in simulazione come indicato
suglia assi dei graﬁci, sono riportati in Figura 6.10.
In Figura 6.11 è rappresentata la Bit Error Rate al variare del numero di
campioni impostati per simbolo e dei guadagni introdotti al terminale 1 e al
terminale 2.
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Figura 6.7: Variazione della fase normalizzata in funzione dello sfasamento
introdotto e del numero di campioni mediati.
Si noti come, anche intuitivamente, all'aumentare del numero di campioni
così come dei singoli guadagni le prestazioni tendano a migliorare.
In Figura 6.12 è mostrata la Probabilità di errore al variare del passo di
inseguimento impostato, insieme alla variazione del numero di campioni su
cui viene mediata la variabile di decisione prima che ne venga estratta la
fase. La quantità del numero di campioni mediati rappresenta la versione
numerica dell'intervallo temporale di integrazione Ti. In Figura 6.13 è ripor-
tato l'andamento della varianza di fase osservata al variare del coeﬃciente di
inseguimento e del numero di compioni su cui viene fatta la media.
È osservabile come la Bit Error Rate risulti essere direttamente proporziona-
le sia al passo di inseguimento della fase che al numero di campioni mediati.
L'unica eccezione a ciò può essere notata nella situazione in cui un impor-
tante numero di campioni su cui viene svolta la media viene associato a un
piccolo passo di inseguimento. Questa combinazione infatti non permette
all'algoritmo di inseguiento di seguire la variazione temporale della fase. La
Figura 6.14 mostra inﬁne l'andamento della Probabilità di errore, e in Figu-
ra ?? della varianza di fase σ2γ, al variare dello sfasamento impostato fra i
terminali e dell' oﬀset di frequenza, ovvero della variazione temporale del δ
stesso.
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Figura 6.8: Modello Simulink dell'algoritmo sviluppato per inseguire la fase
all'interno del sistema.
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Figura 6.9: Andamento nel tempo della fase, espressa in radianti, estratta
dalla variabile di decisione normalizzata, in presenza dell'inseguitore attivo.
Figura 6.10: Parametri utilizzati come riferimento per le simulazioni.
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Figura 6.11: Variazione della Probabilità di errori in funzione del numero di
campioni per simbolo e guadagno interno all'anello
Figura 6.12: Variazione della Probabilità di errore in funzione del passo di
inseguimento e del numero di campioni mediati
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Figura 6.13: Varianza di fase in funzione del passo di inseguimento e del
numero di campioni su cui viene svolta la media
Figura 6.14: Variazione della Bit Error Rate in funzione dello sfasamento e
dell'oﬀset di frequenza
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Figura 6.15: Variazione della Varianza di fase al variare dello sfasamento e
dell'oﬀset in frequenza
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Capitolo 7
Applicabilità del Noise Loop nel
contesto ESSOR
Lo studio proposto in questo capitolo si è sviluppato a mezzo di un'analisi
svolta in collaborazione con la Divisone di Programma ESSOR presso gli
uﬃci OCCAR EU di Bonn. In particolare è stata anche svolta una riunione
tecnica per mezzo della missione a carico del Segretariato Generale della
Difesa.
7.1 La rete ESSOR: principio di funzionamento
e inizializzazione
Vista la riservatezza delle informazioni esposte in una prima versione di que-
sta sezione, viene proposta una stesura in cui le nozioni siano quelle stretta-
mente necessarie per comprendere le valutazioni svolte all'interno dello studio
di applicabilitá della tecnica Noise-Loop al protocollo ESSOR.
• Il protocollo é studiato perché le comunicazioni avvengano tra disposi-
tivi con capacitá Half Duplex.
• Le comunicazioni ﬁsiche all'interno della rete ESSOR avvengono per
mezzo di comunicazioni broadcast in cui a turno un nodo trasmette e
gli altri ricevono.
• Le trasmissioni delle informazioni sono inserite nel contesto di una tra-
ma TDMA con slot riservati alla gestione, al sincronismo e al traﬃ-
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co(che nell'ambito di questo speciﬁco studio verranno chiamati rispet-
tivamente Support Slot, Carrier Slot e Traﬃc Slot).
• La principale tecnica sfruttata dal TRANSEC é il Frequency Hopping.
• Una piattaforma, dal momento di accensione a quello in cui si identi-
ﬁca quale nodo operativo della rete ESSOR attraversa diversi stati tra
cui uno stato in cui il nodo acquisisce il tempo di sincronismo della
rete, a seguire avviene un processo di autenticazione fra un nodo giá
autenticato e quello solo sincronizzato in fase di autenticazione.
7.2 Possibili applicazioni
Durante questo studio di applicabilità, è emersa la necessità, per una possibile
implementazione della tecnica crittograﬁca in analisi all'interno dell'architet-
tura, di slottizzare il Noise Loop. Prima di aﬀrontare questa questione ver-
rà proposto un elenco delle caratteristiche funzionali proposte dalla tecnica
crittogaﬁca oggetto di studio.
7.2.1 Funzionalità proposte dal Noise-Loop
In un ottica di possibile integrazione con l'architettura ESSOR, la tenica
Noise-Loop oﬀre:
capacità di aggiuntiva sicurezza Come è stato ampiamente trattato il
Noise-Loop è una tecnica di crittograﬁa a livello ﬁsico capace di oﬀrire un'ot-
timo livello di segretezza: è matematicamente dimostrato che un ascoltatore
possiede diﬃcilmente gli strumenti necessari per poter comprendere la co-
municazione segreta, può al massimo eﬀettuare un'operazione di jamming.
Ciò signiﬁca che non l'utenti ostile non otterrebbe comunque i dati oggetto
della comunicazione criptata. Il rischio maggiore è dunque che la comunica-
zione venga interrotta. La sicurezza viene ad essere notecolmente accresciuta
soprattutto nel contesto di utilizzo congiunto di altre tecniche crittograﬁche
quali, ad esempio, il FHSS.
valide prestazioni in condizioni di basso SNR Come descritto in Fi-
gura 7.1, le performance del Noise Loop risentono molto poco di un aumento
del rumore termico, e quindi di un eventuale abbassamento del SNR. Infatti
l'immagine mostra l'andamento della Bit Error Rate all'auementare della po-
tenza di rumore. Si puó notare come l'andamento sia pressoché il medesimo.
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Figura 7.1: Prestazioni della comunicazione durante l'utilizzo del Noise-Loop,
al variare della potenza di rumore introdotta nella comunicazione.
114CAPITOLO 7. APPLICABILITÀ DEL NOISE LOOP NEL CONTESTO ESSOR
7.2.2 Il Noise Loop slottizzato
Allo stato attuale dello studio, per trasmettere un bit sono necessari 1024
campioni1, che, per generalizzare, nell'analisi seguente deﬁniremo N. Viene
dunque posto che per trasmettere 1 bit, per mezzo della tecnica N-L, saran-
no necessari N campioni. Ipotizzando che per trasmettere 1 bit occorra un
periodo temporale Tb, le fasi della comunicazione sicura che si susseguiranno
per trasmettere un singolo bit, sono rappresentati in Figura 7.2, in cui per
ogni istante temporale viene mostrata una sintesi illustrativa dello schema
già descritto in Figura 5.1. All'istante t = 0 dai due terminali vengono tra-
smesse due costanti necessarie per avviare la comunicazione sicura2, negli
istanti successivi verranno trasmessi tutti i rimanenti campioni b1i e b2i, che
altri non sono che i segnali giá ampiamente discussi y1 e y2.
Nell'analisi svolta ﬁnora non è stata posta l'attenzione a una visione più
di alto livello del N-L, ovvero di integrazione del livello ﬁsico(PHY Layer)
con quello MAC. Questo discorso risulta utile al ﬁne di eﬀettuare uno studio
che proponga l'inserimento del N-L all'interno di un'architettura software
poiché puó risultare necessario che alcuni dati vengano trasmessi in chiaro.
Per valutare questo aspetto a ﬁni introduttivi si osservi la Figura 7.3, in cui
vengono mostrati la totalità dei campioni trasmessi durante i singoli cicli di
anello al termine del periodo necessario alla trasmissione del singolo dato,
ovvero i b1i e i b2i.
Il concetto di Noise-Loop slottizzato signiﬁca semplicemente spezzare il ﬂus-
so di campioni criptati all'interno del loop. Questa accortezza necessiterà
dell'introduzione di un blocco di memoria, introducendo dunque un ritar-
do, tale da permettere di ciclo in ciclo di memorizzare i campioni criptati
in modo che al termine della trasmissione in chiaro, il loop possa continuare
nuovamente. Per mostrare un utilizzo del N-L, da un punto di vista di MAC
Layer, si consideri il seguente esempio. Si ipotizzi che si desideri eﬀettuare
una trasmissione fra il MAC Layer al terminale 1 e il MAC Layer al terminale
2 della trama riportata in Figura 7.4, formata da un dato che verrà trasmesso
a livello ﬁsico per mezzo del N-L e altri dati, come ad esempio informazioni
utili al sincronismo fra i due terminali, che verranno trasmessi per mezzo di
una comune trasmissione in chiaro.
1In verità questo dato è ancora tutt altro che deﬁnitivo, sono infatti ancora in corso
studi per valutare il numero di cicli opportuni per massimizzare l'eﬃcienza della tecnica.
2É opportuno speciﬁcare che l'inizializzazione della tecnica, perché mantenga la
massima sicurezza é piú complessa, e non verrá trattata in questo contesto.
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Figura 7.2: Istanti temporali necessari alla trasmissione di un bit per mezzo
della tenica Noise-Loop.
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Figura 7.3: Descrizione illustrativa della totalità dei campioni trasmessi
durante la comunicazione eﬀettuata per mezzo del Noise-Loop.
Figura 7.4: Trama che viene trasmessa dal terminale 1 al terminale 2
nell'esempio esplicativo.
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La durata della comunicazione sarà il periodo temporale T e per semplicità
si assuma che per poter mantenere sincronizzati i due terminali, il terminale
2 necessiti di dati di sincronismo ogni T/2. Ciò signiﬁca che la slottizzazione
della trama verrà eﬀettuata come indicato in Figura 7.4. Viene inﬁne ripor-
tata la Figura 7.5 che descrive le diversi fasi della comunicazione impostata
a livello MAC e quindi il concetto di Noise-Loop slottizzato. Negli intervalli
temporali che si estendono fra 0 e T/4 e fra T/2 e 3T/4 la comunicazione
avverrá per mezzo del Noise-Loop, mentre nei periodi temporali estesi fra
T/4 eT/2 e 3T/4 e T , la comunicazione avverrá in chiaro.
È necessario aggiungere che un utilizzo di questo genere del N-L, vada ad ini-
ﬁciare di molto la capacità della tecnica di nascondere lo spettro del segnale
trasmesso sotto il rumore. In condizioni di N-L lineare infatti viene trasmesso
rumore modulato con l'informazione, che signiﬁca che a un'analisi spettrale si
nota il livello di rumore innalzato del livello di potenza immesso dai nodi che
stanno trasmettendo con il N-L. Questo meccanismo di nacondere lo spettro
viene perlopiù perso nell'ambito di un utilizzo slottizzato del N-L a causa dei
bit in chiaro che vengono trasmessi durante l'interruzione del loop. Si noti
che un utilizzo del Noise Loop di questo genere ne permette l'impiego anche
all'interno di una trasmissione con capacitá di Frequency Hopping. Infatti
sará possibile suddividere il loop all'interno delle snigole comunicazioni che
avverranno a frequenze disinte.
7.2.3 Half Duplex e Full Duplex
Una prima diﬃcoltà incontrata durante lo studio di applicabilità risiede nel
fatto che la tecnica Noise-Loop nasce per essere realizzata su dispositivi Full
Duplex, ovvero capaci di trasmettere e ricevere informazioni simultaneamen-
te. L'architettura ESSOR per essere maggiormente accessibile invece è pre-
disposta per funzionare su dispositivi Half Duplex.
In merito a questa situazione apparentemente contraddittoria è lecito eﬀet-
tuare due osservazioni:
• il Noise-Loop è in grado di operare anche in condizioni di Half-Duplex,
seppur con una notevole diminuzione del rate trasmissivo;
• l'architettura ESSOR può essere implementata anche su dispositivi
capaci di utilizzare trasmissioni Full Duplex.
Ciò signiﬁca che come ipotesi introduttiva allo studio di integrazione è bene
porre: o che il dispositivo SDR su cui si presuppone che vengano implemen-
tati entrambe le tecnologie disponga di capacità Full Duplex, oppure che le
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Figura 7.5: Descrizione illustrativa di un frame trasmesso per mezzo del
Noise-Loop slottizzato in trame distinte contestualizzato in un integrazione
fra il PHY layer e il MAC layer.
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informazioni su cui si propone che il Noise Loop operi vengano trasmesse con
un rate inferiore rispetto a quello ottimale. Nel caso in cui si scelga di operare
in modalità FD, bisogna tenere presente che in questo caso il N-L opera su 2
frequenze distinte contemporaneamente. Considerando il concetto di canale
logico insito nel protocollo ESSOR, ciò signiﬁca che il Noise-Loop necessita
di 2 canali logici per operare e quindi poter usufruire di 2 frequenze distinte
simultaneamente.
7.2.4 Comunicazioni punto-multi punto e punto-punto
Un'altra diﬃcoltà emersa nell'ambito di una valutazione di usare il Noise-
Loop come tecnica TRANSEC prevalente, è stato la peculiarità del N-L di
adattarsi bene a comunicazioni di tipo punto-punto, ciò è dovuto alle ca-
ratteristiche insite nella natura autoregressiva della tecnica. Questo aspetto
entra in contrasto con le comunicazioni ﬁsiche che si realizzano nella rete
ESSOR, tutte broadcast e per la maggior parte di tipo punto-multi punto.
All'interno della rete HDR WF infatti, si veriﬁca che un singolo nodo a turno
(punto) trasmetta un messaggio broadcast che viene ascoltato da tutti gli al-
tri (multi-punto). Al momento non è stata ancora teoricizzata una versione
del Noise-Loop tale da applicarsi a questo tipo di contesto.
Lo studio si è dunque ristretto a situazioni particolari in cui, anche all'interno
della MANET ESSOR, si utilizzino delle trasmissioni di tipo punto-punto fra
i nodi.
7.2.5 Proposte di missione
Durante la visita tecnica tenuta a Bonn è dunque stato valutato e subito
escluso un utilizzo pervasivo della tecnica per le ragioni appena descritte. È
dunque stata valutata un'altra situazione: la possibilità di accedere alla rete
ESSOR da parte di un nodo che non possegga le autenticazioni necessarie
per essere identiﬁcato e quindi accettato. La ragione di questa proposta è
stata dovuta al tentativo di sfruttare la caratteristica principale del N-L, cioè
la possibilità di realizzare una comunicazione sicura anche senza un segre-
to pre-condiviso. È stato dunque ipotizzato che un nodo o un gruppo di
nodi venisse tagliato fuori dalla rete per una falla delle difese di sicurezza,
per esempio, e che quest ultimo cercasse di ricreare tale collegamento. Que-
sta ulteriore ipotesi è stata deliberatamente scartata per ragioni di carattere
operativo-concettuali. Inserire la possibilità che un nodo possa accedere alla
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rete anche senza una rigida autenticazione preventivamente impostata signi-
ﬁcherebbe inserire un varco nella sicurezza per un eventuale nemico. Nel caso
in cui questa architettura software venisse in un futuro applicata a servizi ci-
vili, che possono permettersi maggiore ﬂessibilità da un punto di vista della
sicurezza, questa opzione poterebbe oﬀrire sviluppi interessanti.
Inﬁne come studio conclusivo è stato approfondito l'utilizzo del Noise-Loop
all'interno dell'autenticazione del singolo nodo, al momento dell'inizializza-
zione della rete ESSOR HDR WF.
7.3 Utilizzo del Noise Loop durante l'inizializ-
zazione dei nodi della rete ESSOR
Un'altra condizione durante la quale, nonostante la natura punto-multi pun-
to delle comunicazione interne alla rete, si utilizza una comunicazione di tipo
punto-punto è quella di autenticazione del nodo che prende parte alla rete.
7.3.1 Il momento di inizializzazione: l'autenticazione
Durante l'inizializzazione, una piattaforma ESSOR, che verrà chiamata A,
dopo aver eseugito le operazioni deﬁnite dal protocollo di sincronismo avvia
una trasmissione broadcast col nodo interno alla rete, chiamato B. Come in
una classica ammissione a una rete riservata, il nodo A si appresta a trasmet-
tere e a ricevere le credenziali di autenticazione. Nel caso il nodo A venisse
riconosciuto quale autorizzato a far parte della rete oltre all'identiﬁcativo del
nodo B, verranno trasmesse anche una serie di informazioni molto sensibili.
In Figura 7.6 viene mostrata un'illustrazione che sottolinea la tipologia di
comunicazione punto-punto tra il nodo A e il nodo B.
A livello di trama, questa autenticazione, come intuibile, viene inserita all'in-
terno del Support Slot poiché appartiene alle attivitá di gestione della rete
stessa.
7.3.2 Inserimento in trama
L'inserimento della tecnica Noise-Loop proposta risiede proprio nell'imple-
mentazione di quest'ultima durante la trasmissione dei dati sensibili che
coinvolgono l'accesso del nodo A all'interno della rete ESSOR HDR WF.
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Figura 7.6: Illustrazione atta a sottolineare la comunicazione logica
punto-punto messa in atto al momento dell'autenticazione nonostante la
trasmissione broadcast.
Figura 7.7: Illustrazione atta a mostrare l'introduzione del Noise-Loop al
momento dell'autenticazione.
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In Figura 7.7 ne viene proposta un'illustrazione.
Si faccia riferimento all'esempio introdotto in precedenza in cui il nodo A
si è sincronizzato con il nodo B e si stia procedendo all'autenticazione. Si
limiti l'analisi della comunicazione alla semplice trasmissione dell'accettata
autenticazione e i conseguenti dati inviati, dal nodo B al nodo A. Infatti,
dopo che il nodo A ha trasmesso i suoi identiﬁcativi e questi ultimi sono stati
veriﬁcati dal nodo B con esito positivo, il livello MAC del nodo B inserisce
nello slot di segnalazione (Support Slot) della trama TDMA un pacchetto,
chiamato X, che contiene cifrate le informazioni di autenticazione, di cifra-
tura e di routing. Si noti l'elevata sensibilità di queste informazione.
Ciò che viene proposto in questo studio è l'utilizzo del Noise-Loop col ﬁne di
raﬀorzare la trasmissione di queste informazioni sensibili. Infatti un utilizzo
del Noise-Loop non andrebbe in alcun modo a limitare l'eﬃcenza del Fre-
quency Hopping, tutt altro, ne raﬀorza notevolnete la sicurezza nei confronti
di un ascoltatore non autenticato. Un'illustrazione del TDMA frame viene
riportato in Figura 7.8, dove viene sottolineata la suddivisione a livello ﬁsico
dell'informazione di autenticazione, nei campioni propri dei singoli cicli di
anello del Noise-Loop, esattamente come proposto in Figura 7.4. In questa
rappresentazione è stato inserito anche un ﬂag tale da avvisareare i nodi in
ascolto che sta venendo eseguita questa particolare tecnica di cifratura di
livello ﬁsico per la trasmissione del pacchetto X verso il nodo A.
Si noti come la Figura 7.8 sottolinei la necessità del Noise-Loop di usufruire
simultaneamente di 2 frequenze distinte, che varieranno opportunamente se-
condo la capacitá FH del protocollo.
In questo particolare caso esplicativo è stato ipotizzato che il tempo neces-
sario a trasmettere il messaggio di autenticazione per mezzo del Noise-Loop
sia equivalente al tempo utile alla trasmissione senza Noise-Loop. Questa
ipotesi è poco realistica, specialmente se si pensa a un utilizzo del N-L in
condizioni HD. Per sopperire a questo inconveniente è possibile pensare a
uno scambio di più trame fra i nodi, utilizzando la modalità slottizzata del
N-L come introdotta in precedenza, vedi Figura 7.5. Sarà dunque da valutare
se l'accrescimento di sicurezza giustiﬁchi la crescità di complessità eventual-
mente introdotta.
Complessivamente gli aspetti positivi introdotti da un utilizzo del Noise-Loop
a scapito di una maggiore complessità sono principalmente due:
• l'inserimento oltre al FH di un ulteriore strumento di sicurezza tale da
rendere pressochè impossibile la comprensione delle informazioni sensi-
bili oggetto della comunicazione da parte di un utente ostile in un mo-
mento molto sensibile quale la trasmissione di codici di autenticazione
e di routing;
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Figura 7.8: Trama che viene trasmessa dal nodo B per l'invio delle informa-
zione di autenticazione e di routing attraverso l'utilizzo del Noise-Loop con
il nodo A.
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• la possibilità di mantenere la comunicazione in condizioni di peggiore
SNR rispetto a una comunicazione normale.
Capitolo 8
Conclusioni ﬁnali
Il lavoro esposto in questo elaborato ha seguito due distinti fasi di sviluppo:
• A livello più prettamente tecnico, è stato osservato, all'interno dell'am-
biente simulativo Simulink, il comportamento della nuova tecnica in
presenza di sfasamento dei due terminali fra cui è in corso la comuni-
cazione sicura per mezzo di una modiﬁca e ampliamento del modello
originale; sono state valutate le conseguenti problematiche e sono sta-
te risolte, attraverso la creazione di un sistema in grado di assicurare
il mantenimento del sincronismo fra i due terminali, nel rispetto di
determinati parametri.
• A livello più di sitema, sono state valutate le potenzialità funzionali
della tecnica Noise Loop e ne è stato veriﬁcato un possibile impiego
nell'ambito dell' architettura software europea del programma ESSOR.
È stata dunque sviluppata una ricerca delle situazioni in cui all'architet-
tura sarebbe potuta tornare utile la tecnica, trovandone un opportuno
impiego.
Sicuramente entrambi i risultati ottenuti hanno raggiunto il proprio scopo,
ma nessuno dei due assume un carattere deﬁnitivo.
Lo studio per l'inseguitore di fase può essere ancora sviluppato attraverso
una maggiore integrazione con il ricevitore e una migliore capacità di annul-
lamento della grandezza preposta all'inseguimento della fase.
Lo studio funzionale proposto alla divisione di programma ESSOR presenta
ancora un'aspetto squisitamente preliminare. È stato sviscerato l'argomento,
il quale si è rivelato non semplice da gestire. Le due tecnologie nascono da
realtà ben diverse e all'interno un corso di sviluppo per propria natura diver-
gente. Nonostante ciò è stato individuata una possibile via da percorrere, ma
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solo un approfondito studio numerico e simulativo sarà in grado di valutarne
l'eﬀettiva eﬃcacia.
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