Abstract: We propose a new approach to forecasting total port container throughput: to generate forecasts based on each of the port's terminals and aggregate them into the total throughput forecast. We forecast the demand for total container throughput at the Indonesia's largest seaport Tanjung Priok Port, employing SARIMA, the additive and Our results report that the total container throughput forecasts based on modelling the total throughput time series are consistently better than those obtained by combining those forecasts generated by terminal-specific models. The forecasts of total throughput until the end of 2018 provide an essential insight into the strategic decision-making on the expansion of port's capacity and construction of new container terminals at Tanjung Priok Port.
Introduction
In this study, we propose a novel approach to forecasting total port container throughput: rather than forecasting total throughput directly, we suggest to utilize data from individual port's terminals, both individually and with account for interdependencies between terminals' throughputs, to obtain the aggregate, total port's throughput. This approach complements the prevailing practice of forecasting total throughput directly, which by its design ignores the potential predictive content of subcomponent (individual terminals') throughputs as well as of interactions among those subcomponents.
As an empirical, policy-relevant illustration of our approach, we forecast the demand of total container throughput at Tanjung Priok Port. Four forecasting models are employed:
SARIMA, the additive Seasonal Holt-Winters (ASHW), the multiplicative Seasonal HoltWinters (MSHW), and the Vector Error Correction Model (VECM). We are also interested in producing the most accurate forecasts of the port's total container throughput until the end of 2018; this provides an essential insight into the strategic decision-making on the recent capacity expansion project and construction of new container terminals at Tanjung Priok Port. Our results suggest that the maximum capacity planned by Indonesian Port Corporation seems to be sufficient for the expected volume of container traffic, with some margin to accommodate unexpectedly high seasonal throughputs.
As the world biggest archipelago country, Indonesia's sea transportation is considered to be the engine of its economic growth and international trade. Because of Indonesia's strategic and geographical location, over 90% of the country's international trade is transported by sea. In 2012, Indonesia's container ports handled total container of 9.3 million TEUs with the rank position of 15 from the world container port traffic (The World Bank 2014) . This trend continues due to the country's economic development and rising share of containerised cargo for international and domestic trade. As a result, Indonesia's port authorities and port corporations are urged to expand port capacity by the construction of new ports and terminals of existing ports.
Prior to the Tanjung Priok Port's expansions, which commenced in early 2013, the port had four container terminals. These are the Jakarta International Container Terminal (JICT), the KOJA Container Terminal, the MTI Container Terminal, and the conventional terminal. The port handles approximately 75% of Indonesia's total container traffic. In 2013, it handled approximately 6.4 million TEUs, up from 6.2 million TEUs in 2012 (Port Finance International 2014) . These figures suggest that the port's capacity of 5 million TEUs have already been substantially exceeded. Due to the increase in container traffic and lack of major port development over a number of decades, Tanjung Priok port has become severely congested.
The Indonesian Port Corporation's expansion project is being implemented in two phases, with the completion of phase one and two in year 2018 and 2023, respectively. The project will expand Tanjung Priok Port by adding seven new container terminals (three of which with total capacity of 4.5 million TEUs in phase one, and four of which with total capacity of 8 million TEUs in phase two). This will result in a total increase of the port's container handling capacity to approximately 18 million TEUs by 2023 (see Table 1 ). The decision to be made on developing port facilities and the construction of new ports/ terminals is strategic. Such a decision-making exercise requires a thorough investigation and determination of accurate port's container throughput forecasts. This information does not only provide vital indication on the future trend of total number of containers handled over a period of time, but also assists port management in identifying emerging port under/ over capacity issues. In addition, efficient utilisation of existing and new capacities, including yard storage space and yard-to-berth planning, is another area of managerial optimisation (Li and Yip 2013, Roy et al. 2016 ).
Insert Table 1 about here This study contributes to the literature on forecasting container throughput in several ways. First, to the authors' best knowledge, we are the first to examine whether directly forecasting the total throughput using an univariate model (for the total throughput series) is superior to the forecasts of the total throughput determined by combining the best individual terminal forecasts. In contrast, existing studies focus exclusively on the former approach (see Section 2 for more details).
1 Second, in the container throughput literature, we are the first to propose to use the VAR/VECM method on terminal data, which also accounts for crosscorrelations among individual components (i.e., container terminals). Third, this study presents the port senior management strategic implications aimed at ensuring whether the recently initiated capacity expansion can indeed accommodate the expected rising container throughput in the near future. Hence, our forecasts are not only of academic interest, but can also be used to assess a concrete, real-life port expansion plan. Last but not least, we believe that academic scrutiny of public infrastructure projects is important, especially that public funding may be insufficient and private investors' participation can be discouraged by political risk and bureaucratic complexities.
The structure of this paper is organised as follows. Section 2 reviews the literature on single and hybrid forecasting methods for container throughput. Section 3 presents our methodology. Section 4 describes the data and discusses the solution procedure. The analysis 1 Terminal-level analysis has been implemented in the strand of the literature dealing with historical efficiency of ports (see, e.g., Cullinane et al., 2006 , for a review). We thank an anonymous reviewer for pointing it out.
of the data and the results are discussed in Section 5. Section 6 provides the robustness checks. The forecasts of total throughput until the end of 2018 are presented in Section 7.
Section 8 concludes the study.
Literature review

Single forecasting methods for container throughput
Fung (2002) To overcome the nonlinearity in a time series, nonlinear methods such as artificial neural networks (ANNs) (see, e.g., Sarvareddy et al. 2005 , Lam et al. 2006 , and Gosasang et al. 2011 were proposed to produce container and freight forecasts. According to Hornik et al. (1989) , ANN models are capable of approximating a nonlinear mapping with any degree of complexity and without prior knowledge of the underlying functional form. In the literature, ANN models are often compared with traditional linear forecasting models such as ARIMA. The studies of Lingras et al. (2000) and Vlahogianni et al. (2005) However, both models show weaknesses when nonlinear and linear patterns are present simultaneously in the time series. This is often the case for a real-life time series containing both nonlinear and linear patterns. Tsai and Huang (2015) apply ANNs to predict container flows by considering GDP, interest rates, the value of export and import trade, the numbers of export and import containers and the number of quay cranes. The ANNs is developed mainly for data mining purposes, and the model can simultaneously predict container flows between the major Asian ports. Their reported forecasts indicate that the forecasting errors are relatively small in most studied ports. Therefore, the authors suggest that their study is beneficial to shipping companies who can use the container flow forecasting model to make operational decisions.
Hybrid forecasting methods for container throughput
According to Xie et al. (2013) MAE, a hybrid model (SARIMA-ANN) outperformed either of the SARIMA and ANN models used separately. However, in several instances the traditional approaches perform better than the hybrid ones, hence the general superiority of the later cannot be clearly established, especially that ex-ante the best hybrid model would be unknown.
In summary, although the literature on container throughput forecasting employs a variety of techniques, we identify the following gaps. Firstly, existing studies tend to employ historical total throughput series to forecast its future values, rather than utilizing information potentially contained in terminal-level data. Secondly, correlations among terminal throughputs are not analyzed in the literature but can potentially provide additional information for improved port-level forecasts. Thirdly, VAR/VECM methodology on terminal data has not been employed in this branch of the literature. These gaps are addressed in the following sections.
Methodology
Unit root properties of time series
The existence of stochastic trends in time-series variables poses a potential problem for statistical inference. Traditional significance tests are not valid under conditions of nonstationarity when a series contains unit roots. In addition, using non-stationary time series in multiple regression models will lead to the problem of spurious regressions. This is an incorrect identification of causality between variables. Hence, any time series has to be tested for the existence of unit roots. If it is non-stationary, amendments to the variable and/ or the model should be applied. Specifically, in the augmented Dickey-Fuller test (Said and Dickey, 1984 ), a variable is tested for stationarity (unit roots) using the following regression:
where ∆ denotes the first difference of (i.e., ∆ = − −1 ). The Null hypothesis is that of unit roots/ non-stationarity, which is the case for = 0, while the alternative hypothesis is that of stationarity of , which is given if the parameter is significantly lower than zero (i.e., < 0). The value of the test statistic has to be compared to the critical values tabulated for this test, as the t-statistic does not follow the t-distribution under the Null. If a variable is non-stationary in levels but the first (k-th) difference is stationary, the variable is said to be integrated of order one (order k): ~( ).
Cointegration of non-stationary variables and the VECM
If two or more variables are non-stationary but of the same order of integration, they might follow one or more common stochastic trends (i.e., be cointegrated). Specifically, if 1 -4 represent container throughput for each of four terminals (see Section 1 for more details), they can share up to 4-1=3 common trends (i.e., the cointegrating vectors). If those variables are I(1) and stacked in a 4-dimentional vector ̅ , a Vector Error Correction Model (VECM)
can be estimated and used for forecasting:
The rank of the matrix is indicative of the number of cointegrating relationships between 1 -4 (Johansen 1991)
SARIMA
The SARIMA models are based on the autoregressive moving average models (e.g., Box, (Box and Jenkins 1970 , Brockwell and Davis 1991 , Harvey 1993 , Franses 1996 , Box, Jenkins and Reinsel 2008 , Enders 2014 . More formally, the SARIMA formula is:
where L stands for the lag operator, i.e. (Schwarz, 1978) , is selected for further analysis and forecasting. This procedure is repeated for each time series used.
Additive Seasonal Holt-Winters (ASHW)
The additive Seasonal Holt-Winters approach is based on a simple exponential smoothing filter (Gardner 2006, Box, Jenkins and Reinsel 2008) . It allows for the time trend and seasonal effects in the data. An exponential filter generates a prediction of the mean of for the next period as ̂+ 1 = + (1 − )̂, where is the smoothing parameter. For the ease of comparability, this can also be presented as ̂+ 1 = , where is the updating
The additive version captures the processes of a form:
where the magnitude of the seasonal effect does not increase over time. A -step forecast can be then computed as ̂+ = + + + − , where L is a seasonality order and , , and are updating equations, and α, β and γ are smoothing parameters, for the level, trend, and seasonal factor, respectively, which can be computed by minimising the sum of squared forecast errors.
Multiplicative Seasonal Holt-Winters (MSHW)
The multiplicative version of the Seasonal Holt-Winters filter captures the processes of a form: = ( 0 + 1 ) + , where the magnitude of the seasonal effect increases over time (Gardner 2006, Box, Jenkins and Reinsel 2008) . A -step forecast can be then computed as ̂+ = ( + ) + − , and the updating equations for the level, trend, and seasonal effects are:
Data and solution procedure
In this study, we collected aggregated monthly container throughput data of Tanjung In addition, to forecast the total throughput, rather than utilising models fitted to total time series we also combine forecasts for individual terminals. For instance, the total throughput can be predicted using a sum of SARIMA forecasts (for each individual terminal).
This sum can be equally weighted (with each terminal/ prediction carrying a weight of 1), or the weights are calculated based on the fit of each model/ terminal in the estimation sample.
More specifically, the weights for terminal i, i=1, … , 4, are calculated according to the following formula:
Here, E i denotes the forecasting error in the estimation period, measured either by RMSE or MAE, and E max stands for the maximum error across all four methods, measured either by RMSE or MAE, for any given aggregated/ individual terminal time series. Results based on weights using RMSE (MAE) are denoted as "weighted sum 1" ("weighted sum 2").
For every series, these error measures are standardised by dividing them by the average of the variable (throughput) being predicted, to assure comparability of errors across terminals of varying throughput magnitudes. Those weights add up to four, as in an unweighted sum of four predicted throughputs, ensuring comparability, and are higher for terminals with better model fits (lower forecast errors) in the estimation sample. Hence, the overall contribution of each terminal forecast to the total throughput forecast is determined, firstly, by the magnitude of this terminal's throughput (as large terminals will have higher observed and, hence, predicted throughputs), and the relative precision of its throughput forecast (unless weights are set to equal one for unweighted sums of forecasts).
To fulfil the aim of this study, we analyse whether individual terminal forecasts can be combined by selecting the best fitting model for each terminal separately. For instance, if the best fit for terminal JICT is observed for SARIMA, for terminal KOJA: SWHA, for terminal MTI: SWHM, and for conventional terminal: VECM, those individual forecasts are combined to obtain a total container throughput. It can be noted that this approach only accounts for possible cross-correlations among individual throughputs when the VECM method is used. This is a further argument as to why the use of VAR/VECM models could be fruitful in container forecasting, which constitutes one of our contributions to the literature.
In a related literature on forecast combinations, were multiple forecasts of the same target variable are available, explicit account of correlations between forecast errors has been proposed (Bates and Granger 1969) . However, as this approach requires estimation of more complex combination weights, it introduces further estimation errors into the analysis, potentially resulting in inferior forecasts (Smith and Wallis 2009) . Hence, as Timmermann (2006) notices, the literature tends to advise to ignore correlations, especially when sample size is small. In our sample, cross correlations between forecast errors are not excessive and lay in the range .19-.40. Moreover, even using individual errors to construct weights appears to be problematic, as hundreds of empirical studies find that using simple weights (averages)
instead generates superior forecasts, a phenomenon termed "forecasting combination puzzle" (Clemen 1989 , Stock and Watson 2004 , Timmermann 2006 , Wang and Petropoulos 2016 . In addition, in our context the future fractions/contributions of terminals to the total throughput would have to be optimally forecasted as well, something for which an analytical solution does not exist, and which would induce existence of additional estimation errors. Hence, when combining forecasts we use simple sums and errors-based weights as described above.
The literature on combining forecast of the same variable, i.e., a set-up similar but simpler than ours, overwhelmingly documents the superiority of combined versus individual forecasts (e.g., Clemen 1989 , Stock and Watson 2004 , Timmermann 2006 , Wang and Petropoulos, 2016 ).
On theoretical grounds, it is not clear whether forecasting the total throughput using an univariate model for the historical total throughput series is superior to the forecasts of the total throughput obtained by summing up best individual terminal forecasts. On the one hand, even when applying the same model (e.g., SARIMA) to terminal time series, different specifications (parameter values) of that model might be optimal for different terminals.
Hence, forecasts for individual terminals obtained using terminal-specific models might be more precise (as based on better-fitting models) and their sum might provide a better prediction for the total throughput than a forecast of the total throughput series based on one specific model only, applied to that series. In other words, the latter implicitly imposes the same model (with identical parameters) to all terminals (i.e., components of the total throughput), whereas in reality the time series behaviour of each terminal might be unique and different from that of other terminals. Hence, we hypothesise that estimating an optimal model different for each terminal and summing up the obtained forecasts could provide a better forecast. Potentially superior forecasts of total throughput could be obtained if one allows each terminal to be described, and each forecast to be generated, by a best-fitting model (e.g. SARIMA for terminal JICT, VECM for terminal KOJA, etc.).
On the other hand, arguments can also be made in favour of modelling the total rather than individual throughputs. With the absolute terminal throughputs being smaller than the total sum of throughputs, these values are more susceptible to random shocks. Hence, a forecasting model fitted to each of those series, each potentially largely affected by shocks, could suffer from poor fit and generate error-ridden forecasts. If those individual shocks are random, then modelling and forecasting total throughput can result in better fit and forecasts, as shocks will cancel out each other, at least to an extent. Moreover, patterns in throughput of individual terminals, with volumes smaller than the total port's throughput, can be more prone to structural changes over time. Hence, even if terminal-level model fit is good in the estimation period, the optimal model might not be stable over time, resulting in sub-optimal forecasts out-of-sample. Again, modelling and forecasting the total throughput can help to alleviate this instability of models through aggregation of data across terminals, as long as not all terminals change their time series behaviour at the same time. Therefore, constructing forecasts based on individual terminals rather than the aggregated throughput might result in superior forecasting performance. This reasoning is in line with findings in the literature on top-down versus bottom-up forecasting (e.g., Schwarzkopf et al. 1988) . However, arguments to the contrary can also be raised.
Results of full sample
Results of unit root tests and Johansen cointegration tests
As discussed in Section 3, we first analysed the order of integration. The results of Augmented Dickey-Fuller (ADF) unit root tests are presented in Table 2 , Panel A. The optimal lag length p is determined in each case based on the Schwarz's Bayesian Information
Criterion (Schwarz 1978) . The left-hand side of Hence, given that the original (non-differentiated) data is non-stationary but the first differences are, we can conclude that each throughput series is integrated of order one,
~(1).
Insert Table 2 about here Furthermore, given that our terminal series are non-stationary and integrated of the same order (one), they could share common stochastic trends (i.e., be cointegrated). Hence, we test for cointegration among all four terminals by means of the Johansen test (Johansen 1991) . The total series is excluded here, as it is the sum of all four terminals' throughputs.
Hence, including the total series into the VAR/VECM models would result in perfect multicollinearity and a failure to estimate any model. These results are presented in Table 3 , Panel A. There exists one cointegrating relationship among those four time series (i.e., they are cointegrated). This is apparent as the test statistic for the hypothesis that the rank is 0 (or lower) can be rejected. However, the hypothesis of the rank being 1 at the maximum cannot be rejected in favour of an alternative hypothesis that the rank is equal to 2 at maximum.
Hence, there exists one cointegrating vector. Therefore, to capture the full dynamics of causality among the terminal series, a VECM, rather than a VAR, model should be used to account for this cointegration.
Insert Table 3 about here Table 4 presents model fits for all time series (the total throughput and four individual terminals' throughputs) and forecasting methods, obtained for the estimation period up to and including year 2012. We focus on two measures of fit, the root of mean square error (RMSE) and the mean absolute error (MAE), rather than "traditional" fit measures such as R-squared, information criteria, and the like. The same fit measures will be applied for the in-sample forecasts for the year 2013. Hence, the choice of RMSE and MAE allows for comparability and consistency. All values in Table 4 are in percentage points, representing the in-sample errors as compared to the average value of the variables. For example, 15.9048 indicates that using the SARIMA model for the total data, the "average" monthly error equals 15.9048% of the average monthly total throughput in the same period.
Results of in-sample model fits
Insert Table 4 about here We compare the model fit when the methods are applied to the total versus individual terminal series. For both RMSE and MAE, modelling total throughput is less error-ridden than modelling individual terminal throughputs (except the KOJA terminal modelled using SHW methods and model fit using the RMSE criterion). This indicates that terminal throughputs generally suffer from more noise than the total throughput. The best model fit is obtained from the MSHW method.
Despite its popularity and good empirical performance reported in the literature, the SARIMA model tends to generate largest errors in-sample. This indicates, at the very least, that conclusions from one study/ port/ period regarding the choice of the optimal forecasting method should not be automatically applied to another port/ time period. For methods where model fit could be obtained for both terminal-level and total series (all except for the VECM), at the terminal level the ASHW method seems to perform best in most cases, followed closely by its multiplicative counterpart.
Moreover, the VECM, which has been largely ignored in this branch of the literature, seems to generate the most precise model fits. The reported errors are the smallest, for most terminals and both model fit measurements. However, it is outperformed by the ASHW method in a few cases. We predict that if this superior model fit in-sample translates into superior forecasts out-of-sample, the VECM could yield the most precise predictions on terminal level as well as for the total throughput. Furthermore, the empirical results are in line with our theoretical conjecture that one model/ method should not be expected to generate superior fit for each terminal considered. In other words, there is a heterogeneity in the time series behaviour of terminal throughputs, as well as in comparison with the total throughput.
Even for one method, the optimal model parameters differ across terminal/ total series, for example, the SARIMA model (see Table 5 ). Hence, one model/ specification does not best fit all cases. Nevertheless, terminal-level data seems to suffer from more noise or structural breaks than total throughput, resulting in superior model fit for the later.
Insert Table 5 about here Table 6 presents prediction errors from the in-sample forecasting exercise (i.e., using models estimated optimally for the pre-2013 period), which are employed for each time series to generate dynamic predictions in year 2013. We can observe that the forecasting performance of models using the total throughput is generally still superior to that of the models applied to individual terminal throughputs (with some exceptions for the JICT terminal and Seasonal Holt-Winters methods). Hence, an important implication would be that in-sample model fit can be a good indicator of how well (relatively) one method will perform out-of-sample, as compared to alternative methods (at least over a short forecasting horizon).
Results of out-of-sample forecasts
Insert Table 6 about here
Contrary to the poor in-sample fit of SARIMA-based models, the forecasts they generate for out-of-sample periods for the total throughput are the most precise ones.
However, this does not apply to forecasts for individual terminals. The ASHW method performs best instead when VECM is ignored. Again, the forecasting performance is in line with the good in-sample model fit of the ASHW method reported in Table 4 . When we consider the forecasting performance of all methods on terminal level, including VECM, the good in-sample fit of the latter method does not result in all-encompassing best forecasting performance out-of-sample. This finding suggests the existence of time-series instability in the data, as best models change over even a short period of time (of one year). VECM-or ASHM-based terminal-level forecasts appear to be the most promising ones to combine into an aggregated forecast for the total throughput. However, their errors are still larger than those of the best forecasts for total throughput.
Moreover, when we predict the total throughput by summing up the predictions for individual terminals, those "hybrid" predictions are less accurate (generate larger errors) than forecasts using the total series. Even in case of the VECM model which yields best fits for individual terminals, when its forecasts are summed up (unweighted or weighted sums 2 ), the resulting forecasts for total throughput have larger errors than the best forecasts based on total throughput series (i.e., those using SARIMA). The same applies to ASHM method which also performed rather well in forecasting individual terminals: the sums of forecasts tend to generate larger errors than the best forecasts based on total throughput. Therefore, even if 2 "Weighted sum 1" refers to sums using weights where the prediction error is measured using the RMSE, whereas, "Weighted sum 2" refers to sums using weights where the prediction error is measured using the MAE.
there is some merit in this approach, for our dataset it fails to improve upon the best model using total throughput time series. As discussed above, this could indicate that terminal-level time series suffer from higher levels of noise than total throughput, but these individual noise components partially cancel out each other, leading to more predictable total throughput time series. This result might also indicate that terminal-level data suffers more from structural breaks than the aggregated total throughput. Nevertheless, if one wanted to forecast terminallevel rather than total throughput, the VECM models yield the best in-sample fits and both VECM and ASHM generate best forecasts in our case. Furthermore, weighting terminal-level forecasts by model fit in the estimation period does not seem to yield superior forecasts. The errors from weighted approaches are higher than those from unweighted sums. This further suggests that there might be structural breaks in the time-series behaviour of data and, hence, in the optimal model for each time series.
Specifically, we combine individual terminal forecasts based on the method with superior insample fit for each terminal (as reported in Table 4 ). For example, when RMSE is used as the model fit precision criterion in the estimation sample, the best forecast for JICT is generated by the ASHM method. For the remaining terminals, the best forecast comes from the VECM model. The results presented at the bottom of Table 6 indicate that this cherry-picking approach to forecasting total throughput still fails to generate superior total forecasts. Most errors are larger than their counterparts' (when using terminal specific forecasts from one method across all terminals). Even when this combination of methods performs better than one-method approach (for weights based on in-sample MAEs ("Weighted sum 2") and using MAE as a forecast performance measure), those errors are still larger than the ones from the best (SARIMA) model applied to total throughput series.
A robustness check: truncated sample
One approach to test for time-invariability of conclusions regarding model fits and forecasting performance is to shift the date separating the estimation and the forecasting subsamples within a fixed sample of data (e.g., Xie et al. 2013 and a forecast for the next 12 months of year 2013 is required, the relevant question is how reliable this one-year ahead forecast is. This can be addressed by looking backwards and assessing the forecasting performance of one-year ahead forecasts, yet not the performance of forecasts over different time horizons. Hence, in our robustness check, we shift our decision time back to the beginning of 2012. We repeat the whole analysis using observations prior to year 2012 to find the best-fitting models (in-sample analysis) and those in 2012 and 2012 only (i.e., we do not utilise year 2013) for out-of sample forecasting evaluation.
In-sample model fits
As with the full sample, we test our data in the truncated sample ending in 2012 for stationarity and cointegration and the results are qualitatively identical (Tables 2 and 3 , Panel B). All series are I(1) and there is an evidence for cointegration (with two cointegrating vectors). Therefore, the order of integration of one is used in SARIMA estimations and a VECM model is employed to account for the existence of the cointegrating relationships. Table 7 presents model fits for all time series (total throughput and four individual terminals' throughputs) and forecasting methods, obtained for the estimation period up to year 2011. First, we compare the model fit when the methods are applied to the total versus individual terminal series. As was the case for the full sample, in most cases modelling total throughput is less error-ridden than modelling individual terminal throughputs, with an exception of KOJA terminal modelled using SHW methods and model fit using the RMSE criterion. This confirms our previous conjecture that terminal throughputs tend to suffer more from noise than the total throughput.
Insert Table 7 about here Moreover, as was the case for the full sample, the SARIMA model tends to generate largest errors, for both total and terminal-specific data. Rather, as in the full sample, the best model fit stems from the multiplicative Seasonal Holt-Winters methods (or the additive version when MAE is used to assess errors). For methods where model fit could be obtained for both terminal-level and total series (all except for the VECM), additive Seasonal HoltWinters method seems to perform best in most cases. This is again in line with the findings for the full sample. Furthermore, the VECM method generates the most precise models for individual terminals. The reported errors are the smallest for each terminal and model fit measurement. The superiority of VECM for data fit on terminal level is even more pronounced than for the whole sample. Table 8 presents prediction errors from the in-sample forecasting exercise. This is conducted using optimal models estimated for the pre-2012 period, which are employed for each time series to generate dynamic predictions in year 2012. We can observe that the forecasting performance of the models using the total throughput is still superior to that of the models applied to individual terminal throughputs, with some exceptions. Hence, an important implication is that in-sample model fit can be a good indicator of how well (relatively) one method will perform out of sample, as compared to alternative methods.
Out-of-sample forecasts
Insert Table 8 about here
Completely contrary to the findings for the whole sample, the SARIMA methods yield the worst forecasts for total throughput time series. Instead, the additive Seasonal HoltWinters method generates the most precise forecasts. The VECM forecasts for individual terminals seem to weakly outperform forecasts based on other models, as they yield smallest errors in five out of eight cases. Again, their relative forecasting performance is in line with the good model fit of VECM models in the estimation sample, but their superiority is less clear in the forecast sample.
When we predict the total throughput by summing up the predictions for individual terminals, those "hybrid" predictions are again less accurate (generate higher errors) than forecasts using the total series. Even in case of the VECM model which yields best forecasts for individual terminals, when those forecasts are summed up (unweighted or weighted sums), the resulting forecasts for total throughput have higher errors than best forecasts based on total throughput series. Therefore, even if there is some advantage of this approach, it fails to improve upon the best models using total throughput time series. Similar to the observations we presented in Section 5.3, this could indicate that terminal-level time series suffer from higher levels of noise than total throughput. These individual noise components partially offset each other, leading to more predictable total throughput time series. This result might also indicate that terminal-level data suffers more from structural breaks than the aggregated total throughput. In addition, weighting by model fit in the estimation period does not seem to yield superior forecasts. The resulting errors are larger than those from forecasting total time series, as in the case for the whole sample. However, when weights are computed based on RMSE in-sample ("Weighted sum 1"), the resulting errors are generally lower than those from unweighted sums, except for those based on VECM. This suggests that a weighting scheme, maybe putting even more (less) emphasis on terminals with good (bad) model fits in-sample, could potentially generate more accurate forecasts. Finally, as the VECM yield best fit for all terminals and precision criteria, we cannot devise a "cherrypicking" strategy equivalent to the one used for the whole sample, where different terminals were best described in-sample by different methods.
The 2018 forecasts of container throughput
Based on the abovementioned results, we select what would have been judged the best method to forecast total throughput by the end of year 2012 and of 2013. We apply the additive and multiplicative Seasonal Holt-Winters methods, respectively, to generate forecasts for total throughput until the end of year 2018. This forecast horizon of five years is dictated by the planned completion of phase one of the port expansion; one should bear in mind that such a long-term forecast will be more susceptible to larger errors than a shorterterm forecast would be. The estimated forecasts, as well as their 95% confidence intervals (calculated using quantile regression technique and assuming that the estimates' standard error will develop over time in the forecasting period as they did in the respective sample period) are presented in Figure 2 .
Insert Figure 2 about here
The horizontal line represents the monthly equivalent of the annual throughput capacity of 9,500,000 TEUs, which underlies the port expansion plans (see Table 1 for more details). As can be seen, for the in-sample period, both forecasting models fit the data very well. For the forecast period, i.e., observations staring in 2013 and 2014 for the model based on truncated and full sample, respectively, the latter turns out to have more volatile forecasts.
This is not necessarily a sign of its inferior performance, as these forecasts would have to be compared with the actual data from 2014 onwards, which are not available to us. In addition, this higher volatility comes from more pronounced seasonal variations. Hence, it might be more accurate for the actual future throughput varying in a seasonal way. However, both models generate the same qualitative and very similar quantitative conclusions. Their point estimates for the end of 2018 seem to suggest that the planned capacity is somehow excessive. However, given the 95% confidence interval one would not be able to reject the hypothesis that the predicted throughput is significantly different from the planned capacity.
Hence, the planned maximum capacity seems to be sufficient for the expected volume of traffic, with some margin to accommodate unexpectedly (but not excessively) high throughputs. Only a major crisis, such as the one the world economy experienced following the 2007-8 financial turmoil, could potentially decrease the traffic volume significantly, thus rendering some newly added capacities excessive and superfluous.
Conclusions
In this paper, we forecast the demand of total container throughput at Tanjung Priok Port using a novel approach of utilising the potential forecasting power of terminals' throughputs.
We employ four univariate forecasting models, including SARIMA, the additive Seasonal Holt-Winters (ASHW), the multiplicative Seasonal Holt-Winters (MSHW) and, newly to this literature, the Vector Error Correction Model (VECM). Our aim is to provide insights into whether forecasting the total container throughput obtained by historical aggregated port throughput time series is superior to the forecasts of the total container throughput obtained by aggregating individual terminal forecasts.
Our results show that both in-sample model fit and out-of-sample forecasts for the total throughput are more precise, i.e., have smaller errors than those obtained for aggregating individual terminals' forecasts. SARIMA is found to generate the worst model fit in-sample, whereas the total throughput is best described by the multiplicative Seasonal Holt-Winters models. The VECM approach appears to generate best model fits and forecasts for individual terminals. However, forecasts of the total throughput based on modelling the total throughput time series are consistently better (with smaller errors) than those obtained by combining those forecasts generated by terminal-specific models, even when the latter are weighted to allow more precise models to affect the total forecast most. These findings appear to be qualitatively robust against a shift in the timing of estimation vs. forecasting period. The proposed method of aggregating individual terminal forecasts may be data-dependent and could well generate superior forecasts for other ports and periods. However, we also observe that even a relatively minor shift in the timing of the end of the estimation period resulted in a reversal of the relative forecasting performance out-of-sample of the SARIMA method.
Specifically, whereas it was the worse model for the whole sample, it turned out to generate the best forecasts when the last year of data was not utilised. Lastly, our forecasts for the total container throughput at the Tanjung Priok Port for year 2018 indicated that the planned port's expansion will result in almost full utilisation of its capacities.
These results suggest that researchers and policy makers should wary of assuming that a model which fits the data well in one terminal/ period will also fit the data well for another terminal/ period, and that superior in-sample fit will necessarily result in superior out-ofsample forecasting performance. This might be due to instability of the data generating process, and necessitates repetitions of modelling and forecasting exercises over time to capture the time-varying nature of data and, hence, the best models, rather than relying on the initial results and assuming them to be fixed in time. Furthermore, even if our specific sample rejects the idea of forecasting total throughput by aggregating terminal-specific forecasts, some theoretical arguments speak in favour of this approach and it could be successfully applied to other ports. Note: the value of d is set to d=1 based on unit root test results, and the value of S is set to S=12 due to the monthly frequency of data. Note: "Unweighted sum" denotes a sum of forecasts generated for each terminal separately, "Weighted sum 1" ("Weighted sum 2") denotes a sum of individual terminals' forecasts, weighted using formula shown in Section 4 and RMSE (MAE) for each terminal's model fit from the estimation period.
Highlighted are those results with the lowest errors. Note: "Unweighted sum" denotes a sum of forecasts generated for each terminal separately, "Weighted sum 1" ("Weighted sum 2") denotes a sum of individual terminals' forecasts, weighted using formula shown in Section 4 and RMSE (MAE) for each terminal's model fit from the estimation period. Highlighted are those results with the lowest errors Figure 1 . Monthly container throughput data of total and individual terminals (2003) (2004) (2005) (2006) (2007) (2008) (2009) (2010) (2011) (2012) (2013) .
