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 要  旨 
動画配信サービスの普及，地上波のインターネット放送に伴いファイルサイズの大きなデータの
やり取りが行われている。流通するインターネット通信量の 8 割が動画ファイルであることに着
目し，この通信を削減することでオリジンサーバの負荷軽減に取組む。 
 
先行研究の色タグ情報を用いた分散協調キャッシュ手法では，ユーザからの要求傾向が大幅に変
化することを想定しておらず，IPTV サービスを調査した論文を参考にシミュレーション実験を
行うと通信量削減効果が減少してしまう。株価などの推移予測を応用したコンテンツ人気推移予
測手法では，単一キャッシュサーバでの通信量削減効果を調査しているが分散協調キャッシュへ
の拡張は検討されていない。 
 
本研究では動画配信サービスの将来の要求傾向を予測し，事前に効果的なキャッシュ配置手法を
2種類検討することで通信量削減に取り組む。 
1 つ目は，要求の偏りを予測し，コンテンツの要求の偏りを予測し効果的なキャッシュ配置を適
用する仕組みを提案する。この手法はコンテンツ要求の偏りの時間変化がパターン化されている
ことに着目し，時間帯毎に効果的なキャッシュ配置を設定するものである。この手法では日本の
ネットワークトポロジによるシミュレーション実験を行った結果，先行研究と比較し最大 58％動
画通信量の低減を確認した。しかしながら，ユーザの動画視聴要求数を評価に追加すると，要求
数が多い時間帯の通信量を大きく削減することはできなかった。 
 
2 つ目は，新規コンテンツの人気を放送事業者の経験則から予測し，色タグ情報を用いた分散協
調キャッシュ制御を導入しているキャッシュサーバに事前にコンテンツを配布する手法を提案す
る。本手法は効率的に通信量を削減するため，ユーザからの要求数が深夜の約 40 倍にもなるゴ
ールデンタイムの時間帯の通信を削減できる。その結果ピーク時における動画通信量を約 15-30%
削減した。 
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第1章 序論
1.1 ネットワーク通信量の増加
YouTubeやAmazon Primeビデオなどの動画配信サービスの普及，地上波放送のインターネット
放送，2020年のテレビ事業者による 4Kコンテンツ配信の移行に伴いファイルサイズの大きなデー
タがやり取りされる機会が増加している．本稿ではこのインターネットを介した IP通信で配信さ
れる動画配信サービスを総じて「IPTVサービス」と呼ぶ．IPTVサービスの動画ライブラリは常
に追加され続けており，効率よく人気のコンテンツの通信サービスを提供することが重要である．
ネットワーク機器ベンダのCiscoの調査によると，ネットワークを流れる年間のインターネット
通信量は 2021には 2016年からの 5年間で 3倍の 3.3ZBに到達すると言われている [2][1]. この調
査によると，総インターネット通信量の 8割は動画データファイルのやり取りによって発生してい
る (図 1.1.1)．残りの 2割にはゲームトラフィックやファイル共有，Webなどの通信である．特に
ゲームのダウンロードはピーク期間行われることが多く，最頻時のトラフィックの 8％にも及ぶ．
動画ファイルのトレンドにも大きな特徴があり，現在放送されているテレビ放送がインターネッ
ト回線を用いた放送の移行にともない多量のトラフィックを生み出す可能性がある．更に，ビデ
オ監視トラフィックもインターネット通信量を増大させる原因である．家庭やオフィスなどから
クラウドへ継続的にアップロードが行われる．
やり取りされるデータ量の増加により，通信機器に大きな負荷がかかることで，通信機器の性
能が低下してしまい，混雑リンクが発生する．インターネット回線が混雑することで，再生まで
の時間がかかってしまったり，動画が途中で止まってしまうだけでなく，重要なデータの遅延が
発生する．インターネット回線の混雑緩和手法は，様々な方法が模索されている．通信機器の刷
新による性能向上による混雑緩和は，金銭的コストが非常に大きく，導入に膨大な時間を要する．
そのため，通信プロバイダ・放送事業者は低コストでインターネット回線の混雑を緩和する仕組
みを求めている．
1
図 1.1.1: 月間通信量と年度の関係 [1]
1.2 コンテンツ配信ネットワークによる通信量削減
コンテンツ配信ネットワークとは Content Delivery Network（以下，CDN）であり，キャッシュ
ネットワークを構成した環境で動画ファイルなどをユーザに届ける環境のことである．
IPTVサービスの通信量削減のためにはキャッシュの利用が効果的である．コンテンツのコピー
をユーザの近くに配置しておき，遠方の配信元サーバとの通信を避ける．この仕組みにより，配
信元サーバとキャッシュサーバ間に発生していた通信が削減される．またこの仕組みでは，同じ
コンテンツが要求されればされるほど，余分な通信が削減されるため，人気のコンテンツを効率
よくキャッシュすることが通信量削減に大きく寄与する．
しかし４ K動画のように高精細化によるファイルサイズの増大が進んでいくコンテンツ，そも
そもの動画ライブラリの増加に対応するには，キャッシュサーバ単体では対応しきれない．そこ
で，CDN事業者は複数のキャッシュサーバを協調動作させ実効キャッシュ容量を拡大する仕組み
が提案されている [3][4]．
本研究では動画配信サービスの将来の要求傾向を予測し，事前に効果的なキャッシュ配置手法
を 2種類検討することで通信量削減に取り組む。1つ目はコンテンツ要求の偏りが時間変化するこ
とに着目し，色タグの彩色パターンを複数種類事前に計算し，各時間帯に効果的なキャッシュ配
置を適用した。考察の結果，効率的に通信量を削減するためには，ユーザからの要求数が深夜の
約 40倍にもなるゴールデンタイムの時間帯の通信を削減することに着目した。2つ目は新規コン
テンツの追加に着目し，放送事業者の経験則に用いてコンテンツを事前にキャッシュサーバに配
置することで，要求ピーク時の通信量を削減する。
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第2章 関連研究
2.1 コンテンツ配置による通信量削減
コンテンツの配置を効率化することで通信量削減効率を高めることができる．キャッシュサー
バ単体での通信量削減効果はキャッシュアルゴリズムによるところが大きい．一般的には 1つの
キャッシュポリシーで制御されているものが多いが，中には 2つ以上のキャッシュポリシーで制
御されているキャッシュアルゴリズムも存在する [5][6]．Zhouらのハイブリッドキャッシュ制御
[5]は Least Frequently Used（以下，LFUと表記する）と First In First Out（FIFO）を組み合わせた
手法である．この制御ではユーザから要求が発生するたびキャッシュサーバでアクセスログを記
録する．そのログ記録後，LFU容量内にコンテンツがあれば，コンテンツをユーザに転送し，な
ければ FIFO領域にコンテンツをキャッシュしてユーザに転送する．この仕組みでは，新規コン
テンツの追加に弱い LFUの欠点を FIFO領域が補うことで，新規コンテンツが追加される場合に
LFU単体のキャッシュアルゴリズムより高いヒット率を得ることを示した．しかしながら，FIFO
単体はキャッシュヒット率が低いアルゴリズムであるため，変動に強い別のアルゴリズムを探す
ことが通信量削減効果を高めることに繋がる．
そこで中島らは，LFUアルゴリズムと Least Recently Used（以下，LRUと表記する）アルゴリズ
ムを組み合わせたハイブリッドキャッシュを提案した [6]．LFUアルゴリズムは最も要求頻度の高
いデータを保持するキャッシュアルゴリズムである．ユーザからの要求を記録し，その記録から
要求された頻度順にコンテンツをソートしキャッシュ容量分コンテンツをキャッシュする．この
アルゴリズムはキャッシュヒット率が高いが，アクセスログ集計後に追加された新しいデータを
保持できない欠点が存在する．LRUアルゴリズムは，キャッシュ内容の置き換えが発生する場合
に，もっとも最近アクセスされていないデータを追い出すアルゴリズムである．このアルゴリズ
ムは新しいデータもキャッシュできるため変動には強いが，直近のアクセスデータをキャッシュ
する代わりに後にアクセスされる可能性のあるデータを追い出してしまうためヒット率はそれほ
ど高くないという欠点がある．このアルゴリズムを組み合わせることによって，要求パターンが
変わらない場合には LFU領域で高いキャッシュヒット率を維持し，変化する場合では LRU領域
でキャッシュヒット率の低下を抑制することが可能になる．
2.1.1 最適化アルゴリズムに基づくコンテンツ配置計算手法
複数のキャッシュサーバを協調動作させることによって，実効キャッシュ容量を拡大し，通信
量削減効果を向上する仕組みが提案されている [3]．通信量削減効果はどのキャッシュサーバにど
のコンテンツを保持させるか，コンテンツをどのような経路で取りに行くかによって大きく異な
る．計算機器の性能向上から最適化アルゴリズムを利用し，通信量削減効果の高いキャッシュ配
置を求める研究が行われている．
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Liらの文献 [7]ではネットワークトポロジ，消費電力，キャッシュ容量，要求の偏りなどの制約
条件を設定して最適化問題を構成し，遺伝的アルゴリズム（GA）を使用して通信量削減効果の高
いキャッシュ配置を求めている．最適化アルゴリズムに基づくキャッシュ配置は通信量削減効果
が高いが，その一方で長時間の計算を要するだけでなく制約条件が変化すると再計算が必要にな
る．その結果，コンテンツのアクセスログを収集してから分散協調キャッシュへの順最適配置を
短時間で計算して，要求傾向の変化に追従することは困難である．
2.1.2 ヒューリスティックな手法によるコンテンツ配置の探索
Contents Centric Networkにおいて通信量を削減する手法の 1つにネットワーク中にノード間の
距離の情報からを利用してコンテンツを配置する手法がある [8]．この手法では，ホップ数を削減
することを目的にネットワークの形状から，ホップ数を削減するためのキャッシュ配置を経験則
を用いた簡易的な計算式から導く．
放送事業局の人気動画リリースの経験則に基づきコンテンツの配置を行うことで通信量削減を
行うことができる可能性がある．
2.2 色タグ情報に基づく軽量な分散協調キャッシュ
コンテンツとキャッシュサーバに色タグ情報を割り振り，軽量な計算で効果的に通信量を削減
できる仕組みの 1つに色キャッシュが存在する [9][10]．コンテンツとキャッシュサーバに色タグ
を割り振ることで同じ色のグループを作成し，色がマッチする場合にキャッシュするよう制御す
ることで，キャッシュ配置計算を単純化しつつ，準最適に近いキャッシュ配置を達成する．この
キャッシュ配置は，総コンテンツ数，アクセスの偏り，キャッシュ容量，トポロジーを入力とし
て与え，文献 [10]では黄金分割探索アルゴリズム [11]を用いてテンプレート化する手法を提案し
ている．中島らは，最近要求されたコンテンツの挿入位置を変更することで LRUアルゴリズムよ
り更に通信量削減効果を向上させたModified LRU[4]と色キャッシュ領域をハイブリッドキャッ
シュにすることで急激な変動にも耐えることができるようキャッシュ制御を設計した．
色キャッシュではサーバ間のキャッシュ重複を考慮し，実効キャッシュ容量を拡大して通信量を
削減するよう，四色定理 [12]の要領で各サーバと同色の色タグが付与されたサーバが隣合わない
よう彩色されている．これにより，異なる色タグのサーバが隣接しやすくなり，自サーバにキャッ
シュされていないコンテンツが隣にあることが多くなる．そのため，ホップ数を少なくすること
ができ，コンテンツを取得しやすい．
図 2.2.1では４色に塗り分けた４台のキャッシュサーバが，４色の色情報を持つ高人気コンテ
ンツを重複してキャッシュすると共に，自身と同色の色情報を持つ中低人気のコンテンツを分散
キャッシュする状態を例として示している．要求頻度の高いコンテンツには多数の色タグが付与
されているため，多数のキャッシュサーバで保持され，要求したユーザから短いホップ数で取得
できる．一方，中低人気コンテンツには１色しか色タグが付与されていないため，ネットワーク
中に分散されてキャッシュされているため，実効キャッシュ容量を圧迫せず，オリジンサーバへ
の要求を減少することができる．
しかしながら，次章で述べるユーザの要求傾向の変動については考慮されていない．
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図 2.2.1: 色キャッシュの仕組み
2.3 コンテンツ人気の予測に基づく通信量削減
2.3.1 アクセス傾向の時間変化
Abrahamassonらの北欧 IPTVサービス「TeliaSonera」の視聴履歴を調査した文献 [13]によると，
ユーザの視聴要求少数の番組・動画に大きく偏っており，その偏りが時間変化することが示され
ている．図 2.3.1はある一週間中の各時間帯にトップ 100位のコンテンツに発生した要求の割合を
示したグラフである．深夜の時間帯には上位のコンテンツに約 80%の要求が集中し，ゴールデン
タイムに当たる 19-22時の時間帯は約 30-40%の要求が集中する傾向がある．要求の偏りはガンマ
分布に従い人気上位のコンテンツに対して偏りが発生すると言われている [14]．
図 2.3.2によるとゴールデンタイムには要求が集中しており，深夜の時間帯の約 40倍の要求が
発生している．この時間帯の通信量を削減することは全体の通信量削減だけでなく，ピーク時の
オリジンサーバに対する要求数の負荷軽減に繋がる．
図 2.3.3にはトップ 100中の何割のコンテンツが入れ替わるのかを示したグラフを示す．深夜の
時間帯には約 8割ものコンテンツが入れ替わり，ゴールデンタイムの時間帯は約 2-4割のコンテン
ツが入れ替わる．このグラフはこの一週間を通して各曜日が同様のパターンで遷移しており，パ
ターン化が容易である．
図 2.3.2,図 2.3.3によると，深夜の時間帯は視聴者が少なく個人の趣向が反映されるため予測し
にくい入れ替わりが発生する．ゴールデンタイムの時間帯は，視聴者も多く番組の入れ替わりも
約 20-40%程度であるため，視聴傾向を比較的に予測しやすい．
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図 2.3.1: 各時間に 100位までの動画に集中するアクセスの割合（破線部は 12:00，0:00）
図 2.3.2: 一週間に渡るコンテンツ要求数の推移
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図 2.3.3: 時間とトップ 100の内入れ替わるコンテンツの割合
2.3.2 要求傾向予測に基づくキャッシュ制御
Nesrineらの文献 [15]によると，自己回帰移動平均（ARMA）モデルに基づき，各コンテンツの
将来の要求確率を予測することで，キャッシュするコンテンツを管理する手法が提案されている．
この ARMAモデルは株価の推移予測によく利用され，過去の数値の遷移を入力することにより，
将来の値を推定する計算モデルである．彼らは YouTubeの動画を無作為に選び，各動画の視聴数
推移を一定期間記録し，ARMAモデルに入力することで，動画のアクセス数を予測した．各動画
のアクセス数予測を元にキャッシュする優先度を設定することで，将来のアクセス数に合わせた
キャッシュ制御を行い，LFUアルゴリズムを上回る通信量削減効果を示した．
しかしながら，単一キャッシュサーバの導入のみにとどまっており，複数キャッシュサーバを
組み合わせた分散協調キャッシュ制御の環境下での検討はおこなわれていない．
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第3章 アクセス変動予測を用いた分散協調キャッ
シュ制御
3.1 要求の偏り予測に基づく色キャッシュ制御
3.1.1 概要
本論文では，IPTVサービスの要求の偏り変動を予測し，その要求の偏りに合わせて色キャッシュ
制御の彩色パターンを事前計算し，キャッシュ配置を適用する．この手法により毎単位時間効果
的なキャッシュ配置が適用されるため，軽量な計算で時間変化する要求の偏りに追従することが
可能である．
3.1.2 アクセスログ解析に基づく偏り推移予測
ユーザからの動画に対する要求がガンマ分布に基づいた偏りで生成されると仮定し，事前に複数
の偏りに合わせた彩色パターンを用意する．その後，過去の要求傾向を元に一定期間の偏りの推
移をパターン化することで，将来の偏りパラメータに合わせた彩色パターンを使用して色キャッ
シュを制御する．
要求の偏りの推移をパターン化するため，図 2.3.1に示した IPTVサービスの上位 100位のコン
テンツに対して発生する要求傾向について考察する．IPTVサービスのアクセスログを解析した文
献 [13]によると，上位 100位のコンテンツに対して発生する要求割合は，午前 5:00ごろをピーク
として 1日周期で推移している．
事前に IPTVサービスの過去の曜日・時間帯におけるユーザからの要求傾向が未来に当てはまる
ことをアクセスログから解析する．その IPTVサービスの要求の傾向に適した効果的なキャッシュ
配置を適用することによって，インターネット通信量を削減することが期待できる．
ユーザの要求の偏りが定まれば色キャッシュのコンテンツの彩色割当は一意に定まるため，事
前にコンテンツ彩色を計算しておくことが可能である．以降の彩色は，サービス中のランキング
情報を取得し，そのランキング順にコンテンツへの再利用した色を割り当てる．このような手順
を踏むことで，パターン化された将来の偏りのパラメータに基づき，事前に計算済みの彩色パター
ンを利用するため，コンテンツ彩色に要する計算を大幅に簡単化できる．
3.1.3 簡易な彩色パターンの切り替え方法
ユーザの要求の偏りを予測し適切なキャッシュ配置を利用するため，コンテンツに割り振る彩
色を変更する制御を行う．先行研究 [9]では要求の偏りが一定の状況下でキャッシュサーバとコン
テンツに 4つの色タグの割当を行う場合，１パターンのキャッシュ配置を決定するため 4bitをコ
ンテンツの色情報タグに付与していた．本研究では，(色数 彩色パターン数)bitをコンテンツを
8
割り振ることによって，要求の偏り数に応じた彩色割当を事前に設定する．キャッシュサーバは
各時間帯の要求の偏りから読み取り部分を変更し，時間帯のコンテンツのキャッシュ配置を変更
する．前述の仕組みによりキャッシュ配置がその時間帯に適したものに変更される．この仕組み
により，事前に計算しておいた複数の彩色パターンを一命令で切り替えることができるため，急
激に要求の偏りが変動した場合でもキャッシュ配置を瞬時に変更可能である．この仕組みにより
要求の偏りに追従することで通信量の削減に寄与する．
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図 3.2.1: 実験ネットワーク構成とキャッシュサーバの彩色
3.2 評価
3.2.1 実験ネットワーク
提案する要求傾向に基づく予測キャッシュ制御の有効性を評価するため，図 3.2.1に示す NTT
ネットワークを模したトポロジ [16]でシミュレーション実験を行った．
トポロジ内の円はキャッシュサーバを表し，RGBYの 4色に彩色されている．オリジンサーバ
は図中の黄色のノードに対応する，東京に接続されたキャッシュサーバと接続されている．各サー
バは文献 [9]で提案されている改変版Welsh-Powellのアルゴリズムを使用し，隣接するキャッシュ
サーバが同じ色にならず，色間距離が大きくなるよう彩色されている．このようにすることで，各
色をネットワーク中に一様に配置できる．コンテンツ総数は 1000，各キャッシュサーバのキャッ
シュ容量は 100とした．
コンテンツに対するアクセスの偏りはガンマ分布 [14]に基づいて発生させた．なお，ガンマ分
布の要求の偏りパラメータは，図 2.3.1に示した水曜日のアクセス推移情報を元に算出し，図 3.2.2
のように時間推移するように設定した．コンテンツ総数と，各順位までのアクセス総数がわかれ
ば，ガンマ分布の偏りパラメータ kは一意に定まる．
提案方式のキャッシュ配置は，要求の偏りの変動を予測し，1時間毎に各時間帯において効果
的なキャッシュ配置に近いものに設定する．比較アルゴリズムは，キャッシュなし（w/o cache），
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図 3.2.2: 評価に用いた IPTVの Top100コンテンツのリクエストシェアの割合
LFU，彩色パターン 1つの色キャッシュ（偏り大・小），提案方式の計 5つのキャッシュ機構とす
る．実験で用いた色キャッシュの彩色割当を表 3.2に示す．
Liらの文献 [7]を元に通信量の計算方法を決定した．まず，あるコンテンツの要求割合と取得
ホップ数を掛け合わせることで，あるコンテンツを取得する為に要するホップ数の期待値を算出
する．上記の計算を全てのコンテンツの期待値を算出するために行う．最後に全てのコンテンツ
の期待値の総和を通信量として算出する．以下に通信量を算出する式を示す．X
I
X
J
X
K
ei jpikyi jk (3.2.1)
ここで (3.2.1)式で用いるパラメータを，ei jはユーザ iからキャッシュサーバ jまでのホップ数，
pikはユーザ iがコンテンツ kにアクセスする確率，yi jkはユーザ iからコンテンツ kをキャッシュ
しているサーバ jまでのホップ数が最小なら 1,それ以外は 0，と定義した．
数式 3.2.1をキャッシュなしを分母に，比較アルゴリズムを分子にしたものを以下の実験で用い
る通信量 (Trac)[%]と定義した．
11
図 3.2.3: 上位 100位への要求の偏りと Gamma分布のパラメータの時間推移 k
3.2.2 通信量削減効果の検証
ユーザの要求の偏りが時間変化する状況下において，通信量削減効果を評価した．図 3.2.4では
全て準最適なキャッシュ配置で計算した場合と本提案方式の通信量を比較した．図 3.2.5には計 5
つのキャッシュアルゴリズムで時間と通信量の関係を比較した．
図 3.2.4では提案方式と毎単位時間毎に最適配置を行ったキャッシュ制御，計 2つのキャッシュ
機構で時間帯と通信量の関係を示している．図 3.2.4によると 6:00-8:00の時間帯，要求に対する偏
りが中間の場合，約 5%ほど通信量の増加が見られるが，その他の時間帯では同等の通信量となっ
ている．この増加も彩色パターン数を増やすことによって更に減らすことができる．以上の結果
から，本提案方式は長時間を要する事前のキャッシュ配置計算回数を小さく抑えつつ，コンテン
表 3.1: 実験に用いるパラメータ
説明 パラメータ
コンテンツ数 1000
キャッシュサーバ一台あたりの容量 100
Gamma分布
形状母数 k 図 3.2.3を参照
尺度母数  170.6067
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図 3.2.4: 準最適なキャッシュ配置との通信量の比較
ツの最適配置に近い，高い通信量削減効果を維持する．
図 3.2.5ではキャッシュなし，LFU，彩色パターン 1つの色キャッシュ（偏り大・小の計 2つ），
提案手法の計 5つのキャッシュ機構で時間帯ごとの通信量を示している．色キャッシュ制御の彩
色割当を表 3.2に示す．
提案方式の通信量は，キャッシュサーバを配置していない状況と比較すると最大約 90%，最小
約 78%削減された．また，アクセスパターンが静的の場合に通信量削減効果が理論上最大となる
LFUアルゴリズムと比較しても，通信量を最大約 60%削減できた．色キャッシュは単一サーバで
動作する LFUアルゴリズムと比較して，分散協調キャッシュ制御を行うことで，実効キャッシュ
容量が増加したためである．
最適配置計算回数 1回の場合と提案手法を比較すると，通信量は最大約 58%削減された．図中
の 5:00の通信量に着目すると，偏りが大きいと判定した彩色パターンと提案方式を比較した場合，
表 3.2: 実験で用いた各偏りのコンテンツ彩色割当
アクセスの偏り 4色 3色 2色 1色
大 20 40 70 270
小 0 0 0 400
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図 3.2.5: アクセスの偏りと通信量の時間推移
通信量は 58%の差が生じる．一方で，図 3.2.5中の 14:00の通信量に着目すると，偏りが小さいと
判定した彩色パターンと提案方式を比較した場合，通信量は約 26%の差が生じる．
3.2.3 彩色パターン増加による通信量削減効果の検証
本提案方式では，2パターンのキャッシュ配置を算出し，その 2パターンを予測に基づき時間帯
ごとに適切な配置に切り替える．図 3.2.6に全時間帯の最適配置を計算した通信量との差分の平均
と用意する彩色パターンの計算回数の関係を示す．表 3.3に偏りパラメータごとの彩色割当パラ
メータを示す．複数の彩色パターンをもち予測キャッシュ制御を行う場合の通信量の算出には，3
回目に上位 100の要求割合が 60%の時最適な彩色配置を追加，4回目に 72%の彩色配置を追加，5
回目に 46%の彩色配置を追加した．2回目の時点で毎単位時間最適配置を計算したキャッシュ制
御と比較した時の誤差が，1%以内に収まった．この結果から，彩色パターンの増加を行うことで
通信量削減効果を向上させることが可能であるが，その向上は少ない．つまり，より多くの通信
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図 3.2.6: 時間帯ごとの準最適配置の通信量の差分の平均値
量を削減するためには，できるだけ多くの彩色パターンを計算するべきであるが，少ない彩色パ
ターンでも通信量の差分の平均を 1%以内に収めることができる．
3.3 議論
本提案方式を評価するにあたって，ネットワークの通信量負荷を表す軸としてキャッシュなし
と比較した場合の削減割合を元に図 3.2.5に示す通り評価を行った．削減割合を評価することは，
キャッシュヒット率などの算出を行う場合において，有効な比較方法である．一方，IPTVサービ
スの視聴傾向を評価するにあたって，割合としての評価はユーザからの総要求数を評価の指標に
向いていない．
今回通信量の削減割合では，提案方式と従来方式は最大 58%差通信量削減効果を示したが，通
信総量として比較した場合，1日の通信量削減効果は最大 5%程度となってしまう．
通信総量を評価の軸として考える場合には，もっともユーザからの要求数が多い時間帯の通信量
を削減することが，ネットワークの負荷低減に繋がる．水曜日の通信総量 [13]を調査したところ，
ユーザの要求数が最も大きい 3時間の要求数は全体の約 35%であることがわかった．この時間帯
は一般的にゴールデンタイムと呼ばれる 21:00から 23:59までの 3時間である．以上より，通信量
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を効率的に削減するためには，ユーザの要求数の多い時間帯の通信総量を削減することが，ネッ
トワークの負荷低減に繋がることがわかった．
表 3.3: コンテンツの彩色割当
要求の偏り 4色 3色 2色 1色
86%(大) 20 40 70 270
72% 9 25 55 311
60% 3 19 41 337
46% 0 4 16 380
38%(小) 0 0 0 400
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第4章 新規コンテンツ追加の予測に基づく色
キャッシュ制御
4.1 新規コンテンツ追加の予測に基づく色キャッシュ制御
4.1.1 概要
通信総量を削減するためにはユーザからの要求がピーク時に効果的なキャッシュ配置を適用す
ることが通信量の削減に大きく貢献する．x3より発展した内容として，
 ユーザからの要求数
 新規コンテンツの挿入
についても要求傾向パラメータの追加を行い，より現実的な状況を想定した通信量削減を目指す．
放送配信事業者による新規コンテンツの挿入は，アクセスログもないため，キャッシュサーバ
でキャッシュしにくい．LFUアクセスログを元にコンテンツをキャッシュしているため，新規コ
ンテンツをキャッシュできない．新規コンテンツの挿入により，効果的なキャッシュ配置が予測
できないため通信量が増加してしまう．
本研究では次点に人気になるコンテンツを予測し，色キャッシュの仕組みを用いて，キャッシュ
サーバに事前にコンテンツを配布しておく仕組みの提案を行う．この仕組みにより，キャッシュ
容量が圧迫される問題を解決する必要があるが，初期参照ミスはなくなり効果的なキャッシュ配
置を事前に整備するため，リリース時に集中するオリジンサーバの負荷低減かつ通信量の削減を
達成する．
4.1.2 ヒューリスティックに基づくコンテンツの人気予測
図 2.3.2,図 2.3.3によると，深夜の時間帯は視聴者が少なく個人の趣向が反映されるため予測し
にくい入れ替わりが発生する．一方，ゴールデンタイムは各放送事業者のコンテンツが多数の視
聴者により要求されるため，統計データが取りやすく，予測しやすい．この環境を用いて，ゴー
ルデンタイムの時間帯に人気になるコンテンツを予測し，事前にコンテンツをキャッシュサーバ
に配布する．
通信事業者・動画配信事業者は経験則によるヒューリスティックから人気になるコンテンツを予
測することができる仮定に基づくと，そのヒューリスティックに基づきコンテンツを事前にキャッ
シュサーバに保持しておくことでピーク時の負荷低減・通信量削減が可能になる．
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図 4.1.1: 想定した内部トラフィックの通信量の推移
4.1.3 人気予測とコンテンツの色付けの組み合わせ
新規コンテンツに色タグ情報を事前に付与し，リリース前にコンテンツを事前配布する．その
際に効果的なキャッシュ配置を可能にする色キャッシュの保持テンプレートを利用することによ
り効果的なキャッシュ配置を可能にする．この仕組みにより，リリース直後に集中するオリジン
サーバの負荷を軽減することができる．
事前配布する際には，リリース前のコンテンツは要求されないため，要求されないコンテンツ
にキャッシュサーバの実効キャッシュ容量が圧迫されてしまう．そのために，常に要求されない
コンテンツを持ち続けるのではなく，リリース直前に新規コンテンツを事前配布することが通信
量削減効果を高めることに繋がる．
図 4.1.1に本提案手法を追加した際の，時間と通信トラフィックを示した例を示す．この図は予
測を行いコンテンツを事前に配布することによって，通信量削減効果を高めることを示している．
N-1時点において，コンテンツを事前にキャッシュサーバに配布する．この時通信トラフィック
は，「コンテンツを配布する際の通信量」と「要求されないコンテンツによって実効キャシュ容量
が減少する」ため，事前配布を行っていない場合より増加してしまう．しかし，N時点の新規コ
ンテンツリリース後において，事前配布を導入した仕組みは N時点において既に効果的にコンテ
ンツが配布されているため通信量が削減される．
4.1.4 色付けの更新間隔・タイミング
本提案方式では，色の更新と事前配布のタイミングを同期することで，事前配布する処理を簡
単化する．この処理により，予め用意されていた効果的なキャッシュ配置テンプレートを適用さ
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せるだけで，リリース前に新規コンテンツが効果的なキャッシュ配置に整列する．
しかし，新規コンテンツの事前配布により，キャッシュ容量が圧迫されてしまうため，リリー
ス直前に色の更新を行い，新規コンテンツを各キャッシュサーバに事前配布する．
図 4.1.2にコンテンツ事前配布の 2色の色キャッシュと本提案手法の動きを示す．図 4.1.2(a)に
通常時の本提案方式を示す．通常時には 2色の色キャッシュと同様の動きをする．高人気の動画
に 2つの色タグが付与されており，中低人気の動画には 1つ色タグが付与されている．
図 4.1.2(b)にピークシフト時の本提案方式を示す．ピークシフトを行うために，コンテンツを
キャッシュサーバに配置する．この新規コンテンツは，図 4.1.1のN-1からN時点まではユーザか
ら要求されず，実効キャッシュ容量を圧迫され，1つの色タグがついているコンテツが追い出され
る．N時点以降には新規コンテンツがリリースされ，各コンテンツが予測した要求確率通りユー
ザから要求される場合，効果的なキャッシュ配置になる．
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(a) 通常時
(b) ピークシフト時
図 4.1.2: 事前配布機能時の 2色の色キャッシュの動き
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4.2 評価
4.2.1 実験ネットワーク
x3で提案した仕組みを導入し，以下の実験条件で本提案方式の通信量削減効果をシミュレーショ
ン実験により示す．
今回の実験では，新規コンテンツは最人気コンテンツが挿入され，それぞれのアクセス確率は
各時間帯のガンマ分布によるものとする．
評価に用いたネットワークトポロジは先行研究 [16][17]で用いられていた，図 3.2.1に示した日
本のNTTネットワークを模した環境を想定した．オリジンサーバは東京の位置にある黄色のノー
ドに接続されている．上記の実験トポロジのパラメータは表 4.2に示す．
各時間帯の要求の偏りは図 2.3.1,各時間帯に要求されるリクエストの数は図 2.3.2，各時間のコ
ンテンツの入れ替わり割合は図 2.3.3を参考にパラメータを設定した．
比較アルゴリズムは，キャッシュサーバなし (w/o cache)，ModifiedLRU, LRU,色情報が 1日更
新されない色キャッシュ制御 (Base Color), 1時間前の情報を元にコンテンツをキャッシュする色
キャッシュ制御（Color）,本提案方式（Push hybrid）,一時間前の情報を元にする色キャッシュと
ModifiedLRUのハイブリッド制御（Hybrid）の上記 6つのアルゴリズムを用いた．
本提案方式利用時には結果のグラフ上に「ピークシフト」と記載する．それ以外の時間帯は通
常時とし，Push hybridキャッシュはHybridと同様に動作するものとする．本提案方式のピークシ
フト導入時間帯は，一日のうちユーザからの要求数が多い時間を 3時間分選び実行した．
表 4.2: 実験ネットワークのノード数とリンク数
ノード数 リンク数 オリジンサーバ
55 144 Tokyo
4.2.2 内部トラフィックとオリジンサーバへの要求の通信量削減効果の検証
アクセスの変動が発生する状況における，時間ごとの通信量を x4.1で示した環境で評価を行っ
た．文献 [13]によると，IPTVにおいて時間帯に応じて，要求数，要求の偏り，コンテンツの入れ
替わる割合が異なる．
図 4.2.1(a)には比較アルゴリズム全ての結果を示す．図 4.2.1(b)には先行研究で提案されていた
ハイブリッドキャッシュと，本提案方式を比較する．図 4.2.1(a)によると，本提案手法はキャッシュ
表 4.1: 実験で利用した色の割り振り
4色 3色 2色 1色
Color 5 25 85 285
Hybrid 5 25 85 245
Push Hybrid (事前保持) 5 25 85 165
Push Hybrid (通常時) 5 25 85 245
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無しの状態と比較するとピーク時は約 5-6割ほど通信量削減可能である．Base Color，ModifiedLRU
はほぼキャッシュなしと同様の通信量削減効果となった．図 4.2.1(b)によると，通常時において
Push hybridとHybridは同等の機能のため通信量削減効果は同等である．ピークシフト時には，総
ホップ数を約 15-30%程度削減可能であることがわかった．
図 4.2.2(a)には比較アルゴリズム全ての結果を示す．図 4.2.2(b)には先行研究 [9]で提案され
ていたハイブリッドキャッシュと，本提案方式を比較する．図 4.2.2(a)によると，本提案手法は
キャッシュ無しの状態と比較するとピーク時は約 5-6割ほど通信量削減可能である．Base Color，
ModifiedLRUはほぼキャッシュなしと同様の通信量削減効果となった．図 4.2.2(b)によると，通常
時において Push hybridと Hybridは同等の機能のため通信量削減効果は同等である．ピークシフ
ト時には，オリジンサーバへの要求数を約 15-30%程度削減可能であることがわかった．
4.2.3 ピーク時の内部トラフィック・オリジンサーバの通信量削減効果の検証
新規動画のリリース時には，通常のキャッシュ制御において初期参照ミスが発生し，通信量・
オリジンサーバへの要求数が高くなる．縦軸はそれぞれ正規化した内部トラフィックとオリジン
サーバへの要求数を示す．横軸は時間を示し，5分間毎に結果をプロットした．毎単位時間ごとの
コンテンツ要求は，北欧の IPTVの文献 [13]の図 2.3.1,図 2.3.2,図 2.3.3を用い，表 4.3で指定され
た 20,21，22時の要求数を 1/12した回数分発生している．新規コンテンツはそれぞれ 21:00,22:00
にリリースされる．Push hybridはリリースの 5分前にコンテンツをキャッシュサーバに配布する．
図 4.2.3(a)に内部トラフィックの通信量，図 4.2.3(b)にオリジンサーバの要求数を示した．図
4.2.3(a)によると，ModifidLRUは新規コンテンツの追加に強いキャッシュアルゴリズムであるた
め，通信量の変動は少ないが，通信量削減効果は低く 10ほどしか通信量を削減することができな
い．20:55,21:55時点についてModifiedLRUと Hybridの通信量は上昇せず，Push hybridの通信量
が約 10%ほど上昇した．ピークシフト時の Push Hybridの仕組みを用いた場合，予測が的中し，既
にキャシュサーバに配置されているため 15%ほど通信量削減効果が高い．
表 4.3: 実験で利用したパラメータ
曜日 開始時刻 終了時刻
パラメータ Saturday 20:30 22:25
4.3 議論
4.3.1 内部トラフィックとオリジンサーバへの要求についての考察
本提案方式は，事前に効果的なキャッシュ配置を予測し，コンテンツをキャッシュサーバに配布
することにより要求がピークに達する時間帯の通信量を削減する手法である．キャッシュサーバ
なしと比較するとピーク時の本提案手法の内部トラフィックの通信量削減効果は約 8割程度であっ
た．文献 [10]の Hybrid方式は通信量削減効果が 9割ほどであったにも関わらず，LRUのキャッ
シュ容量より多くのコンテンツが挿入される場合，通信量削減効果は約 5-6割ほどである．この
状況において，本提案方式は Hybrid方式と比較しピーク時の内部トラフィックを約 15-30%ほど
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(a) 6つのアルゴリズムで比較
(b) Pushの有無で比較
図 4.2.1: 時間と総ホップ数の関係
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(a) 6つのアルゴリズムで比較
(b) Pushの有無で比較
図 4.2.2: 時間とオリジンサーバへの要求数の関係
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(a) 内部トラフィック
(b) オリジンサーバ
図 4.2.3: 事前配布方式導入による通信量削減効果の検証
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削減した．従来の手法と比較した場合，本提案方式を用いた場合の通信量は約 15-30%削減するこ
とができた．
4.3.2 ピーク時の要求の負荷分散についての考察
ピークシフト導入の有無による時間と正規化した通信量の関係を，内部トラフィックとオリジ
ンサーバの要求数それぞれについて示した．Push hybridは事前にコンテンツを配布時，ユーザか
らの要求されないコンテンツによるキャッシュ容量の圧迫，配布時に発生する通信量により内部
トラフィックの通信量が 10%程度増加した．ピーク時にはオリジンサーバ・内部トラフィックと
共に通信量削減効果がキャッシュなしと比較して約 80%，従来手法と比較して約 15%ほど通信量
削減効果を示した．
一般的にオリジンサーバからコンテンツを取得する際のコストは高いと言われている．その前
提において，本提案方式は要求数がピークに達する時間帯にキャッシュなしと比較して約 80%の
通信量を削減可能である．従来方式と比較した場合，ModifiedLRUとの比較では約 80%，予測な
しの色キャッシュと比較して約 15%通信量を削減した．事前配信を導入したオリジンサーバへの
要求数は内部トラフィックと異なり，配布前でも要求数の増加は小さい結果となった．この理由
として，要求されやすいコンテンツは既にキャッシュサーバに保存されており，リリース前のコン
テンツを配信する際にはコンテンツを 1個につき 1回配るだけであるため，オリジンサーバの負荷
を増やさず，リリーズ後にも効果的なキャッシュ配置を適用し通信量の削減を行うことができる．
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第5章 結論
本研究では，IPTVサービスで発生する通信量を削減するべく予測を用いて 2つの通信量削減手
法に取り組んだ．
1つ目の手法は，ユーザの要求の偏りを予測し，その偏りに合わせたコンテンツの配置割当を適
用することで最大 58%の通信量を削減した．提案方式は北欧の IPTVサービスの視聴傾向を元に
アクセスパターンを生成し，日本のNTTネットワークを模した環境において通信量削減効果をシ
ミュレーション実験により検証した．しかしながら，ユーザの要求数を評価項目に追加した場合，
最も差が発生していた深夜の時間帯にはほとんど要求が発生しておらず従来方式との差が約 5%で
あった．そこで，効率的に通信量を削減するべく，最もユーザの要求が多い時間帯には深夜時間
帯と比較すると約 40倍もの要求が発生している点に着目し，この時間帯の通信量を削減すること
を目指した．
2つ目に，動画配信事業者の経験則を用いた，新規コンテンツの人気度の予測を用いてコンテン
ツをキャッシュサーバに事前配布を行った．人気になるコンテンツを予測し事前に配布しておく
ことで，要求数がピークになる時間帯の負荷分散を可能にする仕組みを提案した．提案方式は評
価パラメータに新規コンテンツの挿入・要求数を追加し，前述のネットワーク環境で評価を行っ
た．ピークの時間帯はユーザの要求が統計的に取りやすく，人気になるコンテンツを予測可能と
いう前提において，キャッシュなしと比較して最大約 80%，従来手法と比較して最大約 30%の通
信量を削減した．
今後の課題として，より現実的な状況の再現を行い通信量削減効果を示すことが挙げられる．具
体的な内容について，以下に示す．
 実データを用いた予測
 新規コンテンツアクセスパターンのモデル化
 階層ネットワークへの拡張
参考文献調査・シミュレーションプログラムの作成行い，より現実的なネットワーク環境の想
定を行う．
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