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GEOMETRIC LOWER BOUNDS FOR GENERALIZED RANKS
ZACH TEITLER
Abstract. We revisit a geometric lower bound for Waring rank of polynomials (symmetric
rank of symmetric tensors) of [LT10] and generalize it to a lower bound for rank with
respect to arbitrary varieties, improving the bound given by the “non-Abelian” catalecticants
recently introduced by Landsberg and Ottaviani. This is applied to give lower bounds for
ranks of multihomogeneous polynomials (partially symmetric tensors); a special case is
the simultaneous Waring decomposition problem for a linear system of polynomials. We
generalize the classical Apolarity Lemma to multihomogeneous polynomials and give some
more general statements. Finally we revisit the lower bound of [RS11], and again generalize
it to multihomogeneous polynomials and some more general settings.
1. Introduction
Let F be a homogeneous polynomial of degree d in several variables. A power sum
decomposition of F is an expression F = c1ℓ
d
1 + · · ·+ crℓ
d
r in which the ℓi are linear forms
and the ci are scalars. The length of a power sum decomposition is the number r of terms.
The Waring rank of F , denoted r(F ), is the least length r of a power sum decomposition
of F . A Waring decomposition of F is a power sum decomposition of minimal length.
For example,
xy =
1
4
(
(x+ y)2 − (x− y)2
)
,(1)
xyz =
1
24
(
(x+ y + z)3 − (x+ y − z)3 − (x− y + z)3 + (x− y − z)3
)
,(2)
so r(xy) ≤ 2 and r(xyz) ≤ 4.
In fact, both of these inequalities are actually equalities. Several lower bounds for Waring
rank have been developed. The earliest lower bound, and the basis for all the rest, involves
catalecticants, which were introduced by Sylvester in 1851. We review catalecticants in
Section 2. It turns out that the catalecticant lower bound gives r(xy) ≥ 2 and r(xyz) ≥ 3.
Clearly, an improvement is desirable. One such improvement was given in [LT10], which
showed that the catalecticant bound for rank could be improved by adding the dimension
of a certain set of singularities. We review this in Section 3; it gives r(xyz) ≥ 4. Another
improvement given in [RS11] also yields r(xyz) ≥ 4; it is reviewed in Section 5.
Here we are interested in more general notions of rank for which, as we will see, there
are well-known (generalized) catalecticant lower bounds. We develop improvements to these
lower bounds analogous to the improvements in [LT10]. In some cases we are also able to
develop improvements analogous to the one in [RS11].
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Here is an example in which we are able to determine a generalized rank. Fix a, b > 0
and consider F = x1 · · ·xay1 · · · yb, a homogeneous form of degree a + b in a + b variables,
and also a bihomogeneous form of bidegree (a, b). Generalizing Waring rank, we consider
expressions of F as a sum of terms of the form ℓ(x)am(y)b:
x1 · · ·xay1 · · · yb =
r∑
i=1
ℓi(x1, . . . , xa)
ami(y1, . . . , yb)
b,
each ℓi and mi a linear form. We are able to show that the least number of terms in such
an expression is 2a+b−2, see Example 1.7 and Example 5.14.
And here is an example which we are not able to resolve. Fix s, t > 0 and F = x1 · · ·xst.
Consider expressions of F as a sum of s-th powers of homogeneous forms of degree t:
x1 · · ·xst =
r∑
i=1
Gi(x1, . . . , xst)
s,
each degGi = t. It is easy to see that there is such an expression with r = 2
s−1, but we are
not able to determine whether or not this is the shortest possible expression.
As the reader will see, this is just one of many open questions.
In the remainder of this introduction we describe, in steps of increasing generality, the
notions of rank in which we are interested. In Section 2 we review catalecticants for classical
Waring rank (as above) and in the generalized settings. In Section 3 we introduce our
improvements to the catalecticant lower bounds generalizing [LT10]. We review Apolarity
Lemmas in Section 4. Finally in Section 5 we develop, at least for some cases, improvements
to the catalecticant lower bounds generalizing [RS11].
We work over an algebraically closed field k of characteristic 0.
1.1. Classical Waring rank. Recall that a homogeneous polynomial of degree d in n vari-
ables is called an n-ary d-form or an n-ary d-ic; thus, for example, a homogeneous poly-
nomial of degree 5 in 2 variables is a 2-ary 5-form, or binary quintic.
If F is a quadratic form, the Waring rank of F is equal to its rank as a quadratic form. Also,
ranks of binary forms are understood, thanks to 19th century work by Sylvester [Syl51a],
[Syl51b], [Syl86], Gundelfinger [Gun86], and others, see [GY10, Ch. XI]; for more recent
treatments see for example [Kun86], [CS11], [Rez13b]. Ranks of ternary cubics are well
known, see for example [CM96], [LT10, §8]. Also the theorem of Alexander and Hirschowitz
[AH95], [BO08], [Cha01], [Cha02], [Pos12] gives the ranks of general forms, meaning those
in a dense open subset of the space of forms. Namely, a general d-form in n variables has
rank ⌈
1
n
(
n + d− 1
n− 1
)⌉
,
with a short list of exceptions: when d = 2, the general rank is n (instead of (n + 1)/2);
when (n, d) = (3, 4), (4, 4), (5, 4), (5, 3) the general rank is respectively 6, 10, 15, 8 (instead of
5, 9, 14, 7).
However for an arbitrary given form, it is surprisingly nontrivial to determine r(F ). There
is no known effective way to determine if a given F is general, so that it has the rank given
by Alexander–Hirschowitz. Nevertheless, ranks have been worked out in a number of cases.
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Typically one can express F as a sum of dth powers of linear forms, giving an upper bound
on r(F ). For example, the power sum decomposition
x1 · · ·xn =
1
2n−1n!
∑
(ǫ2,...,ǫn)∈{±1}n−1
ǫ2 · · · ǫn(x1 + ǫ2x2 + · · ·+ ǫnxn)
n
shows r(x1 · · ·xn) ≤ 2
n−1. Computational methods to find power sum decompositions have
been developed [BCMT10], [OO13]. Finding good upper bounds is an interesting challenge,
see [BBS08], [LT10, §5], [Jel13], [BP13], [BT14].
The problem we are concerned with here, however, is to give a lower bound. We will
review some ideas for lower bounds in the following sections; for now, I will simply list all
the determinations of Waring ranks of which I am aware.
That r(x1 · · ·xn) = 2
n−1 was shown for n = 4 in [LT10] (2010), and for all n in [RS11]
(2011), which showed more generally that r((x1 · · ·xn)
d) = (d+1)n−1. The ranks of arbitrary
monomials and sums of pairwise coprime monomials were determined in [CCG12] (2012).
Plane quartics have been studied [Kle99], [BGI11], [Par13] in great detail. In [TW13],
Waring ranks are determined for the defining equations of hyperplane arrangements which
are mirror arrangements for complex reflection groups satisfying a certain hypothesis. A few
isolated examples have been computed: r(x(y21 + · · ·+ y
2
n)) = r(x(y
2
1 + · · ·+ y
2
n + x
2)) = 2n
and r(x1y1z1 + · · · + xnynzn) = 4n [LT10, §7], [Ven13]; r(x
2
0y0 − (x0 + x1)
2y1 + x
2
1y2) = 9
[BB13b]. See [Rez92] for the forms (x21 + · · · + x
2
n)
d/2. Carlini, Catalisano, and Chiantini
have shown very recently [CCC14] that r(F (x1, . . . , xn) + y
d
1 + · · · + y
d
s) = r(F ) + s and
r(F (x1, x2)+G(y1, y2)) = r(F )+ r(G) (a conjecture of Strassen asserts that this should hold
for all F and G involving any number of variables). See also [Woo14]. Together with the
previously mentioned quadratic and binary forms, ternary cubics, and general forms, this is,
as far as I know, a complete list of all forms whose Waring ranks have been determined.
The recency of these results is somewhat surprising given the long history and wide-
spread interest in questions about Waring rank, going back at least to Sylvester and 19th
century investigations of apolarity and canonical forms. A wide range of applications has
emerged in other areas of mathematics, statistics, engineering, and sciences. See for exam-
ple [CM96], [DSS09, Chapter 4], [CGLM08], [BCMT10], [BBCM11], [Lan12]. For compre-
hensive introductions to this subject and its history and applications see [IK99], [Lan12].
We digress to briefly describe some of the applications. The rank of a polynomial may
be considered a measure of its complexity, as in the field of geometric complexity theory
[Lan13]. The linear functional on the space of d-forms corresponding to the inner product
with ℓd = (a1x1+ · · ·+anxn)
d is given by evaluation at the point (a1, . . . , an) (up to factorial
factors), so a power sum decomposition of a polynomial corresponds to a decomposition of
a linear functional into a combination of atomic measures. See [Rez92] for applications of
this idea to number theory, functional analysis, numerical analysis (quadrature problems),
and spherical designs. In statistics, a power sum decomposition of a polynomial corresponds
to mixture model of joint distributions of independent identically distributed random vari-
ables. As an extremely simple example of this, a random variable X on a finite set with
P (X = i) = pi for 1 ≤ i ≤ n may be described by the linear form ℓX = p1x1 + · · · + pnxn;
then the coefficients of ℓdX give the joint distribution of d independent identically distributed
copies of X . For a given random variable Y encoded in the coefficients of a d-form F , a
power sum decomposition of F corresponds to an expression of Y as a mixture model of joint
distributions of independent identically distributed random variables. (In this context one
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considers power sum decompositions with the extra constraints that all coefficients must be
nonnegative real numbers summing to 1.) This is related to the PARAFAC/CANDECOMP
decomposition. This basic idea plays a role in applications such as blind source separation in
signal processing, where an observed signal must be decomposed into simple single sources.
Much more discussion and detail may be found in the references above.
Despite this long history and widespread interest we are still left with the simple question:
given F , what is r(F )?
Example 1.1. Let detn be the determinant of an n× n generic matrix,
detn = det
x1,1 . . . x1,n... ...
xn,1 . . . xn,n
 ,
a polynomial of degree n. Since detn is a sum of n! monomials each with rank 2
n−1, r(detn) ≤
2n−1n!; in particular r(det3) ≤ 24.
There is a remarkable improvement of this, recently discovered by Derksen [Der13]:
det3 =
1
2
(
(x13 + x12)(x21 − x22)(x31 + x32)
+ (x11 + x12)(x22 − x23)(x32 + x33)
+ 2x12(x23 − x21)(x33 + x31)
+ (x13 − x12)(x22 + x21)(x32 − x31)
+ (x11 − x12)(x23 + x22)(x33 − x32)
)
.
(3)
Each of the 5 terms is a product of 3 linear forms, ℓ1ℓ2ℓ3. This has rank 4 by substitution
in (2). Thus r(det3) ≤ 20. As noted by Derksen, an improved upper bound for larger
determinants follows by Laplace expansion by complementary minors in the first 3 rows. We
will see in Example 1.14 that
(4) r(detn) ≤
(
5
6
)⌊n/3⌋
2n−1n!.
What about lower bounds for r(detn)? We will see in Example 2.3 that Sylvester’s catalec-
ticant lower bound gives r(detn) ≥
(
n
⌊n/2⌋
)2
(so r(det3) ≥ 9). A different lower bound intro-
duced by Ranestad and Schreyer [RS11], together with a result of Masoumeh Sepideh Shafiei
[Sha14], gives r(detn) ≥
1
2
(
2n
n
)
(so r(det3) ≥ 10), see Example 5.6. The lower bound of [LT10]
gives r(detn) ≥
(
n
⌊n/2⌋
)2
+n2− (⌊n/2⌋+1)2 (so r(det3) ≥ 14), see Example 3.7. Among these
lower bounds for r(detn), the Ranestad–Schreyer–Shafiei lower bound grows most quickly,
giving the best result for n ≥ 5. However all three of these lower bounds grow exponentially
in n, much more slowly than the factorial upper bound.
It would be quite interesting to determine r(detn), or even to give better bounds. See
[Sha14], [Sha13] for further discussion of determinants along with permanents (see Exam-
ple 1.5), Pfaffians, symmetric determinants, etc.
We will revisit the generic determinant in Examples 1.9, 2.3, 2.18, 3.7.
Remark 1.2. The rank of a general form of degree n in n2 variables is ⌈ 1
n2
(
n2+n−1
n
)
⌉. This is
greater than 2n−1n! for n ≥ 4, so detn has less than the general rank for n ≥ 4. However
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the general rank of a cubic in 9 variables is 19 while 14 ≤ r(det3) ≤ 20. Even to determine
whether det3 has greater than, equal to, or less than the general rank is an interesting
challenge.
Remark 1.3. Waring decompositions are typically not unique. Of course one may replace
a term ciℓ
d
i with (ci/λ
d)(λℓi)
d, and one may reorder the terms. Even ignoring these trivial
changes—say, by considering the unordered set {[ℓ1], . . . , [ℓr]}, with each linear form consid-
ered just up to scalar multiple—uniqueness may still fail. For example,
xy =
1
4
(x+ y)2 −
1
4
(x− y)2 =
1
12
(x+ 3y)2 −
1
12
(x− 3y)2.
Uniqueness and non-uniqueness have been studied, see for example [Mel06], [Mel09], [BB12],
[BB13a].
Remark 1.4. Let F be a d-form. We have just remarked that the set of linear forms
{ℓ1, . . . , ℓr} appearing in a Waring decomposition of F is typically not uniquely determined.
What if we fix the ℓi and ask for uniqueness of the scalar coefficients ci?
Suppose F is a d-form and some linear forms ℓ1, . . . , ℓr are fixed. Even if there exist
scalars c1, . . . , cr such that F =
∑
ciℓ
d
i , i.e., even if F is in the linear span of the ℓ
d
i , it may
happen that the scalars ci are not necessarily uniquely determined, as the ℓ
d
i may be linearly
dependent.
However in the case of a Waring decomposition, the scalars ci are uniquely determined,
once F and the linear forms ℓi are chosen. Indeed, if {ℓ1, . . . , ℓr} are the linear forms
appearing in a Waring decomposition of F then the ℓdi must be linearly independent, or else
the number of terms could be reduced by replacing one of the ℓdi by a linear combination of
the others. Since the ℓdi are linearly independent, the scalars ci = ci(F, {ℓ1, . . . , ℓr}) appearing
in the Waring decomposition F =
∑
ciℓ
d
i are uniquely determined.
1.2. Simultaneous Waring rank. As a first step toward full generality, let W be a linear
series of homogeneous forms of degree d. A simultaneous power sum decomposition of
W of length r is a collection of linear forms ℓ1, . . . , ℓr such that for every F ∈ W there exist
scalars c1, . . . , cr yielding a power sum decomposition F = c1ℓ
d
1 + · · ·+ crℓ
d
r . That is, W ⊆
span{ℓd1, . . . , ℓ
d
r}. See [Bro33], [Fon02], [CC03], [BL13]. The simultaneous Waring rank
r(W ) is the least length of a simultaneous power sum decomposition of W ; a simultaneous
Waring decomposition is a simultaneous power sum decomposition of minimal length.
Clearly, r(W ) ≥ r(F ) for all F ∈ W , and r(W ) ≥ dimW . Also clearly, r(W ) ≤
∑
r(Fi) for
a basis F1, . . . , Fn of W . Typically it is a difficult problem to determine the maximum and
minimum of r(F ) for F ∈ W , the set of F on which the maximum is attained, etc.
Example 1.5. Recall that the permanent of a k × k matrix A = (ai,j) is
perA =
∑
π∈Sk
k∏
i=1
ai,π(i),
that is, the (un-signed) sum of products with one entry from each row and column of A.
Let X = (xi,j), 1 ≤ i ≤ m, 1 ≤ j ≤ n be a generic m × n matrix. Let Dk be the
linear series spanned by the k-minors of X , let Pk be spanned by the permanents of k × k
submatrices of X , and let Rk be spanned by the degree k rook-free products in X , that is,
products of k distinct entries of X with no two in the same row or column (so that chess
rooks placed in those positions would be pairwise non-attacking).
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Note that Dk, Pk ⊂ Rk, so r(Dk), r(Pk) ≤ r(Rk). Each degree k product of linearly
independent factors has rank 2k−1, so
(5) r(Rk) ≤ 2
k−1 dim(Rk) = 2k−1
(
m
k
)(
n
k
)
k!.
And
r(Dk) ≤
(
5
6
)⌊k/3⌋
2k−1k! dim(Dk) =
(
5
6
)⌊k/3⌋
2k−1
(
m
k
)(
n
k
)
k!.
As far as I know these are the best known upper bounds for the ranks of Rk andDk, including
in the case m = n = k (where Dk reduces to a single, square determinant). While (5) is also
an upper bound for r(Pk), we can do better. First, the Ryser identity [Rys63] (for a square
matrix) is the following:
perk = per(xi,j)1≤i,j≤k =
∑
S⊆{1,...,k}
(−1)k−|S|
k∏
i=1
∑
j∈S
xi,j .
For example,
per3 = (x1,1 + x1,2 + x1,3)(x2,1 + x2,2 + x2,3)(x3,1 + x3,2 + x3,3)
− (x1,1 + x1,2)(x2,1 + x2,2)(x3,1 + x3,2)
− (x1,2 + x1,3)(x2,2 + x2,3)(x3,2 + x3,3)
− (x1,1 + x1,3)(x2,1 + x2,3)(x3,1 + x3,3)
+ x1,1x2,1x3,1 + x1,2x2,2x3,2 + x1,3x2,3x3,3.
This expresses the k × k permanent as a sum of 2k − 1 terms, each of rank 2k−1. Applying
this to each basis element gives r(perk) ≤ 2
2k−1 − 2k−1 and r(Pk) ≤ (22k−1 − 2k−1)
(
m
k
)(
n
k
)
.
But better, Glynn gives a similar identity [Gly10]:
(6) per(xi,j)1≤i,j≤k =
∑
ǫ∈{±1}k
ǫ1=1
k∏
i=1
k∑
j=1
ǫiǫjxi,j.
For example,
per3 = (x1,1 + x1,2 + x1,3)(x2,1 + x2,2 + x2,3)(x3,1 + x3,2 + x3,3)
− (x1,1 + x1,2 − x1,3)(x2,1 + x2,2 − x2,3)(x3,1 + x3,2 − x3,3)
− (x1,1 − x1,2 + x1,3)(x2,1 − x2,2 + x2,3)(x3,1 − x3,2 + x3,3)
+ (x1,1 − x1,2 − x1,3)(x2,1 − x2,2 − x2,3)(x3,1 − x3,2 − x3,3).
This expresses the k × k permanent as a sum of 2k−1 terms, each of rank 2k−1. Therefore
r(perk) ≤ 2
2k−2 and r(Pk) ≤ 22k−2
(
m
k
)(
n
k
)
.
It would be interesting to determine if these natural linear series, especially Dk, admit any
simultaneous Waring decomposition shorter than simply decomposing separately each mem-
ber of a basis for the linear series, or at least if any cleverly chosen basis can do better than
the “obvious” defining basis consisting of minors for Dk, permanents for Pk, and products
for Rk.
We will revisit these linear series in Examples 2.13, 3.14, 3.15.
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Remark 1.6. Note that if {ℓ1, . . . , ℓr} is a simultaneous Waring decomposition of W , then
the ℓdi must be linearly independent, or else they would not be a minimal spanning set. Thus
if {ℓ1, . . . , ℓr} is a simultaneous Waring decomposition of W then for each F ∈ W the scalar
coefficients ci = ci(F, {ℓ1, . . . , ℓr}) in the power sum decomposition F =
∑
ciℓ
d
i are uniquely
determined, even though it is not necessarily a Waring decomposition of each F ∈ W .
1.3. Multihomogeneous polynomials. More generally, we consider ranks of multihomo-
geneous polynomials. Fix s > 0, positive integers n1, . . . , ns, and s sets of doubly-indexed
variables xi,j , 1 ≤ i ≤ s, 1 ≤ j ≤ ni. A polynomial F in the xi,j is multihomogeneous of
multidegree (d1, . . . , ds) if for each i, each monomial appearing in F has degree di in the ith
set of variables, that is, xi,1, . . . , xi,ni.
A multihomogeneous power sum decomposition of F of length r is an expression
F =
∑r
k=1 ckℓ
d1
1,k · · · ℓ
ds
s,k where each ℓi,k is a linear form in the ith set of variables. As before,
themultihomogeneous Waring rank of F is the least number of terms in a multihomoge-
neous power sum decomposition of F and a multihomogeneous Waring decomposition
of F is a multihomogeneous power sum decomposition of F of minimal length. See [Fon06]
(focusing on uniqueness of decompositions).
Ranks of multihomogeneous polynomials generalize several familiar notions. Classical
Waring rank is the case s = 1. The case when the multidegree is (1, . . . , 1) is the usual tensor
rank. Tensor rank is very well studied, with applications far too numerous to mention; see
[KB09], [Lan12]. If W is a linear series of degree d forms, then the simultaneous Waring
rank of W is the rank of a single bihomogeneous polynomial of bidegree (1, d). Namely, let
F1(x1, . . . , xn), . . . , Fs(x1, . . . , xn) be a basis for W ; then r(W ) is equal to the rank of the
multihomogeneous polynomial M =
∑
tiFi with multidegree (1, d).
We make this last observation explicit. Let W,Fi,M be as above. For each j = 1, . . . , s,
let ej = (0, . . . , 1, . . . , 0), the s-tuple with 1 in the jth position and all other entries zero.
First, if M = M(t, x) =
∑r
i=1 ℓi(t)mi(x)
d then for each j = 1, . . . , s, Fj = M(ej , x) =∑r
i=1 ℓi(ej)mi(x)
d, so the mi give a simultaneous power sum decomposition of W of length
r. Conversely, if m1, . . . , mr give a simultaneous power sum decomposition of W , write
Fj =
∑r
i=1 ci,jm
d
i for each j. The ci,j are uniquely determined by Remark 1.6. For each
1 ≤ i ≤ r, let ℓi be the linear form with ℓi(ej) = ci,j for 1 ≤ j ≤ s. Then M =
∑r
i=1 ℓim
d
i ,
giving a multihomogeneous power sum decomposition of M of length r.
In order to distinguish between the classical Waring rank of F as a homogeneous polyno-
mial and the rank of F as a multihomogeneous polynomial, we reserve r(F ) for the former
and write rMH(F ) for the latter, or rMH(d1,...,ds)(F ) if we wish to specify how F is considered
to be multihomogeneous.
Example 1.7. F = x1 · · ·xay1 · · · yb is homogeneous of degree d = a + b and has Waring
rank 2a+b−1, but it is also bihomogeneous of bidegree (a, b) in the x and y variables, and
the bihomogeneous rank of F is at most 2a+b−2. Indeed, a decomposition of this length is
given by multiplying decompositions of the separate parts. Let x1 · · ·xa =
∑2a−1
i=1 ℓ
a
i and
y1 · · · yb =
∑2b−1
j=1 m
b
j be Waring decompositions. Then F =
∑
i,j ℓ
a
im
b
j is a decomposition of
F as a bihomogeneous form using 2a+b−2 terms.
This is actually the rank when a = 1 or b = 1—if, say, a = 1, then setting x1 = 1 in any
decomposition yields a (classical) Waring decomposition of y1 · · · yb, which must involve at
least 2b−1 terms, so as a bihomogeneous form rMH(1,b)(F ) ≥ 2b−1 = 2a+b−2.
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We will revisit these bihomogeneous products of variables in Example 2.17, in Exam-
ple 3.22, and in Example 5.14 where we show that in fact rMH(x1 · · ·xay1 · · · yb) = 2
a+b−2.
Example 1.8. More generally, rMH(f(X)g(Y )) ≤ r(f)r(g), with equality if r(f) = 1 or
r(g) = 1.
Example 1.9. The generic determinant detn (see Example 1.1) is bihomogeneous of bide-
gree (a, n− a) in the sets of variables appearing in the first a rows or last n− a rows of the
matrix. The rank rMH(a,n−a)(detn) is less than or equal to the Waring rank r(detn). Also
rMH(a,n−a)(detn) ≤ 2n−2n!, since detn is a sum of n! monomials each with (multihomoge-
neous) rank at most 2n−2. Better, Derksen’s formula (3) is multihomogeneous in the rows of
the matrix, so rMH(a,n−a)(detn) ≤ (56)
⌊n/3⌋2n−2n!, since detn is a sum of (5/6)⌊n/3⌋n! products
of linear forms each with (multihomogeneous) rank 2n−2. We can do at least as well by
expanding detn as an alternating sum of products of maximal minors of the first a rows of
the matrix with their complementary minors from the last n− a rows, yielding
rMH(a,n−a)(detn) ≤
(
n
a
)
r(deta)r(detn−a)
≤
(
n
a
)(
5
6
)⌊a/3⌋+⌊(n−a)/3⌋
2n−2a!(n− a)!
=
(
5
6
)⌊a/3⌋+⌊(n−a)/3⌋
2n−2n!
≤
(
5
6
)⌊n/3⌋
2n−2n!.
See also Examples 2.18, 3.23.
1.4. Generalized rank. Even more generally, one can define rank with respect to any
projective variety. Let the variety X ⊂ Pn be nondegenerate, that is, not contained in
any hyperplane. For an affine point q 6= 0, the rank of q with respect to X , denoted
rX(q), is the least r such that there exist some r distinct, reduced affine points x1, . . . , xr
such that [x1], . . . , [xr] ∈ X and their linear span contains q: that is, q = c1x1 + · · · + crxr
for some scalars ci. Then the classical Waring rank is rank with respect to a Veronese
variety; tensor rank is rank with respect to a Segre variety; the rank of a multihomogeneous
polynomial is rank with respect to a Segre-Veronese variety, a product of projective spaces
P
n1−1 × · · · × Pns−1 embedded by the line bundle
OPn1−1×···×Pns−1(d1, . . . , ds) = pr
∗
1OPn1−1(d1)⊗ · · · ⊗ pr
∗
sOPns−1(ds)
where (d1, . . . , ds) is the multidegree of the polynomial and pri : P
n1−1×· · ·×Pns−1 → Pni−1
is the projection onto the ith factor.
So this notion includes all the previous ideas, and more. For example, the rank of an
alternating tensor — the least length of an expression as a sum of simple wedges — is its
rank with respect to a Grassmannian in its Plu¨cker embedding. Ranks with respect to an
elliptic normal curve have been studied in [BGI11, Thm. 28].
Example 1.10. Carlini considered “codimension one decompositions” in [Car05]. Given a
d-form F ∈ S = k[x1, . . . , xn], such a decomposition is an expression F = G1 + . . . + Gr,
where each Gi is a d-form in a subring generated by n− 1 linear forms: Gi ∈ k[ℓ1, . . . , ℓn−1].
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In [Car05] Carlini determines the number of summands in a codimension one decomposition
of a general form. The least number of terms in such a decomposition is given by rank with
respect to the variety of forms that depend on (at most) n− 1 variables, called a subspace
variety. We will define this more precisely in terms of catalecticants, introduced in the next
section. See Definition 2.10.
Example 1.11. Similarly, Carlini considered “binary decompositions” in [Car06a], expres-
sions for F as a sum of binary forms, i.e., forms lying in a subring generated by two linear
forms. Again the least number of terms in such an expression is given by rank with respect
to a subspace variety, this time parametrizing forms that depend on at most two variables,
see Definition 2.10.
Note that classical Waring rank corresponds to decompositions into forms depending on
one variable, i.e., homogeneous polynomials in a single linear form. In fact the subspace
variety whose points are forms depending on one variable is just the Veronese variety.
Example 1.12. It is interesting to write a form F as a sum of products of linear forms.
For example, the determinant and permanent of an n× n matrix can be written as sums of
n! products of linear forms. Derksen’s formula improves this, see Example 1.14 below. The
least number of terms in such an expression is rank with respect to the variety parametrizing
forms which completely factor as products of linear forms, called the split variety or the
Chow variety of zero-cycles, see for example [AB11], [Shi12], [Tor13], [Abo14].
Let us consider lower bounds for this rank, which we will call split rank and denote rsplit.
Since r(x1 · · ·xd) = 2
d−1, we have for any d-form F the relations
rsplit(F ) ≤ r(F ) ≤ 2
d−1rsplit(F ).
Therefore
rsplit(F ) ≥ 2
1−dr(F ),
and any lower bound for Waring rank leads to a lower bound for split rank. In Example 1.1
we saw r(detn) ≥
1
2
(
2n
n
)
, so rsplit(detn) ≥ 2
−n(2n
n
)
. From this we get rsplit(det3) ≥ 3. The
lower bound of [LT10] gives r(det3) ≥ 14, so in fact rsplit(det3) ≥ 4.
Similarly, the generic n × n permanent pern has Waring rank
1
2
(
2n
n
)
≤ r(pern) ≤ 2
2n−2
(see [Sha14]) so 2−n
(
2n
n
)
≤ rsplit(pern). And the Glynn identity (6) gives rsplit(pern) ≤ 2
n−1.
Thus for instance 3 ≤ rsplit(per3) ≤ 4. Nathan Ilten has shown that rsplit(per3) = 4 (private
communication).
Example 1.13. If F is a d-form and d = kt then F may be written as a sum of kth powers
of t-forms. The least number of terms in such an expression is the rank with respect to the
variety of d-forms which are kth powers. Classical Waring rank is the case t = 1. Sum-of-
squares decompositions correspond to k = 2 (although in that setting one is usually interested
in working over a real field and finding decompositions with nonnegative coefficients, whereas
here we work over a closed field). See [CO13], [FOS12], [Rez13a].
Example 1.14. We consider again the remarkable formula in Example 1.1 discovered by
Derksen [Der13]. Consider the generic determinant as a multilinear function of the columns,
i.e., detn ∈ (k
n)⊗n. For this paragraph we denote tensor rank by r⊗. Naively we have
r⊗(detn) ≤ n!; for example,
det3 = e1 ⊗ e2 ⊗ e3 + e2 ⊗ e3 ⊗ e1 + e3 ⊗ e1 ⊗ e2
− e1 ⊗ e3 ⊗ e2 − e2 ⊗ e1 ⊗ e3 − e3 ⊗ e2 ⊗ e1,
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where {e1, e2, e3} is a basis for k
3. Derksen’s formula improves this:
det3 =
1
2
(
(e1 + e2)⊗ (e2 − e3)⊗ (e2 + e3)
+ (e1 + e2)⊗ (e2 − e3)⊗ (e2 + e3)
+ 2e2 ⊗ (e3 − e1)⊗ (e3 + e1)
+ (e3 − e2)⊗ (e2 + e1)⊗ (e2 − e1)
+ (e1 − e2)⊗ (e3 + e2)⊗ (e3 − e2)
)
.
(7)
This shows r⊗(det3) ≤ 5. (One can show r⊗(det3) ≥ 4, see below.) As noted by Derksen,
Laplace expansion by complementary minors in the first 3 rows gives an improved upper
bound for larger determinants.
r⊗(detn) ≤
(
n
3
)
r⊗(det3)r⊗(detn−3) =
5 · n!
6 · (n− 3)!
r⊗(detn−3),
so by induction
r⊗(detn) ≤
(
5
6
)⌊n/3⌋
n!.
Let us return to considering the determinant as a function of the entries, rather than
the columns. We get (3), as in Example 1.12, from (7) by the substitution that replaces
ei ⊗ ej ⊗ ek with x1,ix2,jx3,k:
det3 =
1
2
(
(x13 + x12)(x21 − x22)(x31 + x32)
+ (x11 + x12)(x22 − x23)(x32 + x33)
+ 2x12(x23 − x21)(x33 + x31)
+ (x13 − x12)(x22 + x21)(x32 − x31)
+ (x11 − x12)(x23 + x22)(x33 − x32)
)
.
This shows that rsplit(det3) ≤ 5. As in Example 1.12, Laplace expansion shows that
rsplit(detn) ≤
(
5
6
)⌊n/3⌋
n!.
It follows that Waring rank satisfies
r(detn) ≤ 2
n−1
(
5
6
)⌊n/3⌋
n!,
for example r(det3) ≤ 20.
Note that these formulas are multihomogeneous: each term involves one factor from
each row of the matrix. So Derksen’s formula yields similarly improved upper bounds for
rMH(detn).
Analogously to the substitution that takes (7) to (3), a similar substitution takes any
tensor decomposition of detn to a similar expression as a sum of products of linear forms.
Thus
r⊗(det3) ≥ rsplit(det3) ≥
1
4
r(det3) ≥
14
4
> 3,
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which shows r⊗(det3) ≥ 4.
The problem of determining rank with respect to an arbitrary variety is at least as hard
as the already difficult problems of Waring rank and tensor rank. Nevertheless, a great
deal of progress has been made in understanding related questions involving secant varieties,
including determining dimensions and equations of secant varieties. Recently, Landsberg
and Ottaviani [LO12] introduced a method to generate new equations of secant varieties.
They define a notion of catalecticants with respect to a given variety, generalizing Sylvester’s
catalecticants beyond the case of Veronese varieties as well as the symmetric flattenings or
generalized Hankel matrices used for studying secant varieties of Segre varieties (i.e., tensor
rank). Their motivation was to find equations for secant varieties, but here we are interested
in the lower bounds for rank given by their generalized catalecticants.
2. Catalecticants
For each of the generalizations of Waring rank defined above, there is a reasonably well-
known notion of a catalecticant. In each case this is a linear map whose rank is a lower
bound for (generalized) Waring rank.
For a discussion of the name “catalecticant”, see [Rez92, pg. 49–50], [Ger96, Lecture 11],
[Mil13].
2.1. Classical Waring rank. If V is a finite dimensional vector space, the dth symmetric
power SdV is the space of symmetric tensors or equivalently homogeneous polynomials of
degree d in V . That is, if V has basis x1, . . . , xn, S
dV is the dth graded piece of the polynomial
ring k[V ] = k[x1, . . . , xn]. We regard S
aV ∗ as the space of differential operators of order a
with constant coefficients, equivalently homogeneous polynomials of degree a in the partial
differentiation operators ∂1 =
∂
∂x1
, . . . , ∂n =
∂
∂xn
. That is, SaV ∗ is the ath graded piece of
the polynomial ring k[V ∗] = k[∂1, . . . , ∂n].
An element of Sd−aV ∗ can be regarded both as a polynomial function on V and as a
differential operator on k[V ]. Say p ∈ Sd−aV ∗ is regarded as a polynomial with corresponding
differential operator Dp. For a linear form ℓ = c1x1 + · · · + cnxn ∈ V we write p(ℓ) =
p(c1, . . . , cn). We will make frequent use, especially in Section 3, of the following well-known
fact: If p ∈ Sd−aV ∗ and ℓ ∈ V then Dp(ℓd) = d!a!ℓ
ap(ℓ). See for example [IK99, (1.1.10)]. In
particular Dp(ℓ
d) = 0 if and only if p(ℓ) = 0.
For 0 ≤ a ≤ d the natural map SdV ⊗ Sd−aV ∗ → SaV coincides (at least in characteristic
zero) with the usual differentiation action, F ⊗D 7→ DF for a polynomial F of degree d and
differential operator D of order d− a.
Definition 2.1. Let F ∈ SdV and 0 ≤ a ≤ d. The ath catalecticant of F , denoted CaF ,
is the linear map CaF : S
aV ∗ → Sd−aV , D 7→ DF .
This is also called a symmetric flattening or generalized Hankel matrix. (If F is a binary
polynomial, i.e. dimV = 2, of degree d = 2a, then modulo some binomial factors CaF is a
Hankel matrix when written in the usual monomial basis for SaV and SaV ∗.)
The inequality
(8) r(F ) ≥ rankCaF
is well known. See [Syl51a], in which Sylvester introduced the catalecticant matrix in 1851.
For the reader who is new to this area, we mention a surprisingly quick proof (at least,
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it seemed surprisingly quick to me when I learned it!): If F = c1ℓ
d
1 + · · · + crℓ
d
r , then the
image of CaF is spanned by the DF for D ∈ S
aV ∗, and each DF is contained in the span of
Dℓd1, . . . , Dℓ
d
r . Each Dℓ
d
i = cℓ
d−a
i for some constant c. So the image of C
a
F is contained in the
span of ℓd−a1 , . . . , ℓ
d−a
r . Thus the rank of C
a
F is at most r = r(F ).
This simple dimension-counting idea carries through in the generalizations as well.
Example 2.2. Each derivative of x1 · · ·xn is a product of a subset of {x1, . . . , xn} (or a
linear combination of such products). For each a, the products of degree d − a are linearly
independent and there are
(
n
a
)
of them. So r(x1 · · ·xn) ≥ rank(C
a
x1···xn) =
(
n
a
)
. This lower
bound is maximized when a = ⌊n/2⌋.
For a completely explicit example, r(xyz) ≥ rank(C2xyz) = 3, since the image of C
2
xyz is
spanned by {x = ∂y∂zxyz, y = ∂x∂zxyz, z = ∂x∂yxyz}. Compare this with the upper bound
r(xyz) ≤ 4 obtained from the explicit power sum decomposition in the introduction. The
non-sharpness of the catalecticant bound in such an undemanding example spurs us to look
for improved lower bounds.
See Example 3.6.
Example 2.3. Consider the generic determinant detn as in Example 1.1. By the Laplace
expansion, ∂i,j detn is the complementary (n − 1)-minor of the matrix. By induction, the
image of the ath catalecticant of detn is spanned by the (n− a)-minors of the matrix. There
are
(
n
a
)2
of these and they are linearly independent (in fact, no two (n − a)-minors have
any monomials in common, since every monomial appearing in a minor determines the set
of rows and columns of the minor). Thus r(detn) ≥ rank(C
a
detn
) =
(
n
a
)2
. Again, this lower
bound is maximized when a = ⌊n/2⌋.
See Example 3.7.
Remark 2.4. Note that CaF and C
d−a
F are transposes of one another. Certainly they map
between the right spaces to be transposes of one another, as CaF : S
aV ∗ → Sd−aV and
Cd−aF : S
d−aV ∗ → SaV . It is easy to see that these maps are actually transposes. Here is a
completely elementary argument. Let A ∈ SaV ∗ and B ∈ Sd−aV ∗. The pairing 〈CaFA,B〉
is given by applying the differentiation operator B to the polynomial CaFA = AF , yielding
BAF . Similarly, the pairing 〈A,Cd−aF B〉 is given by ABF . These are equal, BAF = ABF ,
and thus CaF and C
d−a
F are transposes of one another. That is, C
a
F and C
d−a
F are transpose
because partial differentiation operators commute on polynomials.
Another way to say the same thing is that for any bilinear functional W1 × W2 → k,
the induced maps W1 → W
∗
2 and W2 → W
∗
1 are transposes. The catalecticant maps C
a
F
and Cd−aF arise in this way from the bilinear map S
aV ∗ × Sd−aV ∗ → SdV ∗ → k sending
(A,B) 7→ AB 7→ ABF .
Remark 2.5. In Sylvester’s [Syl51a] the term “catalecticant” refers to the determinant of
the middle (square) catalecticant CaF when F is a form of even degree d = 2a—additionally,
Sylvester limits his discussion in that paper to binary forms. This usage seems to have
persisted for some time; see for example [GY10, pg. 232], [Kun86].
I do not know at what point “catalecticant” came to refer to the linear maps as above, but
this has been common usage for quite some time. For example Definition 9.19 of [Ger96] in-
troduces the (i, j)-catalecticant matrix CatF (i; j : n) of F for any i+j = deg(F ); Definitions
1.2 and 1.3 of [IK99] introduce the catalecticant homomorphism Cf(u, v) and catalecticant
matrix Catf (u, v; r) for any u+ v = deg(f).
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Our CaF would be CatF (d − a; a : n) in the notation of [Ger96], or CF (d − a, a) in the
notation of [IK99].
Remark 2.6. If n ≤ 3 then the sequence rank(CaF ), a = 0, 1, . . . , d, is unimodal, so the
maximum occurs for a = ⌊d/2⌋ [Sta78]. For n ≥ 5 the sequence is not necessarily unimodal
[BI92], [BL94], [Boi95] and it is not at all clear where the maximum occurs. It is still an
open question whether this sequence is unimodal when n = 4, see for example [SS12]. It is
known to be unimodal when n = 5 and d ≤ 15 [AS13] but surprisingly (to me, at least) this
appears to be still open when n = 4. (The example of Bernstein–Iarrobino in [BI92] has
n = 5 and d = 16.)
Example 2.7. We briefly present Stanley’s nonunimodal example [Sta78, Example 4.3], a
form of degree 4 in 13 variables, which we denote x, y, z, t1, . . . , t10. In these variables let
F = x3t1+ x
2yt2+ · · ·+ xyzt10, so that the coefficients of the ti are precisely the monomials
of degree 3 in x, y, z. Then rankC0F = rankC
4
F = 1 and rankC
1
F = rankC
3
F = 13 while
rankC2F = 12. Thus r(F ) ≥ 13. See Example 3.8.
Example 2.8. We briefly present the nonunimodal example of Bernstein–Iarrobino [BI92],
a form of degree 16 in 5 variables, which we denote x, y, z, s, t. Let F = Gs+Ht where G,H
are general forms of degree 15 in x, y, z. The ranks of catalecticants of F are as follows:
a 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
rankCaF 1 5 12 22 35 51 70 91 90 91 70 51 35 22 12 5 1
Thus r(F ) ≥ 91. See Example 3.9.
In fact, the examples of Stanley and Bernstein–Iarrobino are merely the first two members
of a much larger family. See [BL94].
Definition 2.9. A polynomial F ∈ SdV is called concise (with respect to V ) if it satisfies
the following equivalent conditions:
(1) F cannot be written as a polynomial in a smaller number of variables; that is, if
F ∈ SdV ′ for some V ′ ⊆ V , then V ′ = V .
(2) The projective hypersurface V (F ) is not a cone.
(3) Cd−1F is surjective, C
1
F is injective.
It would be interesting to have a similar geometric characterization of the condition that
Cd−kF is surjective for k ≥ 2.
Following [Car06b], let the span of F , denoted 〈F 〉 ⊆ V , be the image of Cd−1F . Then
F ∈ Sd〈F 〉. Elements of 〈F 〉 are called essential variables of F , and F is said to depend
essentially on k variables if k = dim〈F 〉.
Definition 2.10. For each 1 ≤ k < n, the subspace variety Subk ⊂ PS
dV is the locus of
forms depending essentially on k or fewer variables:
Subk = {[f ] | dim〈f〉 ≤ k} = {[f ] | rankC
d−1
F ≤ k}.
Note that, upon choosing bases for Sd−1V ∗ and S1V ∼= V , Subk is the zero locus of the
(k+1)-minors of the matrix Cd−1F , whose entries are polynomials in the coefficients of F . So
Subk is a projective variety. (In fact the entries are just the coefficients, up to some factorial
factors.)
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We have νd(PV ) = Sub1 ⊂ Sub2 ⊂ · · · . Each Subk contains, but may be strictly larger
than, the secant variety σk(νd(PV )). Subn−1 is precisely the locus of non-concise forms. See
Examples 1.10, 1.11.
Remark 2.11. If F lies in the span of ℓd1, . . . , ℓ
d
r then the image of C
a
F is contained in the
span of ℓd−a1 , . . . , ℓ
d−a
r . But the converse does not hold. Fix 0 < a < d, let r = dimS
d−aV =(
n−1+d−a
d−a
)
, and let each ℓi be a general linear form. Then the ℓ
d−a
i span S
d−aV , but the ℓdi
do not span SdV ; so any F ∈ Sd outside of the span of the ℓ
d
i furnishes a counterexample.
Concretely: the image of C1xy is spanned by {x, y}, but xy does not lie in the span of
{x2, y2}.
2.2. Simultaneous Waring rank. Let W ⊆ SdV be a linear series of degree d forms. Just
as the simultaneous Waring rank of W is a special case of multihomogeneous Waring rank,
the catalecticants of W are special cases of catalecticants of multihomogeneous forms, which
we discuss next. Nevertheless we pause to examine this special case before we go on.
We define two apparently different types of catalecticants (but they will be unified below,
see Example 2.16). The (0, a)th catalecticant C
(0,a)
W is the linear map S
aV ∗ →W ∗⊗Sd−aV =
Hom(W,Sd−aV ) sending D 7→ (F 7→ DF ). The (1, a)th catalecticant C(1,a)W is the linear map
W⊗SaV ∗ → Sd−aV sending F⊗D 7→ DF . Thus the image of C(1,a)W is the subspace spanned
by the images of the CaF for F ∈ W .
We have r(W ) ≥ rank(C
(1,a)
W ), with essentially the same proof as for classical Waring rank:
If W is contained in the span of ℓd1, . . . , ℓ
d
r , then every ath derivative of every element of W
is contained in the span of ℓd−a1 , . . . , ℓ
d−a
r .
Similarly r(W ) ≥ rank(C
(0,a)
W ): If W is contained in the span of ℓ
d
1, . . . , ℓ
d
r then C
(0,a)
W (D)
is determined by Dℓd1, . . . , Dℓ
d
r which are in turn determined by Dℓ
a
1, . . . , Dℓ
a
r ∈ k, so the
image of C
(0,a)
W has dimension at most r.
As before, it is easy to see that C
(1,a)
W and C
(0,d−a)
W are transposes of each other.
Remark 2.12. For a deep investigation of the ranks of catalecticants of linear series, see
[GHMS07].
Example 2.13. If Dk is the linear series spanned by k-minors of a generic m×n matrix, as
in Example 1.5, then the image of C
(1,a)
Dk
is spanned by (k− a)-minors. That is, the image of
C
(1,a)
Dk
is just Dk−a. Similarly, when Pk is the linear series spanned by permanents of k × k
submatrices and Rk is the linear series spanned by degree k rook-free products in a generic
m×n matrix, then the image of the (1, a)th catalecticant of Pk is Pk−a and the image of the
(1, a)th catalecticant of Rk is Rk−a. Thus
rankC
(1,a)
Dk
= rankC
(1,a)
Pk
=
(
m
k − a
)(
n
k − a
)
,
rankC
(1,a)
Rk
=
(
m
k − a
)(
n
k − a
)
(k − a)!.
In particular
r(Dk) ≥ max
0≤a≤k
(
m
a
)(
n
a
)
, r(Pk) ≥ max
0≤a≤k
(
m
a
)(
n
a
)
, r(Rk) ≥ max
0≤a≤k
(
m
a
)(
n
a
)
a!.
GEOMETRIC LOWER BOUNDS FOR GENERALIZED RANKS 15
Note that
(
m
a
)(
n
a
)
is maximized when a =
⌈
mn−1
m+n+2
⌉
. When m = n this is
⌈
n−1
2
⌉
. Indeed,(
m
a+1
)(
n
a+1
)(
m
a
)(
n
a
) = (m− a)(n− a)
(a+ 1)2
and this > 1 if and only if mn − (m + n)a > 2a + 1, that is, (m + n + 2)a < mn − 1. In
particular the sequence {
(
m
a
)(
n
a
)
| a = 0, . . . ,min(m,n)} is unimodal.
Similarly,
(
m
a
)(
n
a
)
a! is maximized when
a =
⌈
m+ n+ 1−
√
(m+ n+ 1)2 − 4(mn− 1)
2
⌉
.
When m = n this is
⌈
2n+1−√4n+2
2
⌉
.
See Examples 3.14, 3.15.
2.3. Multihomogeneous polynomials. At this point it is convenient to introduce multi-
nomial notation.
Notation 2.14. Fix s ≥ 1 and vector spaces V1 ∼= k
n1 , . . . , Vs ∼= k
ns. We denote n =
(n1, . . . , ns). For d = (d1, . . . , ds), where 0 ≤ di for 1 ≤ i ≤ s, we define
SdV = Sd1V1 ⊗ · · · ⊗ S
dsVs
and the dual space SdV ∗ similarly. Also, we let 0 = (0, . . . , 0), with s entries.
The sum and difference of s-tuples is elementwise. We partially order s-tuples by elemen-
twise comparison; thus 0 ≤ a ≤ d means that for each i, 0 ≤ ai ≤ di.
Definition 2.15. Fix n and d as above. Let M ∈ SdV be a multihomogeneous polynomial
of multidegree d. For each 0 ≤ a ≤ d the a’th catalecticant of M is the linear map
CaM : S
aV ∗ → Sd−aV,
that is
CaM :
s∏
i=1
Sai(V ∗i )→
s∏
i=1
Sdi−ai(Vi),
given by the usual contraction or flattening.
In detail, and for the sake of concreteness, suppose for each i we fix a basis {xi,1, . . . , xi,ni}
for Vi. We denote the dual basis for V
∗
i by {∂i,1, . . . , ∂i,ni}. A polynomial in the ∂i,m acts
as a differential operator on SdV (where each ∂i,m acts as ∂/∂xi,m). The catalecticant C
a
M
takes a differential operator D to its evaluation DM on M , regarded as a multihomogeneous
polynomial. When D is homogeneous of multidegree a, DM has multidegree d− a.
The bound
(9) rMH(M) ≥ rankC
a
M
is well-known. The proof is essentially the same as for classical Waring rank and simultaneous
Waring rank. SupposeM is written as a sum of r terms each of the form ℓd11 · · · ℓ
ds
s , where each
ℓi ∈ Vi. If D is multihomogeneous of multidegree a then D(ℓ
d1
1 · · · ℓ
ds
s ) = cℓ
d1−a1
1 · · · ℓ
ds−as
s for
some constant c. So DM is a linear combination of the r terms of the form ℓd1−a11 · · · ℓ
ds−as
s ,
which means the image of CaM is contained in the linear span of these r terms. Thus r =
rMH(M) ≥ rankC
a
M .
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Example 2.16. Given a linear series W ⊆ SdV , we regard the associated bihomogeneous
formM , defined in §1.3, as an element of S1W ∗⊗SdV . Then the catalacticants ofW defined
earlier agree with the catalecticants of M defined here: C
(0,a)
W = C
(0,a)
M and C
(1,a)
W = C
(1,a)
M .
Example 2.17. Let F = x1 · · ·xay1 · · · yb, a bihomogeneous form of bidegree d = (a, b) in
the x and y variables, as in Example 1.7. Let a = (p, q) with 0 ≤ p ≤ a, 0 ≤ q ≤ b. Then
the image of CaF is spanned by monomials which are products of a− p of the x variables and
b− q of the y variables. So rMH(a,b)(F ) ≥ rankC
a
F =
(
a
p
)(
b
q
)
.
In particular, when a = b = 2, rMH(2,2)(x1x2y1y2) ≥
(
2
1
)2
= 4. We saw before rMH(a,b)(F ) ≤
2a+b−2. Thus rMH(2,2)(x1x2y1y2) = 4.
See Example 3.22.
Example 2.18. The generic determinant detn is bihomogeneous of bidegree d = (a, n− a)
in the sets of variables in the first a and last n− a rows, as in Example 1.9. For a = (p, q)
with 0 ≤ p ≤ a, 0 ≤ q ≤ n−a, the image of the catalecticant Cadetn is spanned by (n−p−q)-
minors with a−p rows in the first a rows of the matrix, n−a−q rows in the last n−a rows of
the matrix, and any n−p− q columns. Thus rMH(a,n−a)(detn) ≥ rankCadetn =
(
a
p
)(
n−a
q
)(
n
p+q
)
.
See Example 3.23.
2.4. Generalized catalecticants. Recently Landsberg and Ottaviani [LO12] gave a gen-
eralization of Sylvester’s catalecticants to the setting of generalized rank. We recall their
definition here.
Let X be a projective variety and L a very ample line bundle on X . Let V = H0(X,L)∗,
so that L naturally embeds X ⊂ PV . Fix v ∈ V , v 6= 0; we aim to determine, or bound,
rX(v). Let E be a vector bundle on X whose rank (fiber dimension) we denote by rankE.
Landsberg and Ottaviani’s generalized catalecticant of v with respect to E is a map denoted
CEv (they use the letter A but we prefer C for catalecticant) and defined as follows. From
the natural map E ⊗E∗ → OX we get E ⊗ (L⊗E∗)→ L and then in turn a multiplication
map on global sections, H0(E) ⊗H0(L ⊗ E∗) → H0(L) = V ∗. We regard v ∈ V as a map
V ∗ → k, so composing gives a bilinear map H0(E) ⊗ H0(L ⊗ E∗) → k. The generalized
catalecticant of v with respect to E is the resulting map CEv : H
0(E)→ H0(L ⊗ E∗)∗.
That is, CEv : s 7→ (t 7→ v(st)).
The catalecticants CEv and C
L⊗E∗
v are transposes of one another.
Example 2.19. The classical catalecticant CaF for a homogeneous form F corresponds to
X = PV , L = OPV (d), and E = OPV (a). The embedding X ⊂ PH
0(X,L)∗ = PSdV is the
Veronese map, taking X to νd(PV ).
The multihomogeneous catalecticant CaM for a multihomogeneous form M of multidegree
d = (d1, . . . , ds) corresponds to the following. Let X = PV1×· · ·×PVs and for each i let pri :
X → PVi be the projection onto the ith factor. Then C
a
M corresponds to the line bundles L =
OPV1×···×PVs(d1, . . . , ds) = pr
∗
1OPV1(d1)⊗ · · · ⊗ pr
∗
sOPVs(ds) and E = OPV1×···×PVs(a1, . . . , as).
The embedding of X is the Segre–Veronese map, taking X to Seg(νd1(PV1)×· · ·×νds(PVs)).
The following proposition is essentially just Propositions 5.1.1 and 5.4.1 in [LO12]. (Their
Proposition 5.4.1 is more general, working with multipoint restrictions rather than just one
point.)
Proposition 2.20. If [v] = x ∈ X, then rankCEv ≤ rankE, with equality if and only if both
E and L⊗ E∗ are globally spanned at x; that is, the maps H0(E)→ Ex and H0(L⊗ E)→
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(L⊗ E∗)x = Lx ⊗ E∗x are surjective. For all 0 6= v ∈ V ,
(10) rX(v) ≥
rankCEv
rankE
.
Proof. If [v] = x ∈ X , CEv corresponds to the bilinear functional H
0(E) ⊗ H0(L ⊗ E∗) →
H0(L) → k where the first map is multiplication of global sections and the second map
is evaluation at x ∈ X . This commutes with restriction to the fiber at x, namely Ex ⊗
(L ⊗ E∗)x → Lx ∼= k. Therefore the map CEv is equal to the composition of the restriction
H0(E) → Ex, followed by the identification Ex ∼= L
∗
x ⊗ Ex
∼= (L ⊗ E∗)∗x (up to a choice of
scalar, i.e., a basis for Lx ∼= k
1), followed by the transpose of the restriction map, (L⊗E∗)∗x →
H0(L⊗ E∗)∗. That is, CEv is exactly the natural map
H0(E)→ Ex ∼= L
∗
x ⊗Ex
∼= (L⊗E∗)∗x → H
0(L⊗ E∗)∗.
Since dim(L ⊗ E∗)x = dimE∗x = rankE, the composition of these maps has rank at most
rankE, with equality if and only if the first map is surjective and the last is injective.
If v = v1 + · · ·+ vr then C
E
v =
∑
CEvi . This gives (10). 
In particular, when rX(v) = r then the size (re+1) minors of C
E
v vanish, where e = rankE.
Thus the size (re+1) minors of CEv vanish on a dense subset of the rth secant variety σr(X),
hence on all of σr(X). Therefore these minors give equations for σr(X). One can thus obtain
equations for secant varieties by producing suitable bundles E, which is pursued in [LO12]
by using representation theory.
More generally, let E be an OX -module whose fibers have bounded dimension: that is,
there is a positive integer e such that for each x ∈ X , the fiber Ex = E ⊗ k(x) (where
k(x) = OX,x/mx) has dimension at most e, as a vector space over k(x) ∼= k (since we have
assumed k is algebraically closed). Let E∨ = HomOX (E ,OX). Then each fiber of E
∨ also has
vector space dimension at most e. As before, the natural multiplication map E ⊗ E∨ → OX
yields E⊗(L⊗E∨)→ L, which on global sections yields in turn H0(X, E)⊗H0(X,L⊗E∨)→
H0(L) = V ∗. Once again our fixed v ∈ V gives a map V ∗ → k, so we have a bilinear
functional H0(X, E)⊗H0(X,L⊗ E∨)→ k. We define the generalized catalecticant of v
with respect to E to be CEv : H
0(X, E)→ H0(X,L⊗ E∨)∗.
If E is reflexive then CEv and C
L⊗E∨
v are transposes of one another.
Once again if [v] = x ∈ X then CEv factors through restriction of global sections to the
fiber at x:
H0(X, E)→ Ex → ((L⊗ E
∨)x)∗ → H0(X,L⊗ E∨)∗.
Hence if [v] = x ∈ X then rankCEv ≤ dim Ex = dim(L⊗ E
∨)x ≤ e, with equality holding in
the first inequality if and only if both E and L⊗ E∨ are globally generated at x. Therefore
rX(v) ≥
rankCEv
e
.
Example 2.21. Let X = Subk ⊂ PS
dV , the subspace variety of forms depending essentially
on k or fewer variables. For [F ] ∈ X , the catalecticant Cd−1F can be written as a matrix
whose entries depend linearly on the coefficients of F . So we have a map of OX -modules
Cd−1 : Sd−1V ∗ ⊗OX(−1)→ V ⊗OX
given by Cd−1F : S
d−1V ∗ → V at each [F ] ∈ X . The Subk are degeneracy loci of the
map Cd−1. Then the kernel and cokernel of Cd−1 are naturally associated sheaves, which
are vector bundles on each Subk \ Subk−1. It would be interesting to work out the global
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sections and catalecticants corresponding to these sheaves. Perhaps they might be related
to the “Apolarity Lemma” discussed below, see Theorem 4.12.
3. Improved lower bounds
An improvement to the catalecticant lower bound for classical Waring rank was found in
[LT10]. It raises the lower bound rankCaF by the dimension of a certain set of singularities
of the hypersurface V (F ). As our goal is to give a similar improvement more generally we
first recall that result.
3.1. Classical Waring rank.
Definition 3.1. Let F ∈ SdV and 0 ≤ a < d. We define Σa(F ) ⊆ PV
∗ to be the common
zero locus of all the ath mixed partial derivatives of F ; that is, the projective variety defined
by the (ideal generated by the) image of the catalecticant CaF . As a set, Σa(F ) is the set of
points at which F vanishes to order at least a + 1.
We write Σ̂a(F ) for the affine cone over Σa(F ). Explicitly, Σ̂a(F ) is the common zero
locus in V ∗ of the ath mixed partial derivatives of F ; in particular, for a < d, the origin
0 ∈ Σ̂a(F ) even if Σa(F ) is empty.
Thus Σ0(F ) is the projective hypersurface V (F ) and Σ1(F ) is the singular locus of V (F ),
similarly Σ̂0(F ) is the affine hypersurface defined by F and Σ̂1(F ) is its singular locus.
Note that F is concise (Definition 2.9) if and only if Σ̂d−1(F ) = {0}, equivalently Σd−1(F ) =
∅.
Theorem 3.2 (Theorem 1.3 of [LT10]). Let F ∈ SdV and let 0 ≤ a < d. If F is concise
then
(11) r(F ) ≥ rankCd−aF + dim Σ̂a(F ).
In [LT10] this is stated as
r(F ) ≥ rankCd−aF + dimΣa(F ) + 1,
with the understanding that dim∅ = −1. Although the affine cone version (11) is simpler
(and avoids conventions about negative dimensions), this “projective” one is the version that
will generalize.
We review the proof given in [LT10]. First, recall that the differential operator Dp associ-
ated to p ∈ Sd−aV ∗ satisfies Dp(ℓd) =
(
d!
a!
)
ℓa p(ℓ), so Dp(ℓ
d) = 0 if and only if p([ℓ]) = 0. We
begin with the following well-known statement (see, for example, [ER93, Proposition 4.1]).
Proposition 3.3. Let h ∈ V ∗. Then hd−a ∈ kerCd−aF if and only if h ∈ Σ̂a(F ).
Proof. hd−a ∈ kerCd−aF if and only if h
d−aF = 0, if and only if Θhd−aF = 0 for all Θ ∈ SaV ∗,
if and only if hd−aΘF = 0 for all Θ. Since degΘF = d − a, hd−aΘF is just the evaluation
of ΘF at the point h, hd−aΘF = ΘF
∣∣
h
(up to a factorial factor). So hd−a ∈ kerCd−aF if and
only if ΘF
∣∣
h
= 0 for all Θ ∈ SaV ∗, if and only if F vanishes to order at least a + 1 at h, if
and only if h ∈ Σ̂a(F ). 
Remark 3.4. Proposition 3.3 verges on tautology: h is in Σ̂a(F ) if and only if the ath
derivatives of F vanish at h, if and only if h is a common zero of the forms in the image of
CaF , if and only if h
d−a ∈ (imgCaF )
⊥ = kerCd−aF .
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Proof of Theorem 3.2. Suppose F = ℓd1 + · · · + ℓ
d
r . Let L = {p ∈ S
d−aV ∗ : p([ℓ1]) = · · · =
p([ℓr]) = 0}, the linear series of degree d − a forms vanishing at the points [ℓi] ∈ PV . Since
Dp(ℓ
d
i ) = 0 if and only if p([ℓi]) = 0, we have L ⊆ kerC
d−a
F . This shows that
r ≥ codimL ≥ codim kerCd−aF = rankC
d−a
F ,
the first inequality holding since L is defined by r linear conditions.
Now we use the hypothesis that F is concise. Because of this, the [ℓi] can not lie on a
hyperplane, or else F could be written in fewer variables. Hence L can not contain any
power p = hd−a of a linear form h; for if hd−a ∈ L, then hd−a([ℓi]) = 0 for each i, so
h([ℓi]) = 0 for each i, and the [ℓi] would lie on the hyperplane defined by h, a contra-
diction. Therefore the projectivization PL is disjoint from the Veronese vd−a(PV ∗). Since
L ⊆ kerCd−aF , we disregard everything lying outside this kernel and observe that PL is
disjoint from P kerCd−aF ∩ vd−a(PV
∗). Thus
dim(PL) + dim(P kerCd−aF ∩ vd−a(PV
∗)) < dimP kerCd−aF ,
or else a nonempty intersection would be forced. We subtract each side of this inequality
from the ambient dimension dimPSd−aV ∗ and rearrange to get
r ≥ codimL = codim(PL) > rankCd−aF + dim(P kerC
d−a
F ∩ vd−a(PV
∗)).
Finally P kerCd−aF ∩ vd−a(PV
∗) ∼= Σa(F ) by Proposition 3.3. 
Though we have not emphasized it here, reducedness plays a key role in the above proof,
see Remark 5.7. This will be important when we consider “scheme” statements in Sections
4 and 5.
Remark 3.5. Since CaF and C
d−a
F are transposes of one another, we could of course say
r(F ) ≥ rankCaF + dim Σ̂a(F ). By Remark 2.6, it is impossible (or at least difficult) to say
for which a the maximum of rankCaF occurs. On the other hand, since Σ0(F ) ⊇ Σ1(F ) ⊇
· · · , the dimensions of Σ̂a(F ) are clearly nonincreasing. A priori the maximum value of
rankCaF + dim Σ̂a(F ) could occur at a different a than the maximum value of rankC
a
F , but
I do not know any example in which this happens.
Example 3.6. We saw r(xyz) ≤ 4 and rankC1xyz = 3 in Example 2.2. We have Σ1(xyz) =
Sing V (xyz) = {[1 : 0 : 0], [0 : 1 : 0], [0 : 0 : 1]} so dimΣ1(xyz) = 0, dim Σ̂1(xyz) = 1.
Therefore r(xyz) ≥ 3 + 1 = 4.
Example 3.7. We saw rankCadetn =
(
n
a
)2
in Example 2.3. And detn vanishes to order a+ 1
at a point (matrix) M if and only if every (n − a)-minor of M vanishes, that is, M has
rank n − a − 1 or less. The dimension of the locus of matrices of rank n − a − 1 or less
is n2 − 1 − (a + 1)2. So, for each a, r(detn) ≥
(
n
a
)2
+ n2 − (a + 1)2. This is maximized at
a = ⌊n/2⌋, so r(detn) ≥
(
n
⌊n/2⌋
)2
+ n2 − (⌊n/2⌋ + 1)2.
For instance, r(det3) ≥ 14. See [LT10, §9]. For other bounds on r(detn) and ranks of
permanents, Pfaffians, etc., see [Sha14], [Sha13].
Example 3.8. We consider Stanley’s nonunimodal example, see Example 2.7. Since F
vanishes to order 3 on the linear subspace x = y = z = 0, Σ̂2(F ) ⊇ V (x, y, z), a 10-
dimensional subspace. On the other hand, Σ̂2(F ) ⊆ Σ̂1(F ) ⊆ V (x, y, z), since ∂t1F = x
3
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so ∂t1F = 0 implies x = 0, and so on. So Σ̂1(F ) = Σ̂2(F ) = V (x, y, z). Thus r(F ) ≥
rankC2F + dim Σ̂2(F ) = 22, and better, r(F ) ≥ rankC
1
F + dim Σ̂1(F ) = 23.
Example 3.9. We consider the nonunimodal example of Bernstein–Iarrobino, see Exam-
ple 2.8. Since F vanishes to order 15 on the subspace x = y = z = 0, dim Σ̂a(F ) ≥ 2 for
0 ≤ a ≤ 14.
Now we examine Σ̂1(F ). It contains the 2-plane x = y = z = 0. Suppose (x, y, z) 6= (0, 0, 0)
and p = (x, y, z, s, t) ∈ Σ̂1(F ). Since ∂sF = ∂tF = 0, the projective point q = [x : y : z]
must lie in the complete intersection G = H = 0, a finite set of 225 points. Furthermore the
plane curve sG+ tH must be singular at q. We have
(∂xF, ∂yF, ∂zF ) = s∇G+ t∇H.
Since G,H are general, they intersect transversally at q, with independent gradients. This
forces s = t = 0. So Σ̂1(F ) is the union of the 2-plane x = y = z = 0 and 225 lines with
s = t = 0, spanned by the points in the complete intersection G = H = 0. Therefore
dim Σ̂a(F ) = 2 for 0 ≤ a ≤ 14.
Hence r(F ) ≥ rankC7F + dim Σ̂7(F ) = 93.
Remark 3.10. The last examples may be generalized to other members of the family de-
scribed in [BL94], the family that includes both the Bernstein–Iarrobino and the Stanley
nonunimodal examples. We leave this generalization to the reader.
3.2. Simultaneous Waring rank.
Definition 3.11. Let W ⊆ SdV be a linear series of degree d forms. For 0 ≤ a, let
Σ(1,a)(W ) =
⋂
F∈W Σa(F ). That is, Σ(1,a)(W ) is the locus of points in PV
∗ at which every
member of the linear series W vanishes to order at least a + 1. As a scheme, Σ(1,a)(W ) is
defined by the vanishing of all the ath partial derivatives of all the members of W ; that is,
by the image of the map C
(1,a)
W .
Definition 3.12. A linear seriesW ⊂ SdV is called concise (with respect to V ) if it satisfies
the following equivalent conditions:
(1) W cannot be written as a linear series in a smaller number of variables; that is, if
W ⊆ SdV ′ for some V ′ ⊆ V , then V ′ = V .
(2) If V ′ ⊂ V is such that for every F ∈ W , V (F ) is a cone over PV ′, then V ′ = 0.
(3) The set Σ̂(1,d−1)(W ) = {0}.
(4) A general F ∈ W is concise.
(5) C
(1,d−1)
W is surjective, C
(0,1)
W is injective.
Theorem 3.13. Let W ⊆ SdV and 0 ≤ a < d. If W is concise then
r(W ) ≥ rankC
(0,d−a)
W + dim Σ̂(1,a)(W ).
Proof. Suppose W is contained in the span of ℓd1, . . . , ℓ
d
r . Let L be the linear series of degree
d − a forms vanishing at the [ℓi]. Then L ⊆ kerC
(0,d−a)
W . Indeed for Θ ∈ L and F ∈ W ,
say F =
∑
ciℓ
d
i , we have C
(0,d−a)
W (Θ)(F ) = ΘF =
∑
ciΘℓ
d
i = 0. This already shows
r ≥ codimL ≥ codim kerC
(0,d−a)
W = rankC
(0,d−a)
W .
By hypothesis the [ℓi] do not lie on any hyperplane, so L does not contain any power
of a hyperplane hd−a. Thus L is disjoint from the Veronese variety νd−a(PV ∗). As before,
r ≥ codimL > codim kerC
(0,d−a)
W + dim(P kerC
(0,d−a)
W ∩ νd−a(PV
∗)).
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We claim that P kerC
(0,d−a)
W ∩ νd−a(PV
∗) ∼= Σ(1,a)(W ). Let h ∈ PV ∗. Then hd−a ∈
kerC
(0,d−a)
W if and only if h
d−aF = 0 for all F ∈ W , if and only if for all F ∈ W , F vanishes
at [h] to order at least a + 1, if and only if [h] ∈
⋂
F∈W Σa(F ) = Σ(1,a)(W ). 
Example 3.14. Fix a generic m × n matrix X = (xi,j), 1 ≤ i ≤ m, 1 ≤ j ≤ n. Let
Dk, Pk, Rk be as in Example 1.5. The image of C
(1,a)
Dk
is Dk−a, and similarly for Pk and Rk,
by Example 2.13, which also contains the ranks of those catalecticants.
Thus Σ(1,a)(Dk) is the common zero locus of Dk−a, the locus of matrices of rank ≤ k−a−1.
This has dimension mn− (m− (k−a−1))(n− (k−a−1)) = (k−a−1)(m+n−k+a+1).
Therefore r(Dk) ≥
(
m
k−a
)(
n
k−a
)
+ (k − a− 1)(m+ n− k + a + 1).
Σ(1,a)(Pk) is the common zero locus of Pk−a, the locus of matrices all of whose (k−a)×(k−a)
submatrices have permanent zero. This includes at least all matrices with only k − a − 1
nonzero columns or k − a − 1 nonzero rows, so dimΣ(1,a)(Pk) ≥ max(m,n)(k − a − 1) and
r(Pk) ≥
(
m
k−a
)(
n
k−a
)
+ max(m,n)(k − a − 1). See [Yu99], [LS00], [Kir08], [Stu02, §5.4] for
more on the zero locus of permanental ideals.
We treat Rk separately in the next example.
Example 3.15. Fix a generic m × n matrix X = (xi,j), 1 ≤ i ≤ m, 1 ≤ j ≤ n, and let Rk
be as in Example 1.5. As in the previous example, Σ(1,a)(Rk) is the common zero locus of
Rk−a. We claim that dimΣ(1,a)(Rk) = dimV (Rk−a) = max(m,n)(k − a− 1).
Note the ideal 〈Rt〉 is a squarefree monomial ideal, so it can be written as the Stanley-
Reisner ideal I∆ of a simplicial complex ∆ on the entries of X , i.e., the xi,j , 1 ≤ i ≤ m,
1 ≤ j ≤ n. That is, 〈Rt〉 is generated by the minimal nonfaces of ∆; see for example [MS05,
§1.1]. We claim that 〈Rt〉 is the Stanley-Reisner ideal of the simplicial complex ∆(t) whose
facets are given by unions of t− 1 rows and columns of X , that is, each facet is the union of
a rows and b columns where a+ b = t− 1.
Granting that 〈Rt〉 = I∆(t), the largest facets of ∆(t) include max(m,n)(t−1) entries of X ,
so their complements define linear subspaces of that dimension; all other facets correspond
to smaller components, showing that dimV (Rt) = max(m,n)(t− 1), as desired.
Clearly 〈R1〉 = I∆(1) (trivially). It holds as well for t = 2: a square-free product contains
two rook-free elements if and only if it does not lie on a “union” of one row or of one column.
A square-free monomial M corresponds to a subset of the entries of the matrix, or to the
set of edges in a subgraph G = G(M) of the complete bipartite graph Km,n. Recall Ko¨nig’s
Theorem (see, e.g., [Die10, Thm. 2.1.1]), which asserts that the smallest size of a vertex
cover of the bipartite graph G is equal to the largest size of a matching. A matching in G
(a set of pairwise non-adjacent edges) corresponds to a rook-free product contained in M .
A vertex cover (a set of vertices incident to every edge) corresponds to a set of rows and
columns whose union contains M . Thus a monomial M lies in Rt if and only if M contains
a rook-free product of degree t, if and only if G(M) has a matching of size at least t, if and
only if G(M) has no vertex cover of size less than t, if and only if M is not contained in any
union of t− 1 rows and columns.
In conclusion, dimV (Rt) = max(m,n)(t− 1),
dimΣ(1,a)(Rk) = dimV (Rk−a) = max(m,n)(k − a− 1),
and
r(Rk) ≥
(
m
k − a
)(
n
k − a
)
(k − a)! + max(m,n)(k − a− 1),
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for 1 ≤ a ≤ k.
3.3. Simultaneous Waring rank, second version. Now we describe an improvement to
the bound r(W ) ≥ rankC
(0,a)
W . For the first time, we need to consider the projective version
of the singular set Σ (rather than the affine version Σ̂).
Definition 3.16. Let W ⊆ SdV be a linear series of degree d forms. For 0 ≤ a < d, let
Σ(0,a)(W ) = {([F ], [p]) ∈ PW × PV
∗ | [p] ∈ Σa(F )}.
Thus Σ(0,a)(W ) is the scheme defined by the image of the map C
(0,a)
W . Indeed, the corre-
spondence Hom(W,Sd−aV ) ∼= W ∗⊗Sd−aV takes a map Θ : W → Sd−aV to fΘ ∈ W ∗⊗Sd−aV ,
the function on W × Sd−aV ∗ defined by fΘ(F, ψ) = 〈ΘF, ψ〉 = ψΘF ∈ k. In particular for
h ∈ V ∗, fΘ(F, hd−a) = ΘF
∣∣
h
, the evaluation of ΘF at the point h (up to a factorial factor).
So fΘ vanishes at a point (F, p) ∈ W × V
∗ →֒ W × Sd−aV ∗ if and only if ΘF vanishes at p.
In our case, a point ([F ], [p]) is a common zero of every element in the image of C
(0,a)
W if and
only if ΘF
∣∣
p
= 0 for every Θ ∈ SaV ∗, equivalently [p] ∈ Σa(F ).
In order to improve r(W ) ≥ rankC
(1,a)
W , we needed to assume that the map C
(1,d−1)
W was
surjective, equivalently that W was concise. Now we will have to assume that the map
C
(0,d−1)
W : S
d−1V ∗ → Hom(W,V ) ∼= W ∗ ⊗ V is surjective. This is considerably stronger. If
the map C
(0,d−1)
W is surjective, then every nonzero F ∈ W is concise (for every nonzero linear
form ℓ ∈ V there is a linear map W → V taking F 7→ ℓ, and it is realized as C
(0,d−1)
W Θ
for some Θ ∈ Sd−1V ∗, which means ΘF = ℓ; so Cd−1F is surjective). And of course if every
nonzero F ∈ W is concise (and W is nontrivial) then W is concise.
Clearly having W concise does not imply that every F ∈ W is concise: the linear series
in Example 1.5 are concise but are spanned by forms (determinant, permanent, rook-free
product) that only depend on the variables in a submatrix. And having every nonzero F ∈ W
be concise does not imply that C
(0,d−1)
W is surjective. Let n = 2 and let W be the pencil
spanned by x3y2, x2y3. Every member of W is of the form x2y2(ax+ by) and this is concise
because it is not a perfect power. But C
(0,4)
W is not surjective. If Θ = a4∂
4
x+a3∂
3
x∂y+· · ·+a0∂
4
y
has Θx3y2 = 0 then a3 = a2 = 0, and then Θx
2y3 = 6a1x; so there is no Θ ∈ S
4V ∗ such that
Θx3y2 = 0, Θx2y3 = y.
So C
(0,d−1)
W being surjective is a strong condition. Nevertheless it can be met. For example,
let n = 2 and let W be the pencil spanned by x4y2, x2y4. Then we have
(∂3x∂
2
y)(x
4y2) = 48x, (∂3x∂
2
y)(x
2y4) = 0,
(∂4x∂y)(x
4y2) = 48y, (∂4x∂y)(x
2y4) = 0,
(∂x∂
4
y)(x
4y2) = 0, (∂x∂
4
y)(x
2y4) = 48x,
(∂2x∂
3
y)(x
4y2) = 0, (∂2x∂
3
y)(x
2y4) = 48y,
which shows that C
(0,5)
W is surjective onto Hom(W,V ).
Theorem 3.17. Let W ⊆ SdV and 0 ≤ a < d. If C
(0,d−1)
W is surjective then
r(W ) ≥ rankC
(1,d−a)
W + dimΣ(0,a)(W ) + 1,
where dim∅ = −1.
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Proof. Suppose W is contained in the span of ℓd1, . . . , ℓ
d
r and these are linearly independent.
Every element of W ⊗ Sd−aV ∗ can be written in the form
r∑
i=1
ℓdi ⊗Θi,
the Θi being uniquely determined by the linear independence of the ℓ
d
i . Let
L =
{
r∑
i=1
ℓdi ⊗Θi ∈ W ⊗ S
d−aV ∗
∣∣∣∣∣Θ1([ℓ1]) = · · · = Θr([ℓr]) = 0
}
.
Then L ⊆ kerC
(1,d−a)
W clearly. Since Θi([ℓi]) = 0 imposes just one condition on the polynomial
Θi, we have
r ≥ codimL ≥ codim kerC
(1,d−a)
W = rankC
(1,d−a)
W .
Next we claim that L does not contain any nonzero element of the form F ⊗ hd−a, F ∈ W ,
h ∈ V ∗. For if F ⊗ hd−a ∈ L, say F =
∑
ciℓ
d
i , then
F ⊗ hd−a =
∑
ℓdi ⊗ cih
d−a ∈ L,
whence c1h([ℓ1]) = · · · = crh([ℓr]) = 0. If each ci 6= 0 this implies the [ℓi] lie on the hyperplane
defined by h, and W is not concise. In general (allowing that some ci may be zero) all we
can say is that
C
(1,1)
W (F ⊗ h) =
∑
cih(ℓ
d
i ) = 0,
which means C
(1,1)
W is not injective and C
(0,d−1)
W is not surjective, contradicting the hypothesis.
Finally we have F ⊗hd−a ∈ kerC(1,d−a)W if and only if h
d−a(F ) = 0. Proposition 3.3 implies
that this happens if and only if [h] ∈ Σa(F ), equivalently if and only if ([F ], [h]) ∈ Σ(0,a)(W ).
The points F⊗hd−a correspond precisely to points in the Segre embedding of PW×νd−a(PV ∗)
in P(W ⊗Sd−aV ∗). We have shown that the intersection of this Segre variety with the kernel
of the catalecticant satisfies
P kerC
(1,d−a)
W ∩ Seg(PW × νd−a(PV
∗)) ∼= Σ(0,a)(W ).
Putting this all together we have
r ≥ codimL
> rankC
(1,d−a)
W + dim
{
P kerC
(1,d−a)
W ∩ Seg(PW × νd−a(PV
∗))
}
= rankC
(1,d−a)
W + dimΣ(0,a)(W ),
as claimed. 
Example 3.18. Here is an example in which Theorem 3.17 gives a better bound than
Theorem 3.13.
Let n = 2 and let W be the pencil spanned by x6y3 and x4y5. We have r(W ) ≤ r(x6y3) +
r(x4y5) = 7 + 5 = 12. Better, r(W ) ≤ r(x6y3 + x4y5) + r(x6y3 − x4y5) = 5 + 5 = 10.
For lower bounds, we have
a 0 1 2 3 4 5 6 7 8 9
rankC
(1,9−a)
W 1 2 3 4 5 6 6 5 4 2
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In particular C
(1,1)
W is injective. Other than the spanning elements, elements of W are of the
form
bx6y3 + cx4y5 = x4y3(bx2 + cy2)
which has a quadruple root at x = 0, a triple root at y = 0, and two simple roots when
bc 6= 0. Therefore
Σ(1,a)(W ) =

V (x) ∪ V (y), 0 ≤ a ≤ 2
V (x), a = 3
∅, 4 ≤ a
and
dimΣ(0,a)(W ) =

1, 0 ≤ a ≤ 3
0, 4 ≤ a ≤ 5
−1, 6 ≤ a
We have
a 0 1 2 3 4 5 6 7 8 9
rankC
(0,9−a)
W 2 4 5 6 6 5 4 3 2 1
dim Σ̂(1,a)(W ) 1 1 1 0 0 0 0 0 0 0
so the lower bound given by Theorem 3.13 is r(W ) ≥ 6. And we have
a 0 1 2 3 4 5 6 7 8 9
rankC
(1,9−a)
W 1 2 3 4 5 6 6 5 4 2
dimΣ(0,a)(W ) 1 1 1 1 0 0 −1 −1 −1 −1
so the lower bound given by Theorem 3.17 is r(W ) ≥ 7.
3.4. Multihomogeneous polynomials. M ∈ SdV is concise if M ∈ SdV ′ = Sd1V ′1 ⊗
· · · ⊗ SdsV ′s for V
′
1 ⊆ V1, . . . , V
′
s ⊆ Vs implies each V
′
i = Vi. This is equivalent to C
d−e
M being
surjective, or CeM injective, for each e = (1, 0, . . . , 0), . . . , (0, . . . , 0, 1).
However, we will need a strengthening of conciseness, involving e with possibly more than
one nonzero entry.
Notation 3.19. For a tuple a = (a1, . . . , as), we define supp(a) = (e1, . . . , es) where ei = 1
if ai > 0, otherwise ei = 0.
Say that M vanishes to multiorder b = (b1, . . . , bs) at a point P ∈
∏
PV ∗i if, for every
differential operator D of multidegree b, D(M) vanishes at P . Equivalently, choosing local
coordinates centered at P = (p1, . . . , ps) by choosing local coordinates in each PVi centered
at pi and writing M as a (non-homogeneous) polynomial in these coordinates, no monomial
appearing in M has multidegree less than or equal to b.
We define Σa = Σa(M) ⊂
∏
PV ∗i to be the subvariety defined by the image of C
a
M ,
regarded as a set of multihomogeneous polynomials. Equivalently, Σa(M) is the locus of
points at which the multiorder of vanishing of M is not less than or equal to a.
The bound for ranks of multihomogeneous polynomials is the following:
Theorem 3.20. LetM be a multihomogeneous polynomial as above. If C
supp(d−a)
M is injective
then rMH(M) ≥ rank(C
d−a
M ) + dimΣa(M) + 1, where dim∅ = −1.
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Conciseness would not be enough; it only gives injectivity of C
supp(d−a)
M when d− a has a
single nonzero entry.
Proof. Suppose
M =
r∑
j=1
ℓd1j,1 · · · ℓ
ds
j,s.
For each j, let Pj = ([ℓj,1], . . . , [ℓj,s]) ∈
∏
PVi. Let L = {p ∈ S
d−aV ∗ | p(P1) = · · · = p(Pr) =
0}. Denote by Dp the differential operator associated to p. Then
Dp(ℓ
d1
j,1 · · · ℓ
ds
j,s) =
d!
a!
p(ℓj,1, . . . , ℓj,s) ℓ
a1
j,1 · · · ℓ
as
j,s.
Thus for p ∈ L, Dp(M) = 0. This shows L ⊆ kerC
d−a
M , hence
r ≥ codimL ≥ codim kerCd−aM = rankC
d−a
M .
Now we use the additional hypothesis that C
supp(d−a)
M is injective. With this assumption,
we claim PL is disjoint from P kerCd−aM ∩ Seg(
∏s
i=1 νdi−ai(PV
∗
i )), and that this intersection
is isomorphic to Σa(M).
Remark 3.21. The recent paper [AB12] shows the defectivity of certain secant varieties by
considering the intersection of a Segre-Veronese variety with the image (rather than kernel)
of a catalecticant map.
If the disjointness fails, then L contains an element p = hd1−a11 · · ·h
dk−ak
k for some hi ∈ V
∗
i ,
hi 6= 0, 1 ≤ i ≤ k. For each 1 ≤ j ≤ r,
p(Pj) = p(ℓj,1, . . . , ℓj,k) = h1(ℓj,1)
d1−a1 · · ·hk(ℓj,k)dk−ak = 0.
We must have hi(ℓj,i) = 0 for some i such that di−ai > 0. Let e = (e1, . . . , ek) = supp(d−a).
Then hi(ℓj,i)
ei = 0, so also h1(ℓj,1)
e1 · · ·hk(ℓj,k)
ek = 0. This holds for all j, so he11 · · ·h
ek
k ∈
kerCeM , contradicting that C
e
M is injective. Hence if C
supp(d−a)
M is injective then L is disjoint
from the intersection, as claimed.
Next, we claim an element hd1−a11 · · ·h
dk−ak
k lies in kerC
d−a
M if and only if ([h1], . . . , [hk]) ∈
Σa(M). We have h
d1−a1
1 · · ·h
dk−ak
k ∈ kerC
d−a
M if and only if (h
d1−a1
1 · · ·h
dk−ak
k )(M) = 0, if and
only if D(hd1−a11 · · ·h
dk−ak
k )(M) = 0 for all type a differential operators D ∈ S
a(V ∗), if and
only if (hd1−a11 · · ·h
dk−ak
k )(D(M)) = 0 for all such D. Since D(M) is a multihomogeneous
polynomial of multidegree d − a, we have that this latter is equal to the evaluation at the
point ([h1], . . . , [hk]) ∈
∏
PV ∗i , up to a scalar:
(hd1−a11 · · ·h
dk−ak
k )(D(M)) = (d− a)! ·D(M)
∣∣
(h1,...,hk)
.
That this vanishes for all D is exactly the condition that ([h1], . . . , [hk]) ∈ Σa(M), as claimed.

Example 3.22. Let F = x1 · · ·xay1 · · · yb, a bihomogeneous form of bidegree (a, b). One
may check easily that C
(1,0)
F , C
(0,1)
F , and C
(1,1)
F are injective. For a = (p, q) with 0 ≤ p ≤ a,
0 ≤ q ≤ b, the image of CaF is spanned by subproducts of a − p of the x’s and b − q of the
y’s. The common vanishing locus Σa(F ) is points with at least p+ 1 of the x’s vanishing or
at least q + 1 of the y’s vanishing, equivalently, at most a− p− 1 of the x’s nonvanishing or
at most b − q − 1 of the y’s nonvanishing. This is a finite union of products Pa−p−2 × Pb−1
and Pa−1×Pb−q−2, with dimension max{a+ b− p− 3, a+ b− q− 3} = a+ b− 3−min{p, q}.
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This shows that rMH(x1 · · ·xay1 · · · yb) ≥
(
a
p
)(
b
q
)
+ a + b − 2 − min{p, q}. For instance,
rMH(x1x2x3y1y2) ≥
(
3
1
)(
2
1
)
+3−1 = 8. Since rMH(x1x2x3y1y2) ≤ 2
3+2−2 = 8, this determines
the multihomogeneous rank.
Example 3.23. The generic determinant detn is bihomogeneous of bidegree (a, n − a) in
the variables from the first a and last n − a rows. But C
(1,1)
detn
is not injective: the kernel is
spanned by elements of the following two types.
(1) ∂i1,j∂i2,j, a product of two differentials in the same column, with i1 ≤ a < i2.
(2) ∂i,j∂k,ℓ + ∂i,ℓ∂k,j, the permanent of a 2× 2 submatrix with i ≤ a < k.
(It is easy to see that these elements are in the kernel, and the row conditions ensure that
they have bidegree (1, 1). Shafiei’s theorem [Sha14] describes det⊥n and implies that the
above elements span the kernel of C
(1,1)
detn
.) So Theorem 3.20 is not applicable to rMH(detn).
3.5. Generalized ranks. Finally, we give an improved lower bound for generalized ranks.
Theorem 3.24. Let X be a smooth irreducible variety. Let L be a very ample line bundle
on X and let V = H0(X,L)∗ (so X →֒ PV ). Let v ∈ V . Let G be a vector bundle on X,
b > 0, and E = Gb; more generally assume E is a vector bundle on X and there is a bundle
map Gb → E whose kernel has no global sections. Let e = rankE. Assume CGv is injective.
Then e rX(v) > rankC
E
v + dimΣ, where Σ ⊂ PH
0(X,G)
νb
→֒ PH0(X,E) is the subvariety
of PH0(X,G) defined by the image of the transpose (CEv )
t = CL⊗E
∗
v : H
0(X,L ⊗ E∗) →
H0(X,E)∗ (and dimΣ = −1 if Σ = ∅).
(Here linear equations on PH0(X,E) induce degree b equations on the Veronese image
νb(PH
0(X,G)). Σ is the locus defined by the equations arising from img(CEv )
t.)
Proof. Let v = x1 + · · · + xr, each [xi] ∈ X . Let L = {h ∈ H
0(E) | h([x1]) = · · · =
h([xr]) = 0}. Clearly C
E
v (h) = 0 for each h ∈ L, so L ⊆ kerC
E
v . Each h([xi]) = 0 imposes e
conditions on the global section h, so L is defined by a system of er equations. This shows
er ≥ codimL ≥ codim kerCEv = rankC
E
v .
If L contains hb for any h ∈ H0(X,G) then h ∈ kerCGv , contradicting the hypothesis.
Thus PL is disjoint from νb(PH
0(X,G)) ∩ P kerCEv . Hence
er ≥ codimPL > codimP kerCEv + dim(νb(PH
0(X,G)) ∩ P kerCEv ).
Finally, for h ∈ H0(X,G), hb ∈ P kerCEv if and only if h
b is annihilated by each element of
the image of the transpose (CEv )
t. This shows νb(PH
0(X,G)) ∩ P kerCEv
∼= Σ. 
4. Apolarity Lemmas
In this section we go beyond considering just rank to actually considering the terms that
arise in a Waring decomposition. These are related to certain containments of ideals, corre-
sponding to schemes called apolar schemes.
4.1. Classical Waring rank.
Definition 4.1. Let S = k[x1, . . . , xn] and let T = k[∂1, . . . , ∂n] be the dual ring. Let
F ∈ Sd. Then F
⊥ = {Θ ∈ T : ΘF = 0} is a homogeneous ideal, called the apolar ideal or
annihilating ideal of F .
The quotient ring AF = T/F⊥ is called the apolar algebra of F .
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Clearly F⊥ contains every form of degree d+ 1 or greater. Correspondingly, AF is an Ar-
tinian algebra. In fact AF is an Artinian Gorenstein algebra, and every Artinian Gorenstein
algebra (finitely generated, standard graded) is isomorphic to an apolar algebra AF for some
F .
Each graded piece F⊥d−a is the kernel of a catalecticant, F
⊥
d−a = kerC
d−a
F . The catalecticants
are just the graded pieces of the quotient map T → AF . In particular the rank of Cd−aF is
equal to the value of the Hilbert function hAF (a) = dim((A
F )a). The lower bound r(F ) ≥
max0≤a≤d rankCFd−a of Section 2.1 becomes r(F ) ≥ max0≤a≤d hAF (a).
Theorem 4.2 (Apolarity Lemma). Let F ∈ Sd. Let ℓ1, . . . , ℓr ∈ S1 and I = I([ℓ1], . . . , [ℓr]).
Then there are scalars c1, . . . , cr such that F = c1ℓ
d
1 + · · ·+ crℓ
d
r if and only if I ⊂ F
⊥.
This is the “classical” Apolarity Lemma. See for example [IK99, Theorem 5.3], [RS00,
§1.3].
Proof. We have seen for each graded piece L = Ik and Θ ∈ L that Θℓ
d
i = 0 for each i, so
ΘF = 0 and Θ ∈ kerCFk . This shows I ⊂ F
⊥.
Conversely if I ⊂ F⊥, in particular Id ⊂ F⊥d . Note Id =
⋂r
i=1 I(ℓi)d =
⋂r
i=1(ℓ
d
i )
⊥. Then
span{F} = (F⊥)⊥ ⊆
∑r
i=1 span{ℓ
d
i } = span{ℓ
d
1, . . . , ℓ
d
r}, as desired. 
Here is a version for schemes which is well-known to experts.
Theorem 4.3. Let F ∈ Sd. Let Z ⊂ PV be an arbitrary scheme with saturated homogeneous
defining ideal I = I(Z). Let νd : PV → PS
dV be the degree d Veronese map. Then [F ] lies
in the linear span of the scheme νd(Z) if and only if I ⊂ F
⊥.
Proof. [F ] lies in the linear span of νd(Z) if and only if every linear form vanishing on
νd(Z) also vanishes on [F ], that is, F is annihilated by the space of linear forms on PS
dV
that vanish on νd(Z); these are precisely the degree d forms on PV that vanish on Z, i.e.,
the degree d piece of I. So [F ] lies in the linear span of νd(Z) if and only if F ∈ (Id)
⊥,
equivalently Id ⊂ (F
⊥)d. For d = degF , Id ⊂ (F⊥)d if and only if I ⊂ F⊥ by for example
[BB14, Proposition 3.4(iii)] or [IK99, Lemma 2.15]. 
A scheme Z ⊂ PV is called apolar to F if its defining ideal is contained in F⊥, equivalently
[F ] is in the linear span of νd(Z). Thus the Waring rank of F is equal to the least length of
a reduced zero-dimensional apolar scheme to F . This leads to obvious generalizations: The
smoothable rank sr(F ) of F is equal to the least length of a smoothable zero-dimensional
apolar scheme to F . The cactus rank cr(F ) of F is equal to the least length of any zero-
dimensional apolar scheme to F . Evidently cr(F ) ≤ sr(F ) ≤ r(F ). For many more notions
of rank, see [BBM12].
Remark 4.4. Let X ⊂ Pn. A secant (r − 1)-plane to X is an (r − 1)-plane 〈x1, . . . , xr〉
spanned by distinct, reduced points x1, . . . , xr in X . The rth secant variety of X , denoted
σr(X), is the Zariski closure of the union of the secant (r − 1)-planes:
σr(X) =
⋃
{〈R〉 | R ⊂ X,R consists of at most r distinct points in X}.
Equivalently it is the Zariski closure of the set of points of rank at most r. For q 6= 0, the
border rank of q with respect to X , denoted brX(q), is the least r such that [q] ∈ σr(X).
By definition, brX(q) ≤ rX(q).
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For a d-form F , the border rank with respect to the Veronese variety is denoted br(F ).
It is the least r such that F is a limit of forms of Waring rank r or less. For example
r(xyd−1) = d, but
xyd−1 = lim
t→0
1
dt
(
(y + tx)d − yd
)
,
so xyd−1 is a limit of forms of rank 2. Thus br(xyd−1) ≤ 2. In fact br(xyd−1) = 2 by the
catalecticant lower bound which we describe now.
It turns out that br(F ) ≤ sr(F ) ≤ r(F ). The inequality br(F ) ≤ sr(F ) holds because
of the closure operation in the definition of secant variety. Strict inequality may hold, see
[BB13b].
The catalecticant lower bound (8) is in fact a lower bound for border rank: rankCaF ≤
br(F ). Indeed, for all forms F of Waring rank r or less, the catalecticant CaF has rank at
most r, so all the (r + 1)-minors of a matrix representing CaF vanish. Then these minors
vanish also on the Zariski closure of the locus of forms of Waring rank r or less, which is the
rth secant variety, i.e., exactly the locus of forms of border rank r or less. This shows that
if br(F ) ≤ r then rankCaF ≤ r. Hence rankC
a
F ≤ br(F ).
And the catalecticant lower bound is also a lower bound for cactus rank: rankCaF ≤ cr(F ).
See [IK99, Thm. 5.3D]. (Briefly: if Z is a zero-dimensional apolar scheme of length r then
the coordinate ring k[Z] = T/I(Z) is one-dimensional with Hilbert polynomial r, and has
non-decreasing Hilbert function, so rankCaF = dimT/F
⊥ ≤ dimT/I(Z) ≤ r.)
Remark 4.5. The following inequalities hold:
rankCaF ≤ cr(F ) ≤ sr(F ) ≤ r(F ),
rankCaF ≤ br(F ) ≤ sr(F ) ≤ r(F ).
For examples with cr(F ) < br(F ), see for instance [BR13], where it is shown that a general
cubic form in n + 1 variables has cactus rank at most 2n + 2, while by the Alexander–
Hirschowitz theorem it has border rank⌈
1
n+ 1
(
n+ 3
3
)⌉
.
The reverse inequality is also possible. For an example, see [BB13b], where for the particular
(not general) cubic in five variables F = x20y0−(x0+x1)
2y1+x
2
1y2 it is shown that br(F ) = 5,
cr(F ) = 6.
The colorful name “cactus rank” was coined in [RS11], following [BB14]. However earlier
terminology in [IK99, Definition 5.1, Definition 5.66] is as follows: annihilating scheme
for apolar scheme to F , scheme length for cactus rank, smoothable scheme length for
smoothable rank, and length for border rank.
In the next section we will review and generalize a lower bound for cactus rank discovered
by Ranestad and Schreyer.
4.2. Simultaneous Waring rank.
Definition 4.6. Let W ⊆ Sd. Then
W⊥ = {Θ ∈ T : ΘF = 0 for all F ∈ W} =
⋂
F∈W
F⊥.
The apolar algebra is AW = T/W⊥.
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Note that each graded piece W⊥k is the kernel of the catalecticant C
(0,k)
W . The apolar
algebra AW is a level Artin algebra; these have been studied in for example [GHMS07].
Say a scheme Z ⊂ PV is apolar to W ⊆ SdV if I = I(Z) ⊆W⊥. Then r(W ) is the least
length of a reduced zero-dimensional apolar scheme. As before we define the smoothable rank
sr(W ) and cactus rank cr(W ): sr(W ) is the least length of a smoothable zero-dimensional
apolar scheme and cr(W ) is the least length of a zero-dimensional apolar scheme.
Here is an apolarity lemma for linear series:
Theorem 4.7. Let W ⊆ Sd. Let ℓ1, . . . , ℓr ∈ V and I = I([ℓ1], . . . , [ℓr]). Then W ⊆
span{ℓd1, . . . , ℓ
d
r} if and only if I ⊂W
⊥.
More generally let Z ⊂ PV be a scheme with saturated homogeneous defining ideal I =
I(Z) and let νd : PV → PS
dV be the degree d Veronese map. Then PW ⊆ span(νd(Z)) if
and only if I ⊂W⊥.
Proof. W ⊆ span{ℓd1, . . . , ℓ
d
r} if and only if for each F ∈ W , there are constants c1, . . . , cr
such that F = c1ℓ
d
1+· · ·+crℓ
d
r , if and only if for each F ∈ W , I ⊂ F
⊥ (by the usual Apolarity
Lemma!), if and only I ⊆
⋂
F∈W F
⊥ = W⊥.
The proof of the scheme version is the same as before. 
Example 4.8. Consider the linear series Rk, Dk, Pk as in Example 1.5, in variables xi,j for
1 ≤ i ≤ m, 1 ≤ j ≤ n. Let the dual variables be ∂i,j ; let X
∗ be the m × n matrix with
entries ∂i,j . It is easy to see that
R⊥k = 〈∂i,j1∂i,j2, ∂i1,j∂i2,j | 1 ≤ i, i1, i2 ≤ m, 1 ≤ j, j1, j2 ≤ n〉,
that is, the ideal generated by products of two ∂i,j from either the same row or the same
column of X∗. It is also easy to see that Dk is annihilated by these products together
with permanents of 2 × 2 submatrices of X∗, while Pk is annihilated by the same products
together with 2 × 2 minors of X∗. By Shafiei’s results [Sha14], these actually generate the
apolar ideals:
D⊥k = R
⊥
k + P
∗
2 , P
⊥
k = R
⊥
k +D
∗
2,
where P ∗2 is the ideal generated by permanents of 2× 2 submatrices of X
∗,
P ∗2 = 〈∂i,j∂k,ℓ + ∂i,ℓ∂k,j〉,
and D∗2 is the ideal generated by 2× 2 minors of X
∗,
D∗2 = 〈∂i,j∂k,ℓ − ∂i,ℓ∂k,j〉.
4.3. Multihomogeneous polynomial.
Definition 4.9. Let S = k[V1 ⊕ · · · ⊕ Vs] and T = k[V
∗
1 ⊕ · · · ⊕ V
∗
s ], multigraded rings. For
M ∈ Sd = S
d1V1 ⊗ · · · ⊗ S
dsVs,
M⊥ = {Θ ∈ T : ΘM = 0}.
The apolar algebra is AM = T/M⊥.
The apolar algebra AM is a multigraded Artin algebra. Each multigraded piece (M⊥)k is
the kernel of the catalecticant CkM .
A scheme Z ⊂ PV =
∏
PVi is apolar to M if I = I(Z) ⊆ M
⊥. The smoothable rank
and cactus rank are defined as before.
We will state an apolarity lemma for multihomogeneous polynomials using the following
notation. For a point P = (ℓ1, . . . , ℓs) ∈ V1 × · · · × Vs, with each ℓj 6= 0, we denote
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[P ] = ([ℓ1], . . . , [ℓs]) ∈ PV1 × · · · × PVs. For each d = (d1, . . . , ds) let νd :
∏
PVi →
∏
PSdiVi
be the Segre-Veronese map, νd([ℓ1], . . . , [ℓs]) = [ℓ
d1
1 · · · ℓ
ds
s ]. For convenience let us denote
P d = ℓd11 · · · ℓ
ds
s . Note that the coordinate ring of PV = PV1×· · ·×PVs is k[PV ] = k[V
∗] = T .
Theorem 4.10. Let M be a multihomogeneous polynomial of multidegree d = (d1, . . . , ds).
For i = 1, . . . , r, let Pi = (ℓi,1, . . . , ℓi,s) where each ℓi,j ∈ Vj, ℓi,j 6= 0. Let I = I([P1], . . . , [Pr]) ⊂
T . Then M ∈ span(P d1 , . . . , P
d
r ) if and only if I ⊂M
⊥.
More generally let Z ⊂ PV =
∏
PVi be a scheme with defining ideal I = I(Z). Then [M ]
is in the linear span of νd(Z) if and only if I ⊂M
⊥.
Proof. If Θ ∈ Ik then Θ([P1]) = · · · = Θ([Pr]) = 0 so, as a differential operator, Θ(P
d
1 ) =
· · · = Θ(P dr ) = 0, hence Θ(M) = 0 and Θ ∈ M
⊥. Conversely, if I ⊂ M⊥ then in particular
Id ⊆ M
⊥
d
. For Θ ∈ Td, Θ ∈ Id if and only if as a polynomial Θ(Pi) = 0 for each i, if and
only if as a differential operator Θ(P di ) = 0 for each i, if and only if, in the pairing between
the dual spaces Sd and Td, Θ ∈ (P
d
i )
⊥ for each i. So
⋂r
i=1(P
d
i )
⊥ = Id ⊆ M⊥d . Transposing
yields span{M} ⊆ (Id)
⊥ = (
⋂
(P di )
⊥)⊥ = span{P d1 , . . . , P
d
s }.
The proof of the scheme version is the same as before. 
Remark 4.11. Work in progress by Maciej Ga la¸zka shows that similar statements hold on
more general toric varieties.
4.4. Generalized rank. I do not know a statement in the full generality of Section 1.4.
Here is a statement essentially due to Carlini.
Theorem 4.12 ([Car05], [Car06a]). Let F ∈ k[V ] be a homogeneous form of degree d in
n = dimV variables. Let W1, . . . ,Ws ⊂ V be linear subspaces and let I = I(W1 ∪ · · · ∪Ws)
be the homogeneous defining ideal of the reduced union of the Wi. Then the following are
equivalent:
(1) There exist Gi ∈ k[Wi], i = 1, . . . , s, such that F ∈ span{G1, . . . , Gs}.
(2) I ⊂ F⊥.
In particular the least number of terms in a “codimension one” decomposition of F , i.e.,
a decomposition as a sum of forms in n − 1 variables (see Example 1.10), is equal to the
least number of hyperplanes whose union is apolar to F , equivalently, the least degree of a
form in F⊥ that factors as a product of distinct linear factors. Similarly, the least number
of terms in a decomposition of F as a sum of binary forms (see Example 1.11) is equal to
the least number of projective lines whose union is apolar to F . These are the results stated
by Carlini, but his proofs actually give the full theorem above. For the convenience of the
reader we give here the proof, following Carlini’s ideas.
Proof. First suppose F ∈ span{G1, . . . , Gs}. For each i fix a power sum decomposition of
Gi, with terms corresponding to points in Wi. Let J be the homogeneous defining ideal
of all the (projective) points, for all the terms that arise for all of the Gi. Since F is a
linear combination of the Gi, these terms also give a power sum decomposition of F . By the
classical Apolarity Lemma, J ⊂ F⊥. And since each of the points defined by J lies in one
of the Wi, I ⊂ J . So I ⊂ F
⊥.
Conversely suppose I ⊂ F⊥. For each i choose enough points ℓi,1, . . . , ℓi,ki ∈ Wi so that
the ℓdi,j span the space of d-forms on PW
∗
i , that is, k[Wi]d (we may take ki =
(
dimWi+d−1
d
)
and choose the ℓi,j generally in Wi). Let J be the defining ideal of all the points ℓi,j. We
claim that Jd ⊂ Id. If Θ ∈ Td is any dual d-form vanishing at each point ℓi,j then, as a
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differential operator, Θ annihilates each ℓdi,j. Since for each i these span all the d-forms on
PWi, then in fact Θ annihilates all of k[Wi]d, for each i. In particular Θ annihilates ℓ
d for
every ℓ ∈ Wi, for each i. Hence, returning to considering Θ as a polynomial, Θ vanishes at
each point [ℓ] ∈ PWi, for each i. This means Θ ∈ Id.
Now from Jd ⊂ Id ⊂ F
⊥ we claim J ⊂ F⊥. For degrees k > d, F⊥k = Tk, so Jk ⊂ F
⊥
k . For
degrees k < d, Θ ∈ F⊥k if and only if ΘF = 0, if and only if for every Ψ ∈ Td−k, ΨΘF = 0, if
and only if for every Ψ ∈ Td−k, ΨΘ ∈ F⊥d . Meanwhile Θ ∈ Jk if and only if Θ([ℓi,j]) = 0 for
all i, j, if and only if for every Ψ ∈ Td−k, ΨΘ vanishes at each [ℓi,j], if and only if for every
Ψ ∈ Td−k, ΨΘ ∈ Jd. So if Θ ∈ Jk then for every Ψ ∈ Td−k we have ΨΘ ∈ Jd ⊂ F⊥d , which
implies that Θ ∈ F⊥k . Therefore Jk ⊂ F
⊥
k , as desired. This proves the claim that J ⊂ F
⊥.
Then by the classical Apolarity Lemma, F is in the span of the ℓdi,j, say F =
∑
i
∑
j ci,jℓ
d
i,j.
For each i, set Gi =
∑
j ci,jℓ
d
i,j. Then Gi ∈ k[Wi]d and F ∈ span{G1, . . . , Gs}. 
The classical Apolarity Lemma is precisely the case dimW1 = · · · = dimWs = 1.
Note that in contrast to the previous statements, a subideal I ⊂ F⊥ does not necessarily
determine the decomposition; rather it only determines the subspaces W1, . . . ,Ws over which
the decomposition occurs.
It would be interesting to find out if the above theorem, or at least the numerical corol-
laries discussed before the proof, are related to the catalecticants arising from the sheaves
mentioned in Example 2.21.
Remark 4.13. It would be very interesting to have similar statements more generally, or at
least for natural situations such as split rank (decomposition as a sum of products of linear
forms, see Example 1.12) and, if d = kt, then decomposition as a sum of kth powers of
t-forms (see Example 1.13).
5. Ranestad–Schreyer bounds
Ranestad and Schreyer gave an extremely elegant lower bound for cactus and Waring rank
in [RS11]. We recall their result, then generalize it.
5.1. Classical Waring rank.
Theorem 5.1 ([RS11]). Let F ∈ SdV . Let δ be a positive integer such that the homoge-
neous ideal F⊥ is generated in degrees less than or equal to δ. Then the Waring rank r(F ),
smoothable rank sr(F ), and cactus rank cr(F ) satisfy
r(F ) ≥ sr(F ) ≥ cr(F ) ≥
ℓ(AF )
δ
,
where ℓ(AF ) is the length of the apolar algebra AF .
For the reader’s convenience we include the proof given by Ranestad and Schreyer.
Proof. r(F ) ≥ sr(F ) ≥ cr(F ) is obvious. Let Z ⊂ PV be a zero-dimensional apolar scheme
of length r. Let I = I(Z) and let Ẑ be the affine variety defined by I. The definition
of δ means that the common zero locus in PV of the linear series F⊥δ is exactly equal to
the scheme defined by the ideal F⊥; namely, the empty scheme. So in affine space V ,
the common zero locus of F⊥δ is (a scheme supported at) the origin. Thus a general δ-
form G ∈ F⊥δ does not vanish at any of the points in the support of Z. Then the affine
hypersurface V (G) has proper intersection with Ẑ. Since G ∈ F⊥, SpecAF ⊂ V (G); and
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since Z is apolar to F , SpecAF ⊂ Ẑ. So SpecAF ⊆ V (G) ∩ Ẑ. By Be´zout’s theorem, then,
ℓ(AF ) = ℓ(SpecAF ) ≤ deg(V (G)) deg(Ẑ) = δr. 
See [RS11] for an application of this to monomials. (And see [CCG12], [BBT13] for more
about apolarity of monomials.) See [Sha14], [Sha13] for applications of this to determinants,
permanents, Pfaffians, etc. See [TW13] for an application of this to reflection arrangements.
See [BBKT13] for a closer examination of this bound, particularly the quantity δ.
In fact this proof shows:
Corollary 5.2. Let F ∈ SdV . Let ǫ be a positive integer such that the homogeneous ideal
generated by F⊥≤ǫ defines a zero-dimensional affine variety, i.e., its common zero locus consists
only of the origin in affine space. Then cr(F ) ≥ ℓ(AF )/ǫ.
Of course if F⊥ is generated in degrees less than or equal to δ then F⊥≤δ = F
⊥ whose
common zero locus is just the origin because it is a homogeneous Artinian ideal.
Corollary 5.3. Let F ∈ SdV . Suppose F⊥ is a complete intersection generated in degrees
0 < d1 ≤ · · · ≤ dn. Then sr(F ) = cr(F ) = d1 · · · dn−1.
Proof. ℓ(AF ) = d1 · · ·dn so sr(F ) ≥ cr(F ) ≥ d1 · · · dn−1. Let F⊥ = 〈G1, . . . , Gn〉, degGi =
di. Then 〈G1, . . . , Gn−1〉 is a one-dimensional complete intersection, so it is smoothable (as
every complete intersection is). Hence sr(F ) ≤ deg(T/〈G1, . . . , Gn−1〉) = d1 · · · dn−1. 
This occurs for monomials [RS11] and reflection arrangements [TW13].
Remark 5.4. For a general d-form F , the apolar ideal is generated entirely in degree δ =
(d + 2)/2 if d is even; if d is odd, the apolar ideal is either generated in the two degrees
⌊(d + 2)/2⌋, δ = ⌈(d + 2)/2⌉ or entirely in the degree δ = ⌊(d + 2)/2⌋. (It is easy to see
that F⊥ must have a generator of degree at most (d + 2)/2. One can show that F⊥ has
no generators in degrees strictly less than ⌊(d+ 2)/2⌋ using results on compressed algebras,
see Definition 3.11 and Proposition 3.12 of [IK99]. What takes more work is to show that
F⊥ is generated in degrees less than or equal to ⌈(d + 2)/2⌉. If d is even this follows from
Proposition 4.1B (pg. 362) and Example 4.7 of [Iar84]. For d odd it follows from unpublished
notes of Uwe Nagel [personal communication].)
One can then see that the catalecticant lower bound is better than the Ranestad–Schreyer
lower bound, and Theorem 3.2 provides no improvement over the catalecticant lower bound.
However the actual rank is known by the Alexander–Hirschowitz theorem and it is strictly
greater than the catalecticant lower bound.
Theorem 5.1 gives a lower bound for smoothable rank and cactus rank, which may be
strictly smaller than Waring rank. In contrast, the lower bound in Theorem 3.2 is in fact a
lower bound for Waring rank r(F ), as opposed to cactus rank or smoothable rank. Here is
an example to illustrate the difference.
Example 5.5. Consider F = xyd−1 with d ≥ 3. This has cactus rank and smoothable
rank equal to cr(F ) = sr(F ) = 2 [RS11]. Note F is concise (since it is not a pure power),
rankCd−2F = 2, and Σ2(F ) = V (y) 6= ∅. Then Theorem 3.2 gives the lower bound
r(xyd−1) ≥ rankCd−2F + dim Σ̂2(F ) = 2 + 1 = 3.
Of course this bound is far from sharp: we know that r(xyd−1) = d. But this simple example
shows that Theorem 3.2 is not generally a lower bound for cactus rank or smoothable rank.
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In this sense, the lower bound of Theorem 3.2 has the potential to be better: it is better
than the bound of Theorem 5.1 for any form F such that
ℓ(AF )
δ
≤ cr(F ) < rankCaF + dim Σ̂a(F ) ≤ r(F ).
Nevertheless in practice Theorem 5.1 seems to be quite a bit better than Theorem 3.2 for
many examples of interest.
Example 5.6. We have ℓ(Adetn) =
∑(n
k
)2
=
(
2n
n
)
and det⊥n is generated by quadrics [Sha14].
Hence r(detn) ≥
1
2
(
2n
n
)
. For the sake of discussion we call this the Ranestad–Schreyer–Shafiei
bound for r(detn).
For F = det3 and F = det4 the bound of Theorem 3.2 is better than the Ranestad–
Schreyer–Shafiei bound, but for n ≥ 5, the Ranestad–Schreyer–Shafiei bound for r(detn) is
better than the bound of Theorem 3.2. (See Example 1.1.) Incidentally, I do not know the
cactus or smoothable ranks of detn for any n > 2.
Remark 5.7. This discussion raises the question, why does Theorem 3.2 give a lower bound
for Waring rank rather than smoothable or cactus rank? In other words, in giving a lower
bound for the length of a reduced apolar scheme, where is the reducedness used in the proof
of the theorem?
It is used in the step that concludes, if hd−a vanished at [ℓ1], . . . , [ℓr], then h would also
vanish at each [ℓi]. This is precisely the statement that I = I({[ℓ1], . . . , [ℓr]}) is radical, i.e.,
the scheme is reduced.
Remark 5.8. Until recently, Theorem 3.2 was the only general result known to me that gives
a lower bound for the Waring rank of an arbitrary form, as opposed to a lower bound for
the cactus rank or border rank.
Another approach to lower bounds for Waring rank itself comes from the technique used to
find Waring ranks of monomials and sums of pairwise coprime monomials in [CCG12]. Very
recently this method has been developed further in [CCC14] and [Woo14]. So far it has been
used to find Waring ranks of increasingly general examples, namely, sums of polynomials
in small numbers of linearly independent variables. The remarkable momentum of recent
developments makes me optimistic that this approach will yield more results in the future.
5.2. Simultaneous Waring rank.
Theorem 5.9. Let W ⊆ SdV be a linear series. Suppose W⊥ is generated in degrees less
than or equal to δ. Then r(W ) ≥ sr(W ) ≥ cr(W ) ≥ ℓ(AW )/δ.
The proof is the same.
Example 5.10. Let X = (xi,j), 1 ≤ i ≤ m, 1 ≤ j ≤ n, and consider the linear series Dk,
Pk, Rk. First we compute the lengths of the apolar algebras. We have
ℓ(ADk) = ℓ(APk) =
∑
0≤a≤k
(
m
a
)(
n
a
)
.
When k = m ≤ n this simplifies to∑
0≤a≤m
(
m
m− a
)(
n
a
)
=
(
m+ n
m
)
.
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And
ℓ(ARk) =
∑
0≤a≤k
(
m
a
)(
n
a
)
a!.
Shafiei showed that (detk)
⊥ and (perk)
⊥ are each generated by quadrics [Sha14]. Using
her result, it is easy to show that D⊥k and P
⊥
k are generated by quadrics, see Example 4.8.
Therefore
r(Dk), r(Pk) ≥
1
2
∑
0≤a≤k
(
m
a
)(
n
a
)
,
and in particular when k = m ≤ n,
r(Dm), r(Pm) ≥
1
2
(
m+ n
m
)
.
The same lower bound holds for cactus and smoothable ranks.
It is also easy to see that R⊥k is generated by quadrics, again see Example 4.8. So
r(Rk) ≥
1
2
∑
0≤a≤k
(
m
a
)(
n
a
)
a!.
5.3. Multihomogeneous polynomials. In order to give a generalization of the Ranestad–
Schreyer Theorem (5.1) for multihomogeneous polynomials, we will use some elementary facts
about finite schemes in multiprojective spaces. While these facts are surely well-known to
experts, it was surprisingly difficult to find a comprehensive reference. I am grateful to Adam
Van Tuyl for suggesting some (nearly-comprehensive) references, including his dissertation
[Tuy01], the dissertation of Lavila-Vidal [LV99], and [Rob98].
Here is a brief list of the particular facts we need.
Lemma 5.11. If Z ⊂
∏s
i=1 PVi is a zero-dimensional scheme with I = I(Z), then V (I) ⊂∏s
i=1 Vi is s-dimensional and deg V (I) = ℓ(Z), where degree is computed with respect to the
grading by total degree.
Proof. The dimension statement is precisely [Tuy01, Prop. 2.2.9] or [LV99, Lemma 1.4.1].
Say ℓ(Z) = r. This means that for every multidegree δ, I(Z)δ has codimension at most r
in Sδ, where S = k[V1 ⊕ · · · ⊕ Vs]; and there is a multidegree δ0 such that for every δ ≥ δ0,
I(Z)δ has codimension equal to r in Sδ. Now in the grading by total degree, for t≫ 0,
dim(S/I)t =
∑
|δ|=t
dim(Sδ/I(Z)δ)
=
∑
|δ|=t
δ≥δ0
r +
∑
|δ|=t
δ 6≥δ0
dim(Sδ/I(Z)δ)
= r ·#{δ′ ≥ 0 : |δ′| = t− |δ0|}+
∑
|δ|=t
δ 6≥δ0
dim(Sδ/I(Z)δ)
= r ·
(
t− |δ0|+ s− 1
s− 1
)
+
∑
|δ|=t
δ 6≥δ0
dim(Sδ/I(Z)δ).
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Note
#{δ : |δ| = t, δ 6≥ δ0} =
(
t + s− 1
s− 1
)
−
(
t− |δ0|+ s− 1
s− 1
)
=
(
t− |δ0|+ s− 1
s− 2
)
+ · · ·+
(
t− 1 + s− 1
s− 2
)
,
a polynomial q(t) of degree s− 2. Therefore
0 ≤
∑
|δ|=t
δ 6≥δ0
dim(Sδ/I(Z)δ) ≤ r · q(t),
so this sum is bounded by a polynomial of degree s− 2; for sufficiently large t it is equal to
a polynomial of degree at most s− 2. Hence for t≫ 0, dim(S/I)t = P (t) is a polynomial in
t of degree s− 1 with leading coefficient r/(s− 1)!.
This P (t) is precisely the Hilbert polynomial of PV (I) ⊂ P(V1⊕· · ·⊕Vs). Hence deg V (I) =
r = ℓ(Z) (and we have re-proved the dimension statement). 
Lemma 5.12. Let Z ⊂
∏s
i=1 PVi be a zero-dimensional scheme with I = I(Z). For each i
let Vˆi = V1 × · · · × {0} × · · · × Vs, the product of all the Vj with j 6= i. Also for each i let
pri :
∏
PVj →
∏
j 6=i PVj be the projection onto all the factors except Vi, and let Zi = pri(Z).
Let Ii = I(Zi).
Then in
∏
Vi we have V (I) ∩ Vˆi = V (Ii), an (s− 1)-dimensional affine variety.
The reader may easily verify this.
Theorem 5.13. Let M ∈ SdV . Let δ = (δ1, . . . , δs) be such that M
⊥ is generated in multi-
degrees less than or equal to δ. Then rMH(M) ≥ srMH(M) ≥ crMH(M) ≥ ℓ(A
M)/(
∏
δi).
Proof. Let Z ⊂
∏
PVi be a closed zero-dimensional scheme of length r and suppose that
I = I(Z) ⊂ M⊥. The scheme SpecAM naturally lies as a closed subscheme in Spec T ∼=
V =
∏
Vi. Let Ẑ = V (I) ⊂ V . Note that SpecA
M ⊂ Ẑ.
For each i = 1, . . . , s let Si = k[PVi] ⊂ k[PV ] = S. The definition of δ means thatM
⊥∩Si
is an Artinian ideal generated in degrees less than or equal to δi. For each i let Gi be a
general element of M⊥(0,...,δi,...,0). Since M
⊥
(0,...,δi,...,0)
has no basepoints, Gi does not vanish at
any of the points of Z. Let B = V (G1, . . . , Gs) ⊂ V , a complete intersection of codimension
s and degree
∏
δi.
Let Vˆi = V1 × · · · × {0} × · · · × Vs, for 1 ≤ i ≤ s. Outside of the union
⋃
Vˆi, B is
disjoint from Ẑ, since none of the Gi vanish at any point of Z. On each Vˆi, Gi vanishes
identically, but Gj is not identically vanishing for j 6= i. So B ∩ Vˆi is a complete intersection
of codimension s− 1 in Vˆi. By the generality of the G’s, B ∩ Vˆi does not meet Ẑ ∩ Vˆi outside
the origin.
Therefore B ∩ Ẑ is supported only at the origin. So
ℓ(AM) = ℓ(SpecAM) ≤ ℓ(B ∩ Ẑ) = deg(B) deg(Ẑ) =
(∏
δi
)
r,
which completes the proof. 
Example 5.14. The bihomogeneous form F = x1 · · ·xay1 · · · yb has apolar algebra of length
2a+b. Let ∂1, · · · , ∂a be the dual variables to the xi and let ǫ1, . . . , ǫb be the dual variables to
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the yj. Then F
⊥ = 〈∂21 , . . . , ∂
2
a, ǫ
2
1, . . . , ǫ
2
b〉. So F
⊥ is generated in bidegrees (2, 0) and (0, 2).
Set δ = (2, 2). Then
rMH(x1 · · ·xay1 · · · yb) ≥
2a+b
4
= 2a+b−2.
Therefore the rank is in fact equal to 2a+b−2. This answers the question raised in Example 1.7.
Example 5.15. More generally let
F = (
n1∏
j=1
xd11,j) · · · (
ns∏
j=1
xdss,j),
a multihomogeneous form of multidegree (n1d1, . . . , nsds). Then
rMH(F ) ≤
s∏
i=1
r((xi,1 · · ·xi,ni)
di) =
s∏
i=1
(di + 1)
ni−1.
On the other hand F⊥ = 〈∂di+11,1 , . . . , ∂
ds+1
s,ns 〉. Then ℓ(A
F ) =
∏s
i=1(di + 1)
ni and, with δ =
(d1 + 1, . . . , ds + 1), we get rMH(F ) ≥
∏s
i=1(di + 1)
ni−1, which exactly determines rMH(F ).
Example 5.16. In this example we consider the tensor corresponding to matrix multipli-
cation. This has been intensively studied, see for example [Lan12, Chap. 11], [Lan14]. Our
results are not able to improve or even match the bounds obtained by specialized methods.
Nevertheless, we consider the example in order to illustrate our results and because of its
intrinsic importance. Also, we work out the apolar ideal of the matrix multiplication tensor.
Fix n and let A = (ai,j), B = (bi,j), and C = (ci,j) be generic n × n matrices in separate
variables. Let the dual variables be αi,j, βi,j, and γi,j, for 1 ≤ i, j ≤ n. Let A ∼= B ∼= C ∼= k
n2
be vector spaces of dimension n2, where A has basis {ai,j}, and so on. Let S = k[A,B,C] =
k[α1,1, . . . , γn,n], the multigraded polynomial ring with each ai,j having multidegree (1, 0, 0),
each bi,j having multidegree (0, 1, 0), and each ci,j having multidegree (0, 0, 1); and let T =
k[α1,1, . . . , γn,n], with similar multigrading. Let
multn = Tr(ABC),
a multihomogeneous form of multidegree (1, 1, 1) — that is, a tensor. This is the tensor
representing matrix multiplication,
multn ∈ A⊗ B ⊗ C ∼= Hom(A⊗ B, C
∗).
Indeed,
multn =
n∑
i=1
(ABC)i,i =
n∑
i=1
n∑
j=1
n∑
k=1
ai,jbj,kck,i,
so that γk,iM = (AB)i,k. That is, as an element of Hom(A ⊗ B, C
∗), multn takes pairs of
matrices (A,B) to their transposed product, (AB)t. The transposition simply corresponds
to the dualization of the space C∗. (More generally, one may consider rectangular matrix
multiplication, see for example [Lan14].)
Let Ia = 〈α1,1, . . . , αn,n〉 and similarly let Ib and Ic be the ideals generated by the βi,j and
γi,j, respectively; we set I = I
2
a + I
2
b + I
2
c . Let
Iab = 〈αi,j1βj2,k | 1 ≤ i, j1, j2, k ≤ n, j1 6= j2〉
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and similarly Ibc, Ica; set I
′ = Iab + Ibc + Ica. Finally let
Jab = 〈αi,jβj,k − αi,1β1,k | 1 ≤ i, j, k ≤ n〉
and similarly Jbc, Jca; set J = Jab + Jbc + Jca. It is easy to see that multn is annihilated by
K = I + I ′ + J . We claim that this is equal to mult⊥n .
Let Θ ∈ mult⊥n be a homogeneous element. Since multn is concise, we must have degΘ > 1.
Using the generators of I we can eliminate, modulo K, every term of Θ that has more than
one α, β, or γ factor. If Θ is not already zero modulo K then we must have degΘ ≤ 3.
First, consider the case degΘ = 2. Every term appearing in Θ must have the form αi,jβj,k,
βj,kγk,i, or γk,iαi,j ; all other terms can be eliminated modulo K using the generators of I
′.
Using the generators of J , we can write, modulo K,
Θ =
∑
i,k
pi,kαi,1β1,k +
∑
j,i
qj,iβj,1γ1,i +
∑
k,j
rk,jγk,1α1,j.
Then
Θmultn =
∑
i,k
pi,kck,i +
∑
j,i
qj,iai,j +
∑
k,j
rk,jbj,k.
Since Θmultn = 0 we must have every coefficient pi,k = qj,i = rk,j = 0 for all i, j, k. So Θ is
zero modulo K. This shows that K and mult⊥n have the same degree 2 elements.
Next consider the case degΘ = 3. Every term appearing in Θ must have the form
αi,jβj,kγk,i, as all other terms can be eliminated using the generators of I+I
′. But αi,jβj,kγk,i
is equal to α1,1β1,1γ1,1 modulo J . So modulo K, we can write Θ = pα1,1β1,1γ1,1 for some p.
Then
0 = Θmultn = (pα1,1β1,1γ1,1)(a1,1b1,1c1,1) = p.
Therefore Θ ∈ K, which shows that K and mult⊥n have the same degree 3 elements.
Finally since degmultn = 3, mult
⊥
n contains all elements of degree ≥ 4, and so does I.
Hence mult⊥n and K both have the same elements of degree ≥ 4 (namely, all of them). This
finishes the proof that mult⊥n = K, as claimed.
Next we claim that the generators we have listed for I, I ′, and J form a minimal set
of generators for mult⊥n . But this is clear since they are all of total degree 2 and linearly
independent. Therefore mult⊥n is generated in multidegrees (2, 0, 0), (1, 1, 0), and cyclic
rotations of these.
Now we compute the ranks of catalecticants of multn. These are the same as the flattenings
usually considered in the tensor literature. Let (0, 0, 0) ≤ a = (a1, a2, a3) ≤ (1, 1, 1). If
a = (0, 0, 0) or a = (1, 1, 1) then rankCamultn = 1. If a = (1, 0, 0) then rankC
a
multn
= n2
since C
(1,0,0)
multn
(βi,kγk,j) = ai,j , showing that C
(1,0,0)
multn
is surjective. Similarly the (0, 1, 0) and
(0, 0, 1) catalecticants have rank n2. Then their transposes, the (0, 1, 1), (1, 0, 1), and (1, 1, 0)
catalecticants, also have rank n2. Therefore ℓ(Amultn) = 2 + 6n2.
By Theorem 5.13 we have
rMH(multn) ≥
ℓ(Amultn)
23
=
1
4
+
3
4
n2.
This is actually worse than the simple catalecticant bound (9), rMH(multn) ≥ n
2. This
illustrates that Theorem 5.13, like Theorem 5.1, gives better bounds when F⊥ is generated
in small degrees (or multidegrees) relative to the degree (or multidegree) of F itself; see
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[BBKT13] for more on comparisons between the degrees of generators of F⊥ and the de-
gree of F . Regarding matrix multiplication, the best known lower bound at this time is
rMH(multn) ≥ 3n
2 − o(n2), due to Landsberg [Lan14].
We may also simply regard multn as a homogeneous polynomial of (total) degree 3, in 3n
2
variables, and ask for its classical Waring rank. Theorem 5.1 gives
r(multn) ≥
ℓ(Amultn)
2
= 1 + 3n2,
since mult⊥n is generated by quadrics.
5.4. Generalized rank.
Theorem 5.17. Let F ∈ SdV . Fix k < n = dimV . Let rk(F ) be the least number of terms
in a decomposition of F as a sum of forms each depending on k or fewer variables. Let F⊥ =
(H1, . . . , Ht), degHi = di, d1 ≤ · · · ≤ dt, and suppose j is such that (H1, . . . , Hj) defines a
zero-dimensional affine variety. Necessarily j ≥ n. Then rk(F ) ≥ ℓ(A
F )/(dj−k+1 · · ·dj).
Proof. Fix a decomposition F = F1 + · · ·+ Fr, each Fi depending on the variables in Wi, a
k-dimensional subspace. Let C be the reduced union of the PWi. Every component of C is
(k − 1)-dimensional.
Let I = (H1, . . . , Hj). For each i = 1, . . . , j, let Gi ∈ Idi be general. Then I =
(G1, . . . , Gj). For each i = 1, . . . , j, let Ci = C∩V (Gi, . . . , Gj) and let I(i) = (G1, . . . , Gi−1).
Since the linear series Idj has no basepoints, by generality of Gj and Bertini’s theorem,
V (Gj) does not contain any component of C. So every component of Cj is (k−2)-dimensional.
Suppose inductively that every component of Ci is (k − j + i − 2)-dimensional. Note that
V (G1, . . . , Gi−1) is disjoint from V (Gi, . . . , Gj), so the linear series I(i)di−1 (the degree di−1
elements of the ideal (G1, . . . , Gi−1)) has no basepoints on Ci. By generality of Gi−1 and
Bertini, then, V (Gi−1) does not include any component of Ci, so every component of Ci−1
has dimension exactly one less than the dimension of Ci.
Therefore Cj−k+1 is empty. Let J = (Gj−k+1, . . . , Gj) and let Ẑ = V (J) be the affine
variety defined by J . Let Ĉ =
⋃
Wi be the reduced union of the Wi. Note that every
component of Ĉ has dimension k, while since J has k generators, every component of Ẑ has
codimension at most k. We have just seen that Ẑ intersects Ĉ only at the origin; thus Ẑ is a
complete intersection, in particular Ĉ and Ẑ intersect properly. Since J ⊂ F⊥, SpecAF ⊂ Ẑ.
And by the Apolarity Lemma, I(C) ⊂ F⊥, so SpecAF ⊂ Ĉ. Therefore
ℓ(AF ) = ℓ(SpecAF ) ≤ deg(Ĉ ∩ Ẑ) = deg(Ĉ) deg(Ẑ) = r(dj−k+1 · · · dj),
as claimed. 
Conjecture 5.18. Let F = xd11 · · ·x
dn
n with 0 < d1 ≤ · · · ≤ dn. Theorem 5.17 gives
rk(x
d1
1 · · ·x
dn
n ) ≥
(d1 + 1) · · · (dn + 1)
(dn−k+1 + 1) · · · (dn + 1)
= (d1 + 1) · · · (dn−k + 1).
Conversely, let
xd11 · · ·x
dn−k+1
n−k+1 =
m∑
i=1
ℓ
d1+···+dn−k+1
i
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be a Waring decomposition, m = r(xd11 · · ·x
dn−k+1
n−k+1 ) = (d2 + 1) · · · (dn−k+1 + 1). Then
xd11 · · ·x
dn
n =
m∑
i=1
ℓ
d1+···+dn−k+1
i x
dn−k+2
n−k+2 · · ·x
dn
n ,
where each term depends essentially on k variables. Therefore
rk(x
d1
1 · · ·x
dn
n ) ≤ r(x
d1
1 · · ·x
dn−k+1
n−k+1 ) = (d2 + 1) · · · (dn−k+1 + 1).
We conjecture that this is an equality.
It is trivially true when k = 1 (ordinary Waring rank, reducing to the theorem of Carlini–
Catalisano–Geramita [CCG12]) or k = n. It is true whenever d1 = · · · = dn−k+1 ≤ dn−k+2 ≤
· · · ≤ dn because the upper and lower bounds are equal:
rk
(
(x1 · · ·xn−k+1)dx
dn−k+2
n−k+2 · · ·x
dn
n
)
= r
(
(x1 · · ·xn−k+1)d
)
= (d+ 1)n−k.
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