Abstract. Nonstandard methods are used to obtain results in combinatorial number theory. The main technique is to use the standard part map to translate density properties of subsets of * N into Lebesgue measure properties on [0, 1]. This allows us to obtain a simple condition on a standard sequence A that guarantees the existence of intervals in arithmetic progression, all of which contain elements of A with various uniform density conditions.
Introduction
In 1936 Erdős and Turán conjectured that if the sequence A ⊂ N has positive upper Banach Density, then A contains arbitrarily long arithmetic progressions. This was proved by Szemerédi in 1974 [21] , and re-proved using completely different approaches by Furstenberg in 1977 [2, 3] and Gowers in 1999 [4] . A major question still unresolved, even with the recent proof by Green and Tao that the primes contain arbitrarily long arithmetic progressions [6] , is a further conjecture of Erdős and Turán. They conjectured that if A = a n is a sequence of natural numbers with the property that ∞ n=1 1/a n diverges, then A contains arbitrarily long arithmetic progressions [1] .
In this paper we concentrate on conditions that imply that a sequence A contains intervals in arithmetic progression on which A is nonempty, and on which various density properties hold. We can obtain some results about the existence of such intervals for sequences that are much sparser than those in the conjecture above. We will then look at one example of a condition involving these concepts that would provide a positive solution to the Erdős-Turán conjecture.
In this paper we will make use of nonstandard methods. Some early work in the application of nonstandard analysis to problems in combinatorial number theory can be found in [16, 17] and [18] . Recently Renling Jin has obtained a number of strong standard results in combinatorial number theory through the use of nonstandard methods [8, 9, 10, 11, 12, 13, 14, 15] . The reader unfamiliar with the use of nonstandard methods will find excellent introductions to the subject in any of [7] , [19] or [20] .
The notation has been chosen with an effort to clarify the various objects used in the proof. The capital letters A and B will represent sequences, either internal 1580 STEVEN C. LETH sequences in * N or standard sequences in N. The capital letters I and J are used for intervals, again either standard or nonstandard. All other capital letters represent nonstandard integers in * N − N, i.e. nonstandard integers that are "infinite" in size. Lowercase letters represent standard natural or real numbers, or nonstandard natural numbers not necessarily known to be in * N − N. Lowercase greek letters are used for either real numbers or as indexing natural numbers, and the use will be clear in the context. 
The main theorem
is simply nonzero, i.e. the intervals are nonempty, then we say that A contains a t, d, w cell.
For β > 0 and 0 ≤ u ≤ w we will say that a < t,α, d, w > cell is u, β uniform if for each ν = 0, 1, 2, ..., t − 1, and all x such that u ≤ x ≤ w :
where
It is clear that an actual arithmetic progression of length t and distance d is an example of a t, α, w, d cell with w = 0 and α any nonnegative number. Furthermore, this cell is u, β uniform for u = 0 and any nonnegative β. We could view the existence of a t,α, d, w cell inside a sequence A as a weak form of an actual arithmetic progression inside A. These cells are "near" arithmetic progressions in some (perhaps very loose) sense, and intuitively are "nearer" to arithmetic progressions as the size of w decreases. In the results below w will be "small" in the sense that the ratio of w to d will be small compared to the ratio of d to the length of the interval I. Definition 3. Let I be an interval in N, and let A ⊂ I, with r > 1 ∈ R and m ∈ N. We say that A has the m, r density property on I iff for any interval
Before proving the main theorem we need the following standard lemma. For E ⊂ R we will write λ(E) for the Lebesgue measure of E. 
We may now let b be any element in
, and we obtain the desired result.
Theorem 1 below is the main result of this paper. It gives a condition for the existence of "near" arithmetic progressions for any sequence on any interval I in which the density does not drastically increase as the size of the subinterval decreases. More specifically, it provides an absolute constant such that whenever the density of a sequence does not increase beyond a fixed ratio for any subinterval of size greater than the length of I divided by that fixed constant, then the sequence will contain a t, α, w, d cell with some relative "smallness" conditions for w.
Theorem 1. Let h(x) be any increasing real valued function such that h(x) > 0 whenever x > 0, and let g(x) be any real valued function which approaches infinity as x approaches infinity. For all real α > 0, r > 1 and j, t ∈ N there exists a standard natural number m such that for all n > m, whenever I is an interval of length n and any nonempty set A ⊂ I has the m, r density property on I, then A contains a u, β uniform t,α, d, w cell with
Furthermore, we may take w and d to be powers of 2.
The theorem is strongest if we take h to be approaching 0 rapidly as x approaches 0, and g to be approaching infinity slowly as x approaches infinity. The m that we obtain will depend on h, g, α, r, j and t, but will be independent of the sequence A or the interval I.
Proof. Suppose h(x), g(x)
, α, j, r, t are given as in the statement above and that no such m exists. Since the result becomes stronger as α decreases, we assume for convenience that α < 1/2. By "overspill" there exists an M, N in * N − N with M < N and a hyperfinite internal set A such that A has the M, r density property on an interval of length N but A contains no t,α, d, w cell on this interval with the required properties. Since the conditions are translation invariant, we may assume that the interval is [0, N − 1]. We now define a standard function f :
We first note that the function f (x) is increasing, and show that it satisfies a Lipschitz condition with constant r. To see this, note that for
and f satisfies a Lipschitz condition with constant r as desired. Thus, the function f is absolutely continuous, differentiable almost everywhere and equal to the integral of its derivative. Since f (1) = 1, f (0) = 0 and f is the integral of its derivative, it must be that the Lebesgue measure of x :
is nonzero. Thus, there exists a real number c ≥ 1 such that the Lebesgue measure of the set Since f is differentiable at all of the finitely many b + νd there exists a standard y > 0 such that for all h with 0 < h < y and all ν = 0, ..., t − 1,
We now choose W, U ∈ * N − N such that both W and U are powers of 2, with
and U noninfinitesimal to D. We note that in the above definitions we were able to take D, W, and U arbitrarily small but noninfinitesimal to N , allowing us to choose powers of 2 for these quantities, but that we do not have that freedom with the choice of B. Here we have also used the fact that h applied to noninfinitesimals is noninfinitesimal, which follows immediately from the conditions given on the function h. Finally, we let
We wish to show that A contains a U, β uniform t,α, D, W cell with all the properties required in the theorem, contradicting our assumption about A. We first note that all the inequalities in the statement of the theorem hold by our choices of W, U, D and β. To see that A contains such a t,α, D, W cell, we begin by letting w = st(W/D), and note that (2.3) above (using the inequality with α 4 on the right-hand side and with h = w) gives us
This and the fact that all b + νd are in E now yields
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The definition of the function f and elementary properties of the standard part function allow us to replace the middle quantity in the inequality (2.4) by
This immediately yields the right-hand inequality in (2.1). To see that the lefthand inequality of (2.1) holds, we use both of the inequalities above, once with ξ and once with ν, to obtain 
Adding these two inequalities, we obtain
Now, in exactly the same way that the middle quantity in (2.4) equals the expression given in (2.5), the above inequality becomes
to each term, multiplying by δ (A, [0, N] ) and using the fact that
), and since α < 1/2, so that Upper Banach density is often simply called Banach density, and is sometimes referred to in the literature as strong upper density. (m) . Furthermore, we may take u, w, and d to be powers of 2.
Corollary 1. Let h, g, α, k, t be as in the previous corollary, and suppose that A is a sequence with BD(A) > 0. Then A contains a u, β uniform t,α, d, w cell with
Proof. Let r ∈ R be greater than 1/BD(A), and let m(r) be the m that exists by Theorem 1. Now find an interval I of length greater than m(r) such that the density of A on I is greater than 1/r. Then A has the m, r density property on I so that the result follows from the theorem.
In light of Szemeredi's theorem the corollary above is very weak. The goal now is to look at deeper consequences of Theorem 1 in the hope of providing insight into questions about arithmetic progressions that are still unknown.
Density conditions for near arithmetic progressions
We begin with a simple proposition needed for the next proof, followed by a result about relatively sparse sets. We may now let 
We now have 
so that if we let α =
4 log m . Thus ε is greater than 0, completing the proof.
Significant work still needs to be done regarding questions of this type, i.e. results that link the density of a sequence with the existence of cells of certain types. The interest in such results is underscored by the theorem and corollary below. They give one of many possible conditions that might provide an alternate means of approaching the Erdős-Turán conjecture. We begin with a conjecture (the term conjecture is perhaps optimistic here). In the above conjecture we recall that a t, d, w cell is merely a collection of intervals on which A is nonempty in arithmetic progression, with width w and distance d between intervals. The proof of the theorem below underscores the desirability of having both w and d be powers of 2, a condition that has been in each result but that so far has not been used. 2 for arbitrarily large n, then A contains arithmetic progressions of length t.
Theorem 3. If the conjecture is true for fixed t, then for c constant and
Proof. For convenience we will use log base 2 here. Let 2 for infinitely many n. By adjusting the constant if necessary (and using 2A), we may assume that A contains no two consecutive numbers.
Such an L exists by overspill.
Since * A has density greater than c (log M ) 2 on an interval of length M , with N ≤ M , then for each n ≤ N there must be an interval I such that the density of * A on I is greater than
We will define a subset B of We note that To see this, we let k be such that 2 
which contain elements of B and are in arithmetic progression. By the construction this means that * A contains an arithmetic progression of length t, completing the proof.
Corollary 2. The Erdős-Turán conjecture follows from the above conjecture.
Proof. Let A = a n (indexed in increasing order) and suppose that
