Main Theorem
We shall consider the first order hyperbolic system for teR 1 .
Thus we know that the one-parameter family of operators G(t},
It is known that the singular support of the function A,-is a set of measure zero in R n for each 7 = !,..., N.
It follows from the assumption (i) that all the eigenvalues of the matrix £ 4/f/ are also real for £eR n . We denote them by <rj(£) 9 j = 1,..., N, and put
We assume below that 0->0. For a measurable set M, measM will denote the Lebesgue measure of M. We denote the gradient of/ by V j.
We now state our For a given T>0 and any cp e C^(B aT ), let v be the solution of the adjoint system of (2.1):
if xeB ffT and v(x, T) = 0 otherwise, where A*j and L* are the adjoint matrices of A j and L. Notice that the system (2.5) satisfies the conditions (i) and (ii) and that t;eC°°(R" +1 ).
Since u d is a solution of (2.1), by (2.5), we have Integrating both sides of (2.6) over V and using the Green's formula, we get
Since yu = 0 a.e. in S, letting <5-»0, we see
Since u e CCR 1 ; L 2 (R")) and v e C°°(R"
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This implies that w = 0 a.e. in K 9 which finishes the proof of the corollary.
Proof of Theorem 2.1
To prove the theorem, we shall need the following Lemma 3.1. Let D be a closed set of measure zero in R" and A be a real-valued function defined in R" which belongs to C [n/23+2 (R w \D).
For/eL 1 (R")nL 2 (R"), define
Let A be a compact set in R n , B be a measurable bounded set in R"
and set F,= {af + 6;ae4, 6e#}, f>0. = 0,
The proof of this lemma will be given after the proof of the theorem. 
Since the propagation speed of the system (2.1) is less than or equal to a, it follows from (2.4) that 
with yl = {3/eM 11 ; |j|=cr} and with B = B R9 we observe that there exists T>0 such that for any t>T, the inequality Thus we obtain H0(-.OW.)<4fi for t>T 9 which completes the proof of Lemma 3.1.
Applications
We begin with an obvious lemma which is of importance for applications. Proof. It suffices to remark that the Hessian H x is the Jacobian matrix of FA and the set {£eR n ; |FA(^)| = a} is the inverse image of FA of the set S a = {xER n ; \x\ = a} of measure zero. J everywhere except at the (2, j + 2) and (j + 2, 2) elements 3 whose value is unity, and L is the 5x5 matrix with only two non-zero elements, one at the (1, 2) element whose value is a and the other at the (2, 1) element whose value is -a. Then, the eigenvalues of £ A^j + iL are equal to 0 or ±(|£| 2 + a 2 )2". a>0.
An explicit calculation shows that the eigenvalues of £ A^+iL are j_ j= i + (|^| 2 + a 2 ) 2 . Therefore, by the same reasoning as above, we conclude that Theorem 2.1 and Corollary 2.2 can be applied to the system (4.2).
Remark. In Lemma 3.1, if we take A = S d and replace the assumption meas{feR"\D; -F;<QGA}=0 by detH A «)^0 for all £eR", then we can prove (3.2) using the asymptotic estimate for the integral (3.1) obtained by Littman [4] and by Leblanc [3] . But such a setting is not sufficient to deal with the general case as was seen in the case of Example 4.2.
5o Necessity of the Condition (iii)
In this section, we shall show that in one space dimensional case the condition (iii) is necessary in order that the assertion of Theorem 2.1 holds.
We use the same notations as in Theorem 2.1.
Theorem § 9 L Assume n = l. If meas£>0, then there exist nonzero infinitely differentiate L 2 -solutions of (2.1) which vanish in K.
Proof. We shall verify this theorem in case when we can select / lest u 0 should vanish identically. The proof is complete.
