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ABSTRACT
In this thesis, we develop a class of novel spectral imaging techniques that
enable capabilities beyond the reach of conventional methods. Each devel-
opment is based on computational imaging, which involves distributing the
spectral imaging task between a physical and a computational system and
then digitally forming images of interest from multiplexed measurements by
means of solving an inverse problem. In particular, in the first approach, a
nonscanning spectral imaging technique is developed to enable performing
spectroscopy over a two-dimensional instantaneous field-of-view. This tech-
nique combines a parametric estimation approach with a slitless spectrometer
configuration. In the second approach, a spectral imaging technique with an
optical device known as a photon sieve is developed to achieve superior spa-
tial and spectral resolutions relative to conventional filter-based spectral im-
agers. This technique relies on the wavelength-dependent focusing property
of the photon sieve, and multiplexed measurements recorded by a photon
sieve imaging system with a moving detector. In each of these two tech-
niques, multiplexed measurements are combined with an image formation
model and then the resultant inverse problem is solved computationally for
image reconstruction. The associated inverse problems, which can be viewed
as multiframe image deblurring problems, are formulated in a Bayesian esti-
mation framework to incorporate the additional prior statistical knowledge of
the targeted objects. Computationally efficient algorithms are then designed
to solve the resulting nonlinear optimization problems. In addition to the de-
velopment of each technique, Bayesian Cramer-Rao bounds are also obtained
to characterize the estimation uncertainties and performance limits, as well
as to explore the optimized system design. The effectiveness of the spectral
imaging techniques are illustrated for an application in remote sensing of
the solar atmosphere. Lastly, the phase retrieval problem, another inverse
problem that arises in the photon-sieve imaging setting with coherent illumi-
ii
nation, is studied to devise computationally efficient algorithms. As a whole,
the developed spectral imaging techniques enable finer spectral information
in the form of higher temporal, spatial, and spectral resolutions. This will
enhance the unique diagnostic capabilities of conventional spectral imaging
systems in applications as diverse as physics, chemistry, biology, medicine,
astronomy and remote sensing.
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CHAPTER 1
INTRODUCTION
Spectral imaging or imaging spectroscopy is a fundamental diagnostic tech-
nique in the physical sciences with application in diverse fields such as physics,
chemistry, biology, medicine, astronomy, and remote sensing [1, 2]. Spectral
imagers enable sensing properties of a scene based on measurement of radi-
ated energy interacting with matter. The measured spectrum (i.e. radiation
intensity as a function of wavelength) provides a means for uniquely identify-
ing the physical, chemical, and biological properties of targeted objects [3,4].
This makes spectral imaging a useful diagnostic tool in various applications
including remote sensing of astrophysical plasmas, environmental monitor-
ing, resource management, biomedical diagnostics, industrial inspection, and
surveillance, among many others.
For example, in astrophysical imaging of space plasmas, which was our
initial motivation for this study, energy transitions of the constituent matter
in the plasma produce spectral emission lines. Measurements of the emitted
spectrum provide estimates of the parameters of these spectral lines, which
are essential for inferring the plasma parameters (such as density, tempera-
ture, and flow speed of the radiating ions) [5, 6]. Such measurements enable
the investigation of the complex plasma behavior by revealing how particles
and energy flow through the radiating plasma [7, 8].
The objective of spectral imaging is to form images of a scene as a function
of wavelength. For a two-dimensional scene, this requires simultaneously
obtaining a three-dimensional data: one for spectral and two for spatial
dimensions. As illustrated in Fig. 1.1, the slices of this data cube represent
images of the scene at different wavelengths, whereas the data at a single
spatial position give the full spectrum emitted from that position.
However, obtaining this three-dimensional spectral data cube with inher-
ently two-dimensional detectors poses intrinsic limitations on the spatio-
spectral extent of the technique. To address this limitation, conventional
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Figure 1.1: A cartoon of what spectral imaging is about. The goal of the spectral
imager is to measure the radiation intensity of a two-dimensional source as a
function of space and wavelength. The data that it generates has two spatial
dimensions and one spectral dimension, so it is a data cube. The slices of this
data cube give images of the scene at different wavelengths, whereas the data at a
single spatial position give the full spectrum emitted from that position.
spectral imaging techniques rely on a scanning process to build up the three-
dimensional (3D) data cube from a series of two-dimensional (2D) measure-
ments that are acquired sequentially. Typically this is done by using a spec-
trometer with a long slit and scanning the scene spatially, or by using an
imager with a series of spectral filters and scanning the scene spectrally. In
the former case (referred to as rastering or push broom) only a thin slice of
the scene is observed at a time, whereas in the latter case only one spec-
tral band is observed at a time. Similarly, Fourier and Hadamard transform
based spectrometers perform scanning in a transform domain (through their
movable parts) to build up the three-dimensional data cube [1].
1.1 Dissertation goals and organization
The overall goal of this dissertation is to develop a class of novel spectral
imaging techniques motivated by the limitations of conventional spectral
imaging systems. Each development is based on computational imaging,
which involves distributing the spectral imaging task between a physical and
a computational system and then digitally forming images of interest from
multiplexed measurements by means of solving an inverse problem.
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Conventional spectral imaging techniques purely rely on physical systems,
which impose inherent limitations on the performance such as temporal, spa-
tial, and spectral resolutions. On the other hand, computational spectral
imaging techniques enable to overcome these physical limitations by passing
on some of the burden to a computational system. The added computational
part provides flexibility to combine information from different multiplexed
measurements, as well as to incorporate the additional prior knowledge about
the objects of interest into the image formation process. In particular, the
prior knowledge used in this study consists of the statistical knowledge of the
spatial and spectral distributions, and the information that the spectra are
composed of discrete lines (for which the techniques are designed).
Each computational imaging technique is developed in three steps. First, a
novel optical system is used to overcome the inherent physical limitations in
spatial, spectral, and temporal resolutions of conventional systems. Second,
the inverse problem for image reconstruction is formulated by combining mul-
tiplexed measurements with an image formation model and using a Bayesian
estimation framework. And third, computationally efficient algorithms are
designed to solve the resulting nonlinear optimization problems. In addition
to the development of each technique, Bayesian Cramer-Rao bounds are also
obtained to characterize the estimation uncertainties and performance limits,
as well as to explore the optimized system design. The effectiveness of the
spectral imaging techniques are illustrated in an application for remote sens-
ing of the solar atmosphere, which was the initial motivation for this study.
The thesis describes all these aspects, with a particular focus on the inverse
problems involved.
The results of our study are presented in the rest of this thesis as follows:
1.1.1 Computational imaging for instantaneous spectral
imaging
Due to the intrinsic limitation of two-dimensional detectors in capturing in-
herently three-dimensional spectral data cube, spectral imaging techniques
conventionally rely on a spatial or spectral scanning process, which renders
them unsuitable for dynamic scenes. In Chapter 2, a nonscanning (instan-
taneous) spectral imaging technique is developed to enable performing spec-
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troscopy over a two-dimensional instantaneous field-of-view. Hence this tech-
nique offers the additional capability of an instantaneous two-dimensional
field-of-view over the conventional slit spectrometers. Here the physical pa-
rameters of interest are estimated by combining the multiplexed measure-
ments of a slitless spectrometer with a parametric model and then solving
the resultant inverse problem computationally. The associated inverse prob-
lem, which can be viewed as a multiframe semiblind deblurring problem (with
shift-variant blur), is formulated as a maximum posterior (MAP) estimation
problem since in many such experiments prior statistical knowledge of the
physical parameters can be well estimated. Subsequently, an efficient dy-
namic programming algorithm is developed to find the global optimum of
the nonconvex MAP problem. Lastly, the algorithm and the effectiveness
of the spectral imaging technique are illustrated for an application in solar
spectral imaging.
1.1.2 Computational imaging for high-resolution spectral
imaging with photon sieves
The photon sieve, a modification of the Fresnel zone plate, is a new class
of diffractive image forming devices that opens up new possibilities for high
resolution imaging and spectroscopy, especially at ultra-violet (UV) and x-
ray regime. In Chapter 3, we develop a novel computational photon sieve
imaging modality that enables superior spatial and spectral resolutions rel-
ative to conventional filter-based spectral imagers. This technique relies on
the wavelength-dependent focusing property of the photon sieve, and mul-
tiplexed measurements recorded by a photon sieve imaging system with a
moving detector. First, we derive exact and approximate Fresnel imaging
formulas that relate the output of a photon sieve imaging system to its in-
put, originating from either a coherent or incoherent extended source. For the
spatially incoherent illumination, we then study the problem of recovering
the individual spectral images from the superimposed and blurred measure-
ments of the proposed photon sieve system. This inverse problem, which can
be viewed as a multiframe deconvolution problem involving multiple objects,
is formulated as a maximum posterior estimation problem, and solved using
a fixed-point algorithm. The performance and effectiveness of the proposed
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technique are illustrated for an application in solar spectral imaging through
computer simulations.
1.1.3 Fundamental performance limits for computational
spectral imaging
In the first two chapters, we develop a class of novel computational spectral
imaging techniques that enable capabilities beyond the reach of the con-
ventional methods. Since an inversion is required for the reconstruction of
the spectral imaging information from the noisy measurements, a rigorous
theory is essential for quantitative characterization of the performance of
the techniques. In Chapter 4 we develop such a theory using the Bayesian
Cramer-Rao lower bounds. The lower bounds for estimation uncertainties are
presented for a fairly general image formation model, and then used to ex-
plore the performance limits of the instantaneous spectral imaging technique.
Via Monte Carlo simulations, the tightness of the bounds and performance of
the developed MAP algorithm are evaluated under different observing scenar-
ios and instrument design considerations for an application in solar spectral
imaging. The developed framework allows us not only to characterize the
fundamental precision limits, but also to explore the design requirements
that render these imaging modalities effective.
1.1.4 Computational methods for phase retrieval
Phase retrieval problems arise in the photon-sieve imaging setting with co-
herent illumination. These problems are generalizations of the classical phase
retrieval problem, which is the recovery of a signal from the magnitude of its
Fourier transform. In Chapter 5, we analyze and compare important algo-
rithms for the classical phase retrieval problem, which is notoriously difficult
to solve due to the nonlinearity involved. In particular, we derive the Schulz-
Snyder phase retrieval algorithm as an alternating minimization method, and
discuss its advantages and drawbacks. An annealing-type Schulz-Snyder algo-
rithm, a hybrid method that incorporates annealing-type global optimization
methods, is also proposed to avoid convergence to nonglobal solutions.
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CHAPTER 2
NONSCANNING (INSTANTANEOUS)
SPECTRAL IMAGING
2.1 Introduction
The objective of spectral imaging is to form images of a scene as a function
of wavelength. For a two-dimensional scene, this requires simultaneously ob-
taining a three-dimensional data: one for spectral and two for spatial dimen-
sions. However, obtaining this three-dimensional data with inherently two-
dimensional detectors poses intrinsic limitations on the spatio-spectral extent
of the technique. To address this limitation, conventional spectral imaging
techniques rely on a scanning process to build up the three-dimensional (3D)
data cube from a series of two-dimensional (2D) measurements that are ac-
quired sequentially. Typically this is done by using a spectrometer with a
long slit and scanning the scene spatially, or by using an imager with a se-
ries of spectral filters and scanning the scene spectrally. In the former case
(referred to as rastering or push broom) only a thin slice of the scene is ob-
served at a time, whereas in the later case only one spectral band is observed
at a time. Similarly, Fourier and Hadamard transform based spectrometers
perform scanning in a transform domain (through their movable parts) to
build up the three-dimensional data cube [1]. As a result, these conventional
methods are effective for scenes that remain stationary during the scanning
process involved.
More recently, methods that reconstruct the three-dimensional data cube
from a single-shot measurement have been proposed by using tomographic
approaches [10–14], and coded apertures [15, 16]. The main idea in the to-
mographic approach is to build up the three-dimensional data cube from
A preliminary version of the results of this chapter has been recently presented in [9].
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its two-dimensional projections, where the projections are obtained through
spectrally dispersed images of the scene [10], each dispersed in a different
direction and by a different amount (through different optical diffraction
orders of a grating). These tomographic approaches require a large set of
projections (i.e. dispersed images) to be captured at once, hence demanding
a large detector area to be used. The resulting cost generally limits either
the FOV or the resolution. On the other hand, instantaneous coded aper-
ture techniques [15, 16] approach this problem by acquiring only one coded
projection, while simultaneously requiring that the scene be sparse in some
transform domain. Although the imposed sparsity assumption may not hold
in general, for the cases where such restriction holds, the three-dimensional
data cube can be reconstructed from the single two-dimensional measurement
using compressive sensing methods.
In this chapter, we develop a parametric approach to achieve instantaneous
(nonscanning) spectral imaging. Figure 2.1b shows the schematic depiction
of the system involved. This system is quite similar to a conventional slit
(push broom) spectrometer which is illustrated in Fig. 2.1a; but unlike a slit
spectrometer, this system has an instantaneous two-dimensional FOV (rather
than a one-dimensional FOV limited by a slit). Also, because dispersing
the two-dimensional input image causes an overlap of spatial and spectral
information on the 2D detector, multiple spectrally-dispersed images of the
scene are acquired simultaneously in order to gather the needed information
for reconstruction of the spectral imaging information. This idea is similar to
the previous snapshot tomographic approaches [10–14], but different in that
our technique relies on a parametric approach to reconstruct the 3D data cube
from significantly smaller number of dispersed images (hence demanding a
smaller detector area).
Our approach treats the problem of estimating the physical parameters
of interest from the measurements of this instantaneous spectral imager by
using a parametric model for the measurements. Based on this parametric
model, the estimation problem can be viewed as a one-dimensional multi-
frame semiblind deblurring problem with shift-variant blur, where multiple
blurred images of the same scene are obtained through multiple dispersed
images, each with a different diffraction order. We formulate the inverse
problem as a maximum posterior (MAP) estimation problem since in many
such experiments prior statistical knowledge of the physical parameters can
7
(a) Conventional slit spectrometer
(b) Developed instantaneous spectral imager
Figure 2.1: Comparison of (a) conventional slit spectrometer versus (b) developed
instantaneous spectral imager. In both cases, an imaging unit (e.g. lens, mirror)
focuses a 2D scene on an image plane. In a slit spectrometer (a), a narrow slit lies
on the image plane to limit the FOV to a 1D portion of the scene. The light that
passes through the slit is input to a wavelength dispersive unit, which generally
consists of a collimator optics (e.g., lens), a dispersive element (e.g., diffraction
grating), and a focusing optics (e.g., lens). Each spectral line in the incoming light
is dispersed according to the wavelength and imaged onto a 2D detector. To obtain
the spectrum of the entire 2D scene, the slit is moved within the image plane to
scan the scene spatially. For the instantaneous spectral imager (b), the slit is
widened to achieve an instantaneous 2D FOV. This causes an overlap of spatial
and spectral information on the detector: dispersed spectral lines from all spatial
positions within the FOV are superimposed. To decompose this superimposed data
computationally, multiple spectrally dispersed images with different diffraction
orders are recorded using multiple detectors (in this case three detectors for the
orders +1, 0, and -1).
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be well estimated. The resulting nonconvex MAP problem is solved by de-
veloping an efficient dynamic programming algorithm, which is an extension
of a previously proposed algorithm for maximum likelihood parameter es-
timation of superimposed signals [17, 18]. The developed algorithm, whose
preliminary version appeared in [9], yields parameter estimates that are close
to the global optimum of the MAP problem. A local optimization algo-
rithm initialized with these estimates can then be used to obtain the desired
global optimum. Through numerical investigations, we verify the results of a
Cramer- Rao bound analysis in [19] demonstrating that the physical param-
eters can be estimated with the same order of accuracy as the conventional
slit spectroscopy, while enabling a two-dimensional FOV at the same time.
This chapter is organized as follows. In Section 2.2, we introduce the
parametric forward model (for the dispersed images). The inverse problem
is formulated in Section 2.3 as a MAP problem. Section 2.4 presents the
dynamic programming algorithm for efficiently solving the MAP problem.
Numerical simulation results for an application in solar spectral imaging are
presented in Section 2.5. Section 2.6 concludes the chapter.
2.2 Parametric forward problem
In a slit spectrometer (see Fig. 2.1a), a narrow slit lies on the image plane of
a lens or mirror, hence limiting the field-of-view to a one-dimensional portion
of the scene. As a result, only a thin slice of the scene is observed at a time.
The light that passes through the slit then enters into a wavelength dispersive
unit where each spectral line in the incoming light is dispersed according to
wavelength and imaged onto a two-dimensional detector [1]. Because the
dispersion plane is aligned to be perpendicular to the long side of the slit,
one dimension in the detector corresponds only to the wavelength (λ) whereas
the other dimension corresponds to the spatial dimension admitted through
the slit (y). (Hence the spatial and spectral information do not overlap on
the detector, and each resulting dispersed spectral line is associated with a
single position on the scene.) To obtain spectral information of an entire
two-dimensional scene, the scene is scanned spatially using the slit, i.e., the
one-dimensional instrument FOV is pointed to a series of adjacent spatial (x)
positions on the scene, with a narrow slit exposure taken at each pointing
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location.
This approach is not suitable for dynamic scenes that evolve on time scales
faster than the scanning process involved. For example, in solar spectroscopy,
the scanning takes on the order of minutes (to cover an active/dynamic region
of interest) whereas the physical processes occurring in the solar plasma
change on the order of seconds [12].
To overcome this limitation with an instantaneous spectral imager, the
width of the entrance slit is increased to obtain an instantaneous two-dimensional
FOV (see Fig. 2.1b). (Hence a two-dimensional image of the scene is al-
lowed at the image plane of the imaging unit.) Then the light from the two-
dimensional scene enters into the dispersive unit where each spectral line in
the incoming beam is dispersed and imaged onto a two-dimensional detector.
Because now the input to the dispersive system is two-dimensional, disper-
sion causes an overlap of spatial and spectral information on the detector.
More specifically dispersed spectral lines from all positions along the spatial
dimension that is parallel to the dispersion plane are now superimposed at
the output. To overcome the difficulty of decomposing this superimposed
data, multiple spectrally dispersed images (of the two-dimensional scene) are
recorded simultaneously using multiple detectors. These dispersed images
differ by the amount and direction of dispersion as determined by different
diffraction (spectral) orders. In particular, a negative diffraction order indi-
cates the reversal of the dispersion direction, and higher diffraction orders
indicate larger amounts of dispersion.
2.2.1 Parametric image formation model
In the parametric model, dispersed images are expressed as superposition
of dispersed spectral lines from different spatial positions on the scene. If
the dispersion plane of the dispersive unit is aligned to be parallel to the
columns of pixels on the detector (as illustrated in Fig. 2.1b), then spectra
from neighboring columns are not mixed; that is, in the dispersed image, only
spectral lines from positions along a single column are superimposed. This
allows us to treat the two-dimensional problem as a one-dimensional problem
where each column of the dispersed image is modeled independently.
Then considering a column of pixels of length M , the dispersed spectral
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lines from all of these pixels are superimposed; hence the observed intensity
at any detector pixel is the sum of contributions from all of these spectral
lines. Fig. 2.2 illustrates this superposition on a single column of pixels.
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Figure 2.2: One column of the simulated dispersed image (in a ten-pixel detector
column), where colored spectral lines are associated with different pixels, and bars
correspond to the total observed intensity at each pixel.
In the parametric model, dispersed spectral line from pixelm′ is modeled to
have a Gaussian shape, and is characterized by three parameters of interest:
an integrated line intensity (strength) fm′ , a finite line width (broadening)
∆m′ , and a line center shift (Doppler shift) "m′ . Here the Gaussian assump-
tion is due to thermal (Doppler) broadening [8,20,21]. The finite line width
is the result of the thermal motions of the emitting particles along the line of
sight (in the radiating scene), and Doppler shifts in wavelength, i.e., varia-
tions in the line center position, are associated with coherent flows along the
line of sight.
Subsequently, the observed intensity at any detector pixel is given by the
sum of contributions from all of these parametric spectral lines. In particular,
the contribution of each spectral line (to the total intensity observed at a
pixel) is given by the integrated intensity of the spectral line over that pixel.
Let x′ be a continuous variable in pixel units that denotes the vertical location
on the detector, and let the mth detector pixel correspond to the range
m − 1/2 ≤ x′ < m + 1/2, where m = 1, . . . ,M . Then the contribution of
the spectral line at pixel m′ to the total intensity at pixel m can be found by
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integrating the Gaussian spectral line over the mth pixel:
cm′ =
∫ m+1/2
m−1/2
fm′√
2pi|a|∆m′
exp
[
−(x
′ −m′ − a "m′)2
2(a∆m′)2
]
dx′
=
fm′√
2pi|a|∆m′
∫ 1/2
−1/2
exp
[
−(x
′ +m−m′ − a "m′)2
2(a∆m′)2
]
dx′
= fm′
erf(t2)− erf(t1)
2
(2.1)
where the error function erf(t) is
erf(t) =
2√
pi
∫ t
0
exp(−x′2)dx′, (2.2)
t1,2 =
m−m′ ∓ 1/2− a"m′√
2 | a | ∆m′
(2.3)
and both line width ∆m′ and Doppler shift "m′ are measured in pixel units
and in the first diffraction order (a = +1). At higher orders, these are scaled
by the spectral order a because the physical spread of any spectral interval
on the detector is enlarged by the order a (since the dispersion amount varies
linearly with order) [4]. Also a negative sign in the order indicates reversal of
the direction of dispersion, which affects the relative direction of line center
shift (Doppler shift).
Then the total intensity at the detector pixel m, denoted by yam, is given
by the sum of contributions from all spectral lines at pixels m′ = 1, . . . ,M :
yam =
M∑
m′=1
fm′
erf(t2)− erf(t1)
2
if a %= 0 (2.4)
for all m = 1, . . . ,M . This is true for any dispersed image with order a %= 0.
On the other hand, for the zero order image, which is the result of direct
imaging without any dispersion, the total intensity at each pixel is simply
the integrated line intensity of the spectral line at that pixel:
y0m = fm (2.5)
Therefore, the complete parametric model for the intensities of the ath
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order dispersed image can be expressed as
yam =
M∑
m′=1
fm′φ
a
m−m′(Θm′) (2.6)
where Θm′ = ["m′ , ∆m′ ], and the contribution amount φam−m′(Θm′) is
φam−m′(Θm′) =
{
erf(t2)−erf(t1)
2 if a %= 0;
δm−m′ if a = 0
(2.7)
with δm denoting the Kronecker delta function. The amount of contributions
from superimposed signals is known up to the parameters Θm′ and contains
the nonlinearity in the model.
The unknowns in this model are the spectral line parameters Ψm′ =
[Θm′ , fm′ ] satisfying the constraints Ψm′ ∈ Ω. The constraint set Ω equals
to Λ×Π, where Λ and Π denote the constraint sets for Θm′ and fm′ , respec-
tively: Λ = {("m′ ,∆m′) ∈ R× R+ : | "m′ | ≤ "max and ∆min ≤ ∆m′ ≤ ∆max},
and Π = {fm′ ∈ R+ : fmin ≤ fm′ ≤ fmax}. (The number of superimposed
signals is known, and equal to the number of pixels M .)
If we define the vectors ya = [ya1 . . . y
a
M ]
#, f = [f1 . . . fM ]#, ! = ["1 . . . "M ]#,
and ∆ = [∆1 . . .∆M ]# (with the superscript # denoting the transpose of a
vector), each of these vectors has the size M . Then, based on the parametric
model, each dispersed image ya can be viewed as a blurred version of the same
input object f with a different spatially-varying filter of unknown parameters
! and ∆. On the other hand, when the order is zero, there is no dispersion
and hence no blur on the input image; that is y0 = f .
We note that continuum background is neglected in this model. This
requires that either the background is relatively small compared to the sum of
the contributions of the dispersed spectral lines, or it can be subtracted from
the measurements through pre-processing. Moreover, each dispersed image is
assumed to be monochromatic, hence due to a single spectral line with known
central wavelength. This will be approximately true either when one spectral
line is dominant (i.e. strongest) in the passband of the instrument (i.e. the
spectrum filtered by a spectral filter is dominated by a single spectral line),
or when the FOV is limited such that adjacent spectral lines with different
wavelengths do not cause spatial extent of each monochromatic image to
overlap on the detector. Our goal in the inversion will be to estimate the
13
spectral line parameters associated with this single central wavelength, but
over a two-dimensional FOV.
2.2.2 Observation model with noise
In vector-matrix form, the observation model with noise is given by
y˜a =
M∑
m′=1
fm′h
a
m′(Θm′) + n
a (2.8)
where
ham′(Θm′) = [φ
a
1−m′(Θm′), . . . ,φ
a
M−m′(Θm′)]
# (2.9)
and na = [na1 . . . n
a
M ]
# is the noise vector with nam ∼ N(0, σ2a) represent-
ing white Gaussian noise that is uncorrelated across both different pixels m
and orders a. In practice this noise model is valid when the following con-
ditions are satisfied: first, photon noise is the dominant source of noise in
the measurements rather than the thermal and readout noise (which can be
ensured by sufficiently long integration time); second, a strong spectral line
is measured through all pixels (so that the values of yam are large enough to
well approximate the Poisson noise as Gaussian noise); third, signal-to-noise
ratio (SNR) is sufficiently high (such that noise standard deviation can be
approximated as constant over each dispersed image).
Here we are interested in the case that multiple dispersed images at differ-
ent diffraction orders are simultaneously available. Let A = {a1, a2, . . . , aN}
be the set of all orders that are measured with N being the number of dif-
ferent orders, and {σa1 , σa2 , . . . , σaN} be the corresponding noise standard
deviations for these measurements. Defining the M ×M matrix
Ha(Θ) = [ha1(Θ1), . . . ,h
a
M(ΘM))] (2.10)
with Θ = [Θ#1 , . . . ,Θ
#
M ]
#, the model for each order a can be rewritten more
compactly as
y˜a = Ha(Θ) f + na (2.11)
Then by stacking all measured dispersed images into a single vector, y˜, the
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complete model becomes
y˜ = H(Θ)f + n (2.12)
where
y˜ =

y˜a1
y˜a2
...
y˜aN
 , H(Θ) =

Ha1(Θ)
Ha2(Θ)
...
HaN (Θ)
 , n =

na1
na2
...
naN

2.3 Inverse problem
In the inverse problem, the goal is to estimate the unknown spectral line
parameters f and Θ from the measurements y˜ based on the model (2.12).
This problem can be viewed as a multiframe, semiblind deblurring problem
with shift-variant blur. Here semiblind refers to the fact that although the
parametric form of each blur is known, the blur parameters ∆ and ! are
unknown and must therefore be estimated jointly with the original image f .
The term multiframe refers to the availability of multiple blurred images of
the same object through different diffraction orders.
We formulate the inverse problem as a maximum posterior (MAP) es-
timation problem that incorporates prior knowledge of the statistics of the
spectral line parameters. Such priors can be obtained from the measurements
of existing conventional push broom spectrometers, as will be illustrated in
Section 2.5.1. Incorporation of prior information helps to regularize the in-
verse problem, hence preventing (excessive) noise magnification that would
result from over fitting to the noisy data.
Treating the parameter vectors f ,∆, and ! as independent random vectors,
the MAP estimates of f , ∆, and ! from the measurements y˜ are given by
arg max
f∈ΠM
[!,∆]∈ΛM
p(y˜ | f ,∆, !) p(f)p(∆)p(!) (2.13)
where p(y˜ | f ,∆, !) represents the conditional probability density function
(pdf) of y˜ given f , ∆, and ! (equivalently, the likelihood function of the un-
known parameters), and p(f), p(∆), and p(!) denote the prior distributions.
These prior distributions specify the probability of each parameter indepen-
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dently from the observed data; hence they describe the information we have
on each parameter prior to observing the data.
On the other hand, the conditional pdf p(y˜ | f ,∆, !) comes from the noisy
observation model in (2.8) and (2.12), and has the following form:
p(y˜ | f ,∆, !) =
N∏
i=1
1
(
√
2piσai)
M
e
− 1
2σ2ai
||y˜ai−Hai (Θ)f ||22
(2.14)
The role of this pdf in the estimation problem is to force the estimates of f ,
∆, and ! to match the observation model closely.
Note that a noisy observation of f is available through the zeroth order
image, y˜0. This gives an immediate statistical model for f . Hence if y˜0 is ob-
served at a sufficiently high SNR such that the conditional pdf p(y˜0 | f ,∆, !)
is more concentrated around the true value of f as compared to the prior of
f (yielding the prior p(f) to be effectively constant where the conditional pdf
p(y˜0 | f ,∆, !) is nonzero), then the prior of f is not necessary to yield a use-
ful estimate. For this reason, we ignore p(f) in the MAP formulation, which
yields a simpler form of a separable nonlinear least-squares problem [22],
and to a more efficient estimation algorithm (as will be discussed in the next
section). However, we note that if it were desired to keep the prior p(f) in
the MAP formulation, the dynamic programming algorithm could still be
derived to solve the MAP problem, but with less efficiency.
For the priors p(∆) and p(!), we assume that parameters at different
pixels are independently distributed. After combining all of these together,
and taking the logarithm of (2.13), the MAP estimation problem becomes
min
f∈ΠM
[!,∆]∈ΛM
N∑
i=1
1
2σ2ai
||y˜ai −Hai(Θ)f ||22 −
M∑
m=1
(log p(∆m) + log p("m)) (2.15)
We can express this as
min
f∈ΠM
Θ∈ΛM
||y˜ −H(Θ)f ||2W +
M∑
m=1
Γ(Θm) (2.16)
where Γ(Θm) = −2 log p(∆m) − 2 log p("m) is the regularization functional
arising from priors, and W denotes the weighted norm in (2.15) where for
each diffraction order the sum of squared residuals is weighted with the re-
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ciprocal of the noise variance at that order. That is, in vector-matrix form,
||.||2W = (.)∗W(.) with W being the inverse covariance matrix for the data,
and superscript ∗ denoting the conjugate transpose of a vector.
This inverse problem belongs to the class of separable nonlinear least-
squares problems [22] with regularization. In these problems the observation
model is a linear combination/superposition of parametrically prespecified
nonlinear functions/signals. The parameters of interest can be grouped into
two categories: parameters that affect the observations in a linear fashion
(f in our case), and parameters that affect the observations in a nonlinear
fashion (Θ in our case). We note that implicit in the formulation of the
estimation problem is that (2.16) has a unique global minimum.
2.4 Dynamic programming algorithm
We now focus on developing an efficient and globally converging algorithm
for solving our MAP problem. Note that this MAP estimation problem re-
quires solving a nonlinear and nonconvex optimization problem with pos-
sibly local minima. (Nonconvexity of the problem is apparent since the
Hessian matrix of the objective function is not positive semidefinite for all
feasible points [23].) This can create difficulty in efficiently finding the
global minimum of the problem using local optimization methods such as
gradient-descent type methods [24] and expectation-maximization type al-
gorithms [25]. This is because such methods converge to one of the local
minima depending on the initialization. Many of the methods proposed for
the general separable nonlinear least-squares problems [22] and for problems
involving superimposed signals (see, for example, [26–28]) are such local op-
timization methods.
While efficient local optimization methods may suffer from convergence to
local minima, global optimization methods can guarantee convergence to the
global solution. There are two types of general-purpose global optimization
methods: deterministic versus stochastic. The deterministic global optimiza-
tion methods (such as exhaustive search, branch and bound method [29]) can
guarantee convergence to a global solution within a certain tolerance value;
but it is not practical to employ these methods in most applications because
of their high computational complexity [30]. On the other hand, stochastic
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methods (such as simulated annealing) lower the computational cost in return
for weaker guarantees for global convergence (in probabilistic sense) [31].
Here we develop an efficient global optimization method, specialized for
our problem, which combines the strengths of deterministic and stochas-
tic (global optimization) methods: global convergence guarantee within a
certain tolerance value, as the deterministic approaches, and lower computa-
tional complexity, as the stochastic approaches. The key idea in this method
is to perform a computationally efficient search that is equivalent to ex-
haustive search by exploiting the special form of the objective function to
optimize, which arises from the limited interaction of superimposed signals
(i.e. Gaussian line profiles) with few of their closest neighbors. This spe-
cial form, so-called as local interaction in [17], yields to a Markovian-like
property of the globally optimal solutions (in the sense of deterministic de-
pendence, rather than statistical dependence). This allows us to break the
optimization problem into smaller subproblems, which are then recursively
solved by performing an exhaustive search in a reduced space. The result-
ing dynamic programming (DP) algorithm has a computational cost that is
linear in the number of superimposed signals as opposed to the exponential
cost in exhaustive search.
2.4.1 Local interaction signal model
The development of the dynamic programming algorithm relies on one ma-
jor assumption: local interaction, implying that each superimposed signal
interacts (overlaps) with only a few of its closest neighbors. Let r ≥ 1 be
the number of closest neighbors with which each superimposed signal over-
laps on both sides. Then, mathematically the local interaction model [17] is
expressed as
hi(Θi)
∗hj(Θj) ≈ 0 for |i− j| > r (2.17)
This requires that the ith and jth columns of H(Θ), denoted by hi(Θi) and
hj(Θj) (associated with the ith and jth superimposed signals), are approx-
imately orthogonal if they are separated by more than r columns. (Note
that the ith column of H(Θ), hi(Θi), contains the contributions of the ith
superimposed signal to measurements at all detector pixels.)
Suitability of this local interaction model to our problem follows from the
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Gaussian shape of superimposed signals and Cramer-Rao bound analysis.
Note that in our observation model, superimposed signals are Gaussian line
profiles, each centered around a different pixel on the detector (hence most of
its energy is concentrated around that pixel). Therefore, for each Gaussian,
the interaction (overlap) is limited to the closest neighboring Gaussians and
is determined by the width of the Gaussian, which itself is determined by
the amount of dispersion in the instrument (i.e. higher dispersion results in
wider width, hence larger interaction). Therefore, the extent of interaction,
r, depends on the amount of dispersion, which is a design choice for the
instrument.
On the other hand, a study of the Cramer-Rao bound, a lower bound on
the error standard deviation of unbiased estimators [32], reveals that large
dispersion (such that more than a few Gaussians overlap with each other) is
not an optimal design choice because it results in significantly large errors
in the parameter estimates [19]. That is, useful instrument models can be
restricted without loss of generality to Gaussian line profiles which interact
only with few of their closest neighbors (typically, r ≤ 5).
A more general discussion of suitability of the local interaction model to
a wide class of separable least-squares problems has been given in [17]. It
was shown, based on Cramer-Rao bound analysis, that in many instances
superimposed signals interacting with more than a few neighbors cannot be
separated to any meaningful accuracy; hence useful models can be restricted
to those with local interaction.
Other than the amount of dispersion in the instrument, there are other
factors that affect the choice of r from the algorithmic point of view. As
will be discussed in the next two sections, the choice of r, which impacts
the approximation in (2.17), provides a mechanism for making a tradeoff
between the accuracy of DP estimates (in terms of closeness to the desired
MAP estimates) and computational complexity.
2.4.2 Dynamic programming algorithm
The dynamic programming algorithm presented in this section is an exten-
sion of a previously proposed method for maximum likelihood parameter
estimation of superimposed signals [17,18]. This algorithm was presented for
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the maximum likelihood problem and when each superimposed signal inter-
acts with only one neighbor on both sides. Here we extend the algorithm
to the MAP framework (that involves priors) and to superimposed signals
interacting with arbitrary number of neighbors. A preliminary version of the
extended MAP algorithm was presented in our paper [9].
For simplicity and without loss of generality, we ignore the weights in the
least-squares term of the MAP functional in (2.16), and treat the problem
with identical weights of unity. The more general case can be simply handled
within this framework after scaling each measurement vector (y˜ai) and mea-
surement matrix (Hai(Θ)) by the standard deviation of the corresponding
measurement noise (σai).
The dynamic programming algorithm breaks the MAP optimization prob-
lem into smaller subproblems that are related to each other recursively. This
recursive multistage optimization process is enabled by the local interaction
model as follows: for any parameter set (f ,Θ), any extent of interaction r
with 1 ≤ r ≤ M − 1, and any pixel k in the range 1 ≤ k < M − r, the
objective function in the MAP formulation can be decomposed as follows:
‖y˜ −H(Θ)f‖2 +
M∑
m=1
Γ(Θm)
=‖y˜ −H(Θ[k+1:k+r])f[k+1:k+r] −H(Θ[1:k])f[1:k]‖2
+‖y˜ −H(Θ[k+1:k+r])f[k+1:k+r] −H(Θ[k+r+1:M ])f[k+r+1:M ]‖2
−‖y˜ −H(Θ[k+1:k+r])f[k+1:k+r]‖2 +
M∑
m=1
Γ(Θm)
+2Re{f∗[1:k]H∗(Θ[1:k])H(Θ[k+r+1:M ])f[k+r+1:M ]}
≈‖y˜ −H(Θ[k+1:k+r])f[k+1:k+r] −H(Θ[1:k])f[1:k]‖2
+‖y˜ −H(Θ[k+1:k+r])f[k+1:k+r] −H(Θ[k+r+1:M ])f[k+r+1:M ]‖2
−‖y˜ −H(Θ[k+1:k+r])f[k+1:k+r]‖2 +
M∑
m=1
Γ(Θm)
!J˜(Ψ)
where Θ[i:j] denotes [ΘiΘi+1 . . . Θj], f[i:j] denotes the corresponding similar
representation, andH(Θ[i:j]) is a submatrix composed of ith to jth columns of
H(Θ). The approximate equality holds from the local interaction assumption
in (2.17); hence, when the local interaction model holds, solving the MAP
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problem is equivalent to minimizing J˜(Ψ).
This decomposed objective function has the generic functional form of
J˜(Ψ) = J˜1(Ψ[1:k],Ψ[k+1:k+r]) + J˜2(Ψ[k+1:k+r],Ψ[k+r+1:M ]) (2.18)
with Ψi = (Θi, fi), where the function J˜1(.) contains the first term of J˜(Ψ),
and J˜2(.) contains the next two terms, in addition to the prior terms. This
form enables us to efficiently find the global optimum of J˜(Ψ) via dynamic
programming [33–35]. This is because given Ψ[k+1:k+r] for any k, the vari-
ables Ψ1, . . . ,Ψk and Ψk+r+1, . . . ,ΨM are decoupled. As a result, if J˜(Ψ) is
optimized for a given Ψ[k+1:k+r], then the optimal values of Ψ1, . . . ,Ψk are
a function of only Ψ[k+1:k+r], and hence can be denoted as Ψ∗[1:k](Ψ[k+1:k+r]),
and obtained by optimizing only J˜1(.). This property of globally optimal so-
lutions is similar to the Markov property of random processes (where in our
case deterministic dependence replaces the role of statistical dependence).
This shows that our problem satisfies the principle of optimality of the
theory of dynamic programming [33]: subsets of an optimal solution of the
original problem are themselves optimal solutions to its subproblems. This
allows us to efficiently solve the high-dimensional problem by solving smaller
subproblems that are related to each other recursively. More specifically,
if we define the kth subproblem as finding Ψ∗[1:k](Ψ[k+1:k+r]) for any given
Ψ[k+1:k+r], then it can be solved by using the solution of the (k − 1)th sub-
problem:
Ψ∗[1:k](Ψ[k+1:k+r]) = arg min
Ψk∈Ω
Ψ[1:k−1]∈Ψ∗[1:k−1](Ψ[k:k+r−1])
J˜1(Ψ[1:k],Ψ[k+1:k+r]) (2.19)
This limits the search for Ψ[1:k−1] to a reduced set given by the solution
of the (k − 1)th subproblem, and hence yields a significant computational
gain over the exhaustive search of the original problem. (Indeed, if the (k −
1)th subproblem has a unique solution, this reduced set contains only one
solution.) The global minimum of J˜(Ψ) can then be computed recursively
through M − r stages, where at the kth stage the kth subproblem is solved
through recursion, while k increases from 1 to M − r. Here we note that
an alternative extension of [17] to r > 1 case can perform the recursion
differently by solving the kth subproblem using the solution of the (k− r)th
subproblem, but this would result in higher computational cost.
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As a final observation, we note that each subproblem can also be simplified.
Explicitly, the kth subproblem is
min
Θ[1:k]∈Λk
f[1:k]∈Πk
‖y˜ −H(Θ[k+1:k+r])f[k+1:k+r] −H(Θ[1:k])f[1:k]‖2 +
k∑
m=1
Γ(Θm) (2.20)
Here, the minimization over Θ[1:k] can be solved separately by eliminating
f[1:k] from (2.20) based on the variable projection technique of separable non-
linear least-squares problems [22]. This results in the following equivalent
problem:
min
Θ[1:k]∈Λk
‖P⊥H(Θ[1:k])[y˜ −H(Θ[k+1:k+r])f[k+1:k+r]]‖2 +
k∑
m=1
Γ(Θm) (2.21)
where P⊥A = I −A(A∗A)−1A∗ is the projection matrix onto the orthogonal
complement of the column space of A.
With all these observations, the steps in the dynamic programming algo-
rithm are summarized below [9].
1. Initialization stage (k = 1):
(a) For each (Θ[2:1+r], f[2:1+r]) ∈ Ωr, solve the following problem
Θˆ[1:1](Θ[2:1+r], f[2:1+r]) = arg min
Θ1∈Λ
‖P⊥H(Θ[1:1])[y˜ −H(Θ[2:1+r])f[2:1+r]]‖2 + Γ(Θ1)
through exhaustive search over Θ1 ∈ Λ.
(b) Record the optimal values as a function of Θ[2:1+r]:
Θ∗[1:1](Θ[2:1+r]) = {Θ[1:1] ∈ Λ : Θ[1:1] =
Θˆ[1:1](Θ[2:1+r], f[2:1+r]) for some f[2:1+r] ∈ Πr}
2. Update stages (k = 2, . . . ,M − r):
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(a) For each (Θ[k+1:k+r], f[k+1:k+r]) ∈ Ωr, solve the following problem
Θˆ[1:k](Θ[k+1:k+r], f[k+1:k+r]) = arg min
Θk∈Λ
Θ[1:k−1]∈Θ∗[1:k−1](Θ[k:k+r−1])
‖P⊥H(Θ[1:k])[y˜ −H(Θ[k+1:k+r])f[k+1:k+r]‖2 +
k∑
m=1
Γ(Θm)
through exhaustive search over Θ[1:k−1] ∈ Θ∗[1:k−1](Θ[k:k+r−1]) and
Θk ∈ Λ.
(b) Record the optimal values as a function of Θ[k+1:k+r]:
Θ∗[1:k](Θ[k+1:k+r]) = {Θ[1:k] ∈ Λk : Θ[1:k] =
Θˆ[1:k](Θ[k+1:k+r], f[k+1:k+r]) for some f[k+1:k+r] ∈ Πr}
3. Final stage:
(a) To obtain the final estimate of Θ, solve the following problem
Θˆ = arg min
Θ[M−r+1:M ]∈Λr
Θ[1:M−r]∈Θ∗[1:M−r](Θ[M−r+1:M ])
P⊥H(Θ[1:M ])y˜‖2 +
M∑
m=1
Γ(Θm)
(2.22)
through exhaustive search over Θ[M−r+1:M ] ∈ Λr and Θ[1:M−r] ∈
Θ∗[1:M−r](Θ[M−r+1:M ]).
(b) Estimate of f is then given by
fˆ = [H∗(Θˆ)H(Θˆ)]−1H∗(Θˆ)y˜ (2.23)
The relation of the dynamic programming algorithm to the MAP prob-
lem is stated in the following theorem. This theorem is a generalization of
Theorem 5 of [17].
Theorem 1. If the local interaction model holds exactly for some r ≥ 1, i.e.
hi(Θi)
∗hj(Θj) = 0 for |i− j| > r (2.24)
for all i, j = 1, . . . ,M , then the estimates obtained with the dynamic pro-
gramming algorithm (with this value of r) are same as the MAP estimates
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obtained by solving (2.16).
Proof. See Appendix.
This theorem shows that the exact MAP estimates can be obtained with
the DP algorithm when the local interaction model holds exactly (i.e. with
exact orthogonality). However, for our spectral imaging problem, exact or-
thogonality as in (2.24) is not possible because of the Gaussian nature of
the overlapping signals, hence there is some unavoidable deviation from ex-
act orthogonality. Fortunately, it has been shown, under some regularity
conditions, that the dynamic programming algorithm is robust in the sense
that deviations from exact orthogonality continuously perturb the DP es-
timates from the exact MAP estimate, and moreover, the resulting devia-
tion from the exact MAP estimate is upper-bounded by a constant that is
proportional to the deviation from exact orthogonality [18]. Therefore, for
any well-conditioned problem, if the deviation from orthogonality is small
enough, then the DP estimates are close to the desired MAP estimate. As
a result, the accuracy of the DP estimates is controlled by the amount of
deviation from exact orthogonality, which is indeed controlled by the choice
of r. Therefore, as the value of r is increased, the accuracy of DP estimates
will be improved. In practice, the DP estimates can be used as initialization
for a local optimization method to obtain the exact global MAP estimate.
As a final remark, we note that this parameter estimation algorithm is
quite general, and it can be applied to other problems involving different
superimposed signals and priors. Superimposed signal models and the re-
sulting separable nonlinear least-squares problems are of wide interest in
various applications such as sensor array processing, communications, imag-
ing, robotics, and vision [22]. Two commonly encountered problems are
estimation of frequency and amplitude of superimposed sinusoids, and es-
timation of position, width, and amplitude of overlapping pulses of given
shape (as our problem) [17]. The dynamic programming algorithm is appli-
cable to any such separable nonlinear least-squares problem for which the
local interaction signal model is suited.
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2.4.3 Computational aspects
We now consider the computational requirements of the generalized dynamic
programming algorithm. Note that the nonconvex minimization problem at
each stage is solved through exhaustive search over the parameter space re-
stricted by the constraint sets. This requires discretization of the search
space to a finite number of parameter values. Let q be the number of quanti-
zation levels used in exhaustive search for each scalar parameter, and n and
p be the number of scalar parameters in each Θm and fm, respectively. (In
our problem, we have n = 2 and p = 1 with the parameters in Θm being ∆m
and "m.)
For the minimization problem at each stage, we need to evaluate objective
functions of the form
‖P⊥
H(Θ˜1)
(y˜ −H(Θ˜2)f)‖2 + Γ((Θ˜1)) (2.25)
We will simply state the computational requirement in terms of the number
of function evaluations of this form (although these function evaluations have
different costs at different stages).
At the kth stage, the objective function needs to be evaluated for all possi-
ble values of Θk and Θ[1:k−1]. Assuming that each subproblem has a unique
solution, the recorded setΘ∗[1:k−1](Θ[k:k+r−1]) has at most the size of the vector
f[k:k+r−1]; therefore, there are at most (qp)r different values for Θ[1:k−1]. With
qn possible values for Θk, the objective function at the kth stage needs to be
evaluated qrp+n times. Moreover, this exhaustive search is repeated for every
possible value of (Θ[k+1:k+r], f[k+1:k+r]), hence q(p+n)r times. Because there are
a total ofM−r−1 update stages, the total number of objective function eval-
uations at these stages is (M−r−1)×q(p+n)r×qrp+n = (M−r−1)qr(2p+n)+n.
Using a similar argument, the initialization and final stages require qr(p+n)+n
and qr(p+n) function evaluations, respectively. Therefore, it follows that
the total computational effort of the dynamic programming algorithm is of
O(qr(2p+n)+n), while the exhaustive search of the original problem over the
entire parameter space is of O(qM(p+n)). Hence the computational cost is
exponential only in the number of interacting signals, r, while linear in the
total number of superimposed signals, M , as opposed to the exponential cost
in M in exhaustive search of the original problem. With typically M , r,
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this shows the computational efficiency of the dynamic programming algo-
rithm compared to the exhaustive search of the original problem over the
entire parameter space.
As mentioned before, there exists a bounded discrepancy between DP es-
timates and the global MAP estimates because of the approximation in the
local interaction model. A second source of discrepancy will arise from per-
forming the optimization (exhaustive search) at each stage over a discretized
parameter space (rather than over continuous values of the parameters).
Clearly, the discretization needs to be fine enough to remain close to the
desired global MAP estimates. In practice, a local optimization method ini-
tialized with DP estimates will be used subsequently in order to refine these
estimates and obtain the exact global MAP estimate.
As a final remark, we note that the computational complexity of the DP
algorithm can be further reduced through parallel implementations of the
dynamic programming algorithm [36], or through the approximate version of
the algorithm [37] which has significantly lower computational cost.
2.5 Sample application in solar spectral imaging
In this section, we illustrate the performance of the instantaneous spectral
imaging technique and the MAP estimation framework for an application in
solar spectral imaging [7]. For this, we consider a prominent solar emission
line in the extreme ultraviolet (EUV) regime, with a central wavelength of
λ0 = 195.12 A˚. Our goal is to estimate the parameters of this emission line
(consisting of integrated intensity, line width and Doppler shift parameters)
within a two-dimensional FOV from the observations of the instantaneous
spectral imager. These emission line parameters yield estimates of the phys-
ical parameters of the solar plasma (such as the temperature, density, and
flow speed of the ion emitting this spectral line), and hence enable the inves-
tigation of the dynamic plasma behavior.
2.5.1 Estimation of the prior distributions
To apply the MAP approach, we need to specify the prior distributions of line
widths, ∆m, and Doppler shifts, "m. The choice of these priors is application-
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dependent. Formerly, parameters at different pixels are assumed to be in-
dependently distributed. Here we further treat them as having the same
distribution, hence as independent and identically distributed random vari-
ables from pixel-to-pixel. Therefore two density distributions, one for line
widths ∆m and one for Doppler shifts "m, need to be estimated.
For this, we use observations obtained with a conventional push broom
(slit) spectrometer [38]. Each observation with a slit is associated with a
1D portion of the scene admitted through the slit; hence line widths and
Doppler shifts obtained from a slit data can be viewed as 1D realizations of
∆m and "m over a column of pixels. Figure 2.3 shows the histograms of line
widths and Doppler shifts obtained from a large set of slit data, where each
data is obtained at a different time and different slit position (corresponding
to different 1D realizations). For density estimation, the histograms are
normalized by the number of total observations (so that bin counts sum to
one). Here we note that the parameters in the histograms are shown in
pixel units, rather than in physical units, in order to match the units in the
parametric model. The implicit step in this conversion is discussed in [19].
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Figure 2.3: Normalized histograms of line widths and Doppler velocities for the
solar spectral imaging application. Fitted distributions are shown in red on top of
the histograms.
Because parameter values are clustered around one value in the histograms,
Gaussian distribution is used to model their density distributions:
∆m ∼ N(µ∆, σ2∆), (2.26)
"m ∼ N(µ!, σ2! ) (2.27)
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with each parameter i.i.d. over pixels, (µ∆, σ2∆) denoting the mean and vari-
ance of the distribution of line widths, and (µ!, σ2! ) denoting the mean and
variance of the distribution of Doppler shifts. These mean and variance
parameters are respectively estimated from the data using the maximum
likelihood approach, which are then given by the sample mean and sample
variance [39]. Gaussian distributions with these estimated parameters are
shown in red on top of the histograms. The resulting prior terms to be used
in the MAP estimation are given by
Γ(Θm) =
(∆m − µ∆)2
σ2∆
+
("m − µ!)2
σ2!
(2.28)
for all m = 1, . . . ,M .
2.5.2 Numerical results
Computer simulation results are presented to demonstrate the effectiveness
of the parametric MAP approach for estimating the spectral line parameters
from the measurements of instantaneous spectral imager. For this, we work
with the simulated measurements of the instantaneous spectral imager for
the solar application. We consider a column of pixels of length 50 on a detec-
tor (i.e. M = 50). Spectral line parameters fm′ , ∆m′ , and "m′ associated with
each pixel m′ are randomly and independently generated according to their
prior probability distributions (given in Section 2.5.1) for m′ = 1, 2, . . . , 50.
Then the measurement of the spectral imager, y˜a, along this detector col-
umn is simulated based on the parametric model in equation (2.11) (as the
superposition of Gaussian line profiles with these spectral line parameters).
Such simulated measurements are obtained for three orders a ∈ {0,+1,−1}.
Also for each order, the additive noise term, na, is randomly and indepen-
dently generated according to Gaussian distribution, where each component
has zero mean and variance of σ2. Fig. 2.4 shows an example of the resulting
noisy measurements with a noise standard deviation of σ = 2.
In order to estimate the spectral line parameters from these noisy mea-
surements, the dynamic programming algorithm is used with the extent of
interaction r = 2, hence with the model that each Gaussian signal inter-
acts with its two closest neighbors on both sides. To define the constraint
28
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Figure 2.4: Noisy observations and the corresponding fit along one column of the
fifty-pixel detector.
sets involved, line width and Doppler shift parameters are restricted to the
ranges observed in the histograms (see Fig. 2.3). Constraining all integrated
intensity parameters to a single range likewise would require a large amount
of quantization levels and hence computational load, because the dynamic
range of intensities over all pixels is large (see Fig. 2.4). Instead, a different
range is assigned to each integrated intensity parameter at a different pixel.
In particular, each intensity parameter is constrained to lie around the value
of the zeroth order measurement at that pixel, since the zeroth order mea-
surements are Gaussian distributed around the true integrated intensities.
The parameter space restricted by these ranges must also be discretized
(to a finite number of values) for the exhaustive search in the DP algorithm.
A straightforward option is uniform discretization [17] of each range where
the number of quantization levels is chosen based on the Cramer-Rao error
bounds of the parameters [19]. Instead, here we choose a nonuniform quan-
tization grid to take into account the normal distribution of the parameters.
29
More specifically, the grid is designed by dividing each parameter range to
regions of equal probability, rather than of equal length. The resulting grid is
more dense around the mean of the parameter, where most of its realizations
will lie.
The estimates obtained with the dynamic programming algorithm are
refined by a gradient-based interior-point algorithm (a local optimization
method) applied to the MAP problem. For the evaluation of the estimates,
estimated parameters are compared with the true parameter values by using
the root-mean-square (RMS) error:
√∑M
m=1(fm − fˆm)2/M (similarly for ∆
and !).
Figure 2.5 shows the estimates of integrated intensities, line widths, and
Doppler shifts obtained from the observations in Fig. 2.4. As illustrated
in Fig. 2.4, the estimated parameters yield estimated observations that are
almost same as the given observations; RMS errors between given and es-
timated observations are typically less than 1 for all orders 0, +1, and −1.
Moreover, RMS errors for the parameter estimates are typically less than 2
for intensities, and 0.02 (pixels) for line widths and Doppler shifts. When
converted to the physical units, this estimation with as low as three measured
orders has the same order of accuracy as the state-of-the-art slit spectroscopy
used for this application [38], which suffers from the limitation of a 1D FOV.
Note that measuring more than three orders can help further to reduce the
errors in the parameter estimates. The quantification of the amount of im-
provement with additional orders is a topic of future study.
To evaluate the performance of the parametric MAP approach further, we
investigate the effect of the noise standard deviation (hence SNR) on the
estimation accuracy of the spectral line parameters. For this, Monte Carlo
simulations are performed for a total of 40 random parameter sets, and the
numerical averages of RMS errors from these runs are computed for cases
with varying noise standard deviation.
Fig. 2.6 shows the average RMS errors of the parameter estimates as a
function of noise standard deviation. To understand the improvement in the
accuracy of estimates as compared to a trivial estimate where all parameters
are set to their known mean values without any estimation (more specifically,
line width and Doppler shift estimates are set to mean values in their prior
distributions and integrated intensity estimates are set to the zeroth order
measurements), the RMS error of this trivial estimate is also shown in the
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Figure 2.5: Estimates of integrated intensities, line widths, and Doppler shifts
obtained with the dynamic programming algorithm, for observing the EUV solar
emission line with {0,+1,−1} orders, and noise standard deviation of 2. Blue and
green lines correspond to true and estimated parameters, respectively.
31
0 2 4 6 8 100
2
4
6
8
10
Av
er
ag
e 
RM
S 
er
ro
r f
or
 in
te
ns
itie
s
Standard deviation of noise
0 2 4 6 8 100
0.005
0.01
0.015
0.02
0.025
0.03
Av
er
ag
e 
RM
S 
er
ro
r f
or
 w
idt
hs
Standard deviation of noise
0 2 4 6 8 100
0.005
0.01
0.015
0.02
0.025
0.03
0.035
Av
er
ag
e 
RM
S 
er
ro
r f
or
 D
op
ple
r s
hif
ts
Standard deviation of noise
Figure 2.6: RMS errors for the estimates of intensities, widths, and Doppler shifts
as a function of the noise standard deviation when {0,+1,−1} orders are measured
along a 50-pixel detector column (i.e. M = 50). For comparison, dashed lines show
the RMS errors of the trivial estimates where all parameters are set to their known
mean values, without any estimation.
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figures with a dashed line. As seen, for the noise-free case with σ = 0,
the true parameter values are always obtained. Moreover, the errors for
integrated intensities strongly depend on the noise std since the zeroth order
measurement directly provides a noisy observation of integrated intensities.
In fact, for the low noise regime (up to a noise std of 5) the intensity estimates
obtained with the DP algorithm do not show significant improvement over
the zeroth order measurement.
For the line widths and Doppler shifts, the dependence on the noise std is
weaker at the high noise regime. This is because, in this regime, the estima-
tion is highly dominated by the priors (rather than the measurements). Also
we note that the estimation accuracy is comparable to the slit spectroscopy
when the noise std is smaller than 4 (corresponding to an SNR of ∼ 50 when
SNR is defined as the ratio of the signal mean to the standard deviation of
the noise). To achieve similar accuracy at higher noise levels, more spectral
orders (than three) will be needed.
2.6 Conclusion
We have presented a new spectral imaging modality with a slitless configura-
tion that admits two-dimensional instantaneous FOV. In this instantaneous
spectral imaging technique, spectrally dispersed images of a two-dimensional
scene are simultaneously measured in several diffraction orders. The parame-
ters of the spectral lines (within the scene) are then estimated by using these
measurements with a parametric model and by solving the resultant inverse
problem computationally. The associated inverse problem can be viewed as
a multiframe semiblind deblurring problem with shift-variant blur, and is
tackled here by using a MAP estimation framework where the prior distri-
butions of the spectral line parameters are estimated from the measurements
of existing slit spectrometers. An efficient dynamic programming algorithm
is developed to find the global optimum of the resulting nonconvex MAP
problem. This algorithm yields parameter estimates that are close to the
global optimum of the MAP problem, which can then be refined by using a
local optimization method.
We have investigated the application of the technique in solar spectral
imaging. Computer simulation results suggest that spectral line parame-
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ters can be estimated with the same order of accuracy as the conventional
slit spectroscopy, but with the added benefit of providing an instantaneous
two-dimensional field-of-view. Moreover, this estimation accuracy is achiev-
able with as low as three dispersed images. This illustrates the advantage
of the parametric approach over the tomographic approaches [10–14] which
generally require significantly larger number of dispersed images.
To conclude, this parametric approach to spectral imaging offers the means
for effective estimation of spectral line parameters over an instantaneous two-
dimensional FOV. The estimated spectral line parameters can be used to infer
physical parameters of a radiating medium (such as the temperature, density,
and flow speed of the particles involved in the radiation). These inferred
parameters enable the investigation of the dynamic behavior by revealing
how particles and heat flow through the radiating medium. Such a capability
resulting from the presented technique is particularly useful for studying
the spectra of dynamic scenes in a wide variety of space remote sensing
applications.
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CHAPTER 3
HIGH-RESOLUTION SPECTRAL
IMAGING WITH PHOTON-SIEVES
3.1 Introduction
A photon sieve is a modification of a Fresnel zone plate in which open zones
are replaced by a large number of circular holes (see Fig. 3.1). It has been
proposed as a superior image forming device than the Fresnel zone plate [42],
to be especially used at UV and x-ray wavelengths where refractive lenses
are not available due to strong absorption of materials, and reflective mirrors
are difficult to manufacture to achieve near diffraction-limited resolution. In
fact, at these shorter wavelengths, surface roughness and figure errors often
limit resolution of reflective optics to a level that is significantly lower than
the diffraction limit [2-4].
(a) (b)
Figure 3.1: (a) Fresnel zone plate. (b) Photon sieve.
The parts of this chapter have been presented in [40]. © [2013] IEEE. Reprinted, with
permission, from F. S. Oktem, J. M. Davila, and F. Kamalabadi, “Image formation model
for photon sieves,” in IEEE Int. Conf. on Image Processing (ICIP), 2013, pp. 2373–2377.
Some other parts of this chapter will be published in a forthcoming paper [41].
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Photon sieves, just like Fresnel zone plates, offer diffraction-limited imaging
performance with relaxed manufacturing tolerances. Advantages over Fresnel
zone plates are improved spatial resolution for a given smallest fabricable
structure and suppression of higher diffraction orders, through quasi-random
variations in the distribution and diameter of the holes [42]. They also consist
of one connected piece and have less sensitivity to manufacturing errors,
enabling simple and low-cost fabrication [4-6]. As a result, this new class of
lightweight diffractive image forming devices opens up new possibilities for
high resolution imaging and spectroscopy.
Many such photon sieve imaging systems have been suggested at visi-
ble, UV, and x-ray wavelengths, some of which are also fabricated and
tested to demonstrate diffraction-limited high spatial resolution [1, 3, 4, 7-
10]. However, because the focal length of the photon sieve is wavelength-
dependent (causing chromatic aberration), its use has been generally re-
stricted to monochromatic sources [42–44]. To operate with broad or mul-
tispectral illumination, methods for reducing the chromatic aberration have
been developed to focus different wavelengths onto the same focal plane [45–
47].
In this chapter we present a new photon sieve imaging modality that,
conversely, takes advantage of chromatic aberration. The fact that differ-
ent wavelengths are focused at different distances from the photon sieve is
exploited to develop a novel multispectral imaging technique. In contrast
to traditional spectral imagers employing a series of wavelength filters, the
proposed technique relies on a simple optical system, but requires powerful
reconstruction methods to form spectral images computationally. In addition
to diffraction-limited high spatial resolution enabled by photon sieves, this
technique can also achieve higher spectral resolution than the conventional
spectral imagers.
In the first part of this chapter, we present exact and approximate Fresnel
imaging formulas that relate the output of a photon sieve imaging system to
its input, either when the source is coherent or incoherent. These imaging
relations for photon sieve are crucial for effectively analyzing and solving
the inverse problems that arise from the new imaging modalities enabled by
photon sieves. The results presented in this part have been appeared in our
paper [40].
In the second part of this chapter, we will use these imaging formulas in the
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development of a novel computational spectral imaging technique with pho-
ton sieves. The idea is to use a photon sieve imaging system with a moving
detector which records images at different planes. Because the focal length
of the photon sieve is wavelength-dependent, each measurement consists of
superimposed images of different wavelength sources, with each individual
image being either in focus or out of focus. The image of each wavelength
source is then recovered by combining these multiplexed measurements with
a mathematical model of the imaging system and solving the resultant in-
verse problem computationally. The promising aspects of the technique in
terms of spectral and spatial resolutions are illustrated for EUV solar spec-
tral imaging through numerical simulations. The results presented in this
part have been recently appeared in our paper [41].
3.2 Part 1: Image formation with photon sieves
We first derive exact and approximate Fresnel imaging formulas that relate
the output of a photon sieve imaging system to its input. In the literature
the focusing properties of photon sieves and the design procedure have been
analyzed through the calculation of Fresnel-Kirchoff diffraction integrals [42]
and approximate Fresnel integrals [48]. While the analysis in [42] was only for
point sources, the approximate treatment of extended objects [48] has been
limited to half of the imaging system (from the photon sieve plane to the
measurement plane). In this part, we study the exact and complete image
formation process for extended objects.
For this, we consider a photon sieve imaging system in which the photon
sieve lies between an extended source and an image (measurement) plane
(see Fig. 3.2). We provide closed-form Fresnel imaging formulas that relate
the image formed at the measurement plane to the complex amplitude of the
source, being either coherent or incoherent. The relations are given in terms
of convolutions and Fourier transforms (rather than complicated integrals)
to provide a more transparent understanding of the imaging process. This
form also offers a fast way of simulating the imaging system.
We also present similar coherent and incoherent imaging equations for an
approximate model (consisting of infinite series of lenses), which is known
to be equivalent to the Fresnel zone plate [49, 50]. The two-dimensional
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Figure 3.2: Schematic view of the photon sieve imaging system [40]. © [2013]
IEEE. Reprinted with permission.
pointspread function of this approximate model is compared with that of the
photon sieve, to verify their agreement.
Both the exact and the approximate imaging relations are crucial for ef-
fectively analyzing and solving subsequent inverse problems that arise from
the new imaging modalities enabled by photon sieves.
3.3 Fresnel image formation models
3.3.1 Notation
• s(x, y): incident field in the source plane
• in(x, y): diffracted field from the nth pinhole at the image plane
• i(x, y): total diffracted field from photon sieve at the image plane,
hence i(x, y) =
∑
n in(x, y)
• (xn, yn): central location of the nth pinhole
• dn: diameter of the nth pinhole
• an(x, y): aperture function of the nth pinhole (taking value 1 inside the
pinhole)
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3.3.2 Imaging system and assumptions
The photon sieve can be used to form images either with coherent or in-
coherent light, both of which will successively be studied. We consider the
imaging system in Fig. 3.2. Here ds and di denote the distances from the
source and image planes to the plane where the photon sieve resides.
The input illumination function, located at the xy source plane, is first as-
sumed to be a space-varying, coherent, monochromatic wave of wavelength
λ. Its complex baseband representation is then composed of a linear super-
position of plane waves traveling in a continuum of directions [50]:
s(x, y) =
∫ ∫
a(α, β)ei2pi
αx+βy
λ dα dβ (3.1)
where a(α, β) is the angular spectrum of the wave, and can be expressed
in terms of the Fourier transform S(fx, fy) of the input s(x, y) as a(α, β) =
1/λ2S(α/λ, β/λ).
3.3.3 Fresnel imaging formula for coherent sources
The input wavefront s(x, y) propagates toward a photon sieve located at a
distance ds, as shown in Fig. 3.2. Our goal here is to mathematically relate
the input s(x, y) to the image i(x, y) formed at a distance di from the photon
sieve. The relation given in terms of convolutions and Fourier transforms will
provide an easier understanding and analysis of the imaging process, and also
suggest an efficient way for simulating the photon sieve imaging system.
We use the Fresnel approximation for diffraction. Let u(x, y) be the field
distribution just before the photon sieve. Then u(x, y) is related to s(x, y)
through propagation in free space:
u(x, y) = s(x, y) ∗ 1
iλds
eipi
x2+y2
λds
where the convolution is with the pointspread function of the free space in the
Fresnel approximation [50,51] (with the constant phase shift term dropped).
This convolution can be re-written as a chirp multiplication followed by a
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Fourier transform followed by a second chirp multiplication:
u(x, y) =
1
iλds
eipi
x2+y2
λds F˜{s(x′, y′)eipi x
′2+y′2
λds }
(
x
λds
,
y
λds
)
Let vn(x, y) be the field distribution just after the nth pinhole of photon
sieve. Then, the relation between the field distributions just before and after
the photon sieve is
vn(x, y) = an(x, y)u(x, y)
where an(x, y) is the aperture function of the nth pinhole given by the fol-
lowing circle function [50]:
an(x, y) = circ
(
x− xn
dn
,
y − yn
dn
)
The diffracted field, in(x, y), from nth pinhole in the image plane is related
to vn(x, y) through propagation in free space, so as before
in(x, y)=
1
iλdi
eipi
x2+y2
λdi F˜{vn(x′, y′)eipi
x′2+y′2
λdi }
(
x
λdi
,
y
λdi
)
Let us first rewrite the term involving the Fourier transform:
F˜{vn(x, y)eipi
x2+y2
λdi }
= F˜
{
1
iλds
eipi
x2+y2
λ/∆ an(x, y)F˜{s(x′, y′)eipi
x′2+y′2
λds }
(
x
λds
,
y
λds
)}
=
1
iλds
F˜{eipi x
2+y2
λ/∆ an(x, y)}∗ F˜
{
F˜{s(x′, y′)eipi x
′2+y′2
λds }
(
x
λds
,
y
λds
)}
where∆=1/di+1/ds. The second term above equals to (λds)2s(−λdsx,−λdsy)
exp (ipiλds(x2 + y2)). Then
in(x, y) = −ds
di
eipi
x2+y2
λdi
[
iλ
∆
e
−ipi x2+y2
∆λd2i ∗ An( x
λdi
,
y
λdi
) ∗ s˜(x, y)
]
where An(fx, fy) is the Fourier transform of an(x, y), and s˜(x, y) is a scaled
and attenuated version of s(x, y) given by s(−dsdi x,−dsdi y)eipids(x
2+y2)/(λd2i ).
The total diffracted field i(x, y) in the image plane can be found by sum-
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ming in(x, y) over all pinholes n:
i(x, y) = −ds
di
eipi
x2+y2
λdi [gλ,di(x, y) ∗ s˜(x, y)] (3.2)
where gλ,di(x, y) is the coherent pointspread function of the photon sieve at
wavelength λ and distance di given by [40]
gλ,di(x, y) = i
λ
∆
e
−ipi x2+y2
∆λd2i ∗ A( x
λdi
,
y
λdi
) (3.3)
Here A(x, y) =
∑
nAn(x, y), which is in our case a sum of jinc functions [50].
Hence the formed image is a scaled, inverted, and chirp multiplied version
of the input signal s(x, y) which is filtered in the frequency domain by the
chirp interpolated aperture functions.
3.3.4 Fresnel imaging formula for incoherent sources
We have seen that the photon sieve forms an image of the object s(x, y)
when a spatially coherent wave originates from the object. In this section, we
show for spatially incoherent illumination that the photon sieve still produces
images, but in intensity only (rather than in complex amplitude).
We consider a spatially incoherent wave originating from the source s(x, y),
which can be expressed [50] as
ρ(x, y, t) = s(x, y)w(x, y, t) (3.4)
where w(x, y, t) is a spatially white random process with the property of
E[w(x, y, t)w∗(x′, y′, t)] = δ(x − x′, y − y′). As a result, the autocorrelation
of ρ(x, y, t) is given by
E[ρ(x, y, t)ρ∗(x′, y′, t)] = |s(x, y)|2δ(x− x′, y − y′)
We derive an expression for the image intensity, which is described by the
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expected value of the squared amplitudes observed at the image plane [40]:
E[|i(x, y, t)|2]
=
(
ds
di
)2∫∫∫∫
E[ρ(−ds
di
ξ,−ds
di
η, t)ρ∗(−ds
di
ξ′,−ds
di
η′, t)]
gλ,di(x− ξ, y − η)gλ,di∗(x− ξ′, y − η′)e
− ipi(ξ2+η2−ξ′2−η′2)
λd2i /ds dξdξ′dηdη′
=
(
ds
di
)2∫∫ ∣∣∣∣s(−dsdi ξ,−dsdi η
)∣∣∣∣2 |gλ,di(x− ξ, y − η)|2dξdη
=
(
ds
di
)2 ∣∣∣∣s(−dsdi x,−dsdi y
)∣∣∣∣2 ∗ |gλ,di(x, y)|2 (3.5)
where gλ,di(x, y) is the coherent optical pointspread function of the photon
sieve obtained in the earlier section. Hence the ensemble average of an inco-
herent image, which is independent of time, is the convolution of intensities,
rather than complex amplitudes.
3.4 Approximate image formation models
A photon sieve is a modification of a Fresnel zone plate, with only the zones
replaced by holes. Because of this relation, many studies of the photon sieve
and design criteria rely on viewing it as a Fresnel zone plate [52]. Similarly
here we review a lens model given for the Fresnel zone plate [49], and use
it as an approximate model for the photon sieve. We give the coherent and
incoherent imaging formulas for this approximate model, which (as we will
see later) will provide a very efficient way of approximately simulating photon
sieve systems.
The Fresnel zone plate generates large number of diffracted orders, and
each order, m, comes to focus at a focal distance
fm =
r2n
mnλ
=
r21
mλ
=
f1
m
(3.6)
and with the diffraction efficiencies [49, Chap. 9]
ηm =

1/4 if m = 0
1/m2pi2 if m odd
0 if m even
(3.7)
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where rn is the distance between the end of the nth zone and the origin.
Hence 25% of the incident radiation is transmitted in the forward direction
(m = 0) without being focused, 10% comes to focus on the first order focus,
f1, 1% comes to focus on the third order focus, f3, and so on.
Attwood follows Goodman’s approach [51] and uses the above observation
to model the zone plate as an infinite series of thin lenses, one for each odd
order [49]. The reasoning behind this model is that the wavefront curvature
of each diffracted orderm has a step-wise shape (where each step is due to one
zone), and for a zone plate of many zones, say N > 100, the wavefront can
be approximated by a continuous radial phase advance φ(r) = pir2/(λfm),
corresponding to a lens of focal length fm. The transmittance function of
this model is then
t(x, y) =
∑
odd m
1
|mpi| e
−ipi r2λfm al(x, y) (3.8)
where al(x, y) is the aperture function of the lens determined by the outer
diameter of the photon sieve.
Below we give the coherent and incoherent imaging equations for this lens
model, which relate the image i(x, y) to the source s(x, y) when the photon
sieve in Fig. 3.2 is replaced by the lens model consisting of infinite series of
lenses.
Coherent case:
At the image plane the mth order diffracted field from the mth lens is
given by
im(x, y) = −ds
di
eipi
x2+y2
λdi [s˜(x, y) ∗ g˜m(x, y)] (3.9)
where g˜m(x, y) is the coherent point spread function of the mth lens, and its
form depends whether the mth lens is in focus or out of focus [50]:
g˜m(x, y) =
 Al(
x
λdi
, yλdi ) if "m = 0
Al(
x
λdi
, yλdi ) ∗ i λ!m e
−ipi x2+y2
(mλd2i if "m %= 0
where "m = 1/di+1/ds− 1/fm and Al(fx, fy) is the Fourier transform of the
aperture function of the lens, al(x, y).
43
Then the total diffracted field resulting from all orders is [40]
i(x, y) = −ds
di
eipi
x2+y2
λdi
[
s˜(x, y) ∗
∑
odd m
1
|mpi| g˜m(x, y)
]
(3.10)
Incoherent case:
Similar to the incoherent imaging with photon sieves, the complex ampli-
tudes in the above convolution are replaced with their intensities.
3.5 Numerical comparisons of the models
Here we numerically compare the optical pointspread functions of the photon
sieve and the approximate lens model. For this, we first design a sample
photon sieve for EUV imaging. By following the design steps explained
in [52], for the wavelength of 50nm, we choose the outer diameter of the
photon sieve as 5cm, and the diameter of the smallest hole as 0.38mm. This
resulted in a photon sieve with focal length of 25m and number of virtual
zones of 50, where in each white zone the fraction of open area due to holes
is chosen as 0.6.
As shown in Fig. 3.3, the resulting photon sieve and the corresponding
lens model have very similar psfs, as expected. Hence the model consisting
of infinite series of lenses provides a very good approximation to the photon
sieve, with the advantage of requiring less computations for the simulation of
the imaging system. As a result, this model can be used for an approximate,
but simpler, analysis of the inverse problems arising from the new imaging
modalities enabled by photon sieves.
3.6 Part 2: Computational spectral imaging with
photon sieves
So far we have derived exact and approximate imaging formulas that relate
the output of a photon sieve imaging system to its input. These imaging
formulas will now be used in the development of a novel spectral imaging
technique with photon sieves.
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(a) (b)
(c) (d)
Figure 3.3: Intensities of the pointspread functions of a sample photon sieve (a)
and the corresponding lens model (c) at the first order focus, and their zoomed
versions (b)-(d) respectively (spatial axes are measured in millimeters) [40]. ©
[2013] IEEE. Reprinted with permission.
As mentioned earlier, the idea in this technique is to use a photon sieve
imaging system with a moving detector which records images at different
planes (see Fig. 3.4). Because the focal length of the photon sieve depends
on the wavelength, each measurement consists of superimposed images of
different wavelength sources, with each individual image being either in fo-
cus or out of focus. For spatially incoherent illumination, we study the
problem of recovering the individual deblurred images from these superim-
posed measurements. We first formulate the discrete forward problem using
the closed-form Fresnel imaging formulas derived. The inverse problem is
then a multiframe deconvolution problem involving multiple objects, and is
formulated as a maximum posterior (MAP) estimation problem by incorpo-
rating prior statistical knowledge about the targeted scenes. The resulting
nonlinear optimization problem is then solved using a fixed-point iterative
algorithm [53,54]. At the end, the performance of the technique is illustrated
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for EUV spectral imaging.
Figure 3.4: Illustration of how the photon sieve spectral imaging system works
for a polychromatic source of two uncorrelated monochromatic components, with
wavelengths λ1 and λ2. A moving detector takes measurements at two planes f1
and f2. At the focal plane of the first source, f1, a focused image of the first source
overlaps with a defocused image of the second source, and a similar observation at
the focal plane of the second source, f2. The individual images will be recovered
from these superimposed data by means of solving an inverse problem.
3.7 Forward problem
3.7.1 Photon sieve spectral imaging system
We consider the photon sieve imaging system in Fig. 3.5, where the detector
is moved to record intensity measurements at K different planes. Here ds
and dk denote the distances from the source and kth measurement plane
to the plane where the photon sieve resides, with k = 1, . . . , K. As input
illumination, we consider a polychromatic source consisting of P spatially
incoherent monochromatic sources, each with a different wavelength λp where
p = 1, . . . , P . These monochromatic sources are also assumed to be mutually
incoherent [50]. Although, in this study, we focus on the spatially incoherent
case where the photon sieve produces images in intensity only, the concepts
readily generalize to the coherent or partially coherent case as well.
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Figure 3.5: The photon sieve spectral imaging system [41].
3.7.2 Continuous image formation model
Our first goal is to mathematically relate the intensity of the input sources,
fλp(x, y), to the images formed at the measurement planes. For continuous
sources, we have derived the image formation models in Section 3.2. By using
these models, the intensity tk(x, y) observed at the kth measurement plane
is [41]
tk(x, y) =
P∑
p=1
sp(x, y) ∗ gλp,dk(x, y) (3.11)
where sp(x, y) =
d2s
d2k
fλp(− dsdkx,− dsdk y) is a scaled version of the source intensity
fλp(x, y), and gλp,dk(x, y) is the incoherent point-spread function (PSF) of the
photon sieve at wavelength λp and distance dk, given by [40]
gλp,dk(x, y) =
∣∣∣∣∣i λp∆k e−ipi
x2+y2
∆kλpd
2
k ∗ A
(
x
λpdk
,
y
λpdk
)∣∣∣∣∣
2
(3.12)
Here ∆k = 1/ds + 1/dk, and A(x, y) is the Fourier transform of the total
aperture function of the photon sieve (sum of jinc functions [50] correspond-
ing to the Fourier transform of the circular aperture functions of each hole
on the photon sieve).
An approximate, but simpler, model to (3.12) exists when the number of
virtual zones N > 100 [40]. In this case, the photon sieve can be replaced by
a series of lenses with appropriate parameters. The resulting approximate
PSF requires less computation; in particular, when the measurement plane
is at the first-order focus, the PSF is just a squared jinc function.
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3.7.3 Discrete forward model
Because the measurements will be acquired digitally and also input images
will be reconstructed on a digital computer, a discrete forward model is re-
quired. We obtain such a discrete model based on the band limitedness of the
continuous functions involved. Note that the PSF gλp,dk is band limited to a
circle of diameter 2D/(λpdk). This is because the argument of the absolute
value in (3.12) has a circular frequency support, whose diameter D/(λpdk) is
determined by the outer diameter D of the photon sieve. (With the incoher-
ent PSF given by the absolute square of this function, the frequency support
of the PSF is given by the convolution of this circular support with itself,
resulting in a circular support of twice diameter.)
The band limitedness of tk then directly follows from the band limited-
ness of the PSF. Also note that all high frequencies of sp that lie outside
the frequency support of the PSF are lost at the output, as a result of in-
herent diffraction-limit [49, 51]. Hence the nullspace of this PSF operator is
nonempty. For this reason, we restrict our attention to input functions of
same bandwidth only, and aim for recovering the band limited version of sp,
which is defined as s˜p(x, y) ≡ sp(x, y) ∗ jinc((2D/λpd1) x, (2D/λpd1) y). The
input sp in (3.11) can be replaced with its band limited version s˜p, with-
out affecting the measurement tk. Therefore, all functions in the continuous
observation model can be assumed band limited.
By replacing each continuous band limited function with its discrete rep-
resentation with sinc basis, the continuous convolution operation in (3.11)
reduces to a discrete convolution:
tk[m,n] =
P∑
p=1
s˜p[m,n] ∗ gλp,dk [m,n] (3.13)
where tk[m,n], s˜p[m,n], and gλp,dk [m,n] are uniformly sampled versions of
their continuous forms, e.g. tk[m,n] = tk(m∆, n∆) for some ∆ smaller than
the Nyquist sampling interval. We will assume that tk[m,n], i.e. uniformly
sampled version of the continuous observations, is approximately the same as
the detector measurements with a pixel size of ∆, i.e., the averaged intensity
over a pixel. We also assume that the size of the input objects are limited to
the detector range determined by N ×N pixels, i.e., m,n = 0, . . . , N − 1.
Using lexicographic ordering and linearity of the convolution operator, the
model can be cast in matrix-vector form:
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tk =
P∑
p=1
Hk,ps˜p (3.14)
where Hk,p is an N2 × N2 block Toeplitz matrix corresponding to the con-
volution operation with gλp,dk . By combining the measurement data from all
measurement planes, we get [41]
t =Hs˜, (3.15)
H =

H1,1 . . . H1,P
...
...
HK,1 . . . HK,P
 (3.16)
where t = [tT1 | . . . |tTK ]T , s˜ = [s˜T1 | . . . |s˜Tp ]T , andH is aKN2×PN2 matrix. In
practice, t is observed in the presence of noise, hence the complete observation
model is
y = t+w =Hs˜+w (3.17)
where w = [wT1 | . . . |wTK ]T is the additive noise vector with (wk)i ∼ N(0, σ2k)
representing white Gaussian noise that is uncorrelated across pixels i and
measurement planes k.
3.8 Inverse problem
In the inverse problem, the goal is to recover the unknown intensities, s˜, of
sources of different wavelengths from the intensity measurements, y, of the
photon sieve system. This inverse problem is a multiframe deconvolution
problem from measurements of superimposed and blurred data. (Each mea-
surement is composed of focused/defocused images of different sources.) This
deconvolution problem is inherently ill-posed, and as the distance between
different measurement planes or different wavelengths decreases, the problem
becomes more ill-conditioned due to the increase in the linear dependency of
the rows and columns of H , respectively.
There are a variety of approaches to solving ill-posed linear inverse prob-
lems [55]. We consider a stochastic inversion approach based on MAP esti-
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mation to incorporate the prior statistical knowledge of the targeted scenes.
The MAP estimate of s˜ from the measurements y is given by
argmax
s˜
p(y | s˜) p(s˜) (3.18)
where p(y | s˜) denotes the conditional probability density function of y given
s˜ (arising from the observation model in (3.17)), and p(s˜) denotes the prior
distribution of s˜ (specifying the probability of s˜ independently from the
observed data).
By taking the logarithm of (3.18), the MAP estimation problem turns into
a regularized linear least-squares problem, which involves the minimization
of the following functional:
Φ(sˆ) = ||y −Hsˆ||2W + α2R(sˆ) (3.19)
where R and α are respectively the regularization functional and parame-
ter arising from p(sˆ) (i.e., R(sˆ) ∝ − log p(sˆ)), and W is a weight chosen
according to the noise standard deviation at different measurement planes.
One common regularization functional is the quadratic regularization for
which R(sˆ) = ||Lsˆ||22 with an appropriately chosen operator L (often a deriva-
tive operator). This is associated with a Gaussian prior. This choice of prior
leads to a quadratic optimization problem with a stable solution, and re-
sults in globally smooth reconstructions. Global smoothness is due to the
fact that the regularization functional penalizes large variations in the recon-
structed function due to the underlying Gaussian prior. In situations where
the underlying object is not globally smooth, the prior can be replaced, for
example, with a Laplacian prior, which will imply a regularization function
with l1 norm. This will penalize only the total variation in the reconstructed
function, and allow the preservation of the edges when they fit the data,
which is due to the larger tails of Laplacian prior compared to the Gaussian
prior.
Here we use a general lp-based regularization [41]:
Φ(sˆ) = ||y −Hsˆ||2W + α2||Dsˆ||pp (3.20)
where D is a discrete approximation to the gradient operator. The lp norm
implies a generalized Gaussian prior of the form p(sˆ) ∝ ∏i exp(−|(Dsˆ)i|p),
and hence allows reconstructions of globally smooth objects to sharper ob-
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jects, depending on the prior knowledge in a specific application. When
p %= 2, the resulting nonlinear optimization problem does not have a closed-
form solution, and numerical techniques are used to find the solution. One
such approach is a fixed-point iterative algorithm [54], a special case of the
“half-quadratic regularization” method [53], which obtains the reconstruc-
tion as the solution of a series of approximating quadratic problems.
3.9 Sample application in solar spectral imaging
Here we present numerical simulations to illustrate the high spatial and spec-
tral resolution enabled by the proposed spectral imaging technique. For this,
we consider a polychromatic input source generating two quasi-monochromatic
waves at close (but different) EUV wavelengths: λ1 = 33.4 nm and λ2 = 33.5
nm (i.e., P = 2). Moreover, the photon sieve system records the intensities
at the two focal planes, f1 and f2, corresponding to wavelengths λ1 and λ2
(i.e., K = 2). Then at the first focal plane, the measurement consists of a
focused image of the first source overlapped with a defocused image of the
second source, and vice versa at the other focal plane.
For the photon sieve, a sample design in [52] for EUV solar imaging is
considered, with the outer diameter of the photon sieve as 25 mm, and the
diameter of the smallest hole as 5 µm. This results in a photon sieve with
first-order focal lengths of f1 = 3.742 m and f2 = 3.731 m, and Abbe’s
diffraction resolution limit of 5µm [49, 51]. The pixel size on the detector
is then chosen as 2.5 µm to match the diffraction-limited resolution of the
system (i.e., corresponding to Nyquist rate).
In our first experiment, solar EUV scenes of size 128 × 128 are used as
the inputs to the photon sieve system. However, since the resolution of the
existing solar spectral imagers are below the diffraction-limited resolution
considered here, it is not possible to obtain a realistic (high-resolution) input
to the simulated system. Instead, we use these solar images as if they were
images of some other sun-like object, and illustrate the diffraction-limited
resolution for this case. Our goal is to illustrate that diffraction-limited high-
resolution can be achieved for imaging objects with similar characteristics.
Using the forward model in (3.13), we generated a data set correspond-
ing to y at the signal-to-noise ratio of ∼ 31dB. Fig. 3.6 shows the resulting
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measurements at the two focal planes together with the contributions of each
source and the corresponding PSFs of the system. The reconstructed images
with l2-norm regularization are shown in Fig. 3.7 for the two sources, together
with the only-diffraction-limited versions of the original scenes, for compari-
son. This suggests that the proposed system achieves near diffraction-limited
resolution, with the absolute percentage difference between reconstructions
and diffraction-limited images less than 15% in this case. For this experiment,
p = 2 is chosen for the regularization (prior) because the diffraction-limited
objects of interest, as shown in Fig. 3.7b-3.7d, are nearly globally smooth.
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Figure 3.6: Measured intensities at the first and second focal planes (a)-(e), the
underlying images of the first source at the first and second focal planes (b)-(f), the
underlying images of the second source at the first and second focal planes (c)-(g),
and sampled and zoomed point-spread functions of the system for the focused and
defocused cases (d)-(h), respectively [41].
In our second experiment, we use sharper images of letters U and A (of
size 31×31) as our source intensities. Our goal is now to illustrate the signif-
icance of proper prior choice for achieving diffraction limit or even beyond.
As before, the measurements at two focal planes are simulated at the signal-
to-noise ratio of ∼ 38dB. Because the diffraction-limited objects have sharp
edges, as shown in Fig. 3.8b-3.8e, l1-norm regularization (Laplacian prior)
is used for the reconstructions. As shown in Fig. 3.8, diffraction-limited
resolution is achieved with this regularization, where the absolute percent-
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Figure 3.7: Estimated intensities of the first and second sources (a)-(c), and
diffraction-limited images of the original sources (b)-(d), respectively [41].
age difference between reconstructions and diffraction-limited images is less
than 4%. (Also shown in Fig. 3.8 are reconstructions with l2 regularization,
which show the effect of smoothing imposed by an incorrect prior.) More-
over, the reconstructions with l1 regularization are slightly sharper than the
diffraction-limited versions, and in fact more similar to the original scenes.
This illustrates the possibility of achieving high-resolution even beyond the
diffraction-limit with the use of prior knowledge of the targeted scenes. This
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advantage of computational spectral imaging is easier to observe when diffrac-
tion causes larger smoothing on the original scenes of letter U and A. In this
case l1 regularization can still recover the sharp edges that are associated
with the high frequencies lost due to the diffractive imaging process.
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Figure 3.8: Estimated intensities of the first and second sources using l1-based
regularization (a)-(d), only diffraction-limited images of the original sources (b)-
(e), estimated intensities using l2-based regularization (c)-(f), respectively [41].
The above experiments illustrate the possibility of achieving diffraction-
limited spatial resolution and even beyond with the proposed spectral imag-
ing technique. Another important advantage, which is slightly hidden in
these experiments, is the higher spectral resolution achieved compared to the
conventional spectral imagers with wavelength filters. Note that the sources
have wavelengths 33.4 nm and 33.5 nm, resulting in a spectral resolution
of 0.1nm, which is less than 0.3% of the central wavelength of each source.
Such a high spectral resolution is not possible to achieve with the state-of-
the-art EUV wavelength filters, which can at best have a spectral resolution
of 10% of the central wavelength [56]. This becomes an issue when this 10%
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spectral band contains more than one spectral line, in which case resolving
the individual lines is not possible. Lastly, these promising aspects of the
technique can be improved further by taking more measurements than the
unknown intensities (such as obtaining measurements at the intermediate
planes), which will help to remedy the ill-posed nature of the deconvolution
problem.
3.10 Conclusion
In this chapter, we have derived exact and approximate Fresnel imaging
formulas that relate the output of a photon sieve imaging system to its in-
put, originating from either a coherent or incoherent extended source. These
imaging formulas are used in the development of a novel computational spec-
tral imaging technique with photon sieves. In contrast to traditional filter-
based spectral imagers, this technique relies on a simple optical system, but
requires powerful image processing methods to form spectral images compu-
tationally. This new generation of spectral imagers with photon sieves not
only offers near diffraction-limited spatial resolution, but also provides sev-
eral orders of magnitude higher spectral resolution compared to filter-based
spectral imagers. Indeed, the technique offers the possibility of separat-
ing nearby spectral components that would not otherwise be possible using
wavelength filters. These aspects are particularly useful in applications that
require high-resolution spectral analysis in the presence of nearby spectral
components.
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CHAPTER 4
PERFORMANCE LIMITS IN
COMPUTATIONAL SPECTRAL IMAGING
4.1 Introduction
Computational imaging and sensing is an important field that enables new
imaging capabilities by distributing the imaging task between a physical and
a computational system. In this framework, an image of interest is com-
putationally formed from the physical observations by means of solving an
inverse problem. In the earlier two chapters, we show how to utilize the
computational imaging framework to develop a class of novel spectral imag-
ing techniques. Since an inversion is required to infer the spectral imaging
information from the noisy measurements, a rigorous theory is essential for
quantitative characterization of the performance of these techniques.
In this chapter, we develop such a theory for the characterization of the
fundamental performance limits, and in particular, seek answers to the fol-
lowing questions:
• What minimum data is required for the estimation of the spectral imag-
ing information at a desired precision?
• How much improvement in the precision of estimates is expected with
additional measurements?
• What is the maximum expected precision (minimum uncertainty) in the
estimation under different observing scenarios, and which instrument
design considerations can achieve it?
A preliminary version of the results of this chapter has been presented in [19]. F. S.
Oktem, F. Kamalabadi, and J. M. Davila, “Cramer-Rao bounds and instrument opti-
mization for slitless spectroscopy,” in IEEE Int. Conf. on Acoustics, Speech and Signal
Processing (ICASSP), 2013, pp. 2169–2173. © 2013 IEEE.
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Our tool is the Bayesian Cramer-Rao lower bound theory [57], which pro-
vides a lower bound on the mean-square estimation error of any Bayesian
estimator. We first obtain the Bayesian Cramer-Rao lower bounds for the
estimation of the parameters in a fairly general image formation model. The
performance limits of the instantaneous spectral imaging technique are then
explored by using the error bounds, which are derived in terms of important
instrument design considerations including the diffraction orders to measure,
dispersion scale, signal-to-noise ratio, and number of pixels. Our treatment
also provides a framework for exploring the optimal choices of these design
considerations. For an application in solar spectral imaging, the tightness
of the bounds and the performance of the MAP estimator are evaluated via
Monte Carlo simulations and under different observing scenarios. As a whole,
the Bayesian Cramer-Rao framework not only allows us to explore the re-
quirements that render this new imaging modality effective, but also yields
to optimal design choices to minimize the unavoidable estimation errors due
to noise.
In the spectroscopy literature, error bounds have been obtained for a sim-
pler problem of fitting a single Gaussian line to measurements in a maximum
likelihood sense [20, 58]. On the other hand, the problem in our instan-
taneous spectral imaging setting is equivalent to fitting a superposition of
multiple Gaussians to the measurements. For this setting, the Cramer-Rao
error bounds, which provides a lower bound on the variance of unbiased es-
timators, have been presented in our paper [19]. Other related works to this
chapter include the error bounds derived for problems that have similar forms
as the image formation model studied here, and appear in different contexts
such as parameter estimation of superimposed signals [37], localization of
EEG and MEG sources [59], array signal processing [60], and multiframe
blind deconvolution [61].
4.2 Image formation model
We return to the general form of image formation model introduced in Chap-
ter 2, which also includes as its special case the image formation model in
Chapter 3. As before, this image formation model relates the measurements
to the spectral imaging information that we want to reconstruct, and is given
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by
y˜ = y + n, (4.1)
y = H(Θ)f
Here y˜ denotes a noisy measurement vector of length N , and y denotes
its noise-free version. The noise vector n represents a zero-mean Gaussian
vector, whose components are uncorrelated and have common variance σ2.
Moreover, the vectors Θ and f represent unknown or known parameters
which together capture the spectral imaging information. The vector f is
of size M , and Θ is of size MP × 1 and is given by Θ = [Θ1Θ2 . . .ΘM ]#.
Here Θi = [θi1 θi2 . . . θiP ] contains all the parameters associated with the ith
column of the matrix H(Θ), which is denoted by hi(Θi). The system (blur)
matrixH(Θ), which has sizeN×M , can be (i) shift-variant or shift-invariant,
and (ii) fully or partially known depending on whether Θ is known. This
general framework includes as its special case many semiblind and nonblind
deblurring problems involving shift-variant/invariant blur and single/multi-
ple channels.
4.3 Bayesian Cramer-Rao error bounds
In the inverse problem, the goal is to estimate the unknown parameters f , Θ,
or both from the measurements y˜. As in earlier chapters, we are interested
in solving this inverse problem in a Bayesian estimation framework. This
allows us to incorporate the prior knowledge of the statistics of the unknown
parameters, and helps to improve the stability of the inverse problem.
Bayesian Cramer-Rao bound (CRB) theory [57,62–64] gives a lower bound
on the mean-square estimation error (MSE) of any Bayesian estimator. It is
expressed in terms of the Bayesian information matrix JB whose elements
are
[JB]ij = Ey˜,Ψ
[
∂ ln p(y˜,Ψ)
∂ψi
∂ ln p(y˜,Ψ)
∂ψj
]
(4.2)
with Ψ = [f#Θ#]# in our case. The mean-square error of any Bayesian
estimator Ψˆ is then lower bounded by
Ey˜,Ψ[(ψˆi(y˜)− ψi)2] ≥ [J−1B ]ii (4.3)
58
with ψˆi(y˜) denoting any Bayesian estimator of the scalar parameter ψi (cor-
responding to the ith element of Ψ). This bound is subject to the following
regularity conditions [63]:
1. The joint distribution p(y˜,Ψ) is absolutely continuous with respect to
ψi almost everywhere for all i = 1, . . . ,M(P + 1).
2. limψi→±∞ ψi p(y˜,Ψ) = 0 almost everywhere for all i = 1, . . . ,M(P+1).
3. JB is nonsingular.
The conditions are given for the case that the joint distribution p(y˜,Ψ) is
strictly positive for all Ψ ∈ RM(P+1). The bound also holds for the case that
the parameter space is a subset of RM(P+1) under obvious modifications of
the regularity conditions [64]. We further note that the bound is attainable
if and only if the posterior distribution of Ψ given y˜ is Gaussian [57,63].
The Bayesian information matrix JB can be expressed as
JB = JD + JP (4.4)
where the first term depends on the data and the noise distribution, and the
second term depends only on the prior distributions p(Ψ). In particular, the
(i, j)th elements of these terms are given by
[JD]ij = −Ey˜,Ψ
[
∂2 ln p(y˜|Ψ)
∂ψi ∂ψj
]
= EΨ [[JF (Ψ)]ij] , (4.5)
[JP ]ij = −EΨ
[
∂2 ln p(Ψ)
∂ψi ∂ψj
]
(4.6)
Here JF (Ψ) denotes the Fisher information matrix whose (i, j)th element is
given by
[JF (Ψ)]ij = −Ey˜|Ψ
[
∂2 ln p(y˜|Ψ)
∂ψi ∂ψj
]
(4.7)
Fisher information matrix alone gives a lower bound on the variance of un-
biased estimators [32, 57]. On the other hand, Bayesian information matrix
enables to bound the MSE averaged over the prior distribution and has the
advantage that it does not require any unbiasedness condition.
Hence the computation of the Bayesian Cramer-Rao bounds involves com-
puting the data and prior terms in the Bayesian information matrix. The
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prior term, JP , has a closed-form for many frequently encountered distribu-
tions, and the data term, JD, can be obtained by taking the expectation of
the Fisher information matrix over Ψ. (We note that if non-informative pri-
ors that satisfy the regularity conditions are used, then only the computation
of the data term is required since the prior term reduces to zero.)
The Fisher information matrix has the following closed-form under our
image formation model in (4.1):
J(Ψ) =
[
J f ,f J f ,Θ
J#f ,Θ JΘ,Θ
]
(4.8)
where
J f ,f =
1
σ2
H#(Θ)H(Θ), (4.9)
J f ,Θ =
1
σ2
H#(Θ)D(Θ)G(f), (4.10)
JΘ,Θ =
1
σ2
G#(f)D#(Θ)D(Θ)G(f) (4.11)
with
Di(Θi) =
[
∂hi(Θi)
∂θi1
∂hi(Θi)
∂θi2
. . .
∂hi(Θi)
∂θiP
]
, (4.12)
D(Θ) = [D1(Θ1)D2(Θ2) . . .DM(ΘM)], (4.13)
G(f) = diag(f)⊗ IP×P (4.14)
Here diag(f) is a diagonal matrix with the elements of f on the diagonal, ⊗
is the Kronecker product, and IP×P is P × P identity matrix. This form
of Fisher information matrix can be regarded as a specialized version of the
Fisher information matrices obtained earlier in the context of parameter es-
timation of superimposed signals [37] and localization of EEG and MEG
sources [59]. (The derivation for obtaining this closed-form expression is pro-
vided in Appendix for completeness.) The data term of Bayesian information
matrix, JD, is then given by the expectation of this Fisher information ma-
trix over Ψ; but this expectation is generally not analytically tractable, and
must be computed through Monte Carlo simulation or numerical integration.
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4.3.1 Error bounds for transformed quantities of interest
The error bounds presented in the previous section are for the estimation
of parameters f and Θ which directly appear in the image formation model.
However the goal in spectral imaging is often to estimate some physical quan-
tities of interest that are related to these model parameters through a trans-
formation. In such settings, one would actually be interested in the error
bounds for the estimation of these transformed parameters, rather than the
model parameters. Moreover the goal in instrument optimization is generally
to minimize the estimation errors of some physical quantities with respect
to design parameters. This requires us to relate the model parameters to
these physical quantities and design parameters, and then to obtain the er-
ror bounds for the physical quantities as a function of the design parameters.
In this section, we discuss how the error bounds for a set of transformed
parameters can be obtained from the error bounds for the model parameters
presented in the previous section. Let the transformed parameter vector of
interest be Ψ′, which is related to the model parameter vector Ψ by
Ψ′ = γ(Ψ) (4.15)
Then, under some regularity conditions, the Bayesian Cramer-Rao bounds
for Ψ′ can be obtained from the error bounds for Ψ by using the following
error propagation formula [62]:
Ey˜,Ψ[(γˆi(Ψ)− γi(Ψ))2] ≥
[
Tγ J
−1
B T
#
γ
]
ii
(4.16)
where JB is the Bayesian information matrix for the model parameters Ψ,
and the matrix
Tγ = −EΨ
[
∂γ(Ψ)
∂Ψ
]
(4.17)
takes into account the effect of transformation γ, with ∂γ(Ψ)∂Ψ representing the
Jacobian matrix of the transformation whose ijth element is given by ∂γi(Ψ)∂Ψj .
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4.4 Performance limits for instantaneous spectral
imaging
We will now use this general framework to characterize the performance limits
of the instantaneous spectral imaging technique developed in Chapter 2, as
well as to explore the optimized instrument design.
4.4.1 Bayesian information matrix
In order to compute the error bounds, we first need to specify the prior
and data terms of the Bayesian information matrix given in (4.6) and (4.5).
By treating the unknown parameters ∆ and ! as i.i.d. Gaussian random
variables as in Section 2.5, the prior term JP is given by
[JP ]ij =

1/σ2∆ if i = j = 3k + 2;
1/σ2! if i = j = 3k + 3;
0 otherwise
(4.18)
where k = 1, . . . ,M .
The data term JD can be obtained by evaluating the expectation of the
Fisher information matrix in (4.8) over∆ and !, either through Monte Carlo
simulation or numerical integration. For the computation of the Fisher ma-
trix, the specific form of Di(Θi) in (4.12) is required, which can be obtained
from the forward model in Section 4.2 as follows:
Di(Θi) =

∂ h
a1
i (Θi)
∂∆i
∂ h
a1
i (Θi)
∂ !i
∂ h
a2
i (Θi)
∂∆i
∂ h
a2
i (Θi)
∂ !i
...
...
∂ h
aN
i (Θi)
∂∆i
∂ h
aN
i (Θi)
∂ !i
 (4.19)
If ak %= 0, the elements of each of these column vectors can be computed as[
∂ haki (Θi)
∂∆i
]
j
=
fi√
pi∆i
(
e−t
2
1t1 − e−t22t2
)
, (4.20)[
∂ haki (Θi)
∂ "i
]
j
=
fi ak√
2pi | ak | ∆i
(
e−t
2
1 − e−t22
)
(4.21)
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for i, j = 1, . . . ,M , and zero if ak = 0, with the parameter t1,2 given by
t1,2 =
j − i∓ 1/2− ak"i√
2 | ak | ∆i
(4.22)
4.4.2 Mapping for physical quantities of interest
An important design parameter in the instantaneous spectral imaging set-
ting is the dispersion scale (reciprocal dispersion) D, which represents the
wavelength range corresponding to a single pixel, and is measured here in
mA˚/pixel. Low dispersion scale means large dispersion in the instrument as
is illustrated in Fig. 4.1.
(a) Dispersion=30 mA˚/pixel (b) Dispersion=60 mA˚/pixel
(c) Dispersion=90 mA˚/pixel (d) Dispersion=120 mA˚/pixel
Figure 4.1: Simulated measurements at different dispersion scales, where colored
Gaussians correspond to individual pixel contributions, bars correspond to the
total contribution at each pixel, and circles correspond to the observation at that
pixel with noise added.
The model parameters∆i and "i (measured in pixel units) can be related to
the actual physical quantities they represent (measured in physical units) by
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using the dispersion scale. More explicitly, the associated physical quantities
wi and vi, respectively denoting the line width in wavelength units and the
line-of-sight velocity, can be expressed in terms of the model parameters as
follows:
wi = D∆i, (4.23)
vi =
c(D"i)
1000λ0
(4.24)
Here wi is measured in mA˚, vi is measured in km/s, c denotes the speed of
light in km/s, and λ0 represents the central wavelength in A˚. The second
relation is obtained using the Doppler shift formula: ∆λλ0 =
v
c . This gives
the relation between the line-of-sight velocity v and the resulting wavelength
shift ∆λ of the central wavelength λ0.
Then the error bounds for fi, wi, vi can be obtained from the error bounds
for fi, ∆i, "i by using the relation in (4.16). By defining the new parameter set
as Ψ′i = [fi wi vi]
#, and the old parameter set being Ψi = [fi ∆i "i]#,
the transformation involved is given by [19]
Ψ′i = γ(Ψi) =
[
fi D∆i
Dc
1000λ0
"i
]#
(4.25)
The Jacobian matrix ∂γ(Ψ)∂Ψ and also its expectation Tγ in (4.17) is a block
diagonal matrix with each block given by 1 0 00 D 0
0 0 Dc1000λ0

The error bounds for the physical parameters Ψ′ can then be obtained by
using (4.16).
We note that the error bounds for the physical parameters are functions
of the instrument design choices including the diffraction orders to be mea-
sured, standard deviation of the noise, dispersion scale, and the number of
pixels. All of these design choices are significant in determining the amount
of information available from the slitless data, and their effect on the recon-
struction accuracy can be explored using the derived error bounds. The given
formulation is also general enough to allow consideration of other physical
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quantities of interest and design parameters if needed.
4.4.3 Numerical results for instrument optimization
Thus far, the analytic framework developed is quite general and can be ap-
plied to any particular application of instantaneous spectral imaging. In this
section, we illustrate the usefulness of these concepts for an application in
solar spectral imaging.
We consider the measurements of an EUV emission line emitted from the
Sun, with a central wavelength of λ0 = 195 A˚. Our goal is to explore the
effectiveness of the instantaneous spectral imaging technique in estimating
the parameters of this emission line over an two-dimensional field-of-view, as
well as to find the optimal design choices for the diffraction orders, disper-
sion scale, noise standard deviation, and number of pixels. The optimality
criteria should be chosen based on the science objectives of the experiments
performed with the instrument. As an example, we consider here a com-
monly used criterion: the one that minimizes the average root MSE (RMSE)
for the estimates of fi, wi, and vi, where the average is over all pixels i.
This optimality criterion is evaluated under various observing scenarios with
different diffraction orders, and as a function of one design parameter at a
time while fixing the others.
To evaluate the tightness of the bounds and performance of the MAP
estimation method, we also perform Monte Carlo simulations under differ-
ent observing scenarios and instrument design considerations. For this, the
spectral line parameters are generated randomly according to their mod-
eled distributions in solar spectroscopy, which are described in Section 2.5.1.
The averaged RMSE of the MAP estimates are computed by using a total
of 50 random parameter sets. Figures 4.2, 4.3 and 4.4 show the Bayesian
Cramer-Rao error bounds (straight line) and the errors obtained with the
MAP estimator (dotted points) on the same plot for a variety of different
observing scenarios.
The plots provide important insights about how to optimally operate this
spectral imaging technique in order to minimize the estimation errors. First
of all, as shown in Fig. 4.2 there is an optimal dispersion regime to oper-
ate, appearing in the range of 40 − 50 mA/pixel for all scenarios, and this
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optimal range is similar for both the line width and line-of-sight velocity es-
timates. On the other hand, as seen in Fig. 4.3, the number of pixels in the
measurements do not significantly affect the average RMSE.
As seen in Fig. 4.4, for the noise-free case with σ = 0, the true parameter
values are always obtained. Moreover, the errors for integrated intensities
strongly depend on the noise std since the zeroth order measurement directly
provides a noisy observation of integrated intensities. In fact, for the low noise
regime (up to a noise std of 5) the intensity estimates obtained with the MAP
algorithm do not show significant improvement over the noisy zeroth order
measurement. For the line widths and Doppler shifts, the dependence on
the noise std is weaker at the high noise regime. This is because, in this
regime, the estimation is highly dominated by the priors (rather than the
measurements). Also we note that with orders {0,+1,−1}, the estimation
accuracy is comparable to the slit spectroscopy when the noise std is smaller
than 4 (corresponding to an SNR of ∼ 50 when SNR is defined as the ratio of
the signal mean to the standard deviation of the noise). To achieve similar
accuracy at higher noise levels, more spectral orders (than three) will be
needed.
When we compare the various observing scenarios with different orders,
the case with the diffraction orders {0,+1,−1} operated at a nearly-optimal
dispersion appears to be the most cost-effective one. Yet additional fourth
and fifth orders provide an improvement of up to 25%. Nevertheless, if op-
erated in an optimal regime with the orders {0,+1,−1}, the performance of
the instantaneous spectral imager is comparable to the conventional method
of slit spectrograph (in terms of precision of the estimates), but with the
additional advantage of a large instantaneous FOV.
4.5 Conclusion
By using Bayesian Cramer-Rao lower bound theory, we have developed a
general framework for quantitatively characterizing the performance of the
computational spectral imaging techniques (described in the earlier two chap-
ters) in terms of their reconstruction accuracy. The derived error bounds are
used to explore the performance limits of the instantaneous spectral imag-
ing technique under various different observing scenarios. The analysis also
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provides a framework for exploring the optimal choices of the design consid-
erations. Numerical results indicate that if operated in an optimal dispersion
regime with three diffraction orders {0,+1,−1}, the physical parameters can
be estimated with the same order of accuracy as the state-of-the-art slit spec-
troscopy, but with the added benefit of an instantaneous two-dimensional
field-of-view.
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Figure 4.2: Average RMSE for the intensity, width, and Doppler shift estimates
as a function of the dispersion scale with σ = 2 and M = 10. The Bayesian
Cramer-Rao error bounds are shown with straight lines, and the simulated errors
are shown with dotted points, for four different observing scenarios.
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Figure 4.3: Average RMSE for the intensity, width, and Doppler shift estimates as
a function of the number of pixels with D = 40 mA/pixel and σ = 2. The Bayesian
Cramer-Rao error bounds are shown with straight lines, and the simulated errors
are shown with dotted points, for four different observing scenarios.
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Figure 4.4: Average RMSE for the intensity, width, and Doppler shift estimates
as a function of the noise standard deviation with D = 40 mA/pixel and M =
10. The Bayesian Cramer-Rao error bounds are shown with straight lines, and
the simulated errors are shown with dotted points, for four different observing
scenarios.
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CHAPTER 5
COMPUTATIONAL METHODS FOR
PHASE RETRIEVAL
5.1 Introduction
Phase retrieval problems arise in the photon-sieve imaging setting with co-
herent illumination. These problems are generalizations of the classical phase
retrieval problem, which is the recovery of a signal from the magnitude of its
Fourier transform.
In this chapter, we review and compare important algorithms for the clas-
sical phase retrieval problem. In particular, we establish the relation of the
Schulz-Snyder (SS) phase retrieval algorithm, which has not received much
attention to date, to several well-known algorithms, including alternating-
minimization, expectation-maximization, and blind Richardson-Lucy algo-
rithms, and gradient-descent methods. These connections allow the algo-
rithm to be seen in a new light, making many of its convergence properties,
advantages and drawbacks apparent. The gained understanding yields new
insights to improve the algorithm in terms of reliability and speed. In partic-
ular, we propose a hybrid method by incorporating annealing-type global op-
timization methods to avoid convergence to nonglobal solutions. This hybrid
method and the connection of the SS algorithm to alternating-minimization
have been presented in [66].
5.2 Applications
The classical phase retrieval problem appears in a variety of different ap-
plications such as diffraction (lensless) imaging, astronomical imaging, x-ray
crystallography, and microscopy. One of the most important applications of
the problem is in diffraction imaging, in which magnitude of x-ray or electron
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diffraction patterns are used to form images of a targeted object [67, chap. 6].
A far-field diffraction pattern is the Fourier transform of the diffracting ob-
ject; however, only the magnitude, but not the phase, of the diffraction
pattern can be measured by some practical light detectors such as charge-
coupled devices (CCDs). Then the recovery of the object requires solving
the classical phase retrieval problem. This is illustrated in Fig. 5.1.
Figure 5.1: Illustration of diffraction imaging.
Another application arises in astronomy where the resolution of a telescope
image is limited by the atmospheric turbulence [67, chap. 7]. The solution
to the limited resolution lies within a variety of interferometric techniques.
With these techniques, it is possible to measure the spatial coherence function
in the far field, which is proportional to the Fourier transform of the object
intensity. However, it is usually not possible to get an accurate estimate of
the phase of the coherence function. Therefore, the recovery of the object
intensity is only possible with the tools of classical phase retrieval.
5.3 Problem definition and characteristics
To pose the classical problem, let |F (µ)| denote the Fourier magnitude of
an unknown function f(x). Then given the noisy observation |F˜ (µ)| of the
Fourier magnitude and some prior information about the function itself, the
(inverse) problem can be stated as follows: find a feasible function f(x) whose
Fourier magnitude |F (µ)| is equal to or close to the given Fourier magnitude
|F˜ (µ)| in some sense. Since the autocorrelation of a function and the squared
magnitude of its Fourier transform constitute a Fourier transform pair, i.e.
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|F (µ)|2 ⇔ Rf (x) = f(x) ∗ f ∗(−x), the problem can be equivalently stated as
follows: find a feasible function f(x) whose autocorrelation Rf (x), is equal
to or close to the given autocorrelation R˜(x) in some sense. Here solution
feasibility refers to satisfying the known constraints (determined from prior
information).
Important characteristics of the problem are listed below.
1. The functions f(x), −f(x), f(x−x0), and f ∗(−x) have the same Fourier
transform magnitude, where x0 is a real constant. As a result, there
exist intrinsic ambiguities in sign, translation, and rotation by 180 de-
grees. These ambiguities will result in a set of functions all consistent
with the measured data. However, any of these functions is acceptable
as a solution because the goal is generally to obtain the form of the
function, but not its orientation. After the recovery process, it might
be possible to remove these ambiguities with additional information.
2. Fourier magnitude |F (µ)| uniquely determines f(x) (to within trivial
ambiguities) for almost all two or higher dimensional real-valued dis-
crete signals with finite support. A sufficient condition for uniqueness
is the irreducibility of the z-transform; that is, the function cannot be
expressed as the convolution of two or more signals each of which is
not a delta function [68, 69]. This condition is almost always satisfied
in two (or higher) dimensions because almost all polynomials in two
(or more) variables are irreducible [70].
3. Uniqueness still holds for two or higher dimensional real-valued dis-
crete signals with finite support if the Fourier magnitude is known at
discrete frequencies, but not at continuum of frequencies. A discrete
signal which is zero outside 0 ≤ x ≤ N − 1 is uniquely defined by the
magnitude of its M -point DFT provided that M ≥ 2N − 1 [69] (hence
twofold oversampling in the Fourier domain for each dimension).
4. The recovery problem is highly nonlinear (e.g. nonlinear relation be-
tween f(x) and Rf (x)).
5. The problem is often ill-conditioned [50]; that is, the solution varies
rapidly with changes in the given data.
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6. Because the problem is equivalent to recovering a signal from its auto-
correlation, it is a special case of the blind deconvolution problem, in
which a signal is to be recovered from measurements of its convolution
with an unknown point spread function. This is so because the un-
known point spread function is simply f ∗(−x) for the phase retrieval
problem.
5.4 Existing algorithms
Even when a unique solution exists for the classical phase retrieval prob-
lem, solving the problem numerically is widely accepted as difficult. This
is due to the quadratic measurements involved and the resulting nonlinear
and nonconvex formulations of the inverse problem. To date, there is no
practical algorithm with guaranteed exact recovery (equivalently with global
convergence). Well-known algorithms for the classical problem suffer from
convergence to nonglobal solutions, instability, involving trial and error, and
unreliability with missing convergence proofs. Examples are Fienup’s itera-
tive algorithms [71], which are widely used, and Schulz-Snyder algorithm [72],
both of which have nice properties in terms of image generality and compu-
tational efficiency. Here we review and compare these general-purpose phase
retrieval algorithms, together with a more detailed analysis of the Schulz-
Snyder algorithm since it has not received much attention to date. A review
of various other phase retrieval algorithms can be found in [67].
5.4.1 Fienup’s iterative transform algorithms
To date, Fienup’s iterative transform algorithms are regarded as the most
successful practical algorithms for solving the phase retrieval problem both
in terms of computational complexity, sensitivity to noise, and image general-
ity. These algorithms were initially proposed as heuristic strategies; however,
their remarkable success in a wide variety of applications has later motivated
their analysis from a theoretical standpoint. The iterative transform algo-
rithms apply projection operators at each iteration in order to find a solution
in the intersection of constraint sets. They have two important versions: the
error-reduction algorithm (ER) [65] and the hybrid input-output algorithm
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(HIO) [71].
The error-reduction algorithm, being the simplest version of the iterative
transform algorithms, is mainly a descendant of the Gerchberg-Saxton al-
gorithm [73]. It switches back and forth between the space and frequency
domains in each of which the available constraints are imposed. The con-
straints are often nonnegativity and support in the space domain and known
Fourier magnitude in the frequency domain.
The error-reduction algorithm can be viewed in different ways: as a form of
gradient-descent method for minimizing the squared error in Fourier magni-
tudes [71] or as an alternating projection algorithm onto nonconvex sets [67,
chap. 8]. It has been shown that the iterations monotonically reduce the
squared error criteria [71], and the algorithm is said to converge when the re-
duction in the error is less than a threshold. The convergence speed is gener-
ally very slow, but it guarantees linear convergence [74]. From its equivalence
to a gradient-descent method, it is clear that this algorithm cannot guarantee
convergence to a global solution. Indeed, convergence to local minima has
been commonly observed in many different applications [75, 76].
To avoid convergence of ER to local minima, many variations of the ER
algorithm have been proposed [71,74,77,78]. Among these, the hybrid input-
output (HIO) algorithm has been recognized empirically to be the most suc-
cessful. Although its convergence behavior cannot be completely analyzed
because of the nonlinearity in projections [79], in practice it often converges
to a reasonably good solution for a wide variety of applications. Its ability
to escape from local minima has been demonstrated empirically for proper
choice of its parameter [74, 77]. Unlike ER which can be interpreted as a
local minimizer as with all gradient methods, HIO and its variants have been
regarded as heuristic global minimizers which use feedback to reach a global
solution [74].
Unlike ER, HIO does not force the iterates to satisfy the constraints, but it
uses the iterates eventually to drive the algorithm to a solution that satisfy
the constraints. Hence the algorithm can be interpreted as an alternating
projection algorithm with relaxed (space-domain) constraints. It can also be
related to a lifted saddle point optimization problem whose fixed point is in
the intersection of constraint sets. We quote Marchesini [78] here: “They
seek the saddle point of the difference of two antagonistic error metrics with
respect to feasible and unfeasible spaces defined by the constraints. They
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move along the steepest-descent direction in the feasible space and steepest-
ascent direction in the unfeasible space.” Note that ER only moves in the
steepest-descent direction in the feasible space. An improved version of HIO
in terms of reliability and speed has also been proposed by optimizing the
step size in the saddle point problem [74,78].
HIO is empirically observed to be faster than the ER algorithm. Moreover,
it has some capabilities of escaping from local minima, and often converges
to reasonably good solutions empirically [74]. However, some initializations
can cause the algorithm to converge to unsatisfactory solutions associated
with local minima [74]. In addition, there is no proof of convergence, and
the algorithm is unstable for some parameter values (hence sensitive to pa-
rameter choice). Furthermore, it cannot converge in the noisy case because
the intersection of the constraint sets is empty and the algorithm seeks for
a point in the intersection [79]. For each problem, the best possible combi-
nation of HIO and ER should be figured out for stabilization and refinement
purposes. Therefore, an element of trial and error is involved and care is
required during its application.
Fienup [71] has emphasized that “An approach that would be superior to
the ones considered here would be one that minimizes the Fourier-domain
error while inherently satisfying the object-domain constraints”. The Schulz-
Snyder algorithm, which will be considered next, addresses this issue and pro-
vides a method that minimizes a certain error criterion while automatically
satisfying the nonnegativity, support and sum constraints. An important
drawback of the algorithm, however, is that it can converge to nonglobal
solutions, as will be discussed in detail later on. But this is a characteristic
of all known methods too for the classical phase retrieval problem.
5.4.2 Schulz-Snyder phase retrieval algorithm:
An iterative algorithm for recovering nonnegative real signals from auto-
correlation measurements has been developed by Schulz and Snyder [72].
(Note that the autocorrelation of a function and the squared magnitude of
its Fourier transform constitute a Fourier transform pair.) Although this
method was initially proposed for recovering signals from any mth-order cor-
relation, here we consider only the m = 2 case for the phase retrieval. We re-
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fer to this information-theoretic image formation algorithm as Schulz-Snyder
algorithm.
To pose the problem, we borrow the notation mostly from [72]. The signal
of interest {f(x) : x ∈ X} is assumed to be discrete, nonnegative and real-
valued with some finite support X ⊂ Rn. The autocorrelation of f is then
defined as
Rf (y) =
∑
x∈X
f(x)f(x+ y) =
∑
x∈X
f(x)f(x− y) (5.1)
and its support is given by Y ⊂ Rn where
Y = {y : y = x1 − x2, (x1, x2) ∈ X 2} (5.2)
If we restrict our attention to two-dimensional images as in many applica-
tions, n is 2, and x is a shorthand for the two-dimensional spatial image
coordinate vector. Moreover, the supports are represented by finite sets
X = {0, 1, . . . , N − 1}× {0, 1, . . . ,M − 1} and Y = {−(N − 1), . . . , N − 1}×
{−(M − 1), . . . ,M − 1}.
Given the noisy autocorrelation measurements {R˜(y) : y ∈ Y}, the goal
is to find a nonnegative signal f whose autocorrelation Rf is equal to or
close to the given autocorrelation R˜ in some discrepancy measure D. This is
equivalent to solving the following optimization problem [72]:
min
f≥0
D(R˜, Rf ) (5.3)
The discrepancy measure used for the Schulz-Snyder algorithm is the Csiszar’s
distance (also known as I-divergence) and is defined [80] as
D(R˜, Rf ) =
∑
y
R˜(y) ln
R˜(y)
Rf (y)
−
∑
y
R˜(y) +
∑
y
Rf (y) (5.4)
This information-theoretic measure reduces to the Kullback-Leibler distance
[81] (also known as relative entropy) when the nonnegative functions are re-
stricted to probability distributions, or more generally to functions whose
sums are equal. To sum up, the Schulz-Snyder algorithm aims to minimize
the Csiszar’s distance between the measured autocorrelation and the auto-
correlation of the estimated signal.
The problem stated here is deterministic and it does not involve any
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stochastic functions. Note that minimizing the Csiszar’s distance for the
deterministic problem is equivalent to maximizing the log-likelihood of the
Poisson distributed data. Hence the Schulz-Snyder algorithm can also be
related to a maximum-likelihood problem.
The recursion in the Schulz-Snyder algorithm is given by [72]
fk+1(x) = fk(x)
1√
R˜0
[
1/2(R˜(x) + R˜(−x))
Rfk(x)
∗ fk(x)
]
(5.5)
where fk(x) is the signal estimate at the kth iteration. This recursion, which
has been suggested without a formal derivation [72], decreases the Csiszar’s
distance monotonically and always converges to a limit. In Section 5.5, we
present two different formal derivations of the algorithm, lacking in the pa-
per of Schulz and Snyder [72], based on alternating-minimization [66] and
expectation-maximization [25, 82] methods. Hence the SS algorithm can be
interpreted as an alternating minimization algorithm applied to a lifted non-
convex optimization problem (or equivalently an expectation maximization
algorithm for maximizing the log-likelihood of Poisson-distributed measure-
ments.) We also discuss its relation to blind Richardson-Lucy algorithm, and
gradient-descent type methods.
5.4.3 Analysis of the Schulz-Snyder algorithm
In the next section, we establish the relation of the Schulz-Snyder phase re-
trieval algorithm to several well-known algorithms. These connections allow
the Schulz-Snyder algorithm to be seen in a new light, making many of its
convergence properties, advantages and drawbacks apparent. Here we list
these advantages and drawbacks, some of which were shown by Schulz and
Snyder [72], and some of which are new here.
Some nice features:
• The Csiszar’s distance between observed and estimated autocorrela-
tions, D(R˜, Rf ), (or equivalently the log-likelihood function) is mono-
tonically reduced at each iteration, and converges to a limit. More
precisely,
D(R˜, Rfk)−D(R˜, Rfk+1) ≥ 2
√
R˜0 D(f
k+1, fk) ≥ 0 (5.6)
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where R˜0 =
∑
y R˜(y), and with equality if and only if f
k+1 = fk.
• Nonnegativity and support constraints are automatically satisfied at
each iteration provided that the initial estimate satisfies these con-
straints.
• The iterates also satisfy a sum constraint:
∑
x f
k(x) =
√
R˜0. (Any
function that satisfies the Kuhn-Tucker conditions also sums to the
same constant.)
• The algorithm is easy to implement, applicable to all nonnegative real
objects, and computationally tractable. Each iteration requires 4 FFT
computations (together with proper zero-padding to avoid circular con-
volution).
Some weaknesses:
• The algorithm does not guarantee convergence to global solutions, like
any gradient-descent method applied to the nonconvex optimization
problem in (5.3) (nonconvexity will be illustrated later). The algorithm
may converge to one of the many stationary points of the objective
function, depending on the initialization, and therefore it should be run
with multiple initializations. (It is also useful to refine the estimates
obtained with a global optimization method.)
• It has slow convergence near a minimum which is inherent to all first-
order methods.
We now illustrate both of these weaknesses. We first analyze the algorithm
when it is converging to a global solution to illustrate that even when the
algorithm converges to a global solution rather than a nonglobal solution, the
convergence can be quite slow, especially when it is close to the minimum.
For this consider the original image and its autocorrelation shown in Figures
5.2a and 5.2c. The estimate of the image and its autocorrelation obtained
after 5×104 iterations are given in Figures 5.2b and 5.2d. Fig. 5.2e shows the
Csiszar’s distance between true and estimated autocorrelations, which is the
objective function to be minimized, as a function of the iteration number.
A similar plot for the Csiszar’s distance between true and estimated images
is given in Fig. 5.2f. As shown in plots, the image estimate fk and the
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Figure 5.2: (a) Original Image. (b) Autocorrelation of the original image. (c)
Image estimate. (d) Autocorrelation estimate. (e) Csiszar’s distance between true
and estimated autocorrelations. (f) Csiszar’s distance between true and estimated
images.
autocorrelation estimate Rfk converge with different rates. In particular, the
distance between autocorrelations rapidly decreases in the first few iterations
and then the autocorrelation estimate is not significantly improved in the
subsequent iterations. On the other hand, the image estimate converges
slower and the speed of convergence becomes worse as the estimate gets
closer to the solution. This indicates that the image estimate fits to the large
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scale structure quickly, but to details slowly. This behavior has also been
observed for the nonblind Richardson-Lucy algorithm [83], which is also an
alternating minimization algorithm.
Secondly, we illustrate the nonconvexity of the optimization problem and
the resulting issue of convergence to nonglobal solutions. To illustrate the
nonconvexity of the objective function, let us consider a simple two-dimensional
image with L-shaped support: f˜ = [0.1 0; 0.1 0.8]. Given the autocorrela-
tion R˜ of this image, Fig. 5.3 shows the objective function D(R˜, Rf ) over
the set of all feasible images f . The feasible set is a triangle containing all
L-shaped nonnegative images that sum to one. (We note that the feasible
set is always a simplex.) Here we assume that the support is known. As a
result, only three variables are unknown, one of which is redundant because
of the sum constraint. As shown in the figure, the objective function has
two local minimums in addition to the global minimum at f˜ . Note that even
with a simple image, two local minimums exist. In fact, for practical large
images, the number of local minimums will be also large.
Figure 5.3: Illustration of the nonconvexity of the objective function for a simple
2D phase retrieval problem.
As we will discuss in Section 5.5.4, Schulz-Snyder algorithm is a gradient-
descent type method. Since the objective function is also multimodal (i.e.
contains more than one minima), the output highly depends on the choice of
the initial point. The progress of the algorithm with different initializations
is shown in Fig. 5.4. This illustrates that the algorithm can converge to a
global or a local minimum depending on the starting point.
We further illustrate convergence to nonglobal solutions for a more realistic
image of size 64× 64 shown in Fig. 5.5a. The estimate when initialized with
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Figure 5.4: Behavior of the algorithm for different starting points. Lower triangular
region corresponds to the feasible set. The contour lines represent the objective
function D(R˜, Rf ). The global minimum is on the bottom left corner. The local
minimums are on bottom right and top left corners.
a uniform image is shown in Fig. 5.5b. This estimate indeed corresponds to
a nonglobal solution. This is because plotting the Csiszar’s distance between
original and estimated images, shortly D(f˜ , fk), as in Fig. 5.5c shows that
after some iterations the image estimate starts moving away from the original
image, which indicates its convergence to a point different than the global
minimum. Such an increase in D(f˜ , fk) does not occur when the estimate
converges to the global solution. On the other hand, the Csiszar’s distance
between autocorrelations, which is the objective function here, monotonically
decreases with the number of iterations (see Fig. 5.5f). We also note that
uniform image is an obvious choice for initialization since it is the center of the
feasible set defined by a simplex. With this initialization, the algorithm often
converges to a nonglobal solution whose closeness to the global minimum is
image-dependent. This example corresponds to a case when the resulting
estimate is substantially similar to the original image.
As a final remark, we note that convergence of the Schulz-Snyder algo-
rithm to local minima has been reported before through some numerical
experiments [84]. However, it is more appropriate to view these radically
different reconstructions as ambiguous nonunique solutions rather than local
minimums. The reasoning is that all of these experiments are based on under-
estimated supports, which intrinsically yield ambiguous nonunique solutions.
(It is well known that when the support is underestimated, solving the phase
retrieval problem often yields ambiguous nonunique solutions regardless of
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Figure 5.5: (a) Original Image. (b) Nonglobal estimate from uniform initialization
(c) Csiszar’s distance between the original and estimated images as a function of
iterations. (d) Noiseless autocorrelation measurement. (e) Autocorrelation of the
estimated image. (f) Csiszar’s distance between autocorrelations as a function of
iterations.
the algorithm used [85–87].)
5.4.4 Comparison of SS algorithm with Fienup’s algorithms
Here we compare the Schulz-Snyder algorithm with the widely used Fienup’s
algorithms (ER and HIO). To the best of our knowledge, such a comparison
has not been presented in the literature. Figures 5.6, 5.7, 5.8, and 5.9 show
some sample reconstructions from noiseless autocorrelation measurements
when SS, ER, and HIO algorithms are used with uniform image initialization.
The parameter of the HIO algorithm is set to β = 0.5.
For comparison, we first group these three algorithms into two categories:
local optimization methods and heuristic global optimization methods. As
noted before, both ER and SS belong to the first category of local opti-
mization methods since both are gradient-descent type methods applied to
different nonconvex formulations of the problem (the former with the squared
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Figure 5.6: SS algorithm versus Fienup’s algorithm.
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Figure 5.7: SS algorithm versus Fienup’s algorithm.
error and latter with Csiszar’s distance). As a result, both algorithms suf-
fer from converging to nonglobal solutions depending on the initialization.
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Figure 5.8: SS algorithm versus Fienup’s algorithm.
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Figure 5.9: SS algorithm versus Fienup’s algorithm.
Another common property is that they both satisfy the space-domain con-
straints (support and nonnegativity) at every iteration. These two algorithms
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differ in terms of computational cost; the ER and SS algorithms respectively
require 2 and 4 FFTs in each iteration. In terms of reconstruction quality,
the SS algorithm often yields better estimates than the ER algorithm (as
also seen in sample reconstructions). The ER algorithm usually quickly con-
verges to a nonglobal solution (in less than 1500 iterations for images of size
no larger than 128 × 128). On the other hand, the SS algorithm is much
slower and usually requires more than 10000 iterations to converge to a so-
lution, although its estimates are often better than the estimates of the ER
(though it is still a nonglobal solution).
The HIO algorithm, on the other hand, belongs to the second group of
heuristic global optimization methods; it is a heuristic variation of the ER
algorithm to achieve global convergence. In particular, it relaxes the space
domain constraints in ER so that both the reconstructions and the conver-
gence speed are improved over ER (it often converges less than 4000 iter-
ations). This algorithm, although sensitive to the choice of the parameter,
offers the possibility of obtaining estimates close to the global solution in
an efficient way. As illustrated in the presented numerical results, recon-
structions from noiseless measurements are often very similar to the original
images, showing a superior reconstruction quality than both ER and SS al-
gorithm. This result is not very surprising noting the differences in their
purposes: local optimization versus global optimization. However, this at
the same time suggests that exploring the variations of the SS algorithm to
achieve global convergence may compete with the HIO algorithm, which is a
heuristic variation of the ER algorithm that performs worse than SS.
In Section 5.6, we will explore this possibility by incorporating annealing-
type global optimization methods into the gradient-descent type SS algorithm
intending to achieve global convergence. Before we exploit the gradient-
descent nature of the algorithm, we first discuss the connections of the
Schulz-Snyder algorithm to several well-known methods including gradient-
descent type methods, alternating-minimization, expectation-maximization,
and blind Richardson-Lucy algorithms.
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5.5 Connection of Schulz-Snyder algorithm to
well-known methods
There is an inherent relation between blind Richardson-Lucy algorithm, expectation-
maximization, alternating-minimization and gradient-descent type methods.
First of all, the blind Richardson-Lucy algorithm has been derived based on
the EM algorithm [88]. In addition, many authors noted that the EM can
be viewed as an alternating-minimization procedure [89,90] or as a gradient-
descent type algorithm [90]. In this section, we will point out the relationship
of Schulz-Snyder algorithm to all these algorithms. In the meantime, two
different formal derivations of the algorithm, lacking in the paper of Schulz
and Snyder [72], based on alternating-minimization [66] and expectation-
maximization [25, 82] methods will be presented.
5.5.1 Alternating-minimization method
Several well-known algorithms including the Blahut-Arimoto algorithm for
computing the channel capacity, Blahut’s algorithm for computing the rate-
distortion function, expectation-maximization algorithms including the Richard-
son Lucy nonblind deconvolution algorithm can all be described as alternating-
minimization procedures (see [90] for a unified viewpoint). Here we arrive
at the Schulz-Snyder algorithm using an alternating-minimization approach
and show it to be an alternating minimization algorithm applied to noncon-
vex optimization [66]. This will also constitute a formal derivation of the
algorithm since it has been given by Schulz and Snyder without a formal
derivation.
To apply the alternating minimization approach, we first lift the phase
retrieval problem to a higher space. Consider the optimization problem given
in (5.3), where a minimum must also satisfy
∑
x f(x) =
√
R˜0 [72]. Hence we
aim to solve the following optimization problem:
min∑
x f(x)=
√
R˜0
f≥0
∑
y
R˜(y) ln
R˜(y)
Rf (y)
−
∑
y
R˜(y) +
∑
y
Rf (y) (5.7)
Using the convex decomposition lemma [50, p. 382], we lift Rf (y) by express-
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ing it as a minimum in a larger space:
− lnRf (y) = min∑
x h(x|y)=1
h(x|y)≥0
∑
x
h(x|y) ln
(
h(x|y)
f(x)f(x+ y)
)
(5.8)
This equality follows directly from the application of Jensen’s inequality to
convex functions, in particular to negative logarithm. Substituting (5.8) in
D(R˜, Rf ), and using the constraints
∑
x h(x|y) = 1 and
∑
x f(x) =
√
R˜0, we
obtain
D(R˜, Rf ) = min∑
x h(x|y)=1
h(x|y)≥0
∑
y
∑
x
R˜(y)h(x|y) ln R˜(y)h(x|y)
f(x)f(x+ y)
(5.9)
This relation is one of the variational representations in [90] obtained by
minimizing the joint I-divergence.
Using this variational representation in (5.7) leads to a double minimiza-
tion problem and motivates the alternating-minimization algorithm for the
phase retrieval problem (Joseph A. O’Sullivan, personal communication, May
2010). The idea is to analytically solve the problem over each single variable,
and then iterate by alternately minimizing. Here we alternate by minimizing
the lifted term in (5.9) over f(x) and h(x|y). Note that this term is convex
in f for fixed h and convex in h for fixed f , but not convex in the pair (f, h)
as will be showed later.
To minimize over h for fixed f , the necessary and sufficient condition is
explicitly given by
h(x|y) = f(x)f(x+ y)∑
x f(x)f(x+ y)
(5.10)
Similarly to minimize over f for fixed h, the condition is
f(x) =
∑
y R˜(y)(h(x|y) + h(x− y|y))
2
√
R˜0
(5.11)
These equations are obtained from Kuhn-Tucker conditions. The first condi-
tion also follows directly from the equality condition in Jensen’s inequality.
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The iterations in the alternating-minimization are then given by [66]
hk(x|y) = f
k(x)fk(x+ y)∑
x f
k(x)fk(x+ y)
(5.12)
fk+1(x) =
∑
y R˜(y)(h
k(x|y) + hk(x− y|y))
2
√
R˜0
(5.13)
where f 0 is any positive function inside the known support. Merging these
two iterations into one gives exactly the recursion (5.5) in the Schulz-Snyder
algorithm. Thus, we arrived at the Schulz-Snyder algorithm by following a
rigorous derivation.
Because the objective function lifted to higher dimensions is not convex
in pair (f, h), clearly the alternating-minimization procedure cannot guar-
antee convergence to a global solution. Nonconvexity in pair (f, h) follows
directly from the nonconvexity of the original objective function D(R˜, Rf )
(as illustrated in Fig. 5.3), because convexity of the original objective func-
tion is a necessary condition for the convexity of the lifted objective function
as showed in the Appendix.
Based on alternating minimization derivation, the Schulz-Snyder algorithm
can be viewed as upper bound minimization, as similar to the discussion in
[91]. In addition, we can interpret the algorithm from the system viewpoint,
considering the autocorrelation function Rf (y) as the output of the filter
f(−x) with input f(x). Because h(x|y) = f(x)f(x+ y)/Rf (y), we have
∑
y
h(x|y)Rf (y) =
√
R˜0f(x) (5.14)
That is, the auxiliary function h(x|y) is an inverse filter that gives f(x) from
the autocorrelation Rf (y). Similarly, because we have
∑
y
h(x− y|y)Rf (y) =
√
R˜0f(x) (5.15)
we can also consider h(x − y|y) as an inverse filter. Hence, if we knew
h(x|y), we could simply compute f(x) by passing the given autocorrelation
measurements R˜(y) through the filters h(x|y) and/or h(x − y|y). However,
these filters also depend on the unknown function f(x).
Nevertheless, we can interpret the alternating minimization algorithm based
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on this observation. At every iteration k, an inverse filter hk(x|y) is computed
based on the current estimate fk(x). Then R˜(y) is passed through the filters
hk(x|y) and hk(x − y|y) as given in (5.13). The output is the new estimate
fk+1(x). If hk(x|y) is the true inverse filter, then the estimate fk+1(x) will
be the same as the previous estimate fk(x); that is, the inverse filters will
recover the true image. Otherwise, the steps will be repeated until a fixed
point is reached. Note that all local minimizers are also fixed points of the
recursion.
5.5.2 Expectation-maximization method
The applicability of the EM to all deterministic linear inverse problems with
positivity constraints has been described in [82, 92]. This is motivated by
the observation that such deterministic problems (although lacking stochas-
tic components) can be interpreted as statistical estimation problems from
incomplete data. As a result, these problems can be related to the maximum-
likelihood estimation (MLE) and thus solved with the EM. Moreover, the re-
sulting EM algorithm converges to the minimizer of the objective function of
the deterministic problem when the error is formulated by using the Csiszar’s
distance.
In this study we apply the same observation to our nonlinear deterministic
problem. This similarly allows us to interpret the problem as a statistical
estimation problem from incomplete data. Then EM method is used to solve
the resulting MLE problem. As we will see, the EM algorithm applied to
this maximum-likelihood problem is the same as the Schulz-Snyder algorithm
that results from the minimization of the Csiszar’s distance. All properties
of the EM algorithm when applied to linear inverse problems are shared with
the Schulz-Snyder algorithm, excluding the global convergence property due
to the nonlinearity (and nonconvexity) involved.
We note that the approach here is different than assuming a statistical
model for the noise and deriving an EM algorithm for the resulting stochas-
tic problem. We have earlier seen that the AM algorithm derived for the
deterministic problem formulated with Csiszar’s distance is equivalent to the
EM algorithm derived for the stochastic problem formulated with Poisson
noise. Since this relation is obvious now, we do not repeat the same dis-
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cussion here. Instead we focus on the deterministic problem and show how
to relate it to an independent stochastic problem (without assuming a noise
model for the original problem). We then derive an EM algorithm using this
relation, which again turns out to be the Schulz-Snyder algorithm.
In the absence of statistical noise, the phase retrieval problem requires
a solution f to the nonlinear system of equations R˜j =
∑N−1
i=0 fifi+j for
j ∈ {−(N − 1), . . . , N − 1}. Here X = {0, 1, . . . , N − 1}, R˜ is known and
f is positive. Note that we change the notation for an easier interpretation
of images as probability mass functions. By assuming that R˜ is positive and
summable, i.e. 0 <
∑
j R˜j < ∞, the problem can be rescaled by
∑
j R˜j.
Therefore, without loss of generality, we can assume that
∑
j R˜j = 1 and
consequently
∑
i fi = 1. This observation allows us to regard f and R˜ as
probability mass functions (pmfs).
The statistical interpretation of the phase retrieval problem can then be
posed as follows. Let X and Y be independent random variables with pdf
f . Then, Z = Y − X has the distribution fi ∗ f−i, which is also equal to
known R˜. The goal is now to estimate f from infinitely many iid observations
of Z. Here {Zk} for k = 1, . . . , K is the incomplete-observed data whereas
{Xk, Zk} can be chosen as the complete-unobserved data with K being the
total number of measurements.
Let us first formulate the MLE of f based on incomplete data {Zk}. The
log-likelihood function in this case is
Λ(f) = log
K∏
k=1
P (Zk = zk),
=
∑
j
Kj log
∑
i
fifi+j,
∝
∑
j
ˆ˜Rj log
∑
i
fifi+j (5.16)
where Kj is the number of times the outcome Z = j is observed and
ˆ˜Rj is
its relative frequency. As K → ∞, from SLLN the empirical distribution ˆ˜R
converges to R˜. With this connection, it is now clear that maximizing the
likelihood in (5.16) is equivalent to minimizing the Csiszar’s distance in (5.3).
As we have discussed in Section 5.4.2, an analytical solution to this problem
does not exist (without expressing it as a double minimization). In order to
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solve the MLE analytically, we will first pretend that the complete data are
available. Then the estimate of the complete data will be obtained from the
previous iteration of the EM algorithm. Note that compared to alternating-
minimization approach, this involves a different way of lifting the problem in
order to solve it explicitly.
To formulate the MLE of f from complete data {Xk, Zk}, the log-likelihood
can be expressed as follows:
Λ(f) =
∑
j
∑
i
Kij log(fifi+j) (5.17)
where Kij is the number of times the outcome {Z = j,X = i} is observed.
The goal is to maximize (5.17) over f subject to
∑
i fi = 1 and f > 0. Taking
the derivative of the Lagrangian function with respect to fi gives the MLE
of fi as follows:
fˆi =
∑
k 1{Xk=i}
2K
+
∑
k 1{Xk+Zk=i}
2K
(5.18)
Because Xk’s are unobserved, we need to find the expectation of 1{Xk=i} and
1{Xk+Zk=i} given Zk = zk:
E[1{Xk=i}|Zk = zk] =
P (Zk = zk|Xk = i)fi∑
i P (Zk = zk|Xk = i)fi
(5.19)
Then, the expectation of the first term in (5.18) is given by
1
2K
∑
k
P (Zk = zk|Xk = i)fi∑
i P (Zk = zk|Xk = i)fi
=
1
2
∑
j
ˆ˜Rjfifi+j∑
i fifi+j
Similarly, the expectation of the second term in (5.18) is
1
2K
∑
k
P (Zk = zk|Xk = i− zk)fi−zk∑
i P (Zk = zk|Xk = i− zk)fi−zk
=
1
2
∑
j
ˆ˜Rjfifi−j∑
i fifi−j
Substituting these in (5.18) results in the following EM iteration for the phase
retrieval problem:
fk+1i =
1
2
fki
∑
j
ˆ˜Rj(fki+j + f
k
i−j)∑
i f
k
i f
k
i+j
(5.20)
As the number of samples increases to infinity, from SLLN the empirical
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distribution ˆ˜R approaches the true distribution R˜, which is known. This is
equivalent to saying that the known true distribution R˜ can be used instead
of ˆ˜R. If we further scale back the functions R˜ and f , the EM iteration in
(5.20) reduces to the iteration in the Schulz-Snyder algorithm (see (5.5)).
5.5.3 Blind Richardson-Lucy algorithm
The blind deconvolution problem is the recovery of a signal from noisy mea-
surements of its convolution with an unknown point spread function. The
blind Richardson-Lucy algorithm has been developed to solve this problem,
which can be derived based on EM algorithm or minimization of Csiszar’s
distance [50, 88, 93, 94]. The phase retrieval problem is a special case of the
blind deconvolution problem. Moreover, the Schulz-Snyder algorithm closely
resembles the blind RL algorithm both in terms of its recursion and deriva-
tion. Thus one would expect connections between these two algorithms,
which will be the subject of this section.
If {v(x) : x ∈ Y} denote the given measurements of the convolution of un-
known functions f(x) and h(x) with
∑
y v(x) = v0, without loss of generality
we can impose that
∑
x h(x) =
√
v0 and consequently
∑
x f(x) =
√
v0. Then
the iterations in the blind Richardson-Lucy algorithm are given by
hk+1(x) = hk(x)
1√
v0
[
v(x)
hk(x) ∗ fk(x) ∗ f
k(−x)
]
(5.21)
fk+1(x) = fk(x)
1√
v0
[
v(x)
hk(x) ∗ fk(x) ∗ h
k(−x)
]
(5.22)
The phase retrieval problem is a blind deconvolution problem with h(x) =
f(−x). Even without using this knowledge, we can apply the blind Richardson-
Lucy algorithm to the given autocorrelation measurements R˜(y). Then in
the case of global convergence (which is not guaranteed by the algorithm),
it will produce estimates of the image and its mirror and we will have
hk(x) → f(−x) and fk(x) → f(x), or vice versa. However, when the al-
gorithm does not converge to a global solution, the reconstructed functions
h and f are not even required to be mirror images of each other (see Fig-
ures 5.10a and 5.10b for the recovery of the image in Fig. 5.5a using the
blind RL algorithm). For example it has been observed with a nonideal ini-
93
tial guess that the reconstruction of h can result in a delta-function while
the reconstruction of f is just the observed convolution v. Thus, the blind
Richardson-Lucy algorithm applied directly to the phase retrieval problem
can converge to a different set of stationary points than the Schulz-Snyder
algorithm. We would expect this set to be larger since the additional infor-
mation that h(x) = f(−x) is not exploited.
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Figure 5.10: Phase retrieval using blind Richardson-Lucy algorithm: (a) f(x), (b)
h(−x).
On the other hand, if we use the additional information that h(x) = f(−x)
in the blind Richardson-Lucy algorithm, we can obtain the Schulz-Snyder
algorithm exactly. To see this, substitute hk(x) = fk(−x) in (5.21) and
(5.22) and make the change of variable x′ = −x in the first equality to
obtain
fk+1(x) = fk(x)
1√
R˜0
[
R˜(−x)
fk(x) ∗ fk(−x) ∗ f
k(x)
]
(5.23)
fk+1(x) = fk(x)
1√
R˜0
[
R˜(x)
fk(x) ∗ fk(−x) ∗ f
k(x)
]
(5.24)
In the absence of noise, i.e. when R˜(x) = R˜(−x), these iterations are essen-
tially the same iteration, which is equivalent to the Schulz-Snyder iteration
(consider (5.5) with the noise-free condition). In the case of noisy mea-
surements, i.e. when R˜(x) %= R˜(−x), these iterations give rise to different
updates. In this circumstance one approach would be to repeat one itera-
tion after the other. Another approach is to merge the iterations into one
by summing them together. This second approach will exactly result in the
Schulz-Snyder algorithm.
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5.5.4 Gradient-descent methods
For completeness, we also review the relationship between the Schulz-Snyder
algorithm and gradient-descent methods [72]. The derivative of the objective
function D(R˜, Rf ) with respect to f(x) is given by
∂D(R˜, Rf )
∂f(x)
= −
∑
y
R˜(y)
Rf (y)
(f(x+ y) + f(x− y)) + 2
√
R˜0 (5.25)
Then, the recursion in Schulz-Snyder algorithm as given in (5.5) can be
rewritten as follows [72]:
f (k+1)(x) =
1
2
√
R˜0
f (k)(x)
(
2
√
R˜0 − ∂D(R˜, Rfk)
∂fk(x)
)
,
= f (k)(x)− 1
2
√
R˜0
f (k)(x)
∂D(R˜, Rfk)
∂fk(x)
(5.26)
This recursion is equivalent to a gradient-descent type approach because the
term multiplying the gradient is nonnegative. Note that the step size is not
a constant, but is proportional to the current value of the function. In this
sense, the algorithm is equivalent to a weighted gradient-descent method.
We further note that equation (5.26) shows the recursion in terms of a main
term and a correction term. The correction term is zero if and only if the
gradient is zero provided the function is nonzero.
Two weaknesses of the Schulz-Snyder algorithm become more clear by its
interpretation as a first-order gradient-descent type method. These are its
1. inability to guarantee global convergence like all gradient search meth-
ods applied to nonconvex problems,
2. slow convergence near the minimum that is inherent to all first-order
methods.
Although second-order methods like Newton’s method converge faster, they
require computation, inversion, and storage of the Hessian, which will be pro-
hibitive for large phase retrieval problems. Furthermore, although other first-
order gradient methods such as conjugate gradient might also provide faster
convergence, they additionally require line search. Therefore, the advantage
of the Schulz-Snyder algorithm over standard gradient-descent methods is
95
that it decreases the objective function monotonically without requiring a
step size computation (and while satisfying the image constraints automat-
ically). This advantage has been also mentioned for a more general class of
algorithms, known as concave-convex procedure [95].
5.6 Global optimization methods
The phase retrieval problem generally requires solving a nonconvex optimiza-
tion problem with multiple minimums. However, many of the proposed phase
retrieval algorithms are either directly based on gradient methods or they can
be interpreted as gradient methods. As a result, such algorithms suffer from
convergence to nonglobal solutions. In this section, we apply global opti-
mization methods to the classical phase retrieval problem in order to obtain
approximate solutions for the global minimum. We propose two methods:
• a simulated annealing algorithm applied to the nonconvex optimization
problem involving minimization of the Csiszar’s distance,
• a hybrid method to combine the computational efficiency of Schulz-
Snyder algorithm with the global convergence ability of annealing-type
algorithms.
The first approach requires high computational effort for large images since
the optimization involves a large number of unknowns. To reduce the compu-
tational complexity, a hybrid of efficient Schulz-Snyder algorithm and global
optimization methods is also proposed. For example, a straightforward hy-
brid is to use the output of SS algorithm as an input to a global optimization
method, or vice versa, which are known as multistage methods that consist of
a global and a local phase [96]. Here we propose a better hybrid method [66]
which is promising in terms of improving the reliability and reducing the
computational cost.
5.6.1 Related work
The simulated annealing (SA) method was previously applied to the classi-
cal phase retrieval problem [97]. The objective function to be minimized was
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chosen as the Euclidean distance between measured and estimated autocor-
relations. This method has been reported to be reliable and successful in pro-
ducing approximate global solutions even in the presence of noise. However,
the major drawbacks are its high computational cost and slow convergence
rate. In particular, the method is not applicable to images of size larger than
64. Moreover, for each different image, care must be exercised when choosing
the parameters such as the cooling schedule and scale of perturbation (for ex-
ample, the number of local minimums increases dramatically with the size of
the image [98]). A general rule needs to be established for the cooling strat-
egy. This method was also generalized to the blind deconvolution problem
in [99], which is reported to suffer from the same problem of computational
inefficiency [87].
To improve the convergence rate of the SA algorithm, it was also proposed
to first run the Fienup’s algorithm and then use its output as the starting
point for the SA [98]. This combination, in general, allows the SA to start
with a lower temperature value, which in turn speeds up the convergence.
However, the performance of the algorithm highly depends on the perfor-
mance of the Fienup’s algorithm, which might vary with different images
and different initializations. Each time the cooling schedule needs to be ad-
justed accordingly; otherwise, the SA algorithm can be trapped in a local
minimum.
5.6.2 Simulated annealing algorithm applied to minimization
of Csiszar’s distance
There exist many deterministic and stochastic global optimization methods.
Deterministic methods (such as branch and bound) are more reliable than
the stochastic methods since they can guarantee convergence to a global so-
lution within a specified tolerance value. However, these methods are often
very slow, and thus not applicable to high dimensional problems [30]. In
fact, the phase retrieval problem generally requires an optimization over a
high number of unknowns. When an image of N by M pixels is to be recon-
structed, the number of unknowns is N ×M , which will be a huge number
for large images.
This fact suggests the use of stochastic global optimization methods in-
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stead. These methods can give fairly good solutions in a quicker way, but
with a weaker convergence guarantee; namely, they ensure convergence in a
probabilistic sense [96]. The possible candidates are cross entropy method,
simulated annealing, and particle swarm optimization, among many oth-
ers [96].
Our choice here is the simulated annealing algorithm with Metropolis cri-
terion. This choice is due to its ease of implementation and its considerable
success in many image recovery problems. The simulated annealing algo-
rithm is to be applied to the same nonconvex optimization problem as in
Schulz-Snyder algorithm. We repeat it here for convenience:
min
f
D(R˜(x), f(x) ∗ f(−x))
subject to
∑
x
f(x) =
√∑
x
R˜(x)
f ≥ 0
To apply the method, we need to specify the following:
1. generation of new candidate points,
2. a way to handle the constraints,
3. a cooling schedule and its parameters.
All these choices can dramatically affect the performance of the algorithm
in terms of computational efficiency or reliability. Therefore, care should be
taken for their determination.
1. Generation of new candidate points satisfying the constraints:
In every iteration of the simulated annealing algorithm, a new candidate
point satisfying the constraints is generated through random perturbation of
the previous estimate. Common approaches for random perturbation rely on
generating random variables that are (i) Gaussian distributed, (ii) Cauchy
distributed, (iii) uniformly distributed in a hypersphere, (iv) uniformly dis-
tributed in a hypercube [31, 100, 101]. Another variation is to change all
the components of a point at once or only one component at a time. Note
that new candidate points generated in one of the above mentioned ways
do not necessarily satisfy the constraints. This additionally requires proper
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handling of the constraints. Common approaches for this are the following:
(i) acceptance-rejection method, (ii) projection, (iii) penalty methods.
In our problem the constraints are nonnegativity and summation to a
known constant. Our goal is to impose these constraints to the candidate
points in the most efficient way possible. For example, the acceptance rejec-
tion method does not constitute an efficient way to satisfy the nonnegativity
constraint. The reason is that rejections due to generated negative pixel val-
ues can introduce significant computational cost for images of some zero or
very small pixel values. Instead, we choose to satisfy the nonnegativity con-
straint automatically during the random perturbation process. Among all
mentioned approaches for the perturbation, this is possible if the perturba-
tions are uniformly distributed in a hypercube in the positive quadrant. That
is, the range of the hypercube never takes negative values (by taking into ac-
count the values of each component of the previous estimate). Gaussian and
Cauchy distributed perturbations cannot guarantee to satisfy the nonnega-
tivity constraint because they cannot be bounded. Besides, for spherically
uniform distributed perturbations, it is also hard to specify the radius to
satisfy nonnegativeness. Moreover, we choose to vary all components at once
instead of one at a time, for the same purpose of efficiency. Furthermore,
the projection method is used to satisfy the sum constraint. That is, after
generating a nonnegative candidate point, the point is rescaled to sum to the
given constant.
A rule of thumb to set the maximum amount of perturbation is to enable
escaping from local minima in few iterations. Because we estimate the radius
of local regions for local minima as 0.01 at most (based on some test images),
we set the perturbation radius to the fixed value of 0.002. (Alternatively,
one can also decrease the amount of maximum possible perturbation as the
iterations proceed, which may yield faster convergence.)
Let us now summarize the steps in our simulated annealing algorithm with
Metropolis criterion. At iteration k,
• fˆk ∼ Uniformly distributed in a nonnegative neighborhood of fk−1
• fˆk ← fˆk × f0/(
∑
x fˆ
k(x)) where f0 =
√∑
x R˜(x)
• fk = fˆk with probability pk = min
(
exp
(
−D(R˜,fˆk∗fˆk)−D(R˜,fk−1∗fk−1)Tk−1
)
, 1
)
fk = fk−1 with probability 1− pk
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• Decrease T k from T k−1
2. Cooling schedule:
A cooling schedule relates the new temperature T k to the previous tempera-
ture T k−1, and effectively determines the acceptance probability of the new
estimate. In many nonconvex optimization problems, it has been observed
that the performance of the annealing-type algorithm is not very sensitive to
the form of cooling schedule [31, chap. 8]. However, there also exist problems
for which the choice of the schedule makes a significant difference. As we will
discuss in this section, the phase retrieval problem is also of this type. Still,
once a good schedule is found, it generally works for different instances of
the same problem with minor modifications in the parameters.
There are mainly two different approaches for cooling: static cooling and
dynamic cooling [101]. In static cooling, the cooling parameters are fixed
during the iterations of the algorithm. On the other hand, in dynamic cool-
ing, the parameters are adaptively changed. Although dynamic schedules
expand the use of the algorithm to many different instances of the problem,
they generally require more development time. In our first analysis, we focus
on static schedules.
Common choices for the temperature decay rate T k in static schedules can
be listed as follows [31, 100,101]:
• Exponential decay: αk (α ≈ 1)
• Logarithmic decay: 1/ log(k + 1)
• Faster logarithmic decay: 1/((k + 1)α/2 log(k + 1)) (α ∈ (0, 1))
For discrete-valued problems, the commonly used schedule is the logarith-
mic decay. On the other hand, for continuous-valued problems (like phase
retrieval problem), the most common choice is the exponential cooling sched-
ule. This cooling is sometimes performed in a stepwise manner where the
temperature is decreased only after certain number of iterations (such as
every 10 or 100 iterations).
Given the initial and final temperatures, and maximum allowable number
of iterations, one can solve for the unknown parameters in the cooling sched-
ule. The initial temperature is often chosen such that the initial acceptance
ratio is not less than a desired value. For this, one should first estimate the
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maximum change ∆Dmax in the objective function between any two neigh-
boring solutions. Then, a lower bound for the initial acceptance probability
is given by p1 = exp(−∆Dmax/T 1). Then, one can set the initial temperature
by solving for T 1 when p1 is specified:
T 1 = −∆Dmax/ log p1 (5.27)
We consider five different cooling schedules as candidates for the annealing
process (see Fig. 5.11). These include exponential schedules with different
rates, logarithmic schedule, and some linear combinations of exponential and
logarithmic schedules. Because the temperature only appears inside the ac-
ceptance probability of the new estimate, viewing the lower bound for the
acceptance probability, defined by exp(−∆Dmax/T k), provides a better way
of understanding the effect of different cooling schedules. This is illustrated
in Fig. 5.12. As seen in this figure, the candidates considered provide a good
range of different cooling schedules.
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Figure 5.11: The change in temperature as a function of iterations for different
cooling schedules: exponential schedules (pink, pink-dotted), logarithmic schedule
(red), linear combination of exponential and logarithmic schedules (blue, blue-
dotted).
In the numerical experiments, only the rapid exponential cooling schedule,
denoted by pink line, yield good reconstructions. Therefore, this schedule is
chosen for the problem, and its parameters are slightly optimized through
trial and error. The final values of the parameters used in the experiments
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Figure 5.12: The change in the lower bound of acceptance probability as a func-
tion of iterations for different cooling schedules: exponential schedules (pink, pink-
dotted), logarithmic schedule (red), linear combination of exponential and loga-
rithmic schedules (red-dotted, blue-dotted).
are listed below.
• Lower bound for initial acceptance probability: 0.95
• Initial and final temperatures: 130 and 4× 10−3
• The minimum number of iterations: 2× 106
• Stopping rule: 100 successively rejected estimates
3. Numerical results:
The developed simulated annealing algorithm is applied to the noise-free
autocorrelation of the image shown in Fig. 5.13a. The output of the algorithm
after 2.1×106 iterations is given in Fig. 5.13b. Fig. 5.13c shows the Csiszar’s
distance between true and estimated autocorrelations, which is the objective
function to be minimized, as a function of iterations. A similar plot for the
Csiszar’s distance between true and estimated images is given in Fig. 5.13d.
This image estimate corresponds to an approximate global solution. One
way to argue this is through the observation that similar results are obtained
with many other random initializations. Moreover, in none of these exper-
iments is a constant increase in the distance between estimated and true
images observed (which was before interpreted as an indicator for conver-
gence to nonglobal solutions). However, although the SA algorithm yields
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approximate global solutions in this example, the computation time is almost
15 times that of the Schulz-Snyder algorithm when it is converging to the
global solution. We also note that the total acceptance ratio in this example
is 72%.
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Figure 5.13: (a) Original image. (b) Image estimate obtained with SA. (c) Csiszar’s
distance between true and estimated autocorrelations. (d) Csiszar’s distance be-
tween true and estimated images.
Because the output of SA is often a rough estimate of the original image,
there are a number of different ways to improve its output: running SA with
a decaying perturbation amount, running SS with the output of the SA (to
refine the SA estimates), or averaging SA estimates from different initializa-
tions. Fig. 5.14 shows the resulting estimates from SA algorithm with cooled
perturbation (where exponential schedule is chosen for updating the maxi-
mum perturbation amount), and from SS algorithm applied to the output of
the SA algorithm. With these additions, the computation time approaches
to almost 20 times of the Schulz-Snyder algorithm. Based on many repeated
experiments, we conclude that the second method that exploits the SS al-
gorithm provides a better improvement on the SA output compared to the
SA algorithm with cooled perturbation. This also requires less computation.
Fig. 5.15a illustrates the application of this method to an image of larger
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size in order to improve the estimate of SA. Figures 5.15b and 5.15c show
the output of the SA algorithm after 2.3 × 106 iterations and the output
after improving this estimate using the SS algorithm, respectively. Here we
again note that the total computation time is at least 20 times more that of
pure SS (provided that it globally converges). As a final remark, the total
acceptance ratio in this case is 73%.
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Figure 5.14: Image estimates and corresponding error curves for SA algorithm
with cooled perturbation (a and c), and for SS algorithm applied to the output of
regular SA algorithm (b and d).
5.6.3 Hybrid method based on SS algorithm
Although the SA algorithm developed for the nonconvex problem can yield
approximate global solutions, it has high computational cost for images of
practical size. In fact, it requires at least 20 times more computation time
than a successful reconstruction instance of the SS algorithm. To obtain
a global optimization method with less computational cost, we propose a
hybrid method to combine the better computational efficiency of Schulz-
Snyder algorithm with the global convergence ability of annealing-type algo-
rithms [66].
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Figure 5.15: (a) Original image. (b) Image estimate obtained with SA. (c) Im-
proved image estimate with SS.
The basic idea of slow cooling for global optimization can also be imple-
mented in other ways than the simulated annealing algorithm. For example,
an approach for global optimization from noisy measurements is given in
stochastic approximation [31, chap. 8] as
fk+1 = fk − akGk(fk) + bkwk (5.28)
where Gk’s are noisy gradient measurements. (Stochastic approximation
methods are a family of stochastic optimization algorithms that attempt
to find extrema of functions which cannot be computed directly, but only es-
timated via noisy observations.) Many authors have proved that these types
of iterations achieve global convergence in probability when ak and bk have
certain forms [31, chap. 8]. The essential idea here is to inject randomness
to the gradient-descent type iteration. Note that without the term bkwk,
this is just a gradient-descent type method. To achieve global convergence,
a Monte Carlo random term wk scaled by a decaying coefficient bk is added
to the iteration. The injected random term bkwk helps escaping from a local
minimum by adding variation to the recursion. This approach is similar to
the SA in the sense that the algorithm sometimes accepts a poorer value of
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the objective function in the hopes of leaving a local minimum. Besides, the
possibility of leaving a minimum is decreasing as the iterations proceed (in
order to guarantee convergence in a finite amount of iterations).
As we have discussed in Section 5.5, the Schulz-Snyder algorithm is equiv-
alent to a gradient-descent type approach. That is, the first part of the iter-
ation in (5.28) is achieved by the Schulz-Snyder iteration. To achieve global
convergence, we can inject a similar random term bkwk to the iteration and
let bk → 0. This will have similar benefits in terms of global convergence as
the iteration for stochastic approximation.
To implement this method, we first need to determine the cooling schedule
for bk and the way to generate the perturbation term wk. As before, the per-
turbation term is generated from a uniform distribution in the nonnegative
neighborhood of the current estimate (in order to preserve nonnegativity).
The maximum perturbation amount is again chosen as the maximum pos-
sible change at a pixel in the pure SS algorithm. The perturbed point is
also rescaled to sum to the desired known constant. For the cooling schedule
on bk, curves similar to the ones in Fig. 5.12 are considered for the lower
bounds of the acceptance probability. Good reconstructions are observed for
a logarithmic-type decay given by bk = (1/(k + 1))(Mk
a) with parameters
M and a. These parameters are chosen similarly using the initial and final
temperatures, and maximum allowable number of iterations.
To summarize the annealing-type SS algorithm, the steps at iteration k
are [66]
• f˜k(x)← fk−1(x) 1√
R˜0
[
1/2(R˜(x)+R˜(−x))
Rfk−1 (x)
∗ fk−1(x)
]
• fˆk ∼ Uniformly distributed in the nonnegative neighborhood of f˜k
defined by a hypercube of sides bk
• fk ← fˆk × f0/(
∑
x fˆ
k(x)) where f0 =
√
R˜0
• Decrease bk using bk = ( 1k+1)
Mka
The annealing-type SS algorithm is applied to the original image shown
in Fig. 5.16a. The output of the algorithm after 105 iterations is given in
Fig. 5.16b. Fig. 5.16c shows the Csiszar’s distance between the true and esti-
mated images. We observe that image estimates of the regular SS algorithm
with 200 different initializations do not have smaller distance to the original
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image when compared to the estimate of the annealing-type SS algorithm.
Moreover, the required computation time is almost same as the regular SS
algorithm.
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Figure 5.16: (a) Original image. (b) Image estimate obtained with annealing-type
SS algorithm. (c) Csiszar’s distance between true and estimated images.
We also apply the annealing-type SS algorithm with the same parameters
to a bigger image shown in Fig. 5.17a. The output of the algorithm after
2 × 105 iterations is given in Fig. 5.17b. Similarly, Fig. 5.17c shows the
Csiszar’s distance between true and estimated images. This also illustrates
superior reconstruction than the standard SS algorithm, but with almost
same amount of computations. We also note that the algorithm gave sim-
ilar reconstructions with all generated random initializations. Fig. 5.17d
shows the average of such ten reconstructions; hence, as shown, averaging
the estimates obtained with different initializations also improves the recon-
structions. The convergence rates of the annealing-type algorithm and the
standard SS algorithm (with uniform initialization) are also shown in Fig.
5.17e. This illustrates that both algorithms have sublinear convergence where
the convergence is to the global solution for the annealing-type algorithm
whereas the Schulz-Snyder algorithm converges to a nonglobal solution.
To summarize, the annealing-type SS algorithm provides superior recon-
structions than the standard SS algorithm, and offers the possibility of global
convergence without introducing significant additional computational cost to
the SS algorithm. In fact, it only requires slightly more iterations for conver-
gence due to the injected randomness. Note that both the proposed method
and HIO are heuristic global optimization methods for the classical phase
retrieval problem; hence a comparison between them is legitimate. First of
all, both algorithms offer the possibility of obtaining the global solution with
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Figure 5.17: (a) Original image. (b) Image estimate obtained with annealing-type
SS algorithm. (c) Csiszar’s distance between true and estimated images. (d) The
average of ten estimates of annealing-type algorithm. (e) Convergence rate.
proper parameter values. But, as a result, they are both sensitive to param-
eter choices. Adaptive versions of the annealing-type SS algorithm can be
explored to overcome this drawback. On the other hand, although these algo-
rithms yield similar reconstructions, HIO is significantly faster (for example,
few seconds vs half an hour). This is predicted to arise because HIO modifies
the ER algorithm such that it improves not only the reconstructions but also
the convergence speed over the ER (through relaxation of space domain con-
straints). On the other hand, the annealing-type SS algorithm only improves
the reconstructions while slightly slowing down the SS. In this approach,
the space domain constraints are still imposed at every iteration. Hence we
can conclude that, without accelerating them, both the SS algorithm and its
variant are not competitive with Fienup’s heuristic HIO algorithm, and the
classical phase retrieval problem is still lacking a formal method of solution.
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5.7 Conclusion
In this chapter, we have analyzed and compared important algorithms for the
classical phase retrieval problem. In particular, we have derived the Schulz-
Snyder phase retrieval algorithm as an alternating minimization method, and
discussed its advantages and drawbacks. An annealing-type Schulz-Snyder
algorithm, a hybrid method that incorporates annealing-type global opti-
mization methods, has also been developed to avoid convergence to nonglobal
solutions.
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CHAPTER 6
CONCLUSIONS
In this thesis, we developed a class of novel computational spectral imaging
techniques that enable capabilities beyond the reach of conventional methods.
For each development, we combined novel multiplexed measurements with
an image formation model and then computationally solved the resultant
inverse problem for image reconstruction. The resulting class of instanta-
neous spectral imagers can estimate the spectral line parameters with the
same order of accuracy as the state-of-the-art slit spectroscopy, but with the
added benefit of an instantaneous two-dimensional field-of-view. Similarly,
the new generation of spectral imagers with photon sieves offer not only near
diffraction-limited spatial resolution, but also several orders of magnitude
higher spectral resolution compared to the state-of-the-art filter-based spec-
tral imagers. As a result, these techniques enable finer spectral information
in the form of higher temporal, spatial, and spectral resolutions, which will
provide improved diagnostic capabilities in applications as diverse as physics,
chemistry, biology, medicine, astronomy and remote sensing.
We now provide a brief summary of each chapter. In Chapter 2, we pre-
sented a parametric approach to spectral imaging which offers the means for
performing spectroscopy over an instantaneous two-dimensional FOV. This
technique employs a slitless spectrometer configuration that measures spec-
trally dispersed images of the two-dimensional scene in different diffraction
orders. We estimated the parameters of the spectral lines within the scene
by combining these multiplexed measurements with a parametric model and
formulating the resultant inverse problem in a MAP estimation framework.
We then developed an efficient dynamic programming algorithm to find the
global optimum of the resulting nonconvex MAP problem. We investigated
the application of the technique in solar spectral imaging. Numerical results
suggest that spectral line parameters can be estimated with the same order
of accuracy as the conventional slit spectroscopy, but with the added benefit
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of an instantaneous two-dimensional FOV. The estimated parameters can be
used to infer physical properties of a radiating medium, and the instanta-
neous capability is particularly useful for studying dynamic phenomena in
applications that require spectral analysis around a spectral line, such as in
space remote sensing applications.
In Chapter 3, we derived exact and approximate Fresnel imaging formulas
that relate the output of a photon sieve imaging system to its input, orig-
inating from either a coherent or incoherent extended source. These imag-
ing formulas were then used in the development of a novel computational
spectral imaging technique. The technique employs a photon sieve imaging
system with a moving detector in order to exploit the wavelength-dependent
focusing property of the photon sieve. For the spatially incoherent illumi-
nation, we studied the problem of recovering the individual spectral images
from the superimposed and blurred measurements of the photon sieve sys-
tem. We formulated this inverse problem as a MAP problem, which was
then solved using a fixed-point algorithm. The effectiveness of the developed
technique was illustrated for an application in solar spectral imaging. The
results suggest that the technique offers not only near diffraction-limited spa-
tial resolution, but also several orders of magnitude higher spectral resolution
compared to filter-based spectral imagers. This provides the possibility of
separating nearby spectral components that would not otherwise be possible
using wavelength filters, and will be particularly useful in applications that
require high-resolution spectral analysis.
By using Bayesian Cramer-Rao lower bound theory in Chapter 4, we devel-
oped a general framework for quantitatively characterizing the performance
of the computational spectral imaging techniques in terms of their recon-
struction accuracy. The derived error bounds were then used to explore the
performance limits of the instantaneous spectral imaging technique under
various different observing scenarios. Via Monte Carlo simulations, we eval-
uated the tightness of the bounds and the performance of the developed MAP
algorithm for an application in solar spectral imaging. The developed frame-
work allows us not only to characterize the fundamental precision limits, but
also to explore the optimal choices of the design considerations.
Phase retrieval problems arise in the photon-sieve spectral imaging setting
with coherent illumination; however, this type of illumination has not been
the focus of this study yet, and will be a future research direction. These
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problems are generalizations of the classical phase retrieval problem, which
was the focus of Chapter 5. Here we analyzed and compared important
algorithms for the classical phase retrieval problem. In particular, we derived
the Schulz-Snyder phase retrieval algorithm as an alternating minimization
method, and discussed its advantages and drawbacks. An annealing-type
Schulz-Snyder algorithm, a hybrid method that incorporates annealing-type
global optimization methods, was also developed to avoid convergence to
nonglobal solutions.
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APPENDIX A
PROOF OF THEOREM 1
This proof is a generalization of the proof of Theorem 5 in [17] to r ≥ 1 case,
and is presented here for completeness.
Let Θˆ denote the estimate obtained with the DP algorithm, and {Θo, f o}
denote the exact MAP estimate given by solving (2.16), hence
{Θo, f o} = arg min
f∈ΠM
Θ∈ΛM
||y˜ −H(Θ)f ||2W +
M∑
m=1
Γ(Θm) (A.1)
Our goal is show that Θˆ = Θo. Note that this will imply that fˆ = f o since fˆ
is obtained from Θˆ using (2.23).
First, we use induction to prove that
Θˆ[1:k](Θ
o
[k+1:k+r], f
o
[k+1:k+r]) = Θ
o
[1:k] for k = 1, 2, . . . ,M − r (A.2)
For this, similar to (2.23), we set
fˆ[1:k](Θ[k+1:k+r], f[k+1:k+r])
= H∗(Θˆ[1:k])H(Θˆ[1:k])]−1H∗(Θˆ[1:k])(y˜ −Θ[k+1:k+r]f[k+1:k+r]) (A.3)
to the optimal values of the problem (2.20). Then, from the update equation
of Θ in the algorithm, we have
{Θˆ[1:k](Θ[k+1:k+r], f[k+1:k+r]), fˆ[1:k](Θ[k+1:k+r], f[k+1:k+r])}
= arg min
Θk∈Λ
Θ[1:k−1]∈Θ∗[1:k−1](Θ[k:k+r−1])
f[1:k]∈Πk
‖y˜ −H(Θ[k+1:k+r])f[k+1:k+r] −H(Θ[1:k])f[1:k]‖2
+
k∑
m=1
Γ(Θm) (A.4)
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We first prove the base case of induction for k = 1:
{Θˆ[1:1](Θo[2:1+r], f o[2:1+r]), fˆ[1:1](Θo[2:1+r], f o[2:1+r])}
= arg min
Θ1∈Λ
f1∈Π
‖y˜ −H(Θo[2:1+r])f o[2:1+r] −H(Θ[1:1])f1‖2 + Γ(Θ1)
= arg min
Θ1∈Λ
f1∈Π
‖y˜ −H(Θo[2:1+r])f o[2:1+r] −H(Θ[1:1])f1‖2 + Γ(Θ1) +
M∑
m=2
Γ(Θom)
+‖H(Θo[2+r:M ])f o[2+r:M ]‖2
−2Re{(y˜ −H(Θo[2:1+r])f o[2:1+r] −H(Θ[1:1])f1)∗H(Θo[2+r:M ])f o[2+r:M ]}
= arg min
Θ1∈Λ
f1∈Π
‖y˜ −H(Θo[2:M ])f o[2:M ] −H(Θ[1:1])f1‖2 + Γ(Θ1) +
M∑
m=2
Γ(Θom)
= {Θo1, f o1} (A.5)
The second equality follows from (2.24) which implies that
H(Θ[1:1])
∗H(Θo[2+r:M ]) = 0
and from the fact that adding terms that are independent of Θ1 and f1 do
not affect the minimization. The fourth equality follows from the optimality
of {Θo, f o}.
Now, for the inductive step, suppose that
Θˆ[1:i](Θ
o
[i+1:i+r], f
o
[i+1:i+r]) = Θ
o
[1:i] for some i ∈ {1, 2, . . . ,M − r} (A.6)
We want to prove that the statement holds for i + 1. Similar to the base
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step, we have
{Θˆ[1:i+1](Θo[i+2:i+r+1], f o[i+2:i+r+1]), fˆ[1:i+1](Θo[i+2:i+r+1], f o[i+2:i+r+1])}
= arg min
Θi+1∈Λ
Θ[1:i]∈Θ∗[1:i](Θ[i+1:i+r])
f[1:i+1]∈Πi+1
‖y˜ −H(Θo[i+2:i+r+1])f o[i+2:i+r+1] −H(Θ[1:i+1])f[1:i+1]‖2
+
i+1∑
m=1
Γ(Θm) + ‖H(Θo[i+r+2:M ])f o[i+r+2:M ]‖2
−2Re{(y˜ −H(Θo[i+2:i+r+1])f o[i+2:i+r+1]
−H(Θ[1:i+1])f[1:i+1])∗H(Θo[i+r+2:M ])f o[i+r+2:M ]}
+
M∑
m=i+2
Γ(Θom)
= arg min
Θi+1∈Λ
Θ[1:i]∈Θ∗[1:i](Θ[i+1:i+r])
f[1:i+1]∈Πi+1
‖y˜ −H(Θo[i+2:M ])f o[i+2:M ] −H(Θ[1:i+1])f[1:i+1]‖2
+
i+1∑
m=1
Γ(Θm) +
M∑
m=i+2
Γ(Θom) (A.7)
where the first equality follows from (A.4), and from (2.24) which implies
that H(Θ[1:i+1])∗H(Θo[i+r+2:M ]) = 0. Also, by the optimality of {Θo, f o},
{Θo[1:i+1], f o[1:i+1]} = arg min
Θ[1:i+1]∈Λi+1
f[1:i+1]∈Πi+1
‖y˜ −H(Θo[i+2:M ])f o[i+2:M ] −H(Θ[1:i+1])f[1:i+1]‖2
+
i+1∑
m=1
Γ(Θm) +
M∑
m=i+2
Γ(Θom) (A.8)
If we now compare (A.7) and (A.8), the objective functions are the same,
while the constraint sets are different with the latter containing the former.
But because the minimizer Θo[1:i+1] of (A.8) is yet an element of the smaller
constraint set in (A.7), it must also be the minimizer of (A.7). (This follows
becauseΘo[1:i] = Θˆ[1:i](Θ
o
[i+1:i+r], f
o
[i+1:i+r]) by the assumption (A.6), and hence
Θo[1:i] ∈ Θ∗[1:i](Θ[i+1:i+r]).) Therefore,
{Θˆ[1:i+1](Θo[i+2:i+r+1], f o[i+2:i+r+1]), fˆ[1:i+1](Θo[i+2:i+r+1], f o[i+2:i+r+1])} = {Θo[1:i+1], f o[1:i+1]}
(A.9)
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This completes the induction, hence the statement in (A.2) is proved. With
k =M − r, this gives that
Θˆ[1:M−r](Θo[M−r+1:M ], f
o
[M−r+1:M ]) = Θ
o
[1:M−r] (A.10)
as a result, Θo[1:M−r] ∈ Θ∗[1:M−r](Θ[M−r+1:M ]). Using this in (2.22) together
with the similar arguments used above, it is easily seen that Θˆ = Θo.
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APPENDIX B
DERIVATION OF THE FISHER
INFORMATION MATRIX
The Fisher information matrix under our image formation model can be
regarded as a specialized version of the Fisher information matrices obtained
earlier in the context of parameter estimation of superimposed signals [37]
and localization of EEG and MEG sources [59]. Its derivation is presented
here for completeness.
The Fisher information matrix can be obtained by first writing the log-
likelihood function, which is given by
ln p(y˜|Ψ) ∝ − 1
2σ2
N∑
n=1
(y˜n − yn(Ψ))2 (B.1)
where the constant term that is independent of the unknown parameters is
omitted. By substituting this in Equation (4.7), the elements of the Fisher
information matrix can be obtained as
[JF (Ψ)]ij =
1
σ2
N∑
n=1
∂yn(Ψ)
∂ψi
∂yn(Ψ)
∂ψj
=
1
σ2
[(
∂y
∂Ψ
)# ∂y
∂Ψ
]
ij
(B.2)
where ∂y∂Ψ is N ×M(P + 1) Jacobian matrix of y, that is [ ∂y∂Ψ ]ni = ∂yn(Ψ)∂ψi .
Because the parameter Ψ is composed of two parts as Ψ = [f#Θ#]#, the
Jacobian matrix is correspondingly decomposed into two parts:
∂y
∂Ψ
=
[
∂y
∂f
∂y
∂Θ
]
(B.3)
The columns of the Jacobian matrix ∂y∂f can be computed as
∂y
∂fi
= hi(Θi) (B.4)
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hence
∂y
∂f
= H(Θ) (B.5)
On the other hand, the Jacobian matrix ∂y∂Θ is given by
∂y
∂Θ
=
[
∂y
∂Θ1
∂y
∂Θ2
. . .
∂y
∂ΘM
]
(B.6)
where
∂y
∂Θi
=
[
∂y
∂θi1
∂y
∂θi2
. . .
∂y
∂θiP
]
(B.7)
The columns of this matrix can be computed as
∂y
∂θip
= fi
∂hi(Θi)
∂θip
(B.8)
hence
∂y
∂Θi
= fi
[
∂hi(Θi)
∂θi1
∂hi(Θi)
∂θi2
. . .
∂hi(Θi)
∂θiP
]
(B.9)
To obtain a closed-form expression, we define
Di(Θi) =
[
∂hi(Θi)
∂θi1
∂hi(Θi)
∂θi2
. . .
∂hi(Θi)
∂θiP
]
(B.10)
D(Θ) = [D1(Θ1)D2(Θ2) . . .DM(ΘM)] (B.11)
G(f) = diag(f)⊗ IP×P (B.12)
where diag(f) is a diagonal matrix with the elements of f on the diagonal,
⊗ is the Kronecker product, and IP×P is P × P identity matrix. Then by
substituting (B.9) in Equation (B.6), we obtain
∂y
∂Θ
= [f1D1(Θ1) f2D2(Θ2) . . . fMDM(ΘM)] (B.13)
= [D1(Θ1)D2(Θ2) . . .DM(ΘM)]

f1IP×P 0 . . . 0
0 f2IP×P . . . 0
...
...
. . .
...
0 0 . . . fMIP×P

=D(Θ)G(f)
Finally by substituting this and (B.5) in Equation (B.3), the Jacobian matrix
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of y is obtained as
∂y
∂Ψ
= [H(Θ) D(Θ)G(f)] (B.14)
Then from Equation (B.2), the Fisher information matrix has the following
closed-form:
JF (Ψ) =
[
J f ,f J f ,Θ
J#f ,Θ JΘ,Θ
]
(B.15)
where
J f ,f =
1
σ2
H#(Θ)H(Θ) (B.16)
J f ,Θ =
1
σ2
H#(Θ)D(Θ)G(f) (B.17)
JΘ,Θ =
1
σ2
G#(f)D#(Θ)D(Θ)G(f) (B.18)
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APPENDIX C
A NECESSARY CONDITION FOR
CONVEXITY IN
ALTERNATING-MINIMIZATION
Let J(f) be an objective function that is to be minimized by using an
alternating-minimization technique. Suppose a lifted objective function, L(f, h),
of the following form is available:
J(f) = min
h
L(f, h) (C.1)
Then convexity of the original objective function, J(f), is a necessary con-
dition for the convexity of the lifted objective function, L(f, h) (Joseph A.
O’Sullivan, personal communication, October 2010). The proof of this state-
ment, due to J. A. O’Sullivan, is presented here for completeness.
To prove this, suppose J is not convex in f , then
J(λf1 + (1− λ)f2) > λJ(f1) + (1− λ)J(f2), (C.2)
for some f1 and f2. Suppose hi = argminh L(fi, h), that is J(fi) = L(fi, hi)
for i = {1, 2}. Then we have
L(λf1 + (1− λ)f2,λh1 + (1− λ)h2)
≥ min
h
L(λf1 + (1− λ)f2, h),
= J(λf1 + (1− λ)f2),
> λJ(f1) + (1− λ)J(f2),
= λL(f1, h1) + (1− λ)L(f2, h2), (C.3)
which shows that L(f, h) is not convex in pair (f, h).
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