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ABSTRACT
We present ARU, an Adaptive Recurrent Unit for streaming adap-
tation of deep globally trained time-series forecasting models. The
ARU combines the advantages of learning complex data transfor-
mations across multiple time series from deep global models, with
per-series localizationoffered by closed-form linearmodels. Unlike
existing methods of adaptation that are either memory-intensive
or non-responsive after training, ARUs require only fixed sized
state and adapt to streaming data via an easy RNN-like update
operation. The core principle driving ARU is simple — maintain
sufficient statistics of conditional Gaussian distributions and use
them to compute local parameters in closed form. Our contribu-
tion is in embedding such local linear models in globally trained
deep models while allowing end-to-end training on the one hand,
and easy RNN-like updates on the other. Across several datasets
we show that ARU is more effective than recently proposed local
adaptation methods that tax the global network to compute local
parameters.
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1 INTRODUCTION
Time series forecasting is a critical analysis tool in retail [9, 15], fi-
nance, and commerce, and has been extensively researched across
communities for multiple decades [1, 5, 6, 11, 13, 21, 27] (See [8]
for a recent survey). However, with the remarkable success of deep
learning in other classically hard tasks like speech recognition, the
time series forecasting problem also requires revisiting. We con-
sider typical forecasting settings where we are given multiple se-
ries along different points in time. Each series at time t is charac-
terized by a real-valued outputyit and a vector of input features x
i
t .
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Our goal is to predict the y for K future points of time for which
we are given inputs xi
T+1
, . . . , xi
T+K
.
Classical methods of time series analysis like ARIMA, exponen-
tial smoothing, and other state space models [13], train separate
parameters θ i for each time series i and can be considered as lo-
cal models. In contrast recent deep learning methods [11, 18, 29]
train shared parameters θ for predicting each y as a function of
a summary of each time series’ previous observation. Typically, a
Recurrent Neural Networks (RNNs) is used for representing such
sequential history as fixed dimensional vectors. For sequences rep-
resenting time series, in addition to general purpose gated RNNs
like LSTMs, recent proposals also include un-gated RNNs like Sta-
tistical Recurrent Units (SRUs [19]) and Fourier Recurrent Units
(FRU [31]). During training, data from multiple time series teaches
the RNN to capture enough context from the history relevant for
making predictions at each of the future K points in time. Such
models have been found to surpass purely localmodels like ARIMA
and conventional globally trained models like boosted regression
trees [21].
In general however such globalmodelmay be sub-optimalwhen
the various series are heterogeneous, or when not all time series
are observed during training. The only local influence in these
models is the RNN state that evolves with time separately for each
time series i . We take a different view and treat the per-series state
as local parameters that map a future input along with its context
to a prediction. We use a clever trick to update the local parame-
ters in closed form, and in a streaming manner much like normal
RNNparameters.We call our unit a Adaptive Recurrent Unit (ARU)
whose finite-sized state can be used to compute per-series local pa-
rameters in closed form.
Recently, other methods have also been proposed to augment a
global time series model with local parameters[12, 23]. However,
their method of local adaptation requires the global model to be
retrained for each update to a time series. More generally, local-
ization of a globally trained model can be treated as a domain
adaptation problem [3, 4] for which many methods have been pro-
posed including model fine-tuning, meta-learning [10, 17, 24], and
memory-augmented networks [26, 28]. These methods either re-
quire gradient-based iterative updates, or are memory-intensive,
and/or rely on techniques like self-attention that is quadratic in T
for large time-series. ARU does not entail iterative training of local
parameters, its adaptation is light-weight and streaming, and only
requires a time-series specific state of constant size. This makes
it particularly efficient for long time-series since its storage and
compute requirement is constant in the sequence length.
The core principle of ARU is to use RNN-like updates to incre-
mentally maintain per-series sufficient statistics required for fit-
ting a local conditional Gaussian distribution in closed form. Our
contribution is in exploiting this classical trick in the context of
modern deep learning models, and designing network architec-
tures that provide the right local-global tradeoff. Surprisingly, we
show that this strategy of local adaptation is more robust across
different types of time-series than recently proposed more ambi-
tious methods that tax the deep network to learn to generate local
parameters from RNN states.
We compare ourARU-based adaptation to two state-of-art adap-
tation methods on five time-series datasets under various settings.
We show that ARU is effective in reducing error by 10 to 20% com-
pared to the baseline, and is generally better than existing adapta-
tionmethods. This reduction in error comes at very little overheads
of running time, whereas existing state-of-the-art adaptationmeth-
ods are up to a factor of four slower.
2 OUR MODEL
We start with a review of state-of-the-art global models and classi-
cal local models for time series forecasting.
Review: Global Models. Typical deep learning based global mod-
els for multi-horizon time series forecasting [11, 29] deploy the
encoder-decoder architecture. First an input layer maps the input
features xit to a real vector. This could include embedding lookups
for categorical attributes and any rescaling for continuous attributes.
Next the transformed input alongwith the previous output [xit ,y
i
t−1]
is fed to one or more encoder RNN layers. The RNN could be either
a generic LSTM or time-series specific units like SRU or FRU that
capture context useful for future predictions. The output of the en-
coder is its final state gi
T
at the end of T steps. This can be treated
as a summary of the known y values that is relevant as a context
for future predictions. The decoder initialized with gi
T
is respon-
sible for making the predictions on the K future time horizons as
a function of respective inputs xit : t = T + 1 . . . ,T + K . The de-
coder could be auto-regressive, where the previous predicted y is
fed as input to be next step, or independently make each of the K
predictions. We found the independent model to provide higher ac-
curacy for long-term forecasts than the auto-regressive model fed
with noisy previous predictions. This is corroborated in [29]. The
decoder takes each transformed future input xit : t = T+1 . . . ,T+K
concatenated with gi
T
and generates an output vector hit using an
optional RNN and one ormore feed-forward layers. Lastly, a Gauss-
ian distribution is imposed on the output by using a linear layer to
map hit into a mean and variance. The final equations driving the
prediction at future times are:
giT = RNN ([y
i
t−1, x
i
t ] : t = 1 . . .T |θenc) (1)
hit = FF ([g
i
T , x
i
t ] : t = T + 1 . . .T + K |θdec) (2)
µit = θµ [h
i
t , 1], σ
i
t = log(1 + exp(θσ [h
i
t , 1])) (3)
Pr(yit |x
i
t , (x
i
1,y
i
1), . . . , (x
i
T ,y
i
T )) = N(µ
i
t ,σ
i
t ) (4)
where θenc,θdec, θµ , θσ are all parts of the global parameters θ .
During trainingwe are given data comprising of input-output pairs
over several time series. D = {(xi1,y
i
1), . . . , (x
i
T
,yi
T
) : i = 1 . . . ,N }.
We simulate multiple encoder-decoder windows from this history
using a sliding window of stride ℓ and compute the data likelihood
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Figure 1: Diagram of the global model with encoder size of
3 and decoder size of 3. All the nodes/states with the same
label are copies.
as follows:
max
θ
N∑
i=1
T−K∑
T ′=2:ℓ
T ′+K∑
t=T ′+1
logN(yit ; µ
i
t ,σ
i
t |θ )
where N denotes the Gaussian density function. The parameter
θ includes all network parameters spanning the input-layer, the
encoder RNN, the decoder RNN, and the last output layer that gen-
erates µit ,σ
i
t . Figure 1 shows the global model.
The global model is driven by parameters trained across multi-
ple time-series, and the only local influence in the final equation
that outputs Pr(yit |x
i
t , {(x
i
t ,y
i
t )}
T
t=1) is the RNN state g
i
T
that serves
as context. The RNN parameters are trained end-to-end to find the
most relevant context.
Review: Local Models. A local model would train separate parame-
ters θ i for each i . However, unless the length of each time-series is
very large, training parameters of a complex network like a multi-
layer deep network would not work. Hence, local models have tra-
ditionally been simple models such as linear state space models
that use linear parameters to transition from one state to the next,
and make state-ful predictions. Let sit denote the local state at time
t of series i . Parameters θ itr control transition from one state to
the other via affine transforms, and parameter θ iµ controls the lin-
ear transform to generate the mean output from the local state.
The variance is a fixed learned parameter, and that makes the local
model as:
sit = θ
i
tr[s
i
t−1 x
i
t 1] (5)
µit = θ
i
µ [s
i
t 1], σ
i
t = θ
i
σ (6)
where the parameters θ itr and θ
i
µ , θ
i
σ are learned locally for each
time-series using its known values up toT that is (xi1,y
i
1), . . . , (x
i
T
,yi
T
).
Assuming T is large, local models can capture peculiarities of in-
dividual time-series in ways that cannot be approximated by local
RNN state of global models.
2.1 The ARU RNN
Our model not only attempts to capture the best of the local and
global models, but does so in a manner that allows the local param-
eters to be computed recurrently in a streaming manner. We call
our unit Adaptive Recurrent Unit (ARU) that views the per-series
state as local predictive parameters that are fitted on the fly. Ad-
ditionally, ARU is designed to capture local predictive parameters
without expensive parameter retraining.
We use the shared global network to learn the complex trans-
formation of the history and the input into a final output vector
hit . However, instead of the global last linear layer (Equation 3 in
the global model), we use a local model. We perform the local fit
in a clever way to allow easy end-to-end training of the global net-
work parameters without inner loop of local updates as in exist-
ing methods like [10]. The main idea behind the ARU is to use
a RNN to provide the best possible least square fit locally for each
time series based on observed xt ,ht values. Themotivation behind
this choice is that the optimal local parameters can be obtained in
closed form using sufficient statistics that can be maintained in
a streaming manner. In contrast local parameters that depend on
iterative gradient-based updates, require multiple data passes and
are difficult to embed within a larger global network that is trained
via gradient descent. Although the ARU unit itself only models lin-
ear interaction between its inputs and outputs, it is embedded in a
larger neural network that provides non-linear transformation of
both the input to the ARU and its output. We describe the ARU-
RNN in this section and then in Section 2.2 describe how we fit it
in the global model.
2.1.1 The ARU Update Equations. Let hit be the output vector at
time t from the global model. The ARU RNN has two modes: adapt
and predict. In the adapt mode it is fed the input hit along with the
true label yit at that time and produces an updated state s
i
t . In the
predict mode denotedARU (sit−1, h
i
t ) it outputs the local prediction
based on state sit−1 on the input h
i
t .
The ARU state st at each time t keeps four types of sufficient
statistics st = [sxx
i
t , sxy
i
t , sn
i
t , ss
i
t ] to provide a local least square
fit between the h and ys. A vector α of J aging factors maintains
this statistics for varying amounts of aging of the old data. Initially,
all states are zero and at each time-step it is updated as follows:
ARU_Update(sit−1,h
i
t ,y
i
t ) :
sxxit = α sxx
i
t−1 + [h
i
t 1]
T[hit 1]
sxyit = α sxy
i
t−1 + [h
i
t 1]
T(yit )
snit = α sn
i
t−1 + 1
ssit = α ss
i
t−1 + (y
i
t − ARU (s
i
t−1,h
i
t ))
2
Return sit = [sxx
i
t , sxy
i
t , sn
i
t , ss
i
t ]
From these update equations, it is easy to interpret what each of the
ARU state components represent. The state sxxi represents age-
weighted sum of pairwise feature product of the input vector, sxyi
represents age-weighted sum of product of input features and out-
put y, snit represents the age adjusted count so far, and ss
i
t repre-
sents the accumulated fitting noise that will serve as the variance
from the local predictions. In this equation ARU (sit−1,h
i
t ) denotes
the mean local prediction as explained below. The ARU state is
updated in a streaming manner every time a true yit is known.
We next provide the equations of ARU in the predict mode.
ARU (sit−1,h
i
t ) represents the predicted values from the ARU at
state sit−1 on the input h
i
t . The predicted output using only ARU
states can be computed by exploiting the closed form of the least
x4
xemb4 g3
h4
FF2
µˆ4 σˆ4
ARU
Predict
ARU
Update
y4
m4, a4
ARU
Figure 2: ARU cell combined with the decoder of the global
model. Showing only the mean computation here.
squares solution. First, the local parameter is calculated in closed
form using the sufficient statistics. The λI term regularizes the lo-
cal parameters. The local parameter is used to compute the mean
and variance of the local prediction.
ARU_Predict(sit ,h
i
t ):
θ
i
t,µ = (sxx
i
t + λI )
−1sxyit , θ
i
t,σ = ss
i
t /sn
i
t (7)
mit = θ
i
t,µ [h
i
t 1], a
i
t = θ
i
t,σ (8)
where mit denotes the mean local prediction and a
i
t denotes the
local variance. The ARU fits local parameters, which can be used
to compute the mean prediction (and variance) much like in the
local model in Equation 5. However, unlike in local models, we
do not output these directly as predictions. Instead, we exploit the
availability of multiple time series to further combine these local
predictions with global parameters as follows.
2.2 ARU in Global Model
We concatenate the local mean and variance predictions with the
final vector hit and use a two-layer feed forward network to trans-
form them as follows.
µit = θµ (FF2[h
i
t ,m
i
t , 1], σ
i
t = log(1 + exp(θσ (FF2[h
i
t , a
i
t , 1])) (9)
Figure 2 shows how ARU is embedded in the global model for one
decoder step. We only show mean computation in the figure. The
variance computation can also be handled similarly. The outputm4
obtained from ARU is combined with hidden layer and passed fur-
ther to a two layer feed-forward network. The FF2 network further
evaluates the importance of the global output hit and local ARU
outputmit and makes the final predictions.
3 RELATED WORK
Before we present our empirical evaluation we discuss related
work that could have served as alternatives to our method of adap-
tation.
Generate Local Parameters from RNN State. Recently [12] and
[23] propose to use the power of deep learning to directly com-
pute local parameters θ i from the local state of the RNN. As a
state-of-art representative of this class of methods, we discuss the
DeepStatemethod of [23]. InDeepState the RNN state git computed
from global parameters (Eq 1) is passed through feed-forward net-
works to directly output the local parameters θ itr and θ
i
µ ,θ
i
σ , that
is,
[θ itr,θ
i
µ ,θ
i
σ ] = FF (g
i
t ;θmeta) (10)
where θmeta are additional global parameters. The computed lo-
cal parameters are used to generate the mean and variance of the
output ys using a linear state-space model (e.g. Equation 5). The
global parameters are trained via joint likelihood on all training ex-
amples. Unlike our approach, these methods cannot adapt to new
time series since local y-s are only transferred via the joint likeli-
hood based training. In our experiment section we show that these
models do not train well unless the length of each time-series is
long.
Dedicated Local parameters jointly trained with Global. An ap-
proach often used for localization of global models is to dedicate
per-locale parameters that play specific role in the global model
and are trained jointly end-to-end. For example [25] uses per-
document parameter along with global parameters to develop bet-
ter embeddings. In our case, we would train time-series specific
parameters θ i along with the rest of the global parameters. This
method is only applicable when all time-series are known during
training time. A downside of this approach is that it cannot be eas-
ily evolved when new values are observed for a time series. Also,
each time series has to be long enough for the local parameters to
train well.
Fine-tune Global Parameters for each series. Another approach is
to treat localization as a problem of domain adaptation, for which
a huge literature exists [3, 4]. A well-known solution is to fine-
tune the global parameters on labeled data of each time-series us-
ing gradient descent on the loss over the limited labeled data for
each series [24]. This method would require storage of separate lo-
cal parameters for each series. Also, parameter fine-tuning could
lead to unpredictable local performance. This has led to an explo-
sion of meta-learning methods that exploit multiple local datasets
during training so as to learn the adaptation process [10, 17]. An-
other method of adaptation is using memory [22, 28] that com-
bines parameter fine-tuning with memory-based recall. Of these a
recent state-of-art approach is the SNAIL model that uses a simple
method of learned deep self-attention on local data for adaptation.
As a state-of-art representative of learned adaptation methods, we
will compare with thismethod in our experiments. Our approach is
closed-form self-attention that exploits the special regression form
of our prediction function. Self-attention based models for time se-
ries forecasting are also explored in [20].
For theoretical insights on the learning efficiency of global vs
local models see [14].
Special RNNs for Time Series. We designed ARU so that it can be
embedded in a global network much like any other RNN. Recently,
[19] and [31] also propose special RNNs for time-series. Oliva et
Dataset N T K Enc.Len #Features
Rossman 1115 1600 16 16 39
Walmart 3331 143 8 8 16
Electricity 370 44000 24 168 5
Traffic 963 2100 24 168 3
Parts 2246 52 8 8 1
Table 1: Statistics of the datasets used in our experiments. N
is the number of time series, T is the number of values in a
series, K is the forecast horizon we used in our experiments,
Enc.Len is the length of the encoder in each prediction in-
stance.
al. [19] proposed an un-gated alternative to LSTMs, called the Sta-
tistical Recurrent Unit (SRU). SRUs maintain moving averages of
summary statistics in their hidden states and generalize exponen-
tial moving average like statistics. However, they treat the SRU
state like ’context’ to be used for predictions in place of LSTM
states. Fourier Recurrent Units FRUs [31] is another such un-gated
time-series unit. In contrast, we convert the ARU state to local pa-
rameters by exploiting the closed-form fit from the the least square
sufficient statistics.
4 EXPERIMENTS
Wenow empirically compare ourARU-based streaming adaptation
method to state-of-the-art deep learning based global models as
baselines, and to two recent approaches of adapting them to local
time-series. In addition to five real-life public time-series datasets,
we also present controlled experiments on synthetic datasets to
gain insights on different methods of localizing deep global models.
Our code and experiments can be found at 1.
This section is organized as follows: Section 4.1 describes the
datasets, Section 4.2 describes the five methods we compare with,
Section 4.3 describes detailed setup of the experiments, Section 4.4
presents experiments on the synthetic dataset to qualitatively un-
derstand the difference between DeepState and ARU, and Sec-
tion 4.5 presents anecdotes, accuracy, and running times on the
real datasets.
4.1 Datasets
We perform our experiments on five publicly available time-series
datasets. The first two datasets we collected from Kaggle contains
rich x features at each point and are more aligned with typical re-
tail forecasting setups where the deep models have gained most
traction recently. The remaining three contain only derived time
features and are included for comparison with the existing litera-
ture. A summary of the datasets appears in Table 1.
Rossman The Rossmann dataset2 contains daily sales history of
1115 Rossmann stores. The data is collected between 1st Jan. 2013
to 31st July 2015, i.e., roughly 900 values per series. Each time series
is associated with various co-variate features. These include pre-
determined store-specific features such as store type and distance
to the nearest competing store and time-varying features such as
1https://github.com/pratham16/ARU.git
2https://www.kaggle.com/c/rossmann-store-sales/data
Set # RNN units Hidden layer sizes
Small 8 8,6,6
Medium 16 16,15,10
Large 50 32,20,15
Table 2: Hyperparameter sets
whether the store is running any promotion, and external features
such as weather conditions, is current day a school holiday or a
state holiday, etc.
Walmart The Walmart3 dataset maintains weekly sales in each
department of 45 walmart stores from Feb 2010 to Oct 2010. Here,
(store, department) tuple uniquely identifies each time-series, re-
sulting in 3331 time-series. Each time-series contains roughly 143
values. This dataset also provides promotional features and exter-
nal features such as temperature, unemployment, consumer price
index, major holidays in a given week etc.
Electricity The electricity4 dataset contains hourly energy con-
sumption of 370 houses (in kW) from 1st Jan. 2011 to 31st Dec. 2015,
a total of 44,000 values per time-series.
Traffic The Traffic5 dataset contains hourly occupancy rates of
963 car lanes in San Francisco bay area. The occupancy rates are
in the range [0, 1]. The data is collected between 1st Jan. 2008 to
30th March 2009, i.e., 10560 values per series.
Parts This dataset [7] contains monthly sales information of
2246 car parts over 52 months. This is a small dataset compared
to others in our collection.
Features. For each dataset, we extract time-related features in
addition to any features available in the data (e.g. in Rossman and
Walmart). For Walmart, we use month of the year and week of the
year features. For Rossman, we use day of the month and month of
the year features. Since Parts is a monthly dataset, we use month
of the year feature for Parts. Since Electricity and Traffic are hourly
datasets, we use hour of the day and day of the week features. In
addition to these, we use month of the year feature for electricity
dataset.We embed categorical features into real vectors and rescale
the real valued attributes between 0 and 1 across the time-series.
4.2 Methods
We compare ARU against two state-of-the-art global deep learning
models as baselines and two most recent local adaptation meth-
ods. We drop comparison with classical local-only models such as
ARIMA because the DeepState and DeepAR methods that we com-
pare with have been shown to conclusively surpass them.
Baseline As a baseline we use the globally trained model where
the decoder makes independent predictions for each of the future
K points in time. Note that the encoder used to compute the per-
series state gi
T
continues to be auto-regressive. Our experiments
3https://www.kaggle.com/c/walmart-recruiting-store-sales-forecasting/data
4https://archive.ics.uci.edu/ml/datasets/ElectricityLoadDiagrams20112014
5https://archive.ics.uci.edu/ml/datasets/PEMS-SF
and [29] have found the independent decoder to yield better per-
formance than an auto-regressive decoder. This baseline is part of
our code base and uses exactly the same setup as ARU.
DeepAR As another global model, we use DeepAR, a produc-
tion quality deep forecasting model that is built-in Amazon’s Sage-
Maker machine learning service 6. As described in [11], DeepAR is
also an encoder-decodermodel but their decoder is auto-regressive.
Since the source code is not public, further details of specific fea-
tures, scaling, etc that they deploy is unknown. To the best of our
ability we tried to match the features and experiment setup with
our global baseline but we cannot be sure without access to the
source code.
SNAIL The SNAIL method proposed in [17] is a local adaptation
model that uses interleaving of dilated causal convolution and self-
attention layers to capture long range dependencies and for local-
ization respectively. We use two convolution layers with dilation
rates 2 and 4 respectively, and two self-attention layers.
DeepState This model uses an RNN to predict the parameters
of a local state-space model [23] and is currently the best known
local adaptationmodel for time-series forecasting. The source code
is not publicly available, so we only compare with their published
numbers.
4.3 Experiment setup
We use a single RNN layer in the encoder. The decoder has three
ReLU layers on a concatenation of the encoder state gi
T
and input
features xit . A skip connection from x
i
T+k
to the second ReLU layer
is added. The batch size for all experiments is set to 64. Adam opti-
mizer is used with learning rate 0.0001. ARU regularization λ and
aging vector α are chosen based on validation loss. In all our ex-
periments, α ∈ {1.0, 0.99, 0.95, 0.9} J . In all experiments, best per-
forming value of α turns out to be [1.0], except for Traffic dataset
in Table 5, where best performing α = [1.0, 0.95, 0.9]. For num-
ber of RNN units and number of hidden units, we use three sets of
hyper-parameter settings for baseline and ARU – Small, Medium,
and Large as given in Table 2. We use the Small configuration
for Parts since it contains time-series of length 52. For Rossman
andWalmart, we use the Medium configuration. For Electricity and
Traffic datasets, we use the Large configuration in Table 5 and the
Medium configuration in the rest of the experiments. We rescale y
values of each time-series with its average y value as follows:
yit = 1 +
1
T
T∑
t ′=1
yit ′
This rescaling is also used by [11]. On the Walmart dataset since
each time-series is small, we perform above rescaling on a batch
instead of the entire time-series i.e. yit = 1 +
1
E
∑E
t ′=1 y
i
t ′
where E
is encoder length.
We also experimented with SRU [19], which is an un-gated al-
ternative to LSTMs. Since we obtained similar results with SRUs,
we omit those numbers from our experiments.
6https://docs.aws.amazon.com/sagemaker/latest/dg/deepar.html
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Figure 3: Performance of ARU and DeepState on synthetic data. The columns correspond to different values of γ (γ = 20 first
column, γ = 1 second column). The first row are with time-series ids and second row are without time-series ids.
In addition to RMSE, we report Normalized Deviation (ND),
which is used in [11, 30] as an evaluation metric. It is defined as:
ND(yit , yˆ
i
t ) =
( N∑
i=1
T+K∑
t=T+1
|yit − yˆ
i
t |
)/( N∑
i=1
T+K∑
t=T+1
|yit |
)
4.4 Qualitative Comparison on Synthetic Data
In order to get an insight into the working of ARU vis-a-vis the
most recent DeepState method of local adaptation, we first present
a qualitative comparison using a very simple synthetic dataset.
We generate 10 synthetic time-series of hourly data. The y val-
ues for these time-series are obtained as a linear combination of
x features and local parameters θ iµ , which are uniformly sampled
in the range [−γ ,γ ]. We use only hour of day and day of week
as x features and generate time-series of different lengths by sam-
pling y ∼ θ iµ [xt 1] + ϵ where ϵ ∼ N(0, 1) is a Gaussian noise
with unit variance. We compute RMSE for predictions on last 24
hour forecasts in each time-series. This non-auto-regressive model
might look too simplistic but it helps us bring out the essence of
different approaches. Also, after conditioning on the encoder-state,
we found non-auto-regressive decoder to be superior to the auto-
regressive decoder even on real-life datasets. In this simple case,
the state-space model would need to learn to generate θ iµ from
its RNN state git in order to match the generative process exactly.
In contrast, the ARU would compute θ iµ from the data whose suf-
ficient statistics is summarized in the ARU state. The global net-
work just needs to learn to provide the right input to the ARU cell
and also correctly integrate its output with the global output. We
used the Medium setting (Table 2) for the global network without
any special customization for the synthetic experiments. Thus, the
global network needs to learn the correct meta-learning strategy
for both methods of adaptation. When id i is part of xt , in theory,
a powerful enough network can memorize each set of the 10 local
parameter in its feed-forward layers, making them both identical.
We therefore compare these models under two settings: one where
each time-series i feeds its unique id i to the network, and second
where it does not.
We compare the two methods against increasing length of time-
series in Figure 3 for two different values of γ (20 and 1) both with
and without time-id. When γ is large (first column) the local pa-
rameters differ a lot from one time series to the next and the Deep-
State method of computing them from the RNN state is not at all
effective. With increasing sequence length, errors of bothmethods
reduce but ARU converges much faster to error values less then
0.1. When local time-series are more similar to each other (γ = 1),
DeepState starts matching ARU only after seeing many samples
per time-series (γ = 1, with time-series id). Also, parameter gener-
ation methods like DeepState also crucially exploit the time-series
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Figure 4: Examples of four time series from the Rossman dataset showing how well our ARU is able to track the local patterns
of each series compared to the global baseline.
specific identifiers to generate local parameters (compare red plots
across the two rows). This implies that they memorize local pa-
rameters of the finite number of training time-series, and cannot
perform adaptation of a series not seen during training. Also, they
cannot exploit streaming availability of labeled data after training.
4.5 Comparisons on Real Data
We start by showing some anecdotes, then compare different meth-
ods on prediction error in two different settings, and finally com-
pare them on running time.
4.5.1 Anecdotes. In Figure 4, we show how ARU enables a global
model to adapt to the characteristics of each time series from the
Rossman dataset. The vertical line denotes the prediction horizon.
The ARU model is able to match the peaks of the data much better
than the global model. The location and pattern of peaks in the ac-
tual data varies a lot across the four time-series and a single global
model is unlikely to be able to capture them. The ARU by interven-
ing at the last layer, with local sufficient statistics, is able to learn
the relation between the inputs and peaks more accurately. For ex-
ample, look at the two peaks after the green line in the first plot.
For the time-series in the second row, first column we see how the
global model’s peak prediction is offset by one step whereas ARU
aligns perfectlywith the trueys. In the last time-series (second row,
second column), we see how nicely the gradual decline is matched
by ARU, whereas the global baseline is needlessly jittery.
4.5.2 antitative comparison on prediction error. Next we move
to a quantitative comparison. We first compare in a fixed horizon
setting where we predict for a fixed horizon T + 1, . . . ,T + K that
is known during training (T and K values summarized in Table 1).
In Table 3 we compare different methods for a fixed horizon on
the five datasets on four methods. The DeepState method is com-
pared separately since we could not get access to the DeepState
code base. We observe that on feature-rich datasets like Rossman
and Walmart ARU is significantly better than all existing methods.
Another property of ARU is that even when it does not improve
beyond the baseline it is not much worse. This is because we meta-
learn how to combine ARU’s local predictions with the global pre-
dictions.
We next compare different methods in a streaming setting
where we provide the true E (encoder length) forecasts after the
Dataset Method Normalized RMSE
Deviation (ND)
Rossman Baseline 0.0987 1020.7
DeepAR 0.2273 2197.4
SNAIL 0.0963 993.4
ARU 0.0851 908.6
Walmart Baseline 0.1187 3585.8
DeepAR 0.2215 5894.9
SNAIL 0.1082 3465.0
ARU 0.1058 3413.3
Electricity Baseline 0.1264 377.3
DeepAR 0.1838 530.9
SNAIL 0.1307 363.2
ARU 0.1260 344.6
Traffic Baseline 0.1991 0.0374
DeepAR 0.1894 0.0367
SNAIL 0.2187 0.0380
ARU 0.1964 0.0372
Parts Baseline 1.5763 1.300
DeepAR 1.4440 1.268
SNAIL 1.4910 1.276
ARU 1.5409 1.285
Table 3: Performance of different methods on the datasets
in the fixed mode.
training time period T , and ask for prediction for the next K time
periods. We do not retrain model parameters to simulate a true
online deployment setting. For the electricity and traffic datasets,
we use the rolling-window forecast setting used in [23] and [30].
Hourly values of 7 days are input and we make prediction for the
next day. Then the forecast window is shifted by one day and we
repeat this for the next 7 days. Since the frequency of theWalmart
dataset is weekly, we make rolling-window forecasts for 16 weeks,
with window size 8. For the Rossman data, forecast window size is
16 days, and we make forecasts for 32 days.
In Table 4, we summarize the results on four datasets. The car
parts dataset was dropped since each time-series is too small for
streaming. We observe that even in this mode, ARU provides signif-
icant gains over all existing methods. A close second is the SNAIL
method of adaptation but we will see later that SNAIL incurs sig-
nificant runtime overheads.
4.5.3 Comparison with DeepState. Since the DeepState code is not
publicly available, we compare ARU with DeepState on exactly
those dataset and settings for which wewere able to approximately
match the publicly available DeepAR numbers in the DeepState pa-
per. Here we also include a sixth dataset Tourism-monthly since it
was used in the DeepState paper. This is a small dataset of 366 time-
series containing monthly tourism demand for approximately 15
years [2]. In this dataset, the start timestamp as well as length of
each time-series are different. Since this is a monthly dataset, we
use month of the year feature. We observe that ARU is better than
DeepState in 3 out of 4 datasets. Both DeepAR and DeepState mod-
els use a time-series id, whereas we do not. Perhaps these datasets
do not show too much local variation, making it possible for large
Dataset Method Normalized RMSE
Deviation (ND)
Rossman Baseline 0.094 983.2
DeepAR 0.245 2389.0
SNAIL 0.093 972.6
ARU 0.089 934.9
Walmart Baseline 0.137 4548.6
DeepAR 0.233 6704.0
SNAIL 0.144 4690.5
ARU 0.114 3938.6
Electricity Baseline 0.136 416.7
DeepAR 0.172 544.0
SNAIL 0.135 400.6
ARU 0.127 396.4
Traffic Baseline 0.170 0.0224
DeepAR 0.145 0.0216
SNAIL 0.165 0.0227
ARU 0.161 0.0220
Table 4: Performance of different methods in the streaming
mode.
Dataset Setting DeepAR DeepState ARU
Enc Len-K
Parts 12-12 1.245 1.470 1.318
Electricity 336-168 0.199 0.087 0.116
Traffic 336-168 0.148 0.168 0.159
Tourism-monthly 48-24 0.107 0.138 0.096
Table 5: ND loss for datasets on which DeepState reported
results. The setting denotes the respective encoder and de-
coder lengths (prediction horizon).
deep models to memorize local patterns in its parameters as we
showed in our synthetic experiments.
4.5.4 ARU integration. Another way in which we differ from
DeepState is that instead of directly yielding the local predictions,
we integrate them with global predictions using more learned
global parameters. This allows us to safeguard against the high
variance in local predictions and to meta-learn the best fall-back
strategy. In Table 6 we compare ARU with ARU-direct whose lo-
cal predictions are output directly. We observe that ARU-Direct is
much worse than ARU and also worse than the Baseline.
4.5.5 Running time comparison. In Table 7, we compare running
times of different models of inference on the test data. The run-
ning time of SNAIL is larger, up to a factor of four higher than the
baseline, due to its costly self-attention mechanism. In contrast,
the running time of ARU is at most 1.5 times more than the base-
line. Also, since ARU stores a fixed sized state per time-series, its
storage overhead is also very small.
These experiments demonstrate that ARU is an effective light-
weight method of streaming adaptation that can be easily plugged
into any existing global model.
Dataset Method Normalized RMSE
Deviation (ND)
Rossman Baseline 0.0987 1020.7
ARU 0.0851 908.6
ARU-Direct 0.1358 1835.68
Walmart Baseline 0.1187 3585.8
ARU 0.1058 3413.3
ARU-Direct 0.1271 4041.88
Electricity Baseline 0.1264 377.3
ARU 0.1260 344.6
ARU-Direct 0.1389 398.11
Traffic Baseline 0.1991 0.0374
ARU 0.1964 0.0372
ARU-Direct 0.2195 0.0379
Parts Baseline 1.5763 1.300
ARU 1.5409 1.285
ARU-Direct 1.6555 1.5332
Table 6: Comparison of performance of ARU-Direct method
with Baseline and ARU
Dataset Baseline ARU SNAIL
Electricity 1.0458 1.1788 3.0754
Traffic 2.0740 2.3383 5.7673
Walmart 0.7034 0.9434 1.2693
Rossman 0.4379 0.6717 2.2837
Table 7: Inference time (in seconds)
5 CONCLUSION
In this paper we presented ARU, an adaptive recurrent unit that
provides streaming local adaptation of globally trained deep time-
series models. The core principle in ARU is simple — exploit the
kernel trick to obtain a closed-form optimal solution to linear least
square regression loss. While this trick is classically known, our
contribution is in recognizing the imminently practical use of this
trick in modern deep network settings and designing a method of
effectively integrating global-local patterns. Unlike existing self-
attention or memory-augmented models with linearly increasing
memory requirements, ARU allocates only constant sized state per
time-series. Unlike methods that learn to generate local parame-
ters, ARU can adapt to streaming data. Experiments on five real-
life and synthetic datasets establish that ARU is an effective light-
weight method of streaming adaptation of global deep forecasting
models. In future, we plan to apply the ARU method of adaptation
to linear layers in other parts of a deep network.
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