I. INTRODUCTION
Many commercial PET scanners include time-of-flight (TOF) capability, which allows measuring the difference in arrival times between the two gamm a rays of each coincidence event [1] . TOF information reduces noise and unwanted counts in the reconstructed images [2] , [3] . There are unavoidable tradeoffs when choosing the characteristics of a PET scanner. For instance, by increasing the length of the scintillator crystal, the sensitivity of the scanner improves but spatial resolution diminishes due to depth-of-interaction (DOl) effects [4] . Increasing the number of detector rings improves sensitivity, but also the complexity and cost of the PET scanner. Therefore, the selection of parameters should be carried out carefully. Accurate, validated simulation tools are of invaluable help for this purpose. Indeed, Monte Carlo simulations are widely used in PET to optimize detector design and acquisition protocols [5] , [6] , and for developing and assessing corrections and reconstruction methods [7] , [8] . Monte Carlo methods make it possible to estimate scanner properties which cannot be easily determined experimentally, as well as to assess the change in performance of PET scanners induced by modifications in scanner characteristics [9] . In recent years, the availability of powerful computers facilitated widespread use of PET-dedicated simulation codes [10] , [11] , and [12] .
PeneloPET [13] is a Monte Carlo code based on PENELOPE [14] , [15] , which allows for fast and easy simulation of PET scanners. Its basic components are detector geometry and materials, acquisition electronics, and source definitions. All these components are defined in a few plain text input files [l3] . PeneloPET simulations can easily be performed in a cluster of computers.
In this work, acquisitions of the Biograph TruePoint (B-TP), Biograph TruePoint with TrueV (B-TPTV) and Biograph mCT PET/CT scanners [16] , [17] were simulated with PeneloPET. When simulating an existing scanner, it may be the case that not every parameter of the scanner is known with complete certainty. Often, details of the geometry, materials, acquisition electronics or the processing chain of coincidences are not available. In the first part of this work we employ the published values [16] for sensitivity, noise equivalent count (NEC) rate, and TOF capabilities of the B-TPTV scanner to optimize the simulations. Once all the parameters of the scanner needed for the simulations have been determined this way, further results of the simulations, such as scatter fraction and spatial resolution were compared with published experimental results for the B-TPTV scanner. As further validation, predictions of sensitivity, NEC and scatter fraction for the B-TP and mCT scanners were compared to the published measurements. And fmally, once the simulations have been setup and validated, they have been used to study the effect of varying parameters, such as crystal length, number of detector rings, energy resolution, coincidence time and energy windows, on the performance of Biograph scanners.
II. MATRERIALES AND METHODS
The Biograph PETICT scanners investigated in this work consist of three (B-TP) and four (B-TPTV and mCT) rings of 48 detector blocks. Each block comprises a 13 x 13 matrix of 4 x 4 x 20 mm 3 LSO crystals. The B-TP covers an axial field of-view (FOV) of 16.2 cm, whereas the B-TPTV extends the axial FOV to 21.8 cm. Both scanners operate in 3-dimensional (3D) mode [16] , with a maximum ring difference of 38 and 27 respectively. The Biograph mCT PET scanner [17] is essentially based on the same geometry as the B-TPTV but acquires data with an extended ring difference of 49. Table I shows the characterizations of the scanners used in this study. The NEMA NU 2-2007 protocol [18] was followed in order to investigate line source sensitivity, count rate behaviour and, for the B-TPTV scanner, also spatial resolution. In addition, TOF capabilities of the scanner were also explored in the simulations. Further, configurations of scanners with 5, 8 and 10 rings, with a maximum ring difference of 38, were also simulated in order to assess the performance benefit of using larger scanners. A sketch of the scanner geometries is shown in Fig. 1 .
A. Sensitivity
The sensitivity of a PET scanner represents its ability to detect 511 keY photons resulting from positron annihilation, with respect to the number of emitted positrons. PeneloPET simulations were performed to estimate the system sensitivity, following the NEMA protocol [18] . A 70 cm long polyethylene tube with an inner diameter of 1 mm was activated with about 3.9 MBq of JS F. This activity is low enough to assure that dead time losses were less than 1 % and that the ratio of random to true events was less than 5%. The sensitivity at two transaxial positions (0 and 10 cm) was obtained. Simulations accumulated more than 10 6 detected events at each position. The simulations employed with maximum ring difference (27 and 38 for B-TP and B-TPTV respectively, and 49 for mCT) as in the acquisitions of the real scanners [16] , [17] . 
Scatter Fraction (S F) and Noise Equivalent Count (NEC) Rate
The fraction of coincidences that have scattered and yet are acquired within the applied energy window is known as scatter fraction (SF) [19] . Scatter counts decrease image contrast, just like random counts. Following the NU 2-2007 protocol, the scatter fraction was measured from low activity simulations, where random counts are negligible [18] . Another important parameter of a PET scanner is the NEC rate. NEC is a global measure, taking into account scatter and random coincidences, of the scanner ability to acquire useful counts. The NEC rate is defined as [20] :
where T is the true coincidence count rate, S is the count rate of scatter coincidences and R is the count rate of random coincidences falling within the boundary of the object. The NEC has been shown to be proportional to the square of the signal-to-noise ratio [20] , [21] , [22] where the signal refers to the true events and the noise to the combined statistical fluctuations from all types of events. NEC is plotted as a function of activity concentrations. The peak of the NEC curve depends on geometry, scanner materials, energy windows, and acquisition electronics, mainly dead time and coincidence time window.
In this work, the simulated NEC curve for the Biograph scanners was obtained after simulating acquisitions which followed the NEMA NU 2-2007 [18] protocol to measure NEC and SF. Thus, acquisitions of a 70 cm long and 20 cm diameter polyethylene cylinder positioned with its isocenter in the isocenter of the FOV of the scanner were simulated. A line source was activated with 1.04 GBq of 18 F and inserted axially into the cylinder hole, located 4.5 cm below the central phantom axis. Data were simulated for 35 frames, spanning 10 hours of acquisition.
PeneloPET allows for different independent dead time sources. There is a singles dead time, which applies to every photon that reaches the scanner detectors. Further there is also a coincidences dead time, representing the dead time involved in the processing of events identified as coincidences. Also, integration time, pile-up (and pile-up rejection) effects [13] are also included in PeneloPET. In order to mimic the behaviour of a real PET scanner, where the full details of the electronics may not b e known or either are too complex, we use the parameters which define the acquisition electronics in PeneloPET as effective fitting variables adjusted to reproduce the experimental random counts, prompt counts and NEC curves of the 8-TPTV scanner. Well known parameters of the scanner, such as coincidence time and energy window were set to the actual values of the real scanner [16] .
C. Spatial resolution
The spatial resolution of a PET scanner represents its ability to disentangle two close point sources and it is usually characterized by the width of the reconstructed point spread function of point sources. Again, the NEMA NU 2-2007 [18] protocol was followed to determine the resolution from simulated acquisitions; an 18 F activated point source with low activity in a glass capillary was modelled. The activity was low enough to assure a ratio of random to total events below 5% [23] . Simulated data were acquired at two axial positions (center of the axial FOV and 114 off-center), at three (x, y) locations: (0, 1 cm), (10 cm, 0), and (0, 10 cm). The acquisition time was long enough so that at least one hundred thousand counts were acquired for each position. Filtered back projection (with ramp filter) was used to reconstruct the acquired sinogram data into 336 x 336 x 109 voxels images (voxel size: 2 x 2 x 2 mm 3 ). The point spread function images were obtained without attenuation and scatter correction, and no post-smoothing filter was applied.
D. Time-of-flight (TOF)
TOF in a PET scanner refers to the capability of measuring the difference in detector arrival times between the detection of the two coincidence photons (�t = t 1 -t2). TOF information helps to better locate the annihilation point of the emitted positron along the line of response (LOR) that connects the two opposite detectors. The distance Lix of the annihilation point from the center of the (LOR) (Fig. 2) is related to the time difference �t by:
(2) where c is the speed of light.
The system TOF resolution ()(�t) in Fig. 2 ) of the scanner is defined as the Full-Width-at-Half-Maximum (�tFWHM) of the distribution of time differences collected from a centered point source.
According to Eq. 2, in order to achieve a spatial resolution better than I cm, a TOF resolution of 66 picoseconds would be required. In many commercial scanners, the TOF resolution is of the order of 1 ns [2] . However, modem PETICT scanners have obtained TOF resolutions of the order of 500 ps, which offer the opportunity of using TOF information to improve the quality of the reconstructed images [24] . Indeed, employing TOF information, image background, which is essentially noise, can be reduced. We may expect a system time resolution of around 550 ps for LSO based systems [25] . Time difference distributions were obtained from a 3.9 M8q of 18 F point source located at the center of the scanner. These distributions were fit to a Gaussian plus a background of random coincidences. The FWHM of the Gaussian was used as a measure of the TOF resolution. Two scanner parameters which could affect sensitivity were studied: crystal length and crystal energy resolution. The relationship between crystal length and sensitivity was investigated via simulations using crystals with an axial length from 2.0 cm to 9.5 cm. Increasing the crystal length to 3 cm will result in a sensitivity gain of 1.4 [11] . Furthermore, sensitivity as a function of energy resolution in the range of 10% -50% was studied. In addition, several values for the lower energy level discriminator (LLD) were simulated with a constant value of 650 keY for the higher level energy discriminator. It is well known that the scatter fraction may decrease by increasing the LLD [26] . We assessed the effect of the LLD on both NEC and SF.
Coincidence events require that both photons from positron annihilation are detected by the system electronics within a certain time window. The acquisition electronics has to allow for a coincidence time window large enough to cover for the actual TOF required for a photon to reach the detector ring. However, a too large coincidence time window may result in an increase of random coincidences. Therefore, the optimal choice of time coincidence window which yielded the maximum NEC was investigated. For this purpose, acquisitions with coincidence time windows of 4, 4.5, 5, 6 and 7 ns were considered. Other than for this study, a default 4.5 ns coincidence time window was employed for all other simulations in this work.
F. Impact of the Number of Detector Rings on the Scanner Performance
The dependence of the sensitivity, NEe rate and SF on the number of block detector rings was explored. Variations of the Biograph PET scanner with the same geometry and characteristics but with additional block detector rings (from 3 to 10) were considered. A maximum ring difference of 38 was used for all scanners, except for the B-TP and meT, for which a maximum ring difference of 27 and 49 was employed respectively. The simulations would yield and estimation of the increase in sensitivity and count rate performance obtained with additional detector rings as well as with the increase of the maximum ring difference.
G. Uncertainty estimates
When simulating existing PET systems, uncertainties due to statistical fluctuations can be reduced to a level of insignificance by running the simulation with a large number of events. In addition, the existing physics models within PENELOPE [14] , [15] have been validated against experimental data and are therefore not a significant source of uncertainties. Thus, simulated predictions can be obtained, which are within a few percent of the experimental results of the PET scanners [13] . The main source of uncertainty in the simulation is the lack of precise knowledge of all parameters of the real scanners. It may be, for example, that the detailed scanner geometry is not fully known. Exact information about the scanner geometry and the materials of the scanner, such as the bed, shielding and covers are not fully known. Most often, only general geometry details and some performance results are available for commercial scanners. The same applies to the internal electronics and count processing chain. Thus, it is necessary to use simulations flexible enough to include parameters that can be optimized to reproduce the experimentally obtained performance results. In the case of the Biograph scanners, we have chosen the following performance measurements to optimize the simulations:
1. Sensitivity. The measured sensitivity values for the B TPTV scanner were taken as a reference. PeneioPET simulations, which employ the basic geometry definitions for this scanner (radius, block size, crystal dimensions) and assume no reflector in between crystals, overestimate sensitivity by 12% (see Table II ). This could be due to a series of causes, for instance the radius of the actual scanner may be 4-5% larger than assumed, or there may be a small amount of reflector in between scintillator crystals. We have chosen to include a reflector, which is thick (0.4 mm) enough to reproduce the B-TPTV sensitivity. We make no claim that this simulation result implies that there is any amount of reflector in the real system, but rather consider this as an effective way of taking into account the bulk of unknown geometry parameters in the scanner performance. The measured sensitivity values include uncertainties in the order of 5%, which mostly originate from the source activities employed in the measurements [16] , and therefore these uncertainties are translated into the sensitivity predictions of the simulations. Other predictions that depend mainly on the geometry of the scanner, such as scatter fraction, include similar uncertainties. The comparison with measured results for other scanners supports this estimate. 2. Count rate as a function of activity concentration curves. Reproducing the experimental behaviour of the system would require detailed knowledge of the acquisition electronics. Instead, we have taken the trues, randoms and NEe rates as a function of activity concentration curves for the B-TPTV scanner as a reference. A 5% source uncertainty was included. In order to avoid regions in which additional bottlenecks in the processing of events by the real scanners may arise, we focus on count rates below the peak of the NEe, where we ensured that deviations of the simulations from the real B-TPTV system remained below 10%. We thus estimate the deviations of the predictions of the simulations for all other Biograph systems should remain below 10%, for count rates smaller than the NEe peak.
III. RESULTS AND DISCUSSION
A. Sensitivity
The experimental and simulated sensitivity results of the B TPTV scanner are listed in Table II . It must be noted that the available information about the scanner geometry (B-TPTV) lacks some details to completely set up the simulations. In particular, the actual thickness of the inter-crystal reflector is not known. Simulations without crystal reflector would overestimate the experimental sensitivity quoted by [16] by 12%. The use of a reflector thickness of the order of 0.4 mm yields good agreement with the measured sensitivity at several distances to the axis of the scanner. Indeed, an average sensitivity of 8.2 kcps, both at 0 and 10 cm off-center, was Table II present the simulated and experimental results for randoms, trues and NEC rates for the B-TPTV scanner. Acquisitions according to the NEMA NU-2007 protocol for NEC measurement [18] were simulated. 4.5 ns coincidence time and a 425-650 keY energy windows, same as for the experimental systems, were employed. Parameters of the simulated electronics for data acquisition of PenelopET were adjusted so that the experimental random, trues, and NEC curve below the NEC peak were reproduced by the simulations. With this procedure, an effective representation of the behaviour of the electronics and event processing software of the real scanners should be obtained. In the simulations, a peak NECR of 161 kcps at a concentration of 32.5 kBq/ml was obtained, close to the experimental value of 161 kcps at a concentration of 31.5 kBq/ml [16] . Certainly it would have been possible to match the NEC peak vale and position of the simulations more closely to the experimental results; however one can see how at high activity concentrations, beyond approximately 33 kBq/ml, the experimental curves show a strong negative slope. This is very likely due to additional dead time losses at high count rates associated to bottlenecks in disk data storage and CPU event processing, which are not considered in the simulations. We thus fit the simulations only to experimental data below 33 kBq/ml which also in a agreement with the simulated study conducted by Eriksson et al. [11] . The simulated peak true coincidences rate of 873 kcps appears then at 46 kBq/ml, compared to a measured true peak coincidence rate of 804 Kcps at an activity concentration of 38 kBq/ml Fig. 3(a) . We consider that this difference (8% in value of the peak of the true counts) between simulated and measured value of the true coincidences is a reasonable indication of the uncertainty in the simulated results for count rates versus activity curves, and it is of similar magnitude than the quoted error of 5% in the experimental activity [16] . Once the parameters of the acquisition electronics are settled from these measurements, they are employed unchanged for the other scanners analyzed in this work: BTP and mCT scanners and 5, 8 and lOring scanners. The differences between the simulated NEC peak values and the experimental ones are less than 3% for both BTP and mCT scanners. For the position of the NEC peak, a difference of 3% is observed for BTP and 15% for the mCT. This may be considered as a measure of the reliability of simulations for these performance figures. The corresponding NEC rate curves are plotted in Fig. 3(b) , along with the experimental ones. In addition, simulations are employed to predict NEC peak values for scanners with 5, 8 and 10 rings, with a maximum ring difference of 38. They are also quoted in Table II . The peak NEC for the 10-ring system is 787 kcps at a concentration of 30 kBq/ml, in good agreement with the simulated study (800 kcps @ 31 kBq/ml) of Eriksson et al. [11] . The NEC for the 10-ring system is five time higher than the B-TPTV system. An increase in peak NEC rate and sensitivity can be observed for additional detector rings, while the scatter fraction remains fairly constant. A similar behaviour was also observed in simulations of Badawi et al. [10] using SimSET. Increasing the axial extent from 4 (B-TPTV) to 5 rings, increases the sensitivity by 40%. With an axial extent of 10 rings, which corresponds to an axial FOV of 54 cm, we observe a sensitivity gain by a factor of 6. This result is similar to that obtained by Eriksson et al. [11] with GATE. It must be recalled that a maximum ring difference of 38 was employed for these cases, which corresponds to the value used in the B TPTV scanners. For the simulation of B-TP and mCT, the maximum ring difference was set to 27 and 49, respectively.
Another prediction of simulations that can be compared to experiment is the SF. It is independent on electronics, being influenced only by time and energy windows and scanner and source geometry. The SF is determined from simulated acquisitions according to the NEMA NU 2007 protocol. The simulated predictions and the experimental values are within 4% (Table II) . One must note that the SF is a genuine prediction of the simulations, as no parameters have been fit to reproduce it.
Overall our simulated results for SF and NEe obtained for the B-TP, B-TPTV and meT PET systems are in fair agreement with the experimental results [16] , [17] . TRUES expo -�-.
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C. Spatial resolution
The FWHM and FWTM of the reconstructed point source images are reported in Table III 
D. Time-of Flight (TOF)
As shown in Fig. 4 , simulations allow plotting time differences of arrivals of photons in the scanner. In this case, for a point source located at the center of the scanner. A peak appears on the top of a background of random events. As it was the case for the NEe, precise timing properties of the scanner depend not only on the timing properties of the scintillator but also on the electronics and post processing of events. PeneloPET has two parameters related to timing. One is the rise time of the scintillator, the other one is an additional time jitter added to the time stamp given to each event. We use the quoted timing properties of the lutetium oxyorthosilicate (LSO) scintillation crystal [27] , in particular a rise time of 0.8 ns. In order to reproduce the reported TOF resolution of the Biograph scanners [28] , [29] , of about 550 ps FWHM, an additional jitter of 0.3 ns must be included in the simulations. These additional 0.3 ns may account for time rise or noise variation among different crystals and PMTs, or for time-lag effects in the electronics.
E. Impact of the Characteristics of the Scintillator Crystal and Coincidence Time Window on the Scanner Performance
The impact of varying crystal length on system sensitivity is shown in Fig. 5(a) . Up to a crystal length of 3 cm, a linear relationship between sensitivity and crystal length can be observed. Beyond 3 cm, the increase of sensitivity seems to approach an asymptotical value. For the performance simulations, the same crystal length of 2 cm was used as employed in the actual scanners. With 3 cm of crystal, the gain increases by a factor of 1.5, as also seen in the simulated study of Eriksson et al [11] . The sensitivity as a function of crystal energy resolution is shown in Fig. 5(b) for the same energy window of 425 to 650 keY. For a given energy window, sensitivity is affected by the energy resolution. It can be observed that beyond an energy resolution of 20%, the sensitivity decreases linearly with increasing energy resolution. For an energy resolution of less than 20%, the sensitivity is barely affected. In our simulations, the reported energy resolution for LSO of 12% was employed [30] . Crystal Length [em] (a) Table IV presents SF values for different LLDs. As expected, simulations with a wider energy window (375-650 keY) result in the highest SF while an LLD of 475 keY yields the lowest SF. These results agree with Eriksson et al [11] . Fig. 6 shows the resulting peak NEe rate for different LLDs. Less scatter events will be detected if the LLD is raised but raising it too much would also cause a loss of true events. Thus an optimal LLD value exists that maximizes the NEe. Indeed, and LLD of 425 keY, as employed in the experimental systems, appears to yield the highest peak NEe rate (see Fig.  6 ). With regard to coincidence time window, using too wide windows will cause an increase in random events, and therefore the NEe count rate would decrease. However, a count rate reduction would follow from the use of too narrow coincidence time windows. Thus, again, it may be possible to obtain an optimum value of the time coincidence window. Simulated results of NEC curves for different coincidence time windows are shown in Fig. 7 . 4.5 ns yields the highest peak NEC rate. This is the default value employed in the for B TPTV scanner [16] .
IV. SUMMARY AND CONCLUSIONS
The aim of this work was to assess the capability of PeneioPET to simulate clinical PET/CT systems. For this purpose, performance measurements of the B-TP, B-TPTV and mCT PET/CT scanners (Siemens Medical Solutions USA, Inc.) were simulated and the results compared with experimentally obtained data.
A reflector thickness of approximately 0.4 mm had to be included in our simulations in order to achieve the sensitivity measured on the B-TPTV. Once this parameter was selected to reproduce the experimental performance results of the B TPTV scanner, it was not changed for the simulations. PeneioPET is flexible enough to easily accommodate different dead time ingredients in the electronics, which have been optimized so that the experimental NEC curves for the B TPTV could be reproduced. For the NEC curves, deviations between simulated and experimental results for high activity concentrations, well beyond the peak of the NEC, were observed. This is very likely due to limitations in data storage and other factors that were not included in PeneloPET. Once the simulation was optimized to reproduce the NEC rate curves and sensitivity of the B-TPTV scanner, predictions for scatter fraction derived from the simulation (Table II) , agree within 5% with the measured values for the three scanners under investigation. Furthermore, the sensitivity and NEC rate curves for both the B-TP and are also reasonably predicted. The simulated and experimental spatial resolution results were also comparable (Table III) . These performance results validate the use of PeneioPET to simulate the clinical scanners. Therefore, simulations were employed to investigate the variation of several basic scanner parameters on the performance of the B-TPTV system. For example, Fig. 5(b) shows an inverse relationship between crystal energy resolution and sensitivity, for a given energy window. Furthermore, the impact of the energy window on the system sensitivity was explored, as well as the effect on the peak NEC values and SFs. Simulations allowed identifying optimal choices of coincidence time and energy windows. For the B TPTV, the simulations confirmed that the default factory values of a 425 to 650 keY energy window and a 4.5 ns coincidence time window are optimal choices.
Many commercially available PET scanners are made of block detector rings. The sensitivity of the PET system can be increased by adding more detector rings and also by increasing the maximum accepted ring difference. The extended ring difference of the mCT PET scanner leads to a 19% increase in sensitivity compared to the B-TPTV scanner. The larger ring difference of the mCT also leads to a 10% increase of the peak NEC, compared to the B-TPTV (Table II) . The simulation of MacDonald et al [31] with SimSET also agrees with the observed increase of sensitivity and NEC with increasing axial FOV and maximum ring difference predicted by PeneloPET.
We have shown that PeneioPET is suitable for simulating and investigating clinical systems. The Biograph TruePoint, TruePoint with TrueV and mCT PET/CT systems were simulated successfully. Good agreements were obtained between simulated and measured results, and with results of other simulations. The reliability of our Monte Carlo code was thus validated. PeneioPET simulations allowed studying the impact of different acquisition parameters and scanner geometries on the overall system performance. Furthermore, we have shown that PeneioPET is capable of incorporating TOF properties of modem scanners. With the help of these simulations, the impact of TOF on the image quality will be our goal for future investigations.
