In order to improve the real-time performance of visual positioning of the indoor mobile robot, the researchers found that the shape and size of the positioned image have a great influence on the real-time performance of the positioning calculation. In order to verify the conclusion and find the appropriate image shape and size to meet the robot's visual positioning requirements, this paper adopts four different shapes, such as quadrilateral and circular, and uses SURF algorithm to extract and recognize the features of the image. The effect of image shape and size on real-time localization is studied from two aspects: the localization of different shape models under the same size by the visual robot and the localization of the different shape models by the visual robot. It is found that the accuracy and real time of positioning squares and circles are higher than the accuracy and real time of positioning triangles and hexagons under the same size. And when the image size ratio is between 40 and 60% of the original image, the change of the number of feature points is relatively stable and the number of feature points is moderate. It can improve the real-time performance of mobile robot vision localization under the premise of a certain positioning accuracy.
Introduction
As a high-end electromechanical device integrating a computer system, a control system, a sensing system, a mechanical system, and an electrical system, the robot has a high degree of complexity. The sensor system plays an important role in the entire robot system. The sensory system includes a variety of sensors that sense distance, light, temperature, vision, and the like. However, it is impossible to leave the robot vision system to give the robot higher intelligence. The robot vision is to get the image of the environment through a visual sensor and analyze and calculate through the visual processor, and then convert it into a symbol so that the robot can identify the object and determine its position [1] . In the robot vision system, image processing is its core part. In order to improve the quality of the image and reduce the signal-noise ratio, the robot vision system preprocesses the acquired image first and then carries out the recognition and location of the image. The premise of robot vision positioning is target recognition, that is, by collecting and matching feature points, the computer vision can identify the target from the image taken by the CCD camera and track the location after the computer is finished with the feature points to judge the location of the target.
In recent years, mobile robot localization method based on vision system has been widely used in indoor and outdoor environments. Schmid and Mohr [2] propose a rotation invariant feature detector to solve general image recognition problems. Mikolajczyk and Schmid [3, 4] extend the idea and propose Harris-Laplace detector with scale invariance, which first extracts the Harris corners from the fixed scale space, then uses the Laplace scaling function to determine whether the scale of the corners is the neighborhood maxima. Harris-Laplace feature points have relatively good scale, affine invariance, and high real-time performance. It has been successfully applied to target recognition and other fields. SIFT (scale invariant feature transform) algorithm proposed by David Lowe is also a popular and successful local feature extraction algorithm [5, 6] . SIFT detects feature points from scale space and then uses gradient blocks to construct feature descriptions. The research shows that the location of the feature points extracted by SIFT is accurate, which has good affine, light invariance, and high real-time performance, and the overall performance is higher than other local feature extraction operators. SIFT algorithm has achieved great success in the field of target recognition and image matching. Although SIFT has great advantages in image feature extraction, the algorithm also has its shortcomings. The algorithm has a large amount of computation, cannot identify and extract accurate feature points for blurred edges or less feature points, cannot clearly identify the edges and outlines, and the extracted points cannot be registered. The accuracy of extraction is not satisfactory.
In view of its shortcomings, Bay, H. and others have improved its computing feature point speed on the basis of SIFT algorithm and formed a fast feature extraction and matching algorithm, SURF (Speeded-Up Robust Features) algorithm [7] . The algorithm improves the speed and stability of computing feature points. To achieve the purpose of improving the speed of computing characteristic points, the Haar wavelet is used instead of Gauss filter to integrate the original image. In order to increase the robustness of the feature points, the Hessian matrix is used in the detection of the feature points. At present, the application of SURF algorithm in mobile robot vision localization is more and more extensive. Its high efficiency and high stability surpass that of the similar algorithm [8] .
At present, many indoor mobile robots are required to deliver objects to designated destinations in a variety of environments. When indoor mobile robot is positioned autonomously, it requires high real-time visual localization, but the accuracy of image recognition is not high. Therefore, many scholars have carried out a series of research on improving the real-time performance of SUFT algorithm. Document [9] proposed an improved feature descriptor, RIBRIEF, to improve the overall real-time performance of the algorithm by combining descriptor index with descriptor clustering, based on fast stable feature point extraction and logical computation similarity. The experimental results show that compared with descriptor BRIEF and SURF algorithm, the image matching algorithm based on RIBRIEF has obvious advantages in robust real-time performance. At the same time, some researchers put forward that [10] can improve the real-time localization by changing the dimension of feature points and achieved good results. In addition, studies have also shown that [11] positioned image shape and image size have a greater impact on the real-time positioning.
In order to verify the conclusion that the image shape and image size have a great influence on the real-time positioning and find the appropriate image shape and size to meet the robot's visual positioning requirements, in this paper, four different shapes such as normal quadrilateral are used, and the SURF algorithm is used to study the influence of image shape and size on the real-time positioning of the visual robot from the positioning of various shape models under the same size and the positioning of the visual robot to the same shape and different size models.
2 Image feature extraction and stitching algorithm method
SIFT algorithm
SIFT algorithm was first proposed by Lowe in 1999, and based on this, a feature matching algorithm [12] perfected in 2004, which summarizes the current feature point extraction methods, especially based on techniques with invariant features. The point feature registration algorithm for keeping some invariant scaling between translation and rotation is proposed. The algorithm [13, 14] has good stability and registration ability and can handle the matching under the complex situations such as rotation scaling, translation, affine, projection, viewing angle, and illumination conversion. It is currently a popular and successful local feature extraction algorithm.
The SIFT algorithm mainly includes two parts: the process of extracting feature points and the process of matching feature points. Among them, the extraction process of SIFT feature points includes four steps: Firstly, the scale-space extremum of the image is detected; then, the feature point direction information is calculated from the local features of the image, and the SIFT feature description operator of the scale and direction features is finally obtained.
Scale-space extremum detection
The concept of "scale space" is a valid complement to the famous "image pyramid" concept. Koenderink and Lindeberg have proved that the Gaussian kernel is the only possible linear scale kernel. The scale space L(x,y,σ) is obtained from the image I(x,y) and Gaussian kernel convolution G. In order to extract stable scale-independent feature points, Gaussian difference space DoG (Difference of Gaussian) is used to detect local extreme points. The DoG operator is defined as:
In the formula Gðx; y; σÞ ¼ , (x,y) is the space coordinate; σ is the scale space factor.
Accurately determine the location of feature points
In order to ensure that extreme points are detected in both the scale space and the two-dimensional image space, Lowe's algorithm compares the middle detection point with its eight adjacent points of the same scale and the 9 × 2 points of the upper and lower adjacent scales. After finding the extreme points, those low-contrast points and unstable edge response points need to be removed. An inappropriate Gaussian difference function will result in a larger main curvature at the edges. The main curvature passes through a 2 × 2 Hessian matrix:
Let σ be the largest eigenvalue and β be the smallest eigenvalue, then
Among them, when r , it means that the main curvature is under a certain value r. If a point is the maximum or minimum in the DoG scale space, then this point is a feature point of the image in the scale.
Specify the direction parameter of the operator
The SIFT algorithm uses the local features of the image to assign SIFT feature points to the reference direction, making the SIFT descriptors rotationally invariant. The SIFT algorithm uses image gradient information to obtain the stable direction of the local structure. The feature points are detected in the Gaussian difference pyramid, and the gradient and direction distribution characteristics of the pixels in the 3σ neighborhood window of the Gaussian pyramid image are acquired. After completing the gradient calculation of the feature points, the histogram is used to count the gradient and direction of the pixels in the neighborhood. The formula for calculating the mode and direction of each pixel gradient is:
In formulas 6 and 7, L(x,y) represents a two-dimensional scale space.
Extracting feature point descriptor
After the key points of the image were detected, a SIFT feature area was determined. In order to enhance the algorithm's ability to resist noise and provide better compatibility for feature matching with positioning errors, the neighborhood can be set to a size of 4 × 4. This key point is represented by a 128-dimensional feature vector. In order to remove the effects of illumination changes, the SIFT feature vectors at this time have removed the effects of geometric deformation factors such as scale change and rotation and further normalize the length of feature vectors.
SURF algorithm
Based on the study of SIFT algorithm, a SURF (Speeded-Up Robust Features) algorithm is proposed in document [15] . The algorithm improves the speed and stability of finding feature points. In order to achieve the purpose of acceleration, it integrates the original image and uses the Haar wavelet derivative instead of the Gaussian filter. The Hessian matrix is used for the robust row algorithm to increase the feature points. The main implementation process includes detection of feature points, description of feature points, and matching of feature points [16] .
Feature point detection
SURF algorithm adds Hessian approximate matrix and integral image when detecting feature points, accumulates gray values of original image to obtain integral image, and replaces Gaussian filter in SIFT algorithm with gray integrated value, which can improve the acquisition of feature points, and the speed of the calculation has been improved. The definition of the integral image is as follows [17] :
Let X = (x,y) be any pixel on the selected image I(X), then the integral image I ∑ (X) is the origin of the image on the top left vertex, and the point X = (x,y) is the sum of all pixels in the rectangular region formed by the lower right vertex.
In this way, when converting an image into an integral image, a simple formula can be used to calculate the sum of the grayscale values in the rectangular region of the integral image, and ε = A -B − C + D, where A, B, C, and D are the vertices of the four corners of the rectangle, respectively.
The SURF algorithm detects the feature points based on the local maximum or minimum value of the determinant of the Hessian approximation matrix. Because the digital image is a two-dimensional discontinuous matrix, the Gaussian convolution smoothing and the differential operation are carried out, and the non-continuous image space point X(x,y) and the scale parameter are σ, the Hessian approximation matrix is defined as follows:
where Lxx(X, σ) represents the convolution between the image I(X) taken by the Gaussian second-order partial derivative at any point X. Lxx(X, σ) and Lxy(X, σ) have a similar meaning. In order to improve the computational efficiency of the whole process, Bay and others used Dxx, Dxy and Dyy to replace Lxx, Lxy, Lyy, so the determinant of the Hessian approximation matrix is obtained, which is
In the formula, ω is a weight coefficient, generally taking a value of 0.9. The D function is a differential operation that approximates the digital image through a spatial domain difference. In the SURF algorithm, differentials are approximated by the differences in the horizontal, vertical, and diagonal directions. According to the determinant method of the Hessian approximation matrix, the response of any point on the acquired image is calculated and the result is retained, so that different σ response results are obtained. Then, the results obtained are subjected to a non-maximum suppression operation so that those extreme points can be selected as candidate feature points. Finally, in order to ensure that the selected feature points are true feature points, using the method of 3D second-order function fitting proposed in literature 18, the method can accurately locate the feature points, thereby obtaining the position of the feature points and information on different sizes.
Feature point description
The premise of feature point description is the main direction calibration of feature points. Make a circular neighborhood of a certain size centered on the feature point and use the Haar wavelet template to process the image in the neighborhood to make the Haar wavelet response in each direction of x and y.
Then, use a sector angle of a circle of a certain size to make a circle around the selected feature point, calculate the sum of the Haar wavelet response vectors for all points on the image when the sector is at any angle, and find the largest value of the Haar wavelet response vector. The one that corresponds to this direction is the main direction of the feature point. After defining the main direction, you can build the description vector in the main direction. Centering on the selected feature point, a square neighborhood with a certain length and a side length is used, and the main direction of the determined feature point is set as the direction of the y-axis of the neighborhood of the square. Divide the square neighborhood into multiple sub-regions, use dx and dy to represent the Haar wavelet response in the x and y directions in each sub-region, and sum the dx, dy, |dx||dy| in each sub-region. Get a four-dimensional vector V(∑dx, ∑dy, ∑ | dx| , ∑ | dy| ). When the feature point is extracted, the sub-feature vector will be described, and then, the vector is normalized so that the SUFR descriptor can be obtained.
In order to reduce the influence of intensity and contrast of the grayscale on the result, the SURF algorithm uses a 4 × 4 × 4 = 64-dimensional vector to describe a feature point and normalize it.
Matching of feature points
Let P A be any point on taken image A, P B be any point on taken image B, and their description sub-vectors are set to DA and DB, respectively. DA(i) and DB(i) are their ith components, respectively. Then, the distance between P A and P B is
Calculate the distance between a point P A (i) on the A image and all the points in the B image according to formula (11) . Then, according to Lowe's method used in document 20, complete the matching between SURF feature points.
Robot vision system
In order to realize the visual positioning of the robot vision system, the system first needs to perform image processing on the target object to acquire the pixels of the target object so that the target object is extracted from the background. The visual positioning operation is then performed by obtaining the number of pixels of the target object. Therefore, the robot vision system based on image processing mainly includes [18] to obtain digital image, image preprocessing, image segmentation, feature extraction, image recognition, post estimation, and camera calibration. Figure 1 is a robot vision system based on image processing, which shows the whole process of vision system's image processing; input the original image, gray, binary image preprocessing, and then image segmentation, feature extraction, later on according to the extracted features for image recognition, and finally according to the recognition results, output the corresponding image position.
In this system, the key technologies of image processing involve image segmentation, image recognition and moving object detection and tracking. The algorithms commonly used for image segmentation can be divided into three categories [19] : (1) Threshold-based segmentation algorithms, for example, iterative threshold method, bimodal threshold method, histogram threshold method and adaptive threshold method. (2) Edge-based segmentation algorithm; common edge detection operators include the Robert operator, the Laplacian operator, and the Canny operator. (3) Region-based segmentation algorithm; the methods used for image recognition are generally divided into three categories: (1) based on the target geometry model; (2) based on the actual appearance effect of the target, such as a histogram method; (3) based on local feature invariance, for example, SIFT and SURF algorithms. Two types of techniques are commonly used in moving target detection and tracking: (1) use binocular stereo vision technology and (2) use monocular vision system to collect images and detect moving objects according to certain algorithm. The robot vision system in this paper uses a monocular vision system to collect images, uses an iterative threshold method to segment the image, and uses the SURF algorithm to identify and locate the image. The whole process of vision system's processing is as follows:
Image grayscale
In the visual positioning process of the robot, the image to be processed recorded by the camera is first subjected to image graying processing. In general, the pixels of a color image are represented by 3 bytes, each byte corresponding to the R, G, and B components (red, green, and blue), and the pixels of the converted black and white image represent the gray value by 1 byte. In this paper, we use the weighted average method to weight-average the three components of the image R component, G component, and B component with different weights. The original image is grayed out. Figure 2 shows the effect of the image Lena after graying and binarization.
Image segmentation
Image segmentation is to divide the image into some meaningful regions and then describe these regions, which is equivalent to extracting the features of some target regions and judging whether there is an interesting target in the image. The threshold processing [20] is a region segmentation technique, which divides grayscale into two or more equally spaced or unequal intervals of grayscale intervals based on subjective wishes. It mainly uses the difference between the object and the background in the image and selects a suitable threshold to determine whether the pixel in the image belongs to the target area or the background area by judging whether the feature attribute of each pixel in the image satisfies the threshold and thus produces the two value image. Because the iterative threshold segmentation method can generate threshold dynamically, it is convenient for continuous image processing and has good real-time performance and fast processing speed. Therefore, in this paper, we use iterative method to determine the threshold value, that is, we can automatically calculate the appropriate segmentation threshold through the program. Figure 3 is the effect of an iterative segmentation of the image.
Feature extraction and image recognition
Feature extraction and image recognition are based on image segmentation to extract features and identify the contents of the images. In this paper, we use the method of local feature invariant to identify Lena images. The general process is [21] : Firstly, the integral image of the image is calculated, the candidate points of the feature points are determined by the Hession matrix, and then, the feature points are detected by non-maximum suppression. Secondly, the gradient map of the image is calculated, and the gradient map is Gaussian filtered. Then, use the formula to assign the main direction to each feature point and obtain the feature descriptor according to the descriptor template, match the feature descriptor, and verify the matching point pair. Lena images are extracted from the feature points using SIFT algorithm and SURF algorithm respectively, as shown in Fig. 4 . SURF is similar to SIFT algorithm, SIFT algorithm is more stable, detection feature points are more, but the complexity is high. While SURF is simple, efficient, and shorter operation time. This is also seen in Fig. 4 , panel a is significantly more extracted from panel b. And using the SURF algorithm on the extraction time of feature points is significantly shorter than using the SIFT algorithm, and the extracted feature points are of higher quality.
Pose estimation
The position and posture of the object in the camera coordinate system are calculated. For the robot, it needs to be grasped, not only to know what it is but also to know where it is.
Camera calibration
The coordinates of the object in the camera coordinate system are calculated. We also need to determine the relative position and posture of the camera with the robot so that the position and posture of the object can be converted to the posture of the robot. Finally, the inverse kinematics is solved to get the given value of the joint position of the robot. Finally, the high-precision end actuators are controlled to adjust the position and posture of the robot to carry out the grasping operation. 
The experiment was conducted on a four-axis vision guiding platform. The calibration plate was high-precision, the size was 8 × 8 dots, the diameter of the dots was 6 mm, the center distance of the origin was 10 mm, and the outer dimension of the calibration plate was 128 mm × 128 mm. Based on HexSight 4.2 machine vision software, select XY Scale in the calibration method. At the time of calibration, the camera parameters are obtained by converting the actual length and width values of the calibration plate in the imaging coordinate system into the pixel coordinates of the length and width in the image coordinate system. In addition, this experiment uses a shape-based matching method. In order to measure the positioning error of the polygons captured by the vision robot system, several standard patterns are selected as the template for the robotic arm. A template is created for the region of interest and the geometric center of the template is selected as the grabbing center. Figure 5 shows a four-axis vision guidance platform and four standard template patterns. According to the four models of the regular quadrilateral, circular, regular triangle, and regular hexagon, from 0°, each rotation 45°operation of visual robot grasping model, each model is grabbed 10 times, and the distribution of grabbing center point is as shown in Fig. 6 . The visual robot localizes the different shapes according to the grasping center points shown in Fig. 6 and gets the positioning grasping error as shown in Fig. 7 . Figure 7 shows the robot arm positioning error at different model placement angles. According to the visual robot's positioning error for different angles of different models, this paper calculates the positioning error of visual robots for different models. The average positioning error of the regular quadrilateral is 0.86 mm, the average positioning error of the circular shape is 0.8 mm, and the average positioning errors for the triangle and the hexagon are 0.93 mm and 1.27 mm, respectively. The data results show that the robot system will produce different positioning errors for different In addition, in order to compare the positioning time of the visual robot to different shape models, this paper uses the visual robot to perform 10 times of positioning on different shape models. Then, the positioning calculation time of the visual robot for 10 times of each model is compared. The positioning calculation time of each model is shown in Fig. 8 . It can be seen from Fig. 8 that among the four different shape models, the 10 positioning times of the square and circular models are generally relatively small. In this paper, the time average of the positioning calculation of each model is calculated according to the data of Fig. 8 . The result shows that the average positioning time of the square is 8850 ms, the average positioning time of the circle is 8860 ms, the average positioning time of the triangle is 9700 ms, and the positioning time of the regular hexagon is 9630 ms. The positioning time of positioning square and circular is smaller. Therefore, when the same size is available, the real time of locating squares and circles is greater than that of triangles and hexagons.
Positioning of visual robots for models of the same shape and different sizes
The purpose of this experiment is to find out the positioning of the visual robot for models of the same shape and different sizes. Therefore, this experiment uses the camera of the mobile robot to take four different shapes of photos, each of which has an image size of 800 × 600 pixels. In turn, 10 subgraphs of four different shape models are obtained by decreasing by 10% in turn. The square model shown in Fig. 9 shows a group diagram from 100 to 10%.
The system uses the SURF algorithm to extract features from 10 subgraphs of each shape model. The result is shown in Fig. 10 . Figure 10 is a graph showing the relationship between the number of feature points of the 10 sub-pictures of different shape models and the size of the image. As can be seen from Fig. 10 , the number of feature points of four differently shaped images gradually increases as the image size increases. When the size ratio of each shape image changes between 10 and 40%, the change of the feature points is relatively large, and the variation range of the feature points of all shapes is basically about 35 points. When the image size ratio changes between 40 and 100%, the change of the feature points is relatively stable, and the curve is relatively smooth. The range of the feature points of all shapes is basically within 15 points.
Then, this paper compares the positioning calculation time and image size of different shape models. The result is shown in Fig. 11 . Figure 11 is a graph showing the relationship between the positioning calculation time and the image size of images of different shapes. It can be seen from Fig. 11 that the image positioning calculation time of four different shapes also increases with the increase of the image size. When the image size ratio changes between 10 and 60%, the time curve of the positioning calculation is relatively smooth, and the variation interval is 3000-5000 ms. When the image size ratio changes between 60 and 100%, the location calculation time changes faster and the variation interval is 5000-10000 ms. Therefore, considering the change of the integrated positioning calculation time and the number of feature points, when the image size ratio is between 40 and 60% of the original image, the change of the feature points is relatively stable, and the number of feature points is moderate, which can ensure a certain positioning accuracy. And when the image size ratio changes between 40 and 60% of the original image, the change in the positioning calculation time is also relatively gentle. Therefore, when the image size ratio changes between 40 and 60% of the original image, the real-time visibility of the mobile robot can be improved under the premise of ensuring a certain positioning accuracy.
Conclusions
When the indoor mobile robot is autonomously positioned, the visual positioning system has high requirements on the real-time performance of visual positioning, but the accuracy of image recognition is not high. To this end, researchers have started to improve the real-time performance of visual robot systems in many aspects. Some researchers have found that the image shape and image size to be positioned have a great influence on the positioning calculation time. In order to verify this conclusion and find the appropriate image shape and size to meet the requirements of robot vision positioning, this paper uses four different shapes of quadrilateral, circular, equilateral, and regular hexagons and uses SURF algorithm to study the influence of image shape and image size on the real-time positioning of the visual robot from the positioning of various shape models under the same size and the positioning of the visual robot to the same shape and different size models. It is found that (1) in the case of four different shapes in the same size, the accuracy and real time of the square and circular location of the visual positioning system is higher than that of the triangles and hexagons. (2) For four different shapes, when the size ratio of the original image varies between 40 and 60% of the original image, it can improve the real-time visual localization of the mobile robot on the premise of ensuring a certain location accuracy. 
