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En la geometŕıa diferencial, la holonomı́a de una conexión sobre una variedad rieman-
niana dada es una caracteŕıstica que permite conocer algunas cualidades tanto alge-
bráicas como geométricas de dicha variedad. El Teorema de holonomı́a de Berger y su
demostración es el objeto principal de este trabajo, en él se clasifica una variedad rie-
manniana irreducible como localmente simétrica, a partir de las propiedades algebraicas
de su (grupo de) holonomı́a.
v
Introducción
El estudio de la holonomı́a (riemanniana o el grupo de holonomı́a) ha permitido nu-
merosos desarrollos de gran importancia en la geometŕıa riemanniana desde el punto
de vista algebraico. La holonomı́a fue introducida por Cartan en 1926 para estudiar y
clasificar los espacios simétricos, Cartan encontró que la holonomı́a de una conexión
puede ser identificada mediante un grupo de Lie, llamado el grupo de holonomı́a, (este
resultado también es llamado principio de holonomı́a [12]).
El trabajo de Cartan lo continuó Georges De Rham en 1952, quien enunció el Teore-
ma de Descomposición que lleva su nombre y que permitió clasificar como irreducible
una variedad riemanniana a partir de su grupo de holonomı́a. Mas tarde, fue Marcel
Berger quien contribuyó al desarrollo del estudio de la holonomı́a con la clasificación
de las posibles holonomı́as irreducibles y que posteriormente le permitió enunciar uno
de los resultados generales y avanzados más importantes de la geometŕıa riemanniana,
el denominado Teorema de holonomı́a de Berger [1].
Su importancia radica en el hecho de que este teorema permite saber cuáles son los
objetos geométricos paralelos en una variedad, a partir de cuáles son los objetos alge-
braicos, en el espacio tangente en un punto, que son invariantes por la holonomı́a.
La holonomı́a juega un rol importante en la geometŕıa riemanniana desde el punto de
vista de aplicaciones ya que muchas de las propiedades de una variedad riemanniana
M se pueden leer de su holonomı́a. Las dos más importantes son:
1. Teorema de De Rham: Sea M una variedad riemanniana, si existe un subes-
pacio propio de TpM que es invariante (por izquierda) bajo la acción del grupo de
holonomı́a, entonces M es localmente un producto de variedades riemannianas [2].
2. Teorema de holonomı́a de Berger-Simons: Sea M una variedad riemanniana
localmente irreducible. Si el grupo de holonomı́a Hol(M) de M actúa transitiva-
mente sobre la esfera (del tangente) entonces M es localmente simétrica [10].
El Teorema de De Rham da información de cuándo una variedad es localmente un
producto cartesiano, a partir de su grupo de holonomı́a. El teorema central en este
trabajo es el Teorema de holonomı́a de Berger (o Teorema de Berger-Simons) que es
una aplicación del llamado teorema de holonomı́a normal [11].
En la demostración de este teorema, Berger utilizó la clasificación de representaciones
irreducibles de grupos compactos. Años más tarde, James Simons [14] desarrolló una
prueba puramente algebraica de este hecho que elude la clasificación dada por Berger,
vi
pero es muy técnica e intrincada.
En este trabajo se hace una recopilación monográfica de la demostración hecha por
Carlos Olmos en el 2005 (consultar [10]), quien propone una prueba desde un punto de
vista algebraico pero sin desligarse del componente geométrico vinculando la holonomı́a
riemanniana con la holonomı́a normal.
La forma como se desarrolla este trabajo es la siguiente:
En el caṕıtulo 1, asumiendo un conocimiento general sobre la geometŕıa diferencial,
se presentan una recopilación de los resultados y definiciones principales que estarán
relacionados o referenciados en los capitulos posteriores, con el fin de unificar la no-
tación. Aśı, al definir la derivada de un campo vectorial sobre una variedad rieman-
niana, aparecen las nociones de conexión y de tensor de curvatura. Estos conceptos,
permiten definir un nuevo tensor que permitirá derivar campos normales a través de
una derivada covariante definida en el espacio normal a una variedad, llamado el tensor
de curvatura normal. Finalmente, se enuncian una serie de proposiciones que describen
propiedades algebraicas del tensor de curvatura normal y la derivada covariante normal
y que se conocen con los nombres de ecuaciones fundamentales para subvariedades.
El caṕıtulo 2 comienza con la definición de grupo de Lie presentando los ejemplos
clásicos de ellos. Con las traslaciones a izquierda y derecha definidas en un grupo de Lie
aparece la noción de álgebra de Lie. Los grupos de tranformaciones permiten el estudio
de una variedad desde el punto de vista algebraico, se tiene entonces los conceptos de
acción de un grupo sobre una variedad, la órbita de un punto p perteneciente a una
variedad M y el grupo de isotroṕıa alrededor de un punto de una variedad. También
se trabajan algunos resultados de los espacios simétricos y se define el concepto de
geodésicas y subvariedades totalmente geodésicas presentando el Teorema de Cartan
sobre la existencia de ellas. Finalmente, aparece el denominado transporte paralelo a
través de curvas que luego, permite dar las definiciones principales en este caṕıtulo
como lo son, el grupo de holonomı́a y el grupo de holonomı́a normal.
En el caṕıtulo 3 se enuncian y demuestran resultados intermedios que permiten tra-
bajar en detalle la demostración del Teorema de Berger. El caṕıtulo también presenta,
sin demostración, resultados recientes sobre el estudio de holonomı́a. Comienza con la
definición de variedad reducible que permite enunciar el Teorema de De Rham. A partir
de una propiedad local de una variedad, se muestra la relación existente entre el Teo-
rema de holonomı́a normal y Teorema algebraico de Berger-Rham. Teniendo presente
estos resultados, se enuncian los lemas y proposiciones (algunas con demostración) que
fueron utilizados por Olmos en la demostración sencilla pero eficaz del Teorema de
Berger-Simons, donde utiliza argumentos tanto geométricos como algebraicos simplifi-
cando la complejidad de las pruebas dadas por Berger (solo con conceptos geométricos)




Este caṕıtulo tiene como objetivo presentar la notación que será utilizada a lo largo del
trabajo y algunos resultados importantes ya conocidos de la geometŕıa riemanniana.
Los teoremas y definiciones que aparecen en este caṕıtulo se pueden encontrar de forma
más detallada y con sus respectivas demostraciones en [3] y [5].
1.1. Resultados Básicos
En esta sección, se presentaran algunas nociones básicas sobre variedades diferenciales
y se enunciarán (sin demostración) los resultados generales más relevantes, que poste-
riormente podrán ser utilizados en el desarrollo del trabajo.
Sea M una variedad diferenciable y f : M → R una función diferenciable. Es conocido
que el conjunto de funciones diferenciables de M en R forma un álgebra que será de-
notada por C∞(M,R).
Si p ∈M y f está definida alrededor de p, entonces
C∞(M, p) = {f : M → R tal que f es diferenciable en p ∈M y p ∈ Dom f}.
Cuando no sea necesario hacer referencia al punto p, solo se escribirá C∞(M).
Definición 1.1 Sea M una variedad diferenciable. Una curva sobre M es una apli-
cación diferenciable c : (−ε, ε) ⊂ R→M denotada por c(t), t ∈ (−ε, ε).
Sea c(0) = p ∈ M . El vector tangente a la curva c(t) en t = 0 es una función
c′(0) = v : C∞(M, p)→ R dada por




Un vector tangente en p es un vector tangente en t = 0 de alguna curva c(t) sobre M
con c(0) = p [5].
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Definición 1.2 Sea M una variedad diferenciable y p un punto en M . El espacio
tangente a M en p, denotado por TpM , se define como el conjunto de todas las apli-
caciones Xp : C
∞(M, p) → R que satisfacen para todo α, β ∈ R y f, g ∈ C∞(M, p) las
siguientes condiciones:
1. Xp(αf + βg) = α(Xpf) + β(Xpg).
2. Xp(fg) = (Xpf)g(p) + f(p)(Xpg).
Más aún, TpM con las operaciones definidas por:
1. (Xp + Yp)f = Xpf + Ypf
2. (αXp)f = α(Xpf)
forma un espacio vectorial que se llama espacio vectorial tangente a M en p [3].
Ejemplo 1.1 Es fácil ver que si M = Rn, entonces TpM ∼= Rn. De la misma manera,
si U es un subconjunto abierto de Rn y M = U entonces, TpM ∼= Rn.
Note que el operador Xp, es también un vector tangente a M en p que cumple que
c(0) = p y c′(0) = v y de esta forma, al operador Xp se le puede asociar el par (p, v).
Aśı que un vector v tangente a M en p es cualquier Xp ∈ TpM .
Definición 1.3 Un campo vectorial X sobre una variedad diferenciable M es una
correspondencia que asocia un vector Xp a cada punto p ∈M . Si f ∈ C∞(M), entonces
Xf es una función definida sobre M por (Xf)(p) = Xpf . Un campo vectorial X es
diferenciable si Xf es diferenciable para cada f ∈ C∞(M) [5].
Definición 1.4 Un campo vectorial X(t) a lo largo de una curva c(t) sobre M es una
aplicación diferenciable que asocia a cada t ∈ I un vector tangente X(t) ∈ Tc(t)M [5].
Proposición 1.1 Sean M y N dos variedades diferenciables y f : M → N una función
diferenciable. Dados un punto p ∈ M y c(t) una curva sobre M tal que c(0) = p y





es una aplicación lineal que no depende de la curva c(t).
Demostración: Puede consultar [5] en la página 9.
Observación 1.1: La aplicación lineal dfp dada en la proposición anterior se conoce
como la diferencial de f en p. Entonces, de la definición 1.2, dfp(X) = Xpf .
Una forma de tener todos los espacios tangentes, es considerar el haz tangente.
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Definición 1.5 Sea M una variedad diferenciable y E =
⋃
p∈M
TpM (la unión de planos
tangentes a M). Al particionar el producto cartesiano M × E en subconjuntos de la





llamado el haz (o fibrado) tangente de M [15].
Observación 1.2
1. Note que la aplicación Xp de la definición 1.2 también se puede ver como una
aplicación de M en el haz tangente TM , puesto que Xp es un par (p, v) donde
p = c(0) y v = c′(0) para alguna curva c(t) sobre M y el haz tangente
TM = {(p, v) : p ∈M, v ∈ TpM}.
2. Una forma de almacenar información sobre TM es considerando la aplicación
π : TM → M definida por π(p, v) = p (donde p = c(0) y v = c′(0) es el vector
velocidad de alguna curva c(t) sobre M) resulta ser diferenciable (ver [15]) y se
le llama proyección canónica.
3. En el lenguaje de la teoŕıa general de los fibrados, se dice que M es la base,
π−1(p) = {p}× TpM es la fibra sobre p y que π es la proyección del fibrado sobre
su base. Por abuso del lenguaje, se suele decir que la fibra sobre p es π−1(p) = TpM
siempre que no haya confusión sobre el punto al que se refiere [15].
El conjunto de campos vectoriales de clase C∞ sobre una variedad diferenciable M se
denotará por X(M).
Observación 1.3: X(M) tiene estructura de un álgebra sobre R porque satisface que:
1. X(M) tiene estructura de R-espacio vectorial.
2. Si f, g ∈C∞(M) y X∈X(M) entonces, (fX)(g) = f(Xg)
Además que si p ∈M , se escribirá (fX)p(g) = f(p)Xpg.
La demostración de este resultado se puede encontrar en [3], pág. 38.
Definición 1.6 Sean M una variedad diferenciable y X, Y ∈ X(M) dos campos vecto-
riales tangentes a M . El campo vectorial tangente definido como el operador lineal [, ]p
que aplica la función f ∈ C∞(M) en la función:
[X, Y ]pf = Xp(Y f)− Yp(Xf) = [XY − Y X]pf
se denomina corchete de Lie, bracket de Lie o simplemente bracket [5].
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Definición 1.7 Sean M y N dos variedades diferenciables y f : M → N una función
diferenciable. Se dice que f es una inmersión, si para todo p∈M se tiene que
dfp : TpM → Tf(p)N es una transformación lineal inyectiva. Además si f es una inmer-
sión y f :M→f(M)⊂N es un homeomorfismo, a f se le llama un encaje (donde la
topoloǵıa en f(M) es la topoloǵıa inducida por N) [5].
Si A⊂Rn y B⊂Rn son conjuntos abiertos, una aplicación f : A→ B se denomina un
difeomorfismo, si f es un homeomorfismo y tanto f como f−1 son de clase Cr (r > 1)
[3].
Definición 1.8 Sean M y M variedades diferenciables. Si M ⊂M y la función in-
clusión i : M →M es un encaje, se dice que M es una subvariedad de M [5].
Observación 1.4: Si M es una subvariedad de una variedad diferenciable M se tiene:
1. dimM ≤dimM (la igualdad se da cuando M está encajada en M).
2. Si U es un abierto de M , U puede tomar la estructura diferenciable naturalmente
de la de M , asi que U es una subvariedad abierta de M .
3. Si φ es un difeomorfismo de una variedad M , φ induce un automorfismo φ∗ del
álgebra de funciones diferenciables sobre M ; es decir, si f ∈ C∞(M,R) entonces,
φ∗(f) ∈ C∞(M,R). Este automorfismo está definido por φ∗(f)(p) = f(φ−1(p))
donde, (dφX)(φ∗f)=φ∗(Xf).
Entonces, se puede pensar una subvariedad como un subconjunto abierto dentro de otra
variedad que es a la vez, una variedad diferenciable. Además, note que una subvariedad
está encajada si y sólo si su topoloǵıa es la inducida del espacio ambiente.
Ejemplo 1.2 El grupo general lineal real (o grupo de los automorfismos lineales) for-
mado por todas las matrices n× n no singulares dado por:
GL(n,R) = {A ∈M(n,R) : det(A) 6= 0}
es una subvariedad de M(n,R).
Basta ver que GL(n,R) es un abierto de M(n,R) y que por lo tanto tiene estructura de
variedad diferenciable (n2-dimensional).
Para ver que GL(n,R) es un conjunto abierto, se puede considerar la aplicación de-
terminante det(·) : M(n,R) → R que por ser una función polinómica dependiente de
las entradas aij de A, es una función continua, entonces GL(n,R) es el complemento




En esta sección, se mencionarán sin demostración, algunos resultados sobre variedades
riemannianas. El lector interesado en conocer con más detalle tales resultados, puede
consultar en la cita bibliográfica correspondiente.
El objetivo de esta sección es introducir los conceptos de variedad riemanniana, isometŕıa
e inmersión isométrica; que serán utilizados en el caṕıtulo final aśı como también los
conceptos de conexión y derivada covariante junto con algunas de sus propiedades.
Definición 1.9 Una variedad riemanniana M es una variedad diferenciable junto
con un producto interno 〈, 〉p en cada espacio tangente TpM de M [13].
Además se asumirá que 〈, 〉p vaŕıa suavemente, esto significa que para cualquier par
de campos vectoriales diferenciales X, Y , el producto interno 〈Xp, Yp〉p es una función
suave de p que es a su vez una forma diferenciable 〈, 〉 simétrica, bilineal y definida
positivamente.
La forma diferencial 〈, 〉 se le denomina también métrica riemanniana [3].
En general, se escribirá 〈X, Y 〉 sin referenciar el punto, teniendo presente que 〈, 〉 se
puede evaluar en cada punto p ∈M donde X y Y estén definidos.
Ejemplo 1.3 El ejemplo más simple de variedad riemanniana es Rn. La estructura
canónica está definida identificando el haz tangente Rn × Rn ∼= TRn v́ıa la aplicación
(p, v)→ velocidad de la curva c(t) = p+ tv en t = 0. El producto interno está definido
por 〈(p, v); (p, w)〉 = v · w.
Definición 1.10 Sean M y N variedades riemannianas. Si f : M → N es un difeo-
morfismo, f se llama una isometŕıa (riemanniana) si para todo p∈M , se verifica:
〈u, v〉p = 〈dfp(u), dfp(v)〉f(p) (1.1)
para todos los u, v∈TpM [5].
El conjunto de todas las isometŕıas de Rn forma un grupo que se llama el grupo de las
isometŕıas lineales de Rn, denotado por I(Rn). Asi mismo, I(M) denotará el grupo de
isometŕıas lineales f : M →M de la variedad M .
Nótese entonces que en Rn, el grupo I(Rn) está formado por las traslaciones, las rota-
ciones y las reflexiones. Es conocido que este grupo está representado por un subgrupo
del grupo general lineal GL(n,R), el grupo ortogonal O(n).
Definición 1.11 Sean M y N variedades riemannianas, una aplicación diferenciable
f : M → N es una isometŕıa local en p ∈M si existe una vecindad U ⊂M de p tal
que f : U → f(U) es un difeomorfismo que satisface la ecuación (1.1) ∀p∈U , [5].
Es decir que; la función f : M → N es una isometŕıa local, si para cada p ∈ M ,
dfp : TpM → Tf(p)N es una isometŕıa.
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Es común decir que una variedad riemanniana M es localmente isométrica a una
variedad riemanniana N , si para cada p ∈ M existe una vecindad U de p en M y una
isometŕıa local f : U → f(U) ⊂ N .
Note que si N es una variedad diferenciable que tiene estructura riemanniana y
f :M → N es una inmersión; f induce una estructura riemanniana sobre M al definir
para u, v ∈ TpM ,
〈u, v〉p = 〈dfp(u), dfp(v)〉f(p)
ya que dfp es inyectiva y 〈, 〉p es definida positivamente. Esta métrica se llama métrica
inducida por f y a la función f se le llama inmersión isométrica, es decir,
Definición 1.12 Una inmersión isométrica entre dos variedades riemannianas M
y N , es una inmersión f : M → N tal que para todo p ∈M , dfp es una isometŕıa entre
los espacios tangentes TpM y Tf(p)N [5].
En tal caso se dice que M es una subvariedad riemanniana inmersa de N .
Ejemplo 1.4 Sea O(n) el grupo ortogonal visto como subvariedad de Rn×n con la métri-
ca inducida 〈A,B〉 = traza(ATB) donde A,B ∈ O(n).
Def́ınase la aplicación LA : O(n)→ O(n) dada por LA(B) = AB, entonces se tiene que
dLA es lineal, puesto que:
dLA(B + C) = A(B + C)A = ABA+ ACA = dLA(B) + dLA(C) y
dLA(λB) = A(λB)A = λABA = λdLA(B).
Aśı mismo es fácil ver que dLA es inyectiva, ya que el núcleo de dLA es la matriz nula.
Por tanto, LA es una isometŕıa.
Observe que la diferencial (dLA)B : TBO(n)→ TBO(n) de LA está definida por
(dLA)B(BA) = ABA y entonces:




Luego LA es una inmersión isométrica para cada A ∈ O(n).
Definición 1.13 Sea N una variedad riemanniana. Un espacio conexo M se llama
espacio cubrimiento sobre N con proyección P : M → N si para cada p ∈ N
se tiene un abierto U tal que cada componente conexa de P−1(U) es abierta en M y
está aplicada homeomorficamente sobre U por P . Si M es simplemente conexo, se le
llama espacio cubrimiento universal [3].
En particular, si M y N variedades riemannianas de la misma dimensión y F : M → N
es una inmersión; entonces cualquier métrica riemanniana sobre N induce una métrica
riemanniana sobre M , haciendo de F una inmersión isométrica llamada cubrimiento
riemanniano.
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Como dimM=dimN , F es una isometŕıa local, es decir; para cada p ∈ M existe una
vecindad U de p en M tal que F |U : U → F (U) es una isometŕıa riemanniana [13].
El más importante y a menudo menos comprendido objeto de la geometŕıa riemanniana
es la conexión y su función como diferenciación covariante. Además permite definir el
concepto central de la geometŕıa riemanniana: la curvatura.
Definición 1.14 Una conexión af́ın ∇ sobre una variedad diferenciable M es una
aplicación ∇ : X(M)×X(M)→ X(M) denotada por (X, Y )→ ∇XY que satisface para
todos los X, Y, Z ∈ X(M) y todas las f, g ∈ C∞(M) las siguientes propiedades:
1. ∇fX+gYZ = f∇XZ + g∇YZ
2. ∇X(Y + Z) = ∇XY +∇XZ
3. ∇XfY = f∇XY +X(f)Y [5].
Dada una curva diferenciable c : [0, 1] 7−→M sobre una variedad M , existe un operador
derivada covariante D
dt
a lo largo de c(t) que aplica campos vectoriales tangentes de M
a lo largo de c(t) en campos vectoriales tangentes de M también a lo largo de c(t) de
la siguiente manera:
Proposición 1.2 Sea M una variedad diferenciable con una conexión af́ın ∇, existe
una única correspondencia que asocia a un campo vectorial X a lo largo de una curva
diferenciable c(t) sobre M otro campo vectorial D
dt
X(t) a lo largo de la curva c(t), llama-
da la derivada covariante de X a lo largo de la curva c(t), que está completamente
determinada por las siguientes propiedades:
1. D
dt









X + f D
dt
X donde f ∈C∞(M).
3. D
dt
Y (c(t)) = ∇c′(t)Y para todo Y ∈X(M).
Una prueba de esta proposición aparece en [5] en la pág. 50.
Observación 1.5: Si c(t) = p es una curva constante y X es un campo vectorial a lo




X donde la derivada del lado izquierdo es la derivada
usual en TpM .
Puesto que D
dt
Y es un vector en TpM , se define una nueva aplicación de TpM en TpM ,
Xp → DdtY |t=0 donde la imagen de Xp será denotada por ∇XpY a lo largo de cualquier
curva c(t) con c(0) = p y dc
dt
|t=0 = Xp, como se verá en el siguiente teorema.
Teorema 1.1 (Fundamental de la geometŕıa riemanniana) Sea M una subvariedad de
Rn. Para cualquier campo vectorial tangente Y de clase Cr sobre M , se tiene en cada
punto p ∈ M una aplicación lineal Xp → ∇XpY de TpM → TpM con las siguientes
propiedades:
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1. Si X y Y son campos vectoriales de clase Cr sobre M , entonces ∇XY definido
por (∇XY )p = ∇XpY es un campo vectorial sobre M de clase Cr−1.
2. Si f es una función diferenciable definida en una vecindad de p, la aplicación
TpM × X(M)→ TpM dada por (Xp, Y )→ ∇XpY es bilineal en Xp y Y ,
∇Xp(fY ) = (Xpf)Yp + f(p)∇XpY (Regla de Leibnitz).
3. Si X, Y ∈ X(M) entonces [X, Y ] = ∇XY −∇YX.
4. Si Y1, Y2 son campos vectoriales y 〈Y1, Y2〉 es su producto interno, entonces
Xp〈Y1, Y2〉 = 〈∇XpY1, Y2p〉+ 〈Y1p ,∇XpY2〉.
La demostración de este teorema puede consultarse en [3] pág. 315.
De manera más general, se tiene
Teorema 1.2 Dada una variedad riemanniana M , existe una única conexión af́ın (la
conexión de Levi-Civita) ∇ sobre M tal que para todos los X, Y, Z ∈ X(M), satisface
las siguientes propiedades:
1. Z〈X, Y 〉 = 〈∇ZX, Y 〉+ 〈X,∇ZY 〉 (Compatibilidad de ∇ con la métrica).
2. ∇XY −∇YX = [X, Y ] (Simetŕıa de ∇).
Una prueba de este teorema aparece en [5] en la pág. 69.
Del teorema anterior se tiene que, si X, Y, Z ∈ X(M), la conexión de Levi-Civita puede
ser computada por la conocida fórmula de Kozul
2〈∇XY, Z〉 = X〈Y, Z〉+ Y 〈Z,X〉 − Z〈X, Y 〉
+ 〈[X, Y ], Z〉 − 〈[X,Z], Y 〉 − 〈[Y, Z], X〉.
que relaciona la compatibilidad de ∇ con la métrica y su simetŕıa.
Lema 1.1 Sea M una variedad riemanniana y ∇ una conexión sobre M . Si p ∈ M ,
v ∈ TpM , y X, Y son campos vectoriales sobre M tales que X = Y en una vecindad U
de p, entonces ∇vX = ∇vY .
Demostración: Sea λ : M → M tal que λ ≡ 0 sobre M − U y λ ≡ 1 en una vecindad
de p. Entonces λX = λY sobre M . Asi, ∇vλX = ∇vX puesto que dλp = 0 y λ(p) = 1.
En particular,
∇vX = ∇vλX = ∇vλY = ∇vY.
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1.3. Las Ecuaciones Fundamentales de Primer
Orden para Subvariedades
El objetivo de esta sección es, obtener las ecuaciones fundamentales de primer orden
(la segunda forma fundamental, el operador de forma y la conexión normal) que son
la principal herramienta para el estudio de subvariedades. Esta ecuaciones pueden ser
generalizadas a cualquier variedad riemanniana como espacio ambiente (más informa-
ción la encuentra en [2] en el caṕıtulo 2).
Sea M una subvariedad de una variedad riemanniana M y sean ∇ la conexión sobre
M y ∇ la conexión sobre M . Sean X y Y campos vectoriales sobre M . Por el teorema
1.2, si la derivada covariante ∇YX satisface las condiciones del teorema fundamental,
entonces X, Y pueden ser extendidos a campos vectoriales sobre M de tal forma que
∇YX = ∇YX como muestra el lema 1.1. En adelante se supondrá que tal extensión ya
está hecha y por tanto, se introducirán nuevos śımbolos.
En la sección 1.1, dada una variedad diferenciable M se definió el concepto de haz
tangente TM (definición 1.5) y se observó que la proyección π : TM → M dada por
π(p, v) = p pod́ıa caracterizar el espacio tangente a la variedad como π−1(p) = TpM ; de
tal forma que se puede obtener una colección de espacios vectoriales {π−1(p) : p ∈M}.
De donde se deriva un nuevo concepto, haz vectorial.




cada π−1(p) es un espacio vectorial; más exactamente,
Definición 1.15 Sean N y M variedades diferenciables y π : N → M una aplicación
inyectiva continua. La tripla (N,M, π) se llama un haz vectorial diferenciable de
dimensión n sobre M si:
1. Para cada p ∈M , la fibra Np = π−1(p) es un espacio vectorial n-dimensional.
2. Para cada p ∈M , existe un par (π−1(U), ϕ) donde π−1(U) es la preimagen de un
abierto U de p y ϕ : π−1(U) → U × Rn es un homeomorfismo tal que para todo
q ∈ U la aplicación ϕq = ϕ|Eq : Eq → {q} × Rn es un isomorfismo de espacios
vectoriales, donde Eq = {q} × TqM [3].
Cuando se cambia la condición de ser espacio vectorial por la condición de ser grupo,
lo que se obtiene es un haz principal (ver la definición 2.27).
Definición 1.16 Sea M una variedad diferenciable. Si π :E→M es un haz vectorial,
se dice que α : M → E es una sección del haz (E,M, π) si (π◦α)(p) = p para cada
p ∈M . [3].
Note que si α es una sección, entonces α(p) = (p, β(p)) donde β(p) ∈ π−1(p). Muchas
veces se considera una sección como una función que asigna a cada punto p ∈ M un
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elemento en el espacio vectorial π−1(p), por ejemplo un campo vectorial tangente sobre
M es una sección de TM .
La métrica riemanniana sobre M induce de manera natural una métrica riemanniana
sobre M ; además, también induce a lo largo de M una división ortogonal de TM ,
TM |M = TM ⊕ ν(M)
donde ν(M) es un haz vectorial llamado el haz normal de M .
La fibra en p ∈M de ν(M) es el espacio normal en p y se denota por νp(M). Esta fibra
también es caracterizada por νp(M) = (TpM)
⊥. Más precisamente se tiene:
Definición 1.17 Sea M una variedad riemanniana y M una subvariedad de M . Para
cada p ∈M se define el haz normal νp(M) de M en p por:
νp(M) = {v ∈ TpM : 〈v, w〉M = 0 ∀w ∈ TpM} [3].






Las secciones del haz normal también son campos vectoriales denominados campos
vectoriales normales a M y serán denotados por ξ ó η.
Nótese que para cada p ∈M , νp(M) = (TpM)⊥ pues la proyección canónica es π(v) = p
si v ∈ TpM . El conjunto de secciones del haz normal será denotado por C∞(ν(M)).
Ecuaciones fundamentales de primer orden
De forma análoga a la geometŕıa de la variedad ambiente M , se pueden definir conceptos
semejantes en la subvariedad M . Se tiene que si c : [a, b] → M es una curva en una
subvariedad N ⊂M y ξ(t) un campo de vectores normales a M definido a lo largo de
c(t), entonces la derivada covariante normal a lo largo de la curva c(t) se define como







Al descomponer ∇XY en su parte tangente (∇XY )T y su parte normal (∇XY )⊥, la
conexión de Levi-Civita ∇ (inducida) en M está dada por:
(∇XY )T = ∇XY. (1.2)
Aśı, para derivar tensores que involucren variables tanto tangentes como normales se
usará la notación ∇ para variables tangentes y ∇⊥ para variables normales.
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Definición 1.18 Sea ξ un campo vectorial normal sobre M y X un vector tangente a





La derivada normal en espacios euclidianos induce de forma natural, una métrica o
conexión ∇ sobre el haz normal de la subvariedad, la cuál es llamada conexión normal.
Sea ξ ∈ C∞(ν(M)), entonces al descomponer ∇Xξ en sus partes normal y tangencial,
se tiene que la parte normal induce una conexión ∇⊥ sobre ν(M) de la siguiente forma:
Definición 1.19 Sea M uns variedad riemanniana. El haz normal ν(M) tiene asociada
una conexión llamada la conexión normal, ∇⊥ : X(M)×C∞(ν(M))→ C∞(ν(M))
definida por (X, ξ)→ ∇⊥Xξ = (∇Xξ)⊥ [2].
Proposición 1.3 La conexión normal ∇⊥ satisface para cada X∈X(M), f ∈C∞(ν(M))
y ξ, η∈C∞(ν(M)) las siguientes propiedades:
1. ∇⊥ es R− bineal
2. ∇⊥fXξ = f∇⊥Xξ
3. ∇⊥Xfξ = f∇⊥Xξ +X(f)ξ
4. X〈ξ, η〉 = 〈∇⊥Xξ, η〉+ 〈ξ,∇⊥Xη〉.
Definición 1.20 Sean X, Y ∈ X(M), se define α(X, Y ) = (∇XY )⊥ como un campo
vectorial sobre M normal a M llamado la segunda forma fundamental [2].
De la definición anterior y la ecuación (1.2) se obtiene la siguiente descomposición
ortogonal de ∇
∇XY = ∇XY + α(X, Y ) (1.3)
llamada la fórmula de Gauss.
Proposición 1.4 Sean X, Y ∈ X(M) y ∇ la conexión en M ; entonces utilizando el
teorema 1.1.3 se tiene,
∇XY −∇YX = [X, Y ] ∈ X(M) (1.4)
y por tanto, la segunda forma fundamental es simétrica, esto es:
α(X, Y ) = α(Y,X).
Demostración: De la ecuación (1.1.3) se tiene:
α(X, Y ) = ∇XY −∇XY (1.5)
α(Y,X) = ∇YX −∇YX (1.6)
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entonces al restar la expresión (1.6) de (1.5)
α(X, Y )− α(Y,X) = ∇XY −∇XY −∇YX +∇YX
= (∇XY −∇YX)− (∇XY −∇YX)
= [X,Y ]− [X, Y ]
= [X, Y ]− [X, Y ]
= 0.
Puesto que [X,Y ] = [X, Y ] sobre M ; por tanto, α(X, Y ) = α(Y,X)
Definición 1.21 Sea ξ ∈ C∞(ν(M)), al descomponer ∇Xξ en sus componentes normal
y tangencial se tiene,
∇Xξ = ∇⊥Xξ − AξX (1.7)
esta ecuación es conocida como la fórmula de Weingarten, donde AξX = −(∇Xξ)T
se llama el operador de forma (o de Weingarten) de M en dirección ξ [2].
Observación 1.6: Note que como α(X, Y ) = ∇XY −∇XY entonces al despejar AξX
de la ecuación (1.7):
AξX = ∇⊥Xξ −∇Xξ = (∇Xξ)⊥ −∇Xξ = −(∇Xξ)T .
Proposición 1.5 Sean X, Y ∈X(M) y ξ ∈C∞(ν(M)). El operador de forma dado en
la ecuación (1.7) es simétrico, es decir:
〈AξX, Y 〉 = 〈X,AξY 〉.
Demostración: Por las hipótesis dadas se tiene que 〈ξ,X〉 = 〈ξ, Y 〉 = 0, entonces por






















































ya que el bracket de dos campos tangentes a una subvariedad M es tangente a M ,





























= 0 entonces, 〈AξX, Y 〉 = 〈AξY,X〉
Por la proposición anterior, se tiene que para cada p ∈ M el endomorfismo Aξ(p) no
depende de la extensión de ξ(p) a un campo vectorial normal. Por tanto se puede definir
el operador de forma con respecto a cualquier vector normal de M .
Proposición 1.6 Sean X, Y ∈X(M) y ξ∈C∞(ν(M)). La segunda forma fundamental
α y el operador de forma están relacionados por la expresión:
〈α(X, Y ), ξ〉 = 〈AξX, Y 〉 (1.8)
Demostración: De las hipótesis dadas se tiene que 〈Y, ξ〉 = 0, entonces ∇X 〈Y, ξ〉 = 0.
Por la compatibilidad de ∇ con la métrica:









y como en la ecuación (1.3) se tiene que ∇XY = ∇XY + α(X, Y ). Entonces al
reemplazar en la expresión (1.9):





y por (1.7) ∇Xξ = ∇⊥Xξ − AξX. Por lo tanto:





Como ∇XY ∈ X(M) y ∇⊥Xξ ∈ ν(M), entonces:
〈α(X, Y ), ξ〉 − 〈Y,AξX〉 = 0 y de aqúı que, 〈α(X, Y ), ξ〉 = 〈AξX, Y 〉
1.4. Las Ecuaciones Fundamentales de Segundo
Orden para Subvariedades
Es conocido que [X, Y ] es un campo vectorial que mide la conmutatividad del orden de
diferenciación, por lo que es natural preguntarse qué pasa con las derivadas ∇X y ∇Y
de un campo vectorial Z sobre una variedad riemanniana M con respecto a los campos
X y Y .
En general, ∇X(∇YZ)−∇Y (∇XZ) 6= 0 y se tiene un nuevo campo vectorial sobre M
que puede ser pensado de manera semejante a [X, Y ]. Él mide la no conmutatividad de
las derivadas de funciones [X, Y ] y se llama curvatura. Más aún, cualquier conexión so-
bre una variedad genera un operador que mide en cierta forma, qué relación hay con la
conexión estandar de Rn, tal operador es llamado tensor de curvatura, el cuál dirá que
tan plana es la variedad M .
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En adelante, M será una subvariedad encajada en una variedad riemanniana M , R el
tensor de curvatura que actúa sobre campos vectoriales tangentes a la variedad rieman-
niana M y R denotará el tensor de curvatura en M .
Definición 1.22 El operador de curvatura de una variedad riemanniana M es una
correspondencia R : X(M)× X(M)→ X(M) que asocia a cada par X, Y ∈ X(M) otro
campo vectorial R(X, Y ) definido por:
R(X, Y )Z = ∇X∇YZ −∇Y∇XZ −∇[X,Y ]Z
donde Z ∈ X(M) y ∇ es la conexión riemanniana de M [5].
Proposición 1.7 El operador de curvatura R de una variedad riemanniana tiene las
siguientes propiedades:
1. R es bilineal en X(M)×X(M), para todo f, g ∈ C∞(M) y X1, X2, Y1, Y2 ∈ X(M):
R(fX1 + gX2, Y1) = fR(X1, Y1) + gR(X2, Y1)
R(X1, fY1 + gY2) = fR(X1, Y1) + gR(X1, Y2)
2. Para X, Y ∈X(M) arbitrarios y f ∈ C∞(M) el operador de curvatura es lineal,
R(X, Y )(Z +W ) = R(X, Y )Z +R(X, Y )W
R(X, Y )fZ = fR(X, Y )Z.
Demostración: Consultar [13] en la pág 33.
Definición 1.23 El tensor de curvatura de Riemann es una aplicación
R : X(M)× X(M)× X(M)× X(M)→ C∞(M)
definida por R(X, Y, Z,W ) = 〈R(X, Y )Z,W 〉 para todo X, Y, Z,W ∈ X(M) [5]
Proposición 1.8 (Identidades algebraicas de Bianchi) El tensor de curvatura rieman-
niana R satisface para todos los X, Y, Z,W ∈ X(M) las siguientes igualdades:
1. Identidades algebraicas de curvatura
〈R(X, Y )Z,W 〉 = −〈R(Y,X)Z,W 〉 = −〈R(X, Y )W,Z〉 = −〈R(Z,W )X, Y 〉
2. R(X, Y )Z +R(Y, Z)X +R(Z,X)Y = 0 (primera identidad de Bianchi)
3. (∇XR)(Y, Z)W + (∇YR)(Z,X)W + (∇ZR)(X, Y )W = 0 (segunda identidad de
Bianchi)
Demostración: Puede consultar [13] en la pág 33. 
Ecuaciones fundamentales de segundo orden
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Como es conocido, del tensor de curvatura R se pueden derivar varios y diferentes
conceptos de curvatura, a saber, curvatura media y curvatura de Gauss entre otros.
Las ecuaciones de Codazzi y Ricci son importantes para el estudio de subvariedades de
los llamados espacios con curvatura constante, ya que ellas son expresiones algebraicas
que relacionan las curvaturas del haz tangente y del haz normal, respectivamente, con
la segunda forma fundamental de la inmersión.
Definición 1.24 Sean M una variedad riemanniana, p ∈ M y π un subespacio 2-
dimensional de TpM dotado de una métrica riemanniana 〈, 〉. La curvatura seccional
κ para el subespacio π en el punto p ∈M se define por el número real:
κ(π) = R(X, Y,X, Y ) = 〈R(X, Y )Y,X〉
donde {X, Y } es una base ortonormal de π [5].
Definición 1.25 Sea M una variedad riemanniana. Si la curvatura seccional κ es
constante para cada p ∈M y para todos los planos π en TpM , entonces M se denomina
espacio con curvatura constante [5].
Un espacio con curvatura constante κ también se llama espacio forma, [2].
Las variedades riemannianas que tienen curvatura seccional constante jugaron un papel
importante en el desarrollo de la geometŕıa diferencial; una importante propiedad que
se demostró sobre ellas, es que tienen un gran número de isometŕıas locales.
Los espacios más conocidos con curvatura seccional constante κ son el espacio eucĺıdeo
Rn con κ = 0 y la esfera unitaria Sn ⊂ Rn+1 con κ = 1. Más detalles de estos espacios
se encuentran en [5] en el caṕıtulo 8.
Proposición 1.9 El tensor de curvatura riemanniana de un espacio forma con cur-
vatura constante κ está dado por:
R(X, Y )Z = κ(〈Y, Z〉X − 〈X,Z〉Y ).
Demostración: Ver [5] en la pág. 96.
La derivada covariante de la segunda forma fundamental y el operador de forma están
caracterizados por las fórmulas siguientes:
(∇XA)ξY = ∇X(AξY )− A∇⊥XξY − Aξ(∇XY ) (1.10)
(∇Xα)(Y, Z) = ∇⊥Xα(Y, Z)− α(∇XY, Z)− α(Y,∇XZ). (1.11)
Las dos derivadas covariantes anteriores están relacionadas por las siguientes ecuaciones
〈(∇⊥Xα)(Y, Z), ξ〉 = 〈(∇XA)ξY, Z〉 = 〈(∇XAξ)Y, Z〉 − 〈A∇⊥XξY, Z〉.
Proposición 1.10 La segunda forma fundamental y el operador de forma se relacionan
mediante las siguientes derivadas:
〈(∇Xα)(Y, Z), ξ〉 = 〈(∇XA)ξY, Z〉 . (1.12)
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Demostración: Puede consultar [2] pág 11.
Si R y R son los tensores de curvatura de las variedades riemannianas M y M respec-
pectivamente, se puede relacionar estos tensores con los invariantes extŕınsecos A, ∇⊥
y α ya definidos en las primeras ecuaciones fundamentales. Si X, Y, Z ∈ X(M), usando
las fórmulas de Gauss (1.3) y Weingarten (1.7) se tiene:
Proposición 1.11 Sea M una subvariedad de una variedad riemanniana M , A el
operador de forma, α la segunda forma fundamental y ∇⊥ la conexión normal. Si
X, Y, Z ∈ X(M) entonces:
R(X, Y )Z = R(X, Y )Z − Aα(Y,Z)X + Aα(X,Z)Y + (∇⊥Xα)(Y, Z)− (∇⊥Y α)(X,Z).
Demostración: Usando las fórmulas de Gauss (1.3) y Weingarten (1.7) se tiene
R(X, Y )Z = ∇X∇YZ −∇Y∇XZ −∇[X,Y ]Z
= ∇X(∇YZ + α(Y, Z))−∇Y (∇XZ + α(X,Z))
+ −(∇[X,Y ]Z + α([X,Z], Z))
= ∇X∇YZ + α(X,∇YZ)− Aα(Y,Z)X +∇⊥Xα(Y, Z)
− ∇Y∇XZ + α(Y,∇XZ)− Aα(X,Z)Y +∇⊥Y α(X,Z)
− ∇X,YZ − α(∇XY, Z) + α(∇YX, z)
= R(X, Y )Z − Aα(Y,Z)X + Aα(X,Z)Y
+ (∇⊥Xα)(Y, Z)− (∇⊥Y α)(X,Z).
Cuando M es un espacio forma, la componente tangencial se calcula como:
(R(X, Y )Z)T = κ(〈Y, Z〉X − 〈X,Z〉Y ) = R(X, Y )Z − Aα(Y,Z)X + Aα(X,Z)Y (1.13)
(esta relación es conocida como la ecuación de Gauss).
y la componente normal da como resultado:
(R(X, Y )Z)⊥ = (∇⊥Xα)(Y, Z)− (∇⊥Y α)(Y, Z) = 0. (1.14)
(Esta última ecuación es conocida como la ecuación de Codazzi).
De esta forma se tiene que R(X, Y )Z = (R(X, Y )Z)T + (R(X, Y )Z)⊥.
Si W es otro campo vectorial sobre M , la ecuación de Gauss se reescribe como:
κ(〈Y, Z〉 〈X,W 〉 − 〈X,Z〉 〈Y,W 〉) =
〈R(X, Y )Z,W 〉 − 〈α(X,Z), α(Y,W )〉+ 〈α(Y, Z), α(X,W )〉 .
Si ξ es un campo vectorial normal, la ecuación de Codazzi se reescribe como:
〈(∇XA)ξY, Z〉 − 〈(∇YA)ξX,Z〉 = 0.
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En forma similar como en el caso del haz tangente se puede introducir para la conexión
normal, una noción de curvatura en el haz normal. Usando de nuevo las fórmulas de
Gauss y Weingarten se obtiene:
0 = R(X, Y )ξ = ∇X∇Y ξ −∇Y∇Xξ −∇[X,Y ]ξ.
Aplicando propiedades de la conexión y simplificando términos se llega a:
0 = (∇YA)ξX − (∇XA)ξY +R⊥(X, Y )ξ + α(AξX, Y )− α(X,AξY )
por tanto, se tiene la siguiente definición:
Definición 1.26 Sea M una variedad riemanniana ξ ∈ C∞(ν(M)) y X, Y campos
vectoriales tangentes a M . El tensor de curvatura del haz normal de M con
respecto a la conexión normal denotado por R⊥, se define como:
R⊥(X, Y )ξ = ∇⊥X∇⊥Y ξ −∇⊥Y∇⊥Xξ −∇⊥[X,Y ]ξ [2]
Note que R⊥(X, Y ) = −R⊥(Y,X) aśı que R⊥ es un endomorfismo antisimétrico del
espacio normal.
Si ξ, η ∈ C∞(ν(M)), una tercera ecuación importante que se obtiene en un espacio
forma es:
〈R⊥(X, Y )ξ, η〉 = 〈[Aξ, Aη]X, Y 〉. (1.15)
que conocida como la ecuación de Ricci, donde [Aξ, Aη] = AξAη − AηAξ.
Las ecuaciones de Codazzi y Ricci son particularmente importantes para subvariedades
en espacios con curvatura constante, puesto que adoptan una forma más simple:
(∇Xα)(Y, Z) = (∇Y α)(X,Z) (ecuación de Codazzi)
([Aξ, Aη]X, Y ) = 〈R⊥(X, Y )ξ, η〉 (ecuación de Ricci)
Ya que α es simétrica, la ecuación de Codazzi implica que ∇Y α es simétrico en todas
sus variables.
Definición 1.27 Una variedad riemanniana M se llama plana si es localmente isomé-
trica al espacio eucĺıdeo, es decir; si cada punto tiene una vecindad W que es isométrica
a un abierto U de Rn con su métrica eucĺıdea [2].
Aśı mismo, se dice que M tiene haz normal plano si R⊥ ≡ 0 (i.e. el tensor de curvatura
riemanniano de M es idénticamente cero).
En un espacio forma, la ecuación de Ricci (1.15) implica el siguiente hecho:
Proposición 1.12 Sea M una variedad riemanniana. El haz normal ν(M) es plano si
y solo si, para cada p ∈M , la familia {Aξ : ξ ∈ νp(M)} es una familia conmutativa de
endomorfismos simétricos de TpM .
Demostración: Puede encontrar una referencia de su demostración en [2].
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Proposición 1.13 Una variedad riemanniana M tiene curvatura seccional constante
e igual a cero si y solo si M es plana.
Demostración: Puede ser consultada en [8] en la pág. 119.
En el caso de subvariedades de espacios forma, la interpretación geométrica de la
ecuación de Ricci es que el tensor de curvatura normal mide la conmutatividad del
operador de forma. Una relación no algebraica es dada por la ecuación de Codazzi para
la cual se necesita diferenciar la segunda forma fundamental considerada como un ten-
sor. La interpretación geométrica de un haz normal plano es que el transporte paralelo
(se definirá en el siguiente caṕıtulo) con respecto a ∇⊥ de vectores normales a lo largo
de curvas cerradas en un punto p ∈M depende solo de la clase homotópica de la curva,




El Grupo de Holonomı́a
Luego de que Sophus Lie hiciera el descubrimiento de los grupos (continuos) de transfor-
maciones (ahora llamados grupos de Lie), llegó a ser claro que se teńıa muchos modelos
interesantes de geometŕıas. A partir de esto; se lograron clasificar los espacios con cur-
vatura constante cuyo ejemplo más sencillo son los espacios simétricos.
Posteriormente, fué Elie Cartan quien mostró su interés en trabajar con estos espacios,
y basado en los trabajos de Killing sobre clasificación de álgebras de Lie simples com-
plejas, logra clasificar todas las álgebras de Lie simples reales. Con la ayuda de esto y
de diferentes caracterizaciones de los espacios simétricos, Cartan, a mediados de 1920
logró clasificarlos (ver [13]).
Más tarde fué Marcel Berger el que se interesó en la teoŕıa de clasificación dada por
Cartan; en su trabajo, relacionó el álgebra con la geometŕıa dando paso a los llama-
dos grupos de holonomı́a, los cuales se pueden definir a través del transporte paralelo.
Matemáticos como Calabi, Yau, Di Scala y Olmos (para citar algunos) recientemente
han dedicado sus estudios al desarrollo de esta parte de la geometŕıa y se ha encontrado
que muchas propiedades de las variedades riemannianas se pueden leer de su grupo de
holonomı́a (consultar [1], [11] y [14]).
2.1. Grupos y Álgebras de Lie
En esta sección se enunciaran los conceptos de grupo de Lie y de espacio vectorial
invariante a izquierda (y a derecha). Se presentarán algunos resultados generales sobre
grupos de Lie y sus propiedades mostrando algunos ejemplos; a partir de esto, se define
el concepto de álgebra de Lie.
Grupo Monoparamétrico
Recuerde que un difeomorfismo de una variedad M en otra variedad N es un homeo-
morfismo ϕ tal que ϕ y ϕ−1 son diferenciables. Un difeomorfismo de M en M se llama
una transformación diferenciable (o simplemente transformación) de M .
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Definición 2.1 Sea M una variedad diferenciable y X un campo vectorial sobre M .
Una curva c(t) en M se llama curva integral de X si para cada t el vector c′(t) = Xc(t)
es tangente a la curva c(t) en c(0) = p [7].
Definición 2.2 Sea M una variedad diferenciable. Un grupo 1-paramétrico (o
monoparamétrico) de transformaciones diferenciables de M es una aplicación
ψ : R×M →M denotada por ψt(p) que satisface las siguientes condiciones:
1. Para cada t ∈ R, ψt : p→ ψt(p) es una transformación de M (en t y en p).
2. Para todo t, s ∈ R y p ∈M , ψt+s(p) = ψt(ψs(p)) = (ψt ◦ ψs)(p).
Ejemplo 2.1 El subgrupo 1-paramétrico de GL(3,R) está dado por la matriz
A =
 cos t sen t 0− sen t cos t 0
0 0 et

Cada grupo 1-paramétrico de transformaciones ψt induce un campo vectorial X de la
siguiente manera:
Para cada p ∈ M , Xp es el vector tangente a la curva c(t) = ψt(p) llamada la órbita
de p en ψ0(p) = p (La órbita ψt(p) es una curva integral de X que comienza en p).





Note que el ĺımite siempre existe porque ψt(p) es diferenciable en t y en p.
Definición 2.3 Se dice que f ∈ C∞(M) es invariante por ψt si y solo si f es
constante en la órbita ψt (es decir, Xf = 0) [13].
Un grupo local 1-paramétrico de transformaciones locales puede ser definido en la misma
forma, excepto que ψt(p) está definido solo para t en una vecindad de 0 y p en un
conjunto abierto de M ; más precisamente,
Definición 2.4 Sea Iε el intervalo (−ε, ε) y U un abierto de M . Un grupo local 1-
paramétrico de transformaciones locales definido sobre Iε×U es una aplicación
de Iε × U en M que satisface las siguientes condiciones:
1. Para cada t ∈ Iε, ψt : p → ψt(p) es un difeomorfismo de U en un abierto ψt(U)
de M .
2. Si t, s, t+ s ∈ Iε y si p, ψs(p) ∈ U entonces ψt+s(p) = ψt(ψs(p)).
Como en el caso de grupos 1-paramétricos de transformaciones, ψt induce un campo




(f(ψt(p))− f(p)) para todo p ∈ U.
Se dice entonces, que el campoX genera el grupo 1-paramétrico local de difeomorfismos
ψt entorno de p.
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Grupos de Lie
Definición 2.5 Sea G un grupo que es al mismo tiempo una variedad diferenciable;
para a, b ∈ G se denotará por ab, el producto entre a y b y por a−1, el inverso de a. Se
dice que G es un grupo de Lie si la aplicación π : G×G→ G definida por π(a, b) = ab
y la aplicación ι : G→ G dada por ι(a) = a−1 son aplicaciones Cr-diferenciables [3].
Observación 2.1: (Para más información consultar [4])
1) Como un grupo de Lie es a su vez una variedad diferenciable, la dimensión del grupo
será la dimensión de la variedad diferenciable.
2) Al considerar G como una variedad conexa, se tiene que G también es un grupo de
Lie localmente conexo.
3) En un grupo de Lie G, el elemento neutro o identidad usualmente se denota por e.
4) Si se denota por Ge a la componente conexa de la identidad e, Ge es abierto y re-
sulta ser un subgrupo topológico conexo de G. Más aún, Ge es generado por cualquier
vecindad de la identidad.
A continuación se presentan cuatro ejemplos clásicos:
Ejemplo 2.2 El espacio Rn es un grupo de Lie abeliano.
Como Rn es una variedad n-dimensional, es fácil ver que es un grupo de Lie con la
operación de grupo dada por la suma usual de vectores π : Rn × Rn → Rn definida por
π(x, y) = x+ y que es una aplicación diferenciable.
Se tiene además que la aplicación ι : Rn → Rn definida por ι(x) = −x también es
diferenciable.
Ejemplo 2.3 GL(n,R) es un grupo de Lie no conmutativo.
Sean A,B ∈ GL(n,R). Es claro que AB ∈ GL(n,R) y por tanto det(AB) 6= 0, de
aqúı que detA 6= 0 lo cual implica que A tiene una matriz inversa.
Note que, las aplicaciones π(A,B) = AB y ι(A) = A−1 son diferenciables, dado que
el producto de las matrices A = (aik) y B = (bkj) es la matriz C = (cij), donde
cij = Σaikbkj. Es decir, los cij vienen dados por una función polinómica de grado total
2 en las variables aik, bkj; por lo que es una función diferenciable.
La inversa de A = (ai,j) puede ser escrita como A
−1 = 1
det(A)
ãi,j donde los ãi,j son los
cofactores de A y donde det(A) es una función racional que no se anula en GL(n,R).
Luego, GL(n,R) es un grupo de Lie pero no conmutativo, puesto que π(A,B) 6= π(B,A).
Ejemplo 2.4 El grupo lineal especial es un grupo de Lie.
El grupo lineal especial que se define por:
SL(n,R) = {A ∈M(n,R) : det(A) = 1}
es un grupo de Lie (por el Teorema de Cartan1) puesto que SL(n,R) es un subgrupo
cerrado (es la imagen inversa del número 1 a través de la función det : GL(n,R)→ R)
del grupo de Lie GL(n,R).
1Todo subgrupo algebráico cerrado de un grupo de Lie es un grupo de Lie
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Ahora, al tomar el subgrupo dado por las transformaciones lineales de Rn que conservan
el producto escalar usual, denotado por O(n); se tiene otro ejemplo de grupo de Lie.
Ejemplo 2.5 El grupo ortogonal real O(n) es un grupo de Lie.
El grupo ortogonal real de orden n, es el grupo de las transformaciones lineales de Rn,
L : Rn → Rn, definido por L(v) = A(v) que conservan el producto escalar usual; es
decir, tales que:
〈A(v), A(w)〉 = 〈v, w〉 para cada v, wRn y A ∈ O(n).
Es claro que O(n) es un abierto de GL(n,R). Ahora, si se identifica cada vector de Rn
con una matriz columna (v1, v2, . . . , vn)
T , se tiene que 〈v, w〉 = vTw matricialmente, y
la condición de ortogonalidad es
vTw = (Av)T (Aw) = vTATAw.
Por tanto, A ∈ O(n) si y solo si ATA = I.
Nótese que la condición ATA = I implica que det(A2) = 1, por tanto det(A) = ±1, por
lo que su componente identidad consiste en las matrices con determinante 1.
En general, cualquier espacio vectorial V sobre los reales de dimensión finita con la
suma usual, es un grupo de Lie. La estructura diferenciable resulta de identificarlo con
Rn mediante la carta global dada por las coordenadas respecto de una base arbitraria
(ver [3] en la pág 15).
Observación 2.2: El grupo O(n) es compacto (es cerrado y acotado); de él se obtiene
el subgrupo formado por las matrices con determinante 1 y denotado por SO(n) y lla-
mado grupo especial ortogonal, por tanto SO(n) también es compacto (puesto que todo
cerrado en un compacto, es compacto).
Aśı como en Rn se estudia la geometŕıa eucĺıdea asociada al producto escalar, en los
complejos C la geometŕıa natural de Cn corresponde al producto hermı́tico dado por:
〈(z1, ..., zn), (z′1, ..., z′n)〉 = z̄1z′1 + ...+ z̄nz′n
donde z̄ denota el conjugado del complejo z.
Se llama grupo unitario U(n) al grupo de transformaciones C-lineales de Cn que con-
servan el producto hermı́tico. Matricialmente,
U(n) = {A ∈M(n,C) : AT Ā = I}
donde Ā denota el conjugado de todas las entradas de la matriz A. Una condición
equivalente es que A−1 = A∗ (aqúı A∗ denota la matŕız hermitiana).
Note que si A ∈ U(n), como det(Ā) = det(A), se tiene que det(A) es un número complejo
módulo 1, |det(A)| = 1. Se obtiene entonces un nuevo grupo, el grupo especial unitario
SU(n) formado por las matrices unitarias con determinante 1. Uno de los ejemplos mas
importantes de un grupo de Lie no trivial es el siguiente:
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Ejemplo 2.6 Los espacios de Calabi-Yau (de dimensión 4) son grupos de Lie.
Este espacio es denotado por SU(2) y definidos por:






∈ U(2) Entonces la primera columna es un vector (u, v) ∈ C2 tal que
|u|2 + |v|2 = 1, es decir es un punto de la esfera unitaria contenida en R4 dada por
S3(1) = {x ∈ R4 : |x| = 1}. Además por ortogonalidad para el producto hermı́tico, la
segunda columna es necesariamente de la forma λ(−v̄, ū), con λ = det(A), que es un
complejo de módulo 1.






que prueba que topológicamente U(2) es S1 × S3(1). La matriz está en SU(2) si y solo
si λ = 1, por tanto SU(2) es S3(1) como variedad.
Observación 2.3 Existen otros grupos de Lie clásicos que no se presentaran aqúı for-
malmente (para ello puede consultar [4]) pero que śı se definiran, a saber:
1) El grupo general lineal complejo GL(n,C) = {A ∈M(n,C) : det(A) 6= 0}.
2) El grupo simpléctico o sṕın Sp(n) = {A ∈ H(n) : A∗A = I} donde H(n) es el
conjunto de las transformaciones H-lineales (por la derecha) del espacio cuaterniónico
Hn que conservan el producto hermı́tico, es decir; A∗A = I.
Cabe destacar también que los grupos U(n), SO(n) y SU(n) son compactos [4].
A partir de la aplicación (x, y) → xy−1 en un grupo de Lie G, quedan definidas dos
operaciones más (que como se verá, son difeomorfismos):
Definición 2.6 Sea G un grupo de Lie y sea y ∈ G arbitrario, entonces para cada
x ∈ G se definen:
Lx : G→ G tal que Lx(y) = xy y Rx : G→ G tal que Rx(y) = yx.
Las operaciones anteriores son llamadas respectivamente traslación a izquierda Lx
y traslación a derecha Rx [3].
Proposición 2.1 Sea G un grupo de Lie y x, y ∈ G. Las aplicaciones Lx y Rx dadas
en la definición anterior, son difeomorfismos de G en G.
Demostración: Se demostrará sólo para la aplicación Lx puesto que, de manera similar
se demuestra para la aplicación Rx.
Note que la inversa (Lx)
−1 = Lx−1 ; en efecto,
((Lx)
−1 ◦ Lx)(y) = (Lx)−1(xy) = x−1xy = y
(Lx ◦ (Lx)−1)(y) = Lx(x−1y) = xx−1y = y.
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Además, Lx−1(y) = x
−1y es diferenciable porque x, y pertenecen a un grupo de Lie 
Se tiene también que RxRy = Ryx. Además, LxRy = RyLx. Finalmente; para cada
x ∈ G, Ix = (Lx ◦ R−1x ) : G → G denotará el automorfismo interior de G definido por,
Ix(y) = xyx
−1 que es un difeomorfismo de variedades y también un isomorfismo de
grupos. Además cumple Ixy = IxIy.
Definición 2.7 Una métrica riemanniana sobre un grupo de Lie G es invariante a
izquierda si Lx es una isometŕıa; es decir, si para todo x, y ∈ G, u, v ∈ TyG
〈u, v〉y = 〈(dLx)yu, (dLx)yv〉Lx(y).
Análogamente, se define una métrica riemanniana invariante a derecha [5].
Si la métrica es invariante tanto por izquierda como por derecha, la métrica se llama
bi-invariante.
Definición 2.8 Un campo vectorial diferenciable X sobre un grupo de Lie G, se dice
invariante a izquierda si para todos los x, y ∈ G:
dLx(y)X(y) = X(xy).
Similarmente, el campo X se dice invariante a derecha si dRx(y)X(y) = X(yx) [5].
En otras palabras, todas las traslaciones a izquierda (o derecha) dejan X invariante. Los
campos vectoriales invariantes a izquierda (derecha) están completamente determina-
dos por sus valores en un punto particular de G. Esto permite introducir una estructura
adicional sobre el espacio tangente en el neutro e ∈ G, denominada álgebra de Lie.
El objetivo ahora es definir esta estructura en un grupo de Lie G. Pero primero se debe
dotar a G con una métrica invariante a izquierda; para ello, se toma el elemento neutro
e de G con el producto interno 〈, 〉 en Ge y se define para todo x ∈ G y X, Y ∈ TxG:
〈X, Y 〉x = 〈(dLx−1)xX, (dLx−1)xY 〉.
Como Lx−1 es un difeomorfismo, se tiene en G una métrica riemanniana invariante a
izquierda. Es decir, que dado un vector tangente Xe en la identidad e, se puede obtener
el campo de vectores Xy = dLy(Xe) que es invariante a izquierda.
Rećıprocamente, todo campo de vectores invariante a izquierda determina el vector
Xe del campo correspondiente al elemento neutro. Entonces, los campos de vectores
invariantes a izquierda se pueden representar por los vectores del espacio vectorial
tangente en la identidad e, o sea, Ge.
Entonces; cualquier producto interno sobre TeG, induce una métrica riemanniana sobre
G invariante a izquierda. Aśı, las traslaciones a izquierda son isometŕıas riemannianas.
Definición 2.9 El álgebra de Lie g de un grupo de Lie G es el conjunto de todos los
campos vectoriales invariantes a izquierda sobre G con la suma y multiplicación por
escalar usuales, además de la operación de bracket [7].
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Como espacio vectorial, g es isomorfo al espacio tangente TeG en la identidad; es decir,
Proposición 2.2 Sea G un grupo de Lie con neutro e y álgebra de Lie g y sean Xe
el valor del campo X en la identidad e y ν : g → TeG la aplicación lineal definida por
ν(X) = Xe, entonces ν es un isomorfismo.
Demostración: Primero se demostrará la linealidad de ν. Sean X y Y campos vectori-
ales sobre G, entonces:
ν(X + Y ) = (X + Y )e = Xe + Ye = ν(X) + ν(Y )
ν(λX) = (λX)e = λXe = λν(X).
Note que ν(0) = 0e = 0 por tanto ν es inyectiva. 
Observación 2.4: El isomorfismo ν permite dotar a TeG de estructura de álgebra de
Lie. En efecto, si X, Y ∈ TeG son tales que X = ν(X) y Y = ν(Y ) para X, Y ∈ g
basta colocar [X, Y ] = ν([X, Y ]) = [X, Y ]e. Es decir, si X, Y ∈ TeG, se pueden obtener
dos campos de vectores diferenciables sobre G y luego calcular [Xx, Yx], que para x = e
dará el vector tangente [X, Y ] ∈ TeG.
De este modo se define en TeG el álgebra de Lie g de G.
A través de ese isomorfismo, suelen identificarse g y TeG y se denotan ambas álgebras
por g, es decir que, g es una subálgebra de Lie (con la misma dimensión de G) del
álgebra de Lie de campos vectoriales sobre la variedad G denotados por X(G).
De ahora en adelante, los elementos en el álgebra de Lie g serán pensados como vectores
en TeG o como campos vectoriales sobre G invariantes a izquierda.
Definición 2.10 Un álgebra de Lie g sobre R (o R-álgebra de Lie) es un espacio
vectorial V junto con un corchete de Lie [, ], que satisface las siguientes propiedades
para todos los X, Y, Z ∈ V ,
1. [X, Y ] = −[Y,X] (anti-conmutatividad)
2. [[X, Y ], Z] + [[Y, Z], X] + [[Z,X], Y ] = 0 (Identidad de Jacobi).
Ejemplo 2.7 El espacio vectorial X(M) es un álgebra de Lie con respecto al corchete
de Lie. En efecto, si X, Y, Z ∈ X(M) y f ∈ C∞(M)
[X, Y ]f = X(Y f)− Y (Xf) = −(Y (Xf)−X(Y f)) = −[Y,X]f .
La identidad de Jacobi se obtiene de:
[[X, Y ], Z] + [[Y, Z], X] + [[Z,X], Y ] =
(XY − Y X)Z − Z(XY − Y X) + (Y Z − ZY )X
−X(Y Z − ZY ) + (ZX −XZ)Y − Y (ZX −XZ) = 0.
Ejemplo 2.8 Considere el espacio vectorial M(n,R) de las matrices cuadradas n× n.
Si se define para A,B,C ∈M(n,R) la el corchete de Lie dado por:
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[A,B] = AB −BA
entonces, (GL(n,R), [, ]) es el álgebra de Lie de GL(n,R), puesto que:
1. Anticonmutatividad [A,B] = BA− AB = −(AB −BA) = −[A,B].
2. Identidad de Jacobi:
[[A,B], C]+[[B,C], A]+[[C,A], B] = [AB−BA,C]+[BC−CB,A]+[CA−AC,B]
= [AB,C]− [BA,C] + [BC,A]− [CB,A]− [CA,B]− [AC,B] = 0.
Al álgebra de Lie (GL(n,R), [, ]) de GL(n,R) se le denota por gl(Rn).
El álgebra de Lie g de un grupo de Lie G tiene una extraordinaria importancia. Por una
parte es un álgebra de dimensión finita, lo que permite conocerla con toda precisión;
por otra, las álgebras de Lie determinan casi completamente los grupos de Lie en el
sentido siguiente:
Si G y H son dos grupos de Lie simplemente conexos y sus álgebras de Lie son isomorfas,
entonces G y H son isomorfos como grupos de Lie y además, si g es una R−álgebra de
Lie de dimensión finita, existe un grupo de Lie cuya álgebra de Lie es el álgebra g.
Proposición 2.3 Sea e el elemento neutro (la matriz identidad) de los grupos de Lie
clásicos GL(Rn), SL(Rn), O(n) y SO(n); entonces sus respectivas álgebras de Lie son:
gl(Rn), sl(Rn), o(n) y so(n)
y sus espacios tangentes en e son:
TeGL(Rn) ∼= Rn×n
TeSL(Rn) ∼= {X ∈ Rn×n : traza (X) = 0}
TeO(n) ∼= {X ∈ Rn×n : X +XT = 0}
TeSO(n) ∼= TeO(n) ∩ TeSL(Rn) = TeO(n).
Con el fin de ver como actúa la diferencial de la traslación respecto del corchete de Lie
se presenta la siguiente proposición:
Proposición 2.4 Sen g el álgebra de Lie de un grupo de Lie G. Si X, Y ∈ g, entonces
[X, Y ] ∈ g.
Demostración: La prueba se obtiene fácilmente del siguiente hecho:
dLx([X, Y ]) = [dLxX, dLxY ] = [X, Y ] .
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Como las traslaciones a izquierda son difeomorfismos, se tiene que:
dLx[X, Y ] = [(dLx)X, (dLx)Y ]
y por lo tanto, si X, Y son campos vectoriales invariantes a izquierda, entonces el
corchete también lo es.
Aśı, con las operaciones de suma, producto por escalar y el corchete, el conjunto g de
todos los campos vectoriales invariantes a izquierda forma un álgebra la cual es isomorfa
a la anterior y lo cual da otra interpretación del álgebra de Lie del grupo de Lie G.
Por la observación 2.1, la dimensión del álgebra de Lie g es la dimensión de TeG y por
lo tanto, es igual a la dimensión de G.
Observación 2.5: Si H y G son grupos de Lie, un homomorfismo de grupos de
Lie ϕ : H → G es un homomorfismo de grupos que es diferenciable.
Note que la aplicación ϕ : GL(n,R) → SL(n,R) definida por ϕ(A) = detA es un ho-
momorfismo de grupos de Lie [3].
En particular, el grupo especial ortogonal SO(n,R) = {A ∈ O(n) : det(A) = 1} es un
grupo de Lie de O(n) (pues basta ver que es el núcleo del homomorfismo dado por,
det(·) : O(n,R)→ {−1, 1}).
Definición 2.11 Un subgrupo de Lie de un grupo de Lie G es un subgrupo H que
es al mismo tiempo una subvariedad de G tal que H es un grupo de Lie con respecto a
esta estructura diferenciable [13].
Un campo vectorial invariante a izquierda sobre H está determinado por su valor en e
y este vector tangente en e de H, determina un campo vectorial invariante a izquierda
sobre G; aśı, el álgebra de Lie h de H puede ser identificado con un subgrupo de G.
Un resultado relacionado con grupos de Lie que se presenta sin demostración es el
siguiente:
Proposición 2.5 Si G1 y G2 son dos grupos de Lie, entonces G1×G2 con el producto
directo también lo es; es decir, con la operación (a1, b1).(a2, b2) = (a1a2, b1b2), G1 ×G2
es un subgrupo de Lie [4].
2.2. Grupos de Transformaciones
Los grupos de transformaciones de Lie tienen especial importancia en lo que sigue,
por ello, se enunciaran algunas de sus caracteŕısticas. Se presentaran algunos conceptos
algebraicos, a saber: la acción de un grupo sobre una variedad diferenciable, la órbita
de un punto que esta sobre una variedad y el grupo de isotroṕıa. Se presentaran algunos
ejemplos y se enunciaran propiedades importantes de estos conceptos.
Definición 2.12 Sean G un grupo y M una variedad diferenciable. Entonces G se dice
que actúa sobre M (en la izquierda) si hay una aplicación diferenciable θ : G×M →M
que satisface dos condiciones:
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1. Si e es el elemento identidad de G, entonces θ(e, p) = p para todo p ∈M .
2. Si g1, g2 ∈ G, entonces θ(g1, θ(g2, p)) = θ(g1g2, p) para todo p ∈M [3].
A menudo se escribe gp en lugar de θ(g, p) y entonces la parte 2, de la definición anterior
se escribe también como (g1g2)p = g1(g2p).
Ejemplo 2.9 Sean G = GL(n,R), M = Rn y x ∈ Rn entonces la aplicación:
θ : G× Rn → Rn
definida por θ(A, x) = Ax, se le llama la acción natural de GL(n,R) en Rn.
Note que θ(I, x) = Ix = x y además
θ(A1, θ(A2, x)) = A1θ(A2, x) = A1A2x = (A1A2)x = θ(A1A2, x).
Definición 2.13 En general, el producto en un grupo de Lie G→ G dado por (g, h)→
gh es una acción de G sobre śı mismo.
Observación 2.6: Cuando G es además un grupo de Lie, a la aplicación θ dada en la
definición anterior, también se le llama acción o grupo de transformación de Lie.
Definición 2.14 Sean G y M como en la definición anterior. Se dice que G actúa
libremente sobre M si gp = p para algún p ∈ M implica que g = e (la identidad); es
decir, la identidad es el único elemento de G que tiene un punto fijo [3].
También se suele decir que la acción de G es libre.
Definición 2.15 La acción de G sobre M es propia si para cualquier par de puntos
distintos p, q ∈ M existen vecindades Up y Uq de p y q en M respectivamente tal que
{g ∈ G : gUp ∩ Uq 6= Φ)} es relativamente compacto en G [2].
Sea θg(p) la aplicación θg : G ×M → M definida por θg(p) = θ(g, p) = gp con g fijo,
entonces, θg1g2 = θg1 ◦ θg2 . La aplicación θg también puede definirse a la derecha de
forma semejante.
Note que θg−1 = (θg)
−1 puesto que θg−1 ◦ θg = θg−1g = θe = ep = p, lo cual implica que
cada aplicación θg es inyectiva, puesto que tiene inversa. Por tanto la aplicación θg (a
derecha o izquierda) es la transformación identidad de M .
Definición 2.16 Sea M es una variedad diferenciable, I(M) el grupo de isometŕıas de
M y G un grupo de Lie se dice que G actúa sobre M por isometŕıas, si existe un
isomorfismo de grupos de Lie θ : G→ I(M) y una aplicación θ(g, p)→ θg(p) = gp que
satisface (g1g2)p = g1(g2p) para todo g1, g2 ∈ G y p ∈M [2].
Es decir, para cada g ∈ G, la aplicación θg : M → M definida por θg(p) = gp es
una isometŕıa de M . Cuando G actúa por isometŕıas suele decirse que G es acción
isométrica.
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Definición 2.17 Si θ es una acción de un grupo G sobre una variedad diferenciable
M , entonces un campo vectorial X sobre M se dice invariante bajo la acción de G o
G-invariante si X es invariante bajo cada difeomorfismo θg(p) = gp con g fijo [3].
Existen transformaciones diferenciables que dan campos vectoriales especiales, aśı; una
clase importante de subvariedades de una variedad diferenciable son las órbitas de las
acciones de grupos de Lie.
Definición 2.18 Una acción isométrica de un grupo de Lie G′ sobre una variedad
riemanniana M ′ se dice que es equivalente a la acción de G sobre M si existe un
isomorfismo de grupo de Lie ϕ : G → G′ y una isometŕıa f : M → M ′ tal que
f(gp) = ϕ(g)f(p) para todo p ∈M , g ∈ G [7].
Definición 2.19 Sea G un grupo que actúa sobre una variedad M . La órbita de la
acción de G a través de p ∈M es el conjunto G.p = {gp|g ∈ G} [3].
En general para N ⊂M se denota por G.N = {gp : g ∈ G, p ∈ N}. Además, si G.p = p,
entonces p es un punto fijo de G y se dice que p, q ∈ M están en la misma órbita si
existe un g ∈ G tal que gp = q.
Ejemplo 2.10 Considere M=S2 y G=SO(2) y ahora tomando p=(0, 1, 0), la órbita
de p es S1 ={x ∈ R2 : |x| = 1}. Note que su punto antipodal q= (0,−1, 0) está en la
misma órbita de p.
Ejemplo 2.11 La acción natural de GL(n,R) en Rn tiene al origen fijo y es transitiva
en Rn/{0}, por lo tanto sus órbitas son triviales, {0} y Rn/{0}.
Definición 2.20 Si G.p = M para algún p, entonces se dice que G es transitivo sobre
M y en ese caso G.p = M para todo p [3].
Sea G un grupo de Lie y H un subgrupo cerrado (topológicamente) de G. Considere la
relación de equivalencia x ∼ y si y solo si x−1y ∈ H. La clase de equivalencia de x es xH
(clases por la izquierda). Sea G/H el conjunto cociente dado por G/H = {gH : g ∈ G} y
π : G→ G/H la proyección canónica g → gH denotada por π(x) = [x]. La topoloǵıa de
G/H dada por π coincide con la topoloǵıa de G/H dada por la estructura diferenciable
además como π es una aplicación continua y H es cerrado en G, entonces G/H es
Hausdorff.
Si H es un subgrupo normal de G, entonces G/H es un grupo de Lie respecto a la
multiplicación g1H.g2H = (g1g2)H.
Si H es un subgrupo cerrado de un grupo de Lie G, entonces
G×G/H → G/H, (g1, g2H)→ (g1g2)H
es una acción transitiva de G sobre G/H.
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Definición 2.21 Sea G un grupo que actúa sobre un variedad diferenciable M y sea p
un punto en M . La estabilidad o el grupo de isotroṕıa de p, denotado por Gp, es
el subconjunto de todos los elementos de G que dejan fijo a p, Gp = {g ∈ G|gp = p} [3].
En particular, cuando M es una variedad riemanniana el subgrupo de isotroṕıa está for-
mado por aplicaciones f ∈ I(M) con f(p) = p
Ejemplo 2.12 Tomando M = S2 y G = SO(2), la estabilidad de p = (1, 0, 0) es el
subconjunto propio F de G, dado por F = {I, SO(2)}, donde I es la matriz identidad
en G.
Sea G un grupo de Lie, M una variedad riemanniana y suponga que θ : G×M → M
es una acción transitiva definida por θ(g, p) = gp. Defina sobre la variedad riemanniana
M la relación ∼ dada por p ∼ q si para algún g ∈ G se tiene que q = θg(p) = gp.
Entonces dos puntos de una misma órbita Gp tienen grupos de isotroṕıa conjugados
pues Ggp = {h ∈ G : h(gp) = gp} = {h ∈ G : g−1hgp = p} = Gq = gGpg−1 y se tiene lo
siguiente:
Proposición 2.6 Sea G un grupo de Lie. La relación ∼ es una relación de equivalencia
y las clases de equivalencia coinciden con las órbitas de G.
Demostración: Note que p ∼ p puesto que p = ep (reflexividad). Si p ∼ q entonces
q = gp lo cual implica que p = g
−1
q, es decir, q ∼ p. (simetŕıa). Si p ∼ q y q ∼ r se
tiene que q = gp y r = hq aśı que, r = (hg)p y por tanto r ∼ p (transitividad).
Si p ∼ q implica que p y q están sobre la misma órbita, aśı que su clase de equivalencia
[p] ⊂ Gp. Ahora, si q ∈ Gp entonces p ∼ q y Gp ⊂ [p]; entonces, Gp = [p]. 
Además, el subgrupo Gp es cerrado en G. Entonces se puede dotar a G/Gp con una
estructura de variedad diferenciable. Respecto a esta estructura, la aplicación G/Gp →
M definida por gGp → gp es un difeomorfismo. De esta forma, se puede identificar la
variedad M con el espacio cociente G/H. Más aún, π : G → G/H es un haz de fibras
principal con fibra y estructura de grupo H.
Definición 2.22 Sea M una variedad diferenciable y G un grupo de Lie que actúa
sobre M : θ : G × M → M . El conjunto de las órbitas M/G dotado de la topoloǵıa
cociente se llama espacio de las órbitas de la acción [2].
Definición 2.23 Dos órbitas G.p y G.q se dice que tienen la misma clase de órbita
si Gp y Gq son conjugados en G [2].
Puede suceder que M sea la órbita de algún punto p, en ese caso se tiene:
Definición 2.24 Sea M una variedad riemanniana. Dado un punto p ∈M , se dice que
M es isotrópica en p si existe un grupo de Lie G que actúa sobre M por isometŕıas tal
que el subgrupo de isotroṕıa Gp ⊂ G actúa transitivamente sobre el conjunto de vectores
unitarios en TpM [11].
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Definición 2.25 Una representación de un grupo de Lie G sobre un espacio vectori-
al V es un homomorfismo del grupo de Lie G en el grupo GL(V ) de las transformaciones
lineales no singulares de V en V [5].
Una caracteŕıstica principal de las acciones propias es la existencia de slices.
Definición 2.26 Sea M una variedad riemanniana y p ∈ M . Una subvariedad N de
M se llama un slice en p si:
1. p ∈ N .
2. G.N = {gq : g ∈ G, q ∈ N} es un subconjunto abierto de M .
3. Gp.N = N .
4. La acción de Gp sobre N es isomorfa (define un isomorfismo) a la acción lineal
ortogonal de Gp sobre una bola abierta en algún espacio eucĺıdeo.
5. La aplicación (G×N)/Gp →M tal que Gp.(g, q)→ gq es un difeomorfismo sobre
G.N , donde (G × N)/Gp es el espacio de las órbitas de la acción de Gp sobre
G×N dado por k(g, q) = (gk−1, kq) ∀k ∈ Gp, g ∈ G y q ∈ N . [2]
La existencia de slices permiten reducir el estudio de la acción de G sobre M en alguna
vecindad abierta G-invariante de p a la acción de Gp sobre el slice N [2].
Definición 2.27 Sea G un subgrupo de Lie compacto de SO(n). Una órbita G.v se
llama principal si el subgrupo de isotroṕıa Gv actúa trivialmente sobre el espacio
normal ν(G.v). Tal v se llama vector principal [2].
Observación 2.7: Aśı que, una órbita G.p se dice principal si para cada q ∈ M el
grupo de isotroṕıa Gp en p es conjugado en G para algún subgrupo de Gq. La unión de
todas la órbitas principales es un subconjunto abierto y denso de M [2].
Se denotará por ν(G.p) a el haz normal de G.p. Sea ξ(0) un elemento de νp(G.p) entonces
ξ(gp) es un campo normal bien definido si G.p es principal. Tales campos normales se
llaman equivariantes
En adelante se asumirá que la acción de G sobre M es propia y que M/G es conexo.
Si p ∈M y g ∈ Gp, entonces θg fija p. Luego, en cada punto p ∈M , el grupo isotrópico
Gp actúa sobre TpM de la siguiente forma:




Dado que G.p es invariante bajo g ∈ Gp, esta acción deja el espacio tangente Tp(G.p)
y el espacio normal νp(G.p) invariantes en p también. Se tiene entonces la siguiente
definición:
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Definición 2.28 Sean M una variedad riemanniana y Gp el grupo isotrópico de p∈M .
La restricción Xp : Gp × Tp(G.p) → Tp(G.p) definida por Xp(g,X) = g.X se llama
representación isotrópica de la acción en p, donde la restricción dada por,
σp : Gp × νp(G.p)→ νp(G.p) se llama representación slice de la acción en p [2].
Proposición 2.7 Si G.p es una órbita principal y ξ∈νp(G.p), entonces ξ̃ = g.ξ es un
campo vectorial normal bien definido sobre G.p
Demostración: En efecto, si gp = g′p, entonces, g−1g′ ∈ Gp y g−1g′.ξ = ξ, esto implica
que g.ξ = g′.ξ = ξ̃ .
Observación 2.8: Si alguna órbita G.v es la esfera Sn−1(||v||) (con la restricción de la
métrica eucĺıdea a Sn⊂Rn+1), entonces G.w = Sn−1(||w||) para cualquier w 6= 0. En
ese caso se dice que la acción es transitiva en la esfera.
Definición 2.29 Sean N y M variedades diferenciables y G un grupo de Lie, se dice
que la pareja (π : N →M,υ : N ×G→ N) es un haz principal si:
1. υ es una acción a derecha.
2. Para cada m ∈ M se tiene que la fibra π−1(m) es preservada por la acción, es
decir; si p ∈ π−1(m), se tiene que υ(p, g) = pg ∈ π−1(m) donde g ∈ G.
3. La acción en cada fibra es transitiva, es decir; para todo p, q ∈ π−1(m), existe
g ∈ G tal que q = pg.
4. La acción es libre.
5. Para cada punto m ∈M existe un abierto U de M que contiene a m y una función
h : U ×G→ π−1(U) tal que, h(x, γg) = h(p, γ)g para todo x ∈ U , γ, g ∈ G.
Obviamente, se pide que todas las funciones de esta definición sean diferenciables [13]
Ejemplo 2.13 (Haz de bases de TM) Sea M una variedad diferenciable de dimensión
n y sea:
BM = {(m, v1, v2, ..., vn) : p ∈M ; v1, v2, ..., vn forman una base deTpM}
y sea π : BM →M la función definida como π(m, v1, v2, ..., vn) = m.
Tomando G = GL(n,R) y definir la acción a derecha como










Se verifica fácilmente que esta acción satisface las condiciones 1 a 4 de la definición
anterior. La condición 5 se verifica tomando una parametrización de M y definiendo h
convenientemente.
Una de las diferencias entre haces vectoriales y haces principales es que en el haz
vectorial cada fibra π−1(m) tiene estructura de espacio vectorial, en particular hay un
elemento O y en un haz principal cada fibra π−1(m) no tiene estructura de grupo, en
particular, no hay una forma canónica de escoger un elemento identidad.
2.3. Subvariedades Totalmente Geodésicas
Uno de los objetos fundamentales para el estudio de las variedades riemannianas son
las geodésicas. Es conocido que, dado dos puntos sobre una variedad riemanniana, es
posible encontrar curva que minimiza la distancia entre ellos, tal curva es llamada una
geodésica. Más aún, si M es una subvariedad de una variedad riemanniana tal que toda
geodésica en la subvariedad M es una geodésica en la variedad ambiente también, se
dice que la variedad riemanniana es totalmente geodésica. En cierto sentido, las subva-
riedades totalmente geodésicas son el ejemplo mas sencillo de subvariedades. El objetivo
de esta sección es enunciar el Teorema de Cartan sobre la existencia de subvariedades
totalmente geodésicas.
Como ya se vió en el caṕıtulo anterior, ya que una conexión ∇ define una métrica sobre
una variedad riemanniana M se tiene:
d
dt
〈X(t), Y (t)〉 = 〈DX(t)
dt
, Y (t)〉+ 〈X(t), DY (t)
dt
〉






Definición 2.30 Sea M una variedad diferenciable con una conexión af́ın ∇. Un campo
vectorial X(t) a lo largo de una curva c : [a, b] → M se dice paralelo si DX(t)
dt
= 0
para todo t ∈ [a, b] [5].
Note que 〈X(t), Y (t)〉 es constante si ambos campos son paralelos a lo largo de c.
De gran importancia en la geometŕıa riemanniana son las curvas que minimizan la dis-
tancia entre dos puntos. Aunque, dados dos puntos arbitrarios, tales curvas no existen
en general; ellas siempre existen cuando la variedad es conexa y completa.
El hecho fundamental sobre campos vectoriales paralelos es que cualquier vector tan-
gente en cualquier punto sobre una curva puede ser extendido de manera única a un
campo vectorial paralelo a lo largo de toda la curva.
Definición 2.31 Sea M una variedad riemanniana. Una curva γ : I → M es una
geodésica en t0∈I, si Ddt(
dγ
dt
) = γ′′(t) = 0 en el punto t0; si γ(t) es geodésica en t, para
todo t ∈ I, entonces γ(t) es una geodésica [5].
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Observación 2.9 Es fácil ver que las geodésicas son curvas con aceleración identica-
















esto también significa que
dγ
dt
tiene longitud constante (la longitud se denota por ||.||)
y por tanto γ′(t) es ortogonal a γ′′(t).
Figura 1: Una geodésica de la esfera [11].
Note que una geodésica puede ser caracterizada como una curva cuyo campo de vectores
velocidad es paralelo a lo largo de la curva.
Ejemplo 2.14 Sobre un grupo de Lie G con una métrica invariante a izquierda, las
geodésicas son las curvas integrales para los campos vectoriales invariantes a izquierda.
Esto es equivalente a asegurar que ∇XX = 0 para todo campo vectorial X invariante a
izquierda. Más aún, todo grupo de Lie compacto admite métricas bi-invariantes [13].
Sea p ∈M un punto fijo y v un vector en TpM . De la teoria de ecuaciones diferenciales
ordinarias, es conocido que existe una única geodésica γ : I → M definida en una
vecindad de 0∈I⊂R con condición inicial γ(0) = p y γ′(0) = v, tal que para cualquier
otra geodésica α : J → M con 0 ∈ J , con condición inicial α(0) = p y α′(0) = v,
entonces J ⊂ I. Esta curva γ(t) se llama geodésica maximal en M a través de p
tangente a v y será denotada por γv(t).
Observe que γv(λt) = γλv(t) para todo λ ∈ R y t > 0.
Teorema 2.1 (de Hopf-Rinow) Sea M una variedad riemanniana y γv : I → M una
geodésica tal que γv(0) = p y (γv)
′(0) = v. M es completa si y sólo si γv(t) está definida
sobre R para cada v ∈ TpM .
Más aún, existe ε > 0 tal que γv(t) está definida en [0, 1] si ||v|| < ε y tal que la aplicación
expp : v → γv(1) definida en la bola abierta B(ε, 0) ⊂ TpM →M es diferenciable.
La aplicación expp se llama aplicación exponencial. Note que, expp(0) = p.
La propiedad de homogeneidad γv(t) = γtv(1) muestra que expp(tv) = γv(t).
Proposición 2.8 Sea M una variedad riemanniana y p ∈ M . Existe un ε > 0 tal que
la diferencial de la aplicación exponencial (expp) en 0 ∈ TpM es un difeomorfismo de
B(ε, 0) en un abierto U de M .
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(expp ◦ α)(0) = γ′v(0) = v
esto significa, identificando T0(TpM) con TpM , que
d
dt
(exp)|t=0 es la aplicación identi-
dad. Por el Teorema de la función inversa, para un ε > 0, U = expp(B(ε, 0)) es una
vecindad de p en M tal que la aplicación expp : B(ε, 0)→ U es un difeomorfismo 
Esta proposición permite afirmar que para p ∈ M , B(ε, p) y para cada v ∈B(ε, 0), la
geodésica γv : [0, 1] → M definida por γv(t) = expp(tv) es el único segmento en M
definido desde p hasta expp(v). Aśı, si α(t) = tv entonces γ
′
v(0) = v.
Como TM es localmente un producto de M con Rn, entonces cualquier curva γ(t) en
M determina una curva (γ(t), dγ(t)
dt
) en TM .
Cualquier vecindad U de p ∈M que es la imagen difeomorfa bajo expp de una vecindad
abierta de 0 ∈ TpM como en la proposición anterior, se llama vecindad normal de p.
Definición 2.32 Sea M una variedad riemanniana, p ∈M y B(ε, 0) ⊂ TpM . Si ε > 0
es tal que expp : B(ε, 0)→ B(ε, p) es un difeomorfismo sobre la bola B(ε, 0) entonces a
expp(B(ε, 0)) se le llama bola geodésica en M . El radio (más grande) ε para el cual
expp es un difeomorfismo, se conoce como radio inyectividad en p y se dice que M
tiene isometŕıa radial [13].
Definición 2.33 Una variedad riemanniana M se denomina completa si para todo
p ∈M , la aplicación exponencial, expp está definida para todo p ∈ TpM [5].
Definición 2.34 Un campo X(t) sobre TM se llama campo geodésico sobre TM si
sus trayectorias son de la forma t→ (γ(t), γ′(t)) donde γ(t) es geodésica en M [5].
Sea M una subvariedad de una variedad riemanniana M . Suponga que γ(t) es una
geodésica en M , entonces la fórmula de Gauss dice que α(γ′(t), γ′(t)) es la segunda
derivada de γ(t) cuando es considerada como una curva en el espacio ambiente M .
Dado que para todos los X, Y ∈ TpM , p ∈M :
2α(X, Y ) = α(X + Y,X + Y )− α(X,X)− α(Y, Y ),
la segunda forma fundamental se anula si cada geodésica en M es también geodésica
en M , de esta manera ∇XY = ∇XY para todo X, Y ∈ X(M). En tal caso M se
llama subvariedad totalmente geodésica de M . En particular, geodésicas sobre M son
geodésicas sobre M . Más precisamente,
Definición 2.35 Sea M una subvariedad de una variedad riemanniana M . Se dice que
M es totalmente geodésica en M si para cada p ∈ M una vecindad de 0 ∈ TpM es
aplicada en M via la aplicación exponencial expp [13].
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Si M es una subvariedad totalmente geodésica de M , entonces el tensor de curvatura
R de M es la restricción del tensor de curvatura R de M .
R(V,W )Z = R(V,W )Z para todo p ∈M y todo V,W,Z∈TpM
En particular, si V es un subespacio de TpM , la condición R(V, V )V ⊂V es una condi-
ción necesaria para la existencia de una subvariedad M totalmente geodésica y tal que
TpM = V , como se verá en la siguiente sección con el Teorema de Cartan.
Campos Jacobi
Como en el caso de curvas sobre una variedad riemanniana M , se puede considerar un
campo vectorial diferenciable X(s, t) a lo largo de una función f ∈ C∞(M), lo cual
significa que X(s, t) ∈ Tf(s,t)M . Si t es un valor fijo, la derivada covariante a lo largo de
la curva s→ f(s, t) será denotada por D
∂s
y un vector tangente a la curva será denotado
en este caso por ∂f
∂s
.
Sea M una subvariedad de una variedad riemanniana M y suponga que γ(t) es una
geodésica que comienza en M (i.e. γ(0) está en M y γ′(0) es perpendicular a M) Si
γs(t) es una familia uno-paramétrica de geodésicas (o mejor, una variación suave de





es un campo a lo largo de la geodésica γ0(t) denominado Campo Jacobi.
Sea M una variedad riemanniana y γ : I →M una geodésica en M parametrizada por
longitud de arco (||γ′(t)|| = 1 para todo t) con 0 ∈ I, γ(0) = p ∈M y γ′(0) ∈ νp(M).
Suponga que V (s, t) es una variación suave geodésica de γ(t) = γ0(t) con c(s) = γs(0)∈
M y ξ(s) = γ′s(0)∈ νc(s)(M) para todo s. El campo vectorial Jacobi J(t) a lo largo de




|s=0V (s, 0) = γs(0) = c(s) = c′(0) ∈ TpM.















y de aqúı que
∇J(0)ξ = −Aξ(0)J(0) +∇⊥J(0)ξ.
Aśı, los valores iniciales de J(t) satisfacen
J(0) ∈ Tγ(0)M y J ′(0) + Aγ′(0)J(0) ∈ νγ(0)(M).
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Este hecho motiva la siguiente definición:
Definición 2.36 Un campo vectorial J(t) a lo largo de una geodésica γ(t) se llama un
campo vectorial Jacobi si satisface la ecuación diferencial lineal de segundo orden
J ′′(t) +R(J(t), γ′(t))γ′(t) = 0 (ecuación de Jacobi) [2].
Ejemplo 2.15 Sea {e1, e2, · · · , en} una base de un espacio vectorial real V . Es conoci-
do, que el isomorfismo f : V → Rn que asocia a cada vector v = x1e1 +x2e2 + · · ·+xnen
de V sus coordenadas en la base anterior (es decir, v → (x1, x2, ..., xn)), define una es-
tructura diferenciable en V .
De esta manera, los campos vectoriales coordenados denotados por ∂i son campos Ja-
cobi, pues ∇∂i∇∂iJ = −R(J,∇∂i)∇∂i. En efecto,
−R(J,∇∂i)∇∂i = R(∇∂i , J)∇∂i = ∇∂i∇J∂i = ∇∂i∇∂iJ
Una manera relevante (y equivalente) de ver los campos Jacobi es la siguiente: Sea W
un campo vectorial sobre M y f : [0, 1] × (−ε, ε) → M dada por f(t, s) = expp(tv(s))
donde v : (−ε, ε) → TpM cumple que v(0) = γ′(0) y v′(0) = W entonces se tiene que
J(t) = ∂
∂s
f(t, 0) es un campo Jacobi.
De hecho todo campo Jacobi con J(0) = 0 y J ′(0) = W se escribe como muestra el
siguiente resultado:
Proposición 2.9 Si J(t) es un campo Jacobi a lo largo de γc(0) con condición inicial








Demostración: En efecto, J(0) = ∂
∂s






















Aśı, J(0) = 0 y J ′(0) = c′(0).








〈J(t), (γc(0))′(t)〉 = 〈J ′′(t), (γc(0))′(t)〉
y de aqúı que
〈R(J(t), (γc(0))′(t))(γc(0))′(t), (γc(0))′(t)〉 = 0
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pero 〈J(t), (γc(0))′(t)〉 y su derivada covariante se anula en t = 0 (porque J(0) = 0
y J ′(0) = c′(0) ⊥ (γc(0))′(0) = c(0)); entonces J(t) debe ser siempre perpendicular a
γc(0)(t). En particular,





Observe que para cada cualquier v, w ∈ expp(B(ε, 0)), v ⊥ w; entonces existe una curva
c(s) en la esfera de radio ||v|| con c(0) = v y c′(0) = w. Asi, si c(t) es una curva en
B(ε, 0) entonces expp(tc(s)) = γc(s)(t) es una familia uno-paramétrica de geodésicas que
comienzan en p.
Lema 2.1 (de Gauss) La imagen por la aplicación exponencial (en cualquier punto
dado) de cualquier esfera euclidiana B(ε, 0) del espacio tangente es perpendicular a las
geodésicas radiales.
Definición 2.37 Sea M una variedad riemanniana. Dada una geodésica γ : [0, a]→M
se dice que el punto γ(t) con 0 ≤ t ≤ a es conjugado a γ(0) a lo largo de γ(t), si
existe un campo Jacobi J(t) no nulo a lo largo de γ(t) tal que J(0) = 0 = J(t) [13].
2.4. Espacios Simétricos
Los espacios simétricos son una clase de subvariedades riemannianas homogéneas definidos
y estudiados por Elie Cartan a comienzos del siglo XX. Los espacios simétricos son aque-
llos en los que la simetŕıa geodésica, en cualquier punto, es una isometŕıa. Como se verá,
ellos pueden ser descritos localmente ya que, se les caracteriza por el hecho de tener un
tensor de curvatura paralelo.
Definición 2.38 Una variedad riemanniana M se dice homogénea si el grupo I(M)
de sus isometŕıas es transitivo sobre M , es decir; para cualquier par de puntos p, q ∈M
existe una isometŕıa que transforma p en q [9].
Aśı,M es homogénea si admite un grupo de Lie que actúe transitivamente por isometŕıas.
Un ejemplo sencillo de una variedad homogénea es el siguiente:
Ejemplo 2.16 Rn − {0} es un espacio homogéneo de GL(n,R).
Aśı mismo, una variedad homogénea que es isotrópica en un punto es isotrópica en cada
punto y por tanto se dice que M es homogénea e isotrópica.
Es importante anotar (como se vió en la sección 2.2) que cada órbita G.p donde G es un
grupo de Lie y p ∈M , hereda una estructura riemanniana de la variedad riemanniana
ambiente M . Con respecto a esta estructura, G.p es un espacio riemanniano homogéneo
G.p = G/Gp en el que G actúa transitivamente por isometŕıas. Entonces, se dice que la
variedad riemanniana M es homogénea respecto a la acción del grupo de Lie G si G es
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un subgrupo cerrado de I(M) actuando sobre M transitivamente.
Aśı que en un espacio homogéneo, el grupo de isotroṕıa es isomorfo a O(n), porque
Rn ∼= I(Rn)/Rnp . Lo anterior permite construir muchos ejemplos de variedades difer-
enciables. Por ejemplo la esfera Sn−1 es una subvariedad homogénea de O(n). Otro
ejemplo importante son las variedades Grassman:
Ejemplo 2.17 Considere el espacio G(k, n) formado por los subespacios de dimensión
k de Rn que se dota de una estructura diferenciable de forma natural. Considere la
acción natural de GL(n,R) en Rn la cual es transitiva en Rn−{0} e induce una acción
transitiva
GL(n,R)× G(k, n)→ G(k, n)
Ahora, el subgrupo de isotroṕıa H del elemento de G(k, n) que corresponde al subespacio
k-dimensional generado por {e1, ..., ek},
{(x1, ..., xk, 0, 0, ..., 0) ∈ Rn}





donde A ∈ GL(k,R), C ∈ GL(n − k,R) y B es arbitraria y es un subgrupo de Lie
cerrado, por lo tanto GL(n,R)/H tiene una estructura natural de variedad diferenciable
que se puede trasladar a G(k, n). Se llaman variedades Grassman a los G(k, n) con esa
estructura.
Ejemplo 2.18 Considere el grupo de Lie
SO(n+ 1,R) = {A ∈ GL(n+ 1,R) : det(A) = 1, AtA = I},
actuando sobre Sn mediante θ : SO(n + 1,R) × Sn → Sn, θ(A, x) = Ax la cual es
transitiva y el subgrupo de isotroṕıa de en+1 es isomorfo a SO(n,R), por tanto
Sn ≡ SO(n+ 1,R)/SO(n,R).
Definición 2.39 Sea M una subvariedad de una variedad riemanniana M . Se dice que
M es una subvariedad homogénea de M si para cualquier par de puntos p, q ∈ M ,
existe una isometŕıa g de M tal que g(M) = M y g(p) = q [2].
Observación 2.10: Una subvariedad homogénea M es una órbita de algún subgrupo
G del grupo de isometŕıas de una variedad riemanniana M ; aśı por ejemplo, S1 es una
subvariedad homogénea de S2.
Se presentaran a continuación unos resultados importantes cuya demostración puede
ser consultada en [9].
Observación 2.11: Un hecho importante demostrado por Montgomery, es que si
M = G/H es un espacio homogéneo compacto con G un grupo de Lie conexo y H un
subgrupo conexo y cerrado en G, entonces existe un subgrupo compacto de G que actúa
transitivamente sobre M .
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Teorema 2.2 Sea M una variedad riemanniana y p cualquier punto de M , entonces
se cumplen las siguientes caracteristicas:
1. El grupo I(M) de todas las isometŕıas es un grupo de Lie que actúa suavemente
sobre M .
2. El subgrupo estacionario Ip(M) = {f ∈ I(M) : f(p) = p} es cerrado en
I(M). Más aún, la representación isotrópica ρ : Ip(M) → GL(TpM) definida
por ρ(f) = Tpf donde f ∈ I(M), define un isomorfismo del grupo Ip(M) en el
subgrupo cerrado del grupo ortogonal O(TpM) ⊂ GL(TpM).
Corolario 2.1 Si M una variedad riemanniana y p∈M , entonces se tiene:
1. Ip(M) es un subgrupo compacto del grupo I(M). Más aún, si M es compacto,
entonces I(M) también es compacto.
2. dim(I(M)) ≤ n(n+1)
2
, la igualdad se tiene si M es un espacio forma.
Definición 2.40 Sea M una variedad riemanniana y X ∈ X(M). Un campo vectorial
X sobre M se llama campo vectorial Killing si el grupo local uno-paramétrico de
difeomorfismos generado por estos campos, consiste de isometŕıas locales [9].
Una caracterización útil de campos vectoriales Killing está dada de la siguiente forma
cuya demostración se omitirá
Proposición 2.10 Un campo vectorial X sobre una variedad riemanniana M es un
campo vectorial Killing si y solo si su derivada covariante ∇X es un tensor antisimétrico
sobre M , en particular, un campo vectorial Killing X tal que Xp = 0 y (∇X)p = 0 en
algún punto p ∈M se anula en cada punto de M .
Es decir que un campo vectorial Killing está completamente determinado por su valor
y su derivada covariante en cualquier punto dado.
Para un campo vectorial Killing completo X sobre una variedad riemanniana, el grupo
uno-paramétrico correspondiente está formado por las isometŕıas de M . Entonces como
el bracket de dos campos vectoriales Killing es un campo Killing, el espacio de todos
los campos vectoriales Killing es una subálgebra de Lie del álgebra de Lie de todos los
campos vectoriales.
Teorema 2.3 Sobre una variedad completa M , cualquier campo Killing es completo;
es decir, genera un grupo uno-paramétrico de isometŕıas, y el álgebra de Lie de campos
vectoriales Killing es el álgebra de Lie del grupo de Lie I(M).
Definición 2.41 Una variedad riemanniana conexa M es un espacio simétrico si
para cada p ∈ M el grupo isotrópico Gp contiene una isometŕıa Ap : M → M tal que
Ap(p) = p (es involutiva) y la diferencial DAp : TpM → TpM es la aplicación antipodal
denotada por −I; es decir, TpAp = −IdTpM [9].
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Por tanto, M es un espacio simétrico si existe una simetŕıa involutiva Ap (también se
llama simetŕıa centrada en el punto p) de M tal que p es un punto fijo aislado de Ap y
se dice que Ap es la simetŕıa de M en p.
Dado que las isometŕıas preservan geodésicas, se tiene que para cualquier geodésica γ(t)
tal que γ(0) = p, Ap ◦ γ(t) = γ(−t) y por tanto los espacios simétricos son espacios
homogéneos y completos, esto es
Teorema 2.4 Todo espacio simétrico riemanniano M es homogéneo.
Demostración: En efecto M es completa, ya que cualquier segmento geodésico puede ser
prolongado usando las simetŕıas centradas en sus puntos finales. Ahora, si dos puntos
están unidos por una geodésica entonces, la simetŕıa en el punto medio de esos puntos
sobre la geodésica es una isometŕıa que aplica esos puntos uno con el otro. Aśı cualquier
par de puntos, se pueden unir por sucesiones de trozos de geodésicas que son aplicadas
una en la otra por isometŕıas; esto muestra que el espacio es homogéneo.
Por tanto, para cualquier p, q ∈M , la simetŕıa con respecto al punto medio de cualquier
segmento geodésico que conecta p con q (que existe por la completes) intercambia p y
q. Por tanto, el grupo de isometŕıa actúa transitivamente. 
Sea M un espacio homogéneo y suponga que existe una simetŕıa de M en un punto
p ∈ M . Sea q cualquier punto en M y g una isometŕıa de M con g(p) = q. Entonces
Aq = gApg
−1 es una simetŕıa de M en q. Para mostrar que un espacio homogéneo es
simétrico es suficiente construir una simetŕıa en un punto. Usando esto, fácilmente se
obtienen ejemplos de espacios simétricos.
Los ejemplos mas sencillos de espacios homogéneos simétricos son el espacio eucĺıdeo
Rn puesto que Rn es simétrico con A0 : Rn → Rn, definido por p→ −p y la esfera Sn,
ya que Sn → Sn definida por (p1, ..., pn, pn+1)→ (−p1, ...,−pn, pn+1) es una simetŕıa de
la esfera Sn en (0, ..., 0, 1)
Observación 2.12: En particular, cualquier grupo de Lie G conexo con métrica bi-
invariante es un espacio simétrico, ya que cualquier producto interno invariante sobre
g se extiende a una métrica bi-invariante sobre G. Con respecto a esta métrica, la
aplicación inversa Ae : G→ G definida por Ae(g) = g−1 es una simetŕıa de G en e [13].
Definición 2.42 El rango de una variedad riemanniana homogénea M el la dimen-
sión máxima de una subvariedad totalmente geodésica plana. [9]
En los trabajos de Montgomery, Samelson y Borel, todos los grupos de Lie conexos
y compactos que actúan transitiva y efectivamente sobre esferas, estan clasificados.
Algunas de esas clasificaciones se presentan aqúı. Cabe destacar que hay más familias
y varios ejemplos excepcionales también:
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grupo rango dimensión
SU(n+ 1) n n(n+ 2)
SO(2n+ 1) n n(2n+ 1)
SO(2n) n n(2n− 1)
Sp(n) n n(2n+ 1)
Cuadro 2.1: Grupos de Lie con métricas bi-invariante
grupo de isometŕıa grupo de isotroṕıa dimensión rango descripción
SO(n+ 1) SO(n) n 1 esfera
O(n+ 1) O(n)× {1,−1} n 1 RP n
U(n+ 1) U(n)× U(1) 2n 1 CP n
Sp(n+ 1) Sp(n)× Sp(1) 4n 1 HP n
Cuadro 2.2: Ejemplos homogéneos compactos
Una propiedad interesante de los espacios simétricos es que tienen un tensor de cur-
vatura paralelo, esto se debe a que las simetŕıas Ap dejan el tensor de curvatura y su
derivada covariante, invariante; en particular:
DAp((∇XR)(Y, Z,W )) = (∇DApXR)(DApY,DApZ,DApW )
y de aqúı que,
−(∇XR)(Y, Z,W ) = (∇−XR)(−Y,−Z,−W ) = (∇XR)(Y, Z,W )
aśı, ∇R = 0. Esto casi caracteriza un espacio simétrico.
Teorema 2.5 (de Cartan): Si M es una variedad riemanniana con tensor de cur-
vatura paralelo, entonces para cada p ∈ M existe una isometŕıa Ap definida en una
vecindad de p con DAp = −I sobre TpM . Más aún, si M es simplemente conexa y
completa, entonces la isometŕıa está definida sobre todo M y en particular, el espacio
es simétrico.
Demostración: Ver [13] pág. 238.
Corolario 2.2 Si M es una variedad riemanniana compacta, entonces para cada p de
M y v ∈ TpM , hay una geodésica γ : R→M con γ(0) = p y γ′(0) = v.
Definición 2.43 Una variedad riemanniana M con tensor de curvatura R paralelo (es
decir, con ∇R = 0) se denomina un espacio localmente simétrico [13].
Por el Teorema de Cartan, si M es un espacio localmente simétrico, conexo y completo;
entonces su cubrimiento universal riemanniano es un espacio simétrico.
Si se tiene una isometŕıa lineal que preserva el tensor de curvatura en cualquier punto,
entonces se puede extender el teorema anterior a espacios simétricos, donde la curvatura
es la misma en todas partes:
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Teorema 2.6 (de E. Cartan) Sea M un espacio simétrico simplemente conexo y N
un espacio localmente simétrico completo de la misma dimensión. Dada una isometŕıa
lineal L : TpM → TqN tal que L(R(X, Y )Z) = R(L(X), L(Y ))L(Z) para todo X, Y, Z ∈
TpM hay una única isometŕıa riemanniana F : M → N tal que DpF = L.
Demostración: Consultar [13] en la pág. 239.
Teorema 2.7 (de Cartan sobre la existencia de subvariedades totalmente
geodésicas) Sea M una variedad riemanniana, p ∈M y sea ρ > 0 el radio inyectividad
en p. Sea V un subespacio de TpM y sea Vρ la bola abierta de radio ρ en V . Entonces
expp(Vρ) es una subvariedad totalmente geodésica de M si y solo si el tensor de curvatura
de M preserva el transporte paralelo de V a lo largo de las geodésicas radiales de longitud
menor que ρ, con condición inicial en V .
Corolario 2.3 Sea M una variedad riemanniana localmente simétrica y sea V un
subespacio de TpM que es invariante bajo el tensor de curvatura en p, (es decir que
R(V, V )V ⊂ V ). Entonces, para ε > 0 pequeño, exp(Vε) es una subvariedad de M
totalmente geodésica, donde Vε = {v ∈ V : ||v|| < ε}.
Lema 2.2 Sea gt : S → M , |t| < ε una familia suave de subvariedades totalmente
geodésicas de una variedad riemanniana M . Si el campo variación q → ∂
∂t
gt(q) es
perpendicular a la subvariedad St entonces gt : S0 → St es una isometŕıa, donde St es
S con la métrica inducida por gt.






























= −2 〈Aξtgt∗qw, gt∗qw〉 = 0.
donde ξ(t) es el campo variación en el punto q de St y A denota el operador de forma
de St. Entonces, 〈gt∗qw, gt∗qw〉 no depende sobre t y aśı, gt : S0 → St es una isometŕıa;
puesto que g0 : S0 → S0, es la aplicación identidad .
2.5. El Grupo de Holonomı́a
La derivada covariante permite definir uno de los conceptos básicos sobre los cuales
se edifica la geometŕıa riemanniana: el transporte paralelo a lo largo de curvas. En
particular, permite conocer las geodésicas (curvas que localmente minimizan distancias).
En esta sección se definirá el grupo de holonomı́a de una variedad riemanniana y se
dará una breve discusión de como usar la holonomı́a para determinar como un espacio
simétrico puede ser clasificado de acuerdo a si es compacto o no.
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Definición 2.44 Sea M una variedad diferenciable con una conexión ∇. Un campo
vectorial Y se dice que es constante si ∇XpY = 0 para todo p ∈M y Xp ∈ TpM [5].
Por lo general, no existen tales campos vectoriales sobre los subconjuntos abiertos de
la variedad M . Sin embargo, como se verá a continuación, dada una curva diferenciable
c(t), 0 ≤ t ≤ 1 sobre M , se puede mostrar existe un campo vectorial X(t) = Xc(t)
constante o paralelo a lo largo tal curva c(t).
Note que una geodésica puede ser caracterizada como una curva cuyo campo de vectores
velocidad es paralelo a lo largo de la curva.
Para cada t ∈ [0, 1] existe una aplicación lineal bien definida τc(t) : Tc(t0)M → Tc(t)M
llamada transporte paralelo a lo largo de c(t).
Proposición 2.11 Sea M una variedad diferenciable con una conexión af́ın ∇. Sea
c(t) una curva diferenciable sobre M . Para cada v ∈ Tc(t0)M , t0 ∈ [0, 1] existe un único
campo vectorial paralelo Xv(t) a lo largo de c(t) tal que Xv(t0) = v.
Demostración: Se basa en encontrar la solución al problema de ecuaciones diferenciales
ordinarias D
dt
X(t) = 0 con X(0) = v. Una prueba completa de este resultado aparece
en [5] en la pág 52.
Proposición 2.12 Sea M una variedad diferenciable y p, q ∈ M . Si c : [0, 1] → M
es una curva que une p = c(0) con q = c(1), el transporte paralelo a lo largo de c(t)
define un isomorfismo lineal τc : TpM → TqM entre los espacios tangentes en p y q
respectivamente, definido por τc(v) = X(1).
Demostración: Sean v, w ∈ TpM , α un escalar y X(t), Y (t) campos vectoriales tangentes
a M en c(t0) tales que X(0) = v,
D
dt
X(t) = 0 y Y (0) = w, D
dt
Y (t) = 0.







τc(αv) = (αX)(1) = αX(1) = ατc(v)
y como (X + Y )(0) = v + w y D
dt




Y (t) = 0 entonces:
τc(v + w) = (X + Y )(1) = X(1) + Y (1) = τc(v) + τc(w).
por tanto τc es una aplicación lineal.
Para ver que es un isomorfismo basta notar que para el campo 0 se cumple que
0(0) = 0, D
dt
(0) = 0 y τc(0) = 0(1) = 0. 
Intuitivamente, una forma de visualizar el transporte paralelo en subvariedades es
pensándolo como el campo vectorial unitario mas económico de llevar, a lo largo de
la curva, el vector X(t) tangente a M en el punto p hasta un vector tangente en q.
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Figura 2: Transporte paralelo del vector P (z) [13]
La traslación paralela, siempre en una variedad diferenciable, consiste en dar un campo
vectorial que en algún punto prefijado se comporte como paralelo a un vector dado.
Proposición 2.13 La aplicación τc : TpM → TqM (el transporte paralelo) dada en la
proposición anterior es una isometŕıa (lineal).
Demostración: Si τc es una isometŕıa, se debe probar que dados v, w ∈ TpM ,
〈v, w〉 = 〈τc(v), τc(w)〉,
pero esto es equivalente a demostrar que 〈v, v〉 = 〈τc(v), τc(v)〉.
Como el campo X es tal que X(0) = V , D
dt
X(t) = 0 y τc(v) = X(1), entonces:
〈X(0), X(0)〉 = 〈X(1), X(1)〉
pero note que para todo t ∈ [0, 1],
d
dt
〈X(t), X(t)〉 = 2〈D
dt
X(t), X(t)〉 = 2〈0, X(t)〉 = 0
luego, X(t) es el campo constante, aśı 〈X(t), X(t)〉 = 〈v, v〉 para todo t ∈ [0, 1], por lo
tanto, τc es una aplicación lineal 
Figura 3: El transporte paralelo es una isometŕıa [13].







Aśı, si M es el espacio eucĺıdeo Rn, entonces X(t) es el campo constante e igual a X(0).
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Note que el transporte paralelo a lo largo de cualquier curva es independiente de la
curva. Si c1(t), a ≤ t ≤ b y c2(t), c ≤ t ≤ d son curvas sobre M ; el transporte paralelo a
lo largo de c1(t) y a lo largo de c2(t), coincide si hay un homeomorfismo ϕ : [a, b]→ [c, d]
tal que:
1. ϕ(a) = c y ϕ(b) = d.
2. ϕ y ϕ−1 son diferenciables.
3. c2(ϕ(t)) = c1(t) para todo t ∈ [a, b].
Recuerde que de la definición 1.27 una variedad riemanniana se denomina plana si su
tensor de curvatura se anula. Esto implica que localmente el transporte paralelo en el
espacio eucĺıdeo, no depende de las curvas utilizadas para unir un par de puntos p y q
dados (esto se debe a que el espacio eucĺıdeo es plano, sin curvatura). Si el tensor de
curvatura no se anula, el transporte paralelo es dependiente de la curva; pero esto no es
cierto para una variedad riemanniana arbitraria, como se verifica en la esfera, es decir;
en general, el transporte paralelo depende de las curvas utilizadas para unir dos puntos
puesto que, X(t) se mueve a lo largo de la curva entonces, X(t) se debe acomodar a
la forma de la variedad M . Esto implica en particular, que el transporte paralelo es
invariante bajo el subgrupo formado por las curvas que transportan un punto p hasta
otro punto q en la variedad.
Si τc es la curva c1(t), t ∈ [a, b], se denotará por τ−1c la curva c2(t) donde t ∈ [a, b]
definida por c2(t) = c1(a+ b− t). Un resultado que se sigue de este es el siguiente:
Proposición 2.14 Sea M una variedad diferenciable y p, q, r ∈M .
1. Si c(t) es una curva sobre M , el transporte paralelo a lo largo de τ−1c : TqM →
TpM coincide con el transporte paralelo a lo largo de c(t) pero recorrida en sentido
inverso.
2. Si c(t) es una curva desde p a q y α es una curva desde q a r, el transporte
paralelo a lo largo de la curva compuesta c◦α es la composición de los transportes
paralelos τ y α.
Proposición 2.15 Sean M una variedad riemanniana, p ∈ M y Ω(p) el conjunto de
todas las curvas suaves c : [0, 1] → M con c(0) = c(1) = p. Entonces, el transporte
paralelo a lo largo de cualquier curva c(t) ∈ Ω(p) desde c(0) hasta c(1) es una transfor-
mación ortogonal de TpM .
Demostración: Consultar [7].
La dependencia del transporte paralelo de las curvas utilizadas, se puede medir y esto
se hace a través del denominado grupo de holonomı́a Holp(M) de M en el punto p. En
otras palabras, Holp(M) mide cuanto se aparta M de ser plana.
En virtud de la proposición 2.14 se tiene la siguiente definición:
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Definición 2.45 Sea M una variedad riemanniana y p ∈ M , el conjunto de todas
las traslaciones paralelas dadas en la proposición anterior forman un grupo llamado el
grupo de holonomı́a en p y se define por:
Holp(M) = {τc : c(t) es una curva cerrada en M por p, c(t) ∈ Ω(p)} .
(La aplicación τc denota el efecto de transportar paralelamente un vector en Tc(a)M a
lo largo de c a Tc(b)M). [2]
Dado que el transporte paralelo es una isometŕıa lineal, se tiene que Holp(M) es un
subgrupo del grupo de las transformaciones ortogonales del espacio eucĺıdeo TpM (este
espacio se denota por O(TpM) y coincide con O(n)); es decir,
Proposición 2.16 Holp(M) bajo la operación composición, es un subgrupo de O(TpM).
Demostración: Basta mostrar que en Holp(M)
1. Existe un elemento neutro.
2. Cada elemento tiene su inverso en Holp(M).
3. Hay asociatividad.
Solo se demostraran las propiedades 1 y 2:
1. Puesto que la aplicación e : TpM → TpM definida por e(v) = X(1) satisface que
X(0) = v y D
dt
X(t) = 0 se tiene que la aplicación denotada por e es el neutro en
Holp(M). En efecto, si τc(v) ∈ Holp(M) entonces existe un campo vectorial Y (t)
tal que τc(v) = Y (t) y
(e ◦ τc)(v) = e(τc(v)) = e(Y ) = Y (1)
(τc ◦ e)(v) = τc(e(v)) = τc(v) = Y (1).
2. Si α : [0, 1] → M es una curva definida por α(t) = c(1 − t) para todo t ∈ [0, 1]
entonces:
α(0) = c(1) = p y α(1) = c(0) = p
por tanto el transporte paralelo a lo largo de la curva α(t) estará dado por
τα : TpM → TpM aśı que si v ∈ TpM entonces τα(v) = X(1) y por tanto ex-
iste un único campo Y (t) tal que Y (0) = X(1) y D
dt
Y (t) = 0 que está dado por
Y (t) = X(1 − t). (Note que D
dt
Y (t) = −D
dt




(τ−1c ◦ τc)(v) = τ−1c (τc(v)) = τ−1c (X(1)) = Y (1) = X(0) = v = e(v)
(τc ◦ τ−1c )(v) = τc(τ−1c (v)) = τc(Y (1)) = τc(X(0)) = τc(v) = X(1) = v.
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Ejemplo 2.19 El grupo de holonomı́a de S2 es SO(2), dado que las rotaciones sobre
el eje z son una isometŕıa:
Holp(M) = {τ(x, y, z) =










: 0 ≤ θ ≤ 2π},
de donde Holp(M) = SO(TpS
2) = SO(2).
En general, si r es un número real y Sn(r) es la esfera n+1-dimensional de radio r,
Holp(S
n(r)) = SO(n). Además también se puede mostrar que Holp(Rn) = {1}.
Observe que Holp(M) es un grupo de Lie y a menudo también resulta ser un subgrupo
cerrado de O(n).
Ejemplo 2.20 El grupo de holonomı́a de Rn es el grupo trivial, su único elemento es
la transformación idéntica del espacio tangente TpRn ∼= Rn.
Lema 2.3 (Principio de holonomı́a:) Sea M una variedad riemanniana conexa
y p ∈M . La evaluación en p establece una correspondencia uno a uno entre campos
paralelos y campos sobre TpM invariantes bajo Holp(M).
En el caṕıtulo 3, se ilustrará este principio a través de la lista dada por Berger. Los
casos más simples son:
1. Hol(M) = SO(n) significa que no hay campos paralelos (aparte de la métrica y
la orientación). Tal métrica a menudo se llama genérica.
2. U(n) es el subgrupo de SO(2n) preservando una estructura compleja J sobre R2n
que es ortogonal (esto es, J ∈ SO(2n)) Por tanto las variedades con holonomı́a
contenida en U(n) son variedades riemannianas con una estructura compleja J que
es ortogonal y paralela. Esto es una caracterización clásica de variedades Kähler.
Una variedad compleja compacta simplemente conexa que admite una métrica
con holonomı́a contenida en SU(n) se dice que es una variedad Calabi-Yau.
Observación 2.13: Hay una variante en la definición 2.45. Dado que el grupo de
holonomı́a de M en p, Holp(M) es un subgrupo de O(n), este tiene la topoloǵıa natu-
ral. Con respecto a esta topoloǵıa, la componente identidad Hol0p(M) de Holp(M) es
llamada el grupo de holonomı́a restricto de M en p.
El grupo de holonomı́a restricto de una variedad riemanniana M es el subgrupo de
Holp(M) formado por todas las transformaciones obtenidas desde curvas homotópicas
nulas (denotadas por Ω(0)) en Ω(p). Este grupo, en realidad se comporta mucho mejor
pues, Hol0p(M) resulta ser un subgrupo de Lie de SO(TpM), normal conexo que siempre
es compacto y que coincide con el grupo de holonomı́a del cubrimiento universal de M .
Los grupos de holonomı́a de muchas variedades fueron clasificados por Berger [13],
aqúı se presentan algunas de sus propiedades:
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Teorema 2.8 Sea M una variedad riemanniana conexa, p ∈ M . Holp(M) tiene las
siguientes propiedades:
1. Holp(M) ⊂ SO(n) si M es orientable.




p(M), donde M̃ es el cubrimiento universal de M .
3. Holp(M) es conjugado con Holq(M) v́ıa el transporte paralelo a lo largo de cualquier
curva de p a q.
4. Holp,q(M ×N) = Holp(M)×Holq(N)
Proposición 2.17 Sea M una variedad riemanniana conexa, entonces todos los grupos
de holonomı́a restrictos son congruentes entre si.
Demostración: Ver [7].
Aśı que, si M es una variedad riemanniana simplemente conexa y compacta, entonces
el grupo de holonomı́a es un grupo de Lie conexo y está completamente determinado
por su álgebra de Lie lo que hace que también sea compacto (para ver detalles de este
hecho, consulte [13] caṕıtulo 8).
Además; por la proposición anterior, los grupos de holonomı́a en diferentes puntos son
todos conjugados por el transporte paralelo a lo largo de cualquier curva. Por tanto
en una variedad riemanniana, se habla de grupo de holonomı́a Hol(M) y grupo de
holonomı́a restricto denotado por Hol0(M) sin hacer mención al punto.
Para evitar tecnicidades, se asumirá que las variedades siempre seran simplemente
conexas, asi que las nociones coinciden. En el siguiente caṕıtulo, se verá que la rep-
resentación del grupo de holonomı́a restricto de M sobre TpM es un producto de rep-
resentaciones irreducibles con una trivial. Este producto es único salvo el orden. Cada
uno de los factores no triviales es, o una representación ortogonal de un grupo de Lie
compacto conexo que actúa transitivamente sobre la esfera unitaria o la representación
isotrópica de un espacio simétrico riemanniano simple de rango 2 [11].
Ahora, el objetivo es definir los mismos conceptos anteriores pero utilizando la conexión
normal.
El tranporte paralelo que interesa en la geometŕıa de subvariedades del espacio eucĺıdeo,
no es el de vectores tangentes sino el de vectores normales. Si c(t) es una curva sobre
una variedad M y ξ(t) es un campo de vectores normales a M definido a lo largo de c(t),





ξ(t) aśı que de manera análoga
a la derivada covariante (tangencial), el campo normal ξ(t) se llama paralelo cuando
su derivada covariante normal es nula (i.e. D
⊥
dt
ξ(t) = 0), y el transporte paralelo en la
conexión normal es una aplicación:
τ⊥c : νp(M)→ νq(M)
que de nuevo resulta ser una isometŕıa lineal entre los espacios normales a p = c(0) y a
q = c(1) y no depende de la curva dada.
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Sea p ∈M y c(t) una curva sobre M . c ◦ c′ denota la composición de las curvas c(t)
y c′(t) definida como (c ◦ c′)(t) = c(2t) con 0 < t < 1
2
y (c ◦ c′)(t) = c′(2t − 1) para
1
2
< t < 1.
Entonces se tiene la aplicación:
τ⊥ : Ω(p)→ O(νp(M)) definida por τ⊥(c) = τ⊥c









−1 donde c̃ : [0, 1]→M está definida por
c̃(t) = c(1− t).
La imagen τ⊥(Ω(p)) es un subgrupo de O(νp(M)), llamado grupo de holonomı́a normal
de M en p. Más precisamente se tiene:
Definición 2.46 Si p ∈ M , el grupo de holonomı́a normal denotado por Φ⊥p (M)
en p se define como:
Φ⊥p (M) =
{
τ⊥c : c es una curva cerrada en M por p
}
.
Como en el caso de la holonomı́a riemanniana, si M es conexa los grupos de holonomı́a
normal en distintos puntos, son todos conjugados mediante el transporte paralelo (nor-
mal) a lo largo de cualquier curva c(t) sobre M .
Si c(t) es una curva diferenciable desde p a q, entonces:
Φq(M) = τcΦp(M)(τc)
−1
por tal razón, ya no se hace referencia al punto y solo se escribe Φ(M).
Cuando se cambia el conjunto Ω(M) por el conjunto Ω0(M) de lazos homotópicos
diferenciables en M basados en p, el subgrupo resultante de O(νp(M)) es el denominado
grupo de holonomı́a normal restricto de M en p y se denota por Φ0p(M) que resulta ser
un subgrupo normal de Φp(M) [2].
Teorema 2.9 Si M es una variedad riemanniana, el grupo de holonomı́a normal res-
tricto Φ0p(M) es un subgrupo arcoconexo de O(νp(M)).
Demostración: Puede encontrarse en [7] en el teorema 4.2 del caṕıtulo 2.
Como consecuencia de un resultado de Yamabe, que establece que cada subgrupo arco-
conexo de un grupo de Lie es un subgrupo de Lie, se tiene que el grupo de holonomı́a
normal es un subgrupo de Lie del grupo ortogonal O(νp(M)). Más aún, Φ
0
p(M) es un
subgrupo de Lie de O(νp(M)) (ver [7] pág. 275), esto implica que Φ
0
p(M) es la compo-
nente identidad Φp(M).
En particular, Φp(M) y Φ
0
p(M) tienen la misma álgebra de Lie que se denomina álge-
bra de holonomı́a normal de M en p. Por supuesto si M es simplemente conexa,
entonces Φ0p(M) = Φp(M).
El grupo de holonomı́a normal siempre será considerado como un subgrupo de Lie del
grupo ortogonal O(νp(M)), asi que Φp(M) actuará en forma natural sobre νp(M).
Un hecho importante que se tiene es que las propiedades del grupo de holonomı́a tam-
bién se mantienen cuando se trabaja en el espacio normal del grupo de holonomı́a
restricto normal de cualquier subvariedad de un espacio con curvatura constante como
se verá en el siguiente caṕıtulo.
50
Caṕıtulo 3
El Teorema de Holonomı́a de Berger
La geometŕıa riemanniana tuvo un gran avance hacia 1950 cuando Marcel Berger y
George De Rham retomaron los trabajos de Cartan sobre espacios simétricos, obtenien-
do una clasificación más global de estos. Ellos realizaron una interesante conexión entre
espacios simétricos y holonomı́a a través de la clasificación de los grupos de holonomı́a
(hecha por Berger) obteniendo dos resultados importantes relacionados con el grupo
de holonomı́a restricto de una variedad riemanniana, el Teorema de descomposición de
De Rham y el Teorema de Holonomı́a de Berger (cuya demostración aparece en este
caṕıtulo); ambos teoremas tienen versiones locales y globales. Aqúı se trabajará con
la versión local. En estos trabajos se muestra, que casi todos los grupos de holonomı́a
aparecen en espacios simétricos, dando una buena aproximación geométrica para estos
interesantes grupos.
En este caṕıtulo se trabajará la demostración del Teorema de Berger, apoyándose en la
hecha por Olmos [10].
3.1. Teoremas Previos
En este sección se enunciaran algunos resultados importantes y recientes de la geometŕıa
de subvariedades que serán referenciados en los lemas que servirán de ayuda para la de-
mostración del Teorema de Berger. Estos teoremas serán presentados sin demostración
y hacen parte de los estudios recientes de matemáticos como Olmos, Di Scala, Console,
Thorbergsson y Heintze, entre otros; que se han interesado en el estudio de la geometŕıa
de subvariedades desde el punto de vista holonómico.
Lema 3.1 Sea G un subgrupo de Lie conexo de SO(n) actuando sobre Rn como una
s-representación y sea N0(G) la componente conexa del normalizador de G en SO(n);
entonces, N0(G) = G.
Reseña de la demostración: En un espacio simétrico irreducible X, la representación
holonómica e isotrópica, coinciden. Más aún, holonomı́a local y global coinciden tam-
bién. Para más detalles de esta prueba puede consultar [2] en la pág. 192 .
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En el teorema 2.8 se vió que se puede estudiar cómo se descompone una variedad rie-
manniana a partir de su grupo de holonomı́a, note que en la parte 4 del teorema se
observa que el producto cartesiano se refleja en una estructura producto a nivel de
holonomı́a y la parte 3 muestra que si la holonomı́a se descompone en un punto, se
descompone en todos.
Considere la acción de Hol0p sobre TpM . Si E ⊂ TpM es un subespacio invariante
(i.e. Hol0p(E)⊂E), entonces el complemento ortogonal también se preserva; es decir,
Hol0p(E
⊥)⊂E⊥. Aśı, como Hol0p(M) es compacto, TpM se descompone en subespacios
invariantes irreducibles TpM = E1 ⊕ · · · ⊕ Ek. Este hecho, inspiró a de Rham para
enunciar el teorema algebraico que se enuncia a continuación.
Teorema 3.1 (algebraico de Berger-Rham) Sean M una variedad riemanniana
conexa y p ∈M . Para cada p existe una única (salvo el orden) descomposición ortogonal
de TpM como Tp(M) = V0⊕ · · · ⊕ Vk en Hol0p(M)-subespacios invariantes V0, · · · , Vk y
subgrupos normales G0, · · · , Gk de Hol0p(M) tales que:
1. Hol0p(M) = G0 ⊗ · · · ⊗Gk.
2. Gi actúa trivialmente sobre Vj si i 6= j.
3. G0 = {1} y si i ≥ 1, Gi actúa transitivamente sobre la esfera unitaria en TpM o
actúa irreduciblemente sobre Vi como la representación isotrópica de un espacio
simétrico simple riemanniano.
Puede suceder que V0 = TpM en ese caso M = Rn o puede suceder también que
V0 = {0} y ese caso M es la esfera Sn, n > 1. La descomposición dada en el teorema es
única salvo el orden.
Aśı que, la reducibilidad de una variedad riemanniana conexa también se puede leer
de la reducibilidad de la acción de su grupo de holonomı́a en TpM entonces se tiene la
siguiente definición:
Definición 3.1 Sea M una variedad riemanniana y E un subespacio de TpM , p∈M .
M se dice irreducible o simple si su grupo de holonomı́a Hol(M) es irreducible como
grupo actuando sobre TpM ; es decir, si su grupo de holonomı́a no tiene subespacios
invariantes por la holonomı́a (i.e. Holp(E)⊂E para todo E⊂TpM) [10].
Observación 3.1: Cuando se dice que M es localmente irreducible también se refiere a
que M localmente no es un producto directo con la métrica producto; en otras palabras,
la variedad M no es de la forma M = M1 ×M2 donde M1,M2 son otras variedades
riemannianas.
Definición 3.2 Una variedad riemanniana se dice localmente reducible si para ca-
da punto p ∈ M , existe una vecindad abierta U ∈ M que es isométrica al producto
riemanniano de al menos dos variedades riemannianas de dimensión mayor o igual a
1; en otro caso se dice que M es localmente irreducible [13].
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Gracias a este teorema y los trabajos de Berger, se puede dar una lista completa de
posibles grupos de holonomı́a. El Teorema de Berger-Rham más conocido como Teorema
de descomposición de De Rham, asegura que una variedad riemanniana M es localmente
irreducible alrededor de p si y solo si el grupo de holonomı́a local actúa irreduciblemente
sobre TpM . Más precisamente enuncia que:
Teorema 3.2 (de Descomposición de De Rham) Sea M una variedad riemanni-
ana conexa, simplemente conexa y completa, si existe un subespacio propio de TpM el
cual es invariante (por la izquierda) bajo la acción del grupo de holonomı́a; entonces,
M es localmente un producto de variedades riemannianas.
Demostración: La prueba de este conocido teorema aparece en [7] en IV ,6
Definición 3.3 Sea M una variedad riemanniana localmente irreducible (en p ∈ M).
El grupo de holonomı́a restricto Hol0p(M) se llama no excepcional si existe un espacio
simétrico con el mismo grupo de holonomı́a.
Teorema 3.3 (Berger) Sea M una variedad riemanniana irreducible simplemente conexa
que no es isomorfa a un espacio simétrico. Entonces el grupo de holonomı́a Hol(M) de
M pertenece a la siguiente lista:
Hol(M) métrica dimensión de M
SO(n) n genérica
U(n) 2n Kähler
SU(n) 2n (n ≤ 3) Calabi-Yau
Cuadro 3.1: Clasificación de grupos de holonomı́a
Cabe aclarar que la lista es más larga, aqúı se presentan únicamente los casos que de
alguna manera se han mencionado a lo largo del trabajo.
Definición 3.4 Una subvariedad de un espacio eucĺıdeo se denomina llena (o full) si
no está contenida en ningún subespacio af́ın propio del espacio ambiente [2].
Olmos observó una propiedad importante al trabajar con grupos de holonomı́a de una
variedad riemanniana: el álgebra de holonomı́a es generada por tensores de curvatu-
ra (algebraicos) que satisfacen las identidades algebraicas de un tensor de curvatura
[11]. También Notó un importante hecho sobre los grupos de holonomı́a: el álgebra de
holonomı́a está relacionada con el tensor de curvatura. Su demostración puede consul-
tarse en [2] en la pág. 104.
Teorema 3.4 Sea M una variedad riemanniana con haz normal plano (i.e. R⊥ = 0),
entonces cualquier vector normal tiene el mismo ∇⊥-transporte paralelo a lo largo de
curvas homotópicas.
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El resultado anterior implica que si R⊥ = 0 entonces el grupo de holonomı́a normal
restricto Φ0p es trivial, o lo que es equivalente a decir que el álgebra de holonomı́a
denotada por g es trivial. De esta manera, se presenta el siguiente teorema:
Teorema 3.5 (de holonomı́a de Ambrose-Singer) Sea M una subvariedad conexa
de un espacio forma M . El álgebra de holonomı́a normal G es la subálgebra de soνp(M)
generada por los endomorfismos:
τ⊥−1γ R
⊥(X, Y )τ⊥γ
donde τ⊥γ es el ∇⊥-transporte paralelo sobre M a lo largo de una curva diferenciable
c : [0, 1]→M que comienza desde p y X, Y ∈ Tγ(1)M .
En otras palabras, el álgebra de holonomı́a normal g es un álgebra de Lie que coincide
con el span lineal de los endormorfismos antisimétricos de la familia R de tensores de
curvatura algebraicos R⊥.
Aśı que, el teorema de Ambrose-Singer implica que el álgebra de Lie de Φp(M) está gen-
erada por endomorfismos de la forma:




donde X, Y ∈ TpM , γ : [0, 1] → M es una curva diferenciable que comienza en p y τγ
denota el transporte paralelo tangencial sobre M a lo largo de γ.
Para la conexión normal de una subvariedad de un espacio forma, el Teorema algebraico
de Berger-Rham tiene una versión más simple:
Teorema 3.6 (de Holonomı́a Normal) Sea M una subvariedad conexa de una
variedad riemanniana M de curvatura constante. Sean p ∈ M y Φ⊥0 (M) el grupo de
holonomı́a normal restricto en p. Entonces Φ⊥0 (M) es compacto, existe una única (salvo
el orden) descomposición ortogonal del espacio normal en p, νp(M) = V0 ⊕ · · · ⊕ Vk
en Φ⊥0 (M)-subespacios invariantes, y existen Φ0(M) · · ·Φk(M) subgrupos normales de
Φ⊥0 (M) tales que:
1. Φ⊥0 (M) = Φ0(M)⊗ · · · ⊗ Φk(M).
2. Φi(M) actúa trivialmente sobre Vj si i 6= j.
3. Φ0(M) = {1} y si i ≥ 1, Φi(M) actúa irreduciblemente sobre Vi como la repre-
sentación isotrópica de un espacio simétrico irreducible riemanniano.
La demostración de este resultado aparece en [11] o consultar [2] pág. 108.
En otras palabras, el Teorema de holonomı́a normal establece que dado un punto p sobre
una subvariedad sea M de un espacio euclidiano, existe una variedad riemanniana M
tal que la holonomı́a normal restricta de M coincide con la holonomı́a riemanniana de




El teorema anterior también dice que no existen espacios simétricos que sean una
holonomı́a de una variedad simplemente conexa.
Este teorema no a priori esperable, pues la forma particular que tiene la holonomı́a
riemanniana depende fuertemente de la primera identidad de Bianchi del tensor de cur-
vatura riemanniano. Este identidad no es satisfecha por el tensor de curvatura normal
(pues, tiene variables tangentes y normales). Esto se soluciona definiendo otro tensor
en el espacio normal (ver [11]). Una interesante aplicación de este teorema se tiene con
el Teorema de holonomı́a Berger (sección 3.2)
A continuación se enuncian dos teoremas sin demostración (éstas pueden ser consul-
tadas en [2] caṕıtulo 6)
Teorema 3.7 Sea G un grupo de Lie. G actúa irreduciblemente sobre el espacio eu-
cĺıdeo si y solo si cualquier órbita G.v, v 6= 0, es una subvariedad llena del espacio
eucĺıdeo.
Teorema 3.8 Sean G un grupo ortogonal del espacio eucĺıdeo y G.v una órbita llena.
Entonces la imagen bajo la representación slice conexa de (Gv)0 está contenida en el
grupo de holonomı́a normal en v.
Lema 3.2 (de Gluing) Sea M una variedad riemanniana, sean p ∈ M y ρ el radio
inyectividad en p. Suponga que para cualquier v en algún subconjunto denso Ω de la
bola eucĺıdea BE(ρ, 0), la familia Fv spans TpM . Entonces, la simetŕıa geodésica sp en
p es una isometŕıa de la bola geodésica B(ρ, p) de M .
Demostración: Si N es un espacio localmente simétrico, su tensor de curvatura se anula
y su operador de Jacobi R(., γ′(t))γ′(t) se diagonaliza con coeficientes constantes en un
marco paralelo a lo largo de la geodésica γ(t). Entonces, de las hipótesis; para v ∈ Ω, el
operador de Jacobi de M a lo largo de la geodésica γv(t) se diagonaliza con coeficientes
constantes en un marco paralelo. Aśı; se puede resolver expĺıcitamente, en un marco
paralelo, la ecuación de Jacobi para probar que d(sp)(γv(1)) es una isometŕıa y teniendo
en cuenta la densidad de Ω, se completa la demostración. 
3.2. Prueba del Teorema de Holonomı́a de Berger
El estudio de las subvariedades a partir de su grupo de holonomı́a ha permitido recien-
temente encontrar caracteŕısticas importantes de su geometŕıa, tal como lo demuestra el
Teorema de holonomı́a normal, el cual involucra construcciones geométricas recientes y
que tiene una aplicación especial que en este trabajo a través del Teorema de holonomı́a
de Berger, el teorema principal de este trabajo.
A partir del Teorema de Berger, la holonomı́a de un espacio irreducible que no es
simétrico, es siempre transitiva (en la esfera). Esto no implica que no haya espacios
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simétricos irreducibles con holonomı́a transitiva (los que tienen esta propiedad son los
espacios simétricos de rango 1). Como ya se ha ido mencionando, el Teorema de Berger
se obtiene luego de largos resultados clasificatorios de Marcel Berger a mediados del
siglo pasado. Él observó que asociado a un grupo de holonomı́a irreducible Hol(M) que
actúa en TpM se tienen dos tensores algebraicos, la curvatura R y su derivada covari-
ante ∇R en p. Ambos tensores satisfacen la primera y segunda identidad de Bianchi y
se relacionan con Hol(M) por el hecho que toman valores en su álgebra de Lie (por el
Teorema de Ambrose-Singer).
Usando la clasificación de representaciones irreducibles de grupos compactos Berger
llega a que solo algunos de los grupos transitivos en la esfera admiten un tensor alge-
braico no nulo del tipo ∇R. Años más tarde James Simons dió una prueba puramente
algebraica de este hecho que elude la clasificación, pero muy intrincada y técnica [12].
El problema de tener una prueba conceptual y geométrica del teorema de holonomı́a
quedó abierto. En esta sección, se presenta la prueba dada por Carlos Olmos que vincula
la holonomı́a riemanniana con la holonomı́a normal.
La idea de la demostración (tal como la describe Olmos) es la siguiente:
Sea Hol0p(M) el grupo de holonomı́a restricto en p de una variedad riemanniana M .
Entonces,
1. El espacio normal νv(Hol
0
p(M).v) ⊂ TpM , a cualquier órbita del grupo de holono-
mı́a Hol0p(M), es a través de la exponencial expp cerca del origen una subvariedad
totalmente geodésica de M (que se denotará por N v). Esto es consecuencia de la
identidad de Bianchi (proposición 1.8), el Teorema de Ambrose-Singer (teorema
3.5) y un resultado de Cartan sobre la existencia de subvariedades totalmente
geodésicas (teorema 2.7). Además la geodésica γv es un factor plano de N
v.
2. El grupo de holonomı́a normal Φ⊥(M) de la subvariedad Hol0p(M).v actúa por
isometŕıas en N v. En efecto, cualquier curva c(t) en Hol0p(M).v induce, v́ıa el
transporte paralelo normal, una variación perpendicular de subvariedades total-
mente geodésicas N c(t) de M . Una tal variación es siempre por isometŕıas. Toman-
do curvas cerradas por v, se obtiene el resultado deseado. Más aún, el grupo
de holonomı́a normal debe contener a la componente conexa del subgrupo de
isotroṕıa Holv(M) en v, representado en el espacio normal. Pero la isotroṕıa debe
contener a la holonomı́a de N v, ya que v es fijado por esta holonomı́a. Esto im-
plica que Φ⊥(M) contiene a la holonomı́a de N v. A partir de esto no es dif́ıcil ver
que N v es localmente simétrico (ya que la isotroṕıa de la variedad riemanniana
N v contiene a la holonomı́a).
3. Si Hol0p(M) no es transitivo, entonces cualquier vector principal para la acción de
Hol0p(M) está contenido en una familia de espacios normales a órbitas no triviales
de Hol0p(M). Más aún, esta familia genera TpM (esto es un hecho general para
acciones irreducibles de grupos de isometŕıas lineales).
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4. Se tiene finalmente, que para casi todo v la geodésica γv está localmente contenida
en una familia de subvariedades totalmente geodésicas que son (intŕınsicamente)
localmente simétricas y cuyos espacios tangentes generan TpM . Esto implica que
el operador de Jacobi J se diagonaliza, con coeficientes constantes en una base
paralela a lo largo de γv. Luego M es localmente simétrica en p.
Esto completa la idea de la demostración del Teorema de holonomı́a de Berger [12].
Teorema 3.9 de Berger-Simons: Sea M localmente irreducible. Si el grupo de holo-
nomı́a φ de M actúa transitivamente sobre la esfera (del tangente), entonces el espacio
es localmente simétrico.
El Teorema de Berger dicho de manera más simple plantea que: La variedad M es local-
mente simétrica pues existen muchas subvariedades totalmente geodésicas y simétricas
no triviales (es decir, de dimensión mayor que uno y menor a la dimensión de M)[12].
Observación 3.2: El hecho de que existan muchas subvariedades totalmente geodésicas
es muy inusual, generalmente las únicas subvariedades totalmente geodésicas son los
puntos, las geodésicas y el espacio ambiente.
Cabe destacar que, algunos de los resultados usados para la demostración del Teorema
de Berger no son fáciles de obtener. Sin embargo, tratando de no perder de vista el
objetivo, se presentaran de la manera más sencilla posible.
Para tal efecto, se enunciarán los lemas y unos resultados previos que serán parte de la
demostración del teorema.
Lema 3.3 Sea G un subgrupo de Lie compacto de SO(n). Si ξ ∈ νv(G.v); entonces,
v ∈ νv+ξ(G.(v + ξ))
Demostración: Note que cualquier ξ en νv(G.v) es perpendicular a todo elemento de
Tv(G.v), es decir {0} = 〈Tv(G.v), v + ξ〉.
Por otra parte,
〈Tv(G.v), v + ξ〉=〈g.v, v + ξ〉 = −〈v, g.(v + ξ)〉 = 〈v, Tv+ξ(G(v + ξ))〉 .
Lema 3.4 Sea G un grupo de Lie compacto de SO(n) que no es transitivo en la esfera
y sea v un vector principal. Entonces existe ξ ∈ νv(G.v) (ξ no es múltiplo de v) tal que
la familia de espacios normales νγ(t)(G.γ(t)) span todo Rn, donde γ(t) = v + tξ, t ∈ R.
Demostración: Sea ξ ∈ νv(G.v) tal que ξ no es múltiplo de v. Como G.v es una órbita
principal, cualquier ξ se extiende a un campo normal G-invariante (denotado por ξ̃).
Puesto que el operador de forma Av = −Id, entonces al sumar a ξ un múltiplo de v,
det(Aξ) 6= 0.
Sea γ(t) = v+ tξ y sea V el complemento ortogonal del span de la familia νv(t)(G.γ(t)),
t ∈ R. Se quiere mostrar que V = {0}.
Por construcción, V está contenido en cualquier espacio tangente Tγ(t)(G.γ(t)).
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Sea X perteneciente al álgebra de Lie g de G tal que X.v ∈ V; entonces, el campo Killing
q → X.q es un campo Jacobi cuando se restringe a la geodésica γ que será denotado
por Jξ(t). Es un hecho estándar que Jξ(t) tiene condiciones iniciales Jξ(0) = X.v,
J ′ξ(0) = ∇⊥X.v ξ̃ − Aξ(X.v) donde A denota el operador de forma de G.v
Aśı, si w = J ′ξ(0); entonces, Jξ(t) = X.v+ tw (recuerde que en Rn los campos de Jacobi
son de la forma u + tw). Como Jξ(t) es tangente a la órbita G.γ(t), se obtiene que
w ⊥ νγ(t)(G.γ(t)) para t 6= 0. Pero, para un t pequeño, γ(t) es un vector principal para
la G-acción y aśı, los espacios normales a las órbitas asociadas convergen a νv(G.v);
entonces, también w ⊥ νv(G.v) y por tanto, w ∈ V.
Como Jξ(t) es un campo de Jacobi con las condiciones iniciales dadas y X.v ∈ V es
arbitrario, se concluye que ∇⊥V ξ̃ = 0 y Aξ(V) ⊂ V.
Aśı, si W = V⊥ ∩ Tv(G.v) se tiene que Aξ(W) ⊂ W. Sea Y ∈ G tal que Y.v ∈ W;
entonces el campo de Jacobi J̄ξ(t) a lo largo de γ(t) inducido por Y , tiene condiciones
iniciales J̄ξ(0) = Y.v, J̄ ′ξ(0) = ∇⊥Y.v ξ̃−Aξ(Y.v), ambos yacen en V⊥ entonces, J̄ξ(t) ⊥ V.
Sean X1, X2, ..., Xk ∈ G tales que X1.v, ..., Xk.v una base ortonormal que diagonaliza la
restricción a V de Aξ; entonces, sus campos de Jacobi asociados son J iξ(t) = (1−tλi)Xi.v,
donde λi 6= 0 es un valor propio de Aξ asociado a Xi.v (i = 1, ..., k).
Sea Z ∈ G arbitrario definido por Z = X + Y donde X es una combinación lineal de
X1, X2, ..., Xk y Y.v ∈ W; de aqúı que el campo de Jacobi inducido por Z a lo largo
de γ en t = 1
λi






cual es una contradicción a menos que V = {0}. 
Lema 3.5 Sea M una variedad riemanniana con la propiedad que para cada p de M ,
cada transformación holonómica (restricta) de TpM se extiende v́ıa la aplicación expo-
nencial a una isometŕıa local. Entonces, M es localmente simétrica.
La demostración del lema anterior aparece en [10].
Proposición 3.1 Sean M una variedad riemanniana, p ∈M y sea ρ el radio de inyec-
tividad en p. Suponga que el grupo de holonomı́a restricto Hol0p(M) de M en p actúa
irreduciblemente sobre TpM . Sea νv(Hol
0
p(M).v) con (v ∈ TpM), el espacio normal en
v de la órbita de holonomı́a Hol0p(M).v en TpM .
Sea N v = exp(νv(Hol
0
p(M).v) ∩BE(ρ, 0)), entonces para todo v ∈ TpM , v 6= 0:
1. N v es una subvariedad totalmente geodésica de M . Además, N v divide localmente,
la geodésica γv y el grupo de holonomı́a Hol
v(M) de N v en p, está contenido en la
imagen, bajo la representación slice del subgrupo isotrópico conexo (Holv(M))0.
2. El grupo de holonomı́a normal Φ⊥(M) de Hol0p(M).v en v actúa por isometŕıas
sobre N v en la forma natural (i.e. cualquier g ∈ Φ⊥(M) es la diferencial de una
isometŕıa de N v que fija a p). Más aún, Φ⊥(M) contiene al grupo de holonomı́a
de Holv(M) de N v en p.
3. N v es (intŕınsicamente) localmente simétrica.
Demostración:
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1. Sea R la familia de tensores de curvatura riemannianos algebráicos en p, dados
por el Teorema de Ambrose-Singer que genera el álgebra de Lie g de Hol0p(M).
Entonces, ξ ∈ νv(Hol0p(M) · v) si y solo si 〈G.v, ξ〉 = 0 lo que es equivalente a:
0 = 〈R⊥(X, Y )v, ξ〉 = 〈R⊥(v, ξ)X, Y 〉
para todo X, Y ∈ TpM y todo R⊥ ∈ R. De aqúı que, R⊥(v, ξ) = 0, para todo
R⊥ ∈ R.
Sea η ∈ νv(Holp(M).v) y R⊥ ∈ R. Entonces, por la identidad de Bianchi:
R⊥(ξ, η)v = R⊥(v, η)ξ +R⊥(ξ, v)η = 0.
Aśı, R⊥(ξ, η) pertenece al álgebra isotrópica Gv y R⊥(ξ, η)νv(Holp(M).v) está con-
tenido en νv(Holp(M).v), entonces
R⊥(νv(Holp(M).v), νv(Holp(M).v))νv(Holp(M).v) ⊂ νv(Holp(M).v)
para todo R⊥ ∈ R Esta condición implica que las hipótesis del teorema de Cartan
se satisfacen. Entonces, N v es totalmente geodésica.
Para probar que N v parte a la geodésica γv, se debe probar que v está fijo por
el grupo de holonomı́a Holvp(M) de N
v en p. En efecto, sea Rv la subfamilia
de R que se obtiene por el pull back en p del tensor de curvatura de M , pero
solo usando curvas que están contenidas en N v . Aśı, el álgebra de Lie g de
Holvp(M) está dada por el span lineal de R
⊥(ξ, η)|νv(Holp(M).v) donde R⊥ ∈Rv y
ξ, η ∈ νv(Holp(M).v) = TpN v.
Pero, se ha mostrado que todos esos endomorfismos pertenecen al álgebra isotrópi-
ca en v. Por tanto, v está fijo por el grupo de holonomı́a Holp(M)
v. Más aún, se
ha probado que el álgebra de Lie Gv de Holvp(M) está contenido en la imagen,
bajo la representación slice, del álgebra isotrópica Gv de Holp(M) en v.
2. Sean v ∈ TpM y c : [0, 1]→ Holp(M).v con c(0) = v. Considere τ⊥t el transporte
paralelo en la conexión normal a lo largo de la curva c|[0,t].
Entonces, gt : νv(Holp(M).v) ∩BE(ρ, 0)→M definida por gt = expp ◦ τ⊥t es una
familia uno-paramétrica de subvariedades totalmente geodésicas. Se debe pro-
bar que el campo variación Xt =
∂
∂t
gt siempre es perpendicular a la subvariedad
expp(τ
⊥
t (νv(Holp(M).v)) ∩BE(ρ, 0)).
Al reemplazar v por c(t), será suficiente para mostrar esto en t = 0.
Sea ξ ∈ νv(Holp(M).v)∩BE(ρ, 0); se tiene que X0(sξ) es un campo de Jacobi a lo
largo de la geodésica rξ(s) deM , con condiciones iniciales 0 y
d
dt
|0τ⊥t (ξ) = −Aξc′(0)
ambos perpendiculares al espacio tangente TpN
v = νv(Holp(M).v) (donde A de-
nota el operador de forma de Holp(M).v). Entonces, el campo Jacobi X0(sξ)
debe ser siempre perpendicular al espacio tangente de una subvariedad total-
mente geodésica N v. Ya que ξ es arbitrario, X0 es siempre perpendicular a N
v.
Aśı, por el lema 2.2, gt : N
v → N c(t) es una isometŕıa. Al tomar lazos arbitrarios
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en Holp(M).v a través de v se obtiene que el grupo de holonomı́a normal actúa
por isometŕıas sobre N v.
Del teorema 3.8 y la parte 1 descrita anteriormente, se tiene que Holp(M)
⊥ con-
tiene el grupo de holonomı́a Holp(M)
v de N v en p.
3. Sea v ∈ TpM y considere la subvariedad totalmente geodésica N v. Sea c una curva
en N v, que comienza en p. Entonces, el transporte paralelo en M , τc a lo largo
de c aplica el grupo de holonomı́a restricto Hol0p(M) = Hol(M) de M en p en
el grupo de holonomı́a Hol0q(M).(τc(v)) (y aśı, este aplica espacios normales en
espacios normales). Por tanto, τc : TpN
v → TqN τc(v) está bien definida.
Ya que pr la parte 1, N v es totalmente geodésica, se sigue que TqN
τc(v) = TqN
v,
aśı que N τc(v) y N v coinciden en una vecindad de q. Aśı, cada transformación
holonómica de N v en q se extiende, via la aplicación exponencial, a una isometŕıa
local. Entonces, por el Lema 3.5, N v es localmente simétrica. 
Teorema 3.10 (de Holonomı́a de Berger) Sea M una variedad riemanniana irre-
ducible tal que su grupo de holonomı́a actúa transitivamente en la esfera. Entonces M
es localmente simétrica.
Demostración: Sean v ∈ TpM , ρ el radio inyectividad en p y suponga que el grupo de
holonomı́a restricto Hol0p(M) de M en p actúa irreduciblemente sobre TpM .
1. El espacio normal νv(Hol
0
p(M).v) ⊂ TpM , a cualquier órbita de Hol0p(M).v en
TpM , es a través de la exponencial expp cerca del origen, una subvariedad de




2. El grupo de holonomı́a normal Φ⊥(M) de la subvariedad Hol0p(M).v actúa por
isometŕıas en N v. Más aún, Φ⊥(M) contiene al grupo de holonomı́a de N v en p
(Teorema de holonomı́a normal). Entonces, N v es localmente simétrica.
3. Los vectores principales O de TpM forman un conjunto abierto y denso de M [2].
4. Un resultado debido a Konstant dice que cualquier métrica riemanniana en la
esfera Sn tiene holonomı́a SO(n), entonces el grupo de holonomı́a Holp es no
transitivo en la esfera.
5. Como Hol0p(M) no es transitivo, entonces cualquier vector principal para la acción
de Hol0p(M) está contenido en una familia de espacios normales a órbitas no
triviales de Hol0p(M).
6. Existe una ĺınea γξ(t) = v + tξ en el espacio normal de Holp(M).v en v que no
pasa a través del origen, tal que los espacios normales de órbitas de Holp(M) a
través de puntos de γξ contiene v y generan a TpM . (lema 3.3)
7. Entonces al aplicar los pasos 1,2 y 3 y el Lema de Gluing se obtiene que M es
localmente simétrica en p 
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[15] SOLANILLA, L. Geometŕıa Diferencial de Superficies. Universidad de Medelĺın.
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