Policy optimization is a core component of reinforcement learning (RL), and most existing RL methods directly optimize parameters of a policy based on maximizing the expected total reward, or its surrogate. Though often achieving encouraging empirical success, its underlying mathematical principle on policy-distribution optimization is unclear. We place policy optimization into the space of probability measures, and interpret it as Wasserstein gradient flows. On the probabilitymeasure space, under specified circumstances, policy optimization becomes a convex problem in terms of distribution optimization. To make optimization feasible, we develop efficient algorithms by numerically solving the corresponding discrete gradient flows. Our technique is applicable to several RL settings, and is related to many state-ofthe-art policy-optimization algorithms. Empirical results verify the effectiveness of our framework, often obtaining better performance compared to related algorithms.
Introduction
There is recent renewed interest in reinforcement learning (Sutton & Barto, 1998; Kaelbling et al., 1996) , largely as a consequence of the success of deep reinforcement learning (deep RL) (Mnih et al., 2015; Li, 2017) , which is applicable to complex environments and has obtained state-of-the-art performance on several challenging problems. In reinforcement learning an agent interacts with the environment, seeking to learn an optimal policy that yields the maximum expected reward during the interaction. Generally speaking, a policy defines a distribution over actions conditioned on the states. Learning an optimal policy corresponds to searching for an element (a conditional action distribution) on the space of distributions that yields the best expected feedback (reward) to the agent as it interacts sequentially 1 Duke University 2 SUNY at Buffalo. Correspondence to: Changyou Chen <cchangyou@gmail.com>.
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with the environment.
A standard technique for policy learning is the policygradient (PG) method (Sutton et al., 2000) . In PG, a policy is represented in terms of parameters, typically optimized by stochastic gradient descent (SGD) to maximize the expected total reward. A similar idea has been applied for learning deterministic policies, termed deterministic policy gradient (DPG) (Silver et al., 2014) . Significant progress has been made on advancing policy learning since introduction of deep learning techniques. As examples, the deep deterministic policy gradient (DDPG) method combines DPG and Q-learning (Watkins & Dayan, 1992) to jointly learn a policy and a Q-function for continuous control problems . Trust region policy optimization (TRPO) improves PG by preserving the monotonicpolicy-improvement property (Schulman et al., 2015) , implemented by imposing a trust-region constraint, defined as the Kullback-Leibler (KL) divergence between consecutive policies. Later, (Schulman et al., 2017b) proposed proximal policy optimization (PPO) to improve TRPO by optimizing a "surrogate" objective with an adaptive KL penalty and reward-clipping mechanism. Though obtaining encouraging empirical success, many of the aforementioned algorithms optimize parameters directly, and appear to lack a rigorous interpretation in terms of distribution optimization, e.g., it is not mathematically clear how sequentially optimizing policy parameters based on an expected-total-reward objective corresponds to optimizing the distribution of policy itself.
In this paper we introduce gradient flows in the space of probability distributions, called Wasserstein gradient flows (WGF), and formulate policy optimization in RL as a WGF problem. Essentially, WGF induces a geometry structure (manifold) in the distribution space characterized by an energy functional. The length between elements on the manifold is defined by the second-order Wasserstein distance. Thus, searching for an optimal distribution corresponds to traveling along a gradient flow on the space until convergence. In the context of deep RL, the energy functional is characterized by the expected reward. Gradient flow corresponds to a sequence of policy distributions converging to an optimal policy during an iterative optimization procedure. From this perspective, convergence behavior of the optimization can be better understood.
Traditional stochastic policies are limited by their simple representation ability, such as using multinomial (Mnih et al., 2015) or Gaussian policy distributions (Schulman et al., 2015) . To overcome this issue, the proposed WGFbased stochastic policies employ general energy-based representations. To optimize the stochastic policy, we define WGFs for RL in two settings: i) indirect-policy learning, defined on a distribution space for parameters; ii) directpolicy learning, defined on a distribution space for policy distributions. These correspond to two variants of our algorithms. The original form of the WGF problem is hard to deal with, as it is generally infeasible to directly optimize over a distribution (an infinite-dimensional object). To overcome this issue, based on the Jordan-Kinderlehrer-Otto (JKO) method (Jordan et al., 1998 ), we propose a particlebased algorithm to approximate a continuous density function with particles, and derive the corresponding gradient formulas for particle updates. Our method is conceptually simple and practically efficient, which also provides a theoretically sound way to use trust-region algorithms for RL. Empirical experiments show improved performance over related reinforcement learning algorithms.
Preliminaries
We review concepts and numerical algorithms for gradient flows. We start from gradient flows on the Euclidean space, and then extend them on the space of probability measures.
Gradient flows on the Euclidean space
For a smooth function * F : R d → R, and a starting point x 0 ∈ R d , the gradient flow of F (x) is defined as the solution of the differential equation:
, for time τ > 0 and initial condition x(0) = x 0 . This is a standard Cauchy problem (Rulla, 1996) , endowed with a unique solution if ∇F is Lipschitz continuous. When F is nondifferentiable, the gradient is replaced with its subgradient, which gives a similar definition, omitted for simplicity.
Numerical solution An exact solution to the above gradient-flow problem is typically intractable. A standard numerical method, called the Minimizing Movement Scheme (MMS) (Gobbino, 1999) , evolves x iteratively for small steps along the gradient of F at the current point. Denoting the current point as x k , the next point is x k+1 = x k −∇F (x k+1 )h, with stepsize h. Note x k+1 is equivalent to solving optimization problem
, where · 2 denotes the vector 2-norm. Convergence of the {x k } sequence to the exact solution has been established (Ambrosio et al., 2005) . Refer to Section A.1 of the Supplementary Material (SM) for details. * We will focus on the convex case, since this is the case for many gradient flows on the space of probability measures, as detailed subsequently.
Gradient flows on the probability-measure space
By placing the optimization onto the space of probability measures, denoted P(Ω) with Ω ⊂ R d , we arrive at Wasserstein gradient flows. For a formal definition, we first endow a Riemannian geometry on P(Ω). The geometry is characterized by the length between two elements (two distributions), defined by the 2nd-order Wasserstein distance:
where Γ(µ, ν) is the set of joint distributions over (x, y) such that the two marginals equal µ and ν, respectively. This is an optimal-transport problem, where one wants to transform µ to ν with minimum cost (Villani, 2008) . Thus the term x − y 2 2 represents the cost to transport x in µ to y in ν, and can be replaced by a general metric c(x, y) in a metric space. If µ is absolutely continuous w.r.t. the Lebesgue measure, there is a unique optimal transport plan from µ to ν, i.e., a mapping T :
Here T # µ denotes the pushforward measure of µ. The Wasserstein distance is equivalently reformulated as
Let {µ τ } τ ∈[0,1] be an absolutely continuous curve in P(Ω) with finite second-order moments. Consider W 2 2 (µ τ , µ τ +h ). Motivated by the Euclidean-space case, if we define
as the velocity of the particle, a gradient flow can be defined on P(Ω) correspondingly (Ambrosio et al., 2005) .
Lemma 1 Let {µ τ } τ ∈[0,1] be an absolutely-continuous curve in P(Ω) with finite second-order moments. Then for a.e. τ ∈ [0, 1], the above vector field v τ defines a gradient flow on P(Ω) as ∂ τ µ τ + ∇ · (v τ µ τ ) = 0, where ∇ · a ∇ x a for a vector a.
Function F in Section 2.1 is lifted to be a functional in the space of probability measures, mapping a probability measure µ to a real value, i.e., F : P(Ω) → R. F is the energy functional of a gradient flow on P(Ω). Consequently, it can be shown that v τ in Lemma 1 has the form v τ = −∇ δF δµτ (µ τ ) (Ambrosio et al., 2005) , where δF δµτ is called the first variation of F at µ τ . Based on this, gradient flows on P(Ω) can be written
Remark 2 Intuitively, an energy functional F characterizes the landscape structure (appearance) of the corresponding manifold, and the gradient flow (1) defines a solution path on this manifold. Usually, by choosing appropriate F , the landscape is convex, e.g., the Itó-diffusion case defined below. This provides a theoretical guarantee of optimal convergence of a gradient flow.
Itó diffusions as WGFs Itó diffusion defines a stochastic mapping T :
A typical example of this family is defined as T (x, τ ) = x τ , where x τ is driven by a diffusion of the form:
Here U :
are called the drift and diffusion terms, respectively; W is the standard d-dimensional Brownian motion. In Bayesian inference, we seek to make the stationary distribution of x τ approach a particular distribution p(x), e.g., a posterior distribution. One solution for this is to set U (x τ ) = 1 2 log p(x) and σ(x τ ) as the d × d identity matrix. The resulting diffusion is called Langevin dynamics (Welling & Teh, 2011) . Denoting the distribution of x τ as µ τ , it is well known (Risken, 1989) that µ τ is characterized by the Fokker-Planck (FP) equation:
Note (3) is in the gradient-flow form of (1), where the energy functional F is defined as † :
Note F 2 is the energy functional of a pure Brownian motion (e.g., U (x) = 0 in (2)). To verify the FP equation with (1), the first variation of F 1 and F 2 is calculated as
Substituting (5) 
. Specifically, for Itó-diffusion with F defined in (4), the optimization problem becomes:
where
is the target distribution. This procedure is called the Jordan-Kinderlehrer-Otto (JKO) scheme. Remarkably, the convergence of (6) can be guaranteed (Jordan et al., 1998) , as stated in Lemma 3.
Lemma 3 Assume that log p(x) ≤ C 1 is infinitely differentiable, and ∇ log p(x) ≤ C 2 (1 + C 1 − log p(x)) (∀ x) for some constants {C 1 , C 2 }. Let T = hK, µ 0 q 0 (x), and {µ
be the solution of the functional optimization problem (6), which are restricted to the space with finite second-order moments. Then i) the problem (6) is convex; and ii) µ (h) K converges to µ T in the limit of h → 0, i.e., lim h→0 µ (h) K = µ T , where µ T is the solution of (3) at T .
Remark 4
Since the stationary distribution of the FP equation (3) is proportional to e U (x) , Lemma 3 suggests that
Z e U , a useful property to guide design of energy functionals for RL, as discussed in Section 4.
Particle Approximation for WGFs
We focus on solving Itó diffusions with scheme (6). Directly reformulating gradient flows as a sequential optimization problem in (6) is infeasible, because {µ (h) k } are infinitedimensional objects. We propose to use particle approximation to solve (6), where particles continuously evolve over time. There exist particle-based algorithms for gradient-flow approximations, for example, the stochastic and deterministic particle methods in (Cottet & Koumoutsakos, 2000; Russo, 1990; Carrillo et al., 2017) . However, they did not target the JKO scheme, and thus are not applicable to our setting. Another advantage of the JKO scheme is that it allows direct application of gradient-based algorithms, once we get gradients of the particles; thus, it is particularly useful in deep-learning-based methods where parameters are updated by backpropagating gradients through a network.
Following similar idea as in , in the k-th iteration of our algorithm, M particles {x minimizes (6) . A standard method is to use gradient descent to update the particles, where gradients {
} are required according to (6). By assuming
, with function φ restricted to an RKHS with kernel K(·, ·), the gradient of the KL term is calculated as (Liu & Wang, 2016) :
The gradient for
k ) is more involved, as the distance does not have a closed form. The Wasserstein term arises due to the Brownian motion in the diffusion process (2), and the non-differentiability of a sample path from a Brownian motion is translated into the Wasserstein distance. We develop a simple yet effective method to overcome this issue below. First, using a particle approximation,
where c(x 1 , x 2 ) x 1 − x 2 2 2 . Our goal turns to solving for the optimal {p ij }. Since W 2 comes from the Brownian motion, the energy functional in its gradient flow is defined as F 2 in (4). Solving the gradient flow with the JKO scheme, at each iteration we minimize
k ) with λ a regularization parameter. Substituting W 2 2 with (8), introducing Lagrangian multipliers {α i , β i } to deal with the constraints, and letting c ij c(
The optimal p ij have forms of p * ij = u i e −cij /λ v j , where
Assuming {u i } and {v j } are independent of {x (i) } and {x
The gradients of particles can be obtained by combining (7) and (9), which are then optimized using SGD. Intuitively, from (9), the Wasserstein term contributes in two ways:
is pulled close to previous particles
is close enough to a previous particle x
Policy Optimization as WGFs
Reinforcement learning is the problem of finding an optimal policy for an agent interacting with an unknown environment, collecting a reward per action. A policy is defined as a conditional distribution, π(a | s), defining the probability over an action a ∈ A conditioned on a state variable s ∈ S. Formally, the problem can be described as a Markov decision process (MDP), M = S, A, P s , r, γ , where P s (s | s, a) is the transition probability from state s to s given action a; r(s, a) is an unknown reward function immediately following the action a performed at state s; γ ∈ [0, 1] is a discount factor regularizing future rewards. We denote these variables with a subscript t to indicate their time dependency. At each time step t, conditioned on the current state s t , the agent chooses an action a t ∼ π(·| s t ) and receives a reward signal ‡ r(a, s). The environment as seen by the agent then updates its state as s t+1 ∼ P s (·| s t , a t ). The goal is to learn an optimal policy such that one obtains the maximum expected total reward, e.g., by maximizing
where ρ π ∞ t=1 γ t−1 P r (s t = s), and P r (s) denotes the state marginal distribution induced by π. Optimizing the objective in (10) with a maximum entropy constraint provides us with a framework for training stochastic policies, where specific forms of these policy distribution are required, restricting the representation power. To define a more general class of distributions that can represent more complex and multimodal distributions, we adopt the general energy-based policies (Haarnoja et al., 2017) , and transform it into the WGF framework.
Specifically, in the WGF framework, policies form a Riemannian manifold on the space of probability measures. The manifold structure is determined by the expected total reward (10), and the geodesic length between two elements (policy distributions) is defined as the standard second-order Wasserstein distance. With convex energy functionals (defined below), searching for an optimal policy reduces to running SGD on the manifold of probability measures.
In the following, we define gradient flows on both parameterdistribution space and policy-distribution space, leading to indirect-policy learning and direct-policy learning, respectively. In indirect-policy learning, a WGF is defined over policy parameters; whereas in direct-policy learning, a WGF is defined over actions. For both settings, different energy functionals are defined based on the expected total reward, as detailed below. We note that most existing deep RL algorithms cannot be included into the two settings, without the concept of WGF. However, their specific techniques could be applied as intermediate ingredients in our framework.
Indirect-policy learning
With indirect-policy learning, we do not optimize the stochastic policy π directly. Instead, we aim to describe uncertainty of a policy with parameter distributions (weight uncertainty). Thus we define a gradient flow on the parameters. Let a policy be parameterized by θ, denoted as π θ . If we treat θ as stochastic and learn its posterior distribution p(θ) in response to the expected total reward, the policy is implicitly learned in the sense that uncertainty in the parameter is transferred into the policy distribution in prediction. Following Liu et al., 2017) , the objective function is defined as:
We assume the reward function to be deterministic, for simplicity; stochastic rewards can be addressed similarly.
where p 0 (θ) is the prior of θ; α ∈ [0, +∞) is the temperature hyper-parameter to balance exploitation and exploration in the policy. If we use an uninformative prior, p 0 (θ) = const, the KL term is simplified to the entropy as
By taking the derivative of the objective function, the optimal distribution is shown to have a simple closed form of p(θ) ∝ exp (J(π θ )/α) (Liu et al., 2017) . This formulation is equivalent to a Bayesian formulation of parameter θ, where p(θ) can be seen as the "posterior" distribution, and exp(J(π θ )/α) is the "likelihood" function. A variational (posterior) distribution for θ, denoted as µ(θ), is learned by solving an appropriate gradient-flow problem. We define an energy functional characterizing the similarity between the current parameter distribution and the true distribution induced by the total reward as
The energy functional defines a landscape determined by the expected total reward, and obtains its minimum when µ = p θ .
Proposition 5 For the gradient flow with energy functional defined in (12), µ converges to p θ in the infinite-time limit.
To solve the above gradient-flow problem, one can apply the JKO scheme with a stepsize h (we follow previous notation to use subscript k to denote discrete-time solutions and superscript h to denote the stepsize):
The above problem can be directly solved with gradient descent by adopting the particle approximation described in Section 3. Specifically, let the current particles be (θ
as in (7), we need to evaluate ∇ θ (i) J(π θ (i) ). This can be approximated with REIN-FORCE (Williams, 1992) or advantage actor critic . For example, with REINFORCE,
where T is a horizon parameter, andQ π (s t , a t ) is the Qvalue function. We call this variant of our framework Indirect Policy learning with WGF (IP-WGF).
are unbiased. Under the limit of M → ∞ and h → 0, and based on the fact that F in (12) is convex, Lemma 3 suggests the particle approximation converges to the global minimum p θ . The conclusion applies, in the next section, similarly in the direct-policy-learning case. Existing methods such as TRPO (Schulman et al., 2015) and PPO (Schulman et al., 2017b) do not have such an interpretation, thus understanding their underlying convergence is more challenging. Furthermore, these methods optimize parameters directly as fixed points, deteriorating their ability to explore when policy distributions are inappropriately defined, as stochasticity only comes from the policy distributions.
Direct-policy learning
When the dimension of parameter space is high, as is often the case in practice, IP-WGF can suffer from computation and storage inefficiencies. In direct-policy learning, a gradient flow is defined for the distribution of policies, thus a policy is directly optimized during learning. This approach appears to be more efficient and flexible, and connects more directly to existing works compared with indirect-policy learning.
Specifically, we consider a general energy-based policies of the form π(a | s) ∝ exp(−ε(s, a)/α) that is able to model more complex distributions (Haarnoja et al., 2017) . We formulate the direct-policy learning as policydistribution-based gradient flows. The energy functional is defined with respect to the learned policy π, thus it should depend on states. To this end, let ε s,π (a) = −Q(a t , s t ), where
is seen to be a functional depending on the current s t and a t , as well as the policy π. Integrating out the action a, an energy functional characterizing the similarity of the current policy π and the optimal policy, p s,π (a | s) ∝ e Q(a,s) , is readily defined as
Remark 7 Soft Q-learning (Haarnoja et al., 2017) adopts Q(a, s) + H(π) as the objective function, where the entropy of π, H(π) −E π [log π], is included to add stochasticity into the corresponding Q-function. By treating the problem as a WGF, the stochasticity is modeled directly in the policy distribution, thus we do not include the entropy term, though it is of no harm to add it in.
Proposition 8 For a WGF with the energy functional defined in (14), π(a | s) converges to p s,π (a) ∝ e Q(a,s) with Q(a, s) satisfying the following modified Bellman equation:
where V π (s t+1 ) log A exp(Q(a, s t+1 ))d a.
To solve the corresponding WGF, we again adopt the JKO scheme as in (13) to optimize the policy π by particle approximation, i.e., π ∝
One challenge is that when calculating
, from (7), one needs to evaluate p s,π (a (i) ), which is difficult due to the infinite time horizon and the unknown reward function r(s, a) when calculating Q(a (i) , s). To address this, we approximate the soft Q-function, Q(·, s), with a deep neural network Q θ s (s, a) parametrized by θ, i.e., p s,π (a) ∝ e Q θ s (s,a) . The neural network Q θ s naturally leads to a soft approximation of the standard Q-function according to Proposition 8. As a result, the learning can be done by alternating between the following two steps. 1) Optimizing the policy Given Q θ s , we could adopt the particle approximation with the JKO scheme to optimize the policy. However, since a policy is a conditional distribution, one needs to introduce a set of particles for each state. For large or continuous state space, this becomes intractable. To mitigate this problem, we propose to use a stochastic state-conditioned neural network f φ φ φ parametrized by φ φ φ to approximate the policy. We call such a network a sampling network.
The input to f φ φ φ is a concatenation of a state s and a randomnoise sample ξ drawn from a simple distribution, e.g., the standard normal distribution. To optimize the sampling network, note that the JKO scheme, with energy functional (14), is written as (we rewrite π as π φ φ φ to explicitly indicate the dependence of π on φ φ φ):
The outputs of f φ φ φ ({ξ i }; s t ) are particles (a
. Using chain rule we calculate the gradient of φ φ φ as
Thus φ φ φ can be updated using standard SGD, where ∂J φ φ φ π /∂ a (i) t represents particle gradients in the WGF, and is approximated using techniques from Section 3; ∂ a (i) t /∂φ φ φ can be calculated by standard backpropagation.
2) Optimizing the Q-network· We optimize the Qnetwork using the Bellman error as in the soft-Q learning setting (Haarnoja et al., 2017) . Specifically, in each iteration, we optimize the following objective function:
where q st and q at are arbitrary distributions with support on S and A, respectively;Qθ s (s t , a t ) = r(s t , a t )+γE st+1∼ρπ [Vθ s (s t+1 )] is the target Q-value, with
] − H(q a );θ represents the parameters of the target Q-network, as used in standard deep Q-learning (Mnih et al., 2013) . q at can be set to the distribution induced by the sampling network f φ φ φ (Haarnoja et al., 2017) . Alternatively, the form of q at can be explicitly defined, e.g., using isotropic Gaussian or mixture of Gaussian distributions. The full algorithm is given in Section G of the SM. We call this variant of our framework Direct Policy learning with WGF (DP-WGF).
Reducing Variance Note that when optimizing the Q-network, one needs to calculate the V θ s -function. This includes an integration over q a , which endows the high variance associated with Monte Carlo integration. Consequently, we propose to learn a V -network to approximate V θ s , denoted asV ψ ψ ψ (s) with parameter ψ ψ ψ. To learn the V -network, similar to (Haarnoja et al., 2018) , we use an explicit policy distribution. As a result, we replace the sampling network f φ φ φ with a BNN discussed in Section 4.1, whose induced policy distribution is denotedπ φ φ φ . Intuitively, V θ s (s) can be considered an approximation to the log-normalizer of exp(Q θ s (s, a)) over a. From the definition, the objective is defined as: JV (ψ ψ ψ)
2 . In our implementation, we find the following approximation works well: JV (ψ ψ ψ)
2 , which is inspired by (Haarnoja et al., 2018) . We call this variant Direct Policy learning with WGF and Variance reduction (DP-WGF-V).
Connections with Related Works
Soft-Q learning Though motivated from different perspectives, our DP-WGF results in a similar algorithm as soft-Q learning with energy based policies (Haarnoja et al., 2017) . However, DP-WGF is more general, in that we can define different sampling networks, such as a BNN, which can be optimized with the proposed IP-WGF technique.
Soft actor-critic (SAC) SAC (Haarnoja et al., 2018) is an improvement of soft-Q learning, introducing a similar V -network as ours and modeling the policy with a mixture of Gaussians. DP-WGF-V is related to SAC, but with a V -network from a different perspective (variance reduction). Importantly, we define a gradient flow for policy distributions, allowing optimization from a distribution perspective.
Trust-region methods Trust-Region methods are known to stabilize policy optimization in RL (Schulman et al., 2015) . Schulman et al. (2017a) illustrate the equivalence between soft Q-learning and policy gradient. In the original TRPO setting, an objective function is optimized subject to a constraint that the updated policy is not too far from the current policy, in terms of the KL divergence (see Section G for a more detailed descriptions). The theory of TRPO suggests adding a penalty to the objective instead of adopting a constraint, resulting in a similar form as our framework. However, we use the Wasserstein distance to penalize the previous and current policies, which is a weaker metric than the KL divergence, and potentially leads to more robust solutions. This is evidenced by the development of Wasserstein GAN (Arjovsky et al.) . As a result, our framework can be regarded as a trust-region-based counterpart for solving the soft Q-learning (Haarnoja et al., 2017) 2017). Similar arguments hold for other trust-region methods such as PPO (Schulman et al., 2017b) and Trust-PCL (Nachum et al., 2017) , which improve TRPO with either different objective or trust-region constraints. Noisy exploration Adding noise to the parameters for noisy exploration (Fortunato et al., 2018; Plappert et al., 2018) can be interpreted as a special case of our IP-WGF framework with a single particle. Isotropic Gaussian noisy exploration corresponds to the maximum a posterior (MAP) solution with a Gaussian assumption on the posterior distributions of parameters, potentially leading to inferior solutions when the assumption is not met. By contrast, our method is endowed with the ability to explore multimodal distributions, by optimizing the parameter distribution directly. More details are provided in Section C of the SM.
Experiments
We test the proposed WGF framework from two perspectives: i) the effectiveness of the proposed particleapproximation method for WGF, and ii) the advantages of the WGF framework for policy optimization. For i), a standard regression model to learn optimal parameter distributions, i.e., posterior distributions. For ii), we test our algorithms on several domains in OpenAI rllab and Gym . All experiments are conducted on a single Tesla P100. Detailed settings are given in the SM.
Regression
We use a single-layer BNN as a regression model. The parameters of the BNN are treated probabilistically and optimized with our WGF framework. We compare WGF, SVGD (Liu & Wang, 2016) , Bayesian Dropout (Gal & Ghahramani, 2016) and PBP (Hernández-Lobato & Adams, 2015) . The RMSprop optimizer is employed. Detailed experimental settings and datasets are described in Section D.2 of the SM. We adopt the root-mean-squared error (RMSE) and test log-likelihood as the evaluation criteria. The experimental results are shown in Table 1 (complete results are provided in Section D.2 of the SM). It is observed that our proposed WGF obtains better results in both metrics, partially due to the flexibility of our particle approximation algorithm, which solves the original WGF problem effectively. 
Indirect-policy learning
For this group of experiments, we compare IP-WGF with SVPG (Liu et al., 2017) , a state-of-the-art method for indirect-policy learning, considering three classical continuous-control tasks: Cartpole Swing-Up, Double Pendulum, and Cartpole. Only policy parameters are updated by IP-WGF or SVPG, while the critics are updated with TD-error. We train our agents for 100 iterations on the easier Cartpole domain and 1000 iterations on the other two domains. Following the settings in (Liu et al., 2017; Houthooft et al., 2016; Zhang et al., 2018) , the policy is parameterized as a two-layer (25-16 hidden units) neural network with tanh activation function. The maximum horizon length is set to 500. A sample size of 5000 is used for policy gradient estimation. We use M = 16 particles to approximate parameter distributions, and h = 0.1 as the discretized stepsize.
REINFORCE (Williams, 1992) and advantage actor critic (A2C) are used as strategies of policy learning. Figure 2 plots the mean (dark curves) and standard derivation (light areas) of rewards over 5 runs. It is clear that in all tasks IP-WGF consistently converges faster than SVPG, and finally converges to higher average rewards. The results are comparable to . The experiments demonstrate that employing the Wasserstein gradient flows on policy optimization improves the performance, as suggested by our theory. Table 2 . WGF-DP-V, TRPO, SAC, and DDPG results showing the max average rewards attained and the episodes to cross specific reward thresholds. WGF-DP-V often learn more sample-efficiently than the baselines, and WGF-DP-V can solve difficult domains such as Humanoid better than DDPG. 
Direct-policy Learning
We compare our DP-WGF and DP-WGF-V frameworks with existing off-policy and on-policy deep RL algorithms on several tasks in MuJoCo, e.g., SAC, Soft-Q, DDPG (offpolicy) and TRPO-GAE (on-policy). Our DP-WGF-V is considered to be an off-policy actor-critic method. For all methods, value function and policy are parameterized as two-layer (128-128 hidden units) neural networks with tanh as the activation function. The maximum horizon length is set to 1000 when simulating expected total rewards. Three easier tasks (Swimmer, Hopper and Walker) in MuJoCo can be solved by a wide range of algorithms; while the more complex benchmark, the 21-dimensional Humanoid, is known to be very difficult to solve with off-policy algorithms . Implementation details of the algorithms are specified in Section E.3 of the SM.
Effectiveness of the Wasserstein trust-region We evaluate DP-WGF-V against SAC, and DP-WGF against Soft-Q on four Mujoco tasks, as they are closely related to our algorithms. Figure 2 (first row) plots average returns over epochs on the tasks. Similarly, our WGF-based methods converge faster and better than their counterparts due to the introduction of WGFs. Furthermore, by variance reduction, DP-WGF-V significantly outperforms DP-WGF on all tasks.
Comparisons with popular baselines Finally we compare DP-WGF-V with TRPO-GAE and DDPG on the same Mujoco tasks. In general, TRPO-GAE has been a state-of-the-art method for policy optimization. Figure 2 (second row) plots average returns over episodes, and it is observed that DP-WGF-V consistently outperforms other algorithms. Table 2 summarizes some key statistics, including the best attained average rewards and the episodes to reach the reward thresholds. It is observed that DP-WGF-V consistently outperform TRPO-GAE and DDPG in terms of sample complexity, and often achieves higher rewards than TRPO-GAE. A particularly notable case, on Humanoid, shows DP-WGF-V substantially outperforms TRPO-GAE in terms of sample efficiency, while DDPG cannot learn a good policy at all.
Conclusion
We lift policy optimization to the space of probabilistic distributions, and interpret it as Wasserstein gradient flows. Two types of WGFs are defined for the task, one on the parameter-distribution space and the other on the policydistribution space. The WGFs are solved by a new particleapproximation-based algorithm, where gradients of particles are calculated in closed forms. Under some circumstance, optimization on probability-distribution space is convex, thus it is easier to deal with compared to existing methods § . § In parallel to our work, (Richemond & Maginnis, 2017) explores Wasserstein gradient flows for diffusing policy.
Experiments are conducted on a number of reinforcementlearning tasks, demonstrating the superiority of the proposed framework compared to related algorithms.
Supplemental Material for Policy Optimization as Wasserstein Gradient Flows

A. More Details on Preliminaries
We provide more details on some parts of the preliminaries section in the main text.
A.1. Gradient Flows on the Euclidean Space
For a smooth (convex) function ¶ F : R n → R, a starting point x 0 ∈ R n . The gradient flow of F (x) is defined as the solution of the following function:
This is a standard Cauchy problem (Rulla, 1996) , which has a unique solution if ∇F is Lipschitz continuous. When F is non-differentiable, we can replace the gradient with the subgradient, defined as
In this case, the gradient flow formula above is replaced as:
Numerical solution Exact solution to the gradient-flow problem (16) is typically intractable. Numerical methods is a default choice. A standard method to solve (16) is called Minimizing Movement Scheme (MMS), which is an iterative scheme that evolves x along the gradient of F on the current point for a small step in each iteration. Specifically, let the current point to be x k , the next point is defined as x k+1 = x k −∇F (x k+1 )h, with h being the stepsize. Note x k+1 is equivalent to solving the following optimization problem:
To explicitly spell out the dependency of x k w.r.t. h, we rewrite x k as x (h) k . The numerical scheme can be proved to be accurate. Specifically, define v (h) k+1
The MMS is proved to converge to the original gradient flow (Ambrosio et al., 2005) , stated in the following theorem. ¶ We will focus on the convex case since this the case for many gradient flows on the space of probability measures, detailed later.
h and x h converge uniformly to a same curve x(t), and v h weakly converges in L 2 to a vector function v(t), such that We provide two methods for the proof.
The first method directly uses property of gradient flows. Note that the WGF is defined as
Denote the inner product in the probability space induced by W 2 as ·, · W , we have
For any τ 1 ≥ τ 0 , integrating (17) over [t 0 , t 1 ], we have
where the last inequality holds due to the positiveness of the norm operator. Consequently, we have F (µ τ1 ) ≤ F (µ τ0 ), which means the energy functional F decreases over time.
In our case, the energy functional is defined as the KL divergence, which is convex in terms of distributions. As a result, evolving µ τ along the gradient flow would reach the global minimum of the energy functional, i.e., lim τ →∞ µ τ = e J(π θ ) .
The second way uses property of the Fokker-Planck equation for diffusions. Since the WGF with energy functional in (12) is equivalent to a Fokker-Planck equation. Specifically, h can also be a decreasing-stepsize sequence {h k } such that h k → 0.
according to Section 2.2, the solution of the gradient flow is described by the following Fokker-Planck equation:
On the other hand, it is well known that the unique invariant probability measure for the FP equation (18) is:
This completes the proof.
Proof This follows from the definition of Q(a t , s t ), i.e.,
C. More Details on Related Works
For reference, in addition to Section 5, we provide more details on the connection of our framework compared to existing methods.
Connections with trust region methods Trust Region methods can stabilize policy optimization in RL (Nachum et al., 2017; Kakade, 2002) . We can also show the connection between the proposed method and TRPO (Schulman et al., 2015) . In TRPO, an objective function is maximized subjected to a constraint on the size of policy update. Specifically,
Here, π φ is a stochastic policy; φ k−1 is the vector of policy parameters before the k-th update;Â k is an estimator of the advantage function at timestep k. The theory of TRPO suggests using a penalty instead of a constraint, i.e., solving the unconstrained optimization problem,
In our proposed framework, the Wasserstein distance between π φ (·| s) and π φ k−1 (·| s), a weaker metric than the KL divergence, constrains the update of a policy on a manifold endowed with the Wasserstein metric, and potentially leads to more robust solutions. This is evidenced by the development of Wasserstein GAN (Arjovsky et al.) . As a result, our framework can be regarded as a trust region based counterpart for solving the soft Q-learning problem (Haarnoja et al., 2017) .
Connections with noisy exploration In our framework, adding noise to the parameters, leading to noisy exploration can be interpreted as a special case of indirect policy learning with single particle. As shown in (Fortunato et al., 2018; Plappert et al., 2018) , independent Gaussian noisy linear layer is defined as.
The parameters µ w ∈ R q×p , µ b ∈ R q , σ w ∈ R q×p and σ b ∈ R q are learnable whereas w ∈ R q×p and b ∈ R q are random noises, where p and q are the number of hidden units of connected layers.
It corresponds to the maximum a posterior (MAP) with a Gaussian assumption on the posterior distributions of parameters (weight uncertainty). In our framework, we can explicitly (Liu & Wang, 2016) or implicitly (Blundell et al., 2015) define the weight uncertainty. Especially, when employing SGLD (Welling & Teh, 2011) to approximate the posterior distributions of parameters, we will using noisy gradient instead of noisy weights in the parameter space.
Previous work, such as DDPG , adding noise to the action to encourage exploration can be regarded as a special case of DP-WGF. Adding noise in parameter space has shown superiority with action space, but the computational cost of employing particles to approximate parameter distribution is much higher than that of directly approximate policy distribution. Previous work (Fortunato et al., 2018; Plappert et al., 2018 ) made a trade-off and optimize the MAP instead of the distribution.
D. Extensive Experiments
To optimize over the discretized WGF via the JKO scheme (6), to need to specify the discretized stepsize h. In addition, we have an additional hyparameter λ in the gradient formula of W 2 2 . Also note that we can only evaluate the gradient of W 2 2 up to a constant, there needs to a parameter balancing the gradient of the energy functional F and the Wasserstein term. We denote this hyparameter as . In the experiments, if not explicitly stated, the default setting for these parameters are = 0.4, and λ = med 2 / log M . Here med is the median of the pairwise distance between particles of consecutive policies. Adam (Kingma & Ba, 2015) optimizer is used for all experiments, except the BNN regression, for which we use RMSPorp (Hinton et al., 2012) .
D.1. Comparative Evaluation
DP-WGF-V learns substantially faster than popular baselines on four tasks. In the Humanoid task, even though TRPO-GAE does not outperforms DP-WGF-V within the range depicted in the Figure 2 , it achieves good final rewards after more episodes. The quantitative results in our experiments are also comparable to results reported by other methods in prior work Gu et al., 2017; Henderson et al., 2018; O'Donoghue et al., 2016; Mnih et al., 2016) , showing sample efficiency and good performance.
D.2. BNN for regression
For SVGD-based methods, we use a RBF kernel κ(θ, θ ) = exp(− θ − θ 2 2 /m), with the bandwidth set to m = med 2 / log M . Here med is the median of the pairwise distance between particles. We use a single-layer BNN for regression tasks. Following (Blundell et al., 2015) , 10 UCI public datasets are considered: 100 hidden units for 2 large datasets (Protein and YearPredict), and 50 hidden units for the other 8 small datasets. We repeat the experiments 20 times for all datasets except for Protein and YearPredict, which we repeat 5 times and once, respectively, for computation consideration (Blundell et al., 2015) . The experiment settings are almost identical to those in (Blundell et al., 2015) , except that the prior of covariances follow Inv-Gamma(1, 0.1). The batch size for the two large datasets is set to 1000, while it is 100 for the small datasets. The datasets are randomly split into 90% training and 10% testing. Table 3 shows the complete results for different models on all the datasets.
D.3. Toy example in a multi-goal environment
We use the similar toy example as in soft Q-learning to show that our proposed , where the environment is defined as a multi-modal distribution, Figure 3 illustrates a 2D multi-goal environment. The left one shows trajectories from a policy learned with DP-WGF-V. The x and y axes correspond to 2D positions (states). The agent is initialized near the origin, and the first step of trajectory is omitted. Red dots are depicted goals and the environment is terminated once the distance between the agents and some goal meets predefined threshold. The level curves show the distance to the goal.
Q-values at three selected states (-2.5, 0), (0, 0), (2.5, 2.5) are presented on the right, depicted by level curves (yellow: high values, red: low values). The x and y axes correspond to 2D velocity (actions) bounded between -1 and 1. Actions sampled from the policy are shown as blue stars. The experiments shows that our methods have the ability to learn multi-goal policies while achieving better stability and rewards than soft-Q learning. We further conduct experiments on Swimmer-v1 task to analysis the influence of different Wasserstein-2 scale . We run the algorithm for 500 epochs and 5 re-runs. Figure  4( (·| s t ) ). For the previous policy π φ φ φ (·| s t ), there are two strategy to get it. i) policy of last iteration, i.e. φ φ φ = φ φ φ k−1 . ii) moving average of prior policy, i.e. φ φ φ = (1 − τ )φ φ φ + τφ φ φ k−1 . Empirically, when the learning curve is stable, (e.g. Half-Cheetah-v1), adopting strategy i) is helpful, and strategy ii) will reduce the speed of convergence and may lead lower final rewards; Otherwise, strategy ii) will help stabilize the training, and speed up the convergence. 
D.4. Hyperparameter Sensitivity
E.2. Indirect Policy learning
For the easy task, Cartpole, all agents are trained for 100 episodes. For the two complex tasks, Cartpole Swing-Up and Double Pendulum, all agents are trained up to 1000 episodes. SVPG and IP-WGF shared the same hyperparameters, except the temperature, for which we performed a grid search over α ∈ {6, 7, 8, 9, 10, 11}.
E.3. Direct-Policy learning
We use OpenAI gym * (Brockman et al., 2016) and rllab † baselines implementations for TRPO and DDPG. SAC ‡ and Soft-Q § implementation are used, and we use recommended parameters.
Hyperparameters Table 5 lists the common DP-WGF-V, DP-WGF, SAC and Soft-Q parameters used in the comparative evaluation in Figure 2 , and Table 2 lists the parameters that varied across the environments. For SAC, we use 4 components of mixture Gaussian. For DP-WGF and Soft-Q, 32 particles are used to approximate policy distributions. 
