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Abstract
Mathematical constructs are used in a wide variety of applications. In practice, these
constructs are often unwieldy and difficult to use computationally. A central goal of applied
mathematics is to construct accurate, robust, and easy to construct models. Approximation
theory is a discipline within applied mathematics which seeks to rigorously establish the
ability of one class of functions to approximate another, as well as analyze algorithms for
constructing approximations numerically.
In this work, both theoretical results, which show the ability of complex objects to be
approximated by simpler ones, as well as novel methods for constructing approximations
are established. Large data sets and high-dimensional problems are becoming ubiquitously
investigated across all scientific domains. Nonlinear approximation methods have been shown
to mitigate the effects of large data and high-dimension at the cost of being more difficult
to construct.
The first application of nonlinear approximation considered here is Image processing. In
particular, sparse wavelet approximations of images are obtained using a modification to
an algorithm used in compressed sensing. A theoretical justification of this process is also
provided. The included numerical results show that this method is applicable to a wide
range of images.
A common theme among nonlinear methods is that the approximation is constructed
from functions which are not specified at the onset. This is similar to a class of methods
broadly referred to as machine learning where a task is performed by an algorithm which
is not explicitly programmed to do so. In this work, connections between polynomial
approximation and approximation by neural networks are established. In particular, an
initialization strategy for neural networks is proposed and investigated. The numerical
vi
results indicate that this initialization may improve the performance of neural networks
used for function approximation.
A facet of neural networks which has been investigated widely is their ability to
approximate complex behavior. This theory suggests that neural networks may be suitable
for solving PDEs. Inspired by these results, we construct a neural network which can be
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Models are used ubiquitously for understanding real-world phenomena. They have proven
useful tools both when derived from first principles and when chosen using carefully
considered heuristics. As immense computational power and immense amounts of data
have become readily available, models have become more complex to better describe and
characterize the very complex behavior of the world around us. The price of increased
fidelity is increased difficulty in constructing and computing with certain model spaces. In
fact, there may be a gap between the chosen model class and an instance of this model
which is feasibly constructed. Approximation theory offers tools to describe how large this
gap can become and to practically construct good approximations of complex models. In
light of this, the issue of finding constructible approximations can be thought of as finding an
approximation f̃ from a simple function space F̃ which is as similar as possible to a function
f from a complex model space F .
1.1 Approximation Theory
There are both theoretical and practical issues that must be considered in order to describe
the best possible f̃ ∈ F̃ for approximating f ∈ F . On the one hand, it is obviously
important to describe the relationship between F̃ and F . If they are “close” to one another
then this would imply the existence of a good approximation f̃ for a given function f . On
the other hand, an approximation may have no practical usefulness if there are no efficient
1
algorithms for constructing it even if it is theoretically guaranteed to have good performance.
Therefore, in addition to theoretically verifying that a particular approximation space is
capable of approximating complicated functions, almost equally important is finding methods
for constructing approximations which may be used in practice. As will be discussed
later, nonlinear approximations have been shown to be excellent candidates for efficient
approximation for challenging computational problems. In many situations, nonlinear
approximations more faithfully model complex natural phenomena than linear models.
Despite the advantages of nonlinear methods over linear methods, the cost of constructing
many nonlinear approximations still scales poorly with respect to the dimension of the
problem. This can make obtaining a numerical solution untenable.
Finding good approximations which are constructible and have desirable theoretical
properties is the unifying theme of the work presented in this document. At a high level,
this process can be broken into two steps. First, a chosen approximation space must be
characterized and compared to other function spaces of interest. Second, an algorithm or
method for constructing an approximation from the chosen approximation space must be
established and its complexity analyzed. For example, consider approximating a function



















 0 for i 6= j1 for i = j.
In this case, an approximation is entirely determined by the choice of ci. In order to construct
a good approximation of f , one must find ci for i = 1, . . . , N such that fN is as close as
2





















Whenever, f is a function such that ‖f‖ < ∞, f is said to be in L2([0, 1]). The inequality





Provided that the integral in (1.3) is easy to compute, then an approximation to f is easily
found. Indeed, for some choices of f and φi, (1.3) is computable by hand. Unfortunately, in
practice, this is unlikely. Instead, approximations of the integral in (1.3) must be considered.
Effective strategies for approximating such integrals have been investigated for almost two
centuries, e.g. Gaussian quadrature [44].
Unfortunately, there are fundamental limitations of approximations like (1.1), that is,
approximations formed as a linear combinations of a finite collection of fixed functions. In
such situations, it is typical that N must be very large for fN to be a good approximation
of f . In general, linear approximations methods are insufficient for producing quality
approximations of complex phenomenon. These theoretical issues combined with the
increasing need to incorporate large data sets has necessitated the development of novel
approximation methods for modeling complex and high-dimensional functions. Some
approaches have mitigated some of the shortcomings of classical methods. A particularly
successful instance of a nonlinear approximation method developed over the last two
decades is compressed sensing [16]. In Chapter 3 we propose a wavelet representation
approximation scheme for images inspired by compressed sensing.
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Among the most important factors to consider when evaluating the utility of a newly
proposed approximation scheme is whether or not it can be practically implemented.
Polynomial approximation is an illustrative example. In this case, quantifying the
relationship between the degree of the approximating polynomial and the error is critical,
otherwise constructing an approximation would become untenable. Many problems of
interest involve large amounts of data, are concerned with functions in very high-dimension,
or require a very small error tolerance. Each of these factors has a profound effect on the
computational complexity of a given numerical method. If the degree of the approximating
polynomial scales poorly with respect to a property of the true function, there is no hope
of an efficient implementation of the approximation scheme. This is because, the degree of
an approximating polynomial is directly correlated to the computational cost of producing
a numerical approximation.
The relationship between computational complexity and dimension of a target function
is particularly important. For polynomials in one-dimension, each additional degree
requires the computation of an additional polynomial coefficient. Unfortunately, this linear
relationship between computational complexity and approximation power does not generalize
to multi-dimensional functions. There are many situations where even smooth functions
require an immense number of coefficients. Nonlinear methods often mitigate these barriers
to good approximation. A class of nonlinear methods broadly referred to as machine learning
have been deployed with astonishing success at solving challenging problems [86, 45, 58].
Unfortunately, the error in many machine learning models is either not known or in need of
subtle treatment and interpretation. As these methods become deployed in fault intolerant
systems, there is a desperate need for a theoretical framework which allows for quantification
of the stability and error of these methods. A first step in this direction is to establish rigorous
connections between existing approximation methods and machine learning methods.
1.2 Artificial Intelligence and Machine Learning
The key aspect of machine learning methods that makes them so appealing is their freedom
from specificity. That is, machine learning models “adapt” so that they may be applied
4
to different problem instances within the same problem class. In other words, a machine
learning model isn’t explicitly tied to a specific problem instance, but rather to a class
of problems. To illustrate this adaptivity and to contrast with the approximation method
discussed in Section 1.1, recall how the approximation fN is constructed. It is constructed by
finding the coefficients ci using (1.3). Notice that the coefficients ci explicitly depend on the
function f which fN approximates. This causes issues for deployment of an approximation
scheme based on linear expansions in a fixed set {φi}Ni=1. Suppose f and g are two functions in
L2. Some families of functions {φi}∞i=1 are better suited for approximating f and others for g.
Since the only degrees of freedom in constructing approximations is the choice of coefficients,
it may be difficult to find a set of functions suitable for both f and g. This problem might
be avoided by including more complexity to our approximation space. This would obviously





where Θi ∈ Rk is a vector of parameters that determine the behavior of the function φi(x; Θi).
Approximations of the form (1.4) may be able to accurately approximate function f and g for
different realizations of the coefficients ci and the parameters Θi. Unlike approximations of
the form (1.1), there is no clear way to find the coefficients ci given a fixed set of parameters
Θi for i = 1, . . . , N or how to identify a good set of parameters Θi. Unless these issues are
resolved there would be no reason to even consider using these approximations.
A function class at the foundation of the recent string of amazing successes of machine
learning and AI are neural networks. Shallow neural networks can be expressed as functions
like (1.4) where







σ : R→ R is a nonlinear function, and
Θi = (wi1, . . . , wid, bi).
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Much research has been devoted to finding efficient algorithms for constructing neural
networks which achieve desired function behavior. Although originally proposed to mimic
the connections of neurons in the brain, in this work, neural networks are primarily viewed
as a class of parameterized functions.
Neural networks themselves have been investigated for several decades, but the wide
spread interest by the mathematical community is a more recent phenomenon. However,
it would be unfair to say that neural networks were not investigated theoretically until the
most recent surge in research interest. In fact, the universal approximation theorem of
Cybenko [26] shows that shallow neural networks with unbounded width (defined in Section
2.3.2) can approximate any continuous function arbitrarily well. This theorem mimics
the Stone-Weierstrass theorem1 which is a quintessential result in approximation theory.
Such theorems can be used as powerful theoretical tools. In fact, the Stone-Weierstrass
theorem is invoked in the proof of the universal approximation theorem. Theorems like the
universal approximation theorem do not by themselves support the use of neural networks
as good approximation classes since they do not provide a method to explicitly construct
an approximation given a continuous function of interest. Ideally, one would establish an
explicit relationship between continuous functions and the complexity of the approximation
necessary (in terms of parameters) needed to approximate a given function to a desired
accuracy. Theorems which address these concerns often make additional assumptions on
the target continuous function to be approximated in order to establish approximation rates
which relate the approximation power of a given class to the number of parameters used.
While these issues are actively being resolved by both the machine learning and mathematical
communities (in fact, we address some of these issues in Chapters 4, 5, and 6) the main
reason to consider their use as a class of approximations is their demonstrated effectiveness
at solving challenging problems [61, 83, 46].
Colloquially, the concepts of Artificial Intelligence (AI), Machine Learning (ML), and
Neural Networks (NN) are often used interchangeably. While they are tightly linked, in order
to understand the specific ways in which problems in these domains relate to mathematics, it
is beneficial to describe them individually. Artificial neural networks are a class of functions
1See [30, Chapter 1] for a detailed discussions of theorems of this type on these.
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which have been shown to perform well on the problems/tasks investigated by those who
study machine learning. The primary objective of AI is to construct an “intelligent agent”
which performs similarly or better than a human on groups of tasks or displays intelligence
in a human-like way. Solutions to ML tasks are incorporated into intelligent agents so that
they may achieve their desired objective.
A specific example which shows this hierarchy is the problem of designing a self-driving
automobile. The overall goal is to build a car with sensors and systems that is capable
of safely traversing the roads. The self-driving car is an intelligent agent which is capable
of solving many problems related to its goal of navigating safely. In order to do this, the
car needs to build a model of the world directly around it. It must identify the road itself
and possible turns, detect pedestrians crossing the streets (certainly in crosswalks, but also
should not hit a pedestrian who spontaneously walks into the street), and interpret road
signs among other things. A simplified version of these problems is to receive visual data
from the car’s sensors (cameras, LIDAR, etc) and feed this data into a function whose output
is used to update the model of the world around it. The car can then make decisions about
acting based on its updated model. Figure 1.1 gives a graphical depiction of the interrelated
nature of AI, ML, NN, and Mathematics in the context of the self-driving car application.
It is possible to express many ML tasks as generic minimization problems. Through this
characterization the inherent connections between mathematics and ML becomes apparent.
Let Θ ∈ RN be a vector of parameters, let x ∈ Rd, and let f̃(x; Θ) : Rd → Rk be a function
which is parameterized by the vector of parameters Θ. Let L be a functional such that





The functional L is chosen in a way so that it measures how well f̃ performs on a given task
and is called the loss or cost function.
Developing a solution scheme for (1.5) is very problem dependent. Machine learning can
be crudely broken up into two broad paradigms. Supervised learning is a class of methods
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Figure 1.1: A diagram depicting the hierarchical associations of Artificial Intelligence,
Machine Learning, Neural Networks, and Mathematics.
unsupervised learning is a class of methods which does not require any labeled data. In
either the supervised or unsupervised paradigm, one of the main reasons for using a class
of neural networks for the function f̃ is to ensure that the task is performed by f̃ without
being explicitly programmed to do so.
1.2.1 Supervised Learning
Supervised learning involves finding a function f̃ which solves a desired task. Some machine
learning tasks can be characterized by a set of desired input-output pairs. That is given a set
of pairs (xi, yi) for i = 1, . . . ,M find a function f̃ such that f̃(xi) is as close to yi as possible.
This is the prototypical supervised learning problem, so called because the pairs (xi, yi) are
used to define the action of the function f̃ . Some examples of supervised problems include
interpolation, regression, and classification. There are many choices that must be made in
order to solve a supervised learning problem. For instance the function class of f̃ must be
selected in a meaningful way. Once a function class has been chosen, a suitable algorithm
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to find an f̃ which best solves the problem must also be chosen. There are many factors
affecting all of these choices also. It is reasonable that a function class which is good for
approximating smooth functions may not a good choice for solving an image classification
problem and vice versa. Clearly the amount of available data or how difficult it is to generate
new input output pairs will affect all of these choices. However, almost all algorithms for
finding functions f̃ involve an optimization problem where a functional must be minimized
over parameters which determine the behavior of f̃ . Moreover, these functionals typically




Various kinds of neural networks, defined and described in 1.3, have proven to be a very
good class of functions for solving many problems in supervised learning, particularly for
classification.
Problem 1.1 (Classification). Given a finite set of objects and labels for these objects, the
classification problem is to find a mapping f from the space of all objects to the space of
labels which correctly maps a new object to its appropriate label.
The image classification problem is one which neural networks have proven to be excellent
at solving. In this case the objects are images and the labels are some codification of human-
defined labels of the images. For example, in Figure 1.2, the neural network maps images
to four different 4-dimensional vectors each of which corresponds to a different human-
understood label of the image. Most image classifiers use a numerical embedding of the
various classes. The embedding used in Figure 1.2 is an example of one-hot encoding, i.e.,
Duck is associated with the point (1, 0, 0, 0), Pig is associated with (0, 1, 0, 0), etc.
In Chapter 5 we explore using neural networks to solve function approximation problems,
which can be viewed as supervised learning problems when samples of the unknown function
are given.
9
Figure 1.2: A classifier can be characterized as a function which maps the space of images
to a finite set of points each associated with an image label. The points shown in this figure
are an example of one-hot encoding.
1.2.2 Unsupervised Learning
It is not always possible to generate input-output pairs to train a neural network as is done
in supervised learning. Unsupervised learning does not involve input and output pairs and
instead seeks to perform a task by identifying patterns in data without using prior knowledge
in the form of labels on the data. Some unsupervised tasks are clustering and latent variable
models.
Problem 1.2 (Clustering). Given a finite set of objects and the number of desired clusters
k, the clustering problem is to find a partition of the given data into k groups so that those
objects in a given group are more similar to each other than they are to objects in another
group.
When finding an approximation to the solution of a PDE it may not be possible to
generate samples of the solution to the PDE and hence a supervised method cannot be
used. On the other hand, energy methods for solving PDE characterize the solution as
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the minimizer of a functional. Using a discretized version of these energy methods can be
thought of as unsupervised learning. In Chapter 6 we consider solving certain boundary
value problems with neural networks.
1.3 Applications of nonlinear approximation
Interest in machine learning has increased because of its remarkable ability to solve high-
dimensional and complex tasks. This most recent boom is a part of the centuries old ebb
and flow of balancing the complexity of models with the ability to manipulate and compute
with them. Although super-human performance has been achieved for very large image data
sets, there are examples of networks being susceptible to so-called adversarial attacks. These
attacks fool the classifying network by making only slight changes to the image itself. For
example, given a network that is capable of classifying pictures of dogs and cats, it is possible
to change the image of the dog in a way that is imperceptible to humans that will cause the
network to classify it as a cat. The consequences of mislabeling a dog as a cat are likely not
very severe. However, as networks begin to be deployed in fault intolerant systems such as
self-driving cars and security systems, these limitations must be quantified and understood.
More generally, society as a whole is more accepting of complex models for use outside of the
scientific domain. Many companies now hire Mathematics Ph.D.’s to design complex models
to describe and solve challenging business problems. These cultural trends make relevant
the novel, nonlinear approximations methods discussed in this work.
The approximation theory community has a great interest in defining, analyzing, and
constructing highly non-linear approximations schemes. Many of the successes of nonlinear
approximation methods rest on the extreme expressibility of nonlinear approximation spaces.
Naturally, one may assume that a very large approximation space would encompass many
good approximations to a given complicated function. Since neural networks may be viewed
as a kind of non-linear approximation, there has been a surge in research of the mathematics
of neural networks. Sometimes very large approximation spaces can be frustrating to use in
practice because of the difficulty associated with constructing approximations in the space.
This is certainly the case for neural networks as they are almost always associated with
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highly non-convex minimization problems. Amazingly, good approximations of very complex
functions by neural networks are obtainable by relatively simple algorithms, e.g. stochastic
gradient descent. Because of this, neural networks have attracted the collective consciousness
of many mathematical communities especially the applied mathematical communities.
Combining, comparing, and synthesizing the power of more traditional nonlinear
approximation methods, such as m-term polynomial approximations, with machine learning
and neural networks is of great interest from both a theoretical and practical point of
view. Neural networks are being deployed in a very wide arena of application. As their
use has become very widespread so too is an understanding of their limitations. In this
work, we consider nonlinear approximation methods for image processing in Chapter 3. In
Chapter 4, we characterize the expressiveness of a class of deep neural networks in terms of
certain polynomial approximations. Neural networks are applied to function approximation




To fully appreciate the possible benefits of using nonlinear approximation it is useful to
compare its strengths and weaknesses to classic linear approximation methods. In Section
2.1, we give some background on linear approximation and discuss a specific instance in the
case of approximation by polynomials. A general formulation of nonlinear approximation
is presented in Section 2.2 and a discussion of algorithms for finding these approximations
is given in Section 2.4. Wavelets and Neural networks are the two main function spaces
used as approximation spaces in the novel approximation methods developed here. There
are different ways in which one could construct multi-dimensional wavelet functions. The
derivation of multi-dimensional wavelets is discussed in Section 2.3.1. Neural networks are
described as functions in Section 2.3.2 and a basic algorithm for training them is discussed
in 2.4.2.
2.1 Linear approximation
A basic linear approximation problem was discussed in Section 1.1. The approximation
problem considered there can be generalized to multi-dimensional functions as well as for
non-polynomial bases. Rather than presenting linear approximation in the most general
setting possible, a specific example, linear least squares, will be considered. The least squares







where {ψi}∞i=1 form an orthonormal basis for L2(Ω) with Ω ⊂ Rd and Θ = (c1, . . . , cN) ∈ RN .
Then the least squares problem is
min
Θ
‖fN(·; Θ)− T (·)‖ (2.2)
where T ∈ L2(Ω) is a target function which we would like to approximate and the cost
functional is the square of the L2(Ω)-norm. The main reason to consider approximations
of the form (2.1) is that the linear combination of two such approximations remains in the
same approximation space.
The function f ]N which minimizes (2.2) is the best approximation from the space of
functions defined by the span of {ψi}Ni=1 in the L2 sense. We can characterize the best











Now considering the difference between T and a generic fm we see that





















The last expression in (2.3) is clearly minimized when ci = γi. However, this is not a proof
that the best approximation is formed by choosing the first m coefficients to be the γ′is.
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Notice that (2.4) is just a slight generalization of approximations of the form (1.1).
The inequality (2.3) is very useful for theoretically characterizing the best approximation
f ]N of an unknown target function T . Suppose that by some method, one obtains a function
of the form (2.1) whose behavior is completely characterized by the coefficients Θ∗. If it
happens that
‖fN(·; Θ∗)− T (·)‖ ≤ ‖fN(·; Θ)− T (·)‖ for all Θ ∈ Rd, (2.5)
then the fN(·; Θ∗) is the best approximation of T from the linear approximation space defined
by the functions {ψi}∞i=1. In addition, (2.3) also gives one an estimate of performance of an





give an upper bound on the performance of the approximation f ]N . If the quantity (2.6)
is large, then it is likely not possible to find a good approximation of T using the chosen
approximation space. It may also be that N must be very large in order for (2.6) to be small.
This would also be a case when the chosen approximation space is insufficient for effectively
approximating the target.
Besides these theoretical issues, there are practical considerations. Constructing a best
approximation by choosing ci = γi is not realistic. In practice, the target function T is
often only known through a finite set of observations in the form of input-output pairs
{(xi, T (xi))}mi=1 where m is sometimes called the number of measurements of the target
function. Methods for constructing the optimal approximation f ]N from observations of T
depend on many factors which include but are not limited to how many samples are available,
whether or not the observations have been perturbed by noise, etc. The function fN is called
an interpolant when it is constructed in such as way as to achieve the exact same value
15
as T on the set of observations. Regression analysis explores the properties of an optimal
approximation obtained from noisy measurements. For a detailed explanation of many of
these classic and well known methods see [7, 79].
2.2 Nonlinear approximation
Nonlinear approximation, in contrast to linear approximation, deals with approximations
whose linear combinations may not remain in the same approximation space. Rather than
finding a linear combination of functions from a predetermined family, nonlinear methods
involve linear combinations of functions which depend on parameters themselves such as
(1.4). One way to find such approximations is a two step process where the parameters Θi
which determine the behavior of the functions ψi(·; Θi) are fixed and the best coefficients are
determined. Then using the newly formed approximation the parameters Θi are updated to
improve the capability of the approximation space to express the target function accurately.
Although better performance may be obtained by nonlinear methods, as stated pre-
viously, the major drawback is the additional complexity of finding the approximations.
Another potential difficulty of nonlinear approximation is that the analysis of best
approximations may become more difficult. Without progress in either of these directions,
there would be no reason to consider using them in practice. Fortunately, suitable nonlinear
approximation methods involving piecewise polynomials and wavelets have been thoroughly
analyzed and algorithms have been developed for efficiently finding best or nearly the best
approximations in these spaces [29].
A powerful nonlinear method which uses a fixed set of functions for the expansion is




where ΛN is a subset of all the possible indices associated with a family of functions {ψν}
with N or fewer indices. A concrete example of an approximation of this type is the sum
of N orthogonal polynomials which are not necessarily the first polynomials with degree 0
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to N − 1. Some algorithms for constructing approximations like (2.7) are known as greedy
algorithms [90]. Such algorithms establish criteria by which at each step in an iterative
process terms in an expansion are kept or discarded. At the end of the iterative process an
m-term approximation is obtained. These algorithms can become quite complex if computing
with the basis functions ψν themselves is difficult and therefore implementing them can be
challenging. Regularized convex optimization, such as compressed sensing, is another class
of algorithms for finding approximations like (2.7). This type of optimization problem will
be considered in Chapter 3.
Gradient descent is a simple choice of algorithm for optimizing a parameterized system
since it is easy to implement. After initialization, at each step in the iterative process
each parameter θi is updated using the gradient of a functional which measure accuracy
with respect to the parameter. Depending on whether or not this gradient is easy to
compute, gradient descent can be a good choice for finding approximations in spaces with
many parameters. We will give more details on this algorithm in Section 2.4.2 and consider
applications of this type of approximation in Chapter 5 and Chapter 6.
2.3 Spaces of functions
The choice of approximation space is a critical factor which determines the success of the
deployment of a given approximation method. In the next section we introduce the spaces
of functions used in our novel approximations developed in later chapters.
2.3.1 Wavelets
In Chapter 3 wavelets are the primary function class used to construct approximations.
This section details the construction of orthonormal wavelets as well as describes how the
coefficients can be identified with nodes on a tree. This association is used to justify
approximating certain objects of interest in Chapter 3. However, there are multiple ways
to construct wavelets, see e.g., [27, 54, 67]. In the applications and theoretical concerns
considered later in this work, we consider discrete wavelets that arise from a Multiresolution
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Analysis (MRA). We say that the sequence {Vj}j∈Z where each Vj is a subspace in L2(R) is
a MRA if it satisfies,
P.1 Vj ⊂ Vj+1, ∀j ∈ Z,
P.2 f ∈ Vj if and only if f(2(·)) ∈ Vj+1∀j ∈ Z,
P.3 ∩j∈ZVj = {0},
P.4 ∪j∈ZVj = L2(R),
P.5 There exists a function φ ∈ V0 such that {φ(· − k) : k ∈ Z}, is an orthonormal basis
for V0.
The function φ from P.5 is called the scaling function of the MRA and from it we can define
wavelets. Suppose that φ has compact support, then, as a consequence of MRA properties










αkφ(2y − k). (2.8)
Let W0 be the space such that V1 is the direct sum of V0 and W0, i.e. V1 = V0
⊕
W0.
It is known that W0 is generated by the linear combinations of integer shifts of φ, i.e.,
W0 := span{φ(y − k) : k ∈ Z}. An orthonormal basis for L2(R) can be constructed by
considering a collection of scaled and integer shifted versions of the mother wavelet. Let
ν = (ν0, ν1) ∈ Z2 and let
ψν(y) := 2
ν0/2ψ(2ν0y − ν1). (2.9)
It is also known that {ψν : ν0 = j, ν1 ∈ Z} forms a basis for the subspace Wj defined as the









Finally, by P.4, {ψν}ν∈Z2 forms an orthogonal basis for L2(R). Having constructed this
infinite dimensional wavelet basis, we now choose a finite collection of functions from
{ψν}ν∈Z2 which is suitable for use in the functional representation of signals given in 3.1, by
defining the index set I ⊂ Z2.
For any j ∈ Z, the projection of f onto Vj, denoted Pjf , can be thought of as an
approximation whose fidelity to the true signal/image f is parameterized by j. In this
sense, Pjf can be referred to as the j
th-level approximation of f [54]. Moreover, by P.4,
limj→∞ Pjf = f , and the approximations Pjf ∈ Vj become better approximations as j
increases. Since Vj is in the span of the functions φν = 2
ν0/2φ(2ν0y − ν1) for ν0 = j and





The coefficients aν := 〈f, φν〉 in this expansion define the jth level approximation. In practice
there are many ways these coefficients can be obtained, but in this work we will assume that
coefficients are N evaluations of the signal or image at N distinct times or pixels, respectively.
For example, an image can be interpreted as a sampling of a function in L2(R2) on a grid
of uniformly spaced sample values where each pixel represents a functional evaluation. In
addition, the number of pixels is related to the resolution and thus determines which Vj the
image lies in. Notice that for any positive integer J ,
VJ = WJ−1 ⊕ VJ−1











Since PJf ∈ VJ , the final expression in (2.11) implies we may write PJ as a sum of functions










where bν := 〈f, ψν〉. Although the sum (2.12) is taken over a finite number of levels, it still
has an infinite number of terms since all integer shifts of φν where ν ∈ {0}×Z and ψν where
ν ∈ {j} × Z with j = 0, . . . , J − 1 are considered. However, we have assumed that φ has
compact support and if we further assume that f has compact support then there will be only
a finite number of aν and bν which are non-zero. For example, suppose that the supports of
φ and f are both [0, 1]. In this case the only integer shift of φ that has overlapping support
with f is when k = 0, hence a(0,0) is the only non-zero coefficient aν in (2.12). Notice that the
support of φ(2y − k) is [k/2, (k + 1)/2], so the sum (2.8) has only two non-zero coefficients,
i.e., the ones corresponding to k = 0, 1. Therefore, ψ also has support [0, 1] and there is only
one non-zero coefficient b(0,k) in (2.12). Since the support of ψν(y) = 2
j/2(2jy − k) where
ν = (j, k) is [k/2j, (k + 1)/2j] for each j = 0, . . . , J − 1 there are 2j non-zero coefficients
b(j,k). In other words, for each j the supports of the functions ψ(j,k) partition the interval
[0, 1] into 2j intervals of the form [k/2j, (k + 1)/2j] where k = 0, . . . , 2j − 1. Therefore, the
number of non-zero coefficients, nnz, in (2.12) is
nnz = 1 +
J−1∑
j=0
2j = 1 + 2J − 1 = 2J . (2.13)
In light of (2.13) it is natural to assume that N = 2J for some positive integer J .
Furthermore, the sum (2.12) is the desired wavelet representation in (3.1) if we let J = {s}∪I
where s = (−1,−1),
I = {ν = (j, k) ∈ Z2 : j = 0, . . . , J − 1
and k = 0, . . . , 2j − 1},
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Figure 2.1: The coefficients of the HeaviSine in a lexicographical arrangement. Different
colors denote the different levels with deeper levels appearing to the right.
and
Ψν =






Recall that the number of nodes in a full binary tree of depth J − 1 is 2J − 1. Therefore,
we may uniquely identify each index in I with a node on a full binary tree. For example let
N = 8 and consider the full binary tree in Figure 3.3a. Then the four nodes on the deepest
level correspond to the indices where j = 2. In particular, ν3 = (2, 0), ν4 = (2, 1), ν5 = (2, 2)
and ν6 = (2, 3). Similarly, the relationship of indices with j = 1 and the nodes on level 1 of
the tree are ν1 = (1, 0) and ν2 = (1, 1). Finally, the index, (0, 0) which is associated to the
mother wavelet ψ is identified with the root node ν0. An analogous identification of indices
in I to nodes on a full binary tree can be performed when N = 2J where the coefficient
associated with index ν = (j, k) is associated with the kth node on level j labeled from left
to right within level j.
Having established how the indices in I are identified with nodes on a full binary tree,
we now discuss how the parent-child relationship is determined between nodes. Let us again
assume that the support of both φ and f is [0, 1]. Therefore, the supports of the functions
ψ(j,k) are [k/2
j, (k+1)/2j] which form a partition of the interval [0, 1] for each fixed j. Notice
that [k/2j, (k + 1)/2j] = [2k/2j+1, (2k + 1)/2j+1] ∪ [(2k + 1)/2j+1, (2k + 2)/2j+1]. Hence the
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coefficients b(j+1,2k) and b(j+1,2k+1) are related to the coefficient b(j,k) in the sense that they
all measure the behavior of f in the same region. If the value of b(j,k) is large then it is
also likely that one of or both of b(j+1,2k) or b(j+1,2k+1) are large. Thus it is natural to call
the nodes identified with (j + 1, 2k) and (j + 1, 2k + 1) the children of node (j, k) on the
binary tree generated by I. The propagation of large coefficients from parent to child can
be seen in Figure 2.1 where the db3 wavelet coefficients a function called the HeaviSine are
plotted. THe HeaviSine function is plotted in Figure 3.1a. Within a fixed level j, wavelet
functions whose support contains one of the two discontinuities in the HeaviSine function
produce the largest wavelet coefficients on that level. This is demonstrated in Figure 2.1
where the coefficients on levels deeper than level 2 are clustered in two groups, one for each
of the two discontinuities. This choice for the parent-child relationship is also justified for
wavelets and functions with a general compact support since the wavelet decomposition is
known to have the following two properties, [25], namely:
T.1 A wavelet coefficient cν is likely to be large if the support of Ψν contains a region
where f transitions from one kind of behavior to another. On the other hand, if f
exhibits homogeneous behavior in the support Ψν the wavelet coefficient cν is likely to
be small; and
T.2 A coefficient is more likely to be large (resp. small) if its parent is large (resp. small).
These properties imply that a signal/image which is sparse in a wavelet decomposition has
a support that lies on, or nearly on, a closed tree.
The functions in (2.14) are precisely those we use when recovering signals or functions
in one-dimension. A closely related collection exists to represent images or functions in two-
dimensions. We will construct a set of d-dimensional wavelets and represent images by using
these wavelets in the case when d = 2. One can construct a wavelet basis in d-dimensions
analogously to the one-dimensional wavelets by defining a MRA generated from a tensor
product of one-dimensional scaling functions, see e.g. [27, Chapter 10]. The scaling function
associated with the d-dimensional MRA we consider is the tensor product of the scaling
function φ, that is,





where µ0 := (0, . . . , 0) ∈ Zd. It is known that φ(µ0) generates a sequence of nested spaces
Vj which satisfy the properties P.1–P.5 in analogous way to the one-dimensional case. We





It is clear that Vj is formed from the integer shifts and scalings of the d components of tensor
φ(µ0), i.e., Vj is in the span of the collection of functions {φν(µ0) : ν(µ0) = (ν
(µ0)
0 , . . . , ν
(µ0)
d ) ∈
{j} × Zd} where







0 yi − ν(µ0)i ).
Analogously to the one-dimensional case, the d-dimensional wavelets are constructed by
considering the orthogonal complement of Vj in Vj+1. Recalling that the one-dimensional
wavelets are obtained from considering the orthogonal complement of Vj in Vj+1, i.e., that
Vj+1 = Vj
⊕




































where Xk is either Wj or Vj. Let µ ∈ {0, 1}d be a multi-index whose kth entry is 1 if Xk in

















0 yi − ν(µ)i )
)µi
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where ν(µ) ∈ Zd+1. The collection {ψν(µ) : ν(µ) ∈ {j} × Zd} generates the space
⊗d
k=1Xk
where Xk = Wj if µk = 1 and where Xk = Vj if µk = 0. For each µ 6= µ0 the function ψν0(µ)
where ν0 = (0, . . . , 0) ∈ Zd+1 is a mother wavelet. We say that ψν0(µ) generates a band of







(µ) ∈ {j} × Zd
}
,
where B = {0, 1}d \ {µ0}, forms an orthonormal basis for L2(Rd).
Assuming that N = 2dJ for some positive integer J we can view a sampling of f on a grid
of 2dJ points generated by the tensor product of 2J equally spaced points in each cardinal















Recall that (2.12) had only a finite number of non-zero coefficients under the assumption
that φ and f had compact support. By a similar argument, it can be shown that if φ and f
have support [0, 1]d then (2.18) has 2dJ non-zero coefficients. Furthermore, for each µ ∈ B
we can identify the coefficients bνµ with the nodes on a full k-ary tree of depth J − 1 such
that every node on levels 0, . . . , J − 2 has exactly 2d children. Let




where s := (−1, . . . ,−1) ∈ Zd+1,
I(µ) = {ν(µ) ∈ Zd+1 : ν(µ)0 = 0, . . . , J − 1
and ν
(µ)
i = 0, . . . , 2




 φ(µ0) if ν = sψν(µ) if ν ∈ I(µ) (2.20)





The parent-child relationship between indices in I(µ) is similar to those for I. The node
associated with the coefficient bν(µ) has children associated with the coefficients bν̃(µ) where
ν̃(µ) = (ν
(µ)
0 + 1, 2ν
(µ)
1 + i1, . . . , 2ν
(µ)
d + id)
and ik is either 1 or 0 for k = 1, . . . , d. There are 2





ν has at most 2d children. Therefore, each band of wavelets, indexed by µ,
is associated with a 2d-ary tree of depth J − 1 indexed by I(µ). Each of these trees has
(2dJ − 1)/(2d − 1) nodes. Since there are 2d − 1 bands of wavelets, in total, there are




nonzero coefficients in the sum (2.21).
2.3.2 Neural Networks
Due to their popularity and wide spread use, the terms neural networks and artificial
neural networks have come to mean slightly different things depending upon who is using
or analyzing them. While originally proposed a computational model which mimics the
performance of brains, some neural networks in their current incarnations have little
resemblance to their biological counterparts. In this work, we will primarily view them
as a complex, parameterized family of nonlinear functions. And in contrast to the shallow
network briefly discussed in Section 1.2, deep neural networks involve compositions of linear
combinations of parameterized functions. The dependence on composition also differentiates
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deep neural networks from nonlinear m-term approximations (2.7). Deep neural networks
will be defined in the next paragraph.
Much of the terminology of artificial neural networks is inspired by their original
association to brains. The basic building block of a neural network is a neuron which
performs a computation on incoming information and sends its output to other neurons it is
connected to. If x = (x1, . . . , xd) is the incoming information to a neuron ni then it performs






wik · xk + bi
)
. (2.22)
where σ(i) is a nonlinear function often called the activation function of the node ni and
the values wik are bi are learnable parameters associated with the neuron ni. Since the final
computation performed by a neural network depends on the connections of its constituent
neurons, a natural model for describing the interactions of different neurons like (2.22) is a
graph whose nodes represent input values, individual neuron computations, or output values
and whose edges represent input-output relationships between these nodes. All nodes which
are the same number of edges from the input nodes are said to be on the same layer in
the neural network. A layer which is composed of neurons (as opposed to input or output
nodes) is called a hidden layer. Any network with more than one hidden layer is called a
deep neural network. A simple three layer neural network with one input node, five neurons
for each of the three hidden layers, and one output node is shown in Figure 2.2.
It is possible for each neuron to have a different activation function, however, to make
computations with neural networks easier to implement, it is common that the same
activation function is chosen for each of the neurons in a particular layer. Under this
assumption, it is convenient to think of the values computed by all of the neurons on layer
` collected into a single vector y` ∈ Rs. Then the values on layer `+ 1 are computed by
y`+1 = σ`(W `y` + b`) (2.23)
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Figure 2.2: A graphical representation of the computation of a simple three hidden layer
neural network.
where W ` is called the weight matrix and has size r × s where r is the number of neurons
on layer `+ 1 and s is the number of neurons on layer ` and where σ` is a possibly nonlinear
function which is applied component-wise. The vector b` ∈ Rr is called the bias vector.
Using the forward propagation rule like (2.23), a deep neural network f̃ with L hidden layers
is a function of the form
f̃(x,Θ) = σL(WLσL−1(WL−1(· · · σ1(W 1x+ b1) · · · ) + bL−1) + bL) (2.24)
where Θ is the collection of all of the network weights and biases
Θ = {W 1, . . . ,WL, b1, . . . , bL}.
It is common that the output of the neural network is just a linear combination of the values
computed by the neurons on the penultimate layer (or final hidden layer) of the network. In
other words, a common choice for σL is the identity.
The architecture of a neural network usually refers to the choice of activation functions
as well as the possible connectivity of neurons. Networks like (2.24) are often called deep
feed-forward neural networks since the only neurons which communicate with layer `+ 1 are
those on layer `. There are efficient algorithms for training feed forward networks. A basic
algorithm for doing so is outlined in Section 2.4.2.
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More general neural network architectures exist where neurons on any layer may
communicate with neurons on any other layer. However, this increased generality also
reduces the efficiency of being able to train them. In Chapter 6 we consider a residual
neural network for use in solving PDE. Such networks have jump connections which update
the values on layer `+ 1 using both y` and the right hand side of (2.23).
2.4 Algorithms for constructing approximations
The novel approximation methods outlined in later chapters are constructed using altered
forms of existing algorithms for constructing certain kinds of nonlinear approximations. In
the case of m-term wavelet expansions a variant of compressed sensing is used and in the
case of neural networks, a form of backpropogation is used.
2.4.1 Compressed sensing
Compressed sensing is a class of algorithms which seek to recover a sparse vector from a
limited number of random measurements. The key assumption in both theory and practice
is that the unknown vector which is being approximated is sparse. A vector x ∈ Rd is
s-sparse if ‖x‖0 ≤ s where
‖x‖0 := number of non-zero components of x.
The measurements of the sparse vector are obtained by a linear operator A. Various classes
of linear operators both entirely random and partially structured have been analyzed. For
a review of such results see [39]. A basic situation is when A is an m × N matrix where
m represents the number of measurements and N is the dimension of the signal. In this
formulation each of the rows of A correspond to a different measurements are chosen so that
they quantify the behavior of x. The vector y = Ax is called the measurement vector and is
m-dimensional. Given the measurements y and measurement system A, compressed sensing
solves the problem of finding a vector z such that y = Az which is as sparse as possible.
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However, finding the solution to
min ‖z‖0 := subject to Az = y (2.25)
may be very difficult since it is a non-convex optimization problem and since ‖ · ‖0 is not a
norm1. A relaxation of the problem (2.25) is
min
z∈C






and ‖ · ‖2 denotes a discrete L2 norm. Nonlinear wavelet approximations of images and
signals are constructed in Chapter 3 using an optimization problem that is similar to (2.25).
The relaxation of (2.25) using the L1 norm is similar to the LASSO algorithm [92].
2.4.2 Training neural networks with backpropogation
To illustrate the process of training a neural network we consider a specific task. Suppose that
a set of input-output pairs {(xi,yi)}mi=1 is obtained for an unknown function. An important
task is to use these observations to create an approximation of the unknown mapping. We
will consider using a neural network to as closely as possible match each of the outputs yi
given the input xi. In order to train a network, a functional must be defined which measures
how well the network is performing the task for a given set of parameters Θ. Let f̃ be a
network of the form (2.24). Let C be defined






‖f̃(xi; Θ)− yi‖2. (2.27)
One way to interpret what C measures is that it takes the average across all of the
observations, that is, it measures how well the network mimics the observed input-output
pairs.
1The property of absolute homogeneity does not always hold, i.e., ‖αz‖0 6= |α|‖z‖0 for a scalar α.
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Given a fixed parameter vector Θ, the performance of the neural network is measured by
the quantity C[f̃(·; Θ),x,y]. If the performance is unsatisfactory for a particular Θ then the
parameters need to be updated. A widely used strategy for finding optimal parameters which
tries to minimize (2.28) is gradient descent. This approach views C[f̃(·; Θ),x,y] purely as
a function of Θ, and updates each parameter in the direction of the gradient with respect












All parameters in Θ must be updated to their (t + 1)th state before the next step can be
computed. For general nonlinear functions it may be rather difficult to compute partial
derivatives like the one in (2.29). Fortunately, an algorithm known as backpropogation [78]
gives an efficient way to compute these partial derivates, especially when the neural network
being trained looks like (2.24).
The efficiency of backpropogation relies on the intermediate values that the neural net-
work computes. We now introduce some helpful notation for discussing the backpropogation





























for ` = 2, . . . , L. (2.31)
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The integer L is the depth of the network and the integer r is the width of the hidden layers.
For simplicity, in the following computations we will assume that all of the hidden layers
have the same width, but these restriction are not necessary in general. Notice that (2.30)
and (2.31) can be viewed as computing one component in a vector. Then the “vectorized”
versions of (2.30) and (2.31) are
z` = W `a`−1 for ` = 1, . . . , L, (2.32)
and
a` = σ`(z`) for ` = 1, . . . , L. (2.33)









According to (2.32) and (2.33), (2.34) may also be vectorized as
W `,(t+1) = W `,(t) − γ ∂C
∂W `
, (2.35)
where the partial derivate ∂C
∂W`
is understood by a scalar-by-matrix gradient, i.e., the matrix
whose jkth component is the partial derivative of C with respect to w`jk.
Notice that aL is the output of the neural network f̃ . Let aL(xi) be the output of the
neural network when xi is the input. Stochastic gradient descent is a popular method for
training neural network which updates network parameters by evaluating the loss functional
C for a single, randomly chosen input output pair. In this case,
C[f̃(·; Θ),y,x] = 1
2










Our goal is to find the necessary partial derivatives so that network parameters can be











Some of these partial derivatives can be computed. Using (2.36), (2.30), and (2.31), we have,
∂C
∂wLjk
= (aLj − yj) · (σL)′(zLj ) · aL−1k . (2.37)





(aL − yL) (σL)′(zL)
]
(aL−1)T (2.38)
where  is the Hadamard product which in this case is the element-wise product of two
vectors and (aL−1)T is the transpose of aL−1. The quantities aL, aL−1 and zL must have
been calculated during the computation of the output and could have been stored for later
use. The derivative of the Lth activation functions can also be computed since it is a known
quantity. Therefore, we can easily compute (2.38) and therefore, update the weight matrix
WL using (2.35).
It turns out that the rest of the necessary partial derivatives are also relatively easy to
compute. Let
δL = (a
L − yL) (σL)′(zL). (2.39)








From (2.40) an apparent pattern emerges. Let
δ` = (W `+1)Tδ`+1  (σ`)′(z`) for ` = L− 1, . . . , 1 (2.41)
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and δL be defined as in (2.39). Then we can compute the necessary partial derivates to
update the weight matrices by
∂C
∂W `
= δ`(a`−1)T for ` = 1, . . . , L. (2.42)
By storing the intermediate values of neural network a` and z` during the calculation of
the output, we can efficiently compute the derivatives by starting with ∂C
∂WL
which depends
on δL and working backward to ∂C
∂W 1
which depends on δ1. This is precisely what gives
backpropogation its name.
There are some drawbacks to training neural networks in this way. For networks which
are either very wide, very deep, or both there may be limitations in being able to store all
of the necessary intermediate states a` and z`. Therefore, backpropogation is not always
efficient for every neural network. Since the neural network f̃ , as a function of Θ, is a highly
nonlinear function, the optimization problem (2.28) is a nonconvex optimization problem.
The best one can hope for when using gradient descent is to find a local minimum. One way
this method might be improved is by good initialization. That is, by starting the descent
near a good local minimum one may experience better performance. This is an approach
discussed in Chapter 5. Other ways to improve the entire training process is a very active area
of research. The fact remains however, that neural networks trained using backpropogation




Approach For Wavelet Reconstruction
of Signals and Images
Parts of the work and discussion in this chapter are part of a work which is being considered
for publication.
3.1 Problem setting
We investigate recovering an object of interest (OoI) from either a small number of samples
or a noisy version using a weighted `1-norm regularized convex optimization scheme with a









where y is in the domain U of f , S and W are two finite sets of multi-indices which we
will specify later, {Φν}ν∈S is a family of scaling functions, {Ψν}ν∈W is a family of wavelet
functions, and cν is either a wavelet or scaling function coefficient. We will discuss the
wavelet and scaling functions in Section 3.2. The recovery of f is achieved by identifying a
vector of coefficients, c := (cν)ν∈S∪W , from our proposed convex optimization problem. The
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ων |cν |, (3.2)
given the vector of N weights ω = (ων)ν∈J where J := S ∪W and the cardinality of J is
N . The coefficients c are obtained by solving
min
c∈CN
λ‖c‖ω,1 + ‖Ac− f̃‖22, (3.3)
where f = (f(y1), . . . , f(ym)) is an m ≤ N -dimensional vector of evaluations of f at the
points yi ∈ U which may or may not be noisy, f̃ is the scaled vector f̃ = f/
√
m and A is





if ν ∈ S
Ψρ(ν)(yi)√
m
if ν ∈ W ,
(3.4)
given the bijective mapping ρ : J → {1, . . . , N}. The parameter λ in (3.3) controls the
trade-off between the regularization of the solution enforced by the weighted `1-norm and
the fidelity to the observation f enforced by the `2-norm.
The effectiveness of `1-minimization is highlighted by its use in compressed sensing (CS)
[16, 32] and has been successfully deployed in many applications such as photography [34],
medical imaging [66] or radar and electromagnetic imaging [68]. Wavelet representations
are extensively employed in data compression and denoising [33, 19]. Despite these
triumphs, standard, unweighted `1-minimization, i.e., the minimization problem (3.3) where
ω = (1, . . . , 1), does not seem suitable for the recovery of wavelet coefficients even for
functions with sparse or compressible representations in a wavelet basis. Consider Figure
3.1a where a piecewise smooth function is plotted. As seen in Figure 3.2a, many of its
coefficients are relatively small (only 95 out of the 1053 plotted coefficients have magnitude
larger than 0.01), so this function is compressible in wavelet basis. The indices of these
large coefficients are given in Figure 3.2b. From Figure 3.1b which plots the recovery of
the piecewise smooth function from 80 randomly chosen samples, it is readily seen that
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using unweighted `1-minimization is not satisfactory. Comparing the distribution of the
large wavelet coefficients recovered by unweighted `1-minimization to those of the original
signal, shown in Figure 3.2a, it is clear that the unweighted approach leads to the recovery
of spurious large coefficients that do not correspond to the true signal’s coefficients. Figure
3.2b shows the indices of the 123 coefficients larger than the threshold 0.01 recovered by
unweighted `1-minimization. In particular, we notice that most of the large coefficients of
the original signal are those with low indices, whereas the large coefficients recovered by
unweighted `1-minimization are more uniformly distributed.
In this effort, we study a model for the structured sparsity of wavelet coefficients of OoI’s
and consider several choices of weights chosen in a particular way which encourage that
structure. We will use the weights
ων =
 ‖Φν‖L∞ if ν ∈ S‖Ψν‖L∞ if ν ∈ W . (3.5)
This choice is inspired by [21] where recovering the polynomial coefficients of high-
dimensional functions by weighted `1-minimization is considered, and the indices of large
polynomial coefficients of smooth functions typically fall in certain kinds of sets called “lower
sets”. They show that using (3.5) vastly improves the recovery of the functions by proving
that the recovered vector of coefficients has support which is very close to a lower set. In other
words, the choice of weights promotes structure in the recovered coefficients. The same choice
of weights, but defined with respect to wavelet functions instead of polynomial ones, also
promotes structure of wavelet coefficients. Consider Figure 3.2b which compares the indices
of the 66 coefficients larger than the threshold 0.01 for the original signal, those recovered
by unweighted `1-minimization, and those recovered by weighted `1-minimization. Notice
that the distribution of those coefficients recovered by weighted `1-minimization more closely
resembles the distribution of the coefficients of the original signal. Furthermore, this choice
of weights makes weighted `1-minimization robust in the sense that the recovered sparse
vector is close to the true coefficients even when the measurements have been perturbed by
noise. Our numerical examples in Section 3.3 show that weighted `1-minimization improves
recovery for both inpainting and denoising, and encourages structured sparsity associated
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(a) (b)
Figure 3.1: Reconstruction of the original signal with both weighted and unweighted `1-
minimization. In (a) the piecewise smooth signal is plotted where the circles indicate 80
randomly subsampled values; and in (b) the reconstruction from the 80 subsampled values
using weighted and unweighted `1-minimization is shown.
with wavelet coefficients. We also consider solving the inpainting problem using a frame of
wavelets.
In this effort we also provide a choice of weights which can adapt to the structure of the
wavelet coefficients of a given OoI. Since wavelets functions are scaled, shifted versions of a
mother wavelet, the weights (3.5) depend only the scale of the associated coefficient. More
complicated structures beyond the parent-child relationship may exist. That is, coefficients
with large values are not randomly distributed within each scale. They may depend on other
values within the same scale in addition to those on adjacent scales. Intuitively, improved
performance can be obtained by choosing weights which are adapted to the inherent structure
of a given set of wavelet coefficients both across and within scale. We consider a modification
of iterative reweighted `1-minimization (IRW `1-minimization), introduced in [17], where a
sequence of weighted `1-minimization problems are solved. The weights used in IRW `1-
minimization are updated based on the previously recovered vector of coefficients. Our
modification to IRW `1-minimization described in Section 3.2 updates the weights based on
both the scale of the associated coefficients and the value of the coefficients recovered at
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(a) (b)
Figure 3.2: A visualization of how weighted `1-minimization recovers a set of coefficients
whose sparsity is structured similarly to the original signal. The coefficients plotted here are
associated with the Daubechies 3 wavelet basis also denoted as as db3. For a construction
of this wavelet see [27]. In (a) the values of all wavelet coefficients where the coefficients
recovered by unweighted and weighted `1-minimization are shifted so that their differences
are more readily seen; and in (b) only the coefficients whose magnitudes are larger than 0.01
are shown.
the previous iteration. Our numerical examples which follow show that this adaptive choice
of weights produces better results at the cost of solving several weighted `1-minimization
problems.
Related Results
Compressed Sensing based approaches for recovering a function from a limited collection
of measurements or evaluations of a function were considered in [3, 13, 35, 63, 74, 39]
among others. Many of these works use the underlying assumption that the OoI can be
well approximated by an expansion like (3.1) where only a few coefficients are large. Both
the recovery of signals using weighted `1 minimization and the use of structured sparsity
have also been considered previously. For example, [76] studies a weighted `1 approach and
proposes some conditions for the weights, but does not provide a specific choice. An iterative
process for choosing adaptive weights was introduced in [17] where weights are updated based
on the coefficients recovered on the previous iteration. A specific choice of weights is given
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in [21] which yields a quantifiable improvement to the sample complexity. Binary weights
are considered in [68]. A general class of structured sparse signals is considered in [3], where
the authors establish a recovery guarantee with complexity estimates for two kinds of greedy
algorithms. Another example where the structure of the wavelet trees is utilized is [13], where
a novel, Gram-Schmidt process inspired implementation of an orthogonal matching pursuit
algorithm is developed. The practicality of using sparse tree structures for real world signals
has also been shown. The work [74] uses Compressed Sensing based recovery of the wavelet
coefficients of electrocardiogram signals. Under certain structured sparsity assumption on the
representation coefficients the authors in [1, 2] show that optimal sampling complexity can be
achieved by unweighted `1-minimization if special sampling strategy is adopted. In particular
this applies to the inpainting problem, however, in our case we assume that the samples are
uniform and we do not have the freedom to choose the sampling strategy. Moreover, our
structured assumption does not fit into their paradigm.
Exploiting the structure of wavelet coefficients has also been used to solve the denoising
problem. Notice that noise added to the measurement f principally contributes to the high
frequency wavelet coefficients. Therefore, a naive wavelet denoising scheme is to take the
wavelet transform of the noisy vector f , threshold the wavelet coefficients and transform
back into the original domain. By thresholding the wavelet coefficients we have removed
some high frequency information from the wavelet coefficients and therefore we can expect
that some of the noise is also removed. More sophisticated thresholding methods have been
considered, see e.g., [33, 31, 75, 53]. Whereas these works employ statistical estimation to
find important wavelet coefficients, our work finds out that with a simple choice of weights
which is independent of the OoI, we can obtain satisfactory denoising results. Our proposed
weighted `1-minimization recovers a vector of coefficients which, due to our choice of weights,
is less likely to be affected by the high-frequency perturbations in the function samples.
Organization
In Section 3.2 we present our choices of weights and review the relevant research which
influenced our approach. We also introduce a model for wavelet coefficients which futher
supports our choice of weights.
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In Section 3.3, we present some numerical experiments which show that an OoI can be
successfully recovered using (3.3) our specific choices of weights (3.5) and (3.8). In particular,
we consider the recovery of signals, images, and hyperspectral images from a set of incomplete
measurements. We also solve the denoising problem for signals and images.
In Section 3.5 we discuss possible extensions of this work.
3.2 Theoretical Discussion
In this section we discuss several theoretical elements, which inspired our choice of weights,
that we claim to promote the natural structure exhibited by the important wavelet
coefficients of real-world OoI. Before justifying this claim and presenting a model for wavelet
coefficients, we will first define k-ary trees, which are a special case of a kind of graph called
a tree. A directed graph is called a tree if it satisfies the following two conditions: (i) there
is a single node, ν0, which is called the root; and, (ii) there exists one and only one path
from ν0 to any other node ν in the graph [48]. The indices of the wavelet coefficients can be
identified with a node on a full k-ary tree, i.e., a tree so that every node has either k edges
or zero edges leaving it. For example, Figure 3.3a shows an example of a 2-tree with the
indices {ν0, . . . ,ν6}. In our model, the edges between nodes are directed and the direction
determines a parent-child relationship between nodes. We say that node νi is the parent of
node νj, or equivalently, the node νj is the child of node νi if one of the edges emanating from
νi terminates at node νj. In general, we denote the parent of node νj as p(νj). To illustrate,
consider Figure 3.3a where ν0 has two child nodes, ν1 and ν2, so that p(ν2) = p(ν1) = ν0.
We consider the closed tree model for describing the subsets of large coefficients of signals
and images.
Definition 3.1 (Closed Tree). A multi-index set T is called a closed tree if the following
two conditions hold:
1. Each ν ∈ T may be uniquely identified with a node on a k-ary tree.
2. For each node ν ∈ T ,
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Figure 3.3: The wavelet coefficients of real-world signals are associated with 2-trees. In (a)
an example of a 2-tree is given; and in (b) an example of a subset of nodes of the 2-tree
which forms a closed tree is given.
That is, if a node is in T , then so is its parent.
An example of a closed tree is given in Figure 3.3b. The motivation for considering closed
trees as a model for wavelet coefficients is three-fold.
• One can construct orthogonal wavelets from a set of the nested approximation spaces
called multi-resolution analyses that satisfy certain properties, see for example [54].
The nested relationship between these induces an association between certain wavelet
functions on adjacent levels. With appropriate indexing of wavelet function, the parent
and child relationship of the closed tree corresponds to this association.
• The coefficients of a function expressed in an orthonormal wavelet system are given
by the inner product of the function with a wavelet function. In practice, this value
is approximated using a quadrature rule. This quadrature can be implemented as a
linear combination of scaling function coefficients at the previous scale [27]. Calculating
coefficients in this way clear associates the value of the coefficient associated with a
parent to the coefficients associated with its child nodes.
• The successful application of hidden Markov tree models in works such as [25, 35, 22]
in image and signal processing show that it is beneficial to enforce correlation between
parent nodes and child nodes.
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This model makes concrete a widely known property of wavelet representation of signals
and images that nodes associated with small wavelet coefficients are more likely to have small
children and nodes associated with large wavelet coefficients may have either large or small
children. In light of this it is natural to find a choice of weights which promotes this structure.
Our choice of weights is inspired by [21] where it was proven that polynomial coefficients
that are associated with certain kinds of subsets, called lower sets, can be recovered with
weighted `1-minimization with weights equal to the uniform norms of the tensor product
polynomials associated with the coefficients.
Definition 3.2 (lower set). A multi-index set S ⊂ Nd0 is called a lower set if and only if
ν ∈ S and µ ≤ ν =⇒ µ ∈ S,
where µ ≤ ν is interpreted as µk ≤ νk for each k = 1, . . . , d.
Closed trees have analogous structure to lower sets in the sense that the parent of every
node in the closed tree is also in the closed tree. Given a family of pre-defined wavelets, such
as Haar, Daubechies, etc., the weight given in (3.5) is
ων =
 ‖Φν‖L∞ = 2jd/2, if ν ∈ S‖Ψν‖L∞ = 2jd/2, if ν ∈ W (3.6)
where the multi-index ν = (j, k1, . . . , kd) and j is the level on which the coefficients cν lies.
In this section we established a structured sparsity model for wavelet coefficients and related
wavelet and tensor product polynomial representations. In the next section we consider
using weighted `1 to recover a signal from incomplete or noisy measurements and justify our
approach using these connections.
3.2.1 Recovery of OoI from noisy measurements
Suppose that the samples used for the recovery of a function using (3.3) are noisy. In
particular, we assume that f̂(y) := f(y) + η where η is modeled as a Gaussian noise. The
denoising problem is to recover f given f̂ := (f̂(yk))
m
k=1. This can be solved by using our
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proposed weighted `1-minimization problem to recover the true coefficients of f . In Section
3.3, we give numerical examples of denoising full, noisy signals and images, i.e., m = N .
As mentioned in the introduction, a basic denoising approach is to threshold the wavelet
coefficients of the noisy signal or image. This simple approach is effective if the noise level
is small. For larger noise levels, more advanced thresholding algorithms have been proposed
which adapt to the signal itself, for example, [33]. Our proposed weighted `1-minimization
problem can be related to an iterative weighted soft-thresholding approach, where our choice
of weights encourages the recovered wavelet coefficients to exhibit structure similar to the
original signal. According to (3.6), the deeper a wavelet coefficient lies in the tree, the larger
the weight associated with it is, resulting in more aggressive thresholding.
3.2.2 Scale and Wavelet Aware Iteratively Updated Weights
Our choice of weights (3.5) naturally encourages the property that wavelet coefficients
of different scales have appropriately scaled values. A natural extension would be to
pick weights which take into account the intra-level magnitude correlation of coefficients.
Although the true wavelet coefficients of an OoI have large and small values within each
scale, our chosen weights do not discriminate between large and small coefficients within
each scale. A method introduced in [17] iteratively solves several weighted `1-minimizations







ν is the νth coefficient recovered at step t− 1 and ε is a parameter that must be
chosen. Intuitively, this approach tries to find and minimize a concave penalty function that
more closely resembles `0 minimization. In practice however, this weighting strategy does
not lead to significantly better results for recovering wavelet coefficients. In Figure 3.4, we
see that similarly to the unweighted `1-minimization case, reweighted `1-minimization over
emphasizes coefficients very deep in the wavelet tree leading to poor recovery. We recreated
the results from the paper using the parameters provided by the authors.
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(a) (b)
Figure 3.4: A comparison of the performance of unweighted, weighted, IRW, and wavelet
reweighted `1-minimization for recovering the coefficients of a given signal. The IRW example
uses the same parameters as [17] and the wavelet reweighted example uses the weights given
in (3.8).
Figure 3.5: A comparison of the weights used by IRW and wavelet reweighted `1-minimization
after 5 iterations relative to the choice of weights (3.5). These weights were obtained in the
experiment associated with Figures 3.6 and 3.7 described in Section 3.3.
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From (3.6), it is clear that our choice of weights (3.5) depend on their level only. On the
other hand, notice that the adaptive choice of weights used in the usual IRW `1-minimization
does not take into account the level of the coefficients. We propose an alteration of IRW









ν is the weight ων from (3.5) and εν := 1/(ω
(0)
ν − ω(0)p(ν)). Observe that the parent
of each node is on a shallower level, which implies that ω
(0)
ν − ω(0)p(ν) ≥ 0, hence εν ≥ 0. The
update (3.8) takes into account both the scale and specific choice of wavelet function and can
be called scale and wavelet aware iteratively reweighted `1-minimization (hereafter referred
to as wavelet reweighted `1-minimization).
The motivation for the updates used in wavelet reweighted are twofold. First, on the first
iteration, the weights (3.8) are the same as (3.5), and therefore, they similarly encourage
wavelet structured sparsity across levels. On later iterations, by (3.8), ω
(t)
ν ≥ ω(t)p(ν), hence
the relative scales of recovered coefficients are maintained. Second, the term 1/(|c(t−1)ν |+ εν)
ensures that large coefficients have smaller weights than their sibling coeffients on the same
scale. Our numerical examples show that the adaptive choice of weights (3.8) can perform
somewhat better than the choice of weights (3.5), but at the cost of having to solve several
weighted `1-minimization problems. We also see that it consistently performs much better
than the usual IRW `1-minimization.
3.3 Numerical experiments
In this section, we provide numerical results which show the effectiveness of weighted `1-
minimization with our choice of weights for the recovery of the wavelet representations of
signals, images and hyperspectral images. We also consider the weights
ων =
 ‖Φν‖L∞ if ν ∈ S‖Ψν‖αL∞ if ν ∈ W . (3.9)
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Our experiments indicate that choosing α ≥ 1 consistently performs well, where as choosing
0 < α < 1 consistently performs poorly. There is not much difference in choosing α > 1,
therefore the choice α = 1 seems to be sufficient in general. We additionally present examples
related to a frame of wavelets for use in the recovery of a signal from partial measurements
as well as experiments using our adaptive choice of weights (3.8). Recovery of a functional
representation of an OoI (3.1) is achieved by identifying the coefficients c which minimize
(3.3), then applying an inverse discrete wavelet transform to c. The recovered signals and
images presented below were obtained using SPGL1 [95, 96] for both the unweighted and the
weighted cases. The wavelet transforms used are from the built-in MATLAB wavelet toolbox.
3.3.1 Recovery of synthetic data compressible in wavelet basis
In this section we consider a synthetic example where the wavelet coefficients of a signal
are exactly supported on a closed tree. We construct such a signal by randomly choosing
a closed wavelet tree with s nodes which is a sub-tree of a full binary tree with N = 2J
nodes. The coefficient values of these s nodes are randomly assigned according to a Gaussian
distribution whose mean and variance depend on the depth on the node. We reconstruct the
signal using an inverse wavelet transform and randomly sample this signal at m locations.
These samples are used to recover coefficients using (3.3) with several choices of weights, IRW
`1-minimization, and our wavelet reweighted `1-minimization. Our numerical experiments
indicate that
• the weighted approach outperforms the unweighted approach,
• the success of weighted `1-minimization does not depend too heavily on the choice of
α, and
• our wavelet reweighted approach slightly improves recovery.
Figure 3.6 and Figure 3.7 compare the recovery of a randomly generated closed tree with
90 nodes which is a subtree of wavelet tree with 29−1 = 511 total nodes using weighted and
unweighted `1-minimization. In each of the Figures, the recovered coefficients are associated




Figure 3.6: A series of plots of the magnitude of the recovered coefficients on the vertical
axis and the true coefficient on the horizontal axis for various choice of weights.
exact recovery is achieved then the points should all lie on the red line. Using a random
sample of m = 179 evaluations, we see that unweighted, weighted with α < 1, and reweighted
`1-minimization identifies the significant coefficients. This can be seen in Figure 3.6, where
the magnitudes of the recovered coefficients are plotted. Notice that the weighted approach
is better able to capture the small coefficients. This is highlighted by Figure 3.7 where we
plot the recovered coefficients against the true coefficients in the interval [−1, 1].
Real-world signals and images do not possess wavelet coefficients which are exactly
sparse and the large coefficients are unlikely exactly closed trees. Rather, they are often




Figure 3.7: A series of plots of the recovered coefficients which correspond to true coefficients
on the interval [−1, 1] with the value of the recovered coefficient on the vertical axis and the
true value of the coefficient on the horizontal axis for various choice of weights.
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(a) (b) (c)
Figure 3.8: Reconstruction of a rational polynomial using unweighted and weighted `1-
minimization. A plot of the rational polynomial f(x) = 1/(1 + 25x2) is given in (a). The
black dots indicate 80 randomly subsampled values. Reconstruction using unweighted `1-
minimization and 80 subsampled values is shown in (b); and reconstruction using weighted
`1-minimization and 80 subsampled values is shown in (c).
recovered from a relatively small number of measurements using weighted `1-minimization
for the specific choice of weights (3.9). Our numerical experiments show that for α = 1,
weighted `1-minimization far outperforms both unweighted `1-minimization and the usual
reweighted `1-minimization.
Figure 3.8 compares the recovery of the function 1/(1 + 25x2) from 80 uniformly
subsampled points chosen in the interval [−1, 1] for different values of α from (3.9) as well as
unweighted and reweighted `1-minimization. The chosen wavelets are the one-dimensional
coiflets constructed in [28]. The black dots in Figure 3.8a are the sampling points used in
the reconstruction. Notice that the function recovered by our weighted approach is better
than the one obtained using the unweighted approach. To quantify this, we calculated the
Root-mean-square-error (RMSE) in each case. The unweighted case produced an RMSE of
0.3100 where as the the weighted case produced an RMSE of 0.0072.
We compare two denoising schemes in Figure 3.9. A Gaussian noise was added to the
piecewise smooth function as shown in Figure 3.9a so that the PSNR between the original
HeaviSine function and the noisy one is 26.0184. Figure 3.9b shows the reconstruction using
the built-in MATLAB function wden which automatically denoises using the adaptive wavelet
shrinkage of the work [33]. This produces a reconstruction with PSNR = 29.2454. Figure
3.9c shows the reconstruction using our proposed weighted `1-minimization scheme and the
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(a) (b) (c)
Figure 3.9: Denoising a perturbed HeaviSine function. The HeaviSine function perturbed
by noise is shown in (a). The denoised version using db3 based wavelet thresholding with
the built in matlab function wden is shown in (b). The denoised version using db3 based
weighted `1-minimization is shown in (c).
PSNR is 27.6637. While the built-in MATLAB function wden yields a reconstruction with
better PSNR, notice that our reconstruction is more faithful to the features of the original
signal and does not exhibit the extraneous fluctuations seen in Figure 3.9b.
3.3.2 Recovery of Images
In this section we consider the problem of reconstructing images from a small percentage
of its pixels. In the RGB color model, the pixels of images are associated with 3-tuple
describing a color. Images may be recovered by solving the multiple measurement vectors
(MMV) version of weighted `1-minimization, i.e., we solve
min
C∈CN×k
λ‖C‖ω,1,2 + ‖AC − F̃ ‖2F , (3.10)
where ‖C‖ω,1,2 is a mixed norm defined as the weighted sum of the `2-norms of the rows of
the N × k matrix C, F̃ is a m × 3 matrix whose columns are the normalized observations
of f along each color band and where ‖ · ‖F is the Frobenius norm.
Figure 3.11 shows the recovery of a greyscale house image using several choices of α.
The original image has 256 × 256 pixels and can be represented in the Haar wavelet basis
with 2562 coefficeints. The measurements, F , are randomly chosen pixels of the image so
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(a) (b) (c) (d)
(e) (f) (g) (h)
Figure 3.10: A comparison of the recovered image of a cameraman for a subsample of 10%
randomly chosen pixels using several choices of weights and iterated weight choices. The
measurements were taken with respect to the Daubechies 2 (db2) wavelet basis.
that m = 9830, that is, the measurements are 15% of the 2562 pixels, randomly chosen.
Notice that the cases when α ≥ 1 vastly out perform IRW `1-minimization and unweighted
`1-minimization. However, the differences between α = 3/2, α = 2, and α = 1 are minimial.
Therefore, choosing the weights as (3.5) is a reasonable choice in a general situation.
We can also recover color images by solving the minimization problem (3.10). Figure
3.12 shows that the weighted approach performs better than unweighted for color images.
The PSNR of the reconstruction using unweighted `1-minimization is 21.3119, see Figure
3.12b. On the other hand, the PSNR using weighted `1-minimization is 24.5694, see Figure
3.12c. Notice that the unweighted recovery features blurring of edges and does not recover
the texture of either the grass or the red roof tile. The weighted recovery exhibits a better
recovery of sharp edges and the texture of the grass with yellow flowers. Weighted `1-
minimization can also be deployed to recover other kinds of images besides the “natural
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(a) (b) (c) (d)
(e) (f) (g) (h)
Figure 3.11: A comparison of the recovered image of a house from 15% randomly chosen
pixels using several choices of weights and iterated weight choices. The measurements where
taken with respect to the Daubechies 2 (db2) wavelet basis.
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(a) (b) (c)
Figure 3.12: Subsampling reconstruction of an image with unweighted and weighted `1-
minimization. The original 640 × 480 pixel image of a lighthouse is given in (a). The
reconstruction using db3 based unweighted `1-minimization and 15 % randomly subsampled
pixels is shown in (b). The reconstruction using db3 based weighted `1-minimization and 15
% randomly subsampled pixels is shown in (c).
landscape” type images typified by the lighthouse. Below we consider recovering cartoons,
textures, and scientific data.
We also present an example of image denoising. Figure 3.13a is a noisy image generated by
adding a Gaussian noise so that the PSNR of the noisy version is 26.0184. The reconstruction
obtained using unweighted `1-minimization has PSNR = 30.6720, see Figure 3.13b, and the
weighted `1-minimization reconstruction has a PSNR = 31.1165, see Figure 3.13c.
3.3.3 Recovering Hyperspectral Images
The pixels of the color images we recovered in the previous section can be viewed as 3-tuples
of numbers which represent the color at each pixel. The image itself can then be viewed as
an object in RM×N×3 where M is the number of pixel along the width and N is the number
of pixels along the length. A hyperspectral image is an object in RM×N×k for some k > 1
where M and N are the spatial dimensions and k is the number of spectral bands. One can
use the information stored in a hyperspectral image in a variety of contexts. Frequently,
hyperspectral images are used for the remote detection or classification [18]. In particular,
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(a) (b) (c)
Figure 3.13: Denoising an image with unweighted and weighted `1-minimization. An image
of a lighthouse with additive noise is shown in (a). The denoised version using db3 based
unweighted `1-minimization is shown in (b). The denoised version using db3 based weighted
`1-minimization is shown in (c).
it has been used in medicine [64] for detection and classification of disease, and geology [97]
for detection and classification of minerals or oil.
In our numerical experiment, we consider recovering a hyperspectral image from a set of
subsampled spectral profiles at m randomly chosen locations. In other words, we sample m
vectors µi,j ∈ Rk from the hyperspectral image and wish to recover the full tensor. We do
this by solving (3.10). For our experiment we have used a hyperspectral image associated
with a natural landscape of fields. The spectrum at each pixel corresponds to the presence
of certain wavelengths of light. For a sample of the spectral profiles at 25% of the pixels we
recover the tensor using weighted and unweighted `1-minimization.
In Figure 3.14 and Figure 3.15 we compare recovered slices of the tensor at spectral index
1 and spectral index 100 respectively. Notice that the unweighted approach does not yield as
good results as the weighted approach. For a particular pixel we can compare the recovery
by looking at the spectral profile associated with that pixel. The spectral profile for the pixel
(50, 25) and the recovered versions are plotted in Figure 3.16.
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Figure 3.14: A comparison of the recovered slices at the first spectral index.
Figure 3.15: A comparison of the recovered slices at the 100th spectral index.
Figure 3.16: A comparison of the recovered slices at the 100th spectral index.
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3.3.4 Haar Framelets
Many successful image processing methods incorporate both local and global information
about a signal to increase performance [11, 12, 59, 71]. In this section we consider a
specific case of a representation system introduced in [100] where the simultaneous local and
global feature analysis of an OoI is performed by a dictionary called a framelet. A sparse
representation in the framelet dictionary recovered from a subsample set of measurements
using our proposed weighted `1-minimization problem. The dictionary is constructed by
taking the convolution of so called “local” and “global” bases discussed in more detail below.
Let F = (F0, F1, . . . , FN−1) ∈ RN be the vector representing the target digital signal.
Local information is gathered by grouping neighboring evaluations around every point
together into an array called a patch. For each k, 0 ≤ k < N , the patch of length ` at
location k is defined pk = (Fk, Fk+1, . . . , Fk+`−1) where k + ` − 1 is interpreted as circular
addition, i.e. (N − 1) + 1 is identified with 0, (N − 1) + 2 is identified with 1 and so on. The
patch matrix P is constructed by setting the vector pk as the k
th row of P . Notice that P
has N rows, one for each value in F , and ` columns corresponding to the patch size.
The global basis is given as a matrix G ∈ RN×N with its columns forming an orthonormal
basis in RN , and the local basis is given as a matrix L ∈ R`×` with its columns forming an
orthonormal basis in R`. The patch matrix P can be represented in the tensor product basis
genereated from G and L with the coefficients computed by
C = GTPL. (3.11)
The entries of the matrix C = (ci,j) can also be viewed as coefficients of F in the convolutional
framelet formed by the columns of G and L.
Definition 3.3 (Discrete, Circular Convolution). For two vectors v,w of length N we define





v[k − p]w[p] (3.12)
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Let Gi be the i
th column of the matrix G and Lj be the j
th column of L. Denote by L̄j
the vector RN whose first l entries are identical with corresponding entries in Lj, and the
rest are equal to 0. The convolutional framelets are constructed as the circular convolution




Gi ∗ L̄j. (3.13)
The vectors ϕi,j form a Parseval frame in RN (see [23] for definitions). The coefficients ci,j
from (3.11) satisfy
ci,j = 〈F ,ϕi,j〉,







We choose the Haar basis for both the global and local basis in our numerical example.
Consequently, for the the weights ωi,j we have
ωi,j := ‖ϕi,j‖i,j = 2γiλj/2 (3.15)
where γi is the depth of the node associated with the i
th wavelet function whose discretization
is the ith row of G and where λj is defined similarly for the Haar basis associated with L.
In Figure 3.17 each of the reconstructions was created from 80 samples of a piecewise
smooth function. Since the function is piecewise smooth, it is not necessary compressible in
the Haar basis. The reconstructions using weighted and unweighted `1-minimization with
the orthonormal Haar basis show “step”-like artifacts. On the other hand, the recovered
framelet representation does not exhibit the step-like affects. Heuristically, the observed





Figure 3.17: (3.17a) The recovery of the HeaviSine function using an orthonormal Haar basis
and unweighted `1-minimization. (3.17b) The recovery of the HeaviSine function using an
orthonormal Haar basis and weighted `1-minimization. (3.17c) The recovery of the HeaviSine
function using Haar Framelets and unweighted `1-minimization. (3.17d) The recovery of the
HeaviSine function using Haar Framelets and weighted `1-minimization.
58
3.4 Sampling complexity for recovering wavelet coeffi-
cients on closed trees
The minimum number of measurements m required for the guaranteed recovery of a sparse
vector is sometimes called the sampling complexity in the compressed sensing literature.
For a measurement scheme arising from a bounded, orthonormal system, as in (3.4), the
number of samples m required for recovery using unweighted `1-minimization depends on




then whenever m satisfies
m ≥ Θ2s× log factors (3.17)
one can recover the best s-term approximation to the target function, i.e., an approximation
formed by superimposing the s functions from the orthonormal system corresponding to
the s largest coefficients. This condition is sharp or optimal for many sparse recovery
problems of interest, for example, from Fourier measurements. However, for wavelets and
high-dimensional polynomials, Θ can become so large that renders (3.17) useless, see [93].
Motivated by the need of improved algorithms which can exploit the structure of sparse
polynomial expansions with better recovery guarantee, [21] proposes a weighted `1 approach
where the sampling complexity depends on a quantity K(s) which is strictly smaller than
Θ2s. More rigorously, they showed that
m ≥ K(s)× log factors, (3.18)
where
K(s) := sup







is sufficient for the recovery of best s term approximations with lower set structures.
Assuming that an OoI has large wavelet coefficients lying on a closed tree, a similar conclusion
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about the sampling complexity of weighted `1-minimization (3.3) and (3.5) can be made. Let
us define the analogous quantity to (3.19) for wavelets
KT (s) := sup







Then it can be shown that the recovery guarantee is
m ≥ KT (s)× log factors , (3.21)
and that,
KT (s) ≤ Θ2s. (3.22)
so the sufficient condition on sampling complexity is improved.
Using an argument similar to the one used in [21], we show that a reduction in the
sampling complexity associated with weighted `1-minimization for the recovery of wavelet
coefficients can be achieved. We also show that that KT ≤ Θ2s, hence the sampling
complexity in weighted `1-minimization is no more restrictive than in the unweighted case.
Let Ts be the set of all closed trees with s-nodes which are subsets of a wavelet tree of
cardinality N . We now introduce a structured RIP that is satisfied for measurement matrices
arising from a set of orthogonal wavelets. This structured RIP is based on the “lower-RIP” of
[21]. We introduce the analogous property for wavelets, the tree-RIP (TRIP), which involves
s-tuples of columns of a measurement matrix of the form (3.4).
Definition 3.4 (TRIP). For A ∈ Cm×N arising from a wavelet basis, we say that A satisfies
the tree restricted isometry property of order s if there exists a constant 0 < δT,s < 1 for
which
(1− δT,s)‖z‖22 ≤ ‖Az‖22 ≤ (1 + δT,s)‖z‖22 (3.23)
for all z ∈ CN satisfying K(supp(z)) ≤ KT (s). The smallest such number δT,s is called the
wavelet tree restricted isometry constant of A.
Remark 1. As mentioned above, closely related to the TRIP is its inspiration the lower-
RIP of [21]. As was pointed out by those authors, the lower-RIP is the specific case of the
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weighted-RIP of [76] where the weight given to each basis function is its supremum. The






for z ∈ CN , then the weighted-RIP constant δω,s is the smallest constant such that
(1− δω,s)‖z‖22 ≤‖Az‖22 ≤ (1 + δω,s)‖z‖22,
∀z ∈ CN such that ‖z‖ω,0 ≤ s̃.
(3.24)
In particular, the weighted-RIP pertains to the class of signals such that ‖z‖ω,0 ≤ s̃, for
some quantity s̃ which is not necessarily the cardinality of the support set of z. It is readily
seen that the TRIP is a specific case of the weighted-RIP when s̃ = KT (s), since the TRIP
addresses the class of signals such that K(supp(z)) ≤ KT (s). Notice that by (3.20) for any
z ∈ CN , K(supp(z)) = ‖z‖ω,0. Furthermore, the assumption that K(supp(z)) ≤ KT (s)
implies ‖z‖ω,0 = K(T ) ≤ KT (s) for any z with support set T ∈ Ts. Since both the constant
associated with the weighted RIP and the constant associated with the TRIP are defined to
be the smallest quantity such that (3.24) is satisfied, we have that δω,K(s) = δT,s. In other
words, if the TRIP of order s is satisfied, the weighted RIP of order KT (s) is also satisfied.
The sample complexity associated with the TRIP is established in the following theorem,
which is the same as in [21, Theorem 3.3] but with KΩ(s) which represents all multi-index
sets that are lower sets and have cardinality s replaced by KT (s).
Theorem 3.5. Let δ, γ be fixed parameters such that 0 < δ < 1/13 and 0 < γ < 1 and
{Ψν}ν∈J be an orthonormal system of N = 2J wavelets. Assume that





































and y1,y2, . . . ,ym are drawn independently from the orthogonalization measure ρ (in our
case from the uniform distribution on U) associated to {Ψν}. Then with probability exceeding
1− γ, the normalized sampling matrix A ∈ Cm×N satisfies
(1− 13δ)‖z‖22 < ‖Az‖22 < (1 + 13δ)‖z‖22 (3.26)
for all z ∈ CN , K(supp(z)) ≤ KT (s).
Proof. The proof of this theorem follows exactly as the proof of Theorem 3.3 in [21]. In
order to use the same argument we need to verify that two key estimates in their proof hold
in our situation in which we have changed the quantity KΩ(s) to KT (s). First we show that
an analogous bound on the quantitiy ‖Az‖22 can be obtained for a set of vectors so that
K(supp(z)) ≤ KT (s) and that these vectors are contained in the convex hull of a discrete
set of points. Let
ETs := {z ∈ CN : ‖z‖2 = 1 and
K(supp(z)) ≤ KT (s)}.
(3.27)
We notice this class of vectors is contained in the convex hull of the discrete set of 4N points





2KT (s)}1≤j≤N where ωj = ‖Ψνj‖L∞ and (ej) are the canonical
unit vectors in CN , i.e., ETs ⊂ conv(PT ).
Next we need to verify that if z ∈ ETs are the coefficients in a wavelet expansion, then





zνΨν(y) with y ∈ U , z ∈ CN , (3.28)
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and show that they satisfy |ψ(y, z)| ≤
√


























Finally, It is clear by the construction of ETs that,
|ψ(y, z)| ≤
√
KT (s) ∀z ∈ ETs ,y ∈ U . (3.31)
Following the approach of [21] we have obtained a complexity estimate which has been
improved in two ways relative to the usual RIP. The first is a reduction in the power of
a logarithmic term and can be directly applied to our situation since it is not specifically
tied to the lower set structure. The second is the replacement of the dependence on the
uniform bound on the orthogonal basis with a dependence on the quantity KΩ(s) which can
be adapted by our choice of KT (s) as seen in the proof above. Clearly, this second reduction
is only an improvement if KT (s) ≤ Θ2s. Therefore, we next consider the ratio KT (s)/Θ2s in
order to quantify the improvement of the complexity provided by the TRIP over the usual
RIP.
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d · 22d(J−1) + 1
(2d + 1) · 22d(J−1)
. (3.32)
The proof of this proposition is found in Appendix C. Since the right hand side of (3.32)
is less than one, KT (s) provides a reduction in the sampling complexity. Having established
a complexity estimate associated to the TRIP, we will now show that satisfying the TRIP is
a sufficient condition for the recovery of the best tree s-term approximation using weighted
`1-minimization. First we connect the TRIP to the weighted null-space property of [76]. In





for any set S ⊂ J and any weights such that ων ≥ 1. Recall that in the present work we take
ων := ‖Ψν‖L∞ . The weighted null space property (weighted-NSP) of [76] gives a sufficient
condition for recovery via weighted `1 minimization.
Definition 3.7 (Weighted robust null space property). Given a weight ω = (ων)ν, and a
matrix A ∈ Cm×N is said to satisfy the weighted null space property of order s̃ with constants




‖zSc‖ω,1 + τ‖Az‖2 for all z ∈ CN
and for all S ⊂ J with ω(S) ≤ s̃.
(3.33)
One strategy to prove recovery via `1-minimization, or other related convex relaxations
of the non-convex `0-minimization problems, is to show that a matrix that satisfies a RIP-
type condition also satisfies a related NSP-type condition. Then, vectors of interest can be
recovered by the relaxed optimization problem. For example, see [39, Chapter 4]. In our case
weighted `1-minimization is the chosen relaxation of `0-minimization and we will show that
a matrix that satisfies the TRIP with constant δT,3KT (s) < 1/3 also satisfies the weighted
null space property of order s̃ = 3KT (s). Moreover, following the work of [21], we would like
to replace the requirement that ω(supp(z)) ≤ s̃ by K(supp(z)) ≤ KT (s). Below we restate
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a result of [76] with our TRIP constant δT,s in place of the weighted RIP constant. To this
end we introduce a variant of [76, Theorem 4.5] with slightly modified constants.
Lemma 3.8. Suppose a vector of weights (ων)ν∈J is given. Let A ∈ Cm×N be the
normalized sampling matrix associated with a discrete wavelet basis such that the TRIP
constant associated with this matrix satisfies,
δT,3s ≤ 1/3 (3.34)
for some s ≥ Θ2. Then, A satisfies the weighted robust null space property of order s with
constants ρ = δ
1−δ and τ =
√
1+δ
(1−δ) for δ = δT,3s.
Remark 2. We choose different ρ than the one used in [76, Theorem 4.5] because instead
of requiring s ≥ 2Θ2 we require that s ≥ Θ2. Then the parameter ρ changes from ρ = 2δ
1−δ to
ρ = δ
1−δ . The parameter τ is the same.
We can now establish our null space property result. The following proposition is the
same as [21, Proposition 4.4] with the change of context from polynomial approximation to
that of approximating by wavelets and a change in some of the parameters.
Proposition 3.9. Let s ≥ J+1, ων = ‖ψν‖L∞, and let A ∈ Cm×N be a normalized sampling
matrix satisfying the TRIP with
δT,3s < 1/3. (3.35)




‖zT c‖ω,1 + τ‖Az‖2 (3.36)
with ρ = δ
1−δ , τ =
√
1+δ
1−δ , and δ = δT,3s.
The proof of this proposition relies on the following lemma.
Lemma 3.10. For any d ≥ 1 and s ≥ J + 1,
KT (s) ≥ Θ2. (3.37)
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Also, we have,
KT (3s) ≥ 3KT (s). (3.38)
The proof of this lemma is established in Appendix B We will now prove Proposition 3.9.




ν = ω(T ), hence, proving (3.36) is
the same as showing that A satisfies the weighted null space property of order KT (s) with
constants ρ and τ . This holds since, by Lemma 3.10, A satisfies the weighted RIP with
δω,3KT (s) < 1/3 and KT (s) ≥ Θ2. In addition, using (3.38) and the fact that δω,t is increasing
in t, δω,3KT (s) ≤ δω,KT (3s). Recall that by our comments in Remark 1 δω,KT (s) = δT,s, hence,
δω,3KT (s) < 1/3 and hence by Lemma 3.8 A satisfies the weighted null space property of
order KT (s). Moreover, by (3.37), KT (s) ≥ Θ2 so the conditions in Lemma 3.8 hold and the
proof is complete.
Since the right hand side of the inequality (3.32) is less than 1, it is clear that,
KT (s) ≤ Θ2s (3.39)
so that the sampling complexity of weighted `1-minimization is smaller than the sampling
complexity for unweighted `1-minimization. However, (3.32) also shows that KT (s) is a
constant factor smaller than Θ2s. This does not necessarily justify the use of compressed
sensing via a RIP-like condition, since, asymptotically, the sampling rates are the same. In
other words, KT (s) grows like Θ
2s with only a constant factor difference. However, the value
of KT (s) is entirely dependent on the “worst-possible” support set T ∈ Ts since it is defined
as the supremum over all closed trees with s indices. The support sets which achieve this
largest possible value of K(T ) do not correspond to realistic signals or images. For natural
signals/images the value of K(T ) is indeed much smaller than Θ2s. As we noted before
Θ2s > N for wavelets. Similarly, the value of KT (s) is possibly larger than N for some
values of s. Consider the case when s = J + 1 and d = 1, then a set T ∈ TJ+1 which achieves
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the supremum contains one node on each of the J levels in the closed tree. Therefore,




2i = 2J = N.
However, it is reasonable to expect that the value of K(supp(z)) is significantly smaller
than KT (s). Therefore, If we take s̃ = K(T̃ ) < N where T̃ ∈ Ts is such that K(supp(z)) ≤
K(T̃ ), the weighted NSP guarantees that we can recover the best tree s-term approximation.
Moreover, whenever the sampling complexity is satisfied the weighted robust NSP also shows
that a noisy vector may be recovered using weighted `1-minimization. In the following
section we present some numerical results which show the effectiveness of recovering wavelet
representations using weighted `1-minimization.
3.5 Remarks
This effort has shown that weighted `1-minimization is effective for solving the interpola-
tion/inpainting and denoising problems by recovering wavelet coefficients. Moreover, this
effort provides two explicit choices for weights that do not require the identification of
parameters beyond the choice of a wavelet family for use as a representation system. Provided
numerical examples indicate that the choice of weights (3.5) far outperforms unweighted `1-
minimization for recovering wavelet coefficients and that there is little difference between the
case when α > 1 and α = 1 for the weights (3.9), hence, α = 1 is a good choice. According
to Figure 3.5, the weights used in IRW `1-minimization are not scaled appropriately. Our
choice of weights (3.8) both iteratively updates weights so that large coefficients have smaller
associated weights and ensures that the updated weights do not become too small. We
also show that weighted `1-minimization can be used for measurement systems that do not
happen to be an orthonormal system, see Section 3.3.4. We have a proof which shows that
the sampling complexity for our weighted `1-minimization is no worse than the sampling
complexity for unweighted `1-minimization assuming that the sparse signal satisfies the
closed tree assumption. In future work, it would be interesting to establish sharp estimates
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associated with wavelet based measurement systems. Such a result would theoretically
explain the gap in performance between unweighted and weighted `1-minimizations for
recovering wavelet coefficients. In this work we mainly consider images and signals. Another
interesting direction to pursue would be to apply our choice of weights for recovering wavelet
coefficients of functions which are solutions to partial differential equations.
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Chapter 4
Neural Networks which obtain
quasi-optimal approximation rates
4.1 Introduction
A class of neural networks whose architecture is inspired by high-dimensional tensor products
of polynomials is proposed in this chapter. The main result shows there exists a deep neural
network (DNN) which achieves the same error rate as a quasi-optimal M -term polynomial
approximations for approximating a given target function u satisfying some mild assumptions
which are described below. The proof of the main theorem is constructive in the sense that
we define the values of all parameters of the approximating network. The architecture
of our proposed class of networks is similar to those presented in [81, 70, 99, 69] whose
architectures are chosen based on polynomials when the coefficient values are exactly known.
The analysis in these works uses exact coefficient values, which may be difficult to obtain for
many problems of interest. In contrast, the analysis presented here relies on a bound for the
coefficients which satisfies Assumption 2. The improved error rates and reduce complexity
presented in this work depend on the constructive polynomial quasi-optimal approximation.
In paricular, the error rate is very similar to the one obtained in [94]. The analysis of
quasi-optimal approximations presented in that work applies to functions which satisfy some
assumptions on its regularity.
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Assumption 1. The function u : Rd → R satisfies
1. u is analytic in a poly-ellipse.
2. when expanded in a polynomial basis or frame {Ψν}, where each Ψν : Rd → R
is a tensor product of one-dimensional polynomials, the coefficients cν are bounded
exponentially
‖cν‖ ≤ e−b(ν) (4.1)
for some function b(ν) which satisfies [94, Assumption 3] which is stated as Assumption
2 in section 4.2 of this work.
The work [94] shows that the solutions to a wide class of elliptic PDE satisfy Assumption
1. However, the class of functions which satisfy this assumption is much broader than
solutions to certain PDE and is a mild assumption to make for functions with some expected
smoothness.
Suppose u is a function of interest which satisfies Assumption 1. Let uΛM be the





where y ∈ Cd, ΛM ⊂ N such that #(ΛM) ≤M and cν are the coefficients associated with the
polynomial Ψν which we will assume is a tensor product of polynomials. The error between
u and uΛM is measured by the quantity
‖u− uΛM‖, (4.3)
for an appropriate choice of norm. This quantity is of keen interest in approximation theory.
In particular, when ΛM is the set of indices associated with the M largest values of cΛM , (4.3)
is called the best M-term error. Bounds on the best M -term error have been extensively
studied for many different bases and contexts, see e.g. [30]. The construction of an M -
term approximation is trivial once the index set ΛbestM associated to the best M -term error is
identified. In general, a brute force computation of such index sets in untenable. Algorithms
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for the construction of close approximations of uΛbestM have been proposed. For example, see
[29, Section 8] which reviews several such algorithms.
In this work, we chose ΛM to be the quasi-optimal index set as derived in the work
[94]. In the quasi-optimal framework, the indices in ΛM are chosen based on sharp bounds
of the coefficients cν in (4.2) rather than exact values of coefficients which are often more
expensive to compute. The architecture of our network will be explicitly parameterized by
the quasi-optimal index set. Moreover, we will assume that it has already been identified so
that we may establish a quasi best M -term network error estimate for approximation by a
neural network. Such an error estimate is useful for bench-marking the performance of other
neural networks which have comparable complexity to the one we construct.
In order to quantify the error and the complexity of a network it is convenient to identify
it both with a function, i.e., a mapping from the d-dimensional input space to a real value,
and a graph, i.e., an acyclic graph which describes the arrangement and connections of
neurons in the network. For a full description of these interpretations see Section 4.3. Based
on context it should be obvious which interpretation is used. It is clear from its functional
interpretation that the error of the network can be quantified by considering
‖u− uNN‖ (4.4)
for any desired norm where uNN is the approximating network which we will construct.
The quantity (4.4) is difficult to analyze without intimate knowledge of the parameters
associated with uNN . Following a constructive approach similar to the work [81], we will
leverage the approximation power of polynomials to both inform the architecture of the
network uNN and bound the quantity (4.4). By the triangle inequality, for any norm it is
clear that
‖u− uNN‖ ≤ ‖u− uΛM‖+ ‖uΛM − uNN‖. (4.5)
The approximation power of quasi-optimal approximations is established [94]. Therefore,
the first term can be bounded by a sub-exponential expression in M . The main task is to
design a neural network which can approximate uΛM with arbitrary accuracy. Finally, by
choosing the error between uΛM and uNN to be on the same order as the first term in (4.5)
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we will show that our network achieves the same sub-exponential rate as the quasi-optimal
approximate. We will provide an explicit construction of a network uNN that approximates
the quasi-optimal polynomial uΛM arbitrarily well in Section 4.3.
Context and Related Works
According to [73], theoretical concerns about neural networks fall in three broad categories:
1. Expressibility – Given a network architecture what kinds of function mappings is it
capable of approximating?
2. Optimization – How to identify parameters associated with a network so that it achieves
the desired task?
3. Generalization – Once one a set of parameters associated to a network are fixed by a
training process, how well does a network perform the task on data not in the training
set, i.e., the testing data?
These questions, at least superficially, have a vague resemblance to the central questions
that approximation theory attempts to answer. In order to contextualize the utility of
our work, we will now draw analogues between mathematical approximation theory and
neural networks as an approximation paradigm. Many classical approximation theory results
consider first a large space of where an object of interest lies. Often our object of interest is
unattainable and therefore a subspace, called the approximation space, is chosen. Theorems
are then proved showing how close the best approximation from this approximation space is
to the desired function of interest. Such theorems are often termed direct theorems. Our main
result, Theorem 4.5, is a direct theorem about approximation by a class of neural networks.
Continuing our analogue to approximation theory, the issue of identifying parameters in
a network is clearly analogous to constructing an algorithm which can construct or at
least approximate the best approximation given theoretically from a direct theorem. In
short, the object of interest, the approximation space and the algorithm used to construct
an approximation are fundamentally related. Therefore, although direct theorems do not
explicit provide or construct an approximation, they are critical for evaluating how well a
constructive algorithm performs.
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The power of neural networks is evident by their successful deployment in solving
extremely challenging problems such as image classification [55, 61], artificial intelligence in
playing games [83], novel data generation of the same type as the inputs [46] and prediction
of time series evolution [56]. Our work is one of several that show that neural networks
have immense expressive power. Shallow networks were shown to be able to approximate
any continuous function by Cybenko [26]. However, recent works has shown that using deep
networks allows one to achieve the same expressive power with fewer overall free parameters
[89, 73].
The expressive power of deep neural networks (DNN) in the context of function
approximation has been examined previously [65]. These works however offer no suggestion
of the best way to add complexity to a given network in order to increase its accuracy
to the desired function. Since our neural network is based on quasi-optimal polynomial
approximations it is clear how one could increase accuracy. We need to simply add more
indices to the quasi-optimal set and therefore add more polynomial blocks to our network.
Such an addition can be performed to a network which already fully trained without any
need to adjust the trained parameters any further.
The constructive proof of our proposed networks relies on many details related to
polynomial and in particular quasi-optimal approximation. We review the relevant theory in
Section 4.2. In Section 4.3 we review some basic concepts about neural networks. Then we
recall several recent works for approximating polynomials with neural networks. Our main
approximation theorem is proven in Section 4.3.
4.2 Quasi-optimal polynomial approximations
In this section, we briefly review the results of [94] which analyzes quasi-optimal index sets
associated with high-dimensional tensor product polynomial approximations and we recall
the sub-exponential convergence rate,
M exp(−(κM)1/d) (4.6)
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where M is the number of terms used in the expansion and κ is a constant which doesn’t
depend on the dimension d. One may find sharp bounds for cν by either a priori or a
posteriori means. Once the bounds are established the quasi-optimal index ΛM is chosen
corresponding to the M largest bounds. It has also been shown that the quasi-optimal
method performs similarly to best M -term methods [4, 5] while having a reduced cost since
exact coefficients are not computed.
4.2.1 Coefficient bounds
The error between any M -term expansion in a given set of orthonormal functions {Ψν}
associated with an index set ΛM and the function u involves a sum of the norms of the
coefficients with indices not in ΛM . The error of this approximation is given by the quantity













Hence, the approximation uΛM is optimal if it is chosen to contain the indices associated to
the largest M values of ‖cν‖. As previously mentioned, it is often difficult to construct such
an approximation. Alternatively, a bound for each of the coefficients can also be used to
choose an index set. Consider the case when each coefficient is bounded by a function B(ν)








Therefore, an approximation can be constructed by choosing the indices corresponding to
the M largest values of B(ν). Hence, if B(ν) is known for a set of functions {Ψν} and is a
reasonably sharp bound, a tractable strategy for constructing M -term approximations is to
choose them to be the M largest values of B(ν). Furthermore, it is reasonable to assume
that the bound B(ν) is easier to compute than the coefficients themselves.
For the Taylor and Legendre polynomials, sharp bounds on the coefficients are known.
Consider the Taylor series of a function u given by
∑
ν∈S cνy
ν . Assuming that the function
u has certain smoothness assumptions outlined in [94, Proposition 1] it is known that the
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Taylor coefficients have the following bound,
‖cν‖ ≤ Cρ−ν (4.9)
for a vector ρ which depends on the smoothness of the function and the Taylor polynomials.
In this case, the bounding function is B(ν) = Cρ−ν . On the other hand when {Ψν} is taken
to be a tensor product of Legendre Polynomials, [94, Proposition 2] establishes the following
bounds,
‖cν‖ ≤ C(ρ)ρ−νΠdi=1(2νi − 1). (4.10)
The estimates presented below are more general and apply to any polynomial system for
which there exists a bound B(ν) satisfying Assumption 2.
4.2.2 Useful Estimates
We assume that B(ν) takes the form
B(ν) = e−b(ν) (4.11)
where the function b(ν) satisfies the following assumption.
Assumption 2. [94, Assumption 3] The map b : [0,∞)d → R satisfies
1. b(0) = 0 and b is continuous in [0,∞)d,
2. 1
τ
b(τν) is either increasing for τ ∈ (0,∞) and for all ν ∈ [0,∞)d or decreasing for
τ ∈ (0,∞) and for all ν ∈ [0,∞)d,
3. there exists 0 < c < C such that c|ν | < b(ν) < C|ν | as ν →∞ in the Euclidean norm.
According to (4.8), if u is a function whose expansion in the set of functions {Ψν} admits





The following result is proven in [94] and exactly quantifies the convergence of the series
(4.12) when ΛM is taken to be the quasi-optimal index set.
Lemma 4.1. [94, Theorem 2] Consider the multi-indexed series
∑
ν∈S e
−b(ν) with b :
[0,∞)d → R satisfying Assumption 2. For τ ∈ (0,∞), denote Pτ = {ν ∈ [0,∞)d : b(ν) ≤ τ}
and ΛM the set of indices corresponding to the M largest e
















b(τν) is decreasing. If P is Jordan
measurable, for any ε > 0, there exists Mε > 0 depending on ε such that
∑
ν 6∈ΛM








for all M ≥Mε. Here, Cu(ε) = (4e+ 4εe− 2) ee−1 .
The error of our proposed network directly depends on (4.13) and therefore we will require
some estimates on |P|. First, a useful lemma appearing in [94] shows that |P| is bounded
and introduces a useful characterization.
Lemma 4.2. [94, Lemma 4] Assume that b : [0,∞)d → R satisfies Assumption 2. Then,










We establish a relationship between |P| and an integer J in the following proposition by
considering the characterization of |P| given in (4.14) when the limiting index is assumed to
be an integer.
Proposition 4.3. For the set P as defined in Lemma 4.1, there exists J ∈ N (which may










The proof of this proposition is given in Appendix E.
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4.3 Construction and Analysis of the quasi-optimal
Network
In this section, we will prove the main theorem showing the existence of a DNN which
approximates arbitrarily well a quasi-optimal polynomial from a basis generated by a tensor
product of orthogonal polynomials.
We will construct a Deep Neural Network uNN which uses ReLU activation functions.
The complexity of uNN is the number of nodes and edges in the graph induced by uNN .
The complexity is also the total number of weights and biases, since each edge is associated
with a weight and each node is associated with a bias. Denote by u
(ΛM )
NN the neural network
which approximates the quasi-optimal approximation defined by the multi-index set ΛM .
The network u
(ΛM )
NN is deep in the sense it has many hidden layers and its parameters and
architecture will depend on the quasi-optimal index set. This dependence also allows us to
analyze the complexity of u
(ΛM )
NN defined as the total number of weights and biases as well as
its depth. In particular, we will show that the complexity of the network is algebraic in M .
We now state and prove our main result. The proof of this result constructs and analyzes
a neural network which approximates a quasi-optimal polynomial approximation given both
a polynomial basis generated from a tensor product of orthogonal polynomials and a quasi-
optimal index set. The construction of our network depends on being able to approximate
the product of some inputs. The work [81] shows the existence of a neural network that
approximates the product Πni=1xi.
Lemma 4.4. [81, Corollary 3.3] Let δ ∈ (0, 1). There exists a neural network denoted Π̃
with d input units such that for x1, . . . , xd with |xi| ≤ 1 for all i, it holds
|Πnj=1xj − Π̃(x1, . . . , xd)| ≤ δ. (4.16)
Moreover, the complexity of the network Π̃, i.e. the number of computational units and
weights, is bounded by C(1 + d log(d/δ)) and the network Π̃ is no deeper than C(1 +
log(d) log(d/δ)) where C = C(d, δ) is a constant depending on the number of inputs and
the desired accuracy.
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The construction of a network for approximating an orthogonal polynomial will use this
product network. We now state our main theorem.
Theorem 4.5. Let d ∈ N and let u : [0, 1]d → R satisfy Assumption 1. Then, for any
M ∈ N, there exists a neural network uNN(y) with d inputs whose complexity is bounded
by CM2/d+1, whose depth is bounded by 1 + CM1/d log(M1/d) and which satisfies the error
bound








Proof. Our goal is to estimate the error between a given function of interest u and a
network uNN , which we will explicitly construct in this proof, and show that it achieves a
subexponential convergence rate in M . Through our explicit construction of uNN complexity
bounds on the network are obtained. We obtain the desired estimate by introducing an
intermediate approximation uQ which we choose to be a tensor product of orthogonal
polynomials. That is, for a given set of multi-dimensional orthogonal polynomials {Ψν},





for a set of indices ΛQoptM as described in Section 4.2. Notice that,
‖u(y)− uNN(y)‖ ≤ ‖u(y)− uQ(y)‖+ ‖uQ(y)− uNN(y)‖ . (4.19)
Since we choose uQ to be a quasi-optimal polynomial approximation the first term can be
bounded using Lemma 4.1. The second term is bounded by constructing a network uNN
which approximates uQ with arbitrary accuracy. The explicit construction of uNN will also
reveal bounds on its complexity and depth.
The network uNN will be composed of M subnetworks Ψ̃ν which approximate the
polynomials Ψν for ν ∈ ΛQoptM . The network Ψ̃ν will be constructed to compute the product
of |ν |1 numbers. The product of these numbers will approximate the polynomial Ψν . Recall
that any d-dimensional tensor product of a set of one-dimensional orthogonal polynomials
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{ψi}ki=1 may be written as
Ψν (y) = Π
d
i=1ψνi(yi). (4.20)
The functions ψνi can be evaluated by a product of νi real numbers by the fundamental








j=1 are the νi roots associated with the orthogonal polynomial ψνi of degree νi.
Combining (4.20) with (4.21) we obtain







Notice that since ψνi are orthogonal on [0, 1], r
(νi)
j ∈ [0, 1]. Therefore, |yi− r
(νi)
j | ≤ 1 which is
the assumption of Lemma 4.4. Therefore, Ψν can be approximated by a network Ψ̃ν which
first computes the product in (4.22).
The first layer of the network Ψ̃ν computes all the necessary numbers of the form (yi −
r
(νi)
j ). Notice that for any y ∈ [0, 1] and any r ∈ [0, 1],
(y − r) = σ(y − r)− σ(−(y − r)) (4.23)
where σ is the ReLU activation function. We can construct the appropriate inputs to the
subnetwork Ψ̃ν using 2∗|ν |1 ReLU nodes. Alternatively, we can construct the first layer with
|ν |1 nodes if we do not apply the ReLU activation function to each unit. After computing
the necessary inputs the rest of the network Ψ̃ν is composed a network which computes the
product of these numbers. By Lemma 4.4, for every εν ∈ (0, 1) there exists a network whose
|ν |1 inputs are (yi − r(νi)j ) so that
‖Ψν (y)− Ψ̃ν (y)‖ < εν . (4.24)
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The function uQ can be approximated by a linear combination of the outputs of the







cν Ψ̃ν (y) = uNN(y). (4.25)
The desired network uNN can therefore be constructed so that its output is the final
expression in (4.25). In light of (4.25) we have
‖uQ − uNN(y)‖ ≤
∑
ν∈ΛM
‖cν‖‖Ψν (y)− Ψ̃ν‖. (4.26)
By applying the assumed coefficient bounds and (4.24) we have,
∑
ν∈ΛM




The choice of approximation rate εν of each of the networks Ψ̃ν has been left arbitrary up






















We will now justify our choice of εν as well as derive bounds on the depth and complexity
of the network uNN . In order for the result of Lemma 4.4 to hold we require that 0 < εν < 1.








Recall that the index ν associated to εν is a member of the index set ΛM . Tthe
characterization of this set given in [94] is
















≤ e−J . (4.33)





Having shown that we have chosen an admissible choice for εν we will now be able to
use the complexity estimates of Lemma 4.4 to analyze the complexity of each network Ψ̃ν in
terms of M . According to (4.22), the polynomial Ψν is a product of |ν|1 numbers, therefore
the network Ψ̃ν has |ν |1 inputs. Recall that by Assumption 2 there exists c > 0 such that
c|ν |1 ≤ b(ν). Then we can estimate the complexity and depth of Ψ̃ν taking δ = εν . That is,
complexity(Ψ̃ν ) ≤ C(1 + |ν |1 log(|ν |1)/εν )












Noticing that log(b(ν)) − b(ν) < 0 since b(ν) > 0 and recalling that ν ∈ ΛM so that






















A very similar calculation for the depth of Ψ̃ν yields













Finally, we can estimate the complexity of the network uNN by summing the complexities
of each of the subnetworks that form it and analyze its depth by considering the deepest
subnetwork Ψ̃ν . First, we will consider the complexity of the first layer of the network. Since
each subnetwork Ψ̃ν has |ν |1 inputs, there are
∑
ν∈ΛM |ν |1 weights connecting the inputs to
the nodes on the first layer. Notice that
∑
ν∈ΛM


















The outputs of each of the Ψ̃ν blocks is connected to a single output node by M connections






































since 2/|P| < 1 and M ≥ 1. The depth of uNN is determined by deepest Ψ̃ν . Using the




≤ 1 + CM1/d log(CM1/d)
≤ 1 + CM1/d log(M1/d).
(4.40)
Note that this estimate is not optimal since it relies on a uniform bound for all subnetworks
Ψ̃ν .
4.4 Remarks
From Theorem 4.5 DNNs are capable of approximating functions with the same rate
of approximation as quasi-optimal polynomial approximation. This results establishes a
bridge between traditional approximation problems, e.g. interpolation and polynomial
approximation, and those considered in the machine learning communities, e.g. classification
and prediction. By directing attention to the connection between classical approximations
and machine learning, insight into improved understanding of the generalization of neural
networks may be gained. A direct application of the network constructed in this work
would be to construct and initialize a network using a polynomial approximation of the
training data. Such an approach may yield improved performance of neural networks used




Application of Neural Networks to
Function Approximation
5.1 Introduction
In this chapter we identify suitable deep network architectures and an initial set of parameters
for these networks, based on a polynomial approximation of the training data. Deep neural
networks (DNNs) have emerged as powerful nonlinear approximation tools and have been
deployed with great success in many challenging tasks such as image classification [61],
playing games, such as Go, at a world-class level [83], and even to produce examples which
fool other classifiers [46]. Not only do deep networks perform well in practice, but they are
also known to be able to approximate a very large class of functions [65]. Moreover, there
is theoretical work that shows that deep networks more efficiently approximate functions
relative to shallow networks with the same complexity [89]. In addition, deep networks
are known to perform at least as well as some classical non-linear approximation methods
[69, 99, 81]. Despite these revelations, there is no algorithm for training a deep neural
network which produces the best possible approximation. In fact, DNNs are also known
to be difficult to train [43]. On the other hand, it is known that some classical nonlinear
approximation methods admit algorithms that produce the best approximation, e.g. basis
pursuit in the context of compressed sensing [16].
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Gradient descent-based training procedures are known to be effective for identifying
good network parameters [9]. However, such algorithms are sensitive to the initial set of
parameters. We provide an initialization of parameters so that they perform at least as
well as a given polynomial approximation of the training data. This kind of initialization
can be viewed as knowledge transfer between a classical polynomial approximation and
approximation by a neural network. Numerical examples included here show our network
not only produces a good approximation but also that our initialization makes training more
efficient.
It is known that neural networks are universal approximators [26, 65]. Hence, in theory,
one can build and train an arbitrarily accurate network given enough samples of the target
function and given the ability to construct a network as large as desired. However, in practice,
there are many constraints on the size of a network one can implement. One reason that
classical approximations are not able to efficiently solve some of the problems that neural
networks have solved is due to the curse of dimensionality. That is, classical approximations
for very high-dimensional functions require too many computational resources, sample points,
etc. However, there is extensive work which seeks to construct approximations by classical
functions that avoids this curse, see, e.g., [30]. Such results may be helpful for creating neural
networks which obtain high fidelity approximation of a target function. Moreover since, we
plan to use the classical polynomial approximation as an initialization of a neural network,
training will possibly yield an even more accurate approximation.
In what follows, we construct a network and a certain set of parameters so that it
approximates a given tensor product of orthogonal polynomials. Through subsequent
training, it achieves better performance than the polynomial used to initialize it. The
constructed network is a deep, feed-forward network with a specific architecture that depends
on the chosen polynomial approximation. Since the architecture depends on the polynomial
approximation, our approach also provides a heuristic for choosing network architectures.
The numerical examples provided below show that our polynomial-based initialization allows
for easier training and better performance for approximating a target function.
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Notation
Throughout the following, bold face math text is used to denote multi-dimensional vectors.
For example, x ∈ Rd where d is either explicitly stated or easily inferred from the context.
Capital letters will be used to denote real-valued, high-dimensional functions of interest. In
particular, P : Rd → R is used to denote a high-dimensional tensor product of orthogonal
polynomials. We also construct networks for approximating other functions. A tilde is used
to denote a network which approximates a function. For example, if F : Rd → R then F̃ is
a DNN which approximates F .
Related Work
Several other efforts have considered constructing networks which achieve polynomial behav-
ior [69, 81, 99] wherein networks are constructed that approximate polynomials associated
with sparse grids, Taylor polynomials and generalized polynomial chaos approximations. The
network presented in this paper is a slightly modified one presented in [81]. Those authors
constructed a network which approximates the product of n inputs and used this network
to compute multivariate Taylor polynomials. Choosing suitable initialization of network
parameters was considered in [91]. A random initialization scheme which avoids common
training failures was presented in [51].
5.2 A DNN for Polynomial Approximation
In this section, we construct a network which approximates a given polynomial arbitrarily





where x ∈ Rd, ν ∈ Nd0 is a multi-index, Λ is a finite set of cardinality N , and cν is the
coefficient associated with the polynomial Ψν , which is a tensor product of one-dimensional
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where ν = (ν1, . . . , νd), and ψνi is a single variable polynomial of degree νi ∈ N0. Before
going into the details, we briefly outline the general construction of a network P̃ which
approximates P . First, we will show that each term in a polynomial of the form (5.1) can
be computed by the product of certain numbers which depend on the roots of the univariate
polynomials ψνi and the input x. In light of this, we can approximate each Ψν(x) with a
neural network which approximates the product of its inputs. The network which computes
the product of its inputs is a generalization of one that computes the product of two inputs.





−x2i + (xi + xj)2 − x2j
)
. (5.3)
Therefore, the product of two numbers may be approximated by a linear combination of
networks which approximate x 7→ x2.
The polynomial in (5.2) can be computed by finding the product of d numbers, and, by
the fundamental theorem of algebra, ψνi(xi) can be computed by a product of νi+1 possibly








where the numbers r
(νi)












Without loss of generality, we will focus on the case when the polynomials ψνi have real
roots, which is a reasonable restriction since all orthogonal, univariate polynomials have real
roots. Moreover, these polynomials can be used to form a basis for polynomials with complex
roots in which the polynomial with complex roots can be represented exactly.
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In light of (5.5), approximating the polynomial Ψνj(x) can be accomplished by
constructing a network that computes the product of ‖ν‖1 := ν1 + ν2 + · · · + νd numbers.
Such a network can be constructed by first constructing a network ×̃ which approximates
×(x1, x2) 7→ x1x2. Copies of the network ×̃ can be chained together n− 1 times to produce
the product of n numbers, e.g.,
n∏
i=1
xi ≈ ×̃(xn, ×̃(xn−1, ×̃(. . . , ×̃(x3, ×̃(x2, x1))))). (5.6)





ways in which n − 1
networks ×̃ can be arranged to approximate the product of n numbers. We will focus on an
arrangement that has binary tree structure.















where fm(x) is the piecewise linear interpolant of f(x) = x
2 at 2m + 1 equally spaced points.
Notice that the quantity xi + xj is divided by 2 so that it is in the interval [a,b]. Therefore,
4fm((xi + xj)/2) ≈ (xi + xj)2. For specifically chosen parameters, the interpolant fm can be
implemented by a ReLU activated DNN with m hidden layers and 4 nodes per hidden layer.
Proposition 5.1. A network f̃ with L hidden layers and 4 nodes on each layer can
approximate the function f(x) = x2 on the interval [a, b] with
sup
x∈[a,b]




Proof. Let fm be the piecewise linear interpolant of x
2 on [a, b] so that for ξk,m := a +
k(b− a)/2m where k = 0, . . . , 2m we have fm(ξk,m) = f(ξk,m). The proof of this proposition
has two parts. First, we will show that fm can be represented as a linear combination of
the composition of some special functions. Then, we will show that these functions can be
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implemented by a linear combination of ReLU functions with specifically chosen weights and
biases. The desired network uses these parameters to compute fm(x).
Notice that
f0(ξk,m)− f1(ξk,m) =
 0 if k is evenC if k is odd,
where C := (b−a)2/4. Since f0(x)−f1(x) must be linear on each of the intervals [a, (a+b)/2)
and [(a+ b)/2, b], we may write f0(x)− f1(x) = Cg1(x) where
g1(x) =




≤ x ≤ b.
We can derive a similar equation for each of the differences fm−1(x) − fm(x). Let h(x) the
“hat” function on the interval [0, 1] given by
h(x) =
 2x 0 ≤ x < 1/22(1− x) 1/2 ≤ x ≤ 1.
Let g2(x) := h(g1(x)). Since g1 achieves each of the values in [0, 1) twice and has an axis of
symmetry about x = (a+ b)/2, the the composition h(g1(x)) is the two-hat function so that
g2(ξk,2) =
 0 if k is even1 if k is odd
For example, g2 for the interval [−3, 2] is plotted in Figure 5.1. Now, we notice that





where gm(x) := h(h(· · ·h(g1(x)) . . . )) is the function defined by h applied to the output of








Figure 5.1: An example of the hat functions g1, g2, and g3 on the interval [−3, 2]. These
functions are used to compute the piecewise linear interpolants of x2 on the interval [−3, 2].
Our network f̃ is constructed so that its output is fm(x), that is, f̃(x) = fm(x) for all
x ∈ [a, b]. It is possible to express f0(x) on the interval [a, b] as a single ReLU function, i.e.,
f0(x) = σ ((a+ b)x− ab). Both g1(x) and h(x) can be written as linear combinations of 3
ReLU nodes. We have g1(x) = (2/(b− a))σ(x− a) + (4/(b− a))σ(x− (a + b)/2) + (2/(b−
a))σ(x − b) and h(x) = 2σ(x) − 4σ(x − 1/2) + 2σ(x). Then according to (5.10), fm(x) can
be computed by a network with m hidden layers and 4 nodes on each layer. Three nodes on
each layer are used to compute either g1 or h and one node is used to store the value of fk
for k = 0, . . . ,m− 1. The output node computes fm(x).
Since f̃ is the piecewise interpolant fm of x
2 on the uniformly spaced points ξk,m,
supx∈[a,b] |x2 − f̃ | < C22m .
The network f̃ can be used to approximate the product of two numbers using (5.3), since f̃
with m layers exactly computes the piecewise linear interpolant fm. In addition, this network
has the same architecture, error, and complexity as those constructed in [99, 81] when a = 0
and b = 1 and generalizes those networks to the interval [a, b]. The utility of generalizing the
network ×̃ will become apparent after we construct a network to approximate the product
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of more than two numbers. To this end, we consider the network R̃d which approximates
Rd(x1, x2, . . . , xn−1, xn) = (x1x2, . . . , xn−1xn) if n is even(x1x2, . . . , xn−2xn−1, xn) if n is odd .
(5.11)
The network R̃d can be implemented with bd/2c ×̃ networks in parallel for each pair xi and
xi+1 where bαc denotes the largest integer less than α. In the odd case, the last input is
copied to the output layer by noticing that x = σ(x)−σ(−x) where σ is the ReLU activation









(x) denote the product of all of the components of x. Using iterated applications of
R̃k for successively smaller k, we can approximate
∏
by a network given by
∏̃
(x) = R̃2(R̃4(· · · R̃d(x))). (5.13)
In order for 5.13 to behave stably, one must ensure that components of the output of Rk are
in the interval of approximation [a, b] of the next ×̃ network used. By the triangle inequality
and (5.8), for xi, xj ∈ [a, b]









The fact that the result of the application of ×̃ may not lie inside [a, b] is problematic for
its iterated use. For example, consider approximating the product of x1, x2, x3 ∈ [a, b] by
x1x2x3 ≈ ×̃(x3, ×̃(x2, x1)). If we use the same parameters a and b for both instances of ×̃
the result of ×̃(x2, x1) may lie outside of the region of approximation of the second ×̃ and
hence will have unknown behavior. The utility of the generalization of f̃ on [0, 1] to [a, b]
derived in Proposition 5.1 is that iterated applications of ×̃ may be applied by choosing the
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interval of approximation, i.e., the bounds in (5.14) define the interval of approximation of
each instance of ×̃. By using this strategy, the accuracy of
∏̃
is determined by the least
accurate ×̃. Furthermore, since the error of ×̃ depends on its depth L and its interval of
approximation [a, b], assuming that they all have the same depth L yields
sup
x∈[a,b]d
∣∣∣∣∏̃(x)−∏(x)∣∣∣∣ ≤ (bΩ − aΩ)222(L+1) , (5.15)
where aΩ and bΩ are the bounds of the interval of approximation of the very last ×̃ used.
For large initial |a| and |b| and a large number of ×̃, |aΩ| and |bΩ| may be very large. The
numerical examples we present in the next section will consider orthogonal polynomials on
the interval [−1, 1]. In this case the values of |aΩ| and |bΩ| do not become very large.
In this work we will use
∏̃
to approximate Ψν by a series of products as in (5.5). That
is, first we use a linear layer without a ReLU activation to compute the necessary values
from (5.5) (xi − r(νi)k ). These |ν| numbers are the inputs to a network Ψ̃ν which is a special
instance of
∏̃
with the correct size based on the number of inputs. The output of this network
can then be multiplied by cν and the product of the scaling factors
∏d
i=1 ai by setting the
appropriate weight of a linear layer with |Λ| inputs and 1 output to be cν
∏d
i=1 ai with zero
bias. This computation approximates cνΨν and therefore one can approximate P from (5.1).
A depiction of the structure of the network P̃ is found in Figure 5.2. Having described how
to construct a network which can approximate any tensor product polynomial. We will now
discuss how this network can be used in practice.
5.3 Poly2Net: Polynomial Knowledge Transfer
Below is the procedure for transferring the knowledge of a polynomial approximation into a
DNN. We call this procedure Poly2Net. Polynomial approximation has been shown to be
successful in a wide range of applications. Our process transfers the behavior of a polynomial
approximation to a DNN. Below are steps to perform the transfer between polynomial and
DNN.
1. Choose a family of univariate polynomials {ψi}∞i=1, such as the Legendre polynomials.
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Figure 5.2: An illustration of the network which approximates a given tensor product
polynomial.
2. Find an approximation of the training data {(xj, F (xj)}Mj=1 in the tensor product basis
generated by {ψi} with N -terms associated with a chosen index set Λ by identifying
the coefficients cν . For example, coefficients can be computed using least squares.
3. Find the necessary roots r
(νi)
k from (5.5) and values ai.
4. Initialize the first layer of the network so that the biases are the roots and the weights
are all set to 1.
5. Initialize the last layer so that the weights are cν
∏d
i=1 ai and all the biases are 0.
6. Initialize all of Ψ̃ν by finding the appropriate interval of approximation for each ×̃
within Ψ̃ν and use the parameters of f̃ from Proposition 5.1.
The choice of polynomial approximation is application dependent. There exists a
wide variety of polynomial spaces for which algorithms exist for generating constructive
approximations [30]. Moreover, there are many different ways of generating polynomial
approximations some of which are computationally efficient. Since training DNNs involves
solving a non-convex minimization problem, the final approximation can depend heavily on
the initial parameters. In the numerical experiments that follow we show that initializing
the parameters of a network so that it behaves like a given polynomial approximation of
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Figure 5.3: A comparison of the behavior of two networks with the same architecture is
shown. One has been initialized using the Poly2Net procedure while the other has been
randomly initialized.
the training data yields improved performance of DNNs compared to randomly initialized
networks with the same architecture.
5.4 Numerical Examples
All of the numerical experiments below were implemented using PyTorch. For training,
we use the mean square error loss functional 1
n
∑n
i=1(F (xi) − F̃ (xi))2 and the the Adam
optimizer proposed in [60]. The polynomial coefficients used in the examples were computed
using the polynomial toolkit found in NumPy.
Training Networks initialized with Poly2Net
Next we consider approximating the function T (x) = cos(4πx) on the interval [−1, 1]. The
training data used are {(xi, T (xi))}80i=1 where xi are 80 points randomly sampled from a
uniform distribution on [−1, 1]. To generate a polynomial approximation of this data we use
least squares to find the Legendre coefficients of a 6th degree polynomial. This 6th degree
polynomial is then used to both determine an architecture for an approximating network
according to the Poly2Net procedure. The points xi and the network initialized to behave
like the best-fit Legendre polynomial are given in Figure 5.3.
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Figure 5.4: The approximation of a sinusoidal function by two networks with the same
architecture after they have been trained is compared. One has been initialized using the
Poly2Net procedure while the other has been randomly initialized.
To illustrate the effectiveness of polynomial initialization we train two identical networks.
One of them will be initialized to behave like the approximating polynomial and the other will
be randomly initialized using the default initialization of PyTorch. The result of training
each network for 1500 epochs is given in Figure 5.4. Although both networks have the
same architecture, the one initialized to behave like a polynomial achieves much better
performance. We have tried to tune the hyper-parameters associated with the ADAM
optimizer for each network for optimal performance. The loss at each training step is given
in Figure 5.5.
This experiment highlights the need for better algorithms for finding the best approxi-
mation of functions by neural networks. Although both networks have the same expressive
power, the one initialized to behave like a polynomial approximation of the training data
performs much better. Until algorithms for obtaining optimal DNN approximations are
developed, the Poly2Net procedure can be used to help approximation by neural networks
achieve better performance.
Quadratic Polynomial Initialization
The Poly2Net produces a network which can grow very deep if
∑N
i=1 ‖νi‖1 is large because
high-degree polynomials require many multiplications. Moreover, the key ingredient of its
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Figure 5.5: The losses of two networks during training are compared. One of the networks
was initialized using the Poly2Net procedure, the other was randomly initialized.
Figure 5.6: The target function T is plotted as well as the polynomial initialized f̃ network
and the randomly initialized f̃ network.
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Figure 5.7: The behavior of the networks associated with polynomial and random
initialization obtained after training are plotted.
construction is the network f̃ which is a piecewise linear approximation of a quadratic
polynomial. In Figure 5.7 we consider approximating the function T (x) on the interval
[-1,1] using the network f̃ and using 80 randomly chosen sample points as training data.
We compare training this network from a polynomial initialized state, i.e., initialized to
approximate x2 and a randomly initialized state chosen via the method proposed in [43]
sometimes called Xavier initialization.
The initialized networks are depicted in Figure 5.6. The behavior of the networks after
training is plotted in Figure 5.7. Notice that the polynomial initialized network performs
better for points that were not sampled. Moreover, according to the training losses in Figure
5.8, the polynomial initialized network learned parameters associated to a more desirable
local minimum more quickly than the randomly initialized network.
Comparison to ResNets
In the previous examples, we used all of the available training data at each step of training.
This is not necessarily realistic. Most of the time, one cannot use all of the training data
at once due to memory constraints. In this section we will compare our network to another
popular architecture, the ResNet [52], in a more realistic training scenario that uses batches
of training data. Just as in the last section we consider 80 randomly sampled points on
the interval [−1, 1], but separate them into groups of 5 to be used for a batched training
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Figure 5.8: The training losses associated with both initialization procedures are given.
Figure 5.9: The behavior of a DNN network initialized with Poly2Net and a randomly
initialized ResNet after training are plotted.
procedure. The ResNet used below is a fully connected, uses ReLU activations, has skip
connections, has 128 nodes per layer and has 18 hidden linear layers.
Figure 5.9 shows the performance of both a Poly2Net initialized network generated from
a best-fit degree 6 Legendre polynomial approximation of the training data and a ResNet
after training. They have comparable performance. However, as shown in Figure 5.10, the
Poly2Net initialized network does not experience oscillations in the training error as the
ResNet does.
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Figure 5.10: The training losses of a Poly2Net initialized network and a ResNet are given.
Figure 5.11: The error on the validation set at each step of the training process is shown.
Approximating Multi-dimensional Functions
Although deep networks are known to be more expressive than shallow ones [89], they have
a tendency to over-fit the training data [61]. One way to measure over-fitting of the data is
to compare the error on a small training set to the error on a large validation set, i.e., a set
of samples of the target function not used for training. We now show that our polynomial
initialized network can efficiently learn high-dimensional functions from a relatively small
training set.
In the previous section, we considered approximation by the network f̃ . In this section,
we will consider approximation by 2d− 1 f̃ networks implemented in parallel to form a wide
fully connected DNN for approximating real-valued d-dimensional functions. In particular,
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Figure 5.12: The error on the validation set at each step of the training process is given.



















which is used to test high-dimensional integration routines [42]. We will compare training
two networks which the same architecture. One will be randomly initialized using the built-in
random initializer of PyTorch and the other will be initialized to the polynomial associated
with S̃.
We compare the result of approximating G for d = 20 by two networks, each with 8
Layers and 156 nodes on each layer, but one with polynomial initialization and the other
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Xavier initialization. The training set is made up of 300 uniform random samples on [0, 1]d
and the validation set is made up of 5000 uniform random samples on [0, 1]d. The error on
the training set is plotted in Figure 5.11. In particular, notice that the randomly initialized
network has a much smaller error on the training set. The error on the validation set after
each training iteration is plotted in Figure 5.12. Although the randomly initialized network
achieved smaller training error, it performs very poorly on the validation set. On the other
hand, our polynomial initialization has smaller validation error and hence is not as affected
by the over-fitting phenomenon.
5.5 Remarks
We have established a procedure for transfering the behavior of polynomial functions to
DNNs. As shown in our numerical examples, our presented networks may be able to
find better local minima of the loss landscape through their connection to polynomial
approximation which determines an initialization of parameters as well as an architecture.
The numerical examples focused on functions which are real valued, but extending this work
to functions from Rd → Rk can be accomplished by approximating each component of the
output with the same set of polynomials. The architecture of the networks considered here
become thinner the deeper they become. That is the width of deep layers is smaller than
shallow ones. It would interesting to consider transferring our polynomial approximation to
a deep network with constant width using a knowledge transfer processes such as [20]. In
future work, we plan to apply our initialization to networks used in classification problems.
Another possible extension of this work is to explicitly construct networks that achieve other
kinds of classical approximations, such as in an arbitrary orthogonal basis. In addition, we
consider only “global” polynomial approximation, i.e., polynomials with support on the entire
interval on which we hope to approximate a target. It would be interesting to consider how a
network could be constructed which approximates a piecewise polynomial function or some
other function which can be expressed by local basis.
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Chapter 6
The R-spline: A neural network for
solving PDE with Dirichlet boundary
conditions
Partial differential equations (PDE) are widely used to model physical phenomena in a
variety of applications from finance to engineering. In the real world, these equations must
be discretized and solved using a discrete approximation scheme. Much effort has been
expended developing highly accurate but also computationally efficient solution schemes for
various types of PDE. However, it is not always possible to find an exact solution to even
relatively simple PDE. This is especially true for strangely shaped domains or functions in
many dimensions. Therefore, new and improved methods for constructing approximations
to the solutions to PDE are of continual interest to the applied mathematical community.
Preference is given to methods which are both accurate and efficient. In the specific case of
methods for solving boundary value problems, an extremely valuable property is producing
an approximation which satisfies the boundary conditions exactly. When the boundary
conditions specify the values of the solution on the boundary they are called Dirichlet
boundary conditions.
In this chapter, a method inspired by the Ritz method, described in Section 6.1, which
uses neural networks as trial functions is described. Using neural networks to solve PDE has
been considered previously [98, 84, 50]. What distinguishes the approach taken here is that
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we construct a network which exactly achieves the zero-value Dirichlet boundary condition.
That is, the network we propose will output the value zero for any point on boundary of
a prescribed domain. Although the network considered may be applied to many different
PDE, the numerical experiments we consider involve PDE of the form D[u] = 0 in Ωu = 0 on ∂Ω (6.1)
where D is a differential operator and Ω is a connected domain in Rd. This method described
in this chapter may be applied to many choices of D, however, our numerical experiments







for a function u : Rd → R which is twice differentiable. The operator ∆ is sometimes called
the Laplace operator.
When the solution of a PDE is zero on the boundary, such as in (6.1), it is said
to satisfy the homogeneous Dirichlet boundary condition. This is not a particularly
restrictive assumption to make since elliptic PDE with non-zero boundary conditions can
often be decomposed into two related problems one of which having homogeneous boundary
conditions. Before describing our method in full, we recall the details of the Ritz method
and deep Ritz methods which inspired our approach.
6.1 The Ritz Method
The weak form of a PDE has great utility for both theoretical and practical use, see e.g.
[37, 87]. Galerkin methods, finite element methods, and the Ritz method, which is discussed
in this chapter, all rely on a variational approach to solving PDE. To derive the Ritz method,
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we establish an equivalence between the solution to −∆u = f in Ωu = g on ∂Ω (6.3)
and a function w ∈ A where
A :=
{
w ∈ C2(Ω̄) : w = g on ∂Ω
}
.






|∇w|2 − wf dx (6.4)
among all functions in A.




then u solves (6.3). Conversely, if u is twice continuously differentiable on the closure of Ω
and solves (6.3) then u is the function which achieves the minimum in (6.5).
This theorem characterizes the solution u of (6.3) as the minimizer of a functional
involving the gradient of u and the right hand side. Notice that all functions in the
admissibility set A satisfy the boundary condition. The Ritz method approximates the





for a chosen collection of functions {φi}Ni such that ũN(x) = g(x) for x ∈ ∂Ω. In other
words, the Ritz method finds ũN such that




where SN = span{φi} ∩ A.
In order to find the minimizing ũN , the coefficients ci from (6.6) must be determined.










A necessary condition of finding a minimizer is that
∂I
∂cj
= 0 for j = 1, . . . , N. (6.8)
Suppose that {φi}i functions such that φi : R→ R with support in Ω and that the boundary
conditions of (6.3) are g ≡ 0. Calculating the partial derivative of I with respect to cj for























let c be a vector whose jth component is cj and let f be a vector whose j





The minimizing ũN is obtained by solving the matrix equation
Ac = f (6.9)
for the unknown coefficient values c.
Systems of equations similar to (6.9) can be derived for more general settings in higher
dimensions by considering specific choices of φi’s, e.g. finite elements [87, 36, 24, 10]. The
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relationship between the PDE (6.3) and the functional (6.4) are a specific case of a more
general relationships between differential operators and functionals studied in the calculus of
variations [41, 101, 38]. Approximation methods similar to the Ritz method can be derived
for many PDE using the calculus of variations. The key step is to characterize the action
of a differential operator D as the “derivative” of a functional I, see, e.g. [37, Chapter 8].
In other words, it is often possible to find operators and functionals such that the following
formal equation holds,
D[·] = I ′[·]. (6.10)
If u satisfies I ′[u] = 0, then by (6.10) u is the solution to the PDE, D[u] = 0. It is often too
difficult to solve for u, rather, an approximation ũN ∈ S is constructed so that I[ũN ] ≤ I[ṽN ]
for all ṽN in some suitably chosen space of functions S. In the example considered above,
D was the differential operator associated with the Poisson equation (6.3) and I was the
functional (6.4). An approximation to the Poisson problem was obtained by finding ũN ∈ S
which minimized I and was constructed by identifying the parameters c which satisfy (6.8)
which is formally similar to I ′[u] = 0.
An approximation method for solving a PDE, D[u] = 0, can be obtained by generalizing
the Ritz method. Let ũ(·; Θ) ∈ SN depend on a vector of parameters Θ = (θ1, . . . , θN) and let
SN define a family of functions whose behavior is completely determined (but not necessarily
uniquely determined) by the choice of Θ. An approximation in SN can be constructed by




Approximations of the form u(·; Θ) are highly nonlinear. Therefore, it may be very
challenging to construct a minimizer of (6.11). Regardless if it is computable or not, if
ũ(·,Θ) is the function achieving the minimum in (6.11), then it must be that
I[ũN ] ≤ I[ṽN ] for all ṽN ∈ SN .
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Without further assumptions on the structure of ũ( · ; Θ), we cannot derive an equation
similar to (6.9) for the optimal values of Θ. However, a formal interpretation of the necessary
conditions of (6.11) requires that an optimal choice of Θ satisfies,
∂I
∂θi
= 0 for i = 1, . . . , N. (6.12)
A naive choice of finding optimal θi would be to use a gradient descent like iterative method,











for some scalar γ
(t)
i which may depend on the iteration number, the parameter, or the function
u.
The quality of the approximation ũN obtained by (6.13) depends on many factors. A
major reason why this approach may not provide good results is that I as a function of
Θ is not guaranteed to be convex. Therefore, the approximation achieved using (6.13) is
likely a local minimum which may not be as good as another approximation associated with
a global minimum. There may also be computational difficulties. This method requires a
computation of the partial derivatives of I with respect to the parameters θi at each step
in the iterative procedure (6.13). If the computation of the partial derivative is expensive,
this method may be very computationally expensive as many steps may need to be taken in
order to achieve convergence. The equation (6.13) resembles the updates of the parameters
of neural networks computed by SGD 2.34. In that case, backpropogation, see Section 2.4.2,
is an efficient algorithm for computing the required gradients. Using neural networks as
the parameterized family of approximation functions was considered by Weinan E and Bing
Yu in [98]. They called their method, which is inspired by the Ritz method, the deep Ritz
method.
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6.2 The Deep Ritz Method
The objective of this chapter is to deploy neural networks for solving mathematical problems.
As discussed in Chapter 5 neural networks have been deployed in a wide range of contexts
with great success. In Chapter 5, a connection between polynomial approximation and
approximation by neural networks was established. In this section we detail the approach
taken in [98] for using neural networks to solve PDE which is termed by the authors as the
deep Ritz method which finds an approximation to the solution of a PDE by using a class
of neural networks for the approximation family SN .
In the previous section, regardless of the PDE and functional being considered, it was
assumed that the class of approximation functions inherently satisfied the Dirichlet boundary
condition. As far as we are aware, there is no direct way to specify the behavior of a neural
network on the boundary of a region. In order to ensure that the boundary conditions are
satisfied by the approximate solution, the functional used in [98] to train the network includes
a penalty term which enforces the boundary condition. Let r be a neural network with N
trainable parameters Θ = (θ1, . . . , θN) which will be used to approximate the solution to the






|∇r|2 − rf dx+ β‖r − g‖2L2(∂Ω), (6.14)
where β is a parameter which must be carefully chosen so that methods which minimize Ĩβ
produce the desired solution.
In order to construct a neural network r which approximates the solution to (6.3), the











It is unlikely that Ĩβ[r] may be evaluated explicitly and therefore a discretization of it will
be used instead to compute
∂Ĩβ [r]
∂θi


















for n uniformly sampled points xj ∈ Ω and m uniformly sampled points ξk ∈ ∂Ω. Then the













Without specific assumption on the architecture of r including the choice of activation





. In both [98] and
the present work, multiple network architectures are considered. A benefit of using the






are easily estimated using automatic differentiation [72] which is a
built in feature of these frameworks. In the numerical examples presented in Section 6.4 we
use this feature to approximate the necessary partial derivatives. As far as we can tell, this
was the same approach as in [98].
Not only will the specific choice of network architecture have an impact on computational
complexity but it also determines the success or failure of the deep Ritz method. Various
neural network architectures are considered in [98], but all of the networks considered include
some form of residual connections. Recall that fully connected feed-forward neural networks
compute the value of layer n+1 as a nonlinear transformation of a linear combination of the
values at layer n, as in 2.23. In contrast a residual connection is used so that value of layer n
may depend on other previously computed layers with or without activation. For example,
a basic skip connection type of residual neural network updates layer n + 1 using both the
transformation of layer n Residual neural networks have also been analyzed in terms of stable
transformations of input information [49].
Unlike the original Ritz method, the deep Ritz method requires penalization terms to
enforce boundary conditions. This requires separate sampling from both the interior of Ω
and the boundary ∂Ω. Also, new parameters, such as the choice of β, n and m are also
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introduced. These additional parameters complicate an already difficult process of choosing
the correct neural network architecture and size. Moreover, for domains in high-dimensions,
it may be non-trivial to effectively sample from the boundary. The main contribution in this
chapter is the construction of a neural network which takes value 0 on the boundary of a
hyper-rectangular domain regardless of the values of its trainable parameters. Moreover, the
training of such a network for solving PDE does not require the addition of a penalty term
to produce an approximate solution which obeys the homogenous boundary condition.
6.3 The R-spline
In this section we construct a neural network which takes on the value of 0 for any point on
the boundary of [0, 1]d. Its construction depends on spline basis functions, see e.g. [80]. The
key feature that makes these spline functions desirable for use in our neural network is that
they have compact support which explicitly depends on a set of parameters. An example of
a linear B-spline in one-dimension is
h(x; Θ) =

0 x ≤ t1
x−t1
t2−t1 t1 < x ≤ t2
x−t3
t2−t3 t2 < x ≤ t3
0 x > t3
(6.18)
where Θ = (t1, t2, t3). The behavior of the function h depends on the parameters Θ. Notice
that h has support on the interval [t1, t3] and h(t2) = 1 as shown in Figure 6.1. A piecewise




It is not typical to think of the set of parameters belonging to each hat function as we
have written in (6.19). In the terminology of spline approximation, the parameters ∪iΘi are
called knots and are often chosen so that they have a natural association with a mesh on










Figure 6.1: The linear B-spline from (6.18) is shown.
are derived for computing the entire approximation (6.19). In this work, the values h(x; Θi)
are very important and computing the entire spline approximation is not our final goal.
The key property of functions like h(x; Θi) is that their support is directly controlled by
the parameters in a predictable way. This simple observation is the key ingredient to our
approach for constructing a neural network which obeys the zero-value boundary conditions
of a certain domain.
Suppose that φj : Rd → R for j = 1, . . . , N are functions with compact support inside Ω




cjφj(x) = 0 (6.20)
for any x ∈ ∂Ω and for any choice of cj ∈ R for j = 1, . . . , N . Notice that for any function
L : R → R such that L(0) = 0, L(SN(x)) = 0 for all x ∈ ∂Ω. If L is a parameterized,
possibly nonlinear function itself, then it may be possible that the composition of SN and L
produces a better approximation than SN . Notice that the function L ◦ SN obeys the same
Dirichlet boundary condition as SN . The neural network that we propose will be a function
similar to L whose key property is that it maps 0 to 0.
There are many ways to generalize spline approximations like (6.19) to multiple







where the parameters Θij = (t1ij, t2ij, t3ij). Let S : Rd → Rk be the mapping
S(x) = (Φ1(x), · · · ,Φk(x)). (6.22)
Linear combinations of the functions Φi can be used to find piecewise linear approximations
of d-dimensional functions. The support of Φi is the hyper-rectangle
[t1i1, t3i1]× [t1i2, t3i2]× · · · × [t1id, t3id]. (6.23)
Therefore, the support of f ∈ span{Φi}ki=1 is also in the hyper-rectangle (6.23).
Now we construct the R-spline, a neural network which takes value zero on the boundary
of a hyper rectangle like (6.23). Let R : Rd → R be a residual neural network without biases,












for ` = 2, . . . , L− 1
W `a`−1 for ` = L.
(6.24)
Notice that for any choice of the weight matrices W `, R(0) = 0 provided that σ(0) = 0.
Requiring that the activation function σ maps 0 to 0 is not very restrictive. ReLU, Leaky
ReLU, sigmoid and many other popular activation functions all satisfy this property. The
R-spline is the function
R ◦ S(x) (6.25)
whose network parameters are the weight matrices from the definition of R from (6.24), the
knots that define the tensor products Φi (6.21). The utility of breaking up the network into
the pieces R and S is that the support of S is directly controlled by the knots defining the
tensor products of hats. Since R has the same support as S, the support of the R-spline can
be easily set by manipulating the values of the knots.
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Another way to interpret the structure of the neural network (6.25) is that the residual
neural network part R is used to augment the features produced by S. Residual neural
networks are often used to augment the input features in a way that allows a linear
combination of the transformed features to better solve the task. In our case, the task
that the neural network must solve is to approximate a PDE and the features used as its
inputs will be (Φ1(x), · · · ,Φk(x))
6.4 Numerical experiments
In this section we compare solving PDE with zero-value Dirichlet boundary conditions using
the R-spline to the deep Ritz method of [98]. We have implemented the neural networks
presented in that work as well as the R-spline using PyTorch. All of the following networks
were trained using the Adam optimizer [60] which is an adaptive version of stochastic
gradient descent. It is possible that during the training process some of the knots could be
updated outside of the domain Ω and therefore, the network may no long obey the boundary
conditions. Therefore, in our implementation after each update of network parameters, all of
the knots are checked to make sure that they remain inside the domain Ω. If their updated
value is outside this region, they are set to the closest value on the boundary. This process
ensures that the R-spline has compact support within the domain throughout the training
process.
The the neural network R in the R-spline need not have the exact form as (6.24). The
only requirement for forming an R-spline is that the function R satisifes R(0) = 0. In the
numerical examples that follow we use two different variants of the residual neural network
(6.24). In the first example solving a Poisson problem we use a block residual neural network
without biases whose architecture is described in [98, Figure 1]. For the second example, we
use Densenet like residual neural network whose architecture is described in [98, Figure 6]
where again we do not use biases.
A major difference between our approach and the deep Ritz method is that we do not
require a penalty term in our loss functional to enforce boundary conditions. This removes
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the added complexity of choosing the hyper-parameters associated with this additional term
and makes the implementation of the loss functional easier.
Slit Domain Poisson problem
Let Ω = [−1, 1]2 \ [0, 1]× {0}. Consider the following Poisson problem on the domain Ω. −∆u = 1 in Ωu = 0 on ∂Ω (6.26)
In order to use the R-spline on Ω a slight modification must be made since the functions
(6.21) may not be zero for points on the line segment [0, 1] × {0}. To do this we consider
generating functions on three over-lapping rectangular domains. Let Ω1 = [−1, 1] × [0, 1],
Ω2 = [−1, 0]× [−1, 1], and Ω3 = [−1, 1]× [−1, 0]. Notice that Ω = Ω1 ∪Ω2 ∪Ω3. Let Φ(j)i be
a function or the form (6.21) on the domain Ωj. We construct a R-spline for approximating












1 (x), · · · ,Φ
(
k3)(x))). (6.27)
Any linear combination of these functions will have support in Ω and therefore, the R-spline
R ◦ S̃ also has compact support in Ω.
Our numerical experiments show that the R-spline is able to be trained to approximate
the solution to (6.26) more quickly than a residual neural network in the sense that fewer
iterations of network parameter updates must be taken to obtain good approximations. The
results of training a residual neural network for solving (6.26) are shown in Figure 6.2. The
network took many iterations to begin to look like what one would expect the solution to
look like.
In contrast, the R-spline seems to be able to learn the solution in much fewer iterations.
Figure 6.3 shows that the R-spline begins to look like the solution after only 200 iterations.
However, there are some artifacts which appear to be related to the decomposition of Ω
into overlapping parts. These artifacts would be less significant if higher order piecewise
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(a) (b)
Figure 6.2: The intermediate state of a residual neural network used to solve (6.26) is shown.
Figure 6.2a shows the state of the network after 800 iterations and Figure 6.2b shows the
state of the network after 3800 iterations.
polynomials were used in the S part of the R-spline. In our implementation we used tensor
products of piecewise linear functions.
Not only did the R-spline begin to approximate the solution more quickly than the
residual neural network but it is trained using a simpler loss functional. The residual neural
network is trained using (6.14) but the R-spline uses a discretization of (6.4) which notably
does not need an additional penalization term.
Eigenvalue problem
Let Ω = [0, 1]d  −∆u = λu in Ωu = 0 on ∂Ω (6.28)
where u and λ are unknowns. It is well known that the eigenvalue λ associated with u (6.28)









for A = {u : u(x) = 0 for x ∈ ∂Ω}. By using a neural network in place of u and solving a
discrete version of the the optimization problem (6.29) we can obtain an approximation of
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Figure 6.3: The intermediate state of a R-spline used to solve (6.26) is shown. The behavior
plotted is after 200 iterations.
u. In addition, the value of the functional in (6.29) is an approximation of λ. This problem
is also a nice test problem because the exact value of λ is dπ2.
Not only is a penalization term needed to ensure that a residual neural network used to
approximate the solution to (6.28) satisfies the boundary condition, but also an additional
term is needed to ensure that the trivial solution u ≡ 0 is not obtained. The functional used















There is additional complexity associated with choosing appropriate values of the parameters
β and γ in addition to choosing a suitable discretization of each of the integrals in (6.30).
Training the R-spline to solve this problem does not require these additional terms.
Stochastic optimization methods are sometimes not monotonic, meaning that the best
performance of an approximation might be achieved during the middle of an iterative training
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dimension #(paramters) learning rate approximate λ Percent relative error
1 540 0.01 9.872 0.03%
5 1365 0.01 52.69 6.78 %
10 5430 0.001 138.25 40.08 %
Figure 6.4: Results of using R-spline to solve the eigenvalue problem.
procedure. We consider training a R-spline using a discretization of (6.29). The results are
tabulated in Figure 6.4 were the best performance over 1000 iterations is reported.
We found that the performance of neural network is very dependent on the learning rate
chosen as well as the number and configuration of trainable parameters used. We did not
perform an exhaustive search for optimal choices and there may be much better choices than
the ones we used.
6.5 Remarks
The difficulty of training neural networks is multi-faceted. There are issues related to lack of
theoretical understanding, implementation, and computational constraints due to available
hardware. The numerical examples considered here may not be entirely convincing that all
PDE problems can be approximated using neural networks. Instead, they show that there are
benefits of merging more traditional approximation methods such as spline approximation
with methods which are newer to the mathematical community such as neural networks.
Moreover, a more subtle approach to training the R-spline would probably produce better
results. In the numerical experiments shown all parameters were updated using the same
learning rate and all parameters were updated at each step. We may have better performance
by using different learning rates for the parameters of S and R or by alternating between
freezing the parameters in S and updating those in R and vice versa. These issues will be




In this chapter, extensions and future directions of the work discussed in previous chapters
is outlined.
7.1 Considering Cahn-Hilliard dynamics for mitigating
adversarial attacks
The task of training neural networks is equivalent to solving a highly non-convex and high-
dimensional minimization problem. We propose a modification that can be applied to any
loss function which may improve both the speed of training and the robustness of the network
to attacks by the addition of a functional related to a model frequently used to describe the
mixing of two fluids.
Using deep neural networks to model input-output relationships was being considered as
early as the 1970’s [57]. They are known to be very expressive in the sense that they can
be used to approximate any continuous function. Approximation by shallow networks with
finite number of neurons was proven by Cybenko in 1989 [26]. Deep networks are also known
to be able to approximate a wide class of functions [65] and in general deep networks may
able to achieve the same approximation with a fewer number of parameters than shallow ones
[89]. Despite their immense expressive power deep networks were not initially widely used
because of the difficulty of training the large number of parameters associated with them.
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Over the last two decades deep neural networks have garnered increasing interest by multiple
scientific communities as an understanding of how to practically train and implement them
has materialized. In particular, they have been successfully deployed for highly non-trivial
classification problems, e.g. the classification of the popular MNIST dataset [62] and the
classification of images with hierarchical labels [61]. Works such as [62] show that gradient
descent based learning is effective and it has since become the primary means of training
deep networks. Such methods iteratively solve a minimization problem by finding parameters
which decrease the error of a network as measured by a functional called the loss. The
successful use of gradient descent for training is rightfully heralded. However, training using
gradient descent is inherently difficult since network parameters are chosen as local minima
of a very high-dimensional landscape generated by the loss functional viewed as a function
of the parameters. For problems of practical interest, the landscape is non-convex and
may have many troublesome regions such as spurious local minima, long valleys or highly
local deep wells. These difficulties often lead to unstable or unexpected behavior by the
network. In addition to the instability due to training via descent, other weaknesses of
neural networks for classification have been discovered. Three such limitations that lead
to unstable behavior of neural networks used for classification that have recently received
attention by the community are: (i) over-fitting [61] – some networks do not generalize well
to data from outside the training set, (ii) mis-classification of adversarial examples [47, 88] –
it is possible for an adversary to construct an example that will be misclassified at test time
and (iii) poisoned training sets [82] – a modification to the training data so that a network
is trained to misclassify at test time in a way that an attacker desires. The existence of
these weaknesses is intimately linked with the use of gradient descent to solve an incredibly
complex and non-convex minimization problem. As neural networks begin to be used in high
consequence applications such as self driving cars [8], it is critical to understand how such
liabilities can be limited.
Without any modifications to the usual gradient descent algorithm, training often results
unsatisfactory performance due to the complexity of solving the associated minimization
problem. Recent works have shown improved performance by considering various alterations
to gradient descent. The work [55] proposed an improved initialization of parameters. This
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refinement helps avoid the problem of descending into a spurious local minimum during
the training procedure. The dropout procedure introduced in [85] alleviates the issue of
over-fitting by modifying the training procedure at each iteration so that only a subset of
parameters are updated at each iteration of the descent. By viewing only a subset of the
parameters at each iteration the complexity of each step in the descent is reduced and in
this sense overall complexity of minimizing the loss functional is also reduced. Furthermore,
the reduction in complexity has also been shown to stabilize the behavior of the network.
The success of these methods shows that modifications to the minimization problem itself
can lead to improved performance. The mathematical community has extensively studied
the modification of difficult minimization problems. Many of these approaches which have
been applied successfully include the addition of a functional which both makes the difficult
minimization problem easier to solve and enforces a desirable property that one would like
the target function to exhibit. In particular, two approaches which have been widely applied
to difficult minimization problems are [77] where a functional related to the gradient of the
target is included to improve the minimization procedure and [15] where a functional related
to sparsity is included.
Our proposed modification of the minimization used to train a network includes a
functional, related to diffuse interface models, which may improve the smoothness of the
interface regions between labels and make it easier to find good minima. This modification
of the minimization problem may be able to alleviate the phenomenon of over-fitting and by
improving the smoothness of the boundary between label regions we may be able to lessen
the impact of adversarial examples and training in the presence of poisoned data.
One characterization of classification is the identification of a piecewise constant function
called a classifier from the input space to the space of classes. Each value that the classifier
takes on is associated with a different class. A typical architecture used for networks used
for classifying k classes has k outputs. The ith component of the output is interpreted
as the probability that the input belongs to class i. The class of a given input is then
chosen by taking the maximum over the output vector. Therefore, in an ideal setting,
the output of a network can be viewed as piecewise constant in each component of the
output. Many of the most successful networks use ReLU (rectified linear unit) activation
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functions, σ(x) = max{0, x}. It is obvious that the mapping induced by such a network is
some continuous piecewise linear function. Therefore, any ReLU network trained to solve
a classification problem can be viewed as a continuous piecewise linear approximation of a
piecewise constant function. There is inherent instability in this approximation scheme. A
continuous, piecewise linear function cannot fully capture discontinuities between different
values of the target piecewise constant function. At best, one may expect that the transitions
between different constant values are no wider than some parameter γ which quantifies the
spatial scale on which the approximation transitions between values. In light of this fact,
the most interesting aspect of a network is its behavior at the interface between different
class values, and therefore adjusting the geometry of the interfaces may improve the desired
classification.
A problem with superficial similarity to the classification problem is multi-phase fluid
separation where two initially mixed species separate into distinct domains. Such a chemical
phenomenon is governed by Cahn-Hilliard dynamics [14]. This chemical phenomenon is
mathematically described by a function u which takes on values {−1, 1} where each value
corresponds to a different species. In essence, one seeks a classifier which describes the
domains of each of the two species. For example, suppose u(x, y, t) : R3 → {−1, 1} is the
function which takes on value 1 if the point (x, y) is occupied by the first species at time t
and −1 for the second species. In this example, u can be viewed as modeling the mixing of
the two fluids over time. Figure 7.1 plots the output of the u at three different times as the
fluids mix. These plots were generated using a code developed by Matthew Geleta [40]. In
Figure 7.1a the fluids are randomly mixed together and there are many interfaces between
the two species. As time progresses the species collect together in separate regions. By
comparing Figure 7.1b to 7.1c we see that as more time passes the interfaces between species
becomes more regular and holes in some of the homogeneous regions disappear. In addition,
the separation of species is associated to a decrease in free energy [14]. This decrease in
energy can be seen in Figure 7.2.
The classification problem is similar. This minimization of the loss function is achieved
iteratively. At each iteration a fixed set of parameters which exactly determine the behavior
of the network u is proposed. Therefore, at each time step, we can visualize the current state
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(a) (b) (c)
Figure 7.1: Over time the Cahn-Hilliard-type dynamics transform an initially random
labeling 7.1a into a labeling where the boundary between the two species is defined by a
diffuse interface which exhibits some smoothness 7.1c.
Figure 7.2: A plot of the decay of energy associated with the Cahn-hilliard evolution plotted
in Figure 7.1.
of the network as a picture like Figure 7.1. At the beginning of our minimization procedure,
the randomly initialized parameters assign random labels to each point just as in 7.1a. As
we iterate and decrease the loss function, the parameters are updated in a way so that label
regions induced by the network u agree with the data. By including a functional similar to
the one used in the modeling of separating fluids, we can ensure that the network u has more
predictable behavior. The similarities between the classification problem and the separation
of fluids has been considered before. Bertozzi et al. [6] showed that energies associated to
the diffuse interface model, a model where the interface between species is quantified by the
spatial scale γ, can be used to improve performance for semi-supervised learning. In their
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(u2 − 1)2dx, (7.1)
is used in a minimization procedure to segment an image from only a partial labelling of that
image. Intuitively, such an energy could benefit the training of neural network by ensuring
interfaces between labels are somewhat smooth and have well defined transition regions.
Therefore, we propose to incorporate this energy into the training procedure of a neural
network in order to improve its stability and robustness to attack.
Networks are trained via the minimization of a loss functional E. In order to improve
the stability of the training process we will consider the loss functional
E(u) = G(u) + F (u, u0), (7.2)
where u is the function induced by a neural network and F is a functional which measures the
error between the output of u and the available training data u0. The functional F enforces
fidelity to the given data u0 while the functional G ensures that the transition regions are
relatively smooth. This smoothing is desirable since it may allow a network to avoid the
previously mentioned limitations of neural networks for classification. We will solve this
minimization problem using a gradient descent on the parameters ~w = (w1, . . . , wN) which
define the action of the network u. Once a vector of weights is fixed, the action of u is fully
determined. Therefore, the loss functional E can be viewed as a function of ~w. The network
can then be trained by updating ~wn by
~wn+1 = ~wn − η∇E(~wn) = ~wn − η∇G(~wn) + η∇F (~wn, u0). (7.3)
until the desired convergence is achieved.
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Figure 7.3: The red line separates the blue class from the orange class.
7.2 Polynomial Features and Joint Sparsity
A basic kind of linear classifier for points in the plane is a line y = mx + b. It naturally
separates all points in the plane into two groups. Those that are above the line and those
that are below the line. Two groups are linearly separable if there exists a line so that one
group is entirely above the line and the other is entirely below the line. Once the equation
of the line is determined, one can test whether or not a particular point (x0, y0) is above or
below the line by a simple calculation. Let C1 be the set of all points lying above the line
y = mx+ b, then
(x0, y0) ∈ C1 is
 TRUE if y0 −mx+−b > 0FALSE if y0 −mx+−b < 0 (7.4)
It is clear form (7.4) that once a line is determined, i.e., its coefficient and intercept is known,
then we can test whether any point is in one class or another. For data sets with two groups
that are linearly separable, all that is needed is to identify the a line which goes between the
two groups. Below is a hand picked separating line.
There are many linear models which try to identify separate groups by “fitting” a linear
function between observations of different groups. In higher dimensions, rather than a line,
a linear function may be used used to separate the data into two groups. This approach
can even be used to solve the image classification problem. In this case, a function which is
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Figure 7.4: This is an example of an image in the MNIST dataset. It is a handwritten 5.
linear in a set of features of the images is used to find the separating plane. If an image is
represented in m×n matrix M , then the features associated with M are (φ1(M), . . . , φd(M))
where φi : Rm×n → Rd.
We consider polynomial features of the MNIST data set as a test case. An example image
from the MNIST data set is plotted in Figure 7.4. This is a 28 × 28 grayscale image with
values between 0 and 1. We can think of this image as a long vector v = (x1, x2, . . . , xd)
where d = 282 = 784. The quadratic polynomial features associated with this image are all




such products for a vector length d. This is because if one wants to make m selections with







Figure 7.5: The unsorted nonzero polynomial features for the MNIST data set are plotted.
In our case we want to find all the possible ways to choose 2 elements with replacement from

























In the case of the MNIST dataset, the number of quadratic features is quite large. Recall
that d = 784 for MNIST images, so there are 307720 possible quadratic features for each
image. It would be impractical to use such features for classification. However, most of the
features are zero. There are only 13861 non-zero terms xixj for the example MNIST photo
above. These features are plotted in Figures 7.5 and 7.6.
Plotted in this way, it is difficult to tell how many of these features have large values. After
sorting, the values have a distribution plotted in Figure 7.6. From the sorted distribution
it is clear that there is decay in the polynomial features. This fact is similar to what
happens with polynomial approximations of smooth functions. Since we would like to avoid
computing all of the polynomial features, it may be beneficial to use a nonlinear polynomial
approximation method, such as m-term approximation, to identify important polynomial
features for image classification. In future work we will explore connections between m-term
polynomial approximations and image classification.
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Additional Numerical Examples of
Image recovery
Here we consider more color examples for a variety of image types, namely, cartoons in
Figure A.1, textures in Figure A.2, natural scenes with animals in Figure A.3, and images
genereated from scientific data in Figure A.4.
(a) (b) (c)
Figure A.1: (A.1a) A 512 × 512 pixel cartoon-type image of circles some of which overlap.
The image is grayscale but presented in color for easier viewing. (A.1b) The recovery of the
circles cartoon using unweighted `1-minimization and the db3 basis from 4% of the pixels.
(A.1c) The recovery of the circles cartoon using weighted `1-minimization and the db3 basis
from 4% of the pixels.
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(a) (b) (c)
Figure A.2: (A.2a) A 480 × 640 pixel image of a wallpaper which has a repeating pattern.
(A.2b) The recovery of the wallpaper image using unweighted `1-minimization and the db3
basis from 10% of the pixels. (A.2c) The recovery of the circles cartoon using weighted
`1-minimization and the db3 basis from 10% of the pixels.
(a) (b) (c)
Figure A.3: (A.3a) A 972 × 1296 pixel image of flamingos which contains many different
textures and shapes. (A.3b) The recovery of the flamingos using unweighted `1-minimization
and the db3 basis from 8% of the pixels. (A.3c) The recovery of the flamingos using weighted
`1-minimization and the db3 basis from 8% of the pixels.
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(a) (b) (c)
Figure A.4: (A.4a) A 480×720 pixel plot of the surface temperature of a part of the Atlantic
Ocean. (A.4b) The recovery of the ocean temperatures using unweighted `1-minimization
and the db3 basis from 14% of the pixels. (A.4c) The recovery of the temperatures using
weighted `1-minimization and the db3 basis from 14% of the pixels.
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Appendix B
Proof of Lemma 3.10
Proof of Lemma 3.10. Since s > J+1 the tree which attains the supremum inKT (s) contains
a node on level J − 1. Hence, KT (s) ≥ ‖Ψν‖2∞ for some k = 1, . . . , 2(J−1). The constant
C which depends on the supremum of the maximum of either the scaling function or the
mother wavelet can be made to be close to 1 if we renormalize the wavelets. Therefore,
KT (s) ≥ 2d(J−1) = Θ2.
For the second inequality, consider the tree T̃3s attaining the supremum in KT (3s). There
exists a subtree of this tree which attains the supremum in KT (s) with s nodes. Now there
are 2s nodes in P := T̃3s \ T̃s. We can decrease (or at least not increase) the quantity KT (3s)
by moving the shallowest node in P to the node corresponding to the scaling function. Then
we can take the second shallowest node and also move it to the node representing the scaling
function. There are now three nodes “stacked” onto the scaling function node. Repeating
the process for the remaining nodes and placing them on the nodes of T̃s, we will eventually
have three nodes stacked on each of the nodes of T̃s. Since each movement of a node did
not increase the sum in KT (3s) and since we have three copies of each of the nodes in T̃s,
KT (3s) ≥ 3KT (s) as desired.
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Appendix C
Proof of Proposition 3.6
Before establishing the proof of Proposition 3.6, we first consider the following lemma which
estimates the number of nodes on level j of across multiple k-ary trees relative to the number
of nodes on level j − 1. Let s(µ)j be the number of non-zero nodes on level j of the k-ary





j−1. By considering all of the nodes on level j across all bands, we see that for any










Now we now state the lemma.
Lemma C.1. Let s be cardinality of the support of a closed tree T . We have,






















The proof can be found in Appendix D. Next, using Lemma C.1 we prove Proposition
3.6.
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+ 2d(0)α̃0 + 2
d(1)α̃1 + · · ·+ 2d(J−1)α̃J−1.
(C.4)
Notice that if we expand 2d(j)α̃j for each j as a sum of α̃j we can write (C.4) so that sums
of the form α̃J−1 + · · ·+ α̃J−k appear. Then it is possible to apply Lemma C.1. Notice that
since 1/s+ α̃0 + · · ·+ α̃J−1 = 1 the right hand side of (C.4) is
1
s
+ 2d(0)α̃0 + 2
d(1)α̃1 + · · ·+ 2d(J−1)α̃J−1
= (α̃J−1 + · · ·+ α̃0 + 1/s) · 1
+ (α̃J−1 + · · ·+ α̃1) · (2d − 1) · 2d(0)
+ (α̃J−1 + · · ·+ α̃2) · (2d − 1) · 2d(1)
+ (α̃J−1 + · · ·+ α̃3) · (2d − 1) · 2d(2)
+ · · ·+ (α̃J−1 + · · ·+ α̃J−k) · (2d − 1) · 2d(J−k−1)
+ · · ·+ α̃J−1 · (2d − 1) · 2d(J−2)















































































(22d + 2d − 22d)22d(J−1) + 1
(2d + 1)22d(J−1)
.









Proof of Lemma C.1
Proof of Lemma C.1. It is clear that the sparsity level must be less than the total number
























+ α̃0 + α̃1 + · · ·+ α̃J−1.
(D.2)









Notice that by dividing (C.1) by s and rearranging, we have





for each j = 1, . . . , J − 1. By moving α̃0 to the right hand side of the inequality (D.3) and
by applying (D.4) we obtain
J−1∑
i=1
α̃J−i = α̃J−1 + · · ·+ α̃1 ≤ 1−
1
2dJ























































































































2d(J−1)(2d − 1) + 2d(J−1) − 1
2d(J−1)(2d − 1)
=



















which is the desired inequality for k = 1. For k = 2, we start with the inequality (D.5) with



















































So we have shown the desired result for k = 2. For a general k = 1, . . . , J we can employ
a similar strategy by first considering the inequality (D.5) for fixed k and then iteratively
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Proof of Proposition 4.3
Proof. Let 1/2 > ε > 0, then according to (4.14) there exists an integer Nε such that for all
J > Nε, ∣∣∣∣|P| − 1Jd ·# (PJ ∩ Zd)
∣∣∣∣ ≤ ε. (E.1)
Then since ε < 1/2 and |P| > 1, we have






< ε|P| < 1
2
|P|. (E.2)
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