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Resumen 
Se presenta la modelación y simulación de un proceso de reacción, difusión y cristalización 
simultáneas mediante el método estocástico de Gillespie. Con el fin de validar este método se hizo 
en paralelo otra simulación con el método determinístico para corroborar los resultados obtenidos 
del método de Gillespie: primero se modela la difusión de un compuesto en una película 
unidimensional y se comparó el resultado con la solución analítica y determinística. Luego se 
implementó la reacción en el sistema y se encontró una excelente concordancia con la solución 
determinística y por último se agregó la cristalización para tener el modelo completo dando 
resultados acordes con los reportados en la literatura. Hasta donde se ha podido investigar esta es 
la primera simulación estocástica que contiene los 3 fenómenos simultáneos. 
Palabras clave: Simulación estocástica, Gillespie, Reacción-Difusión, Cristalización. 
 
Abstract 
Modeling and simulation of a reaction, diffusion and crystallization process by the Gillespie’s 
stochastic method is presented. In order to validate this method another simulation, deterministic, 
was also made to corroborate the results obtained with the Gillespie method: first the diffusion of a 
compound in a one-dimensional film was modeled and the result was compared against analytic 
and deterministic solutions. Then the reaction was implemented in the system and an excellent 
agreement with the deterministic solution was found, and finally the crystallization was added 
completing the whole model yielding results consistent with those reported in literature. To the 
best of our knowledge this is the first stochastic simulation containing the 3 simultaneous 
phenomena. 
Keywords: Stochastic simulation, Gillespie, Reaction-Diffusion, Crystallization. 
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1. Introducción 
Muchos de los procesos de la industria química involucran partículas sólidas, por ejemplo en el 
manual de Perry [23] se encuentran quince secciones que discuten diferentes tipos de procesos de 
las cuales seis involucran sólidos, pero la modelación y simulación de estos procesos es bastante 
complicada con métodos convencionales, como por ejemplo el planteamiento de balances de 
materia y la respectiva solución de las ecuaciones lineales o diferenciales.  
En la cristalización se forman cristales a partir de una fase fluida homogénea, vapor o líquido, con 
métodos que incluyen enfriar o evaporar la solución para aprovechar la dependencia de la 
solubilidad respecto a la temperatura, o inducir vacío para evaporar el solvente [20]. La 
cristalización es una de las operaciones más importantes dentro de la industria química, porque los 
cristales obtenidos a partir de una solución líquida sobresaturada son de gran pureza. 
La fabricación industrial de un producto químico usualmente incluye dos etapas: la reacción, y la 
separación de la mezcla resultante. La intensificación de procesos, está definida como la unión de  
estas etapas en una sola operación combinada, mejorando la eficiencia y disminuyendo los costos 
de los procesos tradicionales, y en el caso de producción de sustancias cristalinas se puede aplicar 
incorporando una reacción química a la precipitación de cristales en una única operación: la 
cristalización reactiva [37]. 
La tecnología de cristalización reactiva puede ser analizada con simulaciones, herramientas 
basadas en modelos representativos de la realidad que definen relaciones entre los elementos más 
importantes del sistema, y que pueden resultar mucho menos costosas que la construcción y 
operación de una planta piloto. El objetivo de las simulaciones es obtener información para la 
toma de decisiones, para esto se aplican diferentes hipótesis sobre el modelo, se observa su 
comportamiento y se analizan los resultados obtenidos frente a cada hipótesis planteada.  
La simulación de procesos puede ser determinística o estocástica. En el primer caso se basa en la 
solución de ecuaciones diferenciales que representan el estado de un sistema, y en el segundo en el 
cálculo de las probabilidades de que ocurran eventos para decidir cuál de ellos ocurre a 
continuación comparando sus probabilidades de ocurrencia contra un número aleatorio.  
A escala microscópica la cristalización es un proceso aleatorio que no ocurre en forma continua 
sino discreta, es decir que cuando una partícula se integra a otra, esta unidad crece en un tamaño 
determinado. El objetivo de la simulación que se describe en este trabajo es tener en cuenta los 
efectos difusivos, reactivos y aleatorios que suponen una cristalización. Como los cristales que se 
forman no son homogéneos sino que varían en forma y tamaño el método estocástico se adapta 
perfectamente a las condiciones del proceso, por esto el método estocástico es una alternativa no 
solo viable (en términos de costo computacional) sino también válida de simular el proceso de 
cristalización. 
En el presente trabajo se utiliza la cristalización reactiva del carbonato de calcio como caso de 
estudio debido a que es una materia prima de gran importancia.  Se emplea como carga para 
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plásticos, especialmente PVC plastificado, rígido y poliolefinas. En estos materiales el tratamiento 
superficial con carbonato de calcio brinda las ventajas de baja absorción de plastificante y mejor 
dispersión. También se usa como relleno mineral en la industria de jabones y detergentes para 
lograr una alta retención de humedad, mejorar la consistencia y secado de la masa final, y 
controlar el peso final del producto. Incluso se utiliza también para mejorar los rendimientos de 
todo tipo de alimento para animales, la integridad de la cáscara del huevo de las gallinas ponedoras 
y la fortaleza ósea de todos los animales, es clave para la producción de carne y huevos de calidad 
[28]. 
En la producción del carbonato de calcio por medio de la reacción con hidróxido de calcio y 
dióxido de carbono se forman cristales que varían en forma y tamaño, y la predicción de las 
distribuciones de tamaño, masa, o volumen de estos cristales requiere usar los llamados balances 
de población (BP). Como en el proceso de cristalización se forman partículas de distintos tamaños 
el uso de los BP hace posible cuantificar los cambios de estado en términos de creación o 
destrucción de partículas, ya que permiten determinar la cantidad de partículas cuyo tamaño este 
dentro de un intervalo determinado [21, 29]. Además de la pureza la distribución de tamaños es un 
importante indicador de calidad en productos industriales incluyendo medicinas, tintes y químicos 
finos, por eso los BP se han convertido en una herramienta de gran interés para modelar y 
controlar procesos de cristalización, precipitación, y polimerización [30]. 
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2. Antecedentes 
Existen numerosos trabajos de análisis y simulación de operaciones de cristalización, incluyendo 
trabajos en que han usado balances de población [26, 27], y simulaciones en que se han incluido 
reacciones químicas [36]. Los balances de población han sido usados para simular las variaciones 
de tamaño y la forma de los cristales en el tiempo, y estas simulaciones se han mejorado al usar 
modelos cinéticos durante la nucleación y el crecimiento, lo que permite predecir en forma 
correcta el funcionamiento de una operación semicontinua [26, 27]. 
Los balances de población pueden ser analizados usando la simulación Monte Carlo, por ejemplo 
Lin et. al. [18] formularon una simulación Monte Carlo para resolver el balance de población de 
un sistema con un número de partículas constante. Ese trabajo muestra como puede ser usada la 
simulación Monte Carlo en problemas donde existen partículas, además de su versatilidad puesto 
que la formulación permite incluir cualquier mecanismo de interés (nucleación, crecimiento, 
atrición, etc.). 
Usando simulación Monte Carlo se han abordado diferentes tipos de problemas relacionados con 
la cristalización. Por ejemplo Haseltine  tuvo en cuenta factores tales como nucleación, 
crecimiento, aglomeración, e incluso transferencia de calor entre el sistema y la chaqueta de 
refrigeración [16]. K. Piotrowski y J. Piotrowski modelaron un cristalizador continuo MSMPR 
(por sus siglas en inglés) con nucleación y crecimiento [24], y Falope e.t. al. también simularon 
este mismo sistema pero incluyendo aglomeración, rompimiento y disolución  de los cristales [10]. 
No solo las partículas pueden ser simuladas por el método de Monte Carlo, también se puede 
incluir la fase fluida en el modelo. La necesidad de incluirla aparece en procesos donde el 
micromezclado (definido como la distribución equitativa de partículas con características similares 
de volumen, masa, etc.), tiene importancia. Por ejemplo Ulbert y Lakatos han simulado un sistema 
de dos fases, sólida y fluida, de manera estocástica, usando dos ecuaciones de balance de 
población y la interacción con la fase fluida al expresarse con números esperados aleatorios [34]. 
Además los balances de población también pueden ser analizados junto con otros fenómenos tales 
como la transferencia de masa y la reacción química, Wachi y Jones simularon en forma 
simultánea la reacción, la transferencia de masa y la cristalización, en esta última fueron usados 
los balances de población para determinar el tamaño de los cristales [36].  
La mecánica de fluidos se ha incorporado a modelos de  reactores químicos con precipitación [9, 
12], pero este enfoque es bastante difícil porque necesita analizar conjuntamente el micromezclado 
con la cinética de reacciones y la distribución de tamaño de partículas. Sin embargo es posible 
simular el comportamiento del fluido por medio de la mecánica computacional de fluidos (aunque 
esto va más allá del alcance del presente trabajo), por ejemplo en el estudio de Falk [9]  se utilizó 
un paquete de simulación comercial para predecir el comportamiento en régimen turbulento en 
simultánea con la concentración de reactivos y distribución de tamaño de partículas basados en 
una simulación Monte Carlo en que la evolución de la distribución de tamaño de partículas se 
describe con una función de densidad de probabilidad (PDF por sus siglas en inglés).  
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
3. Teoría de cristalización 

3.1 Las etapas de la cristalización 
La cristalización tiene dos etapas principales: la nucleación y el crecimiento: en la primera se 
forman los núcleos, partículas pequeñas que han superado un tamaño crítico más allá del cual no 
se vuelven a disolver, en estas partículas ocurre el segundo paso de la cristalización, el 
crecimiento, en que se depositan más partículas. Además otros factores influyen en la 
cristalización, por ejemplo la aglomeración (unión de dos cristales para formar uno mayor), y el 
rompimiento (un cristal que se parte en dos o más). 
 
3.2 Nucleación 
La nucleación puede ser inducida por efectos externos tales como agitación, fricción, o presiones 
elevadas, pero la nucleación debida solo a sobresaturación o subenfriamiento es difícil. Por eso se 
usan las semillas o pequeñas partículas para facilitar el proceso actuando como iniciadores de la 
cristalización. 
Se puede clasificar la nucleación en dos categorías [22]: primaria (homogénea y heterogénea) y 
secundaria. 
La nucleación primaria homogénea es la formación de cristales a partir de una solución 
sobresaturada sin la ayuda de agentes externos. Debe haber un núcleo iniciador para que se formen 
los cristales. También, mientras el cristal se está formando existe una gran posibilidad de que 
vuelva a disolverse, y además las partículas o moléculas deben organizarse en una estructura. Para 
que luego las partículas se puedan cristalizar, primero se debe alcanzar un tamaño crítico de 
estabilidad. La nucleación homogénea no es un evento común, incluso en muchos casos cuando se 
creía tener una nucleación espontánea se encontró en una investigación más a fondo que había sido 
inducida por algún cuerpo ([22] capítulo 5). Es casi imposible hacer una solución que esté libre de 
impurezas, incluso haciéndole un filtrado se puede reducir el número de sólidos en la solución 
pero no se pueden quitar todos. Por último es muy improbable que varios miles de moléculas 
choquen al mismo tiempo, lo más factible es una serie de reacciones bimoleculares:  
             
            
  
          
 
(3.1) 
en las que crece el grupo de moléculas hasta convertirse en un núcleo estable. 
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De otro lado la nucleación primaria heterogénea es la formación de núcleos debido a cuerpos 
extraños en la solución. La velocidad de la nucleación en una solución es afectada 
significativamente por las trazas de impurezas en el sistema. Cada impureza tiene su efecto en 
diferentes sistemas, por ejemplo una partícula que inhibe la cristalización en un sistema puede 
acelerarla en otro. 
La nucleación secundaria ocurre cuando ya existen cristales y es mucho más rápida que la 
primaria, por ejemplo en una solución sobresaturada cuando ya hay cristales en la solución que se 
desea precipitar. Los  mecanismos propuestos más representativos son: 
 Nucleación por contacto: El contacto entre dos cristales genera fracturas, dando lugar a 
superficies donde se adhieren nuevas partículas. Se ha comprobado que el choque de dos 
cristales puede aumentar la nucleación secundaria [5]. Las colisiones en un medio líquido 
pueden desencadenar comportamientos complejos, por ejemplo la fractura de un cristal por las 
fuerzas hidrodinámicas, estos eventos hacen que se generen nuevas semillas y que los cristales 
ya formados no crezcan tan rápido como los microcristales. 
 Nucleación por sembrado: Es la inoculación de las partículas con la estructura cristalina 
deseada en la solución para obtener cristales con esta misma formación. En la industria la 
siembra de semillas se usa para aumentar la distribución de tamaño. Pero esto también 
conlleva problemas dado que en el sistema existen partículas que pueden contaminarlo y 
producir una estructura cristalina completamente diferente a la que se quiere obtener [22]. 
 
3.3 Crecimiento 
Las partículas que han alcanzado un tamaño crítico, es decir cuando el cristal ha superado la 
tendencia a disolverse de nuevo, empiezan a crecer hasta tener un tamaño visible. Para este 
crecimiento se han propuesto mecanismos basados en las teorías de energía de superficie, 
adsorción por capas, cinética, y de reacción-difusión [22, capítulo 6]. 
La teoría de la energía de superficie postula que la forma de crecimiento del cristal se da en 
donde la energía es mínima, esta teoría parte del principio de que una gota de un fluido es más 
estable cuando la energía libre de la superficie y por tanto su área es un mínimo. El crecimiento de 
un cristal se puede considerar un caso especial de este principio, así que la energía libre total de un 
cristal en equilibrio con sus alrededores a temperatura y presión constantes será mínimo para un 
volumen dado. Si la energía libre por unidad de volumen se asume constante, entonces la función 
que se minimiza en el proceso es: 
   
 
 
          
 
(3.2) 
donde    es el área de la cara   del cristal, y    es la energía libre de superficie por unidad de área 
de la cara    Por tanto si un cristal se deja crecer en una solución sobresaturada debería desarrollar 
una estructura equilibrada, haciendo que sus caras aumenten de tal manera que la energía libre sea 
mínima para toda la partícula. 
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La analogía entre una gota de líquido, donde las moléculas están distribuidas aleatoriamente, y un 
cristal que tiene una estructura reticular es limitada. En realidad la energía superficial y la 
velocidad de crecimiento de las caras son inversamente proporcionales a la "densidad reticular" de 
su respectivo plano, así que una cara con una densidad baja crece más rápidamente y 
eventualmente desaparece. En 1901 Wulff  mostró que la forma de un cristal en el equilibrio (de 
crecimiento) está relacionada con la energía libre de las caras y sugirió que las caras de un cristal 
crecerían a una velocidad proporcional a sus respectivas energías superficiales [22, capítulo 6]. 
La teoría de la adsorción por capas propone que el crecimiento de los cristales se da mediante 
un mecanismo basado en la existencia de una capa de soluto en la cara del cristal. Cuando las 
unidades, átomos o moléculas, de la substancia que se está cristalizando llegan a la cara del cristal 
no se adhieren a la estructura reticular  inmediatamente sino que pierden un grado de libertad y se 
integran a la cara del cristal. Estas partículas que aun no se han adherido a las caras del cristal 
forman la capa adsorbida en un equilibrio dinámico con el seno de la solución, luego las moléculas 
que están en esta capa se unen al cristal en los centros activos es decir donde las fuerzas atractivas 
son mayores [22, capítulo 6]. 
La teoría cinética tiene en cuenta dos procesos en el crecimiento de las caras del cristal: la 
generación de los escalones que se van superponiendo, y la velocidad de crecimiento de estos a lo 
largo de la superficie. La velocidad de crecimiento del escalón se mide con respecto a la distancia 
del escalón que le sigue, y representa la rapidez con la que se extiende una determinada capa. 
La teoría cinética está basada en el modelo de Kossel de crecimiento de cristal, este propone una 
forma en la que las partículas se adhieren a la cara del cristal, esta es aparentemente plana y en ella 
se forman diferentes tipos de estructuras similares a escalones, es decir capas monoatómicas que 
se van superponiendo, en estas capas van quedando irregularidades como huecos o ranuras, así 
como también se adhieren moléculas sueltas en la capa. Como el modelo de Kossel es poco 
realista a niveles bajos o medios de sobresaturación porque un cristal crece mucho más rápido 
cuando está lleno de huecos se propuso que el crecimiento del crecimiento del cristal se daba 
como una escalera en espiral, una vez que el primer escalón estaba hecho seguía creciendo y a su 
vez el siguiente escalón servía de base para que otras moléculas se unieran al cristal. 
La teoría de reacción-difusión propone que la base del crecimiento cristalino es un proceso de 
difusión entre el seno de la solución y las caras del cristal, seguida por una reacción que incorpora 
las partículas en el cristal. En principio en esta teoría se asumía que la cristalización es lo contrario 
de la disolución, y que la velocidad de ambas (cristalización y disolución) está controlada por la 
diferencia entre la concentración del sólido y la del seno del fluido. Como en la práctica medir la 
concentración en la superficie del cristal es bastante difícil se usa una ecuación general del proceso 
en términos de la concentración de equilibrio. La ecuación propuesta para la velocidad de 
cristalización es: 
  
  
        
   
(3.3) 
donde  es la masa de sólido depositada,   es el tiempo,   es el área superficial del cristal,   es la 
concentración de soluto en la solución (sobresaturada),    es la concentración de equilibrio y    
es el coeficiente de transferencia de masa. 
Posteriormente se reformuló la teoría incluyendo una película de líquido entre el sólido y el fluido 
donde hay transferencia de masa del fluido hacia las caras de la partícula. En este caso las 
partículas deben difundir a través de la película, y la ecuación modificada es: 
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(3.4) 
donde   es el coeficiente de difusión del soluto y   es el espesor de la película, que depende de las 
propiedades del fluido. Pero en un sistema bien agitado puede ser casi cero, lo que llevaría a una 
velocidad de cristalización casi infinita, por esto el solo concepto de la difusión no explica el 
fenómeno de la cristalización, y además la cristalización no es lo contrario de la disolución, 
generalmente la disolución ocurre más rápido a las mismas condiciones de temperatura y 
concentración [22, capítulo 6]. 
Según esto, hay dos fuerzas impulsoras en la solución, la diferencia de concentraciones entre la 
solución y la superficie del cristal y de la superficie del cristal a la estructura reticular del cristal 
(es decir el cristal ya formado). A pesar de haber dos fuerzas impulsoras solo se usa una ecuación 
modificada, debido a la dificultad de medir la concentración en la cara del cristal. 
  
  
        
    
(3.5) 
Donde    es el coeficiente de crecimiento del cristal global y el exponente   es llamado "orden 
del proceso de crecimiento", este no debe confundirse con el orden usado en cinética química, ya 
que no indica el número de especies que se necesita para que la reacción ocurra. 
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4. Simulación de un proceso de cristalización 

4.1 Balances de población 
Los balances de población (BP) sirven para modelar sistemas donde existe un conjunto de 
“partículas”, es decir entidades diferenciadas por alguna propiedad física. En este contexto, por 
ejemplo, las partículas pueden ser cristales, burbujas de gas en un líquido, células, etc. y se pueden 
diferenciar por su tamaño (longitud característica), volumen, o incluso por su edad en el caso de 
las células. Como existe en el sistema una gran cantidad de partículas, todas distintas, los BP  
proporcionan la distribución de las partículas en el sistema en función del tamaño, o la variable 
equivalente a este. De esta forma un BP permite calcular el número, o la fracción, de partículas 
cuyo tamaño está dentro de un cierto intervalo. En los modelos de cristalización las partículas son 
cristales, cuyo tamaño varía dentro de cierto rango, los BP permiten cuantificar cambios de estado 
con creación o destrucción de entidades, por ejemplo nucleación, agregación, rompimiento, etc. 
[3]. 
En teoría de probabilidad, la distribución de probabilidad de una variable aleatoria es una función 
que asigna a cada suceso definido sobre la variable aleatoria la probabilidad de que dicho suceso 
ocurra [38]. Este concepto tiene una aplicación en los BP, se puede usar  la distribución de 
probabilidad conocida como función de distribución para cuantificar las partículas en cada uno de 
los tamaños que pueda alcanzar el cristal, es decir con una función de distribución se puede 
ponderar la cantidad de cristales que tienen cada uno de los tamaños en los que se ha discretizado 
el tamaño de cristal (L).  
Para hacer más sencilla la comprensión de los balances de población se considerara el proceso de 
cristalización como si ocurriese dentro de un reactor tubular dividido en una serie de elementos 
(ver figura 4.1). Las partículas recién creadas por nucleación entran al reactor y aumentan de 
tamaño al “avanzar” a lo largo de este pasando de un elemento a otro, solo que no se "desplazan" 
por la longitud del reactor sino a lo largo de la dimensión del tamaño de las partículas (  ) que se 
discretiza en intervalos fijos, así como también ingresan nuevas partículas por nucleación al 
primer elemento. El balance de materia teórico para un sistema con partículas está expresado como 
[3]: 
 
          
               
   
          
                  
   
               
                         
 
  
               
                       
   
              
                       
 
   
(4.1) 
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Figura 4. 1 Representación del proceso de cristalización 
Si se discretiza el tamaño de partícula la ecuación 4.1 queda expresada como: 
                                                    
        
                
(4.2) 
donde       es la función de distribución (es decir el número de partículas de cada tamaño de 
cristal),    es el volumen de las partículas,   es el volumen del sistema total,   es la velocidad de 
crecimiento, y    es la velocidad de nucleación. Dividiendo ambos lados de la ecuación 4.2 entre 
   y     y reemplazando por la definición de derivada se obtiene: 
 
         
  
 
          
   
           
(4.3) 
La ecuación 4.3 es una ecuación diferencial parcial que describe un sistema con partículas donde 
el primer, segundo y tercer término representan la acumulación, crecimiento y nucleación de las 
partículas respectivamente,       es la función de distribución, y    es el volumen de cristal 
(aunque también se puede cambiar por otras variables como la longitud, la masa, etc.). Los 
métodos de solución pueden ser determinístico o estocástico (los cuales se verán en más detalle en 
las secciones siguientes). 
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4.2 Simulación determinística de reacción, difusión y 
cristalización 
 
Tal como se ha mencionado en la introducción la intensificación del proceso de producción de 
cristales incluye la reacción y la cristalización en una misma etapa, y un ejemplo es la producción 
de cristales de CaCO3 a partir del burbujeo de CO2 en una solución de hidróxido de calcio. Pero un 
modelo de este proceso requiere más que el balance de población de los cristales porque se debe 
incluir la tasa de producción de moléculas de CaCO3 en la reacción y el efecto limitante de la 
difusión de los reactivos y productos en la película que representa la interfase entre el gas (las 
burbujas de CO2) y el líquido (la solución de Ca(OH)2). Sin embargo el problema de la 
modelación de este sistema ya ha sido abordado antes en el trabajo de Wachi y Jones [36], que 
incluye los parámetros y ecuaciones necesarios para incluir la reacción y la difusión dentro del 
modelo del reactor-cristalizador, aunque propone un esquema de solución determinístico basado 
en la solución por diferencias finitas de las ecuaciones diferenciales involucradas. Considerando la 
disponibilidad del modelo resultó obvio tomar ese trabajo como base para implementar la 
simulación estocástica que se plantea aquí, pero también fue necesario reproducir los resultados 
numéricos (que no están disponibles en la publicación original) para verificar la consistencia de la 
solución estocástica (ver sección 4.5). Por eso esta sección se dedica a la implementación y la 
solución numérica (determinística, no estocástica) del modelo del reactor-cristalizador gas-líquido 
descrito en la ref. [36]. 
 
Solución
CO2
Burbujeado
 
Figura 4. 2 Esquema de un tanque agitado para producción de carbonato de calcio por burbujeo de 
CO2.  
El sistema a simular se presenta en un tanque agitado donde se burbujea un gas en una solución 
para inducir una reacción heterogénea gas-líquido (fig. 4.2). En este caso, tomado de la referencia 
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[36], el líquido es una solución acuosa de hidróxido de calcio (       , B), y el gas es dióxido de 
carbono (   , A), La reacción ocurre según: 
 
                                     
          
(4.4) 
para producir carbonato de calcio (     , C) que se precipita formando cristales (P).  
El modelo se basa en: 
 Las interacciones de transferencia de masa del gas al líquido, y en la reacción (ec. 4.4) que 
ocurre en la película que se forma entre estas dos fases formando perfiles de concentración 
(figura 4.3).  
 Los balances de materia hechos en un elemento diferencial de la película que se forman en 
la interfase entre la burbuja y el líquido. 
El comportamiento de las concentraciones de los reactivos (A y B) se cuantifica usando estas dos 
ecuaciones diferenciales: 
   
  
    
    
   
        
(4.5) 
   
  
    
    
   
        
(4.6) 
que representan la variación de las concentraciones respecto al tiempo,  , y a la distancia en la 
película,  , debido a la difusión y a la reacción (     ) (  representa la difusividad y   la 
constante de reacción). El modelo se basa en un sistema no estacionario, es decir que las 
concentraciones en el líquido cambian con el tiempo, además la transferencia de masa entre el gas 
y el líquido en la interfase y la reacción que ocurre al entrar en contacto estas dos fases.  
En la ecuación para la concentración del producto (C) se añaden términos de nucleación (  ) y 
crecimiento másico (  ): 
   
  
    
   
   
              
(4.7) 
Y además haciendo uso de los balances de población se tiene una ecuación para la cantidad de 
cristales,  , [36]. La expresión es similar a la mostrada en la sección 4.1 pero se cambia    
(volumen de cristal), por   (tamaño del cristal): 
  
  
  
  
  
    
   
   
  
(4.8) 
Así   es función no solo de la posición dentro de la película ( ), sino también del tamaño de 
cristal   (donde   es la velocidad de crecimiento lineal). A diferencia de la ec. 4.3 esta ecuación 
incluye el fenómeno de la difusión por tanto la ecuación diferencial depende de 3 variables una 
temporal ( ) y dos espaciales (   ), adicional a esto el término de nucleación no se incluye en la 
ecuación sino en la condición de frontera de  . 
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B
A0
f
 
Figura 4. 3 Representación conceptual del sistema. 
Con el propósito de hacer una solución más general se hace un cambio de variables, de forma que 
las variables independientes varíen entre 0 y 1, estas se reexpresan en términos de variables 
adimensionales usando el espesor de la película,  , y el tiempo final de simulación,   : 
  
 
 
 
(4.9) 
  
 
  
 
(4.10) 
De manera que las ecuaciones quedan escritas de la forma: 
   
  
    
    
   
          
(4.11) 
   
  
    
    
   
          
(4.12) 
   
  
    
    
   
             
       
(4.13) 
  
  
    
  
  
    
   
   
  
(4.14) 
donde   y   representan distancia y tiempo adimensionales (     ,      ),        
  
es una constante adimensional (ver sección 4.5) y   es la constante de reacción, y   ,   ,    
representan la concentración de sus especies respectivas (ver sección 4.5). 
Cada una de las ecuaciones 4.5 - 4.7 depende de dos variables, distancia y tiempo, y su solución 
requiere dos condiciones de frontera y una condición inicial, la ecuación 4.8 no solo depende de 
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estas variables sino que también depende de  , por esto necesita dos condiciones de frontera extra. 
En este caso, como el sistema es la película sus fronteras corresponden a     y     (    y 
   ) en la figura 4.3, y además de esto las condiciones iniciales     representan el estado del 
sistema en el instante en que empieza la reacción. Luego, las condiciones de frontera e iniciales 
vienen de las siguientes consideraciones: 
 En    , la concentración del compuesto A se asume es constante porque se burbujea 
continuamente al reactor, y esto representa una fuente. Los compuestos B y C además 
cada uno de los tamaños de cristales en esta frontera  se asumen no volátiles, en el sentido 
de que no pueden pasar a la fase gaseosa, y su variación respecto a la distancia en la 
película es cero, esto quiere decir que       : 
   
  
 
   
  
 
  
  
   
(4.15) 
 En    , las partículas no pueden seguir difundiendo puesto que es el límite del sistema 
por tanto allí se hace un balance de materia teniendo en cuenta que el sistema es batch, 
todo lo que ha difundido a esta región se acumula, además los diferentes tamaños de 
cristales también se acumulan, es decir los cristales que se encuentren en    . 
 
   
 
 
   
  
  
  
  
 
   
  
  
(4.16a) 
   
 
 
   
  
  
  
  
 
   
  
   
(4.16b) 
   
 
 
   
  
  
  
  
 
   
  
  
(4.16c) 
   
 
 
  
  
  
  
  
 
  
  
 
  
  
     
(4.16d) 
Donde    es el volumen específico del seno del fluido este es el volumen del sistema por 
unidad de área de la burbuja, es decir por unidad de área de contacto del líquido con el gas 
(en unidades de m
3
/m
2
),   es la difusividad,    es la velocidad de nucleación,   es la 
constante de reacción y   es el grosor de la película, que depende de las propiedades del 
líquido. Asumiendo que el valor del número adimensional de Sherwood (es el cociente 
entre los coeficientes de transferencia de masa convectivo y difusivo,          donde 
   es el coeficiente de transferencia de masa de la fase líquida) es igual a uno, el espesor 
de la película queda definido como: 
  
  
  
 
(4.17) 
La cantidad de cristales   depende del tamaño ( , ec. 4.8), por eso se usan condiciones de 
frontera en     , el tamaño efectivo en el cual se empiezan a formar los núcleos, y en 
    , un tamaño máximo por encima del cual ya no existen cristales (ver tabla 4.cfdif). 
 
 En      se tiene un balance de materia para los cristales recién creados, es decir la 
nucleación: 
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(4.18) 
 En      se tiene que no existen cristales de ese tamaño por tanto: 
    (4.19) 
 En     las concentraciones de todos los compuestos (excepto B, que es el compuesto 
que se carga inicialmente en el recipiente) son 0 ya que en ese momento la reacción aún 
no ha empezado y además los cristales son 0 en todos los tamaños: 
        (4.20) 
    (4.21) 
       (4.22) 
donde     es la concentración inicial de B. Además los términos de nucleación y 
crecimiento están definidos como: 
         
    (4.23) 
 
        
    (4.24) 
Donde    es la concentración en el equilibrio de C, los exponentes   y   son los órdenes 
de la nucleación y crecimiento. Y los términos de consumo para el compuesto   están 
definidos como: 
         
  (4.25) 
 
                 
  
 
   
 
(4.26) 
Donde, asumiendo que los cristales son aproximadamente esféricos,        y    , el 
término de nucleación aparece multiplicado por   
  ya que se asume que este es el volumen 
mínimo de un cristal, y para el término de crecimiento se debe hacer una sumatoria desde 
cero hasta infinito, es decir se deben sumar los términos correspondientes a todos los 
tamaños de partículas posibles desde el mínimo hasta el máximo teórico. Los valores de 
los demás parámetros están en la tabla 4.1. 
El sistema de ecuaciones 4.5, 4.6 y 4.7 fue resuelto por el método de Crank-Nicolson discretizando 
las ecuaciones diferenciales en diferencias finitas (ver anexo A) usando las constantes de la tabla 
4.1.  
Se calcularon las difusividades de los compuestos B y C que no se incluyen en la referencia [36] 
usando la ecuación de Nernst-Haskell para calcular la difusividad de electrolitos [32, capítulo 11]. 
  
                 
        
           
 
(4.27) 
Donde   es la difusividad,   es la temperatura en K,   es la constante de los gases,   
    
  es la 
conductancia iónica,       valencias del catión y anión respectivamente y   la constante de 
Faraday. 
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Para calcular la difusividad de partículas se empleó la ecuación de Stokes-Einstein [36]: 
  
   
    
 
(4.28) 
Donde   es la temperatura en K,    es la constante de Boltzmann,   es la viscosidad del líquido 
en Pa, y   es el radio de la partícula en m. 
 
Tabla 4. 1 Constantes usadas en la simulación de la difusión y reacción determinística [36, 35]. 
Las difusividades de B y C se calcularon usando la ec. 4.27 [32, capítulo 11] y la de los cristales 
(  ) con la ec. 4.28 
Parámetro  Símbolo Valor 
Difusividad de A    2.2 x 10
-9  
m
2
 .s
-1
 
Difusividad de B    1.825 x 10
-9 
m
2
 .s
-1
 
Difusividad de C    8.517 x10
-10 
m
2
 .s
-1
 
Difusividad de P    2.449 x10
-12 
m
2
 .s
-1
 
Condición inicial de A    2 mol .m
-3
 
Condición inicial de B    20 mol .m
-3
 
Volumen específico    0.002 m 
Coeficiente de transferencia de masa    0.0001 m .s
-1
 
Constante de velocidad de reacción   12.4 m3 .mol-1 .s-1 
Constante de nucleación    10
7 
 
Constante de crecimiento    8.06x10
-9
 
Orden de nucleación   4.2 
Orden de crecimiento   2 
Tamaño efectivo de núcleo    1 x 10
-7 
m 
Tamaño máximo de cristal    45 x 10
-6 
m 
Densidad molar del sólido   20000 mol .m-3 
Concentración de equilibrio    0.065 mol .m-3 
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Figura 4. 4 Perfiles adimensionales de concentración en t = 20s. 
El resultado de la simulación se presenta en la figura 4.4 para un valor de t de 20 segundos en 
coordenadas adimensionales (tiempo en el cual los perfiles se han desarrollado). Como el dióxido 
de carbono se burbujea constantemente en el cristalizador se considera que dentro de cada burbuja 
su concentración  prácticamente no varía, lo que equivale a tener una fuente de A alimentando a la 
película en    , por eso el valor de la concentración en el extremo de la película    , se 
considera constante y el resultado se da en términos de la coordenada adimensional       . De la 
misma forma los resultados para B y C se dan en términos de        y       , donde     
representa la concentración inicial de B (todas las concentraciones están en mol/m
3
). En 
coordenadas adimensionales (   ,    , son las concentraciones iniciales en mol/m
3
). Se observa 
que la concentración máxima de A aparece en el inicio de la película, su concentración disminuye 
al difundir en el líquido y de consumirse por la reacción. El componente B, que inicialmente tiene 
una concentración uniforme en toda la película se consume por la reacción, en el inicio de la 
película existe menos debido a la mayor presencia de A y por tanto mayor velocidad de reacción, 
no siendo así hacia el final de la película donde no ha alcanzado a difundir A todavía. Por último 
la concentración de C disminuye a medida que se avanza en la película ya que el componente A no 
alcanza a difundir hasta allí sin antes consumirse en la reacción, por tanto no hay tanta generación 
de C como al inicio de la película. 
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4.3 Modelación Estocástica: el método Gillespie 
La modelación determinística se basa en la formulación y solución de ecuaciones diferenciales. En 
los modelos determinísticos de procesos de cristalización se usan ecuaciones diferenciales 
obtenidas de balances de materia en donde se asume que los tamaños de los cristales son 
cantidades continuas. Pero a escala microscópica los modelos determinísticos no son 
necesariamente válidos ya que los valores de las propiedades observables vienen del promedio 
tomado sobre  los componentes microscópicos del sistema, de hecho la modelación determinística 
de un sistema con un número finito de elementos implicaría dos simplificaciones poco realistas: 
que los fenómenos que allí ocurren son continuos, y que los sistemas que parten de las mismas 
condiciones con iguales perturbaciones se comportan de la misma manera [17]. 
De otro lado los modelos estocásticos se concentran más en las “partículas” de un sistema, siendo 
una partícula cualquier ente individual, tal como un sólido, una gota, una burbuja o incluso una 
molécula dispersas en una fase. En la simulación estocástica se definen eventos para estas 
partículas y se deciden cambios generando números aleatorios y comparándolos con las 
probabilidades de ocurrencia de dichos eventos [7]. Los resultados de los métodos estocásticos son 
promedios y su validez se basa en el teorema de los grandes números (si el número de mediciones 
tiende a infinito el promedio de una variable tiende a su valor real), y en el teorema del límite 
central (un número muy grande de variables aleatorias tenderá a una distribución normal). 
Por ejemplo, el avance de una reacción química se puede seguir usando "la ecuación química 
maestra" [17]: 
 
       
  
    
 
   
                            
(4.29) 
donde: 
 : es el estado del sistema en términos de número de moléculas 
      : es la probabilidad del sistema de estar en el estado   en el tiempo  . 
       : es la probabilidad de orden    que la reacción   ocurra en el intervalo de tiempo 
          
  : es la columna k-esima de la matriz estequiométrica. 
Esta ecuación describe la probabilidad de que el sistema se encuentre en un estado determinado en 
función del tiempo, y puede ser bastante difícil de resolver. Sin embargo Gillespie creó un 
algoritmo basado en el método estocástico Monte Carlo que permite resolver el estado de sistemas 
asociados a reacciones químicas usando un pequeño conjunto de partículas (en este caso, 
moléculas), con poco esfuerzo computacional [14, 15]. El método Gillespie es quizás el mejor 
ejemplo de simulación estocástica, y ha sido adaptado y extendido para simular sistemas con 
muchas especies y reacciones químicas [13], e incluso, por ejemplo, en la simulación de 
reacciones bioquímicas a nivel celular usando la cinética de Michaelis-Menten [31].  
En esencia el método Gillespie es una aplicación Monte Carlo para resolver el estado de sistemas 
reaccionantes en función del tiempo que usa las constantes de reacción para producir 
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probabilidades de ocurrencia de reacción dentro de una simulación estocástica. Por ejemplo 
considérese la reacción 
      (4.30) 
con una cinética de segundo orden 
         (4.31) 
Donde       representan la concentración de las especies,    la velocidad de reacción y   la 
constate de reacción. Las ecuaciones diferenciales que representan este sistema son formadas a 
partir de los balances de materia en el sistema, para un sistema batch o por lotes sin salidas ni 
entradas las ecuaciones toman la forma (el método de solución se presenta en el anexo A): 
   
  
        
   
  
        
   
  
       
 
 
(4.32) 
Este sistema de ecuaciones diferenciales, sujeto a las condiciones iniciales: 
                          (4.33) 
se puede resolver por métodos numéricos (por ejemplo el método de Euler, ver apéndice A), sin 
embargo la dependencia de la velocidad de reacción respecto al producto      sirve como base 
para simular el avance de reacción en la forma que propone Gillespie en su método estocástico. En 
este, cada una de las reacciones que se produzcan en el sistema se consideran un evento, y con la 
constante de reacción y el número de moléculas se calcula la "propensidad"   de que ocurra dicho 
evento: 
  
     
 
 
(4.34) 
Aquí       son los números de moléculas de   y   respectivamente, y   es el volumen del 
sistema (se sobreentiende que las unidades de k han sido adaptadas a las nuevas variables). Para el 
caso de un solo evento la probabilidad de ocurrencia es de 1, pero el avance del tiempo varia y 
hace que la simulación siga el comportamiento del sistema aun cuando no es lineal. Cabe  anotar 
que la propensidad nos da una idea de la factibilidad de que ocurra un evento pero este número 
como tal no sirve para definir si ocurre un evento o no, por esto en un sistema con más de un 
evento se deben normalizar las propensidades para obtener las probabilidades de ocurrencia y de 
esta forma se relaciona el método estocástico con el método tradicional determinístico. Luego se 
decide si ocurre o no el evento mediante la generación de un número aleatorio entre cero y uno 
para luego comparar con la probabilidad de que ocurra. 
El algoritmo para una simulación estocástica con el método de Gillespie (Algoritmo 4.1) se basa 
en la selección del siguiente evento al azar, pero siguiendo una distribución de probabilidad que 
depende de la(s) propensidad(es). Para hacer una simulación hay que llevar un registro del número 
de moléculas presentes en el sistema, y cada vez que se escoge un evento determinado hay que 
actualizar estos números, así como también hay que llevar un registro del avance del tiempo ( ). 
Este se obtiene de la suma de las propensidades (      ) así: 
            (4.35) 
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Donde  es un número generado aleatoriamente. 
Cabe anotar que el avance del tiempo varía entre cada evento que ocurre no solo por la variable 
aleatoria sino que el sistema cambia con el tiempo, es decir que a mayor cantidad de moléculas 
menor será el avance del tiempo debido a que hay mayor probabilidad de ocurrencia y por tanto 
los eventos ocurren con más frecuencia. 
 
Algoritmo 4. 1 Simulación de un conjunto de reacciones químicas 
1. Se inicializan las variables como el tiempo y el número de moléculas 
2. Calcular las propensidades    y el total de las propensidades       . 
3. Normalizar las propensidades para convertirlas en probabilidades          . 
4. Generar dos números aleatorios    y   , escoger el evento de acuerdo a        
   
   
   
 
    , y calcular el avance de tiempo             . 
5. Actualizar el tiempo      , y el número de moléculas de acuerdo al evento ocurrido. 
6. Si   es mayor o igual al tiempo final termina, sino vuelve al paso 2. 
A continuación se presenta un ejemplo de una simulación con el método de Gillespie, la reacción 
es       (Ecs. 4.30, 4.33), con las concentraciones iniciales           
 ,     
         , y      ; la constante de reacción        
         y el volumen   
            . Manteniendo la proporcionalidad se usaron estos valores de números iniciales de 
moléculas en la solución estocástica,         , y        , y el resultado se reporta en 
coordenadas de        ,         , y       . También se muestra la solución determinística 
en coordenadas de       ,        y       , obtenida usando el método de Euler (ver anexo A) 
para resolver las ecuaciones diferenciales (Ec. 4.32), con un tamaño de paso de 10
-3
 segundos 
mientras que el tamaño de paso del método de Gillespie es variable. 
Los resultados de la reacción estocástica son comparados con los determinísticos en la figura 4.5 
donde se puede ver que el resultado de la simulación estocástica describe muy bien el 
comportamiento del sistema siguiendo completamente los valores obtenidos de la solución 
numérica (determinística) en todo su trayecto en un tiempo de 1 segundo, donde se estabilizan las 
concentraciones en el sistema reaccionante. 
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Figura 4. 5 Concentración adimensional vs. tiempo. Det: resultado determinístico con el método 
de Euler, Est: resultado estocástico con el método de Gillespie. 
 
4.4 Una simulación estocástica de un proceso de 
cristalización 
Los métodos Monte Carlo se pueden adaptar también a la simulación de sistemas usando balances 
de población para establecer la distribución del valor de una variable continua, por ejemplo  
tamaño o edad, en una población de partículas. De este modo se ha simulado la nucleación, 
crecimiento y aglomeración en una cristalización [16], pero a diferencia de este trabajo no se 
incluyó la integración con la reacción y la limitación por difusión en la interfase gas-líquido. Sin 
embargo, antes de comenzar con la simulación del proceso con todas las etapas que conlleva 
(reacción, difusión y cristalización), se consideró necesario hacer primero un ensayo incluyendo 
solo la cristalización para corroborar que se esté modelando bien esta parte del proceso. Por eso el 
propósito de esta sección es reproducir la simulación estocástica de una cristalización batch (o por 
lotes) siguiendo la metodología de la referencia [16], después esta implementación estocástica se 
incorporó a la simulación completa para producir la distribución de tamaño de los cristales. 
 
En principio el modelo de simulación define el cristalizador como un sistema cerrado que varía en 
el tiempo y que contiene además: 
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 Monómeros: son las partículas más pequeñas posibles en el sistema que se unen para formar 
los núcleos y luego crecer a cristales. 
 Cristales: toda partícula conformada por 2 o más monómeros, todo cristal es primero un 
núcleo y luego de crecer se convierte en cristal. 
 Núcleos: son cristales formados por dos monómeros, a partir de los cuales empieza el proceso 
de crecimiento. 
 Semillas: son cristales de un tamaño determinado que se introducen en el sistema con el fin de 
acelerar la cristalización. 
El modelo también incluye estas suposiciones: 
 El sistema está bien agitado, así que la temperatura es homogénea. 
 El cambio en el tamaño de las partículas es una variable discreta porque los cristales se 
componen de un número entero de moléculas. 
 La fuerza impulsora de la cristalización es el nivel de sobresaturación, es decir la cantidad 
de cristales que se formen es proporcional a la diferencia entre la concentración del 
sistema y la concentración de saturación. 
El sistema que se simula fue propuesto en el trabajo de Haseltine [16], y utiliza parámetros que no 
corresponden a mediciones en un cristalizador real, pero que son consistentes y sirven para 
implementar una simulación realista, dentro de un ejercicio académico. Para reducir la 
complejidad de las ecuaciones y el número de más parámetros necesarios se hacen las siguientes 
simplificaciones: 
 Las propiedades físicas, capacidad calorífica y densidad de la solución y calor de reacción 
son constantes. 
 Las constantes cinéticas de nucleación, crecimiento y aglomeración son independientes de 
la temperatura. 
 El crecimiento de los cristales ocurre en eventos discretos, de un monómero a la vez. 
 El número de monómeros saturados es función de la temperatura. 
Además es necesario definir las siguientes variables,     ,     , y   son las cantidades de 
monómeros, totales, saturados, y sobresaturados, respectivamente. El balance de monómeros del 
sistema es: 
             (4.36) 
El tamaño de un cristal depende del número de monómeros que contiene según           
donde   es el volumen característico de una unidad de monómero,   es el número de monómeros 
que contiene un cristal y   es el número de cristales con tamaño   .   es el volumen del sistema, 
y     
 es el volumen inicial de monómeros. Para las simulaciones hechas su valor se fijó como: 
    
      . El factor 800 viene de la conversión de unidades, el volumen total es de 1 cm3 y el 
volumen de monómeros es el 80% del volumen total pero se expresa en milímetros cúbicos y por 
lo tanto el volumen de monómeros es 800 mm
3
. El número inicial de monómeros,     
 , está 
determinado por el cociente: 
  
El número inicial de semillas se toma como un múltiplo del volumen del sistema,      
     , 
para asegurar que esté en las mismas unidades de     
 . 
    
  
    
 
 
 
(4.37) 
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La “propensidad”, definida en la simulación estocástica de reacciones (ec. 4.34) depende del 
número de combinaciones posibles de partículas involucradas en la “reacción” [14, 15], por 
analogía para la nucleación la propensidad se calcula  como: 
            (4.38) 
Aquí el producto        representa el número de pares posibles de monómeros, ya que un 
monómero no puede unirse consigo mismo para formar un cristal. El parámetro    está 
relacionado a su vez con la constante de la tasa de nucleación, por analogía con la constante de la 
ley de velocidad de reacción [15]: 
   
   
 
 
(4.39) 
Donde se incluye un factor de 2 para evitar el conteo doble de parejas (la pareja 1-2 es igual a la 
pareja 2-1, etc.). De la misma forma el crecimiento de cristales implica una “reacción” entre 
“especies” distintas, es decir entre cristales de distinto tamaño, en este caso la propensidad de un 
evento de crecimiento se calcula según: 
   
     
 
 
(4.40) 
Donde    es el número de cristales de tamaño   y    es la constante de crecimiento. Por último el 
cálculo de las propensidades de aglomeración es similar, pero solo hay que usar el número de los 
cristales que participen en la reacción en vez de usar el número de monómeros sobresaturados, 
como en la ecuación 4.40., se utilizan los números de cristales formados, donde los subíndices   y 
  son dos tamaños diferentes. 
          (4.41) 
La constante para la aglomeración se calcula de forma similar que el crecimiento. 
       (4.42) 
Al dividir cada propensidad entre la suma de cada una de las propensidades (es decir entre     ) se 
obtienen las probabilidades de ocurrencia de un evento lo que se conoce como la normalización, el 
avance del tiempo también depende de     . El algoritmo de simulación 4.2 incluye los procesos 
de nucleación, crecimiento y aglomeración. Se basa en contabilizar el número de monómeros, 
núcleos, y cristales, y a medida que van ocurriendo eventos actualizar las cantidades de dichas 
entidades. Así se puede predecir cómo se agruparán los monómeros, es decir que tantos núcleos se 
van a formar y que tanto van a crecer estos. 
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Algoritmo 4. 2 Simulación de un proceso de cristalización 
1. Fijar los parámetros del sistema, tales como: volumen del sistema, volumen del monómero, 
número inicial de semillas, constante de nucleación y de crecimiento, y el intervalo total de tiempo 
a simular. 
2. Fijar el tiempo en cero y la cantidad de monómeros y semillas con su respectiva cantidad de 
monómeros iniciales. 
3. Calcular las propensidades de cada evento    y la propensidad total         . 
4. Generar dos números aleatorios   ,    en el intervalo [0,1]. 
5. Definir el avance del tiempo                . (Como en el método de Gillespie) 
6. Escoger uno de los eventos (nucleación, crecimiento o aglomeración) comparando el segundo 
número aleatorio    con las probabilidades calculadas a partir de la normalización de las 
propensidades*. 
7. Ajustar la cantidad de partículas de acuerdo al evento elegido. 
8. Si el tiempo es menor al total fijado en el paso 1, volver al paso 3, de lo contrario se finaliza la 
simulación.  
*Suponiendo que las probabilidades acumuladas de los tres eventos son 0.1, 0.3 y 1 se compararía 
el número al azar  con esas cantidades, si está en [0, 0.1] se seleccionaría el primer evento, si está 
entre (0.1, 0.3] el segundo y de lo contrario el tercero, así se asegura una elección al azar, pero 
ponderada con las probabilidades de ocurrencia 
Se simularon tres casos:  
1) Nucleación y crecimiento.  
2) Nucleación, crecimiento y aglomeración.  
3) Nucleación y crecimiento no isotérmico.  
(Las constantes usadas para calcular las propensidades de las reacciones se muestran en la tabla 
4.2) 
Para la implementación del algoritmo 4.2 se hace necesario crear una matriz la cual almacena los 
datos del estado del sistema, es decir una matriz que contiene los números de monómeros y de 
cristales para cada uno de los tamaños del sistema, a este seguimiento de partículas se le llama 
histograma y es el que muestra la distribución en un momento determinado del sistema. Al inicio 
de la simulación se deben poner los valores de monómeros y semillas en el histograma y cuando se 
escoge un evento se debe actualizar este. 
24 
 
En el primer caso se excluye el evento de aglomeración, por tanto en el algoritmo solo se calculan 
las propensidades de nucleación y crecimiento, y luego de escoger uno de estos eventos se ajustan 
las cantidades de monómeros, núcleos y cristales.  
En el modelo cinético para esta simulación se asume que la formación de cada núcleo y su 
crecimiento están descritos por “reacciones” entre cristales: 
      (4.43) 
(para la nucleación), y 
          (4.44) 
(para crecimiento), donde el subíndice   indica el tamaño del cristal (donde una partícula de 
tamaño   equivale a   monómeros): 
 
Tabla 4. 2 Constantes de nucleación y crecimiento [16] 
Parámetro Símbolo Valor 
Nucleación    3.125 x 10
-9
 
Crecimiento    2.5 x 10
-4
 
Aglomeración    2.5 x 10
-4
 
Monómeros saturados      0 
Volumen   1 
Volumen de monómeros   0.01 
Temperatura inicial    38 
Coeficiente de transferencia x área    5 
Densidad x capacidad calorífica     1 
Calores de reacción      
       
 
 -0.01 
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Figura 4. 6 Resultado de la simulación estocástica para la nucleación y crecimiento. 
El número inicial de monómeros (80000) se calculó dividiendo el volumen inicial de monómeros 
entre el volumen de cada monómero. Además se introdujo al sistema una cantidad de semillas 
proporcional al volumen total (aproximadamente unas 10), los volúmenes de las semillas estaban 
entre 2 mm
3
 y 2.5 mm
3
 (entre 200 y 250 monómeros), y se les asignaron valores dentro de ese 
rango siguiendo la distribución cuadrática (ver anexo B), este procedimiento corresponde al paso 2 
del algoritmo 4.2. 
Los histogramas de cantidad de cristales se obtuvieron usando 900 particiones con una separación 
de 0.01 unidades de volumen (es decir el volumen de un monómero), y no se incluyeron los 
monómeros para evitar desajustar la escala en la cantidad de la gráfica. Además como los valores 
de avance del tiempo fueron muy pequeños (del orden de 0.001), dado que el avance de tiempo es 
variable se almacenaron histogramas cada 0.1 unidades de tiempo aproximadamente para reducir 
la carga computacional y no saturar de datos la gráfica (correspondiente al paso 5 del algoritmo 
4.2). 
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Figura 4. 7 Resultados de la simulación con nucleación y crecimiento, cantidad de cristales para 
cuatro valores de tiempo distintos. 
La distribución de tamaño resultante (figura 4.6) es el promedio de 100 simulaciones, cada una 
con una duración de 50 "unidades de tiempo" (figura 4.6), el color azul oscuro indica pocos 
cristales, mientras que el rojo indica un alto número de cristales. Las semillas introducidas en el 
sistema desde un inicio (con volúmenes entre 2 mm
3
 y 2.5 mm
3
) comienzan a crecer hasta alcanzar 
un valor estable, mientras que al avanzar el tiempo los monómeros en el sistema empiezan a 
formar núcleos y a crecer formando el gran bloque que se nota en la parte posterior de la gráfica, 
es decir entre el tiempo 40 y 50 y el volumen 0 y 4. 
La figura 4.7 es un corte lateral de la figura 4.6 que elimina el eje del tiempo, en donde se observa 
el sistema en diferentes valores de tiempo, es decir se toman “fotos” del sistema. Aquí el pico más 
alto y ancho que se ve se debe a la nucleación y el crecimiento de los núcleos formados, mientras 
que el pico más bajo son las semillas que se introdujeron en el sistema, a medida que el tiempo 
avanza ambos picos se desplazan a la derecha de la gráfica por efecto del crecimiento de los 
cristales, aunque en t=30s y t=40s los picos parecen no moverse, esto es porque el sistema se ha 
estabilizado es decir el número de monómeros se ha reducido y por tanto los cristales crecen poco. 
En el segundo caso se añade la aglomeración a la nucleación y el crecimiento. A continuación se 
muestran los resultados de la segunda simulación. El mecanismo usado para incluir la 
aglomeración está descrito en la "reacción"  
            (4.45) 
que se añade a las reacciones de nucleación y crecimiento (ecs. 4.43 y 4.44). En la ecuación 4.45 
se usaron los subíndices   y   para recalcar que los tamaños de dos cristales que se aglomeran 
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pueden o no ser iguales. El algoritmo 4.2 incluye la aglomeración, así que no fue necesario 
adaptarlo para simular este evento. 
 
 
Figura 4. 8 Resultado de la simulación estocástica incluyendo nucleación, crecimiento y 
aglomeración. 
Al incluir la aglomeración en la simulación en el resultado (figura 4.8) se nota que los núcleos no 
son tan abundantes como en la simulación anterior. La gran diferencia entre la figura 4.8 y la 
figura 4.6 se explica porque los núcleos formados no solo tienen la opción de crecer sino también 
se pueden unir entre ellos formando cristales de tamaños variados en vez de un gran bloque de 
núcleos, como se observa en la figura 4.6, este efecto se puede apreciar mejor en la figura 4.9, en 
donde aparece un máximo en t=10s seguido de varios picos pocos definidos, pero a medida que 
avanza el tiempo este máximo empieza a desaparecer y los tamaños de las partículas están más 
dispersos. 
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Figura 4. 9 Resultados de la simulación con nucleación, crecimiento y aglomeración con cuatro 
valores distintos de tiempo. 
Para explicar mejor el resultado de la simulación con aglomeración se muestra una vista superior 
de una sola simulación (figura 4.10), obtenida al rotar la figura 4.8 se elimina el eje vertical (la 
cantidad de cristales). Con esta vista se observan aún mejor los efectos de la aglomeración en 
comparación con la simulación con solo nucleación y crecimiento, cada línea representa un cristal 
que crece, algunas de estas desaparecen y otras aparecen por el efecto de la aglomeración el cual 
hace que dos cristales puedan dar un "salto" de un tamaño a otro lo que hace parecer que las líneas 
sean discontinuas. 
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Figura 4. 10 Vista superior del resultado de la simulación con nucleación, crecimiento y 
aglomeración. 
El tercer caso es una simulación con nucleación y crecimiento no isotérmicos, incluyendo un 
balance de energía tal como se describe en la ref. [16]. En este caso se supone que el cristalizador 
cuenta con una chaqueta para refrigerar la solución (figura 4.11), y el mecanismo de formación de 
los cristales está descrito por la ecuación 4.46. El comportamiento de la temperatura del 
cristalizador depende del balance de energía que se resume en esta ecuación diferencial: 
 
  
  
 
  
    
       
     
 
   
 
 
 
   
   
     
 
   
            
 
   
  
(4.46) 
El primer término del lado derecho tiene en cuenta el intercambio de calor entre el cristalizador y 
la chaqueta donde   es el coeficiente de transferencia,    es la temperatura de la chaqueta y   es el 
área, mientras que las variaciones de temperatura debidas a la nucleación y al crecimiento 
corresponden al segundo y tercer término, respectivamente. De acuerdo a la formulación del 
modelo las constantes físicas (tabla 4.2) no cambian con la temperatura [16]. 
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Figura 4. 11 Esquema del recipiente con chaqueta. 
La temperatura se calcula integrando        (ec. 4.46) con el método de Euler,  combinado con el 
método estocástico para los eventos de nucleación o crecimiento. Cuando ocurre un evento (paso 6 
del algoritmo 4.2) se actualiza no solo la cantidad de partículas sino también la temperatura pero 
usando solo el término del lado derecho de la ecuación 4.46 que corresponda al evento que haya 
ocurrido (nucleación o crecimiento), es decir en el caso de que ocurra uno de estos eventos la 
temperatura se actualiza de la siguiente manera, para la nucleación se usa la expresión:    
     
 
   
 
 
 
   
     y para el crecimiento se usa:    
     
 
   
            
 
      . En el intervalo 
de tiempo que hay entre eventos la temperatura depende solo del  efecto de la transferencia de 
calor entre el cristalizador y la chaqueta, es decir la transferencia de calor que hay entre estos dos 
se trata de forma determinística debido es un proceso continuo, así que la ecuación 4.46 se 
simplifica a la forma 
  
  
 
  
    
       
(4.47) 
Los parámetros usados para esta simulación se muestran en la tabla 4.2. 
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Figura 4. 12 Resultado de la simulación estocástica con nucleación y crecimiento no isotérmicos. 
Como el nivel de saturación de los monómeros es una función de la temperatura, el número de 
monómeros sobresaturados también lo es, y se usa esta función empírica: 
                 
    
 
     
(4.48) 
para calcular el número de monómeros saturados [16]. Así, con el balance de monómeros 
(ecuación 4.36) se puede deducir el número de monómeros sobresaturados. En el algoritmo 4.2 se 
debe tener en cuenta esta dependencia para recalcular las propensidades de cada reacción con cada 
cambio de temperatura [16]. 
Para corroborar los resultados de la simulación se asignó a la variable temperatura de la chaqueta 
(  , el subíndice   por “jacket”) el mismo comportamiento descrito en el trabajo de Haseltine,  
inicialmente       , y luego sigue una trayectoria exponencial descendente [16]. En la 
referencia no se proporciona la función      , pero si se muestra la gráfica, así que se hizo un 
ajuste polinómico (se escoge polinómico por facilidad) de los datos leídos de la curva, del que se 
obtuvo 
            
                        (4.49) 
La correlación con los datos fue de 0.9999, donde   es el tiempo de simulación. 
Los resultados de la simulación no isotérmica (figura 4.12) muestran que para el tiempo inicial 
cuando la temperatura es alta la cristalización es lenta, pero cuando la temperatura baja esta se 
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acelera. La nucleación se frena porque la temperatura de arranque de la simulación es "alta" lo que 
provoca que no haya muchos monómeros sobresaturados (a mayor temperatura mayor 
solubilidad). Al reducir la temperatura de la chaqueta también se reduce la del cristalizador 
haciendo que el número de monómeros sobresaturados aumente y haya una mayor cantidad de 
partículas creadas por nucleación. Estos resultados tienen buena concordancia con los del artículo 
de Haseltine [16] del cual se sacó el procedimiento de simulación para la cristalización estocástica, 
lo cual valida la simulación. 
 
 
Figura 4. 13 Resultado de la simulación con nucleación y crecimiento no isotérmico con cuatro 
valores de tiempo distintos. 
La figura 4.12 se rota para dar una vista lateral eliminando el eje del tiempo, esta se muestra en la 
figura 4.13 donde se puede ver el efecto que tiene la temperatura sobre la simulación, inicialmente 
se tienen algunos núcleos a la izquierda de la gráfica y las semillas que están representadas como 
un pico en medio, lo que indica que la nucleación no ha sido tan grande como en las simulaciones 
isotérmicas, pero a medida que avanza el tiempo los núcleos comienzan a crecer y hacia el final de 
la simulación estos se han convertido en cristales con volúmenes variados. 
 
0 2 4 6 8
0
0.1
0.2
0.3
0.4
Volumen t=10 s
C
a
n
ti
d
a
d
0 2 4 6 8
0
0.1
0.2
0.3
0.4
Volumen t=20 s
C
a
n
ti
d
a
d
0 2 4 6 8
0
0.1
0.2
0.3
0.4
Volumen t=30 s
C
a
n
ti
d
a
d
0 2 4 6 8
0
0.1
0.2
0.3
0.4
0.5
Volumen t=40 s
C
a
n
ti
d
a
d
33 
 
 
Figura 4. 14 Perfiles de temperatura del cristalizador y de la chaqueta 
El cristalizador se refrigera mediante la chaqueta que inicialmente se encuentra a la misma 
temperatura del cristalizador, a medida que trascurre el tiempo la temperatura de la chaqueta 
disminuye enfriando a su vez al cristalizador y permitiendo que mas monómeros queden 
sobresaturados, en la figura 4.14 se muestra el resultado de esta refrigeración que coincide con los 
resultados que muestra Haseltine en su trabajo [16]. 
Luego de corroborar la simulación estocástica de la cristalización se procede a aplicar el mismo 
algoritmo empleado en la simulación anterior, pero incluyendo solo la parte de la cristalización. 
Las constantes para la nucleación y crecimiento se encuentran en la tabla 4.1. Las constantes para 
la nucleación y crecimiento se encuentran en la tabla 4.1. Los monómeros están formados por 
moléculas de C (es decir de CaCO3), pero como no hay generación de C en este ejemplo se fija 
una cantidad inicial y se hace la cristalización a partir de ese depósito como en la simulación de 
Haseltine. Cuando ocurre una nucleación dos moléculas de C desaparecen, pero el núcleo que se 
forma es estable, además el crecimiento se da cuando a un núcleo o cristal se le agrega una 
molécula de C. Las propensidades para la cristalización (nucleación y crecimiento) se obtienen en 
una forma dimensionalmente consistente multiplicado    por el volumen especifico (    
 ) y   
que se divide entre el incremento del tamaño de cristal (    ), y el volumen específico es el 
mismo que se usa en la simulación de la sección 4.2. Además de esto como se trabaja en términos 
de número de moléculas y las expresiones velocidades de nucleación y crecimiento se expresan en 
unidades de concentraciones, se convierten las unidades de la siguiente forma 
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donde    es la concentración de C,    es el número de moléculas de C,    es el número de 
moléculas de B y     es la concentración inicial del compuesto B. Las probabilidades de que 
ocurra un evento se obtienen al tomar cada una de las propensidades (de todos los eventos y todos 
los subvolúmenes) y dividirlo entre la suma de las propensidades. En el histograma se toman 500 
particiones del tamaño de cristal (L), para hacer la función de distribución que se muestra en la 
figura 4.15. 
 
 
Figura 4. 15 Función de distribución E de tamaño de cristal en cuatro valores de tiempo diferentes. 
Resultados de tres simulaciones independientes. 
En la figura 4.15 se muestra la función de distribución de los cristales con tres simulaciones para 4 
tiempos diferentes donde se ve la forma en que crecen los cristales, el tiempo de simulación es 
mucho menor que las otras simulaciones estocásticas debido a que el paso controlante del proceso 
es la difusión, por esto la cristalización ocurre mucho más rápido. 
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4.5 Simulación estocástica de difusión unidimensional 
 
En este caso el sistema a simular es una película donde se tiene un extremo a una concentración 
fija y el otro extremo está aislado. La simulación intenta reproducir de forma estocástica el 
movimiento de las partículas que difunden desde un extremo al otro de la película, este proceso 
ocurre en estado transitorio y solo se da en una dirección, similar al problema de la sección 4.3 
pero sin la reacción. Para comparar los resultados estocásticos con los determinísticos se adaptó la 
ecuación 4.5 así:  
   
  
    
    
   
  
(4.51) 
De forma que la concentración del compuesto A queda en función de las variables adimensionales 
de distancia y tiempo   y  . Las condiciones de frontera para esta ecuación son: 
    
   
 
 
   
  
  
  
  
 
   
  
  
(4.52) 
y 
            (4.53) 
Y la condición inicial  
          (4.54) 
La solución analítica de la ecuación 4.51 es [25] 
  
   
       
 
    
  
(4.55) 
donde erf representa la función error, aunque también se puede resolver numéricamente con el 
método de Crank-Nicolson tal como se aplicó a la ec. 4.5, pero sin el término de reacción (ver 
anexo A).  
De otro lado, existen trabajos publicados sobre soluciones estocásticas a problemas de difusión 
que se basan en la ecuación Fokker-Planck (una descripción muy completa de la ecuación de 
Fokker-Planck se encuentra en la referencia [11]), pero resulta difícil extrapolar sus conclusiones a 
situaciones prácticas tales como la difusión en película que se analiza en este trabajo. Sin embargo 
existen antecedentes de soluciones estocásticas a problemas de difusión que no utilizan 
directamente la ecuación de Fokker-Planck, por ejemplo la simulación de la difusión de moléculas 
"mensajeras" en la médula espinal en el trabajo de Blackwell [2], y la simulación de reacción y 
difusión simultáneas en sistemas celulares en los trabajos de Bernstein  y Elf et. al. [1, 8]. 
En una primera aproximación al problema se usó el método descrito por Blackwell en donde se 
discretiza no solo el espacio sino también el tiempo [2]. La difusividad se usa para calcular la 
probabilidad de que una molécula se mueva como: 
          
  (4.56) 
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usando los   (incrementos en los valores de distancia y tiempo), con esta variable adimensional y 
con los números de moléculas entre las secciones se calcula el número de ellas que difunden. Este 
método se basa en el movimiento de múltiples moléculas entre los intervalos o subvolúmenes 
(definidos en la discretización) por cada incremento de tiempo, el número de moléculas que se va 
a mover en cada subvolumen a su vecino inmediato se calcula por medio de la distribución 
binomial (como se explicará más adelante), lo cual hace que el método simule eficientemente el 
proceso de difusión. Cabe anotar que un subvolumen que está en la frontera solo tiene un vecino 
por tanto las moléculas que se encuentren allí  solo pueden difundir hacia un subvolumen. 
La probabilidad de que un grupo de moléculas se mueva o no está relacionada con la distribución 
binomial [19], que da la probabilidad de obtener   eventos exitosos de   eventos totales. Para el 
caso de la difusión se tienen como argumentos el número de moléculas que se mueven    (o 
éxitos) y el total de moléculas en el subvolumen  , de esta forma: 
  
  
          
  
        
       
(4.57) 
donde    es la probabilidad de que una molécula se mueva (o la probabilidad de éxito) y   es la 
probabilidad de que dicho evento ocurra, es decir que se muevan    moléculas a los 
subvolúmenes vecinos. 
El algoritmo usado para simular la difusión estocástica se basa en el hecho de que se mueven 
moléculas de un subvolumen a otro de la misma manera que la transferencia de masa ocurre a 
nivel microscópico, así el número de moléculas que se mueven es proporcional al número de 
moléculas que hay en el subvolumen, la probabilidad de ir en cada dirección es la misma (como 
solo se simula un eje hay solo 2 direcciones derecha o izquierda), pero el número de moléculas 
que se transfiere es variable. 
Los parámetros de entrada del algoritmo son: los incrementos de tiempo y distancia (      ), la 
probabilidad de difusión    que se reemplaza en la distribución binomial (ec. 4.57), el tiempo 
total de simulación (  ), y la cantidad inicial de moléculas en cada subvolumen de la película. Para 
ahorrar tiempo de simulación se hace una tabla de probabilidad acumulada de la distribución 
binomial con los números posibles de moléculas, por ejemplo si se tienen dos moléculas se tabulan 
las probabilidades de que no se mueva ninguna, de que se mueva una y luego que se muevan dos y 
se suman, luego se tabula la misma información para tres moléculas y así sucesivamente hasta que 
se tenga una tabla con todos los valores posibles correspondientes a los números de moléculas que 
haya en un subvolumen. Aquí se presenta un ejemplo sencillo de una tabla con la probabilidad 
binomial para la difusión, con           
     , (recomendado en la ref. [2]) hasta    . 
Se debe tener en cuenta que las probabilidades son acumuladas es decir representan un intervalo 
de probabilidad y que por ejemplo para una molécula (   ) la probabilidad de que no se mueva 
una molécula es de 0.8 así que si el número aleatorio está entre 0 y 0.8 no se mueve ninguna 
molécula o si el número está entre 0.8 y 1 se mueve una molécula. 
                                      
1 0.8 1.0   
2 0.64 0.96 1.0  
3 0.51 0.9 0.99 1.0 
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Algoritmo 4. 3 Simulación estocástica de difusión unidimensional con el método de Blackwell 
1. En cada intervalo de espacio o subvolumen comparar la tabla de probabilidad binomial 
(comparando en la fila del número total de moléculas N) contra un número generado 
aleatoriamente   , para determinar el número de moléculas que se mueven. Por ejemplo, si el 
número aleatorio es         y     se selecciona     , porque la probabilidad de que se 
muevan 2 moléculas está entre 0.9 y 0.99, en un sistema de 3 moléculas. 
2. Calcular la cantidad de moléculas que van en cada dirección, multiplicando por 0.5 el número 
total de moléculas que se mueve, es decir       (la mitad se mueven en una dirección y la otra 
mitad en la otra, si el número es impar se redondea por defecto para evitar que se muevan más 
moléculas de las que hay y alcanzar un número negativo). 
3. Actualizar el número de moléculas de cada subvolumen. 
4. Si      hacer        y volver al paso 1, de lo contrario se finaliza la simulación. 
En el paso dos del algoritmo 4.3 si por ejemplo se elige mover 99 moléculas, entonces se redondea 
por defecto a 49 hacia un lado y el resto 99-49 = 50 hacia el otro lado. 
Para simular la condición de frontera de concentración constante (que corresponde al extremo de 
la película, ver sección 4.2) en el primer subvolumen se fija el número de moléculas, es decir que 
las moléculas pueden difundir desde y hacia él pero el número de moléculas nunca se cambia. Con 
el fin de probar diferentes situaciones de difusión se usaron dos condiciones de frontera distintas 
para el final de la película, descritas en el texto de Gardiner [11]: 
 En la condición de reflexión el último subvolumen recibe moléculas y estas solo pueden 
difundir al subvolumen adyacente a él o sea al penúltimo subvolumen pero no pueden salir 
del sistema (figura 4.18).  
 En la condición de salida por la frontera las moléculas no solo llegan al subvolumen y 
difunden al subvolumen vecino sino que también pueden salir del sistema si difunden en 
el sentido contrario (figura 4.19). 
Para las simulaciones estocásticas que se presentan a continuación se usaron 50 particiones en el 
espacio y un número constante de 100 moléculas como condición de frontera en el primer 
subvolumen de la película, estos valores se escogieron con el fin de que la gráfica tenga suficientes 
datos para que se pueda apreciar el perfil que origina la difusión. Los resultados de esta sección se 
presentan en gráficas adimensionales, en el eje vertical se representan el número de moléculas 
dividido entre la condición inicial por esto los resultados van de cero a uno y en el eje horizontal la 
longitud es adimensional. 
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Figura 4. 16 Resultados de la simulación de difusión molecular en una dimensión con el método 
de Blackwell. Condición de reflexión en    . Concentración vs. longitud en coordenadas 
reducidas. El color azul corresponde al resultado estocástico, el rojo a la solución analítica (ec. 
4.55), y el negro al método determinístico. 
Para las simulaciones estocásticas de difusión undimensional con el método de Blackwell se 
usaron 50 particiones en el espacio, un número constante de 100 moléculas como condición de 
frontera en el primer subvolumen de la película y la probabilidad de movimiento de moléculas 0.2 
(  ), estos valores se escogieron con el fin de que la gráfica tenga suficientes datos para que se 
pueda apreciar el perfil de concentración originado por la difusión. Los resultados se presentan en 
coordenadas adimensionales (fig. 4.16), el eje horizontal representa la longitud adimensional  , y 
el eje vertical  representa el número de moléculas dividido entre la condición inicial, es decir 
      , así que en ambos los valores están en el intervalo [0,1]. En la figura se muestran las 
distribuciones de concentración para cuatro valores distintos de tiempo obtenidas con tres 
simulaciones con el método estocástico [2], la solución analítica (ec. 4.55), y el método 
determinístico (Crank-Nicholson). Cada simulación tarda alrededor de 4 horas en un computador 
Pentium 4 de 3.2 Ghz. 
Se aprecia como el método coincide muy bien con el resultado determinístico para los tiempos que 
se muestran en la figura 4.16 excepto por una pequeña desviación cuando        , esto se debe a 
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que la simulación determinística y la estocástica tratan de forma diferente la condición de frontera 
en el final de la película, la determinística tiene una condición de acumulación, pero la estocástica 
no tiene las condiciones de frontera tradicionales del sistema determinístico, por tanto al hacer la 
traducción en las condiciones de frontera el método estocástico presenta estas diferencias en el 
extremo de la película (en    ). En el tiempo         las moléculas han empezado a difundir 
en la película, en el tiempo        ya han alcanzado el otro extremo de la película y en los 
tiempos finales las moléculas tienen una cantidad constante en toda la película. El resultado del 
método estocástico coincide muy bien en el primer tiempo (       ) con el método analítico 
pero para los demás tiempos no, ya que la solución analítica se deduce de una condición inicial 
(   ) y una de frontera (   ), por tanto cuando empiezan a llegar moléculas a la frontera 
    la solución analítica deja de coincidir con los demás métodos. 
El método estocástico de Blackwell resulta ser eficiente para simular la difusión porque “mueve” 
grupos de moléculas simultáneamente, y el tiempo de cómputo es de 4 horas mientras que el de 
Gillespie es de 10 horas, además los resultados fueron satisfactorios, pero se encontró que no es 
compatible con el método de Gillespie para la simulación de reacciones químicas (ver sección 
4.3). Esta incompatibilidad se debe a que el "salto" del tiempo   en el método Gillespie se calcula 
de acuerdo a la propensidad de la reacción, o difusión en este caso, y cambia a lo largo de la 
simulación, mientras que el método de Blackwell utiliza un salto de tiempo fijo    determinado. 
Para evitar este problema de compatibilidad la difusión se simuló mediante una modificación del 
método de Gillespie propuesta en el trabajo de Elf et. al. para la simulación de cinéticas de 
reacción-difusión en sistemas biológicos con una geometría tridimensional [8]. En esta 
formulación de nuevo se discretiza el espacio en varios intervalos o subvolúmenes (en este caso de 
longitud   ) pero en lugar de grupos se mueven moléculas individuales de un subvolumen a otro, 
y estos movimientos se simulan por analogía con el método de Gillespie. Para obtener las 
propensidades es necesario calcular una constante difusiva  , así: 
  
 
   
 
(4.58) 
donde   es la difusividad del componente. Luego, con el número de moléculas presente en el 
subvolumen se calcula la propensidad de que una molécula se mueva por analogía con el método 
de Gillespie: 
      (4.59) 
Así la difusión es un evento más en el sistema: el movimiento de una molécula de un subvolumen 
escogido al azar a otro subvolumen adyacente a él. Sin embargo el problema con este método es 
que como se simula un evento a la vez la simulación es poco eficiente y hace muy lenta 
comparada con el método de Blackwell, en que se desplazan grupos de moléculas. 
La simulación se hace siguiendo el Algoritmo 4.4, basado, como ya se dijo, en la subdivisión del 
espacio en varios subvolúmenes. Para llevar un registro del estado del sistema se usan tres 
matrices [8]: 
 Matrices de configuración: Para cada compuesto se crea una, cada elemento representa el 
número de moléculas que contiene cada subvolumen. Por ejemplo, con 4 subvolúmenes, y dos 
compuestos (  y  ) el el sistema, si hay 100 moléculas de   en el primer subvolumen y cero 
en los demás la matriz de configuración es         ; para el compuesto  , si tiene 
100 moléculas en el subvolumen 4 y cero en los restantes, la matriz sería          
 Matriz de conexión: En esta se especifica con que otros subvolúmenes está conectado cada 
subvolumen a su derecha y a su izquierda. Si se trata de un subvolumen en una frontera del 
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sistema simplemente se pone el mismo número del subvolumen en la matriz para indicar que 
allí no hay difusión, por ejemplo el subvolumen a la “izquierda” del 1 es el mismo 1 puesto 
que no hay más subvolúmenes en esa dirección (ver figura 4.17 ). Para el mismo ejemplo 
anterior, con 4 subvolúmenes en un espacio unidimensional se tiene 
 
Subvolumen 1 2 3 4 
Derecha 2 3 4 4 
Izquierda 1 1 2 3 
1          2          3          4
 
Figura 4. 17 Esquema del movimiento de las moléculas. 
 Matriz de velocidad: Es simplemente en donde se almacenan las propensidades de difusión de 
cada especie en cada subvolumen para poder calcular las probabilidades de difusión y el 
avance del tiempo a partir de ellas, para el mismo caso con dos especies y 4 subvolúmenes: 
      
                    
                    
  
(4.60) 
Estas tres matrices pueden ser interpretadas simplemente como construcciones de programación 
que fueron desarrolladas para agilizar los cálculos en las simulaciones de sistemas 
tridimensionales propuestas por Elf et. al. [8]. Pero se encontró en este trabajo que en una 
simulación unidimensional el ahorro de tiempo de cómputo que generan sigue siendo notorio. 
El algoritmo usado para simular la difusión estocástica es: 
 
Algoritmo 4. 4 Simulación estocástica de difusión unidimensional con el método de Elf. 
1. Generar las matrices de conectividad y configuración. 
2. Calcular la matriz de velocidades y la suma de todos sus elementos        
      
   
   
   . Donde 
los superíndices     y     son los números totales de compuestos y subvolúmenes (Por analogía 
con el método de Gillespie ec. 4.35). 
3. Calcular el avance del tiempo             
4. Escoger el subvolumen donde ocurre la difusión y la especie a difundir comparando un número 
aleatorio con las propensidades normalizadas (o probabilidades      
     ) de que ocurra cierto 
evento. 
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5. Actualizar las matrices de velocidad y de configuración de acuerdo al evento de difusión 
ocurrido. 
6. Hacer      , si el tiempo es mayor o igual al tiempo final termina, si no vuelve al paso 2. 
 
 
Figura 4. 18 Resultados de la simulación de difusión molecular en una dimensión con el método 
de Elf, con condición de reflexión. Concentración vs. longitud en coordenadas reducidas. El color 
azul corresponde al resultado estocástico, el rojo a la solución analítica, y el negro al método 
determinístico 
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Figura 4. 19 Resultados de la simulación de difusión molecular en una dimensión con el método 
de Elf, con condición de salida por la frontera. Concentración vs. longitud en coordenadas 
reducidas. El color azul corresponde al resultado estocástico, el rojo a la solución analítica y el 
negro al  método determinístico 
Se hicieron simulaciones estocásticas de difusión de un solo componente usando el algoritmo 4.4 y 
las mismas condiciones que con el método de Blackwell,  50 particiones en el espacio y 100 
moléculas en el primer subvolumen con una constante difusiva (ec. 4.58) correspondiente a 
             y (el espesor de la película dividido entre 50) y          
      . En el 
extremo derecho, es decir en    , se probaron las dos condiciones de frontera, reflexión (fig. 
4.18), y salida por la frontera (fig. 4.19); mientras que en ambos casos en el extremo izquierdo, 
   , se aplicó la condición de frontera de mantener un número constante de moléculas en el 
primer subvolumen. Para cada caso se repitió 3 veces la simulación estocástica, y se muestran 
también en las gráficas los resultados con la solución analítica (ec. 4.55) y la solución 
determinística por el método de Crank-Nicolson. 
Al usar la condición de reflexión en     (fig. 4.18) en los dos primeros tiempos          y 
        los resultados obtenidos son similares al método de Blackwell, se desvía un poco del 
analítico y del determinístico, debido a la traducción de las condiciones de frontera. Con la 
condición de salida por la frontera en     (fig. 4.19) se puede ver que el resultado estocástico se 
desvía bastante con respecto a la solución analítica y determinística para los tiempos finales de la 
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simulación (           ) porque las moléculas tienen una forma de salir del sistema en el 
último subvolumen (   ) y no se acumulan, así el perfil queda “inclinado” y no alcanza la 
igualdad de concentración en toda la película que es lo que se esperaría en el estado estable del 
sistema, por tanto esta condición de frontera no es la que mejor representa el sistema a simular. 
Cada simulación se tarda aproximadamente 10 horas en un computador Pentium 4 de 3.2 Ghz. 
 
Figura 4. 20 Resultados de la simulación de difusión molecular en una dimensión para dos 
componentes con el método de Elf, con condición de reflexión en y=1. Concentración vs. longitud 
en coordenadas reducidas. El color azul corresponde al resultado estocástico (oscuro para A, claro 
para C), el rojo a la solución analítica, y el negro al método determinístico. Las líneas punteadas 
corresponden a los resultados para C.   
 
Para comprobar la extensión del modelo estocástico de difusión a sistemas multicomponente 
también se hicieron simulaciones incluyendo dos compuestos distintos, A y C, con difusividades 
         
       y          
       . que se escogieron de la tabla 4.1. para verificar la 
simulación con dos difusividades muy distintas, manteniendo el mismo valor de              
para calcular las constantes difusivas. En el primer caso (fig. 4.20) se impusieron las mismas 
condiciones de frontera que en el ejemplo anterior, un número de moléculas constante en el primer 
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subvolumen (   ) y la condición de reflexión en el último (   ), para los dos componentes. 
En el segundo caso (fig. 4.21) se invirtieron las condiciones para el componente C, es decir que se 
impone un número de moléculas constante en     y la condición de reflexión en    .  
 
Figura 4. 21 Resultados de la simulación de difusión molecular en una dimensión para dos 
componentes con el método de Elf, con condición de reflexión en y=1. Concentración vs. longitud 
en coordenadas reducidas. El color azul corresponde al resultado estocástico (oscuro para A, claro 
para C), el rojo a la solución analítica, y el negro al método determinístico. Las líneas punteadas 
corresponden a los resultados para C. 
En estas figuras se ve el mismo comportamiento que en sus contrapartes de un solo compuesto, la 
tendencia de la concentración para ambos compuestos es la misma pero el compuesto C tarda más 
en difundir por el hecho de tener una difusividad menor, pero al igual que las simulaciones de un 
solo componente los resultados no coinciden del todo con los métodos determinístico y analítico 
en los valores iniciales de tiempo. Como era de esperarse en la fig. fig. 4.21 se nota que el 
componente C difunde en el sentido contrario debido a que las condiciones de frontera fueron 
invertidas, pero muestra los mismos resultados que para un solo componente. Cada simulación 
multicomponente tarda aproximadamente 15 horas en un computador Pentium 4 de 3.2 Ghz. 
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4.6 Simulación estocástica de reacción y difusión 
unidimensional 
 
El sistema que se quiere simular se describe en la sección 4.2, consiste de una película en donde 
hay dos componentes, A y B. La concentración de A se mantiene constante en un extremo de la 
película pero inicialmente es nula en el resto de ella, la concentración de B tiene un valor inicial 
uniforme en toda la película, a medida de que A difunde en la película reacciona con B para 
formar un tercer componente C (ver ec. 4.4), del que inicialmente no hay nada en la película. Este 
sistema se describe con las ecuaciones 4.5-4.16 de la sección 4.4, pero sin los términos de 
cristalización, así quedan en esta forma: 
   
  
    
    
   
          
(4.5) 
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(4.13) 
sujetas a las condiciones de frontera 
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(4.16c) 
Y a la condición inicial: 
                     (4.61) 
donde   y   representan distancia y tiempo adimensionales,   es una constante adimensional (ver 
sección 4.5) y k la constante de reacción (esta constante se debe multiplicar por     para que sus 
unidades sean consistentes), y       y     representan concentraciones de sus especies respectivas 
(ver sección 4.5) estas ecuaciones se resuelven por el método de Crank-Nicholson (apéndice A). 
Debido a que el sistema tiene ahora tres especies distintas y además pueden ocurrir reacciones la 
matriz de velocidad cambia. Las propensidades de reacción se calculan de la misma forma que en 
el método de Gillespie y las de difusión de la misma manera como se hizo en la sección anterior 
(ec. 4.59), de esta forma con los eventos de difusión y reacción queda así: 
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 (4.62) 
 
 El algoritmo para simular la difusión y reacción simultáneamente es básicamente el mismo que el 
de Gillespie (algoritmo 4.4) pero se agregan nuevos eventos de reacción a la lista. 
 
Algoritmo 4. 5 Simulación estócastica de difusión unidimensional y reacción simultáneas 
1. Generar las matrices de conectividad y configuración. 
2. Calcular la matriz de velocidades para todos los componentes y la suma        
      
   
   
    
3. Calcular el avance del tiempo             
4. Escoger el subvolumen donde ocurre la difusión y la especie a difundir comparando un número 
aleatorio con las propensidades normalizadas (o probabilidades        
     ) de que ocurra cierto 
evento. 
5. Se actualizan las matrices de velocidad y de configuración de acuerdo al evento  elegido. 
6. Hacer      , si el tiempo es mayor o igual el tiempo final termina la simulación, si no 
vuelve al paso 2. 
Para simular estocásticamente la difusión y reacción simultáneas con el algoritmo 4.5 fue 
necesario traducir las condiciones de frontera del método determinístico a condiciones en el 
método estocástico. Si bien es la relación          la que gobierna los perfiles de concentración 
también es posible convertir las concentraciones iniciales (       , en      
 ) a cantidades de 
moléculas por unidad de volumen, es decir que se obtiene el número de moléculas en cada 
subvolumen, conservando la proporción entre los reactivos. Por ejemplo en esta simulación el 
número de moléculas al inicio se especificó con la relación           y con un factor de 
proporcionalidad arbitrario de                                 , una concentración 
inicial de 20mol/m
3  
del compuesto B equivale a 1000 moléculas en cada subvolumen, y una 
concentración de 2 mol/m
3 
del componente A equivale a 100 moléculas en el primer subvolumen y 
para el resto es cero. Al igual que en la simulación anterior se usaron 50 subvolúmenes en el 
espacio, luego en el tiempo inicial la matriz de configuración para A fue          , 
para B                , y para   como no hay moléculas inicialmente, 
      . Para simular las condiciones de frontera del compuesto A se fija la cantidad de 
moléculas en el inicio de la película, y se usa la condición de reflexión para el otro extremo. La 
condición de reflexión se usa también en ambos extremos para los componentes B y C. Se usaron 
las mismas constantes que en la sección 4.2 (tabla 4.1), para calcular las difusividades  
A diferencia de lo obtenido con la simulación estocástica de la difusión sola los resultados de la 
simulación estocástica con difusión y reacción simultáneas (fig. 4.22) sí concuerdan muy bien con 
los resultados analíticos o determinísticos aunque hay un ligero desvío de la concentración de C 
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probablemente causado porque hay más eventos de difusión que de reacción ya que las 
propensidades para la difusión son más altas que las de la reacción, al haber más eventos de 
difusión la velocidad de reacción disminuye haciendo que la cantidad de C sea más baja que la 
determinística. Cada simulación tarda aproximadamente 16 horas en un computador Pentium 4 de 
3.2 Ghz. 
 
Figura 4. 22 Resultados de la difusión y reacción en coordenadas adimensionales de concentración 
vs. distancia. El color azul corresponde al componente A, el verde al B y el rojo al C. Las líneas 
negras corresponden a la solución determinística. 
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4.7 Simulación estocástica de reacción, cristalización y 
difusión 
 
El sistema es el mismo descrito en la sección 4.6, con una reacción heterogénea en un tanque 
agitado donde se burbujea un gas, de forma que hay reacción, cristalización y difusión 
simultáneas. Hay que tener en cuenta que la simulación de la sección 4.4 no se ajusta para este 
modelo de ya que no incluye la reacción, ni la difusión, por tanto hay que adaptar el algoritmo 4.5 
para incluir todos estos fenómenos. Al incluir la difusión, el modelo se hace más realista debido a 
que es la difusión la que realmente controla el proceso, es decir que la reacción es muy rápida en 
comparación con la difusión. 
El modelo que representa este sistema se encuentra en la sección 4.2, las ecuaciones diferenciales 
que describen el sistema son las ecs.4.5-4.8 y las constates usadas para la simulación se encuentran 
en la tabla 4.1, la forma para calcular las propensidades para la difusión y la reacción a partir de 
las constantes se encuentran explicadas en la sección 4.6, y las propensidades para la cristalización 
(nucleación y crecimiento) se encuentran en la sección 4.4.  
Ahora el sistema no solo tiene tres especies sino que también se forman cristales los cuales hay 
que tenerlos en cuenta en la matriz de velocidades, entonces hay que añadir nuevos eventos como 
es el de la nucleación, el crecimiento y la difusión de los cristales que se formen. A continuación 
se muestra un ejemplo de una matriz de velocidad para los núcleos y el primer tamaño de los 
cristales. 
     
 
 
 
 
 
 
 
 
 
                                    
                                                            
                                    
                    
                    
                    
                    
                     
 
 
 
 
 
 
 
 
 
(4.63) 
 
Algoritmo 4. 6 Simulación estocástica de reacción, difusión y cristalización con nucleación y 
crecimiento 
1. Hacer    , fijar las cantidades iniciales de moléculas en los subvolúmenes. 
2. Calcular la matriz de velocidades y la suma de todos sus elementos        
      
   
   
   . Donde 
los superíndices     y     son los números totales de compuestos y subvolúmenes (Por analogía 
con el método de Gillespie ec. 4.35). 
3. Generar dos números aleatorios   ,    en el intervalo [0,1] para cada evento. 
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4. Definir el avance del tiempo para cada evento (reacción)                 y sumarlo al 
tiempo total      . 
5. Escoger el subvolumen donde ocurre la difusión y la especie a difundir comparando un número 
aleatorio con las propensidades normalizadas (o probabilidades        
     ) de que ocurra cierto 
evento. 
6. Ajustar la cantidad de moléculas de acuerdo al evento elegido. 
7. Si el tiempo es menor al total fijado en el paso 1, volver al paso 3, de lo contrario se finaliza la 
simulación. 
Nota: Con un solo número aleatorio se escoge el evento y el subvolumen en el que ocurre, al 
comparar este con toda la matriz de probabilidades acumuladas. 
Además de esto como se trabaja en términos de número de moléculas y las expresiones 
velocidades de nucleación y crecimiento se expresan en unidades de concentraciones, se 
convierten las unidades de la siguiente forma 
       
  
  
  
 
(4.50) 
donde    es la concentración de C,    es el número de moléculas de C,    es el número de 
moléculas de B y     es la concentración inicial del compuesto B.  
Para incluir la cristalización se adaptó el algoritmo 4.5 incorporando los eventos de nucleación y 
crecimiento, suponiendo que la población de núcleos aparece en proporción a las moléculas de C 
formadas y además que el crecimiento se da cuando a un núcleo o cristal se agrega una molécula 
de C. Con esto en el algoritmo 4.6 se genera una población de cristales de distintos tamaños en 
cada subvolumen, con estos se puede obtener el número de cristales de cada tamaño (es decir el 
histograma de  ) a partir de la condición inicial y que va cambiando a medida que avanza la 
simulación. Luego, siguiendo la metodología de Wachi y Jones la densidad molar de partículas se 
define con la integración sobre los tamaños discretizados de los cristales [36], calculado como: 
          
            
 
 
                   
 
(4.64) 
donde la función         representa el número de partículas en el final de la película, el término 
          representa la condición de frontera, y se divide el término que está entre llaves por 
       para obtener la media del tamaño de los cristales por cada subvolumen. La integral se 
resuelve con el método de los trapecios. 
La población molar de partículas se obtiene al normalizar la densidad de partículas, donde el 
subíndice de la sumatoria indica que se incluyen todos los tamaños en el histograma, desde el más 
pequeño hasta el más grande: 
      
     
        
 
   
 
 
(4.65) 
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Donde       es la función distribución de los cristales normalizados, mientras que         es el 
número de cristales en cada uno de los tamaños y en cada subvolumen. 
Para la simulación de reacción y cristalización se debe definir el volumen total del sistema ( ), el 
volumen específico (  ), la concentración inicial de los compuestos (       ), las constantes de 
reacción, nucleación y crecimiento (       ); las difusividades ( ), el número de secciones (es 
decir subvolúmenes) en la película, y el número de particiones para la distribución de tamaño de 
cristales. La cristalización empieza cuando la concentración de C supera la concentración de 
equilibrio, pero como se trabaja en términos de moléculas se hace uso de la ec. 4.50 para hacer la 
traducción. 
En este caso la reacción, cristalización y difusión simultáneas se simularon usando el algoritmo 
4.6 y los mismos parámetros de las simulaciones anteriores, el espacio de la película se discretizó 
en 50 secciones iguales o subvolúmenes, con un número constante de 100 moléculas de A en el 
primer subvolumen, y 1000 moléculas de B en cada subvolumen (como condición inicial). Para 
obtener la distribución la variable del tamaño de cristal ( ) se dividió en 30 particiones que 
representan los diferentes tamaños de cristales que pueden alcanzar las partículas en el sistema, 
partiendo de 1×10
-7
 m hasta 45 × 10
-6
 m, el límite teórico del tamaño que puede alcanzar un cristal 
(  ) [36]. El volumen del sistema se calcula en base al número de moléculas de B, ya que este 
compuesto tiene una concentración inicial definida, de esta forma, con            
  se 
obtiene                        
     , donde    es el número de Avogadro.  
En la figura 4.23 se muestran los resultados de tres simulaciones independientes de de difusión-
reacción en las que se ha incluido cristalización. Se puede observar como el comportamiento del 
sistema sigue siendo muy similar al de la figura 4.22, pero con la diferencia de que C se está 
consumiendo por el efecto de la cristalización y por esta razón las cantidades de C no son muy 
altas en ningún punto de la simulación. 
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Figura 4. 23 Resultados de la difusión y reacción con cristalización simultánea en coordenadas 
adimensionales de concentración vs. distancia. El color azul corresponde al componente A, el 
verde al B, y el rojo al C. 
A diferencia de la sección 4.2 en donde se muestran los perfiles desarrollados en       (tiempo 
de simulación) y toma alrededor de 100 segundos en consumirse el reactivo, aquí la simulación se 
desarrolló en mucho menos tiempo, solo 1 segundo, esto es porque la condición de frontera fue 
modificada pasando de un volumen específico (  ) de 0.002 m a 0.00002 m, lo cual disminuye 
proporcionalmente el tiempo de simulación. Cada simulación tarda aproximadamente 16 horas en 
un computador Pentium 4 de 3.2 Ghz. 
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Figura 4. 24 Función de distribución E de tamaño de cristal en cuatro valores de tiempo diferentes. 
Resultados de tres simulaciones independientes. 
La distribución de los tamaños de las partículas de 3 simulaciones se muestra en la figura 4.24, 
donde se ve un máximo de cristales que se mueve de 1x10
-5
 m hasta 2x10
-5
 m o de 10 a 20 micras, 
aquí se nota el crecimiento de los cristales en el transcurso del tiempo. Para los cristales de mayor 
tamaño la distribución da cero ya que los cristales no alcanzan a crecer hasta el límite que es 
4.5x10
-5
 m. 
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
5. CONCLUSIONES 
 
Se logró demostrar que los tres fenómenos simultáneos (reacción, difusión y cristalización) que 
gobiernan un cristalizador se pueden combinar en una sola simulación con métodos estocásticos. 
Los resultados de la reacción y difusión simultánea que se muestran coinciden muy bien con los 
resultados determinísticos, dado que predicen el comportamiento del sistema durante el tiempo de 
simulación, esto refleja un gran acierto para simular sistemas con fenómenos simultáneos y 
sugiere que el método estocástico es válido. 
En los casos expuestos en este trabajo los métodos estocásticos resultaron ser conceptualmente 
más sencillos de entender y de programar que sus contrapartes determinísticas, en las cuales no 
solo hay hacer la modelación (formulación de ecuaciones diferenciales) sino que sus métodos de 
solución varían dependiendo del tipo de ecuación mientras que en el método estocástico solo se 
escogen eventos a partir de números generados aleatoriamente y se comparan con las 
probabilidades de que ocurran. 
Aunque la difusión estocástica se logró simular de acuerdo con las características de su modelo 
determinístico hubo algunas discrepancias, especialmente cuando las moléculas llegan al extremo 
de la película (condición de frontera    ). Esto puede ser causado porque las condiciones de 
frontera determinísticas no necesariamente tienen un equivalente estocástico, por tanto los 
resultados no siempre coinciden. 
El método de Blackwell resultó ser muy eficiente al simular la difusión estocástica, calculando 
este proceso en una fracción del tiempo que lo hace el método modificado de Gillespie, 
desafortunadamente acoplar otros eventos tales como la reacción o la cristalización no es posible 
debido a la incompatibilidad con el salto de tiempo, que se calcula en forma diferente en los dos 
métodos. De otro lado el método de Gillespie es muy versátil, en el sentido de que es capaz de 
simular no solo reacciones químicas, sino también sistemas en los que se adicionan otros eventos 
como la difusión o incluso cristalización, pero tiene el problema de que hay que simular un evento 
a la vez y esto hace que el método sea lento especialmente para sistemas que involucran muchas 
entidades. 
En futuros trabajos se puede intentar mejorar el método reduciendo la cantidad de cálculos 
implementando el método de la siguiente reacción, o creando un híbrido entre los métodos de 
Blackwell y de Gillespie. También se puede plantear una implementación de ejecución paralela en 
un lenguaje de programación de alto nivel, tal como C o FORTRAN. 
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Anexo A: Solución de ecuaciones diferenciales 
usando diferencias finitas 
 
Este apéndice está dedicado a mostrar varias técnicas de solución de ecuaciones diferenciales por 
métodos de diferencias finitas que se usaron en este trabajo. Este tipo de métodos se basan en la 
aproximación de una solución continua a un conjunto de valores discretizados, esto se hace en los 
casos en donde una solución analítica no es posible dada la complejidad del problema. 
En el método de Euler la solución de la ecuación diferencial ordinaria 
 
  
  
           
(A.1) 
se discretiza al pasar de la variable continua   a un conjunto de valores   ,   ,   , etc. separados a 
intervalos definidos de longitud   ([4], capitulo 25). Entonces se aproxima la solución     , 
usando una serie de rectas (ver figura A.1), cuya pendiente es el lado derecho de la igualdad en la 
ec. A. ord 
                        (A.2) 
evaluada en    y   , y   es el tamaño de paso o distancia entre los puntos sucesicos     ,    en el 
eje  , la aproximación a la solución es mejor cuanto más pequeño sea  . 
En la solución de una ecuación diferencial ordinaria (Ec. A.1) con el método de Euler se requiere 
una condición inicial   , y    que produce la derivada          para obtener el valor    
correspondiente al punto siguiente         usando la ecuación A.2. Luego este procedimiento 
se repite en forma iterativa produciendo   ,    y así sucesivamente hasta alcanzar el valor final de 
  definido de antemano. 
 
55 
 
y
xx0 x1 x2 x3
Solución
aproximada
h
Solución
real
 
Figura A. 1 Representación de una ecuación diferencial dicretizada. 
Es posible aplicar la discretización a ecuaciones diferenciales en derivadas parciales, pero en este 
tipo de problemas es necesario discretizar dos o más variables para hallar la solución. En la figura 
A.2 se muestra como se discretizan las dos variables en un espacio bidimensional, por ejemplo el 
formado por el par de variables distancia-tiempo. Aquí las letras i y k, representan respectivamente 
la distancia y el tiempo, cada combinación de estas letras es un "nodo" y cada nodo representa un 
valor de la variable independiente (es decir la incógnita) a determinar en la solución. 
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t
x
k+1
k
i-1        i           i+1
i-1        i           i+1
 
Figura A. 2 Esquema de discretización en dos variables: tiempo y espacio. 
 
Para discretizar las ecuaciones diferenciales también es necesario reemplazar los operadores 
derivada parcial por operadores equivalentes de diferencias, es decir que se aplica la aproximación 
    generando un sistema lineal. Por ejemplo, con un método explícito de solución, para el 
balance de los compuestos A, B y C (sección 4.2). Para simplificar la notación aquí se usan las 
letras de los compuestos         para reemplazar las concentraciones          , sin afectar el 
resultado: 
  
  
    
   
   
      
  
  
    
   
   
      
  
  
    
   
   
            
 
 
(A.3) 
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Se reemplaza la derivada respecto al tiempo por su aproximación en diferencia hacia adelante, y a 
la derivada respecto a   por su aproximación en diferencias centradas y se obtiene: 
         
  
    
                
   
          
         
  
    
                
   
          
         
  
    
                
   
           
     
 
 
(A.4) 
donde los subíndices  ,   representan la posición de los nodos en el espacio y en el tiempo, los 
términos    y    corresponden a la nucleación y crecimiento respectivamente, que están definidos 
por las ecuaciones 4.25 y 4.26. 
Como en el tiempo inicial (k=0) los valores de las variables son conocidos se puede despejar 
     , de la ec. A.4, 
           
                
   
                
           
                
   
                
           
                
   
                 
         
 
 
 
(A.5) 
de esta forma se plantean ecuaciones para cada uno de los puntos de la figura A.2 y se resuelve 
cada ecuación para un tiempo posterior, basándose en los puntos presentes vecinos, de ahí el 
adjetivo "explícito". 
Pero a menos que se seleccione cuidadosamente los valores de    y    este tipo de métodos es 
propenso a problemas de estabilidad, esto quiere decir que a medida que se avanza en los cálculos, 
incrementando t, el error debido a las aproximaciones tiende a acumularse en cada paso, 
generando incluso una oscilación divergente del resultado (en este caso las concentraciones) ([4], 
capítulo 30). 
Para evitar los problemas de estabilidad de los métodos explícitos se usa el método (implícito) 
Crank-Nicolson, evaluando los términos del lado derecho de las ecuaciones A.4 en el tiempo 
presente (k) y el tiempo futuro (k+1)  ([4], capítulo 30). En este método las ec. 4.5 se discretizan 
de esta manera 
         
  
 
  
 
 
                      
   
 
                
   
 
            
 
(A.6) 
 
         
  
 
  
 
 
                      
   
 
                
   
 
            
(A.7) 
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(A.8) 
Así al aplicar estas ecuaciones desde     hasta   se forma un sistema de ecuaciones lineales que 
se pueden resolver por reducción Gausiana o cualquier método equivalente apropiado y se puede 
expresar de forma matricial como: 
   
       
     
   
       
     
   
       
     
 
(A.9) 
donde las variables   tienen la forma de vectores: 
                            
 
  (A.10) 
  es el número de particiones en el espacio,  ,   son matrices con los coeficientes de las 
ecuaciones, para el componente A: 
   
 
 
 
 
 
 
 
            
               
                
  
              
             
 
 
 
 
 
 
 
 
(A.11) 
 
   
 
 
 
 
 
 
 
           
             
              
  
            
           
 
 
 
 
 
 
 
 
(A.12) 
 
Para el componente B: 
   
 
 
 
 
 
 
 
      
               
                
  
              
             
 
 
 
 
 
 
 
 
(A.13) 
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(A.14) 
Para el componente C: 
   
 
 
 
 
 
 
 
      
               
                
  
              
             
 
 
 
 
 
 
 
 
(A.15) 
 
   
 
 
 
 
 
 
 
     
             
              
  
            
          
 
 
 
 
 
 
 
 
(A.16) 
 
Donde el parámetro          y   es un vector columna que depende de las condiciones de 
frontera o términos independientes, por ejemplo para las condiciones de frontera con valor 
constante para el componente A: 
   
 
 
 
 
 
 
  
 
                        
          
 
              
          
 
 
 
 
 
 
 
(A.17) 
 
Para el componente B: 
   
 
 
 
 
 
  
          
 
              
          
 
 
 
 
 
 
(A.18) 
Para el componente C: 
   
 
 
 
 
 
 
                   
 
                       
               
       
 
 
 
 
 
 
(A.19) 
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También puede ser usada para condiciones como el término de reacción, nucleación o crecimiento. 
Los términos de                y          son vectores columna que corresponden a las 
variables del paso siguiente y las del tiempo presente, que se deben resolver para cada paso del 
tiempo. 
Para resolver una ecuación diferencial parcial que tiene tres variables independientes, una en 
tiempo, y dos en el espacio, por ejemplo distancia y tamaño de cristal, se puede usar el un método 
explicito o el método de Crank-Nicolson, pero este genera un sistema muy grande de ecuaciones 
lineales ([4] capítulo 30). Otra forma de abordar este problema es el esquema implícito de 
dirección alternante o esquema IDA que permite solucionar el problema mediante el 
planteamiento de sistemas de ecuaciones en forma tridiagonal más fácil de resolver que el 
planteamiento tradicional de Crank-Nicolson ([4] cap. 30, [6] cap. 5). 
Para implementar este método cada incremento de tiempo se ejecuta en dos pasos, es decir la ec. 
4.8 se aproxima primero planteando las ecuaciones con las incógnitas en la dirección de L desde 
   hasta        (la parte izquierda de la figura A.3) mediante la ec. A.20, luego de que se hayan 
planteado las ecuaciones para cada intervalo de la dirección de x, se procede a plantear las 
ecuaciones con las incógnitas en la dirección de x desde        hasta      (la parte derecha de la 
figura A.3) hasta que se haya hecho para cada intervalo de L (se utiliza el subíndice       para 
señalar que son "medios pasos"). 
 
  
  
  
  
  
    
   
   
  
(4.8) 
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n=1
n=2
n=3
n=1
n=2
n=3
i=1         i=2          i=3 i=1         i=2          i=3
 
Figura A. 3 Esquema del método implícito de dirección alternante. El lado izquierdo representa el 
primer medio paso (de    a       ) y el lado derecho el segundo, (de        a     ) 
 
    
     
     
 
    
  
      
     
     
     
  
   
      
       
        
 
   
 
(A.20) 
 
              (A.21) 
 
donde las matrices y vectores quedan de la forma: 
  
 
 
 
 
 
         
        
  
      
       
 
 
 
 
 
 
(A.22) 
 
  
 
 
 
 
 
         
        
  
       
        
 
 
 
 
 
 
(A.23) 
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 (A.24) 
 
            
     
     
     
      
     
 
 
 
(A.25) 
Los subíndices   y   se usan para denotar la dirección en   y en   respectivamente, y   para indicar 
el tiempo, además el factor adimensional          y el factor           salen de la 
deducción de las ecuaciones. Nótese que este es el primer paso y solo las variables en la dirección 
de   son incógnitas y el avance del tiempo solo es en       , luego se plantean las ecuaciones 
en la otra dirección y se avanza otro "medio tiempo" para completar ambas direcciones. 
    
        
     
    
  
      
     
     
     
  
   
      
         
          
   
   
 
(A.26) 
La forma matricial de esta segunda dirección queda también de la forma                , y 
las matrices y vectores de esta:  
  
 
 
 
 
 
 
      
           
          
 
         
                   
 
 
 
 
 
 
 
(A.27) 
La primera y última fila corresponden a las condiciones de frontera, en     y en    , 
respectivamente. 
  
 
 
 
 
    
          
        
                  
 
 
 
 
 
(A.28) 
y 
                            
 
 (A.29) 
con 
          
        
           
    
 
 (A.30) 
De esta forma se plantean las ecuaciones en una dirección y luego en la otra, de ahí el nombre de 
“dirección alternante”. 
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Anexo B: Distribución cuadrática 
 
Es una distribución continua de probabilidad con límite superior   e inferior   (ver figura B.1), 
definida por la función [39]: 
                     (B.1) 
Los extremos de la función corresponden a     o    , y los parámetros   y   de la ec. B.1 se 
calculan también a partir de   y  : 
  
   
 
 
(B.2) 
 
  
  
      
 
(B.3) 
Los números aleatorios generados de acuerdo con esta distribución quedan dentro del área bajo la 
curva de la función (ver figura B.1), usando este algoritmo: 
 
Algoritmo B. 1 Generación de un número aleatorio de acuerdo a la distribución cuadrática 
1. Definir el intervalo [a b] con el número de monómeros mínimo y máximo de las semillas que se 
van a introducir. 
2. Calcular los parametros   y   con las ecs. B.3 y B.2. 
3. Generar 2 números aleatorios   y   en el intervalo [0 1]. 
4. El primer número   se multiplica por la diferencia del intervalo y se le suma      
        , el segundo   se multiplica por el valor máximo de la función            . 
5. Se calcula el valor de la función con el producto del primer número aleatorio   ,       
        . 
6. Se compara el valor de       del paso 5 con el producto del segundo número aleatorio    si 
este último es mayor al de la función       se regresa al paso 3, sino termina el proceso. 
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Figura B. 1 Representación de la distribución cuadrática. 
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