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As redes de sensores são um conjunto de dispositivos independentes capazes de moni-
torizar determinadas variáveis físicas do ambiente em que estão inseridos e que comu-
nicam entre si, levando a informação até um ponto fixo de controlo. Atualmente estas
redes podem ser compostas até várias dezenas de milhares de sensores, dependendo
da tecnologia usada, possuindo uma capacidade de processamento e comunicação
reduzidos. Esta limitação deve-se ao facto de normalmente serem alimentados através
do uso de baterias ou de energias auto-suficientes como a energia solar. Com o uso
das comunicações sem-fios, é possível flexibilizar ainda mais estas redes, aumentando
o seu alcance, a sua aplicabilidade e até adicionar o factor da mobilidade dos seus
elementos.
Esta tese consiste no desenho, implementação e avaliação de uma rede de sensores
sem-fios móvel ligada à Internet. O objectivo desta rede é a obtenção de dados
cardíacos em tempo real através de vários sensores distribuidos por várias pessoas com
posições dinâmicas, como por exemplo bombeiros durante um incêndio ou uma equipa
de futebol durante um treino, de modo a possibilitar a monitorização em tempo real
dos seus electrocardiogramas. Esses dados serão enviados para dispositivos externos
para visualização e controlo por parte de treinadores ou especialistas médicos. Na
nossa implementação foram obtidos através do uso de um Vital Jacket ligado a um
Shimmer pela interface Bluetooth. Os sensores usados comunicam entre si usando o
protocolo IEEE 802.15.4. Para compatibilizar a nossa rede com a Internet, é usado
a norma 6LoWPAN através da implementação e adaptação da Berkeley Low-power
IP Stack que permite que a nossa rede use endereços IPv6 e possua encaminhamento
dinâmico.
Por fim, foram realizados testes no projeto criado, de modo a ser possível determinar
as capacidades da nossa rede em termos de escabilidade, analisado os possíveis pontos




Sensor networks are sets of independent devices capable of the monitorization of
multiple types of physical variables in the environment in which they are placed. They
intercommunicate and send the information to a single point of control.
Nowadays, these networks can have up to tens of thousands of sensors, depending
on the tecnology used, and have reduced processing and resources capabilities. This
limitation happens due to most of the sensors being battery-powered or using self-
suficient means like solar energy. Using wireless communications, it is possible to
make this networks even more flexible, extending the range, the applicability and even
allowing the network elements to be mobile.
This thesis consists on the design, implementation and evaluation of a wireless sensor
network connected to the Internet. The objective of this network is the real time gath-
ering of cardiological data using many sensors spread accross many people, which can
have dynamic positions, for example first responders during a wildfire or a soccer team
during training, enabling the real time monitorization of their electrocardiograms. The
data is sent to external devices so it can be visualized and controlled by a medical
team, captains or a coach. To obtain the data a Vital Jacket is used in each subject
connected with a Shimmer using Bluetooth. The Shimmers communicate between
themselves using the IEEE 802.15.4 protocol.
To adapt our network with the Internet, we used the 6LoWPAN standard by imple-
menting and adapting the Berkeley Low-power IP Stack that allows the allocation
of IPv6 addresses in our sensors. Finally, our project was tested so we can find the
capacities of our solution in terms of scalability, analysing the bottleneck points and
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With the development of technology and the industry, specially in the field of wireless
networks and electronics, the Wireless Sensor Network (WSN) have now an important
role in the development and management of several parts of the society like the
environment, the industry or health-care. WSNs are composed by multiple low-cost
sensors, with low processing speeds and memory, and sometimes with batteries that
can last for years or even powered by self-sufficient sources of energy, just as heat
or solar energy. Monitorization is one of the most common uses for WSNs, allowing
the automated collection of different types of information, such as toxic gas detection,
machine health control or even alert the occurence of critical environmental events.
These types of networks can have multiple topologies, with or without infrastucture.
Some of the most common are the ad-hoc, where each element of the network routes
data by forwarding it to the other nodes, the mesh network, where every node acts
as a router relaying messages and disseminates their own data, and a more stationary
networks, where the nodes communicate directly with the existing infrastucture like a
router.
Body Sensor Networks (BSNs) are a specific type of WSN used in the medical field
to monitor and record the data sent by wearable sensor equipment that gathers
physiological data from the subject. In this chapter, we will describe our motivation




This thesis started out with the need to evaluate human stress in real-time while
under scenarios with greater physical or psychological impacts such as a team of first
responders, usually with 5 elements, fighting a wildfire or a team of soccer players
during intense training. By creating a network of sensors placed on each subject, it
could be possible dissiminate information and to enable the interoperatibility with
existing monitoring and control software in external devices, the network also needs
to use the IP protocol, so the team’s data could be monitored in any other location.
These types of teams roam arround the scenarios without any predictable movements,
which brings the need of a mesh network with dynamic routes, so regardless of each
subject’s position, the network can be fully functional.
The Vital Responder project [1] also targets the same type of scenarios with each
member wearing a Vital Jacket connected to a smartphone. The Vital Jacket collects
the electrocardiogram data, commonly used to measure stress in humans. In the first
stages of the project, all subjects needed to be in range of an Access Point, later
improved by creating ad-hoc networks using smartphones capable of this type of links.
Our project takes a different direction, by dropping the requirement of a smartphone
and using a smaller wireless sensor created by Shimmer Project. These sensors are
autonomous, with low processing power and memory resources and allow a minimized
energy cost comparing with smartphones.
While this thesis uses vital signs as the source of the data, it could also be deployed
to different types of environments, for example industrial applications, where it could
be possible the monitorization of the toxic values in the air, or the continous flow of a
production line.
1.1.1 Objectives and Contributions
1. Creation of a WSN running in IPv6 connected to external networks, like the
Internet
2. Gather Electrocardiogram (ECG) data using the physiological sensors from the
Vital Jacket (VJ)
3. Sending the collected data from the WSN to external networks
4. Test and evaluate the solution
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1.1.2 Challenges
1. To successfully control the sensors with regards to the working scheme, duty-
cycle and error detection
2. Determine the requirements and obstacles of handling data in low-powered and
low rate networks
3. Determine the technology capable of implementing our objectives
4. Usage of two wireless standards in the same device operating in the same fre-
quency range for communications
1.1.3 Outline
The Chapter 2 will be divided into two sections. The first section describes multiple
scenarios where WSNs are used and their architecture. The second section will focus
on the hardware used on this project and multiple types of existing communication
and routing standards for WSNs.
Chapter 3 describes the tools and mechanisms used to implement the desired archi-
tecture and functionality.
Chapter 4 details the testing scenarios and the results obtained.





State of the Art
2.1 Wireless Sensor Networks
In this section, we will describe and discuss other existing projects for WSNs in multiple
areas. A brief discussion about the objective, architecture and implementation.
2.1.1 Rural and Forest Fire Detection and Verification
Wildfires are one of the most catastrophic and fairly common events, harming habitats,
human property and the economy of the affected regions. In 2009, it was proposed
a solution [2] to help detect wildfires in early stages. As this system is deployed in
the middle of large forest environments, the impact of the infrastucture in the area
is also considered, solar energy to power the sensors and the required equipment by
improving the wireless capabilities using high gain antennas.
Two types of devices are used: wireless cameras and wireless sensors. The cameras are
small and equipped with a high gain antenna to enable a live feed with good quality
able to reach large distances. The wireless sensors are used to gather multiple physical
variables like infrared radiation, smoke or temperature. Using IEEE 802.11g Access
Points (APs), deployed in range of all sensors and cameras, the data is sent through
the access points to a central server and stored in a database. All devices have Internet
Protocol (IP) addresses, so if a sensor emits a possible fire event alert, a firefighter
can connect directly to a camera or a sensor from the Internet to verify the situation.
In the end, using the system could help prevent and help fight a wildfire, by giving
information to the firefighters of probable fire spreading paths, minimizing the impact
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of the wildfire and possible casualties.
In our case, we aim for a non-stationary solution for the sensors, and although the
IEEE 802.11 standard supports ad-hoc networking, this project’s infrastucture is not
very adequated for our case, due to higher energy costs, resources and the need for all
sensors to be connected at all times with an AP.
2.1.2 Mobility Solutions for Body Sensor Networks on Health-
Care
In 2012, Lorenz et al [3] propose a mobile BSN and their respective handover mecha-
nisms to use in healthcare monitorization. The target scenario is a hospital infirmary,
where the body sensors carried by the patients gather multiple body parameters, like
heart rate, body temperature or blood pressure.
The paper describes an infrastured environment with single hop communication, al-
lowing for a complete mobility support for the patients. As the patients perform their
routine actions, the system continuosly records their parameters to enable a much
wider data collection that could help the health professionals the early detect possible
diseases or other abnormal status.
This network uses a star network topology, where all the sensors connect to an AP
directly, which covers an area of about 5 to 10 meters, and is connected with a
gateway to the Internet. The patients’ sensors have specific service requirements,
so if the AP connection falls behind those values, the sensor connects to another AP
using the Received Signal Strength Indication (RSSI) and the Link Quality Indication
(LQI) values to help find the best possible connection. To prevent additional sensor
registration traffic in the network when a new patient is connected to the system, most
of the nodes are all known by the APs, with their type of function and flow of data
being completely static along the time. To enable the connection with the Internet,
this system uses IPv6 over Low power Wireless Personal Networks (6LoWPAN), also
used in this project and described in Chapter 3. While having some similarities with
the technology used, this project focus on a far less infrastuctured scenario, with
multiple hops and the exchange of data between sensors.
2.1.3 ZigBee in Industrial Applications
Another example of the usage of WSNs is within industrial automation facilities to give
the maintenance operators a new way to monitor and control the factory’s equipment
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in real time.
This WSN [4] was deployed in 2006, using low-cost ZigBee sensors standard, that will
be described in the next section. This approach was chosen due to the very high costs
of cable engineering in big industrial facilities, usually leading the enterprises to keep
the factory’s networks isolated.
Different types of data streams between the networks, with distinct types of require-
ments, where safety/emergency operations need higher reliability and delivery rate
followed by the control operations and lastly all the types of monitorization data.
One of the advantages of these types of sensors is the low power consumption, but
because all the nodes will be strategically placed to cover the factory, they were
connected to the power grid in order to achieve a continuous operation.
A mesh network topology was chosen for this network where all transmissions use the
best route to accomplish the network requirements and to add redundacy in case of a
certain node malfunctions.
Three types of nodes were used in this scheme. The Sensor Nodes are directly
connected to each machine to be monitored, creating a communication interface for
the readings and commands. Those sensors trade information with the Sink nodes,
the elements of the mesh network, responsible to propagate the information within
the network to the Gateway node. The Gateway nodes are directly connected to
computers, where the data is stored into databases and where the control operations
are initiated.
According to the authors, an almost perfect reliability was achieved, 99.5% to 99.99%,
and the system is easily scalable to support more equipment. Some problems were
found, the Zigbee’s wireless range raises problems as the factory’s size increases, and
the difficulty to spread the network outdoors, due to the effects that concrete walls
create on the wireless signal.
2.2 WSN Standards
In this project we revolve arround WSNs, so this section will describe four of the most
common WSNs standards and their specifications. In conclusion, Table 3.1 has the
comparison of the most relevant aspects between the described standards.
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2.2.1 IEEE 802.15.4
This standard specifies the physical and media access control layers over LoWPANs.
It was designed to work on low cost nodes with low power consumption, allowing a
device level wireless connectivity.
This protocol allows low-duty cycles allowing the transceiver to be in sleep mode
most of the time reducing the power impact on the batteries. The frame structure
is represented in Figure 2.1, the Maximum Transmission Unit (MTU) is 127 bytes,
smaller if compared to the standard size from ethernet and wi-fi connections of 1500
bytes.
Three types of devices exist in this network, Full-Function Device (FFD), the Reduced-
Function Device (RFD) and the PAN Coordinator. The first two are used to send and
receive data within the network but only FFDs are capable of routing data to another
nodes, since the RFD are usually very low powered and can only communicate with a
Coordinator. The PAN Coordinator is a special type of FFD, capable of creating and
managing a IEEE 802.15.4 network.
Protection against interferences is achieved by combining two techniques: the Carrier
Sense Multiple Access with Collision Avoidance (CSMA/CA) and Guarantee Time
Slots (GTS). In CSMA/CA the sensor waits for the channel to be idle, sending
then data frames after a back-off interval. The sender then waits for the receiver
to acknowledge as a valid transmittion, and in case of data corruption or invalid
transmission, the process is repeated. In the GTS technique, the PAN coordinator
manages time slots, given by a request initiated by the sensors waiting to transmit.
This schedule is sent in a beacon message containing the allocated time slots. Some
type of messages, like the Acknoledgments, skip this mechanism entirely.
To address noise problems, each bit of information transmitted is modulated into four
different signals so the data occupies a larger bandwidth and a lower spectral power
density using Direct Sequence Spread Spectrum (DSSS).
Represented in Figure 2.2, are two network topologies available in this standard: the
star topology and the peer-to-peer topology [6].
The star topology is a centralized network, where the PAN coordinator is connected
to all devices and acts as a central controller with which all communicate. The PAN
coordinator role is to route, initiate and terminate communications on the network
and it is possible to have specific applications running on it so it can follow custom
directives to better suit the requirements of certain types of data flow. 64-bits IEEE
Addresses are used in this type of networks, so each device has its own unique address,
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Figure 2.1: IEEE 802.15.4 Packet Frame. Image adapted from [5]
Figure 2.2: IEEE 802.15.4 Topologies. Image adapted from [5]
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also called extended addresses, used for direct communication between devices in the
network. It is possible to shorten the size of the address by allocating it in the PAN
coordinator, creating a 16-bit address for all devices associated to it.
The peer-to-peer topology also uses a PAN coordinator, but allows any two devices to
interconnect if they are in range of one another. In order to use 16-bit short addresses,
a PAN Identifier is used, enabling communication between different networks using
short addresses. Both multiple hops and communication across independent networks
are allowed but not part of the standard. They require adaptations on higher layers.
Although not covered by this standard, it is possible to implement more complex
network topologies, like mesh networking.
2.2.2 Zigbee
The Zigbee Alliance [7] is a private standardization body of companies involved in
the manufacturing of wireless low power communication chips, simply called Zigbee.
Built on top of IEEE 802.15.4 and defines the higher layers of the protocol stack,
the network layer and the application layer, in order to implement the routing and
multiple hop protocols. The main objective of the added layers is to allow better
scalability without requiring higher power transmitters while having low latency even
with a large quantity of nodes.
This addition enables some new functionality to the networks, as seen in Figure 2.3,
like mesh and tree topologies as well as route discovery, maintenance, ad-hoc protocol
and valid node authentication.
The Zigbee Networks also have a PAN Coordinator, called Zigbee Coordinator. This
proprietary standard adds a new type of device called Zigbee Router which is in charge
of routing all the information sent by the end devices. Due to energy constraints and
the inability to sleep, the Zigbee Coordinator and the Zigbee Router are usually main
powered. If a device wants to send data to another, even if they are in range of one
another, an intermediate is always needed, a Zigbee Router or a Zigbee Coordinator,
to relay their messages. So in the end, Zigbee networks are semi-centralized.
Zigbee and standard IEEE 802.15.4 nodes are not compatible.
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Figure 2.3: Zigbee Topologies. Image adapted from [8]
2.2.3 Bluetooth and Bluetooth Low Energy
The Bluetooth technology is a low-cost short-ranged wireless standard, common in
battery-drive devices like smartphones, laptops and even medical instruments like a
digital stethoscope. This specification includes both link layer and application layer
definitions to enable the intercomunication of a large range of devices. But Bluetooth
driven WSNs are declining [9], because the complexity of its protocol stack demands a
higher memory capacity, a resource that usually lacks in these types of networks. Other
drawbacks are having a slow pairing process between network nodes and relatively
high consumption. The WSN created with Bluetooth have an appointed node called
Bluetooth Master, that initiates the connection to the other nodes, called Bluetooth
Slaves, and receives all their data in order to relay or process itself. These types of
networks are called Piconets.
In Figure 2.4 we see an advanced topology, called a scatternet, created by joining
multiple piconets.
Bluetooth Low Energy, also called Bluetooth Smart, was created to lower the power
consumption while maintaining its communication range. It features a bandwidth up
to 1 Mbps (four times higher than Zigbee’s and IEEE 802.15.4’s) and range up to 30
meters. The main drawbacks of this technology are that it is not compatible with
standard Bluetooth alongside the fact that is not widely deployed even in new devices.
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Figure 2.4: Scatternet. Image adapted from [11]
Also it only supports P2P and star network topologies. Adding to this, there is no
Scatternet support and there is a limitation that the Master node can only connect to
a maximum of 8 slaves [10].
Standard IEEE 802.15.4 Zigbee Bluetooth BLE
Frequency Band 2.4GHz 868/915 MHz; 2.4 GHz 2.4 to 2.483 GHz 2.4 GHz
Max Signal Rate 250 Kb/s 250 Kb/s 1 to 3 Mb/s 1 Mbps
Nominal Range 10 - 100 m 10 - 100 m 30 m 30 m
Basic Cell Star Star Piconet Piconet
Extensions of the Basic Cell None Cluster tree, Mesh Scatternet None
Max number of Nodes 64000 >65000 8 8
Table 2.1: Comparison of WSN Specifications
2.3 WSN Routing Protocols
In this section it will be given an overview on three multihop routing protocols used in
WSN. The choice on what protocols were to be covered was due to their availability
to the operative system used in this project, except for AODVv2, that was still in
development during this thesis. Finally, Table 2.2 has the comparison between the
described routing protocols in regard to the most relevant aspects.
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2.3.1 IPv6 Routing Protocol for Low power and Lossy Net-
works Protocol
The IETF IPv6 Routing Protocol for Low power and Lossy Networks (RPL) pro-
tocol [12] was designed for low power and lossy networks with higher packet loss
rates than the common IP routing protocols. RPL is a distance vector IPv6 routing
protocol that uses Destination Oriented Directed Acyclic Graphs (DODAG) focused
for many-to-one traffic pattern, data sent by multiple nodes to a border router, while
also supporting any-to-any routing.
It is possible to have different best paths depending on the quality of service require-
ments, hence a node in a mesh network can have multiple DODAGs depending of the
type of data transmitted.
To create and maintain the graph, three types of messages are used to exchange graph
information, DODAG Information Solicitation (DIS), DODAG Information Object
(DAO) and DODAG Information Object (DIO). The root of the graph, a border
router, propagates DIO messages to its neighbors to start the DODAG construction.
Seen in Figure 2.5 is the result of the root’s DIO message. Each node calculates its own
rank according to the quality of service requirements, factors like link quality, metric
or being powered by batteries. This allows to optimize the network to create multiple
routes for different types of data. Then, the information is propagated through DIO
messages to the other nodes [13]. Those messages are used so the nodes can choose
their parents and minimize the path to the DODAG root. DIS messages are used by
nodes to solicit DIO messages, so they can recalculate their sub-graph or even use
the information to join another DODAG. Each node only has knowledge about their
parents, uniquely storing the upward routes.
The DAO message is used to create routes. As can be seen in Figure 2.6, when node
A wants to communicate with node B, first a DAO message is sent upwards to the
root to create a path. Then, if the DAO mechanism is running in Storing Mode, node
B will also propagate a DAO message upwards until it finds the first common parent
between A and B, finally storing the route information between both nodes. Following
communications will use the first common parent for the shortest path possible [14].
If the DAO mechanism is in Non-Storing Mode, the nodes are unable to store the
routing information in their local memory, so the root is responsible to keep all the
path information in the graph and responsible as well to forward all comunications
within the DODAG, resulting in worse paths comparing to the Storing Mode but less
resources requirements from the nodes [15].
RPL has two repair techniques, the local and global. The first one happens when a
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Figure 2.5: Propagation of the node’s RPL rank
Figure 2.6: DODAG Storing and Non-Storing Modes. Image adapted from [14]
certain node loses the connection to the next hop in the DODAG and there are no
alternatives. Another path or parent with the lowest rank possible is selected without
any more changes to the graph, meaning the more local repairs are applied in the
DODAG, the less optimized it can become. In order to re-optimize the network, the
root starts a global repair that rebuilds the graph completely, at the cost of increased
control traffic in the network and resources spent by the nodes recalculating their
rank [12].
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Figure 2.7: Collection Tree Protocol tree. Image adapted from [16]
2.3.2 Collection Tree Protocol
Collection Tree Protocol (CTP) [16] is a collection based distance vector routing
protocol also designed for sensor networks.
This protocol uses minimum cost trees and is address-free [17].
When a certain sink node, needs to collect data from the network, it turns itself into
the tree root. After that, all the other nodes create a path to the root by using
Expected Transmissions (ETX) values. The ETX is the routing metric and its value
estimates the expected number of transmissions of a certain message for each link.
The root’s value is equal to zero and the final ETX is the sum of the costs of all nodes
in the specific route.
Three components are used in the CTP process: a link estimator that calculates
the ETX of a node and its neighbours, a routing engine that selects the best value
gathered from the link estimator and a forwarding engine that checks if the current
node is the desired destination of a certain packet or if the packet needs to be relayed.
The forwarding engine is also in charge of detecting loops and duplicate packets.
An example of a complete CTP tree is represented in Figure 2.7.
To avoid excess traffic in the network, the route control packets interval is adaptive
depending on the consistence of the topology. All newly created routes have the same
consistence check interval, that can be increased if the consistency maintains for a
certain amount of time, doubling up until a predefined maximum value. If the link
is inconsistent the control propagation rate remains the lowest possible in order to
maintain the route updated [18].
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2.3.3 AODVv2
Formerly called DYMO, this routing protocol is still an Internet draft [19], and it is
intended to release for the next generation sensors, targetting mobile ad hoc networks
with multiple hops.
Since the relative position between nodes in this type of network has a tendency to
always be changing, there is the need for frequent updates of the routing table for all
nodes. In this protocol there is no maintenance of any routing information, as the
route for a specific communication is always calculated on-demand.
This approach has a low communication overhead and requires lower bandwidth, when
compared with typical table-driven protocols.
Two mechanisms are used: the Route Discovery and the Route Maintenance. When
node A needs to communicate with node B, that is not in direct reach, it starts
a Route Discovery process, that floods the network with Route Request (RREQ)s
broadcasts to its neighbors, as seen in Figure 2.8. If a node that receives a RREQ
does not have a route to the desired destination, it adds its own address to the RREQ
before broadcasting the message again to the neighbors in range. By incrementing
the message with their own addresses, a route accumulation, allows the intermediate
nodes to know the routes to every node along the path and also avoids loops. This is
the main difference between this protocol and the first version of AODV, only the next
hop and the destination information is maintained [20]. When the request reaches the
destination, a Route Replay (RREP) is generated and unicasted to the source and
the target, seen in Figure 2.9, so both can learn the route and start to communicate.
If the source node receives multiple RREQ, the route that provides better efficiency,
with a lower hop count or more recent than the others, is chosen for the transmission.
Since nodes in mobile ad hoc networks can often lose the link between neighbors,
AODVv2 uses Hello messages to check if the link is still active during a communication
between nodes [21]. If a certain link fails, a Route Error (RERR) is sent to the affected
nodes so they can start to determine a route by generating new RREQ messages. This
protocol also gives the option for nodes to decline the RREQ process, specially to
avoid battery depletion [22].
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Figure 2.8: AODVv2 Route Request. Image adapted from [22]
Figure 2.9: AODVv2 Route Reply. Image adapted from [22]
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In this Chapter,the architecture, software and hardware used to implement the project
will be described.
3.1 Hardware
In this section, we will be describe the hardware used in this project specifying its
characteristics and the rationale for its usage.
3.1.1 Vital Jacket
The Vital Jacket [23], seen in Figure 3.1, is a medical certified lightweight wearable
medical device with the ability to gather cardiologic data from the user. With its
sensors and a battery, it allows for at least 72 hours of continuous operation with
Figure 3.1: Vital Jacket
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Figure 3.2: Shimmer2r Figure 3.3: TelosB
the possibility of recording the data to a SD card or to transmit it using Bluetooth.
This device enables the gathering of biological data in any location, with the patient
under stress or heavier activities, and giving the possibility to the medical specialist
to monitor the results in real-time. This product is already deployed in some medical
institutions to record long-term electrocardiograms from a pacient while in his normal
life activities, collecting the data into the memory card for posterior analysis.
3.1.2 Shimmer2r and TelosB
Table 3.1: Shimmer2r and TelosB Specifications
Specifications Shimmer2r TelosB
Program Flash Memory 48K bytes 48K bytes
RAM 10K bytes 10K bytes
Wireless Protocol IEEE 802.15.4 IEEE 802.15.4
RF Transceiver CC2420 CC2420
Frequency Band 2400 MHz 2400 MHz to 2483.5 MHz
Transmit (TX) data rate 250kbps 250kbps
Size (mm) 53 x 32 x 25 65 x 32 x 6 (Excluding Battery Pack)
Bluetooth Yes (Version 2.0) No
Accelerometer Yes No
GPS antenna Optional No
In this project, we used Shimmer2r [24] (Figure 3.2) and TelosB [25] (Figure 3.3)
sensors. In Table 3.1 we can see that both sensors are similar regarding the hardware
capabilities, except for the bluetooth antena, available only in Shimmer2r. Because
the VJ only has a Bluetooth interface, the Shimmer2r was the main sensor used,
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while TelosB was mostly used for debug and testing. While not used in this thesis,
the Shimmer2r also has accelerometers and a possibility for a Global Positioninng
System (GPS) antenna increasing the possibilities for future work. The sensors were
developed to work with TinyOS [26], an event based Operating System (OS). In this
project we used the TinyOS 2.1.2 version.
There are many OSs available for this type of sensors and networks, but the shimmer
sensors only support TinyOS at the time this project was developed [27].
3.1.3 Laptop
The laptop’s main objective is to create a bridge between the IEEE 802.15.4 network
and the Internet, which can be connected through IEEE 802.11 or an ethernet cable.
In a real scenario the laptop would be replaced by a better suited device, for example
a Libelium Meshlium [28]. This device can have multiple wireless interfaces including
IEEE 802.15.4 and IEEE 802.11 radios. Its size is considerably smaller thus is more
portable than using the laptop as a gateway. Due to the complexity of the laptop’s
operative system and hardware, it has an higher power consumption than the mesh-
lium, that only has gateway related tasks. Also, it is possible to attach a solar panel
in order to power the meshlium, providing an extended efficiency in outdoor locations
during the day.
In our project, the laptop was chosen instead of the meshlium due to provide an
easier testing and debugging platform for our network, so we could take advantages of
existing software, like packet sniffers, to check the message flow of our system.
3.2 Software Technologies
3.2.1 6LowPAN
This standard was created to bring IPv6 to Low power Wireless Personal Networks
(LoWPAN) bringing a new adaptation layer to the IEEE 802.15.4 protocol so it could
form and maintain IPv6 networks. The advantages of IPv6 address alocation and the
possible integration of the Internet brings many possibilities to innovate and optimize
WSNs. Three types of networks are available in 6LowPAN: centralized networks with
one router (simple LowPANs) or multiple edge routers (Extended LowPANs) and a
decentralized ad-hoc network.
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As the IEEE 802.15.4’s Maximum Transmission Unit (MTU) is 127 bytes, and the
required IPv6’s MTU is 1280 bytes a link-layer fragmentation and reassembly of
packets is needed.
The edge router, when used, is the entity responsible for connecting the sensor network
to the outside, fragmenting, compressing and rebuilding the packets sent between
the internal network and the outer network. This outside network can be another
6LowPAN network or the Internet. Also, the edge router keeps all the information
about the internal nodes, which can be mobile or static nodes.
3.2.1.1 Packet Fragmentation
When a packet needs to be fragmented, being too large to fit on a 802.15.4 frame and
above the 102 bytes of payload, it is split into multiple link-layer frames without any
recovery mechanism for lost fragments.
The fragments have a fragmentation header, indicating the total size of the original
packet, enabling the pre-allocation of the reassembly buffer size, and an offset, so it
is possible to rebuild the packet if the frames are delivered in different order. The
reassembly mechanism has a build-in time limit of 60 seconds.
Due to the power and resource restriction of LoWPANs, the transmission performance
of large IPv6 packets is poor, specially in mesh networks, leading an higher chance of
re-transmissions[29].
3.2.1.2 Header Compression
Without header compression, as seen in Figure 3.4, the sum of IPv6 and UDP headers
size totals 48 bytes, and with 802.15.4 MAC header of 25 bytes, without security
and 16bit addresses), the payload size is about 54 bytes. As such, it is not possible
to transmit payload effectively. The header compression technique [30], allows any
header field that can be calculated from the context to be compressed. For example,
the Next Header field can be compressed to two bits if it uses TCP, UDP or ICMPv6
and the if the source and destination addresses are from known link-local prefixes, the
fields can be compressed to one bit since it can be derived from the IEEE 802.15.4 link
address. Also, stateless compression is used, so nodes do not maintain any compression
state. In Figure 3.5, the IPv6 and UDP headers are compressed to 6 bytes, enabling
a maximum payload of 97 bytes.
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Figure 3.4: 6LoWPAN Frame without compression. Image adapted from [31]
Figure 3.5: 6LoWPAN Frame with full compression. Image adapted from [31]
3.2.1.3 IPv6 Neighbor Discovery
The IPv6 Neighbor Discovery has an extension for 6LoWPANs [32], where optimiza-
tions were made to support the nature of these networks, such as the mobility, header
compression and fault tolerance.
In regular IPv6, the nodes multicast their address within link local scope, but in 6LoW-
PANs, the usage of multicast is avoided, using instead unicast Neighbor Solicitation
and Neighbor Advertisement messages. 6LowPAN router advertisements are also used
to disseminate router information across multiple hops. Because this type of networks
can have many nodes in sleeping mode, all interactions are initiated by them.
3.2.1.4 Berkeley Low-power IP Stack
To bring IPv6 to our network, we used the Berkeley Low-power IP Stack (BLIP),
developed by the Berkeley university. BLIP is the implementation of the functions of
6LowPAN described previously in this section, covering the basic functions for the end
devices as well as the edge router.
At the time of our research, the BLIP 2.0 stack lacked a stable TCP stack and the
libraries were not compatible with the shimmer platform. This meant that changes to
the existing code were needed in order to compile for our nodes. Also, BLIP could not
fully compress the header, since it did not support the UDP port compression, and
Neighbor Discovery which uses link-local broadcasts instead.
We used the UDP stack and alongside that a UDP Shell provided that allows the user
to check some stats from the nodes, such as the routing table and send remote shell
commands directly to the node like the ping utility.
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3.2.1.5 TinyRPL
TinyRPL is the implementation of the IETF RPL protocol on TinyOS 2.x. It does not
include some of the RPL optional features such as the security options and the Non-
Storing mode [33]. This implementation needs BLIP 2.0 to be running on the sensor
and uses many interfaces provided by the IP stack, such as the message queue for the
outgoing messages and the route table storage allocation. Due to the low resource
nature of these types of networks, it is possible to change the number of DODAG
parents a node can have and the size of the routing table, enabling the user to tweak
the memory requirement to the application. Altough it is currently not supported on
the Shimmer Platform, the fact that the shimmers share the same wireless module
(CC2420) as the supported TelosB, allowed the implementation to work without any
changes.
3.2.2 Edge Router
This device acts as the sink node and bridges the data stream between our IEEE
802.15.4 network and the Internet. It runs a router firmware that contains the needed
fragmentation and reassembly mechanisms and allows the gateway to be connected to
multiple routers, enabling the user to create and interconnect multiple WSNs.
To initiate a connection to the gateway, a routable address on the same prefix to
properly join the IEEE 802.15.4 network. Using the laptop as a gateway, a Point-
To-Point Protocol (PPP) needs to be set between both entities and then assigned a
routable address on the same prefix to properly join the IEEE 802.15.4 network. This
serial connection is limited to 115kb/s, so it is an expected bottleneck of our system,
having a lower bandwitdh comparing to the IEEE 802.15.4 transmission speed.
While not tested during this thesis, a Libelium Meshlium will not have this downside
because no PPP connection would be needed.
3.2.3 Dynamic Host Configuration Protocol
Static addressing brings some issues, each new pair of Vital Jacket/Shimmer need
to be manually set to the a specific address. Using dynamic addressing solves this
problem, allowing as many new users as the subnet can support. For a Dynamic
Host Configuration Protocol (DHCP) server we used Dibbler [34], a lightweight IPv6-
only server. The server is installed on the laptop, and uses PPP interface in order
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to communicate with the IEEE 802.15.4 network for the request-and-grant process.
When a Shimmer boots and starts requesting an address alocation, all the DHCP
messages are sent to the server via the PPP connection, and when the process is
complete, they start to relay all the messages sent from nodes that cannot reach the
AP directly.
3.3 Architecture
Each member of the first responders wears a Vital Jacket connected to a Shimmer
and becomes a node in the network. These teams are deployed to terrains with
large proportions, and specially in the case of first responders infrastucturing the
environment so every fireman is within range of an AP could be impracticable. This
results due to the unpredictability of the next wildfire scenario and the need to cover
all the possible paths that the firemen could take within the field.
An example of the network’s topology is represented in Figure 3.6, where the leftmost
subjects send their data to the neighbor closest to the gateway. This gateway will
have the responsability to transmit the information to another devices that could be
on local networks or in the Internet.
From a data stand point, all nodes send similar data at the same periodic rate to
the same central point. This point is a gateway, that is responsible to bridge the
WSN with the Internet. Since all nodes are mobile, they could be often out of reach
of the AP, and when that happens, they will forward the data to a neighbor closer
to the AP until it reaches the gateway. Consequently, the nodes will form a hybrid
architecture, composed an ad-hoc network created between all the nodes connected to
the infrastucture by the single AP.
The network routes will automatically adapt, because it is expected that the subjects
change their positions in field, connecting to new neighbors or being able to transmit
to the AP directly. Even if a subject stands in the same place for some time, the
network routes can change frequently if one of the route nodes gets out of reach or if
the link quality between the network nodes change.
3.3.1 BLIP Changes
While BLIP was fully supported for TelosB, the Berkeley development team never
intended to support Shimmers in their work [35]. In order to run BLIP on our nodes,
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Figure 3.6: Example of a network’s topology
it was necessary to make some changes to the original code.
The first problem encountered was an incompatibility between the Shimmer’s LED
Application Programming Interface (API) and the API that BLIP expected. Since
the existing set of LEDs present in Shimmers, 3 colors, is completely diferent from
the supported nodes, including TelosB with 5 colors, and distinct system calls to
manipulate them. So in order to use BLIP, all wiring regarding the LEDs interface
were disabled. Using TelosB to test the LEDs function, green LED is used to indi-
cate that the node as a proper address alocated to it, and the blue LED to signal
overflows in transmition buffers. The main problem was related to the LQI module,
because different platforms have different ways to obtain the LQI reading that the
RF transciever provides. Since TelosB and Shimmer share the same RF transciever
chip, we added the Shimmer platform to the CC2420 platforms. This was achieved by
using the TelosB libraries related to the BLIP stack and linking them to the existing
shimmer’s building environment that works for standard IEEE 802.15.4 operations.
Another issue was related to ROM/RAM resources, happening also in TelosB motes.
The full featured BLIP program, including the UDP shell, dynamic adddressing and
size of the routing table overflows the sensors’ available memory so those values were
changed many times along the project, tweaked to the current needs or specific phases
of testing. For example, if we needed to check the created routes of the nodes in
a certain scenario, we could disable the dynamic addressing so it would be possible
to increase the maximum number of RPL parents in order to test if the paths were
properly created. This limitations could be surpassed by code optimizations in the
BLIP stack, since the existing solution is not fully adapted to run on shimmers. Also,
the usage of the third version of the Shimmer platform [36], which now include the
same set of LED’s bundled with TelosB and more than the double of RAM/ROM
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resources available in the previous version, reaching 16 KB and 256 KB respectively,
increasing the compability between the existing code and the shimmer platform and





In this chapter we detail the tests done to evaluate our network. The first tests
will focus the standard IEEE 802.15.4 performance and its comparison against a
6LoWPAN network. Following it, we focus on testing all the 6LoWPAN devices,
nodes, basestation and gateway, in multiple scenarios in order to measure the existing
bottlenecks and overall performance of the solution. All the scenarios were realized
indoors, mainly because the signal attenuation and absorption effects are higher than
in most outdoors locations, and that factor enable us to decrease significantly the
outdoor wireless range of 50 to less than 10 meters. This choice was made to make
the testing scenarios more manageable, specially when we changed the location of the
nodes. Also, the placement of the sensors in our tests were made sequentially, so we
can be sure that every Shimmer needed the desired amount of hops to reach the edge
routers. The measured indoors wireless range of the Shimmers was about 8 to 10
meters depending on the characteristics of the room.
There were no tests regarding the creation and maintenance of sessions and handover
procedures were not considered. Since the data flow is one-sided and targets a single
sink node, the implementation of these mechanisms was not needed.
Also, we tested the route repair mechanism by swapping the nodes position. This
transition took an average of 150 ms.
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4.1 First tests and Experiments
In the first experiments we tested a simple duty-cycle between IEEE 802.15.4 and
Bluetooth communications. As seen in Figure 4.1, the first scenario contained three
shimmer nodes, two connected by Bluetooth and two connected by IEEE 802.15.4
radio in order to simulate a single connection to the VJ and the transmition of data
to the nearest neighbor.
Three different firmwares were created without the BLIP stack, one for each Shimmer:
Bluetooth Slave
1. Waits for Bluetooth Master to initiate connection
2. Sends a fixed sized string to the Master (used multiple of 110 to maximize the
standard IEEE 802.15.4 packets) in 100 ms cycles
Bluetooth Master
1. Pairs with the Bluetooth Slave
2. Waits for the Slave to send data, then:
-Records the Slave’s string
-Creates a IEEE 802.15.4 packet containing the received string
-Sends the packet to the listening IEEE 802.15.4 Shimmer
-Listens to the Bluetooth Radio
IEEE 802.15.4 Shimmer
1. Listens to the radio broadcast channel
2. Receives the packet sent by the Bluetooth Master
3. Retrieves the original string and sends by PPP connection to be displayed in the
laptop
4. Blinks the yellow LED to give packet reception feedback
5. Returns to listen to the radio
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Figure 4.1: Initial Duty-Cycle Scenario
This experiment allowed us to learn to establish connections between Shimmers in
Bluetooth and to relay the data using a different interface, the IEEE 802.15.4 radio.
Since every shimmer was in close range of each other, reducing the chance of packet loss
occurences, and the throughput of both wireless technologies, there were no overflows
or any kind of bottleneck in this scenario.
4.1.1 First tests with the Vital Jacket
In a more realistic scenario, we replaced the Slave Shimmer by a Vital Jacket. A
program in Python language using GnuPlot was created, in order to plot the ECG
from the VJ output data while in Test Mode. The application is run in the laptop that
listens to the serial port for the data sent by the shimmer connected in the basestation.
The VJ sends a ECG value in form of a 8 bits unsigned integer each 2 ms, that needs
to be deciphered by the server. A proprietary scheme is used, so the correct ECG
point needs to be converted using a specific procedure provided by the creators of the
VJ.
Altough the VJ has a SD card slot, currently there is no way to use it as a temporary
buffer, which could be helpful saving the data if a network gets overloaded.
4.2 6LowPAN Tests
After implementing BLIP 2.0 and the RPL protocol on our Shimmer’s firmware, some
experiments were run to test the throughput and communication latency. We created
an application in Python to design a specific communication scheme to record the
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Figure 4.2: 6LoWPAN Message Scheme
latency, Packet Reception Rate (PRR) and the jitter between nodes and the laptop.
As seen in Figure 4.2, the shimmers starts the communication, sending a 69 bytes
packet, 64 bytes for the header plus 5 for the payload. This first message has all the
payload bytes set to zeros signal the initiation of the connection.
Then, the gateway will send the same message back to the shimmer, recording the
time the frame was sent. Finally, the shimmer’s last message will contain a sequence
number and the RTT, calculated from the first two steps of the scheme. Upon receiving
this message the gateway will calculate its own RTT and store the values.
There is no packet fragmentation, due to the difficulty of accurately measuring the time
needed to transmit each fragment, avoid additional rebuilding delays in the gateway
and to reduce the ammount of link-layer retransmissions.
Also, a sequence number was added to the shimmer’s packets sent to laptop to enable
the system to detect packet loss.
Some aspects of the application were tuned to specific types of tests, as we will describe
below.
The topologies of the test scenarios were confirmed by checking the routing tables
from each node, to ensure the correct hop count.
4.2.1 Gateway Application
The created application starts by binding a specific port and listening to the address
alocated to the PPP interface. When the nodes start to send their data to the
gateway, in order to calculate the Round Trip Time (RTT), the standard deviation
and the PRR, the application will record and save many variables contained in a pre-
determined ammount of packets sent by the nodes, such as the source destination,
sequence number and payload data. The value used in this thesis was 200 packets for
each node, and when all the necessary data was received, the application returns the
collected information to the user.
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Figure 4.3: Network Interfaces
4.2.2 Basestation
Detailed in Figure 4.3 are the interfaces used to exchange data between the sensor
network and the laptop in our testing scenarios. The edge router, a TelosB sensor,
is connected to the laptop via a Universal Serial Bus (USB) port. Then, a PPP
connection is created so the laptop could properly join the network. This interface
needs an IPv6 address with the same prefix as the WSN.
Then, the edge router will use the IEEE 802.15.4 interface to communicate with the
sensors, and the PPP serial connection to transmit and receive packets with the laptop.
The serial connection established is limited to 115kb/s. So this is an expected bot-
tleneck of our system, due the lower bandwitdh comparing to the IEEE 802.15.4
transmission speed and the fragmentation/reassembly tasks that will need additional
processing time. If the basestation was replaced by another type of sensor similar
to the Libelium Meshlium, no PPP connection would be needed, possibly increasing
the gateway’s throughput. In the following testing scenarios figures, the laptop will
represent two entities, the laptop and the edge router.
4.2.3 Initial Tests
During our first tests, we found out that the edge router firmware did not work properly
on our Shimmer, because the forwarding of the network messages and the header
compression mechanisms were not working properly, leading to problems with dynamic
addressing and messages from and to the gateway network never being delivered
successfully. The problem was not found during this thesis and was resolved by using
a TelosB sensor as the basestation.
Using the Wireshark utility listening to the PPP interface, it was possible to detect
many phases of the system, such as the direct and relayed DHCP message flow, router
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advertisements and using Netcat6 [37]1 to connect to the UDP Shell from any Shimmer,
it was possible to check the routing table.
The tests with the sink node resulted in a average RTT between the AP and the
gateway of 28,97 ms with a confidence interval of 95% with a complete 128 bytes
packet, using a sample of 200 packets. This value is the result of a serial interface
with a 115200 baudrate, about 14.4 kbps, and the added delay created by the bridge
mechanisms between IEEE 802.15.4 and IPv6 networks.
4.2.4 IEEE 802.15.4 vs 6LowPAN Transmission Times
In this tests we aimed to calculate the impact created by 6LoWPAN. As IEEE 802.15.4
does not support multihoping natively 2, a static route was created to emulate a
multihop protocol, because currently there is no implementation of AODVv2 sup-
ported in TinyOS 2.x. One of the shimmers receives the packets and proceeds with
the RTT calculations. This shimmer is connected to the basestation, and with an
existing PrintF library, it is possible to buffer the printf messages through the serial
connection to the Laptop, since there is no sink node to relay the data to the laptop. In
the case of the 6LoWPAN network, only one shimmer will follow the message scheme
described before in periods of 300 ms, and the additional nodes are set to create the
additional hops, run the default BLIP stack running only forwarding and routing tasks,
as seen in Figure 4.4.
To simulate the same interference and signal atenuation, the nodes were placed in
similar positions in both cases. The 6LowPAN network was created first, using the
routing table to check if the proper route was being followed, and then the IEEE
802.15.4 scenario would follow using the same spots for the nodes. In Figure 4.5 we
can see the graph with the corresponding average RTT along multiple hops in the
test scenarios we just described. Although the difference between IEEE 802.15.4 and
6LoWPAN is very significant, with 6LoWPAN’s RTT having more than the double
of IEEE 802.15.4 values, the IEEE 802.15.4 scenario is with perfect conditions with
all the nodes being in close range of each other, reducing the probability of link
retransmissions. Also, as stated in the previous section, there is a notable delay in the
6LoWPAN transmissions between the edge router and the gateway.
1networking utility which reads and writes data accross IPv6 network connections
2As discussed Zigbee does support multi-hop but the Shimmer radios did not support it
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Figure 4.4: 6LoWPAN transmission time scenario
Figure 4.5: Average round trip time with multiple hops with IEEE 802.15.4 and
6LoWPAN Protocols
51
4.2.5 Star Topology Test
To test the edge router capabilities while dealing with a constant data stream, it was
placed up to four shimmers in direct reach of the AP in a star topology.
In the end, this test will stress the AP, so we could learn the capabilities of our
network specially of our edge router, in terms of existing delays, bottlenecks and
possible scalability. In these tests, the shimmers were located close to the edge router,
so we could discard as much as possible the packet loss due to signal strength. Two
tests with different message cycles were used for the shimmers, in which they sent the
data to the gateway in periods of 100 ms and 300 ms.
The timings were chosen due to two different factors. The 100 ms was used to allow
us to stress the network while the 300 ms is an approximate theoretical time needed
for the shimmer’s duty-cycle, considering the data collection from the Vital Jacket
and the transmission times within the network. In Figure 4.6 , Figure 4.7 and Table
4.1, we can see the RTT in both scenarios ,the PRR in Figure 4.8 and the standard
deviation using a confidence interval of 95%.
Analysing the results, it was expected that the RTT increases as we added more nodes
to the scenario. The 100 ms cycle clearly identifies a bottleneck of this network, as
the border router gets overflowed with data, only maintaining RTT values close to the
300 ms scenario due to an lower PRR. The gateway has a slightly bigger RTT results
due to the need to serve multiple nodes.
Because all the nodes are in reach of the AP, the edge router’s buffer is specially under
stress in this case, specially when the transmittion to the laptop is throttled by the
PPP interface.





Table 4.1: Star Topology - Standard Deviation in milliseconds
4.2.6 Common Parent Node Transmission
This scenario, represented in Figure 4.9, will focus on the transmissions of multiple
shimmers on the same parent node before reaching the AP. This topology was used
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Figure 4.6: Star Topology - Average Shimmer and Gateway round trip time using
100 ms cycles
Figure 4.7: Star Topology - Average Shimmer and Gateway round trip time using
300 ms cycles
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Figure 4.8: Star Topology - Average Packet Reception Ratio in 100 ms and 300 ms
periods
Figure 4.9: Common Parent Node Scenario
in order to test how the network reacts if a node needs to relay data from multiple
nodes connected to it while also running the standard duty-cycle. In the figure, the
laptop includes the gateway node and only the parent node is connected to the edge
router. Just like the previous test, this one will use 100 ms and 300 ms cycles, with
up to three nodes connected to the parent shimmer. In this case, as we can see in
Figure 4.10, Figure 4.12 and Table 4.2, even this case leads to packet loss, which was
not seen in the star topology test for periods of 300 ms. The average RTT in Figure
4.11 is slighty lower than the 300 ms readings, due to a lower Packet Reception Ratio,
where only packets with lower RTT are delivered to the gateway. In the 300 ms cycle
scenario, the transmission times increase while maintaining an almost perfect delivery
ratio, meaning that packets spend more time in the network message buffers, in the
parent shimmer or in the gateway, increasing their timings significantly.
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Figure 4.10: Common Parent Scenario - Average round trip scenario with 100 ms
cycles
Figure 4.11: Common Parent Scenario - Average round trip scenario with 300 ms
cycles
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Figure 4.12: Common Parent Scenario - Average Packet Reception Ratio
Number of Shimmers 100 ms 300 ms
2 6.87 7.59
3 14.02 14.13
Table 4.2: Common Parent Scenario - Standard Deviation in milliseconds
4.2.7 Straight Line Scenario
This test has a similar network topology as the 6LoWPAN transmition time test,
where nodes are placed in a straight line with only one possible parent for each node,
as seen in Figure 4.13. Every shimmer has the same application that was described
on the previous 6LoWPAN Tests section. In Figures 4.14 and 4.15 are the RTT for
100 ms and 300 ms messaging periods, in Figure 4.16 the corresponding PRR and
in Table 4.3 the standard deviation of the RTT. This test seems more manageable
for the network, having similar results if compared with the Common Parent Node
Transmission test. While there is a node that needs an additional hop comparing with
the previous test, none of the parents had more than one child, resulting in a better
flow, without the need to keep any packet in a message buffer for longer periods of
time. As the gateway has to reply to multiple nodes with multiple hops count, the
RTT is higher than in the other scenarios, specially when the network has a maximum
of 3 hops. In regard to PRR, the basestation throughput bottleneck is seen with the
nodes running the 100 ms periods with 3 hops, losing approximately 5% of all packets
making the RTT.
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Figure 4.13: Straight Line Node Scenario
Figure 4.14: Straight Line Scenario - Average Shimmer and Gateway round trip time
using 100 ms cycles
Figure 4.15: Straight Line Scenario - Average Shimmer and Gateway round trip time
using 300 ms cycles
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Figure 4.16: Straight Line Scenario - Average Packet Reception Ratio in 100 ms and
300 ms periods




Table 4.3: Straight Line Topology - Standard Deviation in milliseconds
4.2.8 Jitter
To check the difference between the latency of the transmissions, we calculated the
jitter using 300 ms cycle by calculating the absolute value of the difference between
the receive time and the transmit time of two consecutive packets pairs [38]. The
nodes sync their clocks when they are flashed with a drift of more or less 40 Part Per
Million (ppm), assumed negligible of the time period of the experiment.
In Figure 4.17 is represented a graph with the calculated jitter along several message
cycles, with an average of 0.119 ms. Different shimmers were under the same test with
different scenarios, including different cycle times, resulting on very similar plots.
4.2.9 Vital Jacket Considerations
The WSN using the Vital Jacket will not follow this communication scheme, since
it is only a one way communication from the VJs through the shimmers and to the
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Figure 4.17: Communication Jitter with a 300 ms cycle
gateway.
Two possible schemes can be applied to the network: the first is when we maximize the
6LoWPAN payload resulting on higher transmission times in each hop, or adjusting
the quantity of data collected from the VJ to provide a faster data update in the
gateway, increasing the number of transmissions needed to send the same ammount
of data if we maximized the payload.
Using the available payload with the existing compression techniques, each 6LoWPAN
packet can hold to a maximum of 64 ECG samples 3. Each sample can be collected
and transmitted to the shimmer with an average of 2 ms resulting in 128 ms needed
to maximize the packet data. Using the data gathered before for a single hop RTT,
the transmission would take arround 25 ms, the packet will take on average 153 ms
to reach the gateway in optimal conditions. So in the same conditions as our testing
scenarios, we could have a maximum of five VJ connected to the network, if there are
no parents with more than two shimmers connected.
In the case of a team of first responders, as each team is normally composed of five
elements, this network could still be viable without any additional improvements, as
long as it follows the previous stated topology limitations.




Conclusion and Future Work
In this chapter, we give an overview of development, results and problems faced during
the development of this thesis. We also describe some future improvements to overcome
the network’s limitations.
5.1 Conclusion
This thesis describes some potential uses for WSNs and some of the technology behind
such networks. We created a mobile WSN using IPv6 connected to the Internet.
Changes in the software were needed in order to create the network using our sensors,
which caused delays during this project.
The lack of debugging tools and battery depletion were the most challenging aspects
in our work, due to the constant need to return to the starting point of the tests , to
be able to understand the source of the problem.
Although our type of network focused on a constant data stream from all mobile nodes,
which is not the usual scenario of LoWPAN networks, normally used for sporadic
transmissions.
Monitoring the ECG of a team of first responders or a soccer team could be possible
under certain limitations. Other types of physiological sensors with less requirements
than the ECG could be more viable for networks with more sensors.
The fact that the architecture of the network makes it reachable from the Internet,




Multiple options could be taken in order to increase the number of concurrent Vital
Jackets in our network:
1. Data Compression: The research and implemention of adequate data compres-
sion techniques could lower transmission times and increase the scalability of the
network [39].
2. AODVv2: At the time of this thesis, this routing protocol was not implemented
for TinyOS. This protocol targets the next generation of WSN sensors and could
greatly improve routing path repairs in our network.
3. Addition of multiple sink nodes: This could balance the traffic load that we saw
in our edge router increasing the networks throughput. Also, depending on the
placement, it could also avoid the node parent overflows.
4. Selective Vital Jacket gathering: In order to allow bigger teams to be monitor-
ized, the controller could have the ability to specify which sensors gather ECG
values, while the others send simpler types of data, like the heart rate or its
variability calculated within one of the sensors [40, 41].
5. Tests with Libelium Meshlium: One of the biggest bottlenecks in our system
was due to the PPP connection, so using a meshlium could improve our system
providing a more straightforward gateway since it is possible to forward IEEE
802.15.4 radio to IEEE 802.11 directly.
Different sources of data: Some types of data like GPS or temperature readings could
be useful if they were added to our system by increasing the information that the
monitorization software could provide to the controller. In the case of GPS data, the
Shimmer has an model that has an embebbed GPS module. Since the accuracy of the
system is about 3 meters, the GPS readings period can be enlarged, to avoid spending
to much time getting results within the same accuracy range. So, this type of data
would have small impact to the network traffic. In the case of temperature, the sensor
data gathering periods would need to be tested so it could create the lesser impact
possible to our system. In case of similar periods as the ECG data, some additional





RPL IPv6 Routing Protocol for Low power and Lossy Networks
RTT Round Trip Time
WSN Wireless Sensor Network
AP Access Point
BSN Body Sensor Network
VJ Vital Jacket
IP Internet Protocol
RSSI Received Signal Strength Indication
LQI Link Quality Indication
6LoWPAN IPv6 over Low power Wireless Personal Networks
LoWPAN Low power Wireless Personal Networks
MTU Maximum Transmission Unit
FFD Full-Function Device
RFD Reduced-Function Device
CSMA/CA Carrier Sense Multiple Access with Collision Avoidance
GTS Guarantee Time Slots
DSSS Direct Sequence Spread Spectrum
GPS Global Positioninng System
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OS Operating System
BLIP Berkeley Low-power IP Stack
API Application Programming Interface
USB Universal Serial Bus
DODAG Destination Oriented Directed Acyclic Graphs
DIS DODAG Information Solicitation
DAO DODAG Information Object
PPP Point-To-Point Protocol
DHCP Dynamic Host Configuration Protocol
ECG Electrocardiogram
DIO DODAG Information Object




CTP Collection Tree Protocol
ETX Expected Transmissions
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