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A note on methodical order 
	 Conversation	is	the	root	of	
all	information	exchange.	
	 Narratives	convert	tacit	
knowledge	to	explicit	knowledge.	
#	3	
No,	all	embodied		
experience!	
Just	language?	
Narrate| Experience 
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information	sharing	
sense	making	
The 4 Realms of Experience 
	 (Pine	&	Gilmore,	1998)	
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Absorption
Immersion
Active
participation
Passive
participation
EducationalEntertainment
EscapistEsthetic
Performance Augmentation 
with wearables 
sensor-sensory loop: 
super-real experience 
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The	guest	
enacts	experiences	
The	stager	
produces	narratives	
Affordances:	
which	cultures	of	
use	to	support?	
Viewpoints:	
from	what	
perspective?	
	
Abstraction:	
what	matters?	
what	to	pay		
								attention	to?	
Editing:	
how	to	enrich	or	
reduce?	
Social	Scope:	
for	individuals,	
teams,	or	more?	
Sensing:	
which	senses	and	
what	sensors?	
Grand	
Challenges?	
(Fominykh,	Wild,	Smith,	Alvarez,	&	Morozov,	2014)	
Capture	|	Re-Enact	
Research questions (p.14) 
	 RQ01.		How	to	enrich	the	capture	of	activities	and	
experiences	by	means	of	wearable	sensors?		
	 RQ02.		How	to	experience	more	of	the	captured	
activities	and	experiences	via	AR	and	WT	or	a	remote	
simulation?		
	 RQ03.		To	what	extent	can	the	knowledge	of	an	expert	
be	captured	as	wearable	experience?		
	 RQ04.		To	what	extent	can	a	trainee	experience	the	
phenomenology	of	the	expert	through	applying	
wearable	experience?		
#	8	
1 | Capture experience as it emerges 
for	hands-on,	live	guidance	
2 | Wear and repeat 
Re-enact	tailored	content;	wear	the	expert	experience	
3 | Analyse & Post-Process 
Compare,	spot	critical	errors,	reflect.	
Hardware + SDKs (p.19f) 
#	12	
Type	of	Product/service	 Examples	 Use	in	WEKIT	Eye	tracking	sensors	 Head-mounted	eye	trackers	from	vendors	such	as:	SMI,	Arrington	Research,	Tobii,	ASL,	MindMetriks	 Measuring	where	the	user	is	looking	in	a	scene	and	at	what	depth	to	correlate	with	other	metrics	3D	scanners	 Occipital’s	structure.io,	Microsoft	Kinect,	Intel	Real	Sense	 Quick	object	scanning;	body	posture	/	limb	tracking	in	realtime;	depth	sensing	for	awareness	of	workplace	Hand/Finger	posture	and	gesture	tracking	wearable	sensors	 MYO,	LEAP	Motion,	Vuzix		 LEAP	Motion	will	be	used	for	hands-on	teletutoring	(aka	‘GhostHands’	instructions)	or	can	be	integrated	with	Vuzix	Smart	glasses	Cameras	 Machine	vision	cameras	from	vendors	such	as:	Basler,	ImagingSource,	PointGray,	PixeLink.	Crowdemotion	 For	capturing	the	face	region	(facial	expressions)	of	the	user.	360	cameras	(	optional)	 V.360,	Theta360,	PanoPro,	GeoNaute,	Bubble	 Capturing	360	degree	view.		EEG	sensors	 MyndPlay	EEG	headbands,	Interaxon	Muse,	Shimmer	EEG	Raw	and	Bioexplorer	 Worker	well-being,	stress,	mental	effort,	complacency,	agitation	Heart	rate	wearable	sensors	 e-Health	Sensor	Platform,	ShimmerSense,	Heartmath	 Worker	well-being,	stress	to	correlate	with	GSR	and	EEG	Skin	conductivity	wearable	sensors	 e-Health	Sensor	Platform,	Shimmer	sense	 Worker	well-being	(stress	level)	
Smart	Glasses	 Google	Glass,	Epson	Moverio	BT200,	Vuzix	M100,		and	Meta-1	More	examples	can	be	found	in	Smart	Glasses	Market	Report	 For	capturing	the	user’s	point	of	view,	gesture,	voice	recording	and	prompts.	AR	platforms	 Unity,	Vuforia,	Metaio,	Occulus,	Samsung	Gear,	HTC	Vvo	 To	recreate	scenarios	and	simulated	training	environment		
Industrial pilots 
Record,	narrate,	repeat.	
#	13	
#	14	
Maintenance workers  
in Aeronautics 
#	15	
Imaging	and	diagnostic	workers		
in	Healthcare	IT	
#	16	
Sub-system	integration,		
operation	&	maintenance		
in	Space	
The http://WEKIT.one 
Technology	platform	&	interoperability	standards	
#	17	
Components of the WEKIT.one 
Flow	controller	
Speech	output	
component	
Augmenter	
Tracker	(CV	
detection,	other	
sensors)	
Constraint	
Matching	
Analytics	xAPI	logging	
LEM	
respository	
Recommender	
Experience	
recorder	
Authoring	and	
editing	tools	
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Abstract 
The Augmented Reality (AR) promises to provide significant boosts in operational efficiency by making 
information available to employees needing task support in context in real time. At this time,  however, 
there is no general purpose conceptual model and data model specification for representing learning 
activities (also known as employee tasks and procedures) and the learning environment in which these 
tasks are performed (also known as the workplace). 
This document proposes an overarching integrated conceptual model that describes interactions between 
the physical world,  the user, and digital information,  the context for AR-assisted learning and other 
parameters of the environment. It defines a first proposal of the two types of required data models,  
modeling languages, and their binding to XML. 
Creating such interoperability specification and standard will help to open the market,  adding 
interchangeable component products as alternatives to monolithic Augmented Reality-assisted learning 
systems. Moreover, it will enable the creation of experience repositories and online marketplaces for 
Augmented Reality-enabled learning content. Specific attention was given to supporting reuse and re-
purposing of existing learning content and to cater to ‘mixed’ experiences combining real-world learner 
guidance with the consumption (or production) of traditional contents such as instructional video material 
or learning apps and widgets. 
Status of This Document 
This section describes the status of this document at the time of its publication. Other documents may 
supersede this document. 
This document is a draft proposal, input to the IEEE standards association working group P1589 on 
Augmented Reality Learning Experience Models, which is part of the Learning Technologies Standards 
Committee.  
This document serves as a discussion basis. It is not a stable document and the specification outlined may 
change during the discussion. Comments on this document should be sent to the public, but moderated 
mailing list arlem-members@listserv.ieee.org. 
 
LEM: Workplace + Activity 
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