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Abstract
A connectome is a map of the structural and/or functional connections in
the brain. This information-rich representation has the potential to transform
our understanding of the relationship between patterns in brain connectiv-
ity and neurological processes, disorders, and diseases. However, existing
computational techniques used to analyze connectomes are often insufficient
for interrogating multi-subject connectomics datasets. Several methods are
either solely designed to analyze single connectomes, or leverage heuristic
graph invariants that ignore the complete topology of connections between
brain regions. To enable more rigorous comparative connectomics analy-
sis, we introduce robust and interpretable statistical methods motivated by
recent theoretical advances in random graph models. These methods en-
able simultaneous analysis of multiple connectomes across different scales of
network topology, facilitating the discovery of hierarchical brain structures
that vary in relation with phenotypic profiles. We validated these methods
through extensive simulation studies, as well as synthetic and real-data exper-
iments. Using a set of high-resolution connectomes obtained from genetically
distinct mouse strains (including the BTBR mouse—a standard model of
autism—and three behavioral wild-types), we show that these methods un-
cover valuable latent information in multi-subject connectomics data and
yield novel insights into the connective correlates of neurological phenotypes.
The documentation and code for all analyses in this thesis are available at
https://github.com/neurodata/MCC.
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1 Introduction
Understanding how patterns in brain connectivity correlate with observable
phenotypes is an active area of research in neuroscience. Computational inves-
tigations into large volumes of neuroimaging data from multiple modalities
have already yielded insights into the links between brain connectivity and
neurological phenomena such as cognition [1, 2], neurodevelopment [3–5],
the heritability of brain structures [6–8], and the pathology of neurological
diseases [9–12]. Derived from neuroimaging data, a connectome, or map of
the functional and/or structural connections between distinct brain regions,
has recently become an invaluable tool for such analyses, enabling researchers
to model the brain as a network and understand its organization with graph
theoretical methods [13–17]. Successfully associating phenotypic profiles
with variation in the connectome will enable the elucidation of identifiable
neurological structures that underlie phenotypes, thereby transforming our
understanding of the human brain [18]. However, to fully realize the promise
of the connectome, novel statistical approaches that are principled, robust, and
reproducible are required for the analysis of this nascent and highly-complex
data type [19].
From a mathematical perspective, connectomes can be modeled as a net-
work (or graph) of the interactions between brain regions [20]. In this network,
vertices represent discrete parcellations of the brain, and edges represent the
functional or structural connections between these brain regions [21]. From a
graph theory perspective, the connectome can be further described at multi-
ple hierarchical scales of network topology [22]: at the extremes are the local
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scale, characterized by the features of individual edges and vertices in the
connectome, and the global scale, characterized by global patterns in brain
connectivity and often quantified by a variety of graph-level statistics [23]; the
intermediate regional scale focuses on the interactions between distinct subsets
of brain regions (known as communities or blocks), comprising subgraphs of
the connectome [24–28]. Simultaneously considering the local, regional, and
global sclaes of network topology provides a multiscale overview of patterns
in brain connectivity at the level of brain regions of interest.
The fundamental goal of comparative connectome analysis is to identify
differences in network architecture across multiple groups [29]. However,
most of the current methods for analyzing connectomes solely operate on a
single topological scale, ignoring potentially useful biological information
encoded in other scales. This is detrimental as the complementary analyses
provided by multiscale connectomics approaches make scientific insights
into neurological phenotypes more robust [30, 31]. A handful of multiscale
connectomics methods have previously been described; however, they are
either only designed to analyze a single connectome [32, 33], or leverage
graph features that ignore or misrepresent connections between brain regions
[34, 35]. The latter approach is particularly problematic: recent studies have
shown that no set of graph invariants can comprehensively describe network
topology [36, 37]. Therefore, claims that a particular graph invariant explains
a given phenotype are suspect.
To overcome these limitations and enable the rigorous interrogation of
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multi-subject connectomics datasets, we present inferential statistical meth-
ods that provide insight across topological scales of the connectome (Figure
1). Predicated on recent theoretical advances in random graph models, our
methods identify components of the connectome that are connectively differ-
ent across multiple categorical or dimensional phenotypes, which we term
signal components. Specifically, these algorithms can be used to discover
signal edges, vertices, and communities within populations of connectomes
defined on the same vertex set and are appropriate for analyzing connectomes
estimated from either structural or functional neuroimaging data. We for-
mulate these methods as k-sample hypothesis tests, enabling comparisons of
connectomes from more than two distinct phenotypic groups.
We demonstrate the efficacy and utility of our multiscale connectomics
methods by applying them to an open access dataset of ultrahigh-resolution
structural mouse connectomes (derived at a spatial resolution 20,000 times
greater than typical human connectomes) [38]. Additionally, we establish the
superiority of our proposed methods over prevailing connectomics analysis
strategies via information-theoretic comparisons and extensive simulation
studies.
3
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Figure 1: Overview of the statistical framework for multiscale comparative connec-
tomics. (Left) All connectomes must be defined on a common set of vertices and
have an associated categorical label. Labelled representative networks from four
mouse lines whose connectomes we analyze in this work are shown. (Center) Con-
nectomes are fit to random graph models that are specifically chosen to model the
variation in a network at a given topological scale. (Right) Using the categorical labels,
k-sample statistical hypothesis tests are applied to the fit parameters from each model,
yielding a set of the signal edges, vertices, and communities across the groups in a
given multi-subject connectomics dataset. We visualize identified structures using
tractography.
2 Results
2.1 A multi-subject mouse connectome dataset for biological
algorithmic validation
We assessed our multiscale connectomics methods using an open access
dataset of whole-brain diffusion magnetic resonance imaging derived con-
nectomes from four mouse lines: BTBR T+ Itpr3tf/J (BTBR), C57BL/6J (B6),
CAST/EiJ (CAST), and DBA/2J (DBA2) [38]. The BTBR mouse strain is a
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well-studied model that exhibits the core behavioral deficits that characterize
autism spectrum disorders (ASD) in humans [39–41]. Additionally, the BTBR
mouse has significant neuroanatomical abnormalities including the complete
absence of the corpus callosum, a band of nerve fibers connecting the left and
right hemispheres of the brain [42, 43]. The B6, CAST, and DBA2 mice are
genetically distinct strains that do not exhibit ASD-like behaviors. They serve
as wild type behavioral controls in this analysis.
For each strain, connectomes were generated from eight age-matched mice
(N = 8 per strain), with a sex distribution of four males and four females.
Each connectome was parcellated using a symmetric Waxholm Space [44, 45],
yielding a vertex set with a total of 332 regions of interest (ROIs) bilaterally
distributed across the left and right hemispheres. Within a given hemisphere,
there were seven superstructures consisting up multiple ROIs, resulting in a
total of 14 distinct communities in each connectome. Heatmaps of the average
log-transformed adjacency matrix for each strain with hierarchical community
and hemispheric labels are shown in Figure 2.
2.2 Interrogating the local scale
2.2.1 Identifying signal edges
The simplest approach for comparing connectomes is to treat them as a bag
of edges without considering interactions between the edges [19]. Serially
performing univariate statistical analyses at each edge enables the discovery
of signal edges whose neurological connectivity differs across categorical or
5
Edge Weight (log10)






























































































I P S D M H W
Figure 2: Log-transformed average connectomes for each mouse strain with hierarchi-
cal structure labels. Hierarchical labels show the hemispheric and superstructure level.
For hemispheric labels, L (R) denotes the left (right) hemisphere. Superstructures
are labelled as follows: I) isocortex, P) pallium, S) subpallium, D) diencephalon, M)
midbrain, H) hindbrain, and W) white matter. Adapted from [38] with permission.
6
dimensional phenotypes. We introduce Distance Correlation (DCORR)—a pre-
viously established nonparametric universally consistent test [46]—to detect
changes in edges. While classical statistical approaches (such as one-way
analysis of variance (ANOVA) and the Kruskal–Wallis H test) are widely for
edge comparisons [19, 47, 48], we find that DCORR outperforms these standard
tests in this application.
To illustrate this, in the Methods (§4.5), we consider a two-population sim-
ulation setting where edges are sampled from truncated normal distributions.
Supplementary Figure 1 shows that DCORR, ANOVA, and Kruskal–Wallis all
identify signal edges that are different in means, and that no particular test is
superior to the others in this setting; however, when the mean edge weight
is constant but variance is different across groups, only DCORR consistently
detects the signal edge. This is because ANOVA and Kruskal–Wallis both test for
differences in location (the mean and median, respectively) between groups,
whereas DCORR tests for differences in distribution.
Using this framework, we identified the signal edges in across our four
mouse strains. Application of DCORR showed that no edges were significant
at α = 0.05 following Holm–Bonferroni correction. However, this does not
imply that there were no connections between brain regions whose wiring pat-
terns were heterogeneous across different genotypes: because the number of
edges we compared across strains (54,946 edges) was very large, the strongest
signal edge would have had to achieve an uncorrected p-value < 10−6 to be
deemed statistically significant. Due to this limitation imposed by the high-
dimensional nature of connectomics data, we use the ranking of the p-value
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for each edge to identify the strongest signal edges, not statistical significance.
Given this set, we can look for patterns among groups of edges that could be
jointly significant.
A list of the 20 strongest signal edges, along with their corresponding test
statistics and p-values, are given in Supplementary Table 1. The strongest sig-
nal edge is from the left hemisphere corpus callosum to the right hemisphere
striatum. In fact, 13 of the 20 strongest signal edges are adjacent to these two
ROIs, demonstrating that many connections emanating from these regions are
highly heterogeneous across genotypes. This suggests that instead of looking
at signal edges, we might have more luck looking for signal vertices.
2.2.2 Identifying signal vertices
The ability to discover brain regions that are topologically dissimilar across
phenotypes (i.e., signal vertices) is critical for scientific and clinical analyses of
connectomes [49]. Here, we leverage recent advances in the theory of random
graph models to propose a principled statistical method for identifying signal
vertices. We also demonstrate that this method recovers far more information
about ROIs than node-level graph-theoretic features (also known as graph
invariants), the predominant connectomics method for analyzing vertices [19,
50, 51].
We use the omnibus embedding (OMNI) [52] — a graph embedding tech-
nique — to jointly represent all connectomes in a dataset in a common Eu-
clidean subspace. For each connectome, OMNI jointly maps each vertex to a
real-valued vector that corresponds to the vertex’s latent position (see the
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Methods (§4.2)). For each vertex, we then apply multivariate statistical tests to
determine whether the embedding of a specific brain region is different across
groups. Previous statistical findings have shown that the latent position vec-
tors produced by OMNI are asymptotically Gaussian [53], motivating our use
of multivariate analysis of variance (MANOVA) to identify the signal vertices.
To illustrate the value of this approach, in the Methods (§4.6), we com-
pare this approach to two other graph embedding methods, including (i)
the exceedingly popular approach of representing each vertex with a vector
of node-level graph-theoretic features, and (ii) Multivariate Distance Matrix
Regression(MDMR) [54]. In a two-population simulation setting, we sample
graphs from a distribution in which the true number of signal vertices is
determined a priori. For each vertex, we compute a p-value using each of the
three vertex embeddings and set the significance level at α = 0.05 following
Holm–Bonferroni correction. We measure the performance of each approach
via a Receiver Operating Characteristic (ROC) curve, a performance metric
which holistically describes the performance of a binary classifier by charac-
terizing the trade-off between sensitivity and specificity as the discriminant
threshold of the classifier is varied. Supplementary Figure 2 shows that OMNI
is a far superior vertex representation method than graph-theoretic features
or MDMR. Even in the most challenging simulation settings where the true
number of signal vertices is very small, OMNI correctly identifies the vertices
of interest with much higher accuracy than the other two methods. The graph-
theoretic approach in particular performed very poorly, achieving accuracy
on par with random change in the most challenging settings (Supplementary
9
Figure 2 bottom right panel).
As it has been previously reported that the BTBR mouse has significant
neuroanatomical abnormalities in the corpus callosum [42, 43], we expect our
methods to identify this brain region as a strong signal vertex. Our results cor-
roborate this hypothesis: across all mouse strains, the left hemisphere corpus
callosum is the strongest signal vertex, and its right hemisphere counterpart is
the second strongest (Supplementary Table 2). In Figure 3, we plot the vertex
embedding of the corpus callosum obtained by OMNI using a pairs plot [55].
Because OMNI embeds each vertex of the graph in d-dimensional space, the
pairs plot allows us to visualize the high-dimensional relationships in this
Euclidean representation of network connectivity. Each dot represents the
embedded corpus callosum of an individual mouse. These plots show scatter
plot matrices on the off-diagonal panels, with kernel density estimates (KDEs)
of the marginal distributions (smooth approximations of the underlying distri-
bution of the data) on the diagonal. In the lower triangle of each pairs plot, we
show 95% prediction ellipses of the distribution of each strain’s embedding.
Together with the KDEs, these figures show a high degree of separability in
the embeddings, highlighting the heterogeneity of these vertices across strains.
Thus, OMNI successfully recovers a distinct representation of the corpus callo-
sum in BTBR mice, and the corroboration of known neurobiological results
adds further validation to this approach. For comparison, in Supplementary
Figure 5, we also show pairs plots of two weak signal vertices: the left hemi-
sphere cingulate cortex area 29c (rank 173 of 332) and the right hemisphere
fasciculus retroflexus (rank 260 of 332). Mice from distinct genotypes are much
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less separable in embeddings of these vertices compared to the embeddings
of the corpus callosum.
A.    (L) Corpus Callosum (Rank 1) B.    (R) Corpus Callosum (Rank 2)
Figure 3: Pairs plots of vertex embedding of the left and right hemisphere corpus
callosum produced by the omnibus embedding. The corpus callosum is the bridge
between the left and right hemispheres of the brain. In the BTBR mouse, the corpus
callosum has highly penetrant neuroanatomical defects; therefore, we expect to
differentiate the BTBR mouse from the other strains by examining the embedding of
the corpus callosum. We can do this in the embedding of the left hemisphere corpus
callosum (the strongest signal vertex) and slightly less clearly in the embedding for the
right hemisphere corpus callosum (the second strongest signal vertex). Interestingly,
corpus callosum embeddings of wild-type mice are also separable (particularly the B6
strain), suggesting a diversity in corpus callosum architecture across the behavioral
controls.
Connectomes in this dataset are bilateral (that is, for each region of interest,
there is a corresponding structure in both the left and right hemispheres).
Therefore, we can aggregate the connective abnormality of a structure across
hemispheres, enabling the identification of pairs of vertices that are significant
in both the left and right hemisphere. In Supplementary Table 3, we provide
a list of the 10 strongest signal vertex pairs, which we term bilateral signal
vertices. For most bilateral signal vertices, the ROI in one hemisphere is
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usually a much stronger signal vertex than the other hemisphere (for example,
the right hemisphere cerebral peduncle is the 9th ranked signal vertex, while
its right hemisphere counterpart is ranked 63rd).
2.3 Interrogating the regional scale
2.3.1 Identifying signal communities
Communities of highly interconnected vertices are important structures within
connectomes that underlie diverse neurological functions [24, 29]. Therefore,
communities are an important topological scale at which connectomes can
be analyzed. For analysis of connectomes where vertices are organized using
an a priori community grouping, we compare four approaches for modelling
the connectivity information encoded within a community (see the Methods
(§4.4.3)). Each successive approach yields a more holistic summary of the
community. The first two approaches are univariate, comparing either (1) the
probability of connectivity in a community or (2) the average edge weight in a
community across populations. While these are fundamental properties of a
community, summarizing the behavior of a community with a single scalar
loses information. The last two approaches are multivariate, comparing either
(3) the indices of nonzero edges in a community or (4) the vector of edge
weights in a community. Note that the operations performed by approaches
(1) and (3) require the connectomes to be binarized via Otsu’s method [56],
whereas approaches (2) and (4) operate on weighted connectomes. To test
if the summarized information in a block is different across phenotypes, we
again use DCORR.
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We compare these approaches in a two-population simulation setting (see
the Methods (§4.7)). All methods were robust to false positives (Supplemen-
tary Figure 3 first panel), however, they differed in their ability to successfully
identify signal communities. In settings where edge weights in a community
have the same mean but different variances, univariate and binary approaches
struggle to identify signal communities, achieving a maximum TPR of 60%.
However, comparing multivariate weighted representations of communities
proved much more successful with a TPR of 80% for sample sizes N > 30
(Supplementary Figure 3 middle panel). When edge weights in a community
have different means, all algorithms are able to successfully identify signal
communities with a high TPR. However, only the weighted approaches can
do this with small sample sizes N < 25 (Supplementary Figure 3 right panel).
Therefore, we propose using DCORR to compare communities across subjects
in regional scale analyses.
In Supplementary Figure 4, we show log-transformed p-values obtained
by the four approaches described above. Regions in blue are significant at
the Holm–Bonferroni correction. Consistent with the simulations in the Meth-
ods (§4.7), we see that univariate tests find less signal communities than the
multivariate tests. p-values for all communities are given in Supplemen-
tary Table 4. The strongest signal community (i.e., the one with the most
heterogeneous topology across genotypes) determined by DCORR is the intra-
connection within the right hemisphere white matter. In fact, the majority of
the 10 strongest signal communities involve connections to the white matter
in both hemispheres.
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2.4 Visualizing multiscale differences in network architecture
across genotypes via tractography
Using the statistical methods described above, we discover differences in
brain connectivity between the four mouse genotypes at each topological scale
of the connectome. Figure 4 visualizes the strongest signal edge as detected
by DCORR, the strongest signal vertex as detected by OMNI and MANOVA, and
the strongest signal community as detected by DCORR using tractograms, ren-
derings of nerve tracts measured by Diffusion Magnetic Resonance Imaging
(MRI). For an edge, the tractogram represents all the tracts between its two
incident vertices; for a vertex, the tractogram represents all the tracts originat-
ing from that vertex; and for a community, the tractogram represents all the
tracts interconnecting the vertices in a superstructure.A full list of the tracking
parameters using to generate these tractograms is available in the Methods
(§4.9).
Tractograms allow us to visualize the heterogeneity in brain connectiv-
ity identified by our multiscale algorithms. For example, a tractogram of
the left corpus callosum (middle column) in the BTBR mice reveals a near
absence of cross-hemispheric connections, while all control strains display
much more cross-hemispheric connections at this vertex. To contrast with
these heterogeneous tractograms, Supplementary Figure 6 shows tractograms
for the weakest signal edge, vertex, and community. In comparison to the
tractograms shown in Figure 4, the tractograms of weak signal components
are much more homogeneous across strains. Note, we ignore edges that are
zero for all connectomes.
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In addition to tractograms, we also plot the distribution of neurotopologi-
cal features (edge weights and embeddings) used to determine the strongest
signal structure at each scale (Figure 4 bottom row). These distributions high-
light the differences in connectome structure that each algorithm used to
quantify the signal strength of that specific edge, vertex, or community.
2.5 Whole-brain global scale comparisons via OMNI
To complete a multiscale analysis of multi-subject connectomics data, we
demonstrate how results from our previous methods can be aggregated to en-
able comparisons of patterns in whole-brain connectivity across subjects. OMNI
was used to jointly embed every graph in our sample into a low-dimensional
subspace. Figure 5A shows the pairwise dissimilarity between each pair of
connectomes in our dataset. Pairwise dissimilarity between a pair of connec-
tomes G1 and G2 is calculated as the Frobenius norm of the difference between
the corresponding embedding of each graph. Note that the dissimilarities in
Figure 5A are standardized by dividing by the largest pairwise dissimilarity.
The average intra-strain dissimilarity (27%) is smaller than the average inter-
strain dissimilarity (67%), providing evidence that the connectomes from mice
of the same genotype are globally most similar to one another. Additionally,
the BTBR mice are very dissimilar to all other strains (the average inter-strain
dissimilarity for the BTBR mice is 79%) while the three control strains are all
fairly similar to each other (the average inter-strain dissimilarity for B6, CAST,












Corpus Callosum (L) White Matter (R)Corpus Callosum (L) to  
Striatum (R)
Figure 4: Visualization of the strongest signal edge (left corpus callosum to right
hemisphere striatum), vertex (left hemisphere corpus callosum), and community
(right white matter) across all mouse strains. At each topological scale, tractograms
of these neurological structures are shown for each mouse strain. (Bottom row) The
distribution of edge weights for the strongest signal edge (Column 1); the distribution
of the first embedding dimension for the strongest signal vertex (Column 2); and the
distribution of average edge weight for the most strongest signal community (Column
3). Each dot represents data from an individual mouse. Connective differences in
the left hemisphere corpus callosum are apparent, with BTBR mice displaying a
uniformly small vertex embedding. The average edge weight of the most significant
community also shows pronounced variation across strains.
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We further reduce the dimensionality of these embeddings by using clas-
sical Multidimensional Scaling (CMDS) to embed this distance matrix into a
two-dimensional space [57]. This yields a collection of 32 points in R2 , where
each point represents a connectome. The BTBR mice are highly separated
from the other three control strains (Figure 5B); all wild-type strains are also
clearly distinct from each other (Figure 5C). Thus, we can leverage information
from OMNI to successfully differentiate all connectomes based on genotype,
enabling comparisons of brain connectivity at the global scale.
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Figure 5: Pairwise distance between each mouse connectome, organized by mouse
strain (left) and the joint embeddings of each sample with and without connectomes
from BTBR mice in a two-dimensional space (right and center, respectively). Joint
embeddings of every connectome were obtained using the omnibus embedding. (Left)
The pairwise distance between connectomes is calculated as the Frobenius norm
of the difference between the embeddings of a pair of connectomes. (Center) Two-
dimensional representations of each connectome were obtained by using Classical
Multidimensional Scaling (CMDS) to reduce the dimensionality of the embeddings
obtained by OMNI. (Right) Same as center, but without data from BTBR mice. Adapted
from [38] with permission.
17
2.6 The topology of vertices encodes information beyond the
anatomy of those vertices
Here, we demonstrate that the characterization of vertex-level brain connectiv-
ity provided by the omnibus embedding contains topological information that
is not available in commonly-used anatomical features. Following registration
of all diffusion imaging data, the following anatomical features were derived
for each vertex in every mouse brain: volume, apparent diffusion coefficient
(ADC), fractional anisotropy (FA), and radial diffusivity (RD). For every ver-
tex, we tested if the genotype labels and the low-dimensional embedding
of the vertex produced by OMNI were conditionally independent given any
of the anatomical features of that vertex [58]. The implication of this test is
that if genotype and the embedding are conditionally independent given a
particular feature, then that feature is a confounder [59]. If the alternative is
true, then OMNI captures a characterization of brain connectivity (topology)
not explained by that anatomical feature. This conditional independence
testing procedure is described in further detail in the Methods (§4.8).
We find that for 282 out of 332 vertices, the genotype labels and OMNI
embedding were conditionally dependent given each of the anatomical feature
(Figure 6). All four anatomical features were confounders for only 28 vertices,
and the majority of these vertices were not in the top 100 strongest signal
vertices. Thus, for most vertices, the omnibus embedding provides additional
insight into connectivity beyond what is explained by the anatomical features,
demonstrating the value of this means of local scale analysis. Our findings
demonstrate that, in most cases, anatomical features do not encode additional
18
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Figure 6: The omnibus embedding provides a novel understanding of brain con-
nectivity at the scale of individual vertices. Using diffusion imaging, the following
metrics were measured for each vertex: volume, apparent diffusion coefficient (ADC),
fractional anisotropy (FA), and radial diffusivity (RD). To determine if a given feature
provided more information than the embedding, these four anatomical features were
compared to vertex embeddings produced by OMNI via a conditional independence
test. Holm–Bonferroni corrected p-value for each conditional independence test for
the top 20 strongest signal vertices (Table 2) are shown on the heatmap above. A cell
is red if genotype and the embedding are conditionally independent given the feature,
implying that OMNI is confounded by the anatomical feature. The total number of
confounding anatomical features for each vertex, sorted by signal strength are shown
below the heatmap.
3 Discussion
We introduce multiscale statistical methods for analyzing high-dimensional
multi-subject connectomics datasets. Leveraging recent advances in the theory
of random graph models, these methods deliver statistically principled and
interpretable analysis of brain networks. Specifically, these methods can be
used to identify signal edges, vertices, and communities—that is, components
of the connectome across multiple scales that characterize the differences in
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network architecture observed between populations from distinct phenotypic
backgrounds. Using connectomes derived from the BTBR mouse, a well-
studied model of autism, and behavioral control strains, we show the utility
of these methods and demonstrate that they successfully recover known
neurobiological information.
While we demonstrate the superiority of these methods to existing ap-
proaches through a variety of simulation studies and synthetic data exper-
iments, a number of future extensions remain. First, the magnitude of the
p-values obtained by multiple hypothesis testing of cannot always be trusted.
Multiple testing requires p-value corrections to control the false positive rate,
all of which make inappropriate assumptions for connectomics data. Even
the straightforward Holm–Bonferroni correction can be erroneous, resulting
in overly-conservative corrections for edge-wise testing and overly-liberal
corrections for vertex-wise testing (Supplementary Figure 2). However, our
simulations show that the components with the smallest p-values are the true
signal edges, vertices, and communities, demonstrating that the ranking of
the p-values can be trusted even if their magnitudes cannot be. While this
validates our multiscale approach, it remains difficult to interrogate a single
edge, vertex, or community in isolation without comparing it to all other
components at the same topological scale.
Second, while the use of distance correlation provides powerful edge-wise
testing, it is very computationally expensive. Performing k-sample testing
with distance correlation typically requires a costly permutation test to es-
timate the null distribution and subsequent p-value. While there is a good
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chi-square approximation for the null distribution of unbiased distance corre-
lation with comparable finite-sample power [60], this test generally requires a
sample size ≥ 20 to be statistically valid. In connectomics, it can sometimes
be difficult to achieve a sample this large, particularly if one is studying a rare
neurological disorder or using a very time-intensive process to estimate the
connectome (such as manual tracing).
Third, these methods are designed for the comparison of populations of
connectomes from distinct categorical or dimensional phenotypes. Statistical
modelling of the connectome in relation to a continuous phenotypic variable
of interest (such as age) is a fundamental challenge for the analysis of dynamic
connectomes. While these methods can be applied if the continuous variable
is discretized into categorical bins, extensions are required to enable true
regression analysis of the connectome in this statistical modelling framework.
The network-level view of brain organization provided by the connectome
will enable a transformative understanding of the brain [61]. For an organ
system whose function—both in disease and in health—remains so poorly
understood, the promise of this new data type is immense. As the wealth
of neuroimaging and connectomics data continues to grow, new mathemat-
ical and statistical techniques will be required to discover the brain circuits
that underlie neurological processes, disorders, and diseases. We anticipate
that the multiscale algorithms and techniques presented in this work will be
widely used by future researchers to uncover the neurobiological correlates of
different phenotypes in multi-subject connectomics datasets.
All statistical methods described in this paper are implemented in graspologic,
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an open-source Python package for statistical network analysis (https://
github.com/microsoft/graspologic). Jupyter Notebooks demonstrating the




Graphs are convenient mathematical objects for representing connectomes.
A graph G consists of the tuple (V, E) where V is the set of vertices and E is
the set of edges. The set of vertices can be represented as V = {1, 2, . . . , n},
where |V| = n is the number of vertices. The set of edges is a subset of
all possible connections between vertices (i.e., E ⊂ V × V). We say the
tuple (i, j) ∈ E if there exists an connection from vertex i to vertex j. In
many connectomics datasets, edges have associated edge weights: real-valued
numbers that encode quantitative information about a connection between
two vertices. The interpretation of the edge weight is dependent on imaging
modality used to estimate the connectome. For example, the edge weight
in human structural connectomes are non-negative integers that represent
the number of estimated neuronal fibers that traverse from one region of the
brain to another [62]. Every connectome has an associated weighted adjacency
matrix A ∈ Rn×n where Aij denotes the weight of the edge (i, j) ∈ E.
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4.2 Statistical models
Statistical modeling of connectomics data enables the principled analysis of
these high-dimensional, graph-valued data. Random graph models treat
individual connectomes as random variables, enabling mathematical charac-
terization of network structure and accounting for noise within and across
observed samples. Below, we present three such models: 1) the Independent
Edge (IE) model; 2) the Random Dot Product Graph (RDPG); and 3) the Stochas-
tic Block Model (SBM). Each model is designed to characterize a particular
topological scale of a network, either its edges, vertices, or communities. This
network modelling approach enables the formulation of inferential statistical
hypothesis tests that can be used to identify connective differences at specific
scales across multiple phenotypes.
4.2.1 Edge model
In the Independent Edge (IE) model, every possible edge in the connectome
(i, j) ∈ V × V occurs with some probability pij ∈ [0, 1]. We construct a matrix
of probabilities P ∈ [0, 1]n×n, where Pij = pij. Thus, a graph is given by the
model G ∼ IE(P) if its adjacency matrix A has entries Aij ∼ Bernoulli(pij)
for all (i, j) ∈ V × V. In the analytical methods presented in the Methods
(§4.4), we consider the weighted IE model to account for a network with
weighted edges. For this variant, instead of sampling a binary edge from
Bernoulli(pij), we sample each edge weight from a distribution Fij. In this
setting, P represents a matrix of univariate probability distribution functions
for the weight of each edge in the connectome. When estimating the P matrix
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for a weighted IE graph, it is typical to assume that all elements of P are from
the same family of distributions.
4.2.2 Vertex model
The Random Dot Product Graph (RDPG) is a generalization of the IE model
that belongs to the family of latent position random graphs [63]. In certain
scenarios, the probability of a connection pij may not be directly observable.
Instead, each vertex is associated with a latent position xi, which is a member
of some space X . The probability of a connection between vertices i and j
is given by a link function κ : X × X ↦→ [0, 1]; that is, pij = κ(xi, xj). In
the RDPG, the latent space X is a subspace of Euclidean space Rd and the
link function is the dot product [64]. Thus, in a d−dimensional RDPG with
n vertices, the rows of the matrix X ∈ Rn×d encode the latent position of
each vertex, and the matrix of connection probabilities is given by P = XX⊤.
A graph is sampled the model G ∼ RDPG(X) if its adjacency matrix A has
entries Aij ∼ Bernoulli(⟨xi, xj⟩) for (i, j) ∈ V × V.
4.2.3 Community model
In the Stochastic Block Model (SBM), every vertex belongs to belongs to one of
K communities, which are disjoint subsets of the vertex set V [65]. The SBM
is a special case of the RDPG in which all vertices from the same community
have identical latent positions; that is, the connection probability is solely
determined by community membership. A symmetric K × K community con-
nectivity probability matrix B with entries in [0, 1]K×K governs the probability
of an edge between vertices given their community memberships. Community
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membership is determined by the vertex assignment vector τ⃗ ∈ {1, . . . , K}n,
which is either unknown or given a priori. Because brain regions in our dataset
are hierarchically grouped into superstructures and hemispheres, we assume
that τ⃗ is given. Thus, a graph is sampled the model G ∼ SBM(B) with τ⃗ given
if its adjacency matrix A has entries Aij ∼ Bernoulli(Bkl) where τi = k, τj = l,
for (i, j) ∈ V × V, and k, l ∈ {1, . . . , K} × {1, . . . , K}. As with the IE model,
a weighted variant of the SBM can be constructed by replacing the block
probability Bij with a probability distribution function Fij for the entire block.
In our simulations, we will consider two variations of of the two-community






B = [a, b; c, d]. These include:
1. Planted Partition: a = d and b = c. In this model, the within-community
edges share a common probability a, and the between-community edges
share a common probability b, where a ̸= b.
2. Symmetric Heterogeneous: b = c. In this model, the between-block edges
share a common probability b, but the within-block edges have a dis-
parate probabilities, where a ̸= b ̸= d.
4.3 Correcting for multiple comparisons
Connectomes analyzed in comparative multi-subject studies are typically com-
posed of hundreds of vertices and tens of thousands of edges [66]. Therefore,
each statistical method we describe in this work performs multiple compar-
isons on related structures in the connectome. Many standard methods for
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controlling the false discovery rate such as the Benjamini–Hochberg proce-
dure assume independence, but independence within a network is logically
impossible for all but the simplest random graph model (weighted Erdős–
Rényi), as each edge is defined specifically by virtue of a dependence between
pairs of vertices. In this setting, such methods can result in overly liberal
statistical corrections and a high false positive rate [67, 68]. Instead, we use
the Holm–Bonferroni correction, a simple and stringent multiple comparison
correction that controls the false discovery rate by setting the type 1 error rate
(commonly referred to as the significance level, α) for each test equal to the
original significance level divided by the rank of the p-value corresponding
to the test [69]. Like the Bonferroni correction [70], the Holm–Bonferroni
correction does not make assumptions that are violated by connectomics data.
However, the Holm–Bonferroni correction is uniformly more powerful than
the Bonferroni correction [69].
4.4 Statistical formulations for multiscale graph hypothesis
tests
4.4.1 How to identify signal edges
Univariate edge-wise testing provides an interpretable and simple compu-
tational approach for identifying relationships between specific edges and
phenotypes. Using the IE model, we assume that each connectome is sampled
from a phenotype-conditional probability matrix; that is, we assume that for
each phenotype in Y , there is an associated probability matrix in {Pc1 , . . . , Pck}
from which all connectomes in that phenotype are sampled. For a given edge
(i, j), we assume the edge weight for each connectome has been independently
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and identically (i.i.d) sampled from the appropriate P matrix. Specifically,
we assume that for every connectome in phenotype ci ∈ Y , the edge weight
Aij ∼ Pciij i.i.d. Following this assumption, we formulate the following null
and alternative hypotheses:










To test the null hypothesis, any univariate statistical test can be employed
at each potential edge e ∈ E. We use a one-sided k-sample test of distance
correlation (DCORR) to determine if the distribution of an edge weight differs
across populations. In the Methods (§4.5), we demonstrate that DCORR is a
more powerful test than common non-parametric and Gaussian alternatives.
Additionally, serial edge-wise testing requires corrections for an immense
number of multiple comparisons. If the sample consists of directed graphs,
then the total number of tests is n2; if the graphs are undirected, then the total
number of tests is (n2).
4.4.2 How to identify signal vertices
A sample of connectomes can be jointly embedded in a low-dimensional
Euclidean space using the omnibus embedding (OMNI). A host of machine
learning tasks can be accomplished with this joint embedded representation
of the connectome, such as clustering or classification of vertices. Here, we
use the embedding to formulate a statistical test that can be used to identify
vertices that are strongly associated with given phenotypes.
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For each graph in the population, OMNI jointly maps each vertex v ∈ V
to a vector xi ∈ Rd that corresponds to the vertex’s latent position in a d-
dimensional RDPG. According to a Central Limit Theorem for OMNI, these
latent positions are universally consistent and asymptotically normal [53]. This
motivates our use of normal-theory inferential statistical tests to determine if
the embedding of a given vertex is different across phenotypes. If the number
of classes k = 2, we use Hotelling’s T-squared (HOTELLING’S), a multivariate
generalization of the T-TEST; if k > 2, we use one-way MANOVA with the Pillai
trace as our test statistic. We formulate the following null and alternative
hypotheses:
H0 : ∀(y, y′) : µcy = µcy′
HA : ∃(y, y′) : µcy ̸= µcy′
where µci is the mean latent position for the phenotype ci ∈ Y . This procedure
results in n statistical tests (one for each vertex).
4.4.3 How to identify communities
Vertices in a connectome can be hierarchically organized into superstructures
such as major brain regions and hemispheres. The interactions within and be-
tween these communities of vertices form connective circuits within the brain,
and are more correlated with complex behavior and phenotypes than single
edges or vertices. Therefore, interrogation of the regional scale and identifica-
tion of signal communities is critical component of multiscale connectomics
analysis.
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Here, we use the SBM to model the community structure of a connectome.
We propose four approaches for describing the connectivity of a community,
and an accompanying statistical procedure for each approach. Each subse-
quent approach provides a more holistic description of a community. For a
given community (i, j) and for each phenotype, we do the following:
1. Average Connectivity: Compute the average number of nonzero edges (bi-
narize using Otsu’s method [56]), which is equivalent to the community
connectivity probability Bij. We then use Pearson’s chi-squared to de-
termine if there is a significant difference in the connectivity probability
across phenotypes.
2. Average Edge Weight: Compute the average weight of all the edges, es-
sentially treating the community as a single large edge. We then use
DCORR to determine if there is a significant difference in the average
edge weight across phenotypes.
3. Multivariate Binary: Binarize the community using Otsu’s method [56],
and vectorize the subgraph of the adjacency matrix corresponding to
that community. We binarize to determine if the distribution of nonzero
edges is different across phenotypes. Test for differences in this binary
representation using DCORR.
4. Multivariate Weighted: Vectorize the subgraph of the adjacency matrix
corresponding to that community. Again, test for differences in this
weighted representation using DCORR.
In the Methods (§4.7), we demonstrate via simulations that the Multivariate
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Weighted method is superior to the other three. If the connectomes in question
have b communities and are directed, this procedure results in b2 comparisons.
If the connectomes are undirected, this procedure results in (b2) comparisons.
4.5 Edge simulations
We consider two populations of networks generated from a two-community
SBM. Edge weights are sampled from a truncated normal distribution to
emulate correlation matrices. All networks have n = 20 vertices with 10
vertices belonging to the first community and 10 vertices belonging to the
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]︃
where T N (µ, σ2) denotes a truncated normal distribution with mean µ and
variance σ2 such that all values are bounded within [−1, 1]. A total of m =
20, 40, . . . , 1000 networks are sampled (m/2 networks per population). In the
first population, all edges are sampled from the same edge weight distribution
T N (0, 0.25). In the second population, all edge weights are also sampled
from T N (0, 0.25) except for those in the first community. In this community,
the distribution of edge weights has either a different mean, δ, or variance,
0.25+ ϕ, from the first population. Therefore, the edges in the first community
of these simulated connectomes are the signal edges that we hope to correctly
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identify. For each edge, p-values are computed by three different tests: 1)
T-TEST, 2) Mann-Whitney (MW) U test, a non-parametric test of medians, and
3) 2-sample Distance Correlation (DCORR) test, a test of equality in distribution.
For each test, the p-values are sorted to find the ten most significant edges,
and the performance is evaluated with recall (the number of signal edges
that are correctly identified). Supplementary Figure 1 shows the Recall@10
as a function of sample size, mean, and variance. Supplementary Figure 1
top row shows that all three tests can identify signal edges that are different
in mean, and that no particular test is superior than another in this setting.
Supplementary Figure 1 bottom row shows that only DCORR can detect signal
edges with differences in variance when the means are kept the same. This is
because T-TEST and MW test for differences in location (e.g. mean or median),
whereas DCORR tests for any differences between a pair of observed distri-
butions. Because DCORR achieves about the same precision and recall as the
location tests when only location varies, and demonstrates considerably better
operating characteristics when the variance varies, we use it in the real-world
data.
If the sample size m ≥ 20, one can use a chi-square test that well approx-
imates the k-sample DCORR test [60]. This can improve the computational
efficiency of edge-wise testing by avoiding the costly permutation test that
DCORR normally uses to estimate the null distribution.
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Supplementary Figure 1: Precision@10 for each edge when comparing two popula-
tions of weighted networks using the T-TEST, Mann-Whitney U test, and k-sample
DCORR test. The color bar represents precision averaged over 100 trials. (Top row)
Results for varying the mean δ and sample size while keeping the variance con-
stant (ϕ = 0). In this setting, all three tests perform similarly, and can detect signal
edges when edge distributions differ in means. (Bottom row) Results for varying
the variance ϕ and sample size wile keeping the mean constant (δ = 0). T-TEST and
Mann-Whitney test cannot detect changes in variance regardless of the sample and




One goal of connectomics is to identify signal vertices that are different be-
tween populations. In this section, we identify signal vertices using different
vector-based vertex representations. The first representation we consider is
the simplest: it is possible describe a vertex using all its incident edges via
the corresponding row (or column) of a vertex in the adjacency matrices,
and compare these vectors using Multivariate Distance Matrix Regression
(MDMR) [54]. The second representation we consider, which is highly popular
in modern connectomics literature, is a set of vertex-level network features.
Specifically, we fit an exponential random graph model [71] with the following
network features for each vertex: local clustering coefficient (LCC), between-
ness centrality (BC), closeness centrality (CC), and number of triangles. The
final representation we consider are the low-dimensional latent-space posi-
tions estimated by OMNI. Since all vertex representations are multivariate,
hypotheses are tested using HOTELLING’S test, a multivariate generalization of
the T-TEST.
We consider a population of RDPGs in two different settings where the
number of signal vertices is varied. In both settings, m null vertices are
sampled from the latent position X1 = [0.25, 0.25] and n signal vertices are
sampled from X2 = rot(70◦)X1 , where rot(θ) represents a 2-dimensional
rotation matrix of angle θ. In setting 1, X2 is stretched, and a second RDPG
is constructed with latent positions X1 and X3 = 0.4X2 and an equivalent
number of vertices per each position. In setting 2, X2 is stretched and rotated
(i.e., X3 = 0.4rot(10◦)X2). The vertices sampled from X2 or X3 (i.e., from
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different latent positions) are considered signal vertices, and we vary the num-
ber of these vertices from n = 0, 5, 10, 15, 20, 25. The number of null vertices
is set to m = 50 − n . A total of 100 networks are sampled per population,
and the p-values are computed using HOTELLING’S on each of the three vertex
representations for each vertex. Vertices with p-values less than α = 0.05 after
Holm–Bonferroni correction are classified as signal vertices in this simulation.
The performance of each algorithm is measured using a Receiver Operator
Characteristic (ROC) curve, which shows the trade-off between the False
Positive Rate and True Positive Rate for each method.
Supplementary Figure 2 shows that OMNI is uniformly a more accurate
method for identifying signal vertices. Across all settings, its accuracy (mea-
sured by the Area Under the ROC curve) is higher than the other two methods.
In particular, the Exponential Random Graph Model, which uses the widely
popular approach of network statistics, performs much worse.
4.7 Community simulations
We consider two populations of networks generated from a three-community
block diagonal SBM. As in the edge simulation (Methods §4.5), edge weights
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B) Setting 2: Rotated and stretched
A) Setting 1: Stretched
Supplementary Figure 2: Ability of various vertex representations to identify signal
vertices. The number of vertices in each network is kept constant (50), but the number
of signal vertices is changed (n = 5, 10, 15, 20, 25). For each vertex, we compute a
p-value from each of the three vertex representations using HOTELLING’S, and set
the significance level at α = 0.05 following Holm–Bonferroni correction. Colors
correspond to the method of vertex representation. (Top row) This setting compares
two different RDPGs where the perturbed latent position is stretched by a constant.
(Bottom row) This setting compares RDPGs where the perturbed latent position is
rotated and stretched by a constant. Both settings show that OMNI successfully
differentiates null and signal vertices with much more accuracy than either MDMR
or the exponential random graph model.
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are sampled from truncated normal distributions to emulate correlation matri-
ces. All communities have n = 10 vertices each, and the community probabil-
ity matrix for each population is given by
B1 =
⎡⎣T N (0, 0.25) T N (0, 0.25)
T N (−0.75, 0.25)
⎤⎦ , and
B2 =
⎡⎣T N (0, 0.25) T N (0, 0.50)
T N (0.75, 0.25)
⎤⎦ .
A total of m = 10, 20, . . . , 100 networks are sampled (m/2 networks per pop-
ulation). Note that the edge weight distributions in the first diagonal block
are equal, while the distributions have different variances in the second diag-
onal block and different means in the third diagonal block. Therefore, data
from block one allow us to measure the false positive rate (FPR), while data
from blocks two and three allow us to measure the true positive rate (TPR).
Each simulation run was conducted 50 times to ensure accurate estimation of
the FPR and TPR. All p-values were corrected using Holm–Bonferroni with
significance determined at α = 0.05.
From these simulations, we see that all four tests have roughly the same
FPR (about 5% regardless of sample size) (Supplementary Figure 3 first panel).
However, they differ in their ability to detect signal communities. When all
populations have the same mean edge weight, but different variances, only
the Multivariate Weighted method consistently detects signal communities
once the sample size is greater than 25 networks (Supplementary Figure 3
second panel). All other methods have a lower TPR in this setting. When the
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Supplementary Figure 3: The Multivariate Weighted approach for signal community
detection is superior to other proposed methods. We consider a two-population
simulation where edge weights are sampled from 3-community block diagonal SBM.
Distributions in the first block are equal, allowing us to measure the False Positive
Rate for each method. We see that all methods achieve a FPR less than or equal to
α (left panel). In the second block, the two distributions have the same mean, but
different variances. The Multivariate Weighted method is the most able to detect
community edges in this setting, however it requires a sample size of at least N = 25
(middle panel). In the third block, the two distributions have different means, and
in this setting, the Average Edge Weight method is superior given small sample
sizes (N < 25) (right panel). However, when the samples size is sufficiently large,
the Multivariate Weighted method is equivalent. These results demonstrate the
superiority of the Multivariate Weighted method over other proposed methods.
edge weights have different means, the TPR of the Multivariate Weighted
method lags behind the Average Edge Weight method in low sample size
settings (N < 25) (Supplementary Figure 3 third panel). However, when the
sample size is larger than N > 25 , the Multivariate Weighted and Average
Edge Weight methods perform comparably. These simulations demonstrate
that the Multivariate Weighted signal community detection method, which
includes the most information about connectivity within a block, achieves the
highest TPR while maintaining a FPR less than or equal to the significance
value of the test.
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4.8 Conditional independence testing
Let Y ∈ Y be a random variable representing the genotype of a mouse. For
a given vertex i, let X ∈ X be a random variable representing the vertex’s
latent position in a RDPG estimated by OMNI. Additionally, let vertex i be
described by a vector of anatomical features (denoted A ∈ A) measured from
raw neuroimaging data. We are interested in relatively how much signal about
genotype is encoded in X and A, respectively.
We can do this using an conditional independence testing framework.
If genotype and the embedding are conditionally independent given the
anatomical features, then the following is true:
(Y ⊥⊥ X) | A =⇒ Pr(Y | X, A) = Pr(Y | A) .
That is, the information about connectivity encoded in the vertex’s latent posi-
tion is redundant given the anatomical features. However, if null hypothesis of
conditional independence is rejected, the latent position contains information
about connectivity not represented in the anatomy.
4.9 Tractography
A group average template was constructed from the 4 male mice per strain.
A DTI diffusion scheme was used, and a total of 46 diffusion sampling direc-
tions were acquired. The b-value was 4000 s/mm2. The in-plane resolution
was 0.045 mm. The slice thickness was 0.045 mm. The diffusion data were
reconstructed in the MNI space using q-space diffeomorphic reconstruction
[72] to obtain the spin distribution function [73]. A diffusion sampling length
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Mouse connectomes were derived by Wang et al. and are described in fur-
ther detail in the original publication [38]. These data are freely available in
graspologic (https://github.com/microsoft/graspologic/) [75], an open-
source Python package for statistical graph analysis.
6 Code availability
All graph-related simulations and analyses were performed using graspologic
(https://github.com/microsoft/graspologic/) [75] and all multivariate hy-
pothesis testing was performed using hyppo (https://github.com/neurodata/
hyppo) [76]. Heatmaps were generated using ComplexHeatmap [77]. The doc-
umentation and code for all analyses in this work are available at: https:
//github.com/neurodata/MCC.git.
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A Supplementary investigations of real data
A.1 Comparison of regional scale methods
In Supplementary Figure 4, we show the log-transformed p-value for each
approach, with communities in blue denoting signal communities (significant
after Holm–Bonferroni correction).
Supplementary Figure 4: P-values for each proposed approach for summarizing the
information in a communities. More signal communities are found as the amount of
information encoded by the summary method increases. Because connectomes in this
dataset are undirected, this significance matrix will be symmetric and therefore only
the upper triangle of these matrices should be considered. The colorbar represents
log10 p-values. Significance is determined at α = 0.05 following Holm–Bonferroni
correction; therefore, communities in blue are signal communities.
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A.2 Embeddings of weak signal vertices
The strongest signal vertex identified by this method in our real-world data
was the left hemisphere corpus callosum. In Figure 3, we demonstrate how
a pairs plot, a d-dimensional scatter plot matrix, can be used to visualize the
vertex embedding produced by OMNI. In Supplementary Figure 5, we show
pairs plots of two weak signal vertices for comparison.
A.    (L) Cingulate Cortex Area 29c (Rank 173) B.    (R) Fasciculus Retroflexus (Rank 260)
Supplementary Figure 5: Pairs plots of the vertex embeddings of the left cingulate
cortex area 29c and the right fasciculus retroflexus, two weak signal vertices identified
by OMNI and MANOVA. As shown by the kernel density estimates (diagonal) and the
95% prediction ellipses (lower triangle), the distribution of these embeddings is not
separable. This emphasizes the homogeneity of these vertices across strains relative
to the two strongest signal vertices shown in Figure 3.
A.3 Visualizing null edges, vertices, and communities
Using the procedures described above, we identified the weakest signal edge
(the left frontal cortex to the right temporal association cortex), vertex (the
left medial longitudinal fasciculus and tectospinal tract), and community (left
51
isocortex to left diencephalon) across all mouse strains. To contrast with the
strongest signal structures shown in Figure 4, we plotted tractograms of the
weakest components neurological structures (Supplementary Figure 6). These
tractograms are much more homogeneous than those plotted in Figure 4, as
are the distributions of numerical features for each component (shown in the
bottom row). Since this edge, vertex, and community contain no information













Isocortex (L) to  
Diencephalon (L)
FC (L) to TeA (L)
Supplementary Figure 6: Visualization of the weakest signal edge (the left frontal
cortex to the right temporal association cortex), vertex (the left medial longitudinal
fasciculus and tectospinal tract), and community (left isocortex to left diencephalon)
across all mouse strains. At each topological scale, tractograms of these neurological
structures are shown for each mouse strain. Compared to Figure 4, tractograms
here are much more homogeneous across strains, displaying minor differences in
connectivity. (Bottom row) The distribution of edge weights for the weakest signal
edge (Column 1); the distribution of the first embedding dimension for the weakest
signal vertex (Column 2); and the distribution of average edge weight for the most
weakest signal community (Column 3). Each dot represents data from an individual
mouse. Differences in distributions are much less pronounced compared to Figure 4.
In these distributions, one strain is typically aberrant while the other three strains are
homogeneous.
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B Statistical rankings of signal components
Rankings for the signal components in the real-world mouse data set are
















































































































































































































































































































































































































































































































































































































































































































































Vertex Pillai F(15, 78) p-value
Corpus Callosum (L) 2.591 32.914 5.09e-25
Corpus Callosum (R) 2.556 29.951 1.09e-23
Fimbria (L) 2.440 22.637 7.27e-20
Secondary Motor Cortex (L) 2.438 22.544 8.21e-20
Midbrain Reticular Nucleus (R) 2.430 22.161 1.38e-19
Substantia Nigra (R) 2.305 17.254 2.20e-16
Internal Capsule (R) 2.304 17.229 2.29e-16
Secondary Motor Cortex (R) 2.297 16.989 3.40e-16
Cerebral Peduncle (R) 2.247 15.511 4.34e-15
Internal Capsule (L) 2.238 15.266 6.71e-15
Striatum (L) 2.236 15.230 7.13e-15
Lateral Ventricle (L) 2.218 14.739 1.74e-14
Stria Terminalis (R) 2.202 14.349 3.59e-14
Cerebellar White Matter (R) 2.199 14.278 4.08e-14
Optic Tracts (L) 2.186 13.956 7.52e-14
Subthalamic Nucleus (L) 2.178 13.781 1.05e-13
Hippocampus (R) 2.177 13.764 1.08e-13
Stria Terminalis (L) 2.177 13.747 1.11e-13
Frontal Association Cortex (L) 2.170 13.601 1.47e-13
Rostral Linear Nucleus (R) 2.165 13.473 1.88e-13
Table 2: The top 20 signal vertices (out of 332 total vertices) ranked by the order of
their Holm–Bonferroni corrected p-values. Pillai’s trace and approximate F statistic
(along with degrees of freedom) as calculated by one-way MANOVA are also reported.
The corpus callosum in the left and right hemisphere are the top two signal vertices.
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Left Hemisphere Right Hemisphere
Vertex p-value Rank p-value Rank Avg. Rank
Corpus Callosum 5.09e-25 1 1.09e-23 2 1.5
Secondary Motor Cortex 8.21e-20 4 3.40e-16 8 6.0
Internal Capsule 6.71e-15 10 2.29e-16 7 8.5
Fimbria 7.27e-20 3 1.71e-12 28 15.5
Stria Terminalis 1.11e-13 18 3.59e-14 13 15.5
Lateral Ventricle 1.74e-14 12 1.07e-12 23 17.5
Ventral Tegmental Area 4.18e-12 30 1.04e-12 22 26.0
Hippocampus 6.62e-11 44 1.08e-13 17 30.5
Globus Pallidus 8.49e-11 46 1.12e-12 25 35.5
Cerebral Peduncle 5.79e-10 63 4.34e-15 9 36.0
Table 3: The top 10 bilateral signal vertex pairs (out of 166 total vertex pairs) ranked
by the order of their average rank.
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Community 1 Community 2 statistic p-value
White Matter (R) White Matter (R) 0.888 6.14e-06
Hindbrain (R) White Matter (R) 0.872 7.87e-06
White Matter (L) White Matter (L) 0.871 8.02e-06
Subpallium (R) White Matter (R) 0.852 1.07e-05
Hindbrain (L) White Matter (L) 0.848 1.14e-05
Isocortex (L) Isocortex (L) 0.844 1.21e-05
Isocortex (R) White Matter (R) 0.825 1.64e-05
White Matter (L) Midbrain (R) 0.809 2.09e-05
Hindbrain (L) White Matter (R) 0.809 2.09e-05
Isocortex (L) White Matter (L) 0.810 2.09e-05
Table 4: The top 10 signal communities (out of 105 total communities) ranked by the
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