In uncertainty quantification, a stochastic modelling is often applied, where parameters are substituted by random variables. We investigate linear dynamical systems of ordinary differential equations with a quantity of interest as output. Our objective is to analyse the sensitivity of the output with respect to the random variables. A variance-based approach generates partial variances and sensitivity indices. We expand the random output using the generalised polynomial chaos. The stochastic Galerkin method yields a larger system of ordinary differential equations. The partial variances represent quadratic outputs of this system. We examine system norms of the stochastic Galerkin formulation to obtain sensitivity measures. Furthermore, we apply model order reduction by balanced truncation, which allows for an efficient computation of the system norms with guaranteed error bounds. Numerical results are shown for a test example.
Introduction
Mathematical models of dynamical systems include physical or geometrical parameters, which are often affected by uncertainties. Thus the variability of the parameters has to be taken into account when using such models for predictive purposes. In parametric uncertainty quantification (UQ), the varying parameters are often replaced by random variables, see [19, 21] . The solutions of a dynamical system therefore become random processes, which encode the variability of the model output.
In this paper, we consider linear dynamical systems consisting of ordinary differential equations (ODEs) that have random input parameters. A time-dependent output is specified as a quantity of interest (QoI). Stochastic modelling via UQ yields a random QoI, which must be examined. Our main goal is to perform a sensitivity analysis of this random QoI with respect to the individual random parameters. One of the most popular approaches for this strategy, Sobol indices, is a technique for performing variance-based sensitivity analysis, see [13, 15, 16, 17] . Analysis via Sobol indices yields computationally tractable means of determining total effect sensitivity indices, which are defined by partial variances associated to each random parameter. Previous related work investigates the sensitivity of the transfer function associated to random ODEs in the frequency domain [9] .
Our approach for computing sensitivities utilises polynomial chaos (PC) expansions; the random QoI is expanded into a separation-of-variables series, where each summand is the product of an orthogonal basis polynomial with a timedependent coefficient function, see [20] . The stochastic Galerkin method with a PC ansatz yields a larger deterministic linear dynamical system, whose outputs are approximations to the time-dependent coefficients. In the previous work [11] , the transfer function of the stochastic Galerkin system was examined componentwise to identify sparse approximations of the random QoI. We note that stochastic collocation approaches are likewise popular in parametric UQ settings, see [8] , but analysis for collocation schemes is more difficult, so we restrict our attention to Galerkin methods.
We investigate system norms of the stochastic Galerkin method as sensitivity measures in the paper. Each partial variance can be written as a quadratic output of the stochastic Galerkin system. The first step in our approach transforms this system with a quadratic output into an equivalent linear dynamical system with multiple (linear) outputs. The norm of the output of these linear dynamical systems represents a single sensitivity coefficient for each random parameter. In particular, we investigate the Hankel norm and a Hardy norm of the systems in our analysis. The resulting sensitivity measures quantify the impact that each random parameter has on the random QoI, and upper bounds on this variabil-ity are derived. Thus the sensitivity analysis allows for the so-called screening, see [4] , where random parameters with sufficiently low impact are detected and remodelled as constants to simplify the stochastic problem.
A major challenge in the above approach for sensitivity analysis is that the stochastic Galerkin dynamical system can be huge, and hence is computationally onerous to simulate. Our contribution is application of model order reduction (MOR) strategies to the high-dimensional stochastic Galerkin system, which results in a much smaller reduced-order model that is much easier to simulate. General information on MOR can be found in [1, 14] ; in [10] , the stochastic Galerkin method was reduced by a Krylov subspace method. In this paper, we use the technique of balanced truncation, where a-priori error bounds are available for the MOR. We provide analysis that bounds the proximity of the full-order model sensitivity measures and the reduced-order model sensitivity measures, so that our MOR approach is accompanied by a certifiable error estimate.
Random linear dynamical systems
We define the investigated problem in this section.
Linear dynamical systems
Let a time-invariant linear dynamical system be given in the form
for t ≥ 0 with inputs
Thus both the state variables
nout are also parameterdependent. Without loss of generality, we restrict the problem to a single output of the system (n out = 1). Initial values
are predetermined by a function x 0 : Π → Ê n .
We assume that the mass matrix E is non-singular for all p ∈ Π, which implies a system of ODEs. Furthermore, we suppose that the system (1) is always asymptotically stable, i.e., all eigenvalues λ ∈ satisfying the condition det(λE(p) − A(p)) = 0 have a negative real part for each p ∈ Π.
Stochastic modelling
If the parameters are affected by uncertainties, then we use independent random variables on a probability space to model the parameter variations. The random variables are p : Ω → Π, ω → p(ω) with an event space Ω. Let a joint probability density function ρ : Π → Ê be given. If a measurable function f : Π → Ê depends on the parameters, then its expected value reads as
provided that the integral is finite. The Hilbert space
is equipped with the inner product
The induced norm reads as f L 2 (Π) = f, f . We assume that the matrices of the linear dynamical system (1) depend continuously on the parameters. Moreover, both the state variables and the output are assumed to be functions in the Hilbert space (4) pointwise for each t.
Let a complete orthonormal system (Φ i ) i∈AE ⊂ L 2 (Π) consisting of polynomials be given, i.e.,
The theory of the generalised polynomial chaos (PC) implies a family of orthonormal polynomials for each traditional random distribution, see [21] . The multivariate polynomials are the products of univariate orthonormal polynomials. The total degree of a multivariate polynomial is the sum of the degrees in the univariate polynomials. Let the polynomials be ordered such that degree(Φ i ) ≤ degree(Φ i+1 ) is satisfied. It follows that Φ 1 is the unique constant polynomial.
Consequently, we expand the state variables as well as the output of the system (1) into 
for each t ≥ 0.
Stochastic Galerkin method
In a numerical approximation, we include all polynomials up to a total degree d described by the set of integers
The cardinality is
, see [21, p. 65] . Hence the infinite summation in (6) is restricted to
which represent truncated series. Inserting the approximations (9) into the linear dynamical system (1) yields a residual. The Galerkin approach requires the residual to be orthogonal to the space spanned by {Φ i : i ∈ I d } with respect to the inner product (5) . We obtain the larger linear system of ODEŝ Ev(t) =Âv(t) +Bu(t) w(t) =Ĉv(t) (10) with state variablesv : [0, ∞) → Ê mn and the same inputs u as in (1) . The system produces m outputsŵ with m = |I d |, which represent approximations of the exact coefficient functions in (9) . Let
be auxiliary arrays. The definition of the matricesÂ,Ê ∈ Ê mn×mn ,B ∈ Ê mn×n in ,
using Kronecker products, where the probabilistic integration (3) is applied componentwise. More details on the stochastic Galerkin method for linear dynamical systems can be found in [10] .
Initial valuesv(0) =v 0 have to be determined from the initial values (2) of the original system (1) . If the initial values (2) are identical to zero, then the choicê v(0) = 0 is obvious.
The stochastic Galerkin system (10) may be unstable even if all original systems (1) are asymptotically stable, see [12] . However, this loss of stability is rather seldom in practise. Thus we assume that the linear dynamical system (10) is asymptotically stable.
Sensitivity analysis
We investigate the sensitivity of the random output from the linear dynamical system (1) with respect to the individual random parameters.
Partial variances and sensitivity indices
The Sobol indices provide a set of non-negative real numbers, which describe the interaction of each subset of random variables, see [15, 16] . Thus the number of Sobol indices is equal to the number of non-empty subsets, i.e., 2 q − 1. The Sobol indices yield the total effect sensitivity coefficients, which represent a variancebased sensitivity measure.
We consider an equivalent definition of the total effect sensitivity indices, which applies the PC expansion of a random-dependent function, cf. [18] . The random output of the system (1) exhibits the PC expansion (6) . Let
be a set of integers for j = 1, . . . , q. Considering all polynomials up to a total degree d, we obtain the intersection of (8) and (11)
for j = 1, . . . , q. The partial variance associated to the jth random variable becomes
for j = 1, . . . , q and each t ≥ 0. It follows that 0 ≤ V j (t) ≤ V (t) for all j. We assume that the total variance (7) is always positive. The total effect sensitivity indices read as
for j = 1, . . . , q. It holds that 0 ≤ S T j ≤ 1 for all j and 1 ≤ S
Often the sum of the sensitivity indices is close to one.
The stochastic Galerkin system (10) yields approximations of (14) bŷ
withV
using the outputsŵ 1 , . . . ,ŵ m for the approximation of partial variances and, likewise, for the approximationV of the total variance.
In our context, the sensitivity indices (14) are time-dependent functions, which makes a sensitivity analysis more complicated. The choice of the input signals and the initial values determine these transient functions. Alternatively, we want to obtain a single number as sensitivity measure for each random variable, i.e., a finite set of q non-negative coefficients.
Stochastic Galerkin system with quadratic outputs
Letŵ (j) be the vector-valued function consisting of the components ofŵ in I d j from (12) . It follows thatV
for j = 1, . . . , q due to (16) . We arrange an own output matrix for this partial variance now. A square diagonal matrix is defined via
for each j = 1, . . . , q. The matrix-matrix productĈ ′ j = D jĈ replaces rows ofĈ by zeros. Assuming m < n, the rank ofĈ
We remove the rows identical to zero inĈ ′ j to obtain a condensed matrix
k×n . Observing (17) , it follows that
The partial variance of the jth random variable can be obtained from a stochastic Galerkin systemÊv (t) =Âv(t) +Bu(t)
where a single quadratic output is defined by the symmetric positive semi-definite matrix
for each j = 1, . . . , q.
Likewise, the total variance is given as the single quadratic output
from the differential equations in the stochastic Galerkin system (10).
In [2, 3] , the authors propose an approach for a general linear dynamical system with a quadratic output specified by a symmetric positive semi-definite matrix.
A symmetric decomposition of this matrix is required like the (pivoted) Cholesky factorisation, for example. In our application, we already possess such a decomposition via (20) . The alternative stochastic Galerkin systemŝ
are arranged for j = 1, . . . , q with multiple outputs (n out = k = |I d j |). It holds thatV j =ẑ ⊤ jẑ j for the quadratic output of (19) due to (18).
System norms
Given a vector-valued function x ∈ L 2 [0, ∞) n with n components, its signal norm reads as
Several norms are defined for a general linear dynamical system. LetΣ and Σ 1 , . . . ,Σ q represent the stochastic Galerkin systems (10) and (21), respectively. The Hankel norm denotes a bound on the signal norm of future outputs generated by inputs in the past (input is zero for t ≥ 0). This norm exhibits the formula,
In addition, the Hankel norm is equal to the maximum Hankel singular value of the system, which will be specified in Section 4.1. The system norm directly describes the mapping from inputs to outputs provided that the initial values are zero, i.e.,
LetĜ : \Ξ → m×n in be the transfer function of the stochastic Galerkin system (10) 
where σ max is the maximum singular value of the matrix-valued transfer function and i = √ −1. The norms satisfy the relations
which are valid for any asymptotically stable system of ODEs.
Sensitivity measures
We use the norms of the stochastic Galerkin systems (21) from Section 3.3 to indicate the sensitivity of the random output in the original system (1). In contrast, the H 2 -norms and H ∞ -norms of the separate components of the transfer functionĜ were analysed to identify a sparse representation of the random output in [11] .
The following two definitions introduce the key data in our investigations.
Definition 1 The real valuesη
for j = 1, . . . , q yield sensitivity coefficients using the Hankel norms (22) of the stochastic Galerkin systems (21).
Definition 2 The real valueŝ
for j = 1, . . . , q yield sensitivity coefficients with respect to the system norms (23) of the stochastic Galerkin systems (21) .
The general relation (25) shows that η j ≤θ j for each j = 1, . . . , q.
The sensitivity measure (27) is more important than (26), because (26) does not directly relate to the input-output mapping for t ≥ 0. However, the computation of an H ∞ -norm is more costly than the calculation of a Hankel norm. We obtain an inequality between the system norms of the Galerkin system (10) and the modified Galerkin systems (21).
Lemma 1 LetΣ andΣ 1 , . . . ,Σ q represent the linear dynamical systems (10) and (21), respectively. It holds that Σ j L 2 ≤ Σ L 2 for j = 1, . . . , q in the system norm (23).
Proof:
The outputs of the system (10) and the systems (21) areŵ andẑ 1 , . . . ,ẑ q , respectively. We obtain the estimate ) if the same input is supplied to all systems. Observing (23), we arrange the supremum and achieve the statement.
We show a bound on the norm of partial variances in the time domain.
Lemma 2
The stochastic Galerkin systems (21) with initial values zero yield approximations of the partial variances, which satisfy the bounds
for j = 1, . . . , q including the sensitivity coefficients (27).
Proof:
We obtain
due to (23) and (27).
The definition of the total effect sensitivity indices (14) motivates to establish relative sensitivity measuresη
. . , q. Lemma 1 guaranteesθ rel j ≤ 1, whereasη rel j may be larger than one. However, since the denominators are identical for j = 1, . . . , q, we can investigate the normalised quantitieŝ
as well. Now it holds that 0 ≤η * j ,θ * j ≤ 1 for all j = 1, . . . , q.
Error bound in screening
We derive a bound on the error in the remodelling of random parameters as constants.
Theorem 1 Let the random variables be partitioned into
for allb ∈ B δ in the norm of the product space Π × [0, ∞).
Proof:
The analysis in [15] shows that Π y(t, a, b) − y(t, a,b) 2 ρ(p) dp
because the partial variances are non-negative.
The stochastic Galerkin systems generate approximations of the partial variances (13) . Assuming thatV j − V j is sufficiently small for j = q ′ + 1, . . . , q, Lemma 2 and Theorem 1 imply the approximate bound
This inequality shows that the random variables b can be replaced by constants if the associated sensitivity measures (27) are sufficiently small.
Model order reduction
We examine the potential for a cheap computation of the sensitivity measures in Definition 1 and Definition 2 using methods of MOR.
Balanced truncation
We apply an MOR of the stochastic Galerkin system (10) using the technique of balanced truncation, see [1] . This MOR method is applicable to all asymptotically stable linear systems of ODEs. The controllability Gramian P and the observability Gramian Q are given by the solutions of the Lyapunov equationŝ
We require symmetric decompositions P = L P L P ⊤ and Q = L Q L Q ⊤ . For example, the Cholesky factorisation can be directly computed without solving for P or Q first, see [5] . The singular value decomposition
is calculated with a diagonal matrix S = diag(σ 1 , . . . , σ mn ) and orthogonal matrices U l , U r ∈ Ê mn×mn . The diagonal matrix includes the Hankel singular values in descending order (σ ℓ ≥ σ ℓ+1 ).
Any reduced dimension r < mn can be chosen. LetS ∈ Ê r×r be the diagonal matrix including the r largest singular values. LetŨ l ,Ũ r ∈ Ê mn×r be the matrices consisting of first r columns in U l , U r . We obtain projection matrices T l , T r ∈ Ê mn×r of full (column) rank by
Alternatively, just the r dominant singular values and their singular vectors have to be computed to obtain these projection matrices.
The reduced matrices read as
The matrices yield a linear dynamical system of the same form but smaller dimension r. The reduced mass matrixẼ is non-singular. Letw be its multiple output, where the number of outputs is still m.
We use the same projection matrices for reductions of the linear dynamical systems (21) . Just the matricesC j =Ĉ j T r are changed for j = 1, . . . , q. Moreover, the balanced truncation technique guarantees that each reduced-order model (ROM) inherits the asymptotic stability of the full-order model (FOM).
Error bound for sensitivity measures
We show an a-priori error bound on our sensitivity measures from Definition 1 and Definition 2.
Theorem 2 LetΣ j be the linear stochastic Galerkin system (21) andΣ j be its ROM of dimension r obtained by balanced truncation of the complete stochastic Galerkin system (10) . The error of the sensitivity measures (26) and (27) satisfy the bound
uniformly for all j = 1, . . . , q. The Hankel singular values σ 1 ≥ σ 2 ≥ · · · ≥ σ mn belong to the stochastic Galerkin system (10).
Proof:
for the sensitivity measures from FOM and ROM, respectively. The reverse triangle inequality of the norms yields LetĜ andG denote the transfer functions of FOM and ROM, respectively. Lemma 1 together with the general relation (25) show that 
Illustrative example
We examine a mass-spring-damper system introduced in [6] , which is depicted in Figure 1 . This mechanical configuration incorporates q = 14 physical parameters: 4 masses, 6 spring constants and 4 damping constants. The single input is an excitation at the bottom spring, whereas the single output is the position of the top mass. A mathematical modelling yields a stable system of ODEs (1) with dimension n = 8. Figure 2 shows the Bode plot of the linear dynamical system in the case of a constant choice of the parameters from [6] . This test example was also investigated in [11] .
We replace the parameters by independent random variables with uniform probability distributions, which vary 10% around the used constant choice of the parameters. Consequently, the PC expansions (6) include the (multivariate) Legendre polynomials. We arrange finite sums (9) with all polynomials up to total degree d = 3. In the stochastic Galerkin system (10), the number of outputs becomes m = 680 and the state space dimension is mn = 5440. Furthermore, the stochastic Galerkin system is asymptotically stable.
All computations were done using the software package MATLAB [7] . We computed all Hankel norms by direct methods of linear algebra. In contrast, the H ∞ -norm could only be calculated by approximation. We did not determine the H ∞ -norm of the system (10), because the computational effort would be too large due to the high dimensionality.
We generate ROMs of the FOM (10) by the balanced truncation technique from Section 4.1. Direct methods of linear algebra yield the Cholesky factors of the solutions satisfying the Lyapunov equations (31),(32). Figure 3 the sensitivity measures (26). On the other hand, the ROMs of dimension r = 25 produce approximations of the sensitivity coefficients (26) as well as (27). Figure 4 depicts the results, which demonstrate a good agreement between the sensitivity measures from FOM and ROM. Concerning the inequality (28), the H ∞ -norms are just slightly larger than the Hankel norms. Furthermore, the system norm of the ROM for the stochastic Galerkin method (10) is Σ L 2 = Σ H∞ = 7.75.
The sensitivities indicate the impact of the random parameters on the random QoI. The normalised sensitivity measures (30) are illustrated by Figure 5 (left). We observe that three parameters are dominant, which are the top mass, the spring above the top mass and the spring connecting bottom mass and top mass, cf. Figure 1 . In contrast, five parameters exhibit a contribution less than 1%. Thus these parameters can be remodelled by constants to reduce the dimension of the random space. Furthermore, Figure 5 (right) shows the sum of the normalised sensitivity measures (30) for the three different types of parameters. We recognise that the dampers feature a relatively low impact on the random QoI.
We compare the error between FOM and ROM for the computed sensitivity measures (26). The error indicator is defined as max j=1,...,q |η j −η j | .
Theorem 2 provides the error bound based on the Hankel singular values. The maximum error (35) as well as the a-priori error bound (34) are illustrated for reduced dimensions r = 5, 10, 15, . . . , 100 in Figure 6 . The true error is much below the predicted error bound.
Finally, we perform a transient simulation of the Galerkin system (10) is supplied, which runs through a continuum of frequencies. We use the trapezoidal rule in the time integration. Figure 7 depicts the approximations of the expected value and the standard deviation for the random QoI. We compute the approximations (15) of the total effect sensitivity indices (14) for each random variable. Concerning the discrete time points, the maximum values are illustrated by Figure 8 . The relative positions of the sensitivity indices are similar to the sensitivity measures (26),(27) shown in Figure 4 .
