Background: Temperature is one of the main variables need to be regulated in cryogenic wind tunnel to realize the true flight Reynolds number. A new control methodology based on L1 output feedback adaptive control is deployed in the temperature control. Methods: This design is composed of three parts: linear quadratic Gaussian baseline control, L1 adaptive control and nonlinear feedforward control. A linear quadratic Gaussian controller is implemented as the baseline controller to provide the basic robustness of temperature control. A L1 output feedback adaptive controller with a modified piecewise constant adaptive law is deployed as an augmentation for the baseline controller to cancel the uncertainties within the actuator's bandwidth. The modified adaptive law can guarantee better steady-state tracking performance compared with the standard adaptive law. A global nonlinear optimization process is carried out to obtain a suboptimal filter design for the L1 controller to maximize the performance index. The nonlinear feedforward control is to cancel the coupling effects in control of the tunnel. Results: With these design techniques, the augmented L1 adaptive controller improves the performance of the baseline controller in the presence of uncertainties of dynamics. The simulation results and analysis demonstrate the effectiveness of the proposed control architecture. Conclusion: The modification of adaptive law plus the global nonlinear optimization of the filter in the L1 adaptive control architecture helps the controller achieve good control performance and acceptable robustness for the temperature control over a wide range of operations.
Introduction
Reynolds number is one of the main parameters used to evaluate the similarity between wind tunnel tests and true flight tests in aerodynamics. The cryogenic wind tunnel is a ground test facility which can produce flight Reynolds number by operating wind tunnel in cryogenic temperature with injection of liquid nitrogen. 1 In cryogenic wind tunnel, the Reynolds number is increased due to the increased gas density and decreased viscosity of the gas, and nitrogen behaves as a perfect gas at cryogenic temperatures. 2 At present, some cryogenic wind tunnels with high Reynolds number capabilities have been built in some well-known research institutes in the world, such as the DNW-KKK cryogenic wind tunnel in Ko¨ln, Germany; 0.3 m Transonic Cryogenic Tunnel (TCT) and the National Transonic Facility (NTF) at NASA in the United States; and the European Transonic Wind (ETW) tunnel in Germany. 3, 4 In contrast to regular wind tunnels, cryogenic wind tunnels have the ability to regulate Reynolds number, besides parameters such as Mach number and dynamic pressure. All the three flow parameters should be regulated accurately to obtain high-quality flow and aerodynamic test data for the test model. Because the Reynolds number is directly related to temperature in cryogenic wind tunnel, the temperature is one of the main parameters need to be controlled precisely over a wide range, which is regulated by injecting the liquid nitrogen into the tunnel and mixing with the circulating residential gas. The evaporation of injected liquid nitrogen would lower the gas temperature inside of the tunnel or balance the heat induced by other physical processes in the operation. It will be seen later that there exists a multi-variable, nonlinear and coupled dynamics for the three flow states. 5 Thus, a finely designed controller with reasonable robustness and good performance should be deployed in the automatic control of cryogenic wind tunnel to guarantee its smooth operations.
Because of the complex nature of cryogenic wind tunnel dynamics, some studies and researches on the development of control methodology for the tunnel had been carried out from the start of the concept of cryogenic wind tunnel decades ago, mainly concerning the modeling and control of cryogenic wind tunnel. 6, 7 Most of the researches have been conducted at the TCT, NTF of NASA Langley and ETW in Europe. Nonlinear gain-scheduled proportional-integral (PI) controllers with feedforward control were deployed in NTF in its early stages of operation. 2 A control algorithm with self-learning capabilities was designed and implemented in ETW. 3 Since then, some updates and re-innovation of the control system have been reported in recent years, 8 but without much details about its control designs seen from the published report.
The purpose of this paper is to deploy a new adaptive control method with guaranteed transient performance, L 1 adaptive control, 9 to implement the control of cryogenic wind tunnel. Rather than considering the control of all three parameters, this paper mainly considers the temperature control in cryogenic wind tunnel.
L 1 adaptive control is a newly developed adaptive control methodology in recent years, mainly contributed by Cao and Hovakimyan. [10] [11] [12] [13] This new adaptive control has some distinguishing features compared with conventional adaptive controls, such as model reference adaptive control (MRAC). It can be viewed as a modified MRAC scheme, in which the basic architecture is based on the internal model principle. 9 The key feature of L 1 adaptive control architecture is the guaranteed robustness in the presence of fast adaptation. In this adaptive architecture, the uncertainties in feedback loop can be compensated for only within the bandwidth of the control channel. 9 This leads to separation between adaptation and robustness in the adaptive law, and then desired and guaranteed transient performance for the closed-loop systems can be achieved. It can also guarantee bounded away from zero, time-delay margin (TDM). 11 Details of the theory can be found in Hovakimyan and Cao 9 and related papers on this issue. With these features, the L 1 adaptive control theory is suitable for the development of safety critical control systems.
14 L 1 adaptive control in various forms has seen a lot of applications in many areas in recent years, especially in aerospace and flying vehicles. [15] [16] [17] [18] Moreover, L 1 theory's unique design procedures significantly reduce the tuning efforts required to achieve desired closed-loop performance, particularly in practical engineering and complex working conditions with the presence of various uncertainties and disturbances. 19 This is in contrast to the great challenges in tuning the conventional adaptive control system.
The main contribution of this paper lies in deploying a modified piecewise constant adaptive law in the L 1 adaptive output feedback architecture, global nonlinear optimization design for the filter in L 1 control structure and the application of L 1 adaptive control in cryogenic wind tunnel.
The paper is organized as follows. Section ''Dynamic model of cryogenic wind tunnel'' gives a brief introduction of the facility, presents the nonlinear dynamics of cryogenic wind tunnel and the linear temperature model at nominal condition. Section ''Controller design'' discusses the controller design and its main components. Section ''Simulation results and analysis'' gives the simulation results and analysis. Section ''Conclusion'' concludes the paper.
Dynamic model of cryogenic wind tunnel

Facility description
The facility considered in this paper is a closed-circuit, pressurized, outer thermal-insulated small cryogenic wind tunnel. The schematic diagram is shown in Figure 1 . A compressor driven by electrical motor moves nitrogen gas around the circuit. When in operation, the liquid nitrogen is injected into the tunnel at the upstream of the compressor to evaporate and mix with the gas inside of the tunnel. The gas nitrogen inside of the tunnel is extracted to the LN 2 exhaust system by the pressure control valve, which is located at upstream of the stilling chamber. The main operation parameters, which are total pressure, total temperature and Mach number in test section, need to be controlled precisely within the whole operation envelop. The operation range is 110-300 K for total temperature, 1.15-4.5 atm for total pressure and 0.15-1.2 for Mach number.
Normally, the operation of cryogenic wind tunnel starts with a cooling-down process from ambient temperature. To keep the tunnel structure thermal stress within certain limits, there is a temperature change rate constraint during the process. After the temperature set point is reached, quick changes of test section states will be carried out for the test. When test is finished, a temperature-rising process with rising rate limitation will occur before the end of entire operation.
Because the wind tunnel metal wall is wrapped within the outer insulation layer, and its internal surface has a direct contact with the gas in the tunnel, there exist heat exchanges between the wall and the gas when the gas temperature goes through some changes, and there is no net heat exchanges between the two when the temperature of tunnel is in balance. Due to the massive weight of metal tunnel wall, which leads to the massive heat inertia in the system, this heat exchange has considerable impact on the temperature dynamics of the tunnel. The existence of the wall heat inertia acts as a big damper and stabilizer when the gas temperature changes in the tunnel.
The temperature is measured by a specially designed PT100 resistance temperature detector (RTD) sensor, with high precision and quick response. Due to the circulating of the nitrogen gas in the circuit, from start of any variation of liquid nitrogen injection, there will be a delay before the RTD sensor can sense any substantial temperature change. The delay would be varied according to the flow rate in the circuit.
The mass volume of liquid nitrogen injected into wind tunnel is regulated by LN 2 control valve, and its opening corresponds to the LN 2 injection area, which then directly relates to the LN 2 injection mass volume with assumption of constant pressure from the LN 2 pump supply.
Dynamic model of the cryogenic wind tunnel
The modeling of the tunnel dynamics mainly follows the study of Balakrishna et al., 2 and the dynamics will briefed here for the completeness of the paper.
First, some basic parameters of the wind tunnel are defined as
where _ m t is the test section mass flow rate in the wind tunnel, and t c is the tunnel circuit time that gas medium moves around the wind tunnel circuit for one time. It is used to estimate the time delay of temperature control input. It depends on the residential gas mass and the test section mass flow rate. P r is the pressure ratio across the compressor. P compressor is the computed power of the compressor. It is equal to the internal energy rise of mass flow crossing the compressor per unit time, which is Qf, the heat power transferred to the gas by the compressor.
The main state dynamics is given as
where t i is the transmission time for each variable; t 3 is determined by the circuit time t c of the wind tunnel; _ P t is the total pressure dynamics, regulated by _ m g ; _ T t is the total temperature dynamics, which is mainly affected by liquid nitrogen mass flow injection _ m L , compressor induced heat P compressor and heat transfer between metal tunnel wall and gas; _ Ma is the Mach number dynamics, which is mainly dictated by the speed of the compressor N f and would vary with the gas temperature substantially over the temperature range of the tunnel; and T m in Equation (6) is the metal wall temperature. The metal wall to gas convection heat transfer is modeled as a first-order dynamics, with a quite large state-dependent time constant t m .
The nonlinear dynamics will be used for derivation of linear temperature dynamics and used as full cryogenic wind tunnel dynamics.
Linear model for temperature control
Linear approximation of the temperature dynamics will be utilized for designing the controllers and analyzing the closed-loop system. From Equation (6) , it is seen that, when the tunnel is at equilibrium state, there is no temperature difference between the tunnel wall and the gas. So the heat generated by the compressor is offset by the cooling capacity of the injected liquid nitrogen mass flow _ m L . When there is a variation of _ m L or compressor induced heat P compressor , it directly relates to the temperature change rate _ T t . Once there is temperature difference between the tunnel wall and the gas, the third term on the right side of Equation (6) will reduce the amplitude of the temperature rate _ T t . Because of this integral behavior of liquid nitrogen mass injection for temperature, the temperature will not reach a new equilibrium point in short time.
When approximating temperature dynamics with linear model, regular system identification tool is used at certain operation point of the nonlinear model. Because the identification process is a routine, it will not be covered here in detail. The identified linear temperature model at an equilibrium point, Pt = 200 kPa, Tt = 150 K, Ma = 0.5, is given as below, with all values non-dimensionalized 
The compressor-induced heat effects on the temperature dynamics can be considered as equivalent negative liquid nitrogen input in this linear model. In this case, it is assumed as t 3 't 4 in Equation (6) . This is reasonable because the locations of the liquid nitrogen input and the compressor are close to each other in the cryogenic wind tunnel. Figure 2 shows the comparison of step responses of linear temperature model and nonlinear model, subjected to the same 2.5% liquid nitrogen step change at an equilibrium point. The goodness of fit is 98.85% in normalized root mean square error (NRMSE) measure.
The state-space form of Equation (8) is given as
where u in = u À u f , in which u is the liquid nitrogen control input and Àu f is the equivalent negative liquid nitrogen input for the compressor-induced heat, X t is the state vector, and Y t is the temperature output.
The linear temperature dynamics at other operation points has similar structure, while with different gains, time constants and delays. Figure 3 shows the temperature responses at other typical equilibrium points, subjected to the same 2.5% liquid nitrogen step change. These solid curves in the figure show some boundary cases, such as the smallest dynamic gain (Pt = 230 kPa, Tt = 110 K, Ma = 1.2), the biggest dynamic gain (Pt = 115 kPa, Tt = 300 K, Ma = 0.15) and the longest control delay (Pt = 450 kPa, Tt = 110 K, Ma = 0.15). Because temperature command change at one time is relatively small compared with the whole temperature range, and the total pressure, Pt, and Mach number, Ma, cannot change sharply in cryogenic wind tunnel in very short period, to simplify the gainscheduling design, the temperature dynamics over the whole operating range of the cryogenic wind tunnel can be expressed as slow time-varying linear state-space model
, Ma) and t 3 represents the state-dependent control input gain and delay, respectively. Other possible parameter variations from the nominal model would be regarded as disturbance or uncertainty d(t) in the system. The gainscheduled controller at different points only differs by one state-dependent gain factor k(Pt, Tt, Ma). 
Controller design
The control objective is to ensure that the gas temperature tracks a desired reference trajectory with some performance bounds. The controller should compensate for the nonlinear uncertainty and disturbances over a wide range of wind tunnel operation. The general design approach is to design a robust optimal linear controller as baseline controller, and then an adaptive controller is deployed as an augmentation to the baseline controller.
The baseline controller is implemented as a linear quadratic regulation (LQR) optimal controller with help of a Kalman filter, which is known as linear quadratic Gaussian (LQG) controller. 20, 21 Then, it is augmented by a L 1 adaptive controller. A nonlinear feedforward controller is used to neutralize the effects of the induced heat generated by compressor. The overall control signal can be expressed as
where u b is the baseline controller output, u aa is the uncertainty compensation part of L 1 adaptive controller and u f is the nonlinear feedforward controller output. The augmented setup of the controller is presented in Figure 4 . The L 1 adaptive control theory provides flexible architectures for wide-range classes of system. 9 In our case, the L 1 adaptive output feedback control with the piecewise constant adaptive law 22, 23 is chosen as the adaptive structure with the presence of time-varying unmatched uncertainties. 24 Duo to the wide range of temperature control, the LQG baseline controller and L 1 adaptive controller are all gain scheduled according to the states of the tunnel. The following sections mainly focus on controller design for the nominal condition in Equation (9), and gain scheduling will be illustrated in the design.
LQG baseline controller
As the implementation of LQG is outlined in Cao and Hovakimyan, 22 only an overview of the derivation is presented.
LQR optimal controller. The nominal closed-loop system should have appropriate pole locations to guarantee the control response, steady command tracking performance and proper stability margin. For this system, integral is needed to form the state-feedback controller. The states in Equation (9) are augmented with integrated temperature tracking error, e yI (t) = Ð t 0 e y (t)dt, e y (t) = y pl (t) À y cmd (t), yielding the extended open-loop dynamics
The controllability for the extended pair of matrices (A, B) is preserved if the original pair (A pl , B pl ) in Equation (9) is controllable. 20 An optimal statefeedback gain matrix K LQR is obtained by solving the algebraic Riccati equation (ARE) associated with Equation (12), then the control law, u b = K LQR *Xa, would minimize the cost function,
In the performance indexes, the control penalty R is left as a constant 1, and the state penalty matrix Q is chosen as which penalizes the first state of Equation (12), the integrated tracking error. The Q 11 is left as a parameter, which could be used to tune the closed-loop dynamics. It can be checked that the pair (A, Q 1/2 ) is observable when Q 11 is not 0. With the problem here, the value is chosen as Q 11 = 0.95, and the optimal feedback gain is obtained as K LQR = [ -0.9747 -60.5725 -15.2129].
In the LQR design above, the delay t 3 is not considered, and the model free of delays will first be used in the analysis. With the baseline controller obtained by LQR design, the Nyquist plot of closed-loop system is shown in Figure 5 .
It is seen from Figure 5 that the TDM is about 15.1 s, much larger than the maximum possible time delay in the system. This is to maintain satisfactory control performance when the maximum time delay happens in temperature control. Linear analysis shows that the closed-loop temperature dynamics is mainly dominated by poles l 1,2 = [20.1287, 20.1182], and their damping ratios are all 1.
The baseline controller at other operation points can be expressed as u b = K LQR *Xa/k(Pt, Tt, Ma), where the k(Pt, Tt, Ma) . 0 is the gain factor, depending on the states of the wind tunnel. This design will reserve the same closed-loop poles and stability margin for nominal dynamics at other operating points of the wind tunnel. Kalman filter. The LQR controller needs all the states in Equation (9) to be measurable to form the optimal state feedback. While only temperature can be measured in the system, a Kalman filter as below is used to estimate the unmeasurable state in Equation (9)
where L(t) is the Kalman filter observer gain and c x pl is the estimated state which will replace the Xa in the control law u = K LQR *Xa. Changing the noise covariance matrix and measurement noise setting in the Kalman filter. With the k(Pt, Tt, Ma) presented in Equation (14) , the Kalman filter is also gain scheduled. It should be noted that the additional dynamics of Kalman filter in the controller may impair the stability margin of the original LQR optimal controller. However, when designing this observer, pole placement is used to make the observer dynamics faster than the dynamics being estimated, and there exists a tuning process called loop transfer recovery (LTR) 20 which could asymptotically recover the state-feedback frequency domain properties to great extent. The details of this technique can be found in Cao and Hovakimyan 22 and is omitted here.
L 1 adaptive output feedback control with modified piecewise constant adaptive law
The L 1 adaptive output feedback controller augments the LQG baseline controller to compensate the uncertainties when the closed-loop system deviates from the nominal condition. Unlike MRAC, L 1 adaptive control compensates the estimated uncertainties only within the bandwidth of an integrated low-pass filter in L 1 control structure. 12 Normally, the low-pass filter bandwidth would match the bandwidth of the actuator in the system and should not go beyond it. The filter ensures that the control signal remains in low-frequency in presence of fast adaptation and large reference inputs. 9, 24 The underlying theory and its accompanying mathematical proofs for L 1 adaptive output feedback control are detailed in previous works. 9, 22, 25 An architectural overview is given in Figure 6 . The closed-loop plant in the figure includes the baseline controller.
Plant dynamics in L 1 adaptive output feedback control framework. As mentioned above, when the system is closed by the LQG baseline controller, the temperature dynamics is dominated by closed-loop poles T m x where s is the uncertainty, which may include some control input gain uncertainty, internal un-modeled dynamics and unknown state-dependent nonlinear uncertainties. The possible deviation of true plant from the nominal dynamics and disturbances can be taken into account in the form of Equation (15) through this uncertain term.
There are some assumptions about the uncertainties and disturbances term s in Equation (15) as in Cao and colleagues. 9, 20, 24 It is reasonable to assume that the assumptions are valid for the system at hand.
Output predictor. The output predictor in Figure 6 represents the desired closed-loop system behavior M(s) plus the estimated uncertainties. With incorporation of actuator dynamics in the output predictor 17, 26 and delay t 3 in the control input channel, 27 the output predictor is given by 
where m(t) is the output of the actuator model; u a is the control signal in Equation (18); G A (t) is the actuator dynamics with high fidelity, which may incorporate some nonlinearities presented in the actuator. Both rate and output saturations of the actuator are taken into account, using the saturation function sat(). Section ''Simulation results and analysis,'' shows that the inclusion of delay term t 3 in Equation (16) (18) is the rate of adaptation. In piecewise constant adaptive law, it corresponds to the sampling period of the system. 9 As Ts is constant, the adaptive update law results in linear feedback of the sampled prediction errorỹ(iT s ) with a gain expressed as À[ À1 (T s )m(iT s ) in Equation (18) . For the basic idea behind the piecewise constant adaptation law, one can refer to previous works. 18, 26, 28 Remark 1. The main difference of this adaptive law compared with the standard form in Hovakimyan and Cao 9 and Lavretsky and Wise 20 lies in the extra term h(iT s ) in Equation (18) . The term h(iT s ) is the discrete integral of the errorỹ in past steps. This is used to improve the estimation of the uncertaintyŝ(t) for next step. K a . 0 is the design parameter used to tune the performance of the estimation, and normally is 1. This modification can improve the steady-state tracking performance of the controller compared with the standard piecewise constant adaptive law, which is shown in section ''Simulation results and analysis.'' The similar modification first presented in Li and Hovakimyan 29 for the unmatched uncertainties in multiple-input, multiple-output (MIMO) state feedback system. The stability proof for this modified adaptive law here is similar to that in Li and Hovakimyan, 29 which is omitted here Control law. The control law is given as
where C(s) is designed to ensure that C(s) has unity DC gain, and the
is a proper stable transfer function matrix. 24 This requires that C(s) is a stable, strictly proper low-pass filter with a relative degree not smaller than that of M(s). This control law is to cancel the estimated uncertaintyŝ(t) generated by the adaptive law. It is seen from Equations (18) and (16) that only uncertainties within the frequency range C(s) will be canceled through the control law, and the uncertainties left in other frequency will be dealt by the output predictor. So, there will be some design limitations because of the un-canceled uncertainties in Equation (16) . The filter and the output predictor need to guarantee the stability of the closed-loop system.
The feedforward term K g provides the stationary tracking of command r(t) in output predictor (16) . The term k(Pt, Tt, Ma) provides the gain-scheduling capability for the adaptive control law.
Only the uncertainty compensation part u aa (s) will be used in the overall control in Equation (11), because the control action of u af (s) is already provided by the u b in u for the plant, and u af (s) is only used to produce proper reference output in the output predictor. This part does not need to be duplicated in the overall control. This is the unique feature of this structure of the augmented L 1 adaptive control.
Stability condition and performance bounds. According to L 1 adaptive control theory, the reference system corresponding to Equation (16) 
The sufficient L 1 norm stability condition for the reference dynamics in Equation (19) is derived in Hovakimyan and Cao 9 and Lavretsky and Wise 20 as
where L is the Lipschitz constant for f(t, y), and H(s) should be stable. For the system at hand, H(s) = M(s).
Since the true plant model A(s) is not known precisely, the condition in Equation (20) should be satisfied for all models in a known model set in which the true plant model lies. It should be noted that from Equation (21), if G(s) k k L1 is made smaller through the choice of C(s) and M(s), then a larger L, which means larger uncertainty, could by allowed in the reference system, while still maintaining its stability.
With the L 1 norm stability condition (20) holds, it is proved that the following performance bounds between the L 1 closed-loop adaptive system and its corresponding reference system hold
where g 1 (T s ) and g 2 (T s ) are the parameters which can be made arbitrarily small by reducing the sampling period T s . For details about the performance bounds and its proof, one can refer to Hovakimyan and Cao 9 and Lavretsky and Wise. 20 Filter design through global nonlinear optimization. In L 1 adaptive control, the filter C(s) would determine the tradeoff between performance and robustness. Normally, the higher the bandwidth of filter C(s), the better the control performance, but with less robustness for closed-loop system. For temperature control here, with proper TDM guaranteed, making the L 1 norm G(s) k k L1 as small as possible would allow more robustness to uncertainties in system. This can be portrayed as optimization problem for the filter design. There are some studies about the optimal filter design for L 1 adaptive control in literature. [30] [31] [32] [33] Here, a different approach with nonlinear global optimization is deployed to design the filter.
When formulating the nonlinear optimization problem, the following analysis model is used for computation of delay margin and L 1 norm.
The L 1 adaptive output feedback controller could be approximated by a linear disturbance observer according to the study of Kharisov et al. 27 Then, the linear system theory is used to formulate the constraints and cost functions in the optimization problem. The Kalman observer in baseline controller will not be considered in the analysis because it is designed only affecting highfrequency behavior.
Then, the optimal filter design here is the solution of the constrained nonlinear L 1 norm minimization problem stated as
where T m and G m are TDM and gain margin, respectively; t g . 0 is a lower bound on TDM; and L o (s) is the loop transfer function in Figure 7 used to estimate the TDM. The last constraint guarantees proper gain margin of the system and robustness in the scope of linear system theory. Clearly, the L 1 norm and the constraints in Equation (22) are nonlinear functions of the parameters of filter C(s). Thus, this is a nonlinear optimization problem. A nonlinear global optimization process in MATLAB based on the research in Ugray et al. 34 offers a method to find the optimal solution for some nonlinear optimization problems. This method combines heuristic and scatter search to find global optima with nonlinear constraints and decision variables. It is known that it is almost impossible to find the global optimal solution for most nonlinear optimization problems, but a suboptimal solution can be found with this method.
For the system here, a three-order filter with relative degree 2 and unity DC gain is chosen as
, where a 2 , a 1 , a 0 , b 1 2 (0, 10000 and t g = 8. When designed with nominal plant of Equation (9) and some parameters of the L 1 adaptive controller chosen as in the next section, by deploying the nonlinear global search optimization process, a suboptimal filter is obtained as shown in the first row of Table 1 . The second row gives the L 1 norm and the TDM for a normal third-order filter for comparison.
The suboptimal filter above is designed for the nominal case of Equation (9) . It can be verified that the resulting filter is also a suboptimal design for other operation points of the wind tunnel, guaranteeing the same TDM when deploying the gain-scheduling LQG baseline controller and L 1 adaptive controller, because the L 1 norm is proportional to the dynamic gain of H(s). Using G 0 (s) k k L1 to represent the minimal L 1 norm design for nominal case Equation (9), the minimal G(s) k k L1 at other operation points will have a gain factor, G(s) 
The choice of A m is to capture the dominating dynamics of the system closed by LQG baseline controller.
In L 1 adaptive control with piecewise constant adaptive law, the inverse of the sampling time Ts is equivalent to the adaptive gain. 24 So, the Ts should be set as low as possible within the available computing power. In this case, a sampling time of Ts = 0.02 s is suitable. Higher sampling rate has not been found to improve the performance significantly in simulation.
Nonlinear feedforward controller
From Equations (3)- (7), it is seen that the control of Mach number has coupling effects on temperature control. This effect can be expressed and modeled with good approximation in wind tunnel, and the needed liquid nitrogen mass injection to compensate that heat variation can also be estimated. 2 Thus, the nonlinear feed forward controller can be formulated as
where Qf ss is the initial heat power of at equilibrium point before employing closed-loop temperature control, which is normally balanced by the initial liquid nitrogen mass injection. (h L À C V T t ) is the cooling capacity of liquid nitrogen. In Equation (4) for Qf, the terms _ m t and P r are directly related to the compressor speed.
Because of the good approximation of coupling effect, this feedforward control law will only produce small uncertainty for the closed-loop system and will not cause stability problem, provided that the L 1 augmented controller has enough stability margin.
This nonlinear feedforward controller can offset the coupling effects caused by the Mach number control and large pressure variation. This will be shown in the next section.
Simulation results and analysis
Most of the simulations are initialized with the same controller designed at the nominal condition without gain scheduling to show the robustness of the controller. For comparison, a conventional PI controller with comparable closed-loop control bandwidth is formulated, and its simulation results will be presented in some cases.
In simulations, the actuator dynamics for liquid nitrogen injection control valve is assumed to be 
Control law to be compared
Filter C(s) T L o s ð Þ ð Þ(s) H s ð Þ 1 À C s ð Þ ð Þ L1 Bandwidth of C(s) (
Simulation scenarios
All simulation scenarios are outlined in Table 2 . In the Results and analysis Figure 8 shows 210°C temperature set point change controlled by L 1 augmented controller with standard and modified adaptive laws, respectively. Both temperature responses have similar transient performance, but the L 1 controller with modified adaptive law has better steady-state tracking performance. This is because this modification can deliver better estimation of the uncertainty, and then the output predictor follows the reference model (20) better. Figure 9 shows that the Monte Carlo runs with the uncertain linear model to examine the performances of the three controllers. The uncertainties mainly cover parameter uncertainties, and the ranges of the uncertainties can characterize possible parameter variations at operation points. This result shows that the LQG baseline controller and L 1 augmented controller have much better control performance than the conventional PI, and the L 1 augmented controller outperforms the LQG baseline controller. In some cases, the control signal of the L 1 augmented controller signal exhibits some jittering to sustain the appropriate response of the temperature. This will be explained later in the robustness analysis.
The scenarios S3-S6 are with nonlinear cryogenic wind tunnel model. S3-S6 use the same nominal L 1 augmented controller without any retuning. In most cases, the actuator output are presented in controller output figures. Figure 10 shows the temperature responses of all three controllers at the nominal condition. The LQG baseline controller and L 1 augmented controller have similar performance like that in S1, better than the conventional PI controller. Figure 11 presents the temperature control with the longest delay of about 4.16 s, which happens at Tt = 120 K, Pt = 450 kPa, Ma = 0.15. It shows that the L 1 augmented controller retains the basic tracking characteristics of nominal case, while the LQG controller and PI controller exhibit much larger overshooting, and obvious temperature oscillation can be observed in LQG controller results.
It can be seen from the results of S3-S4 that the actual actuator output can follow the controller signals well for L 1 augmented controller and LQG controller. While for PI controller, because of the existence of direct P control, the actuator output can hardly follow the command signal at the beginning of temperature command changes. In some cases, this would lead to deteriorated control performance. Figure 12 shows the nonlinear feedforward temperature control when Mach number undergoes changes. It is seen from the controller output that the feedforward controller compensates the temperature variation in advance before the temperature feedback can reflect the error signal. The compensation signal has some advance compared with that of the case with feedback controller only. So the temperature variation induced by the Mach number control is greatly reduced. It shows the effectiveness of the temperature feedforward controller.
The simulation result shown in Figure 13 corresponds to regular cooling-down process and a typical temperature control process in cryogenic wind tunnel operation. The ramp change of temperature corresponds to temperature-lowering process, where the temperature does not need to track the temperature target command exactly. The ramp slope is used to constraint the temperature change rates. After total temperature reaches the first destination 160 K, Mach number is controlled to 0.6 from 0.15, at the time of 850 s. The temperature feedforward controller is in effect at this point to prevent the temperature from large variation. Then, the temperature goes through several step changes, including one temperature rise step change. The temperature can follow the command well. The wind tunnel metal wall temperature, which is also shown in the figure, follows the gas temperature in the trends. The controlled Mach number shown in the figure followed its command well. It is normal to see some deviation from its set point on the curve of Mach number when the temperature undergoes sharp changes, because the Mach number is closely related to the temperature of gas. The total pressure would vary with the variations of liquid nitrogen injection and gas temperature, but it is maintained close to the set point, 115 kPa, in the entire process. The gain-scheduled L 1 augmented controller is deployed in this case.
Robustness analysis
As mentioned above, the L 1 adaptive controller with piecewise constant adaptive law can be approximated by disturbance observer or a linear time invariant system as long as the sampling time Ts is small, according to the study in Kharisov et al. 27 Thus, linear analysis methods can be used to assess the robustness of the closed-loop system. When proceeding the analysis, it is assumed that the actuator model's rate and position are not saturated, and the actuator dynamics is ignored for its relative wider bandwidth compared to the plant dynamics. The state observer dynamics in the LQG baseline controller is not included in the model to simplify the analysis, because the observer is designed not to affect the low frequency response of the system. The feedback system is analyzed using the input loop transfer function with the nominal linear temperature model. It is a scalar, open-loop transfer function from the actuator input of the plant to the output of the controller, which can be derived from the structure in Figure 7 . Bode plots for systems with LQR baseline controller and L 1 augmented controller without t 3 presenting in the output predictor (16) are presented in Figure 14 .
It is seen that the L 1 augmented controller has higher bandwidth and higher gain than the LQR baseline controller; this is why the performance of the L 1 augmented controller is better than the LQR baseline controller in many simulation scenarios. But normally higher bandwidth may also mean reduction in robust stability margin and would introduce more noise or disturbance in closed-loop system. This can be seen in the controller output in some simulation cases. Since the nominal linear model already includes a delay of 1.6 s, the delay margins for the two controllers in the table are consistent with the designed delay margins of LQR and L 1 adaptive controllers.
From the table, the stability margin for the L 1 augmented controller is much smaller than the LQR controller, though the basic robustness is retained. When the time delay t 3 corresponding to temperature control delay is incorporated in the output predictor (16), the stability margin can be greatly improved for the L 1 augmented controller.
When approximating the L 1 adaptive output feedback controller with delay t 3 presented in the output predictor, a fourth-order Pade´approximation for the delay is used. To study the stability margin of the L 1 augmented controller, different time delays are assumed in the linear model. Figure 15 presents the Bode plots for the systems with different delays, controlled by the L 1 augmented controllers with corresponding delay presented in output predictor (16) .
The TDMs for different delay cases in Figure 15 are listed in Table 4 .
It is seen from Table 4 that with delay modeling in the output predictor, the L 1 augment controller can assure higher extra TDM, in the condition that the delay is already presented in the linear temperature model. This property cannot be attained by the LQG controller alone. Thus, this design architecture improves the TDM considerably. This result is numerically verified in simulations. Of course, because of the existence of delay in the linear temperature model and the L 1 adaptive controller, it is reasonable that the cross-frequency of the corresponding feedback systems would vary correspondingly, because the presence of delay would reduce the bandwidth of the feedback system. This feature is important for the temperature control in cryogenic wind tunnel, where the delay would always occur and vary over a range.
When the cryogenic wind tunnel is in operation, with the state variation of the wind tunnel, especially the Mach number, the delay will vary with these states and it could be estimated. The delay term in the output predictor incorporates some time-varying and nonlinear factor into the L 1 adaptive controller architecture. With this feature, the L 1 adaptive controller would adjust its bandwidth dynamically according to states of the wind tunnel. So, a dynamic trading off between the performance and robustness is realized through this design. It is obvious that this adjustment cannot occur in a very short period, otherwise complicated and unstable dynamics would occur.
Conclusion
The L 1 augmented adaptive output feedback controller with modified piecewise constant adaptive law is applied to the temperature control of cryogenic wind tunnel. The modification of adaptive law plus the global nonlinear optimization of the filter in the L 1 adaptive control architecture helps the controller achieve good control performance and acceptable robustness for the temperature control over a wide range of operations.
Simulations show that the LQG baseline controller and L 1 augmented adaptive controller have better control performance compared with classical PI controller. Linear analysis show that the delay modeling in the output predictor greatly improves the TDM of the L 1 augmented adaptive controller. The study and results here are encouraging and further application of L 1 adaptive control to the entire cryogenic wind tunnel control could be warranted.
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