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Abstract
The paper considers the extension of the T-spline approach to the Generalized
B-splines (GB-splines), a relevant class of non-polynomial splines. The Generalized
T-splines (GT-splines) are based both on the framework of classical polynomial
T-splines and on the Trigonometric GT-splines (TGT-splines), a particular case of
GT-splines. Our study of GT-splines introduces a class of T-meshes (named VMCR
T-meshes) for which both the corresponding GT-splines and the corresponding poly-
nomial T-splines are linearly independent. A practical characterization can be given
for a sub-class of VMCR T-meshes, which we refer to as weakly dual-compatible T-
meshes, which properly includes the class of dual-compatible (equivalently, analysis-
suitable) T-meshes for an arbitrary (polynomial) order.
Keywords: T-spline, T-mesh, GB-spline, analysis-suitable, dual-compatible, linear
independence.
1 Introduction
In the last years, the introduction of the so-called T-splines and of the spline spaces
defined over T-meshes introduced significant advancements for the use of polynomial
spline functions in the CAD and CAGD techniques. The main idea of this approach,
in the basic case of surface modelling in IR3, is to free the control points of the surface
from the constraint to lie, topologically, on a rectangular grid whose edges intersect only
at “cross junctions”, and allow instead partial lines of control points, which leads to the
possibility to have “T-junctions”between the edges of the grid. Such a framework gave
some important improvements in CAD and CAGD methods: the possibility to locally
refine the surfaces, a considerable reduction of the quantity of control points needed, the
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ability to easily avoid gaps between surfaces to be joined (see, e.g., [19] and [20]), just to
name a few. All these advantages became even more important in the applications, such
as the isogeometric approach for the analysis problems represented by partial differential
equations (see, e.g., [7], [8] and [1]).
The T-spline idea has been applied mainly to polynomial splines, while we know that
several types of non-polynomial splines are used for certain applications because of their
particular properties. For this reason, recently we proposed a generalization of the T-
spline approach to the trigonometric GB-splines (see [3]), a particularly relevant class of
non-polynomial splines because of their adaptability and their application to the already
mentioned isogeometric analysis (see, e.g., [10] and [12]). Roughly speaking, the GB-
splines are a basis of spaces of piecewise functions, locally spanned both by polynomials
and by non-polynomial functions, which in the trigonometric case are sin(ωs) and cos(ωs),
with a given frequency ω. Note that these splines can be seen as particular cases of the
piecewise Extended Chebyshevian splines (see, e.g., [13], [14] and [15]). GB-splines have
been successfully used to construct tensor-product surfaces (see, e.g., [12] and references
therein) with control points on rectangular grids.
In this paper, we will first extend the results in [3] to any type of GB-splines of arbitrary
bi-order (p, q), so that we can take full advantage of the good features of GB-splines and T-
splines. In order to achieve this goal, we will start by presenting the univariate GB-splines
and their properties, including a knot insertion formula with necessary conditions, which
will be also essential in the study of the linear independence of the GT-spline functions.
Then, we will introduce the GT-splines, whose definition (and notations) is based both
on the polynomial T-splines (see, e.g., [4], [5] and [11]) and on the TGT-splines (see [3]).
Similarly to the case of TGT-splines [3], we will show that there exists a relation between
the GT-splines of bi-order (p, q) and the polynomial T-splines of the same bi-order. The
study of their linear independence will lead us to the introduction of the class of VMCR
T-meshes (Void Matrix after Column Reduction T-meshes), which guarantee the linear
independence of the associated GT-spline and T-spline blending functions of the same bi-
order. The basic concept behind VMCR T-meshes involves the idea of column reduction
(used in [11]), and implicitly helped to show in [3] that in the case of bi-order (4, 4)
the well-known analysis-suitable T-meshes are also VMCR T-meshes. In this paper we
provide a simple characterization of a sub-class of VMCR T-meshes, which we refer to
as weakly dual-compatible T-meshes: we will prove that such class strictly includes the
one of dual-compatible/analysis-suitable T-meshes (see, e.g., [5] and [11]) for any bi-order
(p, q). Finally, we will present an explicit example of weakly dual-compatible T-meshes
which is not dual-compatible/analysis-suitable.
The paper is organized as follows. In Section 2 we recall the definition and the basic
properties of the univariate GB-splines, and we deal with the conditions needed to get
a knot insertion formula. In Section 3, after having recalled the definition of T-mesh,
we introduce the GT-splines and we give some properties following directly from their
definition. In Section 4 we study the linear independence of the GT-spline blending
functions and, more importantly, the classes of VMCR T-meshes and of weakly dual-
compatible T-meshes. Finally, Section 5 contains some concluding remarks.
2
2 Univariate generalized B-splines
2.1 Definition and main properties
Let n, p ∈ IN, p ≥ 2, and let Σ = {s1 ≤ ... ≤ sn+p} be a non-decreasing knot sequence
(knot vector); we associate to Σ two vectors of functions Ωu = {u1(s), ..., un+p−1(s)} and
Ωv = {v1(s), ..., vn+p−1(s)}, where, for i = 1, ..., n + p − 1, ui, vi belong to C
p−2[si, si+1]
and are such that the space W spanned by the derivatives
Ui(s) =
dp−2ui(s)
dsp−2
, Vi(s) =
dp−2vi(s)
dsp−2
is a Chebyshev space, that is, any function belonging to it has at most one zero in [si, si+1].
Let, for i = 1, ..., n+ p, mi be the multiplicity of si in Σ, that is, the cardinality of the set
{k : 1 ≤ k ≤ n+ p, sk = si}.
Note thatmi = mj if si = sj. We assume that 1 ≤ mi ≤ p, for i = 1, ..., n+p. We consider
the generalized spline space spanned, in each interval [si, si+1], by {ui(s), vi(s), 1, s, ..., s
p−3}
for p ≥ 3 and by {ui(s), vi(s)} for p = 2. For this space we can define a basis of compactly-
supported splines, which are called Generalized B-splines (GB-splines).
The definition of such basis is usually given in a recursive fashion, which we briefly recall
(see also [10] and [12]). Since we required that the space spanned by Ui and Vi, denoted by
W = 〈Ui, Vi〉, is a Chebyshev space, it is not restrictive to choose, as generating functions
of W , two functions Ui(s) and Vi(s) such that
Ui(si) > 0, Ui(si+1) = 0, Vi(si) = 0, Vi(si+1) > 0. (1)
Since W is a Chebyshev space, Ui(s) > 0 for any s ∈ [si, si+1) and Vi(s) > 0 for any
s ∈ (si, si+1]. We will call the selected functions Ui(s) and Vi(s) generating functions
associated to [si, si+1]. Then, following [10], [12], we can define a basis of compactly-
supported spline functions for the generalized spline space in the following way: for p = 2
N
(2)
i (s) =


Vi(s)
Vi(si+1)
, if si ≤ s < si+1,
Ui+1(s)
Ui+1(si+1)
, if si+1 ≤ s < si+2,
0, otherwise,
, (2)
while, for p ≥ 3,
N
(p)
i (s) =
∫ s
−∞
(
δ
(p−1)
i N
(p−1)
i (r)− δ
(p−1)
i+1 N
(p−1)
i+1 (r)
)
dr, i = 1, ..., n, (3)
where
δ
(p)
i =
[∫ ∞
−∞
N
(p)
i (r)dr
]−1
, i = 1, ..., n. (4)
3
Moreover, if N
(p)
i (s) = 0, we set∫ s
−∞
δ
(p)
i N
(p)
i (r)dr =
{
1, s ≥ si+p,
0, s < si+p,
The GB-splines have essentially the same properties of the classical polynomial splines.
Property 2.1. The GB-splines satisfy the following properties.
1. Continuity: each N
(p)
i is (p−mj − 1) times continuously differentiable at the knot
sj, wheremj is the multiplicity of sj in the knot vector {si, ..., si+p}, with 1 ≤ mi ≤ p.
2. Positivity: N
(p)
i (s) ≥ 0 for s ∈ IR, i = 1, ..., n and p ∈ IN, p ≥ 2.
3. Local support: if s /∈ [si, si+p] N
(p)
i (s) = 0, i = 1, ..., n and p ∈ IN, p ≥ 2.
4. Partition of unity: for p ≥ 3 and s ∈ [sp, sn+1],
∑n
i=1N
(p)
i (s) = 1.
5. Linear independence: for any p ≥ 2 N
(p)
1 , ..., N
(p)
n are linearly independent.
Therefore, the GB-splines can be used, just like the polynomial B-splines, to define a
GB-spline curve:
C(t) =
n∑
i=1
PiN
(p)
i (s), s ∈ [s1, sn+p], (5)
where Pi are the control points corresponding to N
(p)
i (s). Because of the properties of
positivity, local support and partition of unity, the control points in (5) play the same
role of the control points in the polynomial B-spline curves.
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Figure 1: A comparison between (a) the polynomial B-splines of order p = 2 defined
on the knot vector Σ = {0, 1/6, 1/3, 1/2, 2/3, 5/6, 1} and (b) the GB-splines of order
p = 2, locally spanned by the functions {ui(s), vi(s)}, where ui(s) = cos(ωis) and vi(s) =
sin(ωis) with {ωi}
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i=1 = {8, 15, 8, 15, 8, 15}. Note that, since p = 2, the GB-splines do not
form a partition of unity.
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Figure 2: A comparison between (a) the polynomial B-splines of order p = 3 defined
on the knot vector Σ = {0, 0, 0, 1/4, 1/2, 3/4, 1, 1, 1} and (b) the GB-splines of order
p = 3, locally spanned by the functions {1, ui(s), vi(s)}, where ui(s) = cosh(ωis) and
vi(s) = sinh(ωis) with {ωi}
8
i=1 = {1, 1, 8.5, 1.3, 12.3, 0.5, 1, 1} for i = 1, ..., 8.
2.2 Knot insertion formula
One of the main reasons to introduce the T-spline approach in the construction of spline
surfaces is, as already mentioned, the possibility to apply local refinement techniques.
Therefore, it is crucial to have a knot insertion formula in the univariate case. In the
case of GB-splines, differently from the polynomial case (see Boehm’s seminal work [2]),
we need to pay attention to the issue that a knot insertion requires two new additional
functions and that the space refined by applying the knot insertion formula must contain
the original space. The resulting knot insertion rule is stated below.
Theorem 2.2. Let Σ = {s1, ..., sn+p} be a knot vector, Σ¯ = {s¯1, ..., s¯n+p+1} the knot
vector obtained by inserting a new knot s¯, si ≤ s¯ < si+1. Let Ωu = {u1(s), ..., un+p−1(s)},
Ωv = {v1(s), ..., vn+p−1(s)} and Ω¯u = {u¯1(s), ..., u¯n+p(s)}, Ω¯v = {v¯1(s), ..., v¯n+p(s)} be
the corresponding vectors of functions, where
u¯j(s) = uj(s) and v¯j(s) = vj(s) if j ≤ i
u¯j(s) = uj−1(s) and v¯j(s) = vj−1(s) if j > i. (6)
If we denote by N
(p)
i (s) and N¯
(p)
i (s) the GB-splines of order p, respectively before and after
the knot insertion, and by r + 1 the multiplicity of s¯ in Σ¯, then we obtain
N
(p)
j (s) = αj,pN¯
(p)
j (s) + βj+1,pN¯
(p)
j+1(s), (7)
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with, for p > 2,
αj,p =


1, j ≤ i− p,
δ
(p−1)
j
δ¯
(p−1)
j
αj,p−1, i− p < j < i− r + 1,
0, j ≥ i− r + 1
,
βj,p =


0, j ≤ i− p+ 1,
δ
(p−1)
j
δ¯
(p−1)
j+1
βj+1,p−1, i− p+ 1 < j < i− r + 2,
1, j ≥ i− r + 2
,
and, for p = 2,
αj,2 =


1, j < i,
Vi(s¯)
Vi(si+1)
, j = i,
0, j ≥ i+ 1
,
βj,2 =


0, j < i,
Ui(s¯)
Ui(si)
, j = i,
1, j ≥ i+ 1
,
where δ
(p−1)
j and δ¯
(p−1)
j are the constants defined by (4) for Σ and Σ¯ respectively, and Ui(s)
and Vi(s), U¯i(s) and V¯i(s), U¯i+1(s) and V¯i+1(s) are the generating functions associated to
[si, si+1], [si, s¯], [s¯, si+1], respectively, and such that V¯i(s) = Vi(s), U¯i+1(s) = Ui(s).
Proof. The result can be proved either by generalizing the knot insertion formula
found for trigonometric GB-splines [3] or by using the properties of piecewise Extended
Chebyshev splines (see [13], [14] and [15]). 
Note that knot insertion formulae for a particular case of GB-splines and for slightly
different splines can be also found in [23] and [24], respectively.
3 Generalized T-splines
In order to define the GT-splines, we need to briefly recall some definitions and notations
about the T-meshes, which are the same used for the classical polynomial case (see, e.g.,
[4] and [5]) and for the TGT-splines in [3].
LetΣs = {s−⌊p/2⌋+1, ..., sµ+⌊p/2⌋} andΣ
t = {t−⌊q/2⌋+1, ..., tν+⌊q/2⌋} be two index vectors,
where µ, ν ∈ Z, p, q ∈ Z are equal to or greater than 2 and, for any real number k, ⌊k⌋ is
the largest integer smaller than or equal to k. Analogously, Ωs
u
, Ωs
v
, Ωt
u
and Ωt
v
are the
associated vectors of functions.
An index T-mesh M is a rectangular partition of the index domain [−⌊p/2⌋ + 1, µ +
⌊p/2⌋]× [−⌊q/2⌋+1, ν+⌊q/2⌋] such that the vertices have integer coordinates (see Figure
6
3(a)). In other words, M is the collection of all the elements of such partition, which are
called cells. Note that, since the elements are rectangular, T-junctions are allowed but
L-junctions or I-junctions are not. We call edge any segment, either horizontal or vertical,
linking two vertices of the mesh. We denote the set of vertices by V and by hE, vE and
E the sets containing only horizontal, only vertical and all the edges respectively. The
valence of a vertex P is the number of edges e ∈ E such that P ∈ ∂e. Finally, we denote
by S the union of all the edges and vertices.
We define the active region ARp,q and frame region FRp,q (see Figure 3(b)) as
ARp,q = [1, µ]× [1, ν],
and
FRp,q =
([
− ⌊p/2⌋+ 1, 1
]
∪
[
µ, µ+ ⌊p/2⌋
])
×
[
− ⌊q/2⌋+ 1, ν + ⌊q/2⌋
]
∪
[
− ⌊p/2⌋+ 1, µ+ ⌊p/2⌋
]
×
([
− ⌊q/2⌋+ 1, 1
]
∪
[
ν, ν + ⌊q/2⌋
])
.
(a) (b)
Figure 3: A T-mesh (a) in the case p = q = 4, µ = 4 and ν = 3 , and (b) the corresponding
active region highlighted in gray, with the remaining part representing the frame region.
Definition 3.1. A T-mesh M is admissible for the bi-order (p, q) if S ∩ FRp,q includes
the segments
{l} ×
[
− ⌊q/2⌋+ 1, ν + ⌊q/2⌋
]
for l = −⌊p/2⌋+ 1, ..., 1,
and l = µ, ..., µ+ ⌊p/2⌋,[
− ⌊p/2⌋+ 1, µ+ ⌊p/2⌋
]
× {l} for l = −⌊q/2⌋+ 1, ..., 1,
and l = ν, ..., ν + ⌊q/2⌋,
and all vertices belonging to (−⌊p/2⌋ + 1, µ + ⌊p/2⌋) × (−⌊q/2⌋ + 1, ν + ⌊q/2⌋) ∩ FRp,q
have valence 4. ADp,q will denote the set of admissible T-meshes for the bi-order (p, q).
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Definition 3.2. A T-mesh M ∈ ADp,q belongs to AD
+
p,q if, for any couple of vertices
P1 = (i1, j1), P2 = (i2, j2) ∈ V both belonging to the boundary of a cell and such that
i1 = i2 (j1 = j2, resp.), the segment i1 × (j1, j2) (j1 × (i1, i2), resp.) belongs to S.
In other words, A T-mesh satisfying the definition 3.2 does not have any “facing”T-
junctions. While considering this additional requirement is not necessary now, we will
need it later to guarantee the equivalence between analysis-suitable and dual-compatible
T-meshes (see [5]).
The so-called anchors, which are basic to the construction of T-splines, are defined as
follows.
Definition 3.3. Given T-mesh M ∈ ADp,q, the set of anchors Ap,q(M) is defined in the
following way:
• if both p and q are even, Ap,q(M) = {A ∈ V : A ⊂ ARp,q};
• if p is odd and q is even, Ap,q(M) = {A ∈ hE : A ⊂ ARp,q};
• if p is even and q is odd, Ap,q(M) = {A ∈ vE : A ⊂ ARp,q};
• if both p and q are odd, Ap,q(M) = {A ∈M : A ⊂ ARp,q}.
To each anchor A ∈ Ap,q(M) we associate a global horizontal (vertical) index vector
Is(A) (It(A)) and a local horizontal (vertical) index vector Is
l
(A) (It
l
(A)), which is a subset
of Is(A) (It(A)). The construction of these vectors, which depends on the local topology
of the T-mesh, is fundamental in the theory of T-splines, and a formal presentation can
be found for example in [5].
The T-mesh in parameter space is naturally defined as the partition of the domain
[s−⌊p/2⌋+1, sµ+⌊p/2⌋]× [t−⌊q/2⌋+1, tν+⌊q/2⌋] obtained by considering the elements of the form
(si1, si2)× (tj1 , tj2) 6= ∅,
where (i1, i2)× (j1, j2) ∈M . Let us introduce the notation
Σs(Is) = {si ∈ Σ
s : i ∈ Is},
Σt(It) = {tj ∈ Σ
t : j ∈ It},
Ωs
u
(Is) = {usi ∈ Ω
s
u
: i ∈ Is\{ihp+1}},
Ωt
u
(It) = {utj ∈ Ω
t
u
: j ∈ It\{jkq+1},
Ωs
v
(Is) = {vsi ∈ Ω
s
v
: i ∈ Is\{ihp+1},
Ωt
v
(It) = {vtj ∈ Ω
t
v
: j ∈ It\{jkq+1}.
for any index vectors Is = {ih1 , ..., ihp+1} ⊂ {1, 2, ..., µ}, I
t = {jk1 , ..., jkq+1} ⊂ {1, 2, ..., ν}.
In this way, the global and local index vectors associated to each anchor naturally define
corresponding global and local knot and functions vectors.
Then, we define, for each anchor, a bivariate Generalized T-spline (GT-spline):
NA(s, t) =N
[
Σs(Is
l
(A)),Ωs
u
(Is
l
(A)),Ωs
v
(Is
l
(A))
]
(s)
×N
[
Σt(It
l
(A)),Ωt
u
(It
l
(A)),Ωt
v
(It
l
(A))
]
(t). (8)
8
whereN
[
Σs(Is
l
(A)),Ωs
u
(Is
l
(A)),Ωs
v
(Is
l
(A))
]
(s) andN
[
Σt(It
l
(A)),Ωt
u
(It
l
(A)),Ωt
v
(It
l
(A))
]
(t)
are the univariate GB-splines in the variables s and t constructed on the horizontal and
vertical local knot and function vectors associated to A. Of course, the TGT-splines in-
troduced in [3] are a particular case of the just defined GT-splines, obtained by setting
usi (s) = cos(ω
s
i (s)), v
s
i (s) = sin(ω
s
i (s)) and u
t
j(t) = cos(ω
t
j(t)), v
t
j(t) = sin(ω
t
j(t)), where ω
s
i
and ωtj are frequencies such that 0 < ω
s
i < pi/(si+1 − si) and 0 < ω
t
j < pi/(tj+1 − tj) for
any i, j.
Several properties holding for the polynomial T-splines are also satisfied by the GT-splines.
Property 3.4. The GT-splines enjoy the following properties, as direct consequence of
their definition.
1. Continuity: each blending function NA(s, t), for any A ∈ Ap,q(M), is (p−m
s
i − 1)
times continuously differentiable with respect to s and (q −mtj − 1) times continu-
ously differentiable with respect to t at the point (si, tj), where m
s
i and m
t
j are the
multiplicities of si and tj in the knot vectors Σ
s(Is(A)) and Σt(It(A)), respectively.
2. Positivity: NA(s, t) ≥ 0 for (s, t) ∈ IR
2, A ∈ Ap,q(M) and p, q ∈ IN, p, q ≥ 2.
3. Local support: if (s, t) /∈ [minΣs(Is
l
(A)),maxΣs(Is
l
(A))]×[minΣt(It
l
(A)),maxΣt(It
l
(A))],
then NA(s, t) = 0, A ∈ Ap,q(M) and p, q ∈ IN, p, q ≥ 2.
4. Linear independence for tensor-product case: If M is a tensor-product mesh,
that is, all the vertices have valence 4, then the corresponding blending functions are
linearly independent.
5. Partition of unity for tensor-product case: If M is a tensor-product mesh,
then the corresponding blending functions form a partition of unity.
We can use the blending functions (8) to construct a spline surface in the same way
as in the polynomial case:
T(s, t) =
∑
A∈Ap,q(M)
TAwANA(s, t)
∑
A∈Ap,q(M)
wANA(s, t)
, (9)
where TA ∈ IR
3 are given control points and wA ∈ IR
+ are the weights.
Note that the constant function 1 may not belong to span{NA(s, t) : A ∈ Ap,q(M)},
and then considering the rational form (9) allows to get the partition of unity property.
It can be easily shown that the concepts of standard and semi-standard T-splines (see
[19] and [20]) can be extended to this non-polynomial setting; therefore, if we construct
standard or semi-standard GT-splines, we can avoid using the rational form, which allows
us to combine the features of the T-spline approach and the reproduction properties of
the GB-splines.
As in the GB-splines case, the use of GT-splines is particularly relevant to exactly rep-
resent certain shapes, which cannot be obtained with classical T-splines. For example,
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helical-shaped domains such as helicoids, helicoidal springs and screws can be exactly
reproduced by trigonometric GT-splines.
Example 1. Let us consider the helicoid section parametrized by
x(s, t) = s cos(ωt)
y(s, t) = s sin(ωt)
z(s, t) = t, r1 ≤ s ≤ r2, 0 ≤ t ≤ h.
The helicoid section in Figure 4(a), where r1 = 1/2, r2 = 1, h = 6 and ω = 3, is exactly
modeled by using suitable GT-splines of bi-order (4,4), which span a space containing
〈1, s, cos(3s), sin(3s)〉 ⊗ 〈1, t, cos(3t), sin(3t)〉.
−0.50
0.51
−0.5
0
0.5
0
1
2
3
4
5
(a)
(b)
Figure 4: A helicoid section (a) in the case r1 = 1/2, r2 = 1, h = 10 and ω = 3, and (b)
a helicoidal spring in the case R = 3, r = 1, h = 8pi, ωs = 1 and ωt = 2.
Example 2. Let us consider a helicoidal spring parametrized by
x(s, t) = (R + r cos(ωss)) cos(ωtt)
y(s, t) = (R + r cos(ωss)) sin(ωtt)
z(s, t) = r sin(ωss) + t, 0 ≤ s ≤ 2pi, 0 ≤ t ≤ h,
with R, r > 0. The helicoidal spring in Figure 4(b), where R = 3, r = 1, h = 8pi, ωs = 1
and ωt = 2, is exactly modeled by using suitable GT-splines of bi-order (4,4), which span
a space containing 〈1, s, cos(s), sin(s)〉 ⊗ 〈1, t, cos(2t), sin(2t)〉.
Such shapes are used for example in boundary layer problems on helical-shaped do-
mains (see, e.g., [16] and [17]), in modeling of dental implants (see, e.g., [6] and [22])
and in finite element methods on helical-spring models (see, e.g., [9] and [21]). Note
that using VMCR T-meshes defined in Section 4.2 guarantees the linear independence of
the GT-splines and then makes them suitable to numerically solve the above mentioned
problems.
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4 Linear independence of the GT-splines and VMCR
T-meshes
4.1 GT-splines and tensor-product splines
The linear independence of the T-splines is a key point for at least one of their main
applications, that is, isogeometric analysis (see, e.g., [1]). Therefore, the study of linear
independence is basic for the theory of the just introduced GT-splines as well, which is
the reason why we devote Section 4 to this topic. First we will generalize the results for
TGT-splines in [3].
In general, the situation about linear independence of GT-splines may not coincide with
the one of the classical polynomial T-splines. For instance, it has been shown that there
are examples where the arguments used to prove the linear dependence of the T-splines
do not hold in the case of the TGT-splines (see [3]). The linear independence of the GT-
splines can be studied by examining the relation between them and the tensor-product
spline functions associated to the so-called underlying tensor product mesh. Note that
the tensor-product GB-spline functions are linearly independent (see Property 3.4).
Definition 4.1. Given a T-mesh M , its underlying tensor-product mesh Mˆ is the T-
mesh with the same index domain of M and obtained by adding to M vertices and edges
such that all the vertices have valence 4 and the knot and functions vectors Σs, Σt, Ωs
u
,
Ωs
v
, Ωt
u
and Ωt
v
are unvaried.
Then, we can get the underlying tensor-product mesh Mˆ of a T-mesh M by adding
edges. Therefore, there is a linear relation between the two sets of GT-splines associated
to M and Mˆ , since adding the edges needed to get Mˆ from M corresponds to inserting
knots belonging to Σs (Σt respectively) in the global knot vectors Σs(Is(A)) (Σt(It(A))
respectively) and the corresponding elements in the vectors of functions Ωs
u
(Is(A)) and
Ωs
v
(Is(A)) (Ωt
u
(It(A)) and Ωt
v
(It(A)) respectively) for A ∈ Ap,q(M), which can be han-
dled by using the knot insertion formula. Then these knot insertions must satisfy the
requirements of Theorem 2.2. More precisely, condition (6) must be satisfied when we
insert new functions belonging to Ωs
u
and Ωs
v
(Ωt
u
and Ωt
v
respectively), in the global
function vectors Ωs
u
(Is(A)) and Ωs
v
(Is(A)) (Ωt
u
(It(A)) and Ωt
v
(It(A)) respectively) of an
anchor A. By repeatedly applying the knot insertion formula (7), we get a relation of
type
NA(s, t) =
∑
B∈Ap,q(Mˆ)
cA,BNˆB(s, t), A ∈ Ap,q(M), (10)
where {NA(s, t)}A∈Ap,q(M) and {NˆB(s, t)}B∈Ap,q(Mˆ) are the sets of GT-splines associated to
M and Mˆ , respectively. If we denote the sets of the anchors of M and Mˆ by Ap,q(M) =
{A1, .., An} and Ap,q(Mˆ) = {Aˆ1, .., Aˆnˆ}, (10) can be also written in the matrix form
N = CNˆ, (11)
where N =
[
NA1(s, t), ..., NAn(s, t)
]T
, Nˆ =
[
NˆAˆ1(s, t), ..., NˆAˆnˆ(s, t)
]T
, and C is an n × nˆ
matrix C = (cij)i=1,...,n,j=1,...,nˆ, whose elements are obtained by re-labeling the coefficients
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cA,B in (10). The linear independence of the GT-spline blending functions is equivalent
to C being a full-rank matrix.
Theorem 4.2. A necessary and sufficient condition for the GT-spline blending functions
{NAi(s, t)}
n
i=1 to be linearly independent is that C is full rank.
Proof. See the analogous Theorem in [3]. 
Given the same T-meshM , the same knot vectors Σs andΣt, and as a consequence the
same anchors and the same global and local knot vectors, we denote by {PAi(s, t)}i=1,...,n
the polynomial T-spline blending functions of bi-degree (p−1, q−1), and by {PˆAˆi(s, t)}
nˆ
i=1
the tensor-product B-spline functions associated to the underlying tensor-product mesh
Mˆ . We can obtain also in this case, by repeatedly applying Boehm’s knot insertion
formula for the polynomial splines (see, e.g., [2]), the relation
P = DPˆ, (12)
where P =
[
PA1(s, t), ..., PAn(s, t)
]T
, Pˆ =
[
PˆAˆ1(s, t), ..., PˆAˆnˆ(s, t)
]T
and D is an n × nˆ
matrix.
Theorem 4.3. A necessary and sufficient condition for the T-spline blending functions
{PAi(s, t)}
n
i=1 to be linearly independent is that D is full rank.
Proof. See, e.g., [11]. 
In the nonpolynomial and the polynomial cases, the linear independence of the re-
spective blending functions is equivalent to the respective matrices C and D being full
rank. We will prove that there is a strong connection between the two matrices. Since
the elements of the two matrices C and D are obtained by a repeated application of the
respective knot insertion formulae, we need to understand the relation between their knot
insertion formulae, stated in the following Lemma.
Lemma 4.4. Let be given a knot vector Σ = {s1, ..., sn+p} and another knot vector Σ¯ =
{s¯1, ..., s¯n+p+1} obtained by inserting a new knot s¯ between si and si+1. Moreover, let
Ωu = {u1(s), ..., un+p−1(s)}, Ωv = {v1(s), ..., vn+p−1(s)} and Ω¯u = {u¯1(s), ..., u¯n+p(s)},
Ω¯v = {v¯1(s), ..., v¯n+p(s)} be their respective vectors of functions, where u¯j(s) = uj(s) and
v¯j(s) = vj(s) if j ≤ i or u¯j(s) = uj−1(s) and v¯j(s) = vj−1(s) if j > i. Consider, for
any order p ≥ 2, the knot insertion formulas for the univariate GB-splines and for the
univariate polynomial B-splines
Nj(s) = αj,pN¯j(s) + βj+1,pN¯j+1(s), j = 1, ..., n,
Pj(s) = γj,pP¯j(s) + ηj+1,pP¯j+1(s), j = 1, ..., n,
where by N¯j and P¯j we denote the GB-splines and the B-splines obtained after the knot
insertion, and the coefficients are obtained by using, respectively, (7) and the classical
knot insertion formula (see, e.g., [2]). Then, for j = 1, ..., n, we have
αj,p, βj,p, γj,p, ηj,p ≥ 0,
αj,p = 0⇐⇒ γj,p = 0, βj,p = 0⇐⇒ ηj,p = 0. (13)
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Proof. The result, analogously to the trigonometric case considered in [3], follows from
the analysis of the expressions of αj,p, βj,p, γj,p, ηj,p, j = 1, ..., n. 
This Lemma allows us to establish a connection between the matrices C and D. Com-
bining Lemma 4.4 with the same arguments in the proof of Corollary 4.6 in [3], we prove
below that the sparsity pattern of the two matrices coincide.
Theorem 4.5. Let M ∈ ADp,q, and let {NAj}j=1,...,n and {PAj}j=1,...,n be the sets of
the GT-spline blending functions and of the T-spline blending functions associated to M ,
respectively. Moreover, let {NˆAˆj}j=1,...,nˆ and {PˆAˆj}j=1,...,nˆ be the sets of the GT-spline
blending functions and of the T-spline blending functions associated to the underlying
tensor-product mesh Mˆ . If we denote by C and D the matrices expressing the rela-
tion between the functions {NAj}j=1,...,n and {NˆAˆj}j=1,...,nˆ, and between {PAj}j=1,...,n and
{PˆAˆj}j=1,...,nˆ, defined in (11) and (12), we have that
cij = 0⇐⇒ dij = 0, i = 1, ..., n, j = 1, ..., nˆ. (14)
Proof. The proof is analogous to the one for the trigonometric case considered in [3]. 
4.2 VMCR T-meshes
Using Theorem 4.5 and the concept of column reduction (employed for bicubic splines in
[11]) we will now define the class of T-meshes which guarantees the linear independence
both for the classical polynomial T-splines and for the GT-splines.
Let us recall the procedure of column reduction. Given a matrix C, if all the elements of
the i-th row are zeros except the j-th one, then we call the j-th column innocuous. The
column reduction procedure consists of removing from C all the innocuous columns and
all the zero rows left after the column removal. The following lemma provides a sufficient
condition on the result of column reduction and the rank of the considered matrix.
Lemma 4.6. Given an m × n matrix Q (m ≤ n), if the column reduction procedure
applied to QT gives as result the void matrix, then Q is a full rank matrix.
Proof. See, e.g., [11]. 
If we apply the column reduction to the matrices CT and DT defined in (11) and (12),
we can state the following result.
Proposition 4.7. Let C and D be the matrices defined in (11) and (12), and let CCR
and DCR be the matrices obtained by applying the column reduction procedures to C
T and
DT , respectively. Then we have
CCR = ∅ ⇐⇒ DCR = ∅, (15)
where ∅ stands for the void 0× 0 matrix.
Proof. The equivalence (15) is a direct consequence of Theorem 4.5 and of the
definition of column reduction. 
As a consequence, the following Corollary holds.
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Corollary 4.8. There exists a class of T-meshes for which both the associated GT-spline
blending functions of bi-order (p, q) and the T-spline blending functions of bi-degree (p−
1, q− 1) are linearly independent. This class is defined as the class of T-meshes such that
the matrix CCR obtained by applying the column reduction procedure to C
T (equivalently,
the matrix DCR obtained by applying the column reduction procedure to D
T ) is the void
matrix. We will call it the class of VMCR T-meshes (Void Matrix after Column Reduction
T-meshes). Observe that all the tensor-product meshes belong to this class.
Proof. Let CCR andDCR be the matrices obtained by applying the column reduction
procedure to CT and DT , defined in (11) and (12), respectively. Let us consider the class
of T-meshes such that the matrix CCR is the void matrix or, equivalently, such that the
matrix DCR is the void matrix. In fact, if one of these conditions is satisfied for a T-
mesh M , by Proposition 4.7 also the other is satisfied, and by Lemma 4.6 C and D are
full rank. This implies, by Theorems 4.2 and 4.3, that the GT-spline and the T-spline
blending functions associated to M are linearly independent. 
Remark. From the definition of the class, it’s clear that in order to check whether
or not a T-mesh M is VMCR we do not need to completely compute the corresponding
matrix C (equivalently D for the polynomial case). In fact, the column reduction proce-
dure depends only on the sparsity pattern of the matrix, that is, on which of its elements
are zero; as a consequence, we do not need to compute the values of the elements of the
matrix, but just to check whether or not they are null. Such information can be obtained
only by using the topology of M and the multiplicities of the knots in the local vectors,
as we will show now.
Let us define the vectors I¯s
l
(A), I¯t
l
(A) obtained from Is
l
(A) and It
l
(A) with the following
procedure:
• first construct I¯s
l
(A) by adding to Is
l
(A) the elements i ∈ {1, 2, ..., µ} such that
i /∈ Is
l
(A) and min(Is
l
(A)) < i < max(Is
l
(A));
• remove enough elements at the beginning and at the end of I¯s
l
(A) (starting from the
first and from the last one, respectively) so that the multiplicities of the first and
last element in Σ(¯Is
l
(A)) are the same as in Σ(Is
l
(A)).
The vector I¯t
l
(A) can be constructed analogously adding elements of {1, 2, ..., ν} to It
l
(A).
We present a basic example in order to clarify this procedure.
Example 3. Let us assume p = 4, µ = 10 and
Σs = {0, 0, 0, 0, 1/8, 1/8, 1/8, 1/4, 1/2, 3/4, 1, 1, 1, 1},
and let us consider an anchor A such that Is
l
(A) = {3, 5, 7, 8, 9}, and then Σs(Is
l
(A)) =
{1/8, 1/8, 1/2, 3/4, 1}. In this case, the two steps to get I¯s
l
(A) correspond to:
• adding to Is
l
(A) the element 4:
I¯s
l
(A) = {3, 4, 5, 6, 7, 8, 9} =⇒ Σ(¯Is
l
(A)) = {1/8, 1/8, 1/8, 1/4, 1/2, 3/4, 1};
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• remove one element at the beginning of I¯s
l
(A), since the multiplicity of 1/8 is different
in the vectors
Σ(¯Is
l
(A)) = {1/8, 1/8, 1/8, 1/4, 1/2, 3/4, 1},
Σ(Is
l
(A)) = {1/8, 1/8, 1/2, 3/4, 1}
=⇒ remove the element 3 from I¯s
l
(A) and then
I¯s
l
(A) = {4, 5, 6, 7, 8, 9},
Σ(¯Is
l
(A)) = {1/8, 1/8, 1/4, 1/2, 3/4, 1}.
Lemma 4.9. Let A ∈ Ap,q(M); by definition (8), the associated GT-spline blending
function can be represented in the form
NA(s, t) =N
[
Σs(Is
l
(A)),Ωs
u
(Is
l
(A)),Ωs
v
(Is
l
(A))
]
(s)
×N
[
Σt(It
l
(A)),Ωt
u
(It
l
(A)),Ωt
v
(It
l
(A))
]
(t).
We have that
N
[
Σs(Is
l
(A)),Ωs
u
(Is
l
(A)),Ωs
v
(Is
l
(A))
]
(s) =
∑
Is∈H(A)
as
Is
N
[
Σs(Is),Ωs
u
(Is),Ωs
v
(Is)
]
(s),
N
[
Σt(It
l
(A)),Ωt
u
(It
l
(A)),Ωt
v
(It
l
(A))
]
(t) =
∑
It∈K(A)
at
It
N
[
Σt(It),Ωt
u
(It),Ωt
v
(It)
]
(t),
and, as a consequence,
NA(s, t) =
∑
Is∈H(A)
∑
It∈K(A)
as
Is
at
It
N
[
Σs(Is),Ωs
u
(Is),Ωs
v
(Is)
]
(s)N
[
Σt(It),Ωt
u
(It),Ωt
v
(It)
]
(t),
where as
Is
> 0, at
It
> 0, and H(A), K(A) are sets of index vectors defined by
H(A) = {Is : Is ⊂ I¯s
l
(A)}, K(A) = {It : It ⊂ I¯t
l
(A)}.
Proof. The lemma is a direct consequence of the knot insertion formula applied to the
GT-splines associated to the T-mesh M . 
The following Proposition follows immediately from Lemma 4.9.
Proposition 4.10. For any A ∈ Ap,q(M)
NA(s, t) =
∑
Aˆ∈Ap,q(Mˆ)
cAˆNAˆ(s, t),
where cAˆ > 0 if and only if I
s
l
(Aˆ) ∈ H(A) and It
l
(Aˆ) ∈ K(A), and H(A) and K(A) are
defined in Lemma 4.9.
Note that I¯s
l
(A) and I¯t
l
(A), and then H(A) and K(A), can be obtained starting only from
the knowledge of the local index vectors and of the knot multiplicities in the local vectors,
without the knot insertion formula and its related computations. By Proposition 4.10,
the same information also makes it possible to compute a matrix S having the same size
and sparsity pattern as C: for any A ∈ Ap,q(M) and Aˆ ∈ Ap,q(Mˆ), the element of S in
the row corresponding to A and in the column corresponding to Aˆ is
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• 1 if Is
l
(Aˆ) ∈ H(A) and It
l
(Aˆ) ∈ K(A);
• 0 otherwise.
Once this matrix has been computed, we can check if the T-mesh is VMCR by applying
the column reduction to it, since it has the same sparsity pattern of C.
4.3 Weakly dual-compatible T-meshes
We will now study the class of VMCR T-meshes. In particular, we will provide a simple
characterization for a noteworthy sub-class of T-meshes, which we will call weakly dual-
compatible T-meshes. We will prove that the class of dual-compatible/analysis-suitable
T-meshes, the most known class of T-meshes guaranteeing the linear independence of the
associated T-spline blending functions, is included in the class of weakly dual-compatible
T-meshes. Moreover, we will show that there exist non-analysis-suitable T-meshes in the
class of weakly dual-compatible T-meshes.
Let us recall what analysis-suitable means (see also [11] and [5]). Given a T-mesh M
(in the index space), let us consider a T-junction T = (¯ı, ¯) belonging to the active region
ARp,q and with valence 3, and assume it is of type “⊣”, that is, two opposite vertical
edges and one horizontal edge from left intersects at T . Moreover, let us consider the
set of indices hJ (¯) and let i1, ...ip be the p consecutive indices extracted from hJ (¯) such
that ik = ı¯, with k = ⌈p/2⌉. Then the horizontal extension hextp,q(T ), with respect to
the bi-order (p, q), is defined as the union of the face extension hextfp,q(T ) and of the edge
extension hextep,q(T ), which are determined as follows:
hextfp,q(T ) = [¯ı, ip]× ¯, hext
e
p,q(T ) = [i1, ı¯]× ¯.
We can define analogously the extensions for the other types of T-junctions (see Figure 5
for an example).
(a) (b)
Figure 5: A T-mesh (a), with p = q = 4, and (b) the T-node extensions of its T-nodes.
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Definition 4.11. If no horizontal extension with respect to the bi-order (p, q) intersects a
vertical extension with respect to the bi-order (p, q), the T-mesh is called analysis suitable
with respect to the bi-order (p, q) (see Figure 6 for an example).
(a) (b)
Figure 6: An example of (a) analysis-suitable and (b) non-analysis-suitable T-mesh (with
p = q = 4).
The class of analysis-suitable T-meshes coincides with another one: dual-compatible
T-meshes. This class was introduced in [4] and its equivalence to analysis-suitable T-
meshes was proved, for a general bi-degree, in [5]. Since this equivalence will be the key
to study the relationship between the analysis-suitable and the weakly dual-compatible
T-meshes, let us recall the definition of dual-compatible T-mesh.
Let M ∈ AD+p,q and let A1 and A2 be two anchors with local horizontal index vectors
Is
l
(A1) = {i
s
1(A1), ..., i
s
p+1(A1)} and I
s
l
(A2) = {i
s
1(A2), ..., i
s
p+1(A2)}. We say that A1 and
A2 overlap horizontally if
∀k ∈ Is
l
(A1), i
s
1(A2) ≤ k ≤ i
s
p+1(A2)⇒ k ∈ I
s
l
(A2),
∀k ∈ Is
l
(A2), i
s
1(A1) ≤ k ≤ ip+1(A1)⇒ k ∈ I
s
l
(A1).
Analogously, if It
l
(A1) = {i
t
1(A1), ..., i
t
q+1(A1)} and I
t
l
(A2) = {i
t
1(A2), ..., i
t
q+1(A2)} are the
vertical index vectors of A1 and A2, we we say that A1 and A2 overlap vertically if
∀h ∈ It
l
(A1), i
t
1(A2) ≤ h ≤ i
t
p+1(A2)⇒ h ∈ I
t
l
(A2),
∀h ∈ It
l
(A2), i
t
1(A1) ≤ h ≤ i
t
p+1(A1)⇒ h ∈ I
t
l
(A1).
Moreover, the anchors A1 and A2 are said to partially overlap if they overlap either
horizontally or vertically.
Definition 4.12. A T-mesh M ∈ AD+p,q is dual-compatible with respect to the bi-order
(p, q) if any two anchors A1, A2 ∈ Ap,q(M) partially overlap.
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Let us now introduce the class of weakly dual-compatible T-meshes.
Definition 4.13. Two anchors A1, A2 ∈ Ap,q(M) are left-horizontally shifted (right-
horizontally shifted, respectively) if conditions (16) ( (17), respectively) are verified:
|min Is
l
(A1)−min I
s
l
(A2)| > 0 and, if minΣ
s(Is
l
(A1)) = minΣ
s(Is
l
(A2)), (16)
their respective multiplicities in the vectors Σs(Is
l
(A1)) and Σ
s(Is
l
(A2)) are different,
|max Is
l
(A1)−max I
s
l
(A2)| > 0 and, if maxΣ
s(Is
l
(A1)) = maxΣ
s(Is
l
(A2)), (17)
their respective multiplicities in the vectors Σs(Is
l
(A1)) and Σ
s(Is
l
(A2)) are different.
Analogously, two anchors A1, A2 ∈ Ap,q(M) are down-vertically shifted (up-horizontally
shifted, respectively) if conditions (18) ( (19), respectively) are verified:
|min It
l
(A1)−min I
t
l
(A2)| > 0 and, if minΣ
t(It
l
(A1)) = minΣ
t(It
l
(A2)), (18)
their respective multiplicities in the vectors Σt(It
l
(A1)) and Σ
t(It
l
(A2)) are different,
|max It
l
(A1)−max I
t
l
(A2)| > 0 and, if maxΣ
t(It
l
(A1)) = maxΣ
t(It
l
(A2)), (19)
their respective multiplicities in the vectors Σt(It
l
(A1)) and Σ
t(It
l
(A2)) are different.
Definition 4.14. A T-mesh is weakly dual-compatible:
• of type RD if any two distinct anchors are either right-horizontally or down-vertically
shifted;
• of type RU if any two distinct anchors are either right-horizontally or up-vertically
shifted;
• of type LD if any two distinct anchors are either left-horizontally or down-vertically
shifted;
• of type LU if any two distinct anchors are either left-horizontally or up-vertically
shifted.
In order to show that the class of VMCR T-meshes contains the weakly dual-compatible
ones for any bi-order (p, q), first we introduce the notion of influence sub-matrix of a set
of anchors A, a generalization of the influence sub-graphs used by Li and his co-authors
in [11]. We will give the definitions and the following results referring to the GT-spline
blending functions, but it can be easily verified, by using Theorem 4.5, that they hold for
the polynomial T-splines as well.
Definition 4.15. Given a set of anchors A ⊂ Ap,q(M), the influence submatrix of A
(for the GT-spline blending functions), denoted by C(A), is obtained from the matrix C
defined in (11) by removing the rows corresponding to the anchors not belonging to A and
all the zero columns left after the rows removal.
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We observe that, since each C(A) is essentially a submatrix of C defined in (11), each of
its rows corresponds to an anchor in Ap,q(M) and each of its columns corresponds to an
anchor in Ap,q(Mˆ), where Mˆ is the underlying tensor product mesh of M .
Definition 4.16. The influence submatrix C(A) of a given set of anchors A is called a
2-influence submatrix if each column has at least 2 non-zero elements.
Lemma 4.17. Given a T-mesh M ∈ ADp,q, if for any set of anchors A ⊂ Ap,q(M) the
influence submatrix C(A) for the GT-spline functions is not a 2-influence submatrix, then
M belongs to the class of VMCR T-meshes.
Proof. The matrices we obtain at each step of the procedure of column reduction applied
to CT can be considered as transpose matrices of influence submatrices, since removing
columns and the zero rows left after the columns removal from CT is equivalent to re-
moving rows and the zero columns left after the rows removal from C. Therefore, since
by hypothesis the transpose of each of these matrices is not a 2-influence submatrix, we
have that, at each step of the procedure, the obtained matrix has at least a row with no
more than one non-zero element. As a consequence, a further column reduction can be
always performed, until we reach the void matrix, which proves the Lemma. 
Theorem 4.18. A weakly dual-compatible T-mesh M is VMCR.
Proof. We prove it for weakly dual-compatible T-meshes of type RD (analogous argu-
ments can be used for the other types). Let us consider any set of anchors A ⊂ Ap,q(M),
and the set of anchors of Mˆ corresponding to the columns of C(A), denoted by Aˆ. By
Lemma 4.17, in order to prove the Theorem it’s sufficient to show that there is at least
an anchor A¯ ∈ Aˆ such that the corresponding column of C(A) has only a non-zero entry.
We claim that this anchor can be chosen as the one satisfying, for any Aˆ ∈ Aˆ, one of the
two following conditions:
itq+1(Aˆ) > i
t
q+1(A¯), (20)
itq+1(Aˆ) = i
t
q+1(A¯) and i
s
p+1(Aˆ) < i
s
p+1(A¯). (21)
Roughly speaking, these two conditions means that we first choose the lowest anchor in
Aˆ and then, if it is not unique, the rightmost one. The ability to choose A¯ is guaranteed
by the fact that Aˆ is a finite set.
We now need a Lemma to proceed with the proof. It is essentially a remark about the
knot insertion formula in the one-dimensional case.
Lemma 4.19. Let Σ = {s1, ..., sn+p} be a knot vector, with the corresponding functions
vectors Ωu = {u1, ..., un+p−1} and Ωv = {v1, ..., vn+p−1}. If we denote by N
(p)
h (s) and
N¯
(p)
k (s) the GB-splines of order p constructed, respectively, on Σ, Ωu, Ωv and on the
corresponding vectors obtained by inserting in Σ, Ωu, Ωv a certain number of knots and
functions, then for any couple of different indices 1 ≤ i, j ≤ n, we get
N
(p)
i (s) =
∑
ı¯1≤h≤ı¯2
ah,pN¯
(p)
h (s),
N
(p)
j (s) =
∑
¯1≤k≤¯2
bk,pN¯
(p)
k (s),
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where the ah,p and bk,p are coefficients obtained by a repeated application of the knot
insertion formula. Moreover, we have either ı¯2 < ¯2 or ¯2 < ı¯2.
Proof. The Lemma is a direct consequence of the knot insertion formula. 
If we assume that the column corresponding to A¯ has two non-zero entries, then the
two anchors A1, A2 ∈ A corresponding to them, by Lemmas 4.9 and 4.19, are not right-
horizontally and not down-vertically shifted, which contradicts the assumptions of the
Theorem. In fact, if they are either right-horizontally or down-vertically shifted, one of
the following possibilities occurs and for each of them it’s not difficult to show, by using
Lemma 4.9, Proposition4.10 and Lemma 4.19, that we can construct Aˆ ∈ Aˆ satisfying
neither (20) nor (21):
• A¯1 and A¯2 are right-horizontally shifted: it’s possible to construct Aˆ ∈ Aˆ such that
isp+1(Aˆ) > i
s
p+1(A¯) i
t
q+1(Aˆ) = i
t
q+1(A¯),
which contradicts the definition of A¯ given in (20)-(21). Then, A¯1 and A¯2 cannot
be right-horizontally shifted.
• A¯1 and A¯2 are down-vertically shifted: it’s possible to construct Aˆ ∈ Aˆ such that
itq+1(Aˆ) < i
t
q+1(A¯),
which contradicts the definition of A¯ given in (20)-(21). Then, A¯1 and A¯2 cannot
be down-vertically shifted.
Thus, we conclude that the column corresponding to A¯ has only one non-zero entry. 
Finally, we show that analysis-suitable/dual-compatible T-meshes are always weakly dual-
compatible.
Theorem 4.20. A dual-compatible T-mesh M is weakly dual-compatible (of any type).
Proof. Let A1, A2 ∈ A ⊂ Ap,q(M) and, without loss of generality, assume that they
partially overlap horizontally with Is
l
(A1) ∩ I
s
l
(A2) 6= ∅. If I
s
l
(A1) 6= I
s
l
(A2), then by
applying the definition of partial horizontal overlapping, it can be proved that A1, A2 are
left-horizontally and right-horizontally shifted. Otherwise, if Is
l
(A1) = I
2
l
(A2), then A1
and A2 must overlap vertically, with I
t
l
(A1) 6= I
t
l
(A2); then by applying the definition of
partial vertical overlapping, A1, A2 are down-vertically and up-vertically shifted. 
Note that, as a consequence of Definition 4.14, we get a characterization of the class of
weakly dual-compatible T-meshes, which requires only the local vectors and the multi-
plicities of the knots. In order to give an example of weakly dual-compatible T-mesh
which is not dual-compatible, let us consider the T-mesh M drawn in Figure 7 with
p = q = µ = ν = 4 and all the knots in the active region having multiplicity 1. It’s easy
to verify that the T-mesh of Figure 7 is weakly dual-compatible both of type RD and of
type RU. By Definition 4.11 it’s also evident that M is not analysis-suitable. Therefore,
we can state that the class of weakly dual-compatible T-meshes includes non-analysis-
suitable elements.
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Figure 7: A constructive example of weakly dual-compatible T-mesh and, which is clearly
not analysis-suitable/dual-compatible (the T-junction extensions are highlighted in dark
gray).
The characterization of weakly dual-compatible T-meshes is much simpler than that of
VMCR T-meshes. This feature suggests the possibility to develop local refinement strate-
gies preserving the weakly dual-compatible property. Let us give an example of refinement
process based on weakly dual-compatible T-meshes, in order to show the potential use of
this class of T-meshes.
Example 4. Let us consider the sequence of T-meshes in Figure 8 (we assume that the
knots in the interior of the active region have multiplicity 1). At each refinement step
we add, alternatively, two horizontal or vertical edges subdividing the bottom/right-most
2 × 2 square of cells of the active region. This strategy produces weak dual-compatible
T-meshes: since the starting mesh is weakly dual-compatible of any type, always refining
the bottom/right-most cells makes the anchors either left-horizontally or up-vertically
shifted, and then the resulting T-mesh is always weakly compatible of type LU.
Figure 8: An example of refinement producing weakly dual-compatible T-meshes, which
are not dual-compatible. The active region is highlighted in grey, and bold lines represent
the inserted edges.
5 Conclusions and future works
In this paper we completed the work of generalizing the T-spline approach to the GB-
splines (started in [3] for the trigonometric case). The obtained GT-splines are a flexible
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tool suitable to exactly model shapes otherwise impossible to exactly reproduce. The
study of their linear independence led to the concept of VMCR T-meshes and of weakly
dual-compatible T-meshes, two classes of T-meshes guaranteeing the linear independence
of both the T-spline and GT-spline associated blending functions with the same bi-order.
We proved, for any bi-order, that the classical dual-compatible/analysis-suitable T-meshes
are weakly dual-compatible, and that, in turn, weakly dual-compatible T-meshes are
VMCR. Moreover, we showed that there exist weakly dual-compatible T-meshes which
are not analysis-suitable.
GT-splines are different from classical T-splines: the local and global index vectors as-
sociated to the anchors determine not only the corresponding knot vectors but also the
corresponding function vectors. The presence of the classes of VMCR T-meshes, which
guarantees linear independence both for T-splines and for GT-splines, suggest an applica-
tion of GT-spline to isogeometric analysis within the same framework used for T-splines.
Note that the refinement strategies available for T-splines (see [18]) can be applied to
GT-splines, since an analysis-suitable T-mesh is weakly dual-compatible. Moreover, the
simple characterization of the new class of weakly dual-compatible T-meshes, suggests
the possibility to develop new local refinement algorithms based on this larger class of
T-meshes, which could be employed for the polynomial T-splines too.
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