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Запропоновано модель детектора об’єктів і критерій ефективності 
навчання моделі. Модель містить 7 перших модулів згорткової мережі 
Squeezenet, два згорткові різномасштабні шари, та інформаційно-
екстремальний класифікатор. Як критерій ефективності навчання моделі 
детектора розглядається мультиплікативна згортка частинних критеріїв, що 
враховує ефективність виявлення об’єктів на зображенні та точність 
класифікаційного аналізу. При цьому додаткове використання алгоритму 
ортогонального узгодженого кодування при обчисленні високорівневих ознак 
дозволяє збільшити точність моделі на 4 %. 
Розроблено алгоритм навчання детектора об’єктів за умов малого обсягу 
розмічених навчальних зразків та обмежених обчислювальних ресурсів, 
доступних на борту малогабаритного безпілотного апарату. Суть алгоритму 
полягає в адаптації верхніх шарів моделі до доменної області використання на 
основі алгоритмів зростаючого розріджено кодуючого нейронного газу та 
симуляції відпалу. Навчання верхніх шарів без вчителя дозволяє ефективно 
використати нерозмічені дані з доменної області та визначити необхідну 
кількість нейронів. Показано, що за відсутності тонкої настройки згорткових 
шарів забезпечується 69 % виявлених об’єктів на зображеннях тестової 
вибірки Inria Aerial Image. При цьому після тонкої настройки на основі 
алгоритму симуляції відпалу забезпечується 95 відсотків виявлених об'єктів на 
тестових зображеннях. 
Показано, що використання попереднього навчання без вчителя дозволяє 
підвищити узагальнюючу здатність вирішальних правил та прискорити 
ітераційний процес знаходження глобального максимуму при навчанні з 
учителем на вибірці обмеженого обсягу. При цьому усунення ефекту 
перенавчання здійснюється шляхом оптимального вибору значення 
гіперпараметру, що характеризує ступінь покриття вхідних даних нейронами 
мережі 
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1. Вступ
Безпілотна авіація знаходить широке застосування в задачах інспекції
технологічних та житлових споруд, охоронній та розвідувальній діяльності, а 
також в сфері транспортування малогабаритних вантажів. Одним із шляхів 









технологій штучного інтелекту для аналізу сенсорної інформації. Оскільки 
найбільш інформативною сенсорною системою є камери відеоспостереження, 
то розробка візуальних детекторів об’єктів інтересу є перспективним 
напрямком. Однак обмежені обчислювальні ресурси та вага безпілотного 
апарату не дозволяють реалізувати в ньому моделі аналізу візуальних даних, 
адаптовані для всього спектру можливих умов спостереження та різноманіття 
модифікацій об’єктів інтересу. Це обумовлює потребу в розробці 
обчислювально ефективних моделей і алгоритмів адаптації до нових умов 
функціонування, притаманних конкретній доменній області застосування.  
З точки зору обчислювальної складності і узагальнюючої здатності 
лідером серед моделей аналізу візуальної інформації є згорткові нейронні 
мережі. Однак навчання та донавчання згорткових мереж потребує вибору 
оптимальної конфігурації мережі та значних обчислювальних ресурсів. 
Зменшити обчислювальне навантаження при донавчанні нейронної мережі для 
адаптації до нових умов функціонування можна за рахунок використання 
принципу переносу знань шляхом копіювання перших шарів мережі навченої 
на датасеті ImageNet [1, 2]. Однак шари високорівневого ознакового подання 
спостережень потребують навчання з нуля. При цьому необхідну кількість 
згорткових фільтрів в кожному згортковому шарі наперед оцінити важко, тому 
перспективним підходом до навчання згорткових фільтрів є використання 
принципів зростаючого нейронного газу, який дозволяє автоматично визначити 
необхідну кількість нейронів. При цьому шари вирішальних правил детектора 
та шари екcтракції ознак потребують тонкої настройки, яку як правило 
реалізують на основі модифікацій алгоритму зворотного поширення помилки 
[2, 3]. Однак даний алгоритм характеризується низькою швидкістю збіжності та 
застряганням в локальних екстремумах функції втрат. Існують альтернативні 
метаевристичні алгоритми пошукової оптимізації, однак ефективність 
використання цих алгоритмів в задачах тонкої настройки мереж є 
малодослідженою [3].  
Тому робота, спрямована на підвищення ефективності навчання детектора 
об’єктів за умов обмежених обчислювальних ресурсів і навчальних даних, є 
актуальною.  
 
2. Аналіз літературних даних і постановка проблеми 
У працях [4, 5] було досліджено моделі ознакового опису візуальних 
спостережень, що основані на використанні ознак Хаара, гістограм 
орієнтованих градієнтів, локальних бінарних шаблонів, гістограм дескрипторів 
візуальних слів та інших низькорівневих ознак. Дані моделі використовують 
низькорівневу локальну інформацію та ігнорують високорівневу контекстну 
інформацію, що ускладнює реалізацію ефективних детекторів об’єктів за умов 
обмежених обсягів розмічених навчальних даних. Крім того неієрархічні моделі 
ознакового описує характеризуються високою обчислювальною трудомісткістю 
за умов великої варіації спостережень. 
У задачах аналізу зображень набули популярності численні моделі 












Серед них найбільш популярні VGG-16, VGG-19, ResNet-50, GoogleNet, 
MobileNet, SqueezeNet та інші [3, 4]. Ці мережі відрізняються кількістю шарів, 
наявністю залишкових зв’язків та різномасштабних фільтрів в кожному з шарів. 
При цьому в працях [5, 7] було показано, що навчені моделі на датасеті 
ImageNet акумулюють в собі важливу інформацію щодо аналізу візуальних 
образів. Проте чим сильніше відрізняється цільова доменна область 
використання мережі від образів ImageNet, тим менше шарів навчених мереж 
можна повторно використати. Крім того звуження доменної області, наприклад, 
шляхом зменшення кількості класів розпізнавання дозволяє зменшити потреби 
в обчислювальних ресурсах для функціонування детектора об’єктів на 
місцевості.  
У працях [8, 9] було запропоновано здійснювати тонку настройку 
детектора об’єктів, основаного на згортковій мережі VGG-16, шляхом 
використання алгоритму міні-пакетного зворотного поширення помилки. Проте 
це потребувало значного обсягу навчальних даних та декілька годин роботи на 
графічному процесорі персонального комп’ютера. У праці [10] було 
запропоновано здійснювати сканування нормалізованої високорівневої карти 
ознак ковзним вікном, в кожній позиції якого здійснюється класифікаційний 
аналіз. У праці [11] було запропоновано використовувати в рамках так званої 
інформаційно-екстремальної технології (ІЕІ-технологія) класифікаційний аналіз 
високорівневого ознакового подання. Ця технологія основана на адаптивному 
двійковому кодуванні і побудові оптимальних в інформаційному розумінні 
радіально-базисних вирішальних правил в двійковому просторі Хеммінга. 
Однак дані підходи мають не високу ефективність, оскільки високорівневі 
карти ознак не достатньо адаптовані до доменної області використання, а 
ефективних технік тонкої настройки мережі не було запропоновано. Крім того 
мережа VGG-16 є обчислювально складною і тому її використання не 
забезпечує прийняття рішень в режимі реального часу в умовах обмежених 
ресурсів автономного малагабаритного апарату.  
Здійснення навчання високорівневих шарів нейромережі для адаптації до 
доменної області шляхом попереднього навчання без вчителя і наступної тонкої 
настройки на основі навчання з учителем є поширеною схемою навчання 
глибоких мереж. У працях [11, 12] пропонується навчання згорткових мереж 
без вчителя на основі автоенкодера або обмеженої машини Больцмана, які 
потребують великий обсяг навчальних даних і тривалий час навчання для 
отримання прийнятного результату. У працях [11, 14] пропонується поєднання 
принципів нейронного газу та розрідженого кодування для навчання згорткових 
фільтрів за нерозміченими даними. Даний підхід має м’яку конкуруючу схему 
навчання, що підвищує ймовірність збіжності алгоритму до оптимального 
розподілу нейронів на навчальних даних. При цьому вбудовування алгоритмів 
розрідженого кодування дозволяє підвищити завадозахищеність і 
узагальнюючу здатність ознакового подання. Однак кількість нейронів наперед 
невідома і задається на розсуд розробника, або оптимізується, що призводить 









Необхідну кількість згорткових фільтрів у високорівневих згорткових 
шарах наперед оцінити важко, тому перспективним підходом до навчання 
згорткових фільтрів є використання принципів зростаючого нейронного газу, 
який дозволяє автоматично визначити необхідну кількість нейронів [15]. Однак 
механізм вставки нових нейронів в алгоритмі нейронного газу на основі 
задавання періоду вставки часто призводить до викривлення утворених 
структур і нестабільності процесу навчання. Проте у праці [16] було показано, 
що забезпечити стабільність навчання можна шляхом задавання «радіусу 
досяжності» нейронів. Це передбачає заміну періоду вставки нейронів на поріг 
максимального віддалення нейрону від кожної з віднесених до нього точок 
навчальної множини. Однак досі не було переглянуто механізми оновлення 
нейронів та оцінки віддаленості точок вхідного простору до нейронів з метою 
адаптації процесу навчання до процедури розрідженого кодування 
спостережень. 
Задачу детектування об’єктів на основі карти ознак згорткової мережі 
вирішують на основі архітектур Yolo (You only look once), Faster R-CNN, 
DetectNet та SSD (Single Shot MultiBox Detector) [7]. Cеред них SSD архітектура 
набула найширшого застосування в мобільних пристроях, оскільки вона має 
найменшу обчислювальну складність в режимі детектування. Проте навчання 
таких шарів за умов обмеженого обсягу навчальних даних та обчислювальних 
ресурсів на основі зворотного поширення помилки і стохастичного 
градієнтного спуску є малоефективним. Одним із перспективних шляхів 
навчання нейронних мереж і тонкої настройки є застосування метаевритичних 
алгоритмів, оскільки вони характеризуються кращою збіжністю і меншою 
ймовірністю застрявання в “поганому” локальному оптимумі [17]. Серед них 
варто виділити алгоритм симуляції відпалу, оскільки його використання 
дозволило перевищити результати алгоритмів градієнтного спуску при 
оптимізації нейромережевих класифікаторів [4]. Однак його використання в 
задачах тонкої настройки згорткових фільтрів та навчання детектора об’єктів 
залишається малодослідженим. 
 
3. Ціль і задачі дослідження 
Мета роботи полягає у підвищенні ефективності навчання детектора 
об’єктів за умов обмежених обчислюваних ресурсів бортової системи 
безпілотного апарату та розмічених навчальних даних заданої доменної області 
застосування. Для досягнення поставленої мети пропонується розв’язання 
таких задач: 
– розробити модель аналізу даних для детектування об’єктів інтересу на 
аерофотознімках за умов обмежених обчислювальних ресурсів і розміру 
розміченої навчальної вибірки з доменної області застосування; 
– розробити алгоритм навчання детектора об’єктів з використанням ідей та 
принципів зростаючого нейронного газу і розрідженого кодування для 













– дослідити залежність ефективності навчання детектора об’єктів на 
місцевості за навчальними та тестовими даними доменної області від 
параметрів алгоритму навчання без вчителя високорівневого ознакового опису 
спостережень. 
 
4. Модель і алгоритми навчання детектора об’єктів 
4. 1 Модель детектора об’єктів 
Для розв’язання задачі розробки моделі аналізу даних за умов обмежених 
обчислювальних ресурсів малогабаритного апарату слід максимально 
використати всю доступну апріорну інформацію. Використання доступної 
апріорної інформації для синтезу архітектури згорткової мережі для аналізу 
візуальної інформації за умов обмежених обчислювальних ресурсів 
малогабаритного апарату може підвищити ефективність машинного навчання, 
перенавчання та екзамену. Техніка перенесення знань є одним з прикладів 
використання апріорної інформації, акумульованої в навченій мережі для 
повторного використання. При цьому, чим ближче доменна область, де 
нейронна мережа була навчена, до нової доменної області, де накопичені 
знання будуть використовуватися, тим більше шарів можуть бути запозичені.  
Високорівневі шари нейронної мережі, як правило, потребують навчання з 
нуля для максимальної адаптації до нової доменної області. Для цього пропону-
ється використати додаткові згорткові шари, де фільтри з ядром 1×1 та 3×3 по-
передньо навчаються без вчителя. При цьому для забезпечення завадозахищено-
сті та інформативності ознакового подання активацію кожного пікселя карти 
ознак пропонується обчислювати на основі алгоритму ортогонального узгодже-
ного переслідування (ОУП) з функцією ReLU [12, 14]. 
Для багатьох задач моніторингу місцевості немає потреби точної 
локалізації об’єктів, а достатньо лише інформації про їх знаходження в певній 
зоні. Тому при розробці шарів детектування об’єктів на аеро зображеннях 
місцевості за основу береться архітектура Single Shot Detection, але не 
використовується регресія для уточнення меж об’єктів [7]. Крім того, в умовах 
обмеженого обсягу розмічених навчальних даних зведення задачі детектування 
до задачі класифікаційного аналізу є доцільним, оскільки для прийнятних 
результатів регресійного аналізу може бути недостатньо даних. При цьому 
класифікаційний аналіз карти ознак пропонується здійснювати в рамках так 
званої IЕІ-технології, оскільки вона дозволяє синтезувати класифікатор з 
низькою обчислювальною складністю і порівняно високою достовірністю за 
умов обмежених обсягів навчальних зразків [11]. На рис. 1 схематично 











а                                                              б 
 
Рис. 1. Узагальнена архітектура детектора: а – схема детектора об'єктів з 
алфавіту M класів; б – схема формування різномасштабних ознакових карт, 
кожен піксель якої описується N1,..., Nk+1 ознаками 
 
Навчальна вибірка для класифікаційного аналізу формується за 
результатами обчислення міри перетину прямокутника об’єкта, нанесеного 
експертом, з проекцією пікселя карти ознак на вхідне зображення 
(рецептивне поле пікселя). Якщо міра перетину Жаккарда IoU більша 
порогового значення Th, то відносимо піксель карти ознак до позитивного 
навчального зразка, а решту – до негативних.  
Інформаційно-екстремальний класифікатор, що оцінює належність патчу 
зображення до одного з R класів, здійснює дискретизацію ознакового опису в 
навчальній матриці ( ),{ | 1, ; 1, ; 1, }
j
r i rx i N j n r R    шляхом порівняння значення 
i-ї ознаки з відповідними межами l-го, 1,l L , одномірного рецептивного поля. 
Тобто формування двійкової навчальної матриці ( ),{ | 1, ;
j
r ib i N L  1, ;rj n  
1, }r R  здійснюється за правилом 
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Обчислення значень координат двійкового еталонного вектору xr, відносно 
якого відбувається побудова в радіальному базисі контейнерів класів, 
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В рамках ІЕІ-технології для підвищення оперативності навчання задачу 
багатокласової класифікації прийнято зводити до серії двохкласових за 
принципом «кожний проти всіх». При цьому для уникнення проблеми 
незбалансованості класів, внаслідок переважання негативних фонових 
зразків, альтернативним до r-го класу є синтетичний клас. Синтетичний клас 
представлений з nr зразків решти класів, найближчих до еталонного вектору br 
br, де nr є обсягом навчальної вибірки r-го класу. 
Як критерій ефективності машинного навчання класифікатора 
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де αr, βr – частота помилок першого та другого роду класифікаційних рішень 
щодо належності вхідних векторів до r-го класу; ς – будь-яке мале невід’ємне 
число, яке вводиться для уникнення невизначеності при діленні на нуль. 
Функція належності двійкового представлення b вхідного вектору x до r-го 
класу, оптимальний контейнер якого має еталонний вектор *
rb  та радіус 
*,rd  
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Для оптимізації вектора параметрів рецептивних полів класифікатора 
,{ | 1, ; 1, },i l i N l L    масштабуючих фільтрів детектора та корекції згорткових 
фільтрів останнього шару екстракції ознак пропонується використовувати 
метаевристичний алгоритм симуляції відпалу [4]. 
Як критерій оптимізації для тренування масштабуючого фільтру і 
класифікаторів детектора та тонкої настройки останнього шару екрактора 
ознак використовується комплексний критерій J. Цей критерій враховує як 
ефективність JLoc виявлення об’єкта на зображенні, так і ефективність його 
класифікаційного аналізу JCls.  
 
.Loc ClsJ J J     (2) 
 
Критерій оцінки ефективності виявлення об’єктів інтересу на зображенні 





















      
 
де ng – кількість прямокутників об’єктів інтересу на розмічених навчальних 
зображеннях доменної області; nd – кількість пікселів різномасштабних карт 
ознак детектора об’єктів; xi,j – індикатор співставлення j-го пікселя карти ознак 
















де IoUi,j – коефіцієнт Жакарда, що оцінює ступінь перетину i-го прямокутника 
об’єкта інтересу на розмічених зображеннях з проекцією на вхідне зображення 
j-го пікселя карти ознак шару детектування; n1 – кількість пікселів карт ознак 
детектора, у яких міра перетину проекції на вхідне зображення з 
прямокутником об’єкта інтересу більша порогового значення Th; µj,r – функція 
j-го пікселя карти ознак до r-го класу, де r=0 відповідає фоновому класу. 
Критерій оцінки ефективності класифікаційного аналізу об’єктів інтересу 
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де S – кількість різномасштабних карт ознак шарів детектування; Еm,s – 
інформаційний критерій ефективності машинного навчання s-го класифікатора 
розпізнавати r-й клас. 
Для відсіювання зайвих спрацювань детектора на один і той же об’єкт 
зображення як правило використовують алгоритм придушення немаксимумів та 
його модифікації. Пропонується використовувати найбільш широко 
використовуваний жадібний алгоритм придушення немаксимумів. Цей 
алгоритм ітеративно знаходить детектування з локально найвищим значення 
функції належності до об’єкта інтересу і відкидає всі сусідні детектування, що 
перекриваються з ним більше порогового значення. 
Таким чином, запропонована модель детектора об’єктів на місцевості 
призначена не для точної локалізації об’єктів на місцевості, а для максимально 
точного визначення наявності об’єкта інтересу на заданій місцевості. 
 
4. 2. Алгоритм навчання детектора об’єктів 
Для розв’язання задачі розробки алгоритму навчання детектора об’єктів 
сформулюємо основні етапи машинного навчання детектора і розглянемо алго-
ритми їх реалізації. На першому етапі необхідно обрати попередньо навчену 












дно техніки переносу знань. Вибір мережі і кількості її шарів можна робити 
шляхом прямого перебору чи на основі досвіду.  
На другому етапі алгоритму пропонується здійснювати навчання верхніх 
шарів нейронної мережі з використанням зростаючого розріджено кодуючого 
нейронного газу, що оснований принципах нейронного газу та розрідженого ко-
дування. При цьому вибірка для навчання високорівневих фільтрів згорткової 
мережі формується шляхом розбиття вхідних зображень або карт ознак на три-
вимірні патчі, що співпадають з розмірами фільтрів даного шару. Ці патчі змі-
нюють форму до 1D векторів, що надходять на вхід алгоритму зростаючого роз-
ріджено кодуючого нейронного газу, основні кроки якого приведено нижче: 
1) ініціалізація лічильника навчальних векторів t:=0; 
2) задаються два початкові вузли (нейрони) wa та wb шляхом вибору 
випадковим шляхом з навчального набору. Вузли wa та wb з’єднуються ребром, 
вік яких рівний нулю. Ці вузли вважаються нефіксованими; 
3) обирається з набору даних наступний вектор x, який приводиться до 
одиничної довжини (L2-нормалізація); 
4) приведення кожного базисного вектору , 1,kw k M  до одиничної 
довжини (L2-нормалізація); 
5) обчислення міри схожості вхідного вектору x до базисних векторів 
ks
w W  для сортування  
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6) обирається найближчий вузол ws0 і другий за близькістю вузол ws1; 
7) вік усіх інцидентних ws0 ребр збільшити на одиницю; 
8) якщо ws0 фіксований, то відбувається перехід до кроку 9, інакше до 
кроку 10; 
9) якщо 20( ) ,
T
sw х v  то переходимо до кроку 12. Інакше додаємо новий 
нефіксований нейрон wr в точку, що співпадає з вхідним вектором wr=x, а 
також додається нове ребро, що з’єднує wr та ws0, потім перехід до кроку 13; 
10) вузол ws0 і його топологічні сусіди (вузли, з’єднані з ним ребром) 
зміщуються в напрямку до вхідного вектору x згідно з правило Ойа [14] за 
формулами  
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де Δws0, Δwsn – вектор корекції вагових коефіцієнтів нейрона-переможця та 
його топологічних сусідів відповідно; εb, εn – константи сили оновлення вагових 
коефіцієнтів нейрона-переможця та його топологічних сусідів відповідно; η0, ηt, 
ηfinal – початкове, поточне і кінцеве значення швидкості навчання відповідно; 
11) якщо 
0
2( ) ,Tsw х v  відмічаємо нейрон ws0 як фіксований; 
12) якщо ws0 та ws1 з’єднані ребром, то його вік обнуляється, в 
протилежному випадку між ws0 та ws1 формується нове ребро з нульовим віком; 
13) всі ребра в графі з віком більше amax видаляються. У випадку якщо 
деякі вузли не мають інцидентних ребр (стають ізольованими), ці вузли також 
видаляються; 
14) якщо t<tmax переходимо до кроку 15, інакше – інкремент лічильника 
кроків t:=t+1 і перехід до кроку 3; 
15) якщо всі нейрони фіксовані, виконання алгоритму зупиняється, інакше 
перехід до кроку 3 і починається нова епоха навчання (повторення навчальної 
множини). 
На третьому етапі потрібно знайти оптимальні параметри 
функціонування системи детектування. Особливо важливим алгоритм 
оптимізації є для процедури тонкої настройки шару екстрації ознак, що 
адаптується до доменної області, оскільки навчання без вчителя не враховує 
незбалансованість патчів, що відповідають фону та об’єктам інтересу.  
Серед метаевристичних алгоритмів пошукової оптимізації пропонується 
обрати симуляцію відпалу. Ефективність алгоритму симуляції відпалу 
залежить від реалізації процедури create_neighbor_solution, що здійснює 
формування нового рішення si на i-й ітерації алгоритму. На рис. 2 показано 
псевдокод алгоритму симуляції відпалу, що виконується epochs_max ітерацій, 
на кожній з яких обчислюється функція f() шляхом пропускання розміченої 
навчальної вибірки через модель системи детектування і обчислення 
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Рис. 2. Псевдокод метаевристичного алгоритму симуляції відпалу 
 
Аналіз псевдокоду рис. 2 показує, що поточне рішення scurrent, відносно 
якого шукають нові найкращі рішення sbest, оновлюється у випадку 
забезпечення новим рішенням зростання критерію (2), або випадковим шляхом 
із розподілу Гіббса [16]. При цьому початковою точкою пошуку, що 
формується за процедурою create_initial_solution, може бути або випадково 
згенероване, або результатом попереднього навчання за іншим алгоритмом. 
Для генерації нових рішень у процедурі create_neighbor_solution пропонується 
використовувати найпростіший неадаптивний алгоритм, який можна подати у 
вигляді формули: 
 
current current uniform_random( 1,1) step_size,s s     
 
де uniform_random – функція генерації випадкового числа з рівномірного 
розподілу із заданого діапазону; step_size – розмір околу пошуку нових рішень, 
сусідніх до scurrent. 
Таким чином, запропонований алгоритм навчання детектора полягає в 
адаптації верхніх шарів моделі до доменної області використання на основі 













5. Результати машинного навчання системи детектування об’єктів на 
зображеннях аеровідео моніторингу 
Для навчання детектора об’єктів в полі зору безпілотного апарату було ви-
користано біля 180 зображень з набору даних Inria Aerial Image Labeling Dataset 
[18]. Кожне зображення має роздільну здатність 5000×5000 пікселів. Було згене-
ровано 2 000 нерозмічених зображень розміру 224×224 пікселів шляхом випад-
кового вирізання з обертанням, а також 200 розмічених зображень розміру 
224×224 пікселів, які шляхом накладання шуму, зміни контрасту та обертання 
було розмножено до 800 розмічених зображень.  
На зображеннях набору даних Inria Aerial Image Labeling Dataset у великій 
кількості представлено транспортні засоби у міській місцевості. Тому пропону-
ється обрати транспортні засоби за об’єкти інтересу, а міську місцевість вважати 
доменною областю використання. При цьому алфавіт класів розпізнавання рів-
ний R=3, де перший клас відповідає легковим автомобілям, другий відповідає 
грузовим автомобілям, а третій – фону. Розмір об’єктів в пікселях на вибіркових 
зображеннях варіюється в діапазоні [16×16,… , 32×32]. 
Пропонується здійснити перенос знань шляхом копіювання шарів із попе-
редньо навченої згорткової мережі Squeezenet, яка має високу обчислювальну 
ефективність і популярна в мобільних системах з обмеженими ресурсами [5, 6]. 
В результаті кожне вхідне зображення кодується в карту ознак на виході модуля 
fire7 мережі Squeezenet. В цьому випадку розмір карти ознак становить 
13×13×384. Наступний шар попередньо навчається без вчителя на нерозмічених 
зразках доменної області і складається з фільтрів з ядром 1х1 та 3×3 з кроком 
сканування stride=1. Наступний шар призначений для збільшення масштабу кар-
ти ознак з мінімальними втратами інформації і має структуру, показану на 
рис. 1, а. Останній шар так само попередньо навчається без вчителя. Корекція 
навчених без вчителя шарів та тренування класифікаторів здійснюється на осно-
ві розмічених навчальних зразків.  
Навчання детектора спочатку пропонується здійснювати з використання 
екстрактора ознак, навченого без вчителя з використанням зростаючого розрі-
джено кодуючого нейронного газу без тонкої настройки мережі. При цьому під 
час навчання використовується фіксоване значенням параметра реконструкції 
навчальної множини ν=0.8. Крім того, під час розрахунку активації пікселів кар-
ти ознак не застосовується алгоритм ОУП. В інформаційно-екстремальному 
класифікаторі пікселів карти ознак кількість порогів для дискретизації ознако-
вого опису рівна L=3. В алгоритмі симуляції відпалу для навчання класифікато-
рів використано такі параметри: c=0.98, T0=10, epochs_max=500, step_size=0.001. 
В табл. 1 показано результати машинного навчання детектора об’єктів при різ-
них значеннях порогу Th  на ступінь перетину проекції пікселя карти ознак з 
прямокутником розмітки навчального зображення для включення пікселя до на-
вчальної вибірки об’єктів інтересу. 
Аналіз табл. 1 показує, що оптимальне значення порогу рівне Th*=0.4, яке 
забезпечує виявлення 69 % об’єктів на тестових зображеннях. При цьому малі 
значення порогу Th призводять до зменшення ефективності детектування 












призводять до зменшення кількості навчальних зразків кожного класу і 
ігнорування об’єктів, що знаходяться на межі декількох проекцій пікселів 
карти ознак. 
З метою покращення результатів машинного навчання детектора 
здійснюється підвищення інформативності ознакового опису шляхом тонкої 
настройки навчених без вчителя згорткових шарів. При цьому для 
високорівневих шарів формування ознакового опису розглядається випадок як 
відсутності так і присутності алгоритму ОУП з функцією ReLU для обчислення 
активації кожного пікселя карти ознак. У табл. 2 показано результати 
машинного навчання при використанні тонкої настройки шарів екстракції на 
основі симуляції відпалу. 
 
Таблиця 1 
Результати машинного навчання детектора при різних значеннях порогу 
перекриття проекції пікселя з прямокутником об’єкта на розміченому 
зображенні для віднесення пікселя до зразка об’єкта 
Th JCls JLoc J 
Частка виявлених об’єктів 
на тестовій вибірці 
0.1 0.210 0.090 0.0200 0.610 
0.2 0.250 0.120 0.0300 0.630 
0.3 0.250 0.150 0.0360 0.660 
0.4 0.301 0.150 0.0450 0.690 
0.5 0.200 0.150 0.0300 0.630 
0.6 0.130 0.170 0.0220 0.630 
0.7 0.090 0.100 0.0090 0.500 
0.8 0.087 0.100 0.0087 0.420 
0.9 0.050 0.100 0.0050 0.330 
 
Таблиця 2  
Результати машинного навчання детектора з тонкою настройкою екстрактора 
ознак на основі симуляції відпалу 
Використання 
ОУП 
JCls JLoc J 
Частка виявлених об’єктів на 
тестовій вибірці 
– 0.41 0.360 0.1476 0.91 
+ 0.52 0.450 0.2340 0.95 
 
Аналіз табл. 2 показує, що тонка настройка екстрактора ознак призвела до 
зростання точності виявлення об’єктів на зображенні місцевості. При цьому 
використання алгоритму OMP для обчислення активації пікселів карти знак має 
також помітний вплив, оскільки додає 4 % точності виявлення об’єктів на 
тестових зображеннях. 
Таким чином, розроблений алгоритм навчання вирішальних правил 
детектора об’єктів дозволяє отримати прийнятні для практичного використання 








цьому тонка настройка високорівневих шарів на основі алгоритму симуляції 
відпалу дозволяє покращити результати навчання детектора. 
 
6. Обговорення результатів машинного навчання детектора об’єктів 
Аналіз результатів машинного навчання показує, що попереднє навчання 
без вчителя на нерозмічених зразках, як правило, спрощує подальший процес 
машинного навчання з учителем. Тому варто розглянути вплив параметрів 
алгоритму зростаючого розріджено кодуючого нейронного газу, що 
використовується для попереднього навчання без вчителя на результати 
машинного навчання з учителем. У табл. 3 показано залежність результатів 
машинного навчання і кількості Nc згенерованих згорткових фільтрів (нейронів) 
від значення параметру ν, що характеризує точність покриття навчальної 
вибірки згортковими фільтрами.  
 
Таблиця 3  
Результати машинного навчання детектора при різних значеннях параметру 
покриття навчальних даних при навчанні без вчителя 
ν Nc JCls JLoc J 
Частка виявлених об’єктів на 
тестовій вибірці 
0.4 196 0.0912 0.100 0.00912 0.67 
0.5 337 0.1502 0.101 0.01517 0.73 
0.6 589 0.2508 0.401 0.10057 0.87 
0.7 889 0.4203 0.430 0.18073 0.93 
0.8 1519 0.5201 0.450 0.23401 0.95 
0.9 4058 0.5203 0.450 0.23416 0.92 
 
Аналіз табл. 3 показує, що зі зростанням значення параметру ν зростає 
кількість нейронів і значення часткових і загального критерію оптимізації (2). 
Однак при ν≤0.8 точність моделі за тестовою вибіркою зростає зі зростанням 
параметра ν, а подальше зростання параметру призводить до погіршення 
результатів внаслідок ефекту перенавчання. Тому параметр ν можна вважати 
параметром регуляризації моделі верхніх шарів екстрактора ознак. 
Щоб зрозуміти переваги використання попереднього навчання без вчителя, 
розглянемо результати машинного навчання з використанням симуляції відпалу 
до і після навчання за алгоритмом зростаючого розріджено кодуючого 
нейронного газу. На рис. 3 показано залежність критерію ефективності 
навчання детектора (2) за алгоритмом симуляції відпалу з параметрами 
















Рис. 3 Графіки залежності критерію оптимізації (2) від кількості епох 
навчання : 1 – до застосування попереднього навчання без вчителя; 
2 – після застосування попереднього навчання без вчителя 
 
Аналіз рис. 3 показує, що попереднє навчання без вчителя на основі 
зростаючого розріджено кодуючого нейронного газу дозволяє покращити 
кінцевий результат навчання з учителем за допомогою алгоритму симуляції 
відпалу. При цьому, якщо попередньо відбувалося навчання без учителя, то 
досягнення глобального максимуму критерію (2) відбувається більше ніж в 10 
разів швидше. Крім того, перевірка отриманих моделей за тестовою вибіркою 
показує, що використання попереднього навчання без учителя дозволяє 
зменшити ефект перенавчання в умовах обмеженого обсягу розмічених 
навчальних даних. При використанні попереднього навчання без вчителя 
критерій (2) розрахований для навчальної вибірки рівний Jtrain=0.234, а для 
тестової вибірки – Jtest=0.228. Без використання попереднього навчання 
відповідні критерії значно відрізняються між собою, Jtrain=0.1321 і Jtest=0.081.  
Таким чином, запропонований алгоритм попереднього навчання 
високорівневих шарів без вчителя дозволяє підвищити значення критерію 
навчання і частки виявлених об’єктів на тестових зображеннях. Крім того 
вдалося зменшити ефект перенавчання і підвищити швидкість знаходження 
глобального максимуму при навчанні з учителем на розміченій навчальній 
вибірці обмеженого обсягу. Однак в рамках даного дослідження не було 
розглянуто механізми уточнення меж детектованих об’єктів і не розглянуто 
залежність критерію ефективності навчання від параметрів алгоритму 
симуляції відпалу. Тому наступні дослідження будуть спрямовані на 
удосконалення моделі детектора та розробку алгоритмів настройки параметрів 
пошукового алгоритму оптимізації в процесі машинного навчання. 
 
7. Висновки 
1. Запропоновано модель детектора об’єктів і критерій ефективності 
навчання моделі. Модель містить 7 перших модулів обчислювально ефективної 
згорткової мережі Squeezenet, два згорткові різномасштабні шари, та 









моделі детектора розглядається мультиплікативна згортка частинних критеріїв, 
що враховує ефективність виявлення об’єктів на зображенні та точність 
класифікаційного аналізу. При цьому додаткове використання алгоритму 
ортогонального узгодженого кодування при обчисленні високорівневих 
ознакових карт дозволяє збільшити точність моделі на 4 %. Дана модель 
забезпечує прийнятну для практичного використання достовірність виявлення 
об’єктів, розмір яких у пікселях в 7…14 разів менший за розмір найменшої 
сторони зображення аерофотознімку. 
2. Запропоновано трьохетапний алгоритм навчання детектора об’єктів за 
умов малого обсягу розмічених навчальних зразків та обмежених 
обчислювальних ресурсів, доступних на борту малогабаритного безпілотного 
літального апарату. На першому етапі пропонується обрати кількість нижніх 
згорткових шарів глибокої нейронної мережі, що попередньо навчається на 
наборі даних ImageNet. Другий етап полягає в навчанні без вчителя верхніх 
шарів нейронної мережі на нерозмічених зразках, що кодуються нижніми 
згортковими шарами. При цьому розроблено алгоритм зростаючого розріджено 
кодуючого нейронного газу для навчання згорткових фільтрів без вчителя. 
Його використання дозволяє утилізувати нерозмічені навчальні дані для 
адаптації викорівневого ознакового опису до доменної області використання та 
визначити необхідну кількість нейронів. На третьому етапі здійснюється 
навчання інформаційно-екстремального класифікатора пікселів високорівневих 
карт ознак та тонка настройка верхніх згорткових шарів шляхом використання 
метаевристичного алгоритму симуляції відпалу. Доведено за результатами 
фізичного моделювання на наборі даних Inria Aerial Image Labeling 
ефективність розробленого алгоритму навчання без вчителя згорткових 
фільтрів. При цьому за відсутності тонкої настройки згорткових фільтрів 
забезпечується 69 % виявлених об’єктів на зображеннях тестової вибірки. Після 
тонкої настройки високорівневих згорткових фільтрів на основі алгоритму 
симуляції відпалу забезпечується 95 % виявлених об'єктів на тестових 
зображеннях. 
3. Показано, що використання попереднього навчання без вчителя 
дозволяє зменшити ефект перенавчання і підвищити більше ніж в 10 разів 
швидкість знаходження глобального максимуму при навчанні з учителем на 
вибірці обмеженого обсягу. При цьому на тестовій вибірці вдалося практично 
усунути ефект перенавчання шляхом оптимального вибору значення 
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