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In this paper, we show that the solution map of the periodic Degasperis–Procesi equation
is not uniformly continuous in Sobolev spaces Hs(T) for s > 3/2. This extends previous
result for s 2 to the whole range of s for which the local well-posedness is known. Our
proof is based on the method of approximate solutions and well-posedness estimates for
the actual solutions.
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1. Introduction
We consider the periodic Cauchy problem for the Degasperis–Procesi (DP) equation
ut − uxxt + 4uux = 3uxuxx + uuxxx, x ∈ T = R/2πZ, t > 0, (1.1)
u(x,0) = u0(x) ∈ Hs(T), (1.2)
and show that the dependence of solutions on initial data is not uniformly continuous in Sobolev spaces Hs(T) for s > 3/2.
This extends the result for s 2 in [2] to the whole range of s for which the local well-posedness is known.
The DP equation was originally derived by Degasperis and Procesi [10] as one of three equations in the family of third
order dispersive PDE conservation laws of the form
ut − α2uxxt + γ uxxx + c0ux =
(
c1u
2 + c2u2x + c3uuxx
)
x. (1.3)
The other two integrable equations in the family, after rescaling and applying a Galilean transformation, are the Korteweg–de
Vries (KdV) equation
ut + uxxx + uux = 0 (1.4)
and the Camassa–Holm (CH) shallow water equation
ut − uxxt + 3uux = 2uxuxx + uuxxx. (1.5)
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bi-Hamiltonian structure, Degasperis, Holm and Hone [9] showed the formal integrability of the DP equation as Hamiltonian
systems.
The CH equation was ﬁrst derived by Fokas and Fuchssteiner [12] as a bi-Hamiltonian system, and then by Camassa
and Holm [1] as a model for shallow water waves. The DP equation is also an approximation to the incompressible Euler
equations for shallow water [6,11,15,16] in dimensionless space–time variables (x, t) and its asymptotic accuracy is the
same as that of the CH shallow water equation, where both solutions u(x, t) for the DP equation and the CH equation are
considered as the horizontal component of the ﬂuid velocity at time t in the spatial x-direction with momentum density,
but evaluated at the different level line of the ﬂuid domain [6].
As is well known, the KdV equation is an integrable Hamiltonian equation that possesses smooth solitons as traveling
waves. In the KdV equation, the leading-order asymptotic balance that conﬁnes the traveling wave solitons occurs between
nonlinear steepening and linear dispersion. However, the nonlinear dispersion and nonlocal balance in the CH equation and
the DP equation, even in the absence of linear dispersion, can still produce conﬁned solitary traveling waves
u(x, t) = ce−|x−ct|,
where c is the constant wave speed. Because of their shapes (they are smooth except for a peak at their crest), these
solutions are called peakons [1,9]. Peakons of both equations are true solitons that interact via elastic collisions under the
CH dynamics or the DP dynamics, respectively. The stability of the peakons for both equations are respectively proved in
[7,8,19].
Although the DP equation is similar to the CH equation in several aspects, these two equations are truly different. One
of the novel features of the DP equation is that it not only has peakons, but also shock peakons [20] of the form
u(x, t) = − 1
t + k sgn(x)e
−|x|, k > 0.
This feature is regarded as a signiﬁcant difference between the DP equation and the CH equation. On the other hand, the
isospectral problem in the Lax pair for the DP equation is the third-order equation [9]
ψx − ψxxx − λyψ = 0,
while the isospectral problem for the CH equation is the second-order equation [1]
ψxx − 1
4
ψ − λyψ = 0,
where y = u − uxx in both cases. Another indication of the fact that there is no simple transformation of the DP equation
into the CH equation is the entirely different form of conservation laws for these two equations [1,9]. Moreover, the CH
equation is a re-expression of geodesic ﬂow on the diffeomorphism group [3,5] and on the Bott–Virasoro group [4,21],
while no such geometric derivation for the DP equation is available [18].
Recently, there has been considerable interest in the periodic DP equation. Here we recall the relevant known results
concerning local well-posedness. In [24], Yin showed that the Cauchy problem (1.1)–(1.2) is locally well-posed in Hs(T)
for s > 3/2 and the solution depends continuously on initial data. In [2], by constructing a sequence of travelling wave
solutions of high frequency, Christov and Hakkaev proved that the dependence of solutions on initial data is not uniformly
continuous in Hs(T) for s 2. It is worthwhile to note that Himonas, Kenig and Misiolek [14] proved that the dependence
for the periodic CH equation is not uniformly continuous in Hs(T) for s > 3/2. Their method is to construct a sequence of
approximate solutions and estimate the errors between the approximate solutions and actual solutions.
In this paper, by using the method for the CH equation in [14], we proved that the dependence for the periodic DP
equation is not uniformly continuous in Hs(T) for s > 3/2. Our main result is as follows.
Theorem 1. If s > 3/2, then the solution map u0 → u(t) of the periodic DP equation is not uniformly continuous from any bounded
subset of Hs(T) into C([0, T ]; Hs(T)). More precisely, there exist two sequences of solutions un(t) and vn(t) in C([0, T ]; Hs(T)) such
that ∥∥un(t)∥∥Hs + ∥∥vn(t)∥∥Hs  1, (1.6)
lim
n→∞
∥∥un(0) − vn(0)∥∥Hs = 0, (1.7)
and
lim inf
n→∞
∥∥un(t) − vn(t)∥∥Hs  |sin t|, 0 t  T . (1.8)
The remainder of this paper is organized as follows. In Section 2 we recall some known results, which are necessary for
later proof. Section 3 is devoted to the proof of Theorem 1.
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In this section, we introduce some known results for later proof.
For each ε ∈ (0,1], let Jε be the Friedrichs molliﬁer deﬁned by
Jε f (x) = jε ∗ f (x), (2.1)
where j(x) is a C∞ function supported in the interval [−1,1] such that j(x)  0, ∫
R
j(x)dx = 1 and jε(x) = 1ε j( xε ). For
s ∈ R, the operator Ds = (1− ∂2x )s/2 is deﬁned by
D̂s f (ξ) = (1+ ξ2)s/2 fˆ (ξ), (2.2)
where fˆ is the Fourier transform
fˆ (ξ) =
∫
T
e−ixξ f (x)dx. (2.3)
The inverse relation is given by
f (x) = 1
2π
∑
ξ∈Z
fˆ (ξ)eixξ . (2.4)
Then, for f ∈ Hs(T) we have
‖ f ‖2Hs =
∑
ξ∈Z
(
1+ ξ2)s∣∣ fˆ (ξ)∣∣2 = ∥∥Ds f ∥∥2L2 . (2.5)
Lemma 1. (See [24].) Given u0 ∈ Hs(T), s > 3/2, there exist a maximal T = T (u0) > 0 and a unique solution u(t) to the Cauchy
problem (1.1)–(1.2) such that
u(t) ∈ C([0, T ); Hs(T))∩ C1([0, T ); Hs−1(T)).
Moreover, the solution depends continuously on initial data, i.e., the solution map u0 → u(t) : Hs(T) → C([0, T ); Hs(T)) ∩
C1([0, T ); Hs−1(T)) is continuous.
Lemma 2 (Kato–Ponce commutator estimate). (See [17].) If s > 0, then there is a Cs > 0 such that for any f , g ∈ Hs(T)∥∥Ds( f g) − f Ds g∥∥L2  Cs(∥∥Ds f ∥∥L2‖g‖L∞ + ‖∂x f ‖L∞∥∥Ds−1g∥∥L2). (2.6)
Lemma 3. (See [13].) Let u(x) be a function such that ‖∂xu‖L∞ < ∞. Then, there is a c > 0 such that for any f ∈ L2(T)∥∥[ Jε,u]∂x f ∥∥L2  c‖∂xu‖L∞‖ f ‖L2 . (2.7)
Lemma 4 (Moser’s estimate). (See [23].) If s > 0, then there is a Cs > 0 such that for any f , g ∈ Hs(T)
‖ f g‖Hs  Cs
(‖ f ‖Hs‖g‖L∞ + ‖ f ‖L∞‖g‖Hs). (2.8)
Lemma 5. (See [14].) Let σ ,α ∈ R. If n ∈ Z+ and n  1, then∥∥cos(nx− α)∥∥Hσ = √2π(1+ n2)σ/2 ≈ nσ , (2.9)
where ‖cos(nx−α)‖Hσ ≈ nσ means that ‖cos(nx−α)‖Hσ  nσ and ‖cos(nx−α)‖Hσ  nσ . Relation (2.9) is also true if cos(nx−α)
is replaced by sin(nx− α).
Lemma 6. (See [22].) If s > 3/2 and 0 σ + 1 s, then there is a c > 0 such that∥∥[Dσ ∂x, f ]v∥∥L2  c‖ f ‖Hs‖v‖Hσ . (2.10)
3. Non-uniform dependence for s > 3/2
In this section we prove Theorem 1. Following the approach in [14], we choose approximate solutions to the DP equation
such that the size of the difference between approximate and actual solutions with identical initial data is negligible. Hence,
to understand the degree of dependence, it suﬃces to focus on the behavior of approximate solutions, which are simple in
form, rather than actual solutions.
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In order for the method of approximate solutions to go through, we need well-posedness estimates for the size of the
actual solutions.
Proposition 1. For s > 3/2, the following results hold:
(i) If u0 ∈ Hs(T), then there exists a unique solution u(t) to the Cauchy problem (1.1)–(1.2) in C([0, T0); Hs(T)), where the life span
T0 depends on the size of the initial data u0 . Moreover, we have
T0 > T = 1
2cs‖u0‖Hs . (3.1)
(ii) The solutionmap u0 → u(t) is continuous from any bounded subset of Hs(T) into C([0, T ]; Hs(T)), and u(t) satisﬁes the estimate∥∥u(t)∥∥Hs  2‖u0‖Hs , 0 t  T . (3.2)
Proof. According to Lemma 1, we need only to prove the estimates (3.1) and (3.2). For this purpose, it is more convenient
to rewrite the Cauchy problem (1.1)–(1.2) in the following nonlocal form
∂tu = −u∂xu − D−2∂x
(
3
2
u2
)
, x ∈ T, t > 0, (3.3)
u(x,0) = u0(x) ∈ Hs(T). (3.4)
Starting with (3.3), we want to show that u(t) satisﬁes the following differential inequality
1
2
d
dt
∥∥u(t)∥∥2Hs  cs∥∥u(t)∥∥3Hs , 0 t < T0. (3.5)
We can get ddt ‖u(t)‖2Hs by applying the operator Ds to both sides of (3.3), then multiplying the resulting equation by Dsu
and integrating it with respect to x. However the term u∂xu is only in Hs−1(T). To overcome this obstacle, we consider the
following molliﬁcation of (3.3)
∂t Jεu = − Jε(u∂xu) − D−2∂x
(
3
2
Jεu
2
)
. (3.6)
Applying the operator Ds to both sides of (3.6), then multiplying the resulting equation by Ds Jεu and integrating it with
respect to x, we get
1
2
d
dt
‖ Jεu‖2Hs = −
∫
T
Ds Jε(u∂xu) · Ds Jεu dx− 3
2
∫
T
Ds−2∂x Jεu2 · Ds Jεu dx. (3.7)
Noticing
Ds Jε = JεDs, (3.8)
( Jε f , g)L2 = ( f , Jε g)L2 , (3.9)
‖ Jεu‖Hs  ‖u‖Hs , (3.10)
we can estimate the two integrals in the right-hand side of (3.7).
1. Estimate of the ﬁrst integral.∫
T
Ds Jε(u∂xu) · Ds Jεu dx =
∫
T
Ds(u∂xu) · JεDs Jεu dx
=
∫
T
[
Ds(u∂xu) − uDs∂xu
] · JεDs Jεu dx+ ∫
T
uDs∂xu · JεDs Jεu dx. (3.11)
According to Lemma 2, we have∣∣∣∣
∫
T
[
Ds(u∂xu) − uDs∂xu
] · JεDs Jεu dx
∣∣∣∣ ∥∥Ds(u∂xu) − uDs∂xu∥∥L2∥∥ JεDs Jεu∥∥L2
 2Cs‖∂xu‖L∞‖u‖2 s . (3.12)H
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∫
T
uDs∂xu · JεDs Jεu dx
∣∣∣∣=
∣∣∣∣
∫
T
Jε
(
uDs∂xu
) · Ds Jεu dx
∣∣∣∣
=
∣∣∣∣
∫
T
([ Jε,u]Ds∂xu + u JεDs∂xu) · Ds Jεu dx
∣∣∣∣

∣∣∣∣
∫
T
[ Jε,u]Ds∂xu · Ds Jεu dx
∣∣∣∣+
∣∣∣∣
∫
T
u JεD
s∂xu · Ds Jεu dx
∣∣∣∣

∥∥[ Jε,u]Ds∂xu∥∥L2∥∥Ds Jεu∥∥L2 + 12
∣∣∣∣
∫
T
∂xu ·
(
Ds Jεu
)2
dx
∣∣∣∣
 c‖∂xu‖L∞‖u‖2Hs +
1
2
‖∂xu‖L∞‖u‖2Hs

(
c + 1
2
)
‖∂xu‖L∞‖u‖2Hs . (3.13)
Combining (3.11), (3.12) and (3.13), we have∣∣∣∣
∫
T
Ds Jε(u∂xu) · Ds Jεu dx
∣∣∣∣ cs‖∂xu‖L∞‖u‖2Hs . (3.14)
2. Estimate of the second integral.
According to Lemma 4, we have∣∣∣∣32
∫
T
Ds−2∂x Jεu2 · Ds Jεu dx
∣∣∣∣ 32
∥∥Ds−2∂x Jεu2∥∥L2∥∥Ds Jεu∥∥L2
 3
2
∥∥u2∥∥Hs−1‖u‖Hs
 3Cs‖u‖L∞‖u‖2Hs . (3.15)
Hence, by (3.7), (3.14) and (3.15), we have
1
2
d
dt
∥∥ Jεu(t)∥∥2Hs  cs∥∥u(t)∥∥C1∥∥u(t)∥∥2Hs , 0 t < T0. (3.16)
Integrating (3.16) from 0 to t , we have
1
2
∥∥ Jεu(t)∥∥2Hs − 12‖ Jεu0‖2Hs  cs
t∫
0
∥∥u(τ )∥∥C1∥∥u(τ )∥∥2Hs dτ . (3.17)
Let ε go to 0 in (3.17), then it follows that
1
2
∥∥u(t)∥∥2Hs − 12‖u0‖2Hs  cs
t∫
0
∥∥u(τ )∥∥C1∥∥u(τ )∥∥2Hs dτ . (3.18)
Using Gronwall’s inequality, we obtain
1
2
d
dt
∥∥u(t)∥∥2Hs  cs∥∥u(t)∥∥C1∥∥u(t)∥∥2Hs , 0 t < T0. (3.19)
Since s > 3/2, using Sobolev’s inequality∥∥u(t)∥∥C1  cs∥∥u(t)∥∥Hs , (3.20)
we get the desired inequality (3.5).
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1
2
y−
3
2
dy
dt
 cs. (3.21)
Integrating (3.21) from 0 to t gives
1√
y0
− 1√
y(t)
 cst. (3.22)
It follows that∥∥u(t)∥∥Hs  ‖u0‖Hs1− cs‖u0‖Hst . (3.23)
Then ‖u(t)‖Hs is ﬁnite if
t <
1
cs‖u0‖Hs . (3.24)
This implies that the solution u(t) certainly exists for 0 t  T , where
T = 1
2cs‖u0‖Hs . (3.25)
Therefore the lifespan T0 satisﬁes the estimate (3.1), and the estimate (3.2) is directly derived by (3.23). This completes the
proof of Proposition 1. 
3.2. Approximate solutions
The approximate solutions are of the form
uω,n(x, t) = ωn−1 + n−s cos(nx−ωt), (3.26)
where ω is in a bounded subset of R and n ∈ Z+ . Now we compute the error of the approximate solutions (3.26). Note that
∂tu
ω,n + uω,n∂xuω,n = ωn−s sin(nx−ωt) +
[
ωn−1 + n−scos(nx−ωt)] · [−n−s+1 sin(nx−ωt)]
= −1
2
n−2s+1 sin(2nx− 2ωt)
= F1(t), (3.27)
and
D−2∂x
[
3
2
(
uω,n
)2]= 3
2
D−2∂x
[
ω2n−2 + n−2scos2(nx−ωt) + 2ωn−s−1cos(nx−ωt)]
= 3
2
D−2∂x
[
1
2
n−2s cos(2nx− 2ωt) + 2ωn−s−1 cos(nx−ωt)
]
= −3
2
n−2s+1D−2
[
sin(2nx− 2ωt)]− 3ωn−sD−2[sin(nx−ωt)]
= F2(t) + F3(t). (3.28)
Thus the error F of the approximate solutions (3.26) is
F (t) = F1(t) + F2(t) + F3(t). (3.29)
According to Lemma 5, for n  1 we have∥∥F1(t)∥∥Hσ =
∥∥∥∥−12n−2s+1 sin(2nx− 2ωt)
∥∥∥∥
Hσ
= 1
2
n−2s+1
∥∥sin(2nx− 2ωt)∥∥Hσ
 n−2s+1+σ , (3.30)∥∥F2(t)∥∥Hσ =
∥∥∥∥−32n−2s+1D−2[sin(2nx− 2ωt)]
∥∥∥∥
Hσ
= 3
2
n−2s+1
∥∥sin(2nx− 2ωt)∥∥Hσ−2
 n−2s−1+σ , (3.31)
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= 3|ω|n−s∥∥sin(nx−ωt)∥∥Hσ−2
 n−s−2+σ . (3.32)
Putting the above estimates together gives the following estimate for the error F (t).
Proposition 2. For n  1, we have∥∥F (t)∥∥Hσ  n−2s+1+σ + n−2s−1+σ + n−s−2+σ . (3.33)
In particular, if s > (1+ σ)/2, then∥∥F (t)∥∥Hσ  n−rs , (3.34)
where rs > 0 and
rs =
{
2s − 1− σ , if (1+ σ)/2< s 3,
s + 2− σ , if s > 3. (3.35)
3.3. Estimating the difference between approximate and actual solutions
Consider the following Cauchy problem
∂tu = −u∂xu − D−2∂x
(
3
2
u2
)
, x ∈ T, t > 0, (3.36)
u(x,0) = uω,n(x,0) = ωn−1 + n−s cos(nx). (3.37)
From Lemma 5, we have∥∥uω,n(x, t)∥∥Hs = ∥∥ωn−1 + n−s cos(nx−ωt)∥∥Hs
 2π |ω|n−1 + √2πn−s(1+ n2)s/2
 2π |ω| + 2 1+s2 π
 1. (3.38)
According to Proposition 1, we let uω,n(x, t) be the unique solution to Cauchy problem (3.36)–(3.37) in C([0, T ]; Hs(T)) and
v(x, t) = uω,n(x, t) − uω,n(x, t). (3.39)
Then it follows that v satisﬁes the i.v.p.
∂t v = F − 1
2
∂x
[(
uω,n + uω,n
)
v
]− D−2∂x[3
2
(
uω,n + uω,n
)
v
]
, x ∈ T, t > 0, (3.40)
v(x,0) = 0. (3.41)
Proposition 3. If n  1, s > 32 and 0 σ min{1, s − 1}, then∥∥v(t)∥∥Hσ  n−rs , 0 t  T . (3.42)
Proof. Applying Dσ to both sides of (3.40), multiplying the resulting equation by Dσ v and integrating it with respect to x,
we obtain
1
2
d
dt
‖v‖2Hσ =
∫
T
Dσ F · Dσ v dx− 1
2
∫
T
Dσ ∂x
[(
uω,n + uω,n
)
v
] · Dσ v dx
− 3
2
∫
T
Dσ−2∂x
[(
uω,n + uω,n
)
v
] · Dσ v dx. (3.43)
We now estimate the three integrals in the right-hand side of (3.43).
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∫
T
Dσ F · Dσ v dx
∣∣∣∣ ∥∥Dσ F∥∥L2∥∥Dσ v∥∥L2  ‖F‖Hσ ‖v‖Hσ . (3.44)
2. Estimate of the second integral.∫
T
Dσ ∂x
[(
uω,n + uω,n
)
v
] · Dσ v dx
=
∫
T
[
Dσ ∂x,
(
uω,n + uω,n
)]
v · Dσ v dx+
∫
T
(
uω,n + uω,n
)
Dσ ∂xv · Dσ v dx. (3.45)
According to Lemma 6, we have∣∣∣∣
∫
T
[
Dσ ∂x,
(
uω,n + uω,n
)]
v · Dσ v dx
∣∣∣∣ ∥∥[Dσ ∂x, (uω,n + uω,n)]v∥∥L2∥∥Dσ v∥∥L2
 c
∥∥uω,n + uω,n∥∥Hs‖v‖2Hσ . (3.46)
Since ∣∣∣∣
∫
T
(
uω,n + uω,n
)
Dσ ∂xv · Dσ v dx
∣∣∣∣= 12
∣∣∣∣
∫
T
∂x
(
uω,n + uω,n
) · (Dσ v)2 dx∣∣∣∣
 1
2
∥∥∂x(uω,n + uω,n)∥∥L∞‖v‖2Hσ

∥∥uω,n + uω,n∥∥C1‖v‖2Hσ

∥∥uω,n + uω,n∥∥Hs‖v‖2Hσ , (3.47)
we obtain∣∣∣∣12
∫
T
Dσ ∂x
[(
uω,n + uω,n
)
v
] · Dσ v dx∣∣∣∣ ∥∥uω,n + uω,n∥∥Hs‖v‖2Hσ . (3.48)
3. Estimate of the third integral.
Since 0 σ  1, we have∣∣∣∣32
∫
T
Dσ−2∂x
[(
uω,n + uω,n
)
v
] · Dσ v dx∣∣∣∣= 32
∣∣∣∣
∫
T
[(
uω,n + uω,n
)
v
] · D2σ−2∂xv dx
∣∣∣∣
 3
2
∥∥(uω,n + uω,n)v∥∥L2∥∥D2σ−2∂xv∥∥L2

∥∥uω,n + uω,n∥∥L∞‖v‖L2‖v‖H2σ−1

∥∥uω,n + uω,n∥∥Hs‖v‖2Hσ . (3.49)
Therefore, combining (3.43), (3.44), (3.48) and (3.49), we get
1
2
d
dt
‖v‖2Hσ 
∥∥uω,n + uω,n∥∥Hs‖v‖2Hσ + ‖F‖Hσ ‖v‖Hσ . (3.50)
By (3.2) and (3.38), we have∥∥uω,n(x, t) + uω,n(x, t)∥∥Hs  ∥∥uω,n(x, t)∥∥Hs + 2∥∥uω,n(x,0)∥∥Hs  1, 0 t  T . (3.51)
According to Proposition 2, we obtain
1
2
d
dt
‖v‖2Hσ  ‖v‖2Hσ + n−rs‖v‖Hσ . (3.52)
It follows that
d ‖v‖Hσ  ‖v‖Hσ + n−rs . (3.53)
dt
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d
dt
(
e−t‖v‖Hσ
)
 e−tn−rs , (3.54)
integrating (3.54) from 0 to t and noticing that v(0) = 0, we obtain (3.42). This completes the proof of Proposition 3. 
3.4. Non-uniform dependence for s > 3/2
Now we are in the position to prove Theorem 1.
Proof of Theorem 1. It suﬃces to show that u1,n(x, t) and u−1,n(x, t) are two sequences of solutions satisfying the three
conditions (1.6), (1.7) and (1.8). We verify it item by item in the following.
Step 1. By (3.2) and (3.38), we have∥∥u1,n(t)∥∥Hs + ∥∥u−1,n(t)∥∥Hs  2(∥∥u1,n(0)∥∥Hs + ∥∥u−1,n(0)∥∥Hs) 1. (3.55)
Step 2. Moreover,
lim
n→∞
∥∥u1,n(0) − u−1,n(0)∥∥Hs = limn→∞∥∥2n−1∥∥Hs = 0. (3.56)
Step 3. By (2.9) and (3.2), we get∥∥u±1,n(t)∥∥H2s−σ + ∥∥u±1,n(t)∥∥H2s−σ  ∥∥±n−1 + n−s cos(nx∓ t)∥∥H2s−σ + 2∥∥±n−1 + n−s cos(nx)∥∥H2s−σ
 6πn−1 + 3n−s√2π(1+ n2)s− σ2
 6πn−1 + 3√2π
(
1+ 1
n2
)s− σ2
· ns−σ
 6π + 3√2π2s− σ2 · ns−σ
 ns−σ . (3.57)
According to the interpolation inequality
‖ψ‖Hs 
(‖ψ‖Hσ ‖ψ‖H2s−σ ) 12 (3.58)
and Proposition 3, we obtain∥∥u±1,n(t) − u±1,n(t)∥∥Hs  (∥∥u±1,n(t) − u±1,n(t)∥∥Hσ ∥∥u±1,n(t) − u±1,n(t)∥∥H2s−σ ) 12

(
n−rsns−σ
) 1
2
 n− 14 , (3.59)
where the last step follows from (3.35) and s > 3/2. Using the identity
cosα − cosβ = −2 sin
(
α + β
2
)
sin
(
α − β
2
)
, (3.60)
we have
lim inf
n→∞
∥∥u1,n(t) − u−1,n(t)∥∥Hs = lim infn→∞ ∥∥2n−1 + 2n−s sin(nx) sin t∥∥Hs
 lim inf
n→∞
(∥∥2n−s sin(nx) sin t∥∥Hs − ∥∥2n−1∥∥Hs)
 lim inf
n→∞
(
2n−s
∥∥sin(nx)∥∥Hs |sin t|)− limsupn→∞
∥∥2n−1∥∥Hs
 |sin t|, (3.61)
where the last step follows from Lemma 5. Therefore from (3.59) and (3.61), we have
lim inf
n→∞
∥∥u1,n(t) − u−1,n(t)∥∥Hs
 lim inf
n→∞
(∥∥u1,n(t) − u−1,n(t)∥∥Hs − ∥∥u1,n(t) − u1,n(t)∥∥Hs − ∥∥u−1,n(t) − u−1,n(t)∥∥Hs)
 lim inf
n→∞
∥∥u1,n(t) − u−1,n(t)∥∥Hs − limsupn→∞
(∥∥u1,n(t) − u1,n(t)∥∥Hs + ∥∥u−1,n(t) − u−1,n(t)∥∥Hs)
 |sin t|. (3.62)
This completes the proof of Theorem 1. 
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