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SUMMARY
Optimal transport introduces the concept of Wasserstein distance, which has been widely
used in various applications in computational mathematics, machine learning as well as
many areas in engineering. Meanwhile, control theory and path planning is an active branch
in mathematics and robotics, focusing on algorithms that calculate feasible or optimal paths
for robotic systems. In this thesis, we use the properties of the gradient flows induced by
Wasserstein-2 metric to design algorithms to handle different types of path planning and
control problems. Also, we define the Wasserstein K-means problems on graphs and pro-
pose an efficient algorithm to solve it.
In Chapter 2, we provide necessary mathematical concepts and results that form the
basis of this thesis. It contains brief surveys of optimal controls, gradient flows, intermittent
diffusion, Fokker-Planck equations and optimal transport on both continuous and discrete
spaces.
Chapter 3 gives an algorithm to handle the path planning problem in unknown envi-
ronments. We develop a deterministic approach with finite-step convergence guarantee.
Also, there is a theoretical relation between this algorithm and the Fokker-Planck equa-
tions, which bounds the searching region of the algorithm. We use numerical examples to
show the efficiency of the algorithm as well as to support the theoretical results.
In Chapter 4, we generalize the algorithm to solve the general control problem in the
unknown environments and similar convergence results can be proven. Besides, there is an
evidence that the algorithm is guided by the evolution of Fokker-Planck equation, and we
use experiments to demonstrate our theorems.
In Chapter 5, we study the optimal path planning in flow field. In this case, the objective
function, the traveling time or kinetic energy, is to be minimized with a given flow field.
Following the idea of method of evolving junctions, we first transform the original infinite
dimensional optimal control into a finite dimensional global optimization problem by in-
xvii
troducing junctions located only on the discontinuity positions of the dynamics. To handle
the global optimization, intermittent diffusion is used here to guarantee the completeness
of the method.
At last, in Chapter 6 we define the discrete Wasserstein-(1,p) distance that depends on
the graph structure. With this distance function, we further propose the Wasserstein K-
means problem on a general graph and provide an algorithm in the framework of Lloyd
method. The key part of the algorithm is the calculation of discrete Wasserstein-(1,p) dis-
tance and the gradient flow induced by Wasserstein-2 metric to solve an optimization with
objective function being a linear combination of Wasserstein-(1.p) distance. Examples and




Wasserstein distance in optimal transport theory provides an approach to equip the proba-
bility manifold P(Rd) with a metric, which induces a gradient operator. Thus, a gradient
flow can be defined on P(Rd) for arbitrary functional F(ρ) : P(Rd)→ R as below










ρ(x)V (x) + βρ(x) log ρ(x)dx,
the gradient flow is the famous Fokker-Planck equation given by:
ρt(x, t) = div (ρ(x, t)∇(V (x) + β log ρ(x, t)))
= div(ρ(x, t)∇V (x)) + β∆ρ(x, t).
Using the properties of the gradient flows in optimal transport, we can design algorithms
to handle various types of problems. In this thesis, we exhibit algorithms to solve certain
kinds of control problems as well as define and solve the well-known K-means problem on
finite simple graphs.
1.1 Dynamical Path Planning Method For Control Problems With Partially Given
Constraints
A control system (T ,Ω,U , κ) contains four major components: T is a time set, which is a
subgroup of R+; Ω is a state space, which can be a subset of Rd, or a Riemannian manifold;
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U is the control space; and κ : Dκ → Ω is the transition map defined on
Dκ =
{
(τ, σ, x, u) : τ, σ ∈ T , x ∈ Ω, u ∈ U [σ,τ)
}
.
Control theory aims to study the properties of the transition map κ and design the con-
trol function u to influence the trajectory of certain objects to achieve desired goal, that
is, in an interval [σ, τ), we want to find u ∈ U [σ,τ), such that κ(σ, τ, x0, u) meets specific
conditions with initial state x0 given. In many continuous circumstances, κ can be de-
scribed by a system of ordinary differential equations. If we fix x0 at time σ and define
γ(t) = κ(σ, t, x0, u), there exists a (Lipschitz) function f such that γ̇ = f(x, u, t). Mean-
while, sometimes additional constraints are added to the system to regularize the state and
control variables. In this thesis, we only consider the holonomic constraints, which can
be represented as φ(x) ≥ 0 for x ∈ Ω. Given certain initial x0 and target xf states, path
planning focuses on planning a feasible or an optimal trajectory γ such that γ(0) = x0,
γ(τ) = xf with γ(t) = κ(0, t, x0, u) for some control function u.
In the control system, we set T = R+ and let the transition map κ determined by the
following ordinary differential equation:
d
dτ
κ(τ, σ, x0, u) = f(x, u),
where we assume f is a Lipschitz function. Then we can rewrite the system into the follow-
ing time-invariant continuous one (Ω,U , f), providing that Ω is the state space equipped
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with a distance function d(·, ·), with holonomic constraints φ. Thus, we have
ẋ = f(x, u)
φ(x(t)) ≥ 0
x(t) ∈ Ω, u(t) ∈ U .
Further, we assume there is another set of constraints ψ̂(x) satisfying
ψ̂(x, γ, t) =
 ψ(x) if d(x, γ, τ) ≤ R for some τ ≤ t0 otherwise ,
where ψ(x) ≤ 0 is another set of constraints with R given priorly. In this thesis, we
study the problem described above and propose a graph-based, potential guided algorithm
to search for a feasible path combined with a corresponding set of control variables. The
algorithm has three main parts: Graph Generation, Path Finding and Trajectory Extension
(or Environment Updating). Among them, Graph Generation is the core part, which is
potentially guided by the evolution of the Fokker-Planck equation (FPE) in the Optimal
Transport Theory
ρt(x, t) = div(ρ(x, t)∇ψ(x)) + β∆ρ(x, t).
There are many ways to formulate the optimal transport problem such as using linear
programming or partial differential equations, among which Benamou-Brenier Formula-
tion rewrites the mass transport problem to be a optimal control problem and defines a
Riemannian metric with Wasserstein-2 distance
W2(ρ









: ρt + div(ρv) = 0, ρ(0) = ρ
0, ρ(1) = ρ1
}
,
where ‖ · ‖ is the standard Euclidean metric. Taking advantage of this metric, FPE can
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be rewritten as a gradient flow of the free energy and can reach the Gibbs’ distribution
asymptotically. The design of our algorithm is based on this property, and we show that it
is a deterministic graph based procedure with guaranteed convergence and returns a feasible
path if there exists one.
In Chapter 3, we discuss this problem in a simple Euclidean space to show how this
algorithm works and some of its properties. Later in Chapter 4, we generalize the algorithm
in a control setup, where special cases are given to present detailed strategies to handle the
problem. Meanwhile, two different points of views are provided in these two chapters
respectively to show the deep relation between our algorithm and the evolution of Fokker-
Planck equation.
1.2 Optimal path planning in partitioned flow fields
In the Fokker-Planck equation (1.1), if we treat ρ as the density function, we can have the
corresponding stochastic differential equation in the particle level:
dxt = −∇V (xt)dt+
√
2βdWt. (1.2)
As the Fokker-Planck is the gradient flow heading to the Gibbs’ distribution, (1.2) shares a
similar property, that is the particle has the largest probability to reach the global minimizer
of the potential function V (x). Based on this, a global minimization problem can be solved
by the intermittent diffusion method [1]. In Chapter 5, we will discuss our approach to
the infinite dimensional optimal control problem with no additional state constraints being
posed. Meanwhile, we specify the dynamics as f(x, u) = u + v where v is a piece-wise
4






s.t. ẋ = v + u,
x(0) = x0,




We let L(x, u) = 1 or L(x, u) = ‖u‖2 + C, which corresponds to the minimal time and
minimal energy respectively. Following the idea of the Method of Evolving Junctions [2],
we prove the optimal structure of sub-problems within each constant flow region can be
explicitly expressed. The optimal solution can be determined simply by finite number
of points on the boundary of partitioned regions, which are separated according to the
discontinuous positions of v. Those points are called junctions, with which, the original
problem is reduced to a finite dimensional optimization. To calculate its minimizer, we
use intermittent diffusion method. In Chapter 5, we derive the problem in detail from a
practical glider optimal path planning problem, give corresponding theoretical results and
provide different types of examples to show the performance of our algorithm.
1.3 Wasserstein K-means on graph via optimal transport
Recall that the intermittent diffusion methods in Section 1.2 can be treated as an evolution
of a stochastic differential equation, and the FPE in Section 1.1 can be further written as a
gradient flow format (1.1). If we let F(ρ) be a general functional defined on the probability
manifold, (1.1) becomes the Wasserstein gradient flow for arbitrary functionals. In this




0, ρ1) = inf
u
{
‖u‖1,p : div(u) + ρ1 − ρ0 = 0
}
,
defined on a connected simple graphG = (V,E). With this, we propose the K-means prob-
lem on the discrete probability space, aiming to cluster different distributions supported on
G to a fixed number of classes. To solve this problem, we follow the famous Llyod al-
gorithm to design our method, which iterates over two major steps: The first step is to
calculate the discrete Wasserstein-(1, p) distance between centroids and data points, then
assign each data point to the class with shortest distance. The second step is to re-assign
the location of centroid within each class using all data points belonging to the class. The
second step can be written in an optimization problem with objective function a linear com-
bination of Wasserstein-(1.p) distance. To solve this, we use the gradient flow induced by
Wasserstein-2 metric on graphs. We will give the formulations, algorithms and experiment




In this chapter, we introduce the basic mathematics needed in this thesis, including optimal
control, intermittent diffusion, gradient flows, Fokker-Planck equations, and optimal trans-
port. These are highly related topics and form the base of our algorithms. And we ignore
the regularity issue during the calculation to give straight forward explanations.
2.1 Optimal control
Optimal control is an infinite dimensional optimization problem, aiming to find a control
law for a given dynamical system to optimize a functional with certain constraints. In this
thesis, we introduce two main techniques to handle a class of problems and the formulation





L(x, u)dt : ẋ = f(x, u), x(0) = x0, x(T ) = x1
}
, (2.1)
where x0, x1 are given states, the running cost L : Rd ×Rd → R is the Lagrangian and the
dynamics f is a Lipschitz continuous function. Also, we denote the cost functional as




If the dynamics f(x, u) = u, meaning that ẋ = u, and we fix T = 1, we can use the
calculus of variation to obtain a set of ordinary differential equations (ODE’s) for a local
minimizer of J(x). We denote (x(t), u(t)) a local minimizer and h(t) an arbitrary function
with h(0) = h(1) = 0. With xs(t) = x(t) + sh(t), we have J(xs) as a function of x with
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∇uL(x, u) = 0, (2.2)
which is called the Euler-Lagrange equation. The left-hand-side of (2.2) is the first variation
formula of J with respect to x, which is denoted as δ
δx
J in this thesis.
Moreover, the Euler-Lagrange equation can be written into a Hamiltonian system for-
mat. To do so, we construct the Hamiltonian H by the Legendre transform:
p = ∇uL(x, u),
H(x, p, u) = p · u− L(x, u),
H(p, x) = sup
u∈Rd
H(x, p, u)
through which, (2.2) becomes
ṗ(t) = −∇xH(t, p(t), x(t))
ẋ(t) = ∇pH(t, p(t), x(t)).
(2.3)
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In general to solve (2.1), we have the local minimizer (x, p, u) satisfying
ẋ(t) = ∇pH(x(t), p(t), u(t))
ṗ(t) = −∇xH(x(t), p(t), u(t))
H(x(t), p(t), u(t)) = max
a∈Rd
H(x(t), p(t), a) (0 ≤ t ≤ τ)
H(x(t), p(t), u(t)) = 0 (0 ≤ t ≤ τ)
where τ is the first time the trajectory x(·) hits the target state x1. And this method is called
the Pontryagin maximum principle.
The other method is dynamic programming, which involves the calculation of the
Hamilton-Jacobi-Bellman equation, a non-linear partial differential equation (PDE). This
method gives us a feedback law for the control variable u and provides the global minimizer
of (2.1). Starting at the state x0, we define a cost-to-go function




L(x(s), u(s))dt : x(0) = x0, x(t) = x
}
.
By Bellman’s principle of optimality, the partial trajectory of optimal solution is also opti-
mal. Going from t to t+ h, we have




where ẋ(s) = f(x(s), v(s)) for x ∈ [t, t + h] and v be an arbitrary control variable. Now
we rearrange the above equation and divide by h > 0:






L(x(s), v(s))ds ≤ 0.
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By letting h→ 0,
Φt(t, x) +∇xΦ(t, x)ẋ− L(x, v) ≤ 0
=⇒Φt(t, x) +∇xΦ(t, x) · f(x, v)− L(x, v) ≤ 0.
To prove 0 can be reached, we use the optimal solution (x, u) on [t, t + h] to have the cost
from t to t+ h as ∫ t+h
t
L(x(s), u(s))ds
and by Bellman’s principle,




Via conducting the same calculation, we have
Φt(t, x) +∇xΦ(t, x) · f(x, u)− L(x, u) = 0.
From here, we can write the Hamilton-Jacobi-Bellman equation to be
Φt(t, x) + max
u∈Rd
(∇xΦ(t, x) · f(x, u)− L(x, u)) = 0
If it is the case that L(x, u) = ‖u‖2 with f(x, u) = u, the Hamilton-Jacobi-Bellman




‖∇xΦ(t, x)‖2 = 0
with ẋ = ∇xΦ(t, x).
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2.2 Gradient flows
Gradient flows are evolutionary systems related with a function V (x) defined in a space.
Written in the form of
dxt = −∇V (xt)dt, (2.4)
the gradient flow admits a Lyapunov function V (x) since
d
dt
V (x) = −(∇V (x) · ∇V (x)) ≤ 0.
Thus, if V (x) is strictly convex, (2.4) converges to the global minimizer of V (x), which




In numerical methods, the steepest descent method follows the same philosophy.
Moreover, if the space is a general Riemannian manifold (M, g) where g defines an
inner product on the tangent bundle TM with gx(·, ·) : TxM×TxM→ R, the differential
structure induces the gradient operator onM. For an arbitrary energy function V :M→
R, gradV (x) ∈ TxM is defined as
g(gradV, u) = dV (u)
for u ∈ TM and dV the differential of V . Here, dV (u) means that dV operates on u.
Therefore, the gradient flow of V on (M, g) is
dxt = −gradV (xt)dt.
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2.3 Intermittent Diffusion
In many cases, V (x) is not convex, and gradient flows only give us local minimizers. To
overcome this problem, one can use the intermittent diffusion (ID) method [1], which pro-
poses to solve the minimization by running the stochastic differential equation
dxt(ω) = −∇V (xt(ω))dt+ σ(x, t)dWt (2.5)
where t ∈ [0,∞], Wt is the standard Brownian motion in Rd, ω is a random event in the





where 0 = S1 < T1 < S2 < T2 < · · · < · · · < SN < TN < SN+i = T and χ[Sj ,Tj ]
is the characteristic function on the interval [Sj, Tj]. The idea behind is that when σ = 0,
(2.5) becomes simply a gradient flow and converges to a local minimizer. When σ > 0,
the Brownian motion controls the state variable x(ω) to jump out of the local trap. The
algorithm can be stated as Algorithm 1.
This algorithm has the following convergence property and we will skip the proof that
can be found in [1, 3]:
Theorem 2.3.1. Let Q be the set of global minimizers, U a small neighborhood of Q
and Xopt the optimal solution obtained by ID. Then for any given ε > 0, there exists
τ > 0, σ0 > 0, N0 > 0 such that if Ti − Si > τ , σi < σ, i = 1, · · · , N and N > N0,
P(Xopt ∈ U) ≥ 1− ε
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Algorithm 1: Intermittent Diffusion
Data: The function f to optimize; number of intermittent diffusion intervals N ;
maximal diffusion time Tmax and maximal diffusion strength σmax
1 Randomly generate an initial state x0 and let xopt = x0;
2 for i = 1, 2, · · · , N do
3 Uniformly sample σ ∈ [0, σmax] and T ∈ [0, Tmax];
4 Compute the stochastic differential equation for t ∈ [0, T ]
dxt(ω) = −∇V (xt(ω))dt+ σdWt, x(0) = xopt
and record the final state xT = xT (ω);
5 Compute the gradient flow until converge:
ẋt = −∇V (xt), x0 = xT
and record the final state xi. If V (xi) < V (xopt), xopt = xi;
6 end
7 return x1, · · · , xN as N local minimizers and xopt the global minimizer;
2.4 Fokker-Planck equations
If we further generalize (2.5) into the form of
dXt = f(Xt)dt+
√
2βA(Xt)dWt, Xt ∈ Rd,
we can also describe the evolution of the density function. Here, we define the transition
probability of the Markov process Xt as
ρ(t, x)dx = P(Xt ∈ dx|X0)
where x ∈ Rd and t > 0, then the corresponding Fokker-Planck equation is
∂ρ
∂t
+ div(f(x)ρ) = βdiv(AAT∇ρ), x ∈ Rd,
where AAT = A(x)A(x)T is a non-negative definite diffusion matrix and f(x) ∈ Rd is
the drift vector function. Along the evolution of the Fokker-Planck equation, the density
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function ρ(x, t) will keep non-negative and conserve the total probability.
Specifically, if A(x) = 0 and f(x) = −∇V (x), the Fokker-Planck equation admits an












When β approaches 0, ρ∗ tends to a Dirac mass, concentrated on the global minimizers
of the potential function. Based on this property, many global optimization techniques are
designed, including simulated annealing, intermittent diffusion and so on.
Besides, instead of Rd, the state space has various of choices such as a bounded open
set with either zero-flux or periodic boundary conditions, and can also be a Riemannian
manifold, where a differential structure is provided.
2.5 Optimal transport
The optimal transport theory is an active branch of modern mathematics studying how to
transport one probability distribution to another with the optimal cost. The original optimal
transport problem was proposed by Monge as following:





where X is a d-dimensional Polish space and the minimization is taken over the set of all
measurable maps T such that T#µ = ν. Here T#µ is the push forward measure defined
as
T#µ(A) = µ(T−1(A))
for all measurable set A ⊂ X and c(x, y) is the cost function for transporting one unit mass
from x to y with µ, ν being two probability measures supported on continuous states. The
states can be any metric space, Riemannian manifold etc. Later a relaxation version of the
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problem is given as




c(x, y)dπ(x, y), (2.6)
with Π(µ, ν) = {π : π(·, Y ) = µ, π(X, ·) = ν}. Moreover, (2.6) admits a duality form,
named Kantorovich duality and can be expressed as







ψ(x)dµ(x) : φ(y)− ψ(x) ≤ c(x, y)
}
.
When we concentrate on the special case where c(x, y) = dp(x, y) with d(x, y) the
Euclidean distance and p = 1, 2, we can have more interesting properties and will expand
the discussion around it.
2.5.1 Wasserstein-1 and Wasserstein-2 distance
Both the prime and dual formulations provide a static point of view to describe the optimal
transport. However, when X = Y =M⊂ Rd and




L(γ, γ̇, t)dt : γ(0) = x, γ(1) = y
}
,
we can treat the optimal transport problem with a dynamic point of view rewrite it as an
optimal control problem. Given two densities ρ0 ∼ µ, ρ1 ∼ ν and when L = ‖γ̇‖2 (that
is, we have c(x, y) = d2(x, y) with d(·, ·) the Euclidean distance), we can get the following
formula for the problem:
W2(ρ









: ρt + div(vρ) = 0, ρ(0) = ρ




where using ρ(t) simply means ρ(x, t) with the x variable omitted (we will keep using this
notation afterwards in this thesis), ρ(x, t) is a curve of density function interpolates ρ0, ρ1,
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and ‖ · ‖2 is the Euclidean 2 norm. Here W2(ρ0, ρ1) is called the Wasserstein-2 distance
between ρ0 and ρ1. By Hodge decomposition, the optimization can be restricted on the
vector field set consisting of the gradient of potential functions
W2(ρ









: ρt + div(ρ∇Φ) = 0, ρ(0) = ρ0, ρ(1) = ρ1
}
.
Furthermore in this special case, the optimal solution satisfies the following system of
PDEs:  ρt(x, t) + div(∇Φ(x, t)ρ(x, t)) = 0Φt(x, t) + 12‖∇Φ‖2 = 0 ,
which gives the geodesics with boundary points as ρ0, ρ1 on the probability manifold. The
first equation is the continuity equation coming from the constraints of the problem, with
the velocity being∇Φ. The second equation is a Hamilton-Jacobi-Bellman equation, inde-
pendent from ρ(x, t), providing the velocity field∇Φ.









we can define the Wasserstein-(1, p) distance as
W1(ρ






‖v‖pρdxdt : ρt + div(vρ) = 0, ρ(0) = ρ0, ρ(1) = ρ1
}
. (2.8)
One thing to notice is that when c(x, y) = d(x, y), the dual form of the problem relies on
one single 1-Lipschitz function ψ, and the equation is called the Kantorovich-Rubinstein
formula:
W1(ρ





As is shown in this equation, W1 distance is independent from time variable. Actually a
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similar property holds for the prime formulation, which is given as below:
W1(ρ




‖m‖pdx : div(m(x)) + ρ1(x)− ρ0(x) = 0,m(x) · n(x) = 0,




To show (2.8) is equivalent to (2.9), given an m feasible for (2.9), we define ρ(t, x) =
tρ1(x) + (1 − t)ρ0(x) and v(t, x) = m(x)/ρ(t, x). Then, v(t, x) is feasible for (2.8) and







































from which we conclude that (2.8) and (2.9) identical.
2.5.2 Otto calculus
Wasserstein-2 distance provides a way to define a Riemannian metric on the infinite dimen-
sional manifold P(M). Given any smooth curve ρ(x, t) satisfying the continuity equation
ρt + div(ρv) = 0,
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it is true that under the equivalence relation ∼ at the point ρ defined as
u ∼ v : −div(ρu) = −div(ρv),









we have at any point ρ ∈ P(M) the tangent space as
TρP(M) =
{






Thus, an inner product can be defined in P(M) as
〈ξt(x, 0), ηt(x, 0)〉ρ =
∫
M
ρu · vdx, (2.10)
where ξ(x, 0) = η(x, 0) = ρ(x) and ξt + div(ξu) = 0, ηt + div(ηv) = 0. With this,
the solution curve of (2.7) can be treated as the geodesics on this probability Riemannian
manifold and we call (2.10) the Wasserstein-2 metric. Using this metric, we can calculate
the gradient operator. On the one hand, given a functional F(ρ), we know that gradF ∈
TP(M) with gradFρ ∈ TρP(M) and have































F is calculated by the first variational formula and µt = −div(µv) with µ(·, 0) =
ρ.
On the other hand, letting ηt = −gradF where ηt + div(ηu) = 0, we have gradF =
div(ηu) = −div(η(−u)). Therefore, with (2.10),




Since the above calculation holds at all ρ ∈ P(M), we have the representation of gradF
to be −∇ δ
δρ








with F being the Lyapunov function since
d
dt
F(ρ) = dF(ρt) = 〈gradF , ρt〉 = −〈gradF , gradF〉 ≤ 0













by first variational formula, we have the differential of F to be
δ
δρ
F(ρ(x)) = V (x) +
∫
Rd
W (x, y)ρ(y)dy + β log ρ(x) + C,
where C is a constant and the gradient flow is







W (x, y)ρ(y, t)dy
))
+ β∆ρ(x, t),
which is the Fokker-Planck equation. Thus, Fokker-Planck equation is a gradient flow
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2.5.3 Wasserstein-2 metric on finite graphs
To do computation of (2.11) on a discrete finite graph G = (V,E), where V is the node set
and E is the edge set illustrating the connection relation among edges, we need a discrete
version of the equation. Here,G can have arbitrary structure, including a discrete grid mesh
discretized from the continuous space. To this end, we start from the definition of discrete
Wasserstein-2 metric. Same as the continuous space, denoting n = |V |, the probability










and the tangent space at ρ is
TρP(G) =
{






For a potential function Φ = (Φi)ni=1, we introduce a discrete divergence operator with

















In the above two equations, gij satisfies
gij(ρ) = gji(ρ) and ωij min(ρi, ρj) ≤ gij(ρ) ≤ ωij max(ρi, ρj),
where ωij > 0 are the weights assigned on E. With this operator, we define an equivalence
relation in Rn with quotient space as
Rn/ ∼= {[Φ] : (Φi)ni=1 ∈ Rn}, where [Φ] = {(Φ1 + c, · · · ,Φn + c) : c ∈ R}.
Then for each σ, by Hodge decomposition, we can have a one-to-one correspondence τ









i − Φ1j)(Φ2i − Φ2j).
The discrete Wasserstein-2 distance is given in the following format:
W2(ρ







: ρt + div(ρ∇Φ) = 0, ρ(0) = ρ0, ρ(1) = ρ1
}
Now given a functional F(ρ) defined on P(G), we have that
F : Rd → R.
To discretize the gradient flow (2.11), we specifically choose gij in the upwind direction of
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the flow and set the metric tensor as:
gij =

ωijρi Fi(ρ) > Fj(ρ), j ∈ N(i)
ωijρj Fi(ρ) < Fj(ρ), j ∈ N(i)
ωij
2
(ρi + ρj) Fi(ρ) = Fj(ρ), j ∈ N(i)
,
whereFi(ρ) = ∂∂ρiF(ρ). Then the discrete gradient flow ofF induced by discrete Wasserstein-
2 distance is
ρt = −L(ρ)∇L2F(ρ) (2.12)
where ∇L2F is the standard L2 gradient for F and the n × n matrix L(ρ) is a projection
(the weighted Laplacian matrix) defined as
L(ρ)ij =
 gij (i, j) ∈ E0 (i, j) /∈ E .








where (·)+ = max(·, 0).
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CHAPTER 3
PATH PLANNING IN UNKNOWN ENVIRONMENTS
3.1 Introduction
In this chapter, we study the path planning for a group of robots in an unknown envi-
ronment, that is, a set of robots with given initial configurations finds a feasible path to
the target configurations while avoiding any collisions with obstacles or violation of con-
straints. In our considerations, we assume that the number of robots is fixed, the obstacles
can only be detected and memorized when they are within a detectable distance along the
motion of robots. Compared to the path planning in known environments, there are several
significant challenges when the problem is posed in unknown environments. First of all,
re-planning while moving deems to be inevitable when a planned path is blocked by newly
detected obstacles. This raises the concern whether the robots may move in circular loops,
and never reach the target even there exist feasible paths. How to avoid moving in repeti-
tive patterns becomes necessary for any reasonable algorithms. Secondly, the configuration
space may be in a high dimensional subspace of Rn, such as those in multi-agent systems.
Using grid-like discretization often leads to intractable computations. In this case, working
with graphs is a viable option to reduce the computation burden. However, the cost can still
be high if the graph has to span everywhere in the high dimensional space. Thirdly, in spite
of the size of robots, there may be narrow pathways between obstacles, which poses signif-
icant hurdles to identify them in the search process. How to ensure an algorithm succeed
in this kind of environment is an important consideration in practice. In addition, for prob-
lems with unknown environments, optimality is only meaningful in the currently known
environments. Hence, one may have to accept locally optimal, or even simply feasible,
solutions in some cases.
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There exists an extensive literature for path planning, many of them have achieved re-
markable success. For example, the well-known Probabilistic Road Map (PRM) generates
a random graph that does not intersect with obstacles and then finds a path on the graph to
connect the initial and target configurations [4, 5, 6, 7]. PRM guarantees to create a con-
nection between the initial and target configurations when the graph is dense enough in the
configuration space. Many improvements of PRM have been reported in the past decades,
see [8, 9, 10, 11] for details.
The Rapidly-exploring Random Tree (RRT) is another influential algorithm that has
been found efficient in many applications [12]. It creates a tree structure rooted at the
initial configuration, making sure that all the vertices are connected to the initial one. At
each step, the algorithm picks a configuration in the space randomly, and checks whether
it can be added to the tree following certain criteria. This is continued until the target or a
configuration close enough to the target is included in the tree. A key to the success of the
algorithm is the randomness in choosing configurations. Biased choices may cause trapped
path at local minima. This algorithm has been adopted to path finding in unknown envi-
ronments [13, 14] and has recent improvements such as RRT∗ [15], and the ones reported
in [16, 17].
The Artificial Potential Field (APF) assigns the robot a positive charge while the target
configuration a negative one [18] . This drives the robot towards the target. To avoid
collisions with the obstacles, APF sets the obstacles with positive charges that repel the
robot. Since it is a local gradient method, APF is friendly to high dimensional problems.
However, a major limitation of the original APF is the creation of unnecessary local minima
due to the presence of obstacles, which may fail the algorithm. In recent years, there are
reported improvements of APF, see [19, 20, 21, 22] and the references therein.
The family of Bug Algorithms, starting from the original Bug0, Bug1 and Bug2 [23,
24] to the later developments, such as TangentBug [25], DistBug [26] and many other vari-
ants, adopt two basic modes as their design principle: motion-to-goal mode and boundary-
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following mode. They are powerful tools, with theoretical convergence guarantees, espe-
cially suitable for path planning in unknown environments in 2 dimensional working space.
Some recent survey and performance comparison studies can be found in [27, 28].
In addition, widely known graph based methods, likeA∗ [29],D∗ [30], FocusedD∗ [31]
and D∗ lite [32] can be used for path planning in both known and unknown environments
[33]. When applied to the unknown environment problems, they often require to cover the
entire region by discrete lattice grids, on which the algorithms are performed to find optimal
paths. In literature, there are other types of algorithms such as genetic algorithm [34, 35],
evolutionary programming [36], fuzzy logic [37, 38], neural network [39], network simplex
method [40], method of evolving junctions [2], fast marching tree [41], and a few hybrid
approaches that combine different methods [42, 43], and also many more swarm strategies
for multi-agent systems in recent years [44, 45, 46].
In this chapter, we present a potential guided, graph-based pathfinding method inspired
by the evolution of Fokker-Planck Equation (FPE) in optimal transport theory. Our algo-
rithm has the following features:
1. The algorithm is a graph based deterministic procedure with guaranteed convergence
property, meaning that the algorithm stops in a finite number of steps, and returns a
feasible path if there exists one. Thus, the algorithm is complete. We would highlight
that the convergence of our algorithm is deterministic, in contrast to the asymptotic
convergence results shared by many methods using randomness.
2. The algorithm always stops in finite steps. If it does not find a feasible path, one
concludes that from initial to target configurations, there does not exist a feasible
trajectory such that there is a tubular region, centered at the trajectory with a small
radius, not intersecting with obstacles. The lower bound of the radius for the tubular
region is proportional to the step size used in graph generation.
3. The path found by the algorithm is locally optimal in the known environment up to
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the current location of the robots.
4. The graph generated by the algorithm has a tree structure growing linearly with
respect to the dimension of the configuration space. Together with the dimension
reduction techniques proposed to rapidly escape the local traps, the algorithm can
efficiently handle high dimensional problems.
5. The algorithm only explores a limited region defined by the solution of FPE, even
when the obstacles are not known a priori.
It should be noted that optimal transport theory has been considered in several recent
studies for path planning. In [47], they treat the multi-agents system to be a distribution and
calculate the optimal transport mapping from initial to target, using the primal formulation.
[48] transform the optimal transport problem to the Kantorovich duality and design a gradi-
ent flow procedure to find the optimal. Our method directly uses the potential information
and the graph construction is guided by the evolution of FPE.
In the next section, we present the details of the algorithm with the finite step stopping
property. In Section 3.3, we show some numerical examples to illustrate the performance
in both low and high dimensional configuration spaces. Section 3.4 gives strategies for
dimension reduction near local minima to further lower the computational cost. In Section
3.5 the relationship between the algorithm and optimal transport theory is discussed. The
convergence proof is given in Section 3.6. We end this chapter with a brief conclusion in
the last section.
3.2 Algorithm
Let the configuration space Ω be a bounded connected domain in Rn. We assume that
the robots can alter configurations freely in Ω as long as the change does not violate the
required constraints. There are two types of constraints we consider in this chapter. One
is the constraints known in advance, for example, two robots can’t be too close or too far
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away from each other in the multi-agent system. We denote those constraints by
φ = (φ1, φ2 · · · , φk1) : Ω −→ Rk1 ,
and a configuration x ∈ Ω does not satisfy the constraints when φi(x) < 0 for some
i ∈ {1, · · · , k1}. The other type of constraints is given by unknown environments, such as
unknown obstacles. We represent them by
ψ = (ψ1, ψ2 · · · , ψk1) : Ω −→ Rk2 ,
and ψi(x) < 0 for some i ∈ {1, · · · , k2} means the constraints are violated. We emphasise
that ψ(x) can only be detected if robots are close enough to the obstacles. This implies that
the knowledge of ψ(x) must be updated dynamically while the robots are in motion. For
the simplicity in discussion, we assume that both φ and ψ are continuous.
To illustrate the setups, we give a single robot example in Figure 3.1. The configuration
space is a square, all the gray bars are the obstacles that the robot cannot collide with. The
light gray bars in the figure are obstacles undetected. Like in the second picture in Figure
3.1, if the robot moves horizontally but not too far away from its initial configuration, there
is no detected obstacle. As the robot moves, more and more obstacles are recognized. Our
goal is finding a path from the initial configuration xs (red diamond in Figure 3.1) to the
target configuration xt (red circle in Figure 3.1). More precisely, we want to find a feasible
path
γ(t) : [0, T ]→ Ω,
satisfying φ(γ(t)) ≥ 0 and ψ(γ(t)) ≥ 0 for all t ∈ [0, T ], such as the red path in Figure
3.1, while ψ(x) is updated with newly detected obstacles as γ(t) changes.
To describe the dynamical change of the unknown constraints while moving along a




Figure 3.1: Environment, Moving and Obstacle Free Tube: The environment obstacles are the light
and dark gray tubes (light as undetected and dark as detected). In (a), the red diamond and circle
are the start and target configurations of the robot and the shaded tubular region is the obstacle-free
region T . (b)-(e) are the robot moving process along a certain path in chronological order.
within distance R to the current configuration of the robot. To be precise, we define
ψ̂(x, γ, t) =
 ψ(x) if ‖x− γ(τ)‖ ≤ R for some τ ≤ t0 otherwise (3.1)
as the detected part of the environment along the path.
For the convenience of discussion, we assume there exists at least a feasible path con-
necting the initial and target configurations, and this feasible path is contained in a tubular
obstacle-free region T with radius L as is shown by the shadow part in the first picture in
Figure 3.1. This assumption is a technique requirement that is used for the proof of the







{r : B(γ(t), r) ∩ O = ∅} = L > 0, (3.2)
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where
O = {x ∈ Ω : ψi(x) < 0 for some i ∈ {1, · · · , k1} or φi(x) < 0 for some i ∈ {1, · · · , k2}} ,
which is an open set, B(x, r) = {y ∈ Ω : ‖x − y‖ < r} is also open. We denote
S(x, r) = {y ∈ Ω : ‖x− y‖ = r} as the boundary of B(x, r) and ∂O as the boundaries of
O, separating the constrained regions from the feasible regions.
Let us define the set of all possible paths from xs to xt in the full time interval [0, T ] as
Γ = {γ : γ(0) = xs, γ(t) = xt,∀t ≥ T0, for some T0 ≤ T, γ ∩ O = ∅} (3.3)
Then our dynamical path planning algorithm in the unknown environment is given as the
following:
Algorithm 2: Path Planning in Unknown Environment
Data: initial configuration xs, target configuration xt, initially known constraints
O
1 Current configuration xc = xs
2 Current known constraints Oc = O
3 while xc 6= xt do
4 Graph Generating: Generate a connected graph G containing xc, xt with all
edges and vertices not in Oc
5 Path Finding: Find a (shortest) path γ on G from xc to xt
6 Environment Updating: Moving along γ while updating Oc, if γ is blocked by
Oc, stop at x near the block point, otherwise let xc = xt
7 end




The first step is to generate a graphG = (V,E), where V is the vertex set and E is the edge
set, connecting the current configuration xc (xc = xs for the first graph generation) and the
target xt with currently known environment. The vertices are configurations in Ω while the
edge (u, v) linking u, v ∈ V is the straight line segment between u and v. Meanwhile, we
would like to create the graph satisfying two properties: 1) the graph does not violate any
known constraints; 2) the graph cannot contain too many vertices due to the computation
complexity concern in the high dimensional case. To achieve these goals, we introduce a
convex potential function p(x), admitting a unique global minimizer xt, to help us choose
the vertices. We select an n-dimensional orthonormal basis N (here n is the dimension of
Ω) to determine the directions which are used to add new vertices to V . For simplicity, we
take p(x) = ‖x−xt‖, the distance to the target, as the potential, and the standard coordinate
axes N = {ej}nj=1 are used as the orthonormal basis in this chapter.
At the first generating step, we let V = {xc} and E = ∅. In each step afterward, a
vertex v ∈ V with the lowest potential is chosen. We pick 2n new points {vi}2ni=1 along
the orthonormal basis N originated at v, with distance l to v, and use them as the candi-
dates to expand V (first figure in Figure 3.2). Before adding those points into the vertex
set, we first delete all candidates that violate the currently known constraints (φk(vi) < 0
or ψ̂j(vi, γ, T0) < 0 for some k ∈ {1, · · · , k1} and j ∈ {1, · · · , k2}, γ is the previous
trajectory of the robots). For example, the robot shown in the left plot in Figure 3.2 stops
at the red diamond position and generates four points around it. Among them, the point in
the obstacle is removed (right picture in Figure 3.2). Next, we delete vertices whose edges
violate the constraints as shown in Figure 3.3. In this case, there exists a point x ∈ (vi, v)
such that x is not in the feasible region. In addition, to avoid repeating vertices, we remove
those already included in V from the candidate list, as shown in Figure 3.4. After these
deleting steps, we add all remaining candidates, and their associated edges, to V and E
respectively. This process is repeated until the target xt is within a small neighborhood of
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Figure 3.2: graph generating steps: delete nodes in obstacles
a vertex in V . For example, the final graph after several iterations is plotted in the right
figure of Figure 3.4.




x ∈ Ω :ψ̂i(x, γ, T0) < 0 for some i ∈ {1, · · · , k2}
or φi(x) < 0 for some i ∈ {1, · · · , k1}
}
.
The graph generating procedure can be written in the following algorithm (Algorithm 3),
and we define x is the ancestor of y if when x is picked to generate nodes as the lowest
potential node, y is added to the vertex set as newly generated node.
Remark 1. The choice of the generating radius l can be arbitrary, although L and l must
satisfy an inequality to have the convergence guarantee theoretically (as is shown in Section
3.2.4). Larger l leads to fewer vertices in V while smaller l gives a finer search in Ω.
For simplicity, we treat those obstacles with distance less than l to be a single obstacle by
ignoring the gaps among them in our theoretical analysis. In practice, the graph generation
can still create nodes passing through the gap between obstacles with distance less than L
or even l in our experiments.
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Algorithm 3: Graph Generation
Data: The initial configuration xs, target configuration xt, the potential function p,
currently known environment Oc, graph generating radius l and a set of
orthonormal basis N
1 V = {xs}, Q = V,E = ∅
2 while t 6∈ V do
3 point add = False
4 while not point add do
5 v = arg minx∈V p(x)
6 if p(v) < +∞ then
7 K = {q : q = v ± l × y, y ∈ N, (v, q) ∩ Oc = ∅, q /∈ Oc}
8 K = K\V
9 V = V ∪K
10 E = E ∪ {(v, q) : q ∈ K}
11 if K 6= ∅ then
12 point add = True
13 p(v) = +∞
14 end
15 for q ∈ K do
16 if ‖q − xt‖ ≤ L and (q, xt) ∩ Oc = ∅ then
17 V = V ∪ {xt}








26 return G = (V,E, p)
Figure 3.3: graph generating steps: delete nodes cannot be linked to the base node
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Figure 3.4: graph generating steps: delete repeated nodes (left two) and final graph (right one)
3.2.2 Path finding
After generating the graph G = (V,E, p), the next step is to find a feasible path moving
from the current configuration to the target using only vertices and edges on the graph. Our
goal is to minimize the total travel distance. The graph generated by Algorithm 3 has the
following property:
Proposition 1. There exists a unique path from initial to target configurations over the
generated graph G. And if the path is denoted by {xi}qi=0 ⊂ V with
x0 → x1 → · · · → xq = xf ,
xi is the ancestor of xi+1.
Proof. The existence of a path from initial to target is natural by the construction of the
graph. Also, notice that if two nodes share an edge, one of them is the ancestor of the other
one, which is determined by the graph construction strategy. Thus, we know that x0 is the
ancestor of x1. And by induction, we assume that xi is the ancestor of xi+1, then if xi+1 is
not the ancestor of xi+2, it implies that xi+2 is the ancestor of xi+1, which means that xi+i
has two ancestors. This is a contradiction with the graph generation strategy (in each graph
generating step, we delete all candidate nodes that are already generated in previous steps).
Therefor, in the path, xi is the ancestor of xi+1.
For the uniqueness, first we notice that the algorithm stops once there is an edge linking
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the target xf , from which we conclude that xf has unique ancestor. And by Algorithm 3,
it is true that every node except the initial x0 has unique ancestor as well. Now assume we
have two paths γ, ξ, and denote the nodes they pass as {yi}m1i=0, {zi}
m2
i=0 where y0 = z0 = x0
and ym1 = zm2 = xf . Following this, we have ym1−1 = zm2−1 since ym1−1, zm2−1 are
ancestors of xf . Again by induction, it is true that m1 = m2 and yi = zi. Thus, γ = ξ and
the uniqueness is proven.
Since if there is an edge between two nodes, by the graph generation strategy, one of
the node must be the ancestor of the other one. This suggests a simple strategy to identify
the path: From the target configuration, we simply back trace the ancestor of each node in
the path until reaching starting configuration xc.
Other algorithms can be applied to find the path as well. For example, we can define
the distance of the edge eij linking vertices vi, vj as
kij = len((i, j)) = ‖vi − vj‖.
Then the well-known Dijkstra method, or its improvements, can be used to obtain the path
with computational complexity O(|E| + |V | log |V |) where |V | is the number of vertices
and |E| is the number of edges [49].
Another way is to assign each edge distance 1 which is equivalently to introduce the
modified adjacency matrix K = (kij) on the graph G, where
kij =
 1 if (i, j) ∈ E∞ otherwise.
Then the Breadth First Search (BFS) can be used to find the path with the complexity
O(|E| + |V |) [50, 51], which is faster than Dijkstra. Other graph-based path planning
algorithms, such as A∗, D∗ or D∗ lite, can be used too.
It is worth mentioning that if we assume the path has Λ nodes, the suggested back-
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tracing approach is of complexity O(Λ). While the generated graph has at least O(nΛ)
nodes. Obviously the complexities of BFS and Dijkstra methods are higher than our back-
tracing strategy.
3.2.3 Environment updating
While robots move along a path γi in the configuration space, the knowledge of constraints
is updated at the same time by (3.1). We let
γi : [0, T0]→ Ω
be the current path, and if a point on the path intersects the boundary of the constrained
region, the motion stops at a point before arriving the intersection.
To be more precise, let us denote the environment update at each time step as
Otc = Oc ∪
{
x ∈ Ω : ψ̂j(x, γi, t) < 0 for some j ∈ {1, · · · , k2}
}
.
If the path is found activating constraints while moving at time Ts, i.e. γi ∩ OTsc 6= ∅, we
define
Tb = inf{t : γi(t) ∈ OTsc }
as the first intersection time. Then γ(Tb) must be on the boundary of OTsc , i.e. γ(Tb) ∈
∂OTsc . When this happens, we can always pick a stopping time Ti ≤ Tb such that the dis-
tance from γ(Ti) to the nearest obstacle is smaller than the detection radius R. Afterwards,
we updateOc = OTic , assign the initial configuration as xc = γ(Ti) and go back to the graph
generating step. Each time a new path γi is produced when the current path is blocked. We
collect all paths produced in Algorithm 2 as {γi}mi=1, and their stopping time set as {Ti}mi=1.
From the choices of stopping time, we may require that there exists a positive constant q
satisfying q < R, and for all ε > q, B(γi(Ti), ε) has non-empty intersection with Oc for
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ε : B(γi(Ti), ε) ∩ OTic 6= ∅
}
= q < R, (3.4)
in which the detectable region at configuration x, using (3.1), is defined as a closed set by
B̄(x,R) = {y ∈ Ω : d(x, y) ≤ R}
It is worth noticing that q is independent from m. Each time, we can simply let robots stop
at the position that has a distance of R/2 to the obstacles when the path is blocked. In
this setup, q = R/2 < R and (3.4) naturally holds. In general, the stop position can be
different. As long as (3.4) is satisfied, the finite-step convergence property is guaranteed.
3.2.4 Convergence and complexity
The proposed algorithms terminate in finite steps with guaranteed convergence, which is
stated in the following main theorems.





where n is the dimension of Ω, the graph generation algorithm (Algorithm 3) stops in finite
steps. That is, the loop in the algorithm terminates in finite iterations, the generated graph
G = (V,E,K, p) is connected and has a finite number of vertices |V | <∞. Furthermore,
xs, xt ∈ V if Γ 6= ∅.
Theorem 3.2.2. Let {γi}mi=1 be the paths produced by Algorithm 2 with {Ti}mi=1 being the
stopping time set. If the assumptions in Theorem 3.2.1 and (3.4) hold, then m <∞.
Theorem 3.2.1 shows that, given the currently known environment, the graph generat-
ing procedure stops in finite steps. Theorem 3.2.2 tells that our algorithm breaks the loop
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in Algorithm 2 in finite steps. The two theorems together ensure that Algorithm 2 is con-
vergent in finite steps and guarantees a feasible path with the condition (3.2). Therefore,
the algorithm is complete.
Furthermore, if the configuration space Ω is of dimension n, there are at most 2n new
points generated at each step in Algorithm 3, hence the growth rate for the size of the
graph V is O(n) at each iteration. The complexity of the Updating Environment step relies
on the techniques used to detect the environment, so we do not consider it here. Overall,
considering the complexity of the pathfinding algorithms (Dijkstra or BFS) discussed in
Section 3.2.2, the proposed algorithms are scalable to high dimensional problems, because
it stops in finite steps and the growth of the graph is controlled linearly. This feature is
illustrated by our numerical examples presented in the next section.
3.3 Numerical Examples
We set the working space to be [0, 1]×[0, 1] in all examples and denote the graph generating
radius as l. In this section, we show various low-dimensional experiments to give a basic
impression on how the algorithm works, followed by several high dimensional cases with
different environments. In all examples, the start configurations are always marked as
red diamonds while the targets are the red circles. And the potential function is taken as
the Euclidean distance from any point x to the target xt, i.e. p(x) = ‖x − xt‖ where
x, xt ∈ Ω ⊂ Rn.
3.3.1 Low dimensional cases
The first example is one robot moving in an unknown environment (Figure 3.5). The con-
figurations are the physical locations of the robot so this is a two-dimensional problem.
We take l = 0.03 in our graph generating algorithm. Initially, the robot is at the top right
corner. It only has the knowledge of a few nearby obstacles at the beginning, and other ob-
stacles are not known. Hence, the graph expands towards the target greedily until reaching
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the destination as shown in Figure 3.5(a). The first path is found by BFS on this graph,
shown in Figure 3.6(a). However, while moving, the robot detects that the path is blocked.
It stops before reaching the obstacle boundary and starts a new round of graph generat-
ing, pathfinding and environment updating steps. During the process, the robot generates
several graphs (Figure 3.5(b,c,d)) and updates the environment while moving along the cor-
responding paths as shown in Figure 3.6(b,c,d), all of which fail to reach the destination.
In the end, it generates a graph (Figure 3.5(e)) and finds a path (Figure 3.6(e)) to the target.
The complete path from initial to target is provided in Figure 3.6(f).
The set-ups of the next example are all the same except the initial configuration. The
generated graphs are depicted in Figure 3.7(a-e) in time order and the corresponding paths
are in Figure 3.8(a-e) while the complete path is shown in Figure 3.8(f). Despite of the
difference in the initial configurations, the algorithm gives similar paths (Figure 3.6(f) and
3.8(f)). In the next experiment, we keep the settings used in the second example, but enlarge
the generating radius l from 0.03 to 0.05. By doing so, the robot can no longer move into
the central box from the top left corner as it does in the first two examples (Figure 3.6(e)
and 3.8(e)). Instead, it moves down and finds a different way to the destination. This
path reaches higher potential area than the previous paths. The graphs for this example are
depicted in Figure 3.9 and paths are in Figure 3.10 respectively.
To conclude the lower dimensional cases, we display the graphs and paths produced by
Algorithm 2 for a different environment in Figure 3.11 and 3.12. Similar behaviors can be
observed in those pictures.
3.3.2 High dimensional cases
In the next few examples, we calculate the paths for several multiple-agent systems. In
addition to the constraints imposed by the obstacles, we also enforce that the robots cannot
be too close or too far away from each other. In our examples, we set that any two robots




Figure 3.5: The graph produced in the one robot case with generating radius l = 0.03 and light
(dark) gray the undetected (detected) obstacles. The graph expands greedily towards the target. If
obstacles are on the greedy direction, it searches around the obstacles and generates new nodes with
potential as low as possible. (a)-(d) are graphs that cross undetected obstacles so the robot stops
while moving on those graphs. With enough environment knowledge, (e) is a graph containing a




Figure 3.6: The paths calculated based on the results in Figure 3.5. (a)-(d) are middle steps that
the robot stops because of the newly detected obstacles while moving and (e) is the path on which
the robot get to the target. (f) gives the complete path of the robot.
(a) (b) (c)
(d) (e)
Figure 3.7: The graph produced under the same environment and target configuration as Figure 3.5
but with a different initial configuration located at top right corner. The graphs search almost the




Figure 3.8: The paths calculated based on the results in Figure 3.7. (a)-(d) are middle steps that
the robot stops because of the newly detected obstacles while moving and (e) is the path on which
the robot get to the target. (f) gives the complete path of the robot. The paths are similar to those in
Figure 3.6 in spite of different initial configuration.
(a) (b) (c)
(d) (e)
Figure 3.9: The graph produced under the same environment, initial and target configuration as
Figure 3.7 but with a larger generating radius l = 0.05. The robot can no longer move through





Figure 3.10: The paths calculated based on the results in Figure 3.9. (a)-(d) are middle steps that
the robot stops because of the newly detected obstacles while moving and (e) is the path on which
the robot get to the target. (f) gives the complete path of the robot.
(a) (b) (c)
(d) (e)
Figure 3.11: The generated graphs with l = 0.03 with one robot moving in a different environment.




Figure 3.12: The paths calculated based on the results in Figure 3.11. (a)-(d) are middle steps that
the robot stops because of the newly detected obstacles while moving and (e) is the path on which
the robot get to the target. (f) gives the complete path of the robot.
Besides, the link between each pair of robots cannot be blocked by obstacles. All examples
are accompanied by youtube videos, with the web links given in the footnotes. In Figure
3.13, a 2-robot (4 dimensional) system is used. From the pictures, we observe that the
robots move up until trapped, because they always choose the fastest potential-decaying
direction in the known environment. Then they retreat back and eventually find the correct
way1. The next example is a 3-robot system (6 dimensional problem) shown in Figure
3.14. The environment allows a direct path from the initial to the target. The algorithm
immediately finds a direct path and avoids taking any other sideways2. Finally, a 5-robot
system is shown in Figure 3.15 to demonstrate that the algorithm is capable of solving a
10-dimensional problem with complicated environment3, in which the robots need to twist
so that they can successfully pass the obstacles. And an example of a 10-robot system (with





online4, which takes around 1 minute to do the whole calculation in Matlab on a Macbook
Pro, the CPU of which is 2.9 GHz Intel Core i5, and no action is taken to optimize the
performance of the algorithm.
In addition to the displayed paths, we illustrate the performance of the algorithms by
using several other measurements. Table 3.1 shows the collective information about the
number of vertices in graphs generated during the procedure. In this table, “Figure” column
indicates the corresponding figures of the examples, “num of robots” represents the number
of robots, and “l” is the generating radius in each experiment. To show the efficiency of our
algorithms, we use the average number of nodes in the graphs, represented in “avg”, and
the maximum number of vertices amongst all graphs which is listed in the column “max”.
We can see that as the dimension of the problem (indicated in the “dim” column) increases,
the size of the graphs increases, but not as fast as the exponential growth with respect to
the dimensionality.
Furthermore, we observe that the algorithm generates the particular graph with the
maximum number of vertices when the robots are trapped in local minimizer (shown in
“trapped” column). In the 6 dimensional example, the robots do not encounter any local
minimizer, which results in much fewer vertices. In fact, the sizes of graphs are smaller than
those in the four-dimensional case. We also observe that the number of graphs generated
by the algorithm (“num of G” column) highly relies on the environment and the choice
of the orthonormal basis. Thus it is not used as a criterion to judge the efficiency of the
algorithm. Overall, our algorithm is relatively efficient especially when dealing with high
dimensional problems. The most costly part is to escape the local traps, and we propose a






Figure 3.13: moving path for two robots with l = 0.03 with linking of each two robots not blocked
by obstacles. Since the environment is unknown at first, the robots choose to move from the upper
side without knowing it is a dead end. After recognizing they are trapped by obstacles, the robots





Figure 3.14: moving path for three robots with l = 0.02 with linking of each two robots not
blocked by obstacles. There is a direct way to get to the target and the robots successfully find it





Figure 3.15: moving path for five robots with l = 0.03 with linking of each two robots not blocked
by obstacles. In this example, the robots change their shape to pass the narrow corridor and after
getting into the local trap, they search around their way and move down to reach the destination.
47
Table 3.1: Information about number of vertices for the examples. This table shows that the number
of nodes is increasing as the dimension of the problem increases but not as fast as exponential
growth. And the number of nodes generated keeps small if the robots are not trapped in local
minimum.
Figure num of robots l dim avg max trapped num of G
Figure 3.5,3.6 1 0.03 2 60.5 150 yes 5
Figure 3.7,3.8 1 0.03 2 81.2 149 yes 5
Figure 3.9,3.10 1 0.05 2 47 94 yes 5
Figure 3.11,3.12 1 0.03 2 59.2 104 yes 5
Figure 3.13 2 0.03 4 606.7 3433 yes 9
Figure 3.14 3 0.02 6 632.4 1183 no 5
Figure 3.15 5 0.03 10 2178.4 6938 yes 7
Table 3.2: Information about number of vertices for the examples with escaping local traps algo-
rithm. As we can see, the algorithm generates much fewer vertices compared to Table 3.1. And in
the 5 robots system, the largest graph is no longer appears at local trap, instead the first generated
graph is the with most nodes because of the physical distance from initial to target.
num of robots l dim avg max num of G
2 0.03 4 212.4 295 8
5 0.03 10 1307 2492 7
3.4 Escaping Local Traps Rapidly
From the experiments conducted, we notice that the number of generated vertices increases
when the robots are trapped in local minimizers, and the number of nodes at each local
trap is proportional to the volume of the trap. This is not a surprise because the nearly
exhausted search is used to escape local traps. In order to reduce cost, we present two
different strategies. Before doing so, we need to identify local minimizers and define their
trap regions. We say that a node point x is a local minimizer if no lower-potential points
around x can be generated by Algorithm 3. Since a local trap can only be created by
constraints because of the convexity of the potential function, we define the trap region as a
set enclosed by the boundary of local constraints and the level curve (hyper-surface in high
dimensional problems) of potential function in the following way:
L∗(x) = sup
c
{L(c) : L(a) is closed for all a ∈ [c0, c]} , (3.5)
48
where c0 = p(x) and L(c) is the closed set containing x with
∂L(c) ⊂ (∂Oc ∪ {x : p(x) = c})
When a local trap is identified, our goal is to find points located on the intersection
of obstacle boundary and the level curve (surface) given by (3.5) as quickly as possible,
and then continue to generate vertices outside of the trap region. Here we introduce two
different dimension reduction methods to achieve this goal.
3.4.1 Keep the robot near obstacles
: We know that some of the constraints in φ, ψ must be nearly activated around the local
minimizer x ∈ ∂O. For the ease of presentation, we denote those nearly activated con-
straints as gi(x) ≤ ε for some integer i where ε is a small positive number and gi is some φj
or ψk. For example, it can be chosen as ε = min(mink=1,2,··· ,k1 φk(x),mink=1,2,··· ,k2 ψk(x)).
We modify the algorithm so that it only generates points satisfying the inequalities, that is,





2l) : ∃z ∈ {c ∈ (x±N )\V : p(c) < p(x)}\O
}
,
where N is the substituted set of orthonormal basis for N in the subspace, V is the current
vertex set, y = arg maxgi(z)≤ε p(z) and gi is the constraint mentioned above. After this
point, we go back to Algorithm 3. With the same assumptions as stated in Theorems 3.2.1
and 3.2.2, we can show that this method find the path in finite steps, and the proof of the
convergence follows the same arguments as provided in Section 3.6. Since gi(x) = ε is
continuous locally, the modified search is conducted in a low-dimensional subspace if ε is
chosen appropriately.
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3.4.2 Fix the shape formed by robots
: A different way to get out of the local traps is to introduce a set of new constraints
{h1(x) = 0, · · · , hk(x) = 0} on the robots so that they restrict the graph generation in
a low dimensional subspace Ω̂. For example, one may fix the pairwise distance between
robots, so hi(x) = 0 indicates that the distance between a certain pair of robots is a given
value. In 2-D or 3-D workspace, those restrictions often lead to a fixed shape formed by
the robots. Each hi reduces the search dimension by one because the new vertices added to
V must satisfy hi(x) = 0. Similar to the previous strategy, we stop this procedure when a
vertex x ∈ E is generated, which indicates the robots moved out of the known local trap.
On the other hand, it is possible that after adding new constraints, there is no feasible way
to move out. In this case, no new vertex can be generated in V , then we remove one of the
added constraints, and continue with the graph generating algorithm in a subspace which is
one dimension higher than the previous subspace. The procedure is repeated if necessary.
For this method, if we further assume that there is a feasible tube in the low dimensional
subspace defined by all constraints, including the added ones hi = 0, we can use the same
proof to show its convergence in a finite number of steps. In this chapter, we implement
this method in our high dimensional examples.
In the two and five robots cases demonstrated in Section 3.3, we fix the distance between
each pair of robots when a local minimizer is encountered. To compare the results, we carry
out several new experiments, in which all set-ups including initial and target configurations,
the obstacles and all parameters are the same. The final path and how the robots move can
be found in videos5. The information on the generated graphs is displayed in Table 3.2,
where we can see that the number of vertices decreases significantly. In the 5 robots case,
the largest graph is no longer produced at local traps. Instead, the first generated graph
contains more nodes because of the long distance from initial to target configurations. In
5video for two robots with the improved algorithm at https://youtu.be/od5fmuo8cR8 and video for five at
https://youtu.be/vVHThxmtmf8
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our examples, we observe that nodes needed around the local minimizers are reduced from
O(αn) to O(α2), where α is the edge length assuming the local trap is a square and n is
the dimension of Ω. In addition, we would like to mention that it usually takes less than a
minute to compute the path for a system with 20 robots using MATLAB on a typical laptop
computer (MacBook with 2.7GHz Intel Core i5 processor).
We also observe a common feature in all examples: the environment is not entirely
explored, and the generated graphs are greedily expanding towards the target configuration.
This special feature is not by accident. In fact, it is determined by the Fokker-Planck
equation in optimal transport theory. We give a thorough discussion on their connections
in the next section.
3.5 Relation to FPE and Optimal Transport
The design of the graph generating algorithm, Algorithm 3, is inspired by the evolution
of FPE, which determines a region Rf where the search is conducted. In this section, we




(x, t) = ∇ · (ρ(x, t)∇p(x)) + β∆ρ(x, t)
ρ(x, 0) = ρ0(x)
, (3.6)
where ρ0 is a given distribution and p(x) is the potential function. Based on (3.5), the region
Rf is constructed by an intermittent diffusion process, meaning we take β to be 0, so that
the density is transported greedily along the negative gradient direction, while we adjust
β > 0 to trigger a diffusion process when trapped in a local minimizer. For simplicity,
we call β = 0 the gradient part and β > 0 the diffusion part. However, since our graph
generating algorithm only choose new points along the given orthonormal directions N ,
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where Py is the projection operator to y, andH(x) is defined as,









(x, t) = ∇ · (ρ(x, t)u(x)) + β∆ρ(x, t)
ρ(x, 0) = ρ0(x)
. (3.7)
We note that both (3.6) and (3.7) can be rewritten as
∂ρ
∂t
(x, t) = ∇ · {ρ(x, t) [v(x) +∇(β log ρ(x, t))]} ,
where v = ∇p for (3.6) and v = u for (3.7). This expression can be approximated
by the following upwind discretization of (3.6) on a lattice grid GL ⊂ Ω\O (here we
assume that xi is one of the grid points), with mesh size ∆x and orientation aligned with
















where (·)+ = max(·, 0), ρj = ρ(xj, t), Nb(j) is the set of all adjacent nodes (neighbors) of




(p(xj)ρj + βρj log ρj) , (3.9)
and djk = dkj = 1 for (3.6). A similar discretization can be derived for (3.7). The value of
djk in the discretization of u, which, if assume φ(j) > φ(k) without loss of generality, can
be defined as
djk =
 1 〈j − k,∇p(j)〉 = min{i∈Nb(j):p(i)<p(j)} 〈j − i,∇p(j)〉0 otherwise , (3.10)
where i, j, k represent the coordinates of the corresponding nodes and∇p(j) is the gradient
vector at configuration j in Ω. And if the projection is not involved as is in the diffusion
part, we simply let djk = 1 for all j, k.
In the rest of this section, we show how to build Rf using (3.8) with ∆x = l. The
strategy is that we alternate the procedures between the gradient (β = 0) and diffusion (β 6=
0) to grow the region. When a new part of region is formed each time, we simply union it
with the existing one. We want to mention that at any point we change the procedures (β
from 0 to a nonzero value, or vice versa), we reinitialize the density before evolving (3.7).
We terminate the procedure, if the target configuration is included inRf .
3.5.1 Gradient part ofRf
For the gradient case, the points on the grid expand along the projection of the negative
gradient of the potential function onto N . We evolve (3.8) with β = 0 and the initial
condition
ρ(x, 0) = δxi =
 1 x = xi0 x 6= xi ,
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where xi is the starting point of the current gradient procedure. Until reaching the steady
state, the solution ρ(x, t) on the grid GL can be calculated. The steady state solution
satisfies for the following property,
Proposition 2. ρ(x,∞) = δVloc , where Vloc ⊂ GL is a subset of local minimizers of p(x)
on the given grid.
Then we select points such that
R1(xi) =
{
x ∈ GL : ∂
∂t
ρ(x, t) > 0 for some t > 0
}
, (3.11)
Once R1(xi) is determined, we merge it to the set R constructed in the previous steps
(we use empty at the first step), i.e. R = R
⋃
R1. If xi 6= xf , we continue to amend the
setR with the diffusion procedure described in Section 3.5.2.
3.5.2 Diffusion part ofRf
We assume that the previously constructed set is Rp = R. In the diffusion part, since
β > 0, log ρ is involved in the calculation. To avoid blowing up in the computation, we
initialize the density β for (3.8) as below:
ρ(x, 0) = δRp =

1
|Rp|(1− ε) x ∈ Rp
1
|GL\Rp|ε x ∈ GL\Rp
,
where ε can be an arbitrarily small positive real number. With this initialization, we can
calculate ρ(x, t) in (3.8) until reaching the stationary solution ρ(x,∞). Now following
54



















where W is defined by
W = arg min
s
{






with p(y) < p(z)
}
.
We unionR2 intoR by definingR = R
⋃
R2. In the newly selectedR2, we pick
xi = arg min
y
{p(y) : y ∈ Nb(x)\R for some x ∈ R} . (3.12)
This xi is the new starting point for the next gradient procedure, and we return to the
gradient part as described in Section 3.5.1.






where Box(x, l) is the closed box centered at x with edge length 2l. WithRf , we have the
following theorem.
Theorem 3.5.1. Assuming that the robots only stops on node points with assumptions in
Theorem 3.2.2 and R > L, the complete path γ generated by the algorithm satisfies γ ⊂
Rf .
We show two examples in Figure 3.16 with initial configurations indicated by red dia-
monds and target red circles. The gray region is calculated by the gradient and diffusion
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procedures described in this section. The computation is done on a grid with mesh size
∆x = l. As we can see clearly in Figure 3.16(a), starting from the right middle part of
Ω, the graph G first expands along the x-axis, which is the projected negative gradient di-
rection on the lattice grid, until it hits an obstacle. Then the procedure is switched to the
diffusion case, and it produces a region in front of the obstacle following the Gibbs’ distri-
bution until it finds a way out. After that, it changes back to the gradient case and moves to
the target greedily. This time, the projected negative gradient direction coincides with the
actual one. Again, the diffusion case kicks in when a local minimizer is encountered. The
procedure repeats until the target is reached. Figure 3.16(b) shows another example with
more complicated set ups.
We would like to mention that we use the forward Euler method to discretize (3.8) in
time,
ρ+j = ρj +
( ∑
k∈Nb(j)









To make the scheme convergent, we need the following proposition, which can be regarded
as the Courant-Friedrichs-Lewy (CFL) conditions for numerical PDE schemes.
















Figure 3.16: Relation between graph generator and FPE: Given an known environment, the graph
generated by Algorithm 3 can be fully covered by Rf . In both 3.16(a) and 3.16(b), there exists
gradient and diffusion part. The gray shadow isRf and the blue part is the graph G with initial and
target being marked as red diamond and red dot respectively.






















for all j ∈ GL. This leads to (3.14). In addition, following the proof of Theorem 3 in
[53], we can obtain ρi(t) ≥ ε for a fixed grid. Therefore (Fj − Fk)+ and (Fj − Fk)+ρk
are bounded from above for all edges {(j, k)} in GL. This implies that the right hand
side of (3.14) is bounded from below by a positive real number, so ∆t can stay strictly
positive.
Remark 2. For each given l, we can get a region Rf (l). If we let l go to 0, which
means that the lattice GL approaches to the continuous space, we can define Rf (∞) =
lim supl→0Rf (l) . The graph G produced by our algorithm must satisfy G ⊂ Rf (∞). In
fact,Rf (∞) is the smallest bounded region in which the search is conducted.
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3.6 Convergence Analysis
3.6.1 Convergence of the algorithm
In this section, we give detailed proofs for the Theorems 3.2.1 and 3.2.2. To do this, we
need to prove several lemmas first. We begin by showing that the set of all feasible path
Γ is compact in a finite time interval [0, T ] (Lemma 3.6.1) and there exists a feasible path
within a tubular region T that is clear of obstacles (Lemma 3.6.2).
Lemma 3.6.1. If there exists a feasible path, Γ is non-empty and compact with respect to
the L∞ norm given by
dΓ(γ1, γ2) = max
t∈[0,T ]
‖γ1(t)− γ2(t)‖,
where γ1 and γ2 are two paths in Γ.
Proof. Let us denote the feasible path as
γ : [0, T0]→ Ω.
If we define γ(t) = xt for all t ∈ (T0, T ], we have γ ∈ Γ. To prove Γ is compact, we
assume there is a sequence of paths {γi}∞i=0 ⊂ Γ such that
lim
i→∞
dΓ(γi, γ) = 0.
Since Ω is compact and O is open, it implies that (Ω\O) is compact. Therefore for any
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γ(T ) = lim
i→∞
γi(T ) = xt,
γ(t) ⊂ (Ω\O),
which gives γ ∈ Γ, and Γ is a close set. In addition, since Ω is compact, Γ is bounded, we
conclude that Γ is compact.




∩ O = ∅,
where O is the constrained set.







{r : B(γn(t), r) ∩ O = ∅} = L.
From Lemma 3.6.1, we know that Γ is compact, therefore limn→∞ γn = γ0 ∈ Γ. For an
arbitrary t ∈ [0, T ], denote
L(t) = sup
r∈[0,∞)
{r : B(γ0(t), r) ∩ O = ∅}
As the whole space Ω is compact, the limit L(t) < ∞. Since inft∈[0,T ] L(t) = L, one has
L ≤ L(t) for arbitrary time t ∈ [0, T ]. That is, fix the curve γ0 defined as above, for all




∩ O = ∅,
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which proves the lemma.
In the next few lemmas, we prove several results that ensure the generating graph algo-
rithm (Algorithm 3) creating new points in the feasible region when the radius l is small
enough compared to L, and the process does not stop until reaching a neighborhood of the
target configuration.
Lemma 3.6.3. Given a point x on an n-dimensional Euclidean space and L > 0. Let
y ∈ S(x, L), and N be a set containing n orthonormal vectors, then ∃z ∈ K = {y ± lN :
y ± le, e ∈ N} such that z ∈ B(x, L) if




Proof. Without loss of generality, we can assume x = (0, · · · , 0). Denote y = (y1, · · · , yn),
we can rewrite K = {zk = (y1, · · · , yk ± l, · · · , yn)}nk=1. Since y ∈ S(x, L), then ∃k ∈
{1, · · · , n}, so that |yk| ≥ L√n . Consider the point zk = (y1, · · · , yk − sign(yk)l, · · · , yn),
then
‖zk − x‖2 =
∑
i 6=k
y2i + (yk − sign(yk)l)2
= L2 + l2 − 2sign(yk)ykl
= L2 + l2 − |yk|l
≤ L2 + l2 − 2L√
n
l.
One has L2 + l2 − 2L√
n
l < L2 if 0 < l < 2L√
n
. So zk ∈ B(x, L).
Lemma 3.6.4. Given a continuous path γ and a closed set V ⊂ Ω with γ(0) = x, γ(T ) = y,
and x ∈ V and y /∈ V , then there exists z ∈ γ such that z ∈ ∂V and γ ∩ ∂V is closed.
Proof. We use the signed distance function f(u,V) with f > 0 if u ∈ V and f < 0 when
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u /∈ V . It is clear that f is continuous with respect to u. Hence,
g = f ◦ γ : [0, T ]→ Ω
is also continuous with g(0) ≥ 0 and g(T ) ≤ 0 since γ(T ) = y /∈ V and γ(0) = x ∈ V .
As a result, there is at least one point t1 ∈ [0, T ] so that g(t1) = 0, hence γ(t1) ∈ ∂V . In
fact, all points satisfying f(u) = 0 are on ∂V .
Assume γ ∩ ∂V is open, B = (f ◦ γ)−1(γ ∩ ∂V) must be open, because (f ◦ γ) is
continuous. This implies that B is the disjoint union of some open intervals. Take one of
the open interval, say (a, b), we have a /∈ B and f ◦ γ((a, b)) = 0. Due to the continuity of
f ◦ γ, we have f ◦ γ(a) = 0, which means a ∈ B, and this is a contradiction. Therefore,
γ ∩ ∂V must be closed.
Lemma 3.6.5. Assume that (3.2) holds. GraphG = (V,E,K, p) is generated by Algorithm
3 with l ≤ 2L√
n
. If xt /∈ V , then the graph generating step of Algorithm 3 does not stop, and
there exists at least one point in the feasible region that can be added toG by the algorithm.
Proof. Let us assume that the graph generating algorithm terminates after finite steps, re-
turning a connected graph G = (V,E) containing xs. We denote
C = ∪v∈V B̄(v, L),
which is a closed set with xs ∈ C. First we want to prove xt ∈ C by contradiction. Let
us assume xt /∈ C. Take the path γ in Lemma 3.6.2, it is true that γ(0) = xs ∈ C while
γ(T0) = xt /∈ C. Since γ is continuous, there exists at least one point that γ intersects
with ∂C by Lemma 3.6.4, and we denote it as {γ(ti)}. Let x = supti γ(ti) be the last
intersection point along the path. By Algorithm 3, we can find a vertex vc ∈ V such that
x ∈ S(vc, L), which is the sphere centered at vc with radius L. Since x ∈ γ and by (3.2),
we know that B(x, L) ⊂ (Ω\O). Further we claim that there is no v ∈ V ∩ B(x, L),
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otherwise, x ∈ B(v, L) implies x ∈ Co, which is a contradiction with x ∈ ∂C.
Since the algorithm stopped, all current vertices v ∈ V must have been tried to generate
points around them. When the vertex vc is chosen, by Lemma 3.6.3, at least one point p can
be generated in B(x, L), which means either the algorithm should not terminate without
having p, or p already exists before, which contradicts there is no vertex of G in B(x, L).
Therefore, we conclude that xt ∈ C if the algorithm stops.
If xt ∈ C, since xt = γ(T0), B(xt, L) ⊂ (Ω\O), then there is at least one vertex
v ∈ B(xt, L), by the algorithm, an edge between xt and v should be added to the graph G.
Thus, if the algorithm stops, xt and xs are in the same connected component in the graph
G.
Now, we are ready to prove the main theorems.
Proof. (Proof of Theorem 3.2.1) Since Ω is compact and the graph G is a subset of grid
points with length l in Ω, G must contain a finite number of vertices. Otherwise, there
is a cluster point in the vertex set, which implies that there exist two vertices in G whose
distance is strictly smaller than the generating radius l regardless how small l is. This
contradicts to the fact that that G is a subset of a grid with the smallest distance between
any two points is l. From the construction mechanism, G is always connected. Then
Lemma 3.6.5 implies that G connects xs and xt.
Proof. (Proof of Theorem 3.2.2) We denote the detected constraints after step i as Oic.
If the algorithm does not stop in finite steps, it means m = ∞. Because Ω is compact
and Oic is open for every i, then Ω\Oic is also compact. Thus, there exists a cluster point
for the stopping point set {γk(Tk)}∞k=1. For an arbitrary ε > 0, i can be chosen so that
‖γi(Ti) − γj(Tj)‖ < ε for all j > i. Choose ε < R − q. Without loss of generality,
one can assume that γi is obtained before γj , and at j-th step, the algorithm stops because
Oc ∩ γj 6= ∅. Even more,
B̄(γi(Ti), R) ∩ Oc ∩ γj 6= ∅.
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And since
B̄(γi(Ti), R) ∩ Oc = Oic,
it is true that
Oic ∩ γj 6= ∅
which is a contradiction since for each generated graph G = (V,E, p) at step j,
V ∩ Oic = ∅ and E ∩ Oic = ∅
for all i < j, which concludes m <∞.
3.6.2 Proof of the bounded searching region
In this section, we prove Theorem 3.5.1 and related propositions. First, we give a detailed
proof for the following lemma.
Lemma 3.6.6. Given β ≥ 0, (3.8) is convergent with F(ρ, β), given in (3.9), being a











where K is the normalization constant making ρ a density function.
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(Fj(ρ, β)− Fk(ρ, β))2+ρkdjk ≤ 0
Because F(ρ, β) is bounded from below, (3.8) is convergent. One can check directly that
the Gibbs’ distribution is the stationary solution of (3.8), and it is also the minimizer of
F(ρ, β).
Proof. (Proof of Proposition 2) First of all, by Lemma 3.6.6, (3.8) converges when β = 0.
We assume that the support of one stationary solution ρ(x) contains a point other than local
minimizers, say x0 ∈ GL. Then there exists z ∈ Nb(x0) with p(z) < p(x0). By the




ρ(x) x 6= x0, x 6= z
0 x = x0
ρ(z) + ρ(x0) x = z
It is easy to check F(ρ̂) < F(ρ), which leads to a contradiction that ρ is the minimizer of
F(ρ).
Given an arbitrary environment O, let us denote Gf = (Vf , Ef ) the graph generated by
Algorithm 3 with Oc = O all the time. We show that any node in Vf must be in the region
Rf constructed in Section 3.5.
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Lemma 3.6.7. If x ∈ Vf , then x ∈ Rf .
Proof. Since the grid size ofGL is l, we haveGf ⊂ GL, meaning all vertices inGf are grid
points on GL. In fact every node generated by the algorithm must be a grid point on GL.
By the definition ofRf , we only need to prove that Vo ⊂ R, where Vo is the set of vertices
which are chosen to generate new nodes by Algorithm 3. For convenience, we call a node
in Vo an interior point of Gf . We call x the ancestor of y if y ∈ NbV (x), the neighborhood
of x, and x is generated earlier than y by Algorithm 3. Correspondingly we call y the child
of x. We call Algorithm 3 in gradient steps if the potential of the newly chosen node is
lower than its ancestor, otherwise we call it in diffusion steps. We use induction to prove
the lemma. Because Gf contains a finite number of nodes, the induction process stops after
finite steps. At the first step, xs ∈ Vo and xs ∈ R. We assume that the first k generated
nodes inGf are contained inR. We want to prove that the node z ∈ R, where z is the node
to generate new points at (k + 1)-th step. We assume w is the ancestor of z that generates
w. Obviously, w ∈ R by our induction assumption.
1. Gradient case (p(z) < p(w)): by the construction of R in Section 3.5.1, to prove
z ∈ R, we only need to show ρt(z, T ) > 0 for some T . There are two scenarios.
(1) There exists T1 such that ρ(z, T1) > 0. In this case, we must be able to find
T2 ≤ T1 with ρt(z, T2) > 0, because ρ(z, 0) = 0 initially. (2) ρ(z, t) = 0 for all
t ∈ [0, T1]. Because the algorithm picks the point that has the lowest p value, we
have p(w)− p(z) > p(w)− p(u) for all u ∈ Nb(w), which gives dwz = 1 in (3.13).
Notice that w ∈ R, this means there exists T3 such that ρt(w, T3) > 0, which implies
that there is a time interval I = [T3 −∆t, T3 + ∆t], ρt(w, t) > 0 for all t ∈ I . Thus,
there must exist a T4 such that ρ(w, T4) > 0. By (3.8), we have ρt(z, T4) > 0 if
ρ(z, T4) = 0, which implies z ∈ R.
2. Diffusion case (p(z) ≥ p(w)): We recall R2 =
⋃W
s=1Rs2. It is easy to see that if
s > t, we have p(x) > p(y) for arbitrary x ∈ Rs2 and y ∈ Rt2 because of the property
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of the Gibbs’ distribution. Otherwise the diffusion procedure for the set construction
is stopped according to the definition of W . We split the proof into three steps for
this case. Firstly, we let
x = arg min
z




and xp ∈ Nb(x) ∩ R2. By the definition of W , we know that x ∈ R, and x is the
choice for the starting configuration for the next step. And also, we claim that x
exists. Since xf ∈ GL has the lowest potential and GL is a connected graph, there
must be a node in R such that one of the outside neighbor has a lower potential,
otherwise the construction ofR do not stop.
Secondly, we claim that the part of the Vo generated by the diffusion steps of graph
generation is contained in R2, and we simply use Vo to denote the diffusion part
generated by the algorithm. Otherwise, there exists z ∈ Vo\R2 with its ancestor
w ∈ Rs2 for some s < W . Without loss of generality, we assume z is the first node
outside of R2 chosen by Algorithm 3. Because p(z) > p(w), we have z /∈ ∪si=1Ri2.
Also, z is a candidate for all Ri2 with i = s + 1, · · · ,W . Therefore, z /∈ R2 means
that p(z) > p(u) for all u ∈ R2. By Algorithm 3, this can happen only when
Ro2 ⊂ Vo where
R̄o2 = {u : u ∈ R2, p(u) ≤ p(xp)} ,
and Ro2 ⊂ R̄o2 is the connected component of R̄o2 containing xp. Otherwise there
exists v ∈ NbV (a)\Vo for some a ∈ Vo such that v ∈ R2. In this situation,
the algorithm will choose v instead of z because of p(v) < p(z). This cause a
contradiction with the fact z is the next node selected by the algorithm. On the
other hand, if Ro2 ⊂ Vo holds, we have x ∈ Vo and there exists y ∈ Vo such that
p(y) ≤ p(x) < p(z), leading to the fact that Algorithm 3 does not put z into Vo.
Thus, Vo ⊂ R2 ⊂ R.
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At last, we claim that x ∈ Vo, which gives us that the start node of the next gradient
step shared by both the construction ofR and the graph generation in the algorithm.
That is, x is chosen by Algorithm 3 to generate new points. Otherwise by the same
argument for the existence of x, there is some node y ∈ V such that Algorithm
3 generates a node q based on y with p(q) < p(y) and p(y) − p(q) maximizes the
potential gap amongst all similar pairs. So, y ∈ Vo. However, by the definition of x, it
is the lowest potential point has this property within the regionR2. Thus y = x. And
in the next generation step, q will be generated, and meanwhile, the region growing
procedure will also choose q as the start point of the next gradient step.
Proof. (Proof of Theorem 3.5.1) Let Gf = (Vf , Ef ) be the graph generated by the algo-
rithm with Oc = O all the time. We denote G = (V,E) a graph generated with currently
known environment Oc and initial configuration at x. Since x ∈ Gf at the first step, a
simple induction argument can show that every initial configuration x used to generate the
graph G must satisfy x ∈ Gf too. We claim that G and Gf must be the same in the ball
B(x,R), where we recall R the detectable radius, i.e. G ∩ B(x,R) = Gf ∩ B(x,R),
because G and Gf are generated by the same algorithm with the same knowledge of the
environment in B(x,R). We denote the connected common part of G and Gf as Go, and
further claim that the path γ is in Go. If not, there must exist the first node generated in
the graph generation step y ∈ G\Go on the feasible trajectory on G. This implies that
y ∈ O\Oc since the ancestor of y is in Go, which can not contain any node in the infeasible
region. However when the robots move along the path γ to the node before y, the system
can detect that y is infeasible because R > L, and should stop before reaching y, which
contradict with the fact that y is on the feasible trajectory. This concludes that the trajectory
of the robots is restricted on Go ⊂ Gf in arbitrarily given known environment Oc ⊂ O.




In this chapter, an iterative algorithm is presented to solve the pathfinding problem in un-
known environments. The algorithm contains Graph Generating, Path Finding and En-
vironment Updating steps, among which graph generating is the key one. Guided by a
potential function, the algorithm originates from an initial configuration, and expands a
tree graph, aiming to connect to the target configuration. Our approach has several ad-
vantages. First of all, the algorithm is deterministic and has proven convergence in finite
steps. Secondly, the graph generating algorithm has a linear growth rate with respect to
the dimension of the configuration space. Together with the dimension reduction strategies
for escaping the local traps, our algorithm is suitable to solve high dimensional problems.
Lastly, due to the relation to FPE and optimal transport theory, only part of the configura-
tion space needs to be searched. We also remark that our assumption on the existence of a
feasible path is only a technical requirement for the proof of the convergence. If such a path
does not exist, the proposed algorithm can recognize the situation and stop the calculation
in a finite number of iterations.
The proposed algorithm is our initial exploration of using optimal transport theory for
path planning. Further improvements can be made on many fronts. For example, one can
speed up the calculation in escaping the traps at local minimizers, by using random graph
generating strategies. This is very useful in high dimensional situations. The graph generat-
ing radius l can be adaptive. Longer steps can be taken in wide open space and shorter step
size is used when encountered narrow corridors. In addition, the proposed algorithms can
be adapted to construct a general strategy for control problems with constraints, especially
when some of the constraints are only available during the process.
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CHAPTER 4
DYNAMICAL PATH PLANNING METHOD FOR CONTROL PROBLEMS WITH
PARTIALLY GIVEN CONSTRAINTS
4.1 Introduction
In the chapter, we generalize the algorithm and theory to the control theory setup, especially
when some of the constraints are not known a prior. In this case, feasible path acquisition
is the only demand while one does not care about the optimality, many path planning al-
gorithms can be used such as those mentioned in Section 3.1. Given the time-invariant
continuous control system (Ω,U , f) where Ω is the state space, U the control space and f
the dynamical system with holonomic constraints φ, we have
ẋ = f(x, u)
φ(x(t)) > 0
x(t) ∈ Ω, u(t) ∈ U ∀t
If for some state x, initially we have φ(x) ≥ 0, which means x is a feasible state, however
when certain condition holds, as an example, given a trajectory γ, at time t, the distance
γ(τ) and x is small enough for some τ ≤ t, x then is no longer feasible (φ(x) < 0). In
the setup where all the constraints information is provided, we can define specific objective
function to calculate the optimal path using various of methods. However when we do not
have all constraints a prior, optimality is not defined any more. In this chapter, we study the
problem described above and generalize the algorithm in Chapter 3 to search for a feasible
path combined with a corresponding set of control variables. The algorithm has the same
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three main steps: Graph Generation, Path Finding and Trajectory Extension. Among them,
Graph Generation is the core part, which is guided by the evolution of the Fokker-Planck
equation (FPE) in the Optimal Transport Theory. This chapter is organized as following:
In Section 4.2, we formulate the problem formally and provide our algorithm. Within
this section, we discuss the major steps of our algorithm in detail. Specially in Section
4.2.1, we give a general algorithm for graph generation and provide specific graph growing
strategies if the control system can form a Riemannian manifold or even is flat locally.
Later in Section 4.3, we carry out several experiments to show how the algorithm works
and Section 4.4 shows the relation between our algorithm and FPE. At last, in Section 4.5,
we give the concrete proof for the theorems.
4.2 The Algorithm
We consider a complete control system (Ω,U , f) in the state space Ω, a compact d dimen-
sional Riemannian manifold equipped with a Riemannian metric g(·, ·), which induces a
distance function d(·, ·). Also, we take the control space U to be a compact subset of Rn
and let the dynamics f(x, u) be a Lipschitz function, that is,
g(f(x, u), f(y, v)) ≤ C (d(x, y) + ‖u− v‖)
for arbitrary x, y ∈ Ω and u, v ∈ U . Accompanied with the system, there are two types of
continuous constraints to restrict the state space denoted as φ and ψ, which are the same as
Section 3.2 where φ is the given constraint while ψ is the constraint to be discovered while
in motion. We introduce the same notation ψ̂ to be the actual known constraint for ψ up to
time t and the definition is provided as (3.1).
Our goal is to find a control function u ∈ U [0,T ) such that the induced path γ ⊂ Ω
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satisfies
γ̇(t) = f(γ(t), u(t)),
γ(0) = x0, γ(T ) = xf ,
φ(γ(t)) ≥ 0 for all t ∈ [0, T ],
ψ̂(γ(t), γ, t) ≥ 0 for all t ∈ [0, T ],
where x0 is the given initial state, xf is the target state and ψ(x) ≥ 0 (φ(x) ≥ 0) means that
for all i = 1, · · · , k2(k1), ψi(x) ≥ 0 (φi(x) ≥ 0). Further, we assume that xf is controllable
from any x ∈ Ω in time T and there exists ω ∈ U such that f(xf , ω) = 0.
On the other hand, if a state x violate the constraints, say ψ(x) < 0 (φ(x) < 0), then
there exists k ∈ {1, · · · , k2(k1)} such that ψk(x) < 0 (φk(x) < 0). Using this, we define
the infeasible setO and the currently known infeasible set with respect to the path γ at time
t Oc(γ, t) (if γ and t are clear, we will omit them and directly denote the currently known
infeasible region as Oc later in this chapter) in the space as
O = {x ∈ Ω : φ(x) < 0 or ψ(x) < 0} ,
Oc(γ, t) =
{
x ∈ Ω : φ(x) < 0 or ψ̂(x, γ, t) < 0
}
,
where O are open since φ and ψ are continuous. In addition, we denote the boundary of




γ ⊂ Ω : γ(0) = x0, γ(t) = xf ,∀t ∈ [T0, T ] for some T0 ≤ T,
γ̇ = f(γ, u) where u ∈ U [0,T ), γ ∩ O = ∅
}







{r : B(γ(t), r) ∩ O = ∅} = L > 0, (4.1)
71







g(γ̇, γ̇)dτ < r where γ(0) = x,
γ(t) = y, γ̇ = f(x, u) for some u ∈ U [0,t)
 ,
S(x, r) = ∂B(x, r).
This defines a tubular feasible region T with radius L. With the assumption that x ∈
B(xf , L) can be controlled to xf without leaving B(xf , L), we give Algorithm 4 to handle
the problem.
Algorithm 4: Feasible Path Finding
Data: initial state xs, target state xt, initial known constraints O
1 Current state x = x0
2 Current known constraints Oc = O
3 γ0(0) = x0, T = 0
4 while x 6= xf do
5 Graph Generation: Generate a connected graph G containing xs, xt with all
edges and vertices not in Oc
6 Path Finding: Find a (shortest) path γ on G from xs to xt and the
corresponding control u ∈ U [0,T1)
7 Trajectory Extension: Let ζ = γ0 and ζ(T + t) = γ(t) for t ∈ [0, T1]
8 if φ(γ(t)) ≥ 0 and ψ̂(γ(t), ζ, T + t) ≥ 0 for all t ∈ [0, T1] then
9 γ0 = ζ
10 T = T + T1
11 x = xf
12 else
13 Find T2 such that φ(γ(t)) ≥ 0 and ψ̂(γ(t), ζ, T + t) ≥ 0 for all t ∈ [0, T2]
14 γ0 = ζ([0, T + T2])
15 T = T + T2




In the rest of this section, we will concentrate on the three major steps in the while




The first and most important step of the algorithm is generating a graph G = (V,E) with
x0, xf in the same connected component, where V denotes the vertex set containing node
lying in the currently feasible region. During the graph generation step, since the current
feasible trajectory γ0 does not change, the constraints keeps the same and we denote the
currently known infeasible region to be Oc, which is initially set to be
Oc = {x : φ(x) < 0}
or is updated in the manner mentioned in Section 4.2.3, we have V ⊂ Ω\Oc. To form the
edges on the Riemannian manifold Ω, we introduce the map Φ(x, u, r) = γu,x(T0) where
γ̇u,x(t) = f(γu,x(t), u(t))∫ T0
0
√
g(γ̇u,x, γ̇u,x)dt = r
γu,x(0) = x
Denoting γu,x = γu,x([0, T0]) the segment linking x and Φ(x, u, r), we give the following
procedure to generate the graph:
We initially set V = {x0}, the edge setE = ∅ and introduce a convex potential function
with target being the unique minimizer in Ω. Here one choice of the potential is p(x) =
d(x, xf ). In each step, we perform the following procedure until get a graph connecting x0
and xf :
• We choose a vertex y ∈ V with the lowest potential, meaning that y = arg minx∈V p(x).
• For the chosen node y, we select a set of control functions N = {ui}ci=1 with u ∈
U [0,T ) ⊂ U [0,T ). With this, we can have the vertex candidates as {Φ(y, ui, li(y))}ci=1
and the edge candidates to be {γui,y}ci=1.
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• If Φ(y, ui, li(y)) ∈ Oc or γui,y ∩ Oc 6= ∅, we eliminate Φ(y, ui, li(y)) from the
candidate set and corresponding edges from candidate edge set.
• We delete Φ(y, ui, li(y)) if there is z ∈ V such that d(Φ(y, ui, li(y)), z) ≤ ε for some
prior set parameter ε.
• If some of the newly added nodes are close enough to the target xf , that is, d(z, xf ) ≤
Lwhere z is newly added, from z to xf we compute a path that never leavesB(xf , L),
add xf in V and terminate the graph generating procedure.
As an example, Figure 4.1 gives the feasible and infeasible regions on the upper semi
sphere Ω where the obstacles are in dark gray with initial and target states marked in red.
On the sphere, we set the dynamics to be ẋ = u, which forms Ω a compact manifold and
we will discuss more about this case in later. Every time, we pick the lowest-potential node
and generate geodesics as our edges (depicted in Figure 4.1(a)). However, there exists
constraints to consider. Thus, we need to delete corresponding candidates as described
above and is shown in Figure 4.1(e), 4.1(f), 4.1(c), 4.1(d), 4.1(g) and 4.1(h). At last, Figure
4.1(b) displays the final graph on the semi sphere case.
To ensure the convergence of the algorithm, we further give restriction on the generated






F(x) = {Φ(x, ui, li(y)) : ui ∈ N, d(Φ(x, ui, li(y)), z) ≥ ε for all z ∈ V } . (4.3)
This condition is used for the proof of convergence and is the guideline to choose controls,
but does not need to be followed strictly while performing the algorithm. Now we summa-
rize all the strategies mentioned and give the graph generating procedure with the currently
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known infeasible set Oc as Algorithm 5.
Algorithm 5: Graph Generation
Data: The initial state x0, target state xf , the potential function p, currently known
infeasible region Oc
Result: G=(V,E,p)
1 V = {x0}, Q = V,E = ∅
2 while t 6∈ V do
3 point add = False
4 while not point add do
5 x = arg minz∈V p(z)
6 if p(x) < +∞ then
7 K = {Φ(x, u, l(u)) : u ∈ N, γu,x ∩ Oc = ∅, d(Φ(x, u, l(u)), z) ≥
ε(∀z ∈ V )} with N satisfies (4.2)
8 K = K\V
9 V = V ∪K
10 E = E ∪ {γu,x : u ∈ N,Φ(x, u, l(u)) ∈ K}
11 for q ∈ K do
12 if d(q, xf ) ≤ L then
13 V = V ∪ {xf}
14 E = E ∪ {γ} where γ ⊂ B(xf , L) is the segment linking q, xf








22 return G = (V,E, p)
Reversible control, a special case
When the control system is strongly reversible 1, we can further give an explicit strategy to
generate points originated at node x. We define





g(γ̇, γ̇)dt : γ̇ = f(γ, u)∃u ∈ U [0,T0), γ(0) = x, γ(T0) = y
}
,
1A control system (Ω,U , f) is strongly reversible if for all x ∈ Ω and each u ∈ L∞U (0, T ) for x, there
exists v ∈ L∞U (0, T ), such that when denoting the path generated by u from x is γ(t) with t ∈ [0, T ], the
trajectory generated by v from γ(T ) is ζ(t) = γ(T − t).
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(a) The red diamonds are
initial and target states while
the gray portion are the in-
feasible region. The algo-
rithm generate 4 new nodes
around the initial state in the
first step.
(b) The final graph gener-
ated in the given feasible re-
gion.
(c) The algorithm generates
a new node candidate whose
edge linking to its ancestor is
across the infeasible region.
(d) The graph after deleting
the node with edge blocked
in Figure 4.1(c).
(e) The algorithm generates
a new node candidate that is
in the infeasible region and
should be deleted.
(f) The graph after eliminat-
ing the infeasible node in
Figure 4.1(e).
(g) The algorithm generates
a new node candidate that is
too close to an existing ver-
tex.
(h) The graph after deleting
the too close node in Figure
4.1(g).
Figure 4.1: This plot shows the graph generation step. Every time the algorithm picks a lowest-
potential node and generates candidates around it. After deleting infeasible nodes, vertices with
infeasible edges and nodes that are too close to existing vertices, the left candidates are contained
in the vertex set with their edges linking to their ancestor in the edge set.
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where T0 = T0(γ) is the first time such that γ(T0) = y.
Proposition 4. d̂ is a distance function on Ω if (Ω,U , f) is strongly reversible.
Proof. It is obvious that d̂(x, x) = 0 and triangular inequality holds. For symmetry prop-









γ ⊂ Ω : γ̇ = f(γ, u) for some u ∈ U [0,T0), γ(0) = x, γ(T0) = y
}
.
For each γ ∈ S(x, y), letting T0 be the time when γ(T0) = y, we have a corresponding
control v ∈ U [0,T0) and trajectory γ̂ such that γ̂(t) = γ(r(T − t)) where r(·) is a re-
parameterization of time with r′ > 0. Then L(γ) = L(γ̂). Let {γi}ki=1 ⊂ S(x, y) be the set
that d̂(x, y) = limi→∞ L(γi) = limi→∞ L(γ̂i). If d̂(y, x) < limi→∞ L(γ̂i), then there exits
ζ̂ ∈ S(y, x) such that limi→∞ L(γ̂i) > L(ζ̂). But since the corresponding ζ ∈ S(x, y), we
can have that
d̂(x, y) = lim
i→∞
L(γi) > L(ζ).
which gives the contradiction. Therefore,




L(γi) = d̂(x, y).
Thus, d̂ is a distance function.
With d̂, we can get an induced Riemannian metric ĝ and select a set of orthonormal
basis {ei}di=1, that is, ĝx(ei, ej) = δij at any state x, and let N = {±ei}di=1. We introduce
the exponential map exp(x,w, t) as the geodesic starting at the state x with w be the initial
velocity, i.e. d exp
dt
(x,w, 0) = w where the third parameter t is the time parameter. Next,
we re-parameterize the exponential map to introduce the arc length parameter and rewrite
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the map to be exp(x,w, s). Lastly, we form the vertex candidates set as {exp(x,w, l)} and
edge candidates set as {exp(x,w, [0, l])} where w ∈ N and l is the node generating radius.
After getting the candidates sets, we perform the same deleting strategy in Section 4.2.1:
we delete the candidate nodes if they or their linking edges activate the constraints; Further,
we delete those nodes that are on the position there already is a node generated before. To
get the control for each edge, one needs to solve γ̇ = f(γ, u), where γ(t) = exp(x,w, t),
at each time step, that is, u = (f(x, ·))−1 (γ̇). Although there can be various of controls
for a certain path γ, only one of them is desired for our problem. Also for the convergence




expx (B(lw, L)) (4.4)
where F(x) is defined in (4.3). Furthermore, if Ω is a Lie group with the Lie bracket
vanishes (i.e. [X, Y ] = 0 for arbitrary vector field X, Y ), then we have
l ∈ (0, 2L√
λd
]
where λ is the largest eigenvalue of the metric ĝ. However, this is a condition for the
theoretical convergence. In practice, one can adjust the generating radius according to the
actual feasible region. In this special case, the algorithm is as Algorithm 6.
4.2.2 Path Finding
To find a feasible (optimal) path on the generated graph G = (V,E), we use the back-
tracing strategy discussed in Section 3.2.2. Since the same procedure and properties can be
directly used here, we skip the details in this part.
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Algorithm 6: Graph Generation For Strong Reversible System
Data: The initial state x0, target state xf , the potential function p, currently known
infeasible region Oc, generating radius l and an orthonormal generating
direction set N = {±ei}di=1
Result: G=(V,E,p)
1 V = {x0}, Q = V,E = ∅
2 while t 6∈ V do
3 point add = False
4 while not point add do
5 x = arg minz∈V p(z)
6 if p(x) < +∞ then
7 K = {exp(x,w, l) : w ∈ N, exp(x,w, [0, l]) ∩ Oc = ∅}
8 K = K\V
9 V = V ∪K
10 E = E ∪ {exp(x,w, [0, l]) : w ∈ N, exp(x,w, l) ∈ K}
11 for q ∈ K do
12 if d(q, xf ) ≤ L then
13 V = V ∪ {xf}
14 E = E ∪ {exp(q, w, s)} for some w ∈ TqΩ and some positive








22 return G = (V,E, p)
79
4.2.3 Trajectory Extension
Once the feasible trajectory γ([0, T1]) is found on the generated graph, a new trial along
the path to reach the target can be conducted. We let the previous feasible path segment to
be γ0([0, T0]) as denoted in Algorithm 4. First of all, we extend γ0 with the new path γ by
introducing ζ where
ζ(t) =
 γ0(t) t ∈ [0, T0]γ(t− T0) t ∈ [T0, T0 + T1] ,
and check whether for all t ∈ [0, T1], φ(γ(t)) ≥ 0 and ψ̂(γ(t), ζ, t + T0) ≥ 0. If so, we let
γ0 = ζ and a feasible path from x0 to xf is found. Otherwise, there exists a time t such that




t : φ(γ(t)) < 0 or ψ̂(γ(t), ζ, T0 + t) < 0
}
.
We introduce the stopping time Ts < T2 such that d(γ(Ts), γ(T2)) < R, whereR is defined
in (3.1). In the algorithm, we can actually have Ts and stop at γ(Ts) before arriving the
position γ(T2) because of the following property:
Proposition 5. LetBd(x, r) = {y : d(x, y) < r} andR defined in (3.1). There exists t > T2
with γ(t) ∈ Bd(γ(Ts), R) that φ(γ(t)) < 0 or ψ̂(γ(t), ζ, T + Ts) < 0.
Proof. Since d(γ(Ts), γ(T2)) < R, by the continuity of γ, which is from the construction
strategy of γ in our algorithm, there exists I = (s1, s2) such that T2 ∈ I and γ(I) ⊂
Bd(γ(Ts), R). By the definition of T2, we can find t ∈ (T2, s2) such that φ(γ(t)) < 0 or
ψ̂(γ(t), ζ, T0 + t) < 0. If φ(γ(t)) < 0, then the proof ends.
On the other hand if φ(γ(t)) > 0, ψ̂(γ(t), ζ, T0 + t) < 0 holds. Notice that γ(t) ∈
Bd(γ(t), R), we have ψ(γ(t)) = ψ̂(γ(t), ζ, T0 + t) < 0. Meanwhile, since t ∈ I , γ(t) ∈
Bd(γ(Ts), R), which leads to ψ̂(γ(t), ζ, T0 + Ts) = ψ(γ(t)) < 0, with which, we can end
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our proof.
After stopping at γ(Ts), we further update γ0 = ζ([0, T0 + Ts]), T0 = T0 + Ts, then the
currently infeasible set to be
Oc =
{
x : φ(x) < 0 or ψ̂(x, γ0, t) < 0 for t ∈ [0, T0]
}
.
At last, we go back to the graph generation step. Each time a new path γi is produced when
the current path is blocked. We collect all paths produced in Algorithm 5 as {γi}mi=1, and
their stopping time set as {Ti}mi=1. Same as Chapter 3, from the choices of stopping time,
we may require that there exists a non-negative constant q satisfying q < R, and for all
ε > q, Bd(γi(Ti), ε) has non-empty intersection with Oic for every i = 1, · · · ,m, where







ε : Bd(γi(Ti), ε) ∩ Oic 6= ∅
}
= q < R, (4.5)
4.2.4 Convergence and Complexity
The proposed algorithm (Algorithm 4) converges in finite steps. To see this, since path
finding on a graph G = (V,E) takes O(|E| + |V |) < ∞ when |V |, |E| < ∞, one needs
to show that the graph generation takes finite number of steps and the number of trajectory
extension is finite, which are implied by the following theorems.
Theorem 4.2.1. If (4.1) and (4.2) hold, then Algorithm 5 stops in finite steps. That is,
the loop in the algorithm terminates in a finite number of steps, the generated graph G =
(V,E,K, p), which entirely lies the current feasible set Ω\Oc is connected and has a finite
number of vertices |V | <∞. Furthermore, x0, xf ∈ V if Γ 6= ∅.
Theorem 4.2.2. If (4.1) holds and (Ω, ĝ) is compact, then Algorithm 6 converges in finite
steps in the same sense as Theorem 4.2.1.
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Theorem 4.2.3. Let {γi}mi=1 be the paths produced by Algorithm 4 with {Ti}mi=1 being the
stopping time set. If the assumptions in Theorem 4.2.1 (assumptions in Theorem 4.2.2 holds
if Algorithm 6 is used for graph generation) and (4.5) hold, then m <∞.
4.3 Experiments
Section 3.3 exhibits examples when the manifold is flat. In this section, we conduct several
experiments with different setups. We will show that our algorithm can handle high dimen-
sional cases with an example of multi-robots moving in an environment with locations of
the obstacles stay unknown unless one of the robots is close to it. At last, on the upper semi
sphere, we give the results of our algorithm to show how it works on the manifold.
4.3.1 High Dimensional Experiment on Euclidean Space
In this experiment, we move 10 robots in the [0, 1]× [0, 1] square with each two robots must
maintain a distance between 0.03 and 0.5. Since the working space is 2-dimensional, the
state space Ω is 20 dimension. In this square, there are certain positions that are infeasible
for all of the robots, which forms the unknown infeasible set of Ω. Same as is in Section
3.3, light gray and dark gray correspondingly represent the invisible and visible infeasible
set. Furthermore, we link each two robots with a straight line in the square and impose the
restriction that every point on the straight lines cannot be in the infeasible positions either.
Meanwhile, we perform node deleting procedure only when two nodes are of same state.
With these known and unknown constraints, the system originated at the bottom left corner
in a diamond shape, aiming to reach the center of the square. Figure 4.2 gives parts of the
shapes while the system is moving. We can see that the system twisted a little bit and after
recognizes the infeasible part in front of it, the robot system keeps itself away from that
part and then gradually forms the desired shape in the target state. The video of the motion
of the system can be found online 2.
2The video can be found in https://youtu.be/WTl9tgINgqk
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(a) (b) (c) (d)
(e) (f) (g) (h)
Figure 4.2:
4.3.2 Example on Upper Semi Sphere
At last, we conduct the experiment on the upper semi sphere with the metric tensor being
ds2 = dφ2 + sin2(φ)dθ2,
which is in the spherical coordinates format and

x = sin θ cosφ
y = sin θ sinφ
z = cos θ
,
with x, y, z being the Cartesian coordinates. Since Ω is the upper part of the sphere, θ ∈
[0, π/2] and φ ∈ [0, 2π). With this metric, we can easily calculate the geodesic distance
between two points x = (θ1, φ1) and y = (θ2, φ2):
d(x, y) = 2π arccos(sin θ1 cosφ1 sin θ2 cosφ2 + sin θ1 sinφ1 sin θ2 sinφ2 + cos θ1 cos θ2).
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To select the nodes generation strategy, we use geodesics with arc length l as our edges and
the endpoints to be the vertex candidates. Although in general, the geodesics calculation
involves solving ordinary differential equations, we choose the coordinate directions under
spherical coordinates, which gives us the candidates nodes around a certain point (θ, φ) ∈ Ω
as (θ ±∆θ, φ) and (θ, φ ±∆φ). And since the geodesic segments are of length l, we can








Now, we set l = 0.5 and define two nodes x, y ∈ V , where V is the vertex set of the
generated graph G = (V,E), are too close if d(x, y) < 0.2. Depicting the infeasible set in
gray blocks in Figure 4.3, the central disk centered at the north pole is known in advance
while other parts of infeasible set are unknown. Figure 4.3(a) and 4.3(b) gives the graphs
generated during the whole process and Figure 4.3(c) and 4.3(d) are the trajectories. As we
can see, at first, since only part of the infeasible set is known, the graph mainly moves to
the target directly. However, when detected new infeasible states, the algorithm searches
around the local minimizer and finally get to the target state. At last, we give the final path
in Figure 4.3(e).
It is worth mentioning that in all three examples, the algorithm only searches part of Ω
and tends to expands the graph greedily to the target, which occurs not by accident. As a
matter of fact, this algorithm is guided by the Fokker-Planck equation, which can be seen
as a gradient flow under 2-Wasserstein metric and we will give detailed discussion about
the relation between them in the next section.
4.4 Relationship With FPE and Optimal Transport
The design of the graph generating algorithm is inspired by the evolution of the density
function along the Fokker-Planck equation (3.6). Reversely, we can show that the graph
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(a) The first graph gener-
ated by the algorithm. Since
only part of the infeasible set
is known, the graph mainly
moves to the target directly.
(b) The second graph gener-
ated after the algorithm no-
tices the original trajectory is
infeasible.
(c) The trajectory searched
on the first graph.
(d) The trajectory calculated
on the second graph.
(e) The final trajectory
Figure 4.3: This set of plots shows the graphs and trajectories generated on the upper semi sphere
with part of the region infeasible.
generation is guided by FPE. If the infeasible set O is given, the vertex set of the graph
generated by the graph generating algorithms (Algorithm 5 and 6) is bounded by the node
set given explicitly by evolving FPE with specific initial conditions. If we set our algorithm
to stop only when there is no new node can be added, the graph generating strategies give





where L is defined in (4.1). However with (3.6), we can describe a subsetR of V such that
G0 = (V0, E0) constructed by Algorithm 5 and 6 (we will call them algorithms in the rest
of this section) has the property that V0 ⊂ R̄ where
R̄ = {x : x ∈ R or x ∈ Nb(y) for some y ∈ R}.
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(Fk(ρ, β)− Fj(ρ, β))+ρk −
∑
k∈Nb(j)
(Fj(ρ, β)− Fk(ρ, β))+ρj, (4.6)
where (·)+ = max(·, 0), ρj = ρ(xj, t), Nb(j) is the set of all adjacent nodes (neighbors) of




(p(xj)ρj + βρj log ρj) .
Now with (4.6), we use the same strategy as is in 3.5, changing the evolutionary equation
to be (4.6). We iteratively proceed gradient case and diffusion case to expand our regionR
and at last refine this region by adding all the neighbors of each node inR and we have the
following theorem:
Theorem 4.4.1. Suppose G0 = (V0, E0) is the graph generated by Algorithm 5 or 6 with
initial and target to be xs, xf correspondingly. Providing that R is constructed by the
method described in this section, then V0 ⊂ R̄.3
We show the result on [0, 1] × [0, 1] equipped with Euclidean distance and the trivial
dynamics ẋ = u. The tree G = (V,E) (shown in Figure 4.4(a)) is constructed with
l = 0.04 which covers the whole feasible space. Followed the evolution of (4.6), the
graph G0 = (V0, E0) generated by Algorithm 6 is plotted in Figure 4.4(b). To make the
comparison, Figure 4.4(a) offers R, which gives numerical evidence for Theorem 4.4.1
since in Figure 4.4, it is obvious that V0 ⊂ R̄. In Figure 4.4(a), the level curve of the
potential function is given and we can see that the graph is generated alternatively between
the gradient case and the diffusion case, which is guided by the FPE. One thing to notice
is that since FPE is evolved on graph, the negative gradient vector is projected onto the
directions determined by N .
3This can be proven in the same way of the proof for Lemma 3.6.7
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(a) The region R constructed by
solving (4.6) on the tree G =
(V,E) created by Algorithm two
with no termination condition.
(b) The graph generated by Algo-
rithm 6 with the level curves of
the potential function given in the
background.
Figure 4.4: This figure gives R and the graph G0 = (V0, E0) generated by Algorithm 6. As we
see, V0 ⊂ R̄
Remark 3. In this chapter, FPE is computed on the tree structure directly and gives the
guidance of how Algorithm 5 and 6 generate vertices and how far should the graph goes.
Different from this perspective, in Chapter 3, the FPE is independent from the graph gen-
eration and can also give the bound for the growing of the graph.
4.5 Convergence Analysis
In this section, we give detailed proof of Theorems stated in Section 4.2.4. Before giving
the direct proof, we first address some lemmas. Some of the proofs are the same as in
Chapter 3, thus we will only give the Lemmas without providing repeated proof.
Lemma 4.5.1. If there exists a feasible path, Γ is non-empty and compact with respect to
the L∞ norm given by
dΓ(γ1, γ2) = sup
t∈[0,T ]
d(γ1(t), γ2(t)),
where γ1 and γ2 are two paths in Γ, providing that U [0,T ) is also equipped with L∞ norm
dU(u1, u2) = sup
t∈[0,T )
d(u1(t), u2(t)),
Proof. First of all, it is easy to see that if a feasible path γ0 exists, it must satisfy γ0(0) = x0
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and γ0(T0) = xf for some T0 ≤ T . Hence we can extend it in the interval [0, T ] with the
fact that there existsw ∈ U satisfying f(xf , w) = 0, leading to the fact that Γ 6= ∅. Suppose
we have a sequence of trajectories {γi}∞i=1 ⊂ Γ and correspondingly there exists a sequence
of controls {ui}∞i=1 ⊂ U [0,T ) such that γ̇i = f(γ, ui). Under dU , it is not hard to see that




and u ∈ U [0,T ), with which, we have γ such that γ̇ = f(γ, u). By simple adjust the proof of




dΓ(γ, γij) = 0
from which it is obvious that γ(0) = x0, γ(T ) = xf and γ ∈ (Ω\O) since Ω\O is compact.
Thus, γ ∈ Γ, which implies that Γ is compact.




∩ O = ∅,
where O is the constrained set.







{r : B(γn(t), r) ∩ O = ∅} = L.
From Lemma 4.5.1, we know that Γ is compact, therefore limn→∞ γn = γ0 ∈ Γ. For an
arbitrary t ∈ [0, T ], denote
L(t) = sup
r∈[0,∞)
{r : B(γ0(t), r) ∩ O = ∅}
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As the whole space Ω is compact, the limit L(t) < ∞. Since inft∈[0,T ] L(t) = L, one has
L ≤ L(t) for arbitrary time t ∈ [0, T ]. That is, fix the curve γ0 defined as above, for all




∩ O = ∅,
which proves the lemma.
In the next few lemmas, we prove several results that ensure the generating graph algo-
rithm (Algorithm 5 and 6) creating new points in feasible region when the radius l is small
enough compared to L, and the process does not stop until reaching a neighborhood of the
target state.
Lemma 4.5.3. Given a continuous path γ and a closed set V ⊂ Ω with γ(0) = x, γ(T ) = y,
and x ∈ V and y /∈ V , then there exists z ∈ γ such that z ∈ ∂V and γ ∩ ∂V is closed.
Proof. The proof of this Lemma is the same as Lemma 3.6.4.
Lemma 4.5.4. Define Bd̂(x, r) = {y : d̂(x, y) < r}, then Bd̂(x, r) = B(x, r) if (Ω, d̂) is
compact. And given p ∈ Ω, q ∈ S(p, L) and an orthonormal basis N = {ei}di=1 in TpΩ,





where d is the dimension of Ω and λ is the largest eigenvalue of ĝ.
Proof. Since (Ω, d̂) is compact, it is geodesic complete. If y ∈ B(x, r), there exists a path
γ linking x and y with γ̇ = f(x, u) for some u and L(γ) < r. On the other hand, we have
a geodesic ζ linking x and y which has the property that L(ζ) ≤ L(γ) < r. Therefore,
y ∈ Bd̂(x, r). Meanwhile, if y ∈ Bd̂(x, r), we can find a geodesic ζ linking x and y with
L(ζ) < r. Since ζ ∈ S(x, y), we have y ∈ B(x, r). Thus, B(x, r) = Bd̂(x, r).
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For the second part, without loss of generality, we assume that ĝ(u, v) = uTAu where
A = diag(λ1, · · · , λd) and ei = (0, · · · , 1, · · · , 0) with the i-th position to be 1. Let
expx(u) be the exponential map (i.e.expx(u) = γ(1) where γ is the geodesic with γ(0) =
x, γ̇(0) = u), since Ω is flat and a Lie group, by Baker–Campbell–Hausdorff formula [55]
we can see that expp(u + v) = expexpp(u)(h(v)) where u, v ∈ TpΩ and h(·) is the parallel
transport along the geodesic γ with γ(0) = p, γ̇(0) = u and h is an identity map under
normal coordinates, thus is an diffeomorphism.








and there must be some k such that λkz2k ≥ L
2
d
. Then we choose w = sign(zk)ek to get





i + λk(zk − sign(zk)l)2








0 < l < 2L√
λd
results in 0 < l < 2L√
λkd
, which implies that ĝ(z − lw, z − lw) < L. Thus,





Next, since (Ω, ĝ) is geodesic complete, we know that expp(B(0, r)) = B(p, r), and it is
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easy to see that
expp(B(lw, L)) =
{
expp(lw + u) : u ∈ TpΩ, ĝ(u, u) < L
}
,
B(exp(p, w, l), L) = expexp(p,w,l)(B(0exp(p,w,l), L))
=
{




expexp(p,w,l)(h(u)) : u ∈ TpΩ, ĝ(u, u) < L
}
.
As for each u ∈ TpΩ with ĝ(u, u) < L, expp(lw + u) = expexp(p,w,l)(h(u)), we can









B̄(exp(p, w, l), L)
where Ā is the closure of the set A. Thus, the conclusion in the lemma holds.
Lemma 4.5.5. Assume that (4.1) holds. GraphG = (V,E,K, p) is generated by Algorithm
5 with (4.2) (or is generated by Algorithm 6 with (4.4) holding or (Ω, d̂) is a flat Lie group
with the generating radius satisfying 0 < l < 2L√
λd
and (Ω, d̂) being compact). If xt /∈ V ,
then the graph generating step of Algorithm 5 (Algorithm 6) does not stop, and there exists
at least one point in the feasible region that can be added to G by the algorithm.
Proof. Let us assume that the graph generating algorithm terminates after finite steps, re-
turning a connected graph G = (V,E) containing xs. We denote
C = ∪v∈V B̄(v, L),
which is a closed set with xs ∈ C. First we want to prove xt ∈ C by contradiction. Let
us assume xt /∈ C. Take the path γ in Lemma 4.5.2, it is true that γ(0) = xs ∈ C while
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γ(T0) = xt /∈ C. Since γ is continuous, there exists at least one point that γ intersects
with ∂C by Lemma 4.5.4, and we denote it as {γ(ti)}. Let x = supti γ(ti) be the last
intersection point along the path. By Algorithm 6, we can find a vertex vc ∈ V such that
x ∈ S(vc, L), which is the sphere centered at vc with radius L. Since x ∈ γ and by (4.1),
we know that B(x, L) ⊂ (Ω\O). Further we claim that there is no v ∈ V ∩ B(x, L),
otherwise, x ∈ B(v, L) implies x ∈ Co, which is a contradiction with x ∈ ∂C.
Since the algorithm stopped, all current vertices v ∈ V must have been tried to generate
points around them. When the vertex vc is chosen, by (4.2) for Algorithm 5 ((4.4) for
Algorithm 6 or Lemma 4.5.4 when (Ω, d̂) is a flat Lie group), at least one point p can
be generated in B(x, L), which means either the algorithm should not terminate without
having p, or p already exists before, which contradicts there is no vertex of G in B(x, L).
Therefore, we conclude that xt ∈ C if the algorithm stops.
If xt ∈ C, since xt = γ(T0), B(xt, L) ⊂ (Ω\O), then there is at least one vertex
v ∈ B(xt, L), by the algorithm, an edge between xt and v should be added to the graph G.
Thus, if the algorithm stops, xt and xs are in the same connected component in the graph
G.
Now, we are ready to give the proof of the main theorems 4.2.1, 4.2.2 and 4.2.3, which
can follow the same proof in 3.6.
Proof. (Proof of Theorem 4.2.1 and 4.2.2) Since Ω is compact and any two nodes have a
distance of at least ε, the graph G is generated by Algorithm 5 or Algorithm 6 must contain
finite number of vertices. Otherwise there is a cluster point in the vertex set, which implies
that there exists two vertices in G whose distance is strictly smaller than the generating
radius l regardless how small l is, which leads to a contradiction. Meanwhile, from the
construction mechanism, G is always connected. Then Lemma 4.5.5 if Algorithm 6 is used
(or (4.2) if Algorithm 5 is used) implies that G connects xs and xt.
Proof. (Proof of Theorem 4.2.3) The proof of this theorem is the same as Theorem 3.2.2.
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4.6 Conclusion
In this chapter, we generalize the method in Chapter 3 to solve a general control problem
with part of the constraints unknown. In the algorithm, there are three major components:
Graph Generation, Path Finding and Trajectory extension. And the key part is the Graph
Generation, which is guided by the evolution of FPE. The algorithm guarantees success
if the adding nodes strategy satisfies (4.2). Moreover, if the control system is strongly
reversible, we provide a way using geodesics to construct the graph by solving initial value
problems in each iteration especially when there exists directions that geodesics can be
calculated trivially, the computation can be simplified further. Meanwhile, the to be visited
nodes set on the tree, constructed by our algorithm strategy without stopping when target
state is in the graph, is bounded by FPE.
We apply this method to several different control systems to illustrate the mechanism of
our algorithm. The results are consistent with the properties we mentioned in this chapter
and show the ability to handle high dimensional problems.
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CHAPTER 5
METHOD OF EVOLVING JUNCTION ON OPTIMAL PATH PLANNING IN
FLOW FIELDS
5.1 Introduction
Autonomous Underwater Vehicles (AUVs) are a class of submerged marine robots that are
able to perform persistent missions in the ocean. Over the last few decades, AUVs have
been widely applied to various applications, including ocean sampling [56, 57], surveil-
lance and inspection [58], and many more. Since most of the applications require the
AUVs to execute long-term missions in unknown and dynamic oceanic environments with
minimum human supervisions, their success is highly dependent on the level of autonomy
that the AUVs can achieve.
For robots operating in complex and dynamic environments, path planning is one of
the crucial and fundamental functions to achieve autonomy. It aims to find a feasible or
optimal path, under the influence of a dynamic flow field, for an AUV to reach a predefined
goal point. Path planning has been studied extensively in robotics over the years. Several
popular algorithms that have been applied in underwater vehicle navigation include graph
based methods such as the A* method [59, 60], probability based methods like the Rapidly
exploring Random Trees (RRTs) [61, 62], and methods that approximate the solution of HJ
(Hamilton-Jacobi) equations, such as the Level Set Method (LSM) [63, 64].
When the A* method is applied for an AUV, the continuous flow field is partitioned
into small cells. At each step, it compares the cost of going from the current position to its
neighboring cells so as to identify a path with the lowest cost. However, when the resolu-
tion, which is inverse proportional to the cell size, is not high enough, it may fail to find a
feasible path even if there exists one. Besides, the optimal path computed in the discretized
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domain might not be optimal in the continuous field. To address the difficulties, Soulignac
[65] introduces sliders to the propagation, which can move on the partitioned region bound-
aries. The sliders position during wavefront propagation is derived by continuous optimiza-
tion, and then the optimal path is computed by the backtracking of wavefronts. RRT and
RRT* explore the flow field by using random sampling, with a bias towards the unexplored
area [15, 17]. Like many other probabilistic based methods, RRTs provide, guaranteed in
the asymptotic sense, a globally optimal solution only when the samples are dense enough.
LSM computes a propagating front, incorporating both flow and vehicle speeds, to approx-
imate the solution of the HJ equation. Then the optimal path is computed by back tracking
from the destination position. LSM can plan a shortest time path over time-varying flow
field, usually at the cost of longer computational time.
Along with the advancements in computation power and sensor technology equipped
in AUVs, there is a growing trend on deploying multiple AUVs to perform the adaptive
environmental sampling and sensing tasks together [66, 67, 68]. With the field estimation
information being shared among all agents, the mobile sensor network can exploit their
mobility to perform autonomous missions such as gradient climbing and feature tracking
in an uncertain environment [69]. However, the amount of information that can be shared
among vehicles is limited due to constraints in communication capabilities. This demands
information reduction before its transmission. For example, the reduced flow maps, not
the actual flow fields, are often shared [70]. Analogous to the ground robot case, where
traversibility analysis was previously applied to evaluate key features including the height,
slope and roughness of terrains to determine its accessibility for ground robots [71, 72],
the averaged flow and the spatial variation of the flow field are of the most critical patterns
of the flow field that need to be shared by the mobile network in order to perform path
planning for the agents. The averaged flow characterizes the averaged influence of flow
field over vehicle dynamics in some spatial region, while the spatial variation of the flow
field describes how the flow field can be partitioned into different regions. The flow field
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partition and the averaged flow field over each region preserves the key patterns of the flow
field, and path planning can thus be performed given these information.
In this chapter, we consider the path planning problem of a vehicle traveling in a d di-
mensional space. A novel method following the idea of Method of Evolving Junctions [2]
is presented to solve this problem. We first divide the flow field into a piece-wise constant
one and the total flow space is separated into different regions, within which the flow field
is a constant vector. The vehicle moves across several regions to reach the destination. In
each region, we can get the optimal solution for the sub-problem if the entering and leaving
points are given. Following the Bellman principle, determining the optimal path is equiv-
alent to finding the optimal entering and leaving points for each region. In this way, we
reduce the original path planning in continuous flow field to a finite dimensional optimiza-
tion with the variables being the intersection points between the path and the boundaries of
regions. We call those points junctions. The resulting optimization problem in general is
not convex, so we solve it by intermittent diffusion method [1]. The new algorithm has the
following features:
1. Based on the divided flow regions, if the objective function is given as the total trav-
eling time or the total energy consumption (often modeled by a quadratic function),
we prove the structure of the global optimal path is a piece-wise constant velocity
motion. Furthermore, our algorithm can find a global minimizer with probability 1 if
some mild assumptions on the flow maps are provided.
2. It converts the infinite dimensional optimal control problem into a finite dimensional
optimization problem, which can be solved fast.
3. Besides the flow field partition, the algorithm does not depend on any spatial dis-
cretizations, like the ones used in LSM. The computation accuracy is not limited by
the mesh size used in the discretizations, and the computation complexity does not
grow exponentially when the dimension increases.
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In the next section, we present the formulation of the problem in the optimal control
framework and the assumptions used in the chapter. In Section 5.3, we show how to trans-
form the original problem into the finite dimensional optimization, and provide the algo-
rithm. In Section 5.4, the detailed proof of the completeness of the algorithm is offered,
accompanied with several numerical experiments in Section 5.5. At last, we end our paper
with a brief conclusion.
5.2 Problem Statement
We consider the vehicle moving in the space Ω ⊂ Rd with dimension d, equipped with a
dynamic ẋ = u+ v, where u is the environment flow velocity, and v is the vehicle velocity
or the control variable, satisfying v ∈ U , providing that U is a compact space such that
‖v‖ ≤ V . We further assume that the flow field is divided into finite number of convex
regions {Rα}α∈IR by boundary curves (surfaces if is in Rd, d ≥ 3) {fαβ}(α,β)∈I . Here
I = {(α, β) ∈ IR × IR : dim(∂Rα ∩ ∂Rβ) = d− 1},
where dim(S) returns the dimension of the set S and ∂S is the boundary of S, and fαβ(x) =
0 is the (d − 1)-dimensional compact boundary of the region Rα and Rβ (can be denoted
as ∂Rα and ∂Rβ respectively), on which there exists a piece-wise diffeomorphism
xαβ(λ) : D ⊂ Rd−1 −→ {y : fαβ(y) = 0} .
Also within each region, we suppose that the flow velocity u is a constant vector. Hence
we can denote the flow velocity in each region Rα separately by uα. The vehicle needs to
be controlled from an initial position x0, crossing different regions and finally reaches the
target position xf .
Since there could be infinitely many feasible paths linking x0 and xf , a cost function
is introduced to measure the travel expense with respect to different potential trajectories.
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We denote the cost function to be




letting γ(t) be a continuous path with γ(0) = x0, γ(T ) = xf and γ̇(t) = u + v. In this
paper, we study the problem with the cost function specifically being the total travel time,
that is L(x, v) = 1, and the kinetic energy combining a constant running cost, in which case
L(x, v) = ‖v‖2 + C where C and ‖v‖ are not simultaneously 0 for all x ∈ Ω because of
technical issues which is discussed in Section 5.4.2. Our goal is to find the optimal control






s.t. ẋ = v + u,
x(0) = x0,




In the next section, we will concretely discuss our method, the idea of which is to seek
a way to change the infinite dimensional optimal control problem into a finite dimensional
optimization problem.
5.3 Our Method
All possible trajectories will continuously pass through a sequence of regions, denote as
{Ri}ni=1 in chronological order. Since the flow velocity is a constant vector in each region
Ri, in each region, we have the following theorem:
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s.t. ẋ = f(v + u),
x(0) = x0,




with u a constant vector.
With Bellman’s principle, it is the fact that the optimal path should be formed via a
piece-wise constant velocity motion. Thus, we restrict the velocity of the vehicle in Ri to
be a constant. Further, the regions are convex, therefore, the straight line path always lies
in the certain region and therefore is continuous. Now we can introduce the notation vi to
be the vehicle velocity in Ri and the junction set {xi}ni=0 where xi are on the boundaries of
different regions with x0 the initial and xn = xf . In addition, without loss of generality, we
assign x0 to be the origin accompanied with xf located on the y-axis. With these notations,
we present our algorithm for different cost functions as below:
5.3.1 Minimize total travel time
When minimizing total travel time is the goal, we further let the vehicle move in maximum
speed V . Then the cost function can be converted in the format below:
J(v, T ) =
∫ T
0

















=⇒‖vi + ui‖2 −
2(xi − xi−1)Tui
‖vi + ui‖
+ ‖ui‖2 − V 2 = 0












To minimize the travel time, we take the plus sign so that


















‖ui‖2 − V 2
(
(xi − xi−1)Tui −
√
((xi − xi−1)Tui)2 + ‖xi − xi−1‖2(V 2 − ‖ui‖2)
)
.
At last, since xi is on the boundary of the regions R1 and R2, we have the smooth param-
eterization of each xi as xi = xi(λi) where λi ∈ D ⊂ Rd−1, transforming finally the cost
function to be
J(v, T ) = J(λ1, · · · , λn−1) = J(x1(λ1), · · · , xn−1(λn−1))
and the problem is changed to a finite dimensional optimization problem
min
λi∈D,i=1,··· ,n−1
J(λ1, · · · , λn−1) (5.4)
with V , ui, x0 and xn = xf given in advance.
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5.3.2 Minimize energy
If the cost function is the kinetic energy with a constant running cost C ≥ 0




we first consider the constant velocity motion in each region Ri within time ti. If the












≤ V 2 (5.5)
and hence if we fix the entrance and exit junctions xi and xi−1, the cost function in the








+ (‖ui‖2 + C)ti − 2(xi − xi−1)Tui
≥ 2
√
‖ui‖2 + C‖xi − xi−1‖ − 2(xi − xi−1)Tui





Hence from the above calculation, if




‖ui‖2 + C ≤ V 2, (5.6)
we let the vehicle move in the speed of ‖vi‖ in (5.6). However, if the (5.6) does not hold,
101
we set the vehicle speed to be the maximum speed V and the cost function is reduced to be
J = (V 2 + C)t∗i where
t∗i =
(xi − xi−1)Tui −
√
((xi − xi−1)Tui)2 + ‖xi − xi−1‖2(V 2 − ‖ui‖2)
‖ui‖2 − V 2
, (5.7)
which is a root of
(‖ui‖2 − V 2)t2i − 2(xi − xi−1)Tuiti + ‖xi − xi−1‖2 = 0.
Thus the problem becomes








‖ui‖2 + C‖xi − xi−1‖ − 2(xi − xi−1)Tui if (5.6) holds
(V 2 + C)t∗i otherwise
where t∗i is as in (5.7). By using the same parametrization, we finally have the problem to
be a finite dimensional optimization formulated as
min
λi∈[0,1]d−1,i=1,··· ,n−1
L(λ1, · · · , λn−1) (5.8)
where




Remark 4. The objective function is well defined resulting from the fact that t∗i > 0 if there
exists a feasible trajectory from xi−1 to xi in Ri and V 6= ‖ui‖. This can be proven as
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below:
If (xi−xi−1)Tui ≤ 0, unless V > ‖ui‖, there does not exists a feasible path. Therefore,
(xi − xi−1)Tui <
√
((xi − xi−1)Tui)2 + ‖xi − xi−1‖2(V 2 − ‖ui‖2).
Since ‖ui‖2 − V 2 < 0, we have t∗i > 0. On the other hand, if (xi − xi−1)Tui > 0, we
can have two cases: V > ‖ui‖, which shares the same conclusion as the first case, and
V < ‖ui‖. In the latter circumstance, since ‖ui‖2 − V 2 > 0 and
(xi − xi−1)Tui >
√
((xi − xi−1)Tui)2 + ‖xi − xi−1‖2(V 2 − ‖ui‖2),
it is still true that t∗i > 0.
Meanwhile, When (xi − xi−1)Tui > 0, t∗i > 0 still holds if V = ‖ui‖ and actually
t∗i = lim
V 2−‖ui‖2→0
(xi − xi−1)Tui −
√
((xi − xi−1)Tui)2 + ‖xi − xi−1‖2(V 2 − ‖ui‖2)




(xi − xi−1)Tui +
√





However, if (xi − xi−1)Tui ≤ 0, V = ‖ui‖ becomes a singular point since there is no
feasible path. Thus, in this case, we cannot formally solve the problem.
Furthermore, fi and t∗i have the following properties:
Proposition 6. fi(xi, xi−1) is differentiable.
We will give the proof of this property later in Section 5.4. And with this proposition,
we can take the derivative of the objective function, which is pivotal for us to use the
intermittent diffusion method to handle this problem.
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5.3.3 Intermittent Diffusion
To solve (5.4) and (5.8), which are both differentiable, we use the intermittent diffusion (ID)
to get the global minimizer [1], the key idea of which is adding white noise to the gradient
flow intermittently. Namely, we solve the following stochastic differential equation (SDE)
on the configuration space
dλ = −∇J(λ)dθ + σ(θ)dW (θ) (5.9)
where λ = (λ1, · · · , λn−1) ∈ Dn−1 and W (θ) is the standard Brownian motion. The





where σi are constant and I[Si,Ti](θ) is the characteristic function on interval [Si, Ti] with
0 ≤ S1 < T1 < S2 < T2 < · · · < SN < TN < SN+1 = T .
Thus, if σ(θ) = 0, we obtain the gradient flow back while when σ(θ) 6= 0, the solution
of (5.9) has positive probability to escape the current local minimizer. The theory of ID in-
dicates that the solution of (5.9) visits the global minimizer of J with probability arbitrarily
close to 1 if mini |Ti − Si| is large enough, which is guaranteed by the following theorem
in [1]:
Theorem 5.3.2. Let Q be the set of global minimizers, U be a small neighborhood of Q
and λopt the optimal solution obtained by the ID process. Then for any given ε > 0, there
exists τ > 0, σ0 > 0 and N0 > 0 such that if Ti − Si > τ , σi < σ0 (for i = 1, · · · , N ) and
N > N0,
P(xopt ∈ U) ≥ 1− ε.
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We use the forward Euler discretization to discretize the above SDE and get
λk+1 = λk − h∇J(λk) + σkξk
√
h. (5.10)
The constant h is the step size, σk is the coefficient chosen to add the intermittent pertur-
bation and ξk ∼ N (0, 1) is a Gaussian random variable. In practice, the global minimizer
can be reached by tuning the white noise strength σk as well as setting the total evolution
round N long enough.
Adding and Deleting Junctions
We notice that the number of junctions may change during the evolution. Using the as-
sumption that
Assumption 5.3.1. There exists at least one optimal trajectory that goes through each
region no more than once,
we propose a heuristic way to handle the number variation of junctions. We denote the
current junction set to be {xi}Ki=1 with fαiαi+1(xi) = 0, that is, xi is on the boundary of Rαi
and Rαi+1 . Without loss of generality, we assume Rαi is the one the vehicle exits while
Rαi+1 is the region entered. Thus, using the boundary function fαiαi+1 , we could form a
chain (or a linked list)
fα1α2 → fα2α3 → · · · → fαKαK+1 , (5.11)
whereRα1 contains the initial location x0 and the target location xf lies in the regionRαK+1 .
Also, we can write the corresponding junction chain as
x1 → x2 → · · · → xK . (5.12)
Now as the gradient flow evolves, it is inevitable to be in the situation where in the next
evolution, λ /∈ D, in which case, there must be some junctions moving out of the current
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boundaries curves (or surfaces). In every step after the update via (5.10), we check the
status of each junction point. Then we need to add or remove corresponding junctions. We
assume further that a junction is at most adjacent to 3 different regions. We express this
assumption as below:
Assumption 5.3.2. Denote the set X to be
X = {x ∈ Ω :∃(α1, β1), (α2, β2) ∈ I, such that
fα1β1 6≡ fα2β2 , fα1β1(x) = 0, fα2β2(x) = 0},
the set F (x) = {{z : fαβ(z) = 0} : (α, β) ∈ I, } and R(x) = {Rα : α ∈ IR, x ∈ ∂Rα}.
Now assume that for all x ∈ X , R(x) contains 3 elements. (This assumption is to simplify
the technical issue when numerically solving the problem. In general, if proper strategies
are implemented, this assumption can be replaced.)
If in the (k+ 1)-th step of intermittent diffusion, junction xk+1i moves out of the current
boundary, which originally stays on fαiαi+1 , that is, fαiαi+1(x
k
i ) = 0. Here, to distinct the
junction xi in different evolution steps, we let xki be the junction xi at step k while x
k+1
i the
same junction but at step k + 1.
We find the point x ∈ ∂{y : fαiαi+1(xk) = 0}, such that x = µxk+1i + (1 − µ)xki for
some µ ∈ [0, 1]. It is true that either x ∈ ∂Ω or x ∈ X defined in Assumption 5.3.2. If it is
the first case, we replace xi in (5.12) with x and keep (5.11) the same.
However if x ∈ X , we need to modify the boundary and junction chain by added and
deleting junctions. Again by Assumption 5.3.2, we have for small enough ε > 0, there
exists at most three regions that intersect with B(x, ε), which is the ball centered at x with
radius ε. Denoting the regions near x as {Rαi , Rαi+1 , Rβ}, we replace fαiαi+1 in (5.11) with
fαiβ → fβαi+1 and the chain becomes
fα1α2 → fα2α3 → · · · → fαiβ → fβαi+1 · · · → fαKαK+1 . (5.13)
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Meanwhile, the corresponding junction chain becomes (by replacing xi with two new junc-
tions on fαiβ and fβαi+1):
x1 → · · · → xi−1 → y1 → y2 → xi+1 → · · · → xK .
Now we perform the same procedure on all junctions and finally get a modified chain. We
denote the new boundary and junction chains with the notation of the original chain in
(5.11) and (5.12).
Next, if there exists some fαi1αi1+1 and fαi2αi2+1 such that αi1 = αi2+1, then we delete
the junctions xi1 , xi1+1 · · · , xi2 and get the new chain, with which, we have a new opti-
mization problem and conduct (5.10) to get the optimal in this circumstance.
We use a simple example in a 2-D space shown in Fig. 5.1 to illustrate the whole
procedure and explain the result. Initially as is in Fig. 5.1(a), the path links the start location
(0, 0) and the target (0, 20), passing R1, R2, R3 consecutively with f12(x1) = f23(x2) = 0.
We suppose that in the next update with (5.10), x1 moves out of ∂R1∩∂R2 (i.e. f12(x+1 ) 6= 0
with x+1 is updated by (5.10) via the renew of the parameters λ), which means that we
need to replace f12 with a new chain going from R1 to R2 and passing R3. To this end,
we add two new junctions y1, y2, and the chain of boundaries changes from f12 → f23 to
f13 → f32 → f23 with the vehicle moves inR2 on y2x2 segment (the path is depicted in Fig.
5.1(b)). From here, if we further suppose that x2 will also be outside the boundary ∂R2 ∩
∂R3, we following the same procedure and add junctions y3, y4. The chain of boundaries
becomes f13 → f32 → f21 → f13 with the new path shown in Fig. 5.1(c) and the junction
chain begin y1 → y2 → y3 → y4. Since f13 and f21 appears in the new chain, we delete
those two boundaries, as well as all of them in between those two elements in the chain.
After performing this step, we have the chain contains a single element f13. Meanwhile,
we delete all the corresponding junctions and have y4 as the final junction. With this, we
further perform the intermittent diffusion to do the calculation.
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Remark 5. We notice that when fαβ and fξα appear in the chain of boundaries with fαβ
ahead of the other one, it means that the path exits Rα at some time but returns to Rα
later. By Assumption 5.3.1, we know that the path with cycle is never the minimizer of the
problem, thus we can conduct path segment branch to re-form the path into the desired
no-cycle format. Meanwhile, the whole procedure implicitly eliminate the junctions that
potentially will locate at the same spot. As is in the example, while doing continuous
gradient flow and restrict the junctions sticking on the current boundaries, x1 and x2 will
finally overlap, in which case a junction reduction is needed (the same as in [1]). Our
procedure in this example shares equivalent result and naturally combines add and delete
junctions in a single step.
Now we can summarize our algorithm as Algorithm 7 with the objective function being
(5.4) or (5.8).
5.4 Completeness
In this section, we demonstrate that Algorithm 7 is complete if L = 1 or L = ‖v‖2 + C.
We first offer the following theorem and provide detailed proof in the next two sub-sections
5.4.1 and 5.4.2.
Theorem 5.4.1. If the flow field is piece-wise constant and
max
α∈IR
‖uα‖ < V. (5.14)
(5.3.1) hold, let Q be the set of global minimizers, U be a neighborhood of Q. Then for
any ε > 0, there exists T0, N0, σ0 such that if Ti > T0, σi < σ0 (for i = 1, 2, · · · , N ) and
N > N0 where Ti, σi, N are parameters in Algorithm 7, P(γopt ∈ U) ≥ 1 − ε, where γopt
is the optimal solution found by Algorithm 7. Thus, Algorithm 7 is complete.
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Algorithm 7: Shortest Path Find in Piece-wise Constant Flow Field
Data: flow field velocity {vi}, boundaries {fαβ}, glider maximum speed V , initial
position x0 and target position xf
Output: the optimal trajectory γopt, junctions {xi(λi)}
1 Set γ0 be the straight line from x0 to xf ;
2 Set junction set be the intersections between γ0 and {fαβ};
3 Set evolution step number N ;
4 Choose threshold ε;
5 for i = 1, · · · , N do
6 γi = γi−1;
7 Choose perturbation duration Ti;
8 Choose perturbation intensity σi;
9 for j = 1, · · · , T do
10 Update γi using (5.10);
11 Add and remove junctions for γi when necessary;
12 end
13 Set σi = 0;
14 while not converges do
15 Update γi using (5.10);
16 Add and remove junctions for γi when necessary;
17 end
18 end
19 Set γopt = arg mini≤N J(γi);
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(a) Initial: the path with x1, x2 being junctions
that move out the corresponding boundaries in the
next update (f12 → f23).
(b) First step: remove x1 and insert y1, y2 to have
the sub-path going from R1 to R2 and passing R3
meanwhile (f13 → f32 → f23).
(c) Second step: remove x2 and insert y3, y4 to
have the sub-path going fromR2 toR3 and passing
R1 at the same time (f13 → f32 → f21 → f13).
(d) Last Step: remove y1, y2, y3 and have the fi-
nal path since we have f12 and f21 in the chain.
Finally, the chain is f13.
Figure 5.1: The whole add and eliminate junction procedure in a 3-region space.
The idea is that by Bellman principle, optimal trajectory admits a optimal sub-structure
property, that is, any piece of the optimal trajectory is also optimal for the sub-problem.
By applying this principle, we consider the path segment in each single region, and try to
construct a solution ψ with two types of objective function described in Section 5.2, for the
Hamilton-Jacobi-Bellman equation (HJB)
ψt(x, t) +H(x,∇ψ(x, t)) = 0 (5.15)
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where
H(x, p) = max
‖v‖≤V
{
pT (v + u)− L(x, v)
}
.
is the Hamiltonian and








is the value function. Since the original problem takes the minimum over all possible time,
we take mint ψ(x, t) to get the optimizer in the given region and claim that the correspond-
ing motion gives a global optimal for the sub-problem in the single region.
5.4.1 Total Travel Time
L(x, v) = 1 for total travel time minimization. To construct the value function at the
point (x, t), we introduce the maximum speed constant velocity motion in the region with
flow velocity u, that is, in this region, the vehicle moves in straight line from x0 to x with
velocity v + u and ‖v‖ = V , ‖v + u‖ is given by (5.3). We claim that
Lemma 5.4.2. In a constant flow field, the maximum speed straight line motion is optimal






s.t. ẋ = v + u,
x(0) = x0,










To make the problem complete, we define ψ(x, t) = +∞ if the vehicle cannot reach x in














‖v + u‖ x− x0
‖x− x0‖
− ‖x− x0‖∇‖v + u‖
)
, (5.16)















where I is the identity matrix. And u can be decomposed in the same manner u = u0 +u⊥.
Secondly, it is easy to see that v⊥ = −u⊥ since (v + u)/‖v + u‖ = (x − x0)/‖x − x0‖.





+ V 2 − ‖u‖2 =
√
‖u0‖2 + ‖v0‖2 + ‖v⊥‖2 − ‖u0‖2 − ‖u⊥‖2 = ‖v0‖.
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Hence, we have

























































































(‖v0‖+ ‖u0‖)− 1 = 0,
which leads to the conclusion that the value function induced by the maximum speed con-
stant velocity motion solves the Hamilton-Jacobi equation, thus is the optimal moving pat-
tern in a constant flow speed region since mint ψ = ψ.
Meanwhile, using the same notation and logic, we can give the proof of Proposition 6:








‖u‖2 + C‖a‖ − 2aTu
= 2‖a‖
(√




V 2 + C




(aTu)2 + ‖a‖2(V 2 − ‖u‖2)
)
=
(V 2 + C)‖a‖
‖u0‖+ ‖v0‖
.
First of all, when equality in (5.6) holds, we have
√
‖u‖2 + C = ‖u0‖ ± ‖v0‖ =⇒
√
‖u‖2 + C = ‖u0‖+ ‖v0‖. (5.17)
We take the plus sign since
√
‖u‖2 + C ≥ ‖u‖. Meanwhile from (5.6) and (5.17), we can
derive the following equation
V 2 + C = 2‖v0‖(‖u0‖+ ‖v0‖)










= v0 − u⊥ = 2v,
∇g2 =
V 2 + C
‖v0‖‖v + u‖
v = 2v,
which gives us the desired result.
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5.4.2 Quadratic Energy with a constant running cost
In this case, L(x, v) = ‖v‖2 + C where C ≥ 0 is a constant running cost. To calculate the
optimal solution for the vehicle running from x0 to the target x in a constant flow velocity
field, we again study the constant speed straight line motion. However in this circumstance,
the vehicle may no longer travel with maximum speed, hence we take the travel time in the
region into consideration. Suppose that the the vehicle moves from x0 to x in time t, we set






‖v‖2 = ‖x− x0‖
2
t2
+ ‖u‖2 − 2(x− x0)
Tu
t
≤ V 2. (5.18)
Then the value function is
ψ(x, t) = (‖v‖2 + C)t = ‖x− x0‖
2
t






− 2(x− x0)Tu+ (c+ ‖u‖2)t ‖v‖ ≤ V
+∞ otherwise
.
Then by direct calculation with the finite part of ψ, we have








‖∇ψ‖2 = 4‖x− x0‖
2
t2









∇ψT (v + u)− ‖v‖2 − C
}
= 0. (5.22)
To solve the optimization part of (5.22), we denote
F (v) = ∇ψT (v + u)− ‖v‖2 − C











‖∇ψ‖2 +∇ψTu− C (5.23)
and by (5.20), we have
‖v∗‖2 = 1
4
‖∇ψ‖2 = ‖x− x0‖
2
t2
+ ‖u‖2 − 2(x− x0)
Tu
t
≤ V 2 (5.24)
which leads to the fact that F (v∗) = supv:‖v‖≤V F (v). Let us take (5.20,5.21) into (5.23)




− ‖u‖2 − C. (5.25)
Combining (5.19) and (5.25) finally results in the constructed ψ being the solution of (5.22).
Based on the solution ψ, we further find the minimizer over time t and solve the mini-





(‖v‖2 + C)t = ‖x− x0‖
2
t
− 2(x− x0)Tu+ (C + ‖u‖2)t.
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and the corresponding minimum is
ψ∗ = 2‖x− x0‖
√
C + ‖u‖2 − 2(x− x0)Tu. (5.26)
Thus, if t∗ is reachable, that is, using (5.18), we have
‖v(t∗)‖2 = C + 2‖u‖2 −
√




the optimal is given as (5.26).
On the other hand, if ‖v(t∗)‖ > V , the global minimizer t∗ is on longer in the domain













Also by noticing that limt→+∞ ‖v‖2 = ‖u‖2 ≤ V 2, we conclude that there exists t0 > t∗
when t ≥ t0 > t∗, ‖v‖ ≤ V . Meanwhile, when t > t∗, ψ is monotone increasing
with respect to t. Hence, to get the minimum, we should take the time t = t0, where
‖v(t0)‖ = V . By taking the equality in (5.18), we have then
(‖u‖2 − V 2)t2 − 2(x− x0)Tut+ ‖x− x0‖2 = 0,
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((x− x0)Tu)2 + ‖x− x0‖2(V 2 − ‖u‖2)
‖u‖2 − V 2
,
and mint ψ = (V 2 + C)t0. Thus, we can conclude that






s.t. ẋ = v + u,
x(0) = x0,








C + 2‖u‖2 −
√






Remark 6. When (5.24) does not hold, the minimizer of the energy optimal problem is the
same as the minimizer of travel time optimal one. Hence, if the constant running cost C
large enough, solving energy optimal problem is equivalent to solve travel time optimal
problem.
By the proof of Lemma 5.4.2 and Lemma 5.4.3, we can have the following theorem,
which tell the optimal path structure within each constant flow region, given entrance and
exit locations.
Theorem 5.4.4. In each constant flow region, given the entrance and exit locations, the
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vehicle motion defined in Lemma 5.4.2 and Lemma 5.4.3 solves the HJB equation
ψt(x, t) + max
v
{∇ψ(x, t)T (u+ v)− L(x, v)} = 0
for L = 1 and L = ‖v‖2 + C respectively. Moreover, among all the solutions of the above
HJB, motions in these two lemmas gives the path with shortest time. Thus, we have the
optimal solution of the sub-problem in each region.
Proof. (Proof of Theorem 5.4.1) We combine Theorem 5.4.4, together with Bellman prin-
ciple, the global optimal path must be in the structure of constant motion within each flow
region. To prove that the proposed algorithm is convergent, we only need to show that there
exists a global minimizer λ∗ = (λ∗1, · · · , λ∗k), around which there is a closed neighborhood
U ⊂
∏k
i=1Di such that vol(U) > 0 (vol is the product Lebesgue measure in
∏k
i=1Di) and
for all λ ∈ U , the gradient flow λ̇ = −∇J(λ) converges to λ∗. If this condition holds, we
can following the proof of intermittent diffusion and get the desired results.
To this end, if there exists such U that vol(U) > 0 and for all λ ∈ U , we have
J(λ) ≤ J(µ) for arbitrary µ ∈ S for some S ⊂ U , then the prove is done. Now if the
global minimizers are isolated, then given any global minimizer λ∗ = (λ∗1, · · · , λ∗k), since
J is continuous differentiable, we can have a closed neighborhood U ⊂
∏k
i=1Di with
vol(U) > 0 (within the neighborhood, the dimension of the domain does not change) such
that J(λ) > J(λ∗) and ∇J(λ) 6= 0 for all λ ∈ U\{λ∗}, then the gradient flow starting at
λ ∈ U converges to λ∗. By applying Theorem 5.3.2, it is easy to see that the algorithm is
complete.
5.4.3 Optimal structure in constant flow field with general convex Lagrangian
In general, if we only assume the Lagrangian L = L(v) is a convex function and the
dynamics is ẋ = f(u+v) where f is invertible and 0 is in the range of f (there exists some
y with ‖y‖ < +∞ such that f(y) = 0), we can have similar optimal path within a constant
119
flow field and the result is stated in Theorem 5.3.1. In this section, we give the proof of this
theorem.
Proof. Denoting g(w) to be the inverse of f such that if w = f(u+ v) then u+ v = g(w),
















− u‖ ≤ V
+∞ otherwise
,
satisfies the HJB equation (5.15). First of all, the Hassian matrix H(v) is positive definite
for all ‖v‖ ≤ V since L is convex. Therefore, for any v1, v2 in the domain, there exists ξ
such that
∇vL(v1) = ∇vL(v2) +H(ξ)(v2 − v1).
Further if ∇vL(v1) = ∇vL(v2), it is true that H(ξ)(v2 − v1). Because of the positive
definite property for H , we have v2 = v1, which implies that∇vL(v) is one-to-one.















































Since L is convex, we further have the relaxed optimization
max
v
{∇ψT (v + u)− L(v)}
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is a convex problem and get the condition for the optimal v∗ to be
[∇vf(u+ v∗)]T ∇ψ = ∇vL(v∗)
=⇒∇ψ = [∇wg(f(u+ v∗))]T ∇vL(v∗).







and ‖v∗‖ ≤ V holds. Thus, v∗ is the maximizer of H(x,∇ψ). Taking (5.27), (5.28) and
(5.29), we have
ψt +∇ψT (v∗ + u)− L(v∗) = 0,









= L(g(0)− u) <









= ∞. Thus, we
have t∗ > 0 such that given x,
t∗ = arg min
t≥0
ψ(x, t).
Thus, v∗ = g((x− x0)/t∗)− u gives us a constant velocity motion.
5.5 Simulation Results
In this section, we provide multiple simulations to validate the strength of the proposed
method. First, the time-optimal and energy-optimal path planning examples with vehicle
travel in simple canonical time flow field are presented. These examples serve as bench-
mark examples wherein, we compare the solution obtained by our algorithm to solutions
derived analytically, or through numerical optimization, or other path planning methods.
Then we present a path planning example of using the proposed method to plan the time-
optimal and energy-optimal path in a realistic ocean surface flow field. This simulation is
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intended to verify the performance of the proposed method in a highly complicated and
strong real ocean flow field.
In this section, we consider the space to be R2 or R3. In R2, boundaries are line
segments and the parametrization can be represented by the endpoints p1i , p
2
i as xi =
λip
1
i + (1 − λi)p2i with λi ∈ [0, 1]. Meanhwhile in R3, we take use of the plane equa-






Moreover, ifC = 0, we could choose the non-zeros one betweenA,B to have the parametriza-
tion.
5.5.1 Constant flow
In this case, we consider the vehicle travels in a constant flow field. The flow speed is (1, 1)
for all position in the domain. As shown in Fig. 5.2, though the flow field is uniform, the
domain is divided into several regions of the same flow speed, in order to meet with the
assumption that each of the regions is convex.
For the minimum time path planning, the proposed method generates one junction point
at (−0.0001, 9.5). By connecting the junction point with the starting and goal position, we
can construct the time-optimal path, as is shown in the left figure in Fig. 5.2. The planned
path is almost a straight line connecting the starting position to the goal position. Analytical
solution of the time-optimal path can be derived from solution of the Zermelo’s navigation
problem [73], which is a straight line connecting the starting position to the goal position.
In this case, the proposed method is able to derive the time-optimal path with numerical
error at the scale of 10−4, in a 20 × 20 domain. The scale of path planning error is related
to the choice of parameter of the proposed algorithm, and can be further reduced.
In addition, the cost computed by the proposed method is identical to the cost computed
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Figure 5.2: (Left) Time optimal path planned by the proposed method. (Right) Energy
optimal path planned by the proposed method given different running cost C assigned.
For both plots, the red triangle represents the starting position, while the red star denotes
the goal position. Boundaries of the regions are denoted by colored solid lines. The flow
speed at every position in the domain is marked by the blue arrows. The triangle and
square markers denote the junction points position of each planned path, while the black
line represents the optimal path.
analytically. Since the total vehicle speed u + v aligns with the tangent direction of the
planned path, the vehicle speed can be computed by the parallelogram law, which is v =
(−1,
√
8). Therefore, the minimum travel time is 5.2241. The travel time computed by the
proposed method is 5.2241, same as the analytical result. Thus, the proposed method finds
the time-optimal path, and also accurately computes the optimal travel time in the constant
flow case.
The right figure in Fig. 5.2 shows the energy-optimal path under different assigned
running cost. For both C = 1 and C = 2 cases, the proposed method generates junction
point at (−0.0001, 9.5), same as the junction computed in the time-optimal path planning
case. The straight planned path is also consistent with the theoretical analysis presented in
[74].
In addition, the cost computed by the proposed method is also identical to the cost
computed analytically. Since in the constant flow field, the vehicle travels in constant
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s.t. (v + u)T = rf − r0,
(5.30)
where rf and r0 denote the goal position and the starting position.
This optimization problem can also be solved analytically by taking the equality con-
straint into the optimization objective. Taking derivative of the optimization objective with
respect to T . The cost computed analytically is 29.2820 when C = 1, while the proposed
method also generates exactly the same result. The cost computed analytically is 40.0000
when C = 2, while the proposed method also generates cost of the same value.
5.5.2 Jet flow
In the second benchmark example, we apply the proposed path planning algorithm to let the
vehicle optimally cross a jet flow. As shown in Fig. 5.3, we consider a flow field containing
a uniform jet, from left to right, of constant speed (2.9, 0), which is 0.1 less than the vehicle
speed. Flow speed is assumed to be zero anywhere outside the jet flow.
For the minimum time path planning, the proposed method generates two junction
points at (−1.1180, 7.5) and (1.4161, 10.5). The time-optimal path is shown in the left
figure in Fig. 5.3. In order to analytically derive the time-optimal path, we adopt the same
formulation as in [75], and formulate the time optimal path planning problem to be a non-
linear optimization problem. Parameters used for formulating the problem are described in










s.t. y1 tan θ1 − d(tanα +
u
V
secα) + y2 tan θ2 = 0.
(5.31)
The travel time is represented as the N-S displacement divided by vehicle’s total speed in
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Figure 5.3: (Left) Time optimal path planned by the proposed method. (Right) Energy
optimal path planned by the proposed method given different running cost C assigned. The
red triangle and red star represent the starting and goal position respectively. Boundaries
of the jet flow are denoted by colored solid lines. The jet flow speed is represented by the
blue arrows. The optimal path is marked by black line, while the marker position denotes
junction points computed by the proposed method.
Figure 5.4: Demonstration of parameters used in formulating path planning into nonlinear
optimization problem. θ1, θ2, β denotes the angle of the three segments of planned path; α
represents vehicle’s steering angle when traveling inside the jet; d denotes the width of the
jet flow, and y1, y2 describes the distance between boundaries of the jet and the starting and
goal position.
N-S direction, and the travel time is minimized under the constraint that the horizontal dis-
placement from starting to final position is zero. By solving the optimization numerically
in MATLAB, we have the path planning results comparison in Table 5.1. Moreover, we
have also applied LSM to the same time-optimal path planning problem, based on the LSM
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toolbox described in [76], and presented parameters of the planned path in Table 5.1. From
this table, if we consider the planned path derived by nonlinear optimization with MAT-
LAB as ground truth, the proposed method achieves accuracy of scale 10−4 in a 20 × 20
domain. Compared with LSM, the proposed method can achieve higher accuracy in this
canonical flow scenario.
For the minimum energy path planning, we generate the optimal path given three dif-
ferent choices of running cost. Since the cost function of minimizing energy is assigned as
minimizing the integral of ‖v‖2 +C over time, in order to derive representative cases of the
selection ofC, we chooseC = 0.1, which is one magnitude smaller than vehicle speed, and
vehicle speed overrides the running cost in the cost function; C = 1, which is at the same
scale as vehicle speed; and C = 10, which is one magnitude larger than vehicle speed, and
the running cost in the cost function dominants over the energy cost. The planned optimal
paths are shown in the right figure of Fig. 5.3. When C = 10, the proposed method gen-
erates two junctions at (−1.1185, 7.5000) and (1.4156, 10.5). The two generated junctions
are the same as the junctions of time-optimal path. This simulation result is consistent with
the theoretical analysis presented in 6. In regions inside and outside the jet flow, according
to Lemma 5.4.3, the vehicle will be traveling in its maximum speed, and the problem of
energy optimal path planning is equivalent to the problem of time optimal path planning.
Thus, energy-optimal path is the same as the time-optimal path, given C = 10.
When we selectC = 1, the proposed method generates two junction points at (−2.1772, 7.5000)
and (2.7578, 10.5000). We verify the accuracy of the proposed method on deriving the en-
ergy optimal path by comparing the planned path given C = 1 with the optimal path
computed by MATLAB nonlinear optimization. The comparison result is shown in Table
5.2. If we consider the energy optimal path planned with MATLAB nonlinear optimization
as ground truth, the proposed method also achieves accuracy of scale 10−4 in a 20 × 20
domain, in the given canonical flow field.
When C = 0.1 is chosen, the energy-optimal path has even more deviation from the
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Table 5.1: Comparison of time-optimal planned path between using the proposed method,
LSM, and MATLAB nonlinear optimization
Proposed Method LSM Nonlinear Optimization with MATLAB
θ1 8.4785
◦ 8.4113◦ 8.4782◦
β −40.1878◦ −39.7923◦ −40.1873◦
α −7.4134◦ −8.1750◦ −7.4143◦
θ2 8.4783
◦ 8.2147◦ 8.4782◦
Table 5.2: Comparison of energy-optimal planned path between using the proposed
method, and MATLAB nonlinear optimization given C = 1







time-optimal path. Optimality verification of the planned path in this case is not included
in the paper to avoid repetition.
Block flow
For the third benchmark example, we present a case where there are multiple optimal paths
in a symmetrical flow field, in order to show that the proposed method is able to find all of
the optimal paths in the domain with the help of intermittent diffusion technique. As shown
in Fig. 5.5, the domain consists of five regions in total, with one region containing strong
flow of speed (0,−2), preventing the vehicle heading straight from the stating position to
the goal position. There are two regions on the left and on the right of the strong flow region,
of flow speed (1.5, 0) and (−1.5, 0), respectively. The two regions near the starting and goal
position are of zero flow. Since the flow field is symmetric in the horizontal direction, there
should be two symmetric time-optimal and energy-optimal paths. As shown in Fig. 5.5, the
proposed method is able to derive two time-optimal paths and two energy-optimal paths.
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Figure 5.5: (Left) Time optimal paths planned by the proposed method. (Right) Energy
optimal paths planned by the proposed method. For both time-optimal path planning and
energy-optimal path planning, multiple optimal paths are generated. Boundaries of the jet
flow are denoted by colored solid lines. The flow speed in the domain is represented by the
blue arrows. The optimal path is marked by black line, while the marker position denotes
junction points computed by the proposed method.
Jet flow in 3D space
For this benchmark example, we present path planning using the proposed method in a jet
flow in 3D space. The domain consists of three regions, divided by two boundary surfaces,
z = 10 and z = 15. In the region where z ∈ (0, 10), the flow speed is (0.5, 0, 0). There is
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Figure 5.6: (Left) Time optimal paths planned by the proposed method. The two junction
positions are marked on the plot (Right) Energy optimal paths planned by the proposed
method. In both plots, boundaries of the jet flow are denoted by the colored surfaces. The
flow speed in the domain is represented by the blue arrows. The optimal path is marked
by black line, while the marker position denotes junction points computed by the proposed
method.
strong jet flow in the region where z ∈ (10, 15) with flow speed (2, 1, 0). The flow speed is
zero in the region where z ∈ (15, 20). The starting position is assigned at the origin, while
the goal position is assigned at (0, 0, 20).
The left figure in Fig. 5.6 shows the time-optimal path planned by the proposed method.
The time-optimal solution is compared with the time-optimal path planned by the LSM. For
LSM, the domain size is set to be 80 × 80 grid cells, time step is 0.01. The comparison
result is shown in Table 5.3. In this comparison, assuming the path segment xi+1 − xi
travels from the boundary surface fαiβi to reach the boundary surface fαi+1βi+1 , we define
θi as the angle between path segment xi+1−xi and the boundary surface fαiβi . γi is defined
as the angle between the projection of xi+1−xi on the boundary surface fαiβi and the x-axis
of fαiβi , θi ∈ (0, 90◦], γi ∈ (−180◦, 180◦]. From the table, θi and γi computed from the
proposed method and the LSM are similar, with approximately 1◦ difference. Travel time
of the optimal path planned by the proposed method and LSM are also approximately the
same. The travel time of optimal path planned by LSM is 0.073 larger than the travel time
of the optimal solution from the proposed method.
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Travel time 6.9096 6.9826
Computation time 0.57 secs 10125.2 secs
Though the optimal solution generated by the two methods are almost the same, the
computation time differs significantly. In this flow field setting, LSM takes considerably
higher computation cost compared with the proposed method, as shown in Table 5.3. The
proposed method computes the optimal path by searching for junctions that minimize the
cost function only on the boundaries of flow regions. LSM solves for the optimal path
by propagating the reachability front, and the computation of reachability front is done by
embedding it as the zero-level set of a higher dimensional function [77]. Therefore, in 3D
case, the computational labor O(n3) is required per time step, where n is the number of
grid points in each of the spatial direction [77]. This explains the significant difference in
computational cost of the two methods in this flow field setting.
Note that for this benchmark example, the MATLAB nonlinear optimization method is
not applied. The optimal solution in this benchmark example is close to a singular point of
the optimization problem, introducing difficulty in solving for the optimal solution.
The energy-optimal path is shown in the right figure in Figure 5.6. The energy-optimal
path when C = 10 is exactly the same as the time-optimal path. As the assigned C de-
creases, the energy cost is attached relatively more weight in the cost function. Therefore,
the vehicle tends to save more energy to go with the flow in the bottom region and the jet
flow region. Therefore, the energy-optimal path deviates from the time-optimal path as C
decreases.
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Figure 5.7: (Left) Surface ocean flow field on May 27, 2017, 00:00 UTC at Cape Hat-
teras, NC. The orange and blue curved lines indicates the boundaries of the separated re-
gions computed from K-Means method. The orange and blue straight lines indicates the
smoothed boundaries of the regions derived by fitting the curved boundaries into straight
lines. Red triangle and red star indicate the starting and goal position. (Right) Rotated and
rescaled deployment domain divided into regions of uniform flow. Index of regions are
marked at the top-left corner of each region.
5.5.3 Surface ocean flow
In this section we present path planning simulation of glider traveling in real ocean surface
flow field near Cape Hatteras, North Carolina. The input flow map for path planning is
given by a 1-km horizontal resolution version of the Navy Coastal Ocean Model (NCOM)
[78] made available by J. Book and J. Osborne (Naval Research Laboratory, Stennis Space
Center). We will first describe using K-means clustering analysis method for flow field par-
titioning, then the results of applying the proposed path planning method on the partitioned
flow field will be presented.
Flow field partition algorithm
Given a predefined origin of the domain of vehicle deployment, the flow field data input
on the uniform Longitude and Latitude grid is converted using Mercator projection to flow
data on non-uniform Cartesian coordinate, where the x-axis denotes the Eastward distance
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Figure 5.8: (Left) Time-optimal path. (Right) Energy-optimal path given different running
cost. The optimal path is marked by black line, while the marker position denotes junction
points computed by the proposed method.
to the origin, and the y-axis denotes the Northward distance to the origin. Let x ∈ R2
denote the position of all flow data in Cartesian coordinate, while u ∈ R2 represent the
















denote the vector observation on each grid cell in the domain normalized to the scale of
[0, 1]. Then the domain can be divided into regions, S = {S1, S2, ..., Sk} by finding the








where µi denotes the centroid of points in Si. The above optimization problem can be
solved by the K-means method. It iteratives between two steps. The first step assigns
each data point in the domain to its nearest centroid, while the second step recomputes
the centroid position of each cluster by averaging the data points assigned to the centroid’s
cluster. The algorithm terminates when the assignment of data points no longer changes.
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Then S = {S1, S2, . . . , Sk} is the derived flow field partition.
Next we will introduce the derivation of boundary points, given the partitioned flow
regions. Let x(i,j) denote the position of one data point in the cartesian coordinate. Define
the set of neighboring points of (i, j) as N(i, j) = {(i ± 1, j), (i, j ± 1)}. If (i, j) ∈ Sα,
while there exists data point (m,n) ∈ N(i, j) that belongs to region Sβ, β 6= α, then
1
2
(x(i,j) + x(m,n)) is included in the boundary set between region α and region β. By
iterating this process on all grid cells in the domain, all boundaries between regions can
be detected.
Since the crooked flow region boundaries may introduce excessive difficulty to applying
the proposed path planning method, we introduce another step of smoothing the boundaries
of partitioned flow regions. For boundary between region α and region β, denoted as fαβ ,






dist(ax+ y + c = 0, bp)
where the distance function dist(ax + y + c = 0, b) is defined as the Euclidean distance
between the line defined by function ax+ y + c = 0 and the point bp.
Flow field partition and path planning results
Boundaries of the divided regions are shown in the left figure of Fig. 5.7. As shown in this
figure, from K-Means method, the flow field is divided into three regions, a strong jet flow
region, and two regions outside the strong flow. The crooked flow boundaries are smoothed
into straight lines using the Least Mean Square method. By rescaling, and rotating the
flow field according to the starting and goal position, we transformed the domain into the
field shown in the right figure of Fig. (5.7). Note that in this figure, several new regions
are added in order to simplify the computation of the proposed method. Accordingly,
the flow speed and vehicle speed are also rescaled. Glider’s horizontal forward speed is
0.27 − 0.3ms−1 on averaged. Thus, the rescaled vehicle speed is 6.51e−5. Similarly,
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after rescaling and rotating, the strong jet flow region is of speed (−5.91e−5, 6.05e−4),
which is about ten times faster than the vehicle speed. Region 1 and Region 2 are of flow
speed (−4.26e−6, 7.24e−5), approximately at the same magnitude as the vehicle speed.
Region 5 and Region 6 are of flow speed (−3.31e−6, 7.92e−5), also at the same scale of
the rescaled vehicle speed.
The time-optimal and energy-optimal paths are shown in Fig. 5.8. For the time-optimal
path, the vehicle makes a detour and takes advantage of the strong vertical ocean flow to
travel to the goal position. Energy optimal path planning generates similar results when
C = 1e03 and C = 20. In these cases, the running cost is much larger than the vehicle
speed. Thus the energy-optimal planned path is identical to the time-optimal path. When
C = 2e − 10, the running cost is much less than vehicle speed. In this case, instead of
making use of the strong jet flow, the proposed method generates planned path that go
straight towards the goal position.
5.6 Conclusion
In this paper, we propose a new method using Method of Evolving Junctions to solve the
AUV path planning problem in an arbitrary flow field with the dynamics being ẋ = u + v
where u is the flow field and v is the vehicle velocity. Taking advantage of the explicit
solution in constant flow field being straight line motion, we partition the flow field into
piece-wise constant vector field and transform the optimal control problem into a finite
dimensional optimization, using intermittent diffusion method to get the global minimizer.
In this way, we can get rid of the system error induced by discretizing the continuous
space. Also, our method can be trivially extended to high dimensional general vehicle path
planning problems in the same time complexity without making further assumption.
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CHAPTER 6
K-MEANS ON GRAPHS VIA OPTIMAL TRANSPORT
6.1 Introduction
K-means is an important method in data analysis, seeking a set of centroids, which is used
to partition a given dataset into finite number of classes. Typically Euclidean distance is
taken for centroids selection [79, 80, 81] and Lloyd’s algorithm is an efficient method to
handle this case, which gives meaningful local optimal, although in finding the global op-
timal solution of the K-means problem is NP-hard [82, 83]. K-means++ method [84] gives
an efficient way to create initializations and several other strategies have been proposed
to speed up the computations [85, 86]. In [87], a backward Euler method is proposed to
solve K-means problem. If outliers exist, local search related method is embedded in the
algorithm [88]. And [89] improves K-means algorithm if the dataset is large.
Meanwhile, optimal transport theory studies how to transport one density to another on
the probability space and defines the Wasserstein distance [90]. It has been used for cluster-
ing problem involves distributions [91, 92, 93], especially for interval data and histograms
[94, 95, 96]. It is worth mentioning that the Wasserstein distance admits an explicit formula
for one-dimensional histogram [97].
In practice, the dataset often lives on a discrete graph instead of continuous space and
optimal transport provides powerful tools incorporating the graph structure [98, 99, 100,
101]. Likewise in the text classification problem [102, 103, 104], one treats each document
as a sample generated independently from multinomial distributions and needs to cluster
bunches of documents into several classes with distribution centroids calculated. Thus,
solving the clustering problem on a graph is in demand.
In this chapter, motivated by [105, 106], we define the discrete Wasserstein-(1, p) dis-
135
tance on a simple finite graph G = (V,E). Here (1, p) represents the ground metric on
the graph is lp, which is homogeneous degree one. With this distance function on a graph,
we propose the K-means problem on the discrete probability simplex. It aims to cluster
different distributions supported on G to a fixed number of classes. To efficiently solve this
minimization, we apply the gradient flow induced by discrete Wasserstein-2 metric [53,
107]. Our framework follows the Lloyd’s algorithm. It contains two major steps: assign
each data point to a class with given centroids and re-calculate centroids locations within
every class. The first step only involves the calculation of Wasserstein-(1, p) distance. For
the second part, we formulate the problem in an optimization and compute the problem
efficiently using the gradient flow induced by Wasserstein-2 metric on graphs.
This chapter is organized as below: In Section 6.2, we propose the Wasserstein K-means
problem on the probability space. In Section 6.3, we introduce the definition of discrete
Wasserstein-(1, p) distance with p ∈ [1,∞] as well as the gradient flow of the distance
function induced by Wasserstein-2 metric. Then the algorithm is given and corresponding
convergence analysis is stated in Section 6.3.4. Following this, experiments are conducted
in Section 6.4, within which, the results of Wasserstein-(1, p) calculations are shown with
different orientations and graph structures in Section 6.4.1. In Section 6.4.2, 6.4.3 and
6.4.4, we illustrate on how the Wasserstein-2 gradient flow works on distinct graphs. At
last, we experiment on our algorithm with two K-means problems in Section 6.4.5 and
6.4.6 and finish this chapter with a brief conclusion.
6.2 Problem Statement
Consider a connected simple graph G = (V,E) with V the vertex set and E the edge set.
The goal here is to separate a set of discrete distributions D = {ρβ}nβ=1 ⊂ P(G) into K
clusters, where n < ∞ and P(G) = {(ρi)i∈V :
∑|V |
i=1 ρi = 1, ρi ≥ 0} is the probability
simplex supported on the nodes of G.
This problem can be formulated into a K-means problem. Given a distance function
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where cα is the centroid of cluster Sα, S = (S1, · · · , SK) and
Sα = {ρ ∈ D : ρ is in the α cluster}.
A classical approach applies the Euclidean distance as the distance function, and solves the
K-means problem over two steps, known as expectation (E)–maximization (M) algorithm.
The first step (E step) assigns each ρ ∈ D to the cluster α by solving
α = arg min
γ∈{1,··· ,K}
d(ρ, cγ). (6.2)
And the second step (M step) uses the updated cluster information to relocate the centroids
for each cluster:





In this chapter we specify the distance function d as the discrete Wasserstein-(1, p)
(W1,p) distance
W1,p(ρ
0, ρ1) = inf
u
{
‖u‖1,p : div(u) + ρ1 − ρ0 = 0
}
. (6.4)
Here p ∈ [1,+∞],∇ ∈ R|E|×|V | is the discrete gradient operator, which has many different
ways to be defined. We give one used in this chapter in Section 6.3. div = −∇T is
the discrete divergence operator, u is the flux function defined on E and the infimum is
taken among all discrete flux with linear constraints involving two discrete densities ρ0, ρ1.
Especially, we are interested in the case when p = 2, which has the ground metric to
be standard Euclidean metric since it is the most commonly used distance for K-means
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problem.
In the algorithm, the E step calculates the W1,p distances from the current centroids to
the data points and assign each data point to the cluster with the shortest distance. In this
procedure, the minimization problem (6.4) is involved to compute W1,p. Meanwhile, the M
step re-assign the centroids for each cluster by solving another minimization (6.3). Notice
that (6.3) does not admit an explicit solution, we apply the gradient flow of this objective
function induced by Wasserstein-2 (W2) metric on graphs to handle this problem.
6.3 Algorithm
In this section, we define Wasserstein-(1, p) distances on graphs, then compute the dif-
ferential of the Wasserstein-(1, p) distance, and at last introduce the discrete W2 gradient
descent method. Using them, we provide the algorithms with convergence results.
6.3.1 Discrete W1,p Distance
Given a continuous spaceM, the Wasserstein (1, p) distance on P(M) is














Π(ν0, ν1) = {π : π(A×M) = ν0(A), π(M×B) = ν1(B)} ,
for all measurable set A,B ⊂ M. Assuming that ν0 and ν1 are absolutely continuous
with respect to the Lebesgue measure vol, we introduce the density function for ν0 and ν1,
denoting them as dν0 = ρ0dvol, dν1 = ρ1dvol. We can rewrite the distance function by the
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dual formulation [108, 109, 110, 90]:
W1,p(ρ






‖v(t, x)‖pρ(x, t)dxdt :
∂tρ(t, x) + div(ρ(t, x)v(t, x)) = 0,
ρ(·, 0) = ρ0, ρ(·, 1) = ρ1
}
,
where the infimum is taken among all vector field v(t, x) and density function ρ(t, x) such




ρ(t, x)v(t, x)dt as the flux function, following the Jensey’s inequality, the above
optimal control formulation in density space is equivalent to the minimization problem
[105]:
W1,p(ρ





div(u(x)) + ρ1(x)− ρ0(x) = 0,




where n is normal to ∂M and the infimum is over all flux function u(x).
Now we consider the case M = G. We define the Wasserstein metric on a graph
through formulation (6.5). We assign an orientation on G, which later brings us conve-
nience to use the Bregman iteration and explicit update formulation for gradient flow. On
each edge (i, j) ∈ E, we specify a direction either from i to j or the opposite and we denote
(i, j) ∈ E to imply the direction as from i to j, otherwise we use (j, i) to represent this
edge. With this,∇ = (∇ij,k)(i,j)∈E,k∈V ∈ R|E|×|V | is defined by
∇ij,k =

1 k = i
−1 k = j
0 k 6= i, j
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With the orientation, we denote
ui = (u(i,j))j∈ ~N(i), (6.6)
where ~N(i) = {k ∈ V : (i, k) ∈ E}. In this way, we introduce the following lp norm on
the graph ∫
M




for p ∈ [1,+∞]. It is straightfoward to show that the proposed method is a consistent
discreteization for the problem (6.5). The minimization problem is now in the form of
(6.4). To solve (6.4), we make use of the Lagrangian multiplier
L(u,Φ) = ‖u‖1,p + ΦT (div(u) + ρ1 − ρ0)
and derive the saddle point problem
W1,p(ρ





Saddle problem (6.7) can be solved by the first-order primal-dual method [105, 111, 112]:
uk+1 = arg min
u
{


















where ‖·‖2 is the standard Euclidean metric with µ and τ being two predefined parameters.
Here formula (6.8) represents the discrete gradient descent direction, while formula (6.9)
forms the discrete gradient ascent direction.







































‖ui‖p − (∇Φk)Ti ui +
1
2µ
(ui − uki )2
)}
,
with ui, (∇Φk)i, uki in the sense of (6.6).




i + µ(∇Φk)i, µ) for i ∈ V.
where p ∈ (1,+∞] and with q satisfying p−1 + q−1 = 1, we have


















(i,j) + µ(∇Φk)(i,j), µ) for (i, j) ∈ E
with





As for Φ, from (6.9), we directly have
Φk+1 = Φk + τ
(
div(2uk+1 − uk) + ρ1 − ρ0
)
.
The algorithm to compute the W1,p distance is given in Algorithm 9.
6.3.2 Differential of W1,p
With the definition of W1,p, we can have the dual formulation. And the dual form gives the
differential of W1,p, which will be used in the computation of W2 gradient flow later on.




0, ρ1) = −Φ∗ (6.10)
Proof. We first calculate the variational formula for L around the saddle point given arbi-
trary perturbation u0 and p−1 + q−1 = 1:

































































 1 x ≥ 0−1 x < 0 .
Since u0 is arbitrary and (u∗,Φ∗) is saddle point, (∇uL(u∗,Φ∗))T u0 = 0 and further we












Therefore, we can have the dual form of (6.7) as
W1,p(ρ
0, ρ1) = L(u∗,Φ∗)
= ‖u∗‖1,p + (Φ∗)T
(
div(u∗) + ρ1 − ρ0
)

























‖u∗i ‖p + (Φ∗)T (ρ1 − ρ0)
= (Φ∗)T (ρ1 − ρ0),
which, accompanied with the observation that ‖(∇Φ∗)i‖q = 1 for all i ∈ V , leads to the
fact that
W1,p(ρ
0, ρ1) = inf
Φ
{
ΦT (ρ1 − ρ0) : ‖(∇Φ)i‖q ≤ 1,∀i ∈ V
}
. (6.11)
Thus, combined with the envelope theorem [113], (6.11) implies (6.10).
With this result, we can now move on to solve (6.3) using Wasserstein-2 gradient flow.
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6.3.3 W2 Gradient Flow
Having the W1,p and corresponding differential, we finally give the W2 gradient flow
scheme on graph. It is known that given a functional F(ρ) on the probability manifold
of a continuous space, the W2 gradient flow is [90]:








F is the gradient function ofF with respect to the standard L2 Euclidean structure.
Based on (6.12), we give the W2 gradient flow on a graph G as




F1, · · · , F|V |
)
,
with Fi = ∂∂ρiF . We denote N(i) = {j : (i, j) ∈ E or (j, i) ∈ E} the neighborhood of i,
then L(ρ) is a projection matrix with each entry defined as
L(ρ)ij =

ωijρi Fi > Fj, j ∈ N(i)




Fi(ρ) = Fj(ρ), j ∈ N(i)
0 j /∈ N(i)
providing that ωij = ωji ≥ 0 as a set of weights on the edges.













where Φ∗(ρ, ρ̂) is the saddle point of W1,p(ρ, ρ̂) in (6.7). We update the centroid of Sα with






















where i ∈ V . We use the forward Euler method to discretize in time. The fully discrete
version of the gradient flow is






















Remark 7. Similar to the projection L(ρ) in (6.13), we can use the standard L2 projection








, for i ∈ V, (6.15)








, for i ∈ V. (6.16)
The convergence comparisons between these gradient flows will be provided in section 6.4.
145
Algorithm 8: K-means on graphs
Data: the graph G = (V,E); density set D = {ρβ}nβ=1, cluster number K
1 Randomly choose K initial centroids {cα}Kα=1 ⊂ P(G);
2 while not converge do
3 Class Assignment: Assign each ρβ to the cluster α (let ρβ ∈ Sα) with
Algorithm 9 to find (6.2);
4 Centroids Calculation: For each class Sα calculate the new centroid by
solving (6.3) with Algorithm 10;
5 end
6 return the centroid set {cα}Kα=1;
Remark 8. The Wasserstein K-means problem originally is defined on an undirected graph.
The gradient flow induced by discrete Wasserstein-2 metric is as well orientation free. For
discrete W1,p distance, there can be many definitions. However, in this chapter, we define
the distance on some specific orientation just to make the calculation possible.
6.3.4 Algorithm and Convergence Analysis
In this section, we give three main algorithms: W1,p distance calculation as Algorithm 9,
the gradient flow of (6.3) as Algorithm 10 and the algorithm to solve K-means problem on
P(G) as Algorithm 8.
The convergence of Algorithm 9 is guaranteed by the following theorem in [105]:
Theorem 6.3.2. Assume τµ < 1/λmax(∇T∇), where λmax(∇T∇) denotes the largest
eigenvalue of the discrete Laplacian operator∇T∇ in L2 sense. Then with (6.8) and (6.9),
(uk,Φk) −→ (u∗,Φ∗)
where (u∗,Φ∗) is a saddle point of L in (6.7). Define
Rk = (1/µ)‖uk+1 − uk‖2 + (1/τ)‖Φk+1 − Φk‖2 − 2
(
(Φk+1 − Φk)T∇T (uk+1 − uk)
)
.
ThenRk ≥ 0 andRk = 0 if and only if (uk,Φk) is a saddle point of (6.7). Rk monotonically
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Algorithm 9: W1,p Distance Calculation
Data: discrete density ρ0, ρ1; initial u0 and Φ0; p; step size µ, τ ; and the graph
G = (V,E) with orientation encoded in E
1 for k = 0, 1, 2, · · · , until converge do
2 if p 6= 1 then
3 for i ∈ V do
4 uk+1i = shrinkp(u
k
i + µ(∇Φk)i, µ);
5 end
6 else
7 for (i, j) ∈ E do
8 uk+1(i,j) = shrink1(u
k
(i,j) + µ(∇Φk)(i,j), µ);
9 end
10 end
11 Φk+1 = Φk + τ
(





Algorithm 10: W2 Gradient Flow of W1,p distance
Data: the discrete density set Sα; the initial guess set of the saddle point for each
ρβ ∈ Sα {(uβ,0,Φβ,0)}|S
α|
β=1; and initial guess of the centroid c
0
1 for k = 0, 1, 2, · · · , until converge do
2 For each ρβ ∈ Sα, use Algorithm 9 to get uβ,k+1,Φβ,k+1;




And Algorithm 10 is convergent because of the following theorem [53]
Theorem 6.3.3. Given a simple finite graphG = (V,E) and a functional ρ. The functional
F(ρ) is a Lyapunov function of (6.13). If ρ(t) is a solution of (6.13) with initial measure




At last, we can show the convergence of Algorithm 8.
Theorem 6.3.4. Algorithm 8 is convergent if the stopping condition is set to be that S does
not change in two consecutive iterations.
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Proof. We denote







where S = (S1. · · · , SK) and c = (c1, · · · , cK). At an arbitrary step, we denote (S1, c1)
is the result in the previous step and (S2, c2) is the result for the current iteration, then by
the description of E step, providing that S1 6= S2, we have F(S2, c1) ≤ F(S1, c1). And
in M step, if c1 is a minimizer of F(S2, c), we have c2 = c1 and in the next step, since c
does not change, S stays at S2 and the algorithm converges. If c2 6= c1, by the property of
gradient flow, F(S2, c2) < F(S2, c1). Thus, if S changes, F(S, c) decreases. On the other
hand, since the data set if finite, S has a finite number of choices, which leads to the fact
that Algorithm 8 converges.
6.4 Experiments
In this section, we give several examples (Section 6.4.1) to show the calculation and results
of W1,p distance with different p and different graph structures. Furthermore we conduct
various experiments to illustrate on how theW1,p gradient flow induced byW2 metric works
(Section 6.4.2, 6.4.3 and 6.4.4). At last, examples of Algorithm 8 are used to summarize
the performance and results of our approach (Section 6.4.5 and 6.4.6) using W1,2 as the
distance function. In all the examples, we choose parameters to be µ = 0.01, τ = 10,
initial u and Φ to be zeros vectors.
6.4.1 Calculation of W1,p Distance
We consider a 20× 20 grids as our graph and give an orientation, which is shown in Figure
6.1(a). Using different p, we calculate the W1,p distance between two discrete distributions
defined on the grid with ρ0 shown in Figure 6.1(b) a uniform distribution on the red nodes
and ρ1 also in Figure 6.1(b) distributed uniformly on black nodes on the grid. The W1,p
distance with different p is given in Table 6.1 and the flux vector u for p = 1, 2, 3,∞
148
Table 6.1: The W1,p distance with different p given orientation shown in Figure 6.1(a).
p 1 2 3 4 ∞
W1,p 14.666810 10.606654 9.598984 9.184174 8.451585
Table 6.2: The W1,p distance with different p on the graph in Figure 6.2 with ρ0, ρ1 showed in
Figure 6.3.
p 1 2 3 4 ∞
W1,p 13.000826 9.040019 8.018642 7.647420 7.125440
is displayed in Figure 6.1. The orange arrows depict the calculated flux function u with
arrows give the direction and the length of the segments describes the intensity.
W1,p also measures the distance on a graph equipped with an orientation. In this section,
we use a randomly generated 100-nodes graph, which is given in Figure 6.2. The arrow
on the edges are the orientation assigned to carry out the algorithm (Algorithm 9). With
different p, we calculate the distance of two distributions uniformly supported on red and
black nodes respectively. The arrows and length of orange segments imply the direction
and intensity of the flux function u on each edge. Table 6.2 and Figure 6.3 exhibit the
results.
6.4.2 n-point 1-D lattice with one target density
In this subsection, we conduct an experiment on 1-D lattice with 50 points. Denoting the
lattice to be G = (V,E) where V = {1, 2, · · · , 50}, we assign an orientation on the edge










(a) orientation on a 20× 20 grid (b) u for W1,1 with ρ0 a uniform distribution on
red nodes and ρ1 a uniform distribution on black
nodes. The distance is 14.67.
(c) u for W1,2 with ρ0 a uniform distribution on
red nodes and ρ1 a uniform distribution on black
nodes. The distance is 10.61.
(d) u for W1,3 with ρ0 a uniform distribution on
red nodes and ρ1 a uniform distribution on black
nodes. The distance is 9.60.
(e) u for W1,∞ with ρ0 a uniform distribution on
red nodes and ρ1 a uniform distribution on black
nodes. The distance is 8.45.
Figure 6.1: The orientation on a 20× 20 grid and results of the calculation of W1,p with different
p. We break the iteration if Rk < 1e− 8.
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Figure 6.2: Orientation of the graph structure
























and the objective function can be expressed as
F(ρ) = W1,2(ρ, ρ1)
for which it is obvious that the unique global minimizer if ρ = ρ1. Initially we randomly
generate a distribution ρ0, as shown in Figure 6.4(a), and as evolution conducted by (6.14),
ρ0 approaches ρ1 gradually and Figure 6.4(b) gives the distance change during the evolu-
tion.
In one full iteration, we need to first calculate the W1,p distance from the current ρ to
ρ1 and then perform an update on ρ, thus the most time consuming step is the computation
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(a) u for W1,1 with ρ0 a uniform distribution on
red nodes and ρ1 a uniform distribution on black
nodes. The distance is 13.00.
(b) u for W1,2 with ρ0 a uniform distribution on
red nodes and ρ1 a uniform distribution on black
nodes. The distance is 9.04.
(c) u for W1,3 with ρ0 a uniform distribution on
red nodes and ρ1 a uniform distribution on black
nodes. The distance is 8.02.
(d) u for W1,∞ with ρ0 a uniform distribution on
red nodes and ρ1 a uniform distribution on black
nodes. The distance is 7.13.
Figure 6.3: The results of the W1,p calculation of W1,p with different p on a general graph given in
Figure 6.2. The two distributions are uniformly distributed on the red and black nodes respectively.
We break the iteration if Rk < 1e− 8.
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(a) initial and target densities (b) W1,2 distance change
(c) Algorithm 9 iteration steps
Figure 6.4: initial target density functions and result information of example 1. As we can see, the
gradient flow drives the initial distribution to the target since the distance goes to 0 and in 6.4(c),
the iteration number of Algorithm 9 decreases fast and stay in a low iteration number level during
the whole procedure.
step for distances. Fortunately, since in the k-th step, if ∆t is relatively small, there is no
big change on ρ, which implies that u and Φ in the W1,p calculation will also not change
too much because of the continuity of W1,p distance. Therefore, if we use the uk−1 and
Φk−1 from the (k − 1)-th step as the initial, the Algorithm 9 converges in a few iterations,
which is consistent with the result shown in Figure 6.4(c) that gives the iteration number of
Algorithm 9 in each step in Algorithm 10. Furthermore, in Algorithm 8, since all the W1p
distance is pre-calculated in Class Assignment step, the gradient flow part does not even
need to conduct the most time consuming step, and therefore, Algorithm 8 is efficient.
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6.4.3 5-point 1-D lattice with k target density
In this example, a 5 points lattice with d(i,j) = 1 and∇ are defined by (6.17). However, we
































 100/K3 2 ≤ i ≤ 31/K3 otherwise .
Again, we randomly generate a distribution on the graph as our initial distribution (in Figure
6.5(a)) and the result given by Algorithm 10 is provided in Figure 6.5(b). Meanwhile, we
use the gradient flow induced by Fisher-Rao metric to calculate the problem and we get
the same result, which is displayed in Figure 6.5(c). In this example, the W2 gradient flow
shows faster convergence speed compared to the Fisher-Rao gradient flow.
6.4.4 Two components linked by a single edge
To show the different convergence result, we use a graph G = (V,E) displayed in Figure
6.6(a) with vertex label in it. This graph has a feature that it mainly has two separated
components and linked by a single edge. Moreover, we assign an arbitrary direction on
each edge and form the gradient operator ∇. With the initial distribution and 5 target
distributions given in Figure 6.6(b), we assign different sets of edge weights to evolve the
W2 gradient flow:
1. dij = 1 for all (i, j) ∈ E;
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(a) initial and target densities (b) steady state ρ using W2 gradient flow and
Fisher-Rao gradient flow
(c) convergence speed of two gradient flows
Figure 6.5: initial target density functions and steady states with Fisher-Rao and W2 gradient flows








(a) the graph of example 3 (b) initial and target densities
Figure 6.6: The graph and initial target densities for example 3.
2. d12 = d1j = 20 for all j ∈ N(1) and other dij = 1;
3. d12 = d2j = 20 for all j ∈ N(2) and other dij = 1.
The final steady state results only have slightly difference due to the accuracy of the dis-
cretization (6.14) and are given in Figure 6.7(a). The value of the objective function F as
time evolves is shown in Figure 6.7(b). It is shown in this plots that the second set of edge
weights gives the fastest convergence result, which converges faster than Fisher-Rao gradi-
ent flow. This example indicates the fact that since almost all the mass is transported from
the upper part of the graph to the lower part through the edge (1, 2), a higher weight can
guarantee a faster transport rate by (6.14). Since initially the mass is uniformly distributed
on the upper part of the graph and will simultaneously move to the node 1, a higher weight
on (1, j) ∈ E can ensure the mass rapidly concentrates on the ankle nodes 1 and 2.
Meanwhile, we carry out the gradient flow using the standard projection in L2 space.
As we can see from Figure 6.7(c), the gradient flow with standard Euclidean projection
stops converging to the the minimizer after a number of iterations.
Furthermore, if the initial distribution is on the boundary of P(G), that is, for some i,
ρ0i = 0, Fisher-Rao gradient flow will not converge. However, the W2 gradient flow still
works in this case, and if the initial and target are given in Figure 6.8(a), the change of ρ(t)
is given in Figure 6.8(b) with the edge weights defined as the second case above. Figure
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(a) steady states ρ for different methods (b) the change of objective function with different
methods
(c) the change of objective function for the gra-
dient flow with standard projection in Euclidean
space with different time step size
Figure 6.7: Steady states and convergence speed with different methods of example 3. The steady
states have slightly difference due to the accuracy. From 6.7(b), we can see that the second set of
edge weights gives the fastest convergence result, followed by the forth set, which are both faster
than Fisher-Rao gradient flow. And using the standard Euclidean projection is hard to converge.
157
(a) initial and target densities (b) ρ in different steps
(c) the change of objective function with different
methods
Figure 6.8: initial target density functions and steady states and convergence speed with different
methods of example 3 for initial ρ on the boundary case. And 6.8(b) gives several middle steps of
the evolution, from which we can see that the evolution always lie on the boundary of P(G).
6.8(c) gives the trend of F . We observe that the flow ρ(t) will stick on the boundary of the
space P(G) all the time.
Remark 9. We notice that the accuracy of the convergence is highly related with the dis-
crete time step size ∆t in (6.14). This may be caused by the smoothness issue of the L1
metric implicitly included in the W1,p. To better solve (6.3), proximal method may be an
approach to handle this issue.
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6.4.5 Clustering problem on a grid
We consider a clustering problem on a 6 × 6 grid. On it there are 6 discrete distribu-
tions that are plotted in Figure 6.9(a) and we want to cluster them into 2 classes. Among
them, ρ1, ρ2, ρ3 are delta measures centered around the bottom left corner of the graph and
ρ4, ρ5, ρ6 are another 3 delta measures centered around top right corners. We use ρ1 and ρ2
as our initial centroids and after 4 iterations, Algorithm 8 separates ρ1, ρ2, ρ3 into one class
while ρ4, ρ5, ρ6 into the other class, which is expected. The centroids of the two classes
are displayed in Figure 6.9(b). However, if we use Euclidean K-means method, the results
varies and one of the results is that ρ1, ρ2, ρ3, ρ4, ρ5 are clustered in class 1 and ρ1, ρ6 are in
class 2, with centroids depicted in Figure 6.9(c), 6.9(d). Meanwhile, Algorithm 8 is quite
stable for this example and it gives the same results with different initial centroids guesses.
We believe that this is because of the good property of Wasserstein-1 distance and the usage
of the graph structure when calculating W1,2 distance, which are lost if Euclidean distance
is involved for clustering.
6.4.6 Clustering problem on a general simple graph
In this last example, we randomly generate 100 points P1 in the box [0, 0.55] × [0, 0.55]
and then randomly generate another 100 points P2 in [0.5, 1]× [0.5, 1]. Combining the 200
points into the vertex set V = P1 ∪ P2 = {vi}200i=1, we add the edge between x, y ∈ V if
‖x− y‖ ≤ 0.1. Now we have the graph G = (V,E), which is shown in Figure 6.10(a). On
the graph, we select 4 points S1 = {xi}4i=1 in P1 and 4 points S2 = {xi}8i=5 in P2. Based











(a) dataset on the 6× 6 grid (b) the centroids derived by proposed method
(c) centroid for class 1 calculated by kmeans in
MATLAB
(d) centroid for class 2 calculated by kmeans in
MATLAB
Figure 6.9: The data and the centroids. The clustering result is: ρ1, ρ2, ρ3 are in one class while the
others are in the other class, which is expected. While kmeans in MATLAB cannot give expected re-
sult. If the centroids are shown in Figure 6.9(d) and 6.9(c), ρ1, ρ6 are in class 2 and ρ1, ρ2, ρ3, ρ4, ρ5
are in class 1.
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Thus, naturally we have our dataset on the two components of the graph: Figure 6.10(b)
shows the densities centered on the lower part of the graph and Figure 6.10(c) gives those
concentrated on the upper part, we want to cluster them into 2 classes. Initially we select
ρ2, ρ7 as the centroids. After the algorithm converges, it gives the centroids as in Figure
6.10(d) and the result is
C1 = {ρ1, ρ2}
C2 = {ρ3, ρ4, ρ5, ρ6, ρ7, ρ8}
The centroids in the figure concentrate on P1 and P2 parts respectively, which is expected.
The biased clustering result may be caused by the computational error and the sensitivity
of W1,p, that is, a small perturbation in the final centroids may cause different clustering
results.
6.5 Conclusion
In this chapter, we define the W1,p distance on graphs with p ∈ [1,∞]. We model the
K-means problem by W1,p distances and apply the Wasserstein-2 gradient descent for the
related optimization problems. The algorithm contains two major parts: Calculate W1,p
distance and then evaluate the W2 gradient flow. Each iteration heavily relies on the cal-
culation of W1,p thus we introduce an orientation based definition to make computation
easier. Moreover, the results of the previous iteration can be used as the initial condition
for current iteration to speedup the convergence of W1,p calculation (Algorithm 9). Mean-
while, this algorithm works when the initial distribution lies on the boundary of P(G) and
can give a reasonable and convergent flow ρ(t).
To solve minimization problem (6.3) more efficiently, in the future, we will study the
proximal approach instead of the gradient descent method for Wasserstein-1 objective func-
tion. This is because the Wasserstein-1 metric is a L1 type metric, which is not smooth. Be-
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(a) 200 nodes graph on (0, 1)× (0, 1) (b) the data set {ρi} concentrated on the lower part
of the graph
(c) the data set {ρi} concentrated on the upper part
of the graph
(d) final centroids
Figure 6.10: The basis information about the clustering problem on a 200 nodes graph with data
set size to be 8 and the final centroids with selected initial guess.
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sides these computational issues, our approach introduces a new learning modeling method,
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