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Re´sume´
L’e´tude des classes polynomiales constitue une ques-
tion importante en intelligence artificielle, en particulier
au niveau des proble`mes de satisfaction de contraintes.
Dans ce contexte, la proprie´te´ BTP fournit une classe
importante de l’e´tat de l’art. Dans cet article, nous pro-
posons d’e´tendre et de ge´ne´raliser cette classe en intro-
duisant la proprie´te´ k-BTP (et la classe des instances
satisfaisant cette proprie´te´) ou` le parame`tre k est une
constante donne´e. Ainsi, nous avons 2-BTP = BTP, et
pour k > 2, k-BTP est une relaxation de BTP au sens
ou` k-BTP ( (k + 1)-BTP . En outre, nous montrons
que si k-TW est la classe d’instances ayant une largeur
arborescente borne´e par une constante k, alors k-TW (
(k+1)-BTP . Au niveau de la complexite´, nous montrons
que les instances satisfaisant k-BTP et qui ve´rifient la
k-cohe´rence-forte sont reconnaissables et re´solubles en
temp polynomial. Nous e´tudions aussi la relation entre
k-BTP et l’approche de W. Naanaa qui a propose´ un
outil the´orique connu sous le vocable directional rank
afin d’e´tendre les classes polynomiales de manie`re para-
me´tre´e. Enfin, nous proposons une e´tude expe´rimentale
de 3-BTP qui montre l’inte´reˆt pratique de cette classe.
Abstract
The study of tractable classes is an important issue
in Artificial Intelligence, especially in Constraint Satis-
faction Problems. In this context, the Broken Triangle
Property (BTP) is a state-of-the-art microstructure-
based tractable class which generalizes well-known and
previously-defined tractable classes. In this paper, we
propose to extend and to generalize this class using a
∗Ce travail est soutenu par l’Agence Nationale de la Re-
cherche dans le cadre du projet TUPLES (ANR-2010-BLAN-
0210) ainsi que par l’EPSRC grant EP/L021226/1.
more general approach based on a parameter k which
is a given constant. To this end, we introduce the k-
BTP property (and the class of instances satisfying this
property) such that we have 2-BTP = BTP, and for
k > 2, k-BTP is a relaxation of BTP in the sense that
k-BTP ( (k + 1)-BTP . Moreover, we show that if k-
TW is the class of instances having tree-width bounded
by a constant k, then k-TW ( (k+1)-BTP . Concerning
tractability, we show that instances satisfying k-BTP and
which are strong k-consistent are tractable, that is, can
be recognized and solved in polynomial time. We also
study the relationship between k-BTP and the approach
of Naanaa who proposed a set-theoretical tool, known
as the directional rank, to extend tractable classes in a
parameterized way. Finally we propose an experimental
study of 3-BTP which shows the practical interest of this
class.
1 Introduction
Identifier des fragments polynomiaux, ge´ne´ralement
appele´s classes polynomiales, est une question impor-
tante en intelligence artificielle, en particulier dans
les proble`mes de satisfaction de contraintes (CSP).
De nombreuses e´tudes ont aborde´ cette question, no-
tamment de`s les de´buts de l’intelligence artificielle.
Ces re´sultats sont souvent de nature the´orique avec,
dans certains cas, la mise en e´vidence de classes po-
lynomiales qui peuvent tre`s souvent eˆtre conside´re´es
comme artificielles, au sens ou` il s’ave`re difficile, voire
impossible, de les exploiter pour la re´solution d’ins-
tances du monde re´el. Cela e´tant, certaines classes po-
lynomiales ont cependant effectivement e´te´ utilise´es en
pratique, comme notamment les classes de´finies par les
re´seaux de contraintes de largeur arborescente borne´e
[6, 11]. Plus re´cemment, le concept de classe hybride
a e´te´ introduit notamment avec la classe BTP [1].
Cette classe contient strictement des classes polyno-
miales structurelles (comme les CSP arborescents) et
des classes polynomiales de´finies par restriction de lan-
gage. Un avantage majeur de cette classe, en plus de
sa ge´ne´ralisation de classes polynomiales de´ja` connues,
est lie´ a` son inte´reˆt pratique. En effet, les instances de
cette classe peuvent eˆtre re´solues en temps polynomial
a` l’aide d’algorithmes tels que MAC (Maintaining Arc-
Consistency [17]) et RFL (Real Full Look-ahead [15]),
algorithmes qui sont ge´ne´ralement mis en œuvre dans
les solveurs. Cela permet a` BTP d’eˆtre directement
utilise´e en pratique. En outre, cette particularite´ peut
aussi aider a` expliquer the´oriquement l’efficacite´ pra-
tique, souvent remarquable des solveurs, alors meˆme
que la complexite´ en temps des algorithmes qu’ils im-
ple´mentent est exponentielle dans le pire des cas.
Dans cette contribution, nous revenons sur ce type
d’approche en ge´ne´ralisant la classe polynomiale BTP
dont la de´finition s’appuie sur l’exclusion de certains
motifs (appele´s triangles casse´s) dans le graphe de mi-
crostructure associe´ a` toute instance de CSP binaire.
Des travaux tre`s re´cents allant dans la meˆme direction
ont introduit la classe ETP [13] qui ge´ne´ralise BTP en
relaxant certaines de ses conditions, puisque certains
triangles casse´s sont tole´re´s dans ETP alors qu’ils sont
interdits pour BTP . Ici, nous proposons une ge´ne´ra-
lisation plus large appele´e k-BTP qui e´tend ces tra-
vaux selon deux axes. Tout d’abord, dans le meˆme
esprit que ETP , la nouvelle classe tole`re la pre´sence
d’un nombre plus grand de triangles casse´s, ge´ne´rali-
sant ainsi strictement ETP (et par conse´quent BTP ).
Deuxie`mement, la classe k-BTP est parame´tre´e par
une constante k de sorte a` offrir une version ge´ne´rique
et donc plus large, qui montre son inte´reˆt the´orique
pour des valeurs quelconques de k, bien qu’en pratique,
le cas pour lequel k = 3 doit probablement constituer
la classe la plus inte´ressante. Ainsi, alors que BTP
est de´finie pour des ensembles de 3 variables et ETP
pour des ensembles de 4 variables, k-BTP est de´finie
sur la base d’ensembles de k+1 variables ou` k est une
constante fixe´e. Dans cette approche, BTP = 2-BTP
tandis que ETP ( 3-BTP . Ainsi, cette approche
rend possible une ge´ne´ralisation stricte de ces deux
classes. De plus, k-BTP conserve certaines de leurs
proprie´te´s inte´ressantes ainsi que certains des avan-
tages pratiques. Notamment, nous montrons que les
algorithmes classiques comme MAC ou RFL peuvent
re´soudre des instances appartenant a` k-BTP en temps
polynomial, en supposant que ces instances ve´rifient la
k-cohe´rence-forte [9]. En outre, nous mettons en e´vi-
dence les relations de cette classe avec des classes po-
lynomiales structurelles et hybrides de la litte´rature.
Nous montrons en particulier que la classe des re´seaux
de contraintes dont la largeur arborescente est borne´e
par k est strictement incluse dans la classe k+1-BTP .
Ce re´sultat donne une premie`re re´ponse a` une question
pose´e tre`s re´cemment par M. Vardi et qui portait sur
les relations pouvant exister entre ETP et la classe
polynomiale induite par les instances de largeur arbo-
rescente borne´e [18]. Nous revenons e´galement sur un
re´sultat re´cent mais relativement me´connu qui a e´te´
propose´ par W. Naanaa [14] et dont nous e´tudions les
relations avec k-BTP .
Dans la partie 2, nous rappelons les de´finitions des
classes polynomiales BTP et ETP . Dans la partie 3
nous de´finissons la nouvelle classe k-BTP et nous
montrons que les instances de cette classe peuvent eˆtre
reconnues en temps polynomial. En outre, nous mon-
trons que sous l’hypothe`se supple´mentaire de ve´rifi-
cation de la k-cohe´rence-forte, les instances ve´rifiant
k-BTP peuvent eˆtre re´solues en temps polynomial et
que les algorithmes standards (comme MAC ou RFL)
peuvent les re´soudre polynomialement. Dans la par-
tie 4 nous e´tudions les relations entre k-BTP et plu-
sieurs classes polynomiales de la litte´rature, tandis que
dans la partie 5, nous pre´sentons des re´sultats expe´-
rimentaux sur la pre´sence de cette classe au sein des
benchmarks utilise´s par la communaute´, ainsi que sur
la re´solution de ses instances.
2 Pre´liminaires
Formellement, un proble`me de satisfaction de
contraintes (CSP) aussi appele´ re´seau de contraintes
est un triplet (X,D,C), ou` X = {x1, . . . , xn} est un
ensemble de n variables, D = (Dx1 , . . . , Dxn) est une
liste de domaines finis de valeurs, un par variable, et
C = {c1, . . . , ce} est un ensemble de e contraintes.
Chaque contrainte ci est une paire (S(ci), R(ci)), ou`
S(ci) = {xi1 , . . . , xik} ⊆ X est la porte´e (ou scope)
de ci, et R(ci) ⊆ Dxi1 × · · · × Dxik est sa relation
de compatibilite´. L’arite´ de ci est |S(ci)|. Dans cet
article, nous ne conside´rerons que le cas des CSP
binaires, c’est-a`-dire des CSP pour lesquels toutes
les contraintes ont pour arite´ 2. Pour simplifier la
notation, nous noterons cij la contrainte portant sur
xi et xj . La structure d’un re´seau de contraintes
est repre´sente´e par un graphe appele´ graphe de
contraintes, dont les sommets correspondent aux
variables et les areˆtes aux porte´es des contraintes.
L’affectation des variables d’un sous-ensemble Y de
X est dite cohe´rente si elle ne viole aucune contrainte
dont la porte´e est incluse dans Y . Nous utiliserons












Figure 1 – Une instance ne ve´rifiant pas BTP (a) et
une instance BTP (b) par rapport a` l’ordre x1 < x2 <
x3 si l’une des deux areˆtes en pointille´s est pre´sente.
valeurs de Dxj compatibles avec a ∈ Dxi . Ainsi, s’il
y a une contrainte dont la porte´e est {i, j}, alors
R(cij)[a] = {b ∈ Dxj |(a, b) ∈ R(cij)} ; s’il n’y pas de
contrainte dont la porte´e est {i, j}, alors, par de´faut,
R(cij)[a] = Dxj . Nous rappelons la proprie´te´ BTP
introduite dans [1].
De´finition (BTP) Une instance de CSP binaire
(X,D,C) satisfait la Broken Triangle Property (BTP)
par rapport a` un ordre sur les variables < si, pour tout
triplet de variables (xi, xj , xk) tel que i < j < k, si
(vi, vj) ∈ R(cij), (vi, vk) ∈ R(cik) et (vj , v
′
k) ∈ R(cjk),
alors soit (vi, v
′
k) ∈ R(cik), soit (vj , vk) ∈ R(cjk). Si
aucun de ces deux couples n’existe, (vi, vj , vk, v
′
k) est
appele´ triangle casse´ sur xk par rapport a` xi et xj .
S’il existe au moins un triangle casse´ sur xk par
rapport a` xi et xj , (xi, xj , xk) est appele´ triplet casse´
sur xk par rapport a` xi and xj . Soit BTP l’ensemble
des instances pour lesquelles il existe un ordre sur les
variables tel que BTP est ve´rifie´e par rapport a` cet
ordre. La proprie´te´ BTP est relative a` la compatibi-
lite´ entre valeurs des domaines et peut donc eˆtre re-
pre´sente´e graphiquement (figure 1) a` l’aide du graphe
de microstructure. Par exemple, dans la figure 1 (a),
il y a un triangle casse´ sur x3 par rapport aux va-
riables x1 et x2 puisque nous avons (v1, v
′
3) /∈ R(c13)
et (v2, v3) /∈ R(c23) tandis que (v1, v2) ∈ R(c12),
(v1, v3) ∈ R(c13) et (v2, v
′
3) ∈ R(c23) est ve´rifie´e.
Aussi, (x1, x2, x3) est un triplet casse´ sur x3 par rap-
port a` x1 et x2. Par contre, dans la figure 1 (b), si l’une
des deux areˆtes en pointille´s (c’est-a`-dire des 2-uplets)
figure dans la microstructure, la proprie´te´ BTP sera
ve´rifie´e pour tous les ordres sur les variables.
Tre`s re´cemment, un travail autour de la proprie´te´
BTP a conduit a` proposer une proprie´te´ voisine,
appele´e ETP pour Extendable-Triple Property [13]
qui est base´e sur une relaxation des conditions de
BTP, en conside´rant quatre variables plutoˆt que trois,
et en tole´rant l’existence de certains triangles casse´s.
De´finition (ETP) Une instance de CSP binaire
(X,D,C) satisfait la Extendable-Triple Property
(ETP) par rapport a` un ordre sur les variables < si
et seulement si, pour tout quadruplet de variables
(xi, xj , xk, xl) tel que i < j < k < l, il existe au plus
un triplet casse´ sur xl parmi (xi, xj , xl), (xi, xk, xl) et
(xj , xk, xl).
De cette fac¸on, une instance de CSP binaire peut
satisfaire la proprie´te´ ETP quand bien meˆme elle
contiendrait deux triplets casse´s parmi (xi, xj , xk, xl),
un sur xk, et un autre sur xl, alors qu’aucun n’est auto-
rise´ avec BTP. Ainsi, ETP ge´ne´ralise strictement BTP
puisqu’une instance peut satisfaire ETP en invalidant
BTP alors que l’inverse est faux. Une conse´quence im-
me´diate est que la classe des instances satisfaisant
BTP est strictement incluse dans la classe des ins-
tances satisfaisant ETP (note´e ETP ) comme indique´
dans le the´ore`me 1 de [13]. i.e. BTP ( ETP . Comme
dans le cas de BTP, ETP nous permet de de´finir une
classe polynomiale mais pour cela, il faut imposer une
proprie´te´ supple´mentaire lie´e au niveau de cohe´rence
locale qui doit eˆtre ve´rifie´e par les instances. Alors que
l’ensemble des instances satisfaisant BTP de´finit une
classe polynomiale, l’ensemble des instances satisfai-
sant ETP requiert de plus la satisfaction de la cohe´-
rence de chemin forte (Strong-Path-Consistency [9]),
c’est-a`-dire la cohe´rence d’arc et la cohe´rence de che-
min. Ne´anmoins, ces instances vont conserver certaines
des proprie´te´s inte´ressantes ve´rifie´es par les instances
satisfaisant BTP, comme par exemple leur capacite´ a`
eˆtre re´solues en temps polynomial par des algorithmes
usuels tels que MAC ou RFL. Dans la partie suivante,
nous introduisons une nouvelle proprie´te´ qui ge´ne´ralise
BTP mais e´galement ETP.
3 k-BTP : de´finition et proprie´te´es
De´finition (k-BTP) Une instance de CSP binaire
P = (X,D,C) satisfait la proprie´te´ k-BTP pour
un k donne´ (2 ≤ k < n) par rapport a` un ordre
sur les variables < si et seulement si, pour tout
sous-ensemble de k + 1 variables xi1 , xi2 , . . . xik+1 tel
que i1 < i2 < . . . < ik−1 < ik < ik+1, il existe au
moins un triplet de variables (xij , xij′ , xik+1) avec
1 ≤ j 6= j′ ≤ k tel qu’il n’existe pas de triangle casse´
sur xik+1 par rapport a` xij et xij′ .
On notera k-BTP l’ensemble des instances pour les-
quelles il existe un ordre sur les variables tel que k-
BTP est ve´rifie´e par rapport a` cet ordre. On peut
constater que 2-BTP est exactement BTP alors que
3-BTP inclut ETP. A` partir de la`, on peut imme´dia-
tement e´tendre le the´ore`me 1 de [13] puisque BTP (
ETP ( 3-BTP . Mais au-dela`, un re´sultat plus ge´ne´-
ral, qui est une conse´quence imme´diate de la de´finition
de k-BTP peut eˆtre formule´ :
The´ore`me 1 Pour tout k ≥ 2, on a :
k-BTP ( (k+1)-BTP
Pour analyser la polynomialite´ du traitement de k-
BTP, nous montrons maintenant que les instances de
cette classe peuvent eˆtre reconnues en temps polyno-
mial :
The´ore`me 2 E´tant donne´e une instance de CSP bi-
naire (X,D,C) et une constante k avec 2 ≤ k < n,
il existe un algorithme de complexite´ polynomiale pour
de´terminer un ordre sur les variables < tel que cette
instance satisfait k-BTP par rapport a` <, ou pour de´-
terminer qu’un tel ordre n’existe pas.
Preuve : Comme dans la preuve correspondante pour
BTP [1] et ETP [13], nous de´finissons une instance
de CSP note´e Po qui est cohe´rente si et seulement si
un ordre permettant de ve´rifier k-BTP existe. Plus
pre´cise´ment, cette instance posse`de une variable oi
de domaine {1, . . . , n} par variable xi de X. La va-
leur de oi repre´sente la position de la variable xi
dans l’ordre. Nous ajoutons une contrainte concer-
nant {oi1 , oi2 , . . . oik , oik+1} et imposant la condition
oik+1 < max(oi1 , oi2 , . . . oik) pour chaque k+1-uplet
de variables (xi1 , xi2 , . . . xik , xik+1) tel que chaque tri-
plet de variables (xij , xij′ , xik+1) avec 1 ≤ j 6= j
′ ≤ k
posse`de au moins un triangle casse´ sur xik+1 par rap-
port a` xij et xij′ . Si Po posse`de une solution, un
ordre total < sur les variables peut eˆtre produit a`
partir de l’ordre partiel donne´ par les valeurs des va-
riables oi. Alors, pour chaque k+1-uplet de variables
(xi1 , xi2 , . . . xik , xik+1), avec i1 < . . . < ik+1, nous
avons au moins un triplet de variables (xij , xij′ , xik+1)
avec 1 ≤ j 6= j′ ≤ k qui n’a pas de triangle casse´ sur
xik+1 par rapport a` xij et xij′ . En effet, si ce n’e´tait pas
le cas, alors la contrainte oik+1 < max(oi1 , oi2 , . . . oik)
aurait e´te´ impose´e, ce qui serait en contradiction avec
i1 < . . . < ik+1. Donc, si Po posse`de une solution, nous
avons un ordre satisfaisant la proprie´te´ k-BTP.
Inversement, conside´rons un ordre satisfaisant
la proprie´te´ k-BTP et supposons que Po n’a
pas de solution. Cela signifie qu’au moins une
contrainte oik+1 < max(oi1 , oi2 , . . . oik) est viole´e.
Donc chaque triplet de variables (xij , xij′ , xik+1)
avec 1 ≤ j 6= j′ ≤ k posse`de au moins un triangle
casse´ sur xik+1 , ce qui est impossible puisque cet
ordre ve´rifie la proprie´te´ k-BTP. Ainsi Po posse`de
une solution si et seulement si (X,D,C) admet un
ordre satisfaisant la proprie´te´ k-BTP. Nous montrons
maintenant que Po peut eˆtre construit et re´solu en
temps polynomial. Trouver tous les triplets casse´s
peut eˆtre re´alise´ en O(n3.d4), tandis que la de´finition
des contraintes oik+1 < max(oi1 , oi2 , . . . oik) peut eˆtre
re´alise´e en O(nk+1). Donc Po peut eˆtre calcule´ en
O(n3.d4 + nk+1). En outre, Po peut eˆtre re´solu en
temps polynomial en e´tablissant la cohe´rence d’arc
ge´ne´ralise´e puisque ses contraintes sont max-closed
[12]. 
Nous analysons maintenant la complexite´ de la
re´solution des instances de la classe k-BTP . Afin
d’assurer la polynomialite´ de k-BTP , nous conside´-
rons une condition supple´mentaire qui porte sur la
ve´rification par les instances de la k-cohe´rence-forte
dont nous rappelons la de´finition.
Definition (k-cohe´rence-forte [9]) Une instance
de CSP binaire satisfait la i-cohe´rence si toute affec-
tation cohe´rente de i− 1 variables peut eˆtre e´tendue a`
une affectation cohe´rente sur toute ie`me variable. Une
instance de CSP binaire satisfait la k-cohe´rence-forte
si elle satisfait la i-cohe´rence pour tout i tel que
1 ≤ i ≤ k.
La k-cohe´rence-forte et k-BTP permettent de
de´finir une nouvelle classe polynomiale :
The´ore`me 3 Soit P une instance de CSP binaire
telle qu’il existe une constante k avec 2 ≤ k < n pour
laquelle P satisfait k-BTP par rapport a` un ordre sur
les variables < ainsi que la k-cohe´rence-forte. Alors
l’instance P est cohe´rente et une solution peut eˆtre
trouve´e en temps polynomial.
Preuve : Conside´rons un ordre pour l’affectation des
variables correspondant a` l’ordre <. Comme l’instance
satisfait la k-cohe´rence-forte, elle satisfait la cohe´rence
d’arc et par conse´quent, aucun de ses domaines n’est
vide et chaque valeur posse`de au moins un support
dans chacun des autres domaines. De plus, comme
l’instance satisfait la k-cohe´rence-forte, il existe une
affectation cohe´rente des k premie`res variables. Main-
tenant, et plus ge´ne´ralement, supposons que nous dis-
posons d’une affectation cohe´rente (u1, u2, . . . ul−1, ul)
pour les l premie`res variables x1, x2, . . . xl−1, xl dans
l’ordre, avec k ≤ l < n. Nous montrons que cette af-
fectation peut eˆtre e´tendue de fac¸on cohe´rente sur la
variable xl+1. Pour montrer cela, nous devons prouver
que ∩1≤i≤lR(cil+1)[ui] 6= ∅, c’est-a`-dire qu’il existe au
moins une valeur dans le domaine de xl+1 qui est com-
patible avec l’affectation (u1, u2, . . . ul−1, ul).
Nous prouvons d’abord cela pour l = k. Conside´rons
l’affectation cohe´rente (u1, u2, . . . uk−1, uk) sur les k
premie`res variables. Conside´rons une k+1e`me variable
xk+1 apparaissant plus loin dans l’ordre. Puisque P
satisfait k-BTP , il existe au moins un triplet de va-
riables (xj , xj′ , xk+1) avec 1 ≤ j 6= j
′ ≤ k tel qu’il
n’existe pas de triangle casse´ sur xk+1 par rapport a`
xj et xj′ . D’apre`s le lemme 2.4 pre´sente´ dans [1], nous
avons :
(R(cjk+1)[uj ] ⊆ R(cj′k+1)[uj′ ])
ou
(R(cj′k+1)[uj′ ] ⊆ R(cjk+1)[uj ])
Sans manque de ge´ne´ralite´, supposons que
R(cjk+1)[uj ] ⊆ R(cj′k+1)[uj′ ] et j < j
′. Puisque
P satisfait la k-cohe´rence-forte, nous savons que l’af-
fectation partielle de (u1, u2, . . . , uj , . . . uk−1, uk) sur
k− 1 variables excluant l’affectation uj′ pour xj′ peut
eˆtre e´tendue de fac¸on cohe´rente sur la variable xk+1.
De plus, nous savons que R(cjk+1)[uj ] ⊆ R(cj′k+1)[uj′ ]
et par la cohe´rence d’arc, R(cijik+1)[uj ] 6= ∅. Par
conse´quent, (u1, u2, . . . , uj , . . ., uj′ , . . . , uk, uk+1)
est une affectation cohe´rente des k + 1 premie`res
variables.
Notons que cette preuve est e´galement valide pour
tous les sous-ensembles de k+1 variables tels que xk+1
apparaˆıt plus loin dans l’ordre <, et pas seulement
pour les k + 1 premie`res variables x1, x2, . . . xk−1, xk
et xk+1.
Maintenant, nous de´montrons la proprie´te´ pour l avec
k < l < n. C’est-a`-dire que nous montrons qu’une af-
fectation cohe´rente (u1, u2, . . . ul−1, ul) peut eˆtre e´ten-
due a` une (l+1)e`me variable. Comme hypothe`se d’in-
duction, nous supposons que chaque affectation cohe´-
rente sur l − 1 variables peut eˆtre e´tendue a` une le`me
variable qui apparaˆıt plus loin dans l’ordre conside´re´.
Conside´rons une affectation cohe´rente
(u1, u2, . . . ul−1, ul) sur les l premie`res variables.
Soit (ui1 , ui2 , . . . uik) une affectation partielle de
(u1, u2, . . . ul−1, ul) sur k variables. Comme P sa-
tisfait k-BTP, et comme k < l < n, pour tous les
sous-ensembles de k variables xi1 , xi2 , . . . xik , nous
savons qu’il existe un triangle qui n’est pas casse´
sur xl+1 par rapport a` xij et xij′ , avec xij et xij′
apparaissant dans les variables xi1 , xi2 , . . . xik . Aussi,
sans manque de ge´ne´ralite´, nous pouvons conside´rer
que i1 ≤ ij < ij′ ≤ ik ≤ l et que nous avons
R(cij l+1)[uij ] ⊆ R(cij′ l+1)[uij′ ]. Notons que xij et xij′
peuvent eˆtre permute´es dans l’ordre si c’est ne´cessaire.
Maintenant, conside´rons l’affectation cohe´rente
(u1, u2, . . . ul−1, ul) sur les l premie`res variables. Par
hypothe`se d’induction, chaque affectation partielle
de (u1, u2, . . . ul−1, ul) sur l − 1 variables peut eˆtre
e´tendue a` une affectation cohe´rente sur xl+1 avec
une valeur compatible ul+1. Maintenant, conside´-
rons l’affectation partielle sur l − 1 variables ou` uij′
n’apparaˆıt pas. Cette affectation est par exemple
(u1, u2, . . . uij , . . . ul−1, ul, ul+1). Comme nous avons
R(cij l+1)[uij ] ⊆ R(cij′ l+1)[uij′ ], la valeur uij′ est e´ga-
lement compatible avec ul+1, et donc l’affectation
(u1, u2, . . . uij , . . . uij′ , . . . ul−1, ul, ul+1) sur les l + 1
premie`res variables est une affectation cohe´rente.
Ainsi, toute affectation cohe´rente (u1, u2, . . .
ul−1, ul) sur (x1, x2, . . . xl−1, xl) peut eˆtre e´tendue a`
une (l + 1)e`me variable, pour tout l avec k < l < n.
Et plus ge´ne´ralement, nous avons de´montre´ que toute
affectation cohe´rente sur l variables, pas ne´cessai-
rement conse´cutives dans l’ordre (comme le sont
les l premie`res variables), peut eˆtre e´tendue a` une
affectation cohe´rente sur toute (l + 1)e`me variable qui
apparaˆıt apre`s ces l variables dans l’ordre < associe´
a` k-BTP. Ainsi, l’hypothe`se d’induction est ve´rifie´e
pour l’e´tape suivante.
Notons que cette preuve de´montre e´galement qu’une
instance qui satisfait la k-cohe´rence-forte et k-BTP
par rapport a` un ordre < est cohe´rente.
Finalement, e´tant donne´ un ordre <, nous mon-
trons que trouver une solution peut eˆtre re´alise´ en
temps polynomial. E´tant donne´e une affectation
cohe´rente (u1, u2, . . . ul) avec l < n, trouver une
valeur compatible ul+1 pour la variable suivante
xl+1 est re´alisable en recherchant dans son domaine
une valeur compatible, sachant que la taille du
domaine est majore´e par d. Pour chaque valeur,
nous devons ve´rifier les contraintes connectant la
variable xl+1 ce qui peut eˆtre re´alise´ en O(el+1) si
la variable suivante xl+1 posse`de el+1 voisins parmi
les variables pre´ce´dentes. Puisque Σ1≤l<nel+1 = e, le
couˆt total pour trouver une solution est O((n+e).d). 
Dans la suite, nous noterons k-BTP -SkC, la classe
des instances satisfaisant k-BTP et ve´rifiant la k-
cohe´rence-forte. Une des proprie´te´s les plus inte´res-
santes de la classe BTP est le fait que les instances
de cette classe peuvent eˆtre re´solues en temps polyno-
mial en utilisant des algorithmes classiques (tels que
MAC ou RFL), cela meˆmes qui sont mis en œuvre dans
la plupart des solveurs. La proprie´te´ suivante e´tablit
un re´sultat similaire pour k-BTP -SkC. En effet, la
preuve du the´ore`me 3 nous permet de montrer que des
algorithmes tels que BT (Backtracking), MAC et RFL
peuvent re´soudre (i.e. trouver une solution) toute ins-
tance de la classe k-BTP -SkC en temps polynomial :
The´ore`me 4 E´tant donne´ une instance P de CSP bi-
naire et un ordre sur les variables < tel que P satisfait
k-BTP par rapport a` < et ve´rifie la k-cohe´rence-forte,
les algorithmes BT, MAC et RFL trouvent une solu-
tion de l’instance P en temps polynomial.
Preuve : Comme l’instance satisfait la k-cohe´rence-
forte, BT utilisant l’ordre < pour l’affectation des
variables peut trouver une affectation cohe´rente sur
x1, x2, . . . xk−1 et xk. De plus, e´tant donne´ l avec
k < l < n, il est montre´ dans la preuve du the´ore`me
3 qu’une affectation cohe´rente (u1, u2, . . . ul−1, ul) sur
x1, x2, . . . xl−1 et xl peut eˆtre e´tendue a` une (l+1)
e`me
variable, c’est-a`-dire sur xl+1. Pour trouver une
affectation de xl+1, nous devons chercher une valeur
compatible dans son domaine. Cela est re´alisable en
O(el+1.d) en supposant que xl+1 posse`de el+1 voisins
dans les variables pre´ce´dentes. Donc, comme pour
la preuve du the´ore`me 3, trouver une solution de P
est globalement re´alisable en O((n + e).d). Si nous
conside´rons maintenant des algorithmes tels que MAC
ou RFL, par le meˆme raisonnement, nous montrons
que leur complexite´ est limite´e a` O(n.(n + e).d2)
en raison du couˆt supple´mentaire du filtrage par
cohe´rence d’arc effectue´ apre`s chaque affectation de
variable. 
Dans la partie 5, nous discutons de l’inte´reˆt de la
classe k-BTP d’un point de vue pratique. Avant cela,
dans la partie suivante, nous e´tudions les relations exis-
tant entre k-BTP et certaines classes polynomiales de
la litte´rature.
4 Relations existant entre k-BTP et
d’autres classes polynomiales
Nous conside´rons tout d’abord une classe polyno-
miale tre`s importante, a` la fois dans le cadre des CSP,
mais bien au-dela`, la classe base´e sur la notion de
de´composition arborescente de graphes [16].
De´finition (De´composition arborescente) E´tant
donne´ un graphe G = (X,C), une de´composition ar-
borescente de G est une paire (E, T ) ou` T = (I, F )
est un arbre et E = {Ei : i ∈ I} une famille de sous-
ensembles (appele´s clusters) de X, telle que chaque
cluster Ei est un nœud de T et ve´rifie :
(i) ∪i∈IEi = X,
(ii) pour chaque areˆte {x, y} ∈ C, il existe i ∈ I avec
{x, y} ⊆ Ei, et
(iii) pour tout i, j, k ∈ I, si k est sur un chemin de i
vers j dans T , alors Ei ∩ Ej ⊆ Ek.
La largeur d’une de´composition arborescente (E, T )
est e´gale a` maxi∈I |Ei| − 1. La largeur arborescente
ou tree-width w de G est la largeur minimale pour
toutes les de´compositions arborescentes de G.
Soit k-TW la classe des instances de CSP binaires
tels que leur largeur arborescente est infe´rieure ou
e´gale a` une constante k. Il est bien connu que k-TW
constitue une classe polynomiale [11]. Re´cemment, M.
Vardi a pose´ une question sur les relations qui pour-
raient exister entre k-TW et ETP ou d’autres ge´ne´ra-
lisations de BTP [18]. Les deux the´ore`mes qui suivent
donnent une premie`re re´ponse a` cette question.
The´ore`me 5 k-TW ( (k + 1)-BTP .
Preuve : Nous montrons tout d’abord que k-TW
⊆ (k + 1)-BTP . Il est bien connu que si la largeur
arborescente d’une instance de CSP binaire est borne´e
par k, il existe un ordre < sur les variables, tel que
pour xi ∈ X, |{xj ∈ X : j < i et cji ∈ C}| ≤ k [6].
Maintenant, conside´rons un sous-ensemble de
k + 2 variables xi1 , xi2 , . . . xik , xik+1 , xik+2 tel que
i1 < i2 < . . . < ik−1 < ik < ik+1 < ik+2. Puisque la
largeur arborescente est borne´e par k, nous savons
qu’il existe au plus k contraintes cijik+2 ∈ C. Donc, il
y a au moins un triplet de variables (xij , xij′ , xik+2)
avec 1 ≤ j 6= j′ ≤ k tel que cijik+2 /∈ C ou cij′ ik+2 /∈ C.
Sans manque de ge´ne´ralite´, supposons qu’il n’y a
pas de contrainte cijik+2 ∈ C. Ainsi, il n’y a aucun
triangle casse´ sur xik+2 par rapport a` xij et xij′
parce que toutes les valeurs de Dxij sont compatibles
avec toutes les valeurs de Dxik+2 . Ainsi, l’instance de
CSP conside´re´e satisfait la proprie´te´ (k + 1)-BTP .
Finalement, il est facile de de´finir des instances dont
la largeur arborescente est strictement supe´rieure
a` k et qui satisfont la proprie´te´ (k + 1)-BTP . Par
exemple, nous pouvons conside´rer une instance de
CSP monovalente (i.e. dont la taille des domaines
vaut un) et dont le graphe de contraintes est complet,
et posse´dant une solution. La largeur arborescente de
cette instance est n − 1 alors qu’elle satisfait k-BTP
pour toutes les valeurs possibles de k. 
Le couˆt de la ve´rification de cohe´rence d’instances
de k-TW est du meˆme ordre que celui de l’obtention de
la (k+1)-cohe´rence-forte, qui est O(nk+1dk+1). Ne´an-
moins, cela ne nous permet pas d’e´tablir une inclusion
formelle de k-TW dans (k+1)-BTP -S(k+1)C qui est
une classe polynomiale tandis (k+1)-BTP n’est pas
ne´cessairement une classe polynomiale. Mais si l’on
note k-TW -S(k+1)C, la classe des instances de CSP
binaires appartenant a` k-TW et qui satisfont la (k+1)-
cohe´rence-forte, nous obtenons directement le re´sultat
suivant :
The´ore`me 6 Pour toute valeur k < n, on a :
k-TW-S(k+1)C ( (k+1)-BTP-S(k+1)C.
Re´cemment, la classe polynomiale BTP a e´gale-
ment e´te´ ge´ne´ralise´e avec la de´finition de la proprie´te´
∀∃-BTP [2], d’une manie`re diffe´rente de celle que nous
proposons ici, mais e´galement en remarquant que tous
les triangles casse´s n’ont pas besoin d’eˆtre interdits.
Nous allons montrer que ces deux ge´ne´ralisations sont
orthogonales.
De´finition (∀∃-BTP) Une instance de CSP bi-
naire P satisfait la proprie´te´ ∀∃-BTP par rapport
a` un ordre des variables < si et seulement si, pour
chaque paire de variables xi, xk telles que i < k,
pour tout valeur vi ∈ Dxi , ∃vk ∈ Dxk telle que
(vi, vk) ∈ R(cik) et pour toute variable xj avec j < k
et j 6= i, et pour toute valeur vj ∈ Dxj et pour toute
valeur v′k ∈ Dxk , (vi, vj , vk, v
′
k) n’est pas un triangle
casse´ sur xk par rapport a` xi et xj. Soit ∀∃-BTP
l’ensemble des instances pour lesquelles ∀∃-BTP est
ve´rifie´e par rapport a` un certain ordre sur les variables.
La classe ∀∃-BTP peut eˆtre re´solue et reconnue en
temps polynomial [2]. Elle constitue une classe poly-
nomiale qui inclut strictement BTP car elle n’interdit
pas tous les triangles casse´s. Puisque k-BTP n’interdit
e´galement pas tous les triangles casse´s, il est naturel de
comparer ces deux classes. Nous analysons cela pour
le cas particulier k = 3, mais le meˆme argument vaut
pour toute valeur de k ≥ 3.
The´ore`me 7 Meˆme pour les ensembles d’instances
de CSP binaires qui ve´rifient la cohe´rence de chemin
forte, les proprie´te´s 3-BTP et ∀∃-BTP sont incompa-
rables.
Preuve : Prenons une instance P ∗ pour laquelle
chaque domaine Dxk contient une valeur a
∗ telle que
pour toutes les autres variables xi, pour toutes les va-
leurs vi ∈ Dxi , (vi, a
∗) ∈ R(cik). On remarque que
P ∗ satisfait ∀∃-BTP puisqu’il ne peut y avoir aucun
triangle casse´ de la forme (vi, vj , a
∗, v′k), la valeur a
∗
e´tant compatible avec toutes les affectations a` toutes
les autres variables. Il est facile de comple´ter une tellle
instance P ∗ de sorte qu’elle ne satisfasse pas 3-BTP
pour tout ordre sur les variables en rajoutant des tri-
angles casse´s sur d’autres valeurs de domaine que a∗.
Conside´rons une instance a` trois variables note´e P3,
avec des domaines {0, . . . , 7} et qui posse`de les trois
contraintes suivantes :
x1 = x2 ∧ x1 ≡ x2 + 1 (mod 8)
x2 = x3 ∧ x2 ≡ x3 + 2 (mod 8)
x1 = x3 ∧ x1 ≡ x3 + 4 (mod 8)
Ainsi, P3 ve´rifie la cohe´rence de chemin forte et
satisfait trivialement 3-BTP (car il n’y a que trois
variables), mais P3 ne satisfait pas ∀∃-BTP, quel que
soit l’ordre des variables. 
Nous conside´rons maintenant une classe polyno-
miale tre`s ge´ne´rale re´cemment de´couverte par Naa-
naa [14] et qui me´rite sans aucun doute d’eˆtre mieux
connue.
Soit E un ensemble fini et soit {Ei}i∈I une famille
finie de sous-ensembles de E. La famille {Ei}i∈I est







Notons que {Ei}i∈I ne peut eˆtre inde´pendante si ∃j 6=
j′ ∈ I tels que Ej ⊆ Ej′ puisque dans ce cas et avec







De´finition (Rang Directionnel) Soit P une
instance de CSP binaire dont les variables sont
totalement ordonne´es par <. Le rang directionnel
de la variable xm est la taille k de la plus grande
affectation cohe´rente (a1, . . . , ak) a` un ensemble de
variables xi1 , . . . , xik (avec i1 < . . . < ik < m) telle
que la famille des ensembles {R(cijm)[aj ]}j=1,...,k est
inde´pendante. Le rang directionnel de P (par rapport
a` l’ordre < de ses variables) est le rang directionnel
maximal sur toutes ses variables.
Naanaa a montre´ que si P est une instance de CSP
binaire qui a un rang directionnel ne de´passant pas
k et s’il ve´rifie la (k + 1)-cohe´rence-forte, alors P est
globalement cohe´rente [14]. On note DR-k, l’ensemble
de ces instances. Naanaa souligne que certaines classes
polynomiales connues telles que les instances de CSP
binaires avec des contraintes connected row convex [7],
ont un rang directionnel borne´.
Si une instance de CSP binaire P est (k + 1)-BTP,
alors aucune variable peut avoir un rang directionnel
plus grand que k. Ceci est duˆ au fait que pour toute
variable xm et toute affectation (a1, . . . , ak+1) d’un
ensemble de variables xi1 , . . . , xik+1 avec i1 < . . . <
ik+1 < m, par la de´finition de (k + 1)-BTP, nous de-
vons avoir R(cijm)[aj ] ⊆ R(cij′m)[aj′ ] pour certains
j 6= j′ ∈ {1, . . . , k+1}. Donc, comme observe´ ci-dessus,
les ensembles {R(cijm)[aj ]}j=1,...,k+1 ne peuvent pas
eˆtre inde´pendants. Il en re´sulte que la polynomialite´ de
(k+1)-BTP -S(k+1)C est e´galement un corollaire du
re´sultat de Naanaa [14]. Toutefois, la proprie´te´ (k+1)-
BTP, bien que subsume´e par DR-k, peut eˆtre de´tecte´e
en O(nkdk+n3d4) ce qui infe´rieur comparativement a`
O(nk+1dk+1) pour DR-k.
5 Expe´rimentations
Dans cette section, nous comparons l’inte´reˆt pra-
tique des classes polynomiales BTP , ETP -SPC, k-
BTP -SkC et DR-(k-1), ou` SPC notera la cohe´rence
de chemin forte, soit la 3-cohe´rence-forte. Nous ne
conside´rons que les cas pour lesquels k = 3, puisque
l’e´tablissement de la k-cohe´rence-forte devient trop
couˆteuse en temps, mais aussi du fait que pour k > 3,
cela peut conduire a` l’ajout de contraintes d’arite´ k−1.
Nos expe´riences concernent 2 373 instances binaires de
la troisie`me compe´tition de solveurs CSP 1. Il s’agit
donc d’instances de CSP binaires issues des bench-
marks utilise´s pour les e´valuations et les comparaisons
de solveurs. Nous mettons d’abord en e´vidence l’exis-
tence d’instances appartenant a` certaines des classes
polynomiales conside´re´es ici. Ce sont les meˆmes bench-
marks qui ont e´te´ utilise´s dans [13]. Ensuite, nous e´va-
luons l’impact de ces classes polynomiales sur l’effica-
cite´ des solveurs. La plupart des solveurs de l’e´tat de
l’art reposant sur les algorithmes MAC ou RFL, nous
pre´sentons donc ici les re´sultats obtenus sur MAC mais
on peut noter que nous avons observe´ des re´sultats si-
milaires avec RFL.
Puisque les classes polynomiales ETP -SPC, 3-
BTP -SPC et DR-2 exigent la ve´rification de la co-
he´rence de chemin forte, nous devons d’abord re´ali-
ser un tel filtrage sur chaque instance avant de ve´-
rifier si elle appartient aux classes conside´re´es, ceci
dans le meˆme esprit que [8]. Ce faisant, 628 instances
ont e´te´ de´tecte´es comme incohe´rentes et donc elles
appartiennent trivialement a` toutes ces classes poly-
nomiales. 85 des instances restantes appartiennent a`
3-BTP -SPC, alors que 87 ont un rang directionnel
infe´rieur ou e´gal a` deux. Parmi ces instances, nous
avons respectivement 71 et 76 instances appartenant a`
BTP -SPC et a` ETP -SPC. Les diffe´rences entre ces
classes polynomiales sont bien mises en e´vidence par
certaines instances de la famille bqwh-15-106 puisque
nous pouvons observer toutes les configurations pos-
sibles des relations d’inclusions BTP -SPC ( ETP -
SPC ( 3-BTP -SPC ( DR-2. Par exemple, l’ins-
tance bqwh-15-106-13 appartient a` toutes les classes
polynomiales conside´re´es alors que les instances bqwh-
15-106-28, bqwh-15-106-16 et bqwh-15-106-76 appar-
tiennent seulement respectivement a` trois, deux ou une
de ces classes polynomiales. Le tableau 5 pre´sente cer-
taines instances appartenant aux classes ETP -SPC,
3-BTP -SPC ou DR-2. Ce tableau fournit e´galement
la largeur arborescente w de ces instances et leur lar-
geur arborescente w′ une fois que le filtrage par cohe´-
rence de chemin forte a e´te´ applique´. Quand la largeur
arborescente exacte est inconnue (rappelons que le
calcul d’une de´composition arborescente optimale est
un proble`me NP-difficile), nous donnons son encadre-
ment par un intervalle. Nous pouvons noter la diver-
site´ de ces instances (instances acade´miques, ale´atoires
ou issues du monde re´el). Certaines de ces instances
1. Voir http ://www.cril.univ-artois.fr/CPAI08.
appartiennent a` 3-BTP -SPC ou DR-2 graˆce a` leur
structure. Par exemple, graph12-w0 et hanoi-7 ont un
graphe de contraintes acyclique tandis que la largeur
arborescente de domino-100-100 et crossword-m1-uk-
puzzle01 est de deux. Cependant, la plupart des ins-
tances ont une largeur arborescente supe´rieure a` deux.
En outre, dans la plupart des cas, l’application de SPC
peut augmenter de manie`re significative la largeur ar-
borescente d’origine de ces instances. Par exemple,
la largeur arborescente de l’instance driverlogw-09-sat
est initialement majore´e par 108 et est e´gale a` 629
apre`s l’application du filtrage SPC. Cette augmenta-
tion est explique´e par les paires de valeurs qui sont in-
terdites par SPC et dont la mise en e´vidence conduit
a` la repre´sentation de contraintes induites dont l’ajout
a pour effet de densifier le graphe de contraintes.
Lorsque SPC interdit une paire de valeurs (vi, vj) pour
une paire donne´e de variables (xi, xj), le filtrage sup-
prime (vi, vj) de la relation R(cij) si la contrainte cij
existe. Cependant, si la contrainte cij n’existe pas en-
core, le filtrage SPC doit d’abord l’ajouter au pro-
ble`me. Dans un tel cas, du fait des contraintes supple´-
mentaires et de leur nombre, la largeur arborescente
peut augmenter de manie`re significative. Il est a` noter
que pour les instances conside´re´es dont la largeur ar-
borescente est d’au plus deux initialement, la largeur
arborescente demeure inchange´e apre`s l’application du
filtrage SPC.
En ce qui concerne la re´solution, toutes les instances
appartenant a` 3-BTP -SPC ou DR-2 sont re´solues
par MAC sans aucun retour arrie`re, sauf l’instance
driverlogw-04c-sat qui n’y a recours qu’une seule fois.
Il faut noter que MAC n’a pas connaissance de l’ordre
sur les variables ne´cessaire a` la satisfaction de 3-BTP
ni d’ailleurs de l’ordre associe´ a` un rang directionnel au
plus e´gal a` deux. Dans la plupart des cas, nous avons
d’ailleurs observe´ que l’instance de CSP utilise´e dans la
preuve du the´ore`me 2 afin de calculer un ordre sur les
variables approprie´ n’a pas de contrainte. Ainsi, tout
ordre des variables est approprie´. En revanche, pour
une douzaine d’instances, ce CSP posse`de plusieurs
contraintes mais reste nettement sous-contraint et le
re´seau de contraintes correspondant posse`de plusieurs
composantes connexes. Il en re´sulte que le CSP asso-
cie´ a` l’ordre posse`de ge´ne´ralement un grand nombre
de solutions. Il est donc tre`s probable que MAC ex-
ploite implicitement pour l’affectation des variables un
ordre approprie´. Par exemple, le CSP associe´ a` l’ordre
pour ve´rifier si l’instance bqwh-15-106-76 (qui posse`de
106 variables) a un rang directionnel majore´ par deux
posse`de 65 composantes connexes et admet plus de 33
millions de solutions.
Certaines des instances sont re´solues efficacement
par MAC sans retour arrie`re, meˆme si elles ne font
Instance n w w′ BTP -SPC ETP -SPC 3-BTP -SPC DR-2
bqwh-15-106-13 106 [7, 48] 104 oui oui oui oui
bqwh-15-106-16 106 [6, 45] 99 non non oui oui
bqwh-15-106-28 106 [7, 52] 105 non oui oui oui
bqwh-15-106-76 106 [6, 44] 100 non non non oui
bqwh-15-106-77 106 [7, 50] 100 non non oui oui
bqwh-18-141-33 141 [7, 64] 134 oui oui oui oui
bqwh-18-141-57 141 [7, 66] 137 oui oui oui oui
domino-100-100 100 2 2 oui oui oui oui
domino-5000-500 5000 2 2 oui oui oui oui
driverlogw-04c-sat 272 [19, 56] [214, 221] non non non oui
driverlogw-09-sat 650 [39, 108] 629 oui oui oui oui
fapp17-0300-10 300 [6, 153] [6, 154] oui oui oui oui
fapp18-0350-10 350 [5, 192] [12, 199] oui oui oui oui
fapp23-1800-9 1800 [6, 1325] [41, 1341] oui oui oui oui
graph12-w0 680 1 1 oui oui oui oui
graph13-w0 916 1 1 oui oui oui oui
hanoi-7 126 1 1 oui oui oui oui
langford-2-4 8 7 7 oui oui oui oui
lard-83-83 83 82 82 non non oui oui
lard-91-91 91 90 90 non non oui oui
os-taillard-4-100-0 16 [3, 9] 15 oui oui oui oui
os-taillard-4-100-9 16 [3, 9] 15 oui oui oui oui
scen5 400 [11, 32] [167, 188] non non oui oui
Table 1 – Quelques instances appartenant a` BTP -SPC, ETP -SPC, 3-BTP -SPC ou DR-2 apre`s l’application
de SPC, avec leur largeur arborescente w et la largeur arborescente w′ des instances une fois SPC applique´e.
pas partie de l’une des classes polynomiales e´tudie´es.
Aussi, nous conside´rons maintenant la notion de back-
door [19] avec l’objectif de proposer des explications au
sujet de cette efficacite´, dans le meˆme esprit que dans
[13]. Un backdoor est un ensemble de variables de´fini
par rapport a` une classe polynomiale, tel que, une fois
ces variables affecte´es, le sous-proble`me induit se situe
dans cette classe. Ici, nous nous inte´ressons a` des ba-
ckdoors qui sont de´couverts implicitement par MAC
lors de l’affectation de certaines variables. En effet,
apre`s quelques affectations et l’application du filtrage,
la partie restante du proble`me peut devenir finalement
polynomiale. Afin de tenter d’observer ce phe´nome`ne,
nous allons e´valuer le nombre de variables qui doivent
eˆtre affecte´es avant que MAC ne trouve implicitement
un backdoor de´fini par rapport a` l’une des classes e´tu-
die´es ici. Sur les 50 instances examine´es ici, nous avons
observe´ que MAC trouve un backdoor relatif a` BTP
apre`s avoir affecte´ plus de variables que pour les autres
classes conside´re´es. Les nombres de variables affecte´es
ne´cessaires pour trouver un backdoor respectivement
pour ETP et 3-BTP sont tre`s proches, voire e´gaux
dans la plupart des cas. En conside´rant DR-2, nous
gagnons quelques variables par rapport a` ETP et 3-
BTP . Par exemple, MAC a besoin d’affecter au plus
cinq variables avant de trouver un backdoor par rap-
port a` 3-BTP ou DR-2 pour 14 instances contre 12
et 4 instances pour ETP et BTP 2. Bien suˆr, les ins-
tances qui en re´sultent ne satisfont pas ne´cessairement
la cohe´rence de chemin forte et cela ne nous permet pas
d’exploiter le the´ore`me 4 pour expliquer l’efficacite´ de
MAC. Ne´anmoins, comme e´voque´ ci-dessus, le grand
nombre de solutions du CSP correspondant a` l’exis-
tence de ”bons ordres” permet probablement a` MAC
d’exploiter implicitement un ordre approprie´.
6 Conclusion
Cet article pre´sente une nouvelle famille de classes
polynomiales pour les CSP binaires, k-BTP , et dont
la polynomialite´ est associe´e a` un niveau donne´ de k-
cohe´rence-forte. Cette famille est base´e sur une hie´rar-
chie de classes d’instances dont la classe BTP consti-
tue le cas de base (BTP = 2-BTP ). Alors que BTP
est de´finie sur des sous-ensembles de 3 variables, les
classes k-BTP sont de´finies sur des ensembles de k+1
variables, tout en relaxant les conditions restrictives
impose´es par BTP . Nous avons montre´ que k-BTP
he´rite de certaines des proprie´te´s de BTP , comme par
2. Notons que ces instances ne comprennent pas toutes celles
mentionne´es dans [13] puisque certaines d’entre elles appar-
tiennent de´ja` a` 3-BTP -SPC et/ou DR-2.
exemple la possiblite´ d’eˆtre re´solue en temps polyno-
mial en utilisant des algorithmes standards tels que
MAC. Nous avons e´galement de´montre´ que k-BTP
ge´ne´ralise strictement la classe des instances dont la
largeur arborescente est borne´e par une constante et
nous avons analyse´ les relations avec la classe base´e
sur la notion de rang directionnel re´cemment intro-
duite par Naanaa. Pour e´valuer l’inte´reˆt pratique de
la classe k-BTP , une analyse expe´rimentale est pre´-
sente´e. Elle se concentre sur le cas particulier de 3-
BTP . Cette analyse montre un avantage significatif
de k-BTP , comparativement a` BTP et aux CSP de
largeur arborescente borne´e.
Un de´veloppement de ces travaux semble ne´cessaire
pour de´terminer si la condition correspondant a` la
k-cohe´rence-forte est re´ellement ne´cessaire ou si une
condition plus faible suffirait pour garantir la polyno-
mialite´. En effet, les expe´riences ont montre´ que MAC
peut re´soudre sans retour arrie`re certaines instances
appartenant a` 3-BTP meˆme lorsque ces instances ne
ve´rifient pas le niveau correspondant de cohe´rence.
D’un point de vue the´orique et pratique, un de´fi in-
te´ressant porte sur la recherche du niveau minimum
de cohe´rence requis parmi les diffe´rents types de co-
he´rences locales telles que PIC [10], maxRPC [4] ou
SAC [5]. En outre, l’e´tude d’une relaxation de la condi-
tion k-BTP devrait eˆtre aborde´e de manie`re a` e´tendre
la classe des instances qui peuvent eˆtre re´solues en
temps polynomial, mais dans une direction diffe´rente
de celle propose´e dans [14], meˆme si d’autres de´velop-
pements the´oriques et expe´rimentaux semblent claire-
ment ne´cessaires pour ve´ritablement appre´cier toutes
les conse´quences du re´sultat de Naanaa. Enfin, il pour-
rait eˆtre inte´ressant d’e´tudier, de´ja` sur le cas particu-
lier de 3-BTP , une approche similaire a` celle intro-
duite dans [3] ou` une nouvelle ope´ration de re´duction
re´alisable en temps polynomial base´e sur la fusion des
valeurs de domaines est propose´e.
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