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THE ALGEBRA OF DIFFERENTIAL OPERATORS FOR A MATRIX WEIGHT.
AN ULTRASPHERICAL EXAMPLE.
IGNACIO N. ZURRIA´N
Abstract. In this paper we study in detail algebraic properties of the algebra D(W ) of differential operators
associated to a matrix weight of Gegenbauer type. We prove that two second order operators generate
the algebra, indeed D(W ) is isomorphic to the free algebra generated by two elements subject to certain
relations. Also, the center is isomorphic to the affine algebra of a singular rational curve. The algebra D(W )
is a finitely-generated torsion-free module over its center, but it is not flat and therefore it is not projective.
This is the second detailed study of an algebra D(W ) and the first one coming from spherical functions
and group representations. We prove that the algebras for different Gegenbauer weights and the algebras
studied previously, related to Hermite weights, are isomorphic to each other. We give some general results
that allow us to regard the algebra D(W ) as the centralizer of its center in the Weyl algebra. We do believe
that this should hold for any irreducible weight and the case considered in this paper represents a good step
in this direction.
1. Introduction
The subject of matrix-valued orthogonal polynomials was introduced by M.G. Krein more than sixty
years ago, see [Kre49, Kre71]. In the scalar valued context, the orthogonal polynomial satisfying second
order differential equations played a very important role in many areas of mathematics and its applications.
A.J. Dura´n started the study of matrix-weights whose inner product admits a symmetric second order matrix
differential operator in [Dur97], following similar considerations by S. Bochner in the scalar case in [Boc29].
A general approach to the case of higher order can be found in [DG86, GH97].
Motivated by J.A. Tirao’s work on the theory of matrix-valued spherical functions, see [Tir77], one finds in
[GPT02a, GPT03, Gru¨03] the first examples of situations as those considered in [Dur97]; in [DG04] one can
find the development of a general method that leads to introduce and study classes of examples of orthonormal
matrix polynomials. In the last years, one can see a growing number of papers devoted to different aspects
of this question. For some of these recent papers, see [GPT01, GPT02b, Tir03, GPT04, DG05a, DG05c,
DG05b, DG05d, CG05, GPT05, Mir05, PT07] as well as [DdlI08a, DdlI08b, PR08, GdlIMF11, dlI11, KvPR12,
KvPR13, CdlI14, vPR14, AKdlR15].
For a given matrix weightW (x) of size N on the real line, on can consider a sequence of matrix orthogonal
polynomials with respect to W . Then, it is natural to think in the algebra D(W ) of matrix differential
operators having as eigenfunctions all these polynomials. A first attempt to go beyond the existence of
nontrivial elements in D(W ) and to study the full algebra (experimentally, with the assistance of symbolic
computation) is undertaken in [CG06]. In [Tir11] we can find a deep study of an algebra D(W ). In that case
the author considered the simplest possible example, which was one of the five examples included earlier in
[CG06].
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We wish to understand some algebraic properties of the algebra D(W ) and in this work we consider
an example coming from group representation theory. More precisely, our weight W and its orthogonal
polynomials were studied in [PZ15] based on [TZ14]. Namely,
W (x) =Wp,n = (1 − x
2)
n
2−1
(
p x2 + n− p −nx
−nx (n− p)x2 + p
)
, x ∈ [−1, 1],
for real parameters 0 < p < n/2. This was the example employed in the study of the first case of the time
and band limiting problem for matrix-valued functions (see [GPZ15]).
This algebra is of interest by itself. Even though it is not commutative and in the context of bispec-
trality one of the variables is discrete, there are strong motivations coming from the classical theory of
commuting operators. Among all the equations that are considered in the framework of the inverse scat-
tering method we can mention the Korteweg-de Vries equation and its two dimensional generalization, the
Kadomtsev-Petviashvili equation, the non-linear Schro¨dinger equation, the sine-Gordon equation and many
other fundamental equations of modern mathematical physics. All these equations can be represented as
compatibility conditions for an overdetermined system of auxiliary linear problems. For example, for the
KdV equation, this system has the form
Dψ = 0, ψt = Eψ,
with
D = − ∂
2
∂x2 + u(x, t), E =
∂3
∂x3 −
3
2 u
∂
∂x −
3
4 ux.
The compatibility of this system implies[
∂
∂t − E,D
]
= 0 ⇐⇒ Dt = [E,D] .
This operator equation is called “Lax equation”; each Lax equation is an infinite-dimensional analogue of
the completely integrable systems. For the KdV equation, Novikov considered the restriction to the space of
stationary solutions, which is essentially equivalent to consider a particular case of the more general problem
of the classification of commuting ordinary differential operators with scalar coefficients. As a pure algebraic
problem it was considered by Burchnall and Chaundy in [BC23, BC28]; given two commuting operators D
and E of order s and ℓ, respectively, there exists a polynomial R(λ, µ) in two variables such that
R(D,E) = 0.
If s and ℓ are coprime then for each point q = (λ, µ) of the curve Γ, that is defined in C2 by the equation
R(λ, µ) = 0, there corresponds a unique (up to constant factor) common eigenfunction ψ(x, q) of D and E:
Dψ(x, q) = λψ(x, q), Eψ(x, q) = µψ(x, q).
These commuting pairs are classified by a set of algebro-geometric data, see [Kri81, Mum77, Tak05].
Of course, working in a scalar context is crucial, as one would expect; if we are dealing with a noncom-
mutative ring of coefficients, such as the ring of matrices, things are more complicated. By considering only
commuting differential operators of order two one has a very illuminating contrast. In the scalar case the
coefficients of the highest derivatives of the commuting operators have to be the same up to a constant factor,
thus one is essentially dealing with an operator of order two and another of order one. In the matrix case
this is more complicated. In [KV01] one can find an interesting discussion and results on commuting matrix
differential operators. However, a natural source is the algebra D(W ), with special attention to its center or
even to the abelian maximal subalgebras. Particularly, we prove that our algebra D(W ) is the centralizer of
its center in the Weyl algebra D given by
D = {D =
s∑
i=0
∂iFi : Fi ∈MN [x]}.
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We prove that for any weight W , under certain conditions, this presentation of the algebra in terms of its
center is still valid. We expect that this presentation is always possible for any irreducible weight.
Now, we proceed to describe the contents of each section. In Section 2 we give a brief review of some
general notions and properties of the algebras D(W ).
In Section 3 we introduce our Gegenbauer example. We prove that our weights Wp,n, 0 < p < n/2, are
non-similar each other. Even though this weight is very different from the weight considered in [Tir11], we
take advantage of some ingenious tools used by Tirao to simplify some of the conditions satisfied by the
operators in D(W ) and, at the beginning, we follow the line of argument in [Tir11].
In Section 4 we prove that for any operator
D =
s∑
ℓ=0
∂ℓFℓ(x) ∈ D(W ),
if Fs 6= 0 then deg(Fs) = s and s is even. Even more, we have four operators D1, D2, D3, D4 of order two
that generate the algebra D(W ).
In Section 5 we prove that D(W ) is isomorphic to the free algebra generated by two elements, A and B,
with the following relations
B2A−AB2 = 0, BA2 +A2B − 2ABA−B = 0,
BAB +A3 − 2AB2 −A = 0, B3 − 2A2B +ABA = 0.
We also prove that all these non-similar weights Wp,n have isomorphic algebras D(Wp,n).
Also, in spite of the fact that the operators in [Tir11] are clearly different to the operators here, we prove
that the algebras are isomorphic.
In Section 6 we focus our attention on the center Z(W ) of the algebra D(W ), proving that it is generated
by two operators C1 and C2 of order four and six, respectively. Even more, the center of the algebra D(Wp,n)
is isomorphic to the affine algebra of the following singular rational curve:
x3 − y2 = (n− 2p)x y.
In the process of determining whether this is an Azumaya algebra or not, we prove that the algebra D(W ) is
a finitely-generated torsion-free module over the ring Z(W ), but it is not flat and therefore not projective.
In Section 7 we prove that under certain conditions, the algebra D(W ) is the centralizer of its center in
the Weyl algebra.
We are convinced that the study of these algebras can be useful for a better understanding of the theory of
matrix orthogonal polynomials that satisfy differential equations of order two. There is recent work [TZ15],
which includes very simple and direct criteria for the reducibility of a matrix weightW based on the algebra
D(W ). After carrying out the comparison and deep study of these algebras, we believe that a natural step
is to start a classification of matrix differential operators associated with matrix weights, aiming at giving a
description of the matrix commuting operators in algebro-geometric terms.
2. Preliminaries
LetW =W (x) be a weight matrix of sizeN ∈ N on the real line. By this we mean a complexN×N matrix-
valued integrable function on the interval (a, b) such that W (x) is positive definitive almost everywhere and
with finite moments of all orders. From now on we shall denote by MN the algebra of all N ×N matrices
over C and by MN [x] the algebra over C of all polynomials in x with coefficients in MN . We denote I
the identity of MN and by T
∗ the transpose conjugate of T . We introduce as in [Kre49] and [Kre71] the
following matrix-valued Hermitian sesquilinear form in the linear space MN [x]:
(P,Q) =
∫ b
a
P (x)W (x)Q(x)∗dx.
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Then MN [x] is a left inner product MN -module and there exists a unique sequence {Qw}w≥0 of monic
orthogonal polynomials. More generally, a sequence {Pw}w≥0 of matrix orthogonal polynomials is a sequence
of elements Pw ∈ MN [x] such that Pw is of degree w, its leading coefficient is a non singular matrix and
(P ′w, Pw) = 0 for all w
′ 6= w. Then any sequence {Pw}w≥0 of matrix orthogonal polynomials is of the
form Pw = AwQw where Aw ∈ GLN (C) is arbitrary for each w ≥ 0. We come now to the notion of a
differential operator with matrix coefficients acting on matrix-valued polynomials, i.e. elements of MN [x].
These operators can be made to act on our functions either on the left or on the right (see [Dur97]), but it
turns out to be convenient to work with differential operators acting on the right. Then, D given by
D =
s∑
i=0
∂iFi(x), ∂ =
d
dx
,
acts on P (x) by means of
PD(x) =
s∑
i=0
∂i(P )(x)Fi(x), ∂ =
d
dx
.
Notice that if D1 and D2 are two differential operators we have P (D1D2) = (PD1)D2. The following three
propositions are taken from [GT07].
Proposition 2.1 ([GT07], Proposition 2.6). Let W =W (x) be a weight matrix of size N and let {Qw}w≥0
be the sequence of monic orthogonal polynomials in MN [x]. If
D =
s∑
i=0
∂iFi(x), ∂ =
d
dx
,
is a linear right-hand side ordinary differential operator of order s such that
(1) QwD = ΛwQw, for all w ≥ 0,
with Λw ∈ MN , then Fi = Fi(x) ∈ MN [x] and degFi ≤ i. Moreover D is determined by the sequence
{Λw}w≥0.
We could have written the eigenvalue matrix Λw to the right of the matrix valued polynomials Qw above.
However, as shown in [Dur97], this only leads to uninteresting cases where the weight matrix is diagonal. To
ease the notation, if ν ∈ C let
[ν]i = ν(ν − 1) · · · (ν − i+ 1), [ν]0 = 1.
Proposition 2.2 ([GT07], Proposition 2.7). Let D =
∑s
i=0 ∂
iFi(x) satisfy (1), with
Fi(x) =
i∑
j=0
F ij (x).
Then
(2) Λw =
s∑
j=0
[w]iF
i
i for all w ≥ 0.
Hence, w → Λw is a matrix-valued polynomial function with deg Λw ≤ deg(D).
Given a sequence of matrix orthogonal polynomials {Qw}w≥0 we are interested in the algebra D(W ) of
all right-hand side differential operators with matrix-valued coefficients that have the polynomials Qw as
eigenfunctions. Notice that if QwD = ΛwQw for some eigenvalue matrix Λw ∈ MN , then Λw is uniquely
determined by D. In such a case we write Λw(D) = Λw. Thus
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(3) D(W ) = {D : QwD = Λw(D)Qw, Λw(D) ∈MN for all w ≥ 0}.
First of all we observe that the definition of D(W ) depends only on the weight matrix W = W (x) and
not on the sequence {Qw}w≥0.
Proposition 2.3 ([GT07], Proposition 2.8). Given a sequence {Qw}w≥0 of orthogonal polynomials let the
algebra D(W ) be as in (3). Then D → Λw(D) is a representation of D(W ) into MN , for each w ≥ 0.
Moreover the sequence of representations {Λw}w≥0 separates the elements of D(W ).
In particular, if {Qw}w≥0 is the sequence of monic orthogonal polynomials we have a homomorphism
∆ =
∏
∆w : D(W )→MN
N0
of D(W ) into the direct product of N0 copies of MN . Moreover ∆ is injective.
In Section 3 of [GT07] the ad-conditions coming from the bispectral pairs (L,D) are used to described
the image ∆(W ) of D(W ) by the eigenvalue isomorphism ∆. Here L is the difference operator associated to
the three term recursion relation satisfied by the sequence of monic orthogonal polynomials and D ∈ D(W ).
This gives a completely different presentation of D(W ) and will be used frequently to simplify several
computations. Let us mention that the ad-conditions were first introduced in [DG86].
3. The 2× 2 Gegenbauer Example
From now on we will consider the matrix-valued orthogonal polynomials related to the 2×2 weight matrix
given by
(4) W (x) =Wp,n = (1 − x
2)
n
2−1
(
p x2 + n− p −nx
−nx (n− p)x2 + p
)
, x ∈ [−1, 1],
for real parameters 0 < p < n/2.
The orthogonal polynomials arising here are discussed in full in [PZ15]. As we said in the introduction,
the purpose of this paper is to compute in this case the algebra D(W ) and to study its structure. The monic
orthogonal polynomials {Qw}w≥0 with respect to the weight matrix W (x) are explicitly given by
(5) Qw =
w!
2w
(
n+1
2
)
w
C
n+1
2
w (x) +
n+1
p+w C
n+3
2
w−2(x)
n+1
p+w C
n+3
2
w−1(x)
n+1
n−p+w C
n+3
2
w−1(x) C
n+1
2
w (x) +
n+1
n−p+w C
n+3
2
w−2(x)
 ,
where (a)w = a(a + 1) . . . (a + w − 1) denotes the Pochhammer’s symbol and C
λ
n(x) denotes the n-th
Gegenbauer polynomial
Cλn(x) =
(2λ)n
n!
2F1
(
−n, n+ 2λ
λ+ 1/2
;
1− x
2
)
.
As usual, we assume Cλn(x) = 0 if n < 0; recall that C
λ
n is a polynomial of degree n, with leading coefficient
2n(λ)n
n! . Recall that (see [AS65, p 561])
(6) C(α)n (z) =
⌊n/2⌋∑
k=0
(−1)k
Γ(n− k + α)
Γ(α)k!(n− 2k)!
(2z)n−2k.
Let us recall the concept of similarity for matrix weights. Two weights W and W˜ are said to be similar
if there exists a nonsingular matrix M , which does not depend on x, such that
W˜ (x) =MW (x)M∗, for all x ∈ (a, b).
Lemma 3.1. If (p, n) 6= (p˜, n˜) then Wp,n is not similar to Wp˜,n˜.
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Proof. If Wp,n is similar to Wp˜,n˜ then there exists a nonsingular matrixM =
(
a b
c d
)
such that W˜ =MWM∗,
therefore it is clear that n = n˜. Hence we have that the matrix
(
p˜ x2+n−p˜ −nx
−nx (n−p˜)x2+p˜
)
is of the form(
(|a|2p+|b|2n−|b|2p)x2+(−abn−ban)x+|a|2n−|a|2p+|b|2p (cap+(bn−bp)d)x2+(−bnc−and)x+(an−ap)c+dbp
(acp+(dn−dp)b)x2+(−dna−cnb)x+(cn−cp)a+bdp (|c|2p+|d|2n−|d|2p)x2+(−cdn−dcn)x+|c|2n−|c|2p+|d|2p
)
.
Then, by looking at the entry (1, 2) in the matrix above, we have(
cap+ (bn− bp) d
)
= 0 and (an− ap) c+ dbp = 0,
but since M is invertible and 0 < p < n/2 we have that M has to be the identity matrix. Hence (p, n) =
(p˜, n˜). 
Let us denote
Qw =
w∑
i=0
xiBwi .
From (5) and (6) we obtain
(7) Bww−2k =
w!(−1)k2−2k
(n+12 + w − k)kk!(w − 2k)!
(
p+w−2k
p+w 0
0 n−p+w−2kn−p+w
)
,
(8) Bww−2k−1 =
w!(−1)k2−2k
(n+12 + w − k)kk!(w − 2k − 1)!
(
0 1p+w
1
n−p+w 0
)
.
We will use some tools already employed by Tirao to simplify some of the conditions satisfied by the
operators in D(W ). We quote a result in [Tir11] (see Proposition 3.4 and equation (25)), making some
changes in the parameters.
Proposition 3.2. Let D =
∑s
j=0 ∂Fj(x), with Fj =
∑j
i=0 x
iF ji . Then D ∈ D(W ) if and only if
s∑
i=0
Bww−m+i
(
s∑
ℓ=0
[w −m+ i]ℓF
ℓ
ℓ−i
)
−
(
s∑
ℓ=0
[w]ℓF
ℓ
ℓ
)
Bww−m = 0
for all 0 ≤ m ≤ w, 0 ≤ w.
The following lemma states a nice property of the weight W that can be easily proved.
Lemma 3.3. Given
T =
(
1 0
0 −1
)
we have that
W (−x) = TW (x)T.
Definition 3.4. Given D =
∑
0≤i≤s ∂
iFi ∈ D let
D˜ =
∑
0≤i≤s
∂i(−1)iT F˜iT ∈ D,
where F˜i(x) = Fi(−x).
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Proposition 3.5 ([Tir11], Proposition 3.9). If D ∈ D(W ) then D˜ ∈ D(W ). Moreover, if {Qw}w≥0 is the
sequence of monic orthogonal polynomials with respect toW and {Λw(D)}w≥0 is the corresponding eigenvalue
sequence, then
Λw
(
D˜
)
= TΛw(D)T.
Theorem 3.6 ([Tir11], Theorem 3.10). The map D → D˜ defines an involutive automorphism of the algebra
D(W ).
We will need the following lemma from [PZ15].
Lemma 3.7 ([PZ15], Corollary 5.3). The set of differential operators of order at most two in D(W ) is a
five-dimensional vector space generated by the identity I and
D1 = ∂
2
(
x2 x
−x −1
)
+ ∂
(
(n+ 2)x n− p+ 2
−p 0
)
+
(
p (n− p+ 1) 0
0 0
)
,
D2 = ∂
2
(
−1 −x
x x2
)
+ ∂
(
0 p− n
p+ 2 (n+ 2)x
)
+
(
0 0
0 (p+ 1)(n− p)
)
,
D3 = ∂
2
(
−x −1
x2 x
)
+ ∂
(
−p 0
2(p+ 1)x p+ 2
)
+
(
0 0
p(p+ 1) 0
)
,
D4 = ∂
2
(
x x2
−1 −x
)
+ ∂
(
n− p+ 2 2(n− p+ 1)x
0 p− n
)
+
(
0 (n− p)(n− p+ 1)
0 0
)
.
The corresponding eigenvalues are given by
(9)
Λw(D1) =
(
(w+p)(w+n−p+1) 0
0 0
)
, Λw(D2) =
(
0 0
0 (w+p+1)(w+n−p)
)
,
Λw(D3) =
(
0 0
(w+p)(w+p+1) 0
)
, Λw(D4) =
(
0 (w+n−p)(w+n−p+1)
0 0
)
.
It can be easily checked that
D˜1 = D1, D˜2 = D2, D˜3 = −D3 D˜4 = −D4,
It is worthwhile paying attention to the expression of the matrix eigenvalues in Lemma 3.7. They will be
used in some proofs and they imply the following additional remark.
Remark 3.8. We have the following relations among the differential operators D1, D2, D3, D4.
D1D2 = 0, D1D3 = 0, D1D4 = D4D2 − (n− 2p)D4,
D2D1 = 0, D2D3 = D3D1 + (n− 2p)D3, D2D4 = 0,
D3D2 = 0, D3D3 = 0, D3D4 = D
2
2 − (n− 2p)D2,
D4D1 = 0, D4D3 = D
2
1 + (n− 2p)D1, D4D4 = 0.
4. The Order of the Operators in D(W )
In this section we prove that any operator
D =
s∑
ℓ=0
∂ℓFℓ(x) ∈ D(W )
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is of even order and either Fs = 0 or deg(Fs) = s. Furthermore, {D1, D2, D3, D4} generates the algebra
D(W ). We start by considering operators D such that D˜ = D, later we prove that the same results hold for
all operators.
From (7) and (8) we have(
Bww−2(k−i)
)
11
=
p+ w − 2k + 2i
p+ w − 2k
(−1)i22i
(
n+1
2 + w − k
)
i
[k]i
[w − 2k + 2i]2i
(
Bww−2k
)
11
,(10)
(
Bww−2k−1
)
12
=
w − 2k
p+ w − 2k
(
Bww−2k
)
11
.(11)
Let us assume that D˜ = D and that s = 2r + 1, r ∈ N. If, for 0 ≤ ℓ ≤ s, we denote Fℓ =
∑ℓ
i=0 x
iF ℓi then
from our hypotheses we have
F ℓℓ−2i =
(
uℓℓ−2i 0
0 vℓℓ−2i
)
, F ℓℓ−2i+1 =
(
0 yℓℓ−2i+1
zℓℓ−2i+1 0
)
.
If we put m = 2k, Proposition 3.2 gives us that
r∑
i=0
Bww−2k+2i
(
s∑
ℓ=0
[w − 2k + 2i]ℓF
ℓ
ℓ−2i
)
+
r+1∑
i=1
Bww−2k+2i−1
(
s∑
ℓ=0
[w − 2k + 2i− 1]ℓF
ℓ
ℓ−2i−1
)
−
(
s∑
ℓ=0
[w]ℓF
ℓ
ℓ
)
Bww−2k = 0
for 0 ≤ 2k ≤ w.
Then, looking at the entry (1, 1) and using (10) and (11) we have
r∑
i=0
p+ w − 2k + 2i
p+ w − 2k
(−1)i22i
(
n+1
2 + w − k
)
i
[k]i
[w − 2k + 2i]2i
(
Bww−2k
)
11
(
s∑
ℓ=2i
[w − 2k + 2i]ℓ u
ℓ
ℓ−2i
)
+
r+1∑
i=1
w − 2k + 2i
p+ w − 2k
(−1)i22i
(
n+1
2 + w − k
)
i
[k]i
[w − 2k + 2i]2i
(
Bww−2k
)
11
(
s∑
ℓ=2i−1
[w − 2k + 2i− 1]ℓ z
ℓ
ℓ−2i+1
)
−
s∑
ℓ=0
[w]ℓ u
ℓ
ℓ
(
Bww−2k
)
11
= 0.
for 0 ≤ 2k ≤ w. Hence
r∑
i=0
(p+ w − 2k + 2i)(−1)i22i
(
n+1
2 + w − k
)
i
[k]i
(
s∑
ℓ=2i
[w − 2k]ℓ−2i u
ℓ
ℓ−2i
)
+
r+1∑
i=1
(−1)i22i
(
n+1
2 + w − k
)
i
[k]i
(
s∑
ℓ=2i−1
[w − 2k]ℓ−2i+1 z
ℓ
ℓ−2i+1
)
−
s∑
ℓ=0
[w]ℓ u
ℓ
ℓ(p+ w − 2k) = 0.
for 0 ≤ 2k ≤ w.
Let us consider w = m˜+ 2k, therefore for any m˜ and k in N0 we have
(12)
r∑
i=0
(−1)i22i
(
n+1
2 + m˜+ k
)
i
[k]i(p+ m˜+ 2i)
s∑
ℓ=2i
[m˜]ℓ−2i u
ℓ
ℓ−2i
+
r+1∑
i=1
(−1)i22i
(
n+1
2 + m˜+ k
)
i
[k]i
s∑
ℓ=2i−1
[m˜]ℓ−2i+1 z
ℓ
ℓ−2i+1 − (p+ m˜)
s∑
ℓ=0
[m˜+ 2k]ℓ u
ℓ
ℓ = 0.
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If we consider (12) as a polynomial in k then we obtain
(13) zs0 = 0 = u
s
s,
by looking at the terms of degree s+ 1 and s.
We observe that (12) is a polynomial equation in two variables m˜ and k and its term of highest total
degree gives us that the following equation holds.
r∑
i=1
(−1)i22i(m˜+ k)ikim˜s−2i+1
(
uss−2i + z
s
s−2i+1
)
= 0,(14)
thus
r∑
i=1
i∑
j=0
(
i
j
)
(−1)i22i(m˜)i−jkjkim˜s−2i+1
(
uss−2i + z
s
s−2i+1
)
= 0,
hence
r∑
i=1
i∑
j=0
(
i
j
)
(−1)i22ikj+im˜s−i−j+1
(
uss−2i + z
s
s−2i+1
)
= 0.
Then, for any 1 ≤ q ≤ r we observe that the term of degree q in the variable k is
∑
q
2
≤i≤q
(
i
q − i
)
(−1)i22ikqm˜s−q+1
(
uss−2i + z
s
s−2i+1
)
= 0.
Hence, for any 1 ≤ q ≤ r we have
(15)
∑
q
2
≤i≤q
(
i
q − i
)
(−1)i22i
(
uss−2i + z
s
s−2i+1
)
= 0.
By letting q = 1 in (15) we have uss−2+z
s
s−1 = 0. Then, by letting q = 2 also in (15) we have u
s
s−4+z
s
s−3 = 0.
Inductively we have
(16) uss−2i = −z
s
s−2i+1, for 1 ≤ i ≤ r.
In a completely analogous way one finds that
(17) ys0 = 0 = v
s
s
and that
(18) vss−2i = −y
s
s−2i+1, for 1 ≤ i ≤ r.
On the other hand, from Proposition 3.5, we know that Λw(D) is a diagonal matrix for any w, thus D
commutes with D1. By looking at the highest order derivative in the equation DD1 = D1D we obtain(
x2 x
−x −1
)
Fs = Fs
(
x2 x
−x −1
)
,
i.e. (
x2 x
−x −1
) s∑
k=0
xkF sk =
s∑
k=0
xkF sk
(
x2 x
−x −1
)
,
then, for any 0 ≤ k ≤ s, we have
(19)
(
0 0
0 −1
)
F sk +
(
0 1
−1 0
)
F sk−1 + (
1 0
0 0 )F
s
k−2 = F
s
k
(
0 0
0 −1
)
+ F sk−1
(
0 1
−1 0
)
+ F sk−2 (
1 0
0 0 ) .
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If k and s are of the same parity, say k = s− 2i+ 2, then (19) becomes(
0 1
−1 0
)
F ss−2i+1 = F
s
s−2i+1
(
0 1
−1 0
)
whence, looking at the entry (1, 1), we obtain
(20) zss−2i+1 = −y
s
s−2i+1, for 1 ≤ i ≤ r + 1.
If k and s are of different parity, say k = s− 2i+1, then the entry (1, 2) of the matrix equation (19) gives
us
−zs−2i+1 + us−2i = −vs−2i + zs−2i−1,
which combined with (16), (18) and (20) becomes
(21) uss−2i = −u
s
s−2i−2.
Furthermore, using (16), (18) and (20) it is clear that the values us1, u
s
3, . . . , u
s
s determine Fs. Using (21)
it is straightforward to see that the value of uss determines all the other entries of Fs and that, since u
s
s = 0,
we have Fs = 0. Therefore, there is no operator D of odd order in D(W ) such that D˜ = D.
Even more, since Fs is zero (12) turns out to be
r∑
i=0
(−1)i22i
(
n+1
2 + m˜+ k
)
i
[k]i(p+ m˜+ 2i)
s−1∑
ℓ=2i
[m˜]ℓ−2i u
ℓ
ℓ−2i
+
r∑
i=1
(−1)i22i
(
n+1
2 + m˜+ k
)
i
[k]i
s−1∑
ℓ=2i−1
[m˜]ℓ−2i+1 z
ℓ
ℓ−2i+1 − (p+ m˜)
s−1∑
ℓ=0
[m˜+ 2k]ℓ u
ℓ
ℓ = 0.
If we denote s′ = s− 1 and observe the term of highest total degree in the variables m˜ and k, we obtain the
following equation,
r∑
i=1
(−1)i22i(m˜+ k)ikim˜s
′−2i+1
(
us
′
s′−2i + z
s′
s′−2i+1
)
− m˜(m˜+ 2k)s
′
uℓℓ = 0.
If us
′
s′ = 0 then this equation is exactly equation (14) with s
′ in place of s; therefore with the same procedure
as before we obtain an equation similar to (16), with s′ in place of s; if vs
′
s′ = 0, then we have also an equation
similar to (18). Equation (19) and the subsequent equations (20) and (21) are obtained independently of
the parity of s, therefore they remain valid for s′, having then that if us
′
s′ = v
s′
s′ = 0 then Fs′ = 0.
Finally, for a given operator D =
∑s
ℓ=0 ∂
ℓFℓ(x) ∈ D(W ), with D˜ = D, of even order s = 2r we can
consider the operator
D − ussD
r
1 − v
s
sD
r
2,
which has to be of order s− 2. Inductively it can be easily seen that the set of operators
{D1, D2}
generates the subalgebra of all the operators in D(W ) such that D˜ = D.
The following theorem summarizes all the results obtained up to this point in this section.
Theorem 4.1. Any operator D =
∑s
ℓ=0 ∂
ℓ Fℓ ∈ D(W ) of order s, such that D˜ = D, is of even order and
the polynomial Fs is of degree s.
Furthermore, the operators D1 and D2 generate the subalgebra
{
D ∈ D(W ) : D˜ = D
}
of D(W ).
Corollary 4.2. Any operator D =
∑s
ℓ=0 ∂
ℓ Fℓ ∈ D(W ) of order s, such that D˜ = −D, is of even order and
the polynomial Fs is of degree s.
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Proof. Given an operator D =
∑s
ℓ=0 ∂
ℓFℓ ∈ D(W ) of order s such that D˜ = −D let us consider the operator
D0 = D(D3 +D4).
Since D˜3 = −D3 and D˜4 = −D4 we have that D˜0 = D0. Also, the highest order term of D3 + D4 is
∂2(x2 − 1) ( 0 11 0 ), therefore the order of D0 is s + 2, which implies, by Theorem 4.1, that s + 2 is even and
that if D0 =
∑s+2
ℓ=0 ∂
ℓGℓ then Gs+2 = (1 − x
2)Fs is a polynomial of degree s+ 2, hence Fs is a polynomial
of order s. 
Now we give some results that are pretty technical. In the proofs we strongly use the relations in Remark
3.8. In particular we have
(D1 +D2)
kD1 =D
k+1
1 , (D1 +D2)
kD2 =D
k+1
2 , (D1 +D2)
kD3 = D
k
2D3, (D1 +D2)
kD4 = D
k
1D4,
thus, looking at (9), it is also clear that{
(D1 +D2)
iD1, (D1 +D2)
iD2, (D1 +D2)
iD3, (D1 +D2)
iD4, I : i ∈ N0
}
is a linear independent set over C.
Theorem 4.3. The algebra D(W ) is generated by {D1, D2, D3, D4}. If D =
∑s
ℓ=0 ∂
ℓ Fℓ ∈ D(W ) with
Fs 6= 0 then s is even and Fs is of degree s.
Proof. For any D ∈ D(W ) we have that D = E1 +E2, with E˜1 = E1 and E˜2 = −E2. Thus, it only remains
to prove that if D =
∑s
ℓ=0 ∂
ℓ Fℓ ∈ D(W ), with D˜ = −D, then it is generated by {D1, D2, D3, D4}. Let
Fs =
∑s
j=0 F
s
j . From Corollary 4.2 we know that s is even and from the relation D˜ = −D it follows that
(F ss )11 = (F
s
s )22 = 0. If s ≤ 2 the assertion is already proved by Lemma 3.7, if s ≥ 4 we consider the
operator
D0 = D − (D1 +D2)
s
2
−1 ((F ss )21D3 + (F
s
s )12D4) .
It can be easily checked that D˜0 = −D0 and that D0 =
∑s
ℓ=0 ∂
ℓGℓ with Gs is of degree less than s and
therefore, by Corollary 4.2, Gs = 0, then D0 is an operator of order at most s − 2, hence by induction we
obtain the statement in the theorem. 
With a very similar proof we obtain the following corollary.
Corollary 4.4. The vector space D(W ) is spanned by the set{
(D1 +D2)
iD1, (D1 +D2)
iD2, (D1 +D2)
iD3, (D1 +D2)
iD4, I : i ∈ N0
}
.
Proof. Let D ∈ D(W ), then it is of the form
D =
2r∑
ℓ=0
∂ℓ Fℓ,
for some r ∈ N0, with Fs =
∑s
j=0 F
s
j . Let us consider the operator
D0 = D − (D1 +D2)
k−1 ((F ss )11D1 + (F
s
s )22D2 + (F
s
s )21D3 + (F
s
s )12D4) .
It can be easily checked that if D0 =
∑s
ℓ=0 ∂
ℓGℓ then Gs is of degree smaller than s, and therefore by
Theorem 4.3 D0 is an operator of order at most s− 2. Again, by induction we obtain the statement in the
theorem. 
Corollary 4.5. D(W ) is a free left-module over the subalgebra generated by D1 +D2. The following set is
a basis
{I, D2, D3, D4} .
As a direct consequence of Proposition 2.2 and Theorem 4.3 we have
Corollary 4.6. For any D ∈ D(W ), the order of D equals the degree of Λw(D) as a polynomial in w.
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5. Structure of D(W )
In this section we go deeper into the structure of the algebra D(W ). Also, we prove that the non-similar
weights Wp,n have isomorphic algebras D(Wp,n).
Theorem 5.1. The algebra D(W ) is generated by
{D1 +D2, D3 +D4} .
Proof. From Remark 3.8 we have that
(D3 +D4)
2 = (D1 +D2)
2 + (n− 2p)(D1 −D2),
therefore {D1 +D2, D3 +D4} generates D1 and D2.
From
(D3 +D4)D1 = D3D1 = D2D3 − (n− 2p)D3 = D2(D3 +D4)− (n− 2p)D3
we have that {D1 +D2, D3 +D4} generates also D3 and D4. The theorem follows from Theorem 4.3. 
Let us define
A = (D1 +D2)/(2n− p), B = (D3 +D4)/(2n− p).
Therefore we have the following expressions for the operators D1, D2, D3, D4 (see Remark 3.8)
(22)
D1 =(B
2 −A2 +A)(n− 2p)/2, D2 =(A
2 −B2 +A)(n− 2p)/2,
D3 =(−BA+AB +B)(n− 2p)/2, D4 =(BA−AB +B)(n− 2p)/2.
Let us call A to the subalgebra generated by A.
Lemma 5.2. The set S = {I, B2, B,BA} is also a basis of D(W ) as a left-module over A.
Proof. It is clear from (22) and Corollary 4.5 that S generates D(W ). Let assume that
m1I +m2B
2 +m3B +m4BA = 0
for some m1,m2,m3,m4 ∈ A. From (22) we observe that
B2 = A2 +A− 2(n− 2p)−1D2, BA = (D4 −D3)(n− 2p)
−1 +A(D3 +D4),
then we have
(m1 +m2A
2I +A)I+m2(−2(n− 2p)
−1)D2 +
(
m3 +m4(−(n− 2p)
−1I+A)
)
D3+(
m3 +m4((n− 2p)
−1I+A)
)
D4 = 0,
whence it follows in a straightforward way that m1 = m2 = m3 = m4 = 0. 
It is worth to observe that the following relations hold:
B2A−AB2 = 0,
BA2 +A2B − 2ABA−B = 0,
BAB +A3 − 2AB2 −A = 0,
B3 − 2A2B +ABA = 0.
(23)
We shall next prove that the algebra D(W ) can be described as the complex algebra generated by A and
B subject to the relations given in (23). Let V be a two dimensional complex vector space and let T (V ) be
the corresponding tensor algebra. The identity of T (V ) will be also denoted by I. We choose a basis {α, β}
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of V and define I(V ) to be the two sided ideal of T (V ) generated by the elements on the left-hand side of
the following four equations, obtained by replacing A by α and B by β in (23):
β2α− αβ2 = 0,
βα2 + α2β − 2αβα− β = 0,
βαβ + α3 − 2αβ2 − α = 0,
β3 − 2α2β + αβα = 0.
(24)
Theorem 5.3. The algebra D(W ) is isomorphic to the quotient algebra T (V )/I(V ).
Proof. For simplicity we will denote with the same symbol an element T (V ) and its canonical projection on
the quotient algebra T (V )/I(V ). The homomorphism ξ from the quotient algebra T (V )/I(V ) into D(W )
defined by ξ(α) = A and ξ(β) = B is surjective. Let us denote by A′ the subalgebra of T (V )/I(P ) generated
by α. It is clear that A′ is isomorphic to A. The point now is to prove that ξ is injective. Let S denote the
left-module over A generated by
{I, β2, β, βα}.
Since ξ transforms S into the basis {I, B2, B,BA} it is enough to prove that S = T (V )/I(V ). First notice that
since α and β satisfy (24) we have that S is invariant under right multiplication by α and left multiplication
by β. If we prove that S is also left invariant under multiplication by β we obtain the statement of the
theorem.
We will prove by induction on k that β αk (αβ) belongs to S for any k ∈ N0. For k = 0 we have
β(βα) = β2α = αβ2 (first equation in (24)). For k = 1 we have βα(βα), but we can write βαβ as a linear
combination of β2 and I (third equation in (24)) which are in the center of the algebra, and then we can write
βαβα also as a linear combination of β2 and I. Assume that βαk(βα) can be written as a linear combination
of I and β2 for k ≥ 1 and let us consider the case k + 1; since βαα can be written as p(α)β + q(α)βα with
p, q polynomials (last equation in (24)), we have
βαk+1βα = (p(α)β + q(α)βα)αk−1βα = p(α)βαk−1βα+ q(α)βαkβα,
which, by the inductive hypothesis, is a linear combination of I and β2. Then β αk (αβ) belongs to S for
any k ∈ N0.
In a very similar way it can be proved that β αk (β), β αk (β2) and β αk (I) belongs to S for any k ∈ N0.
Therefore, S is stable under left multiplication by β and the theorem is proved. 
Notice that if one has two similar weightsW and W˜ , then the corresponding differential operator algebras
are isomorphic: Let M be an invertible matrix such that W˜ = MWM∗, it can be easily checked that
D →MDM−1 is an isomorphism from D(W ) onto D(W˜ ). The converse is not true. Lemma 3.1 states that
for (p, n) 6= (p′, n′) the weights Wp,n and Wp′,n′ are non-similar, but relations (24) do not depend on the
parameters n and p. Thus, we have the following result.
Theorem 5.4. For any two matrix weights W =Wp,n and W
′ =Wp′,n′ the algebras D(W ) and D(W
′) are
isomorphic.
Theorem 5.5. The algebra D(W ) is isomorphic to the algebra D(W˜ ) studied in [Tir11], with W˜ = e−t
2
etMetM
∗
where
M =
(
0 a
0 0
)
, a ∈ C \ {0},
is isomorphic to the algebra D(W ) considered in the present paper.
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Proof. In [Tir11] it is proved that the algebra D(W˜ ) is the complex algebra generated by two elements E, F
subject to certain relations given by equations (109)–(114) (page 321 in [Tir11]). We observe that equations
(110) and (112) in [Tir11] have minor typos, they actually should be:
F 4/16− a2F 2E2/2− 2aF 2E − 2F 2 + a4E4 + 8a3E3 − a2
(
a2 − 24
)
E2 − 4a
(
a2 − 8
)
E − 4
(
a2 − 4
)
I = 0,
F 3 + F 2[E,F ]− 4a2E2F − 4a2E2[E,F ] + 4a (a− 4)EF+
4a (a− 4)E[E,F ] + 8 (a− 2)F + 8 (a− 2) [E,F ] = 0,
respectively.
Let us consider the algebra morphism ϕ : D(W )→ D(W˜ ) defined by
ϕ(A) = E + 2I/|a|2, ϕ(B) = (F (4 + |a|4) + [E,F ](4 − |a|4))/(8|a|4),
and the algebra morphism ξ : D(W )→ D(W˜ ) defined by
ξ(E)=A− 2I/|a|2, ξ(F )=(4 + |a|4)B + (4 − |a|4)[B,A],
Using (23) and (109)–(114) (from [Tir11]), it is straightforward to see that ϕ and ξ are well defined and
that ϕ is an isomorphism with inverse ξ. 
6. The center of D(W )
In this section we determine the center of our algebra and we will analyze the structure of D(W ) as a
module over its center.
Let us define
C1 = (D3 +D4)
2, C2 = D3D1D4 +D4 (D2 − (n− 2p)I)D3.
From Lemma 3.7 it follows that
Λw(C1) =p1(w)I = (w + p)(w + p+ 1)(w + n− p+ 1)(w + n− p)I,
Λw(C2) =p2(w)I = (w + p) (w + p+ 1)
2
(w + n− p+ 1) (w + n− p)
2
I,
(25)
whence it is clear that C1 and C2 are in the center of D(W ). Also, we observe that they are not algebraically
independent since the following relations hold:
C31 − C
2
2 = (n− 2p)C1C2.
Theorem 6.1. The center Z(W ) of D(W ) is generated by C1 and C2 and is isomorphic to the affine algebra
of the following singular algebraic curve:
x3 − y2 = (n− 2p)x y.
Proof. Let us assume that X is an element in Z(W ) ⊂ D(W ), let s be the order ofX . Since Λw(X)Λw(D1) =
Λw(D1)Λw(X) we have that Λw(X) is a diagonal matrix for every w (see Theorem 3.7 for the expression of
Λw(D1)). From Λw(X)Λw(D3) = Λw(D3)Λw(X) we obtain that Λw(X) is a scalar matrix, i.e.
Λw(X) = pX(w)I
with pX(w) a polynomial on w. From Corollary 4.6 we have that the degree of pX is equal to the order
of X , which has to be an even number s (Theorem 4.3). If s = 0 there is nothing to prove; it is clear
that s 6= 2 since all the operators of order 2 in D(W ) are a linear combination of {D1, D2, D3, D4, I} (see
Theorem 3.7). We will complete the proof by induction on the even number s: assume that s ≥ 4, since the
polynomials p1 and p2 are of degree 4 and 6 respectively we can find integers s1 ∈ N0 and s2 ∈ {0, 1} such
that the polynomial pX˜ = pX − p
s1
1 p
s2
2 is of degree smaller than s. Therefore, by the inductive hypothesis,
the operator X˜ = X − C1
s1C2
s2 is a polynomial in C1 and C2 and hence also the operator X . 
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Corollary 6.2. For every operator D ∈ Z(W ) there exists a unique pair of polynomials p and q such that
D = p(C1) + q(C1)C2.
Theorem 6.3. The algebra D(W ) is a finitely generated torsion-free module over the ring Z(W ). It is not
flat and hence is not projective.
Proof. Torsion free is clear since for every operator D in Z(W ) the eigenvalue Λw(D) is a scalar matrix.
From Corollary 4.4, since C1 = (D3 +D4)
2 = (D1 +D2)
2 + (n− 2p)(D1 −D2) (see Remark 3.8), it is clear
that D(W ) is finitely generated over the subalgebra generated by C1 and therefore by Z(W ). Given that
the center Z(W ) is a Noetherian ring, D(W ) is projective (resp. flat) if and only if it is locally free.
We will prove that D(W ) is not locally free. Let m the maximal ideal generated by C1 and C2, then
the complement S are the operators of the form p(C1) + q(C1)C2 with p and q polynomials such that the
constant term of p is nonzero; i.e. S is the set of operators D in Z(W ) such that the polynomial Λw(C1)
does not divides Λw(D) (recall from (25) that Λw(C1) divides Λw(C2)).
Let us assume that {Ai}j∈J is a basis of the localization of D(W ) with respect to m, called D(W )m, over
the ring Z(W )m, the localization of Z(W ) by m . Therefore,
(26) D3 =
∑
j∈J
C1,jAj , D2D3 =
∑
j∈J
C2,jAj ,
with Ci,j of the form
Ci,j =
pi,j(C1) + qi,j(C1)C2
p′i,j(C1) + q
′
i,j(C1)C2
,
with pi,j , qi,j , p
′
i,j , q
′
i,j polynomials for all i = 1, 2 and j ∈ J , such that the constant coefficient of p
′
i,j is
nonzero.
Notice that there exists j0 such that p2,j0 has a nonzero constant term, in other words pj0 ∈ S. By
considering the eigenvalues in (26) we have
Λw(D2)Λw(D3)
∏
j∈J
(p′2,j(Λw(C1)) + q
′
2,j(Λw(C1))Λw(C2))
=
∑
j∈J
∏
k 6=j
(p′2,k(Λw(C1)) + q
′
2,k(Λw(C1))Λw(C2))
(p2,j(Λw(C1)) + q2,j(Λw(C1))Λw(C2)))Λw(Aj),
if p2,j had a zero constant term for every j then we would have that the polynomial w + n− p+ 1 divides
the right-hand side of the equation above since it divides Λw(C1) and Λw(C2), hence we would have that it
also divides the left-hand side, which is clearly false (see (9).
Given that
C1D2D3 − C2D3 = 0,
we have
C1
∑
j∈J
C2,jAj − C2
∑
j∈J
C1,jAj = 0,
in particular
C1C2,j0 − C2C1,j0 = 0.
Now, we only work out the last identity. Denoting pi,j , qi,j , p
′
i,j , q
′
i,j the respective polynomials given by
pi,j(C1), qi,j(C1), p
′
i,j(C1), q
′
i,j(C1) (in order to simplify the notation in this part of the proof) and using that
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C22 = C
3
1 + (2n− p)C1C2 we have
C1C2,j0 − C2C1,j0 =0,
C1(p2,j0 + q2,j0C2)/(p
′
2,j0 + q
′
2,j0C2) =C2(p1,j0 + q1,j0C2)/(p
′
1,j0 + q
′
1,j0C2),
C1(p2,j0 + q2,j0C2)(p
′
1,j0 + q
′
1,j0C2) =(p1,j0C2 + q1,j0C
2
2 )(p
′
2,j0 + q
′
2,j0C2),
C1(p2,j0 + q2,j0C2)(p
′
1,j0 + q
′
1,j0C2) =(p1,j0C2 + q1,j0(C
3
1 − (n− 2p)C1C2))(p
′
2,j0 + q
′
2,j0C2),
C1(p2,j0 + q2,j0C2)(p
′
1,j0 + q
′
1,j0C2) =(p1,j0C
3
1 + (q1,j0 − p1,j0(n− 2p)C1)C2)(p
′
2,j0 + q
′
2,j0C2),
p′1,j0C1p2,j0 + q
′
1,j0C1q2,j0C
3
1 + C1(p
′
1,j0q2,j0 + q
′
1,j0p2,j0 + (n− 2p)q
′
1,j0q2,j0)C2 =
p1,j0C
3
1p
′
2,j0 + (q1,j0 − p1,j0(n− 2p)C1)q
′
2,j0C
3
1+
(p1,j0C
3
1q
′
2,j0 + (q1,j0 − p1,j0(n− 2p)C1)p
′
2,j0 + (q1,j0 − p1,j0(n− 2p)C1)q
′
2,j0(n− 2p)C1)C2,
but the last equation contradicts Corollary 4.6: let us focus on the term without C2, on the left-hand side
of the last equation we have a polynomial on C1 with nonzero term of degree one but on the right-hand side
we have a polynomial with null term of order one.
This contradiction is a consequence of the assumption of the existence of a basis. Therefore, D(W )m is
not free. Hence D(W ) is not locally free over Z(W ) as asserted. 
7. On the Weyl algebra
In this final section we exhibit a different way to regard the algebra D(W ). We show that under certain
circumstances, one has that the algebra D(W ), for a given weight W , is the centralizer of its center in a
bigger algebra, the Weyl algebra.
Notice that, for any weight W of size N , the algebra D(W ) is a subalgebra of the Weyl algebra D over
MN of all linear right-hand side ordinary differential operators with coefficients in MN [x]:
D = {D =
s∑
i=0
∂iFi : Fi ∈MN [x]}.
Theorem 7.1. Given a weight W , if there exists an operator C ∈ D(W ) such that Λn(C) is a scalar matrix
for every n and Λk(C) = Λj(C) only if k = j, then
CD (C) = D(W ).
In particular, CD (Z(W )) = D(W ).
Proof. Let D ∈ CD (C), for a fixed n ∈ N0 we have
PnD =
K∑
j=0
An,jPj ,
with {An,j} matrices and K ∈ N0. Since DC = CD, we have
K∑
j=0
An,j Λj(C)Pj =
K∑
j=0
Λn(C)An,j Pj ,
thus
An,j Λj(C) = Λn(C)An,j , for every j.
Therefore, An,j = 0 for all j 6= n. Having then PnD = An,nPn, which implies D ∈ D(W ). Therefore
CD (C) ⊂ D(W ).
Since Λn(C) is a scalar matrix, it is clear that CD (C) ⊃ D(W ). The first assertion follows. For the
second assertion it is enough to observe that in general we have CD (C) ⊃ CD (Z(W )) ⊃ D(W ). 
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With a similar proof, we can obtain the following result.
Theorem 7.2. Given a weight W , if for every n there exists an operator Cn ∈ Z(W ) such that Λk(Cn) is
a scalar matrix for every k and Λk(Cn) = Λn(Cn) only if k = n, then
CD (Z(W )) = D(W ).
Corollary 7.3. For the weight considered in the present paper and the weight considered in [Tir11] we have
CD (Z(W )) = D(W ).
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