This article describes an implementation of real-time simulation and control in DEVS-Scheme, a knowledge-based, discrete event environment. We illustrate a methodology in which the plant, its actuators and sensors are described by discrete event models developed within the event-based control paradigm. A model of the controller is employed to validate its design in a plant/actuator/sensor experimental frame. The same model con guration is then employed for actual control operation by connecting the simulation executive, suitably modi ed, to a programmable controller that interfaces to the real plant/actuator/sensor system. We show how this methodology is supported by real-time interpretation of the DEVS (Discrete Event System Speci cation) formalism. A lower bound on the processing speed of a non-deterministic operating system relative to scheduled event times is derived which guarantees correct control timing. We show how the DEVS-based control can be distributed in a hierarchical manner to ensure that the required deadline time constraints are met. As an example, an intelligent controller is discussed for a prototype oxygen extraction system eventually intended to operate autonomously on Mars. We conclude that DEVS provides a exible discrete event formalism for knowledge-based real-time control applications.
Introduction
Intelligent control, the intersection of artificial intelligence (AI), conventional automatic control, and operations research approaches, is receiving increasing attention in both theory and application. Space applications such as planetary colonies, self-operating factories, and telerobotic laboratories require autonomous or semiautonomous operation. Here autonomy is the ability to function as an independent unit or element over an extended period of time, performing a variety of actions necessary to achieve pre-designated objectives while responding to stimuli produced by integrally contained sensors 20] . An extensive bibliography on intelligent and autonomous control is given in 5] . The recent advent of high performance AI software/hardware has resulted in expert control systems and development tools 19, 26] .
Recent attention has focussed on the use of discrete event modeling concepts to provide an approach to process control which is especially tuned to the requirements of high-autonomy applications 5, 21] . The event-based control methodology 28, 29] provides a relatively simple and robust control layer that can be linked to higher level symbolic reasoning layers. The DEVS-Scheme simulation environment 29] has been employed to develop and apply the event-based control methodology to space-borne laboratory automation 30].
DEVS-Scheme is a knowledge-based environment for discrete event model construction and simulation implemented in Scheme, a Lisp-like and objected-oriented programming language. It provides as powerful basis for combining symbolic and hierarchical, modular discrete event modeling approaches.
Application of digital technology to process control inevitably raises issues of response time requirements for real-time operation 21, 25] . A Real-Time System is an information processing system which has to respond to externally generated input stimuli within a nite and speci ed period 10]. A Real-Time System must not only provide the correct logical results of the computation, but must provide them in a timely manner. We distinguish between hard and soft real-time systems. Hard real-time systems are those where it is absolutely imperative that responses occur within the speci ed deadlines. Soft real-time systems are those where response times are important but the system will still function correctly if deadlines are occasionally missed. Soft systems are distinguished from interactive systems in which there are no explicit deadlines 4]. Since AI-based processing is notoriously time-consuming, a critical design issue in intelligent control is how to partition layers of control along lines of deadline stringency and to allocate such layers to hardware processors with appropriate computing power.
The sophisticated processes required in a modern production and manufacturing systems make it di cult to represent the plant's behavior and to design a real-time controller using only analytical techniques. It is therefore crucial to validate the controller's operation through simulation prior to its implementation. A simulation environment that also provides for real-time operation can improve the nal design by enabling critical response times to be estimated and accounted for.
This article reports on work in which DEVS-Scheme was extended to support realtime simulation and control. In this methodology, a knowledge-based controller can be designed and tested against a model of the plant. The plant model components are then replaced with actual physical components while the same control model continues to be used to control them. The controller communicates with a programmable sensor/actuator interface unit to send the control commands generated within DEVSScheme to physical actuators and to receive readings from physical sensors. We show how this methodology is supported by real-time interpretation of the DEVS (Discrete Event System Speci cation) formalism. A lower bound on the processing speed of a non-deterministic operating system relative to scheduled event times is derived which guarantees correct control timing. By connecting the real-time simulation executive through a communication channel, the architecture is applicable to semi-autonomous operation of a plant at a remote site. As an example, an intelligent controller is discussed for a prototype oxygen extraction system eventually intended to operate autonomously on Mars.
The Extended DEVS Formalism for Real-Time Application
A system can be described as existing in any one of a set of internal con gurations or \states" with discrete inputs and outputs. The state of the system summarizes the information concerning past inputs that is needed to determine the response of the system to subsequent inputs. The discrete event formalism focuses on the changes of state and generates time segments that are piecewise constant.
In the DEVS formalism one must specify basic models from which larger ones are built, and describe how these models are connected together in hierarchical fashion. Since a real-time discrete event control system is sensitive to the (wall-clock) times at which external inputs are received and internal events scheduled 21], in the extended DEVS-formalism, basic models are de ned as followings :
A DEVS (Discrete Event System Speci cation) is a structure:
where X is the set of external (input) event types. In a real-time system an external event is a sensor input occurring at a speci c point in time 25] . We distinguish such real external events from pseudo-external events, which are inputs received by a model component from other model components.
S is the sequential state set.
Y is the output set. A model generates two types of output events. One type is sent to other models as pseudo-external events to trigger their external transition functions, the other type is sent to the system environment as commands to perform control actions.
int : S ! S, the internal transition function.
ext : Q X ! S, the external transition function.
where Q is the total state set = f(s; e)js 2 S; 0 e ta(s)g ta : S ! R + 0;1 , the time advance function, where the R + 0;1 is the non-negative reals with 1 adjoined. This function determines the maximum time that the system can remain in the current state. If time ta(s) elapses without occurrence of external events, an internal state transition transpires based on int , immediately preceded by an output generation using the function, . And external event occurring at elapsed time e after the last transition evokes a transition determined by ext .
: S ! Y , the output function.
Speci cation of modular discrete event models requires that we adopt a di erent view than that fostered by traditional simulation languages. As with modular speci cation in general, we must view a model as possessing input and output ports through which all interaction with the environment is mediated. In the discrete event case, events determine values appearing on such ports. Basic models may be coupled in the DEVS formalism to form multicomponent models. The formalism is closed under such coupling 29].
The DEVS formalism is realized in DEVS-Scheme, a general purpose environment for constructing hierarchical discrete event models. DEVS-Scheme is coded in SCOOPS, the object-oriented superset of PC-Scheme. The reader is referred to 29] for background assumed in the following presentation. The Atomic-Models Class provides for model speci cation in the formalism for basic DEVS models just discussed. The Real-AtomicModels Class was added to realize the real-time atomic-model interpretation of the DEVS formalism. It inherits variables corresponding to each part of the formalism of the Atomic-models class, and has a new state variable called interface-fn. This state variable will be assigned a function that interprets the external input message to convert the correct control commands to the interface unit. Each real-atomic-model can have a unique description for its interface-fn. In DEVS-Scheme, multicomponent models are realized by the Coupled-Models Class. A coupled-model tells how to couple (connect) several component models together to form a new model. Since the DEVS formalism is closed under coupling, this latter model can itself be employed as a component in a larger coupled model, thus giving rise to hierarchical construction.
Architectures for Real-Time Autonomous Control in the DEVSScheme Environment
Saridis 24] developed a three layer hierarchy (execution, coordination and management) for intelligent control which is supposed to re ect increasing intelligence with decreasing precision. Antsaklis et al: 5] re ne the hierarchy to an arbitrary number of layers, depending on the particular application. The coupling of control and information at various layers characterizes the framework recently proposed by Albus 1, 2, 3] to integrate perception, decision and action to achieve intelligence/autonomy. The Albus strati cation recognizes a decreasing time resolution with increasing layers and a corresponding softening of deadlines for real-time response.
In a model-based architecture, knowledge is encapsulated in the form of models that are employed at the various control layers to support the prede ned system objectives. The model-based architecture recognizes that an autonomous system must maintain models in a variety of formalisms and at various levels of abstraction. Lower control layers are more likely to employ conventional di erential equation models with symbolic models more prevalent at higher layers. A key requirement is the systematic development and integration of dynamic and symbolic models at the di erent layers. In this way, traditional control theory, where it is applicable, can be interfaced with AI techniques, where they are necessary.
In Event-Based Control Methodology 28, 29] nite-state threshold sensors divide the control state space into a nite output partition. The control task is to move an initial state from a position on a given partition block boundary through a succession of boundaries to a goal set. Rather than continuously monitor the state trajectory, the controller has time windows in which it expects appropriate sensor responses to con rm expected boundary crossings. To work in real time, the controller must be able to respond in timely fashion to issue successive commands to keep the process moving toward the goal. Higher layers of control interface with the event-based control layer to perform decision-making and reasoning activities such as those in task planning and in diagnosis of task execution anomalies 30].
As indicated above, the DEVS-Scheme knowledge-based simulation environment 29] provides a powerful means of developing and testing event-based control schemes. We shall now outline an architectural concept that extends DEVS-Scheme from a simulation environment to one capable of providing the higher layer reasoning and decision-making within a multilayered real-time, model-based intelligent control system. The lower left-hand corner of gure 2 sketches a coupled model in DEVS-Scheme consisting of component models of a plant, sensors, actuators and controller. In a simulation, the controller model sends commands to the actuator models which act on the plant model, and receives information on the plant state from the sensor models. In the DEVS-Scheme, there is a complete separation between model description and the simulation executive. The latter, depicted standing above the model in gure 2, handles time management and event activation by interacting with the model components. In fact, all communication between model components passes through the simulator which has the coupling speci cation and thus routes outputs generated by components to their proper recipients.
To switch from simulation to real-time control, the simulation executive is modi ed to work in real-time. All times in the model are now interpreted in relation to a system clock, i.e., the simulation executive now tries to make sure that every internal and external event occurs at a system clock time that equals, as closely as possible, the scheduled time for that event.
To enable the controller to act in a real world context, the plant model is removed leaving the controller, sensor, and actuator models coupled as before. To send a command to an actuator connected to the real plant, shown in the upper right of gure 2, the controller sends it rst to the counterpart actuator model. The latter acts as a translator which converts the control command to a sequence of lower level instructions. Rather than send the actuator output to the plant model, the simulation executive now transmits it through a communication channel to the programmable interface unit, which executes the instruction sequence. This results in the activation of the real actuator. The response of the plant eventually results in a reverse transmission from an actual sensor back through the counterpart model sensor to the controller.
The remaining discussion details the implementation of the foregoing architectural concept in DEVS-Scheme. It is organized as follows: Section 2 describes an application of the real-time simulation and control methodology to design and test an intelligent controller for an oxygen extraction prototype system. Our main contribution, the extension of DEVS-Scheme to real-time simulation and control, is then discussed in Section material ZrO 2 (Zirconia) can be used to isolate oxygen from the mixture of gases.
Because the oxygen molecule is too big to pass through the ZrO 2 -cell wall, it is ionized into O 2? ions to reduce its molecular weight. The O 2? ions pass through the ZrO 2 -cell wall and the CO and CO 2 will be remain inside the pipe.
Since the steel pipe and Zirconia have di erent heat expansion ratios, it was necessary to test the seal of these two materials. The test system in gure 4 was designed to collect data and specify the optimal combination of the two materials at certain temperatures and pressures.
When the test starts, the pipe is pressurized with pure oxygen. As the temperature is increased, the pressure inside the pipe is monitored to determine whether or not the Zirconia material breaks. If the Zirconia breaks, the leakage of gas from the pipe results in a decrease in pressure. A di erential pressure transducer between the pipe and the pure oxygen gas tank detects this decrease. If the pressure di erence becomes very large, the valve must open to protect the sensitive transducer. Also, if the seal between the steel and Zirconia is broken, a shock wave travels through the pipe and damages the transducer. In this case, the valve must open immediately, even though the di erential pressure may not yet be very large.
The temperature of the pipe is controlled by an on/o heater, and a thermocouple transducer measures the temperature of the pipe. The pipe is lled with the pure oxygen at a pressure of up to 500 psi. Experimental trials are carried out in which the pressure and temperature are varied. Figure 5 shows a description of this system as a System Entity Structure 29] which is a labeled tree-like graph encompassing the system boundaries and decomposition conceived for the system. The system is decomposed into an EF(experimental frame) and a SEAL-TEST component. The EF has task generator (GENR) and a data collecting component (TRANSD). The entity SEAL-TEST consists of CONTROLLERS and TEST models. The entity TEST is specialized into two alternative modes, one for simulation and the other for control. The simulation mode, REAL-SIMU, has external models of physical devices (PIPE, SENSORS, ACTUATORS). By selecting the REAL-SIMU alternative for TEST, we can design and test the CONTROLLERS in ordinary simulation. Having validated the control system in ordinary simulation, we can use the same structure to test it in the real-time simulation mode. This allows us to discover potential timing problems due to the non-zero event execution times which will be discussed.
To test the controller, we need models of the physical plant and attached sensors and actuators. The PIPE model responds to commands of the PRESS-CTRL (pressure controller) and TEMP-CTRL (temperature controller) as executed by the attached actuators, S-HEATER and S-VALVE. Outputs of the PIPE model are sent to the transducer models (H-SENSOR, P-SENSOR) which relay them back to the control models.
To study the controller-plant system via simulation, we prune the SES to generate the Pruned Entity Structure p:seal-test@sim, as described in gure 5 (b). This pruned entity structure (PES) has entities for models of the PIPE, SENSORS and ACTUA-TORS due to the choice of the REAL-SIMU specialization for the TEST entity.
Using simulation we can design controller models and learn more about the behavior of the controller-plant system. When satisfactory behavior is achieved we can migrate the controller over to real-time operation. Figure 5 (c) shows the pruned entity structure for real-time control using these controllers. The PES, p:seal-test@ctrl contains the entity TEST REAL-CTRL which has real-atomic-models, R-HEATER and R-VALVE, to convert the output messages of controller models, PRESS-CTRL, TEMP-CTRL, to the command format understood by the interface unit, DataPac10K4T.
3 Implementation of DEVS-Scheme in the Real-Time Mode
In the class hierarchy of DEVS-Scheme, the Simulators, Co-ordinators, and Root-coordinator classes carry out the simulation of DEVS models by implementing the abstract simulator principles developed as part of the DEVS theory 29]. In essence, an abstract simulator is an algorithmic description of how to carry out the instructions implicit in DEVS models which generate their behavior. The implementation in DEVS-Scheme has the characteristics of a \virtual multiprocessor" in that each of the processor objects could in principle be assigned to a di erent physical computer.
Simulators and Co-ordinators are assigned to handle Atomic-models and Coupledmodels, respectively. A Root-co-ordinator manages the overall simulation and is linked to the co-ordinator of the outermost coupled model. Simulation proceeds by means of messages passed among the processors which carry information concerning internal and external events, as well as data needed for synchronization. Figure 1 shows that A *-message arriving at a processor indicates that the next internal event is to be carried out within its scope. Thus a co-ordinator responds to a *-message by transmitting it to its imminent child i.e., the child with minimum time-of-next-event (tN). When a co-ordinator has received the done-messages from all its in uencees (in the ascending y-message case) or receivers (in the descending x-message case), it computes the minimum tN of its children and determines its new imminent child for use upon receiving the next *-message. Also it sends this new minimum time of its own next internal event in a done-message to its parent.
DEVS-Scheme : Real-Time Simulation
Real-time simulation is simulation in which the time base of the simulation is linked as closely as possible to the clock time of the underlying computer system. Ideally, all events scheduled by the model occur at actual clock times that are in exact agreement with their scheduled times. However, due to nite processing times, the actual event times may di er from their model-speci ed values. Real-time simulation in DEVSScheme was implemented so that, under reasonable conditions to be explained, these di erences remain bounded over simulation runs of arbitrary length.
Recall that the done-message received by the root-co-ordinator carries the model's time-of-next-event (tN). For real-time simulation, rather than immediately generate a *-message to initiate the next cycle, the root-co-ordinator waits until the system clock reaches tN before releasing the *-message to start the next internal event. (Of course, the precision of the system clock places a lower bound on how quickly the *-message can be generated.)
While testing the progress of the system clock, the root-co-ordinator also polls the external event channels (to be described) for the occurrence of an external event. When such an event occurs, an x-message containing the event name and the system clock time of its arrival is sent to the co-ordinator of the outermost model. This enables the one or more atomic-model recipients of the x-message to apply their external transition functions with the elapsed time argument properly computed. Figure 7 shows a time trajectory in a real-time simulation environment. Since the *-message is generated when the clock just exceeds the time-of-next-event, the internal transition in the model is delayed by the amount of time needed for actual execution of message passing and computation. Thus for hard-deadline applications, the computing platform must be su ciently fast to ensure that events occur within an allowed tolerance of their scheduled times. Moreover, a lower bound on processing speed that guarantees zero accumulation of error in event times is derived in Appendix.
DEVS-Scheme : Real-Time Control
Having developed the real-time simulation environment, we are now able to realize real-time control in DEVS-Scheme using the Event-Based Control Paradigm. Since the y-message carries the output message of a model, we can put control commands in this message and sends to the programmable interface unit. Unlike the output messages sent to other models, these are output messages which must be sent from the DEVS-Scheme environment to external devices. These messages which are sent out, and return, to the root-co-ordinator are instruction sequences for the interface unit(DataPac 10K4T). A C-language routine currently serves as the interface channel between Scheme and the interface unit.
The root-co-ordinator keeps information about which models are waiting for sensor response at the current time in a polling-list. The polling-list contains the wait-state models and their associated event bits. The root-co-ordinator polls sensors on this list in round-robin fashion. When a query reveals that an event has occurred on an event bit, the name of the sensor is appended to a response-list. This list accumulates the sensor events that occurred during one polling cycle. Each sensor model on the list receives an x-message indicating the event occurrence generated by the counterpart real sensor observation.
Programmable Interface Unit
The commercially available DataPac10K4T was employed as the programmable interface unit. It has an advanced multiprocessor architecture and a xed operating software that enables preprogramming to recognize and instantly respond to a number of simple commands. Several analog signal conditioner cards accommodate di erent types of transducers.
The interface unit has internal registers for one thousand internal binary variables. These logic bits may be used for 1) logic I/O for process control, and 2) automatic triggering of DataPac commands via so-called EXU commands, 3) initiation of limitviolation responses. It also has calibration functions for its I/O channels, limit status monitoring on user selectable channels, and digital/analog signal I/O functions. Numeric functions can be de ned with one or more data channels as arguments.
With the combination of above functions, the user can implement simple control programs in the interface unit. In our application, the models produce the sequence of commands according to their control functions and send them to the DataPac. Since some of the signal processing (e.g. A/D or D/A conversion) can be done by the internal processors, this interface unit is suitable to realize the lower level fast control loop, while the high level knowledge-based simulation/control can be handled by the DEVS-Scheme environment.
While the unit has its own key board for operator interaction, we interface it also with a 386-class PC via a RS232-C serial port. Executing on the PC, the real-time DEVS-Scheme environment sends the unit control commands and receives data from it. 4 Design of the Oxygen Production Prototype in Extended DEVS-Scheme
We now discuss several experiments performed on the Oxygen Prototype using the real-time simulation and control facilities of the extended DEVS-Scheme environment.
Recall that to study the controller-plant system via simulation, we transform the pruned entity structure, p:seal-test@sim, as described in gure 5 (b).
The resulting simulation model has CONTROLLERS for temperature and pressure as well as the external models of the PIPE, SENSORS and ACTUATORS. Figure 8 (a) explains the message transfer between the models in the real-time simulation mode. When the simulation starts, the GENR sends an output message with start signal and target-temperature (such as (start 1200)) to the temperature-controller(TEMP-CTRL) and the pressure-controller(PRESS-CTRL).
For example, consider rst the action of the temperature controller. The control requirements specify that the temperature must increase more slowly than it would with the heater turned on continuously. To achieve this objective, the TEMP-CTRL divides the target temperature into 5 di erent sub-target temperatures (240 480 720 960 1200). Whenever a sub-target temperature is successfully achieved, the TEMP-CTRL model produces a turn-o command and some time later, it sends a turn-on command again. In the real-time control mode, there is an additional delay (because of program execution time) before the turn-on command is actually issued. We can reduce the rate of temperature increase by properly choosing the intervals in which the heater is o . 2.4), (leakage 5.7) (leakage 8.5) (leakage 9.7) ... at given intervals. The numbers in these messages are the voltage output of the pressure transducer which represents the pressure di erence between the pipe and the oxygen gas tank. The bigger the di erence in pressure, the larger the voltage output. The valve must be opened before this pressure unbalance damages the pressure transducer.
The pressure data is collected by the P-SENSOR and sent to the TRANSD and PRESS-CTRL models. Once the pressure value is above 9 or below -9, the PRESS-CTRL model enters phase 'fault and sends 'stop commands to the GENR and the TEMP-CTRL. The TEMP-CTRL then generates a 'turn-o command.
In the real-time control mode, we use the translator models (R-HEATER, R-VALVE) to convert control commands to the format understood by the interface unit so that the same controller models (TEMP-CTRL, PRESS-CTRL) can be used. For instance, the event-based control command (heat 240) of the TEMP-CTRL is converted to the sequence (HIL1=240, LGT1=20, EXU20=BIT16=0, BIT16=1) in gure 9, where: HIL1=240 ; set the high limit value of channel1 to 240. (channel1 is connected to the thermocouple transducer.) LGT1=20 ; if input of channel1 is greater than 240, then set bit20 to 1. EXU20=BIT16=0
; if bit20=1, execute command (bit16=0) to turn off heater. BIT16=1 ; set bit16 to 1 to turn on heater.
(bit16 controls the on/off heater) Figure 10 compares the data from real-time simulation with those from real-time control. A full discussion of the result appears in the reference 16].
Discussion and Conclusions
We have provided approaches for both simulation and control of an actual plant in the real-time DEVS-Scheme environment. The DEVS-Scheme knowledge representa- tion scheme, the System Entity Structure, supports the selection of alternatives for simulation and control. Each set of alternatives comprises a Pruned Entity Structure. DEVS-Scheme communicates with an interface unit that supports fast local control loops for physical plants. The environment was tested on a real application involving an oxygen production system.
We have illustrated a methodology for real-time intelligent control system design. We can design a control system using the standard DEVS-Scheme environment. During the simulation, we can study the logical behavior of the system and modify the control system until the desired behavior is exhibited in the simulation. At this point, we run the designed control system in the real-time simulation environment and check its realtime behavior. If we nd timing problems or need to modify components of the system, we can easily go back to the previous stage. This enables an iterative system design methodology. Finally, we test the controller on the physical plant by transforming the pruned entity structure for real-time control. We can continue to collect data and compare actual results with those of the simulation for use in subsequent design tasks.
Because of the program execution time required in real-time control, the transitions in DEVS models are delayed relative to their speci ed values. We showed that, under reasonable conditions, the delays are not cumulative in time. Nevertheless response times may not be acceptable. In this case, the event-based control paradigm can be decomposed so that control loops requiring faster response can be implemented in the programmable interface unit under supervision of the DEVS-Scheme reasoning layer.
It might be thought that underlying the presented methodology is an assumption requiring that the scheduling of the real system conforms with the simulation clock. To the contrary, there is no requirement for a scheduler to exist in the real system or for an implicit synchrony between real system and event-based controller to exist. As indicated before, the event-based controller expects to receive certain sensory responses in given time-windows. Such time-windows might be derived from actual experience with the real system and/or models of its dynamic behavior 28, 29, 30] . Of course the latter method is preferred when possible. In this regard, event-based control is similar to conventional control approaches in that simulation can be used both to model a system as well as to test a controller for it. The methodology presented here, however, goes beyond this use of simulation to migrate the developed controller from simulated design to actual real-time operation.
The advantages and disadvantages of the event-based control relative to conventional approaches can be enumerated: 1) Although a standard PID controller can be designed to implement a given control strategy, such as the preceding temperature example, its structure is xed and only its set points can be modi ed to meet a changing environment. Adaptive controllers add a second level of control that can adjust such set points, but work within the imposed structure. By contrast, event-based control, is extremely exible in that its basic structure can be readily adjusted by reprogramming. Moreover, discrete-event control is needed to command certain kinds of discrete actions such as start-up, shut-down, turning on/o valves, etc. This kind of control is beyond the reasonable capabilities of continuous state controllers.
2) Conventional programmable logic controller is used in a wide variety of process control applications, including process control, motion control, sequence control, and data management 11, 12, 17] . Relay ladder logic is one of the most widely used programming methods. However, ladder networks are limited to combinational logic, are di cult to understand, and fail to provide an adequate basis for fault diagnosis and recovery 12].
Recently, programmable controllers have been interfaced to the PC or host computer in order to improve the programming capability. With the help of these supervisory computers, boolean, function block, English statement and graphical function chart programming languages are available. In particular, the GRAFCET language 15, 17] provides a graphical speci cation of sequential dynamic behavior similar to Petri Net and other conventional state transition diagrams. The strengths and limitation in expressive power of GRAFCET are discussed in 11]
In the contrast, DEVS-Scheme does not aim to provide an easy programming environment such as GRAFCET. Rather, as indicated above, the hierarchical DEVS formalism enables the designer to develop highly autonomous control systems to execute knowledge-based planning, and reasoning for control, diagnosis and fault recovery 1, 2, 3, 5, 24]. In the extended DEVS-Scheme environment, we can model, simulate and execute high level autonomous and intelligent control strategies which are not possible with conventional programmable logic controllers.
3) Event-based control using time-windows provides a smooth transition from operations under normal conditions to fault-management after anomalies occur. The arrival of a sensor response outside its expected time-window provides important diagnostic information to a diagnoser tasked to discover the responsible fault. Event-based control also provides a natural interface between the lower layers of control action and the upper layers of symbolic-reasoning required for hierarchical, intelligent control. 4) As indicated speed of processing can be a signi cant bottleneck at the symbolic layer. However, \o oading" of event-based logic to lower, faster layers can signi cantly improve performance. The advance in symbolic processing technology will also help ameliorate the situation. For example, we have ported DEVS-Scheme to the SUN Sparc workstation with a ten-fold speed increase.
In ongoing research, we seek to exploit the knowledge-based system capabilities of DEVS-Scheme to construct hierarchical model-based architectures for high autonomy operation 30, 31] . The simulation/real-time control methodology discussed here should facilitate this task. 
APPENDIX
A lower bound on the processing speed of a non-deterministic operating system relative to scheduled event times is derived which guarantees correct control timing.
Internal event followed by internal event
Let t1 and t2 be model speci ed times of successive internal events. Suppose that the at time t1 the root-co-ordinator generates the *-message with time tN = t1. Since there is program execution time for input processing ("1), the actual internal transition in the model is carried out at time t2 + "1. After the transition, the model computes its new time-of-next-event, tN 0 . Here tN 0 = t1 + ta, where ta is the time advance computed by the model. By assumption, tN 0 = t2. The done-message carrying tN 0 arrives at the root-co-ordinator at time t1 + "1 + "1 0 , where "1 0 is the time required to complete the processing of the event. Provided that "1 + "1 0 is less than or equal to t2 ? t1, there will be a gap t2 ? t1 ? "1 ? "1 0 0 between the arrival of the done-message and the generation of the next *-message with time t2. This latter generation will occur at time t2 as required. The delay in executing the next event is the internal processing time, "2 as before.
Should "1+"1 0 be bigger than t2 -t1, then the *-message with time t2 will be late in arriving to the model by an amount "1 + "1 0 ?t2+t1, and this will add to the delay, "2 caused by the internal event processing. Accumulation of error will continue to build in these circumstances. Figure 7 shows the accumulation of delay in the case of multiple events that are simultaneously scheduled but are executed with increasing delay relative to the original scheduled time (t4; t5; t6).
Internal event followed by external event
Let t1 be the model speci ed time of internal event. As before, at time t1+"1 the model carries out its internal transition and schedules an internal transition at t2 = t1 + ta. Let a real external event occur at time tx. Provided that tx?t1 is greater than "1+"1 0 , it will be immediately recognized resulting in a corresponding x-message at time tx.
After an input processing time ("1), the external transition function in the model is performed at time tx + "1. The model computes tN 0 = tx + ta and reports it to the upper level co-ordinator. The situation is now analogous to that just discussed with a pair of successive events at times tx and tN 0 . (Should the external event occur while the system is still processing its last internal event, it will be not be attended to until the current event processing is complete. This contributes to accumulation of error as above).
External event followed by internal event
This is analogous to internal event followed by internal event 4. External event followed by external event This is analogous to internal event followed by external event.
In sum, we have shown that errors in event times will not accumulate provided that the time di erence between successive events is greater than the execution time associated with the rst event of the pair.
