We consider decision under uncertainty as a multi-attribute classification problem where a set of acts is described by outcomes gained with given probabilities. The Decision Maker (DM) provides desired classification for a small subset of reference acts. Such preference information is structured using Dominance-based Rough Set Approach (DRSA), and the resulting lower approximations of the quality class unions are used as an input for construction of an aggregated preference model. We induce all minimal-cover sets of rules being compatible with the non-ambiguous assignment examples, and satisfying some additional requirements that may be imposed by the DM. Applying such compatible instances of the preference model on a set of all acts, we draw conclusions about the certainty of recommendation assured by different minimal-cover sets of rules. In particular, we analyze the diversity of class assignments, assignment-based preference relations, and class cardinalities. Then, we solve an optimization problem to get a univocal (precise) classification for all acts, taking into account the robustness concern. This optimization problem admits incorporation of additional indirect and imprecise preferences in form of desired class cardinalities and assignment-based pairwise comparisons. Finally, we extend the proposed approach to group decision under uncertainty. We present a set of indicators and outcomes for judging the spaces of consensus and disagreement between the DMs.
Introduction
Decision under uncertainty is a classical topic of decision theory (see [11] for a review). In this case, the Decision Maker (DM) considers a set of acts whose consequences are uncertain. There are the same acts. As explained in [6] , existence of alternative instances of a preference model -all of them being compatible with the input preference information -requires robustness analysis of the recommendations delivered by these instances.
Addressing the above mentioned drawback, we proposed a two-fold revision of DRSA to decision under uncertainty [37] . On the one hand, we considered all minimal-cover sets of rules as compatible instances of the preference model. Adopting this strategy, we avoided arbitrary selection of one among many sets of rules which reproduce equally well the provided preference information (classification examples). On the other hand, we investigated the diversity of the recommendations suggested by these sets by producing two types of assignment for each act. The possible assignment holds if and only if it is confirmed by at least one compatible minimal-cover set of rules, whereas the necessary assignment needs to be supported by all minimal-cover sets of rules. In this way, we adapted a more general principle of Robust Ordinal Regression (ROR) [6] to decision under uncertainty formulated as a multi-attribute classification problem. The aim of this paper is to extend this approach by proposing some advanced methods for robustness analysis in the context of decision under uncertainty (for other applications of ROR to ordinal classification (sorting) problems, see [18, 24, 25] ).
First, we adapt an integrated framework for robustness analysis in multiple criteria sorting problem [20] to DRSA. Thus, when investigating the stability of the delivered recommendation, apart from considering class assignments for each act individually, we will take into account two other perspectives. On the one hand, we will refer to the assignment-based preference relation which holds for an ordered pair of acts if one of them is assigned to a class at least as good as the other [13, 24] . Such a relation is called an assignment-based outranking relation. On the other hand, we will compute cardinalities of the quality classes. The basic analysis consists in considering the necessary, possible, or extreme outcomes. However, since all compatible minimal-cover sets of rules are known, we are able to compute the assignment-based outranking indices or class cardinality indices defined as the shares of compatible minimal-cover sets of rules which confirm some classification result. Overall, the DM may observe the impact of her/his preference information on the recommendation concerning not only the whole set of acts, but also all pairs of acts and all quality classes.
Second, we exploit the results of robustness analysis to construct a univocal recommendation that would suggest assignment of each act to a single class. For this purpose, we analyze the cumulative class acceptability indices reflecting the shares of minimal-cover sets of rules that assign an act to each class. A natural proposal consists in selecting for each act a class with the maximal acceptability. However, we extend this basic proposal by accounting for additional types of indirect and imprecise preference information to be taken into account when constructing a univocal recommendation. These are desired class cardinalities and assignment-based pairwise comparisons. The former specify the minimal and/or maximal number of acts that can be assigned to each act [23] , while the latter indicate imprecise comparison between desired classes for pair of acts, but without specifying any concrete classes [20] . Note that the proposed procedure is more general, being independent of the method used for robustness analysis. Thus, it is equally desirable for use with some value- [24] or outranking-based [41] stochastic approaches for Multiple Criteria Decision Aiding (MCDA).
Third, we extend DRSA for decision under uncertainty to group decision [4, 15] . In this approach, each DM provides her/his individual preference information. Then, the collective results account for the robustness analysis conducted for each DM individually. In this way, we avoid discussions of DMs on technical parameters, providing instead a set of indicators and outcomes that inform to what extent a group of DMs agrees or disagrees about the assignment of all acts. These results can be used by an analyst for organizing a discussion focused on reaching an agreement between the DMs.
Fourth, the approach proposed in [37] is based on considering all minimal-cover sets of rules compatible with the DM's preferences. We show how it can be extended to construct all satisfactory sets of decision rule which are consistent with some user's requirements. These may concern, e.g., the minimal support of rules, non-redundant covering of a set of reference acts, or the maximal number of condition attributes to be used in the set of rules.
Finally, although the work in [37] referred only to an additive probability distribution defined over events (i.e., subsets of states of the world), we show that it can be used together with a non-additive probability distribution, or even a probability with an ordinal qualitative scale. This advantage derives from the intrinsic feature of DRSA which takes into account the ordinal properties of a probability only.
The paper is organized as follows. Section 2 recalls basics of DRSA for decision under uncertainty. Section 3 describes how decision aiding can be performed with the proposed approach. Then, we recall the algorithms for generating all compatible rules and all compatible minimal-cover sets of rules in Sections 4 and 5, respectively. We also discuss how to generate satisfactory rules and satisfactory sets of rules. Section 6 is devoted to an integrated framework for robustness analysis. In Section 7, we discuss procedures for constructing a univocal classification while taking into account the robustness concern and additional indirect preference information. Section 8 is devoted to group decision under uncertainty. Section 9 concludes the paper.
Dominance-based Rough Set Approach for Decision Under Uncertainty
Following [16] and [37] , we use the following notation:
• a finite set S={s 1 , s 2 , . . . , s u } of states of the world, or simply states, which are disjoint and exhaustive;
• an event W corresponding to a subset of states, W ⊆ S;
• an a priori probability distribution P over S: more precisely; the probabilities of states s 1 , s 2 , . . . , s u are given by p 1 , p 2 , . . . , p u , respectively,
• Π is a set of all different probabilities of the events;
• a set A={a 1 , a 2 , . . . , a m } of all considered acts, and a set A R ⊂ A of reference acts, for which the DM expresses desired assignments (decision examples);
• a set X={x 1 , x 2 , . . . , x r } of possible outcomes; for the sake of simplicity, we assume they are expressed in the monetary terms (X ⊆ R);
• a function g : A × S → X assigning to each pair act-state (a i ,s j ) ∈ A × S an outcome x k ∈ X;
• a set of quality classes Cl ={Cl 1 , Cl 2 , . . . , Cl n }, such that
Cl r ∩Cl q = ∅ for each r,q ∈ H ={1,. . . ,n} with r = q; the classes from Cl are preferenceordered according to the increasing order of their indices;
• a function e: A R → Cl assigning each act a i ∈ A R to a quality class Cl j ∈Cl .
The rest of notation used throughout the paper is summarized in Appendix A. In what follows, we recall the basic concepts of DRSA for decision under uncertainty.
Stochastic dominance. The sole information coming out from the analysis of the outcomes attained by the acts in multiple states of the world is the stochastic dominance relation. When considering acts a p ,a q ∈ A, a p stochastically dominates a q if for each outcome x ∈ X, a p gives an outcome at least as good as x with a probability at least as great as the probability that a q gives the same outcome [27, 32, 44] , i.e., for all x ∈ X,
where, for each (a i ,x) ∈ A × X, S(a i ,x) = {s j ∈ S: g(a i ,s j ) ≥ x}.
Probability distribution over events. On the basis of P , we can assign to each subset of states W ⊆ S, which corresponds to an event, the probability P (W ) that one of the states in W is verified, i.e., P (W ) = i:s i ∈W p i , and then we can build up the set Π of all possible values P (W ), i.e.:
Probability of yielding a given outcome by an act. Let us define the following functions z: A × S → Π and z : A × S → Π assigning to each act-state pair (a i ,s j ) ∈ A × S a probability π ∈ Π, as follows:
Therefore, z(a i ,s j ) (z (a i ,s j )) represents the probability of obtaining an outcome whose value is at least (at most) g(a i ,s j ) by act a i . On the basis of functions z(a i ,s j ) and z (a i ,s j ), we can define functions, respectively, ρ: A× Π → X and ρ : A× Π → X as follows:
Thus, ρ(a i ,π) = x (ρ (a i ,π) = x) means that the outcome got by act a i is greater (smaller) than or equal to x with a probability at least π. As observed in [16] , information given by ρ(a i ,π) and ρ (a i ,π) is related such that for all a i ∈ A and π (j−1) , π (j) ∈ Π:
where the probabilities π (j−1) , π (j) are two consecutive probabilities from an increasing order of all probabilities from Π, i.e., π (j−1) ≤ π (j) . This implies that the analysis of the possible decisions can be equivalently conducted using either ρ(a i ,π) or ρ (a i ,π). Therefore, in the context of stochastic acts, if we need to express an outcome in positive terms, we refer to ρ(a, π) giving a lower bound of an outcome ("for act a there is a probability π to gain at least ρ(a, π)"), while if we need to express an outcome in negative terms, we refer to ρ (a, π) giving an upper bound of an outcome ("for act a there is a probability π to gain at most ρ (a, π)").
Given a p , a q ∈ A, a p stochastically dominates a q if and only if ρ(a p , π) ≥ ρ(a q , π) for each π ∈ Π. This is equivalent to say: given a p , a q ∈ A, a p stochastically dominates a q if and only if ρ (a p , π) ≥ ρ (a q , π) for each π ∈ Π.
Decision under uncertainty as a multi-attribute classification problem. The above considerations lead us to formulation of the decision under uncertainty in terms of a multi-attribute classification problem, where the set of objects to be classified is the set of acts A described by the set of condition attributes specifying the outcomes ρ(a i , π) (or ρ (a i , π)) for all π ∈ Π. The set X is a value set of the condition attributes.
Classification examples. The classification (assignment) examples concerning the reference acts
A R ⊂ A constitute the DM's preference information considered in the context of decision under uncertainty. Formally, they are presented as an information table whose rows correspond to the reference acts belonging to set A R , and columns correspond to the condition attributes from set Π, and to the decision attribute cl assigning the acts from A R to the classes from Cl . The entries of the information table are values of an information function f (a i , π) = ρ(a i , π) and f (a i , cl )=e(a i ). Let us observe that due to the above stated equivalence, one can consider alternatively an information function f (a i , π) = ρ (a i , π).
Rough approximations of the class unions. The stochastic dominance principle says that act a i , whose outcomes are not worse than outcomes of act a j for the corresponding probabilities (a i stochastically dominates a j ), should not be assigned to a worse quality class than a j . To handle ambiguity with respect to the stochastic dominance, we structure the classification data using DRSA. In DRSA, we are approximating the upward Cl
Cl s , unions of classes, t = 1, . . . , n, using dominance cones defined in the condition attribute space for any subset of condition attributes Θ ⊆ Π. The fact that act a p stochastically dominates act a q with respect to
is denoted by xD Θ y. Given Θ ⊆ Π and a i ∈ A R , the cones of dominance are:
• a set of acts dominating a i :
• a set of acts dominated by a i :
With respect to Θ ⊆ Π, the set of all acts belonging to Cl ≥ t (Cl ≤ t ) without any ambiguity constitutes the Θ-lower approximation of Cl
, and the set of all acts that could belong to Cl
), i.e., for t = 1, . . . , n:
For definitions of the Θ-boundaries, quality of approximation, reducts, and core, see [16, 37] .
Illustrative study: formulation of the decision problem and structuring the classification examples with DRSA. The following example illustrates the approach. Let us consider:
• a set S = {s 1 , s 2 , s 3 } of states of the world;
• an a priori probability distribution P over S defined as follows:
• a set A = {a 1 , . . . , a 20 } of acts, and a set of reference acts A R = {a 1 , a 2 , a 3 , a 7 , a 13 , a 18 };
• a set X = {0, 5, 10, 15, 20, 25, 30} of possible outcomes;
• a set of quality classes Cl = {Cl 1 , Cl 2 , Cl 3 }, where Cl 1 is the set of bad acts, Cl 2 is the set of medium acts, and Cl 3 is the set of good acts;
• a function g : A × S → X assigning to each act-state pair (a i , s j ) ∈ A × S an outcome x ∈ X, and a function e : A R → Cl assigning each reference act a i ∈ A R to class Cl j ∈ Cl , presented in Table 1a ). (25) in the column corresponding to 0.20 (0.35) means that the outcome is at least 30 (25) with probability π of at least 0.20 (0.35). In the column corresponding to probability π = 0.65, the value of 20 (15) relative to a 3 (a 4 ) means that by act a 3 (a 4 ) the outcome is at least 20 (15) with probability π of at least 0.65. 
Extension to a non-additive probability distribution. Since DRSA takes into account only the ordinal properties of the probability over S, an additive probability P can be replaced with a probability P which is a monotonically increasing transformation of P [16] . Thus, P may be defined as the non-additive probability if only for all R, T ⊆ S, P (R) ≥ P (T ) if and only if P (R) ≥ P (T ). In our illustrative study, such probability defined for the events needs to respect the following requirement:
Note that the probability measure P admits that
Furthermore, P may be seen as a probability defined on an ordinal qualitative scale (e.g., {impossible, little probable, . . . , strongly probable, certain}) if for all R, T ⊆ S, P (R) ≥ P (T ) if and only if P (R) P (T ), where means "at least as probable as". When replacing P with P , the rough approximations of quality class unions remain the same. As a result, the rules generated from these approximations need to be just suitably recoded in terms of using P rather than P .
Let us also note that due to the intrinsic characteristic of DRSA our approach takes into account only ordinal properties of the outcomes. Thus, it can handle ordinal qualitative scales of the outcomes, e.g., {none, very low, low, medium low, medium high, high, very high} instead of {0, 5, 10, 15, 20, 25, 30}.
Decision Aiding with the Proposed Approach
The decision under uncertainty considered in terms of a multi-attribute classification problem can be aided with the proposed approach through the process illustrated in Figure 3 . It begins by defining the problem in Step 1. This requires specification of a set of acts A, a set of states of the world S, a priori probability distributation P over S, and a set of quality classes Cl . The set of acts A is described by the set of condition attributes specifying the outcomes for all states of the world S and for all possible probabilities of the events (i.e., the subsets of states).
Then, in
Step 2 the DM provides assignment examples for a small subset of reference acts (see Section 2). In the following step, these examples are structured using the lower and upper approximations of downward and upward class unions (see Section 2). In case of inconsistency (i.e., when Θ-boundary for at least one class union is non-empty), the DM may revise her/his preference information or decide to continue the analysis.
In
Step 4, we construct a set of all minimal-cover sets of rules. First, we generate all minimal decision rules from the lower approximations of class unions (see Section 4). Then, exploiting these rules, we find all minimal covers for the reference acts with Integer Linear Programming (ILP) (see Section 5). At both stages it is possible to account for the DM's requirements so that to generate only satisfactory rules or sets of rules.
Step 5, we build a recommendation in terms of a classification (sorting) problem. First, we analyze its robustness referring to all minimal-cover sets of rules (see Section 6). We account for the three perspectives: class assignments, assignment-based preference relations, and class cardinalities. On the one hand, for each of these perspectives, we derive the robust results with Linear Programming (LP) techniques, and quantify them in terms of the possible, the necessary, and the extreme. On the other hand, we provide the acceptability indices reflecting the shares of minimal-cover sets of rules that confirm some classification result.
Apart from investigating the certainty of delivered recommendation, we construct a univocal assignment for each act by exploiting the outcomes of robustness analysis (see Section 7). Precisely, we assume that an act should be assigned to the class which is indicated by the greatest share of minimal-cover sets of rules. At this stage it is possible to account for two additional forms of DM's preference information: desired class cardinalities and assignment-based pairwise comparisons. The recommendation being consistent with these requirements is constructed using Mixed-Integer Linear Programming (MILP).
All provided results are verified in Step 6. If the DM is satisfied with the recommendation, the Function ρ: A×Π → X assigning an outcome to each pair composed of an act and a probability of an event process ends. Otherwise, (s)he should revise or enrich the assignment examples provided in Step 2 or other forms of preference information given in Step 5. The approach can be also used withing a group decision setting. In Section 8, we discuss some indicators that may be computed to inform a group of DMs about the spaces of disagreement with respect to the classification of all acts. These outcomes may be used to support a consensus reaching process.
Generating All Compatible Minimal Rules
The dominance-based rough approximations of upward and downward unions of classes serve to induce a generalized description of the reference acts in terms of "if . . . , then . . . " decision rules. The main advantage of using rules over utility function in the context of decision under uncertainty is that rules form a transparent link between the input preference information and the recommendation at the output, thus, discovering the conditions that drive DM's decision. Indeed, each rule can be interpreted as an easily understandable scenario putting together some elementary conditions (outcomes obtained with given probabilities) and a consequent (class assignment). Moreover, rules represent more complex interactions than usual additive utility function, and make non-compensatory aggregation of condition attributes [35] .
In what follows, we focus on certain decision rules induced from the set of consistent reference acts. An act a ∈ A R is consistent with respect to the upward union Cl r ) are positive and all the other reference acts negative, suggest a certain assignment to "at least class Cl t " or to "at most class Cl r ", respectively. The syntax of decision rules obtained from DRSA is the following:
• D ≥ -decision rules: if ρ(a i ,π h1 ) ≥ x h1 and, . . . , and ρ(a i ,π hz ) ≥ x hz , then a i ∈ Cl ≥ t , where π h1 , . . . , π hz ∈ Π, x h1 , . . . , x hz ∈ X, and t ∈{2, . . . , n};
for example, when considering rule r 5 ≥2 provided in Table 2 :
its interpretation is as follows: "if by act a i the outcome is at least 20 with probability at least 0.45, and the outcome is at least 10 with probability at least 0.65, then a i is assigned to at least class Cl 2 ";
• D ≤ -decision rules: if ρ (a i ,p h1 ) ≤ x h1 and, . . . , and ρ (a i ,p hz ) ≤ x hz , then a i ∈ Cl ≤ t , where π h1 , . . . , π hz ∈ Π, x h1 , . . . , x hz ∈ X, and t ∈{1, . . . , n−1}; for example, when considering rule r 3 ≤1 provided in Table 2 :
its interpretation is as follows: "if by act a i the outcome is at most 20 with probability at least 0.80, and the outcome is at most 5 with probability at least 0.20, then a i is assigned to class at most Cl 1 ".
Let us observe that, due to the equivalence stated in Section 2, all above decision rules can be expressed equivalently in terms of values of ρ(a i ,π) or ρ (a i ,π) [16] . Nevertheless, the above proposed syntax with D ≥ -decision rules expressed in terms of ρ(a i , π) and D ≤ -decision rules expressed in terms of ρ (a i , π), is much more natural and meaningful.
In the following, we characterize an algorithm which generates all certain decision rules for Π(Cl ≥ t ), t = 2, . . . , n. The algorithm for Π(Cl ≤ t ), t = 1, . . . , n − 1, can be formulated analogously. We focus on induction of "mix of conditions" rules, which are possibly founded by multiple reference acts. The detailed formulation of the referred algorithms can be found in [22] .
In the first phase, we generate a set of elementary conditions C 1 to be used in the construction of decision rules. This set is composed of conditions in form ρ(a,π h ) ≥ x h , such that there exists
In the second phase, we generate a set of conjunctions of elementary conditions which cover at least one reference act from Π(Cl ≥ t ). It is an iterative process in which conjunctions of size k + 1 are constructed from conjunctions of size k. Precisely, each conjunction of size k + 1 is obtained by merging a pair of conjunctions of size k which contain the same k − 1 conditions, thus, differing by just a single elementary condition. These differentiating conditions need to concern different attributes. This procedure is repeated as long as it is possible to obtain conjunctions of a particular size. At each stage, we neglect conjunctions of size k with negative support equal to 0, since they already contain all conditions necessary to discriminate positive and negative examples. Moreover, the set C k+1 of conjunctions of size k + 1 contains only these conjunctions whose positive support is greater than 0.
After generating all possible conjunctions of elementary conditions covering at least one reference act from Π(Cl ≥ t ), we eliminate conjunctions covering any negative example from A R \ Π(Cl ≥ t ). Subsequently, we remove the conjunctions of conditions which are not minimal, i.e., such that there exists some other conjunction:
• using a subset of elementary conditions or/and weaker elementary conditions; for example, when considering three rules, r1 ≡ if ρ(a i , 0.65) ≥ 15, then a i ∈ Cl • requiring in all elementary conditions the same cumulated outcome with less probability; for example, when considering two rules, r4 ≡ if ρ(a i , 0.55) ≥ 20, then a i ∈ Cl 
Thus filtered, the remained conjunctions are used to construct the rules with a consequent:
) the set of all compatible minimal rules induced from Π(Cl
Note that all compatible minimal rules are covering all consistent reference acts from the information table. In other words, they are supported by all classification examples being consistent with the stochastic dominance principle. 
if ρ(a i , 0.35) ≥ 25 and ρ(a i , 1.00) ≥ 10, then a i ∈ Cl Illustrative study: all compatible minimal rules. A set of all minimal decision rules induced from the lower approximations of quality class unions is provided in Table 2 . There are 18 certain rules overall (9 rules for both the upward and downward class unions). When it comes to the number of elementary conditions, there are 10 rules with just a single condition, 7 rules with two conditions, and just a single rule with three elementary conditions. For each rule, we provide a subset of reference acts which are covered by it. This information will be used by an algorithm discussed in Section 5 to generate all minimal-cover sets of rules.
Satisfactory minimal rules. The algorithm presented in this section can be adapted to induce all minimal rules R
that satisfy some pre-defined requirements. For example, we can account for the following requirements:
•
• the maximal Π max r ≥ t number of probabilities involved in the rule (i.e., the maximal length of each rule) by stopping an iterative process once generated conjunctions of size Π max r ≥ t .
Generating All Compatible Minimal-Cover Sets of Rules
A set of certain decision rules is minimal-cover if and only if it is complete, i.e., it is able to cover all reference acts, and non-redundant, i.e., exclusion of any rule from this set makes it non-complete. Finding a minimal set of rules covering the reference acts from Π(Cl ≥ t ) (Π(Cl ≤ t )) is analogous to solving the minimum set covering problem. Thus, as noted in [22] , a minimal-cover set of rules can be constructed using ILP (without loss of generality, we focus on Π(Cl ≥ t )):
s.t.
If v(r k ) = 1, r k is used in the set of rules covering all reference acts from Π(Cl 
indicates one of the minimal-cover sets of rules:
Other sets can be identified by adding the constraints that forbid finding again the solutions which have been already identified in optimizations conducted in the previous iterations (w, w − 1, w − 2, . . . , 1):
Let us denote by R
) all minimal-cover sets of rules for Π(Cl ≥ t ) (Π(Cl ≤ t )). All compatible minimal sets of rules R A R are formed by the following product:
When computing each minimal-cover rule set in R A R , we should eliminate decision rules from R
with a consequent having at least the same strength (i.e., rules assigning objects to the same union or sub-union of classes) as some other rules from, respectively R 2 , r6 is minimal among them, because it suggests a stronger conclusion than r7, while using the same elementary conditions.
Illustrative study: all minimal-cover sets of rules. All minimal-cover sets of rules for the lower approximation of each class union are presented in Table 3 . In particular, there are four minimalcover sets of rules for the reference acts from Π(Cl Minimal-cover sets of rules Minimal-cover sets of rules 
• the minimal Π 
where v(π i ) is a 0-1 variable associated with using an elementary condition involving π i ∈ Π; it is instantiated with 1, once some rule r k referring to π i has been included in the minimal-cover set of rules; otherwise it gets a 0 value;
• the maximal T max Cl ≥ t number of rules that can be used to cover each reference act (if T max Cl ≥ t = 1, each reference act can be covered by a single rule only, which means that there is no redundancy with respect to covering of reference acts by the selected rules):
Note that some other requirements, e.g., concerning a number of rules used in each R ∈ R A R , an average rule length, or an average rule strength, cannot be satisfied at the phase of construction of minimal-cover sets of rules. Nevertheless, they can be accounted a posteriori, i.e., once all minimalcover sets of rules are generated.
Robustness Analysis
Each set of rules covering classification examples constitutes a single instance of the DM's preference model, and can be used to evaluate the non-reference acts A \ A R . We apply the following sorting method [3, 22] . Let us denote by l R (u R ) the lowest (highest) class of the intersection of suggested unions by all D ≥ -(D ≤ -) decision rules in R covering a. If l R and/or u R are undefined or l R ≤ u R , then a sorting procedure driven by a compatible set of rules R assigns an act a ∈ A to an
• R R (a) = u R , if u R is defined, and R R (a) = n, otherwise.
In case of inconsistency (i.e., if u R < l R ), act a is left without recommendation (i.e., the procedure indicates an empty set ∅ of classes).
Class Assignments
Since all compatible minimal-cover sets of rules are known, for each range of contiguous classes
as the share of compatible sets of rules R ∈ R A R that assign act a precisely to
We can also compute the share of R ∈ R A R for which
], i.e., the share of compatible sets of rules that either precisely or imprecisely assign a to Cl h . Following [24] , let us call such a share the cumulative class acceptability index CuCAI(a, h). Note that if CuCAI(a, h) > 0, then a is possibly assigned to Cl h (let us denote it by h ∈ C P (a), and the extreme possible classes by L P (a) and R P (a)), because there exists at least one compatible set of rules assigning a to Cl h . If CuCAI(a, h) = 1, a is necessarily assigned to Cl h , because all compatible sets of rules assign a to Cl h (then h ∈ C N (a)).
Illustrative study: class assignments. The class acceptability indices as well as the necessary and possible assignments are presented in Table 4 . For the six reference acts (a 1 , a 2 , a 3 , a 7 , a 13 , a 18 ) all compatible minimal-cover sets of rules reproduce the assignments provided by the DM. Thus, the necessary and possible assignments for these acts are non-empty and precise. Another seven nonreference acts {a 8 , a 9 , a 10 , a 14 , a 15 , a 17 , a 20 } are assigned precisely to a single class with all compatible minimal-cover sets of rules. There is also one act (a 6 ) for which the possible assignment is imprecise, although the necessary one is non-empty. This means that with some minimal-cover sets of rules a 6 is assigned to [Cl 1 , Cl 2 ], while with the remaining ones to Cl 2 . As a result, C P (a 6 ) = [Cl 1 , Cl 2 ] and C N (a 6 ) = Cl 2 . For the remaining six non-reference acts, the necessary assignment is empty and the possible assignment is imprecise. This means that there is no agreement with respect to the recommendation between all compatible sets of rules. Three among these acts are possibly assigned to two consecutive classes, while the remaining three ones are assigned to any class between Cl 1 and Cl 3 depending on the choice of the compatible minimal-cover set of rules. Moreover, for these acts some models indicate ∅.
When it comes to the class acceptability indices, thirteen acts that are necessarily assigned to some class have the respective CuCAI equal to 100%. In general, for acts with imprecise possible assignments, we can analyze CAI and CuCAI to indicate a recommendation suggested by most of compatible minimal-cover sets of rules. For a 11 , 75% of compatible sets of rules suggest Cl 1 , while Cl 2 is the most prevailing recommendation for a 19 . On the other hand, for some other acts the shares of compatible minimal-cover sets of rules indicating different assignments are the same or close to each other. In particular, for a 5 , more than 10% of compatible sets of rules suggest six different recommendations, ranging from precise assignments to Cl 1 or Cl 2 , through imprecise indication of a set of two or three consecutive classes, to an empty set. Table 4 : Class acceptability indices (CAI), cumulative class acceptability indices (CuCAI), and possible C P and necessary C N assignments. CAI CuCAI 100.0 
Assignment-based Preference Relations
For each pair of acts a, b ∈ A, we can define assignment-based pairwise outranking index, denoted by AP OI(a, b) [24] , as the share of compatible sets of rules R ∈ R A R that assign act a to a range of classes which is at least as good as the range of classes for act
If some minimal-cover sets of rules indicate ∅, the acts with an empty assignment can be either excluded from the comparison (indeed, ∅ is incomparable with any class range), or when comparing a pair of acts, we may account only for these compatible minimal-cover sets of rules which provide a non-empty assignment for both acts. We will employ this procedure in our illustrative study.
Note that if AP OI(a, b) > 0, then a is possibly assigned to a class range at least as good as b (let us denote it by a Illustrative study: assignment-based preference relations. A Hasse diagram of the necessary assignment-based preference relation is presented in Figure 2 . The acts assigned to the same class range with all compatible minimal-cover sets of rules are indifferent in terms of particular, a 2 , a 7 , a 8 , a 9 , and a 14 are always assigned precisely to Cl 1 (CAI(a i , [1, 1 ]) = 100%, for i = 2, 7, 8, 9, 14), and, thus, they are related by the necessary indifference in terms of the assignment-based preference relation. Such a subset of acts forms a single node in Figure 2 .
Further, pairs of acts which are not related by an arc in Figure 2 are incomparable in terms of → N , i.e., for some compatible minimal-cover sets of rules one of them is assigned to a class better than the other, whereas for some other minimal-cover sets the order of classes is inverse. For example, while a 13 is always assigned to Cl 2 and a 16 is classified in Cl 1 or Cl 3 with some compatible minimal-cover sets, we have ¬(a 13 → N a 16 ) and ¬(a 16 → N a 13 ). As a general rule:
Finally, some other pairs of acts are related by the strict necessary assignment-based preference relation → N , where → N is an asymmetric part of → N . This means that for all compatible minimalcover sets of rules one of acts is assigned to a class at least as good as the other, while the inverse statement is not true. In particular, a 10 is always assigned to a class strictly better than a 13 , and, thus, a 10 → N a 13 . In general:
Further, if the worst possible class for some act is not worse than the best possible class for another act with an imprecise possible assignment, this pair of acts is related by the strict necesary assignmentbased preference, i.e.:
For example, for some compatible sets of rules both a 6 and a 18 are assigned to Cl 2 , whereas for some other compatible sets of rules a 6 is classified in [Cl 1 , Cl 2 ] while for a 18 still only Cl 2 is possible. Thus, L P (a 18 ) = R P (a 6 ) = 2 > L P (a 6 ) = 1, and a 18 → N a 6 . The same effect can be observed, e.g., for (a 1 , a 4 ), (a 5 , a 2 ), or (a 12 , a 7 ) . Nevertheless, → N holds also for some other pair of acts. In particular, even though C P (a 6 ) = C P (a 12 ), a 6 is always assigned to a class at least as good as a 12 , while the inverse statement is not true. Thus, a 6 → N a 12 . This confirms that it is not possible to comprehensively infer → N from CAIs, CuCAIs, and C P .
Class Cardinalities
For each class Cl h , h ∈ H, we can define a class cardinality index CCI(h, n) as the share of compatible minimal-cover sets of rules R ∈ R A R that assign exactly n acts to class Cl h either precisely or imprecisely. In this perspective, it is particularly interesting to know the minimal N min h and maximal N max h cardinality of Cl h defined as, respectively, the smallest and the greatest number of acts which are simultaneously assigned to Cl h by some compatible set of rules R ∈ R A R , i.e.:
Illustrative study: class cardinalities. The class cardinality indices and extreme class cardinalities are presented in Table 5 . For all classes, the cardinalities obtained with different compatible
and necessary assignments. In particular, there are only five (5 < N min 1 = 7) acts necessarily assigned to Cl 1 and twelve acts possibly assigned to Cl 1 (12 > N max 1 = 9). Thus, this analysis reveals how many acts are judged as good, medium, or bad simultaneously, i.e., for some compatible minimal-cover sets of rules. 
Construction of a Univocal Recommendation
The recent trend in MCDA consists in transforming outcomes of robustness analysis into a univocal recommendation. This stream of research is materialized either with the procedures for selecting a single representative instance of the preference model that would approximate the "true" model of the DM (see, e.g., [2, 8, 9, 21] ), or with constructing a recommendation directly from the outcomes of robustness analysis, but without singling out a specific preference model instance [42] . In the context of DRSA, the procedures for selecting a representative minimal-cover set of rules have been discussed in [22] . In this section, we implement the other stream of research, additionally accounting for different types of indirect preference information.
As noted in [9] , for each act an assignment to class with the highest acceptability can be considered as most robust with respect to the indirect preference information provided by the DM. Thus, when constructing a univocal sorting recommendation, it is reasonable to assign act a to class Cl h , h ∈ H, such that for all y ∈ H, CuCAI(a, h) ≥ CuCAI(a, y). If there are no additional requirements, this can be achieved by selecting for each act individually a class with the maximal CuCAI. Nevertheless, we will formulate an optimization problem that will be subsequently extended so that to account for some additional requirements.
Let v(a, h), a ∈ A, h ∈ H, be a binary variable such that when being equal to one, then a is assigned to class Cl h . Now, a univocal sorting recommendation can be constructed by solving the following MILP problem:
for each a ∈ A :
where ε is an arbitrarily small positive value. We require each act to be assigned precisely to some class (see constraint [U N I 1 ]). As a primary criterion, we maximize δ which is equal to the lowest CuCAI corresponding to an assignment selected for some act (see [U N I 2 ]). As a secondary criterion, we optimize the sum of CuCAI corresponding to the assignments for all acts. Let us emphasize that instead of including the two criteria in the same MILP problem, we can optimize them in a lexicographic order. Alternatively, we can weight them so that to discover a solution with the best desired trade-off between the two objectives.
If there are no additional constraints, the other objective is consistent with the previous one. Thus, by maximizing a∈A h∈H CuCAI(a, h) · v(a, h), at the same time we maximize δ. Nevertheless, we have already distinguished the two objectives, because when incorporating additional requirements to be satisfied by the univocal recommendation, we will first optimize δ representing the level of certainty for the collective assignment of all acts.
In the following subsections, we discuss preference modeling for two types of indirect preference information that may be considered apart from the classification examples. These are desired class cardinalities [23] and assignment-based pairwise comparisons [20] . The respective constraints are added to E univocal assignment so that they are respected when constructing a univocal recommendation. As already announced in Section 1, the discussed optimization problems are more general, and can be combined with any approach delivering class acceptability indices (e.g., with some Monte Carlo simulation techniques [20, 41] ).
Desired Class Cardinalities
Desired class cardinalities consist of the minimal N min h,DM and/or maximal N max h,DM number of acts that can be assigned to class Cl h , h ∈ H, with N min h,DM ≤ N max h,DM [23] . Obviously, these requirements may refer to the proportions of the set of acts (e.g., 10%, 25%, or 50%) instead of explicit numbers. In any case, these limits may be modelled with the following constraints:
for each Cl h , h ∈ H, with specified desired cardinality:
Note that since v(a, h) = 1 if a is assigned to Cl h , a∈A v(a, h) is equal to the number of acts in A assigned to Cl h .
Assignment-based Pairwise Comparisons
Assignment-based pairwise comparisons consist of two reference acts (a * , b * ) ∈ A R × A R and imprecise comparison between their desired classes. Following [20] , we account for the pairwise comparisons in the following forms:
• a * is better than b * by at least k ≥ 0 classes, denoted by a * → ≥k,DM b * ;
• a * is better than b * by at most l ≥ 0 classes, denoted by a * → ≤l,DM b * ;
• a * and b * represent the same class, denoted by a
Providing statement a * → ≥k,DM b * (a * → ≤l,DM b * ) is equivalent to requiring that in case a * is assigned to class at least (most) Cl h+k (Cl h+l ), then b * is assigned to class at most (at least) Cl h .
As noted in [20] , the character of these pairwise comparisons is imprecise, i.e., they do not refer directly to any specific classes. Thus, there exist n − k or n − l different combinations that need to be accounted as possible assignments for a * and b * , and only one of them should be satisfied to ensure that the pairwise comparison is reproduced. These requirements can be modelled with the following set of constraints: be equal for all h ∈ H, i.e.:
Illustrative study: constructing a univocal recommendation. In Table 6 , we present a univocal sorting recommendation for all acts in the three iterations of simulated interaction with the DM. In the first iteration, each act is assigned to a class with the highest CuCAI. In this case, the certainty of the collective assignment δ is equal to 50%. In the second iteration, we impose constraints on the class cardinalities. Precisely, we require that there are not less than six and not more than eight acts assigned to each class. This results in changing the assignment of a 5 from Cl 1 to Cl 2 , and lowering δ to 44.4%. The observed class cardinalities are equal to 7 for Cl 1 and Cl 3 , and 6 for Cl 2 .
In the third iteration, we wish the univocal sorting recommendation to respect additional requirements in the form of three following assignment-based pairwise comparisons: a 4 and a 19 represent the same class, a 5 should be assigned to a class better than a 8 , and a 4 should be assigned to a class at most as good as a 12 . As a result, a 4 is moved to Cl 2 , thus increasing the cardinality of Cl 2 to 7, and decreasing δ to 27.8%.
For each DM, DM k ∈ D = {DM 1 , . . . , DM K }, we consider her/his individual exemplary assignments of reference acts, and compute the cumulative class acceptability indices CuCAI k (a, h), as well as the possible C k P (a) and necessary C k N (a) assignments, as defined in Section 6.1. In [7] , a simple idea to compute the proportion of DMs that accept each possible assignment was given as:
where
The above measure accounts for the cumulative support given to the assignment of a to Cl h . It can be extended to account for the degree of certainty that all minimal-cover sets of rules, being compatible with each DM's preference information, possibly assign a to Cl h . Let us call such indicator a cumulative group class acceptability index CuCAI D , defined as follows:
As suggested in [7] , it is desirable to use a modified version for the computation of the above index that yields a unimodal distribution of its values over the range of possible assignments. Such a distribution excludes situations in which the support for some intermediate class Cl h , 1 < h < n, is simultaneously lower than the support for some worse class Cl <h and some better class Cl >h than Cl h . It seems to be a natural proposal for consensus reaching. For example, a modified cumulative group class acceptability index can be defined in the following way:
Furthermore, when considering group decision, we can consider two levels of certainty for the results [12] . The first level is related to the necessary (N) or possible (P) consequences of indirect preference information provided by each DM, whereas the other level refers to the necessary (N) or possible (P) agreement with respect to a set of DMs. This leads to defining four types of group assignments (below, we show what is their relation with the previously defined group indicators):
For example, the non-empty necessary-necessary (N,N) assignment indicates the agreement with respect to the classification suggested by all minimal-cover sets of rules compatible with preference information provided by each individual DM. Given the group indicators and assignments, the analyst may invite the DMs to a discussion. On the one hand, for acts with the non-empty possible-necessary (P-N) assignments with high support values CuCAI D (a, h) reaching an agreement should be straightforward. On the other hand, the assignments with unacceptably low group indicator CuCAI D (a, h) should be used to stimulate the DMs to revise some of their assignment examples or accept some number of "shifts" in their possible assignments. As defined in [7] , one shift corresponds to changing an assignment of an act by one class above or below the range accepted by the DM. Let us also note that the approach for constructing a univocal sorting recommendation, which was presented in Section 7, can also be used in the context of group decision. For this purpose, we just need to consider the group indicators CuCAI D instead of CuCAI obtained for an individual DM.
Illustrative study: group decision. Let us illustrate the computation of group indicators and assignments referring to the set of three DMs cooperating to make a collective decision. Each of them offers individual preference information composed of the exemplary assignments for some reference acts (see Table 7 ; note that preferences of DM 1 have been previously analyzed in Section 6). For each DM, we construct all compatible minimal-cover sets of rules and compute the cumulative class acceptability indices. These are presented in Table 8 . When it comes to the group assignments (see Table 8 ), the possible-possible assignments review all possible consequences of preference information of all DMs on sorting of the whole set of acts. For nine acts, these assignments are univocal, whereas only for four acts, each class between Cl 1 and Cl 3 is acceptable for at least one DM. Nevertheless, the ranges of possible-possible classes may be, in general, too wide to be decisive enough. Thus, an analyst and the DMs should rather analyze the possible-necessary assignments, which are formed by the intersection of the possible ranges of classes for all DMs. For our study, these assignments are precise for all acts but a 16 and a 6 . For a 16 , both Cl 1 and Cl 2 are acceptable by all DMs. On the contrary, for a 6 , there is no agreement with respect to the assignment between DM 1 and DM 2 . Thus, one of them should accept a single shift so that to reach a collective agreement for all acts.
The cumulative group acceptability indices CuCAI D are relatively high (see Table 8 ; note that for out study CuCAI D = CuCAI D ). The worst among the maximal CuCAI D analyzed for each act individually is equal to 64.8% for CuCAI(a 5 , 2). This value indicates the lowest certainty level for the whole group that has to be accepted by the three DMs if they wish to reach the consensus at the current stage of interaction with the method. ) , and possible-possible C P,P and possible-necessary C P,N assignments.
classification. At this stage, we account for the additional types of indirect preference information in form of desired class cardinalities and assignment-based pairwise comparisons. Finally, we adapt the basic approach to group decision under uncertainty. We discuss a set of indicators and outcomes that may be used to judge the spaces of consensus between the Decision Makers with respect to the classification of different acts, and to organize a discussion for reaching a collective decision. The whole approach can be extended in several ways, in particular, by:
• using other classification methods which suggest a precise assignment for each act (e.g., [3] ) instead of possibly imprecise class interval as proposed in this paper;
• assigning weights to different sets of rules based on their characteristics;
• describing minimal-cover sets of rules in terms of multiple criteria, and using some interactive multiple-objective optimization methods for selecting a single set of rules that best corresponds to the user's requirements;
• accounting for consequences distributed over time [16] ;
• considering imprecise information on probabilities of the states of the world [31] ;
• proposing methods for robustness analysis for the decision under uncertainty formulated in terms of a multi-attribute ranking or choice problem [17] . an assignment-based pairwise comparison indicating that one act should be assigned to a class better than another act by at least k classes → ≤k,DM an assignment-based pairwise comparison indicating that one act should be assigned to a class better than another act by at most k classes ∼ → DM an assignment-based pairwise comparison indicating that a pair of acts should be assigned to the same class 
