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Abstract
This thesis is devoted to studies of two selected problems which are of great
interest for newly emerging fields of metamaterials and plasmonics. We study the
energy flow and momentum balance for various dielectric structures of interest, in
particular, for multi-layer structures that involve tunneling barriers. The propaga-
tion of electromagnetic waves in layered media is analyzed and different definitions
of energy transport velocities are compared. It is argued that the energy flow ve-
locity is the most universal concept that describes energy flow. It always remains
sub-luminal contrary to the group delay velocity which may become superluminal for
some situations. For the wave packet in an infinite medium the energy flow velocity
is equivalent to the group velocity. However also for the structures of a finite width
(compared to the length of the wave packet), nonlocal effects due to reflections from
boundaries become important and the actual energy flow velocity is different from
the group velocity. Energy flow velocity is also applicable to the case when the en-
ergy is transported by evanescent wave as in surface wave resonant structures. The
energy flow velocity is calculated for some resonant configurations. It is shown that
such multi-layer configurations delay the light velocity by orders of magnitude which
might be of interest for slow/stopped light applications.
The second problem concerns with the analysis of radiation pressure on the di-
electric structures. The forces on dielectric bodies of different configurations are
calculated from the Lorentz and the Helmholtz expressions. For finite size dielectric
structures in vacuum, both expressions give the identical results for the total force,
however the local force densities are different. This difference is interpreted as a
result of the partial averaging of the internal forces present in the Helmholtz force
expression. Partial compensation of the internal forces occurs as a result of the differ-
ent size of the control volume inherently assumed in both averaging procedures: the
sampling size of the Lorentz force is chosen to smooth out the charge distribution of
the microscopic charges, while the Helmholtz force has a macroscopic sampling size
of the order of the object dimensions. It is shown that the average of the microscopic
ii
Lorentz force results in the macroscopic Lorentz force expression with charge and
current density defined by macroscopic polarization and magnetization vectors.
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Chapter 1
Introduction
1.1 Background and Motivation
New areas in optics and nanotechnology, such as plasmonics, and more generally,
metamaterials, have recently emerged and are attracting a great deal of attention.
A number of new physical phenomena and applications anticipated and studied in
these fields are largely based on the ability to manipulate evanescent waves [1–3].
New technologies such as more efficient antireflection coatings, ”superlenses”, ultra-
sensitive detectors and invisibility cloaks have been developed using new findings
from the field of plasmonics and negative-index materials. A crucial phenomenon
that occurs in metamaterials and in materials with negative permittivity of ε < 0
(and, or, negative permeability, µ < 0) is the amplification of evanescent waves [1],
a feature responsible, among other things, for the extraordinary (resonant) trans-
mission of electromagnetic waves in layered media with alternating layers of positive
and negative permittivity materials. This unusual behavior is also the basis for su-
perlensing, which opens the way for super-resolution at subdiffraction scales [1] .
Tunneling in general, remains a subject of controversy in modern physics. Much
of the controversy is related to the fact that the most accepted definitions for the
tunneling time seem to imply a superluminal propagation velocity for the tunneling
though the sufficiently thick barrier, an effect known as Hartman ′s Effect [4–6]. Such
phenomena occur in electromagnetic and quantum mechanical systems [7–9]. The
controversial question of the tunneling velocity [5–7, 10] is also important in nano-
optics and plasmonics, namely for the problem of slow and fast light. In recent years,
there has been renewed interest in the question of how fast the energy (information)
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propagates in material media. Slow and fast light phenomena have been investi-
gated and various applications have been proposed. Related questions of the pulse
propagation in metamaterials as well as in tunneling systems have also been actively
studied. In our work, we endeavor to investigate the problem of tunneling and tun-
neling velocity for several configurations that involve surface wave resonances and
thus exhibit phenomena of resonant amplification of evanescent waves. The configu-
rations that involve surface wave resonances are building blocks of many plasmonics
devices and applications.
In this thesis we also study the momentum balance and forces in materials. The
question of the force exerted on a dielectric body is an old problem of electrodynam-
ics. It is related to the issue of the momentum of light in media, usually referred to
as the Abraham-Minkowski controversy [11–16]. Recently, the problem of the force
acting on dielectrics has attracted new interest due to advances in nanotechnology
and potential applications of these forces such as in nano-motors and for separation
of nano-particles. The related issues of forces and momentum in metamaterials is
also of great fundamental interest. In this thesis we investigate the structure of
microscopic forces in the materials. Starting from the microscopic Maxwell equa-
tions and the microscopic Lorentz force, we derive a macroscopic expression for the
macroscopic force and compare this force with other expressions in the literature
such as Helmholtz force. Our studies lay framework for futures studies of forces in
metamaterials.
This thesis is organized as follows: in chapter 1 , the general properties of elec-
tromagnetic waves, surface modes and energy transport are introduced. Chapter
2, introduces the problem of tunneling and various definitions of tunneling time as
introduced in quantum mechanics and electromagnetic theory. In Chapter 3, the
tunneling of electromagnetic waves through different structures is analyzed and the
velocities from different definitions are calculated and compared. In Chapter 4, the
microscopic Maxwell equations and the microscopic Lorentz force are introduced.
These expressions are averaged and macroscopic expressions for the force on dielec-
tric media are derived. The obtained expression for the Lorentz force is compared
2
with other force definitions existing in literature. In Chapter 5, the forces on dif-
ferent structures are calculated and compared. Chapter 6 summarizes the results of
the thesis.
1.2 Maxwell’s Equations
The classical electromagnetic field can be described using Maxwell’s equation (In
SI units) [17]
∇× E+ ∂B
∂t
= 0, (1.1)
∇×H− ∂D
∂t
= J, (1.2)
∇ ·D = ρ, (1.3)
∇ ·B = 0. (1.4)
E and B are the electric and magnetic fields, D and H are the electric displacement
and magnetic induction. The latter are introduced to include the effects of the field
on matter, ρ and J are the free charge (Coulomb per cubic meter) and current
densities (Ampere per square meter).
These equations relate the macroscopic electric and magnetic fields to the free
charge and current densities in matter. Another important set of relations neces-
sary to fully define the fields are the material relations, which define effects of the
polarization and magnetization in matter
D = ε0E+P = εE, (1.5)
B = µ0H+M = µH, (1.6)
where the parameters ε and µ are the electric permittivity and magnetic permeability
of the media respectively. These parameters are in general tensors, but in isotropic
linear media they are scalar quantities [18]. The parameters ε0 and µ0 are the electric
permittivity and magnetic permeability of vacuum respectively. The vectors P and
M are the electric and magnetic polarization of the medium.
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A very important role is played by the boundary conditions for the fields, which
are consequence of the general equations (1.1)-(1.4) [17]
n · (B2 −B1) = 0, (1.7)
n · (D2 −D1) = σ, (1.8)
n× (E2 − E1) = 0, (1.9)
n× (H2 −H1) = Js, (1.10)
where n is the normal vector to the surface separating the media, σ and Js are the
surface charge density and the surface current density. The equations (1.1)-(1.4)
along with the conditions (1.7)-(1.10) are the basis for studying all classic electro-
magnetic phenomena including the properties of electromagnetic metamaterials. The
response of different media to electromagnetic radiations is dependent, among other
factors, on the frequency of the radiation. In general for dispersive materials ε and
µ are function of frequency, ε = ε(ω) and µ = µ(ω).
1.3 Energy Conservation
Energy conservations is an important concept in the study of electromagnetic in-
teractions of radiation with matter. Using Maxwell’s equations (1.1)-(1.4) and the
vector theorem ∇ · (A×B) = B · ∇ ×A−A · ∇ ×B, the following holds [17,18]
∇ · (E×H) = H · ∇ × E− E · ∇ ×H =
−H · ∂B
∂t
− E · ∂D
∂t
− J · E. (1.11)
From this last equation it is possible to define the vector S = E × H, called
Poynting vector [17]
S = E×H. (1.12)
For a medium without dispersion, such that ε and µ are real positive constants,
it is possible to write [18]
U =
1
2
[E ·D+B ·H] , (1.13)
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such that equation (1.11) becomes
∂U
∂t
+∇ · S = −J · E, (1.14)
where U is the electromagnetic energy density, S is the energy flux and J · E is the
energy loss.
In the case of a medium with dispersion, the result in equation (1.13) is not true.
In the present work only medium with purely real ε and µ will be considered. In
this case, it is possible to neglect the term J · E since the losses are defined by the
imaginary parts of ε and µ [19].
To derive the expression for the electromagnetic energy density consider an elec-
tric and magnetic fields with carrier frequency ω0:
E = E0(t)e
−iω0t, H = H0(t)e−iω0t. (1.15)
To obtain the time averaged value of the electromagnetic energy density in a
dispersive medium, first it is necessary to write the fields in equation (1.11) as
E =
E+ E∗
2
, D˙ =
D˙+ D˙∗
2
, (1.16)
H =
H+H∗
2
, B˙ =
B˙+ B˙∗
2
. (1.17)
When the time average is performed, the members with factors ∼ exp(± 2iωt) disap-
pear. Following Landau [19], consider now ∂D/∂t = fˆE where fˆ = ∂/∂tεˆ is defined
for a field with constant amplitude as:
fˆE = f (ω)E, f (ω) = −iωε(ω). (1.18)
Supposing now that the amplitude is not constant but a slowly varying function of
time and using its Fourier expansion E0 = Eje
−iαt with the factor Ej constant
E = Eje
−i(ω0+α)t, (1.19)
and taking into account that α << ω0 (due to the E0 being a slowly changing
function of t), we have
fˆEje
−i(ω+α)t = f(ω0 + α)Eje−i(ω+α)t, (1.20)
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but
f(ω0 + α)− f(ω0)
α
≈ ∂f
∂ω0
,
f(ω0 + α)Eje
−i(ω+α)t =
[
f(ω0) + α
∂f
∂ω0
]
Eje
−i(ω+α)t
f(ω0 + α)Eje
−i(ω0+α)t = −iω0εEje−i(ω0+α)t + ∂(ω0ε(ω0))
∂ω0
(−iαEje−iαt)e−iω0t
f(ω0 + α)Eje
−i(ω0+α)t = −iω0εEje−i(ω0+α)t + ∂(ω0ε(ω0))
∂ω0
dE0
dt
e−iαt)e−iω0t. (1.21)
Putting equation (1.21) into the product in equation (1.11), we obtain :〈
E · ∂D
∂t
〉
=
1
4
∂ωε
∂ω
dE · E∗
dt
, (1.22)
and analogously for H: 〈
H · ∂B
∂t
〉
=
1
4
∂ωµ
∂ω
dH ·H∗
dt
. (1.23)
Using equations (1.12), (1.22)-(1.23), the values for the average energy flux and
the average electromagnetic energy density are [19]:
〈S〉 = 1
2
<(E×H∗), (1.24)
〈U〉 = 1
4
E · E∗∂ωε
∂ω
+
1
4
H ·H∗∂ωµ
∂ω
. (1.25)
1.4 Wave equation
Using Maxwell’s equations (1.1)-(1.4), and the material relations (1.5)-(1.6), we can
obtain the following set of equations for the magnetic and electric fields [17, 18]
ε∇× ε−1∇×H+ εµ∂
2H
∂t2
= 0, (1.26)
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µ∇× µ−1∇× E+ εµ∂
2E
∂t2
= 0. (1.27)
Or assuming a harmonic time variation for the fields (∼ e−iωt)
ε∇× ε−1∇×H− ω2εµH = 0, (1.28)
µ∇× µ−1∇× E− ω2εµE = 0. (1.29)
For homogeneous media, equations (1.28)-(1.29) reduce to Helmholtz equations
[17–19]:
∇2H+ ω2εµH = 0, (1.30)
∇2E+ ω2εµE = 0. (1.31)
We will deal mainly with solutions to the Helmholtz equation with different
inhomogeneous profiles for the electric permittivity ε. A general solution for this
equation, representing plane waves is given by
E(r, ω) = E(ω)eik·r. (1.32)
In general, k is a complex number, having a real and an imaginary part for lossy
materials, and a purely imaginary part for evanescent modes; this fact will be very
important in the following discussion [18].
For the propagation of electromagnetic waves in layered media two important
polarizations can be distinguished: Transverse Electric (TE) polarization, or S-
polarization, in which the electric field is perpendicular to the plane of incidence,
and Transverse Magnetic (TM), or P -polarization, in which the electric field is in
the plane of incidence [17].
For TE-waves taking the electric field E=(Ex, 0, 0) linearly polarized in x, and
harmonic time dependance E(r, t) = E(r)e−iωt, the wave equation reduces to [18]
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(
∂2
∂y2
+ µ
∂
∂z
1
µ
∂
∂z
+
ω2
c2
εµ
)
Ex = 0. (1.33)
Similarly, for TM-waves taking the magnetic field H=(Hx, 0, 0) linearly polarized
in x, and harmonic time dependance H(r, t) = H(r)e−iωt, the wave equation reduces
to [18]
(
∂2
∂y2
+ ε
∂
∂z
1
ε
∂
∂z
+
ω2
c2
εµ
)
Hx = 0. (1.34)
Further, these equations can be reduced assuming that ∂
∂y
→ iky, where ky now
is a parameter that includes the angle of incidence of the incoming radiation. The
new equations are
(
µ
∂
∂z
1
µ
∂
∂z
+ k2z
)
Ex = 0, (1.35)
(
ε
∂
∂z
1
ε
∂
∂z
+ k2z
)
Hx = 0, (1.36)
k2z =
ω2
c2
εµ− ω
2
c2
sin2(θi). (1.37)
These equations are symmetrical and the difference between polarizations is clear
in the different boundary conditions for each polarization. These boundary condi-
tions are
E,
1
µ
∂E
∂z
→ continuous, (1.38)
for TE-waves, and
H,
1
ε
∂H
∂z
→ continuous, (1.39)
for TM-waves.
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1.5 Interference of Evanescent Waves and Energy
Transport
In media with a negative value of k2z the wave now has an exponential dependence
of the form e∓κz; the wave becomes evanescent.
In general, it will be supposed that the electric permittivity of the layers in the
system will be given by
ε(z, ω) = 1− ω
2
pe(z)
ω2
, (1.40)
where
ω2pe(z) =
(
e2n(z)
ε0m
)1/2
(1.41)
is the plasma electron frequency [19].
As can be seen from (1.37) and (1.40), if the frequency of the incoming electro-
magnetic wave is such that ω2 < ω2pe, ε < 0 the wave will become evanescent in that
region. Another aspect of importance is the incident angle. As seen from (1.37) there
will be angles such that k2z < 0, even when not necessarily ω
2 < ω2pe (this is basically
the phenomenon of full internal reflection). For that layer the wave will also become
evanescent. In general, the wave equation can be solved analytically given that the
electric permittivity is given as a step function [1], and having dependence only on
the frequency for each layer, in such a way that the solutions can be matched using
the boundary conditions for the electromagnetic field.
Evanescent waves are by nature non propagating [7,17,18], the wave just decays
exponentially within the region. Often it has been said that because evanescent
waves are non propagating they do not carry energy with them, but it is exactly the
interference of these waves within a region what causes the phenomenon of extraor-
dinary transmission [1], so the question is how exactly is energy transport performed
by these waves. Considering a region of evanescence such that the Hx(z) is given by
Hx(z) = C exp(−κz) +D exp(κz), (1.42)
with κ a real number but C and D possibly complex, being the amplitudes of the two
interfering waves in the region. By Maxwell’s equations, the electric field associated
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with these waves is given by [17]
Ey(z) = −i 1
ωε
∂Hx
∂z
, (1.43)
or
Ey(z) = i
κ
ωε
(C exp(−κz)−D exp(κz)) . (1.44)
For the Poynting flux we have
Sz =
1
2
<(EyH∗x) ∼ (CD∗ − C∗D) ∼ =(CD∗). (1.45)
As can be seen from (1.45) the z-component of the Poynting flux becomes finite
when the product CD∗ has an imaginary part other than zero; in other words, there
has to be a finite phase shift between the amplitudes C and D. Therefore, a finite
energy flux occurs as a result of the superposition of two evanescent modes with a
finite phase shift [1]; this is called interference of evanescent waves [1].
This last result is very important because apart from giving an explanation on
how energy is transported by evanescent waves, it also implies that both reflected
and transmitted waves are the result of the interference of the evanescent waves in
the barrier region and that they are coupled in such a way that it is not possible to
say that the reflected wave is the result of the backwards going evanescent wave and
the transmitted the result of the forward going evanescent wave. The reflected and
transmitted waves are the result of energy ”leaking” from the system through two
different channels (reflection and transmission respectively) [1].
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Chapter 2
Tunneling and Tunneling Times
The group velocity has been widely used as a measure for the velocity of energy
transport. However, in a number of situations, it becomes ill-defined. Examples are
wave propagation in absorbing media and in tunneling structures, in which the wave
vector becomes complex or purely imaginary. The group velocity, ∂ω/∂k, is a local
quantity and is defined for wavepackets in an infinite medium. As such it does not
depend on the geometry of the medium, e.g. on the boundary conditions. In fact,
the energy flux through the medium, and, consequently the energy flow velocity, is
in general a non-local quantity. It is not simply a local property of the dielectric
medium (via the local function ω = ω(k) ) but depends on the overall geometry of
the system, in particular, on the boundary conditions as can be seen from the simple
example of a standing wave in a transparent medium with well defined ε(ω) > 0 and
∂ω/∂k 6= 0, which does not transport energy.
In other cases, such as evanescent waves tunneling the group velocity is not
well defined at all. In the latter case, a commonly used measure of the velocity of
propagation is based on the group delay. The group delay, which is interpreted as
the time the transmitted packet reaches its peak at the exit of the media, is used to
define a velocity vgd = ∂ω/∂κ, where κ = Lϕt and ϕt is the phase of the transmission
coefficient.
In quantum mechanics the question of how long does it take for a particle or
a wavepacket to tunnel through a potential barrier has been a subject of many
discussions and debate [5–7, 10]. In 1962, Hartman, working for Texas Instruments,
obtained the time delay in tunneling in a metal-insulator-metal structure. He applied
the stationary phase approximation analysis developed by Wigner and Bohm and
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found that this time (called group delay or phase time) is shorter than the time
it would take light to transverse a distance equal to the width of the structure he
analyzed, he also found that this time saturates with distance [4] leading to the
conclusion that the group delay velocity becomes superluminal for a thick barrier.
In 1960, Smith, analyzing the scattering process for tunneling proposed a dwell
time, that was defined by him as a scattering lifetime [20]. Since then more different
definitions of time for tunneling have been proposed, some leading to complex times
and imaginary or even infinite velocities for tunneling phenomena [5–7, 10]. Good
reviews of this field can be found in literature [5, 10, 21]. In this chapter we will
discuss the definitions of group delay, dwell time, and energy velocity, and discuss
relations between these measures and the Hartman effect.
2.1 Quantum Tunneling
In quantum mechanics, when a particle of energy E, is incident on a potential barrier
V (x), such that E < V (x), there is a finite (although generally small) probability
that the particle will go across the barrier and end up on the other side of it, whereas
in a classical picture, the particle will always be reflected by the barrier [21]. The
probability of the particle being transmitted or reflected by the barrier is measured
by the transmission coefficient T = |T |eiφt and the reflection coefficient R = |R|eiφr .
The particle is described by the wavefunction ψ(x, t) that is solution to the time
dependent Schrodinger equation [21]
h¯2
2m
∂2ψ
∂x2
− V (x)ψ = −ih¯∂ψ
∂t
. (2.1)
For stationary states, we can separate spatial and time components of the wave
function as [21]
ψ(x, t) = ψE(x) exp(−iEt/h¯), (2.2)
where ψE(x) is the spatial part of ψ and E is the energy of the particle.
The spatial part of the wave function is solution to the time-independent Schrodinger
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equation [21]
− h¯
2
2m
∂2ψE
∂x2
+ (V − E)ψE = 0. (2.3)
In free space, this equation has solution in the form of traveling waves.
For the region to the left of the barrier we have [7, 21]
ψI = e
ikx +Re−ikx, k2 =
2mE
h¯2
, (2.4)
for the region to the right of the barrier
ψIII = Te
ikx, (2.5)
and inside the barrier the solutions are exponentially decaying waves [7, 21]:
ψII = C e
−κx +D eκx, κ2 =
2m(V − E)
h¯2
. (2.6)
2.2 Group Delay
If we analyze a wave packet, sharply peaked around an energy value E0, it is possible
to construct a solution of the form [7,21]
ψ(x, t) =
∫
E
f(E − E0)ψE(x)e−iEt/h¯dE. (2.7)
This packet propagates with a group velocity h¯−1∂E/∂k = h¯k/m [21], when it
collides with the barrier, it is replaced by a reflected wave packet and a transmitted
wavepacket, represented respectively by [7, 21]
ψ(x, t) =
∫
E
f(E − E0)|R| exp[iφr(E) + ikx− iEt/h¯] dE (2.8)
and
ψ(x, t) =
∫
E
f(E − E0)|T | exp[iφt(E) + ikx− iEt/h¯] dE. (2.9)
Assuming that the functions f(E−E0)T and f(E−E0)R are slowly varying functions
of E and that the phase changes rapidly with E, using the stationary phase method
[4, 7, 21], these integrals can be estimated setting the rate of change of the phase to
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zero, which for a barrier of width L yields for the transmitted packet
d
dE
(
φt + kL− Et
h¯
)
= 0,
d
dE
(φt + kL) =
t
h¯
, (2.10)
and for the reflected packet
d
dE
(
φr − Et
h¯
)
= 0,
d
dE
(φr) =
t
h¯
. (2.11)
These last equations suggest that the peaks of the reflected and transmitted
packets appear at the positions x = L (for the transmitted packet) and x = 0 (for
the reflected packet) with a delay defined by [4,7, 21]
τgt = h¯
d
dE
(φt + kL) ,
τgr = h¯
dφr
dE
. (2.12)
It can be shown that for symmetric barriers, the delay in transmission and in
reflection are identical [22], and that will be the case considered here. In the most
general case of an asymmetric barrier, the bi-directional delay is defined as [21,22]
τg = |R|2 τgr + |T |2 τgt. (2.13)
2.3 Dwell Time
The concept of dwell time was first introduced by Smith in 1960 in the context of
potential scattering [20]. Smith defined the dwell time as the time spent by a particle
in the potential region. For tunneling, this dwell time was defined by Bu¨ttiker and
Landauer as [9, 23]
τd =
∫ L
0
|ψ(x)|2 dx
jin
, (2.14)
where jin = h¯k/m is the incoming (incident) flux and
∫ L
0
|ψ(x)|2 dx is the probability
of finding the particle in the barrier region.
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Quoting Hauge et al . [10]: ”The dwell time is the average time spent by particles
in the interval x1, x2, where no attempt is made to distinguish between scattering
channels (reflection or transmission)”. That is, the dwell time is the time spent
on the barrier region averaged over all incoming particles and does not pretend to
be an expression regarding the transversal time due to the fact that it does not
distinguish between reflection and transmission and that it is a property of the
wavefunction [7, 10]. As it will be shown latter, the dwell time and the group delay
are closely related and can be proven to be equivalent in some situations [8, 22,24].
It is worth noticing that in the definition of the dwell time, the term jin refers
only to the flux of incident particles. Looking at the fact that the conservation of
probability also yields a continuity equation in the form [21]
∂|ψ|2
∂t
+∇ · j = 0, (2.15)
where j is the probability flux, defined as
j =
h¯2
2im
(ψ∗∇ψ − ψ∇ψ∗) . (2.16)
It would also be possible to define a dwell time of the form
τd =
∫ |ψ|2dV
jbarrier
, (2.17)
where jbarrier is the probability current inside of the barrier region. An analogous to
equation (2.17) will be used later to define the energy velocity.
2.4 The Hartman Effect
In 1962, Thomas Hartman analyzed the passage of a one-dimensional Gaussian wave
packet through a rectangular potential barrier and compared the transmission time
with the time required for the incident packet to transverse a distance equal to the
barrier thickness in vacuum, such a time he called the ”proper time” [4]. In general
he found that for thick barriers, the form of the transmitted packet is basically the
same as the incident packet, but that it is shifted with respect to the packet in
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vacuum, with the greatest contributions coming from the components having energy
just greater than the height of the barrier. He also found that the transversal time
was less than the proper time and becomes independent of the barrier thickness as
the barrier width increases. Such independence of the transit time on the thickness
of the barrier for thick barriers is called now the Hartman Effect [4].
To illustrate this, let us take a look at a wavepacket of energy E, passing a barrier
of height V0.
The wave function has the following form [7]:
ψI = exp(ikz) +R exp(−ikz) z < 0,
ψII = C exp(−κz) +D exp(κz) 0 < z < L,
ψIII = T exp(ikz) z > L, (2.18)
with
k =
√
2mE/h¯ κ =
√
2m(E − V0)/h¯.
The transmission coefficient is [7]
T =
e−ikL
coshκL+ i∆sinhκL
, (2.19)
with ∆ = (κ/k − k/κ)/2. The phase of the transmission coefficient φ0 = φt + kL is
given by [7]
φ0 = − arctan(∆ tanhκL), (2.20)
and the group delay is [7]
τg =
mL
h¯k
cos2 φ0
2
[(
k
κ
− κ
k
)2
tanhκL
κL
−
(
k2
κ2
− 1
)
sech2κL
]
. (2.21)
Assuming for the purpose of illustration that E = V0/2, this expression reduces to [7]
τg =
2 tanhκL
κv
v = h¯k/m, (2.22)
and in the limit of thick barriers κL→∞ [7]
τg =
2
κv
. (2.23)
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As can be seen from the last equation the delay is independent of the thickness of
the barrier. In general this delay is less than the proper time, implicating that the
particle inside the barrier travels with a group velocity given by L/τg, which leads
some authors to conclude that the tunneling has a superluminal velocity [5, 6]. In
most experiments, this delay is what is measured with the conclusion that tunneling
is superluminal.
2.5 Relation between the Group Delay and Dwell
Time
Even though the dwell time and the group delay are defined in completely different
contexts, they very much related and that relationship is one of the basis for a possible
explanation of the Hartman effect and the apparent superluminality of tunneling.
The dwell time is defined as [20]
τd =
∫ L
0
|ψ(z)|2 dx
jin
. (2.24)
Writing |ψ(z)|2 as ψ∗ψ and replacing for ψ∗ and ∂ψ/∂E in the dwell time using
Schrodinger’s equation, we have [22]
ψ =
h¯2
2m
(
− ∂
3ψ
∂E∂x2
− k2 ∂ψ
∂E
)
, k2 =
2m
h¯2
(E − V ), (2.25)
ψ∗ψ =
h¯2
2m
∂
∂z
(
∂ψ
∂E
∂ψ∗
∂z
− ψ∗ ∂
2ψ
∂E∂z
)
. (2.26)
Integrating this last expression in the barrier region and assuming that to the left
there is the incident and reflected fields and to the right only the transmitted field [22]
2m
h¯2
∫ L
0
|ψ(z)|2 dx =
(
∂ψ
∂E
∂ψ∗
∂z
− ψ∗ ∂
2ψ
∂E∂z
)
z=L
−
(
∂ψ
∂E
∂ψ∗
∂z
− ψ∗ ∂
2ψ
∂E∂z
)
z=0
,
(2.27)
which yields [22]
−2ik
[
|T |d|T |
dk
+ |R|d|R|
dk
+ i
(
|T |2dφ0
dk
+ |R|2dφr
dk
+
Im(R)
k
)]
∂k
∂E
. (2.28)
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Identifying the term
|T |2dφ0
dk
+ |R|2dφr
dk
as the bidirectional group delay τg in (2.13), we obtain [22]
τg =
∫ L
0
|ψ(z)|2 dx
jin
− =(R)
k
h¯
∂k
∂E
, (2.29)
where |T |2+|R|2 = 1. For symmetric barriers τg = τgt = τgr. This result, obtained by
Winful [7], is in agreement with the one obtained by Hauge et .al [10] using a careful
Fourier analysis of the transmission problem. The last term is the interference term,
which results from the overlapping of incident and reflected waves in front of the
barrier. As it is seen, at resonant values (or when =(R) = 0), the interference
term is zero and the dwell time and group delay are equal. In such a way we can
write [7, 10]
τg = τd + τinterference. (2.30)
2.6 Electromagnetic Analog of Tunneling
In general, tunneling is a wave property, it has been observed for matter, sound and
electromagnetic waves. In quantum mechanics, the equation used to describe steady
state wave functions is Schrodinger’s equation
∇2ψ +
[
2m
h¯2
(E − V )
]
ψ = 0. (2.31)
In electromagnetism, the analog is Helmholtz equation for the electric or magnetic
fields
∇2E+
(ω
c
n
)2
E = 0, (2.32)
where
n =
√
εµ
ε0µ0
(2.33)
is the refractive index of the medium and ε, µ, ε0, µ0 are the electric permittivity and
magnetic permeability of the medium and vacuum respectively.
Upon setting nω/c = [2m/h¯2(E − V )]1/2 [5, 9], the two equations have the same
form and the treatment is analogous. Here the role of the barrier is clearly played by
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the refractive index n. Tunneling occurs in regions where E < V and the wavepacket
incident on a potential barrier decays, following the analogy, in regions where the
refractive index is imaginary or more generally where ω
2
c2
n2(r, ω) < 0, the electromag-
netic wave becomes evanescent. It is the coupling and interference of the evanescent
waves in the region of imaginary n, what generates the tunneling [1].
In the electromagnetic case the definitions for dwell time and group delay are a
little bit different, but their meaning is the same. In steady state, the derivative of the
phase of the packet is taken with respect to the frequency ω, and the wavefunction is
replaced by the electric and/or magnetic fields. Being that the cases, the integrated
probability is replaced by the energy density of the fields and the flux by the Poynting
vector [5, 7, 9, 24] resulting in the following definitions:
ψ(x, t) =
∫
ω
f(ω − ω0)|T | exp[iφt(ω) + ikx− iωt] dω
d
dω
(φt + kvL− ωt) = 0,
τg =
dφ0
dω
φ0 = φt + kvL, (2.34)
〈U〉 = 1
4
EE∗
∂ωε
∂ω
+
1
4
HH∗
∂ωµ
∂ω
, (2.35)
jinc =
1
2
< (Einc ×H∗inc) , (2.36)
τd =
1
4
∫
V
E · E∗ ∂ωε
∂ω
dV + 1
4
∫
V
H ·H∗ ∂ωµ
∂ω
dV
1
2
< ∫
A
Einc ×H∗inc · dS . (2.37)
This last equation can be stated as [7]
τd =
〈U〉
Pin
〈U〉 = 〈Ue〉+ 〈Um〉 , (2.38)
where 〈U〉 is the time-averaged electromagnetic energy and Pin the time averaged
incident power.
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2.7 Energy Velocity
A very important concept in electromagnetism is the energy velocity, first introduced
by Brillouin and Sommerfeld. The energy velocity is defined as [18,25]
Ve =
S
U
. (2.39)
For electromagnetic waves, the average value of the energy velocity is given by [18]
VE =
1
2
1
L
< ∫ L
0
E×H∗dz
1
4
1
L
∫ L
0
E · E∗ ∂ωε
∂ω
dz + 1
4
1
L
∫ L
0
H ·H∗ ∂ωµ
∂ω
dz
, (2.40)
or for a wave in a barrier region by (see appendix B)
VE =
|T |2L
τd
. (2.41)
If a time is associated with this energy velocity such that
VE =
L
τE
, (2.42)
then
τE =
τd
|T |2 . (2.43)
This time τE, that will be called energy time, does not suffer from the saturation
of the dwell time and group delays, and since with increasing width the transmission
coefficient becomes smaller in general, the energy time grows as expected. This
energy time resembles the time discussed by D’Aguanno [24], the difference being
that D’Aguanno concludes that the group velocity is equal to the energy velocity
at the resonances. In general the group velocity loses its meaning for evanescent
waves, since for those waves the propagation vector is imaginary and so is the group
velocity. In the case of a transparent infinite medium and no reflection, the energy
velocity is equivalent to the group velocity. It is shown here that the energy velocity
always remains subluminal.
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Chapter 3
Tunneling of Electromagnetic waves in
multi-layer structures
The very nature of the metamaterials is based on the resonance phenomena that
are used to achieve simultaneous negative permittivity and negative permeability. It
is thus of interest to study the energy transport in resonant structures. Our goal
is to clarify the relations between different measures of the energy transport, in
particular resonance conditions. We concentrate on two simple structures exhibiting
two types of resonances: the surface mode resonance that occurs at the interface
of materials with opposite signs of the dielectric permittivities (permeabilities) and
the standing wave resonance that occur due to partial wave trapping between two
barriers. Both types of structures involve tunneling barriers. A standard example
of a single tunneling barrier is studied first to illustrate some main ideas. We note
here that surface wave resonances are of interest for many problems in plasmonics
and that wave resonances play an important role in determination of the bandgap
structure of periodic systems such as photonic crystals which are often used in slow
light systems.
There is a noticeable disconnect between different approaches in the study of
slow light in various optical and electromagnetic structures and studies of pulse
propagation in tunneling problems. The slow light phenomenon is mainly interpreted
as an effect of very small group velocity vg ¿ c, resulting from large dispersion near
the resonances (the nature of resonance vary for different systems). The concept of
group velocity does not exist for evanescent waves in tunneling problems. In the
latter, the concept of the group delay and dwell time are often used as a measure of
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the propagation time. The interpretation of the group delay as the tunneling time
leads to apparent paradoxes such as superluminality. It was noted [7] that the delay
time is actually a storage time and thus should not be interpreted as the propagation
time. Therefore saturation of the delay time for thick barriers has nothing to do with
superluminal signal propagation. It is obvious that for a sufficiently thick barrier, the
saturation time is independent of the barrier width as the field penetrates only into
a narrow part of barrier (”skin”depth). There have been also discussions on whether
smooth Gaussian wave packets, which are usually used to introduce and calculate
the delay time, can be used for information transfer and therefore, whether the delay
time is a relevant quantity for the information flow velocity.
As it was noted above, the group velocity is not defined in tunneling media, in
which the wave vector becomes purely imaginary and the solution is a combination
of the evanescent modes. For a transparent medium, which supports propagating
waves, the concept of group velocity appears to be a valid measure of the energy flow
velocity, and therefore information flow velocity, given that the information flow has
to be associated with a finite energy flow. However, in a number of situations, the
group velocity also becomes ill-defined or produces unphysical results. A simple ex-
ample is wave propagation in a strongly dissipative medium where the group velocity
may exceed the speed of light. The group velocity is not necessarily the measure of
the energy velocity even for the case of non-dissipative medium. The group velocity,
∂ω/∂k, is a local quantity and is defined for wavepackets in an infinite medium. It
does not take into account the wave reflection, and as such it does not depend on
the geometry of the medium, e.g. on the boundary conditions. As a matter of fact,
the energy flux through the medium, and, consequently the energy flow velocity, is
in general a non-local quantity. It is not simply a local property of the dielectric
medium (via the local function ω = ω(k) ) but depends on the overall geometry of
the system, in particular, on the boundary conditions. A simple illustration can be
seen from the example of a standing wave in a transparent medium with well defined
ε(ω) > 0 and ∂ω/∂k 6= 0, which nevertheless does not transport any energy.
Brillouin has introduced the energy velocity vE = S/U as the ratio of the Poynt-
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ing vector to the electromagnetic energy density inside the medium. In this section
we analyze the relations among the energy velocity vE, the standard group velocity
∂ω/∂k, and the group delay velocity vgd. The group delay velocity is introduced
by using the group delay, which is interpreted as the time the transmitted packet
reaches its peak at the exit of the media: vgd = ∂ω/∂κ, where κ = Lϕt and ϕt is
the phase of the transmission coefficient. Our interest lies in resonant regimes, in
particular those involving surface mode resonances.
3.1 Dispersive slab
In this section we consider wave propagation through the slab of dispersive material.
Group delay velocity, group velocity and energy velocity are compared.
In the following y-polarized plane waves propagating in the z-direction, normally
incident on a dispersive medium will be considered. The electromagnetic fields are
defined as
E = [0, Ey, 0]e
i(kz−ωt), (3.1)
H = [Hx, 0, 0]e
i(kz−ωt). (3.2)
The dielectric constant ε(ω) will be of the form
ε(ω) = 1− ω
2
p
ω2
, (3.3)
and the vector k is a function of ω defined as
k2 =
ω2
c2
ε(ω). (3.4)
For the case where ε(ω) < 0, the wavevector becomes imaginary and the fields
become evanescent.
The reflection and transmission coefficients for this structure are given by
T =
e−ikvL
g
, (3.5)
R = i
(kε0/kvε− kvε/kε0) sin kd
2g
, (3.6)
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g = cos kd− i (kε0/kvε+ kvε0/kε) sin kd/2, (3.7)
kv =
ω
c
, (3.8)
and
k =
ω
c
√
ε(ω), (3.9)
when ε(ω) > 0, and by
T =
e−ikvL
g
, (3.10)
R = −i(κε0/kvε+ kvε/κε0) sinhκL
2g
, (3.11)
g = coshκL+ i (κε0/kvε− kvε/κε0) sinhκL/2, (3.12)
kv =
ω
c
(3.13)
and
κ =
ω
c
√
|ε(ω)|, (3.14)
when ε(ω) < 0.
The phase of the transmission coefficient is given by
φ0 = φt + kvd = arctan
(
kε0/kvε+ kvε0/kε
2
tan kd
)
, (3.15)
when ε(ω) > 0, and by
φ0 = φt + kvd = − arctan
(
κε0/kvε− kvε0/κε0
2
tanhκd
)
, (3.16)
when ε(ω) < 0. In Fig 3.1 the reflection and transmission responses of the slab as
functions of ε(ω) are given.
The group delay velocity is given by
vd =
d
τgt
= d
(
∂φ0
∂ω
)−1
. (3.17)
The averaged energy velocity in the direction of propagation (z-direction) is given
by
vE =
1
2
Z0|H0|2|T |2∫ d
0
Udz
, (3.18)
24
R 2 T 2
-0.2 0.0 0.2 0.4 0.6 0.8
0.0
0.2
0.4
0.6
0.8
1.0
¶
Figure 3.1: Reflection and transmission responses of the slab with ωp=10
GHz and d=0.02 m
where U is given by
U =
1
4
ε0
∂(ωε)
∂ω
|Ey|2 + 1
4
µ0|Hx|2. (3.19)
The usual group velocity is given by the usual formula vg = ∂ω/∂k valid only for
regions where ε > 0. The energy, group and group delay velocities are plotted in Fig
3.2. A close-up look of the region where ε→ 0 is given in Fig. 3.3.
Figure 3.2 illustrates the difference between group delay, group velocity and en-
ergy velocity. The group delay velocity is oscillating as a function of the dielectric
constant. These oscillations correspond to the oscillations in the transmission coeffi-
cient as in Fig. 3.1. The energy velocity is different from the group velocity because
of a finite thickness of the layer. The energy velocity becomes equivalent to group
velocity in the limit of ε− > 1.
Figure 3.3 illustrate the region near ε = 0. Note that the group delay velocity
becomes superluminal in the tunneling regime ( ε < 0). It is worth noting here that
while the group velocity approaches zero at ε = 0 the energy flow velocity is never
zero. In tunneling, for the non resonant case it can be very small. It is interesting
that energy velocity remains small for tunneling even in the resonant case as seen in
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Sections 3.2 and 3.3.
This difference among the different velocities is valid even for propagating cases
as can be seen from Fig. 3.4 and 3.5 where the different velocities are plotted as
functions of frequency and barrier width for a nondispersive case with dielectric
constant larger than 1. In these examples the difference between the group velocity
and the energy velocity is clearly seen with the energy velocity being smaller than
the group velocity. This can be seen from the expressions for the energy velocity in
a non-dispersive slab. The group velocity as defined in (3.18) gives the result [3]
vE =
c |T |2
|A|2 + |B|2
=
2 c
ε+ 1
, (3.20)
where A and B are the coefficients for the field inside the slab. As is clear from
(3.20), the energy velocity is dependent on the dielectric constant of the slab and
has a constant value. It is worth noticing that its value is always lower than the group
velocity, which for non dispersive slabs is given by vg = c/
√
ε, the only exception
being of course in vacuum. The energy velocity remains always subluminal due to
the fact that ε < 1 implies dispersion and therefore equation (3.20) is no longer valid.
For 0 < ε < 1, the group velocity will be superluminal.
The group delay velocity is oscillating along with the transmission coefficient
of the slab. The group delay velocity becomes equal to the energy velocity in the
regions where the transmission is resonant as can be seen from Figs. 3.4 and 3.5.
3.2 Double Layer Structure
Consider a two layer structure as shown in Fig. 3.6. The layers have a dielectric
constants ε1 = ε1(ω) and ε2 = ε2(ω) and widths L1 = a1 and L2 = a2−a1 for a total
width of L = a2. The electromagnetic wave that will be considered is TM-polarized
(p-polarized), with the electric field in the incidence plane (y, z) and the magnetic
field in the x-direction. Denoting:
k2v = k
2
0 − k2y, k0 = ω/c ky = k0 sin θi, (3.21)
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Figure 3.2: Energy, group delay and group velocities of the slab normalized to
c with ωp=10 GHz and d=0.02 m. As ε approaches unity, all velocities become
equal. As ε goes to zero, group velocity goes to zero, energy velocity is small
but finite. Delay velocity increases
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Figure 3.3: Energy, group delay and group velocities of the slab normalized
to c with ωp=10 GHz and d=0.02 m. As ε approaches zero group velocity goes
to zero, energy velocity decreases but still finite, delay velocity increases.
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Figure 3.4: Energy, group delay and group velocities of the slab normalized
to c. For this case, the width of the slab is 0.2 m ε = 10.
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Figure 3.5: Energy, group delay and group velocities of the slab normalized
to c as functions of the width of the slab. For this case, f=1 Ghz and ε = 10.
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Figure 3.6: A two layered structure; the first layer is characterized by 0 <
ε < 1, the second by ε < 0
κ21 = k
2
y − ε1(ω)k20, (3.22)
κ22 = k
2
y − ε2(ω)k20, (3.23)
ηi = εi/κi, (3.24)
the fields in the structure are given by
H(z) = eikvz +Re−ikvz z < 0, (3.25)
H(z) = Ae−κ1z +B eκ1z 0 < z < a1, (3.26)
H(z) = C e−κ2(z−a1) +D eκ2(z−a1) a1 < z < a2, (3.27)
H(z) = T eikvz z > a2. (3.28)
Applying boundary conditions (continuity of H and (dH/dz)/ε at the interfaces),
the transmission coefficient is
T =
e−ikvL
g
, (3.29)
g = coshκ2L2 coshκ1L1+∆1 sinhκ1L1 sinhκ2L2+i [∆2 sinhκ1L1 coshκ2L2] . (3.30)
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The phase of the transmission coefficient is given by
φ0 = − arctan
[
∆2 sinhκ1L1 coshκ2L2 +∆3 coshκ1L1 sinhκ2L2
coshκ2L2 coshκ1L1 +∆1 sinhκ1L1 sinhκ2L2
]
. (3.31)
Here ∆1, ∆2 and ∆3 are defined as
∆1 =
1
2
(
η1
η2
+
η2
η1
)
, (3.32)
∆2 =
1
2
(
η1
η0
− η0
η1
)
, (3.33)
∆3 =
1
2
(
η2
η0
− η0
η2
)
. (3.34)
The resonant conditions of the structure are given by the conditions [1] (see
appendix A)
κ1L1 = κ2L2, (3.35)
η1 + η2 = 0. (3.36)
This resonance corresponds to the excitation of surface modes in the structure. In
Fig. 3.7 the resonance at the interface of the slabs can be seen.
The plots for the transmittance, the group delay, the dwell time and the energy
velocity are given in Figs. 3.8-3.12. Normalized delays of less than unity suggest
superluminality, but as can be seen from Figs. 3.12, the energy velocity stays sub-
luminal. At the resonance, where the transmission coefficient is 1, the group delay
velocity is equal to the energy velocity. The group delay velocity becomes superlu-
minal away from the resonance.
3.3 Double Barrier Structure
Consider a region where two symmetrical barriers of width a are bounded by vacuum
and separated by another vacuum region of width L as shown in Fig. 3.13.
As in the double layer case, a TM-polarized electromagnetic wave will be consid-
ered and the same notations will be used. The fields are given by
H(z) = eikvz +Re−ikvz z < 0, (3.37)
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Figure 3.7: Magnetic field distribution for the double layer structure with
ω = 6.28×109 rad s−1 (1GHz), ωp1 = 3.77×1010 rad s−1 (6 GHz), ωp2 = 2×109
rad s−1 (0.32 GHz), L1 = 0.078m, L2 = 0.02m the resonance occurs at θ ' 74◦.
The surface resonance is in the interface of the two layers.
H(z) = A0 e
−κz +B0 eκz 0 < z < a, (3.38)
H(z) = A1 e
ikvz +B1 e
−ikvz a < z < L+ a, (3.39)
H(z) = A2 e
−κ(z−L−a) +B2 eκ(z−L−a) L+ a < z < L+ 2a. (3.40)
Using boundary conditions at the interfaces (continuity of H and (dH/dz)/ε) the
transmission coefficient is given by
T =
e−2ikva
g
, (3.41)
g = cosh2(κa) +
1
4
sinh2(κa)
[
σ2 cos(kvL)− δ2
]
+i sinh(κa)
[
δ cosh(κa) +
1
4
σ2 sinh(κa) sin(2kvL)
]
. (3.42)
Here
σ =
η0
η1
+
η1
η0
, (3.43)
δ =
η1
η0
− η0
η1
, (3.44)
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Figure 3.8: Transmissivity of the double layer structure with ω = 6.28× 109
rad s−1 (1GHz), ωp1 = 3.77×1010 rad s−1 (6 GHz), ωp2 = 2×109 rad s−1 (0.32
GHz), L1 = 0.078m, L2 = 0.02m the resonance occurs at θ ' 74◦
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Figure 3.9: Transmissivity of the double layer structure with θ = 74◦, ωp1 =
3.77× 1010 rad s−1 (6 GHz), ωp2 = 2× 109 rad s−1 (0.32 GHz), L1 = 0.078m,
L2 = 0.02m
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Figure 3.10: Group delay of the double layer structure normalized to the
proper time with θ = 74◦, ωp1 = 3.77 × 1010 rad s−1 (6 GHz), ωp2 = 2 × 109
rad s−1 (0.32 GHz), L1 = 0.078m, L2 = 0.02m
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Figure 3.11: Dwell time of the double layer structure normalized to the proper
time with θ = 74◦, ωp1 = 3.77 × 1010 rad s−1 (6 GHz), ωp2 = 2 × 109 rad s−1
(0.32 GHz), L1 = 0.078m, L2 = 0.02m
33
vE c
vd c
0.85 0.90 0.95 1.00 1.05 1.10 1.15
0.01
0.1
1
Frequency HGHzL
V

c
Figure 3.12: Energy velocity and group delay velocities of the double layer
structure normalized to c with θ = 74◦, ωp1 = 3.77 × 1010 rad s−1 (6 GHz),
ωp2 = 2× 109 rad s−1 (0.32 GHz), L1 = 0.078m, L2 = 0.02m
Vacuum
Z
I  II
a L a
Figure 3.13: A double barrier structure; the two barrier regions are charac-
terized by ε < 0 and separated by a vacuum region of width L.
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σ2 = δ2 + 4. (3.45)
The resonant conditions for the double barrier structure are given by [21], [6]
cot(kvL) = −1
2
δ tanh(κa), (3.46)
or by [1]
tan(kvL) =
2ξ
1− ξ2 ξ =
η0
η
=
κε
kvε0
. (3.47)
The phase of the transmission coefficient is given by
φ0 = kvL− arctan
[
sinh(κa)
[
δ cosh(κa) + (1/4)σ2 sinh2(κa) sin(2kvL)
]
cosh2(κa) + (1/4) sinh2(κa) [σ2 cos(2kvL)− δ2]
]
. (3.48)
The resonant condition are the leaky eigenmode solutions to the finite depth well
problem [1]. In Fig. 3.14 the resonances at the interface between the slabs and the
inner vacuum region can be seen.
¶0
¶0 ¶0
¶<0
-0.1 0.0 0.1 0.2 0.3 0.4
-6
-4
-2
0
2
4
6
z HmetersL
R
e
H
H
x
L
H
A

m
L
Figure 3.14: Magnetic field distribution for the double barrier structure with
ω = 6.28 × 109 rad s−1 (1GHz), ωp = 3.77 × 1010 rad s−1 (6 GHz), n2 = 1,
L = 0.25m, a = 0.021m the resonance occurs at θ = 62.3◦
The plots for the transmittance, the group delay, the dwell time and the energy
velocity are given in Figs. 3.15-3.19. Normalized delays of less than unity sug-
gest superluminality, but as can be seen from Fig. 3.19, the energy velocity stays
subluminal.
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Figure 3.15: Transmissivity of the double barrier structure with ω = 6.28×
109 rad s−1 (1GHz), ωp = 3.77 × 1010 rad s−1 (6 GHz), n2 = 1, L = 0.25m,
a = 0.021m the resonance occurs at θ = 62.3◦
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Figure 3.16: Transmissivity of the double barrier structure with θ = 62.3◦,
ωp = 3.77× 1010 rad s−1 (6 GHz), n2 = 1, L = 0.25m, a = 0.021m
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Figure 3.17: Group delay of the double barrier structure normalized to the
proper time with θ = 62.3◦, ωp = 3.77 × 1010 rad s−1 (6 GHz), n2 = 1,
L = 0.25m, a = 0.021m
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Figure 3.18: Dwell time of the double barrier structure normalized to the
proper time with θ = 62.3◦, ωp = 3.77 × 1010 rad s−1 (6 GHz), n2 = 1,
L = 0.25m, a = 0.021m
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Figure 3.19: Energy velocity of the double barrier structure normalized to
c with θ = 62.3◦, ωp = 3.77 × 1010 rad s−1 (6 GHz), n2 = 1, L = 0.25m,
a = 0.021m
3.4 Conclusions
A number of experiments have been performed to measure the tunneling time for
different kinds of wave phenomena, ranging from laser radiation to acoustic waves.
In the case of electromagnetic radiation, a good review can be found in [26] and [7].
It is worth mentioning that most if not all experiments, measure the group delay. In
these experiments the following was confirmed [7]:
-The group delay is a measure of the time at which the transmitted gaussian
pulse peaks at the exit.
-In reflection and transmission, the delays are the same for symmetric barriers.
-The group delay saturates with barrier length.
It has been noted , however, that the velocity of information transfer is not de-
termined by the motion of the peak of the wave [7,21]. In order to have transmission
of information by a wavepacket, it needs to have a point where it is non-analytical
(e.g. sharp edge), requirement that is not satisfied for any gaussian packets.
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Therefore the superluminal group delay velocity does not suggest superluminal
information transport. The information flow requires energy transport, thus the en-
ergy flow velocity (which is always subluminal) has to be considered as an information
flow velocity.
In this section, energy transport was analyzed for the cases of a finite width slab,
tunneling of evanescent waves through multilayered structuresand dispersive media.
The group delay and the dwell time are shown to be equivalent and to represent
the lifetime of the energy inside the barrier region and not to represent a transit
time for the transmitted wave, therefore any conclusion that the tunneling process is
superluminal based on these times is not correct. The tunneling process is explained
based on the interference of evanescent waves inside the barrier region, interference
that generates an energy transport responsible for both reflection and transmission
of the wave, the velocity associated with this energy transport is shown to be always
subluminal and not to saturate with distance via its dependence on the transmission
coefficient. The resonance in the structures can be explained via amplification of
evanescent waves in the case of the double barrier and via the leaky eigenmodes in
the double barrier case [1]. The concept of group velocity as defined in literature
loses its sense in the barrier region due to the fact that the wavevector inside this
region is purely real, leading thus to a purely imaginary group velocity or a purely
imaginary time, quantity that is not observable.
In general, the energy velocity vE is a nonlocal quantity which is affected by the
field distribution over the whole system, and in particular, by boundary conditions.
It always remains subluminal. In resonant cases (and in absence of dissipation), the
energy velocity vE is equal to the group delay velocity vd = ∂ω/∂κ.
It is argued therefore that the energy velocity vE = S/U is the most appropriate
quantity describing the velocity of the energy flow, and hence, the velocity of the
information flow. This conclusion is important for slow and fast light, where group
velocity is usually sued, but the energy (information) velocity may be different as
noted above.
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Chapter 4
Microscopic and Macroscopic Forces in
Dielectric Media
A body in an electromagnetic field experiences a force imparted by this field. This
force is called radiation pressure. This radiation pressure is related to the reflection
and absorbtion of light and gives rise to very important physical consequences.
Due to the fact that any medium is composed of atoms, the forces on a body due
to the electromagnetic field are due to the action of the field on the individual charges
and currents proper and on the charges and currents induced on the body by the
electromagnetic field. In order to understand and study the nature of these forces it
is necessary to study how the electromagnetic field gives rise to induced charges and
currents on the body and how the field exerts a force onto them. The starting point is
the microscopic Maxwell equations under the assumption that all microscopic effects
are basically averages of the corresponding microscopical effects [17,27,28].
4.1 The Microscopic Maxwell Equations
The microscopic theory of electromagnetism was developed by Hendrik Lorentz at the
end of the XIX century [29]. Although this is a purely classical theory, it accounts for
most electrical properties of matter and it will be considered the theoretical backbone
of all subsequent analysis on the radiation pressure of light on matter.
The starting point is the formulation of the microscopic Maxwell equations that
are related to the microscopic properties of matter via the source terms (microscopic
charge and current density). Based on this and carrying out an appropriate aver-
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aging procedure, the macroscopic properties of matter can be obtained [28]. The
microscopic Maxwell equations are
∇ · e = %
ε0
, (4.1)
∇ · b = 0 (4.2)
∇× e = −∂b
∂t
, (4.3)
∇× b = µ0j+ µ0ε0∂e
∂t
, (4.4)
where e and b are the microscopic electric and magnetic fields, % and j are the
microscopic charge and current densities respectively.
The microscopic Maxwell equations connect the fields via the source terms. It is
clear from these equations that the origin of the fields are the electric charges [28] and
that the distinction between electric, magnetic and electromagnetic fields lies only
in the relative movement of these charges with respect to the observation point [27].
In addition to the microscopic Maxwell equations, the microscopic Lorentz theory
is completed by the microscopic force density that acts upon all the charges and
currents. This microscopic force density can be expressed as
f = % e+ j× b. (4.5)
This tells us that there is a momentum associated with the electromagnetic field
in such a way that the change of this momentum gives raise to the microscopic
Lorentz force (i.e the moment the electromagnetic field loses is then given to the
respective charge and current densities) [27, 30].
This can be seen considering Newton’s second law of motion
dpmech
dt
=
∫
V
(% e+ j× b) dV. (4.6)
The task is now from (4.1)-(4.4) obtain the expressions for % and j and plug them
into (4.5).
Using the microscopic Lorentz equations (4.1)-(4.4), the charge and current den-
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sities are
% = ε0∇ · e, (4.7)
j =
1
µ0
(
∇× b− µ0ε0 ∂e
∂t
)
. (4.8)
Plugging these last expressions into (4.5), the microscopic Lorentz force can be ex-
pressed as
% e+ j× b = ε0 (∇ · e)e+ 1
µ0
(
∇× b− µ0ε0 ∂e
∂t
)
× b
= ε0 (∇ · e)e+ 1
µ0
(∇× b)× b− ε0∂e
∂t
× b. (4.9)
This way, the microscopic Lorentz force density reduces to:
f = −∇ ·
{
1
2
(
ε0e · e+ 1
µ0
b · b
)
δij − ε0ee− 1
µ0
bb
}
− ∂
∂t
(ε0 e× b). (4.10)
With this in mind, the conservation for the total system of particles and fields reads
d
dt
(pmech + pem) =
∫
V
∇ · T¯ mic dV
=
∮
S
nˆ · T¯ mic dS. (4.11)
The quantity T¯ mic in (4.11) is the microscopic Maxwell stress tensor defined as
T¯ mic = 1
2
(
ε0e · e+ 1
µ0
b · b
)
δij − ε0ee− 1
µ0
bb, (4.12)
and the quantity pem is the microscopic electromagnetic momentum given by
pem =
∫
V
ε0 e× b dV. (4.13)
If the region of integration is taken to be all space, and such that all the components
of T¯ mic go to zero fast enough such that the surface integral vanishes as the surface
goes to infinity, (4.11) reduces to [27]
d
dt
(pmech + pem) = 0. (4.14)
This last equation tells us that it is the total momentum of the system particles-fields
that is conserved in all of space, rather than just the momentum of the particles.
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This quantity nˆ · T¯ mic in (4.11) can be regarded as the force per unit area across
a surface S transmitted by the microscopic electromagnetic field. It can be argued
that the total flow of momentum across a surface is not completely specified by the
integral over the surface of nˆ · T¯ mic since one can always add a quantity such that
its integral over the surface vanishes [13,27], but the expression obtained in (4.12) is
a direct consequence of the Maxwell-Lorentz theory and therefore a self-consistent
one [27,31,32].
4.2 Averaging of Microscopic Equations
As pointed before, in the Maxwell-Lorentz theory, matter is regarded as composed
of point charges that produce microscopic electromagnetic fields. The macroscopic
theory along with all macroscopic phenomena is then obtained by using a suitable
averaging procedure of the corresponding microscopic quantities. This view was
the original one exposed by Lorentz [29] and has been extended since by numerous
authors [17, 28,33].
4.2.1 Average Value of the Microscopic Quantities
A microscopic quantity A(r) given as a function of position can be averaged using
a suitable distribution function w(s) such that w(s) is a positive function and that
is not equal to zero only in the vicinity of the point s = 0. With this in mind, the
average of the microscopic quantity A(r) with respect to w(s) is given by [33]
〈A(r)〉 =
∫
V
A(r− s)w(s) d3s, (4.15)∫
V
w(s) d3s = 1. (4.16)
It is assumed that w(s) varies slowly enough such that it can be expanded by Taylor
as
w(s+ d) ≈ w(s) + (d · ∇)w(s) + 1
2
(d · ∇)2w(s). (4.17)
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It is seen from these definitions of the average that space and time differentiations
are commutable, such that
∂
∂xj
〈A(r, t)〉 =
∫
w(s)
∂A(r− s, t)
∂xj
d3s
=
〈
∂A(r, t)
∂xj
〉
(4.18)
and
∂
∂t
〈A(r, t)〉 =
∫
w(s)
∂A(r− s, t)
∂t
d3s
=
〈
∂A(r, t)
∂t
〉
. (4.19)
The macroscopic fields E andB are obtained from the averaging of the corresponding
microscopic fields e and b, such that [28]
E ≡ 〈e〉 , (4.20)
B ≡ 〈b〉 . (4.21)
It is the fact that the average of the microscopic field b gives B as expressed in (4.21)
that justifies regarding b as the fundamental magnetic field instead of H [28].
In this fashion, the average of the microscopic Maxwell equations given in (4.1)-
(4.4) are [17,28]
∇ · E = 〈%〉
ε0
, (4.22)
∇ ·B = 0, (4.23)
∇× E = −∂B
∂t
, (4.24)
∇×B = µ0 〈j 〉+ µ0ε0∂E
∂t
. (4.25)
The task in hand is therefore to calculate 〈%〉 and 〈j 〉 in (4.22) and (4.25) to obtain
the corresponding expressions for the macroscopic quantities D and H respectively.
It is these fields D and H that can be identified with the bulk properties of matter.
4.2.2 Spatial Average of the Charge Density
The microscopic charge density can be divided into the charges carried by the con-
duction electrons and the charges bounded to the molecules. As such the microscopic
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charge density can be written as
%(r) =
∑
j
qj δ(r− rj) =
∑
j(e)
qj δ(r− rj) +
∑
j(mol)
qj δ(r− rj)
=
∑
j(e)
qj δ(r− rj) +
∑
l
∑
j(l)
qj δ(r− rj). (4.26)
Considering only the l − th molecule, from the definition of average and (4.26) we
have
〈%l〉 =
∫
w(r)%(r− s) d3s =
∫
w(s)
∑
j(l)
qj δ(r− s− rj) d3s
=
∑
j(l)
qj w(r− rj) =
∑
j(l)
qj w(r− rl + rl − rj)
=
∑
j(l)
qj w(r− rl − rjl), (4.27)
where rjl = rj−rl. The quantity rjl is the distance between the charge in the molecule
and its center of mass and is therefore of the order of the size of the molecule. Making
a Taylor expansion around r− rl using (4.17)
〈%l〉 ≈
∑
j(l)
qj
[
w(r− rl)− (rjl · ∇)w(r− rl) + 1
2
(rjl · ∇)2w(r− rl)
]
= qlw(r− rl)− pl · ∇w(r− rl) + ql · ∇ · ∇w(r− rl)
=
∫
w(s)qlδ(r− s− rl)d3s−∇ ·
∫
w(s)plδ(r− s− rl)d3s
+∇ · ∇ ·
∫
w(s)qlδ(r− s− rl)d3s, (4.28)
where
pl =
∑
j(l)
qjrjl → dipole moment l-th molecule,
ql =
1
2
∑
j(l)
qjrjlrjl → quadrupole moment l-th molecule.
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The total average of the microscopic charge density is then obtained combining (4.26)
and (4.28)
ρ =
〈∑
j(e)
qj δ(r− rj)
〉
+
〈∑
l
%l(r)
〉
=
〈∑
j(e)
qj δ(r− rj)
〉
+
〈∑
l
qlδ(r− rl)
〉
−∇ ·
〈∑
l
pl δ(r− rl)
〉
+∇ · ∇ ·
〈∑
l
ql δ(r− rl)
〉
. (4.29)
Defining the quantities ρf as the net free charge, P as the macroscopic polariza-
tion and Q as the quadrupole moment density tensor, such that
ρf =
〈∑
j(e)
qj δ(r− rj)
〉
+
〈∑
l
ql δ(r− rl)
〉
, (4.30)
P =
〈∑
l
pl δ(r− rl)
〉
, (4.31)
Q =
〈∑
l
ql δ(r− rl)
〉
, (4.32)
the final expression for the averaged charge density is then given by
ρ = ρf −∇ · (P−∇ · Q). (4.33)
4.2.3 Spatial Average of the Current Density
Similar to the charge density, the microscopic current density can be divided between
the current charged by the conduction electrons and the current generated by the
movement of the charges bounded to the molecules. As such the microscopic current
density can be written as
j(r) =
∑
j
qj vjδ(r− rj)
=
∑
j(e)
qj vjδ(r− rj) +
∑
j(mol)
qj vjδ(r− rj)
=
∑
j(e)
qj vjδ(r− rj) +
∑
l
∑
j(l)
qj vjδ(r− rj). (4.34)
46
The average value for the l − th molecule is thus given by
〈jl〉 =
∫
w(s)jl(r− s) d3s
=
∫
w(s)
∑
j(l)
qjvj(r− s)δ(r− s− rj) d3s
=
∑
j(l)
qjw(r− rj)vj(r− r+ rj)
=
∑
j(l)
qjw(r− rl − rjl)vj(rl + rjl). (4.35)
As before, expanding the function w by Taylor around the point r− rl
〈jl〉 = qlvlw(r− rl) + dpl
dt
w(r− rl)− vl(pl · ∇)w(r− rl)
+vl(ql · ∇ · ∇)w(r− rl)−
∑
j(l)
qjvjl(rjl · ∇)w(r− rl).
Using the identities
dplw
dt
+∇× (pl × vlw) = wdpl
dt
− vl(pl · ∇)w,
∇× (mlw)− dql · ∇w
dt
−∇×∇ · (ql × vlw) =
vl(ql · ∇ · ∇)w −
∑
j(l)
qjvjl(rjl · ∇)w,
where ml is the magnetic moment of the molecule, defined as
ml =
1
2
∑
j(l)
qjrjl × vjl,
and plugging these last equations into the Taylor expansion for jl, the average current
density is then given by
〈jl〉 = qlvlw(r− rl) + d
dt
(plw(r− rl)− ql · ∇w(r− rl)) +∇×mlw(r− rl)
+∇× (pl × vlw(r− rl))−∇×∇ · (ql × vlw(r− rl))
= 〈qlvlδ(r− rl)〉+ d
dt
[〈plδ(r− rl〉 − ∇ · 〈qlδ(r− rl)〉]
+∇× 〈mlδ(r− rl)〉
+∇× [〈pl × vlδ(r− rl)〉 − ∇ · 〈ql × vlδ(r− rl)〉]. (4.36)
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As with the charge density, the average microscopic current density is then given by
J =
〈∑
j(e)
qjvjδ(r− rj)
〉
+
〈∑
l
jl
〉
= Jf +
d
dt
(P−∇ · Q) +∇×M
+∇×
[〈∑
l
pl × vlδ(r− rl)
〉
−∇ ·
〈∑
l
ql × vlδ(r− rl)
〉]
, (4.37)
where Jf is the net free current density
Jf =
〈∑
j(e)
qjvj δ(r− rj)
〉
+
〈∑
l
qlvl δ(r− rl)
〉
.
4.2.4 Spatial Average of the Lorentz Force
Similarly to the procedure used to obtain the average charge density and current
density, the macroscopic Lorentz force can be obtained by averaging equation (4.5)
〈f〉 = fL =
∫
w(s)[%(r− s)e(r− s) + j(r− s)× b(r− s)] d3s. (4.38)
Defining e′ ≡ E− e and b′ ≡ B− b as the difference between the macroscopic and
microscopic fields, such that E(r− s) ≈ E(r) and B(r− s) ≈ B(r) [27], where s
varies over the size of w(s), the macroscopic Lorentz force becomes then
fL = 〈%〉E+ 〈j〉 ×B− 〈%e′〉+ 〈j× b′〉 .
The volume of integration can be made such that as it gets smaller, e′ and b′ become
smaller such that the final expression for the macroscopic Lorentz force is given by
fL = ρE+ J×B,
with ρ and J are given by (4.33) and (4.37).
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4.3 The Macroscopic Lorentz Force
By putting the results from equations (4.33) and (4.37) into the system (4.22)-(4.25)
Maxwell equations can be written as
∇× E = −∂B
∂t
, (4.39)
∇ ·D = ρf , (4.40)
∇ ·B = 0 (4.41)
∇×H = Jf + ∂D
∂t
, (4.42)
with D and H defined as
D = ε0E+P−∇ · Q, (4.43)
H =
B
µ0
−M+
〈∑
l
pl × vlδ(r− rl)
〉
+∇ ·
〈∑
l
ql × vlδ(r− rl)
〉
.(4.44)
It is understood that the fundamental fields are E and B andD andH are just short-
hand notation for writing Maxwell equations in a more compact way [33]. They are
in general an approximation that can be made as accurate as needed. In this spirit,
it is customary to ”truncate” the expansion for the macroscopic charge and current
density to the dipole terms, and define the fields D and H as
D = ε0E+P, (4.45)
H =
B
µ0
−M, (4.46)
such that [17,27,33]
D = εE, (4.47)
H =
B
µ
. (4.48)
Here the quantities µ and ε are defined as [28]
ε =
D
E
, (4.49)
µ =
B
H
(4.50)
49
with this in mind , the final form used in this work for the equation of evolution of
the momentum exchange between the particles and the fields is given by
fL = (ρf −∇ ·P)E+
(
Jf +
∂P
∂t
+∇×M
)
×B. (4.51)
fL is basically the macroscopic Lorentz force density acting on the macroscopic
current and charges (in media without free charges and currents, the Lorentz force
acts then only on the bound charges and currents). This form for the Lorentz force
has been obtained by using the macroscopical Maxwell’s equations by Yaghjian [30]
and also discussed by other authors [13,31,34].
Using this result for the Lorentz force and the macroscopic Maxwell equations
(4.22)-(4.25), an expression for the conservation of momentum can be constructed
as
fL = −∇ · T¯ A − ∂g
A
∂t
. (4.52)
In this last expression, the quantities gA and T¯ A are the momentum of the electro-
magnetic field and Maxwell’s stress tensor defined as (see appendix D)
gA = ε0E×B, (4.53)
T¯ A = ε0E
2
2
δij +
B2
2µ0
δij − ε0EE− BB
µ0
. (4.54)
It is important to notice that the Maxwell stress tensor and the momentum
gA have the same form in vacuum and in media. With this in mind, the Lorentz
force acts as the exchange of momentum between the electromagnetic field and the
particles that make up the medium; the momentum that the fields lose is transferred
to the medium via the Lorentz force, which acts directly onto the polarization and
magnetization of the medium, material effects whose sole cause is the action of the
fields on the constitutive particles of the medium.
One important issue to consider is that some authors use for the electric part
of the Lorentz force the expression (P · ∇)E instead of the quantity (−∇ · P)E in
(4.51) [13, 14,32,35–37].
fK = P · ∇E+
(
∂P
∂t
+∇×M
)
×B. (4.55)
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This form for the electric part of the Lorentz force is a generalization of the force
on point dipoles first discussed by Kelvin. To compare these two expressions it is
useful to use the following identity
∇ · (PE) = (∇ ·P)E+ (P · ∇)E.
As seen from this last equation, the two expressions for the electric force differ by
the full derivative of a tensor ∇ · (PE)
fK = fL +∇ · (PE). (4.56)
Applying Gauss theorem and choosing a surface if integration such that on this
surface P = 0 the two expressions yield the same result [32,36]. This last assumption
is true in vacuum but in material media, the expression ∇ · (PE) is not exactly zero
and the difference between the expressions becomes important. Nonetheless since
the expression (−∇ ·P)E was derived directly form the Maxwell equations without
any particular assumptions on the nature of the medium, this will be the one that
will be used throughout.
4.4 The Helmholtz Force
There has been another approach in formulating the force on the dielectric due to
Helmholtz. One can start from the macroscopic Maxwell equations for a material in
absence of free charges
∇× E = −∂B
∂t
, (4.57)
∇ ·D = 0, (4.58)
∇ ·B = 0, (4.59)
∇×H = ∂D
∂t
. (4.60)
Now we try to construct a form similar to the conservation of momentum by
cross multiplying the equation (4.57) by E, and equation (4.60) by H and using the
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constitutive relations for the fields D and H, which after some simple algebra [38]
one obtains:
∂
∂t
(D×B)+∇·
(
1
2
D · E δij + 1
2
H ·Bδik −DE−HB
)
=
1
2
E2∇ε+1
2
H2∇µ. (4.61)
In (4.61), the quantity
gM = D×B (4.62)
is interpreted as a momentum in the medium (Minkowski momentum), and the
quantity
T¯ M = 1
2
D · E δij + 1
2
H ·Bδik −DE−HB (4.63)
as the Minkowski stress-tensor. The quantity on the left in (4.61) is interpreted as
the loss of momentum from the subsystems of the D, and H fields. This momentum
is transferred to the medium , therefore imparting the force on the medium. This
force is opposite in sign to the left side of (4.61) [11, 19,39],
fH = −1
2
E2∇ε− 1
2
H2∇µ. (4.64)
This expression was derived also by Hirose in [40] for the case of non-magnetic
media by taking into account the energy due to the non-uniform polarization [40].
These considerations are consistent with the Fresnel equation [41] and symmetry
arguments [42].
This expression is valid for the case of real ε and µ. It can be readily generalized
for a general dissipative case when ε is complex by defining
fHi =
1
2
Dj
∂
∂xi
Ej − 1
2
Ej
∂
∂xi
Dj. (4.65)
Using
E =
1
2
(E+ E∗) , (4.66)
D =
1
2
(D+D∗) (4.67)
and plugging this into (4.65) we obtain
〈
fHz
〉
=
1
8
(
D∗x
∂
∂z
Ex +Dx
∂
∂z
E∗x − E∗x
∂
∂z
Dx −Dx ∂
∂z
E∗x
)
. (4.68)
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Assuming a complex dielectric constant of the form ε = εr+ i εi and the constitutive
relations, (4.68) reduces to
〈
fHz
〉
=
1
4
<
{
ε
(
Ex
∂
∂z
E∗x − E∗x
∂
∂z
Ex
)}
− 1
4
|Ex|2 ∂εr
∂z
= −1
2
εi=
(
Ex
∂
∂z
E∗x
)
− 1
4
|Ex|2 ∂εr
∂z
. (4.69)
From equation (4.69), it is clear that in general case of complex ε, the Helmholtz
force has a surface part that depends on the real part of the dielectric constant and
a volume part that depends on the imaginary part of the dielectric constant. This
fact is one of the main differences between the Helmholtz and the Lorentz forces,
with the Lorentz force being a purely volume force.
Finally we can see how the Lorentz, Kelvin and Helmholtz forces are related with
one another for a non-magnetic medium
fK = fL +∇ · (PE) , (4.70)
fH = fL +∇ ·
(
PE− 1
2
P · E δij
)
− ∂
∂t
(P×B) . (4.71)
With this previous result, it is worth noting here that different expressions for the
local Lorentz, Kelvin and Helmholtz forces produce the same net force when inte-
grated over whole body bounded by vacuum, which can be seen from the fact that
they differ from each other by the divergence of a tensor that includes the polariza-
tion and magnetization, which vanish in vacuum and therefore do not contribute to
the force upon integration (see appendix C).
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Chapter 5
The Electromagnetic Force on Dielec-
tric Slabs
In this chapter we calculate the electromagnetic force on dielectric slabs in various
configurations. A non dispersive, non magnetic medium with real dielectric permit-
tivity will be considered but we allow for dissipation in certain cases. We consider
steady state forces for harmonic radiation; time averaged quantities are considered.
We will use the Lorentz force given in the form (4.51) and compare it with the results
produced by the Helmholtz force (4.69). A single dielectric slab, a semi-infinite slab
and a quarter wavelength film layer are considered.
5.1 Force on a Single Dielectric Slab
Consider a dielectric slab of thickness d. The slab is characterized by a dielectric
constant ε and bounded by vacuum on both sides. Taking the z-axis as normal to
the slab and linearly polarized monochromatic light normally incident on the slab,
the electromagnetic fields, E and B are given by
E = [Ex, 0, 0]e
−iωt, (5.1)
B = [0, By, 0]e
−iωt (5.2)
Under these conditions, the electric contribution of the Lorentz force (−∇ · P)E is
zero and the only force is the one on the polarization current. The component in the
z-direction for the force is given only by the second member in the right hand side
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of (4.51) whose time average is given by
〈fLz〉 = 1
2
<(J×B∗), (5.3)
for J given by (in the absence of free currents)
J =
∂P
∂t
, (5.4)
where the polarization given by
P = ε0(ε− 1)E. (5.5)
The electric field is given by
Ex =
(
eikvz +Re−ikvz
)
E0 z > 0,
Ex =
(
Aeik1z +B e−ik1z
)
E0 0 < z < d,
Ex = T e
ikvzE0 d < z,
and the magnetic field by
By =
kv
ω
(
eikvz −Re−ikvz)E0 z > 0,
By =
k1
ω
(
Aeik1z −B e−ik1z)E0 0 < z < d,
By =
kv
ω
T eikvzE0 d < z,
with kv =
ω
c
, k1 = kvn, n =
√
ε. Using these expressions, (5.3) becomes
〈fL〉z =
1
2
<{−iωε0(ε− 1)ExB∗y}
=
ε0|E0|2
2
<{−ik1(ε− 1) [|A|2 − |B|2 + 2i=(A∗B e−2ik1z)]}
= ε0(ε− 1)k1|E0|2=(A∗B e−2ik1z). (5.6)
The Lorentz force is given then by the integral over the slab of (5.6).
〈FL〉z = Aε0(ε− 1)k1|E0|2
∫ d
0
=(A∗B e−2ik1z) dz (5.7)
with A being the cross sectional area of the slab.
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Obtaining the coefficients in (5.7) from the matching conditions for the fields, we
have
={A∗B e−2ik1z} = (ε− 1) sin(2k1(d− z))
4ε cos(k1d) + (ε+ 1) sin
2(k1d)
(5.8)
and ∫ d
0
=(A∗B e−2ik1z) dz =
∫ d
0
(ε− 1) sin(2k1(d− z))
4ε cos(k1d) + (ε+ 1) sin
2(k1d)
dz
=
1
k1
(ε− 1) sin2(k1d)
4ε cos(k1d) + (ε+ 1) sin
2(k1d)
. (5.9)
Then the Lorentz force reduces to
〈FL〉z =
Aε0(ε− 1)2|E0|2 sin2(k1d)
4ε cos(k1d) + (ε+ 1) sin
2(k1d)
= Aε0|E0|2
{
(ε− 1)2 sin2(k1d)
4ε cos(k1d) + (ε+ 1) sin
2(k1d)
}
= Aε0|E0|2|R|2. (5.10)
It is obvious from (4.71) that the integral values for the Lorentz and Helmholtz
forces will be equal when the integration is done over the whole slab length bounded
by vacuum. Nevertheless, we perform direct calculations of the Helmholtz to em-
phasize the volume and surface contributions.
We evaluate now the Helmholtz force directly by integrating (4.69) for real epsilon
〈fH〉 = −1
4
|Ex|2∇ε,
〈FH〉z = −
1
4
A
∫ d
0
|Ex|2 ∂ε
∂z
dz
= −1
4
A
∫ d
0
|Ex|2 ε0(ε− 1) {δ(z)− δ(z − d)} dz
=
1
4
ε0A(1− ε)
[|1 +R|2 − |T |2] |E0|2
=
1
2
ε0A(1− ε)
(|R|2 + <(R)) |E0|2. (5.11)
In this last equations, the terms |R|2 and <(R) are defined as
|R|2 = (ε− 1)
2 sin2(k1d)
4ε cos(k1d) + (ε+ 1) sin
2(k1d)
,
<(R) = (1− ε
2) sin2(k1d)
4ε cos(k1d) + (ε+ 1) sin
2(k1d)
,
|R|2 + <(R) = 2 (1− ε) sin
2(k1d)
4ε cos(k1d) + (ε+ 1) sin
2(k1d)
. (5.12)
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By plugging the result from (5.12) into (5.11), the Helmholtz force reduces to
〈FH〉z =
1
2
ε0A|E0|2(1− ε)
(|R|2 + <(R))
=
1
2
ε0A|E0|2(1− ε)
{
2 (1− ε) sin2(k1d)
4ε cos(k1d) + (ε+ 1) sin
2(k1d)
}
= Aε0|E0|2
{
(ε− 1)2 sin2(k1d)
4ε cos(k1d) + (ε+ 1) sin
2(k1d)
}
= Aε0|E0|2|R|2. (5.13)
As can be seen from (5.10) and (5.13), the Lorentz and Helmholtz forces yield
the same result. The general result 5.13 also follows from a simple balance of the
exchange of the momentum between photons and dielectric slab. Consider the photon
beam normally incident on the dielectric layer. The incident beam has a photon flux
Ni c, where Ni is a photon density Ni = w/(h¯ω), energy density w = ε0E
2
0/2, and
momentum flux Si = Nih¯k. The reflected beam will have a momentum Sr = Nrh¯k,
where Nr = |R|2Ni. The transmitted beam with a flux Nt has a momentum flux
St = Nth¯k with Nt = |T |2Ni. The total force per unit area applied to the dielectric is
then F = h¯k (Ni+Nr−Nt) = h¯k Ni (1+ |R|2 −|T |2 ), and obviously F is positive for
any |T |2 < 1 or since |R|2+ |T |2 = 1, the force becomes F = 2h¯k Ni |R|2 = ε0E20 |R|2.
As the force is dependent on |R|2, it will oscillate with it, the force being zero at the
points where the reflectance is zero.
The plots of the force per unit area, normalized to ε0 |E0|2 are given in Fig. 5.1
as a function of width and in Fig. 5.2 as a function of the refraction index.
5.2 Force on a Semi-infinite Slab
In this section we want to consider the force on non-magnetic non dispersive semi-
infinite slab. It is worth noting here that one cannot use the results of the previous
section for a finite length slab by taking a limit of d → ∞ . In an ideal (non
dissipative) medium there is always a standing wave and the force will oscillate
indefinitely as shown in Figs. 5.1 and 5.2. In another words, the results of the
previous sections are obtained assuming that in the slab there is a reflected wave
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Figure 5.1: Force on a slab as function of width with kv = 21m
−1 and n = 1.5
as calculated using (5.10) and (5.13)
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Figure 5.2: Force per unit area on a slab as function of n with kv = 21 m
−1
and d = 0.5 m as calculated using (5.10) and (5.13)
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(though it would require an infinite time to return for an slab of infinite length). This
problem can be corrected by assuming a finite length pulse with a length shorter than
the length of the slab (so that there is no reflected wave). However this would be
a non stationary problem which is beyond the scope of this thesis. We will employ
a different approach; we will assume a weak dissipation inside the slab, so that the
wave amplitude decreases as the wave propagates. This will eliminate the reflected
wave inside the slab. Therefore the electric field inside the semi-infinite slab is given
by
Ex = E0 T e
ikz
and the magnetic field is:
By =
1
c
√
εE0 T e
ikz,
B∗y =
1
c
√
ε ∗E∗0 T
∗ e−ik
∗z.
The final expression for the time averaged Lorentz force density is
〈fLz〉 = 1
2
ω
c
ε0<
(−iω√ε ∗(ε− 1)|Ex|2)
=
1
2
ω
c
ε0|E0|2|Tf |2<
(−iω√ε ∗(ε− 1) eikz e−ik∗z) , (5.14)
where E0 is the amplitude of the incident field and Tf is the Fresnel transmission
coefficient for normal incidence which is given by
Tf = =
2
1 +
√
ε
. (5.15)
For a complex ε, we have the following
ε = εr + i εi
=
√
ε2r + ε
2
i e
i arctan(εi/εr), (5.16)
√
ε = (ε2r + ε
2
i )
1/4 ei arctan(εi/εr)/2. (5.17)
In what follows, we will use the following definitions: n = <√ε, κ = =√ε, ε =
(n+ iκ)2.
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Using these definitions, the time averaged Lorentz force is
〈fLz〉 = 1
2
ω
c
ε0<
(−iω√ε ∗(ε− 1)|Ex|2)
=
1
2
ω
c
ε0|E0|2|Tf |2<
(−iω (n− iκ)(n2 − κ2 + 2inκ− 1) eikz e−ik∗z) ,(5.18)
with k given by
k = kr + i ki
=
ω
c
√
ε
=
ω
c
(n+ i κ)
eikz e−ik
∗z = e−2kiz.
To obtain the total Lorentz force on the semi-infinite slab, the Lorentz force density
has to be integrated over the whole volume
〈FLz〉 =
∫
V
fLz dV
= A
∫ ∞
0
fLz dz
= A
1
2
ω
c
ε0|E0|2|Tf |2<
(−iω (n− iκ)(n2 − κ2 + 2inκ− 1)) ∫ ∞
0
e−2kiz dz
= A
1
2
ω
c
ε0|E0|2|Tf |2 1
2ki
κ (n2 + κ2 + 1)
=
1
4
(n2 + κ2 + 1)ε0A |E0|2|Tf |2. (5.19)
Finally, with |Tf |2 is given by
|Tf |2 = 4
(1 + n)2 + κ2
and the final expression for the force on a semi-infinite slab is given by
〈FLz〉 = 1
4
(n2 + κ2 + 1)ε0A |E0|2 4
(1 + n)2 + κ2
=
n2 + κ2 + 1
(1 + n)2 + κ2
ε0A |E0|2. (5.20)
This expression can be written as
〈FLz〉 = 1
2
ε0A |E0|2
{
2(n2 + κ2 + 1)
(1 + n)2 + κ2
}
=
1
2
ε0A (1 + |Rf |2) |E0|2, (5.21)
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where Rf is the Fresnel reflection coefficient for the semi-infinite slab.
Now we evaluate the Helmholtz force to emphasize the surface and volume con-
tributions to this force for a lossy medium. The surface component and a volume
component can be calculated using equation (4.69). Plugging the fields into this
equation we obtain for the local Helmholtz force density
〈
fHz
〉
=
1
2
kr εi |T |2 |E0|2 e−2kiz − 1
4
|T |2 |E0|2 e−2kiz ∂εr
∂z
. (5.22)
The integral over the whole volume of this last expression yields
〈
FHz
〉
=
Aε0|E0|2(1 + κ2 − n2)
(1 + n)2 + κ2
+ 2n2
Aε0|E0|2
(1 + n)2 + κ2
=
n2 + κ2 + 1
(1 + n)2 + κ2
Aε0|E0|2
=
1
2
Aε0|E0|2(1 + |R|2). (5.23)
The conclusion is then that the force given by (5.23) is equal to the expressions given
by equation (5.21).
We can also obtain the same result by including a finite dissipation into the
analysis for the finite length slab as said before. In the case of a lossy slab, the
general result is given by (see appendix C)
〈F 〉 = 1
2
ε0A (1 + |R|2 − |T |2) |E0|2. (5.24)
In the limit kid À 1, a lossy slab of a finite length is equivalent to a semi-infinite
slab. Then T = B = 0 and for R and A we have:
R =
1−√ε
1 +
√
ε
, (5.25)
A =
2
1 +
√
ε
. (5.26)
It is important to note that these are the reflection and transmission coefficients
for normal incidence on a semi-infinite slab. The force is then given by
〈F 〉 = 1
2
ε0A (1 + |R|2) |E0|2, (5.27)
which is exactly the same as expression (5.21).
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When R = 1, the force on the material is equivalent to that on a fully reflecting
metal. For n = 1 + iδ, when δ → 0, the force is also finite. In the latter case, there
is no reflection. The force occurs due to the absorption of the transmitted wave. In
a semi-infinite dielectric an infinitely small dissipation leads to the full absorption
(over the infinitely large distance). The absorbed momentum creates the force equal
to the half of that in the fully reflecting case R = 1. The force on the dielectric
distributed over a large distance as given by equation (5.21), this distance increases
as the dissipation decreases, δ → 0, though the total value of the force remains
finite. The case with an infinitely small dissipation is therefore different from the
case of no dissipation for the Helmholtz force which becomes negative and applied
to the surface [40, 41] corresponding to the Minkowski momentum. In the medium,
the momentum flux density is the sum of the transmitted wave momentum and the
momentum of the medium. The transmitted wave momentum flux density is given
by
4n2)
(n+ 1)2
ε0E
2
0 , (5.28)
therefore the medium should absorb a momentum given by
2(n2 + 1)
(n+ 1)2
ε0E
2
0 −
4n2)
(n+ 1)2
ε0E
2
0
= −2(n
2 − 1)
(n+ 1)2
ε0E
2
0 . (5.29)
This last expression is the radiation pressure on a semi-infinite slab and it is
clearly always negative, that is it pulls the medium. Hirose showed that this ex-
pression for the radiation pressure is consistent with both Fresnel’s relations and
Minkowski momentum [40,41]. In Fig. 5.3, the force per unit area on a semi-infinite
medium is shown. As can be seen from this plot, the force is always pulling and
becomes stronger as the refraction coefficient of the medium increases till it reaches
an asymptotic value of -2.
The plots of the force per unit area for the semi-infinite slab, normalized to ε0 |E0|2
are given in Fig. (5.4) as a function of n and in Fig. (5.5) as a function of κ. From
these figures it is clear that in the case that the reflectance approaches zero the force
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Figure 5.3: Force per unit area on a semi-infinite slab as given by (5.29)
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Figure 5.4: Force per unit area on a semi-infinite slab as function of κ with
kv = 21 m
−1 and n = 1.5 as calculated using (5.21) and (5.23)
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Figure 5.5: Force per unit area on a semi-infinite slab as function of n with
kv = 21 m
−1 and κ = 0 as calculated using (5.21) and (5.23)
approaches the value 1/2. This result is also consistent with the total momentum
balance argument, which should be modified for the case with dissipation. The
incident beam has a photon flux Ni c, where Ni is a photon density Ni = w/(h¯ω),
energy density w = ε0E
2
0/2, and momentum flux Si = Nih¯k. There is no reflected
flux (for n = 1 and no transmitted flux because of the dissipation). The dissipation
is infinitely small but for infinite slab it completely suppresses the reflected wave.
The total force then applied to the dielectric is F = h¯k Ni = ε0E
2
0/2. In this case,
all momentum of the incoming radiation is absorbed by the slab. In the case of
total reflection the force tends to 1, indicating the reversal of the momentum of the
reflected wave.
5.3 Force on a Quarter-wavelength Coating
Finally, the electromagnetic force on a quarter-wavelength anti reflective coating will
be calculated. This case differs from the two previous examples in the fact that the
coating is bounded on both sides by two different media.
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Figure 5.6: Reflectance of a lossy slab as function of kid with kv = 21 m
−1,
n = 1 and κ = 0.1
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Figure 5.7: Transmittance of a lossy slab as function of kid with kv = 21
m−1, n = 1 and κ = 0.1
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Figure 5.8: Force per unit area on a lossy slab as function of kid with kv = 21
m−1, n = 1 and κ = 0.1 as calculated using (5.24)
For a quarter wavelength coating on a substrate, the electric field is given by
Ex =
(
eikvz +Re−ikvz
)
E0 z > 0,
Ex =
(
Aeik1z +B e−ikvz
)
E0 0 < z < d,
Ex = T e
ik2zE0 d < z,
and the magnetic field by
By =
kv
ω
(
eikvz −Re−ikvz)E0 z > 0,
By =
k1
ω
(
Aeik1z −B e−ikvz)E0 0 < z < d,
By =
k2
ω
T eik2zE0 d < z.
Using:
kv =
ω
c
,
k1 = kvn1,
k2 = kvn2,
n1 =
√
n2,
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the time average Lorentz force density is given by (5.3)
〈fLz〉 = 1
2
<
{
−iωε0k
∗
1
ω
(ε1 − 1)
(|A|2 − |B|2 + 2 i={A∗B e−2ik1z}) |E0|2}
= ε0(ε1 − 1) k1 |E0|2=
{
A∗B e−2ik1z
}
. (5.30)
For the total force, this last expression has to be integrated over the whole coating,
such that
〈FLz〉 = ε0(ε1 − 1) k1A |E0|2=
∫ d
0
A∗B e−2ik1z dz. (5.31)
For this integral we have the following∫ d
0
e−2ik1z dz =
sin(2k1d)
2k1
− isin
2(k1d)
k1
, (5.32)
with
d =
λ0
4n1
,
k1d =
pi
2
,∫ d
0
e−2ik1z dz = −i 1
k1
,
and the force reduces to
〈FLz〉 = ε0A (ε1 − 1) |E0|2={−iA∗B}
= −ε0A (ε1 − 1) |E0|2<{A∗B} . (5.33)
For the coefficients A and B we have
A∗ =
1
2
(
1 +
1√
n2
)
,
B =
1
2
(
1− 1√
n2
)
,
A∗B =
1
4
(
n2 − 1
n2
)
. (5.34)
For the factor (ε1 − 1)
ε1 − 1 = √ε2 − 1
= n2 − 1. (5.35)
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Figure 5.9: Force per unit area on a quarter-wavelength coating as function
of the refractive index as calculated using (5.36) and (5.37)
Finally the Lorentz force on the quarter wavelength coating is
〈FLz〉 = −1
4
ε0A
(n2 − 1)2
n2
|E0|2. (5.36)
The averaged Helmholtz force is given by
〈fH〉 = −1
4
|Ex|2∇ε,
〈FH〉z = −
1
4
A
∫ d
0
|Ex|2 ∂ε
∂z
dz
= −1
4
A
∫ d
0
|Ex|2 ε0(n2 − 1) {δ(z)− δ(z − d)} dz
= −1
2
ε0A(n2 − 1) |E0|2. (5.37)
It is interesting to note that the Lorentz force expressions give a negative force
for any value of n2, while the Helmholtz force is negative for n2 > 1 and positive for
n2 < 1. The expressions (5.36) and (5.37) are different. The difference can be seen
more clearly from equation (4.71). From this equation it is clear that the integrated
Helmholtz force has a contribution from the surface term which contributes on the
right side at the boundary of the coating film and the substrate. Introduction of the
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(a) (b)
Figure 5.10: a) Two slabs with different permittivities, separated by an air
gap of width h. The forces on each slab are illustrated in Figs. 5.11a and 5.11a
b) Two slabs with different permittivities. The dashed line is the integration
contour for the calculation of the force on the first slab. The force per unit
area and the reflectance of the system are shown in Figs. 5.12 and 5.12b.
infinitely thin air gap at this boundary does not affect the value of the Lorentz force
but affect the Helmholtz force, as the boundary term now ill be between the coating
film and air in the gap.
Let us consider the case of two slabs with air gap in more details. There are two
slabs of different dielectric constant, as in Fig. 5.10a both of the same length and
separated by an air gap of length h. It is clear that the total force on the system
of two slabs is proportional to |R|2, and that as long as the width of the gap is not
exactly zero, the integrated Lorentz and Helmholtz forces will be identical for each
slab and the sum of this two forces will be equal to the total force on the system.
This situation is illustrated in Figs. 5.11a-5.12.
Note that the total force on the first slab is oscillating as a function of the gap
width, for the gap width approaching zero, the force becomes negative, see Fig.
5.11a. For the case when the width of the gap is zero as illustrated in Fig. 5.10b, we
have a situation similar to the quarter wavelength case. In this situation the total
Helmholtz and Lorentz forces on the two slab system are equal and proportional
to |R|2. To calculate the Helmholtz force on the left slab, a contour of integration
that includes the interface is included. This way the force on the second slab is
determined solely by the rightmost interface. The Helmholtz force on the left slab is
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Figure 5.11: a) Force per unit area on left slab and b) force per unit area on
right slab as a function of h for slabs of length 0.05 m. In this case ε1 =
√
1.5,
ε2 =
√
2.
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Figure 5.12: a) Force per unit area on system of slabs and b) reflectance of
systems of slabs slabs as a function of h for slabs of length 0.05 m. In this case
ε1 =
√
1.5, ε2 =
√
2.
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Figure 5.13: Force per unit area on slabs as a function of the length for h=0.
In this case ε1 =
√
1.5, ε2 =
√
2
0.1 0.2 0.3 0.4 0.5
0.00
0.05
0.10
0.15
0.20
0.25
0.30
0.35
L
F
¶
0A
ÈE
0
2
Figure 5.14: Force per unit area on slabs as a function of the length for h=0.
In this case ε1 =
√
1.5, ε2 =
√
2
71
given, for the interface at Z = L/2 by
〈F1Hz〉 = −1
4
{
(ε1 − ε0)|E(0)|2 + (ε2 − ε1)|E(L/2)|2
}
, (5.38)
and for the second slab, the force is
〈F2Hz〉 = −1
4
(ε0 − ε2)|E(L)|2. (5.39)
The total force on the system is given by
〈FHz〉 = −1
4
{
(ε1 − ε0)|E(0)|2 + (ε2 − ε1)|E(L/2)|2 + (ε0 − ε2)|E(L)|2
}
. (5.40)
It is this last expression (5.40), that upon integration will be equal to the Lorentz
force and proportional to |R|2. The Lorentz and Helmholtz forces for the left slab
and for the whole system are shown in Fig. 5.13.
From Figs. 5.11, 5.12 and 5.13, it is clear that the Lorentz force with the gap
in between tend to the Lorentz force without the gap for h → 0, which is not true
for the Helmholtz force. This is due to the contribution of the surface force in the
Helmholtz expression.
5.4 Summary Comments and Conclusions
This chapter presents the result of the calculations of the total force on the dielectric
structures subject to the electromagnetic field. We have examined the Lorentz and
Helmholtz forces for several different configurations and by direct calculations shown
that the total force is the same for both expressions, however, locally, the force
densities are different. The difference of the local force can be interpreted as a result
of different length scales of the averaging operator. The Lorentz force describes the
momentum exchange mechanism between the averaged electromagnetic field and the
polarization charges and magnetization current. The transition to longer scale results
in the Kelvin force (4.56). One can see from (4.56) that at the longer length scale the
dipole moment appears and the net force on a system of charged particles is expressed
through the dipole moment in the inhomogeneous electric field. It is possible to
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interpret the Helmholtz force as a result of the averaging over the macroscopic length
of the whole body (or rather macroscopic length scale of the body inhomogeneity); so
that the net force is a result of the flux exchange through the boundary surface. The
hierarchy of subgrid length scale involved in the averages means that at scales below
the given subgrid, there exist internal forces due to interaction of charges within the
averaging volume. These internal forces disappear upon averaging over the whole
subgrid volume (except possibly the surface contributions). The local force density
along with the internal forces distribution produce internal stresses that potentially
can be measured. Upon averaging over the bulk, the internal forces and stresses are
eliminated via Newton’s Third Law and the resulting total force is unique for all
representations: Lorentz force, Kelvin (or Einstein-Laub), and Helmholtz force.
The Lorentz and Helmholtz force expressions are closely related to the so called
Abraham-Minkowski controversy regarding the light momentum in the medium that
was much discussed in the literature. In this thesis we do not address the issue of
the momentum, however we would like to make several comments related to recently
published papers [32,36,43,44].
The net force on a finite size dielectric body in vacuum is uniquely defined and
is the same for different formulations (Lorentz force, Helmholtz force, Kelvin force).
The perceived ambiguity of the forces on the semi-infinite body is related to the
singularity due to uncertainty of the ratio of the size of the body to the length of
the light pulse. This can be regularized in several ways. One approach is that if
the length of the pulse is shorter than the size of the body, the problem should be
considered non-stationary. Another approach is to introduce an infinitesimally small
dissipation which removes the outgoing flux (out of the semi-infinite body) and leads
to a unique solution (identical for Helmholtz and Lorentz forces formulation).
The differential conservation laws that involve different definitions of the wave
momentum (e.g. Abraham momentum, Minkowski momentum, etc) are all correct
and mathematically equivalent. The source terms is these expressions are responsible
for the momentum exchange between different subsystems (e.g. electromagnetic field
and individual charged particles). It is worth noting that the subgrid averaging may
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result in further differentiation of the sub-system, e.g. the local microscopic vs the
averaged field, collection of individual charges vs collection of dipoles etc. In the
closed system, the momentum exchange term for one subsystem should appear with
negative sign in the other subsystem. The physical model for the material is required
to fully describe the redistribution of the momentum deposited in the medium. Note
that most often only the electromagnetic field subsystem and corresponding force
term are considered, while the other subsystem remains undetermined.
In general, the total momentum flux will consist of the electromagnetic and ma-
terial parts. The appearance of the momentum exchange term (force) with opposite
signs in different subsystems can be explicitly demonstrated in some models (e.g.
plasma, see Appendix D) for the Lorentz force. This is consistent with the Abraham
momentum as a true momentum of the electromagnetic field. The identification
of the counterpart subsystem (with opposite sign of the exchange term) is how-
ever difficult for the Helmholtz force. This difficulty results from the fact that the
Minkowski momentum is a pseudo-momentum related to the translation symmetry
of the dielectric medium [36, 45, 46]. For a finite length dielectric, the translational
symmetry is broken, the Minkowski pseudo-momentum is not conserved as a result
of the pseudo-momentum generation at the boundaries of a homogeneous dielectric
(Helmholtz force). Starting from the conservation of a true momentum for the coun-
terpart subsystem , it is possible to formally construct the sub-system which will
have the exchange terms in the form of the Helmholtz forces. These however will
correspond to the conservation of the sum of the pseudo-momentum in the body and
the true momentum of the electromagnetic field outside of the dielectric body [45].
Therefore the net force on the body can be calculated as well as from the pseudo-
momentum balance [45]. This fact is a basis of the result that the net Lorentz
force and net Helmholtz forces for the whole body are equal. This also provides
explanations for a number of experiments which are consistent with the Minkowski
momentum expression. It is argued in this thesis that the distribution of the internal
forces (stresses) inside the dielectric medium should be consistent with Lorentz force
expression. Such a distribution has to be determined for a given material model and
74
can be subject of further studies.
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Chapter 6
Summary
This thesis analyzes two related problems of energy and momentum balance in
multilayered dielectric structures, which are of interest for a number of applications
in nanoplasmonics.
We considered electromagnetic systems and analyzed the relations among the
standard group velocity ∂ω/∂k, the group delay velocity vgd = ∂ω/∂κ, and the
energy velocity vE = S/U , which is defined as the ratio of the Poynting vector to the
electromagnetic energy density inside the medium. Energy transport is analyzed for
the cases of a finite width slab, tunneling of evanescent waves through multilayered
structures, and wave propagation in dispersive media. It is argued that the energy
velocity vE = S/U is the most appropriate quantity describing the velocity of the
energy flow, and hence, the velocity of the information flow. In general, the energy
velocity vE is a nonlocal quantity which is affected by the field distribution over the
whole system, and in particular, by boundary conditions. It can be considerably
different from the group velocity. It can be used for cases when the group velocity
does not exist or produce nonphysical values (as in some case with dissipation). The
energy flow velocity always remains subluminal. It is shown that the energy flow
velocity is very low in resonant tunneling structures that may be used for designing
of slow light devices.
The second part of thesis concerns with calculations of forces in multilayered
structures. The expression for the Lorentz force is derived by averaging of the mi-
croscopic forces acting on individual charged particles. This force is identical to the
Lorentz force acting on the polarization charges and magnetization current in the
averaged electromagnetic field. The forces acting on dielectric structures are calcu-
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lated by using the Lorentz force expression and the Helmholtz force expressions. It
is noted that though after the integration over whole volume of the dielectric, the
total force is identical in both approaches, the local force densities are very different.
The Helmholtz force is characterized by the presence of significant surface contribu-
tions at the interface boundaries. The difference in local densities occurs due to
presence of internal forces whose contributions average to zero for the whole body.
The difference between the Helmholtz and Lorentz force can also be viewed as result
of averaging over different volume samples, with Lorentz force being more local (or
having smaller averaging sample size) while the Helmholtz force corresponds to the
macroscopic averaging over the size of the object. The complete distribution of the
internal forces depend on the material model and has to be determined taking into
account material properties (e.g. Young modulus). The distribution of the internal
stresses may be used to measure the local force densities. This can be a subject of
future work.
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Appendix A
Surface waves
If we consider a structure with two layers characterized by electric permittivities
ε = ε1(ω) and ε = ε2(ω), surrounded by two regions where ε = 1,. Considering the
electric field in the plane of incidence (TM-polarization) y− z and magnetic field in
the direction parallel to the boundary H = (Hx, 0, 0), and assuming that ε1 > 0 and
ε2 < 0 , the solutions for the wave equation in regions 1− 2 are [1]
H1,2(z) = H
+
1,2 exp (−κ1,2z) +H−1,2 exp (κ1,2z) , (A.1)
with
κ21,2 = k
2
y − ε1,2k20 k20 = ω2/c2, (A.2)
where ky is the component of the wavevector parallel to the interface between the
layers. In the exterior regions, we can suppose outgoing waves of the form
H(z) = C± exp(∓ikvz), (A.3)
with
kv = k
2
0 − k2y k20 = ω2/c2. (A.4)
Matching solutions and using the boundary conditions the following dispersion rela-
tion is obtained [1]
η1 = η2 = 2η2
η2 + ikv
η2 − ikv exp(−2ϕ2) + 2η1
η1 + ikv
η1 − ikv exp(−2ϕ1), (A.5)
where ϕ1,2 = 4κ1,2a1,2 and η1,2 = ε1,2/κ1,2 and 2a1,2 the width of each layer.
Taking the limit of thick barriers,ϕ1,2 >> 1, the dispersion relation reduces to [1]
η1 + η2 ≡ κ1
ε1
+
κ2
ε2
= 0, (A.6)
or
k20 = k
2
y
ε1 + ε2
ε1ε2
. (A.7)
This last equality is the standard dispersion relation of a localized surface wave.
The conditions then for the existence of this mode are then κ1,2 > 0, ε1ε2 < 0 and
ε1 + ε2 [1].
It can be shown [1] that the conditions for resonant transmission in a two layered
structure are the surface wave resonance η1+ η2 = 0 and ϕ1 = ϕ2, which means that
κ1a1 = κ2a2. (A.8)
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This is the matched amplification for evanescent waves. The two conditions (surface
wave resonance relation and matched amplification) mean that the effective electric
permittivity of the structure is zero at the resonance [1]
ε¯ ≡ ε1a1 + ε2a2 = 0. (A.9)
As a comment, it can be shown that surface modes can be excited only by TM-
polarized waves [47].
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Appendix B
Energy velocity for evanescent TM-waves
For electromagnetic waves, the average value of the energy velocity is given by [18]
VE =
1
2
1
L
< ∫ L
0
E×H∗dz
1
4
1
L
∫ L
0
E · E∗ ∂ωε
∂ω
dz + 1
4
1
L
∫ L
0
H ·H∗ ∂ωµ
∂ω
dz
. (B.1)
Evaluating this integral for the TM-modes where the electric field is given by
Ey(z) = −i 1
ωε
∂Hx
∂z
. (B.2)
For µ = const and using Helmholtz equation, the following holds
EE∗ =
1
(ωε)2
∂H
∂z
∂H∗
∂z
, (B.3)
so that the integral that depends on the electric field can be written as∫ L
0
EE∗
∂εω
∂ω
dz =
∫ L
0
1
(ωε)2
∂H
∂z
∂H∗
∂z
∂εω
∂ω
dz. (B.4)
Integrating by parts and taking
a =
∂H
∂z
da =
∂2H
∂z2
dz,
db =
∂H∗
∂z
dz b = H∗, (B.5)
the following is obtained∫ L
0
∂H
∂z
∂H∗
∂z
= H∗
∂H
∂z
∣∣∣∣L
0
−
∫ L
0
H∗
∂2H
∂z2
dz, (B.6)
and using (1.30) for the region, (the wave is evanescent here)
d2H
dz2
− κ2H = 0, (B.7)
the following holds ∫ L
0
∂H
∂z
∂H∗
∂z
= H∗
∂H
∂z
∣∣∣∣L
0
+
∫ L
0
κ2HH∗dz (B.8)
and ∫ L
0
EE∗
∂εω
∂ω
dz =
∫ L
0
1
(ωε)2
∂εω
∂ω
κ2HH∗dz +
1
(ωε)2
∂εω
∂ω
H∗
∂H
∂z
∣∣∣∣L
0
. (B.9)
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The denominator of (B.1) becomes
1
4L
∫ L
0
EE∗
∂ωε
∂ω
dz +
1
4L
∫ L
0
HH∗
∂ωµ
∂ω
dz =
1
4L
∫ L
0
1
(ωε)2
∂εω
∂ω
κ2HH∗dz +
1
4L
∫ L
0
µHH∗dz +
1
4L
1
(ωε)2
∂εω
∂ω
H∗
∂H
∂z
∣∣∣∣L
0
, (B.10)
or
1
4L
∫ L
0
EE∗
∂ωε
∂ω
dz +
1
4L
∫ L
0
HH∗
∂ωµ
∂ω
dz =
1
4L
∫ L
0
(
1
(ωε)2
∂εω
∂ω
κ2 + µ
)
HH∗dz +
1
4L
1
(ωε)2
∂εω
∂ω
H∗
∂H
∂z
∣∣∣∣L
0
. (B.11)
For the second term of the RHS of this last equation, we have that ε|0 = ε|L = ε0
and
1
(ωε)2
∂εω
∂ω
=
ε0
ω2ε20
=
1
ω2ε0
, (B.12)
also
H∗|0 = 1 + R∗
∂H
∂z
∣∣∣∣
0
= ikv(1−R), (B.13)
H∗|L = T ∗e−ikvL
∂H
∂z
∣∣∣∣
L
= ikvTe
ikvL, (B.14)
H∗
∂H
∂z
∣∣∣∣L
0
= ikv(|T |2 − 1 + |R|2 −R∗ +R) = ikv(R∗ −R),
H∗
∂H
∂z
∣∣∣∣L
0
= 2kv=(R). (B.15)
Knowing that kv =
√
k20 − k2y and using (B.11), we obtain
1
ω2ε0
ω
c
cos(θi) =
1
ωcε0
cos(θi) =
1
ω
√
µ0
ε0
cos(θi) =
Z0
ω
cos(θi), (B.16)
or
1
4L
1
(ωε)2
∂εω
∂ω
H∗
∂H
∂z
∣∣∣∣L
0
=
1
2ωL
Z0 cos(θi)=(R). (B.17)
As can be seen the first term in (B.11) reduces in vacuum or for constant non
dispersive ε to
1
4L
∫ L
0
(
1
(ωε)2
∂εω
∂ω
κ2 + µ
)
HH∗dz =
1
2L
∫ L
0
µHH∗dz. (B.18)
This last result can be interpreted taking into account the following
〈U〉 = 〈Ue〉+ 〈Um〉 = 2 〈Um〉+ (〈Ue〉 − 〈Um〉). (B.19)
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So the last term in (B.11) can be interpreted as a difference between the electric and
magnetic energy densities.
For the numerator of (B.1) we have that if there are no Joule losses, Poynting
theorem states that [17]
∂ 〈U〉
∂t
= ∇ · S,
and in steady state
S = constant.
Given this we obtain
<
[
− i
ωε
H∗
∂H
∂z
∣∣∣∣
L
]
=
kv
ωε0
|T |2, (B.20)
<
[
− i
ωε
H∗
∂H
∂z
∣∣∣∣
0
]
= < kv
ωε0
(
1−R∗ +R− |R|2) = kv
ωε0
|T |2, (B.21)
with kv = (ω/c) cos(θi) the following is obtained
kv
ωε0
|T |2 = ω
c
1
ωε0
cos(θi)|T |2 =
√
µ0
ε0
cos(θi)|T |2 = Z0 cos(θi)|T |2, (B.22)
and
1
2L
<
∫ L
0
E×H∗dz = Z0
2L
cos(θi)L|T |2 = Z0
2
cos(θi)|T |2. (B.23)
The general expression for the energy velocity can be given as
VE =
LZ0 cos(θi)|T |2
1
2
∫ L
0
(
1
ω2ε2
∂ωε
∂ω
κ2 + µ
)
H∗Hdz + Z0 cos θi
ω
=(R)
. (B.24)
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Appendix C
Integral Approach for the calculation
of the forces
C.1 Force on a slab
The time average of equation (4.52) reads
〈fL〉 = −
〈
∂gA
∂t
〉
−∇ · 〈T¯ A〉 (C.1)
= −∇ · 〈T¯ A〉 . (C.2)
To obtain the Lorentz force this last expression has to be integrated over the whole
medium ∫
V
〈fL〉 dV = −
∫
V
∇ · 〈T¯ A〉 dV (C.3)
= −
∮
S
〈T¯ A〉 · nˆ dS. (C.4)
The normal vector is on the negative zˆ direction at the entrance and on the positive
at the exit, thus∫
V
〈fL〉 dV = −A
(
−
〈
T¯zzA
〉
· zˆ|z=0 +
〈
T¯zzA
〉
· zˆ|z=d→∞
)
= A
(〈
T¯zzA
〉
· zˆ|z=0 −
〈
T¯zzA
〉
· zˆ|z=d→∞
)
. (C.5)
For the elements of the tensor we have the following
• At the entrance z = 0:〈
T¯zzA
〉
· zˆ|z=0 = |E0|
2
4
ε0
(|1 +R|2 + |1−R|2)
=
|E0|2
2
ε0
(
1 + |R|2) . (C.6)
• At z = d: 〈
T¯zzA
〉
· zˆ|z=d = |E0|
2
4
(
ε0|T |2 + µ0 ε0
µ0
|T |2
)
.
=
|E0|2
2
ε0 |T |2 (C.7)
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Thus the force is given by
〈FLz〉 = A |E0|
2
2
ε0
(
1 + |R|2 − |T |2)
= A
|E0|2
2
ε0
(|R|2 + |T |2 + |R|2 − |T |2)
= Aε0|E0|2|R|2. (C.8)
As can be seen, the force given by (5.10) is equal to the expression given by
equation (C.8).
C.2 Force on a semi-infinite slab
For the elements of the tensor we have the following
• At the entrance z = 0:〈
T¯zzA
〉
· zˆ|z=0 = |E0|
2
4
ε0
(|1 +R|2 + |1−R|2)
=
|E0|2
2
ε0
(
1 + |R|2) . (C.9)
• At z = d→∞:〈
T¯zzA
〉
· zˆ|z=d→∞ = |E0|
2
4
(
ε0|T |2 e−2kiz|z=d→∞ + µ0 ε0
µ0
|ε| |T |2 e−2kiz|z=d→∞
)
=
|E0|2
4
ε0
(|T |2 e−2kiz|z=d→∞ + |ε| |T |2 e−2kiz|z=d→∞) .(C.10)
As can be seen from this last equation, the contribution to the force is only from
the fields at the entrance, thus the force is given by
〈FLz〉 = A |E0|
2
4
ε0
(
2 + 2 |R|2 − |T |2 e−2kiz|z=d→∞ − |ε| |T |2 e−2kiz|z=d→∞
)
= A
|E0|2
2
ε0 (1 + |R|2). (C.11)
As can be seen, the force given by (C.11) is equal to the expression given by equa-
tion (5.21). In order to calculate the Helmholtz force for the semi-infinite slab, the
momentum equation (4.61) will be used. The divergence of a tensor is defined as
∇ · (DE) = ( ∂∂x ∂∂y ∂∂z ) ·
 DxEx DxEy DxEzDyEx DyEy DyEz
DzEx DzEy DzEz
 . (C.12)
Since the transversal component of the field D is not continuous, the divergence in
(C.12) is not continuous either. The integral in (4.61) reduces under normal incidence
to ∫
V
∇ · T¯ M dV = A
∫ ∞
0
∂T¯ Mzz
∂z
dz. (C.13)
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The integrand in the right hand side of (C.13) is given by
∂T¯ Mzz
∂z
= (T¯ Mzz (z = 0+)− T¯ Mzz (z = 0−)) δ(z) z = 0, (C.14)
∂T¯ Mzz
∂z
=
∂T¯ Mzz
∂z
z > 0. (C.15)
With this derivative taken into account the integral in (C.13) reduces to
A
∫ ∞
0
∂T¯ Mzz
∂z
dz = A (T¯ Mzz (z →∞)− T¯ Mzz (z = 0−)),〈
FH
〉
= A (
〈T¯ Mzz (z = 0−)〉− 〈T¯ Mzz (z →∞)〉)
= A
|E0|2
2
ε0 (1 + |R|2). (C.16)
The conclusion is then that the force given by (C.16) is equal to the expressions
given by equations (C.11), (5.21) and (5.23).
C.3 Force on a Quarter-wavelength Coating
For the elements of the tensor we have the following
• At the entrance z = 0:〈
T¯zzA
〉
· zˆ|z=0 = |E0|
2
4
ε0
(|1 +R|2 + |1−R|2)
=
|E0|2
2
ε0
(
1 + |R|2) . (C.17)
• At z = d: 〈
T¯zzA
〉
· zˆ|z=d = |E0|
2
4
(
ε0|T |2 + ε0 c
2k22
ω2
|T |2
)
=
|E0|2
4
ε0 (1 + n
2
2) |T |2 (C.18)
The force is thus given by
〈fL〉z =
1
4
{
2 + 2|R|2 − |T |2 − n22|T |2
}
ε0A|E0|2. (C.19)
Taking into account that
|R|2 = 0,
|T |2 = 1
n2
,
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the total force reduces to
〈FL〉z =
1
4
{
2− 1
n2
− n22
1
n2
}
ε0A|E0|2
=
1
4
{
2− 1
n2
− n2
}
ε0A|E0|2
= −1
4
{
n2 − 2 + 1
n2
}
ε0A|E0|2
= −1
4
{
n22 − 2n2 + 1
n2
}
ε0A|E0|2
= −1
4
ε0A
(n2 − 1)2
n2
|E0|2. (C.20)
As can be seen, the force given by (C.20) is equal to the expression given by
equation (5.36).
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Appendix D
Macroscopic conservation of linear mo-
mentum
To fully obtain the conservation of linear momentum, the first thing to see is
that the Lorentz force is an exchange of momentum between the electromagnetic
field and the particles in the body [28, 46]. The momentum exchange equation for
the particles can be written as [46]
− ∂
∂t
(∑
j
mjnjvj
)
−∇ ·
(∑
j
njmjvjvj + pjδij
)
= −ρE− J×B. (D.1)
Adding together (4.52) and (D.1), the conservation law for the momentum of the
total systems is given by
∂
∂t
(
ε0E×B+
∑
j
mjnjvj
)
+
∇ ·
{
1
2
(
ε0E · E+ 1
µ0
B ·B
)
δij − ε0EE− 1
µ0
BB+
∑
j
njmjvjvj + pjδij
}
= 0,
(D.2)
where
• nj → concentration of j − th species.
• vj → velocity of j − th species.
• pj → pressure of the j − th species.
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