Abstract-Using Indonesian manufacturing census data (1991)(1992)(1993)(1994)(1995)(1996)(1997)(1998)(1999)(2000)(2001), this paper rejects the hypothesis that the East Asian crisis unequivocally improved the reallocative process. The correlation between productivity and employment growth did not strengthen, and the crisis induced the exit of relatively productive firms. The attenuation of the relationship between productivity and survival was stronger in provinces with comparatively lower reductions in minimum wages, but not due to reduced entry, changing loan conditions, or firms connected to the Suharto regime suffering disproportionately. On the bright side, firms that entered during the crisis were relatively more productive, which helped mitigate the reduction in aggregate productivity.
I. Introduction W HILE crises are periods of intensified adjustment, firm-level evidence on the impact of crises on resource allocation is limited. Moreover, their impact is theoretically uncertain. The idea that crises may accelerate the Schumpetarian (1939) process of creative destruction by ''cleansing'' out unproductive arrangements and freeing up, resources for more productive uses features prominently in macromodels (see Hall, 1995; Caballero & Hammour, 1994 Gomes, Greenwood, & Rebelo, 1997) . On the other hand, some recent papers suggest that rather than being cleansing, crises scar the economy and undermine long-run productivity growth by exacerbating market imperfections and destroying productive firms (see Barlevy, 2002 and Ouyang, 2009 ). Which view is correct matters for policy, since at issue is whether there is a trade-off between minimizing the short-term impact of crises and maximizing long-run growth prospects. If crises are cleansing policies to dampen short-term impacts, they may obstruct long-run recovery and be not only costly but also counterproductive. By contrast, if crises are scarring, policies to minimize short-term impacts are consistent with maximizing long-run growth prospects (see Paci, Revenga, & Rijkers, 2012) . Given the critical role of the reallocative process in facilitating recovery and growth and the paucity of available firm-level studies on the impact of crises on resource allocation, empirically discriminating between these competing paradigms is important. This paper uses plant-level manufacturing census data from Indonesia to examine the impact of the East Asian crisis on the process of creative destruction. Aggregate productivity growth decompositions help assess macrolevel trends in the contributions of entry, exit, and reallocation to productivity growth during and after the crisis. These decompositions are a prelude to firm-level analysis of exit and employment growth patterns, which assesses whether and how firm dynamics during the crisis were different from those operating in pre-and postcrisis periods. Thus, we examine both the impact of the crisis on resource allocation and the reallocative process itself.
Previous work on allocative efficiency has largely avoided periods of crisis, and work on crises has rarely examined firm responses. By using firm-level data to examine the impact of a major crisis on resource allocation, this paper combines and contributes to several strands of literature that have evolved fairly separately up until this point. The evidence on the impact of crises on resource allocation typically relies on aggregate data. The few previous attempts to empirically validate the predictions of the cleansing paradigm using firm-level data, discussed in detail in section II, have either failed to examine changes in the reallocative process itself or suffer methodological shortcomings. Second, existing plant-level studies of reallocation dynamics have demonstrated that business cycles are important determinants of both the pattern and pace of reallocation (see the surveys by Bartelsman & Doms, 2000; Caves, 1998; and Syverson, 2010) but typically deliberately exclude crisis periods. It is therefore not clear to what extent the conclusions based on them generalize to crisis times. Third, cross-country studies based on aggregate data suggest that plant dynamics are a key determinant of the depth and duration of crises (Bergoeing, Loayza, & Repetto, 2004; Collier & Goderis 2009 ), but they do not examine how these dynamics matter. Fourth, microstudies of the impact of crises on labor market outcomes mostly rely on household and labor market data (see McKenzie 2003 McKenzie , 2004 Fallon & Lucas, 2002; Manning, 2000 , Beegle, Frankenberg, & Thomas, 1999 , which are ill suited for analyzing the impact of crises on reallocation dynamics and labor demand. Firmlevel data are better suited for this purpose and enable us to document heterogeneity in firm vulnerability and adjustment patterns.
Examining the impact of the East Asian crisis on the Indonesian manufacturing sector provides an interesting case study of how financial crises reverberate through the real economy. Lessons could be relevant for recovery from the current global crisis, which is also characterized by a sharp contraction of demand, reduced access to credit, and uncertainty (although with less dramatic depreciations). In addition, our analysis may be relevant for those concerned with the impact of transitions to democracy, such as those currently taking place in the Middle East, on private sector dynamics, as we are able to assess whether the regime change that accompanied the crisis differentially affected firms connected with the Suharto regime. 1 The main findings can be summarized as follows: the data do not unequivocally support the cleansing paradigm. The crisis led to a spike in exit, a slowdown in entry, and excessive employment reallocation. Productive firms on average experienced lower employment losses, but the correlation between productivity and employment growth did not strengthen. Rather than raising the productivity threshold for survival, the crisis was more indiscriminate in terms of the productivity of firms driven out of business. Firms more vulnerable to changing credit market conditions were much more likely to exit during the crisis, but the attenuation of the link between productivity and survival did not increase with vulnerability to changing loan conditions. The attenuation was also not an artifact of reduced entry rates or driven by political transition. The results are robust to excluding firms with connection to the Suharto regime. Moreover, if anything, among the politically connected firms, productivity became a more important determinant of firm survival. By contrast, the attenuation was particularly pronounced in provinces with comparatively high minimum wages, suggesting that labor regulations obstructed efficiency-enhancing reallocation. The effects are not all negative, however. The protective power of productivity against exit was restored postcrisis, and the crisis appears to have weeded out the weakest potential entrants; while entry rates were lower during the crisis, those firms that entered were on average much more productive, which helped mitigate the loss in aggregate productivity.
The remainder of this paper is organized as follows. The next section reviews related literature and describes the context. Section III summarizes our hypotheses and explains our approach. Section IV describes the data, while section V presents descriptive statistics on job flows and decompositions of aggregate productivity growth. Section VI which constitutes the core of the paper, presents firm survival and employment growth models. A final section concludes.
II. Related Literature and Context

A. Related Literature
According to Schumpeter (1939) , business cycles are driven by a process of creative destruction by which innovative, high-productivity firms drive relatively unproductive firms out of business. Some prominent macromodels predict that recessions may speed up this process by ''cleansing'' out unproductive firms and freeing up resources for more productive uses (see, e.g., Caballero & Hammour, 1994 . While longitudinal manufacturing firm-level studies provide empirical evidence that the creative destruction process facilitates productivity growth, they also raise questions about how this process varies over time. Decompositions of aggregate productivity growth only weakly support the hypothesis that allocative efficiency increases during cyclical downturns (see Griliches & Regev, 1995; Baily et al., 1992 ). Yet such studies typically exclude extreme economic events, and it is therefore uncertain whether lessons based on them apply during times of crisis.
In the presence of market imperfections, downturns may hamper, rather than facilitate, adjustments and protract the recovery process (see, e.g., Loayza, Perry, & Serven, 2005) . Distortionary labor market regulations and policies governing firm dynamics appear particularly detrimental to the efficiency of the reallocative process (see Collier & Goderis, 2009; Haltiwanger, Scarpetta, & Schweiger, 2008) . Barlevy (2002 Barlevy ( , 2003 , moreover, has pointed out that crises can obstruct the process of creative destruction by exacerbating credit market imperfections, which may hurt efficient firms disproportionately as such firms are likely to have higher financing needs, contradicting the creative destruction hypothesis. Empirical evidence supporting the idea that crises exacerbate credit constraints is provided by Blalock, Gertler, and Levine (2008) who, using the same data set as considered in this paper, show that foreignowned firms, which are arguably less vulnerable to liquidity constraints, fared much better during the crisis than comparable domestically owned firms.
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Discriminating between the competing predictions of the cleansing and scarring paradigms requires firm-level analysis on the impact of crises on resource allocation, as it requires one to analyze the link between productivity, exit, and firm growth. Although such analysis is scant, a few studies shed light on the debate. Liu and Tybout (1996) compare the performance of continuing plants and exiting plants in Chile and Colombia from 1980 to 1985 but find no evidence for systematic covariance of the efficiency gap between these two groups of firms over the business cycle in either country, even though Chile suffered a recession in 1982. Exit rates of Chilean firms increased only modestly during the recession. Casacuberta and Gandelsman (2012) examine the impact of the 2002 banking crises in Uruguay on resource allocation. Even during the crisis, productivity was negatively correlated with exit, although the evidence suggests the crisis may have attenuated the link between productivity and exit somewhat. Nishimura, Nakajima, and Kiyota (2005) use a cohort analysis comparing productivity of entrants and survivors to examine the impact of the Japanese recession on productivity growth and find that the 1996-1997 banking crisis induced the exit of some relatively efficient firms among the youngest cohorts. Similarly, Eslava et al. (2010) demonstrate that Colombian firms dependent on external credit were more likely to exit during the 1998-2001 recessions, even if they were highly productive. Using manufacturing data from Russia, Brown and Earle (2002) show that the recession induced by the transition from communism to a market-based economy coincided with an improvement in the reallocative process.
In short, theoretical models yield competing predictions regarding the impact of crises on resource allocation and the empirical evidence on the impact of crises on firm dynamics is limited and ambiguous.
B. Context: The Indonesian Crisis
The East Asian crisis struck after an extended period of industrialization and economic growth, which was in part driven by expansion of labor-intensive exports (Dwor-Frecault, Colaco, & Hallward-Driemeier, 1999) . After a reduction in FDI flows in response to the depreciation of the Thai baht, the rupiah depreciated dramatically, precipitating a sharp increase in inflation rates. Interest rates were raised to defend the currency, which exacerbated the decline in demand. GDP growth contracted severely in 1997 and fell in absolute terms by over 13% in 1998. Manufacturing was one of the first and hardest-hit sectors due to its greater reliance on imported inputs, exposure to changes in foreign demand (particularly given the importance of intraregional trade), and greater reliance on external financing, often in foreign currency, which became an enormous burden after devaluation. The drop in manufacturing output both preceded and exceeded the drop in aggregate GDP. In fact, the census data suggest that manufacturing suffered its largest decline in 1997.
The crisis also led to the end of the Suharto regime, which exposed firms with ownership connections to Suharto to greater competitive pressure (Fisman, 2001; Mobarak & Purbasari, 2008) . To the extent that such firms had been able to generate high profits (and consequently record high productivity) during the Suharto era by virtue of such connections, the removal of Suharto might attenuate the relationship between observed productivity and firm survival, even though the likely concomitant reduction of cronyism associated with connectedness is efficiency enhancing rather than scarring. By virtue of having detailed information on political connectedness with the Suharto regime at the firmlevel compiled by Mobaraq and Purbasari (2008) , we are able to explore this issue.
The fall of Suharto also sparked prolabor pressures and precipitated the introduction of more stringent labor market regulation. During the New Order government, minimum wages had been low and enforcement was fairly lax. In real terms, they collapsed during the crisis, yet they recovered very quickly. Moreover, enforcement became more stringent (World Bank, 2010) . In short, Indonesian labor markets during the Suharto areas were flexible but became more rigid postcrisis. In our empirical analysis, we will explore the impact of such changing labor regulations on the reallocative process.
Indonesia provides a useful testing ground to examine the impact of crises on resource reallocation. The unexpected nature of the crisis facilitates identification of firm responses, and Indonesia has a very detailed manufacturing-level census, discussed in detail in section IV, which allows us to measure productivity, entry, and exit dynamics while controlling for a rich set of firm characteristics. Moreover, although the extent to which reallocation dynamics in developing countries resemble those in developed countries is an actively researched issue (see, e.g., Aw, Chung, & Roberts, 2002, and Eslava et al., 2004 , for evidence of the importance of creative destruction in Taiwan and Colombia, respectively), in their comparative analysis of harmonized firm-level data from seventeen developing and developed countries Bartelsman, Haltiwanger, and Scarpetta (2004) conclude that reallocation dynamics in Indonesia are very similar to those operating in developed countries and other Asian economies. Thus, our findings are likely to be relevant for other countries.
III. Hypotheses and Approach
A. Hypotheses
The cleansing and scarring paradigms yield competing testable predictions at both the macro-and the microlevels. If the cleansing view is correct, one would expect crises to accelerate the weeding out of unproductive firms, resulting in a stronger association between productivity and survival at the microlevel; in other words, unproductive firms would be disproportionately affected. Furthermore the correlation between firm productivity and employment growth would be expected to strengthen, as less productive firms should contract more in response to shocks. At the macrolevel, one would expect to see a corresponding increase in the contribution of exit and, possibly, entry to aggregate productivity growth, as well as stronger correlations between productivity and changes in market share.
By contrast, if crises are scarring, one would anticipate the efficiency of resource allocation to deteriorate and the link between productivity, exit, and employment growth to attenuate, undermining aggregate allocative efficiency. To the extent that these scarring effects arise because of increased credit market imperfections, one might expect firms more reliant on finance to be more severely affected by the crisis and the attenuation of the link between productivity and survival to be especially strong for firms more vulner-1790 THE REVIEW OF ECONOMICS AND STATISTICS able to changing loan conditions. Likewise, if they are driven by labor market regulation, one would expect these effects to be particularly strong for firms located in provinces with more stringent labor regulations. Finally, if attenuation is driven by regime change, one would expect the attenuation effect to be strongest for firms with connections to the Suharto regime.
B. Macrolevel Analysis: Decomposing Productivity Growth
To assess whether crises catalyze or retard efficiency enhancing reallocation and to analyze how industry dynamics during crises differ from pre-and postcrisis dynamics, the evolution of aggregate productivity is decomposed using an extended version of the Foster-Haltiwanger-Krizan decomposition (1998) proposed by Brown and Earle (2008) :
proportionate entry disproportionate entry exit
where Pt represents average productivity at time t, D denotes changes between period AE-k, and period t, p it represents the productivity of firm i at time t, and y it is the market share of firm i at time t. C denotes the set of incumbent firms surviving from period t -1 to period t, N denotes the set of entrants, and X is the set of firms that exited. The first term in this decomposition represents the ''within'' effect, the contribution of within-establishment productivity growth of surviving firms, weighted by initial market share. The second term reflects the ''between effect,'' the contribution of market share reallocation to productivity growth. The third term represents the ''cross-effect,'' the covariance between the within and the between effect. The fourth terms captures the ''proportionate entry effect,'' the change in average sector productivity weighted by entrants' market share. The fifth term measures the ''disproportionate'' entry effect, defined as the difference between entrants' productivity and average sector productivity in year t. As Brown and Earle (2008) , explained the latter term provides a better measure of the relative contribution of entrants than the entry term in the original FHK decomposition which covaries with aggregate productivity growth because it is the sum of the disproportionate and proportionate entry terms.
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The final term presents the contribution of exit. If crises catalyze creative destruction, one would expect the relative contribution of within-firm adjustment to aggregate productivity growth to be proportionately smaller than during less turbulent times. Rather, one would expect to see an increase in the 'between' term-relatively more productive firms gaining market share-as well as higher contributions from exit and proportionate entry and increases in the cross term-firms that are experiencing larger productivity losses suffering simultaneous reductions in market share. Since the process of creative destruction may take time, we present decompositions using both one-and three-year time horizons. The longer time horizon offers the additional advantage of shielding against the impact of measurement error (since the signal-to-noise ratio is higher over longer time horizons). This is important because aggregate productivity growth decompositions are very sensitive to measurement error. Suppose, for example, that output is measured with error. This will result in a spuriously high cross term and an underestimation of the within, and, to a lesser extent, between terms. Thus, our decompositions will have to be interpreted cautiously.
C. Microlevel Analysis
Firm survival: Basic test. To examine whether crises catalyze creative destruction and to examine how the determinants of firm-survival varied over time, a discrete-time proportional hazards survival model is used (Cox, 1972) . Period-specific hazard rates, l it (t), are modeled as a function of firm productivity P it and other covariates x it , which we interact with dummies for the crisis and the recovery, to assess how, during the crisis and subsequent recovery periods, the relationship between exit and covariates differed from the precrisis process. Our estimable equation is
where Crisis is a dummy variable for 1997 and 1998 and Recovery a dummy for the period 1999 to 2001. 4 This testing strategy is very general as all parameters of the hazard function are allowed to vary over time. The proportional hazard specification is convenient since it enables us to test whether firms with certain characteristics were disproportionately more or less likely to exit in certain periods.
Under the null hypothesis of no short-run differential effect of crises on creative destruction, e bCP ¼ 1. If crises catalyze creative destruction, e bCP > 1, while e bCP < 1 if they hamper it. At the risk of belaboring the point, if e bCP ¼ 1, this does not mean that crises are not weeding out productive firms; whether this happens also depends on b P . The interaction term tells us whether productive firms were overrepresented among the exiters relative to other periods.
Accounting for attenuation: Finance, labor market regulations, reduced entry, and regime change. Salient explanations for the attenuation between productivity and survival are credit market imperfections and labor market frictions impeding efficient adjustment, reduced entry, and regime change. To test these explanations, a difference-indifference approach is used. Although we do not observe which firms are credit constrained and which ones are not, we compare the precrisis, crisis, and postcrisis performance of firms that are likely to differ in their exposure to changing credit market conditions by exploiting information on differences in dependence on external finance following Rajan and Zingales (1998) and asset tangibility following Braun (2003) . These measures capture different aspects of firms' financing needs. Indicators of external financing dependence predominantly relate to firms' long-run financing needs, whereas measures of tangibility are likely to correlate with access to credit since assets that are more tangible offer investors more protection against default from borrowers (as they offer more collateral).
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We include indicators of financial characteristics, F it , interacted with period dummies, and, moreover, interactions of these measures with our productivity measure:
If changing credit conditions are driving the attenuation effect, one would expect that firms more exposed to such changes to be more likely to exit. b CF > 0, and the attenuation would be especially pronounced for firms more vulnerable to such changing conditions, b CFP > 0. The protective impact of productivity should become stronger once exposure to changing credit market conditions is accounted for.
Analogous regressions are run using real minimum wages, MW jt as a proxy for labor market regulation. Minimum wages are a suitable proxy for labor regulation because they are politically salient, because they increased substantially in the aftermath of the crisis, and because they varied both over time and by province, which facilitates identification of their impact. The null hypothesis is that minimum wages do not affect reallocation dynamics (
In addition, we examine the impact of reduced entry. Having fewer entrants could result in an attenuation of the link between productivity and exit in aggregate since entrants tend to be both less productive and more likely to exit. We examine this possibility by including dummies for whether a firm was an entrant and allowing for a differential relationship between productivity and survival for entrants.
Finally, we assess to what extent the attenuation is driven by firms that had been benefiting from ownership connections with Suharto losing their privileged status. If this is the explanation for the attenuation effect, the attenuation should be especially strong for firms with such connections. Employment growth. To examine which firms grow fastest and assess whether employment growth became more strongly associated with productivity during the crisis, or whether, as is the case with survival, the link between employment and productivity was attenuated, we estimate the following employment growth model:
where DL itþ1 is firm growth from period t to t þ 1 and m i is a firm-fixed effect. Under the null hypothesis that the crisis did not improve the allocative efficiency of employment reallocation among continuing firms g CRISIS Â P ¼ 0, whereas g CRISIS Â P > 0 (g CRISIS Â P < 0) under the alternative hypothesis that the crisis enhanced (diminished) the importance of productivity as a determinant of firm growth. Serial correlation in the error term, in conjunction with the presence of lagged size as an explanatory variable, would render OLS estimates of the employment growth equation biased. To address this concern, we also use a fixed-effects estimator. The fixed-effects transformation is biased due to the correlation between the transformed error and the transformed explanatory variables (Nickell, 1981) , but as the OLS and fixed-effects estimators are biased in opposite directions, they provide a confidence interval within which the true parameters lie (Bond 2002) . 6 
IV. Data
The Indonesian Manufacturing Census (1991) (1992) (1993) (1994) (1995) (1996) (1997) (1998) (1999) (2000) (2001) collected by the Indonesian Statistical Agency, BPS (Badan Pusat Statistik), provides the empirical basis for our analysis. It contains information on all Indonesian manufacturing establishments with more than twenty employees and spans the pre-and postcrisis periods, as well as the crisis itself. It has very detailed information on employment, inputs and outputs, industrial classification, exporting, ownership, investment behavior, and capital stock, which we measure as the replacement value of machinery and equipment at the end of the calendar year. Employment is measured as the 5 Our results are also robust to using alternative measures of access to finance such as liquidity needs (Raddatz, 2006) , which capture firms' short-term financing needs, as well as measures of reliance on loans to finance investment. Results are omitted to conserve space but available from the authors on request. 6 While the difference and systems GMM estimators developed by Arellano and Bond (1991) are in principle capable of yielding unbiased estimates, these estimators are not well suited for our data. The difference GMM estimator is likely to result in poorly behaved estimates when variables are highly persistent, as is the case with our data (for surviving firms, the correlation between lnL t and lnL t-1 is 0.98-in both crisis and noncrisis years), while the systems GMM estimators rely on a mean stationarity assumption that is palpably undesirable in the context of a crisis (see Roodman, 2006 , for a discussion). We therefore eschew this approach.
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THE REVIEW OF ECONOMICS AND STATISTICS average number of workers per day. We augmented the data with industry-level measures of financial dependence, asset tangibility, employment turnover, and the natural rate of establishment entry obtained from secondary sources (Braun, 2003; Micco & Pages, 2004 ) and information on provincial-level minimum wages (World Bank, 2010) . In addition, we complemented the data with two measures of political connectedness constructed by Mobaraq and Purbasari (2008) . The first builds on an insight by Fisman (2001) and identifies firms traded on the Jakarta Stock Exchange (JSX) whose stock returns responded negatively to news reports about Suharto's health. Mobaraq and Purbasari (2008) identify the major shareholders on the boards of these firms and all conglomerates run by these entrepreneurs, as well as firms owned by these conglomerates, and classify those as connected. This measure, however, may identify only those firms for which connections mattered or spuriously include firms for which an adverse stock market valuation spuriously coincided with news reports about Suharto's health. The second proxy, an indicator of whether a firm has a relative of Suharto on its board, overcomes these limitations. (For more information, see Mobaraq & Purbasari, 2008.) The survey design affects the definitions of key explanatory variables. Entry is defined as entry into the survey; it is when establishments cross the twenty-employee threshold, not necessarily when they began operations. Conversely, exit is defined as exit from the survey; we cannot distinguish whether firms go out of business or continue operating with fewer than twenty employees.
7 Information on the capital stock was not collected in 1996. We use data from 1991 to 1995 to predict the capital stock based on output, investment, material inputs, labor usage, ownership characteristics, whether the firm exports, province, and lagged capital. 8 We also confirmed the robustness of our results by omitting 1996 from the regressions.
Our preferred proxy for productivity is value-added per worker. 9 We also examine the robustness of our results using TFP computed by means of the Solow and Ackerberg- Caves-Frazer (2006) procedures.
10 It should be noted that in addition to conventional endogeneity concerns, our TFP estimates may be biased because our capital measure, which is partially imputed, is not perfectly synchronized with output and employment measures, which creates potential bias in TFP estimates. The magnitude of this bias is correlated with the size of price movements and is likely to peak during crisis times, when prices were most volatile. Although value-added per worker is only a partial productivity measure, it does not suffer this drawback. Moreover, it is available for a larger number of observations. Nonetheless, it is important to recognize that measuring productivity in volatile times is tricky. Measurement error might induce a spurious attenuation in the relationship between productivity and firm survival and employment growth and could thus bias our regressions against finding evidence for cleansing. Productivity growth decompositions are even more vulnerable to measurement error as they rely on the accurate measurement of both productivity and market share of all firms. To ensure our results are not an artifact of measurement error, we have removed all anomalous observations from our data set (see the online appendix for a detailed discussion on how anomalous observations were identified). In addition, we conduct a large number of robustness checks, presented in section VIB, including using a range of alternative productivity proxies, focusing exclusively on long-run survival using precrisis productivity (to avoid having to rely on measures of productivity obtained during the crisis) and controlling for sector-specific shocks (to check our results are not driven by inappropriate deflators). (See the online appendixes for more information on the construction of our data and key explanatory variables.) Table 1 and Figures 1 and 2 present aggregate entry, exit, and employment growth statistics. Average exit over the entire period is 8.8%, while average entry is 11.1%. Firm exit spiked during the crisis-in 1997, 10.8% of firms exited, while in 1998, 11.2% of all firms exited-and dropped precipitously during the recovery in 1999 and 2000, to peak again in 2001 (see appendix A4). Employment growth followed a similar trend but did not spike in 2001; before the crisis, manufacturing employment grew quite rapidly. The crises induced substantial job losses; on average firms shrank employment by 1.4% in 1997 and 3.7% in 1998. Employment growth recovered in 1999 and 2000 but dropped in 2001.
The high job losses during the crisis were driven by both a slowdown in job creation and a spike in job destruction, predominantly accounted for by employment adjustment by incumbents (see figure 2) . The share of job flows accounted for by firm entry and exit is likely to be underestimated, 7 As establishments are not required to report their closure, exit is inferred from establishments ceasing to file reports to BPS. We do not count as exits temporary lapses in reporting. Temporary exits account for 0.6% of all the data. 8 For firms that enter in 1996, we use data from 1997 to 2000 to backcast their capital stock using the same set of explanatory variables (but using leads rather than lags where appropriate). 9 In our analysis, we use the log of value-added per worker. Over the entire sample period, on average 10.1% of all firms reported negative value-added. In 1997, 10.2% of all firms reported negative value-added, while in 1998, 12.2% of all firms reported negative value-added. These firms are excluded from analyses that use the log of value-added per worker as a proxy for productivity. 10 Of the two, the Solow method is our preferred TFP estimator in this context since it does not require lagged information on factor inputs and thus can be computed for a greater number of observations. Moreover, the ACF estimator assumes that productivity evolves according to a Markov process, thereby implicitly assuming stationarity, which may not be appropriate in the context of a crisis. By contrast, the Solow procedure allows factor shares to vary over time.
DO CRISES CATALYZE CREATIVE DESTRUCTION?
however, since we observe only firms with at least twenty employees. The amount of gross reallocation far exceeded the amount required to achieve net employment adjustment, leading to enormous excess churning. The increase in excess churning attests to the importance of heterogeneity across firms: even during the crisis, almost a third of all firms reported expanding employment. Nevertheless, a striking feature of the data is how persistent employment is; over the entire period considered, on average 21% of firms did not change their labor input each year. The figure also shows a longer trend toward lower job creation in both aggregate and in net creation rates.
B. Decomposing Aggregate Productivity Growth
Figure 3 presents a decomposition of the annual growth in average value-added per worker. The decomposition is a weighted average of industry-specific decompositions conducted at the two-digit industry level with weights proportional to each industry's contribution to total output. The crisis is associated with a pronounced increase in the contributions of the cross, between, and disproportionate entry terms, as well as a decrease in the contributions of proportionate entry, exit, and within-firm productivity growth.
The decomposition is only partially consistent with the cleansing paradigm. On the one hand, the improvement in the contribution of the cross term, in conjunction with the decreased contribution of the within term, suggests that the firms that experienced the largest declines in productivity also suffered the largest reductions in market share, although the magnitude of the cross term may be upwardbiased because of measurement error. The between term was generally negative, but became less so during the crisis (and was only positive, just, in 1998); the contribution of reallocation of market share from less productive to more productive firms was very modest (though measurement error may bias the between term downward). The increase in the disproportionate entry term is also indicative of cleansing. Although there were fewer entrants, they were on average more productive than incumbents, and this helped mitigate the overall loss in average productivity. Yet the more negative contribution of exit during the crisis, which was especially pronounced in 1997, suggests that relatively productive firms were more likely to exit, which is indicative of scarring. Figure 4 displays the same decomposition using a threeyear time window to minimize measurement error and avoid underestimation of the contributions of entry and exit. Lengthening the window to three years does smooth out the series and increases the contributions of entry and exit, thus underscoring that the long-run contribution of turnover to productivity growth is likely to exceed its initial contribution (see Liu & Tybout, 1996) . However, using a longer window does not substantially alter the qualitative pattern of results.
Figure 5 presents a similar graph using TFP as our proxy for productivity. The graph resembles figure 4, although the relative magnitude of the decrease in the contribution of the within term is larger, whereas the improvements in the between, cross, and proportionate entry terms appear smaller. Entry and exit are defined as entry into the survey and exit from the survey (see the appendix). Entry and exit statistics are based on the raw data; all other statistics are based on the sample that excludes outliers. Overall, the aggregate productivity decompositions only partially support the cleansing hypothesis. The facts that relatively productive firms appear to have suffered somewhat less, that the correlation between changes in productivity and changes in market share strengthened, and that entrants were relatively more productive than incumbents are consistent with the cleansing hypothesis. However, the contribution of exit to aggregate productivity growth also became negative, contradicting the cleansing hypothesis. Bear in mind, however, that the results obtained using these decompositions have to be interpreted with caution as they are vulnerable to measurement error.
VI. Firm-Level Analysis
A. Firm Survival Descriptive statistics. Table 2 presents summary statistics for survivors and exiting firms, disaggregated by time period. Firms that exit are on average less productive, smaller, younger, smaller, less capital intensive, employ proportionately more unskilled workers, are less likely to be government owned, are more likely to be foreign owned, and are less likely to export than firms that survive.
Comparing across columns enables one to examine how average productivity differences between surviving firms and exiting firms evolved. The productivity gap between exiting and surviving firms narrowed during the crisis; before the crisis, the difference in the average log valueadded of surviving firms compared to exiting firms was about .370. It narrowed to .205 during the crisis yet increased to .487 during the recovery. These productivity gaps between exiting and continuing firms are significantly different from each other at the 1% level. The shrinking of the gap between productivity and exit accounts for an aggregate average loss of value-added per worker of about 4% over the course of the crisis (since the exit rates in both 1997 and 1998 were approximately 12% and the gap narrowed by approximately 17%). Demeaning value-added per worker by sector or by sector-year yields a similar but slightly less dramatic pattern. Thus, the aggregate attenuation effect is due to a combination of more productive sectors being more severely affected by the crisis, as well as a decrease in the productivity differential between continuing and surviving firms within sectors. TFP proxies exhibit a similar pattern.
Table 2 furthermore shows that young and small firms were especially vulnerable during the crisis, whereas exporters were less likely to exit (compared to other years), perhaps because of favorable exchange rate movements. During the crisis, survivors were not, on average, more likely to operate in sectors highly dependent on external finance, whereas pre-and postcrisis they were, suggesting that the crisis hit sectors more dependent on external finance relatively harder. Similarly, firms in sectors with higher liquidity needs and lower levels of assets tangibility appear to have been particularly exposed. In short, firms' financial characteristics were correlated with vulnerability to the crisis.
Modeling survival: Baseline results. Table 3 present our baseline firm-survival model, which models firm exit as a function of the log of the age of the firm, firm size and its square to allow for nonlinearity in the size-survival relationship, the proportion of blue-collar workers in the total workforce (the ''unskilled ratio''), foreign and government ownership, whether the firm exports, and productivity. All of these variables are interacted with crisis and recovery period dummies to assess which firms were more vulnerable to the crisis. In addition, industry, year, and province dummies are included to eliminate time, industry, and location effects. The first column uses value-added per worker as our proxy for productivity and is our preferred specification. The second column uses TFP estimated by means of the Solow method, while the third column uses TFP estimated by means of the ACF procedure. Note that using TFP leads to a substantial reduction in sample size, especially when we use the ACF estimates (inter alia because TFP can only be computed for firms for which we have information on their current and lagged capital stock).
The results are consistent with the descriptive statistics presented in the previous section and other studies of firm survival in developing countries and this data set (see Bernard & Sjoholm 2003 , Frazer, 2005 , Söderbom, Teal, & Harding, 2006 ; size, age, and productivity all increase the probability of survival. Interestingly, foreign-owned firms are less likely to exit, while exporters are more likely to exit, ceteris paribus.
However, these effects are not stable over time. Starting with the result of focal interest, the conditional correlation between productivity and crisis seems to be attenuated by the crisis; the crisis-productivity interaction term is always positive and significant at the 1% level, regardless of which productivity proxy we use. This is not consistent with cleansing; while more productive firms remain less likely to exit, the protective impact of productivity is significantly weaker than it was precrisis. On the bright side, the attenuation effect did not last; postcrisis, the conditional correlation between productivity and survival is not significantly different from what it had been before the crisis: the protective impact of productivity is restored postcrisis.
Young and small firms were especially vulnerable to the crisis. By contrast, exporting firms did relatively well, perhaps because they benefited from increased international competitiveness due to the depreciation of the rupiah. Although exporting was associated with a higher propensity to exit during other periods, exporters were not ceteris paribus more likely to exit during the crisis. During the recovery, some of these effects were reversed: firm age was even less strongly correlated with exit than it had been before the crisis, while exports were once again more likely to exit than nonexporters ceteris paribus. Tables 4, 5 , and 6 present alternative specifications and robustness checks. To conserve space, we report the coefficients on only our preferred productivity proxies, but the regressions include all explanatory variables that are included in table 3 unless indicated otherwise.
Robustness.
First, to alleviate concerns that the weakened association between productivity and exit is an artifact of the difficulties of measuring productivity during turbulent times table 4A presents models that use deeper lags of value-added per worker and TFP as our productivity proxy. Since productiv- À0.002 À0.012*** À0.024*** Significance of the difference between surviving and exiting firms: *90% confidence interval, **95% confidence interval, ***99% confidence interval for two-tailed tÀtest. Differences in bold indicate 90% confidence level in rejecting that the difference between surviving and existing firms in the indicated period is not different from the difference between surviving and exiting firms precrisis. Those in italic bold indicate the 95% confidence level. ''Exiting'' implies the firm is not in the data in year t þ 1' ''surviving'' implies the firm is present in year t þ 1. For example, firms that disappear from the data in 1997 are marked as exiting in 1996. Accordingly, ''crisis'' refers to the years 1996 and 1997, and the ''precrisis'' and ''recovery'' periods to the years before and after that; respectively. ***p < 0.01, **p < 0.05, and *p < 0.1 Standard errors for specifications that use TFP as a proxy for productivity (columns 2 and 3) are bootstrapped using 100 replications.
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ity is very strongly correlated over time (the autocorrelation coefficients on log value-added per worker and the Solow residual are .85 and .79, respectively), lagged productivity is a good proxy for current productivity. Moreover, because it is measured during noncrisis times, it is arguably less vulnerable to measurement error. While the differences in the protective power of productivity become somewhat smaller, the pattern of results is robust to using these lagged productivity measures. We interpret this as strong evidence that the attenuation effect is genuine and not driven by measurement error. Incidentally, since lagged productivity measures are not available for entrants, this table also demonstrates that the attenuation effect is not solely driven by differential survival dynamics for entrants. ***p < 0.01, **p < 0.05, and *p < 0.1. Standard errors for specifications that use TFP as a proxy for productivity (columns 3 and 4) are bootstrapped using 100 replications. Controls include province, period, and industry dummies, as well as the following variables and their interactions with crisis and recovery dummies: lnL, lnL2 Unskilled Ratio, Foreign Owned, and Government Owned.
1 The ''empty'' model presented in part B includes province dummies. ''Low Productivity,'' ''High Productivity,'' and ''Medium Productivity'' denote firms in the bottom, middle, and top productivity terciles (this ranking obviously varies with the productivity proxy used). ***p < 0.01, **p < 0.05, and *p < 0.1. Standard errors in specifications that use TFP as a proxy for productivity (columns 2 and 4) and/or control for capital per worker (panel A) are bootstrapped using 100 replications. Controls include province, period, and industry dummies (except when sector-year dummies are included in which case industry and period dummies were dropped), as well as the following variables and their interactions with crisis and recovery dummies: lnL, lnL2 Unskilled Ratio, Foreign Owned, and Government Owned.
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Second, we discretize our productivity measure into terciles, defined by sector and year. The resulting ranking is arguably less sensitive to measurement error. Moreover, it is ordinal, which helps shield against the impact of mismeasurement that is common across all firms in a sector in a given year, such as using inappropriate deflators. Table 4B presents specifications that control only for productivity, province and industry dummies, ''empty'' models, and ones that controls for all other covariates, ''full'' models. The results demonstrate that while all firms are much more likely to exit during the crisis, firms in higher-productivity terciles suffered the largest increases in exit propensity. Thus, the crisis decreased the survival prospects of both productive and unproductive firms yet hit productive firm disproportionately hard. By contrast, the cleansing hypothesis predicts that such firms should have suffered relatively less. ***p < 0.01, **p < 0.05, and *p < 0.1. Standard errors in specifications that use TFP as a proxy for productivity (columns 3 and 4) are bootstrapped using 100 replications.
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Third, we use alternative specifications, which are presented in table 5A. Controlling for capital intensity does not alter the pattern of results as shown in columns 1 and 2 in table 5A.
11 Columns 3 and 4 furthermore demonstrate that the results are robust to inclusion of sector-year dummies, which control for sector-specific shocks and also shield against the impact of using inappropriate deflators. Note that the attenuation effect weakens. Thus, it seems that it is partially, but not exclusively, the result of more productive sectors being more severely affected by the crisis.
Fourth, table 5B shows that the pattern of results remains when we include anomalous observations (see appendix B) that we have excluded from our estimation sample. The results are also robust to dropping all plants for which at least one of the observed values is anomalous (we typically exclude such anomalous observations but do not drop other plant-year observations from plants characterized by such outliers).
Fifth, by setting arbitrary size thresholds for exit and examining how our results change, we assess whether it is likely that our results are due to sample selection bias because we are observing only firms with twenty or more employees. Table 5C aggravates such sample selection bias by excluding firms with, respectively, fewer than thirty (columns 1 and 2) and fifty (columns 3 and 4) employees and defining a firm as having exited when it either disappears from the data altogether or fails to report having more than, respectively, 29 or 49 employees in any of the subsequent years. The results are robust to using different exit thresholds and, if anything, using higher thresholds for exit reduces the attenuation effect; to the extent there is sample selection bias because we are only observing firms with more than 20 employees, it appears to be making it harder to reject cleansing.
Finally, to address the concern that exit is a protracted process and that by focusing on short-term effects, we are missing the action, table 6 presents estimates using longer time horizons using our baseline model but without crisis and recovery interaction terms. The top panel presents models of the likelihood of being in business in 1996 for firms operating in 1993 and juxtaposes those with models of the likelihood of being in business in 1999 conditional on operating in 1996. The bottom panel presents models of surviving from 1991 until 1996 and from 1996 to 2001. The pattern of results does not change when longer time horizons are considered; productivity offers less protection during the crisis than it did precrisis, ceteris paribus. Incidentally, this exercise also offers another check against the influence measurement error; since our productivity measures are based on the precrisis periods, they are not vulnerable to potential mismeasurement of productivity during crisis times.
B. Accounting for Attenuation
Given the robust evidence for the attenuation effect, we now examine the most prominent possible explanation for this effect: credit market failures, 12 labor regulations, reduced entry, and political regime change.
Finance and firm survival. Table 7 presents regressions that examine the link between firm survival and a firm's financial characteristics. The relationship between firm survival and external financing dependence, proxied by the share of assets that is financed with external funds (following Rajan & Zingales, 1998) , is examined in the top half of the table. The bottom half focuses on asset hardness using Braun (2003) 's indicator of asset tangibility. The usefulness of the U.S.-based external financing dependence and asset tangibility measures relies critically on the assumption that the U.S. rankings can be extrapolated to Indonesia, which in turn depends on the assumption that there are certain technological factors that are industry specific. 13 The other explanatory variables are the same as those presented in table 3, although the first six columns exclude industry dummies but control for a sector's financial dependence, competitiveness, and contestability, proxied by the Herfindahl index, the ''natural'' rate of entry and of employment turnover.
The results provide ample evidence that changing credit conditions were an important driver of firm exit during the crisis; firms operating in industries more dependent on external finance and with lower asset tangibility were ceteris paribus significantly more likely to exit during the crisis, both in absolute terms and relative to other periods, as is evidenced between the significant interactions between the crisis dummy and these financial characteristics. These results hold using both productivity proxies. However, controlling for these financial characteristics does not eliminate the attenuation effect.
In addition, the protective impact of productivity in industries more dependent on external finance rose significantly (columns 2 and 4). By contrast, the crisis interactions between productivity and asset hardness, as well as liquidity needs, are not statistically significant (columns 2 and 4). Thus, it appears that firms in sectors that are more sensitive to changing credit conditions were hit harder, but this does not account for the observed attenuation of the conditional correlation between productivity and survival.
In summary, firms more exposed to fluctuations in credit market conditions were hit harder by the crisis, yet these effects cannot fully account for the attenuation of the link between productivity and exit during the crisis. If anything, to the extent that the crisis had a differential impact on firms with different financial characteristics, it induced a cleansing effect among firms more exposed to the changing credit conditions.
Labor regulations. Table 8 presents survival models that control for provincial-level real minimum wages and allow their impact to vary over time (the baseline models presented in columns 1 and 3) as well as to interact with ***p < 0.01, **p < 0.05, and *p < 0.1. Standard errors in specifications that use TFP as a proxy for productivity (columns 3 and 4) are bootstrapped using 100 replications. Controls include province, period, and industry dummies, as well as the following variables and their interactions with crisis and recovery dummies: lnL, lnL2 Unskilled Ratio, Foreign Owned, and Government Owned. MW denotes demeaned real minimum wages.
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THE REVIEW OF ECONOMICS AND STATISTICS productivity (the extended specifications presented in columns 2 and 4). Since our models include province dummies, the impact of minimum wages is essentially identified off within-province temporal variation in real minimum wage levels. The baseline models suggest that firm survival was not on average strongly correlated with minimum wage levels before and during the crisis, though postcrisis firms facing higher minimum wages were less likely to exit. Controlling for minimum wages does not reduce the attenuation effect. Yet the extended specifications suggest that the baseline specifications hide significant heterogeneity; firms in provinces with higher minimum wages are on average less likely to exit, yet the odds ratio associated with the interaction between value-added per worker and demeaned province-level minimum wage levels is significantly larger than 1, indicating that highly productive firms are more likely to exit when minimum wages are relatively high.
Labor regulation thus appears to interfere with market selection. Importantly, this distortionary effect is especially pronounced during the crisis; the crisis interaction term between minimum wages and productivity is strongly statistically significant using both log value-added per worker and the Solow residual, indicating that relatively productive firms confronted with relatively low reductions in real minimum wages were proportionately more likely to exit. Note also that including this interaction reduces the coefficient on the crisis-productivity interaction term. In other words, labor regulations appear to provide a partial explanation for the attenuation effect.
Reduced entry. Table 9 presents regressions that include a dummy for whether a firm is an entrant, interacted with period dummies and productivity. The results suggest that while entrants' survival is typically less strongly correlated with productivity, this result was not different during the crisis. Allowing for differential productivity-survival dynamics for entrants does not reduce the attenuation effect. Thus, the attenuation effect documented in this paper is not simply an artifact of reduced entry. Connectedness and creative destruction. Another possible explanation of the attenuation effect is that the fall of Suharto may have hurt firms affiliated with the Suharto regime disproportionately (see Fisman, 2001, and Mobaraq & Purbasari, 2008) . If these firms were highly productive, their exit may result in an attenuation of the link between productivity and survival. 14 Also note that relatively few firms are identified as being politically connected to 
Yes
Yes 0.078 0.081 ***p < 0.01, **p < 0.05, and *p < 0.1, standard errors in columns 3 and 4 block bootstrapped using 100 replications. Controls include province dummies, as well as lnL, lnL2 Unskilled Ratio, Foreign Owned, Government Owned, and Exporter.
14 Since the proxy for connectedness is in part based on stock market reactions over the period 1995 to 1997, conditioning on connectedness in prior periods might thus induce survivor bias.
THE REVIEW OF ECONOMICS AND STATISTICS
Suharto; 210 firms that are connected based on the stock market response to adverse news about Suharto's Health, and 97 firms have a Suharto family member on their boards, which may make it hard to estimate the effects with precision. Panel A uses the connectedness measure that is based on the response of the Jakarta Stock Exchange to news about Suharto's health and the business networks of those adversely affected by this news, while Panel B uses as a P < 0.01, **p < 0.05, and *p < 0.00. Standard errors of specifications that use TFP as a proxy for productivity (columns 3 and 4) are bootstrapped using 100 replications.
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proxy for connections whether a firm had a Suharto family member on its board. Panel C combines these two definitions. The baseline regressions presented in columns 1 and 3 merely control for connectedness, while the extended specifications presented in columns 2 and 4 include interactions between connectedness and productivity.
The baseline regressions demonstrate that firms with political connections to Suharto were not, on average, more likely to exit over the period 1997 to 2001 ceteris paribus. However, the extended models suggest that among firms with connections to the Suharto regime, the least productive ones were most at risk of exiting as the correlation between productivity and survival strengthened, while being connected became associated with an increased risk of exit. Note, however, that the estimated coefficients in these regressions are large and imprecisely estimated, reflecting the fact that few firms were identified as being politically connected. Thus, the attenuation effect does not appear to be driven by regime change.
C. Employment Growth
Firm survival and employment growth are determined by the same data-generating process, notably the one determining firm size, and we therefore use the same explanatory variables as in the firm survival models. The results are presented in table 11. Columns 1 and 3 present OLS specifications, while columns 2 and 4 present fixed-effects models, which effectively estimate deviations from growth trends. Columns 1 and 2 use value-added per worker as the proxy for productivity, whereas columns 3 and 4 use TFP, measured by the Solow residual.
It is very difficult to predict employment growth as evidenced by the consistently low R 2 s, even though we are including a rich set of firm characteristics and dummy variables. The results are generally consistent with the literature on firm growth: younger firms, smaller firms, and more productive firms grow faster (see Bigsten and Gebreeyesus, 2007) . The crisis appears to have attenuated the link between employment growth and productivity somewhat (column 1), but this finding is not very robust; it does not obtain when we estimate the growth model by OLS and use TFP as a proxy for productivity or control for fixed-effects and use value-added per worker as our productivity proxy. The finding that more productive firms that survived were not less likely to shed labor, ceteris paribus, suggests that employment reallocation among surviving firms was not especially efficiency enhancing during the crisis. Interestingly, the relationship between productivity and employment growth appears to continue to be attenuated postcrisis.
Other results accord with intuition: exporters fared significantly better during the crisis, whereas large firms shed more labor, in part because such firms were less likely to go out of business (our regressions are conditional on firm survival). Government firms also appear to have shed less labor.
VII. Conclusion
While crises are recognized to be periods of intensified adjustment and aggregate studies suggest that firm dynamics are a key determinant of the depth and duration of crises, firm-level evidence on their impact on the efficiency of resource allocation is scant. Perhaps because of the paucity of the empirical evidence, there is an active debate as to whether crises have a silver lining by improving resource allocation. On the one hand, a host of macroeconomic models is predicated on the idea that the additional competitive pressure induced by the crisis will hurt inefficient producers disproportionately. They predict that the crisis will ''cleanse'' out unproductive firms and reallocate resources toward more efficient producers. On the other hand, a series of recent papers point out that in the presence of market imperfection, these conclusions may be overturned and that crises may scar the economy by driving productive firms out of business.
Using Indonesian manufacturing census data from 1991 to 2001 to examine the impact of the East Asian crisis on resource allocation, this paper rejects the hypothesis that the crisis unequivocally improved the reallocative process. Decompositions of aggregate productivity growth reveal that firms that suffered the largest productivity losses also suffered the largest reductions in market share. In addition, market share reallocation between firms contributed more positively to average productivity than during noncrisis times, although the magnitude of this contribution was modest and positive in absolute terms only in 1998. However, the correlation between productivity and employment growth did not strengthen, which is concerning given the excessive amount of job reallocation taking place during the crisis. More worrying, the link between productivity and exit of existing firms was significantly attenuated during the crisis, suggesting that the crisis was less discriminating in terms of the productivity of firms driven out of business. Fortunately, postcrisis, the link between firm survival and productivity was restored, suggesting that the crisis did not permanently scar the Schumpetarian process of creative destruction. In addition, although there were fewer entrants, the contributions of entrants rose; the firms that entered were typically more productive than incumbents, and this helped mitigate the loss in productivity. In other words, the crisis appears to have weeded out the weakest potential entrants, which helped mitigate the loss in aggregate productivity.
Labor market imperfections more so than credit market imperfections help account for the attenuation effect. Firms in sectors more dependent on external finance and with lower levels of asset tangibility were indeed disproportionately more likely to exit during the crisis. However, controlling for these financial characteristics did not reduce the conditional attenuation effect, suggesting that changing credit market conditions do not account for the attenuated link between productivity and exit. By contrast, labor regulations provide a possible explanation for the attenuation of the link 1808 THE REVIEW OF ECONOMICS AND STATISTICS between productivity and firm survival; during the crisis, productivity was a relatively less important determinant of survival in provinces with high minimum wages, suggesting that labor regulations possibly distorted the adjustment process. Finally, the attenuation is not a statistical artifact due to a reduction in entry and is not driven by firms that had been able to achieve high profits by virtue of their connections with Suharto being differentially affected. If anything, the crisis induced a cleansing effect among these firms. This work has focused on the impact of the East Asian crisis on Indonesia. Because it is the fourth most populous country and widely portrayed as a ''tiger cub'' with a bright future, understanding the crisis dynamics in Indonesia is of inherent interest. Focusing on a developing country may be testing the cleansing hypothesis in a context where it is more likely to be rejected. However, with crises more prevalent in developing countries, this can be a particularly relevant case to examine. The shock that hit Indonesia was also large, although the recent financial crisis shows that far more developed countries have not been immune to significant financial shocks. Assessing the extent to which our findings generalize to other crisis episodes is a promising area for further research.
