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This paper discusses the problem of classifying holomorphic operator func- 
tions up to equivalence. A survey is given in $1 of the main results about 
equivalence classes of holomorphic matrix functions and holomorphic Fredholm- 
operator functions. In 92, it is shown that given a holomorphic function A on a 
bounded domain B into a space of bounded linear operators between two 
Banach spaces, it is possible to extend the operators A(A) (for each X E Q) by an 
identity operator Iz in such a way that the extended operator function A(.) @ 1, 
is equivalent on Q to a linear function of X, T - AI. Other versions of this 
“linearization by extension” are described, including the cases of entire functions 
and polynomials (where Q = c). As an application of these results, we consider 
the operator function equation 
A,(h) Z,(X) + Zd4 AI@) = WV, A E 8, (*) 
and explicitly construct the solutions Z, and Z, . The formulas for Zi and Z, 
seem to be new, even when A, , A, and C are matrix polynomials. The existence 
of solutions of (*) makes it possible to analyze an operator function A whose 
spectrum decomposes into pairwise disjoint compact subsets oi ,..., a, of Q. In 
this case, a suitable extension of A is equivalent on Q to a direct sum of operator 
functions, A, ,..., A,, such that the spectrum of Ai is ci (z’ = l,..., n). In the 
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HOLOMORPHIC OPERATOR FUNCTIONS 103 
final section of the paper, we discuss the relation between local and global 
equivalence on 52, and show that there exist operator functions A and B which 
are locally equivalent on Q, but admit no extensions (of the sort considered in 
this paper) which are globally equivalent on Q. 
INTRODUCTION 
The present paper deals with certain aspects of the problem of classifying 
operator functions up to equivalence. A preliminary announcement of the main 
results has appeared in [14]. 
Throughout this paper an operator is understood to be a bounded linear 
operator acting between two (possibly different) complex Banach spaces. Let A 
and B be operator functions, holomorphic on an open set Sz in the complex plane 
@. We call A and B equivalent on Q (see [I 11) if there exist operator functions 
E and F, holomorphic on Sz, whose values are bijective operators on suitable 
Banach spaces, such that 
B(h) = F(h) A(h) WV, h E Q. (1) 
To denote this property, we shall write A wR B. If in formula (1) the equivalence 
operator functions E(.) and F(.) and the associated inverse-operator functions 
E( .)-’ and F( .)-’ are polynomials, then A and B are said to be polynomiully 
equivalent on 52. 
If T and S are operators acting on a finite dimensional Banach space X, then 
the functions T - hl and S - hl are polynomially equivalent on C if and only if 
T and S are similar. More generally one can say that for matrix polynomials 
(i.e., h-matrices) the problem of finding the simplest representative in a given 
polynomial equivalence class is well understood. A similar remark holds for holo- 
morphic Fredholm operator functions. 
In the first section of this paper a survey is given of the main results concerning 
equivalence classes of holomorphic matrix functions and holomorphic Fredholm 
operator functions. In this section we also consider a local version of the definition 
of equivalence, and we describe several classes of operator functions which are 
equivalent at a point. Many of the results mentioned in this section also hold for 
meromorphic operator functions, but here as well as in the rest of the paper we 
restrict ourselves to holomorphic functions. 
To give a more detailed account of the results proved in the other sections, we 
need the definition of an extension of an operator function. Let X and Y be 
complex Banach spaces. Throughout this paper 2(X, Y) will denote the space of 
all bounded linear operators acting between X and Y endowed with the usual 
operator norm. Given an operator function A: .Q -+ 9(X, Y) and a Banach 
space 2, we define the Z-extension of A to be the operator function on Sz whose 
value at X in Q is the operator A(A) @ Iz in 9(X @ 2, Y @ Z), i.e., the direct 
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sum of A(h) and the identity operator 1z on 2. In Sections 2-4 it is shown that 
several problems concerning operator functions can be solved by combining the 
methods of equivalence and extension. A general discussion of this principle is 
given at the end of Section I. 
In Section 2 we shall prove (in a number of different versions) the following 
statement : Given a holomorphic operator function A : Q + 9(X, Y), there 
exists a Banach space 2 such that the Z-extension of A is equivalent on Q to a 
linear function of the form T - XS. First of all we consider the case that A is an 
operator polynomial of degree n and Q = C. In that case one may take for 2 the 
direct sum X”-l of 71 - 1 copies of X, and then the equivalence in the above 
statement turns out to be polynomial equivalence. Next we consider the case 
that Q is a bounded Cauchy domain and A is continuous on the closure Q, We 
prove that in this case the space Z and the operator T may be chosen such that 
the operator S is the identity operator on X @ 2. Finally we consider certain 
entire operator functions and some other cases where A does not have continuous 
boundary values. At the end of Section 2 we show that for holomorphic operator 
functions whose values are Fredholm operators acting on an infinite dimen- 
sional Hilbert space, no extension is needed to get an equivalent linear function. 
In Section 4 we consider the problem of finding decompositions of A cor- 
responding to decompositions of the spectrum of A (i.e., the set of all /\ in the 
domain of A such that A is not bijective) into disjoint compact sets. Let Q be a 
bounded Cauchy domain, and suppose that 
A(A) = A,(h) A,(h) ... A,@), AEQ, 
where A, : D -+ 9(X, X) is continuous on D and holomorphic on Q (i = 1, 
2,..., n). Further assume that the spectra of A,, A, ,..., A, are pairwise disjoint 
compact subsets of Q. For an operator function of this form, we show that the 
X+l-extension of A is equivalent on Sz to the operator function A,( .) @ ... 
@A,(*) whose value at h is the direct sum operator A,(X) @ ... @ A,(X) acting 
on X 0 ..* @ X. A similar result holds if Sz = C and A, ,..., A, are operator 
polynomials whose highest coefficients are bijective operators. 
The above mentioned theorems are based on an investigation (carried out in 
Section 3) of the following holomorphic operator function equation : 
B&q -Go> + ZlGv Bl(4 = C(4, AEJ-2. 
Here 52 is a bounded Cauchy domain and B, , B, , and C are given holomorphic 
operator functions on Sz with values in 9(X, X). Using the linearization results 
of Section 2, we can reduce the problem to the case when B, and B, are linear 
functions of X. This leads to explicit formulas for holomorphic solutions Z, and 
Z,, whenever B, and B, have continuous boundary values and the spectra of B, 
and B, are disjoint compact subsets of Q. If Sz = @ and B, and B, are operator 
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polynomials whose highest coefficients are bijective, then 2, and 2, can be taken 
to be operator polynomials too. 
In the last section of the paper relation between the local and global version of 
the definition of equivalence is discussed, and it is shown that there exist opera- 
tor functions A and B such that A is locally equivalent to B, but A(.) @ 1, is 
not globally equivalent to B( .) @ 1a for any Banach space 2. 
1. EQUIVALENCE CLASSES 
It is clear that the notion of equivalence is a true equivalence relation, and 
therefore one can consider the different equivalence classes of holomorphic 
operator functions. Many properties an operator function may possess do not 
depend on the particular choice of the operator function, but only on the equiv- 
alence class to which it belongs. We shall give some examples of such properties. 
Let A : Sz + 9(X, Y) be holomorphic on Q. The spectrum Z(A) of A is the set 
of all h in G’ such that A(h) is not bijective. It is clear that all operator functions 
in a given equivalence class have the same spectrum. In fact for equivalent 
operator functions A, and A, the growth of the functions Ij 4,(.)-l (1 and I] 4,(.)-l 11 
near Z(A,) = Z(A,) will be the same. Further, if for A, EZ(A) the operator 
4(X,) is Fredholm, then the numerical characteristics of A at the point h, 
(see 0 I .2) do not depend on the particular choice of A in a given equivalence 
class (cf. [II], [17]). In this section we illustrate the use of these and other 
invariants by describing some simple representatives for a number of equivalence 
classes. But first we present a local version of the definition of equivalence. 
Two operator functions A and B, holomorphic at A,, in C are called equivizlent at 
A, (notation : A ,-A0 B) if there exists an open neighborhood U of A, such that 
A and B are equivalent on U. This notion of equivalence at a point leads to a 
second form of equivalence on a set. Two operator functions A and B, holo- 
morphic on Q, are said to be locally equivalent on Q if A -A B for each X E 52. 
To distinguish the notion of local equivalence from the type of equivalence used 
so far, we shall sometimes call the latter global equivalence. 
It is clear that global equivalence on Q implies local equivalence on Q, but in 
general the two types of equivalence are not the same. This can be shown by 
using a counterexample of [16](cf. S ec ion t 5, where a somewhat stronger 
statement is proved). Other interesting counterexamples appear in J. Leiterer’s 
paper [22].l This paper also contains a general principle which among other 
things is used to show that for several classes of operator functions the two 
r The problem of the relation between local and global equivalence was stated (together 
with other problems on operator functions) in an informal lecture [12] given by the first 
author at the University of Maryland at College Park. The present paper, as well as 
Leiterer’s paper [22], originated in this lecture. 
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notions of equivalence coincide. In particular it is shown in [22] that this is true 
for holomorphic matrix functions and holomorphic Fredholm-operator func- 
tions. 
1.1. Matrix Functions 
(a) Let A(/\) be a n x m-matrix whose entries are scalar polynomials in X, 
in other words, A(X) is a so-called h-matrix. Then there exist manic scalar 
polynomials p, ,...,p, such that p,+i is divisible by pi (j = I,..., Y - 1) and 
Pl 
i .‘. 
0 
0 
0 P7- 
0 0 
(1) 
Here the zero block in the right lower corner represents the (n - r) x (m - r)- 
matrix whose entries are all zero. The equivalence in formula (1) is polynomial 
equivalence. Further, for p, ,..., p, one may take the so-called invariant poly- 
nomials of A(h). The use of the word invariant is justified by the fact that these 
polynomials do not change under polynomial equivalence. Hence it follows that 
two n x m-matrix polynomials A and B are polynomially equivalent on C if 
and only if A and B have the same invariant polynomials. For a full account of 
the theory of matrix polynomials, see [9, Chapter VI], [IO, Section 211 or [20, 
Sections 4.6-4.101. The right hand side of (1) is usually called the Smith canonical 
form of A. 
(b) Let A(X) be a n x m-matrix whose entries are complex functions, holo- 
morphic at h, . Then (see [17]) there exist non-negative integers k, < k2 < .‘. 
< k, such that 
Again the right lower corner of the above matrix represents the (n - r) x 
(WZ - r)-matrix all of whose entries are zero. 
This result, as well as the result mentioned under (a), are special cases of an 
abstract ring theoretical statement concerning matrices with entries in a principal 
ideal domain R (see Sections 8 and 10 in Chapter III of [19]). To see this one 
takes for R, respectively, the ring of all complex polynomials and the ring of all 
germs of complex functions, holomorphic at h, . 
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(c) Leiterer’s results on local and global equivalence mentioned above 
yield a generalization of the theorem mentioned under (a) to holomorphic 
matrix functions. Let A(X) be a n x m-matrix whose entries are complex 
holomorphic functions on a region Q. Then 
A- R 
wheredr ,..., d, are complex holomorphic functions on Q such that the quotients 
dj+l/dj (j = l,..., r - 1) are holomorphic on Q too (see [22, Theorem 5.51). 
To illustrate the basic idea behind this result, we shall present Leiterer’s 
proof as given in [22]. Take z E Q. According to the local result mentioned 
under (b), there exist non-negative integers K,(Z) < K,(Z) < ... < k?(z) such 
that 
Here Y = max rank A@), where the maximum is taken over all h in Q. Let (1 
be the set of all points of I? for which at least one of the numbers K,(Z),..., R,(z) is 
non-zero. Observe that /l = {Z E $2 1 rank A(z) < r}. Hence n is a discrete 
subset of .Q. By the Weierstrass factorization theorem there exist complex holo- 
morphic functions dl ,..., d,. on 9, nonzero on Q\A, such that for each j and 
z E (1 the function d,(h)@ - z)-~+) is holomorphic and non-zero on a neighbor- 
hood of z. Put 
Then A and D are locally equivalent on ~‘2. But Leiterer has shown that for 
functions of this type the notions of local and global equivalence coincide. 
Hence A -n D. 
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1.2. Operator functions. 
(a) Let A be an operator function, holomorphic on an open neighborhood of 
A, in C. The point A0 is said to be normal point for A whenever A(&) is a 
Fredholm operator and A(X) is bijective for X in some deleted neighborhood of 
A,. If A, is such a point for A, then there exist Banach spaces M and IV, 
dim M < co, and there exists an operator function S, holomorphic at A, , 
whose values are operators on M, such that 
4.1 7 [St.) 0 Iwl 
(see [17]). This result allows us to extend the local equivalence theorem for 
holomorphic matrix functions, mentioned in 1 .l (b), to operator functions 
with normal points. In fact the following theorem holds true : If A, is a normal 
point for A, then 
A(.)~PP,+(X--h,)LIP,+...+(/\--X,)LrP,, (3) 
where k, < R, < ... < k, are non-negative integers, PI ,..., P, are mutually 
disjoint one dimensional projections and PO + PI + ... + P, is the identity 
operator on the whole space (see [17, Section 31). For kr ,..., K, one may take the 
partial multiplicities of A at A, (see [17] for the definition of this notion). As the 
partial multiplicities do not change under equivalence, it follows that two 
operator functions A and B, which have values in 9(X, Y) and have a normal 
point at A, , are equivalent at A,, if and only if the partial multiplicities of A and B 
at A,, are the same ([l 11). 
With some modifications, the local equivalence stated in formula (3) remains 
true if one drops the bijectivity condition on A(h) for h near A, and only requires 
A@,) to be a Fredholm operator ([25]) or merely a semi-Fredholm operator 
with complemented range and null space ([2]). In fact if A is holomorphic on an 
open neighborhood of A, in @ and the values of A are Fredholm operators acting 
between X and Y, then A is equivalent at A, to an operator function D of the 
form 
where 
WI = QdAPo + c (A - Qk2 QiW’i , (4) 
j=l 
(4) PO ,..., P,> and {Q. ,-.., QA are sets of mutually disjoint projections 
of X and Y, respectively, 
(D,) Dj is a topological isomorphism from PjX onto QjY, 
(DJ rank Pj = rank Qj = 1 for j # 0, 
(D4) I, - P,, and I, - Q,, have finite rank. 
This is proved in [25]. We shall call the set {ki}i of partial multiplicities, together 
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with the numbers rank (I, - PO) and rank (I, - Q,,) the numerical characteristics 
of A at A, . Theorem 4.2 in [2] ( see also the last paragraph of Section 1 in [3]) 
gives a complete description of the class of all operator functions A such that A 
is equivalent at h, to a block-diagonal operator function D of the form (4) for 
which the conditions (Dl), (D,) and (DJ hold, but not necessarily (De). 
(b) Let A be an operator function, holomorphic on the region G, and let the 
values of A be Fredholm operators acting between X and Y. It is well-known 
that in this case the function dim N(A( .)) is constant on Sz except for a finite or 
infinite set of points with no accumulation point in 52. Suppose that this excep- 
tional set is finite. Then there exist Banach spaces L, M and W, with dim L < 00 
and dim M < 00, and there exists an operator polynomial S with values in 
Y(L, M) such that 
4.1 ‘;; [St.) 0 Iwl 
(see [18]). Since S may be viewed as a A-matrix, the result mentioned in 1.1 (a) 
implies that A is equivalent on Sz to an operator function D of the form 
D(h) = QoDoP~ + i dh) QPJ'j * 
j=l 
Here q1 ,..., q9 are manic scalar polynomials, qi+l is divisible by qj ( j = I,..., 
s - 1) and the operators PO ,..., P, , Q,, ,..., Qs and D, ,..., D, satisfy the condi- 
tions (Dl)-(DJ stated under 1.2 (a). This result is proved in [18]. 
Recently, J. Leiterer ([22, Section 51) has shown that a similar result holds for 
an arbitrary holomorphic Fredholm operator valued function, provided one 
replaces the polynomials q1 ,..., qs in (5) by holomorphic scalar functions on Sz 
and allows the finite sum in (5) to be the sum of an infinite convergent series. 
1.3. Extension and equivalence. 
Let us recall the definition of an extension of an operator function as given in 
the Introduction. Given an operator function A : 52 --f 9(X, Y) and a Banach 
space Z, the Z-extension of A is the operator function A, defined on Sz by 
In the beginning of the present section we observed that the spectrum Z(A) of a 
holomorphic operator function A and the growth of j/ A(*)-’ 11 near 2(A) do not 
change if A is replaced by an equivalent operator function. The same remark 
holds true if A is replaced by its Z-extension. Also, if A(&) is a Fredholm 
operator for some A,, E Z(A), then A&,) @ 2 will be a Fredholm operator and 
the numerical characteristics of A at A,, will be equal to those of A(.) @ 2 at 
A0 . This last fact has the following implication. 
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THEOREM 1.1. Let A, B: .Q + 9(X, Y) be holomorphicFredholm operator valued 
functions, and suppose that for some Banach space Z, the Z-extensions of A and B 
belong to the same equivalence class, then A wS2 B. 
Proof. Since Leiterer has proved that local and global equivalence coincide 
for holomorphic Fredholm-operator functions, it suffices to show that local 
equivalence of A( .) @ Iz and B( .) @ I, on Sz implies local equivalence of A 
and B on Q. Take h, E 9, and assume that 
A(.) 0 1.~7 B(a) @ Iz . (6) 
As A and B are Fredholm operator valued, the same is true for A(.) @Iz and 
B( .) @ 1, . Furthermore we know that the numerical characteristics of A and B 
at X0 do not change if A and B are replaced by their Z-extension. Now formula 
(6) implies that the numerical characteristics of A( .) @ I, at ha are equal to those 
of B( .) @ 1, at h, . It follows that the same is true for the numerical character- 
istics of A and B at A0 . But then we can apply the results of [ 1 l] to show that A 
is equivalent to B at X, . 
In the next sections we shall show that several problems concerning operator 
functions can be solved by combining the methods of equivalence and exten- 
sions. The reason for this is that, in general, the equivalence class of A(.) @ I, 
contains many functions besides the functions B(.) @-I, , where B -R A. 
Moreover, as the following example shows, in contrast to the above theorem, 
these new equivalent functions may be still of the form C(.) @Iz , where 
c : sz 4 Lqx, Y). 
EXAMPLE 1.2. Let T be a non-invertible element of Z(X) 
Suppose that T has a left inverse T+, say. Then 
T+T = I, TT+ = P # I. 
An easy computation (cf. Theorem 4.5) shows that the product 
T+ (1 -X)1 I--W 0 
I --XT I( 0 I I( 
hT I 
(1 - h)I -T+ ) 
qx, a. 
(7) 
is equal to (1 - h) I @ I for each X in c. As the first and third factors in formula 
(7) are bijective operators on X @ X, it follows that the X-extensions of 
(1 - h)l and I - Xp are equivalent on @. Since P f: I the operators functions 
(1 - h)l and I - hP are not equivalent at h = 1 and hence not on C. 
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2. EXTENSION AND LINEARIZATION 
Another version of the problem of finding the simplest representative in a 
given equivalence class is to look for linear bundles. This variant of the general 
problem is considered in this section. For a number of years it has been known 
that one can associate with operator polynomials and operator functions, holo- 
morphic on the closed unit disc, linear functions of the form T - hS (see [23], 
171, PI, [II and th e references given in [l]). Systematically using the methods of 
equivalence and extension, and changing the standard approach, we are able to 
get much stronger results. 
2.1 Operator polynomials. 
Let A(X) = A, + XA, + *.. + PA,, where (n 3 2) and A,, , A, ,..., A, are 
in 9(X, Y). Consider the polynomial equation 
A(X) x = y. 
The usual way to deal with this equation is to replace it by the following system, 
which depends linearly on /\. 
A&“’ + A&” + ... + A,-l~(n-l’ + hAndn-l) = y, 
.$I - Xx(0' = 0, 
&z-l) - km-2) = 0. 
This linear system can be written in the form 
A(A) f = T.C - hSf = y, 
where f = (x(O), x(l) ,..., x(+l)) E X @ X+-l, jj = ( y, 0 ,..., 0) E Y @ X+-l, and 
T and S are operators from X @ X%-l into Y @ Xn-l given by the following 
n X 12 operator matrices: 
A, A, A, ... A,-, 
Ix 
T= IX 
i Y Ix 
0 0 . . . 0 -A,’ 
Ix 0 
Ix . . 
. . 
. 0 
Ix 0 
In these matrices and those which follow, blanks denote zeros. The real connec- 
580/28/I-8 
112 GOHBERG, KAASHOEK, AND LAY 
tion (cf. [7] and [13, p. 2181) between the original operator polynomial A and 
the linear function T - AS is explained by the following identity : 
A@) @ I,,-, = F(X)( T - hS) E(X), A E @. (1) 
Here 
and 
F(/\) = 
In the last matrix 
B,(A) = Aj + hAj+l + -.e + h*-‘A, , 1 <j<n-1. 
For each h in C the operators E(h) and F(h) are bijective and their inverses are 
given by : 
E(h)-l = . . 
. . 
. . 
Observe that E(h) and F(h) and the associated inverses are operator polynomials 
in h of degree at most n - 1. So the identity (1) shows that the X%-l-extension 
of A is polynomially equivalent on @ to the linear function T - hS. 
Suppose that the highest coefficient A, is bijective. Then the operator S 
defined above is a bijective map from X @ X--l onto Y OX’+‘. So, in 
this case, we can write (1) in the following way 
A(h) 0 I,,-, = &(A)( Tl - AI& E(A), AC@ 
where Tl = S-IT and F,(h) = F(/\)S. 
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The above results are summarized in the following theorem. 
THEOREM 2.1. Let A(X) = A, + M, + ... + X”A,, whet-e A,, , A, ,..., A, 
are in 9(X, Y) and n 3 2. Then the X+-extension of A ispolynomially equivalent 
on @ to a linear function T - hS. If, in addition, the operator A, is bijective, then 
S can be chosen to be the identity operator on Xn. 
In general, without the bijectivity condition on A, , it can happen that for no 
choice of 2 is the Z-extension of A equivalent on C to a function of the form 
R--HZ. To see this, consider the operator function I, - XK, where K is 
a quasi-nilpotent operator on X. If this operator function or one of its extensions 
were equivalent on Q= to a function of the form R - xl, then the spectrum of R 
would be empty (cf. 91.3). 
The operators T and S referred to in Theorem 2.1 are not uniquely deter- 
mined. 
2.2 Bounded domains. 
In this subsection s2 will be a bounded Cauchy domain, i.e., G is a 
bounded region whose boundary a52 consists of a finite number of disjoint 
closed rectifiable Jordan curves. We assume that afi is oriented in the positive 
sense. By C(aQ, X) we denote the Banach space of all X-valued continuous 
functions on 3.Q endowed with the supremum norm. For the sake of sim- 
plicity we shall suppose that 0 E 9. 
The operator functions considered in this subsection have values in 9(X, X). 
The general case is dealt with in the next subsection. Instead of 9(X, X) we shall 
write 9(X). 
THEOREM 2.2. Let A be an operator function, holomorphic on 52, continuous on 
the closured, and with values in 9’(X). Let Ton C(aQ, X) be dejned by 
(Tf )(4 = zf (4 - & s, [Ix - 431 f (5) 4. 
Then there exists a Banach space Z such that the Z-extension of A is equivalent on Q 
to the linear function T - Xr, where I denotes the identity operator on C(aQ, X). 
Proof. Let P be defined on C(aQ, X) by 
(pf )(z) = & s, ; f (5) d5, 2Eas. 
Note that Pf is a constant function. Since P obviously acts as the identity operator 
on all constant functions, by Cauchy’s integral formula, we see that P is a projec- 
tion of C(aQ, X) whose range may be identified with X. Define Z to be the null 
space of P. Then C(as2, X) = X @ Z. 
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Next we consider the operator 17 defined on C(aQ, X) by 
Note that 52 belongs to the resolvent set of V. In fact, for each X E 9, we have 
(V - AI)-If(z) = (2 - A)-if(z), z.5asz. 
From this identity and the Cauchy integral formula it follows that 
PV( v - q-1 P = P, AEQ. (3) 
Finally, let M be the operator on C(aQ, X) defined by 
Again using the Cauchy integral formula, one sees that 
PV( V - AI-’ MP = A(h) P, AESZ. (4) 
Further we note that M commutes with I’ and hence with (V - M)-l for each 
x E sz. 
Note that T = V - PV + PVM. Put B(h) = (T - AZ)(V - AI)-l for each 
X E 52. Then 
B(h) = I - PV( V - AI)-l + PV( V - AI)-lM 
for all h E Q. But then one can use the identities (3) and (4) to show that for 
each h E Q 
B(X) P = PA(X) P, (I - P) B(h) = I - P. (5) 
Formula (5) implies that for each h E Q the matrix of B(h) with respect to the 
direct sum decomposition C(22, X) = X @ 2 is given by 
B(X) = (y’ “I’,“‘), 
where C : Q --f 2’(2, X) is holomorphic. But then 
T-AI= f; “I’,“))(Az’ ;&V-AI) 
(6) 
(7) 
for each h E Q. In the right hand side of (7), the first and third factor are bijective 
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operators on X @ 2. Thus it follows that the Z-extension of A is equivalent on 
Q to T - h1, and the theorem is proved. 
EXAMPLE. Let A be as in Theorem 2.2, let B be the linear bundle T - XI 
in that theorem, and let A, be a normal point of A in 9. It follows that A, is an 
isolated eigenvalue in o(T). The algebraic multiplicity of A at X, , M(A; /\o) is 
defined in [ 17] and the following formula is obtained : 
M(A; h,) = tr I& J: 4W A’@) dA/, (8) 
where r is a suitably small circle in Q centered at A,. Insight into this formula 
may be given using equivalence and extension. It is shown in [17] that both the 
right and left sides of (8) are invariant under equivalence, and it is easily seen 
that they are also invariant under Z-extensions. So the proof of (8) is reduced to 
showing that 
M(B; A,) = tr [&/r(T-Ahl)-l(-l)~A/. 
Now the right side of (9) is just the trace of the spectral projection corresponding 
to the spectral set {/\a}, and it follows from [17] that for a normal point of a linear 
bundle, M(B; A,) is just the ordinary algebraic multiplicity of the eigenvalue h, . 
is just the ordinary algebraic multiplicity of the eigenvalue h, . Since the trace 
of a projection is the dimension of its range, (9) is true, almost by definition. This 
proves (8). 
In the next theorem we describe the spectrum u(T) of the operator T in terms 
of Q and the spectrum Z(A) of the operator function A. (Here Z(A) is a subset of 
D rather than just Q.) 
THEOREM 2.3. Let A be an operator function, holomorphic on Sz, continuous 
on the closure D, and with values in 9(X). Let T on C(aQ, X) be defined by formula 
(2). Then 
o(T) = 82 u Z(A). 
Proof. By the previous theorem T - AI is equivalent on Q to A(.) @ Iz 
for some Z. This implies (cf. the first paragraph of $1.3) that 
o(T) n Q = Z(A) n 52. 
Hence to prove the theorem we have to show that aQ C a(T) C8. 
Rcalll that T = V - PV + PVM, where P, V and M are as in the proof 
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of the previous theorem. Take h, E 8Q, and choose a sequence {p),Jp of real 
valued continuous functions on 8.Q such that ~~(/\a) = 1, 0 < q+, < 1 and 
Take a fixed vector x0 in X with // x,, 11 = 1, and put #n(~) = yn(z) x,, , z E aQ, 
n = 1,2,... . Then I+& E C(M, X) and jj #Jo I/ = 1 for rz = 1,2 ,... . Further 
and 
As ll(T - &J) & II < Il(v - 4J) A, II + II W - VM) A II, it follows that 
IV-V)AIl+O (n+ a). 
But \I$,, 11 = 1, n = 1,2 ,... . Hence h, E u(T). 
Next, we take h, E @\a. It is easy to see that V - &.I is bijective. In fact 
(V - )bo-1f(4 = (z - wlm, zEas-2. 
Hence it suffices to show that 
(T - &Z)( v - h,Z)-1 = z + P( v - VM)( v - A&l (10) 
is bijective. As h, belongs to the outer domain of aJ2 the Cauchy integral formula 
implies that P( V - VM)(V - &J-l P is the zero operator. But then 
P( v - VM)( v - &z-l is nilpotent of order 2, and it follows from (10) that 
X, 6 a(T). This completes the proof. 
Remarks. (1) The Banach space 2 constructed in the proof of Theorem 
2.2 does not depend on the special form of A but only on J2 and the spaces X 
and Y. 
(2) Let A and T be as in Theorem 2.3. Suppose, in addition, that Z(A) 
is a compact subset of Q. Then A(X) is bijective for all h E a52, and Z(A) is an 
open and closed subset of o(T). Put 
Q = 2 s, (T - AZ)-1 dh, 
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where r is a suitable contour in Sz around z(A). The operator Q is a projection 
commuting with T. So, for each h in @, the following identity holds true: 
T - N = ((T - N>Q + (I- Q>>{Q + (T - NIV - QN. 
By spectral theory the second term in the right hand side of this identity is 
bijective for all h E !Y2. It follows that 
T--y[TQ+(I-QII--Q. (11) 
Next observe that for h # a 
Now take a E @\a. Then the last identity together with formula (11) shows that 
Again using standard spectral theory, one sees that the spectrum of the operator 
TQ + a(1 - Q) is equal to C(A) u {u}. So, if A is as in Theorem 2.3 and if Z(A) 
is a compact subset of G, then, given a E @\L?, there exist a Banach space 2 and 
R E 9(X @ Z) such that the Z-extension of A is equivalent on Sz to R - Al,@= 
and a(R) = Z(A) U {u}. 
(3) By replacing C’(aQ, X) by certain spaces of measurable X-valued 
functions on 6KJ, one can weaken the boundary condition on A in the previous 
two theorems. For instance, if the operator function A is holomorphic on Q 
and bounded measurable on %G’, Theorems 2.2 and 2.3 hold true provided 
C(aL2, X) is replaced by L,(%& X) f or some 1 < p < co. Using weighted 
function spaces one can also prove the two theorems for operator functions which 
are unbounded on EKJ. 
(4) If the values of A act on a Hilbert space X, then the extension can be 
chosen to have values acting on the Hilbert space L,(%?, X). 
(5) In the particular case that D is the open unit disc in @ (and hence E82 
is the unit circle) the space C(aG, X) may be replaced by the space of doubly 
infinite bounded sequences 
( a*., x-2 9 x-1 , x0, Xl, x2 ,...) 
with elements in X, endowed with the supremum norm. In that case the 
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operator T introduced in Theorem 2.2 admits the following matrix represen- 
tation: 
r ; 
.‘. 0 I 0 
0 0 I 
0 0 0 
0 0 0 
0 0 0 
0 0 0 
.” 0 0 0 
L 
0 0 0 0 -’ 
0 0 0 0 
I 0 0 0 
(4 41 A, A, 3 
0 0 I 0 
0 0 0 I 
0 0 0 0 ... 
Here A,, , A, , A, ,... are the coefficients in the Taylor expansion of the operator 
function A(.) at 0. (The series .ZlinA, need not converge for any h such that 
/A/ = 1.) 
For later purposes (see Subsection 3.2), we conclude this subsection with two 
lemmas concerning the operators and operator functions introduced in the 
proof of Theorem 2.2. To simplify the notation, we define 
E(h) = (V - AI)-1, F(h) = (? -y’, (12) 
for each X E 52. Here V and C(.) are as in the proof of Theorem 2.2. So, by 
formula (7), 
[A@) 0 &I = W)(T - W E(X), AEQ. (13) 
Further, let P be as in the proof of Theorem 2.2. 
LEMMA 2.4. For h, p E Sz, we have 
(i) F(/\)P = P, (I - P)F(h) = I - P; 
(ii) PE(X)P = 0; 
(iii) PE(p) E(/\)P = 0; 
(iv) PI?(X)-1 E(p)P = P; 
(v) PB(h)-1 E(p) E(X)P = 0; 
(vi) PF(p) E(X)P = (h - p)-l[A(p) - A(h)]P if h # p. 
Proof. (i) Write the projection P as a matrix with respect to the decom- 
position C(Z’, X) = X @ 2, and use (12). 
(ii)-(v). Use the definition of P and apply the Cauchy integral formula. 
This gives (ii). Next, recall that E(A) = (V - M-r. Then (iii), (iv) and (v) 
HOLOMORPHIC OPERATOR FUNCTIONS 119 
follow from (ii) by using, respectively, the resolvent equation, the identity 
Jw)-l J%) = I + (P - 4 w, 
and the fact that E(h) and E(p) commute. 
(vi) From formulas (6) and (12), one sees that 
PF(p)(I - P) = -PB(p)(I - P) 
= P( v - VM)( v - pI)-l(I - P). 
So, using statement (ii) twice, we get 
PF(p) E(A)P = PF(p)(I - P) E(A)P 
= P( v - VM)( v - /.&I)-l(I - P) E(h)P 
= P( v - VM)( v - pI)-l( v - AI)-1 P. 
Now use the resolvent equation, remember that V commutes with M and apply 
formulas (3) and (4) in the proof of Theorem 2.2. This gives the desired result. 
Note that Lemma 2.4(vi) also holds for h = p provided one replaces in the 
right hand side of this equation the difference quotient by --A’(h). A similar 
remark applies to the formulas in the next lemma. 
LEMMA 2.5. For X E 52, p E Q\Z(A), and h # p, we have 
(i) PE(h)-l (T - pI)-1 E(h) P = -A(p)-1 1 A(‘l I:(,, 1 p; 
(ii) PF(X)(T - pI)-lF()o--l P = - 1 A(‘i 1 f(p) 1 A(p)-1 P; 
(iii) PE(h)-l (T - PI)” F(h)-l P = A(p)-l P. 
Proof. First of all observe that, by Theorem 2.3, the operator T - pI is 
invertible. Hence it follows from formula (13) that 
(T - PI)Y = -WL%P 0 I,1 FW- (14) 
(i) From (14) we have 
P-E(h)-I( T - PI)-’ Eo\)P = PE(h)-l E(p)[A(p)-l @ I,] F(p) E(X)P. 
Insert P + (I- P) between the third and fourth factor in the right hand side 
580/28/1-9 
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of the last formula. Next use Lemma 2.4(iv) and (vi), together with the fact that 
P commutes with the operator A(p)-l @ Iz . It follows that 
PE(X)-1 (T - PI)-1 E(h) P = A(&1 1 A@; I f(p) 1 P + C(h, /k), 
where C(h, p) = PE(h)-l E(p)(I - P)[A(p)-l 0 Iz] F(p) E(h)P. NOW 
(I - P&+)-l @ I,] F(p) = (I - P)F(p) = I - P. 
From Lemma 2.4(ii), we know that (I- P) E(/\)P = E(/\)P. So 
C(h, p) = PE(h)-1 E(p) E(h)P = 0, 
according to Lemma 2.4(v), and the proof of (i) is complete. 
(ii) Again, by formula (14), we have 
PF(A)( T - ~I)-‘F(X)-l P = PF(/\) +)[A($1 @ I,] F(@(h)-’ P. 
Applying Lemma 2.4(i), one sees thatF(p) F(X)-l P = P. Next use the fact that P 
commutes with A(p)-l @ 1, and apply Lemma 2.4(vi). This gives the desired 
result. 
(iii) Th p f f h e roo o t is statement is similar to that of (ii). 
2.3. The case X # Y 
In this subsection we shall prove Theorems 2.2 and 2.3 for the case that the 
values of A are operators acting between two different spaces. 
THEOREM 2.6. Let A be an operator function, holomorphic on Q, continuous 
on the closure D, and with values in 2(X, Y). Then there exist Banach spaces Z and 
W such that the Z-extension of A is equivalent on .Q to a linear function T - M, 
where T and I act on C(aQ, W), I is the identity on C(aQ, W) and 
u(T) = aQ u Z(A). 
Proof. First we consider the case that X and Y are topologically isomorphic. 
Let J: X -+ Y be a topological isomorphism. Put B(h) = J-l 0 A(h), h ED. 
Note that Z(B) = Z(A). Further B is equivalent on D to A, and hence it follows 
that for any Banach space V, the V-extension of B is equivalent on SC? to the 
V-extension of A. So it suffices to prove the theorem for B instead of A. But the 
values of B are in 9’(X), and hence we can apply Theorems 2.2 and 2.3 to get the 
desired result. Observe that in this case W = X. 
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Next we consider the general case. Let /s{X @ Y} denote the Banach space 
of all absolutely square summable sequences with elements in X @ Y, endowed 
with the [e-norm. It is easy to see that X @ &{X @ Y> and Y @ ta(X @ Y} 
are topologically isomorphic. In fact the isomorphism is given by the following 
map 
Take A to be the /..{X @ Y}-extension of A. Then Z(A) = Z(A) and, given a 
Banach space V, the V-extension of A is equal to the [.2(X @ Y} @ V-extension 
of A. Hence it suffices to prove the theorem for A instead of A. But the values 
of A act between spaces which are topologically isomorphic, and hence one can 
apply the first part of the proof to get the theorem. Observe that in this case the 
space W referred to in the statement of the theorem is equal to X @ d,{X @ Y}. 
With some obvious modifications Remarks (l)-(4) made in Subsection 2.2 also 
hold if the values of A act between different spaces. 
2.4. Entire functions 
In this subsection we consider the possibility of linearizing entire functions 
by using the methods of equivalence and extension. The next theorem shows 
that for a large class of entire operator functions a positive result can be 
proved. 
THEOREM 2.7. Let A(h) = x2-,, h”A, , whew A,, E 9(X, Y) and 
IIA,II < $3 n = 0, 1) 2 )... . (1% 
Then there exists a Banach space 2 such that the Z-extension of A is equivalent on C 
to a linear function T - XS. 
Proof. The arguments used to prove Theorem 2.6 show that without loss of 
generality we may suppose that X = Y. Take 2 L= 4,(X}, the Banach space of all 
absolutely summable sequences with elements in X, endowed with the [r-norm. 
An arbitrary element of X @ tr{X} will be denoted by (x0, x1 , xa ,...), where 
x,, E X and (x1 , x1 ,... ) E r!r{X). On X @ e,(X) we define the following operators: 
Q(xo , Xl, x2 ***- ) = (x0, 0, O,...), 
%I, Xl, x2 ,*** >= (f xj, QO ,... ), 
j-0 
M(xo 9 Xl, x2 ,*a* ) = (Ago, I! A,x, ,2! A,x, ,... ), 
I/‘@, , Xl, x.2 ,*** ) = (0,3x0, !A > 4x2 v..). 
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Observe that Q, I-‘, ;M and V are well-defined bounded linear operators on 
X @ e,(X). A simple computation shows that ,[ Vk Ii = (k!)-t. Hence the spectral 
radius of V is equal to zero, and it follows that Z - hV is invertible for all h E C. 
(Here Z denotes the identity operator on X @ /,{Z}.) As QV =- 0, we have 
Q(Z - /IV)-’ : : Q, XEC. (16) 
Further, note that QP =-_ P. 
Now set T ---- I - Q -j- PM and S = V. Put 
B(h) = (T - hS)(I - h V)--‘, XEC. 
Take a fixed h in a=. Then, by formula (16), 
B(h) = I - Q + PM(I - XV)- I. 
Applying formula (16) again and using QP = P, one sees that 
Further 
(I-Q)B(h) =I-Q. 
B(X)(x, , 0,o )...) = PM(Z - XV)-’ (x0, 0,o )...) 
As Q is the projection of X @ 1,(X} on X along 8,(X} it follows that the matrix 
of B(h) with respect to the direct sum X @ /,{X} is of the form 
where C is an entire operator function with values in U(t;{X}, X). Put 
Then F is holomorphic on @ and its values are bijective operators on X @ e,(x). 
In fact 
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Observe that 
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It follows that for each h E @ 
A(h) @ I&{X) = F(h)( T - hS)(I - xvy, 
and the proof is complete. 
Remark. The conclusion of Theorem 2.1 remains true if the condition 
laid down in formula (15) is replaced by the requirement that 
IlAnII <r&a, n = 0, 1, 2 ,..., 
where @,,) is a sequence of positive numbers such that 
ilk 
= co. 
2.5. Minimal extentions 
The extensions considered in Theorems 2.1 and 2.2 are not always the best 
possible, that is, for certain operator functions one can find “smaller” exten- 
sions which still are equivalent to a linear bundle. 
To illustrate this fact, let us consider the case of a n x n-matrix polynomial A. 
As we will be considering A up to equivalence only, we may as well suppose that 
A is equal to its Smith canonical form, i.e., 
A(h) = PA4 0 
0. 
where p1 ,...,p, are manic scalar polynomials and p, is divisible by p,-, 
(j = 2,..., r) (see Sect. 1.1 (a)). Let 3 be the degree of pj . Note that v = vr is 
equal to the degree of A. 
We may consider A as an operator polynomial whose coefficients are in Z’(CY). 
So we can apply Theorem 2.1 to show that the VP-u-extension A of A is 
polynomially equivalent on @ to a linear function T + XX We can also apply 
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Thcorcm 2. I to each of the cntrics p t ,..., p,. separately. This yields an extension ^ 
A of 4 which again is polynomially equivalent on C to a linear bundle. Obscrvc 
that in the second case the operator A(A) acts on C’lf.yi j “’ il’r-‘, while in the first 
case A(h) acts on Cnv. As V, j- ... .L vy - T may be strictly less than n(v -- I), 
one sets that the second approach mav give a “smaller” extension than the first, 
while this smaller extension is still polynomially equivalent on C to a linear 
function. The next thcorcm is one further result in this direction. 
'rHEOREh1 2.8. Let Q he u bounded region in @, and let A: Q l g(X) be 
holomarphic, where X is an infinite-dimensional Iiilbert space. If the values of ‘4 are 
Fredholm operators, then there exists T E U(X) such that A is equivalent on R to 
thefunction T -- hl, . 
Proof. We shall give only a sketch of the proof. Without loss of generality 
we may suppose that Q lies in the open unit disc of @. Let k .=: min dim N(A(/\)) 
and C min codim R(A(h)), where the minima are taken over all h in Q. 
Define V to be the left shift of multiplicity one on la , and let W be the right shift 
of multiplicity one on Lz . Put SO Vk @ WC acting on 11” : .: !a <I> 1, . 
Let hi , h, ,... be those points in Q where 
dim :V(A(h,)) > k, codim R(A(/\,)) > /. 
For each hj choose a finite dimensional Hilbcrt space fij and Sj E Y(Hj) such 
that the partial multiplicities of Sj - hlj at hi are the same as those of A at Ai . 
(Here 1, is the identity operator on Hi .) Without loss of generality we may 
suppose that 
for some suitable Hilbert space K. 
Put T -- Ix F; S, @ S, 0 S, 0) ..., and let B(h) 7’ - hl, , A E Q. From 
the construction of T it follows that B(X) is Fredholm for each h in V. Further 
for each h E R the numerical characteristics of B at X are the same of those of .4 
at h. So :I and B are locally equivalent on Q (cf. [I I]). But for Fredholm operator 
functions the notions of local and global equivalence are the same 
([22, Theorem 5.21). So A .wsJ B, and the theorem is proved. 
3. OPERATOR FUNCTION EQUATIOM 
Let Q be an open set in the complex plane C. In this section we consider the 
problem of finding holomorphic solutions Z, and Za of the operator function 
equation 
.4a(h) Z&l) i Z&i) A,(h) .: C(A), A E Q, (1) 
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where A,, A, and C are given holomorphic operator functions. The results of 
this section will be used in Section 4 to prove certain decomposition theorems, 
but the theorems stated below are of independent interest and new, probably 
even for matrix polynomials. The main result is the following theorem. 
THEOREM 3.1. Let 52 be a bounded Cauchy domain in C, and let A, , A, and C 
be operator functions, holomorphic on Q, continuous on the closure a, and with values 
in 9(X,), .58(X,) and 9(X, , X2), respectively. Suppose that the spectra Z(A,) 
and E(A,) are disjoint compact subsets of Q. Put 
(i) Z,(X) = - & 
sl I- 
A2(Al 1-;1,@) 1 A,(z)-l C(h) A,(z)-l dx 
+ & C(h) j-Q s dz, 
(ii) Z,(h) = & Ir A,(z)-l C(h) A,(z)-l 1 A1(xh, 1 f’(‘) 1 dz, 
where r is a suitable contour in Q around Z‘(A,) which separates Z(A,) from Z(A2). 
Then 2, and Z, are holomorphic on Q, have values in 9(X, , X2) and satisfy the 
equation (1). 
This theorem could be proved directly by substituting the formulas for Z, 
and Z, into equation (I), but in this paper we shall follow another way. We came 
to these formulas for Z, and Z, by using the methods of equivalence and 
linearization by extension, which are described in the previous sections. We shall 
use these methods to prove Theorem 3.1. 
First we prove Theorem 3.1 for the case that A, and A, are linear functions 
of the form T - XI. This is done in Sect. 3.1. The full proof of the theorem is 
given in Sect. 3.2. Finally, in Sect. 3.3, we present a detailed study of the 
solutions for the case that A, and A, are operator polynomials. 
3.1. The linear case 
Let Tl , T2 and S be in 9(X). It is well-known that the operator equation 
T,V- VT, = S 
has a unique solution, provided the spectra a(T,) and o(T.J are disjoint (see 
[24, Theorem 3.11, [4, page 231). Th is solution is given by the following formula 
I/’ = g j- (T, - zl)-l S(T, - zI)-1 dz. 
r 
Here r is a suitable contour around a(T,) which separates a(T,) from u(T2). 
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This statement also holds true if Tl E 9(X, , XI), T, E 9(X, , X,) and SE 
9(X, , X,), where XI and Xs are (possibly) different Banach spaces ([6, Theorem 
3.21). 
THEOREM 3.2. Let J2 be a bounded Cauchy domain in @, let Tl E 9(X, , Xl), 
T, E 9(X, , X,), and let C: sl --f 9(X, , X,) be holomorphic on Q. Suppose that 
o, = u( Tl) n a and uz = u( TJ n B are disjoint compact subsets of Sz. Put 
6) zl(A> = --Z,(h) + & c(h) s,, (T12-T:)-1 &, 
(ii) Z,(X) = g lr (T, - zI,)-~ C(h)( T, - z~~)-l dz, 
where r is a suitable contour in Q around a, , which separates aI from o2 . Then 2, 
and 2, are holomorphic on 0, have values in 9(X, , X,) and satisfy the equation 
CT, - WZ,(4 + -WW”, - W = W, hEi-2. (2) 
(Here .lj denotes the identity operator on Xj , j = 1,2.) 
Proof. First of all consider the case that a, = 0. Then (Tr - zI,)-~ is 
well-defined for each z in .Q and 
z H (Tl - .zI,)-~ 
is holomorphic on Q. So, in this case, for each h in Q the formulas for Z,(A) and 
Z,(A), given in the statement of the theorem, reduce to 
Z,@> = C@)(T, - W-l, Z,(A) = 0. 
Clearly, Z,(h) and Z,(X) depend holomorphically on h and satisfy equation (2). 
So we may suppose that ur # o . 
Observe that ur is an open and closed subset of u(T,). Let PI be the spectral 
projection associated with or and Tl . As 852 is a contour in C which separates ur 
from the rest of the spectrum of Tr , we have 
(with asZ positively oriented.) Note that (II - P,)(T, - Mr)-l has a unique 
holomorphic extension defined on the whole of 9. Hence the same is true for 
C(h)(Ir - P,)(T, - xl&l. Let V, denote the holomorphic extension of the 
latter function. Put V,(A) = 0 for all h E Q. Then 
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Next we shall solve the equation 
(T, - A&) Z(h) - Z(h)( Tl - A&) = C(h) Pl , x E il. (4) 
Put X0 = PIX, , and let T,: X0 + X0 be the restriction of Tl to X, . Further, 
for each h E 52, let C,(h): X0 -+ X, be the restriction of C(X) to X0 . Observe that 
o(T,) = a1 . Hence To and T, have disjoint spectra, and we can apply the result 
quoted in the first paragraph of this subsection. Put 
W(h) = - & / (T, - zI,)-~ C,(A)( To - zI,)-1 dz. 
r 
For I’ we choose a suitable contour in Q around ur (positively oriented), 
separating or from ua . In particular, r separates u( To) from U( T,). Hence W is 
holomorphic on Sz, has values in 9(X,, X,) and 
T,W(h) - W(x) To = G@), AEQ. 
As (Us) W(A) = W(A)(&), A E Q, we also have 
(T, - A&> J+‘(h) - W@)(T,, - &,> = C&Q XEQ. (5) 
Take x~Xr. Now C,,(h)(T, - .zJ,-~ Plx = C(A)(T, - M&l Plx. Further 
(T, - zI,)-~ C(A)(T, - Xr,)-l(I, - Pl)x h as a holomorphic extension defined 
on an open neighborhood of the closure of the inner domain of r. It follows 
that 
W(A) Plx = - & j- (T, - z&)-~ C(A)( Tl - AIl)-1 Plx dx 
r 
1 = -- 2rri s, (T, - zI,)-~ C(X)( Tl - AI,)-l x dz 
for each x in X. Put 
(6) 
Z(h) = - & j- ( Tz - z&)-l C(X)( Tl - AI,)-1 dz. 
r 
The identities (5) and (6) show that 2 is a holomorphic solution of equation (4). 
Together with the result proved in the first paragraph of this proof, this implies 
that Z,(X) = -Z(X) + V,(h) and Z,(h) = Z(h) are holomorphic solutions of 
equation (2). It remains to show that 
(7) 
128 GOHHERC, KAASHOEK, AND LAY 
Take h E Q,a, . By the resolvent equation, we have 
and hence 
c(~)(z - z~,)(r, -- XI)- 1 _ & (:(A) I,, (7'~z;-~~) l dz. 
As Vi is the holomorphic extension of C(h)(Z - P,)(T, - AZ)-’ to the whole 
of Q, we see that formula (7) holds true, and the proof of the theorem is complete. 
Remurks 3.3. (a) By interchanging the roles of o1 and ~a in the proof of the 
previous theorem, one obtains another pair of holomorphic solutions of the 
equation (2), namel! 
(i) Z,(A) = 2-i:. J” ( 7’2 - - zZ,)-1 C(h)( T, - ZZ,) l dz, 
A 
Here II is a suitable contour in 52 around (~a , which separates up from Ok . 
(b) If, in addition to the hypotheses of Theorem 3.2, the spectrum of T1 
(or the spectrum of T,) lies entirely in Q, then the holomorphic solutions 2, 
and 2, of equation (2) may be chosen in such a wav that 
This is apparent from the proof of Theorem 3.2. It also follows from the fact 
that 
-r i 27G -au 
whenever o(ll;) C Q (j := 1, 2). 
3.2. Proof of Theorem 3.1 
We shall apply the method of linearization by extension as described in Sub- 
section 2.2. Note that we can apply Theorem 2.2 to both A, and A, . Let j -- 
I, 2. Define Tj to be the linear operator on C(%Q, X,) given by 
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Then we know that 
(15 - hzj) ‘;; [Aj(A) 0 zZl]* (8) 
Here Ij is the identity operator on C(2Q, X,) and Zj is the null space of the 
projection Pj defined on C(2Q, X,) by 
By formula (8) we can write 
where E, and Kj are holomorphic on Q and their values are bijective operators 
on C(2Q, ,U,). -41~0, the three formulas stated in Lemma 2.5 hold true if in these 
formulas E, F, P and A are replaced by Ej , Fj , Pi and Aj , respectively. 
For each h E Q, define /I(x): C(2Q, X,) + C(2Q, X.J by setting 
WV = W) Plf3 fE C(2J2, Xl). 
As X2 is a subspace of C(2Q, X,), the operator D(h) is well-defined and depends 
holomorphically on A. Observe that 
W) = P&(4 Pl 9 XEQ. (10) 
Suppose we can find W, , W,: Q - + y(C(2Q, X,), C(2Q, X,)) which are 
holomorphic solutions of the equation 
Define, for i = 1, 2, 
Yi(h)X = P2Wi(h) P*x, x E x1 . 
Then Yr , Y2: Q -+ 2(X, , Xs) will be holomorphic and satisfy the equation 
we want to solve, i.e., 
A,(h) Y,(h) f I’,(4 40) -. C(N, AEQ. (12) 
Sow, by formula (9), the equation (11) can be written as 
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Next, suppose that VI , Va: Sz ---+ T(C(asZ, XI), C(aQ, X,)) are holomorphic 
solutions of the equation 
(T, - AI,) V,(A) + V,(A)(T, - Ail) = F,@-l D(h) J%@-‘. (13) 
Define YI , Ya: 52 -+ 9(X, , X,) by setting: 
(a) Yl(4x = p,F,(4 vl(44(W1 PP, 
(b) Y&9 = ~&W v&V W) PA 
for each x E X, . From what we have proved so far, it is clear that Y, and Ya 
will be holomorphic solutions of the equation (12) .Our next step is to solve 
equation ( 13). 
By Theorem 2.3, we have 
U(Tj) n J-2 = Z(Aj) n Q = 2&4) 
for i = 1,2. So from our hypotheses on the spectra of A, and A, , we know 
that the sets u1 = ~(7’~) n 52 and ua = u(Ta) n 52 are disjoint compact subsets 
of Sz. Let the contour I’ be as in the statement of the theorem, i.e., r is a suitable 
contour in Q around a, = Z(A,), which separates or from ua = Z(A,). Choose 
a bounded Cauchy domain Q,, such that 
and r and its inner domain lie entirely in a,,. Observe that one can apply 
Theorem 3.2 to Tl and T, provided one replaces Q by Q, . For X E in,, define 
(a) V,(X) = 2 jr (T, - zI,)-~F~(A)-~ D(h) E,(h)-1 ( Tl - zI,)-~ dz, 
(4 vl(4 = -v&9 + v&), 
where 
Then VI and V, are holomorphic on Q, , and VI(A) and V,(A) satisfy equation (13) 
for each h E Q, . 
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Take a fixed h E s2, and x E X1 . Then 
= & P,D(h) 5, 
0 
E,(h)-’ (T;--“h”-l F,(X)-’ Plx dz 
= & C(h) I,, P&X)-’ (T’,lz,I)-lFl(h)’ Plx dz 
0 
(14) 
= & C(h) Jlan. 5 x dz 
Here the second equality follows from formula (10) and the definition of D(h). 
The third equality is a consequence of Lemma 2.5(iii). Note that, because of the 
conditions on Q, and the spectral properties on A, , the last integral in (14) does 
not change if Q, is replaced by Q. 
Next we compute P,F,(X) I/,(h) F,(h)-’ Plx for a fixed h E 52, and x E X1 . 
First of all, observe that, by formula (lo), we may replace D(X) by P&(X) PI 
in the definition of V,(X). Next we can apply Lemma 2S(ii) and (iii) to show 
that 
P$*(X)( T, - xl,)-’ F,(h)-’ PZ = - AZ@; I A2(z) A,(z)-’ P* 
z 
and 
P,E,(X)-‘(T, - zZ1)-‘F,(h)-’ PI = A,(z)-1 PI . 
(If in the first equality h = a, it is assumed that the quotient is replaced by 
A,‘(h).) From the two equalities and the definition of D(h), it follows that 
P2I;,(4 V2(4 &W’ PlX 
1 =- 
I 2ni r 
A2(A; ~;2cz’ A,(z)-’ C(h) A,(z)-l x dz 
A similar computation shows that 
P&2W1 V2(4 W) PlX 
= &. j)12(z)-l C(X) A,(z)-’ A1(A; 1 tl(‘) x dz 
for each h E Q, and x E X, . 
Now assume that for each h E Qn, , the operators Yr(X) and Y2(/\) are defined 
by the formulas (a) and (b). Then the calculations carried out above show that 
A,@) Y2(4 + Yl(4 44 = WV, XEQO, 
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and for each h in Q,, we have Yr(X) = Z,(X) and Y2(X) = Z,(X), where Z,(X) 
and Z,(h) are as in the statement of the theorem. As Q,, may be replaced by any 
bounded Cauchy domain L3 such that Qs C d Cd C Q, it follows that Z, and Z, 
have the desired properties. 
Remark 3.4. Interchanging the roles of A, and A, in the above proof and 
using Remark 3.3(a), it is easily seen that the operator functions 2, and 2, , 
defined below, form another pair of holomorphic, solutions of equation (1). 
(i) &(A) = L 
Sl 2m * 
Az(A; 1 ;1,@’ 1 A&-l C(A) A&z-l dz. 
(ii) Z,(h) = - & IA A,(z)-l C(h) A,(z)-* 1 A1(‘l 1 fl@/ dx 
+ & (JH, 5 da) C(h). 
Here (1 is a suitable contour in J2 around 2(A,) which separates 2l(A,) from 
Wd. 
3.3. Operator polynomials 
In this subsection we consider the equation 
for the case of operator polynomials. Let C be an operator polynomial of degree 12, 
and suppose that A, and A, are as in Theorem 3.1. If, in addition, the operator 
function A, is a polynomial of degree y1 , then the solution Z, given in Theorem 
3.1 will be an operator polynomial in A of degree at most n + tl - 1. Similarly, 
if A, is an operator polynomial of degree y2 , then the solution & given in the 
previous remark is a polynomial of degree at most n + r2 - 1. If A, and A, are 
both polynomials, it does not follow from the formulas given in Theorem 3.1 
or of those given in Remark 3.4 that the equation (15) has polynomial solutions. 
THEOREM 3.5. Let A, , A, and C be operator polynomials of degrees r1 , r2 and 
n, whose coe$%ients are in 2(X,), 9(X2) and 2(X, , X2), respectively, and suppose 
that the spectra z(A,) and 2(A2) are. disjoint. If, in addition, for at least one of the 
operator polynomials A, and A, the highest coeficient is bajective, then there exist 
operator polynomials Z, and Z, satisfying (15), such that degree (Z,) < n + r2 - 1 
and degree (Z,) < n + r, - 1. 
Proof. Let us suppose that the highest coefficient of A, is bijective. Then 
z(A,) is compact and 
II 44-l II < C I z I- (16) 
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for 1 z 1 sufficiently large. As Z(A,) is closed and disjoint from Z(A,), there exists 
a bounded Cauchy domain Q such that 
Z(A,) c f2 ca c [@\Z(A*)]. (17) 
Since A,(.)-’ is holomorphic outside Q, formula (16) implies that 
Kow apply Theorem 3.1 to the restrictions of A, and A, to 0 and use formulas 
(17) and (18). It follows that for each X E Q the operators Z,(h) and Z,(h), defined 
by 
(a) Zi(X) = - & jr 1 A’(xh, 1 f2(z) 1 A,(z)-’ C(h) A,(z)-1 dz, 
(b) Z,(A) = & jr A,(z)-’ C(h) A,(z)-’ 1 A1(‘; I;‘(‘) 1 dz, 
where r is a suitable contour in 52 around Z(A,), satisfy the equation 
Ad4 Z2(4 + -WV 44 = CC9 (19) 
But Z, is a polynomial of degree at most tl + y2 - 1 and Z2 is a polynomial of 
degree at most n + pi - 1. Hence from the identity theorem for polynomials 
it follows that (19) holds for each X in @, and the theorem is proved. 
If the highest coefficient of A, is bijective, then we can interchange the roles 
of A, and A, and use the solutions Z1 and Z2 , given in Remark 3.4, to get the 
desired result. 
Remark 3.6. Let A,, A, and C be as in the previous theorem, and suppose 
that the highest coefficient of A, is bijective. For i = 1, 2, let A:” be the j-th 
coefficient of Ai. So 
A .(A) = A t 
f + /\A”’ + . . t h’(A”’ 1 I< ’ i = 1,2. 
Put 
B!‘)(~) = A(‘) + zA!‘) + . . . I , It1 + Zr’-jA(i,) 7. 
for1 ,<j<riandi=1,2.Then 
Using these expansions together with 
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one sees that the operators Z,(h) and Z,(h), introduced in the proof of the 
previous theorem, can be written as 
7&+12-l 
Zl(X) = c vzy, 
n+r,-1 
Z&l) = c )lpzy, 
p-0 Xl=" 
where 
(1) zb” :- c & j-, B::‘,(z) A,(z)-’ C&(z)-’ dz, 
jlb=P 
(2) z!’ = j.+;p & jr A&)-’ G&(4-’ B:dz) dz. 
Here r is a suitable contour around Z(A,), which separates Z(A,) from Z(A,). 
4. EXTENSION AND DECOMPOSITION 
In this section we consider the following problem. Given a decomposition 
of the spectrum Z(A) of the holomorphic operator function A into two disjoint 
compact sets ur and ua , can one find a representative in the equivalence class of 
A which can be written as 
PA(~) PI + PA(.) Pz 9 (1) 
where PI and Pz are disjoint non-trivial projections and for i = 1, 2 the spectrum 
of Ai is cri ? The operator function 
A(h) = (h - aJ(h - aJ: C --t @ (2) 
(CQ # ag) can be used to show that in general the answer is negative. On the 
other hand 
and the first and third factor in the left hand side of this identity are matrices 
whose determinant is - 1. So a simple extension of the function (2) admits up 
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to equivalence a reduction of the form (1). This example is typical for the 
general theory. 
THEOREM 4.1. Let Sz be a bounded Cauchy domain, and Zet A(.) = A,(.) 
A,(.) ..* A,(.), where each Aj is holomorphic on Q and continuous on a, and has 
values in 9(X). Suppose that the spectra of A, ,..., A, are pairwise disjoint compact 
subsets of Q. Then the Xn-l-extension of A is equivalent on Sz to the operator 
function A,(.) @ ... @ A,,(.) w h ose value at h is the direct sum operator A,(h) @ 
... @A,(h) acting on X @ *.. @ X. 
Proof. It suffices to prove the theorem for the case n = 2. Hence we shall be 
dealing with functions whose values are operators on X @ X. Such operators 
will be described by 2 x 2 operator matrices. 
Omitting the variable A, we have 
(A$2 ;, = (,’ “,1)(“11 ;J-pz 0’). 
Here I denotes the identity operator on X. Observe that in this formula the first 
and third factor of the right hand side are bijective operators on X @ X, which 
depend holomorphically on A. Thus 
Let 2, and 2, be arbitrary 9(X)-valued functions, holomorphic on .Q. Then 
for each h E 52 
A;h))(Z2;A) :) = ( 
44 0 
A,@) Z2(4 + 4(44(4 A,(X) 1 * 
Clearly the first and third factor in the left hand side of this identity are bijective 
operators on X @ X, depending holomorphically on A. So the theorem will be 
proved if we can find 2, , Z2 such that 
A,GW2(4 + Zd4 44 = 1, AEQ. 
But existence of solutions Z, and Z, of this type is guaranteed by Theorem 3.1. 
THEOREM 4.2. Let A(-) = A,(.) A,( .) ... A,(.), where each Aj is a U(X)- 
polynomial whose highest coe@mt is bijective. Suppose that the spectra of A, ,..., A,, 
are pairwise disj*oint sets. Then the Xn-l-extension of A is polynomially equivalent 
on Q= to the operator polynomial A( .) @ ... @ A,(.) whose value at X, is the direct 
sum operator A,(X) @ ... @ A,(h) acting on X @ ... @ X. 
580/28/1-10 
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Proof. To prove this theorem one can use the same arguments as in the proof 
of the previous theorem, except for the reference to Theorem 3.1, which has 
to be replaced by a reference to Theorem 3.5. 
Observe that the previous two theorems do not completely solve the problem 
mentioned in the first paragraph of this section. The question remains whether 
a decomposition of the spectrum of A into disjoint compact sets yields a multi- 
plicative decomposition of A of the form described in Theorem 4.1. However 
under certain extra conditions on Q or the Banach space X the theory of 
holomorphic operator valued cocycles (see [ 161 and [21]) guarantees the existence 
of multiplicative decompositions of this type. This leads to the following 
theorem. 
THEOREM 4.3. Let Q be a bounded Cauchy domain in C, and let A be an operator 
function, holomorphic on 52, continuous on D, and with values in Y(X). Suppose 
that the spectrum of A decomposes into n pairwise disjoint compact subsets o1 ,..., a, 
of 9. Further assume that Q is simply connected or the general linear group of X is 
connected. Then there exist A, , A, ,..., A,: 0 + 9(X), holomorphic on Q, 
continuous on D, such that the spectrum of A, is oi ( j = 1, 2,..., n) and the Xn-l- 
extension of A is equivalent on Q to the operator function A,( .) + ... + A,(.). 
Proof. One can apply the theory of holomorphic cocycles with continuous 
boundary, as developed by J. Leiterer in [21], to show the existence of the 
operator functions A, ,..., A, such that A = A,A, ... A, . (If A is holomorphic 
on an open neighborhood of a, [16, Theorem 5.31 can be used to get this result.) 
Next one applies Theorem 4.1, and the proof is complete. 
Let the operator functions A, , A, ,..., A, be as in Theorem 4.1, and let 
~(1) ,..., m(n) be a permutation of the integers l,..., n. As the spectra of A, ,..., A, 
are disjoint compact sets, one sees that the operator functions A,A, ... A, and 
4,,4,, ... A,(n) are locally equivalent on Q, but it is not clear whether these 
two operator functions will be globally equivalent on Q. On the other hand 
A,(.) CD A,(.) 0 .*. 0 A,(*) ~;g A,(,,(.) 0 A,(,,(.) 0 *.* 0 A,(n)(.). 
But then a simple application of Theorem 4.1 shows that the X”-l-extensions 
of A,A, ... A, and A,,(,,A,e, ... A,(,, are globally equivalent on Q. So we have 
proved the following corollary. 
COROLLARY 4.4. Let Q be a bounded Cauchy domain, and let A,, A, ,..., A, 
be operator functions, holomorphic on 52, continuous on Q, and with values in 9(X). 
Suppose that the spectra of A, , A, ,..., A, are pairwise disjoint compact subsets 
of G. Then for any permutation ~(1) ,..., n(n) of the integers I,..., n the X+l- 
extensions of A,A, “. A,, and A,(,,A,,(,, ... A,,(,, are globally equivalent on Q. 
We conclude this section with yet another application of the methods of 
equivalence and extension to products of operator functions. 
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THEOREM 4.5. Suppose that A and B are operator functions, holomorphic 
on the region R, and with values in 14(X, Y) and U(Y, X), respectively. Then 
( Ix--(*)A(*) 0 0 zy 1 7Y ( I, 0 0 ZY-A(*)B(.) 1 ’ 
Proof. Take a fixed X in Q. One easily verifies that 
( 
Zx - W 44 BP) 
I( 
1, 0 
)( 
I, - B(X) A(X) -B(X) 
--AN ZY 0 I, - A(h) B(h) AO) 1, 1 
~ ( zx - B(4 4 0 0 1 1, * 
The first and third factor in the left hand side of this identity are bijective 
operators on X @ Y which depend holomorphically on A. In fact 
( 
Zx - B(h) 44 B(h) -’ = 
1 ( 
Zx --BP) 
-44 ZY A(h) 1 Zy - A(h) B(h) ’ 
and a similar formula holds for the inverse of the third factor. Thus the above 
identity provides the desired equivalence. 
Observe that from the previous theorem and its proof, it follows that for 
T c 9(X, Y) and 5’ E 9(Y, X) the operator functions 
( Ix -MT 0 0 1 I,’ ( 1, 0 0 1 I,-/ITS
are polynomially equivalent on @. This result can be used to give a quick proof 
of the well-known fact that the nonzero parts of the spectra of TS and ST are 
the same and have the same spectral structure. 
5. LOCAL AND GLOBAL EQUIVALENCE 
In Section lwe have observed that the notions of local and global equivalence 
on a set Q are not the same. In view of the results proved in the previous sections 
one might expect the following to be true: If the holomorphic operator functions 
.4, B: Q -+ 9(X, Y) are locally equivalent on S2, then for a suitable Banach space 
Z the Z-extensions of A and B are globally equivalent on Q. In general this 
statement is not correct. In the counterexample we shall present, A is a holo- 
morphic projection function and B is a constant projection function. For such 
a pair of operator functions we also have a positive result. 
We begin with a genera1 remark about projection functions. Let li be an 
138 GOHBERG, KAASHOEK, AND LAY 
open set in C, and let P: U + 9(X) be a projection function, holomorphic on 0’. 
Suppose that P is equivalent on U to the constant projection P,, , i.e., 
PO = F@) P(4 -w), hE u, 
where E and F are holomorphic on U and their values are bijective operators 
on X. We shall show that without loss of generality, we may suppose that 
F(h) = E(h)-l f or each X E U. In fact, if for each h E U 
G(A) = F(h)-l P,, + E(h)(I - PO), 
then G is holomorphic on U and it is not difficult to show that G(X) is bijective 
and 
PO = G(X)-l P(A) G(h), hE u. 
Given a Banach algebra rU, we let G2I denote the group of all invertible 
elements in ‘?I. In particular, G9(X) will denote the set of all bijective operators 
on X. The following lemma will be useful in the proof of the main result of this 
section. 
LEMMA 5.1. Let T E GAY(X), and let Z = /,{X}. Then T @ Iz is in the 
connected component of GA?(X @ Z) containing the identity on X @ Z. 
Proof. It is known ([15, Lemma 11) that the direct sum operator T @ T-l 
belongs to the connected component of the identity in GP(X @ X). In fact the 
curves 
( -(IST s) I (1 -s)I 1 ( (1 -s)I ST-~ ’ -(Is: s)I SI 1 ’ O,<s<l, 
continuously connect the operator 
0 I ( 1 -I 0 
in G64(X @ X) with the operators T @ T-l and I @ 1, respectively. 
Consider on X @ Z = X @ 4,(X} the operator 
+o , xl 9 xz , ~3 ,...) = (Tq, , T-lx, , TX, , T-lx3 ,... ). 
From the result mentioned in the first paragraph of the proof it is clear that in 
Gg(X @ Z) there exist two continuous curves connecting V with T @ Iz and 
Ix 04 Y respectively. This shows that T @I, and Ix@, belong to the same 
connected component of GS?(X @ Z), and the proof is complete. 
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Let T be as in the previous lemma, and suppose that TM,, = MO for some 
closed subspace Ma of X. Then the proof of Lemma 5.1 shows that the conti- 
nuous curve in G9’(X @ e,{X}), connecting T @ Ic,(xl with the identity on 
X @ e,(X}, can be chosen in such a way that for each S on this curve 
THEOREM 5.2. Let P: $2 -+ L(X) be a projection function, holomorphic on the 
region Jz, and let PO be a projection of X such that G9([I - P,-,]X) is connected. 
Suppose that P is locally equivalent on Q to the constant projection P,, . Then there 
exists a Banach space Z such that the Z-extension of P is globally equivalent on 9 
to the constant P,, @I, . 
Proof. Put Y = POX, and take Z = l,(Y). Consider the function Q(.) = 
P(.) @I,: Sz -+ 9(X @ 2) and the projection Qa = PO @I, of X @ 2. We 
shall prove that Q is globally equivalent on G to Qs . 
Let ‘8 be the Banach algebra 
Further, let G be the connected component in G‘$I containing the identity on 
X @ 2. Observe that our hypothesis on [I - P,IX, together with Lemma 5.1, 
implies that 
{T @ Iz 1 T E G%‘(X), TP,, = POT} C G. 
Take X E 9. As P(.) and PO are locally equivalent on Sz, the remark made in the 
second paragraph of this section implies the existence of an open neighborhood 
U,, of X in !S and a holomorphic operator function E,: U, --, Z(X), whose values 
are bijective operators on X, such that 
-w) w WY = PO , XEU‘$. 
For z E U,, n U,, , h, p E Sz, set &(z) = E,(z) E,(z)-l. Clearly, 
Put E&) = E&z) @I, ) z E U,, , and let DA,(z) = D,,(x) @ 1, for x E U,, n U, . 
Then 
It follows that (&,)A,rrEo defines a ((U,), , G)-cocycle in the sense of [lsJ. 
As G is connected, we can apply Theorem 0.2 in [16] to show that this cocycle 
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is holomorphically trivial. So for each /\ E J2 there exists a holomorphic operator 
function F,,: U, -L(X @ Z), whose values are bijective operators on X @ 2 
commuting with Q,, , such that 
From formulas (1) and (2) it follows that EA(z) EJ.s-i = F,(z)-‘F,(z), 
x E UA n U, . Hence H(z) = FA(z) ,!?A’,( x ) , z E UA , is a well-defined holomorphic 
function on !Z’, whose values are bijective operators on X @ 2. An easy compu- 
tation shows that H(z) Q(s) H(z)-’ = Q,, f or each z E Q. So Q is globally equiv- 
alent on 52 to Q0 , and the proof is complete. 
Next we shall show that without the condition on [I - P,,]X the conclusion 
of Theorem 5.2 does not hold. The example we shall give is a modification of the 
counterexample given in [16, Section lo] and of Example 6.5 in [22]. 
EXAMPLE 5.3. Take Q = {a E @ 1 1 < 1 x 1 < 2}, and let 
U, = {z E L? / Im z > -&}, Us = {x E l2 1 Im z < $>. 
Then fi = U, u U, , and the intersection U, n U, has two connected com- 
ponents which we shall denote by A-, and A,, . 
For X we take the space Y @ e,(Y), w h ere Y is a Banach space with the 
property that GL(Y) is not connected (see [5]). Let P,, be the projection of 
X = Y @ 8,(Y) along Y onto fl{Y}. Thus [I - Po]X = Y, and so 
G9([1- P,]X) is not connected. To define P(.), take T in GP’(Y) such that T 
does not belong to the connected component of G.Ep( Y) containing the identity 
on Y. Consider the operator function A: U, n U2 -+ 9(X) defined by 
Observe that A is holomorphic on U, n U, and, by Lemma 5.1, its values lie 
in the connected component of GZ’(X) containing the identity on X. Hence we 
can apply [16, Theorem 0.21 to show that for j = 1, 2 there exists a holomorphic 
operator function Fj: Vi -+ P(X), whose values are bijective operators on X, 
such that 
44 = F&4-‘W), x E U, n U, . 
As A(z) commutes with PO for each z E U, n U, , we have 
Fd4 P&W = F&> f’,P&Y~ x E U, n U, . 
So P(z) = F9(s) P$‘j(z)-l, z E Uj , is a well-defined projection function, which 
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is holomorphic on Q. From the definition of P(.) it is clear that P(v) is locally 
equivalent on Q to Pa . 
Suppose that there exists a Banach space 2 such that the Z-extension of P is 
globally equivalent on Sz to P,, @I, . By the remark made in the second para- 
graph of this section, it follows that there exists a holomorphic operator function 
E: !J -+ 9(X @ Z), whose values are bijective operators on X @ 2, such that 
Put p&t) = F,(h) @ lz for h E Vi , J’ = 1,2. From the definition of P(e) it is 
clear that 
It follows that E(h) p@)(P, @ I,) = (P,, @ I,) E(X) p&l) for each X E Uj . 
Let ‘3 be the closed sub-algebra of 9(X @ 2) consisting of all operators S 
commuting with P,, @ 1, . Then 
E(h) &(A) E G9I, XE Uj. 
As U, and U, are connected and fll(z) = pa(z) for z in d-, , we may conclude 
that for each h in d+1 the operators E(h) PI(h) and E(h) pa(h) belong to the same 
connected component of G’K Multiplying these operators on the left by 
pi(A)-’ E(X)-l, we see that the identity on X @ 2 and fll(h)-l pz(h) belong to the 
same connected component of G2l, for X E A,, . But 
Hence the operator T @ Ic,(rl @ I, belongs to the connected component of G‘% 
containing the identity in X @ 2. Since % consists of all operators on 9(X @ 2) 
which commute with P,, @ Iz , this can only happen if T is on the connected 
component of G9(Y) containing the identity on Y. Contradiction. 
Let P: Sz -+ 9(X) be a projection function, holomorphic on the region Q, 
and suppose that P(.) is locally equivalent on Q to the constant projection PO 
in 9(X). Observe that 
Let R, be the projection of ei{X} onto l,{P,X} along {,{(I - P,)X} .With a few 
changes the arguments employed in the proof of Theorem 5.2 can be used to 
show that 
p(9OR,+oOR,. (3) 
142 GOHBERG, KAASHOEK, AND LAY 
Indeed, let 2I be the Banach algebra 
and let G be the connected component of GrU containing the identity on 
X @ @X}. From Lemma 5.1 it follows that 
{T 0 It,(x) / T E GY(X), TP, = POT} C G. 
Now let EA(*) be as in the proof of Theorem 5.2, and put 
%M = W) eL(V 0 &lw 3 xEUAn u,. (4) 
Then, as in the proof of Theorem 5.2, (D,JA,UsR is a ((VA), , G)-cocycle, which 
is holomorphically trivial. So for each h E Q there exists a holomorphic operator 
function F,: UA --f 9(X @ 8,(X}) w ose h values are bijective operators on 
X @ [‘{X} commuting with PO @ R, such that 
Put H(4 = ~&)[~&) 0 &,d> z E UA . Then one sees from formulas (4) 
and (5) that H is a well-defined holomorphic function on S whose values are 
bijective operators on X @ e,(X}. Further, 
Hence formula (3) holds true. 
The result stated in formula (3) leads to the following question: If the 
holomorphic operator functions A, B: Q -+ 9(X, Y) are locally equivalent on Q, 
do there exist a Banach space 2 and 5’ E 9’(Z) such that 
A(.) @ S r B(.) @ S? 
Formula (3) is related to Theorem 2 in [15]. Let & = (M(z)),,~ be a 
holomorphic family of complemented subspaces of the Banach space X. 
Suppose that Q is a region, and let AZ,, be the subspace of X associated with the 
family .A’ (see [IS] for an explanation of the terminology). Theorem 2 in [153 
states that the family 
is holomorphically trivial in X @ 8,(X}. Clearly formula (3) is the operator 
function version of this statement. 
The remark preceding Theorem 5.2 and the method employed in the proof 
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of Theorem 5.2 can be used to give a quick proof (considerably simpler than the 
one given in [15]) of the holomorphic triviality of the family (6). To see this, 
let VA be an open neighborhood of h in Q, and let E,: U,, ---f .9’(X) be a holo- 
morphic function whose values are in G9(X) such that 
E&4 W, = M(z), ZEUA. 
Further, let ‘$I be the Banach algebra 
and let G be the connected component of GPI containing the identity. The 
remark preceding Theorem 5.2 shows that 
Put 
(T @It,(x) I T E G-L(X), TM, = MO} C G. 
Then, as in the proof of Theorem 5.2, (&Jn,uea is a ((UA), , G)-cocycle, which 
is holomorphically trivial. So for each h E D there exists a holomorphic operator 
function F,: UA ---+ 2l whose values are bijective operators on X Q tI(X} such 
that &,(z) = F,(z) FA(z)-l, x e U, n U, . Put W4 = (E,k4 0 Idl(xd F&l, 
x E VA . Then H is a well-defined holomorphic function on 0 whose values are 
bijective operators on X @ 8JX) and 
This shows that the family (6) is holomorphically trivial. 
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