Abstract-Random projection is widely used as a method of dimension reduction. In recent years, its combination with standard techniques of regression and classification has been explored. Here, we examine its use for anomaly detection in high-dimensional settings, in conjunction with principal component analysis (PCA) and corresponding subspace detection methods. We assume a so-called spiked covariance model for the underlying data generation process and a Gaussian random projection. We adopt a hypothesis testing perspective of the anomaly detection problem, with the test statistic defined to be the magnitude of the residuals of a PCA analysis. Under the null hypothesis of no anomaly, we characterize the relative accuracy with which the mean and variance of the test statistic from compressed data approximate those of the corresponding test statistic from uncompressed data. Furthermore, under a suitable alternative hypothesis, we provide expressions that allow for a comparison of statistical power for detection. Finally, whereas these results correspond to the ideal setting in which the data covariance is known, we show that it is possible to obtain the same order of accuracy when the covariance of the compressed measurements is estimated using a sample covariance, as long as the number of measurements is of the same order of magnitude as the reduced dimensionality. We illustrate the practical impact of our results in the context of predicting volume anomalies in Internet traffic data.
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I. INTRODUCTION
P RINCIPAL component analysis (PCA) is a classical tool for dimension reduction that remains at the heart of many modern techniques in multivariate statistics and data mining. Among the multitude of uses that have been found for it, PCA often plays a central role in methods for systems monitoring and anomaly detection. A prototypical example of this is the method of Jackson and Mudholkar [11] , the so-called PCA subspace projection method. In their approach, PCA is used to extract the primary trends and patterns in data and the magnitude of the residuals (i.e., the norm of the projection of the data into the residual subspace) is then monitored for departures, with principles from hypothesis testing being used to set detection thresholds. This method has seen widespread usage in industrial systems control (e.g., [5] , [25] , [29] ). More recently, it is also being used in the analysis of financial data (e.g., [9] , [19] , [20] ) and of Internet traffic data (e.g., [17] , [18] ).
In this paper, we propose a methodology in which PCA subspace projection is applied to data that have first undergone random projection. Two key observations motivate this proposal. First, as is well-known, the computational complexity of PCA, when computed using the standard approach based on the singular value decomposition, scales like , where is the dimensionality of the data and is the sample size. Thus, use of the PCA subspace method is increasingly less feasible with the ever-increasing size and dimensions of modern data sets. Second, concerns regarding data confidentiality, whether for proprietary reasons or reasons of privacy, are more and more driving a need for statistical methods to accommodate. The first of these problems is something a number of authors have sought to address in recent years (e.g., [14] , [15] , [30] , [33] ), while the second, of course, does not pertain to PCA-based methods alone. Our proposal to incorporate random projection into the PCA subspace method is made with both issues in mind, in that the original data are transformed to a random coordinate space of reduced dimension prior to being processed.
The key application motivating our problem is that of monitoring Internet traffic data. Previous use of PCA subspace methods for traffic monitoring [17] , [18] has been largely restricted to the level of traffic traces aggregated over broad metropolitan regions (e.g., New York, Chicago, Los Angeles) for a network covering an entire country or continent (e.g., the United States, Europe, etc.). This level of aggregation is useful for monitoring coarse-scale usage patterns and high-level quality-of-service obligations. However, much of the current interest in the analysis of Internet traffic data revolves around the much finer scale of individual users. Data of this sort can be determined up to the (apparent) identity of individual computing devices, i.e., the so-called IP addresses. But there are as many as such IP address, making the monitoring of traffic at this level a task guaranteed to involve massive amounts of data of very high dimension. Furthermore, it is typically necessary to anonymize data of this sort, and often it is not possible for anyone outside of the auspices of a particular Internet service provider to work with such data in its original form. The standard technique used when data of this sort are actually shared is to aggregate the IP addresses in a manner similar to the coarsening of geocoding (e.g., giving only information on a town of residence, rather than a street address). Our proposed methodology can be viewed as a stylized prototype, establishing proof-of-concept for the use of PCA subspace projection methods on data like IP-level Internet traffic in a way that is both computationally feasible and respects concerns for data confidentiality.
Going back to the famous Johnson-Lindenstrauss lemma [12] , it is now well known that an appropriately defined random projection will effectively preserve length of data vectors as well as distance between vectors. This fact lies at the heart of an explosion in recent years of new theory and methods in statistics, machine learning, and signal processing. These include [3] , [6] , [8] . See, for example, the review [31] . Many of these methods go by names emphasizing the compression inherent in the random projection, such as "compressed sensing" or "compressive sampling." In this spirit, we call our own method compressed PCA subspace projection. The primary contribution of our work is to show that, under certain sparseness conditions on the covariance structure of the original data, the use of Gaussian random projection followed by projection into the PCA residual subspace yields a test statistic whose distributional behavior is comparable to that of the statistic that would have been obtained from PCA subspace projection on the original data. And furthermore that, up to higher order terms, there is no loss in accuracy if an estimated covariance matrix is used, rather than the true (unknown) covariance, as long as the sample size for estimating the covariance is of the same order of magnitude as dimension of the random projection.
While there is, of course, an enormous amount of literature on PCA and related methods, and in addition, there has emerged in more recent years a substantial literature on random projection and its integration with various methods for classical problems (e.g., regression, classification, etc.), to the best of our knowledge there are only two works that, like ours, explicitly address the use of the tools from these two areas in conjunction with each other. In the case of the first [26] , a method of random projection followed by subspace projection [via the singular value decomposition (SVD)] is proposed for speeding up latent semantic indexing for document analysis. It is shown [26, Th. 5] that, with high probability, the result of applying this method to a matrix will yield an approximation of that matrix that is close to what would have been obtained through subspace projection applied to the matrix directly. A similar result is established in [7, Th. 5] , where the goal is to separate a signal of interest from an interfering background signal, under the assumption that the subspace within which either the signal of interest or the interfering signal resides is known. In both [26] and [7] , the proposed methods use a general class of random projections and fixed subspaces. In contrast, here we restrict our attention specifically to Gaussian random projections but adopt a model-based perspective on the underlying data themselves, specifying that the data derive from a high-dimensional zero-mean multivariate Gaussian distribution with covariance possessed of a compressible set of eigenvalues. In addition, we study the cases of both known and unknown covariances. Our results are formulated within the context of a hypothesis testing problem and, accordingly, we concentrate on understanding the accuracy with which 1) the first two moments of our test statistic is preserved under the null hypothesis, and 2) the power is preserved under an appropriate alternative hypothesis. From this perspective, the probabilistic statements in [7] and [26] can be interpreted as simpler precursors of our results, which nevertheless strongly suggest the feasibility of what we present. Finally, we note too that the authors in [7] also propose a method of detection in a hypothesis testing setting, and provide results quantifying the accuracy of power under random projection, but this is offered separate from their results on subspace projections, and in the context of a model specifying a signal plus white Gaussian noise. This paper is organized as follows. In Section II, we review the standard PCA subspace projection method and establish appropriate notation for our method of compressed PCA subspace projection. Our main results are stated in Section III, where we characterize the mean and variance behaviors of our statistic as well as the size and power of the corresponding statistical test for anomalies based on this statistic. In Section IV, we present the results of a small simulation study, while in Section V, we illustrate the practical impact of our findings in the context of predicting volume anomalies in Internet traffic data. Finally, some brief discussion may be found in Section VI. The proofs for all theoretical results presented herein may be found in the Appendices.
II. BACKGROUND
Let be a multivariate normal random vector of dimension , with zero mean and positive definite covariance matrix . Let be the eigen-decomposition of . Denote the prediction of by the first principal components of as . Jackson and Mudholkar [11] , following an earlier suggestion of Jackson and Morris [10] in the context of "photographic processing," propose to use the square of the norm of the residual from this prediction as a statistic for testing goodness-of-fit and, more generally, for multivariate quality control. This is what is referred to now in the literature as the PCA subspace method.
Denoting this statistic as (1) we know that is distributed as a linear combination of i.i.d. chi-square random variables. In particular,
where are the eigenvalues of and the are i.i.d. standard normal random variables. A normal approximation to this distribution is proposed in [11] , based on a power-transformation and appropriate centering and scaling. Here, however, we will content ourselves with the simpler approximation of by a normal with mean and variance respectively. This approximation is well-justified theoretically (and additionally has been confirmed in preliminary numerical studies analogous to those reported later in this paper) by the fact that typically will be quite large in our context. In addition, the resulting simplification will be convenient in facilitating our analysis and in rendering more transparent the impact of random projection on our proposed extension of Jackson and Mudholkar's approach.
As stated previously, our extension is motivated by a desire to simultaneously achieve dimension reduction and ensure data confidentiality. Accordingly, let , for , where the are i.i.d. standardized random variables, i.e., such that and . Throughout this paper, we will assume that the have a standard normal distribution. The random matrix will be used to induce a random projection (2) Note that, under our conditions on the , the off-diagonal elements of tend to zero, while the diagonal elements tend to one, as . As a result, at an intuitive level, we may have reason to hope that if in an appropriate manner, the resulting matrix behaves sufficiently like the identity matrix for the inner product and the corresponding Euclidean distance to essentially be preserved under the mapping in (2), while reducing the dimensionality of the space from to .
Thus, under our intended scenario, rather than observing the original random variable we instead suppose that we see only its projection, which we denote as . Consider now the possibility of applying the PCA subspace method in this new data space. Conditional on the random matrix , the random variable is distributed as multivariate normal with mean zero and covariance . Denote the eigen-decomposition of this covariance matrix by , let represent the prediction of by the first principal components of , where is the first columns of , and let be the corresponding residual. Finally, define the squared norm of this residual as
The primary contribution of our work is to show that, despite not having observed , and therefore being unable to calculate the statistic , it is possible, under certain conditions on the covariance of to apply the PCA subspace method to the projected data , yielding the statistic , and nevertheless obtain anomaly detection performance comparable to that which would have been yielded by , with the discrepancy between the two made precise.
III. MAIN RESULTS
It is unrealistic to expect that the statistics and would behave comparably under general conditions. At an intuitive level, it is easy to see that what is necessary here is that the underlying eigen-structure of must be sufficiently well preserved under random projection. The relationship between eigen-values and eigen-vectors with and without random projection is an area that is both classical and the focus of much recent activity. See [1] , for example, for a recent review. A popular model in this area is the spiked covariance model of Johnstone [13] , in which it is assumed that the spectrum of the covariance matrix behaves as This model captures the notion-often encountered in practice-of a covariance whose spectrum exhibits a distinct decay after a relatively few large leading eigenvalues.
All of the results in this section are produced under the assumption of a spiked covariance model. We present three sets of results: 1) characterization of the mean and variance of , in terms of those of , in the absence of anomalies; 2) a comparison of the power of detecting certain anomalies under and ; and 3) a quantification of the implications of estimation of on our results.
A. Mean and Variance of in the Absence of Anomalies
We begin by studying the behavior of when the data are in fact not anomalous, i.e., when truly is normal with mean 0 and covariance . This scenario will correspond to the null hypothesis in the formal detection problem we set up shortly below. Note that under this scenario, similar to , the statistic is distributed, conditional on , as a linear combination of i.i.d. chi-square random variables, with mean and variance given by respectively, where is the spectrum of . Our approach to testing will be to first center and scale , and to then compare the resulting statistic to a standard normal distribution for testing. Therefore, our primary focus in this section is on characterizing the expectation and variance of . The expectation of may be characterized as follows. Theorem 1: Assume such that . If and , then under the Gaussian random projection defined in (2), (3) where indicates terms of order "big-Oh" in probability. Thus, differs from in expectation, conditional on , only by a constant independent of and . Alternatively, if we divide through by and note that under the spiked covariance model (4) as , then from (3) we obtain
In other words, at the level of expectations, the effect of random projection on our (rescaled) test statistic is to introduce a bias that vanishes like . The variance of may be characterized as follows. (6) That is, the conditional variance of differs from the variance of by a factor of , with a relative bias term of order . Taken together, Theorems 1 and 2 indicate that application of the PCA subspace method on nonanomalous data after random projection produces a test statistic that is asymptotically unbiased for the statistic we would in principle like to use, if the original data were available to us, but whose variance is inflated over that of by a factor depending explicitly on the amount of compression inherent in the projection. In Section IV, we present the results of a small numerical study that show, over a range of compression values , that the approximations in (5) and (6) are quite accurate.
B. Comparison of Power for Detecting Anomalies
We now consider the comparative theoretical performance of the statistics and for detecting anomalies. From the perspective of the PCA subspace method, an "anomaly" is something that deviates from the null model that the multivariate normal vector has mean zero and covariance in such a way that it is visible in the residual subspace, i.e., under projection by . Hence,we treat the anomaly detection problem in this setting as a hypothesis testing problem, in which (7) for and . Note that, our alternative hypothesis specifies that anomalies are along a single principal component direction. The hypothesis could be stated more generally, with anomalous contributions from multiple principal component directions in the residual subspace. However, since the PCA subspace detection method is based on the norm of the residual , all the nonzero values in the residual projection subspace will contribute additively to the sum of squares in the statistics, in expectation, and additively in their square, at the level of the variance. Hence, without loss of generality, it is sufficient here to consider anomalies in only a single direction, particularly as it simplifies notation and exposition.
Recall that, as discussed in Section II, it is reasonable in our setting to approximate the distribution of appropriately standardized versions of and by the standard normal distribution. Under our spiked covariance model, and using the results of Theorems 1 and 2, this means comparing the statistics (8) respectively, to the upper critical value of a standard normal distribution. Accordingly, we define the power functions (9) and (10) for and , respectively, where the probabilities on the right-hand side of these expressions refer to the corresponding approximate normal distribution.
Our goal is to understand the relative magnitude of compared to , as a function of , and . Approximations to the relevant formulas are provided in the following theorem.
Theorem 3: Let be a standard normal random variable. Under the same assumptions as Theorems 1 and 2, and a Gaussian approximation to the standardized test statistics, we have that where (11) while (12) Ignoring error terms, we see that the critical values (11) and (12) for both power formulas have as their argument quantities of the form . However, while , we have that . Hence, all else being held equal, as the compression ratio increases, the critical value at which power is evaluated shifts increasingly to the right for , and power decreases accordingly. The extent to which this effect will be apparent is modulated by the magnitude of the anomaly to be detected and the significance level at which the test is defined, and furthermore by the size of the original data space. Finally, while these observations can be expected to be most accurate for large and large , in the case that either or both are more comparable in size to the and error terms in (12) , respectively, the latter will play an increasing role and hence affect the accuracy of the stated results.
An illustration may be found in Fig. 1 . There we show the power as a function of the compression ratio , for . Here the dimension before projection is and the dimension after projection ranges from 10 000 to 500. A value of was used for the dimension of the principle component analysis, and a choice of was made for the size of the underlying test for anomaly. Note that at , on the far left-hand side of the plot, the value simply reduces to . (Note too that the theory in this paper addresses only compression ratios , and not , which we include in this plot purely for the sake of visual continuity.) So the five curves show the loss of power resulting from compression, as a function of compression level , for various choices of strength of the anomaly.
Additional numerical results of a related nature are presented in Section IV.
C. Unknown Covariance
The test statistics and are defined in terms of the covariance matrices and , respectively. However, in practice, it is unlikely that these matrices are known. Rather, it is more likely that estimates of their values be used in calculating the test statistics, resulting, say, in statistics and . In the context of industrial systems control, for example, it is not unreasonable to expect that there will be substantial previous data that may be used for this purpose. As our concern in this paper is on the use of the subspace projection method after random projection, i.e., in the use of , the relevant question to ask here is what are the implications of using an estimate for . We study the natural case where the estimate is simply the sample covariance , for the matrix formed from i.i.d. copies of the random variable and their vector mean. Let be the eigendecomposition of and, accordingly, define in analogy to . We then have the following result.
Theorem 4: Assume . Then, under the same conditions as Theorem 1, (13) and (14) Furthermore, under the conditions of Theorem 3, the power function (15) can be expressed as , where (16) Simply put, the results of the theorem tell us that the accuracy with which compressed PCA subspace projection approximates standard PCA subspace projection in the original data space, when using the estimated covariance rather than the unknown covariance , is unchanged, as long as the sample size used in computing is at least as large as the dimension after random projection. Hence, there is an interesting tradeoff between and , in that the smaller the sample size that is likely to be available, the smaller the dimension that must be used in defining our random projection, if the ideal accuracy is to be obtained (i.e., that using the true ). However, decreasing will degrade the quality of the accuracy in this ideal case, as it increases the compression parameter .
IV. SIMULATION
We present three sets of numerical simulation results in this section-one corresponding to Theorems 1 and 2, another, to Theorem 3, and the last, to Theorem 4.
In our first set of experiments, we simulated from the spiked covariance model, drawing both random variables and their projections over many trials, and computed and for each trial, thus allowing us to compare their respective means and variances. In more detail, we let the dimension of the original random variable be , and assumed that to be distributed as normal with mean zero and (without loss of generality) covariance equal to the spiked spectrum with . The corresponding random projections of were computed using random matrices generated as described in the text, with compression ratios equal to 20, 50, and 100 (i.e.,
). We used a total of 2000 trials for each realization of , and 30 realizations of for each choice of ( ).
The results of this experiment are summarized in Table I . Recall that Theorems 1 and 2 say that the rescaled mean and the ratio of variances should be approximately equal to and , respectively. It is clear from these results that, for low levels of compression (i.e., ) the approximations in our theorems are quite accurate and that they vary little from one projection to another. For moderate levels of compression (i.e., ) they are similarly accurate, although more variable. For high levels of compression (i.e., ), we begin to see some nontrivial bias entering, with some accompanying increase in variability as well.
In our second set of experiments, we again simulated from a spiked covariance model, but now with nontrivial mean. The spiked spectrum was chosen to be the same as above, but with , for computational considerations. The mean was defined as in (7), with . A range of compressions ratios were used. We ran a total of 1000 trials for each realization of , and 30 realizations of for each combination of and . The statistics and were computed as in the statement of Theorem 3 and compared to the critical value , corresponding to a one-sided test of size . The results are shown in Fig. 2 . Error bars reflect variation over the different realizations of and correspond to one standard deviation. The curves shown correspond to the power approximation given in Theorem 3, and are the same as the middle three curves in Fig. 1 . We see that for the strongest anomaly level ( ) the theoretical approximation matches the empirical results quite closely for all but the highest levels of compression. Similarly, for the weakest anomaly level ( ), the match is also quite good, although there appears to be a small but persistent positive bias in the approximation across all compression levels. In both cases, the variation across choice of is quite low. The largest bias in the approximation is seen at the moderate anomaly level ( ), at moderate to high levels of compression, although the bias appears to be on par with the anomaly levels at lower compression levels. The largest variation across realizations of is seen for the moderate anomaly level.
Finally, in our third set of experiments, we repeated the same exercise as in the second set, but for the case where is unknown. The design of the simulation was exactly the same as before, except that prior to projection by each realization of , for each combination of and , an estimate of was computed from i.i.d. nonanomolous observations (i.e., with ). The results of this simulation are also shown in Fig. 2 . We see that there is little to any difference when compared to the case of known , in support of result in Theorem 4. Note that the error bars in this case include the combined uncertainty due to randomness in both and .
Taken together, the results of our simulations-although modest in scope-offer some useful guidelines for using our compressed PCA subspace projection method in practice. In particular, we see that compression ratios of up to 10 or even 20 allow for relatively high detection levels for strong signals, and still reasonable detection levels for moderate signals. For weaker signals, however, it appears that detection levels decrease fairly quickly, dropping to as low as 50% already for a compression ratio of only 3. We note that in practice there will also likely be the tradeoff between accuracy and computational burden to be considered. For sufficiently large dimension in the original data , a substantial amount of compression may nonetheless be tolerable if it is only at that level that the required PCA calculations become computationally feasible. This is especially likely to be the case if the method is to be implemented in a time-dependent fashion (e.g., online).
V. APPLICATION IN INTERNET TRAFFIC ANALYSIS
We illustrate the use of our compressed PCA subspace projection method in the context of computer network traffic analysis. Internet service providers (ISPs) routinely monitor the traffic on their networks for, among other things, anomalous traffic patterns and behavior. One of the most basic types of anomalies for which ISPs monitor are volume anomalies, i.e., anomalous levels in the volume of traffic over a certain period of time. Lakhina et al. [17] , [18] have shown that methods based on the PCA subspace projection method can be quite effective at identifying volume anomalies in aggregate network traffic data. Here, we demonstrate that our compressed PCA subspace projection method has the potential to allow for similarly effective anomaly detection at a much finer level of granularity, at or close to the level of individual IP addresses. We do so by comparing the performance of the compressed method to the uncompressed method on the original data.
Our analysis uses data from a large European ISP, observed at a single network node corresponding to a major city, during the period May 7 through May 10, 2007. The raw measurements represent observations of origin-destination traffic flows and certain basic characteristics. Relevant to our analysis are the IP addresses of the origin and destination of each flow, as well as the volume of the flow in units of bytes and packets. We will focus on volume anomalies at destinations. There were a total of 656 785 unique destination IP addresses observed during the four-day period of our study.
In order to facilitate our use of the uncompressed PCA subspace projection method on this data, as a comparison, we preprocess the raw data by binning in both time and IP address space. For time, we used five-minute intervals, a fairly standard choice in this area, while for IP addresses we used quantile binning with 11 714 bins. The end result is a set of three multivariate time series, each of dimension , measured over time bins, with values corresponding to the total volume for each IP address block during each time interval, in units of number of bytes, packets, and flows, respectively.
In Fig. 3 are shown a visualization of these data, obtained simply by summing the multivariate time series across their components (i.e., collapsing across IP address blocks). Also shown are the nontrivial singular values corresponding to each of the three data matrices. Presented on a semilogarithmic scale, we can see that these spectra all decay quite sharply, qualitatively similar to what is dictated by a spiked covariance model. Examination of these spectra on their original scale suggests a choice of is reasonable. For each of the three traffic matrices, estimates of the principle components of both and were obtained, using the method of [33] . The value was used for both uncompressed and compressed PCA subspace projection methods. The test statistics and were computed for each of the five-minute time intervals, for each of the three units of volume, resulting in six time-indexed test statistic sequences. These are shown in Fig. 4 . Recall that these test statistics measure the extent to which there remains nontrivial structure in the data after projection onto the first principle components. The figures show that for much of the time there is little to any high-frequency structure missed, although at times there appears to be periods in which low-frequency structure is consistently missed. Following Lakhina et al., we will focus here only on recovery of the high-frequency anomalies.
For the purpose of comparison, in each of the bytes, packets, and flow time series, we generate an anomaly "truth set" by declaring an anomaly to exist at any time point for which the standardized value of exceeds , for a given . We then similarly do anomaly detection at the same level using the compressed PCA subpace projection method, at compression ratios , for 30 different realizations of the random matrix . Both and were standardized by robust estimates of mean and standard deviation applied to the sequence of test statistics across time. In Tables II and III are shown the average power of the tests in detecting anomalies. We see that a power of roughly 70% is achieved when testing at , and that this rises to over 75%, when . These results suggest that a large fraction of the anomalies that would be declared using subspace projection on the original data would also be detected using subspace projection after random projection, over a range of compression ratios.
Finally, in Fig. 5 , we show 3-D plots of the values of and of , for each of the bytes, flows, and packets time series, for any time bin in which an anomaly was declared in at least one of the time series. Lakhina et al. [18] found in their analysis of aggregate-level traffic such plots showed a strong clustering in this 3-D space, suggesting that there were distinct types of anomalies being captured. Here, we find that the plot corresponding to -based anomalies shows similar clustering and, moreover, that the plot corresponding to -based anomalies appears to qualitatively preserve this clustering. Thus, the ability of our compressed PCA subspace method to capture with fairly high accu- racy the anomalies declared by the uncompressed method appears to also translate into some ability to recover certain higher level characteristics in the data.
VI. DISCUSSION
Motivated by dual considerations of dimension reduction and data confidentiality, as well as the wide-ranging and successful implementation of PCA subspace projection, we have introduced a method of compressed PCA subspace projection and characterized key theoretical quantities relating to its use as a tool in anomaly detection. Furthermore, an illustrative implementation of this proposed methodology and its application to detecting IP-level volume anomalies in computer network traffic suggests a high relevance to practical problems.
In introducing our extension here of the classical PCA subspace projection method, we have made use of a handful of assumptions, which are useful for simplifying both exposition and various aspects of the proofs of our results. We conjecture that many of these assumptions may be relaxed. For example, while our assumption of Gaussian data (i.e., for the distribution of ) is both classical and natural for PCA-like analyses, given their reliance on the norm, it is unlikely to hold in practice. However, we utilize this Gaussian assumption most directly only in exploiting its invariance to rotation when assuming, without loss of generality, that the covariance itself (rather than its spectrum) follows a spiked covariance model. This step greatly simplifies the exposition. In addition, the assumption is in principle used initially when we state that the statistics and are distributed as sums of independent chi-square random variables. We note, however, that in all of our power calculations, we implicitly use a central limit theorem approximation, which can be expected to hold under more general moment conditions and an assumption of sufficiently large .
Similarly, the spiked covariance model we assume (wherein only the first eigenvalues differ from the value 1, and those have a nontrivial gap separating them from 1) is only an idealization of what is likely to be encountered in practice. This too can be relaxed, at the cost of some additional work. For instance, an assumption that the spectrum lies in a weak ball would more accurately capture the notion of a fast but smooth decay, such as exhibited in our analysis of the network traffic data. See [14] , for example, for discussion in this direction.
Turning from the data to the random projection (i.e., ), there is room there as well for generalization, in that the assumption of Gaussianity that is standard in much of the early work on random projections, and is used here as well, has since been relaxed in many settings. Here, again, similar to our assumption of Gaussian data, we have made use of our assumption of Gaussian projections primarily for the invariance of the Gaussian to rotation and for the nice behavior of its tails. Extension of our results to zero-mean projections with similarly nice tail behavior (e.g., binary projections) should be relatively straightforward.
Additionally, the question of sample size, in relation to the dimension of our problem, is also an interesting direction for future work. The results of Theorem 4 are important in establishing the practical feasibility of our proposed method, wherein the covariance must be estimated from data, when it is possible to obtain samples of size of a similar order of magnitude as the reduced dimension of our random projection. It would be of interest to establish results of a related nature for the case where . In that case, it cannot be expected that the classical moment-based estimator that we have used here will perform acceptably. Instead, an estimator exploiting the structure of presumably is needed. However, as most methods in the recent literature on estimation of large, structured covariance matrices assume sparseness of some sort (e.g., [2] , [16] , [21] ), they are unlikely to be applicable here, since is roughly of the form , where is of rank with entries of magnitude . Similarly, neither will methods of sparse PCA be appropriate (e.g., [14] , [15] , [30] , [33] ). Rather, variations on more recently proposed methods aimed directly at capturing low-rank covariance structure hold promise (e.g., [23] , [24] ). Alternatively, the use of so-called very sparse random projections (e.g., [22] ), in place of our Gaussian random projections, would yield sparse covariance matrices , and hence in principle facilitate the use of sparse inference methods in producing an estimate . But this step would likely come at the cost of making the already fairly detailed technical arguments behind our results more involved still, as we have exploited the Gaussianity of the random projection in certain key places to simplify calculations, as noted above. We note that ultimately, for such approaches to produce results of accuracy similar to that here in Theorem 4, it is necessary that they produce approximations to the PCA subspace of with order accuracy. Finally, we acknowledge that the paradigm explored here, even if extended in the various directions suggested above, is only a caricature of what might be implemented in reality, particularly in contexts like computer network traffic monitoring. There, for example, issues of data management, speed, etc., would become important and can be expected to have nontrivial implications on the design of the type of random projections actually used or even the number (e.g., increased power might result from using multiple projections, while still maintaining computational savings). Nevertheless, we submit that the results presented in this paper strongly suggest the potential success of an appropriately modified system of this nature.
APPENDIX
In this section, we present proofs of Theorems 1 through 4.
A (17) yields (18) The control of (18) is not immediate. Let us denote the two terms in the RHS of (18) (18) can be written as (19) Recalling that under the spiked covariance model , in the following we will analyze the asymptotic behavior of the term B in two stages, by first handling the case in detail, and second, arguing that the result does not change under the original conditions. If , which is simply a white noise model, term B becomes (20) which may be usefully reexpressed as (21) and, upon exchanging the order of summation, as (22) Write (22) as . In the material that immediately follows, we will argue that, under the conditions of the theorem and the white noise model, and .
To prove the first of these two expressions, we begin by writing . To prove the theorem it is sufficient to derive expressions for and under the null and alternative hypothesis in (7), as these expressions are what inform the components of the critical value in the power calculation. Our method of proof involves re-expressing and in terms of and and showing that those terms involving the latter are no larger than the error terms associated with the former in Theorems 1, 2, and 3.
Begin by considering the mean and writing
We need to control the term (25) Under the null hypothesis the second term in (25) is zero, and so to prove (13) we need to show that the first term is . Note that, without loss of generality, we may write , where and , for a random matrix of i.i.d. standard Gaussian random variables and . Then, using [27, Th II.1], with in the notation of that paper, it follows that (26) where we use generically here and below to denote the th largest eigenvalue of its argument.
For the second term in the right-hand side of (26) However, and are equal to times the largest and smallest eigenvalues of a sample covariance of standard Gaussian random variables, the latter which converge almost surely to the right and left endpoints of the Marchenko-Pastur distribution (e.g., [1] ), which in this setting take the values and , respectively. Hence, . Now consider the factor in the first term of the right-hand side of (26) . We have shown that . At the same time, we note that , being proportional to the normalized trace of a matrix whose entries are i.i.d. copies of averages of i.i.d. chi-square random variables on one degree of freedom. Therefore, and recalling the spiked covariance model, we find that .
At the same time, the factor multiplying this term, i.e., the largest absolute eigenvalue of , is just the operator norm and hence bounded above by the Frobenius norm, . We introduce the notation for the th column of times its transpose, and similarly, , in the case of . Then, and To bound this, we use a result in Watson [32, Appendix B, (3.8) ], relying on a multivariate central limit theorem, in distribution, as , where is a random matrix whose distribution depends only on and recall are the eigenvalues of . So . Therefore, the left-hand side of (26) is and (13) is established. Now consider the second term in (25) , which must be controlled under the alternative hypothesis. This is easily done, as we may write and note that the first term is while the second is . Therefore, under the assumption that , the entire term is , which is the same order of error to which we approximate in (24) in the proof of Theorem 3. Hence, the contribution of the mean to the critical value in (16), using , is the same as in (12) , using .
This completes our treatment of the mean. The variance can be treated similarly, writing and controlling the last two terms. The first of these two terms takes the form (27) and the second, (28) Again, under the null hypothesis, the second terms in (27) and (28) are zero. Hence, to establish (14) , it is sufficient to show that the first terms in (27) and (28) The first term in this bound is , while the second is , which allows us to control the relevant error term in (28) as . As a result, under the null hypothesis, we have that , which is sufficient to establish (14) , since .
Finally, we consider the second terms in (27) and (28), which must be controlled as well under the alternative hypothesis. Writing and it can be seen that we can bound the first of these expressions by , and the second, by . Therefore, the combined contribution of the second terms in (27) and (28) is , which is the same order to which we approximate in (23) in the proof of Theorem 3. Hence, the contribution of the variance to the critical value in (16), using , is the same as in (12), using .
