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GEOMETRY AND SPECTRA OF CLOSED EXTENSIONS OF
ELLIPTIC CONE OPERATORS
JUAN B. GIL, THOMAS KRAINER, AND GERARDO A. MENDOZA
Abstract. We study the geometry of the set of closed extensions of index 0 of
an elliptic differential cone operator and its model operator in connection with
the spectra of the extensions, and give a necessary and sufficient condition for
the existence of rays of minimal growth for such operators.
1. Introduction
The purpose of this paper is to study the spectra and resolvents of the closed
extensions of an elliptic differential cone operator A on a compact manifold M
with boundary, and of its model operator A∧. It is well known that the closed
extensions of A are in one to one correspondence with the subspaces of a finite
dimensional space, Dmax/Dmin, the spaces Dmax and Dmin being certain subpaces
determined by A of an L2 space on M , cf. Lesch [5]. It is thus natural to view
the extensions as corresponding to points in the various Grassmannians associated
with Dmax/Dmin. Extending this, we develop a viewpoint in which issues pertaining
spectra and resolvents, both for the closed extensions of A and of A∧, are expressed
and examined in (finite-dimensional) geometric terms.
Cone differential operators are generalizations of the operators that arise when
standard differential operators are written using polar coordinates. Their study is
therefore of interest in the context of manifolds with conical singularities, both in
themselves and as guiding examples in a general theory of analysis of differential
operators on manifolds with other kinds of singularities, cf. Schulze [12].
Our motivation for undertaking this study comes from the desirability of exe-
cuting Seeley’s program [13] in the case of elliptic cone operators. This requires a
detailed understanding of the resolvent in terms of the symbol of A and the domain
of the extension. From the pseudodifferential point of view, the symbol of A is a
pair consisting of A∧ and its b-symbol, or more invariantly, its cone-symbol
cσ (A)
as defined in Section 3. As in the standard theory of elliptic operators on a manifold
without boundary, the statement that a given sector Λ ⊂ C is a sector of minimal
growth for cσ (A) is domain-insensitive. The operator A∧, however, is a differential
operator, so the analogous statement for A∧ requires that a domain be specified.
In Section 4 we shall construct a natural bijection from the set of domains of closed
extensions of A to that of A∧, and in [3] we use pseudodifferential techniques to
show that if D∧ is the domain of A∧ associated with the domain D of A, and if
Λ is a sector of minimal growth for cσ (A) and for A∧ with domain D∧, then it is
also a sector of minimal growth for A with domain D. This of course brings up
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the question of how to determine whether a given sector, or even a ray, is a sector
of minimal growth for A∧ with domain D∧. In connection with this we give, in
Theorem 8.7, a necessary and sufficient condition for Λ to be a sector of minimal
growth for A∧ with domain D∧. The condition (8.8) of Theorem 8.7 is in principle
verifiable.
Resolvents for cone-elliptic operators written as pseudodifferential operators have
been constructed by other authors in special cases, e.g. Bru¨ning-Seeley [1], Mooers
[10], Gil [2], and Schrohe-Seiler [11], the last mentioned article being the one closest
to our own aims in [3]. Also of interest is Loya [6] in the context of b-operators.
Our goal, here and in [3], is to study the problem with minimal assumptions.
A description of the paper follows.
We shall be working with a fixed elliptic cone operator A acting on sections
of a Hermitian vector bundle E over a manifold M ; the latter is assumed to be
compact of dimension n with nonempty boundary. The definition of cone operators
is recalled in Section 2, where we also recall the definitions of the spaces on which
cone operators act. In this section we introduce certain strongly continuous one-
parameter groups of isometries κ̺, one associated withM and one with the interior
pointing part of the normal bundle of ∂M in M (where A∧ lives). These actions
generally play an important role in the analysis of degenerate elliptic operators, see
Schulze [12], and they do so here as well.
The c-cotangent bundle, cT ∗M , is defined in Section 3. Its definition is analogous
to that of the b-tangent bundle of Melrose [7, 8]. It is a vector bundle over M
which is canonically isomorphic to T ∗M over the interior of M . Cone operators
have invariantly defined symbols, cσ (A), defined on cT ∗M . We also recall in this
section the definition of A∧, and discuss some properties inherited by A∧ from A.
We also briefly recall the definition of the conormal symbol.
In Section 4 we first recall known facts about the closed extensions of cone-elliptic
operators on compact manifolds, such as M , and sketch proofs of analogous results
for the operator A∧. Proofs are needed since A∧, though elliptic in the proper
sense, is not a Fredholm operator on the spaces naturally associated with it. For A,
as is well known, there is a minimal closed extension with domain Dmin, and there
is a maximal extension with domain Dmax. Likewise, for A∧ there is the domain
of the minimal extension, D∧,min, and the maximal domain D∧,max. In both cases,
the minimal domain has finite codimension in the maximal domain (in fact the
same codimension). The set of domains of closed extensions can be viewed as a
Grassmannian variety, and there is a natural map Θ, cf. (4.22), one can use to pass
from one variety to the other. This is most relevant in [3]; indeed, the meaning of
the condition that cσ (A) admits a ray of minimal growth is clear, but to express
the analogous condition for A∧ requires the specification of a domain for A∧. This
domain is the one associated by Θ with the given domain for A.
The analysis of the spectrum of a given closed extension of A is taken up in
Section 5. It is natural to classify the set of extensions of A by the index. The ones
with index 0 being the only relevant in the problem of studying the spectrum, we
let G be the set of domains D such that indAD = 0; here and elsewhere AD means
A with domain D. The simple condition that both numbers d′′ = − indADmin and
d′ = indADmax be nonnegative is necessary and sufficient for G to be nonempty,
see Lemma 5.1, and if this is the case, then G can be viewed as a (complex)
Grassmannian variety (based on Dmax/Dmin). An at first surprising fact is that
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if dimG > 0, then for every λ ∈ C there is D ∈ G such that λ ∈ specAD, see
Proposition 5.7.
Letting
bg-specA =
⋂
D∈G
specAD, bg-resA = C\ bg-specA,
we get
specAD = bg-specA ∪ (specAD ∩ bg-resA),
a disjoint union. It is the part of specAD in bg-resA that is most amenable to
study. For λ ∈ bg-resA, the dimension of Kλ = ker(ADmax − λ) is constant, equal
to d′, and
λ ∈ resAD ⇐⇒ λ ∈ bg-resA and Kλ ∩ D = 0,
cf. Lemma 5.10; by the same lemma, if Kλ ∩D = 0 then Dmax = Kλ⊕D. Let then
πKλ,D be the projection on Kλ according to this decomposition.
If λ ∈ bg-resA, then ADmin − λ is injective and ADmax − λ is surjective (this
property characterizes bg-resA). For such λ let Bmax(λ) be the right inverse of
ADmax − λ whose range is orthogonal to Kλ with respect to the inner product
(u, v)A = (Au,Av)x−m/2L2
b
+ (u, v)x−m/2L2
b
,
and let Bmin(λ) be the left inverse of ADmin − λ with kernel the orthogonal of
rg(ADmin − λ) in x
−m/2L2b(M ;E). Then, if λ ∈ resAD, one has the formula
BD(λ) = Bmax(λ)−
(
I − Bmin(λ)(A − λ)
)
πKλ,DBmax(λ)
for the resolvent BD(λ) = (AD − λ)
−1 of AD, cf. (5.19). This formula is evident
if one notes that the factor in front of πKλ,D is the identity on Kλ. In principle
both Bmin(λ) and Bmax(λ) can be written as pseudodifferential operators, a purely
analytic problem, so inverting AD − λ is reduced to an algebraic problem, indeed,
a problem in a finite dimensional space, as follows.
Let Emax be the orthogonal of Dmin in Dmax with respect to the inner product
defined above; this is a finite dimensional space. Let πmax : Dmax → Dmax be the
orthogonal projection on Emax. Both I−Bmin(λ)(A−λ) and πKλ,D vanish on Dmin,
so
BD(λ) = Bmax(λ) −
(
I −Bmin(λ)(A − λ)
)
πmax πKλ,D πmaxBmax(λ).
On the other hand,
λ ∈ resAD ⇐⇒ λ ∈ bg-resA and πmaxKλ ∩ πmaxD = 0,
and for such λ, Emax = πmaxKλ⊕πmaxD, cf. Lemma 5.10. The map πmax πKλ,D
∣∣
Emax
is just the projection on πmaxKλ according to this decomposition of Emax, cf.
Lemma 5.21.
Organizing the information in terms of Grassmannians turns out to be quite
useful. The set G can be viewed as the Grassmannian Grd′′(Emax) of d
′′-dimensional
subspaces of Emax, and the spaces Kλ (which are the fibers of a holomorphic vector
bundle over bg-resA) give a holomorphic map λ 7→ πmaxKλ ∈ Grd′(Emax). The
condition that λ ∈ bg-resA ∩ specAD is that πmaxKλ belongs to the set
VD = {V ∈ Grd′(Emax) : V ∩ πmax(D) 6= 0}.
This is a complex analytic variety in Grd′(Emax) of codimension 1. The condition
that for some nonzero λ0 ∈ bg-resA, the ray {rλ0 : r > R} contains no point of
specAD is that the curve in Grd′(Emax) given by r 7→ πmaxKrλ0 has no point in
VD when r > R. And if V ∈ Grd′(Emax)\VD, then the norm of the projection on
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V using Emax = V ⊕ πmaxD can be estimated in simple terms. This can be useful
for estimating the norm of the resolvent of AD near a point in specAD ∩ bg-resA.
In Section 6 we discuss some aspects of symmetric cone operators from the
geometric perspective developed in Section 5. Among other things we show that
for such operators, the set of domains of selfadjoint extensions is a real-analytic
submanifold of G, and that if dimG > 0, then for every real λ there is a selfadjoint
extension of A with λ in its spectrum. This is so even if the operator with minimal
domain is bounded below (or above). A more detailed study of geometric aspects
of the spectrum of selfadjoint extensions will be taken up elsewhere.
In Section 7 we analyze A∧, also from the perspective of Section 5. While A∧
is not a Fredholm operator, the fact that it is homogeneous under the action of
the one-parameter group κ̺ permits a rather complete analysis of the operator, its
background spectrum and the resolvents of the various extensions with index 0.
Theorem 8.7 gives a necessary and sufficient condition for a given extension of A∧
to admit a sector of minimal growth.
We finish the paper proving Theorem 9.4, an analogue of Theorem 8.7 giving a
necessary and sufficient condition for an extension of A to admit a sector of minimal
growth. While the proofs of these theorems are quite similar, some assumptions in
Theorem 9.4 are automatically satisfied in the case of Theorem 8.7.
Most of the nonstandard notation used in this paper, and not mentioned in this
introduction, is presented in Sections 4 and 5. In general, objects associated with
A∧ have the symbol ∧ as part of the notation. For example, E∧,max is the orthogonal
of D∧,min in D∧,max, and π∧,max is the corresponding orthogonal projection. All
the other projections will usually indicate the space on which they map: If H =
E ⊕ F , then πE,F : H → H will denote the projection on E according to this
decomposition, and πE is the orthogonal projection on E.
2. Definitions and conventions
Throughout the paper M is a compact n-manifold with boundary, m is a smooth
b-measure, E → M is a Hermitian vector bundle, and ∇ a Hermitian connection
on E. The boundary of M will be denoted by Y . By x we shall mean a smooth
defining function of Y , positive in the interior
◦
M of M . This function will be fixed
shortly so as to have certain properties that simplify the calculations.
The b-tangent bundle of Melrose, bTM , is the vector bundle overM whose space
of sections is
C∞tan(M ;TM) = {X ∈ C
∞(M,TM) : X is tangent to ∂M}, (2.1)
see [7, 8]. The space C∞tan(M ;CTM) is a Lie algebra over C under the usual Lie
bracket, and the collection of elements of order ≤ m in its enveloping algebra is the
space Diffmb (M) of totally characteristic differential operators of order ≤ m. If E →
M is a complex vector bundle and Diffm(M ;E) is the space of differential operators
on C∞(M ;E) of order m, then Diffmb (M ;E) denotes the subspace consisting of
totally characteristic differential operators on C∞(M ;E) of order m, cf. Melrose
[8].
The elements of x−m Diffmb (M ;E), that is, differential operators of the form
A = x−mP with P ∈ Diffmb (M ;E), are the cone operators of order m.
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The Hilbert space L2b(M ;E) is the L
2 space of sections of E with respect to the
Hermitian form on E and the density m. Thus the inner product is
(u, v)L2b =
∫
(u, v)E m if u, v ∈ L
2
b(M ;E).
For non-negative integers s the Sobolev spaces Hsb (M ;E) are defined as
Hsb (M ;E) = {u ∈ L
2
b(M ;E) : Pu ∈ L
2
b(M ;E) ∀P ∈ Diff
s
b(M ;E)}.
The Hilbert space structure is defined using the vector fields in C∞tan(M ;TM) with
the aid of the connection on E and a partition of unity. The spaces Hsb (M ;E) for
general s ∈ R are defined by interpolation and duality, and we set
H∞b (M ;E) =
⋂
s
Hsb (M ;E), H
−∞
b (M ;E) =
⋃
s
Hsb (M ;E).
The weighted spaces
xµHsb (M ;E) = {x
µu : u ∈ Hsb (M ;E)}
are Hilbert spaces with the inner product for which Hsb (M ;E) ∋ u 7→ x
µu ∈
xµHsb (M ;E) is an isometry. In the case of s = 0 one has
xµH0b (M ;E) = x
µL2b(M ;E) = L
2(M,x−2µm;E),
and the Sobolev spaces based on L2(M,x−2µm;E) and Diffsb(M ;E) are isomorphic
to xµHsb (M ;E). The topological structure of these spaces is independent of the
particular b-density on M , Hermitian structure and connection of E, and defining
function x.
To simplify a number of computations and constructions it is convenient to
introduce additional structure. Let π : NY → Y be the normal bundle of Y in M ,
NY = TYM/TY . Let x : M → R be any defining function for Y , positive in
◦
M .
Since dx vanishes on TY , dx defines a function x∧ = dx : NY → R. Define
Y ∧ = {v ∈ NY : x∧v ≥ 0},
and let π+ : Y
∧ → Y be the restriction of π.
Let x∂x denote the canonical section of
bTM along Y .
Lemma 2.2. Let mY = x∂x⌋m be the contraction of m by x∂x along Y ; mY is a
smooth positive density on Y . There is a tubular neighborhood map
Φ : V ⊂ Y ∧ → U ⊂M (2.3)
and a defining function x for Y in M such that
Φ∗m =
dx
x
⊗ π∗+mY in V. (2.4)
Proof. Pick some smooth but otherwise arbitrary tubular neighborhood map Φ˜
and a defining function x˜. Trivialize N+Y as [0,∞)× Y by choosing some smooth
vector field ∂x˜ in M along Y such that ∂x˜x˜ = 1. Trivialized in this manner,
x˜∧ : [0,∞)× Y → [0,∞) is the canonical projection. The b-density
dx˜∧
x˜∧
⊗ π∗+mY is
smooth, positive, and globally defined on Y ∧. Therefore, near x˜∧ = 0,
Φ˜∗m = f
dx˜∧
x˜∧
⊗ π∗+mY
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with some smooth function f . From the fact that Φ˜ is a tubular neighborhood map
it follows that f = 1 when x˜∧ = 0. There is g smooth, defined near x˜∧ = 0, and
equal to 1 at x˜∧ = 0, such that if
F (x˜∧, y) = (x˜∧g(x˜∧, y), y),
then
F ∗
(
f
dx˜∧
x˜∧
⊗ π∗+mY
)
=
dx˜∧
x˜∧
⊗ π∗+mY .
Indeed, this holds if g solves
∂x˜∧g =
g
f(x˜∧g, y)
1− f(x˜∧g, y)
x˜∧
.
Since f(0, y) = 1, There is a smooth solution with initial condition g(0, y) = 1.
Define Φ = Φ˜ ◦ F . Then Φ is a tubular neighborhood map satisfying (2.4). Let
x be a smooth function on M , positive in
◦
M , that agrees with x˜∧ ◦ Φ˜
−1 near Y .
Then Φ and x are as required. 
We fix a tubular neighborhood map (2.3) and defining function x for Y such
that (2.4) holds, and take
m∧ =
dx∧
x∧
⊗ π∗+mY (2.5)
as density on Y ∧. We also fix x∧ as defining function for Y in N+Y . Both U and
V contain Y .
Let X∧ = ∂x∧ be the canonical vertical vector field. Fix a smooth real vector
field X on M which coincides with dΦ(X∧) near Y . Shrinking V and U we assume
that this holds in U .
Definition 2.6. An operator P ∈ Diffmb (M ;E) is said to have coefficients inde-
pendent of x near Y if [P,∇xX ] = 0 near Y .
The operators on M we are concerned with need not have coefficients indepen-
dent of x. They appear, however, in the form of Taylor coefficients. Namely, if
P ∈ Diffmb (M ;E), then for any N there are operators Pk, P˜N ∈ Diff
m
b (M ;E) such
that
P =
N−1∑
k=0
Pkx
k + P˜Nx
N (2.7)
where each Pk has coefficients independent of x near Y . The operators Pk are
uniquely determined near Y by P and our choices of connection on E, defining
function x, and vector field X . These Taylor expansions will be used in the course
of the construction of the map θ in Theorem 4.12.
If P has coefficients independent of x near Y then so does its formal adjoint P ⋆
in L2b(M ;E). This follows immediately from
(∇xXu, v)L2
b
(M ;E) = −(u,∇xXv)L2
b
(M ;E), u, v ∈ C
∞
0 (
◦
U ;E). (2.8)
To see that this formula holds we note that
xX(u, v)E = (∇xXu, v)E + (u,∇xXv)E
because the connection is Hermitian. Near Y , the Lie derivative LxXm vanishes
because of (2.4) and the choice of X . So if u and v are supported in U and
h = (u, v)E , then xXhm = LxXhm = d(hxX⌋m). Therefore, by Stokes’ theorem,∫
xX (u, v)E m = 0 if u, v ∈ C
∞
0 (
◦
U ;E). This gives (2.8).
GEOMETRY AND SPECTRA OF CONE OPERATORS 7
Let E∧ → Y ∧ be the vector bundle π∗+(E|Y ) and give it the canonical Hermitian
metric and connection. An operator P ∈ Diffmb (Y
∧;E∧) is said to have coefficients
independent of x∧ if it commutes with ∇x∧X∧ . The spaces
xµ∧H
s
b (Y
∧;E∧)
are defined in a manner completely analogous to those associated with M , using
operators with coefficients independent of x∧; for nonnegative integers s they may
be defined using smooth vector fields in bTY ∧ that commute with x∧X∧. Since
Y ∧ is non-compact, xµ∧L
2
b(Y
∧;E∧) literally means the L2-space corresponding to
the measure x−2µ∧ m∧.
Using the tubular neighborhood map Φ, define
Φ∗ : E
∧|V → E|U
as follows: For η = (p, η′) ∈ E∧p with p ∈ V and η
′ ∈ Eπ+(p), let Φ∗η ∈ EΦ(p) be the
element obtained by parallel transport of η′ along the curve t 7→ Φ(tp), t ∈ [0, 1].
The map Φ∗ is a smooth vector bundle isomorphism covering Φ, an isometry because
∇ is Hermitian. For this reason, and because of (2.4), the induced map
Φ∗ : x
−m/2
∧ L
2
b(V ;E
∧|V )→ x
−m/2L2b(U ;E|U ) (2.9)
is an isometry.
Let χt be the one parameter group of diffeomorphisms of M generated by xX .
If u is a section of E, let (κ‖̺u)(p) ∈ Ep be the result of parallel transport of
u(χlog ̺p) ∈ Eχlog ̺p along the curve
[0, 1] ∋ s 7→ χ(1−s) log ̺(p) ∈M.
There is a unique smooth positive function f̺ :M → R with the property that
f2̺x
mm = χ∗log ̺(x
mm).
Definition 2.10. Let κ̺ act on C
∞
0 (
◦
M ;E) as κ̺u = f̺κ
‖
̺. Denote also by κ̺ the
analogously defined family of maps on C∞0 (
◦
Y ∧;E∧) obtained using m∧ and x∧∂x∧ .
The context will indicate whether an instance of κ̺ means the operator on sec-
tions of E over M or sections of E∧ over Y ∧. In the case of Y ∧, the function f̺ is
̺m/2. Because of the following lemma, the function f̺, in the case of M , is equal
to ̺m/2 near Y .
Lemma 2.11. Let u ∈ C∞0 (V ;E
∧|V ). Then κ̺Φ∗u = Φ∗κ̺u for all ̺ ≥ 1 − ε for
some ε > 0 depending on u.
This follows from the definitions of Φ∗ and κ̺, using that near Y , Φ
∗m = m∧,
x∧ = x ◦Φ, and Φ∗∂x∧ = X . The number ε serves only to ensure that the support
of κ̺u is contained in V .
Lemma 2.12. The family ̺ 7→ κ̺, initially defined on C
∞
0 (
◦
M ;E), extends to
x−m/2L2b(M ;E) as a strongly continuous one-parameter group of isometries.
Proof. Let h denote the Hermitian metric on E. If u, v ∈ C∞0 (
◦
M ;E), then
h(κ̺u, κ̺v)x
mm = h(f̺κ
‖
̺u, f̺κ
‖
̺v)x
mm
= h(κ‖̺u, κ
‖
̺v)f
2
̺x
mm = χ∗log ̺(h(u, v)x
mm)
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so κ̺ extends to x
−m/2L2b(M ;E) as an isometry. Next we note that
f̺′̺ = f̺′χ
∗
log ̺′f̺.
Indeed,
f2̺′̺x
mm = χ∗log ̺̺′x
mm = χ∗log ̺′χ
∗
log ̺′x
mm
= χ∗log ̺′(f
2
̺x
mm) = (χ∗log ̺′f
2
̺ )f
2
̺′x
mm.
Thus
κ̺′̺ = f̺′̺κ‖̺′̺ = f̺′(χ
∗
log ̺′f̺)κ
‖
̺′κ
‖
̺ = f̺′κ‖̺′f̺κ
‖
̺ = κ̺′κ̺.
That ̺ 7→ κ̺u is continuous follows from the fact that this holds when u belongs
to the dense subspace C∞0 (
◦
M ;E) of x−m/2L2b(M ;E) and the continuity of each
κ̺. 
We end the section with a brief comment on what we mean by the Mellin trans-
form of an element of x−m/2L2b(M ;E). Fix ω ∈ C
∞
0 (−1, 1) real valued, nonnegative
and such that ω = 1 in a neighborhood of 0. Also fix a Hermitian connection ∇ on
E. The Mellin transform of an element u ∈ C∞0 (
◦
M ;E) is defined to be the entire
function uˆ : C→ C∞(Y ;E|Y ) such that for any v ∈ C
∞(Y ;E|Y )
(x−iσωu, π∗Y v)L2b(M ;E) = (uˆ(σ), v)L2(Y ;E|Y ).
By π∗Y v we mean the section of E over U obtained by parallel transport of v along
the fibers of πY . As is well known, the Mellin transform extends to the spaces
xµL2b(M ;E) in such a way that if u ∈ x
µL2b(M ;E) then uˆ(σ) is holomorphic in
{ℑσ > −µ} and in L2({ℑσ = −µ} × Y ) with respect to dσ ⊗mY .
The density m, the map Φ, the function x and the Hermitian connection are
fixed throughout the paper. For the sake of some notational simplification we
will henceforth write x, m, and E instead of x∧, m∧, and E
∧. Fixing a defining
function x for Y in M , as we have done, is equivalent to fixing a trivialization of
Y ∧, a diffeomorphism Y ∧ → [0,∞)× Y .
3. The symbols of a cone operator
Let E, F →M be complex vector bundles over M . An operator
A ∈ x−mDiffmb (M ;E,F )
is called c-elliptic if P = xmA is b-elliptic, which means that its b-symbol,
bσ (xmA) ∈ C∞( bT ∗M\0;Hom( bπ∗E, bπ∗F ))
(cf. Melrose, op. cit.), is invertible. Here bπ : bT ∗M\0 → M is the projection
map. This definition depends in a mild way on the choice of defining function: if x˜
is another defining function for ∂M , then
bσ (x˜mA) = (x˜/x)m bσ (xmA). (3.1)
Alternatively, consider the following construction of the c-cotangent bundle of
M , cT ∗M , motivated by Melrose’s definition of bTM , and definition of an invariant
replacement of the b-symbol. Let ι : ∂M →M be the inclusion map and define
C∞cn (M ;T
∗M) = {η ∈ C∞(M,T ∗M) : ι∗η = 0},
the space of smooth 1-forms on M which are, over ∂M , sections of the conormal
bundle of ∂M in M . Just as with the b-tangent bundle, there is the c-cotangent
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bundle, cT ∗M , whose space of smooth sections is C∞cn (M ;T
∗M), and a homomor-
phism
cev : cT ∗M → T ∗M
which is an isomorphism over the interior. The fiber over p is
cT ∗pM = C
∞
cn (M ;T
∗M)/
(
Ip(M) · C
∞
cn(M ;T
∗M)
)
where Ip(M) is the ideal in C
∞(M) of functions vanishing at p, and the homomor-
phism cev is the one induced by
C∞cn (M ;T
∗M) ∋ η 7→ η(p) ∈ T ∗pM.
Since the latter map has Ip(M) · C
∞
cn(M ;T
∗M) in its kernel, it induces a map
cevp :
cT ∗pM → T
∗
pM . Let
cTM be the dual bundle and let cπ : cT ∗M → M be
the projection map.
At this point it is convenient to recall that the b-tangent bundle of M is defined
in a completely analogous manner using C∞tan(M ;TM), cf. (2.1), so that
bTpM = C
∞
tan(M ;TM)/
(
Ip(M) · C
∞
tan(M ;TM)
)
.
Thus we have a map bev : bTM → TM .
Now let A ∈ x−mDiffmb (M ;E,F ). Since A is a differential operator in the
interior of M , it has a principal symbol there, given by the standard formula
σ (A)(ξ)(φ(p)) = lim
τ→∞
τ−me−iτf(p)A(eiτfφ)(p)
with f a real-valued smooth function such that df(p) = ξ and with φ a smooth
section of E. Suppose now that f is defined in a neighborhood of a point p0 ∈ ∂M
and vanishes on ∂M , so that df is conormal to ∂M and therefore represents a local
section of cT ∗M . If, with local coordinates x, y1, . . . , yn−1 and with respect to some
frame φ1 . . . , φr of E and frame ψ1, . . . , ψs of F , near p0, we have
A(
∑
µ
hµφµ) = x
−m
∑
µ,ν
∑
k+|α|≤m
aνkαµ(x, y)D
α
y (xDx)
khµ ψν ,
then, away from the boundary,
σ (A)(df)(
∑
µ
hµφµ) = x
−m
∑
µ,ν
∑
k+|α|=m
aνkαµ(x, y)(∂yf)
α(x∂xf)
khµ ψν
where by ∂yf we mean the gradient of f in the y variables. Since f = xg with
smooth g, this is equal to∑
µ,ν
∑
k+|α|=m
aνkαµ(x, y)(∂yg)
α(g + x∂xg)
khµ ψν ,
which is smooth up to the boundary. Suppose that f˜ is another smooth function
defined near p0 and vanishing on the boundary, so that f˜ = xg˜ for some g˜. Then
the statement that
df − df˜ ∈ Ip0(M) · C
∞
cn (M ;T
∗M)
is equivalent to the statement that
g(p0) = g˜(p0) and ∂yjg(p0) = ∂yj g˜(p0) for j = 1, . . . , n− 1;
recall that p0 ∈ ∂M . Thus if df and df˜ represent the same element of
cTp0M , then
lim
p→p0
σ (A)(df(p))(φ(p)) = lim
p→p0
σ (A)(df˜ (p))(φ(p))
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for any smooth section φ of E defined near p0. It follows that the function
cT ∗◦MM ∋ η 7→
cσ (A)(η) = σ (A)( cev(η))
extends by continuity to a function
cT ∗M ∋ η 7→ cσ (A)(η),
a section of Hom( cπ∗E, cπ∗F ) over cT ∗M\0. It is easy to see that cσ (A) is smooth.
Definition 3.2. The section cσ (A) is the c-symbol of A.
For example, with the notation above, taking g = ξ +
∑
γjyj with ξ and γj real
constants, and f = xg we get
σ (A)(df)(
∑
µ
hµφµ) =
∑
µ,ν
∑
k+|α|=m
aνkαµ(x, y)γ
αξkhµ ψν ,
so if η is the element of cT ∗M represented by df , then the right hand side of this
formula is cσ (A)(η)(
∑
µ h
µφµ).
By the definition,
cσ (A)(η) = σ (A)( cev(η)), η ∈ cT ∗◦MM.
From the fact that cev is an isomorphism over the interior of M , invertibility of
cσ (A) over
◦
M is equivalent to ellipticity of A in that set.
To relate the c-symbol of A and the b-symbol of xmA recall first that if P ∈
Diffmb (M ;E,F ), then
bσ (P )( bev∗η) = σ (P )(η), η ∈ T ∗M\0;
here bev∗ : T ∗M → bT ∗M is the dual of bev : bTM → TM . Thus, if η ∈ bTM
projects on an interior point of M , then
bσ (xmA)(η˜) = σ (P )(( bev∗)−1(η˜)), η˜ ∈ bT ∗M\0.
The fact that xmA is totally characteristic implies that η˜ 7→ σ (P )(( bev∗)−1(η˜))
extends by continuity to the boundary. Let η ∈ cT ∗M project over an interior
point. Then
cσ (A)(η) = σ (A)( cev(η)) = x−m σ (xmA)( cev(η))
= σ (xmA)(x−1 cev(η)) = bσ (xmA)( bev∗(x−1 cev(η))).
Writing the map η 7→ bev∗(x−1 cev(η)) in coordinates one sees that it extends as a
smooth isomorphism x−1 : cT ∗M → bT ∗M , so
cσ (A)(η) = bσ (xmA)(x−1(η)).
In particular, invertibility of the c-symbol of A is equivalent to invertibility of the
b-symbol of xmA.
The isomorphism x−1 : cT ∗M → bT ∗M is determined by the defining function
x, so is not natural. Write x for its inverse. If x˜ is another defining function for
∂M then x−1x˜ is multiplication by x˜/x; this is the reason for (3.1).
Definition 3.3. The operator A ∈ x−mDiffmb (M ;E,F ) is called c-elliptic if
cσ (A) ∈ C∞( cT ∗M\0;Hom( cπ∗E, cπ∗F ))
is an isomorphism. If F = E, the family λ 7→ A − λ is called c-elliptic with
parameter in a set Λ ⊂ C if
cσ (A)− λ ∈ C∞(( cT ∗M × Λ)\0; End(( cπ × id)∗E))
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is an isomorphism. Here cπ × id : ( cT ∗M × Λ)\0→M × Λ is the canonical map.
Let χt be the one-parameter group of diffeomorphisms generated by the vector
field xX , cf. Section 2. Fix t and let η ∈ C∞cn (M ;T
∗M). Then χ∗t η ∈ C
∞
cn(M ;T
∗M),
since χt ◦ ι = ι. Since also χ
∗
tIχt(p)(M) = Ip(M), we get a map
χ∗t :
cTM → cTM, (3.4)
a vector bundle morphism covering χ−t. It is not hard to see that this map
is smooth. If A ∈ x−mDiffmb (M ;E,F ), let A̺ = ̺
−mκ−1̺ Aκ̺. Then A̺ ∈
x−mDiffmb (M ;E) and
cσ (A̺) = ̺
−mκ−1̺ (
cσ (A) ◦ χ∗log ̺)κ̺. (3.5)
Thus A̺ is c-elliptic if A is.
We now recall the definitions of conormal and wedge symbols, and of boundary
spectrum.
If P ∈ Diffmb (M ;E) and if u is a smooth section of E that vanishes on Y = ∂M ,
then Pu also vanishes on Y . Therefore, if v is a section of E over Y and u is an
extension of v, then (Pu)|Y does not depend on the extension. Thus, associated
with P there is a differential operator
Pˆ (0) : C∞(Y ;E|Y )→ C
∞(Y ;E|Y )
of order m. Fix σ ∈ C. Since u 7→ x−iσP (xiσu) is an operator in Diffmb (M ;E),
there is, for each σ ∈ C, an operator Pˆ (σ) ∈ Diffm(Y ;E|Y ). The conormal symbol
of P is defined to be the operator-valued polynomial
C ∋ σ 7→ Pˆ (σ) ∈ Diffm(Y ;E|Y ). (3.6)
It is easy to verify that Pˆ (σ) is elliptic for every σ if P is b-elliptic. The boundary
spectrum of P , cf. Melrose [8], Melrose-Mendoza [9], is
specb(P ) = {σ ∈ C : Pˆ (σ) is not invertible}.
The definition of Pˆ (σ) depends on the choice of defining function x but different
choices of defining functions give operators related by conjugation with multipli-
cation by eiσg for some smooth real-valued function g, so the particular choice
of defining function to define the conormal symbol is not critical. The conormal
symbol of A ∈ x−mDiffmb (M ;E) is defined to be that of the totally characteristic
operator xmA, and the boundary spectrum of A is defined to be that of xmA.
If A ∈ x−mDiffmb (M ;E,F ), then Φ
−1
∗ AΦ∗ is a cone operator defined in V , cf.
(2.9), and if u ∈ C∞0 (
◦
Y ∧;E∧), then the limit in the following definition exists in
C∞0 (
◦
Y ∧;F∧).
Definition 3.7. The wedge symbol of A is the operatorA∧ ∈ x
−mDiffmb (Y
∧;E,F )
defined by
A∧u = lim
̺→0
̺mκ̺(Φ
−1
∗ AΦ∗)κ
−1
̺ u (3.8)
Writing A as x−mP and expanding P as in (2.7) with N = 1 we get directly
from the definition of A∧ that
A∧ = x
−mP∧,0
where P∧,0 is the operator on Y
∧ that coincides with Φ−1∗ P0Φ∗ near Y and satisfies
κ̺(Φ
−1
∗ P∧,0Φ∗)κ
−1
̺ = P∧,0
12 JUAN B. GIL, THOMAS KRAINER, AND GERARDO A. MENDOZA
for all ̺ > 0. Near Y (in M), with the notation and conventions of Section 2,
P0 =
∑
|α|+k≤m akα(y)D
α
y (xDx)
k near P0 where akα(y) is independent of x. The
operator P∧,0 is the “same” operator (the pull-back by Φ), but on Y
∧, and so
A∧ = x
−m
∑
|α|+k≤m
akα(y)D
α
y (xDx)
k
for all x. The conormal symbols of A and A∧ are equal to each other, in coordinates
the family
x−m
∑
|α|+k≤m
akα(y)σ
kDαy , σ ∈ C.
The wedge symbol A∧ of A inherits properties of A. Using the tubular neigh-
borhood map Φ we also get a bundle isomorphism
cT ∗V Y
∧ → cT ∗UM
covering Φ. It is not hard to verify that, over ∂Y ∧ = Y = ∂M we have
cσ (A∧)| cT∗Y Y ∧ =
cσ (A)| cT∗YM .
Thus c-ellipticity is preserved.
Let A⋆ be the formal adjoint of A acting on x−m/2L2b(M ;E). Since Φ∗ and κ̺
are isometries (the former near Y ),
(̺mκ̺(Φ
−1
∗ AΦ∗)κ
−1
̺ u, v)x−m/2L2b = (u, ̺
mκ̺(Φ
−1
∗ A
⋆Φ∗)κ
−1
̺ v)x−m/2L2b
if u, v ∈ C∞0 (
◦
Y ∧;E∧) and ̺ is small. Thus, taking the limit as ̺→ 0 we get
(A∧)
⋆ = (A⋆)∧. (3.9)
Lemma 3.10. Suppose that A is symmetric on C∞0 (
◦
M ;E). Then A∧ is symmetric
on C∞0 (
◦
Y ∧;E). If in addition A is semibounded from below, then A∧ is semibounded
from below by 0.
The first assertion follows immediately from (3.9) and the hypothesis that A⋆ =
A. For the second, let C ∈ R be such that
(Au, u)x−m/2L2
b
≥ C‖u‖2x−m/2L2b
, u ∈ C∞0 (
◦
M ;E).
Suppose that u ∈ C∞0 (
◦
Y ;E∧). Then
(̺mκ−1̺ (Φ
−1
∗ AΦ∗)κ̺u, u)x−m/2L2b = ̺
m(AΦ∗κ̺u,Φ∗κ̺u)x−m/2L2b
≥ C̺m‖Φ∗κ̺u‖
2
x−m/2L2b
= C̺m‖u‖2x−m/2L2b
Passing to the limit as ̺→ 0 we thus get the second assertion of the lemma.
It also follows from (3.8) that the family λ 7→ A∧ − λ satisfies the homogeneity
relation
A∧ − ̺
mλ = ̺mκ̺(A∧ − λ)κ
−1
̺ for every ̺ > 0. (3.11)
Definition 3.12. A family of operators A(λ) acting on a κ-invariant space of
distributions on Y ∧ will be called κ-homogeneous of degree ν if
A(̺mλ) = ̺νκ̺A(λ)κ
−1
̺
for every ̺ > 0.
GEOMETRY AND SPECTRA OF CONE OPERATORS 13
4. Closed extensions
In this section we recall some known facts about the closed extensions of a c-
elliptic cone operator A on a compact manifold and, where needed, sketch proofs of
analogous results for the closed extensions of its model operator A∧. Theorem 4.12
gives a natural isomorphism between Dmax(A)/Dmin(A) and Dmax(A∧)/Dmin(A∧)
that will play an important role in [3] but not in the remainder of the present paper.
The rest of the material in this section will be used at various points in all later
sections.
Suppose that A ∈ x−mDiffmb (M ;E), fix µ ∈ R and consider A first as an un-
bounded operator
A : C∞0 (
◦
M ;E) ⊂ xµL2b(M ;E)→ x
µL2b(M ;E) (4.1)
Write Dmin(A) for the domain of the closure of this operator; with this domain, A
is referred to as the minimal extension of A. The structure of Dmin(A) when A is
c-elliptic was characterized in Gil-Mendoza [4, Proposition 3.6]. Define also
Dmax(A) = {u ∈ x
µL2b(M ;E) : Au ∈ x
µL2b(M ;E)}
The maximal extension of A is
A : Dmax(A) ⊂ x
µL2b(M ;E)→ x
µL2b(M ;E),
also a closed operator. The space Dmin(A) is a closed subspace of Dmax(A) in
the graph norm defined by A, and all closed extensions of (4.1) have as domain a
subspace of Dmax(A) containing Dmin(A).
It is well known, see Lesch [5], that if A is c-elliptic, then A with domain Dmax(A)
is Fredholm, Dmin(A) has finite codimension in Dmax(A), and if D is a subspace of
Dmax(A) containing Dmin(A), then
indAD = indADmin + dimD/Dmin. (4.2)
Here AD means the operator
A : D ⊂ xµL2b(M ;E)→ x
µL2b(M ;E).
The problem we wish to consider is the nature of the spectrum and structure of the
resolvent of the closed extensions of (4.1) of index zero (if any).
Since multiplication by xν is an isomorphism (in fact an isometry)
xν : xµL2b(M ;E)→ x
µ+νL2b(M ;E)
we may conjugate A with such operators with no essential change of the problem.
For convenience we will work with the operator x−µ−m/2Axµ+m/2 so as to base all
the analysis on x−m/2L2b(M ;E). Clearly, x
−µ−m/2Axµ+m/2 ∈ x−mDiffmb (M ;E).
Since
cσ (x−µ−m/2Axµ+m/2) = cσ (A),
c-ellipticity is preserved by such conjugations. We thus assume that µ = −m/2.
The standing assumption, unless otherwise indicated, will be that A is c-elliptic.
We will usually abbreviate Dmin(A) to Dmin and Dmax(A) to Dmax when the
operator is clear from the context. As already indicated, the operator A with
domain D will be denoted by AD.
The inner product
(u, v)A = (u, v)x−m/2L2b + (Au,Av)x−m/2L2b (4.3)
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on Dmax makes this space into a Hilbert space.
Definition 4.4. The orthogonal of Dmin(A) in Dmax(A) with respect to this inner
product will be denoted Emax(A), or Emax if A is clear from the context. We denote
by πmax : Dmax(A)→ Dmax(A) the orthogonal projection on Emax(A).
Since Dmin is closed in Dmax,
Dmax = Dmin ⊕ Emax
and since Dmin has finite codimension in Dmax, Emax is a finite-dimensional space.
Lemma 4.5. The space Emax(A) is equal to Dmax(A) ∩ ker(A
⋆A + I), where the
kernel is computed in the space of extendable distributions.
Here A⋆ is the formal adjoint of A in the space x−m/2L2b(M ;E), that is,
(Au, v) = (u,A⋆v) ∀u, v ∈ C∞0 (
◦
M ;E).
It is immediate from the definitions of minimal and maximal domains that the
Hilbert space adjoint of
A : Dmin(A) ⊂ x
−m/2L2b(M ;E)→ x
−m/2L2b(M ;E) (4.6)
is
A⋆ : Dmax(A
⋆) ⊂ x−m/2L2b(M ;E)→ x
−m/2L2b(M ;E).
Proof. We first show that Emax ⊂ Dmax(A) ∩ ker(A
⋆A + I). If u ∈ Emax, then
u ∈ Dmax(A) and
(Au,Av)x−m/2L2b = −(u, v)x−m/2L2b ∀v ∈ Dmin.
Therefore the map
Dmin(A) ∋ v 7→ (Au,Av)x−m/2L2
b
∈ C
is continuous in the norm of x−m/2L2b(M ;E), and consequently, Au belongs to the
domain of the Hilbert space adjoint of (4.6). Thus u ∈ Dmax(A
⋆A) and the identity
(u, v)A = 0, v ∈ Dmin(A) gives
(A⋆Au, v) + (u, v) = 0 ∀v ∈ C∞0 (
◦
M ;E)
which gives that u ∈ ker(A⋆A+ I). Thus Emax ⊂ Dmax(A) ∩ ker(A
⋆A+ I).
To prove the opposite inclusion, suppose that u ∈ Dmax(A)∩ker(A
⋆A+I). Then
Au ∈ x−m/2L2b(M ;E) (since u ∈ Dmax(A)) and A
⋆(Au) = −u ∈ x−m/2L2b(M ;E),
so Au ∈ Dmax(A
⋆). Thus
(A⋆Au, v) = (Au,Av) ∀v ∈ C∞0 (
◦
M ;E)
and it follows that (u, v)A = 0 for all v ∈ C
∞
0 (
◦
M ;E). Since the latter space is dense
in Dmin, we get that u ∈ Emax. 
In the course of the proof we also showed:
Lemma 4.7. Emax(A) ⊂ Dmax(A
⋆A).
Since A is c-elliptic, so are A⋆ and A⋆A+ I. It follows that the Mellin transform
of any u ∈ Emax is a meromorphic function defined on all of C.
We now discuss analogous aspects for the operator A∧. The space Dmin(A∧) is
the domain of the closure of
A∧ : C
∞
0 (
◦
Y ∧;E) ⊂ x−m/2L2b(Y
∧;E)→ x−m/2L2b(Y
∧;E)
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and
Dmax(A∧) = {u ∈ x
−m/2L2b(Y
∧;E) : A∧u ∈ x
−m/2L2b(Y
∧;E)}.
Since A∧ need not be Fredholm with either of these domains, we discuss these in
some detail. We will usually write D∧,min and D∧,max for the minimal and maximal
domains of A∧.
Lemma 4.8. If u ∈ Dmax(A∧), then (1−ω)u ∈ Dmin(A∧) for every cut-off function
ω with ω = 1 near x = 0.
In other words, as far as closed extensions are concerned, there is no essential
structure at infinity.
Proof. Let j : Y ∧ → Y ∧ be the involution (x, y) 7→ (ξ, y) = (1/x, y). Under
this map, P0 = x
mA∧ goes over to a certain other totally characteristic b-elliptic
operator Pˇ0, A∧ goes to Aˇ∧ = ξ
mPˇ0, and
j∗ : xνHµb (Y
∧, E)→ ξ−νHµb (Y
∧;E)
is an isomorphism. We’ll write uˇ for j∗u. Since Pˇ0 is b-elliptic, there are properly
supported operators Qˇ and Rˇ defined on extendable distributions such that for
every ν the operators
Qˇ : ξνL2b(Y
∧;E)→ ξνHmb (Y
∧;E), Rˇ : ξνL2b(Y
∧;E)→ ξνH∞b (Y
∧;E)
are continuous and
QˇPˇ0 = I − Rˇ.
If u ∈ Dmax(A∧) then uˇ ∈ ξ
m/2L2b(Y
∧;E) and ξmPˇ0uˇ = f ∈ ξ
m/2L2b(Y
∧;E). From
Qˇξ−mfˇ = Qˇξ−mξmPˇ0uˇ = uˇ− Rˇuˇ,
we get
uˇ = Qˇξ−mfˇ + Rˇuˇ
with Qˇξ−mfˇ ∈ ξ−m/2Hmb (Y
∧;E) and Rˇuˇ ∈ ξm/2H∞b (Y
∧;E). If ω is as in the
statement of the lemma, then (1 − ωˇ) is supported near ξ = 0, so (1 − ωˇ)Rˇuˇ ∈
ξm/2Hmb (Y
∧;E). Thus (1 − ωˇ)uˇ ∈ ξm/2L2b(Y
∧;E) ∩ ξ−m/2Hmb (Y
∧;E). Let χ ∈
C∞0 (R) be such that χ(ξ) = 1 near 0 and let χℓ(ξ) = χ(ℓξ). Define
vˇℓ = (1 − χℓ)(1 − ωˇ)uˇ.
Then vˇℓ ∈ ξ
m/2L2b(Y
∧;E) ∩ ξ−m/2Hmb (Y
∧;E) and vˇℓ → (1 − ωˇ)uˇ as ℓ → ∞, in
ξm/2L2b(Y
∧;E) as well as in ξ−m/2Hmb (Y
∧;E). From the latter we get that Pˇ0vˇℓ
converges in ξ−m/2L2b(Y
∧;E) to Pˇ0(1− ωˇ)uˇ as ℓ→∞, and consequently, that Aˇ∧vˇℓ
converges in ξm/2L2b(Y
∧;E) to Aˇ∧(1− ωˇ)uˇ. This proves that (1−ω)u ∈ Dmin(A∧),
since the vˇℓ are compactly supported. 
The structure of D∧,min near Y is described in the first two items of the following
proposition, which can be proved using the same arguments as in the proof of [4,
Proposition 3.6]. The third follows from an analysis of Mellin transforms that takes
advantage of the fact that the conormal symbols of A∧ and A are the same. An
explicit, simple but fundamental isomorphism between the spaces D∧,max/D∧,min
and Dmax(A)/Dmin(A) is given in Theorem 4.12.
Proposition 4.9. Let A ∈ x−mDiffmb (M ;E) be c-elliptic. Then
(i) D∧,min = {u ∈ D∧,max : ωu ∈ x
m/2−εHmb (Y
∧;E) ∀ε > 0}.
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(ii) D∧,min = x
m/2Hmb (Y
∧;E)∩x−m/2L2b(Y
∧;E) if and only if specb(A)∩{ℑσ =
−m/2} = ∅.
(iii) dimD∧,max/D∧,min = dimDmax(A)/Dmin(A).
On D∧,max we take, naturally,
(u, v)A∧ = (A∧u,A∧v)x−m/2L2b + (u, v)x−m/2L2b , (4.10)
as inner product.
Definition 4.11. The orthogonal of D∧,min in D∧,max with respect to this inner
product will be denoted Emax(A∧), or E∧,max if A∧ is clear from the context. We
denote by π∧,max : Dmax(A∧)→ Dmax(A∧) the orthogonal projection on Emax(A∧).
The proof of Lemma 4.5 gives that E∧,max = D∧,max ∩ ker(A
⋆
∧A∧ + I).
The following result, although elementary in nature, is of fundamental impor-
tance in expressing the relation between the domains of A and the domains of A∧.
Let
S = {σ ∈ C : −m/2 < ℑσ < m/2},
and for each σ ∈ S let N(σ) be the largest integer N such that ℑσ −N > −m/2.
Let σj , j = 1, . . . , ν be an enumeration of the elements of Σ = specb(A) ∩ S.
Theorem 4.12. Let A be an arbitrary c-elliptic cone differential operator. There
are canonical decompositions
Emax(A) =
ν⊕
j=1
Eσj (A), Emax(A∧) =
ν⊕
j=1
Eσj (A∧) (4.13)
such that
(i) if u ∈ Eσj (A), then uˆ|{ℑσ>−m/2} has poles at most at σj − iϑ for ϑ =
0, . . . , N(σj);
(ii) if u ∈ Eσj (A∧), then uˆ|{ℑσ>−m/2} has a pole at most at σj ;
(iii) if u ∈ Eσj (A) or u ∈ Eσj (A∧) and uˆ is holomorphic at σj , then u = 0.
There is a natural isomorphism
θ : Emax(A)→ Emax(A∧) (4.14)
such that for each j,
θ
∣∣
Eσj (A)
: Eσj (A)→ Eσj (A∧), (4.15)
and for each j and for all u ∈ Eσj (A),
(Φ−1∗ ωu− θu)̂ is holomorphic near σj (4.16)
where ω ∈ C∞0 (U ;E) is such that ω = 1 near Y .
Proof. For any open set U ⊂ C let M(U) be the space of meromorphic functions
on U with values in C∞(∂M ;E|∂M ). For σ0 ∈ U let Mσ0(U) be the subspace of
M(U) consisting of elements with pole only at σ0 ∈ U . Finally let H(U) be the
subspace of holomorphic elements. We let
sσ0 : Mσ0(U)→Mσ0(C)
be the map that sends an element in Mσ0(U) to its singular part at σ0.
GEOMETRY AND SPECTRA OF CONE OPERATORS 17
If A = x−mP with P ∈ Diffmb (M ;E), then near Y = ∂M = ∂Y
∧ we have
xmA = P =
m−1∑
k=0
Pkx
k + P˜mx
m (4.17)
where each Pk, k < m, has coefficients independent of x, cf. Definition 2.6. Then
xmA∧ = Φ
−1
∗ P0Φ∗
near Y in Y ∧. Let Pˆk be the conormal symbol of Pk. The operator Pˆ0 is the
conormal symbol of both A and A∧.
Let σ0 ∈ Σ, and let U ⊂ S be a neighborhood of σ0 such that U ∩ specb(A) =
{σ0}. Then Pˆ0 gives an operator
P : M(U)/H(U)→M(U)/H(U)
whose kernel is finite-dimensional. Since σ0 is the only point of specb(A) in U ,
the elements in the kernel of P are represented by meromorphic functions on U
with pole only at σ0. By taking the singular part of such functions we get a space
Eˆσ0(A∧) ⊂ Mσ0(C) with the property that h ∈ Mσ0(C) and Pˆ0h ∈ H(U) imply
that there is a unique element ψ ∈ Eˆσ0(A∧) such that h− ψ ∈ H(U):
Eˆσ0(A∧) = {sσ0
(
Pˆ0(σ)
−1f(σ)
)
: f ∈ H(U)}. (4.18)
If ψ ∈ Eˆσ0(A∧), then there is u ∈ x
−m/2H∞b (M ;E) supported in U such that
uˆ−ψ is holomorphic in ℑσ > −m/2. Such u belongs to x−m/2L2b(M ;E), and since
Pˆ0uˆ = Pˆ0(uˆ− ψ) is holomorphic in ℑσ > −m/2, we get that Φ
−1
∗ u ∈ Dmax(A∧). If
v ∈ Dmax(A∧) also has the property that vˆ−ψ is holomorphic in ℑσ > −m/2, then
Φ−1∗ u − v ∈ Dmin(A∧), and consequently π∧,maxΦ
−1
∗ u = π∧,maxv. Thus there is a
well defined operator F∧,σ0 : Eˆσ0(A∧) → Emax(A∧), characterized by the property
that
ψ − [F∧,σ0ψ]̂ is holomorphic in ℑσ > −m/2.
From this property one obtains that
sσ0([F∧,σ0ψ]̂ ) = ψ
so the operator F∧,σ0 is an isomorphism onto its image. Define
Eσ0(A∧) = F∧,σ0 Eˆσ0(A∧). (4.19)
Clearly, if σi, σj ∈ Σ and σi 6= σj , then Eσi(A∧) ∩ Eσj (A∧) = 0.
If u ∈ Emax(A∧), then uˆ is meromorphic in ℑσ > −m/2 with poles in Σ, since
Pˆ0uˆ is holomorphic in ℑσ > −m/2. Therefore sσj (uˆ) ∈ Eˆσj (A∧) and uˆ−
∑
σj∈Σ
sσj (uˆ)
is holomorphic in ℑσ > −m/2. Thus the Mellin transform of
v = u−
ν∑
j=1
F∧,σj sσj (uˆ)
is holomorphic in ℑσ > −m/2, and therefore v ∈ Dmin(A∧). But since v also
belongs to Emax(A∧), v = 0. Thus we have (4.13) for the operator A∧.
We now construct the spaces Eσj (A) for A. Pick σ0 ∈ Σ and let ψ ∈ Eˆσ0(A∧).
Thus Pˆ0ψ is entire. Define eˆσ0,0 as the identity map on Eˆσ0(A∧) and inductively
define
eˆσ0,ϑ : Eˆσ0(A∧)→Mσ0−iϑ(C), ϑ = 1, . . . , N(σ0)
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by
eˆσ0,ϑ(ψ) = −sσ0−iϑ
(
Pˆ0(σ)
−1
ϑ−1∑
ℓ=0
Pˆϑ−ℓ(σ)
(
eˆσ0,ℓ(ψ)(σ + i(ϑ− ℓ))
))
.
Then
ϑ∑
ℓ=0
Pˆϑ−ℓ(σ)
(
eˆσ0,ℓ(ψ)(σ + i(ϑ− ℓ))
)
(4.20)
is entire, and
m−1∑
k=0
Pˆk(σ)
N(σ0)∑
ϑ=0
eˆσ0,ϑ(ψ)(σ + ik)
is holomorphic in ℑσ > −m/2. Define
Eˆσ0(A) = {
N(σ0)∑
ϑ=0
eˆσ0,ϑ(ψ) : ψ ∈ Eˆσ0(A∧)}. (4.21)
Given ψ ∈ Eˆσ0(A∧), choose for each ϑ and element uϑ ∈ x
−m/2H∞b (M ;E) such that
uˆϑ − eˆσ0,ϑ(ψ) is entire. Then u =
∑
uϑ ∈ Dmax(A). If the vϑ ∈ x
−m/2H∞b (M ;E)
also satisfy the condition that vˆϑ − eˆσ0,ϑ(ψ) is entire, then πmax(u) = πmax(v), so
again we have a well defined operator Fσ0 : Eˆσ0(A∧) → Emax(A). This operator is
injective; we let Eσ0(A) be its image. It is more tedious than hard to verify that
(4.13) holds.
Define θ so that (4.15) holds, and on each Eσj (A), θ = F∧,σj ◦F
−1
σj . Then (4.16)
also holds. 
Let
D(A) = {D ⊂ Dmax(A) : D is a vector space and Dmin(A) ⊂ D}.
The elements of D(A) are in one-to-one correspondence with the subspaces of
Emax(A) via the map
D ∋ D 7→ D ∩ Dmax(A) = πmax(D) ⊂ Emax(A),
so D(A) can be viewed as the union of the Grassmannian varieties of various di-
mensions associated with Emax(A). Likewise let
D∧ = {D ⊂ D∧,max : D is a vector space and D∧,min ⊂ D}.
With the map θ of Theorem 4.12 we then get a map
Θ : D(A)→ D∧. (4.22)
5. Domains and spectra
We discuss here the spectra and resolvents of the closed extensions of a cone
operator A ∈ x−m Diffmb (M ;E) in geometric terms. We continue to assume that
A is c-elliptic and that M is compact. The results in this section will be relevant
mostly in Sections 6 and 9. The conceptual point of view developed here will be
taken up in Section 7 in the context of the model operator.
We begin with the elementary observation that only those extensions of A that
have index zero may have nonempty resolvent set.
Lemma 5.1. There is D ∈ D such that indAD = 0 if and only if indADmin ≤ 0
and indADmax ≥ 0.
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Proof. If there is a domain D ∈ D such that indAD = 0, then the relative index
formula (4.2) gives
indADmin ≤ indADmin + dimD/Dmax = 0
≤ indADmin + dimDmax/Dmin = indADmax .
Conversely, suppose that 0 ≤ − indADmin and indADmax ≥ 0. Using (4.2) again we
get
d = indADmax − indADmin ,
so − indADmin ≤ d, and there is a subspace of Dmax/Dmin of dimension − indADmin.
This subspace corresponds to an element D ∈ D for which (4.2) gives
indAD = indADmin − indADmin = 0,
which proves the lemma. 
The domains D ∈ D on which A has index 0 are those in
G = {D ∈ D : dimD/Dmin = − indADmin}.
By the lemma, G is empty unless
indADmin ≤ 0 and indADmax ≥ 0. (5.2)
Assuming this, let d′′ = − indADmin. Then
G ∋ D 7→ D ∩ Emax = πmaxD ∈ Grd′′(Emax) (5.3)
is a bijection between G and the Grassmannian of d′′-dimensional subspaces of Emax
which we use to give G the structure of a complex manifold. Let d′ = indADmax .
Then d = d′ + d′′ = dim Emax.
An initial classification of points in the spectrum of a closed extension of A
begins with the notion of background spectrum.
Definition 5.4. The background spectrum of A is the set
bg-specA = {λ ∈ C : λ ∈ specAD ∀D ∈ D}.
The complement of this set, bg-resA, is the background resolvent set.
Thus, if D ∈ G, then AD has as spectrum the (disjoint) union of bg-specA and
a subset of bg-resA. Note that the resolvent set resAD of AD, D ∈ G, is contained
in bg-resA. As we shall see, the part of the spectrum of AD in bg-resA is amenable
to detailed study. The set bg-specA has the same generic structure as a spectrum:
Lemma 5.5. The set bg-specA is either C, or closed and discrete.
Indeed, bg-specA is an intersection of closed sets, so itself closed, and either all
spectra are C or there is one extension with discrete spectrum.
Thus bg-resA is open. A useful description of bg-resA is as follows.
Lemma 5.6.
bg-resA = {λ ∈ C : ADmin − λ is injective and ADmax − λ is surjective}.
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Proof. If λ ∈ bg-resA, let D ∈ D be such that λ /∈ specAD. Since Dmin ⊂ D,
ADmin − λ is injective, and since D ⊂ Dmax, ADmax − λ is surjective. Thus λ ∈
bg-resA.
Conversely, suppose that λ belongs to the set on the right in the statement of
the lemma. Let R ⊂ x−m/2L2b(M ;E) be the range of ADmin − λ, and let R
⊥ be its
orthogonal. Since ADmin − λ is injective, dimR
⊥ = − indADmin = d
′′. Choose a
basis f1, . . . , fd′′ of R
⊥. Since ADmax −λ is surjective, we may choose u1, . . . , ud′′ ∈
Dmax such that (A−λ)uj = fj for all j. The uj are independent modulo Dmin. Let
D = Dmin ⊕ span{u1, . . . , ud′′}.
Then D ∈ D and AD − λ is invertible, since R is closed. 
Proposition 5.7. Suppose that (5.2) holds and that dimG > 0. Then, for every
λ ∈ C, there is D ∈ G such that λ ∈ specAD.
Proof. Let λ ∈ C. If λ ∈ bg-specA then in fact λ ∈ specAD for any D ∈ G.
Suppose then that λ /∈ bg-specA, so by Lemma 5.6 there is D0 ∈ G such that
AD0−λ is invertible. The hypothesis that dimG > 0 is equivalent to the statement
that the two numbers d′′ = − indADmin and d
′ = indADmax are strictly positive;
recall that their sum is d, the dimension of Dmax/Dmin. Let w ∈ Dmax\D0. Such w
exists because d′′ < d. Let f = (A−λ)w, and let v ∈ D0 be such that (A−λ)v = f .
Then w − v 6= 0 modulo Dmin, and thus is an eigenvector of A. Let D ∈ G contain
w − v; such D exists because d′′ > 0. Then AD − λ has nontrivial kernel. 
We will write Kλ for the kernel of ADmax − λ, λ ∈ bg-resA. For such λ,
dimKλ = indADmax ,
since ADmax − λ is surjective and its index is independent of λ.
Proposition 5.8. Let K =
⊔
λ∈bg-resAKλ and let ρ : K → bg-resA be the natural
map. Then K → bg-resA is a locally trivial Hermitian holomorphic vector bundle.
Proof. Let λ0 ∈ bg-resA, let K
⊥
λ0
be the orthogonal of Kλ0 in Dmax. The operators
A1(λ) = (A− λ)|Kλ0 A2(λ) = (A− λ)|K⊥λ0
are continuous as operators into x−m/2L2b(M ;E) when the domains are given the
graph norm of A, and depend holomorphically on λ. Since A2(λ0) is invertible, the
inverse A2(λ)
−1 exists for λ close to λ0. It is easy to verify that if u0 ∈ Kλ0 , then
u(λ) = u0 −A2(λ)
−1A1(λ)u0 ∈ Kλ
for λ close to λ0. These are, by definition, holomorphic local sections of K. The
statement that K → bg-specA is a locally trivial holomorphic vector bundle follows
by taking local frames near λ0 of the form uj(λ) where the uj form a basis of Kλ0 .
The Hermitian form in K is the one whose restriction to Kλ is the restriction of the
inner product of Dmax to Kλ. 
Note that if u, v ∈ Kλ, then
(u, v)A = (Au,Av) + (u, v) = (1 + |λ|
2)(u, v). (5.9)
Lemma 5.10. Let D ∈ G. The following are equivalent:
(i) λ ∈ resAD;
(ii) λ ∈ bg-resA and Kλ ∩ D = 0;
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(iii) λ ∈ bg-resA and πmaxKλ ∩ πmaxD = 0.
Moreover, if λ ∈ resAD, then
Kλ ⊕D = Dmax and πmaxKλ ⊕ πmaxD = Emax. (5.11)
Proof. To prove the equivalence of (i) and (ii), we recall first that resAD ⊂ bg-resA.
A point λ ∈ C belongs to resAD if and only if ker(AD − λ) = 0, because A is
Fredholm of index 0. But for λ ∈ bg-resA, ker(AD − λ) = Kλ ∩ D. Thus (i) and
(ii) are equivalent.
Suppose that λ ∈ bg-resA. If u ∈ πmaxKλ ∩ πmaxD, then u = φ− v with φ ∈ Kλ
and v ∈ Dmin. Thus φ = u + v ∈ πmaxD + Dmin = D, and so φ ∈ Kλ ∩ D. If
πmaxKλ ∩ πmaxD 6= 0, pick u 6= 0. Then φ 6= 0, so Kλ ∩ D 6= 0. Thus (ii) implies
(iii).
Again suppose that λ ∈ bg-resA. To prove that (iii) implies (ii) we will first
show that πmax|Kλ : Kλ → Emax is injective. Let φ ∈ Kλ. If πmaxφ = 0 then
φ ∈ Dmin. But A − λ is injective on Dmin, so φ = 0. Thus if Kλ ∩ D 6= 0, then
πmaxKλ ∩ πmaxD 6= 0.
To prove the last statement we first observe that
dimKλ + dimD/Dmin = indADmax − indADmin = dim Emax.
This gives, in view of (iii), that πmaxKλ ⊕ πmaxD = Emax. Adding Dmin to both
sides of this formula gives Kλ+D = Dmax, but this sum is direct in view of (ii). 
The lemma gives
specAD = bg-specA ∪ {λ ∈ bg-resA : Kλ ∩ D 6= 0} (5.12)
for any D ∈ G. Since Kλ ∩D = 0 if and only if πmaxKλ ∩ πmaxD = 0, the presence
of spectrum in bg-resA for a given extension AD is a purely finite dimensional
phenomenon. We will exploit this in Section 9 to give estimates for the resolvent
BD(λ) of AD−λ in terms of a canonical right inverse of ADmax −λ, a canonical left
inverse for ADmin − λ, λ ∈ bg-resA, and a finite dimensional projection.
If λ ∈ bg-resA, more generally, if ADmax−λ is surjective, then ADmax−λ admits
a continuous right inverse Bmax(λ), namely, let K
⊥
λ ⊂ Dmax be the orthogonal of
Kλ with respect to the inner product (4.3) (K
⊥
λ may not be, and does not need to
be, an element of G). The operator
(A− λ)|K⊥λ : K
⊥
λ → x
−m/2L2b(M ;E)
is continuous and bijective. Then the inverse, Bmax(λ), of (A−λ)|K⊥λ is continuous.
For each λ ∈ bg-resA, the operator Bmax(λ) has the smallest norm among all
continuous right inverses of ADmax − λ.
The operators Bmax(λ) can be obtained from any family
B′max(λ) : x
−m/2L2b(M ;E)→ Dmax
of continuous right inverses for ADmax − λ by means of the formula
Bmax(λ) = B
′
max(λ) − πKλB
′
max(λ) (5.13)
in which πKλ : Dmax → Kλ is the orthogonal projection on Kλ (with respect to
(4.3)).
The Bmax(λ), as operators x
−m/2L2b(M ;E)→ Dmax, depend continuously, even
smoothly, on λ. To see this, let λ, λ0 ∈ bg-resA. Then
(A− λ)Bmax(λ0) =
(
(A− λ0) + (λ0 − λ)
)
Bmax(λ0) = I + (λ0 − λ)Bmax(λ0).
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Since both Bmax(λ0) : x
−m/2L2b(M ;E) → Dmax and the inclusion ι : Dmax →֒
x−m/2L2b(M ;E) are continuous,
ιBmax(λ0) : x
−m/2L2b(M ;E)→ x
−m/2L2b(M ;E)
is continuous. So if λ is close enough to λ0, then
B′max(λ) = Bmax(λ0)
(
I + (λ0 − λ)ιBmax(λ0)
)−1
is a right inverse for ADmax − λ depending smoothly on λ. Since the πKλ , as
operators Dmax → Dmax, also depend smoothly on λ, the correction (5.13) gives
the smoothness of λ 7→ Bmax(λ).
The operators Bmax(λ) can be used to construct the resolvent of AD −λ for any
D ∈ G, as follows. For each λ ∈ bg-resA such that Kλ ∩ D = 0 let
πKλ,D : Dmax → Kλ
be the projection according to the decomposition (5.11); this is a continuous op-
erator. Noting that λ ∈ resA if and only if λ ∈ bg-resA and Kλ ∩ D = 0, define
BD(λ) = Bmax(λ)− πKλ,DBmax(λ). (5.14)
Then πKλ,DBD(λ) = 0, so BD(λ) maps into D. Since (A − λ)πKλ,D = 0, BD(λ) is
a right inverse for AD − λ, which must also be the left inverse because AD − λ is
invertible.
The canonical left inverse for ADmin − λ is constructed in an analogous manner.
Let Rλ be the range of ADmin − λ, λ ∈ bg-resA (more generally, one can let λ
belong to the set where ADmin − λ is injective). Since ADmin − λ is injective if
λ ∈ bg-resA, ADmin − λ : Dmin → Rλ has a continuous left inverse B
0
min(λ). The
orthogonal R⊥λ has dimension − indADmin . Let Bmin(λ) be the composition of the
orthogonal projection on Rλ followed by B
0
min(λ). Viewing R
⊥
λ as the kernel of
A⋆ − λ on Dmax(A
⋆), we see that
⊔
λ∈bg-specARλ is a smooth (anti-holomorphic)
vector bundle over bg-resA. An analysis similar to that done for Bmax(λ) gives
that Bmin(λ) depends smoothly on λ ∈ bg-resA.
If B′min(λ) is a left inverse for ADmin−λ, λ ∈ bg-resA, and πRλ is the orthogonal
projection on Rλ (in x
−m/2L2b(M ;E)), then
Bmin(λ) = B
′
min(λ)πRλ , (5.15)
and so
‖Bmin(λ)‖L (x−m/2L2b,Dmax) ≤ ‖B
′
min(λ)‖L (x−m/2L2b,Dmax).
Let D ∈ G and let BD(λ) be the resolvent of AD − λ. It is immediate that the
formula
BD(λ) = Bmin(λ) +
(
I −Bmin(λ)(A − λ)
)
BD(λ) (5.16)
holds. Replacing (5.14) in this formula we get
BD(λ) = Bmax(λ)−
(
I −Bmin(λ)(A − λ)
)
πKλ,DBmax(λ). (5.17)
Letting πmin = I − πmax we see that that
πKλ,D = πKλ,D(πmax + πmin) = πKλ,Dπmax. (5.18)
The operator I −Bmin(λ)(A − λ) is a projection with kernel Dmin so
I −Bmin(λ)(A − λ) =
(
I −Bmin(λ)(A − λ)
)
πmax.
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Thus we arrive at
BD(λ) = Bmax(λ)−
(
I −Bmin(λ)(A − λ)
)
πmaxπKλ,DπmaxBmax(λ), (5.19)
a formula which will prove to be very useful.
Remark 5.20. The range of the projector I−Bmin(λ)(A−λ) containsKλ so there is
no difference between (5.17) and (5.14). Writing BD(λ) in the form (5.19) separates
the geometric information, in πmaxπKλ,Dπmax, from analytic contributions.
We now focus on πmaxπKλ,Dπmax, in particular its norm as a map Emax → Emax.
Lemma 5.21. Let D ∈ G. Suppose λ ∈ bg-resA and Kλ ∩ D = 0. Then
πmaxπKλ,D
∣∣
Emax
is the projection on πmaxKλ according to the decomposition Emax =
πmaxKλ ⊕ πmaxD.
Proof. The map πmaxπKλ,D
∣∣
Emax
is a projection. Indeed, in view of (5.18),
πmaxπKλ,DπmaxπKλ,D
∣∣
Emax
= πmaxπKλ,DπKλ,D
∣∣
Emax
= πmaxπKλ,D
∣∣
Emax
,
The operator πmaxπKλ,D
∣∣
Emax
has kernel containing πmaxD, since the latter space is
contained in D, and range contained in πmaxKλ. To complete the proof we only need
to show that kerπmaxπKλ,D
∣∣
Emax
= πmaxD. Suppose that u ∈ kerπmaxπKλ,D
∣∣
Emax
.
Then φ = πKλ,Du ∈ Kλ has the property that πmaxφ = 0. Thus φ ∈ Dmin. But since
A−λ is injective on Dmin (since λ ∈ bg-resA), φ = 0. That is, u ∈ kerπKλ,D. Since
u is already in Emax, this gives u ∈ D ∩ Emax. But the latter space is πmaxD. 
In the course of the proof of Lemma 5.10 we showed that if λ ∈ bg-resA, then
πmax|Kλ : Kλ → Emax is injective. Thus, since the spaces Kλ have dimension
d′ = indADmax , we have a map
bg-resA ∋ λ 7→ πmaxKλ ∈ Grd′(Emax).
Write Kmax for this map, so Kmax(λ) = πmaxKλ. If λ0 ∈ bg-resA, let φ1, . . . , φd′
be a holomorphic frame of K, cf. Proposition 5.8, near λ0. Thus, in addition to
independence, the maps λ 7→ φj(λ) are holomorphic for λ near λ0. If u1, . . . , ud is
an orthonormal basis of Emax, then Kmax(λ) is spanned by the vectors
πmaxφj(λ) =
∑
k
(φj(λ), uk)uk,
which depend holomorphically on λ. Thus Kmax : bg-resA → Grd′(Emax) is holo-
morphic.
If D ∈ G, then Lemma 5.10 asserts that λ ∈ bg-resA ∩ specAD if and only if
πmaxKλ ∩ πmaxD 6= 0. Writing W = πmaxD, let
VW = {V ∈ Grd′(Emax) : V ∩W 6= 0}.
Then
λ ∈ bg-resA ∩ specAD ⇐⇒ Kmax(λ) ∈ VW .
Definition 5.22. For any nonnegative integer d0 ≤ d and W ∈ Grd0(Emax) let
VW = {V ∈ Grd−d0(Emax) : V ∩W 6= 0}.
If D ∈ D, we write VD for VπmaxD.
Thus specAD is the union of bg-specA and the pre-image of VD under the map
Kmax.
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Proposition 5.23. The set VW ⊂ Grd′(Emax) is a variety of (complex) codimen-
sion 1. For each D ∈ G,
specAD = bg-specA ∪ K
−1
max(VD).
This is a disjoint union.
Proof. We already showed the second statement. To prove the first statement, fix
an ordered basis u = [u1, . . . , ud] for Emax. Pick some point V0 ∈ Grd′(Emax) and
let Φ = [φ1, . . . , φd′ ] be a holomorphic local section defined near V0 of the bundle
of ordered bases of the canonical bundle over Grd′(Emax). Thus
Φ(V) = u · Z(V)
for some matrix Z(V) ∈ Md×d
′
(C) depending holomorphically on V . Let Ψ =
[ψ1, . . . , ψd′′ ] be a basis of W , so Ψ = u ·W with W ∈M
d×d′′(C). Then
f(V) = det[Z(V)|W ]
is holomorphic in V . Since [Φ(V),Ψ] fails to be a basis of Emax if and only if
V ∩W 6= 0, f(V) vanishes if and only if V ∩W 6= 0. Thus VW is a complex variety
of codimension 1. 
The norm of the factor πmaxπKλ,Dπmax in (5.19), defined for λ ∈ bg-resA\ specA,
can be estimated in quite simple terms. Using Lemma 5.21, the problem is generally
to estimate, for any W ∈ Grd0(Emax) and V ∈ Grd−d0(Emax)\VW , the norm of the
projection
πV,W : Emax → Emax (5.24)
on V according to the decomposition Emax = V ⊕W . We assume that the integer
d0 satisfies 0 < d0 < d.
Let then W ∈ Grd0(Emax). Fix ordered orthonormal bases u = [u1, . . . , ud]
for Emax and Ψ = [ψ1, . . . , ψd0 ] for W . Let V ∈ Grd−d0(Emax) and let Φ =
[φ1, . . . , φd−d0 ] be an ordered orthonormal basis of V . There are unique matrices
V ∈Md×(d−d0)(C), W ∈Md×d0(C) such that
Φ = u · V, Ψ = u ·W
Define
δ(V ,W) = | det[V |W ]|.
The columns of V , likewise the columns of W , form an orthonormal set of vectors
in Cd. We claim that δ(V ,W) is independent of the choices of orthonormal bases
Φ and Ψ. Indeed, if Φ′ and Ψ′ are other choices of ordered orthonormal bases of,
respectively, V and W , then Φ′ = Φ · U1, Ψ
′ = Ψ · U2 with unitary matrices U1
and U2. Thus Φ
′ = u · V U1 and Ψ
′ = u ·WU2. But
[V U1,WU2] = [V |W ]
[
U1 0
0 U2
]
so | det[V U1|WU2]| = | det[V |W ] detU1 detU2| = | det[V |W ]| since unitary matrices
have determinant of modulus 1. Thus we get a globally defined function
δ : Grd−d0(Emax)×Grd0(Emax)→ R.
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This function is clearly continuous, and VW is the set of zeros of V 7→ δ(V ,W).
Suppose V /∈ VW and let πV,W : Emax → V be the projection (5.24) on V . The
basis u can be written in terms of the basis [Φ,Ψ], as
u = [Φ,Ψ] ·Q
where Q is the inverse of P = [V |W ]. Let P˜ be the matrix of minors of P , so that
Q = (detP )−1P˜ . The entries of P˜ are polynomials of degree d− 1 in the entries of
P . Since the columns of the latter matrix are vectors in the unit sphere in Cd, the
entries p˜jk of P˜ are bounded by a constant independent of P . If u =
∑
aℓuℓ ∈ Emax,
then the two terms in
u =
[
1
detP
d−d0∑
k=1
φk
d∑
ℓ=1
p˜kℓ a
ℓ
]
+
[
1
detP
d0∑
k=1
ψk
d∑
ℓ=1
p˜k+d−d0ℓ a
ℓ
]
correspond to the decomposition Emax = V ⊕W . Thus
πV,Wu =
1
detP
d−d0∑
k=1
φk
d∑
ℓ=1
p˜kℓ a
ℓ.
This gives:
Lemma 5.25. Let W ∈ Grd0(Emax) and let V ∈ Grd−d0(Emax)\VW . Then
‖πV,W‖ ≤
C
δ(V ,W)
.
The constant C is independent of V.
The question arises as to whether there is D ∈ G such that specAD is discrete.
The following proposition shows that if there is one such domain, then the set
of such domains is open and connected, and its complement is a set with empty
interior.
Proposition 5.26. The set
V = {D ∈ G : specAD = C}
is a variety. Thus, since G is connected, V 6= G if and only if V has empty interior.
Proof. We identify G with Grd′′(Emax) using the map (5.3). Let γ → Grd′′(Emax)
be the canonical vector bundle. This is a holomorphic vector bundle. Let D0 ∈ G
and let u1, . . . , ud′′ be a holomorphic frame for γ in a neighborhood U of D0. Thus,
if u01, . . . , u
0
d is a basis of Emax, then
uj(D) =
d∑
ℓ=1
gℓj(D)u
0
ℓ , j = 1, . . . , d
′′
with holomorphic functions gℓj : U → C. Any u ∈ D ∈ U can be written uniquely
as
u = v +
d′′∑
j=1
αjuj(D)
with v ∈ Dmin. For D ∈ U define F (D) : D0 → D by
F (D)(v +
d′′∑
j=1
αjuj(D0)) = v +
d′′∑
j=1
αjuj(D), v ∈ Dmin.
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This operator is bijective, and continuous in the graph norm of A. The operators
A(D, λ) = (A− λ) ◦ F (D) : D0 → x
−m/2L2b(M ;E)
depend holomorphically on (D, λ) ∈ U × C, and the invertibility of AD − λ is
equivalent to the invertibility of A(D, λ).
If D0 /∈ V, then there is λ0 /∈ specAD0 , and therefore, there is a neighborhood
U ′ ⊂ U of D0 and ε > 0 such that A(D, λ) is invertible for (D, λ) ∈ U
′ ×B(λ0, ε),
where B(λ0, ε) is the open disc in C with center λ0 and radius ε. Thus U
′ is disjoint
from V, which proves that V is closed.
Suppose that λ0 ∈ specAD0 , let K = ker(AD0 −λ0), and let K
⊥ be the orthogo-
nal of K in D0. Let R = (A−λ0)(D0), let R
⊥ be the orthogonal in x−m/2L2b(M ;E)
of R, and let πR and πR⊥ be the respective orthogonal projections. Define
A11 = πR⊥A(D, λ)|K A12 = πR⊥A(D, λ)|K⊥
A21 = πRA(D, λ)|K A22 = πRA(D, λ)|K⊥
so that
A(D, λ) =
[
A11 A12
A21 A22
]
:
K
⊕
K⊥
→
R⊥
⊕
R
.
The operators Aij are continuous as operators into their target spaces as subspaces
of x−m/2L2b(M ;E) when their domains are given the graph norm of A, and depend
holomorphically on (D, λ) for D ∈ U and λ close to λ0. Since A22(D0, λ0) is
invertible, we can, perhaps after shrinking U , find ε > 0 such that A22(D, λ) is
invertible if D ∈ U × B(λ0, ε). If (D, λ) ∈ U ×B(λ0, ε), the elements of the kernel
of AD − λ are in one-to-one correspondence with the elements in the kernel of
A = A11 −A12A
−1
22 A21 : K → R
⊥
via the map
kerA ∋ u 7→ u−A−122 A21u ∈ kerA(D, λ)
∼= kerAD − λ.
Since AD has index 0, K and R
⊥ have the same dimension. Picking bases of K and
R⊥ we can define a determinant f(D, λ) for A. Since A depends holomorphically
on (D, λ), so does f(D, λ). The set
{(D, λ) ∈ U ×B(λ0, ε) : f(D, λ) = 0}
is the intersection of
specA = {(D, λ) ∈ G× C : λ ∈ specAD}
with U ×B(λ0, ε) (thus specA is a variety). Write f as
f(D, λ) =
∞∑
ℓ=0
fℓ(D)(λ − λ0)
ℓ;
the functions fℓ are holomorphic in U . If D ∈ U ∩ V, then f(D, λ) = 0 for all
λ ∈ B(λ0, ε), so fℓ(D) = 0. And if this condition holds for D, then f(D, λ) = 0.
So V ∩ U is the set of common zeros of the functions fℓ : U → C, and V is a
variety. 
The following gives examples where V is not empty.
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Example 5.27. Let A = e−iρxDx on the interval [−1, 1], with ρ ∈ C, ρ 6= 0. This
is a cone operator:
A = (1 − x2)−1e−iρx(1− x2)Dx
and (1 − x2) vanishes simply at x = ±1. We consider this operator initially as an
unbounded operator
C∞0 (−1, 1) ⊂ (1− x
2)−1/2L2b(−1, 1)→ (1 − x
2)−1/2L2b(−1, 1)
with the measure m = (1 − x2)−1dx. The space (1 − x2)−1/2L2b(−1, 1) is just
L2(−1, 1) with the measure dx, so the domains of the minimal and maximal exten-
sions are, respectively, the standard Sobolev spaces H10 [−1, 1] and H
1(−1, 1). Since
H1(−1, 1) consists of continuous functions on [−1, 1], the elements in Dmax can be
evaluated at x = −1 and at x = 1. The Mellin transforms at either boundary
of elements of (1 − x2)−1/2L2b(−1, 1) are holomorphic in ℑσ > 1/2, of course. To
compute the conormal symbol of P = e−iρx(1 − x2)Dx at x = −1 let xL = 1 + x.
Then
P = (2 − xL)e
−iρ(xL−1)xLDxL = 2e
−iρ(xL−1)xLDxL − xLe
−iρ(xL−1)xLDxL
so the conormal symbol of P at x = −1 with respect to xL is 2σe
iρ, giving a simple
pole at σ = 0 for the inverse of the conormal symbol. If u ∈ Dmax, its value at
x = −1 is essentially the residue at σ = 0 of the Mellin transform of u. Using
xR = 1− x as defining function for {x = 1} we get
P = −(2− xR)e
−iρ(1−xR)xRDxR = −2e
−iρ(1−xR)xRDxR + xRe
−iρ(1−xR)xRDxR
and the conormal symbol at that boundary is −2σe−iρ. Since the only point in
specb(P ) is 0, we deduce that Dmin = (1 − x
2)1/2H1b and that
Dmin = {u ∈ Dmax : u(−1) = u(1) = 0}.
The operator A with the minimal domain is injective. The formal adjoint of A is
A⋆ = eiρx(Dx + ρ), and the Hilbert space adjoint of ADmin is A
⋆ with its maximal
domain, D⋆max. The latter contains the function e
−iρx, which spans the kernel of
A⋆, so the index of ADmin is −1. This also gives that the index of ADmax is +1.
The domains on which A has index 0 are of the form
Dα−,α+ = {u ∈ Dmax : α−u(−1) + α+u(1) = 0}
with (α−, α+) ∈ C
2\0. If z 6= 0 then (zα−, zα+) determines the same domain as
(α−, α+), so G, the manifold of domains where A has index 0, is CP
1 = S2.
Fix some (α−, α+) ∈ C
2\0. The kernel of (A− λ) on Dmax is spanned by
hλ(x) = e
λeiρx/ρ.
The condition that hλ ∈ Dα−,α+ is
α−e
λe−iρ/ρ + α+e
λeiρ/ρ = 0,
equivalently
α− + α+e
2iλρ−1 sin ρ = α− + α+e
λ[eiρ−e−iρ]/ρ = 0.
Thus, if ρ ∈ πZ (ρ 6= 0), then α− + α+ = 0 implies specADα−,α+ = C while
α− + α+ 6= 0 implies specADα−,α+ = ∅. And if ρ /∈ πZ, then for any (α+, α−) ∈
C
2\0, the spectrum of ADα−,α+ is discrete, and empty if either α− or α+ = 0.
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6. Selfadjointness
We now discuss the important case where A is symmetric on Dmin from the
perspective of Section 5. The selfadjoint extensions of such operators were studied
by Lesch [5]. Suppose A is such a c-elliptic symmetric operator. Since
‖(A− λ)u‖ ≥ |ℑλ|‖u‖ if u ∈ Dmin,
ADmin − λ is injective when ℑλ 6= 0. Since A is Fredholm and the Hilbert space
adjoint of ADmin is A with domain Dmax, ADmax − λ is surjective if ℑλ 6= 0. Since
the operators ADmin−λ are Fredholm and depend continuously on λ, the indices at
λ = i and λ = −i are equal. So the deficiency indices are the same, and A admits
selfadjoint extensions. If AD is one such extension, then specAD ⊂ R, therefore
bg-specA is a discrete subset of R.
The Dirichlet form of a general cone operator A is the sesquilinear form
[u, v]A = (Au, v)− (u,A
⋆v), u ∈ Dmax(A), v ∈ Dmax(A
⋆). (6.1)
It has the property that
[u, v]A = [πmaxu, πmaxv]A,
because [πmaxu, πminv]A = [πminu, πminv]A = 0 for any u and v. Moreover, the
induced sesquilinear pairing
Emax(A)× Emax(A
⋆)→ C is nonsingular (6.2)
(cf. Theorems 7.11 and 7.17 in [4]). If D ∈ D(A), let JD ∈ D(A⋆) be the
annihilator of D with respect to the pairing (6.1). Thus if D ∈ D, then the Hilbert
space adjoint of AD is A
⋆
JD. We will prove in a moment that the mapping J :
D(A) → D(A⋆) is real-analytic. Let J ⋆ : D(A⋆) → D(A) be the analogously
defined map. Clearly J ⋆J is the identity. If A is symmetric on Dmin and D ∈ G,
then J : G→ G, J ⋆ = J , and AD is selfadjoint if and only if D is a fixed point of
J . Such domains will be called selfadjoint.
Lemma 6.3. Let A be an arbitrary c-elliptic cone operator.
(i) If u ∈ Emax(A), then Au ∈ Emax(A
⋆). The map
Emax(A) ∋ u 7→ Au ∈ Emax(A
⋆)
is an isometry.
(ii) If u ∈ Emax(A) and v ∈ Dmax(A
⋆), then
(Au, v)A⋆ = [u, v]A.
(iii) Let D ∈ D(A). If u ∈ D∩Emax(A), then Au is orthogonal to JD with respect
to the inner product defined by A⋆.
Proof. To prove the first assertion in (i), suppose u ∈ Emax(A). Then Au ∈
Dmax(A
⋆). In addition, A⋆Au = −u, so AA⋆(Au) = −Au, that is, Au ∈ Emax(A
⋆).
If u, v ∈ Emax(A), then
(Au,Av)A⋆ = (A
⋆Au,A⋆Av) + (Au,Av) = (u, v) + (Au,Av) = (u, v)A.
For part (ii), suppose u and v are as indicated. Then
(Au, v)A⋆ = (A
⋆Au,A⋆v) + (Au, v) = (−u,A⋆v) + (Au, v) = [u, v]A.
For part (iii) we observe that if u ∈ D and v ∈ JD, then [u, v]A = 0, and use part
(ii). 
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Proposition 6.4. The mapping J : D(A)→ D(A⋆) is real-analytic.
Proof. Let D0 ∈ D(A), and let φ1, . . . , φd be an A-orthonormal basis of Emax(A)
whose first d0 elements form a basis of D0 ∩ Emax(A). Let ψj = Aφj , j = 1, . . . , d.
The ψj form an orthonormal basis of Emax(A
⋆), by part (i) of Lemma 6.3. Therefore,
by part (ii) of the same lemma,
[φj , ψk]A = δjk. (6.5)
We deduce that
JD0 = span{ψd0+1, . . . , ψd} ⊕ Dmin(A
⋆).
Write Φ1 = [φ1, . . . , φd0 ], Φ2 = [φd0+1, . . . , φd], and analogously Ψ1, Ψ2. The set
{span(Φ1 +Φ2 · Z) : Z ∈M
(d−d0)×d0(C)}
is a neighborhood of D0 in (a component of) D(A), and the map
Z 7→ span(Φ1 +Φ2 · Z)
is the inverse of a holomorphic chart. Likewise, parametrize the (d−d0)-dimensional
subspaces of Emax(A
⋆) in a neighborhood of JD0 by
W 7→ span(Ψ2 +Ψ1 ·W )
with W ∈Md0×(d−d0)(C). The condition that the vector space spanned by
ψk+d0 +
d0∑
j=1
W jkψj , k = 1, . . . , d− d0
is [·, ·]A-orthogonal to
φj +
d−d0∑
k=1
Zkj φk+d0 , j = 1, . . . , d0
is Zkj +W
j
k = 0 because of (6.5). Thus, in coordinates, J maps the space determined
by Z to the space determined by W = −Z∗. We conclude that J is real-analytic.

Since J is real-analytic, its set of fixed points is a real-analytic variety. In fact:
Proposition 6.6. Let A be symmetric on Dmin. The set SA of domains D ∈ G
such that AD is selfadjoint is a real-analytic (smooth) submanifold of G of codi-
mension (d′)2, d′ = indADmax .
Proof. If indADmax = 0 then also indADmin = 0, Dmin = Dmax, and ADmin is
the only selfadjoint extension of A. Assume then that indADmax > 0 and pick a
selfadjoint domain D0. Let φ1, . . . , φd′ be an orthonormal basis of D0 ∩Emax. Then
[φj , φk]A = 0. By part (i) of Lemma 6.3, (Aφj , Aφk)A = δjk. Thus by part (ii),
[φj , Aφk]A = (Aφj , Aφk)A = δjk. Also by part (ii), [Aφj , Aφk]A = −(φj , Aφj)A,
which vanishes by part (iii). As above, write Φ1 = [φ1, . . . , φd′ ] and let Φ2 =
[Aφ1, . . . , Aφd′ ]. So a neighborhood U ⊂ G of D0 is parametrized by the vector
spaces associated with the bases Φ1+Φ2 ·Z, Z ∈ gl(C, d
′). Writing the components
of Φ1 +Φ2 · Z as
φj +
d′∑
k=1
Zkj Aφk, j = 1, . . . , d
′
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we see that the selfadjoint domains in U are those that satisfy
Zjk − Z
k
j = 0
(i.e., Z is a selfadjoint matrix). These equations represent (d′)2 real-analytic con-
ditions. 
Proposition 6.7. Let A be symmetric on Dmin and assume that − indADmin > 0.
For any λ ∈ R there is D ∈ SA such that λ ∈ specAD.
Proof. If λ belongs to bg-specA, then λ already belongs to the spectrum of any
extension, selfadjoint or not, of A. Suppose λ ∈ bg-resA. If u, v ∈ Kλ, cf.
Proposition 5.8, then
[u, v]A = 2iℑ(λ)(u, v),
so if λ is real, then the Dirichlet form of A vanishes on Kλ. Since
dimKλ = indADmax = − indADmin ,
and since πmax is injective on Kλ,
Dλ = Kλ +Dmin (6.8)
is an element of G on which the Dirichlet form vanishes. Thus AD is selfadjoint,
and λ ∈ specAD. 
Note that there is no assumption on semiboundedness of A.
Proposition 6.9. Let A be symmetric on Dmin. Then
bg-specA =
⋂
D∈SA
specAD. (6.10)
Proof. If indADmin = 0, then G = {Dmin} and bg-specA = specADmin . Since
ADmin is already selfadjoint, (6.10) is an identity.
Suppose then that − indADmin > 0. Denote the set on the right in (6.10) by S.
From the definition of bg-specA we get bg-specA ⊂ S.
To prove the opposite inclusion suppose that λ0 ∈ bg-resA. If ℑλ0 6= 0, then
λ0 /∈ S, since S ⊂ R. If λ0 ∈ R ∩ bg-resA, consider ADλ0 , where Dλ0 is as in
(6.8). From the proof of Proposition 6.7 we know that ADλ0 is selfadjoint. Since
ADλ0 is Fredholm and specADλ0 6= C, this spectrum is discrete. Since Kλ0 ⊂ Dλ0 ,
λ0 ∈ specADλ0 . We can therefore find a neighborhood U ⊂ bg-resA of λ0 with
the property that U ∩ specADλ0 = {λ0}. We claim that if λ ∈ U\{λ0}, then
λ0 /∈ specADλ . To see this, let λ ∈ U and assume that λ0 ∈ specADλ . Then
Kλ0 ∩Dλ 6= 0. Thus there are φ ∈ Kλ0 with φ 6= 0, and ψ ∈ Kλ, v ∈ Dmin such that
φ = ψ + v. The element φ − v ∈ Dλ0 is equal to ψ, so Dλ0 ∩ Kλ 6= 0. Necessarily
ψ 6= 0, since πmaxφ = πmaxψ and φ 6= 0. Thus λ ∈ U ∩ specADλ0 , which implies
λ = λ0. It follows that if λ ∈ U ∩ R\λ0, then Dλ ∈ SA and λ0 /∈ specADλ , hence
λ0 /∈ S. Therefore S ⊂ bg-specA. 
7. The model operator
In this section we focus on the spectra of closed extensions of the operator A∧, cf
(3.8). We continue to assume that the operator A ∈ x−mDiffmb (M ;E) is c-elliptic.
We will usually write D∧,min for Dmin(A∧) and D∧,max for Dmax(A∧). Recall that
the inner product on D∧,max is given by (4.10). The nature of D∧,min was described
in Proposition 4.9. We also noted there that D∧,max/D∧,min is finite dimensional.
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Because of the finite dimensionality of this quotient, many of the results concerning
the closed extensions of A find their analogue in the situation at hand, despite the
fact that neither of the operators
A∧ : D∧,min ⊂ x
−m/2L2b(Y
∧;E)→ x−m/2L2b(Y
∧;E)
nor
A∧ : D∧,max ⊂ x
−m/2L2b(Y
∧;E)→ x−m/2L2b(Y
∧;E)
needs to be Fredholm. On the other hand, the homogeneity property
A∧ − λ = ̺
mκ̺(A∧ − λ/̺
m)κ−1̺ for every ̺ > 0 (7.1)
of A∧ − λ, λ ∈ C, cf. (3.11), not available in such simple form in the case of A,
permits an essentially complete understanding of the spectra and resolvents for the
closed extensions of A∧.
We begin our analysis with:
Definition 7.2. The background spectrum of A∧ is the set
bg-specA∧ = {λ ∈ C : λ ∈ specA∧,D ∀D ∈ D∧}.
The complement of this set, bg-resA∧, is the background resolvent set.
The analogue
bg-resA∧ = {λ ∈ C : A∧,Dmin − λ is injective and A∧,Dmax − λ is surjective}
of Lemma 5.6 holds for A∧ in place of A, with the same proof.
Lemma 7.3. If λ ∈ bg-resA∧ and D ∈ D∧, then A∧,D − λ is Fredholm. The set
bg-resA∧ is a union of open sectors.
Proof. Let λ ∈ bg-resA∧. Since D∧,max/D∧,min is finite dimensional and A∧ − λ is
injective on D∧,min, A∧,Dmax −λ has finite dimensional kernel. Thus A∧,Dmax −λ is
Fredholm, and so is its restriction to any subspace of D∧,max of finite codimension.
Next, suppose that λ0 ∈ bg-resA∧ and let λ = ̺
mλ0. Since κ̺ is invertible and
A∧ − λ = ̺
mκ̺(A∧ − λ0)κ
−1
̺ ,
A∧− λ is injective on D∧,min and surjective on D∧,max. Thus the ray {rλ0 : r > 0}
is contained in bg-resA∧. Since λ0 ∈ bg-resA∧, A∧ − λ0 admits a continuous
left inverse B(λ0) : x
−m/2L2b(Y
∧;E) → D∧,min. Since the inclusion D∧,min →֒
x−m/2L2b(Y
∧;E) is continuous, the formula
B(λ0)(A∧ − λ) = I + (λ0 − λ)B(λ0)
gives that (A∧,min−λ) admits a left inverse if λ is close to λ0. Likewise (A∧,max−λ)
admits a right inverse if λ is close to λ0. So bg-resA∧ is open. Therefore its
connected components are open sectors. 
Label the connected components of bg-resA∧ by
◦
Λα, α ∈ I ⊂ N. Since the
inclusion map D →֒ x−m/2L2b(Y
∧;E) is continuous for any D ∈ D∧,
◦
Λα ∋ λ 7→ ind(A∧,D − λ)
is constant, and
ind(A∧,D − λ) = ind(A∧,Dmin − λ) + dimD/D∧,min, λ ∈ bg-resA∧.
Let
d′α = ind(A∧,Dmax − λ), d
′′
α = − ind(A∧,Dmin − λ), λ ∈
◦
Λα
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and let
G∧,α = {D ∈ D∧ : dimD/D∧,min = d
′′
α}, α ∈ I.
The elements of G∧,α are thus the domains D for which A∧,D−λ has index 0 when
λ ∈
◦
Λα. Write E∧,max for the orthogonal of D∧,min in D∧,max. Using that
D∧ ∋ D 7→ D ∩ E∧,max
is a bijection onto the set of finite dimensional subspaces of E∧,max we give each of
the G∧,α the structure of a complex manifold.
The proofs of the following lemma and proposition parallel the arguments in the
proofs of Propositions 5.7 and 5.26, respectively.
Lemma 7.4. For every α ∈ I such that dimG∧,α,0 > 0 and every λ ∈
◦
Λα there is
D0 ∈ G∧,α such that λ ∈ specA∧,D0 .
Proposition 7.5. For every α ∈ I the set
Vα = {D ∈ G∧,α :
◦
Λα ⊂ specA∧,D}
is a variety.
If D ∈ D∧, then κ̺D is again an element of D∧. Indeed,
D∧,min ⊂ κ̺D ⊂ D∧,max
since both D∧,min and D∧,max are κ-invariant. Define
κ̺ : D∧ → D∧, κ̺(D) = κ̺D.
Since κ̺D∧,min = D∧,min,
π∧,maxκ̺ = π∧,maxκ̺π∧,max,
and therefore the map
R ∋ ξ 7→ π∧,maxκeξ
∣∣
E∧,max
: E∧,max → E∧,max (7.6)
is a (continuous) one-parameter group of isomorphisms of E∧,max, necessarily given
by exponentiation of its infinitesimal generator. So (7.6) extends to a holomorphic
action of C on E∧,max. We will use the notation κ̺(V) for π∧,maxκ̺(V) when
V ⊂ E∧,max is a subspace.
Proposition 7.7. Let d0 < d = dim E∧,max be a nonnegative integer. The map
R×Grd0(E∧,max) ∋ (ξ,V) 7→ κeξV ∈ Grd0(E∧,max)
extends to a holomorphic map
κexp : C×Grd0(E∧,max)→ Grd0(E∧,max)
with the property that
κexp(ζ + ζ
′,V) = κexp(ζ,κexp(ζ
′,V))
for all ζ, ζ′ ∈ C and V ∈ Grd0(E∧,max). In particular, for each V ∈ Grd0(E∧,max),
the curve
R ∋ ξ 7→ κeξV ∈ Grd0(E∧,max)
is real-analytic, and the infinitesimal generator of the group action κexp is the real
part of a holomorphic vector field.
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Proof. The proof is an elementary argument on Grassmannian varieties. Let V0 ∈
Grd0(E∧,max) and pick a basis Φ = [φ1, . . . , φd] of E∧,max whose first d0 elements
form a basis of V0. Then π∧,maxκeζ
∣∣
E∧,max
sends the basis Φ to the basis Φ · κ(ζ)
whose j-th component is
d∑
k=1
φkκ
k
j (ζ);
the matrix κ(ζ) = [κkj (ζ)] depends holomorphically on ζ. Let Φ1 = [φ1, . . . , φd0 ],
Φ2 = [φd0+1, . . . , φd]. If Z ∈M
(d−d0)×d0(C) is a (d− d0)× d0 matrix with complex
entries, then Φ2 · Z is defined, the entries of Φ1 +Φ2 · Z are independent, and
V(Z) = span(Φ1 +Φ2 · Z) ⊂ E∧,max
defines an element of the Grassmannian Grd0(E∧,max). For a fixed basis Φ the
collection of elements V(Z) is a neighborhood U of V0 and Z 7→ V(Z) is the inverse
of a holomorphic chart of Grd0(E∧,max). Write the d× d matrix κ(ζ) in block form,
κ(ζ) =
[
κ11(ζ) κ
1
2(ζ)
κ21(ζ) κ
2
2(ζ)
]
,
with κ11(ζ) ∈M
d0×d0(C). With this notation, π∧,maxκeζ
∣∣
Emax
maps the components
of Φ1 +Φ2 · Z to the components of
Φ1 ·
(
κ11(ζ) + κ
1
2(ζ)Z
)
+Φ2 ·
(
κ21(ζ) + κ
2
2(ζ)Z
)
.
If Z belongs to a bounded set in M (d−d0)×d0(C) then for ζ small enough the matrix
κ11(ζ) + κ
1
2(ζ)Z is invertible, since κ(0) = I, and we get from
{Φ1 +Φ2 ·
(
κ21(ζ) + κ
2
2(ζ)Z
)(
κ11(ζ) + κ
1
2(ζ)Z
)−1
} ·
(
κ11(ζ) + κ
1
2(ζ)Z
)
that κeζ maps the point in U of coordinates Z to the point in U of coordinates(
κ21(ζ)+κ
2
2(ζ)Z
)(
κ11(ζ)+κ
1
2(ζ)Z
)−1
. The latter is a holomorphic function of ζ and
Z. 
If D ∈ D∧, then D = π∧,maxD ⊕D∧,min. Therefore
κeξD = (π∧,maxκeξπ∧,maxD)⊕D∧,min
for real ξ. For ζ ∈ C, define
κeζD = (π∧,maxκeζπ∧,maxD)⊕D∧,min.
The κeξ : Grd0(E∧,max) → Grd0(E∧,max) with ξ ∈ R form a one-parameter group
of biholomorphisms. Let T∧ be the infinitesimal generator. The points where T∧
vanishes are the fixed points of κeξ . The vector field T∧ is the real part of a
holomorphic vector field T ′∧ (a holomorphic section of T
1,0D∧). Since T∧ vanishes
at a point if and only if T ′∧ vanishes at that point, we have that the set of fixed
points of κeξ in each Grd0(E∧,max) is an analytic variety.
Corollary 7.8. The set of κ-invariant domains in D∧ is an analytic variety.
Thus the set of κ-invariant domains is a small set.
Remark 7.9. By Lemma 5.12 of [4], a subspace of E∧,max is κ-invariant if and only
if it is a direct sum of subspaces E˜j ⊂ Eσj (A∧), each of which is itself κ-invariant.
The set of κ-invariant subspaces of Eσj (A∧) of a given dimension needs not be a
discrete subset of the corresponding Grassmannian.
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Again as in Section 5, let
K∧,λ = ker(A∧,Dmax − λ), λ ∈ bg-resA∧.
The proof of Proposition 5.8 gives that the K∧,λ are the fibers of a Hermitian
holomorphic vector bundle
K∧ → bg-resA∧ (7.10)
over bg-resA∧; the rank of K∧|
◦
Λα is the number d
′
α, which may change with α.
Lemma 7.11. Let λ ∈ bg-resA∧. The map κ̺ sends K∧,λ to K∧,̺mλ, and so gives
a vector bundle morphism K∧ → K∧.
Proof. Writing (7.1) in the form
A∧ − λ = ̺
−mκ−1̺ (A∧ − ̺
mλ)κ̺ for every ̺ > 0, (7.12)
and letting each member of this identity act on φ ∈ K∧,λ, we see that κ̺φ ∈
K∧,̺mλ. 
Lemma 5.10 has a word by word translation to the situation at hand and if
D ∈ G∧,α, then
λ ∈ resA∧,D ∩
◦
Λα ⇐⇒ K∧,λ ∩ D = 0. (7.13)
For such λ,
K∧,λ ⊕D = D∧,max. (7.14)
Let
K∧,max(λ) = π∧,maxK∧,λ.
Then
◦
Λα ∋ λ→ K∧,max(λ) ∈ Grd′α(E∧,max)
is holomorphic.
Suppose that λ0 ∈
◦
Λα and let Γ = {rλ0 : r > 0} be the ray through λ0. In view of
Lemma 7.11, the set specA∧,D∩Γ will not contain points λ with |λ| large if and only
if κ̺K∧,λ0 ∩D = 0 for ̺ large. With the notation introduced in Definition 5.22 (of
course with Emax replaced by E∧,max), this will happen if and only if κ̺K∧,max(λ0) /∈
Vπ∧,maxD for large ̺. Since Vπ∧,maxD ⊂ Grd′α(E∧,max) is of complex codimension
1 and ̺ 7→ κ̺K∧,max(λ0) is a real curve, these curves generically do not intersect
Vπ∧,maxD. However, it can happen that κ̺K∧,max(λ0) ∈ Vπ∧,maxD for all ̺, for
instance if K∧,λ0 ∩D contains a nontrivial κ-invariant subspace. It can also happen
that κ̺K∧,max(λ0) ∈ Vπ∧,maxD infinitely often. For example, suppose that E∧,max
is two-dimensional and that the infinitesimal generator of the action κ̺ has two
distinct eigenvalues iσ1 and iσ2 with ℑσ1 = ℑσ2. Let u1, u2 be eigenvectors for
these eigenvalues. If a1u1 + a2u2 is a basis element for π∧,maxD and K∧,max(λ0) is
spanned by the same vector, then κ̺K∧,max(λ0) is spanned by a1̺
iσ1u1+a2̺
iσ2u2,
and κ̺K∧,max(λ0) ∩ π∧,maxD 6= 0 whenever ̺ = e
2πk/(ℜσ2−ℜσ1) with k ∈ Z.
We will show that the spaces K∧,λ, λ ∈
◦
Λα, can be obtained directly from a
single space K∧,λ0 , λ0 ∈
◦
Λα via the action of κ and B∧,min(λ), the left inverse of
A∧,Dmin − λ with kernel equal to the orthogonal of R∧,λ = rg(A∧,Dmin − λ). The
family B∧,min(λ) depends smoothly on λ ∈ bg-resA∧, cf. Section 5.
Fix some sector
◦
Λα and for the sake of simplicity let λ0 ∈
◦
Λα lie in the axis of
symmetry Γα of
◦
Λα. So
◦
Λα = {λ : | arg(λ/λ0)| < θα}
GEOMETRY AND SPECTRA OF CONE OPERATORS 35
where arg is the principal branch of the argument function on C\R−. Let log be
the principal branch of the logarithm on the same set. Then
Pmax(λ)φ = π∧,maxκelog(λ/λ0)/mπ∧,maxφ
is well defined for φ ∈ K∧,λ0 and is holomorphic in λ for λ /∈ −Γα. Thus we have a
map
Pmax(λ) : K∧,λ0 → E∧,max
depending holomorphically on λ for λ /∈ −Γα. In general, if φ ∈ K∧,λ, then
(A∧ − λ)π∧,minφ = −(A∧ − λ)π∧,maxφ.
Thus the right hand side belongs to the range R∧,λ of A∧,Dmin − λ, and
π∧,minφ = −B∧,min(λ)(A∧ − λ)π∧,maxφ
Conversely, if u ∈ E∧,max and (A∧ − λ)u ∈ R∧,λ, then
u−B∧,min(λ)(A∧ − λ)u ∈ K∧,λ.
Define
Pmin(λ) : K∧,λ0 → D∧,min, λ ∈
◦
Λα
by
Pmin(λ)φ = −B∧,min(λ)(A∧ − λ)Pmax(λ)φ, φ ∈ K∧,λ0 .
Let also
P(λ) = Pmax(λ) +Pmin(λ) : K∧,λ0 → D∧,max (7.15)
The operators B∧,min(λ) depend smoothly, but not holomorphically, on λ (unless
ind(A∧,Dmin − λ) = 0 for λ ∈
◦
Λα). So it is not obvious that Pmin(λ) depends
holomorphically on λ.
Proposition 7.16. The map Pmin(λ) : K∧,λ0 → D∧,min depends holomorphically
on λ ∈
◦
Λα, and
P(λ)φ ∈ K∧,λ for λ ∈
◦
Λα and φ ∈ K∧,λ0 . (7.17)
Proof. Since λ0 ∈ bg-resA∧, there is D ∈ G∧,α such that λ0 ∈ resA∧,D, so
resA∧,D∩
◦
Λα 6= ∅. Let then B∧,D(λ) denote the resolvent of A∧,D on resA∧,D∩
◦
Λα.
In particular B∧,D(λ) depends holomorphically on λ ∈ resA∧,D∩
◦
Λα. Let φ ∈ K∧,λ0
and define
Pmin,D(λ)φ = −π∧,minB∧,D(λ)(A∧ − λ)Pmax(λ)φ
for λ ∈ resA∧,D ∩
◦
Λα. Thus Pmin,D(λ) is holomorphic on the set where we defined
it. Note that π∧,minB∧,D(λ) is a holomorphic left inverse for A∧,Dmin − λ when
λ ∈ resA∧,D ∩
◦
Λα.
If φ ∈ K∧,λ0 and ̺ ∈ R+ then κ̺φ ∈ K∧,̺mλ0 and
Pmax(̺
mλ0)φ = π∧,maxκ̺φ.
Thus if ̺mλ0 ∈ resA∧,D then
π∧,minκ̺φ = −π∧,minB∧,D(̺
mλ0)(A∧ − ̺
mλ0)π∧,maxκ̺φ
= −π∧,minB∧,D(̺
mλ0)(A∧ − ̺
mλ0)Pmax(̺
mλ0)φ.
Consequently,
Pmax(̺
mλ0)φ+Pmin,D(̺
mλ0)φ = κ̺φ ∈ K∧,̺mλ0 .
This implies that the equation
(A∧ − λ)[Pmax(λ)φ +Pmin,D(λ)φ] = 0
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is satisfied when λ ∈ Γα ∩ resA∧,D. By unique continuation, it is satisfied for any
λ ∈
◦
Λα ∩ resA∧,D. Thus
Pmax(λ)φ +Pmin,D(λ)φ ∈ K∧,λ if λ ∈ resA∧,D ∩
◦
Λα. (7.18)
For such λ we therefore have
(A∧ − λ)Pmax(λ)φ = −(A∧ − λ)Pmin,D(λ)φ
so
Pmin,D(λ)φ = −B∧,min(λ)(A∧ − λ)Pmax(λ)φ (7.19)
that is,
Pmin,D(λ)φ = Pmin(λ)φ. (7.20)
Replacing this in (7.18) we see that formula (7.17) holds where Pmin,D(λ)φ is
defined.
Since the left hand side of (7.20) is holomorphic where defined, so is the right
hand side. Since the right hand side is continuous on
◦
Λα, the singularities of the
left hand side, i.e. the elements of the discrete set specA∧,D ∩
◦
Λα, are removable.
Thus Pmin(λ)φ is holomorphic for λ ∈
◦
Λα and by continuity (7.17) holds. 
The sets
Lα = {K∧,max(λ) : λ ∈
◦
Λα} ⊂ Grd′α(E∧,max)
play an important role, particularly their intersection with the varieties Vπ∧,maxD,
D ∈ G∧,α. These sets are invariant under the action of κeξ for ξ real. If V ∈
Grd0(E∧,max), then C ∋ ζ 7→ κeζV ∈ Grd0(E∧,max) is a holomorphic map, cf. Propo-
sition 7.7. The generator of the one-parameter group (ξ,V) 7→ κeξV , the vector field
T∧, is the real part of a holomorphic vector field T
′
∧, cf. the paragraph following the
proof of Proposition 7.7, which at V is the image of the Cauchy-Riemann vector field
at ζ = 0, ∂ζ |0, under the differential of the map ζ 7→ κeζV . If V is not κ-invariant,
i.e., T∧ 6= 0 at V , then also the imaginary part of T
′
∧ is different from 0 at V ; thus
ζ 7→ κeζV is a local embedding near ζ = 0 if T∧ 6= 0 at V . As a consequence we get
that the real and imaginary parts of T ′∧ commute at the noninvariant points. Since
the set of invariant points is closed with empty interior, the real and imaginary parts
of T ′∧ commute everywhere. We can view the images of the maps C ∋ ζ 7→ κeζV
as a point (if V is invariant) or as an integral manifold of the involutive Frobenius
distribution generated by ℜT ′∧, ℑT
′
∧ on Grd0(E∧,max)\{V ∈ Grd0 : V is κ-invariant}.
Theorem 7.21. The set Lα is contained in one orbit of T
′
∧.
In fact, the set Lα is identical to the set
{κelog(λ/λ0)/mπ∧,maxK∧,λ0 : λ ∈
◦
Λα},
a subset of the orbit of T ′∧ containing π∧,maxK∧,λ0 . Thus, if dimRGrd′α(E∧,max) > 2,
then Lα is in principle a small set (nevertheless it could be dense).
The following lemma completes our description of the vector bundle K∧ intro-
duced in (7.10).
Lemma 7.22. If φ ∈ K∧,λ0 , then
κ̺P(λ)φ = P(̺
mλ)(φ), ̺ ∈ R+. (7.23)
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Proof. Write (λ/λ0)
1/m = e[log(|λ/λ0|)+i arg(λ/λ0)]/m, λ /∈ −Γα. For real ̺ and
λ /∈ −Γα we have
π∧,maxκ̺π∧,maxκ(λ/λ0)1/mπ∧,max = π∧,maxκ(̺mλ/λ0)1/mπ∧,max
Thus π∧,maxκ̺Pmax(λ)φ = Pmax(̺
mλ)φ. But if λ ∈
◦
Λα, then κ̺P(λ)φ ∈ K∧,̺mλ
and Pmin(̺
mλ)φ is the unique element of D∧,min such that
Pmax(̺
mλ)φ +Pmin(̺
mλ)φ ∈ K∧,̺mλ
so we have
κ̺P(λ)φ = Pmax(̺
mλ)φ +Pmin(̺
mλ)φ.
This is (7.23). 
Suppose φ ∈ K∧,λ0 . If φ(λ) = P(λ)φ vanishes at some λ1, then φ(λ) vanishes
along the ray through λ1. Therefore it vanishes identically, since φ(λ) is holomor-
phic. Thus, if we pick a basis {φj} of K∧,λ0 , then the sections P(λ)φj form a frame
over
◦
Λα for the bundle K∧.
8. Resolvents for the model operator
We now turn our attention to determining the existence of sectors of minimal
growth for extensions of A∧.
If D ∈ G∧,α, we write B∧,D(λ) for the inverse of A∧,D − λ, λ ∈ resA∧,D. If
λ ∈ C\0, then λˆ = λ/|λ|. By a closed sector we shall mean a set of the form
Λ = {z ∈ C : z = reiθ for r ≥ 0, θ ∈ R, |θ − θ0| ≤ a}.
If R > 0 and Λ is a closed sector, then ΛR = {λ ∈ Λ : |λ| ≥ R}. Let D ∈ G∧,α. Let
Λ be a closed sector with Λ\0 ⊂
◦
Λα. Then Λ is called a sector of minimal growth
for A∧,D if there is R > 0 such that A∧,D − λ is invertible if λ ∈ ΛR, and either of
the equivalent estimates
‖B∧,D(λ)‖L (x−m/2L2b) ≤ C/|λ|, ‖B∧,D(λ)‖L (x−m/2L2b,D∧,max) ≤ C (8.1)
holds for some C > 0 when λ ∈ ΛR.
The following lemma is immediate, in view of (7.1) and the fact that κ̺ is an
isometry on x−m/2L2b(Y
∧;E).
Lemma 8.2. If D ∈ G∧,α, then resA∧,κ−1̺ D = ̺
−m resA∧,D. If resA∧,D 6= ∅,
then
B∧,κ−1̺ D(λ) = ̺
mκ−1̺ B∧,D(̺
mλ)κ̺, ̺ > 0. (8.3)
Thus, if the closed sector Λ, Λ\0 ⊂
◦
Λα, is a sector of minimal growth for A∧,D,
then Λ is a sector of minimal growth for A∧,κ−1̺ D.
In fact, if the first estimate in (8.1) holds when λ ∈ ΛR, then
‖B∧,κ−1̺ D(λ)‖L (x−m/2L2b) ≤ C/|λ|, λ ∈ ΛR/̺m
with the same constant C.
The simplest domains are those that are κ-invariant:
Proposition 8.4. Suppose D ∈ G∧,α is κ-invariant. Then either
◦
Λα ∩ resA∧,D =
∅, or
◦
Λα ⊂ resA∧,D. In the latter case the resolvent B∧,D(λ) of A∧,D satisfies
‖B∧,D(λ)‖L (x−m/2L2b) ≤ C/|λ| (8.5)
for some C > 0 when λ ∈ Λ\0, Λ a closed sector with Λ\0 ⊂
◦
Λα.
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Proof. Suppose that λ0 ∈
◦
Λα ∩ specA∧,D. The homogeneity property (7.1) and
the assumption that D is κ-invariant give that λ/̺m ∈ specA∧,D for every ̺ > 0.
Thus specA∧,D ∩
◦
Λα is not discrete. On the other hand, if D ∈ G∧,α\Vα, cf.
Proposition 7.5, then specA∧,D∩
◦
Λα is a discrete closed subset of
◦
Λα. In particular,
for every ray
Γ = {z ∈ C : z = reiθ0 for r > 0} (8.6)
contained in
◦
Λα, Γ ∩ specA∧,D is closed and discrete. Thus, if D is κ-invariant,
then
◦
Λα ∩ specA∧,D 6= ∅ implies
◦
Λα ⊂ specA∧,D.
Suppose Λ is a closed sector with Λ\0 ⊂ resA∧,D. Since D is κ-invariant, (8.3)
reads
B∧,D(λ) = ̺
mκ−1̺ B∧,D(̺
mλ)κ̺.
Setting ̺ = |λ|−1/m gives
B∧,D(λ) = |λ|
−1κ|λ|1/mB∧,D(λˆ)κ
−1
|λ|1/m
.
For λˆ ∈ Λ (|λˆ| = 1) we have a uniform estimate for ‖B∧,D(λˆ)‖L (x−m/2L2b), and (8.5)
follows immediately, since κ̺ is an isometry on x
−m/2L2b(Y
∧;E). 
If the domain D ∈ G∧,α is not κ-invariant, the existence of a ray or sector of
minimal growth for B∧,D(λ) is more complicated:
Theorem 8.7. Let D ∈ G∧,α, let Λ be a closed sector with Λ\0 ⊂
◦
Λα. Then Λ is
a sector of minimal growth for A∧,D if and only if there are C, R > 0 such that
ΛR ⊂ resA∧,D and
‖π∧,maxπK∧,λˆ,κ
−1
|λ|1/m
D
∣∣
E∧,max
‖L (D∧,max) ≤ C, λ ∈ ΛR. (8.8)
If D is κ-invariant, then
π∧,maxπK∧,λˆ,κ
−1
|λ|1/m
D
∣∣
E∧,max
= π∧,maxπK
∧,λˆ
,D
∣∣
E∧,max
,
and the theorem reduces to the trivial situation of Proposition 8.4.
The proof of the theorem requires some preparation. Define B∧,max(λ) for λ ∈
bg-resA∧ as the right inverse of
A∧ − λ : D∧,max ⊂ x
−m/2L2b(Y
∧;E)→ x−m/2L2b(Y
∧;E)
with range in K⊥∧,λ. Thus B∧,max(λ) has the virtue of being the right inverse of
A∧,max−λ with the smallest operator norm. It depends smoothly on λ ∈ bg-resA∧;
this is proved in the same way as the corresponding statement for Bmax(λ) in
Section 5. Recall that B∧,min(λ) is the left inverse of A∧,Dmin −λ with kernel equal
to the orthogonal of R∧,λ = rg(A∧,Dmin − λ). For λ ∈ resA∧,D let
πK∧,λ,D : D∧,max → D∧,max
be the projection on K∧,λ according to the decomposition D∧,max = K∧,λ ⊕ D, cf.
(7.14). Then the resolvent of A∧,D is
B∧,D(λ) = B∧,max(λ) −
(
I −B∧,min(λ)(A∧ − λ)
)
πK∧,λ,DB∧,max(λ), (8.9)
cf. (5.17). We will take advantage of this formula by using the group action κ. We
begin with estimates for B∧,min(λ) and B∧,max(λ).
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Lemma 8.10. The operator B∧,min(λ) is κ-homogeneous of degree −m,
B∧,min(λ) = ̺
−mκ̺B∧,min(λ/̺
m)κ−1̺ . (8.11)
Therefore, if Λ is a closed sector with Λ\0 ⊂ bg-resA∧, then
‖B∧,min(λ)‖L (x−m/2L2b) ≤ C/|λ| (8.12)
for some C > 0 when λ ∈ Λ\0.
Proof. Let B′∧,min(λ) = ̺
−mκ̺B∧,min(λ/̺
m)κ−1̺ . The operator B
′
∧,min(λ) maps
into D∧,min because the latter space is κ-invariant. Using the κ-homogeneity of A∧
one verifies that the operator B′∧,min(λ) is a left inverse for A∧,min−λ. Also because
of the κ-invariance of D∧,min and the κ-homogeneity of A∧ − λ, Rλ = κ̺Rλ/̺m .
The kernel of B′∧,min(λ) is κ̺R
⊥
λ/̺m . Since κ̺ is an isometry on x
−m/2L2b(Y
∧;E),
κ̺ preserves the orthogonality of the decomposition Rλ/̺m ⊕ R
⊥
λ/̺m . Hence, the
kernel of B′∧,min(λ) is orthogonal to Rλ. Thus B
′
∧,min(λ) = B∧,min(λ), and (8.11)
holds.
The estimate in (8.12) follows from setting ̺m = |λ| in (8.11). 
The operator family B∧,max(λ) is not κ-homogeneous. Nevertheless its norm
satisfies good estimates.
Proposition 8.13. Let πK∧,λ : D∧,max → D∧,max be the orthogonal projection on
K∧,λ. Regard the finite dimensional space K∧,λ as a subspace of x
−m/2L2b(Y
∧;E)
and let
pK∧,λ : x
−m/2L2b(Y
∧;E)→ x−m/2L2b(Y
∧;E)
be the orthogonal projection on K∧,λ. Then
B∧,max(λ) = |λ|
−1κ|λ|1/m
(
I −
1− |λ|2
1 + |λ|2
pK∧,λˆ
)
B∧,max(λˆ)κ
−1
|λ|1/m
. (8.14)
Therefore, if Λ is a closed sector such that Λ\0 ⊂ bg-resA∧, then
‖B∧,max(λ)‖L (x−m/2L2b) ≤ C/|λ| (8.15)
for some C > 0 when λ ∈ Λ\0.
The proof will require:
Lemma 8.16. For any λ ∈ bg-resA∧ and ̺ > 0,
κ−1̺ πK∧,̺mλκ̺ =
1 + |λ|2
1 + |̺mλ|2
̺2mπK∧,λ +
1− ̺2m
1 + |̺mλ|2
pK∧,λ . (8.17)
We will prove the lemma later.
Proof of Proposition 8.13. Suppose f ∈ x−m/2L2b(Y
∧;E) and let u = B∧,max(λ)f .
Then (A∧ − ̺
mλ)κ̺u = ̺
mκ̺(A∧ − λ)u = ̺
mκ̺f , and consequently
B∧,max(̺
mλ)̺mκ̺f = κ̺u− πK∧,̺mλκ̺u.
This gives the formula
̺mB∧,max(̺
mλ)κ̺f = κ̺B∧,max(λ)f − πK∧,̺mλκ̺B∧,max(λ)f
which, in view of (8.17) and the fact that the range of B∧,max(λ) is orthogonal to
K∧,λ, reduces to
̺mB∧,max(̺
mλ)κ̺f = κ̺B∧,max(λ)f −
1− ̺2m
1 + |̺mλ|2
κ̺pK∧,λB∧,max(λ)f.
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Thus
B∧,max(̺
mλ) = ̺−mκ̺
(
I −
1− ̺2m
1 + |̺mλ|2
pK∧,λ
)
B∧,max(λ)κ
−1
̺ .
The formula (8.14) is obtained from this by replacing ̺m by |λ| and λ by λˆ. The
estimate (8.15) is evident given the formula (8.14). 
The operator
Bh∧,max(λ) = |λ|
−1κ|λ|1/mB∧,max(λˆ)κ
−1
|λ|1/m
, λ ∈ bg-resA∧
is a κ-homogeneous right inverse of A∧,max − λ of degree −m that coincides with
B∧,max(λ) when |λ| = 1. For any closed sector Λ with Λ\0 ⊂ bg-resA∧ there is C
such that
‖Bh∧,max(λ)‖L (x−m/2L2b) ≤ C/|λ|, λ ∈ Λ\0,
and for any closed sector Λ as above and R > 0,
‖B∧,max(λ) −B
h
∧,max(λ)‖L (x−m/2L2b) ≤ C/|λ|
for λ ∈ ΛR. So in some estimates below, it makes little difference whether the
correction term involving pK∧,λˆ is present or not. However, we will keep on using
B∧,max(λ) instead of B
h
∧,max(λ), as the former family is in some sense more natural
than the latter.
Proof of Lemma 8.16. Let φ1, . . . , φd′α be an A∧-orthonormal basis of K∧,λ. Then
δjk = (φj , φk)A∧ = (1 + |λ|
2)(φj , φk).
In particular, the
√
1 + |λ|2φj ∈ K∧,λ are orthonormal in x
−m/2L2b(Y
∧;E). On the
other hand, using that κ̺ is an isometry on x
−m/2L2b(Y
∧;E),
(κ̺φj , κ̺φk)A∧ = ̺
2m(φj , φk)A∧ + (1− ̺
2m)(φj , φk)
=
(
̺2m +
1− ̺2m
1 + |λ|2
)
δjk =
1 + |̺mλ|2
1 + |λ|2
δjk.
Thus the
√
(1 + |λ|2)/(1 + |̺mλ|2)κ̺φj ∈ K∧,̺mλ are A∧-orthonormal, and if u ∈
K∧,λ, then
πK∧,̺mλκ̺u =
1 + |λ|2
1 + |̺mλ|2
∑
j
(κ̺u, κ̺φj)A∧κ̺φj
=
1 + |λ|2
1 + |̺mλ|2
∑
j
[
̺2m(u, φj)A∧ + (1− ̺
2m)(u, φj)
]
κ̺φj
=
1 + |λ|2
1 + |̺mλ|2
κ̺
∑
j
[
̺2m(u, φj)A∧φj + (1− ̺
2m)(u, φj)φj
]
= κ̺
( 1 + |λ|2
1 + |̺mλ|2
̺2mπK∧,λu+
1− ̺2m
1 + |̺mλ|2
∑
j
(1 + |λ|2)(u, φj)φj
)
= κ̺
( 1 + |λ|2
1 + |̺mλ|2
̺2mπK∧,λu+
1− ̺2m
1 + |̺mλ|2
pK∧,λu
)
.
This gives the formula in the statement of the lemma. 
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Note that if u ∈ D∧,max, then
‖pK∧,λu‖ ≤ ‖u‖ ≤ ‖u‖A∧, ‖pK∧,λu‖A∧ ≤
√
1 + |λ|2‖u‖A∧. (8.18)
Lemma 8.19. Let Λ be some closed sector, let R > 0, and let
P (λ) : x−m/2L2b(Y
∧;E)→ D∧,max
be a family of operators defined for λ ∈ ΛR. Then
‖P (λ)‖L (x−m/2L2b) ≤ C/|λ| and ‖P (λ)‖L (x−m/2L2b,D∧,max) ≤ C (8.20)
hold for some C > 0 and all λ ∈ ΛR if and only if
‖κ−1
|λ|1/m
P (λ)‖L (x−m/2L2
b
,D∧,max) ≤ C/|λ| (8.21)
holds for some C > 0 and all λ ∈ ΛR.
Proof. Using that A∧κ
−1
|λ|1/m
P (λ) = |λ|−1κ−1
|λ|1/m
A∧P (λ), and that κ
−1
|λ|1/m
is an
isometry in x−m/2L2b(Y
∧;E), we obtain
‖κ−1
|λ|1/m
P (λ)f‖2A∧ = ‖A∧κ
−1
|λ|1/m
P (λ)f‖2 + ‖κ−1
|λ|1/m
P (λ)f‖2
= |λ|−2‖κ−1
|λ|1/m
A∧P (λ)f‖
2 + ‖κ−1
|λ|1/m
P (λ)f‖2
= |λ|−2‖A∧P (λ)f‖
2 + ‖P (λ)f‖2
if f ∈ x−m/2L2b(Y
∧;E). Thus (8.21) follows from (8.20).
Assume now that (8.21) holds and let f ∈ x−m/2L2b(Y
∧;E). Then
‖P (λ)f‖ = ‖κ−1
|λ|1/m
P (λ)f‖ ≤ ‖κ−1
|λ|1/m
P (λ)f‖A∧
gives the first estimate in (8.20). To obtain the second, write ‖P (λ)f‖2A∧ as
‖A∧P (λ)f‖
2 + ‖P (λ)f‖2 = ‖κ−1
|λ|1/m
A∧P (λ)f‖
2 + ‖κ−1
|λ|1/m
P (λ)f‖2
and use the κ-homogeneity of A∧ to conclude that
‖P (λ)f‖2A∧ = |λ|
2‖A∧κ
−1
|λ|1/m
P (λ)f‖2 + ‖κ−1
|λ|1/m
P (λ)f‖2
≤ (|λ|2 + 1)‖κ−1
|λ|1/m
P (λ)f‖2A∧ .
The second estimate in (8.20) follows from this. 
Corollary 8.22. Let D ∈ G∧,α, let Λ be a closed sector. Then Λ is a sector of
minimal growth for A∧,D if and only if there are C, R > 0 such that
‖κ−1
|λ|1/m
B∧,D(λ)‖L (x−m/2L2b,D∧,max) ≤ C/|λ|, λ ∈ ΛR. (8.23)
Both B∧,min(λ) and B∧,max(λ) satisfy (8.20), therefore (8.21) for any closed
sector Λ with Λ\0 ⊂
◦
Λα. In the case of B∧,min(λ), the first of the estimates in
(8.20) is (8.12). To prove the second we note that
A∧B∧,min(λ) = πR∧,λ + λB∧,min(λ)
where πR∧,λ : x
−m/2L2b(Y
∧;E) → x−m/2L2b(Y
∧;E) is the orthogonal projection
on R∧,λ. The norm of this operator is 1, and ‖λB∧,min(λ)‖L (x−m/2L2b) is bounded
independently of λ when λ ∈ Λ and |λ| is large. The argument for B∧,max(λ) is
analogous, using (8.15) and the fact that this operator is a right inverse for A∧−λ.
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Proof of Theorem 8.7. We will prove that (8.8) is equivalent to (8.23). Recalling the
formula (8.9) for B∧,D(λ) and that B∧,max(λ) satisfies (8.21), we see that B∧,D(λ)
satisfies (8.23) if and only if
‖κ−1
|λ|1/m
(
I −B∧,min(λ)(A∧ − λ)
)
πK∧,λ,DB∧,max(λ)‖L (x−m/2L2b,Dmax) ≤ C/|λ|
for λ ∈ Λ, |λ| large. We have
κ−1
|λ|1/m
(
I −B∧,min(λ)(A∧ − λ)
)
πK∧,λ,DB∧,max(λ) =(
I −B∧,min(λˆ)(A∧ − λˆ)
)
κ−1
|λ|1/m
πK∧,λ,Dκ|λ|1/mκ
−1
|λ|1/m
B∧,max(λ)
Evidently K∧,λ ∩D = 0 if and only if κ
−1
|λ|1/m
K∧,λ ∩ κ
−1
|λ|1/m
D = 0. By Lemma 7.11,
κ−1
|λ|1/m
K∧,λ = K∧,λˆ, and it is not hard to see that
κ−1
|λ|1/m
πK∧,λ,Dκ|λ|1/m = πK∧,λˆ,κ
−1
|λ|1/m
D.
Using that I −B∧,min(λ)(A∧ −λ) and πK∧,λ,D both vanish on D∧,min regardless of
λ and D, we arrive at the conclusion that B∧,D(λ) satisfies (8.23) if and only if the
norm of(
I −B∧,min(λˆ)(A∧ − λˆ)
)
π∧,max πK∧,λˆ,κ
−1
|λ|1/m
D π∧,maxκ
−1
|λ|1/m
B∧,max(λ) (8.24)
as an operator x−m/2L2b(Y
∧;E)→ D∧,max is bounded by C/|λ| for some C if λ ∈ Λ,
|λ| large. By Lemma 8.19,
‖κ−1
|λ|1/m
B∧,max(λ)‖L (x−m/2L2
b
,D∧,max) ≤ C/|λ|
for λ ∈ Λ, |λ| large. Evidently
‖I −B∧,min(λˆ)(A∧ − λˆ)‖L (D∧,max)
is bounded independently of λ, λ ∈ Λ\0. Thus if (8.8) holds, then the norm of the
operator (8.24) is bounded by C/|λ| for some C when λ ∈ Λ, |λ| large.
Conversely, suppose that the norm of the operator (8.24) is bounded by C/|λ|
for some C when λ ∈ Λ, |λ| large. Composing with π∧,max on the left we get that
the norm of
π∧,max πK∧,λˆ,κ
−1
|λ|1/m
D π∧,maxκ
−1
|λ|1/m
B∧,max(λ)
as an operator x−m/2L2b(Y
∧;E) → E∧,max satisfies the same estimate. Using the
formula (8.14) for B∧,max(λ) we get
π∧,max πK∧,λˆ,κ
−1
|λ|1/m
Dκ
−1
|λ|1/m
B∧,max(λ) =
|λ|−1π∧,max πK∧,λˆ,κ
−1
|λ|1/m
D
(
I −
1− |λ|2
1 + |λ|2
pK∧,λˆ
)
B∧,max(λˆ)κ
−1
|λ|1/m
.
We dismiss the factor κ−1
|λ|1/m
at the end of the last formula, since this is an isometry
on x−m/2L2b(Y
∧;E). Since pK
∧,λˆ
has range in K∧,λˆ,
|λ|−1π∧,max πK∧,λˆ,κ
−1
|λ|1/m
D
(
1− |λ|2
1 + |λ|2
)
pK∧,λˆB∧,max(λˆ)
= |λ|−1
1− |λ|2
1 + |λ|2
π∧,maxpK∧,λˆB∧,max(λˆ).
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This operator x−m/2L2b(Y
∧;E) → D∧,max evidently has norm O(|λ|
−1) if λ ∈ Λ,
|λ| → ∞ (cf. (8.18)). We conclude that if the norm of (8.24) is bounded as
indicated, then the norm of
π∧,max πK∧,λˆ,κ
−1
|λ|1/m
DB∧,max(λˆ) (8.25)
is bounded by a constant when λ ∈ Λ, |λ| large. The operator A∧ − λˆ on D∧,max
satisfies ‖A∧ − λˆ‖L (D∧,max,x−m/2L2b) ≤ 1. So composing the operator (8.25) with
A∧ − λˆ on the right we get that the norm of
π∧,max πK∧,λˆ,κ
−1
|λ|1/m
D(I − πK∧,λˆ) = π∧,max πK∧,λˆ,κ
−1
|λ|1/m
D π∧,max − π∧,max πK∧,λˆ
satisfies the same estimate. Since ‖π∧,maxπK∧,λˆ‖L (D∧,max) ≤ 1, and using that
πK
∧,λˆ
,D = πK
∧,λˆ
,Dπ∧,max, we obtain that if Λ is a sector of minimal growth for
A∧,D, then
‖π∧,max πK∧,λˆ,κ
−1
|λ|1/m
D π∧,max‖L (D∧,max)
is bounded for λ ∈ Λ, |λ| large. This completes the proof of the theorem. 
Let K∧,max(λ) = π∧,maxK∧,λ. Let D ∈ G∧,α, let λ0 ∈
◦
Λα be such that |λ0| = 1,
and let R > 0. The condition that
̺mλ0 ∈ resA∧,D for ̺ ≥ R (8.26)
is equivalent to the statement that K∧,̺mλ0 ∩ D = 0 for ̺ ≥ R, which in turn
is equivalent to the condition that K∧,λ0 ∩ κ
−1
̺ D = 0 for ̺ ≥ R. Thus, since
K∧,λ0 ∩ κ
−1
̺ D = 0 if and only if π∧,maxK∧,λ0 ∩ π∧,maxκ
−1
̺ D = 0, the condition in
(8.26) is equivalent to the statement that the curve γ defined by
[R,∞) ∋ ̺ 7→ γ(̺) = π∧,maxκ
−1
̺ D ∈ Grd′′α(E∧,max) (8.27)
does not intersect the varietyVK∧,max(λ0) introduced in Definition 5.22 (with E∧,max
in place of Emax). With the proof of Lemma 5.21, π∧,max πK∧,λ0 ,κ
−1
̺ D
∣∣
E∧,max
is the
projection on K∧,max(λ0) according to the decomposition
K∧,max(λ0)⊕ π∧,maxκ
−1
̺ D = E∧,max.
Thus if there is a neighborhood U ofVK∧,max(λ0) in Grd′′α(E∧,max) such that γ(̺) /∈ U
if ̺ is sufficiently large, then Lemma 5.25 gives that
‖πK∧,max(λ0),γ(̺)‖ ≤
C
δ(K∧,max(λ0), γ(̺))
is bounded as ̺→∞. Therefore the necessary condition of Theorem 8.7 is satisfied,
and we get:
Theorem 8.28. Let λ0 ∈ bg-resA∧ belong to
◦
Λα. Let D ∈ G∧,α and suppose that
there is a neighborhood U ⊂ Grd′′α(E∧,max) of VK∧,max(λ0) such that π∧,maxκ
−1
̺ D /∈ U
for all sufficiently large ̺. Then there is a closed sector Λ containing λ0 which is a
sector of minimal growth for A∧,D.
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9. Resolvents
We will now prove the analogue of Theorem 8.7 for A ∈ x−mDiffmb (M ;E).
Define A̺ = ̺
−mκ−1̺ Aκ̺. Then A̺ is c-elliptic, since A is assumed to be c-
elliptic, cf. (3.5). Using that A̺−A belongs to x
−m+1Diffmb (M ;E), [4, Proposition
4.1(1)] gives the first formula in
Dmin(A̺) = Dmin(A), Dmax(A̺) = κ
−1
̺ Dmax(A).
The second is obtained using that κ̺ preserves C
∞
0 (
◦
M ;E) and x−m/2L2b(M ;E). We
will write D̺,max instead of Dmax(A̺), and Dmin instead of Dmin(A̺). Generally
we prepend the symbol ̺ to subindices of objects associated with A̺ originally
associated with A. In particular,
E̺,max = D
⊥
min
with the orthogonal computed in D̺,max using the inner product
(u, v)A̺ = (A̺u,A̺v) + (u, v)
of D̺,max, and π̺,max : D̺,max → D̺,max is the orthogonal projection on E̺,max. It
is not hard to verify that
E̺,max = κ
−1
̺ [ker(A
⋆A+ ̺2m) ∩ Dmax], (9.1)
cf. Lemma 4.5.
Using
̺−mκ−1̺ (A− ̺
mλ)κ̺ = A̺ − λ (9.2)
we see that
bg-resA̺ = ̺
−m bg-resA.
For λ ∈ bg-resA̺ let K̺,λ = ker(A̺,Dmax − λ). Then K̺,λ/̺m = κ
−1
̺ Kλ. If D ∈ G,
then κ−1̺ D ∈ G̺, and if λ ∈ resAD, then λ/̺
m ∈ resA̺,κ−1̺ D. It is easy to verify
that D̺,max = K̺,λ/̺m ⊕ κ
−1
̺ D and that
κ−1̺ πKλ,Dκ̺ = πK̺,λ/̺m ,κ−1̺ D. (9.3)
Let B̺,min(λ) = ̺
mκ−1̺ Bmin(̺
mλ)κ̺. This is a left inverse of A̺,Dmin − λ. The
operator B̺,min(λ) has range in Dmin since this subspace is κ-invariant and the
range of Bmin(̺
mλ) is Dmin.
Theorem 9.4. Let D ∈ G and let Λ be a closed sector. Then Λ is a sector of
minimal growth for AD if and only if there are positive constants C, R such that
ΛR ⊂ resAD,
‖Bmin(λ)‖L (x−m/2L2
b
) ≤ C/|λ|, ‖Bmax(λ)‖L (x−m/2L2
b
) ≤ C/|λ|, (9.5)
and
‖π|λ|1/m,maxπK
|λ|1/m,λˆ
,κ−1
|λ|1/m
D
∣∣
E
|λ|1/m,max
‖L (D
|λ|1/m,max
) ≤ C, λ ∈ ΛR. (9.6)
The proof requires a number of analogues of results obtained in the previous
section. Their proofs parallel those in that section.
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Lemma 9.7. Let Λ be some closed sector, let R > 0, and let
P (λ) : x−m/2L2b(M ;E)→ Dmax
be a family of operators defined for λ ∈ ΛR. Then
‖P (λ)‖L (x−m/2L2b) ≤ C/|λ| and ‖P (λ)‖L (x−m/2L2b,Dmax) ≤ C (9.8)
hold for some C > 0 and all λ ∈ ΛR if and only if
‖κ−1
|λ|1/m
P (λ)‖L (x−m/2L2b,D|λ|1/m,max)
≤ C/|λ| (9.9)
holds for some C > 0 and all λ ∈ ΛR.
Proof. Using that A|λ|1/mκ
−1
|λ|1/m
P (λ) = |λ|−1κ−1
|λ|1/m
AP (λ), and that κ−1
|λ|1/m
is an
isometry in x−m/2L2b(M ;E), we obtain
‖κ−1
|λ|1/m
P (λ)f‖2A
|λ|1/m
= ‖A|λ|1/mκ
−1
|λ|1/m
P (λ)f‖2 + ‖κ−1
|λ|1/m
P (λ)f‖2
= |λ|−2‖κ−1
|λ|1/m
A|λ|1/mP (λ)f‖
2 + ‖κ−1
|λ|1/m
P (λ)f‖2
= |λ|−2‖A|λ|1/mP (λ)f‖
2 + ‖P (λ)f‖2
if f ∈ x−m/2L2b(M ;E). Thus (9.9) follows from (9.8).
Assume now that (9.9) holds and let f ∈ x−m/2L2b(M ;E). Then
‖P (λ)f‖ = ‖κ−1
|λ|1/m
P (λ)f‖ ≤ ‖κ−1
|λ|1/m
P (λ)f‖A
|λ|1/m
gives the first estimate in (9.8). To obtain the second, write ‖P (λ)f‖2A as
‖AP (λ)f‖2 + ‖P (λ)f‖2 = ‖κ−1
|λ|1/m
AP (λ)f‖2 + ‖κ−1
|λ|1/m
P (λ)f‖2
and use the definition of A|λ|1/m to conclude that
‖P (λ)f‖2A = |λ|
2‖A|λ|1/mκ
−1
|λ|1/m
P (λ)f‖2 + ‖κ−1
|λ|1/m
P (λ)f‖2
≤ (|λ|2 + 1)‖κ−1
|λ|1/m
P (λ)f‖2A
|λ|1/m
.
The second estimate in (9.8) follows from this. 
Corollary 9.10. Let D ∈ G, let Λ be a closed sector. Then Λ is a sector of
minimal growth for AD if and only if there are positive constants C, R such that
ΛR ⊂ resAD and
‖κ−1
|λ|1/m
BD(λ)‖L (x−m/2L2b,D|λ|1/m,max)
≤ C/|λ|, λ ∈ ΛR. (9.11)
Proof of Theorem 9.4: Sufficiency of the condition. We will show that (9.5) and
(9.6) imply (9.11). Since Bmin(λ) and Bmax(λ) satisfy the estimate in (9.5), and
since these estimates imply for each of them the second estimate in (9.8), we obtain
that κ−1
|λ|1/m
Bmin(λ) and κ
−1
|λ|1/m
Bmax(λ) both satisfy (9.9). In particular, to prove
(9.11) we only need to prove that for some C,
‖κ−1
|λ|1/m
(
BD(λ)−Bmax(λ)
)
‖L (x−m/2L2b,D|λ|1/m,max)
≤ C/|λ|, λ ∈ ΛR.
Writing BD(λ) as in (5.19) we get
κ−1
|λ|1/m
(
Bmax(λ)−BD(λ)
)
= κ−1
|λ|1/m
(
I −Bmin(λ)(A − λ)
)
πKλ,DBmax(λ).
We rewrite the right hand side as(
I −B|λ|1/m,min(λˆ)(A|λ|1/m − λˆ)
)
κ−1
|λ|1/m
πKλ,D κ|λ|1/mκ
−1
|λ|1/m
Bmax(λ). (9.12)
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Using that I−B|λ|1/m,min(λˆ)(A|λ|1/m − λˆ) vanishes on Dmin, the identity (9.3), and
that Dmin ⊂ κ
−1
|λ|1/m
D we replace the factor κ−1
|λ|1/m
πKλ,Dκ|λ|1/m in (9.12) by
π|λ|1/m,max πK
|λ|1/m,λˆ
,κ−1
|λ|1/m
D π|λ|1/m,max.
By hypothesis the norms of these operators D|λ|1/m,max → E|λ|1/m,max are uniformly
bounded when λ ∈ ΛR. It is easy to verify that the norm of
I −B|λ|1/m,min(λˆ)(A|λ|1/m − λˆ) : D|λ|1/m,max → D|λ|1/m,max
is bounded independently of λ, λ ∈ ΛR. Finally, as already discussed,
‖κ−1
|λ|1/m
Bmax(λ)‖L (x−m/2L2b,D|λ|1/m,max)
≤ C/|λ|
holds for some C > 0 and all λ ∈ ΛR. Altogether these estimates give (9.11). 
To prove the necessity of the condition in Theorem 9.4 we will need two lemmas.
Lemma 9.13. Suppose that D ∈ G and that the closed sector Λ is a sector of
minimal growth for AD. Then there are positive constants R and C such that
‖Bmin(λ)‖L (x−m/2L2b) ≤ C/|λ|, ‖Bmax(λ)‖L (x−m/2L2b) ≤ C/|λ|
for λ ∈ ΛR.
This is a direct consequence of the formulas
Bmin(λ) = BD(λ)πRλ , Bmax(λ) = BD(λ)− πKλBD(λ),
cf. (5.13) and (5.15) valid for λ ∈ resAD.
Lemma 9.14. Let pK̺,λ : x
−m/2L2b(M ;E) → x
−m/2L2b(M ;E) be the orthogonal
projection on K̺,λ regarded as a subspace of x
−m/2L2b(M ;E). Then
κ−1̺ πK̺mλκ̺ =
1 + |λ|2
1 + |̺mλ|2
̺2mπK̺,λ +
1− ̺2m
1 + |̺mλ|2
pK̺,λ . (9.15)
Moreover, ‖pK̺,λ‖L (D̺,max) ≤
√
1 + |λ|2.
Proof. The proof of (9.15) parallels that of Lemma 8.16. Let φ1, . . . , φd′ be an
A̺-orthonormal basis of K̺,λ = κ
−1
̺ K̺mλ. Then
δjk = (φj , φk)A̺ = (1 + |λ|
2)(φj , φk).
In particular, the
√
1 + |λ|2φj ∈ K̺,λ are orthonormal in x
−m/2L2b(M ;E). On the
other hand, using that κ̺ is an isometry on x
−m/2L2b(M ;E),
(κ̺φj , κ̺φk)A = ̺
2m(φj , φk)A̺ + (1− ̺
2m)(φj , φk) =
1 + |̺mλ|2
1 + |λ|2
δjk.
This gives an A-orthonormal basis of K̺mλ, and if u ∈ K̺,λ, then
πK̺mλκ̺u =
1 + |λ|2
1 + |̺mλ|2
∑
j
(κ̺u, κ̺φj)Aκ̺φj
=
1 + |λ|2
1 + |̺mλ|2
∑
j
[
̺2m(u, φj)A̺ + (1 − ̺
2m)(u, φj)
]
κ̺φj
= κ̺
( 1 + |λ|2
1 + |̺mλ|2
̺2mπK̺,λu+
1− ̺2m
1 + |̺mλ|2
pK̺,λu
)
.
Thus (9.15) follows. The estimate of the norm of pK̺,λ is elementary. 
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Proof of Theorem 9.4: Necessity of the condition. Suppose that Λ is a sector of
minimal growth for AD. By Lemma 9.13, (9.5) holds. In particular there are
C, R such that the operator
κ−1
|λ|1/m
(Bmax(λ) −BD(λ)) = κ
−1
|λ|1/m
(
I −Bmin(λ)(A − λ)
)
πKλ,DBmax(λ)
as an element of L (x−m/2L2b,D|λ|1/m,max) has norm bounded by C/|λ| if λ ∈ ΛR.
Composing with π|λ|1/m,max on the left, and using that κ
−1
|λ|1/m
preserves Dmin, we
conclude that
π|λ|1/m,max κ
−1
|λ|1/m
(
I −Bmin(λ)(A − λ)
)
πKλ,DBmax(λ)
= π|λ|1/m,max κ
−1
|λ|1/m
πKλ,DBmax(λ)
satisfies the same estimate. The operator
(A− λ)κ|λ|1/m = |λ|κ|λ|1/m(A|λ|1/m − λˆ),
as an element of L (D|λ|1/m,max, x
−m/2L2b), has norm bounded by 2|λ|, λ 6= 0. Thus
the operator
π|λ|1/m,max κ
−1
|λ|1/m
πKλ,DBmax(λ)(A − λ)κ|λ|1/m
= π|λ|1/m,max κ
−1
|λ|1/m
πKλ,D(I − πKλ)κ|λ|1/m ,
as an element of L (D|λ|1/m,max), has norm bounded by a constant independent of
λ ∈ ΛR. Since πKλ,DπKλ = πKλ ,
κ−1
|λ|1/m
πKλ,DπKλκ|λ|1/m =
2|λ|2
1 + |λ|2
πK
|λ|1/m,λˆ
+
1− |λ|2
1 + |λ|2
pK
|λ|1/m,λˆ
using (9.15). Thus
‖π|λ|1/m,maxκ
−1
|λ|1/m
πKλ,DπKλκ|λ|1/m‖L (D|λ|1/m,max) ≤ C, λ ∈ ΛR,
for some C and consequently also
‖π|λ|1/m,maxκ
−1
|λ|1/m
πKλ,Dκ|λ|1/m‖L (D|λ|1/m,max) ≤ C, λ ∈ ΛR,
for some other C. Using (9.3) we conclude that in particular
‖π|λ|1/m,maxπK
|λ|1/m,λˆ
,κ−1
|λ|1/m
D
∣∣
E
|λ|1/m,max
‖L (D
|λ|1/m,max
) ≤ C, λ ∈ ΛR,
This completes the proof of the necessity of the condition. 
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