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Abstract
In previous work we proposed Linear Programs as a ﬁne grained model for imperative programs, and
showed how the model checking procedure used in SLAM can be generalised to a model checking
procedure for Linear Programs. In this paper we show that our model checking procedure for linear
programs can be extended in such a way to support the analysis of linear programs featuring a
symbol for undeﬁned values and conditional expressions. This extension is particularly important
as it paves the way to the construction of model checking procedures for wider classes of imperative
programs such as, e.g., linear programs with arrays. We provide a detailed account of a symbolic
model checking procedure for this extended class of linear programs, discuss its implementation in
the eureka tool, and present experimental results that conﬁrm its eﬀectiveness in the analysis of
linear programs with arrays.
Keywords: Software Model Checking, Linear Constraints, Arrays, Linear Arithmetic, Decision
Procedures
1 Introduction
Counterexample-guided abstraction reﬁnement is one of the leading approaches
to software model checking (e.g. [9,5,14]). In this context, Boolean Programs
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(i.e. programs with the usual control constructs but whose variables are re-
stricted to range over boolean values) have been proposed, e.g., in the SLAM
project [3], as possible abstractions of imperative programs, which are grad-
ually reﬁned into more and more concrete programs. The advantage is that
eﬀective model checking procedures for boolean programs exist (e.g. [4,12]).
While the approach has proven very eﬀective on speciﬁc application areas such
as device drivers programming [5,14], its eﬀectiveness on other, more mundane
classes of programs has to be ascertained. Notice that since the detection of
a spurious execution trace leads to a new iteration of the check-and-reﬁne
loop, the eﬃciency of the approach depends in a critical way on the number
of spurious execution traces allowed by the abstract program. Of course, the
closer is the abstraction to the original program the smaller is the number of
spurious execution traces that may be necessary to analyse.
In a previous paper [2] we proposed Linear Programs as a ﬁner grained
model for imperative programs and showed how the model checking proce-
dure used in SLAM can be generalised to a model checking procedure for
Linear Programs. Linear Programs diﬀer from boolean programs in that pro-
gram variables can range over a numeric domain D (e.g. Z or R); moreover,
all conditions and assignments to variables involve linear expressions, i.e. ex-
pressions of the form c0 + c1 ∗ x1 + · · ·+ cn ∗ xn, where c0, . . . , cn are numeric
constants in Z and x1, . . . , xn are program variables ranging over D. Linear
Programs can explicitly encode complex correlations between data and control
that must necessarily be abstracted away when using boolean programs.
In this paper we show that our model checking procedure for linear pro-
grams can be extended in such a way to support the analysis of generalised
linear programs, i.e. linear programs featuring (i) a symbol for undeﬁned val-
ues and (ii) conditional expressions. This extension is particularly important
as it paves the way to the construction of model checking procedures for wider
classes of imperative programs such as, e.g., linear programs with arrays.
The paper is structured as follows. In Section 2 we show through a worked
out example how linear programs with arrays can be model checked by using a
model checker for generalised linear programs as a black box. In Section 3 we
deﬁne the syntax and the semantics of generalised linear programs. In Section
4 we provide a detailed account of a symbolic model checking procedure for
generalised linear programs. In Section 5 we discuss the implementation of
our ideas in the eureka [2] tool and present preliminary experimental results
that conﬁrm their eﬀectiveness.
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2 Model Checking Linear Programs with Arrays
Our approach to model checking linear programs with arrays is based on the
idea of abstracting away all array elements from the initial program, and then
of incrementally reﬁning the resulting abstract program by including array
elements as suggested by the reﬁnement process.
P Pˆ0 Pˆ1
void main() {
int i,a[3];
[1] a[1] = 1;
[2] i = 0;
[3] while(a[i]!=1&& i<3)
[4] { a[i] = 2*i;
[5] i = i+1; }
[6] if(i > 1)
[7] ERROR: ; }
void main() {
int i;
[1] ;
[2] i = 0;
[3] while(u!=1&& i<3)
[4] { ;
[5] i = i+1; }
[6] if(i > 1)
[7] ERROR: ; }
void main() {
int i,a1;
[1] a1 = (1==1)?1:u;
[2] i = 0;
[3] while(((i==1)?a1 :u)!=1 && i<3)
[4] { a1 = (i==1) ? 2*i : a1;
[5] i = i+1; }
[6] if(i > 1)
[7] ERROR: ; }
Fig. 1. A simple program (P ), the initial abstraction (Pˆ0), and its reﬁnement (Pˆ1).
Let P be the linear program with arrays of Figure 1. We start by abstract-
ing P into program Pˆ0 by replacing every occurrence of array expressions with
the symbol u (denoting an arbitrary value of numeric type) and by replacing
every assignment to array elements with a skip statement (;).
A model checker for linear programs is then applied to Pˆ0 to determine the
reachability of the line labelled with ERROR label. The trace 1, 2, 3, 4, 5, 3, 4, 5,
3, 4, 5, 3, 6, 7 is detected by model checker. (How this is done is explained in the
following sections.) This trace corresponds to executing three iterations of the
while loop (lines [3]–[5]) which leaves variable i with the value 3. Therefore,
the condition of the if statement at line [6] evaluates to true and the line
labelled ERROR is ﬁnally reached.
The feasibility check of the above trace w.r.t. P is done by generating
a set of formulae whose satisfying valuations correspond to all the possible
executions of the sequence of statements of P corresponding to the trace under
consideration. This is done by ﬁrst renaming the variables occurring in the
statements in such a way that no variable is assigned twice during execution
(as done in [8,10]) and then by generating formulae encoding the behaviour of
the renamed statements. Table 1 shows the sequence of original statements,
the renamed statements, and the associated formulae for the trace above.
The resulting set of formulae is then fed to a theorem prover. If it is
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found unsatisﬁable then the trace is not executable in P , whereas if it is
found satisﬁable then we can conclude that the trace is also executable in
P . In our example the set of formulae (see rightmost column in Table 1)
is found to be unsatisﬁable. The formulae that contributed to the proof of
unsatisﬁability are those associated with steps 1, 2, 4, 5, and 6. Notice the
term a4[i5] (with i5 = 1 given by the context) occurs in the formula associated
with step 6. This means that in order to rule out the above trace we must
reﬁne Pˆ0 by including the element of a at position 1 thereby obtaining Pˆ1.
In the general case if k1, . . . , kn are the indexes for array a to be included
in the reﬁned program, then the reﬁnement step amounts to replacing every
expression of the form a[e] with the conditional expression (e == k1 ? ak1 :
(e == k2 ? ak2 : . . . (e == kn ? akn : u))), and then every assignment of the form
a[e1] = e2; with the (parallel) assignment
ak1 , . . . , akn = (e1 == k1 ? e2 : ak1), . . . , (e1 == kn ? e2 : akn);
where ak1 , . . . , akn are new variables of numeric type, each corresponding to
a diﬀerent array element to be included in the reﬁned program. (If n = 0,
the assignment above reduces to a skip (;) statement.) The application of
the model checking procedure for linear programs to Pˆ1 reveals that the error
statement cannot be reached in Pˆ1 and from that we can conclude that the
error statement is not reachable in P . A technical presentation of the above
abstraction technique and of its fundamental properties can be found in [1].
3 Linear Programs and Linear Programs with Arrays
Let W be a set of program variables. Let V = {v1, . . . , vl} ⊆ W be a set of
program variables ranging over D and let A = {a1, . . . , am} ⊆ W be a set
of array variables. An array variable a ∈ A is a program variable equipped
with a positive integer dim(a), the size of the array. The sets A and V
form a partition of W , i.e. W = V ∪ A and V ∩ A = ∅. Moreover, let u be a
distinct symbol standing for undeﬁned. The sets E (B) of generalised (boolean
resp.) linear expressions with arrays (henceforth, simply linear expression with
arrays) are deﬁned by the following BNF production rules:
E ::= u | Z | V | Z *E | E +E | (B ?E :E) | A[E]
B ::= (E opE)
where op ∈ {>=, =<, <, >, ==, !=}. The deﬁnition of generalised linear expression
without arrays (linear expression, for short) is subsumed by the above. In
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Step Line Original Statement Renamed Statement Formula
1 [1] a[1] = 1; a1[1] = 1; a1 = store(a0, 1, 1)
2 [2] i = 0; i2 = 0; i2 = 0
3 [3] assume(a[i] != 1 && i < 3); assume(a1[i2] != 1 && i2 < 3); a1[i2] = 1 ∧ i2 < 3
4 [4] a[i] = 2 * i; a4[i2] = 2 * i2; a4 = store(a1, i2, 2 ∗ i2)
5 [5] i = i + 1; i5 = i2 + 1; i5 = i2 + 1
6 [3] assume(a[i] != 1 && i < 3); assume(a4[i5] != 1 && i5 < 3); a4[i5] = 1 ∧ i5 < 3
7 [4] a[i] = 2 * i; a7[i5] = 2 * i5; a7 = store(a4, i5, 2 ∗ i5)
8 [5] i = i + 1; i8 = i5 + 1; i8 = i5 + 1
9 [3] assume(a[i] != 1 && i < 3); assume(a7[i8] != 1 && i8 < 3); a7[i8] = 1 ∧ i8 < 3
10 [4] a[i] = 2 * i; a10[i8] = 2 * i8; a10 = store(a7, i8, 2 ∗ i8)
11 [5] i = i + 1; i11 = i8 + 1; i11 = i8 + 1
12 [6] assume(!(a[i] != 1 && i < 3)); assume(!(a10[i11] != 1 && i11 < 3)); ¬(a10[i11] = 1 ∧ i11 < 3)
13 [6] assume(i > 1); assume(i11 > 1); i11 > 1
Table 1
Checking the trace for feasibility.
the following, EW will denote the set of linear expressions with arrays over
W . A linear program (with arrays) is a program with the usual control-
ﬂow constructs (if, while, assert) and procedural abstraction with call-by-
value parameter passing and recursion. Variables range over D; moreover,
all conditions and assignments to variables involve linear expressions (with
arrays, resp.). We denote the set of numeric variables and array variables of
P with VP and AP , respectively.
We assume that every occurrence of (! b1), (b1 && b2), and (b1 || b2) in a
program is replaced by the equivalent expression (b1 ? 0 : 1), (b1 ? b2 : 0), and
(b1 ? 1 : b2) respectively. Moreover, every boolean linear expression b occur-
ring outside the guard of a conditional expression, is replaced by the following
equivalent linear expression (b ? 1 : 0). Therefore, after the rewriting, boolean
expressions will only occur within the guards of conditional expressions. We
also assume that a skip statement (;) is added immediately after each proce-
dure call in the original program. In this way the return point of a procedure
call is unique, explicit, and labelled within the control ﬂow graph of the pro-
gram. Finally, as in [4] and without loss of generality, we assume that all
variable names and statement labels are globally unique.
The control ﬂow graph of a program P is a directed graph GP = (NP , SuccP ),
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where NP = {0, 1, . . . , n, n+1, n+p} is the set of vertices 4 and SuccP : NP →
2NP maps each vertex in the set of its successors. For every vertex i such that
1 ≤ i ≤ n, si denotes the program statement corresponding to i. If si is
if(e), while(e), or assert(e) then SuccP (i) = {TsuccP (i),FsuccP (i)}, where
TsuccP (i) (FsuccP (i)) denotes the successor of i when e evaluates to true
(false, resp.). If si is assert(e), then FsuccP (i) = 0. If pr is a procedure
in P , then FirstP (pr) is the vertex corresponding to the ﬁrst statement in
pr, and ExitP (pr) is the exit vertex of pr. If si is a procedure call pr(e);
then SuccP (i) = {FirstP (pr)} and RetPtP (i) is the vertex of the ; state-
ment immediately following the procedure call. Moreover, if si is a state-
ment occurring in the body of a procedure pr, then ProcOfP (i) = pr. If si
is a return statement in a procedure pr, then SuccP (i) = {ExitP (pr)}, and
SuccP (ExitP (pr)) = {j ∈ NP : si = pr(e); and j = RetPtP (i)}. Finally, if
SuccP (i1) = {i2}, we deﬁne sSuccP (i1) = i2. We also assume the existence of
a procedure called main and that FirstP (main) = 1.
Given a program P , GlobalsP denotes the set of global variables of P and,
for every i ∈ NP , FormalsP (i) is the set of formal parameters of the procedure
containing i, while LocalsP (i) is the set of the local variables in scope at vertex
i. Moreover, we deﬁne InScopeP (i) = GlobalsP ∪LocalsP (i).
Let W be a set of program variables, a valuation ω over W is a total
function mapping the numeric variables in V ⊆ W into D and each array
variable a ∈ A ⊆ W into a ﬁnite mapping from {0, . . . , dim(a)− 1} into D. A
state of a linear program with arrays P is a pair 〈i, ω〉, where i is a vertex of the
control ﬂow graph of P and ω is a valuation over W ∩ InScopeP (i). Thus, ω is
a total function over InScopeP (i). The deﬁnition of state of a linear program
is subsumed by the above. We lift ω to a total function ω : EW −→ 2D over
4 Vertexes from 1 to n are associated with program statements, vertex 0 models the failure
of assert statements, and vertexes from n+1 to n+p are the “exit” vertexes of procedures,
where p is the number of procedures deﬁned in P .
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linear expressions with arrays deﬁned as follows:
ω(e) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
{e} if e ∈ Z
{ω(e)} if e ∈ V
{d ∈ ω(a)(d1) : d1 ∈ ω(e1)} if e = a[e1]
and ω(e1) ⊆ {0, . . . , dim(a)− 1}
{c · d1 : d1 ∈ ω(e1)} if e = c * e1
{d1 op d2 : d1 ∈ ω(e1) and d2 ∈ ω(e2)} if e = e1 op e2
with op ∈ {>=, =<, <, >, ==, !=, +}
ω(e1) ∪ ω(e2) if e = (b ? e1 : e2) and {0, d} ⊆ ω(b)
for some d = 0
ω(e1) if e = (b ? e1 : e2) and 0 ∈ ω(b)
ω(e2) if e = (b ? e1 : e2) and ω(b) = {0}
D otherwise
The intuition is that ω(e) is the set of all the values of e that are compatible
with ω. All the occurrences of the u symbol, as well as those corresponding
to an out-of-range access to an array, within an expression e are modelled by
nondeterministically assigning an arbitrary element in D to the corresponding
subexpression. ω is extended to k–tuples e of expressions in the obvious way.
State transitions in P are denoted by 〈i1, ω1〉 σ−→P 〈i2, ω2〉 where σ is either
the symbol  or an expression of the form call(i, ω) or ret(i, ω) for i ∈
NP such that there exists a procedure call sj with i = RetPt(j) and ω :
LocalsP (j) → D (Terminals of the form call(i, ω) and ret(i, ω) represent
the entry and exit points of the procedure invoked by sj respectively). We use
bold letters such as x to denote a vector of variables, elements or expressions.
We also allow for parallel assignment, denoted by x = e;. Moreover, let c =
〈c1, c2, . . . , cn〉 and d = 〈d1, d2, . . . , dn〉 be n–tuples of values in a set X and in
D respectively; for any function f : X → D by f [d/c] we denote the function
f ′ such that f ′(ck) = dk for all k = 1, 2, . . . , n, and f ′(c) = f(c) for all c = ck
and k = 1, 2, . . . , n. State transitions of a program P are deﬁned as follows:
• if si1 is a skip (;), or a return statement, then
〈i1, ω1〉 −→P 〈sSuccP (i1), ω1〉;
• if si1 is a parallel assignment y = e; then
〈i1, ω1〉 −→P 〈sSuccP (i1), ω1[d/y]〉,
for d ∈ ω1(e);
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• if si1 is an assignment a[e1] = e2; then
〈i1, ω1〉 −→P 〈sSuccP (i1), ω1[(ω(a)[d2/d1]) /a]〉,
for d1 ∈ ω1(e1) and d2 ∈ ω1(e2);
• if si1 is a statement of the form if(e), while(e), or assert(e), then
〈i1, ω1〉 −→P 〈i2, ω1〉,
where i2 = FsuccP (i1) if 0 ∈ ω1(e) and i2 = TsuccP (i1) if d ∈ ω1(e) for
some d = 0;
• if si1 = pr(e); then
〈i1, ω1〉 call(RetPtP (i1),ω)−−−−−−−−−−−→P 〈FirstP (pr), ω2〉,
where ω : LocalsP (i1) → D is such that ω(x) = ω1(x), ω2(y) ∈ ω1(e), and
ω2(g) = ω1(g) where x = LocalsP (i1), y = FormalsP (i2), and g = GlobalsP ;
• if i1 is the exit vertex of pr then
〈i1, ω1〉 ret(i2,ω)−−−−−→P 〈i2, ω2〉,
where i2 ∈ SuccP (i1), ω2(g) = ω1(g) for all g = GlobalsP and ω2(x) = ω(x)
for all x = LocalsP (i2).
A path of a program P is a sequence 〈i0, ω0〉 σ1−→P 〈i1, ω1〉 σ2−→P · · · σn−→P 〈in, ωn〉
such that 〈ik, ωk〉 σk+1−−−→P 〈ik+1, ωk+1〉 for k = 0, . . . , n − 1. (In the sequel we
will abbreviate 〈i0, ω0〉 σ1−→P · · · σn−→P 〈in, ωn〉 with 〈i0, ω0〉 σ1···σn−−−−→P 〈in, ωn〉.) No-
tice that not all paths represent potential execution paths: in a transition like
〈i1, ω1〉 ret(i2,ω)−−−−−→P 〈i2, ω2〉 where i1 = Exitpr, the valuation ω can be chosen arbi-
trarily and therefore ω2 is not guaranteed to coincide with ω1 on the locals of
the caller, as required by the semantics of procedure calls. A valid path from
〈i0, ω0〉 to 〈in, ωn〉 describes the transmission of eﬀects from 〈i0, ω0〉 to 〈in, ωn〉
via a sequence of execution steps during which the call stack may temporarily
grow deeper (because of procedure calls) but never shallower than its original
depth. An initialised path is a path whose initial state is 〈1, ω0〉 for some ω0.
A state 〈i, ω〉 is reachable if and only if there exists an initialised valid path
to 〈i, ω〉. A vertex i ∈ NP is reachable if and only if there exists a valuation
ω such that 〈i, ω〉 is reachable.
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4 Symbolic Model Checking of Linear Programs
Our model checking procedure extends the one described in [4], which is in
turn an adaptation of the tabulation algorithm deﬁned by Reps, Horwitz, and
Sagiv in [17]. 5
Let i ∈ NP and e be the node associated with the ﬁrst statement of the
procedure containing si. A path edge πi = 〈ωe, ωi〉 incident in i is a pair of
valuations such that there is a valid path 〈1, ω0〉 σ1···σk−−−−→P 〈e, ωe〉 σl···σm−−−−→P 〈i, ωi〉
for some valuation ω0 and 0 ≤ k ≤ l ≤ m. In other words, a path edge
represents a suﬃx of a valid path from 〈1, ω0〉 to 〈i, ωi〉.
For each node i in the control ﬂow of the program, our procedure incre-
mentally builds a symbolic representation of the set of path edges incident
in i. Reachability of a statement si then boils down to checking whether the
set of path edges incident in i is not empty. We present the procedure in
three stages: we start with the deﬁnition of formulae of Linear Arithmetics
encoding the semantics of parallel assignments (i.e. α(y, e)) and of linear ex-
pressions (i.e. β+(e) and β–(e)); next we introduce the data structures (called
abstract disjunctive linear constraints) that we use to symbolically represent
sets of path edges; ﬁnally we provide an abstract characterisation of our model
checking procedure as a (inductively deﬁned) relation over NP -indexed family
of abstract disjunctive linear constraints.
Let e and ne be linear expressions, B a set of atomic boolean linear ex-
pressions. We deﬁne the relation e→(B, ne) to be the smallest relation such
that e→(∅, e) for all e ∈ V ∪Z∪ {u} and closed under the following inference
rules:
e1→(B1, ne1) e1→(B2, ne2)
(e1 op e2)→(B1 ∪B2, (ne1 opne2)) if op ∈ {*, +, >=, =<, <, >, ==, !=}
b→(B, nb) e1→(B1, ne1)
(b ? e1 : e2)→(B ∪B1 ∪ {nb+}, ne1)
b→(B, nb) e2→(B2, ne2)
(b ? e1 : e2)→(B ∪B2 ∪ {nb−}, ne2)
where b+ (b−) is b != 0 (b == 0, resp.) if b is a linear expression and b (! b,
resp.) if b is a boolean expression. It can be shown that if e→(B, ne), then
both the linear expression ne and the set B of linear expressions do not contain
conditionals.
Let U be an inﬁnite set of variables such that U ∩ V = ∅. If e is a linear
5 For the sake of brevity here we describe a simpliﬁed version of the procedure the does
not make use of Summary Edges, i.e. data structures that cache the result of the analysis
of procedure calls thereby avoiding redundant work in subsequent computations.
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expression, by e∗ we indicate the expression obtained from e by replacing
every occurrence of ! b, e1 != e2, and e1 == e2, with ¬b, ¬(e1 = e2), and e1 =
e2, respectively, and every occurrence of u in e with a distinct variable in
U . If w is a formula and u1, . . . , uk the variables from U occurring in w,
by ∃U.w we denote the formula ∃u1. . . .∃uk.w. Notice that if e is a linear
expression without conditionals, then e∗ is a expression of the language of
Linear Arithmetics.
Let y and e be k-tuples of variables and linear expressions with k > 0 such
that no variable in y occurs in e. We deﬁne
α(y, e) =
∨{ k∧
i=1
(
∃U.(yi = nei ∧
∧
Bi)
∗
)
: ei→(Bi, nei) for i = 1, . . . , k
}
.
Moreover, for a linear expression e we deﬁne
β+(e)=
∨
{∃U.(ne+ ∧
∧
B)∗ : e→(B, ne)}
β–(e)=
∨
{∃U.(ne− ∧
∧
B)∗ : e→(B, ne)}.
For example, if e = (3 * x +(y < 0 ? u : y)) then e→({y < 0}, 3 * x + u) and
e→({! y < 0}, 3 * x + y). Therefore α(z, e) = (∃u1.(y < 0 ∧ z = 3 ∗ x + u1) ∨
(¬(y < 0)∧ z = 3 ∗ x+ y)) which can be simpliﬁed to the logically equivalent
formula (y < 0 ∨ (¬(y < 0) ∧ z = 3 ∗ x + y)). Similarly, β+(e) = (∃u1.(y <
0∧¬(3 ∗ x+ u1 = 0))∨ (¬(y < 0)∧¬(3 ∗ x+ y = 0))) which can be simpliﬁed
to (y < 0 ∨ (¬(y < 0) ∧ ¬(3 ∗ x + y = 0))).
Let e be an expression, by e′ we denote the expression obtained from e by
replacing each variable, say v, with the corresponding primed version (i.e. v′).
This notation is extended over sets (tuples) of expressions in the obvious way,
i.e. E ′ = {e′ : e ∈ E} (e′ = 〈e′1, . . . , e′n〉 if e = 〈e1, . . . , en〉, resp.).
A Disjunctive Linear Constraint D (DLC for short) is a formula of the form
D =
∨
i ∃U.
∧
j cij, where cij are linear constraints. The symbol ⊥ stands for
an unsatisﬁable linear constraint. An Abstract Disjunctive Linear Constraint
of arity n (ADLC for short) is an expression of the form λx.λx′.D, where D
is a DLC and x is an n-tuple comprising the free variables occurring in D. 6
We deﬁne the following operations on DLCs:
- Application. Let λxx′.D be an ADLC of arity n and s and t be n-
tuples of linear expressions. The application of δ = λxx′.D to (s, t), in
symbols δ(s, t), is the DLC obtained by simultaneously replacing from D
the variables in x (x′) with the corresponding element of s (t resp.).
6 In the sequel we will abbreviate λx.λx′.D with λxx′.D.
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- Conjunction and Disjunction. Let D1 and D2 be DLCs, then D1  D2
and D1 unionsqD2 are any DLCs logically equivalent to D1 ∧D2 and D1 ∨D2
respectively. These operations are extended to ADLCs as follows. Let
δ1 and δ2 be ADLCs of the same arity, then δ1  δ2 = λxx′.(δ1(x,x′) 
δ2(x,x
′)) and δ1 unionsq δ2 = λxx′.(δ1(x,x′) unionsq δ2(x,x′)).
- Quantiﬁer Elimination. Let D be a DLC, then ∃x.D is any DLC equiv-
alent to D obtained by eliminating from D the variables in x.
- Entailment. Let δ1 and δ2 be ADLCs of the same arity, then δ1  δ2
iﬀ all the pairs of valuations satisfying δ1 satisfy also δ2, i.e. [[δ1]] ⊆ [[δ2]]
where [[δ]] = {〈ω, ω′〉 : |=ω∪ω′ δ(x,x′), ω : V → D, ω′ : V ′ → D}.
By A(P ) we denote the NP -indexed family of sets of ADLCs such that
Ai(P ) is the set of ADLCs of arity | InScopeP (i)| for all i ∈ NP . Let ∆,∆1 ∈
A(P ) 7 , we deﬁne the binary relation ∆∆1 as follows. Let i ∈ NP , ∆1j = ∆j
for all j ∈ SuccP (i) and
• if i corresponds to a skip (;) or return statement, then
∆1sSuccP (i) = ∆sSuccP (i) unionsq∆i.
• if i corresponds to an assignment y=e, then
∆1sSuccP (i) = ∆sSuccP (i) unionsq λxx′′.∃x′.(∆i(x,x′)  α(y′′, e′)  z′′ = z′),
where x = InScopeP (i) and z = InScopeP (i) \ y; 8
• if i corresponds to an if(b), while(b), or assert(b) statement, then
∆1TsuccP (i) = ∆TsuccP (i) unionsq λxx′.(∆i(x,x′)  β+(b′)),
∆1FsuccP (i) = ∆FsuccP (i) unionsq λxx′.(∆i(x,x′)  β–(b′)}),
with x = InScopeP (i);
• if i corresponds to a procedure call pr(e), then
∆1sSuccP (i) = ∆sSuccP (i) unionsq λww′′.(∃x′.(∆i(x,x′)  α(y′′, e′)  g′′ = g′) w = w′′),
with x = InScopeP (i), y = FormalsP (pr), w = InScopeP (sSuccP (i)), g =
GlobalsP , and l = LocalsP (sSuccP (i));
• if i is the exit vertex of pr then
∆1j = ∆junionsqλww′′.∃w′′′.(∆k(w,w′′′)y′′ = y′′′∃x′z′′.(∆i(x′,x′′)α(f ′, e′′′)g′ = g′′′))
7 With an abuse of notation we write ∆ ∈ A(P ) for ∆i ∈ Ai(P ), for each i ∈ NP .
8 We abbreviate x′1 = x1 ∧ . . . ∧ x′n = xn with x′ = x, where x = 〈x1, . . . , xn〉.
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if j ∈ SuccP (i) and k such that sk = pr(e) and RetPt(k) = j, w =
InScopeP (k), y = LocalsP (k), x = InScopeP (i), z = LocalsP (i).
For example, let si be the parallel assignment y1, y2 =((y1 > 0) ? y1 + 1 : u), y2 + 1
and InScopeP (i) = {x, y1, y2}. Hence, e = 〈((y1 > 0) ? y1 + 1 : u), y2 + 1〉, y =
〈y1, y2〉 and z = 〈x〉. Then, α(y′′, e′) = ((y′′1 = y′1 + 1 ∧ y′′2 = y′2 + 1 ∧ y′1 >
0) ∨ ∃u1.(y′1 = u1 ∧ y′′2 = y′2 + 1 ∧ ¬y′1 > 0)). This can be simpliﬁed to
α(y′′, e′) = ((y′′1 = y
′
1 + 1 ∧ y′′2 = y′2 + 1 ∧ y′1 > 0) ∨ (y′′2 = y′2 + 1 ∧ ¬y′1 > 0)).
Therefore, the new set of path edges added to ∆sSuccP (i) is represented by
the following ADLC λx, y1, y2, x
′′, y′′1 , y
′′
2 .∃x′, y′1, y′2.(∆i(〈x, y1, y2〉, 〈x′, y′1, y′2〉)
((y′′1 = y
′
1+1∧y′′2 = y′2+1∧y′1 > 0∧x′′ = x′)∨ (y′′2 = y′2+1∧¬y′1 > 0∧x′′ = x′))).
As a further example, let si be the statement if(y > 0 && y == 2 * u) and
InScopeP (i) = {x, y}, then (after some simpliﬁcations) β+(b′) = ∃u1.(y′ >
0∧ y′ = 2 ∗ u1) and β–(b′) = ∃u1.(y′ > 0∧¬y′ = 2 ∗ u1)∨ (¬y′ > 0). The new
set of path edges added to ∆TsuccP (i) (to ∆FsuccP (i), resp.) is represented by the
following ADLC λx.x′.y.y′.∃u1.(∆i(〈x, y〉, 〈x′, y′〉) (y′ > 0∧ y′ = 2 ∗u1∧x′ =
x)) (λx.x′.y.y′.∃u1.(∆i(〈x, y1, y2〉, 〈x′, y′1, y′2〉)  ((y′ > 0 ∧ ¬y′ = 2 ∗ u1 ∧ x′ =
x) ∨ (¬y′ > 0 ∧ x′ = x))), resp.).
Let ∆ ∈ A(P ), we deﬁne [[∆]] as the NP–indexed family of sets [[∆]]i such
that [[∆]]i = [[∆i]], for all i ∈ NP .
The following result states the correctness of our procedure. A proof of
is available in [1]. Let ∆0 ∈ A(P ) such that ∆01 = λxx′.(x′ = x) with
x = InScopeP (1) and ∆
0
i = λxix
′
i.⊥ with xi = InScopeP (i) for all i ∈ NP \{1}.
Theorem 4.1 Let ∆0 be deﬁned as above. The following fact holds: i is
reachable if and only if there exists ∆1 such that ∆0∗∆1 and [[∆1i ]] = 0.
5 Implementation and experimental results
We have extended the model checking procedure for linear programs of eu-
reka [2] along the lines discussed in Section 4 so that it now supports the
analysis of linear programs extended with the u symbol and conditional expres-
sions. Quantiﬁer elimination is implemented by means of the Fourier-Motzkin
method [16]. Entailment checking is done by using ICS v2.0 [11] as a decision
procedure for the boolean combination of linear arithmetic constraints. This
is done by reducing the problem of determining whether δ1  δ2 holds to that
of determining the unsatisﬁability of the formula δ1(c, c
′) ∧ ¬δ2(c, c′), where
δ1 and δ2 are ADLCs of arity n and c is an n-tuple of distinct constants. In
order to assess the eﬀectiveness of the approach we have also developed in eu-
reka a prototype implementation of the counterexample-guided abstraction
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reﬁnement procedure outlined in Section 2. In order to check the satisﬁability
of the formulae encoding the feasibility of the traces generated by the model
checker (see Section 2) we use CVC Lite [6] as it is a complete prover for the
union of the theory of arrays and linear arithmetics.
Preliminary experiments conﬁrm the eﬀectiveness of the proposed ap-
proach. For instance, eureka readily concludes that the program in Figure
1 is safe. Quite interestingly Blast [14] (which does support arrays and im-
plements lazy boolean abstraction) incorrectly reports that the same program
is unsafe. The reasons lie in that in Blast (as in the C language), a[i] is a
shorthand for *(a+i), and in that Blast models any “[...] expression p + i,
where p is a pointer and i is an integer, as yielding a pointer value that points
to the object pointed to by p” [14]. This means that all array elements are
indistinguishable for Blast during analysis. Since SLAM deals with pointers in
the same way, we expect it should exhibit the same behaviour, but we could
not verify this since the SLAM toolkit is not publicly available. On other
linear programs with arrays (successfully analysed by eureka) Blast reports
an error due to the incapacity to discover new predicates for the abstraction.
We also compared eureka with CBMC [15]. 9 At the core of CBMC lies
a procedure that encodes the (bounded) veriﬁcation problem for C programs
into a SAT formula. The number of propositional variables in the SAT formula
generated by CBMC grows linearly with the size of the arrays deﬁned in the
input program. In contrast eureka, by considering the array elements in
an incremental and counterexample-driven manner, uses—in many cases of
interest—time and memory resources independent from the size of the arrays
deﬁned in the input program. (The program in Figure 1 is a typical example
of this.)
More in general, we tested eureka, Blast, and CBMC on a number of
C programs that make use of arrays and that we use as regression tests for
eureka.
The results are summarised in Table 2. 10 The reader may refer to the eu-
reka project webpage (URL: http://www.ai.dist.unige.it/eureka) for a
detailed description of the experimental results. Array out of bounds prop-
erties are not shown here, but it is easy to see that they can be checked by
instrumenting the code by putting assert(e < dim(a)) &&(e >= 0) before every
occurrence of a[e], for any a ∈ A and e ∈ E.
9 CBMC uses a “physical” model of memory: every integer variable is modelled as a word
of n bits, where n is either 8, 16, 32, or 64. The default (used for our experiments) is n = 32.
10 The mout results of CBMC depend on both time and resources spent in ﬁnding the proper
unwinding assertions in order to automatically determine a safe bound for model checking
the program. This limitation can be overcome by setting a bound at the command line. Of
course then, bounded model checking may lead to incomplete answers from the tool.
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Program eureka BLAST CBMC
array_init.c safe error safe
array_init_assign.c safe unsafe safe
complex_guard.c safe unsafe safe
simple_swap.c safe safe safe
sequential_swap_call.c safe error safe
simple_array_inversion.c safe unsafe safe
bubblesort_inner_loop.c unsafe error unsafe
bubblesort.c unsafe safe unsafe
array_max.c safe error safe
wrong_loop.c unsafe error mout
loop_on_input.c unsafe unsafe mout
simple_control_on_input.c unsafe unsafe mout
Legenda:
- error: the tool halts and reports that it cannot ﬁnd a suitable reﬁnement.
- safe: no error state can be reached by the program.
- unsafe: an error state may be reached by the program.
- mout: the tool runs out of memory.
Table 2
Results of the experimental analysis
An alternative approach to model checking of inﬁnite-state programs is
proposed in [13], whereby the correctness of the original program is expressed
as a single logical query of an extended constraint logic which is then decided
using a combination of lazy abstraction, counterexample-based predicate in-
ference, and proof-based explication. The work is closely related to ours, but
the lack of a publicly available implementation prevented us from carrying out
a comparative analysis.
6 Conclusions
The work presented in this paper relates to the body of work developed within
the counterexample-guided (predicate) abstraction reﬁnement paradigm.
We have proposed an alternative abstraction and reﬁnement schema for a
subset of the C programming language that employs linear arithmetics (with
variables ranging over a numerical domain) and arrays, which allows for the
analysis of a wide class of imperative programs.
We have provided a formal semantics and a symbolic model checking pro-
cedure for this extended class of Linear Programs. Preliminary experimental
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results obtained with our prototype model checker eureka indicate that our
procedure correctly analyses programs on which other tools either fail or pro-
vide incorrect answers.
In the future we plan to explore the application of widening techniques
along the lines proposed in [7] to enforce termination of our model checking
procedure. We also plan to extend the abstraction reﬁnement procedure (e.g.
by treating pointers) in order to be able to verify an even wider class of C
programs.
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