An alternative method of making calculations of Rover fuel element lineal densities from the data output of the Mass per Unit Length Evaluation (MULE) inspection system is described. The method consists of using a logarithmic relationship between the lineal density and gamma-ray absorption. The method provides an accurate calculation of the absolute lineal density of fuel elements and also increases the accuracy of lineal density change measurements, in addition, the calibration procedure is greatly simplified. The accuracy of the MULE inspection is increased to better than 0.1% of the element lineal density.
INTRODUCTION
The Mass per Unit Length Evaluation (MULE) .nspection has become a productiontype inspection on Rover fuel elements.
The inspection is used to determine protective coating profiles as well as corrosion profiles for postmortem analysis. Evaluation of the absolute lineal density profile can be done easily with the proposed method.
The MULE system consists of a depleted uranium shielded housing containing a 400-Ci 60 Co source, collimators, and ionization chamber detector. The output from the detector is digitized and the data are punched on IBM cards for analysis. This analysis is done on a Control Data Corporation 6600 computer.
A scanning mechanism is used to move the fuel element through the gamma beam.
The element is passed through the beam in 1-in. increments and a 3-sec. count is made on each increment. The element is inspected at each stage of coating, starting at the machined (uncoated) state; thus, changes occurring at each stage can be evaluated.
II. DISCUSSION
±n the course of a normal MULE inspection, we wish to determine a change in mass per unit length between different manufacturing processes of the fuel elements. This is done by inspecting a fuel element and making the calculations to determine the mass per unit length in two different con- Table 1 . Table 1 shows that the lineal density calculations agree to within 0.01 in the range from 12 to 26. This indicates that the approximation to the idealized formula used in the calculation is valid over an adequate range for our purposes.
The relation I -I o e~u p can now be used to make calculations provided we do not diverge too far from the applicable region of the curve. In other words, if we take the natural logarithm lnl = lnI 0 -uo, the equation is applicable providing we remain in the linear portion of the curve.
To locate a desired position on the curve, immediately before inspection a standard piece of element of the same composition as the one to be inspected can be placed in the beam. The standard piece is short (~4 in.) and uniform, and its lineal density, p 0 , is found by weighing. After inspecting the element, the relation-,
is used to calculate 0j » the unknown lineal density of increment j along the element. C c is the count rate corresponding to p 0 . In order to use Eq. (5), the value of u must ue found by the following method; In successive increments {.long the element we have
Now, summing, = F Do A I in (7) and rpj = total weight of the element, which is readily found by weighing. Thus, Eq. (5) can be used to calculate all of the linear densities along the element, and the absolute value oi each increment in the elemeiit can be found.
In the normal use of the MULE, a change in lineal density for each increment along the element is desired. The above raetJiod is not suitable for this determination because the change of lineal density is either an added coating or a selected (normally graphite) loss, i.e., there is not a uniform material change. In other words, a change in the hybrid absorption coefficient occurs. The preinspection calculation involves the equation, 
where £ wt is the weighed value of the total change in weight. Thus, the incremental mass gain or loss is found using only the mass change over the length inspected -a readily-available value. The inspection for reactor postmortem elements is usually done on a different MULE system than was used in the preassembly inspection. This will introduce an added factor in the mass loss calculations because each MULE will be slightly different in its geometry, causing the values for I o and u to bo different in each MULE system. This necessitates a means of conversion between the MULE systems.
Let the pre-assembly inspection be done on MULE system #1 and the postmortem inspection be done on MULE system #2, the relations for each being, using Eq. (5),
MULE system #2. (13) Is the calibration process, an element and standard piece of given loading is run on both MULES which, for the increment j, pj = p 'j. Thus, by combining,
This gives the desired relationship of the two systems. A series of elements are inspected on both systems to find this relationship as a function of load. Once this is established, an element of the same loading whose pj vp,lues are calculated from the MULE No. 1 system can be converted to the count rate on the MULE Mo. 2 system using Eq. (8) 
where u' is found in the usual manner. Several elements have been inspected and the above methods applied. In measurements of absolute lineal densities, comparisons were made between the new method and the calibration method now being used. The comparisons show very close agreement, i.e., within statistical accuracy (Fig. 1) . Also, the difference calculations based on this method agreed well with the measured values for added material. The measured values were obtained by adding tubes in the bores and doing the inspection. The lineal density of the added material was i'ound by weighing and by comparison with the measured values. Figure 2 is an example of the resu)Js of this method.
In the postmortem inspection of fuel elements, some elements are received broken or corroded through. The proposed method of analysis is dependent on making correct count rate measurement along the total length of the element. It the element is parted, a spurious reading will result because of the separation of the pieces while being scanned. It is proposed that the method is sufficiently accurate that each segment can be inspected separately if the exact location of the segment is known. This can be done by adding the results of the measurement of the absolute lineal density made when the element was uncoated with the values of the coating measurements. This sum gives the absolute lineal density of each segment before the reactor is run. Thus, the mass loss can be determined with the above method for any segment at-long as its exact location in the element is known. Figure 3 shows the results of the MULE lineal density calculation plotted over the weighed values. The element is one that had been hot gas corrosion tested and experienced relatively little mass loss. After the MULE inspection was completed, the element was cut into 2-in. segments and the average lineal density of each measured. The results agree to within 0.02 g/in., which is within the statistical accuracy of the MULE measurements.
Several programs for calculating the lineal density and lineal density changes have been written for the Digital Equipment Corporation PDP-9 computer. The input data are taken on punched cards in the same manner now being used in the MULE program. Several elements which had been previously inspected have been used ir the calculations. The results of these calcula.ions show very good agreement in profile with the linear calculations, and the absolute density measurements are more realistic because the sum of the values agrees with the total measured values. Table 1 . Column 4 is the result of modifying the count rate to simulate the effects of the gamma beam streaming around the edges of the element segment. 
