The commuting graph of a finite non-commutative semigroup S, denoted G(S), is a simple graph whose vertices are the non-central elements of S and two distinct vertices x, y are adjacent if xy = yx. Let I(X) be the symmetric inverse semigroup of partial injective transformations on a finite set X. The semigroup I(X) has the symmetric group Sym(X) of permutations on X as its group of units. In 1989, Burns and Goldsmith determined the clique number of the commuting graph of Sym(X). In 2008, Iranmanesh and Jafarzadeh found an upper bound of the diameter of G(Sym(X)), and in 2011, Dolzan and Oblak claimed that this upper bound is in fact the exact value.
Introduction
The commuting graph of a finite non-abelian group G is a simple graph whose vertices are all noncentral elements of G and two distinct vertices x, y are adjacent if xy = yx. Commuting graphs of various groups have been studied in terms of their properties (such as connectivity or diameter), for example in [8, 10, 19, 34] . They have also been used as a tool to prove group theoretic results, for example in [9, 32, 33] .
For the particular case of the commuting graph of the finite symmetric group Sym(X), it has been proved [19] that its diameter is ∞ when |X| or |X| − 1 is a prime, and is at most 5 otherwise. It has been claimed [13] that if neither |X| nor |X| − 1 is a prime, then the diameter of G(Sym(X)) is exactly 5. The claim is correct but the proof contains a gap (see the end of Section 6). The clique number of G(Sym(X)) follows from the classification of the maximum order abelian subgroups of Sym(X) [11, 26] . In addition, there is a very interesting conjecture (which is still open, as far as we know) that there exists a common upper bound of the diameters of the (connected) commuting graphs of finite groups.
The concept of the commuting graph carries over to semigroups. Suppose S is a finite noncommutative semigroup with center Z(S) = {a ∈ S : ab = ba for all b ∈ S}. The commuting graph of S, denoted G(S), is the simple graph (that is, an undirected graph with no multiple edges or loops) whose vertices are the elements of S − Z(S) and whose edges are the sets {a, b} such that a and b are distinct vertices with ab = ba.
In 2011, Kinyon and the first and third author [6] initiated the study of the commuting graphs of (non-group) semigroups. They calculated the diameters of the ideals of the semigroup T (X) of full transformations on a finite set X [6, Theorems 2.17 and 2.22], and for every natural number n, constructed a semigroup of diameter n [6, Theorem 4.1]. (The latter result shows that the aforementioned conjecture on the diameters of finite groups does not hold for semigroups.) Finally, the study of the commuting graphs of semigroups led to the solution of a longstanding open problem in semigroup theory [6, Proposition 5.3] .
The goal of this paper is to extend to the finite symmetric inverse semigroups part of the research already carried out for the finite symmetric groups. The symmetric inverse semigroup I(X) on a set X is the semigroup whose elements are the partial injective transformations on X (one-to-one functions whose domain and image are included in X) and whose multiplication is the composition of functions. We will write functions on the right (xf rather than f (x))) and compose from left to right (x(f g) rather than f (g(x)). The semigroup I(X) is universal for the class of inverse semigroups since every inverse semigroup can be embedded in some I(X) [18, Theorem 5.1.7] . This is analogous to the fact that every group can be embedded in some symmetric group Sym(X) of permutations on X. We note that I(X) contains an identity (the transformation that fixes every element of X) and a zero (the transformation whose domain and image are empty). The class of inverse semigroups is arguably the second most important class of semigroups, after groups, because inverse semigroups have applications and provide motivation in other areas of study, for example, differential geometry and physics [27, 30] .
Various subsemigroups of the finite symmetric inverse semigroup I(X) have been studied. One line of research in this area has been the determination of subsemigroups of I(X) of a given type that are either maximal (with respect to inclusion) or largest (with respect to order). (See, for example, [3, 15, 37, 38] . ) In 1989, Burns and Goldsmith [11] obtained a complete classification of the abelian subgroups of maximum order of the symmetric group Sym(X), where X is a finite set. These abelian subgroups are of three different types depending on the value of n modulo 3, where n = |X|. We extend this result to the commutative subsemigroups of I(X) of maximum order (Theorem 5.3). We also determine the maximum order commutative inverse subsemigroups of I(X) (Theorem 3.2) and the maximum order commutative nilpotent subsemigroups of I(X) (Theorem 4.19). As a corollary of Theorem 5.3, we obtain the clique number of the commuting graph of I(X) (Corollary 6.1).
We also find the diameters of the commuting graphs of the proper ideals of I(X) (Theorem 6.7), the diameter of G(I(X)) when n = |X| is even (Theorem 6.12) and when n is a power of an odd prime (Theorem 6.16), and establish that the diameter of G(I(X)) is 4 or 5 when n is odd and divisible by at least two distinct primes (Proposition 6.13). The diameter results extend to G(I(X)) the results obtained for G(Sym(X)) by Iranmanesh and Jafarzadeh [19] and Dolzan and Oblak [13] . (However, see our discussion at the end of Section 6 regarding a problem with Dolzan and Oblak's proof.) We conclude the paper with some problems that we believe will be of interest for mathematicians working in combinatorics and semigroup or group theory (Section 7).
The concept of the commuting graph of a transformation semigroup is central for associative algebras since, in a sense, the study of associativity is the study of commuting transformations and centralizers [7] . This paper builds upon the results on centralizers of transformations in general and of partial injective transformations in particular [2, 4, 5, 20, 21, 22, 23, 24, 25, 28] . Throughout this paper, we fix a finite set X and reserve n to denote the cardinality of X. To simplify the language, we will sometimes say "semigroup in I(X)" to mean "subsemigroup of I(X)." We will denote the identity in I(X) by 1 and the zero in I(X) by 0.
Commuting Elements of I(X)
In this section, we collect some results about commuting transformations in I(X) that will be needed in the subsequent sections.
Let S be a semigroup with zero. An element a ∈ S is called a nilpotent if a p = 0 for some positive integer p; the smallest such p is called the index of a. We say that S is a nilpotent semigroup if every element of S is a nilpotent. A special type of a nilpotent semigroup is a null semigroup in which ab = 0 for all a, b ∈ S. Note that every nonzero nilpotent in a null semigroup has index 2. We say that S is a null monoid if it contains an identity 1 and ab = 0 for all a, b ∈ S such that a, b = 1. Clearly, all null semigroups and all null monoids are commutative.
For α ∈ I(X), we denote by dom(α) and im(α) the domain and image of α, respectively. The rank of α is the cardinality of im(α) (which is the same as the cardinality of dom(α) since α is injective). The union span(α) = dom(α) ∪ im(α) will be called the span of α.
Let α, β ∈ I(X). We say that β is contained in α (or α contains β) if dom(β) ⊆ dom(α) and xβ = xα for all x ∈ dom(β). We say that α and β in I(X) are completely disjoint if span(α) ∩ span(β) = ∅. Let M = {γ 1 , . . . , γ k } be a set of pairwise completely disjoint elements of I(X).
The join of the elements of M , denoted γ 1 ⊔ · · · ⊔ γ k , is the element α of I(X) whose domain is dom(γ 1 ) ∪ . . . ∪ dom(γ k ) and whose values are defined by xα = xγ i , where γ i is the (unique) element of M such that x ∈ dom(γ i ). If M = ∅, we define the join to be 0. Let x 0 , x 1 , . . . , x k be pairwise distinct elements of X.
• A cycle of length k (k ≥ 1), written (x 0 x 1 . . . x k−1 ), is an element ρ ∈ I(X) with dom(ρ) = {x 0 , x 1 , . . . , x k−1 }, x i ρ = x i+1 for all 0 ≤ i < k − 1, and x k−1 ρ = x 0 .
• A chain of length k (k ≥ 1), written [x 0 x 1 . . . x k ], is an element τ ∈ I(X) with dom(τ ) = {x 0 , x 1 , . . . , x k−1 } and
The following decomposition result is given in [28, Theorem 3.2] .
Proposition 2.1. Let α ∈ I(X) with α = 0. Then there exist unique sets Γ = {ρ 1 , . . . , ρ k } of cycles and Ω = {τ 1 , . . . , τ m } of chains such that the transformations in Γ ∪ Ω are pairwise completely disjoint and
Note that every ρ i and every τ j is contained in α. Moreover, for every integer p > 0, 
, and α 4 = (1) ⊔ (2) ⊔ (3) ⊔ (4). Let α ∈ I(X). Then:
• α ∈ Sym(X) if and only if α = ρ 1 ⊔ · · · ⊔ ρ k is a join of cycles and ∪ k i=1 dom(ρ i ) = X. The join α = ρ 1 ⊔ · · · ⊔ ρ k is equivalent to the cycle decomposition of α in group theory. Note that a cycle (x 0 x 1 . . . x t−1 ) differs from the corresponding cycle in Sym(X) in that the former is undefined for every x ∈ X − {x 0 , x 1 , . . . , x t−1 }, while the latter fixes every such x.
• α is a nilpotent if and only if α = τ 1 ⊔ · · · ⊔ τ m is a join of chains; and α 
is a cycle in α such that some x i ∈ dom(β), then every x j ∈ dom(β) and there exists a cycle ρ ′ = (y 0 y 1 . . . y k−1 ) in α (of the same length as ρ) such that
where j ∈ {0, 1, . . . , k − 1} and the subscripts on the y i s are calculated modulo k;
is a chain in α such that some x i ∈ dom(β), then there are p ∈ {0, 1, . . . , k} and a chain τ
The way to remember Proposition 2.2 is that αβ = βα if and only if β maps cycles in α onto cycles in α of the same length, and it maps initial segments of chains in α onto terminal segments of chains in α.
An element ε ∈ I(X) is an idempotent (εε = ε) if and only if ε = (
is a join of cycles of length 1; and σ ∈ I(X) is a permutation on X if and only if dom(σ) = X and σ is a join of cycles. For a function f : A → B and A 0 ⊆ A, we denote by f | A0 the restriction of f to A 0 .
The following lemma will be important in our inductive arguments in Sections 3 and 5.
Lemma 2.3. Suppose γ ∈ I(X) is either an idempotent such that γ / ∈ {0, 1}, or a permutation on X such that not all cycles in γ have the same length. Then there is a partition {A, B} of X such that β| A ∈ I(A) and β| B ∈ I(B) for all β ∈ I(X) such that γβ = βγ.
is an idempotent such that γ / ∈ {0, 1}. Let A = dom(γ) = {x 1 , x 2 , . . . , x k } and B = X − A. Then A = ∅ (since γ = 0), B = ∅ (since γ = 1), and A ∩ B = ∅. Note that B = X − span(γ). Let β ∈ I(X) be such that γβ = βγ. Let x i ∈ A and y ∈ B be such that x i , y ∈ dom(β). Then x i β = x j ∈ A by (1) of Proposition 2.2, and yβ ∈ B by (3) of Proposition 2.2. Hence β| A ∈ I(A) and β| B ∈ I(B).
Suppose γ ∈ I(X) is a permutation on X such that not all cycles in γ have the same length. Select any cycle ρ in γ and let k be the length of ρ. Let A = {x ∈ X : x ∈ span(ρ ′ ) for some cycle ρ ′ in γ of length k} and let B = X − A. Then A = ∅ (since ρ is a cycle in γ of length k), B = ∅ (since not all cycles in γ have length k), and A ∩ B = ∅. Let β ∈ I(X) be such that γβ = βγ. Let x ∈ A and y ∈ B be such that x, y ∈ dom(β). Then xβ ∈ A and yβ ∈ B by (1) of Proposition 2.2. Hence β| A ∈ I(A) and β| B ∈ I(B).
It is straightforward to prove the following lemma.
Lemma 2.4. Let {A, B} be a partition of X. Suppose α, β ∈ I(X) are such that α| A , β| A ∈ I(A) and α| B , β| B ∈ I(B). Then:
(2) αβ = βα if and only if (α| A )(β| A ) = (β| A )(α| A ) and (α| B )(β| B ) = (β| B )(α| B ).
We conclude this section with a lemma that is an immediate consequence of the definition of commutativity.
Lemma 2.5. For all α, β ∈ I(X), if αβ = βα, then (im α)β ⊆ im(α) and (dom(α))β −1 ⊆ dom(α).
The Largest Commutative Inverse Semigroup in I(X)
In this section, we will prove that the maximum order of a commutative inverse subsemigroup of I(X) is 2 n , and that the semilattice E(I(X)) of idempotents is the unique commutative inverse subsemigroup of I(X) of the maximum order (Theorem 3.2).
An element a of a semigroup S is called regular if a = axa for some x ∈ S. If all elements of S are regular, we say that S is a regular semigroup. An element a ′ ∈ S is called an inverse of a ∈ S if a = aa ′ a and a ′ = a ′ aa ′ . Since regular elements are precisely those that have inverses (if a = axa then a ′ = xax is an inverse of a), we may define a regular semigroup as a semigroup in which each element has an inverse [18, p. 51 ]. The most extensively studied subclass of the regular semigroups has been the class of inverse semigroups (see [31] and [18, Chapter 5] A semilattice is a commutative semigroup consisting entirely of idempotents. A semilattice can also be defined as a partially ordered set (S, ≤) such that the greatest lower bound a ∧ b exists for all a, b ∈ S. Indeed, if S is a semilattice, then (S, ≤), where ≤ is a relation on S defined by a ≤ b if a = ab, is a poset with a ∧ b = ab for all a, b ∈ S. Conversely, if (S, ≤) is a poset such that a ∧ b exists for all a, b ∈ S, then S with multiplication ab = a ∧ b is a semilattice. (See [18, Proposition 1.3.2] .) For a semigroup S, denote by E(S) the set of idempotents of S. The set E(I(X)) is a semilattice, which, viewed as a poset, is isomorphic to the poset (P(X), ⊆) of the power set P(X) under inclusion.
For semigroups S and T , we will write S ∼ = T to mean that S is isomorphic to T .
Lemma 3.1. Let S be a commutative semigroup in I(X). Suppose there is a partition {A, B} of X such that α| A , β| A ∈ I(A) and α| B , β| B ∈ I(B) for all α, β ∈ S. Let S A = {α| A : α ∈ S} and S B = {α| B : α ∈ S}. Then:
(1) S A is a commutative semigroup in I(A) and S B is a commutative semigroup in I(B).
(2) If S is an inverse semigroup, then S A and S B are inverse semigroups.
Proof. To prove (1), first note that S A is a subset of I(A). It is closed under multiplication since for all α, β ∈ S, we have αβ ∈ S, and so, by Lemma 2.4, (α| A )(β| A ) = (αβ)| A ∈ S A . Finally, S A is commutative by Lemma 2.4 and the fact that S is commutative. The proof for S B is the same. To prove (2) , suppose that S is an inverse semigroup. Let α| A ∈ S A , where α ∈ S. Since S is a regular semigroup, there exists β ∈ S such that α = αβα. Then β| A ∈ S A and, by Lemma 2.4, α| A = (αβα)| A = (α| A )(β| A )(α| A ). Thus α| A is a regular element of S A , and so S A is a regular semigroup. Hence S A is an inverse semigroup since it is a subsemigroup of I(A) and the idempotents in I(A) commute. The proof for S B is the same.
To prove (3), suppose that S is a maximal commutative semigroup in I(X). Define a function φ : S → S A × S B by αφ = (α| A , α| B ). Then φ is a homomorphism since for all α, β ∈ S,
Further, for all α, β ∈ S, (α| A , α| B ) = (β| A , β| B ) implies α = β (since {A, B} is a partition of X). Thus φ is one-to-one. Let (σ, µ) ∈ S A × S B . Then σ = α| A and µ = β| B for some α, β ∈ S. Define γ ∈ I(X) by γ| A = α| A and γ| B = β| B . Let δ ∈ S. Then αδ = δα and βδ = δβ, and so, by Lemma 2.4, (γ| A )(δ| A ) = (α| A )(δ| A ) = (δ| A )(α| A ) = (δ| A )(γ| A ) and (γ| B )(δ| B ) = (β| B )(δ| B ) = (δ| B )(β| B ) = (δ| B )(γ| B ). Hence γδ = δγ, which implies that γ ∈ S since S is a maximal commutative semigroup in I(X). Thus γφ = (γ| A , γ| B ) = (α| A , β| B ) = (σ, µ), and so φ is onto.
A subgroup G of Sym(X) is called semiregular if the identity is the only element of G that fixes any point of X [36] . It is easy to see that G is semiregular if and only if for every σ ∈ G, all cycles in σ have the same length. If G is a semiregular subgroup of Sym(X) with n = |X|, then the order of G divides n [36, Proposition 4.2], and so |G| ≤ n.
We can now prove our main theorem in this section.
Theorem 3.2. Let X be a finite set with n ≥ 1 elements. Then:
(2) The semilattice E(I(X)) is the unique commutative inverse subsemigroup of I(X) of order 2 n .
Proof. We will prove (1) and (2) simultaneously by induction on n. The statements are certainly true for n = 1. Let n ≥ 2 and suppose that (1) and (2) are true for every symmetric inverse semigroup on a set with cardinality less than n. Let S be a maximal commutative inverse semigroup in I(X). Let G = S ∩Sym(X) and T = S − G. If G is a semiregular subgroup of Sym(X) and T = {0}, then |S| = |G| + 1 ≤ n + 1 < 2 n (since n ≥ 2). Suppose G is not semiregular or T = {0}. In the former case, G (and so S) contains a permutation σ such that not all cycles of σ are of the same length. Suppose T = {0}. Let 0 = α ∈ T and let α ′ be the inverse of α in S. Then α = αα ′ α and ε = αα ′ is an idempotent. Note that ε = 1 (since α / ∈ Sym(X)) and ε = 0 (since α = εα and α = 0). Thus, in either case, by Lemmas 2.3 and 3.1, there is a partition {A, B} of X such that S ∼ = S A ×S B , where S A is a commutative inverse semigroup in I(A) and S B is a commutative inverse semigroup in I(B). Let k = |A| and m = |B|. Then 1 ≤ k, m < n with k + m = n, and so, by the inductive hypothesis,
n . Suppose that S = E(I(X)). Then, since S is a maximal commutative inverse semigroup in I(X), S is not included in E(I(X)), and so it is not a semilattice. It follows that S A = E(I(A)) or S B = E(I(B)) (since S ∼ = S A × S B and the direct product of two semilattices is a semilattice). We may assume that S A = E(I(A)). By the inductive hypothesis again, I(A) < 2 k , and so
We have proved that |S| ≤ 2 n and if S = E(I(X)) then |S| < 2 n . Statements (1) and (2) follow.
The Largest Commutative Nilpotent Semigroups in I(X)
In this section, we consider nilpotent semigroups in I(X), that is, the semigroups whose every element is a nilpotent. We determine the maximum order of a commutative nilpotent semigroup in I(X), and describe the commutative nilpotent semigroups in I(X) of the maximum order (Theorem 4.19).
Definition 4.1. Let X be a set with n ≥ 2 elements and let {K, L} be a partition of X. Denote by S K,L the subset of I(X) consisting of all nilpotents of the form [
, where x i ∈ K, y i ∈ L, and 0 ≤ r ≤ min{|K|, |L|}.
For example, let n = 4, X = {1, 2, 3, 4}, K = {1, 2}, and L = {3, 4}. Then Proof. Let α, β ∈ S K,L and suppose x ∈ dom(α). Then xα / ∈ dom(β) (since xα ∈ L), and so x / ∈ dom(αβ). It follows that αβ = 0. 
If S K,L is a balanced null semigroup, then the monoid S K,L ∪ {1} will be called a balanced null monoid. Note that λ n from (4.1) is also defined for n = 1, and that λ 1 = 1 is the order of the trivial nilpotent semigroup S = {0}.
Our objective is to prove that the maximum order of a commutative nilpotent subsemigroup of I(X) is λ n , and that, if n / ∈ {1, 3}, the balance null semigroups S K,L are the only commutative nilpotent subsemigroups of I(X) of order λ n (Theorem 4.19). We will need some combinatorial lemmas, which we present now. 
and |L| = n−2 2
. For a fixed y ∈ L, the mapping α = [x y] ⊔ β → β is a bijection from {α ∈ S 2 : xα = y} to S K−{x},L−{y} . Thus, since there are |L| = m choices for y, we have
Proof. Since a < n 2 , and b = n − a, we have a < b and hence a + 1 ≤ b. Let 0 ≤ r ≤ a. Then 
(2) For every positive integer k such that k ≥ 10 and n − k ≥ 10,
Proof. To prove (1), fix a ∈ X and consider a partition {A, B} of X − {a} such that |A| = n−1 2 and |B| = (n − 1) − |A|. Note that λ n = |S A∪{a},B | and λ n−1 = |S A,B |. We will consider two cases. Case 1. n is even.
In this case |B| = |A| + 1, hence for every α ∈ S A,B , we can select an element y α ∈ B − im(α). Then the mapping φ : S A,B → S A∪{a},B defined by αφ = α ⊔ [a y α ] is one-to-one with im(φ) ⊆ S A∪{a},B − S A,B . Since n > 10, we can select y 1 , y 2 ∈ B such that y 1 , y 2 = y α where α = 0. Then
2 . By direct calculations, λ 11 = 4051 and 2λ 10 + 1 = 3093. So (1) is true for n = 11. Suppose n ≥ 13 and note that m ≥ 6. Denote by J m−2 the set of transformations of S A,B of rank at most m − 2 and note that 
where the first strong inequality follows from the fact that λ n−1 = |S A,B |, m ≥ 6, and the expression (2), suppose k ≥ 10 and n − k ≥ 10. We may assume that k ≤ n − k. Consider a partition {A, B, C, D} of X such that
or |B| + |D| = n 2 , and so λ n = |S A∪C,B∪D |, λ n−k = |S A,B | and
Let S be the subsemigroup of S A∪C,B∪D consisting of all α such that α| A ∈ S A,B and α| C ∈ S C,D . We can construct a bijection between S and S A,B ×S C,D as in the proof of Lemma 3.1, hence |S| = λ n−k λ k . Since the inequality in (2) is equivalent to λ n > λ k λ n−k + λ k + λ n−k , it suffices to construct more then 2λ n−k ≥ λ n−k + λ k elements of S A∪C,B∪D − S. We will consider two cases.
In this case |B| = |A| + 1, so for each α ∈ S A,B , we can select an element b α ∈ B − im(α). Now, for any pair (c,
It is clear that α c ∈ S A∪C,B∪D − S and that the mapping (α, c) → α c is one-to-one. Since k ≥ 10, we have
Note that for any α ∈ S A,B of rank smaller then m, we can find b α ∈ B − im(α) and define α c as in Case 1. This construction yields |C|(
where the first inequality follows from the fact that 
The result follows.
Proof. If n > 10, then λ n > 2λ n−1 + 1 > 2λ n−1 by Lemma 4.6. If 6 ≤ n ≤ 10, then the result can be checked by direct calculations: Notation 4.8. Let S be any commutative nilpotent subsemigroup of I(X). We define the following subset C = C(S) of X:
For a fixed c ∈ C, we define In the following lemmas, S is a commutative nilpotent subsemigroup of I(X) and C is the subset of S defined by (4.2). Our immediate objective is to obtain certain bounds on |A c | and |B c | (see Lemma 4.11).
Lemma 4.9. Let c ∈ C, a ∈ A c , and b ∈ B c . Then:
(2) For all β ∈ S, if cβ = b, then aβ = q, where q = q(c, a, b) is the unique element from (1) .
Since c ∈ dom(β), Proposition 2.2 implies that a ∈ dom(β). Let q = aβ. Then qα = (aβ)α = (aα)β = cβ = b. Let α ′ ∈ S be such that aα ′ = c. By the foregoing argument, there exists q ′ ∈ X such that aβ = q ′ and q
To prove (2), suppose β ∈ S with cβ = b. Since a ∈ A c , aα = c for some α ∈ S. But then, by the proof of (1), aβ = q. Lemma 4.10. Let c ∈ C, a, a 1 , a 2 ∈ A c , and
Proof. To prove (1), let q = q(c, a, b 1 ) = q(c, a, b 2 ). Since a ∈ A c , there is α ∈ S such that aα = c. But then, by Lemma 4.9, b 1 = qα = b 2 . The proof of (2) is similar.
We can now prove the lemma concerning the sizes of A c and B c . Proof. Suppose to the contrary that for every c ∈ C, none of (a)-(c) holds. Let c ∈ C. Then, since (a) does not hold for c, |A c | = 1 or |B c | = 1.
Suppose
If such an element b i+1 does not exist, stop the construction. Note that the construction must stop after finitely many steps. (Indeed, otherwise, since X is finite, we would have
which is impossible since S consists of nilpotents.) Thus, there exists i ≥ 0 such that b i ∈ C ∩ B c and no element of B c is mapped to b i by some transformation in S.
′ , and so {c, a} ⊆ A b ′ . But a = c (since aα = c and α is a nilpotent), and we again have
contradicts our assumption (see the first sentence of the proof).
The claim has been proved. Hence, no element of B c is in C, that is, C ⊆ X − B c . Now, by Lemma 4.9, for each b i ∈ B c , there exists q i = q(c, a, b i ) ∈ C such that a ∈ A qi and b i ∈ B qi . Moreover, by Lemma 4.10,
If |B c | = 1, we obtain a contradiction in a similar way. This concludes the proof.
We continue the proof of Theorem 4.19 by considering two cases. First, we suppose that S is a commutative semigroup of nilpotents such that C = ∅, that is, there is no c ∈ X such that c ∈ dom(α) ∩ im(β) for some α, β ∈ S. Note that this implies that each nonzero element of S is a nilpotent of index 2. Proof. Let A = {x ∈ X : x ∈ dom(α) for some α ∈ S} and B = X − A. Since C = ∅, we have A ∩ {y ∈ X : y ∈ im(β) for some β ∈ S} = ∅, and so S ⊆ S Second, we suppose that S is a commutative nilpotent subsemigroup of I(X) such that C = ∅. Note that this is possible only if n ≥ 3. Fix c ∈ C that satisfies one of the conditions (1)- (3) from Lemma 4.11. Our objective is to prove that for all n ≥ 3,
We will proceed by strong induction on n = |X|. Let n = 3. Then the maximal commutative nilpotent semigroups in I(X) are the balanced null semigroups {0, Inductive Hypothesis. Let n ≥ 4 and suppose that (4.3) is true whenever 3 ≤ |X| < n.
Consider the following subset of S:
If such a d ∈ X − {c} exists, then |S − S c | ≤ λ n−1 by the inductive hypothesis. Thus, at any rate,
We now want to find a suitable upper bound for the size of S c (Lemma 4.17). To this end, we will map S c onto a commutative subset S * c of I(X − {c}) and analyze the preimages of the elements of S * c . Definition 4.13. For α ∈ S c with c ∈ im(α), let U α be the smallest subset of X containing cα −1 and closed under all transformations γ −1 and αδα −1 , where γ, δ ∈ S c . For α ∈ S c with c ∈ dom(α), let D α be the smallest subset of X containing c and closed under all transformations γ −1 and αδα −1 , where γ, δ ∈ S c . For α ∈ S c , define α * ∈ I(X − {c}) as follows:
Let S * c = {α * : α ∈ S c } and note that S * c is a subset of I(X − {c}).
We will need the following lemma about the sets U α and D α .
Lemma 4.14. Let α, β ∈ S c . Then:
Proof. To prove (1), suppose c ∈ im(α) and let a = cα −1 . Then clearly a ∈ dom(α). By Lemma 2.5, dom(α) is closed under γ −1 for all γ ∈ S c . Let x ∈ dom(α) and δ ∈ S c be such that x(αδα −1 ) is defined. Since xα ∈ im(α), we have (xα)δ ∈ im(α) by Lemma 2.5, and so x(αδα −1 ) = ((xα)δ)α −1 ∈ dom(α). Thus dom(α) is also closed under αδα −1 for all δ ∈ S c . It follows that U α ⊆ dom(α). Suppose c ∈ im(β) and cα
We will prove that x ∈ U α and xα = xβ by induction on the minimum number of steps needed to generate x from a. If x = a, then x ∈ U α and xα = xβ since x = a = cβ −1 = cα −1 . Suppose x = yγ −1 for some y ∈ U β and γ ∈ S c . Then y ∈ U α and yα = yβ by the inductive hypothesis. Then x = yγ −1 ∈ U α by the definition of U α . Further, y ∈ C (since y ∈ dom(α) ∩ im(γ)), x ∈ A y (since xγ = y), and yα ∈ B y . Since we also have yβ = yα, Lemma 4.9 implies xα = q(y, x, yα) = q(y, x, yβ) = xβ.
Finally, suppose x = y(βδβ −1 ) for some y ∈ U β and δ ∈ S c . Then y ∈ U α and yα = yβ by the inductive hypothesis. Let p = y(αδ). Then yα ∈ C (since yα ∈ dom(δ) ∩ im(α))), y ∈ A yα , and p ∈ B yα (since (yα)δ = p). Again, since yβ = yα, Lemma 4.9 implies
. It follows that x ∈ U α and xα = p = xβ. We have proved that U β ⊆ U α and xα = xβ for all x ∈ U β . By symmetry, U α ⊆ U β and xα = xβ for all x ∈ U α . We have proved (1). The proof of (2) Proof. Let α, β ∈ S c . We want to prove that α * β * = β * α * . Let x ∈ X − {c}. Since αβ = βα, both αβ and βα are either defined at x or undefined at x. In the latter case, both α * β * and β * α * are undefined at x.
So suppose that x(αβ) = x(βα) exists. If both α * β * and β * α * are defined at x, then x(α * β * ) = x(αβ) = x(βα) = x(β * α * ). Hence, it suffices to show that
By symmetry, we may suppose that that x(α * β * ) is undefined. We consider two possible cases.
Case 1. xα * is undefined.
Since we are working under the assumption that x(αβ) exists (and so xα exists), it follows from Definition 4.13 and Lemma 4.14 that x ∈ K, where K = U α or K = D α . Since x(αβ) exists, it is in im(α) by Lemma 2.5, so x(αβα −1 ) exists. Hence x(αβα −1 ) ∈ K by the definitions of U α and D α . We have x(αβα −1 ) = (xβα)α −1 = xβ, and so xβ ∈ K. Thus (xβ)α * is undefined, and so x(β * α * ) is undefined.
Case 2. xα
* is defined and (xα * )β * is undefined.
This can only happen when xα * = xα is in K, where K = U β or K = D β . By the definitions of U β and D β , x = (xα)α −1 ∈ K as well. But then xβ * is undefined, and hence x(β * α * ) is also undefined.
Lemma 4.16. Let α ∈ S c . Then:
Proof. To prove (1), let c ∈ im(α) and b ∈ B c , that is, cγ = b for some γ ∈ S c . Note that b ∈ im(α) by Lemma 2.5. Then, since cα −1 ∈ U α , we have bα
We have already established that bα −1 ∈ U α . Thus b = (bα −1 )(ααα −1 ) ∈ U α , and so b / ∈ dom(α * ). We have proved (1). The proof of (2) is similar.
We can now obtain an upper bound for the size of S c . 
Proof. Let A = A c , B = B c , and consider the following subsets of S * c : . Let F be any subset of S * c and denote by F the semigroup generated by F . Then F is clearly commutative. Suppose to the contrary that F is not a nilpotent semigroup. Then it contains a nonzero idempotent, say ε = α * 1 · · · α * k , where α * i ∈ F . Let x ∈ X be any element fixed by ε. Then x(α * 1 · · · α * k ) = x, and so x(α 1 · · · α k ) = x since each α * i is a restriction of α i . But this is a contradiction since α 1 · · · α k is a nilpotent as an element of S. Thus F is a nilpotent semigroup.
Hence, by Proposition 4.12 and the inductive hypothesis applied to F A ∪ F 0 ⊆ I(X − (B ∪ {c})), F B ∪ F 0 ⊆ I(X − (A ∪ {c})), and F 0 ⊆ I(X − (A ∪ B ∪ {c}))), we have
, and so aα = c for some a ∈ X. Note that a ∈ A. Fix a 0 ∈ span(α * ) ∩ A. Suppose to the contrary that a 0 = a. Then a 0 / ∈ dom(α * ) since a 0 = a = cα −1 ∈ U α and α * = α| X−Uα . Hence a 0 ∈ im(α * ), that is, xα * = a 0 = a for some x ∈ dom(α * ). But this is a contradiction since x = aα −1 ∈ U α , and so x / ∈ dom(α * ). We have proved that a 0 = a. Suppose α * = β * . By the foregoing argument, there is a ′ ∈ A such that a ′ β = c and a ′ = a 0 . Moreover, if a = a ′ , then α = β by Lemma 4.14. It follows that any α * ∈ F A has at most p − 1 preimages under the mapping * (which correspond to the number of elements from the set A − {a 0 } that α can map to c if α * ∈ F A ). By similar arguments, any α ∈ F B has at most t − 1 preimages under * , and any α * ∈ F 0 has at most p + t preimages under * .
These considerations about the number of preimages that an element of S * c can have, together with (4.6), give
which completes the proof.
The following proposition will finish our inductive proof of (4.3). The proposition is stronger than what we need in this section, but we will also use it in the proof of the general case.
Proposition 4.18. Let X be a set with n ≥ 4. Let S be a commutative nilpotent subsemigroup of I(X) with C = ∅. Then:
Proof. We have checked that (1) is true by direct calculations using GRAPE [35] , which is a package for GAP [17] . For n ∈ {4, 5, 6, 7}, we have calculated the orders of the maximal commutative nilpotent semigroups and the number of semigroups of each order. The following table contains the maximum order of a commutative nilpotent semigroup (row 2) and the number of commutative nilpotent semigroups of the maximum order. To prove (2), suppose n ≥ 8. Let c ∈ C be an element that satisfies one of the conditions (1)-(3) from Lemma 4.11. Let p = |A c | and t = |B c |. By (4.5) and Lemma 4.17,
We consider four possible cases.
Case 1. p ≥ 2 and t ≥ 2. By (4.7),
where (4.8) follows from n − t − 1, n − p − 1 ≤ n − 3 and n − p − t − 1 ≤ n − 5, and (4.9) from p + t ≤ n − 1 (so p + t − 2 ≤ n − 3). For n = 8 and n = 9, λ n−1 + (n − 3)λ n−3 + 2λ n−5 < λ n − n by direct calculations: n 8 9 λ n − n 201 492 λ n−1 + (n − 3)λ n−3 + 2λ n−5 144 427 For n ≥ 10, λ n−5 > n (see the table in Lemma 4.7), and so |S| ≤ λ n−1 + (n − 3)λ n−3 + 2λ n−5 < λ n−1 + (n − 3)λ n−3 + 3λ n−5 − n (4.10) Case 2. p = 1 and t = 1. Then, by (4.7), |S| ≤ λ n−1 + 2λ n−3 < λ n−1 + 3λ n−3 − n (4.14)
where (4.14) follows from λ n−3 > n when n ≥ 8, (4.15) from λ n−2 > 2λ n−3 when n ≥ 8 (see The inductive proof of (4.3) is complete. As a bonus, we have Proposition 4.18. We can now prove the main theorem of this section. 
The Largest Commutative Semigroups in I(X)
In this section, we determine the maximum order of a commutative subsemigroup of I(X), and describe the commutative subsemigroups of I(X) of the maximum order (Theorem 5.3).
Lemma 5.1. Let X be a set with n < 10 elements. Suppose S is a commutative subsemigroup of I(X) such that S = E(I(X)), where E(I(X)) is the semilattice of idempotents of I(X). Then |S| < 2 n .
Proof. The lemma is vacuously true when n = 1. It is also true when n = 2 since then the only maximal commutative subsemigroups of I(X) other than E(I(X)) are Sym(X) ∪ {0} and {0, 1, [i j]}, where i and j are distinct elements of X. Let n ≥ 3 and suppose, as the inductive hypothesis, that the result is true whenever |X| < n. Let G = S ∩ Sym(X) and T = S − G. Suppose G is a semiregular subgroup of Sym(X) and T is a nilpotent semigroup. Then |G| ≤ n (since G is semiregular) and |T | ≤ λ n (by Theorem 4.19). Thus |S| ≤ λ n + n < 2 n , where the latter inequality follows from the table below. Suppose G is not a semiregular group or T is not a nilpotent semigroup. Then, by Lemmas 2.3 and 3.1, there is a partition {A, B} of X such that S ∼ = S A × S B , where S A is a commutative subsemigroup of I(A) and S B is a commutative subsemigroup of I(B). If S ⊆ E(I(X)), then |S| < |E(I(X))| = 2 n . Suppose S is not included in E(I(X)). Then at least one of S A and S B , say S A , must contain an element that is not an idempotent. Let k = |S A |. By the inductive hypothesis, |S A | < 2 k and |S B | ≤ 2 n−k , and so
is a commutative subsemigroup of I(X) such that G is a nontrivial semiregular subgroup of Sym(X) and T is a subsemigroup of S A,B
, where {A, B} is a partition of X. Then |S| < λ n + 1.
Proof. Let k = |A|, so |B| = n − k. We have |G| ≤ n (since G is semiregular) and |T | ≤ |S A,B | ≤ λ n (by Proposition 4.12). If k = 1 or k = n − 1, then |T | ≤ |S A,B | = n, and so |S| ≤ n + n = 2n < λ n + 1 since n ≥ 5 (see the table in Lemma 4.7). Suppose 1 < k < n − 1. The semigroup S A,B contains |A| · |B| = k(n − k) nilpotents [x y]. Let σ be a nontrivial element of G. Then no nilpotent [x y] commutes with σ (by Proposition 2.2), and so such a nilpotent cannot be in T . Thus |T | ≤ |S A,B | − k(n − k) ≤ λ n − k(n − k). But, since n ≥ 5 and 1 < k < n − 1, we have k(n − k) ≥ n by elementary algebra, and so
We can now prove the main theorem of the paper regarding largest commutative subsemigroups of I(X). Proceeding by induction on n = |X|, we suppose that the statement is true for every X with 10 ≤ |X| < n. Let G = S ∩ Sym(X) and T = S − G. Suppose G is a semiregular subgroup of Sym(X) and T is a nilpotent semigroup. If G is trivial, then T is not a balanced null semigroup, and hence |S| < λ n + 1 by Theorem 4.19. So assume that G = {1}. Let C = {c ∈ X : c ∈ dom(α) ∩ im(β) for some α, β ∈ T }.
, where {A, B} is a partition of X, and so |S| < λ n + 1 by Lemma 5.2. Suppose C = ∅. Then |G| ≤ n (since G is semiregular) and |T | < λ n − n (by Proposition 4.18). Thus |S| = |G| + |T | < n + λ n − n = λ n < λ n + 1. Suppose G is not a semiregular subgroup of Sym(X) or T is a not a nilpotent semigroup. Then, by Lemmas 2.3 and 3.1, there is a partition {A, B} of X such that S ∼ = S A × S B , where S A is a commutative subsemigroup of I(A) and S B is a commutative subsemigroup of I(B). Notice that 1 ≤ |A|, |B| < |X| = n. We may assume that |A| ≤ |B|. Let k = |A|. Then 1 ≤ k < n and |B| = n − k. We consider three possible cases. Case 1. k < 10 and n − k < 10.
Then, by Lemma 5.1, |S A | ≤ 2 k and |S B | ≤ 2 n−k , and so
where the last inequality is true since n ≥ 10 (see Lemma 4.7 and the table in its proof). It follows from Theorem 5.3 that every symmetric inverse semigroup I(X) has, up to isomorphism, a unique commutative subsemigroup of maximum order. In comparison, the symmetric group Sym(X) has, up to isomorphism, a unique abelian subgroup of maximum order if |X| = 3k or |X| = 3k + 2, and two abelian subgroups of maximum order if |X| = 3k + 1 [11, Theorem 1].
The Clique Number and Diameter of G(I(X))
In this section, we determine the clique number of the commuting graph of I(X) and the diameter of the commuting graph of every nonzero ideal of I(X). The exception is the case of G(I(X)) when n = |X| is odd and composite, and not a prime power, where we are only able to say that the diameter is either 4 or 5.
Let Γ be a simple graph, that is, Γ = (V, E), where V is a finite non-empty set of vertices and E ⊆ {{u, v} : u, v ∈ V, u = v} is a set of edges. We will write u − v to mean that {u, v} ∈ E. It is well known (see [18, Exercises 5.11.2 and 5.11.4]) that I(X) has exactly n + 1 ideals, J 0 , J 1 , . . . , J n , where J r = {α ∈ I(X) : rank(α) ≤ r} for 0 ≤ r ≤ n. Each ideal J r is principal and any α ∈ I(X) of rank r generates J r . The ideal J 0 = {0} consists of the zero transformation. Our next objective is to find the diameter of the commuting graph of every proper nonzero ideal I(X).
Lemma 6.2. Let n ≥ 2. Suppose α ∈ I(X) − {0, 1} is not an n-cycle or a nilpotent of index n. Then there exists an idempotent ε ∈ I(X) − {0, 1} such that rank(ε) ≤ rank(α) and αε = εα.
Proof. Let α = ρ 1 ⊔ · · · ⊔ ρ k ⊔ τ 1 ⊔ · · · ⊔ τ m be the decomposition of α as in Proposition 2.1. Suppose k, m ≥ 1 (that is, α contains at least one cycle and at least one chain). Then there is an integer p ≥ 1 such that ε = α p is an idempotent different from 0 and 1. Clearly, αε = εα. Suppose k = 0. Since α is not a nilpotent of index n, span(τ 1 ) = X. Let ε be the idempotent with dom(ε) = span(τ 1 ). Then ε = 1 (since span(τ 1 ) = X), ε = 0 (since span(τ 1 ) = ∅), and αε = εα by Proposition 2.2. Suppose m = 0. Then k ≥ 2 since α is not an n-cycle. Then αε = εα for the idempotent ε with dom(ε) = span(ρ 1 ).
Note that in all cases, rank(ε) ≤ rank(α).
Lemma 6.3. Let n ≥ 4. Suppose α, β ∈ I(X) − {0, 1} such that neither α nor β is an n-cycle. Then in the commuting graph G(I(X)), there is a path from α to β of length at most 4 such that all vertices in the path have rank at most max{rank(α), rank(β)}.
Proof. Suppose neither α nor β is a nilpotent of index n. Then, by Lemma 6.2, there are idempotents ε 1 , ε 2 ∈ I(X) − {0, 1} such that rank(ε 1 ) ≤ rank(α), rank(ε 2 ) ≤ rank(β), α − ε 1 , and ε 2 − β. Since idempotents in I(X) commute, α − ε 1 − ε 2 − β. Suppose α = [y 1 y 2 . . . y n ] is a nilpotent of index n and β is not a nilpotent of index n. Let ε 1 be the idempotent with dom(ε 1 ) = {y 1 , y n } (note that rank(ε 1 ) ≤ rank(α)) and ε 2 be an idempotent different from 0 and 1 such that rank(ε 2 ) ≤ rank(β) and ε 2 − β (such an idempotent exists by Lemma 6.2).
Finally, suppose α = [y 1 y 2 . . .
Proof. Suppose α = [x 1 . . . x n ]. Since β / ∈ {0, 1}, it follows by Proposition 2.2 that there is t ∈ {1, . . . , n − 1} such that dom(β) ∩ {x 1 , . . . , x n } = {x 1 , . . . , x t } and
Thus β = α q , where q = n − t, and q / ∈ {0, n} (since 1 ≤ t ≤ n − 1). We have proved (1). Suppose α = (x 0 x 1 . . . x n−1 ). Since β = 0, {x 0 , x 1 , . . . , x n−1 } ⊆ dom(β) by Proposition 2.2. Let x q = x 0 β, where q ∈ {0, 1, . . . , n − 1}, and note that q = 0 since α = 1. Then, by Proposition 2.2, x i β = x q+i for every i ∈ {0, . . . , n − 1} (where x q+i = x q+i−n if q + i ≥ n). Thus β = α q . We have proved (2). Lemma 6.5. Let n ≥ 3. Then there are nilpotents α, β ∈ I(X) of index n such that d(α, β) = 4.
where ε is the idempotent with dom(ε) = {x 2 }, so d(α, β) ≤ 4.
Note that α and β do not commute, so d(α, β) ≥ 2. Suppose α − γ − δ − β is a path from α to β of length 3. By Lemma 6.4, γ = α p and δ = β q for some p, q ∈ {1, . . . , n − 1}. We may assume that p ≥ k. (If not, then there exists an integer t such that k ≤ pt ≤ n − 1, and so α p can be replaced with α pt = (α p ) t in the path.) Similarly, we may assume that q ≥ k. Then
for some i ∈ {1, . . . , m} and j ∈ {1, . . . , k} (with j ∈ {1, . . . , k − 1} when n is odd). But then α p and β q do not commute (since x m−i+1 (α p β q ) = x j and x m−i+1 / ∈ dom(β q α p )), which is a contradiction.
We have proved that there is no path from α to β of length 3. But then there is no path from α to β of length 2 either since any such path would have the form α − α p − β (and then α − α p − β 2 − β would be a path of length 3) or α − β q − β (and then α − α 2 − β q − β would be a path of length 3). It follows that d(α, β) = 4. Lemma 6.6. Let n ≥ 3 and n−1 2 < r < n − 1. Then there are α, β ∈ J r such that for every nonzero γ ∈ I(X), if α − γ − β, then γ = 1.
Proof. Consider a nilpotent α = [x z 1 . . . z r−1 y] of rank r (possible since r < n − 1). Since r > n−1 2 , we have r > n−1 2 , and so 2r ≥ n. Therefore, there are pairwise distinct elements w 1 , . . . , w r−1 of X such that {x, y, x 1 , . . . , x r−1 , w 1 , . . . , w r−1 } = X. Let β = [y w 1 . . . w r−1 x] ∈ J r , and suppose 0 = γ ∈ I(X) is such that α − γ − β. We want to prove that γ = 1.
Since γ = 0 and span(α) ∪ span(β) = X, we have dom(γ) ∩ span(α) = ∅ or dom(γ) ∩ span(β) = ∅. We may assume that dom(γ) ∩ span(α) = ∅. Then, since αγ = γα, x ∈ dom(γ) by Proposition 2.2. Since βγ = γβ, x ∈ dom(γ) and Proposition 2.2 imply that span(β) ⊆ dom(γ) and γ maps β onto a terminal segment of some chain in β. But β is a single chain, so γ must map β onto β, which is only possible if γ fixes every element of span(β). We now know that dom(γ) ∩ span(β) = ∅. By the foregoing argument, with the roles of α and β reversed, we conclude that γ must also fix every element of span(α). Hence γ = 1.
We can now determine the diameter of G(J r ) for every r < n.
Theorem 6.7. Let n = |X| ≥ 3 and let J r be a proper nonzero ideal of I(X). Then:
Proof. We first note that for every r ∈ {1, . . . , n − 1}, the only central element of J r is 0. To prove (1), observe that J n−1 = I(X) − Sym(X). The diameter of G(J n−1 ) is at least 4 by Lemma 6.5. If n ≥ 4, then it is at most 4 by Lemma 6.3.
Let n = 3 and let α, β ∈ J n−1 − {0}. If α or β is not a nilpotent of index 3, then d(α, β) ≤ 4 by the proof of Lemma 6.3 (where the assumption n ≥ 4 was only used in the case when both α and β were nilpotents of index n).
Let α = [x y z] and β be distinct nilpotents of index 3. We want to show that d(α, β) ≤ 4.
, where ε is the idempotent with dom(ε) = {y}. Thus d(α, β) ≤ 4, which concludes the proof of (1).
To prove (2), suppose n−1 2 < r < n − 1. Then the diameter of G(J r ) is at least 3 by Lemma 6.6. Let α, β ∈ J r . Since r < n − 1, neither α nor β is an n-cycle or a nilpotent of index n. Thus, by Lemma 6.2, there are idempotents ε 1 , ε 2 ∈ J r − {0} such that αε 1 = ε 1 α and βε 2 = ε 2 β. Since the idempotents in I(X) commute, we have α − ε 1 − ε 2 − β, so the diameter of G(J r ) is at most 3.
To prove (3), suppose 1 ≤ r ≤ n−1 2
. Then the diameter of G(J r ) is at least 2 since for any distinct x, y ∈ X, the nilpotents [x y] and [y x] (which are in J r since r ≥ 1) do not commute. Let α, β ∈ J r − {0}. We have r ≤ n−1 2 ≤ n−1 2 , and so 2r ≤ n − 1 < n. Therefore,
and so there is x ∈ X such that x / ∈ im(α) ∪ im(β). By the same argument, there is y ∈ X such that y / ∈ dom(α) ∪ dom(β). If x = y, then α − ε − β, where ε is the idempotent with dom(ε) = {x}. If x = y, then α − [x y] − β. Thus, the diameter of G(J r ) is at most 2.
We now want to prove that if n ≥ 4 is even, then the diameter of G(I(X)) is 4. Definition 6.8. Let γ, δ ∈ I(X). We say that γ and δ are aligned if there exists an integer r ≥ 2 and pairwise distinct elements a 1 , . . . , a r , c 1 , . . . , c r−1 , b 1 of X such that
The following lemma follows immediately from Definition 6.8
Lemma 6.9. Let γ, δ ∈ I(X) be aligned. Then, with the notation from Definition 6.8, γ − (a 1 a 2 . . . a r ) ⊔ (b 1 c 1 . . . c r−1 ) − δ. That is, at step r, we will obtain a cycle (a r c r−1 ) in α and a cycle (a r b 1 ) in β. Hence
where
Lemma 6.11. Let n ≥ 6 be composite. Suppose α, β ∈ I(X) − {0, 1} such that α is an n-cycle and β is not an n-cycle. Then d(α, β) ≤ 4.
Proof. Suppose β is not a nilpotent of index n. Since n is composite, there is a divisor k of n with 1 < k < n. Then α k ∈ I(X) − {0, 1} is not an n-cycle. Thus, by Lemma 6.2, there are idempotents ε 1 , ε 2 ∈ I(X) − {0, 1} such that α k − ε 1 and ε 2 − β. Then α − α k − ε 1 − ε 2 − β, and so d(α, β) ≤ 4. Suppose β = [x 1 x 2 . . . x n ] is a nilpotent of index n. Let k be the largest proper divisor of n. Then α = ρ 1 ⊔ · · · ⊔ ρ k , where each ρ i is a cycle of length n k . Since n ≥ 6, we have k > 2. Thus, there exists t ∈ {1, . . . , k} such that x 1 , x n / ∈ span(ρ t ). Let ε be the idempotent with dom(ε) = span(ρ t ). Then ε = 0, 1 and, by Proposition 2.
Theorem 6.12. Let n = |X| ≥ 4 be even. Then the diameter of G(I(X)) is 4.
Proof. Let α, β ∈ I(X) − {0, 1}. We will prove that d(α, β) ≤ 4. If neither α nor β is an n-cycle, then d(α, β) ≤ 4 by Lemma 6.3. Suppose α is an n-cycle and β is not an n-cycle. If n ≥ 6, then d(α, β) ≤ 4 by Lemma 6.11. If n = 4 and β is not a nilpotent of index 4, then d(α, β) ≤ 4 again by Lemma 6.11 (where the assumption n ≥ 6 was only used when β was a nilpotent of index n). Let n = 4, α = (x y z w), and
, and so it suffices to find a path of length 2 from
where ε is the idempotent with dom(ε) = {a, d}. Otherwise, we may assume that a = x and d = w, and then
Suppose α and β are n-cycles. Then for k = n/2, α k and β k are joins of k cycles of length 2. Therefore, it suffices to find a path of length 2 from α k to β k . If α k and β k have a cycle in common, say (a b), then α k − ε − β k , where ε is the idempotent with dom(ε) = {a, b}. Suppose α k and β k have no common cycle. Then
are as in Lemma 6.10. By Lemma 6.9, there is η ∈ I(X) such that span(η) = span(γ) = span(δ) and
We have proved that d(α, β) ≤ 4 for all α, β ∈ I(X), which shows that the diameter of G(I(X)) is at most 4. Since the diameter of G(I(X)) is at least 4 by Lemma 6.5, the proof is complete.
Suppose n = 2, say X = {x, y}. Then the commuting graph G(I(X)) has one edge, (x) − (y) (recall that in our notation (x) is the idempotent with domain {x}), and three isolated vertices, (x y), [x y], and [y x]. Hence, the diameter of G(I(X)) is ∞.
The following proposition and Theorem 6.16 partially solve the problem of finding the diameter of G(I(X)) when n is odd. Proposition 6.13. Let n = |X| ≥ 3 be odd. Then:
(2) If n is composite, then the diameter of G(I(X)) is either 4 or 5.
Proof. Suppose n = p is an odd prime. Consider a p-cycle α = (x 0 x 1 . . . x p−1 ) and let β ∈ I(X)−{0, 1} with αβ = βα. By Lemma 6.4, β = α q for some q ∈ {1, . . . , p − 1}. Thus, since p is prime, β is also a p-cycle. It follows that if γ is a vertex of G(I(X)) that is not a p-cycle, then there is no path in G(I(X)) from α to γ. Hence G(I(X)) is not connected, and so the diameter of G(I(X)) is ∞. We have proved (1) .
Suppose n is odd and composite (so n ≥ 9). Let α, β ∈ I(X) − {0, 1}. If α or β is not an n-cycle, then d(α, β) ≤ 4 by Lemmas 6.3 and 6.11. Suppose α and β are n-cycles. Let k be a proper divisor of n (1 < k < n). Then α = ρ 1 ⊔ · · · ⊔ ρ k and β = σ 1 ⊔ · · · ⊔ σ k , where each ρ i and each σ i is a cycle of length n k . Let ε 1 and ε 2 be the idempotents with dom(ε 1 ) = span(ρ 1 ) and dom(ε 2 ) = span(σ 1 ). Then,
, and so the diameter of G(I(X)) is at most 5. On the other hand, the diameter of G(I(X)) is at least 4 by Lemma 6.5. We have proved (2).
We will now prove that when n = p k is a power of an odd prime p, with k ≥ 2, then the diameter of G(I(X)) is 5.
Definition 6.14. Let α = ρ 1 ⊔ ρ 2 ⊔ · · · ⊔ ρ k ∈ Sym(X) and let γ ∈ I(X) with αγ = γα. We define a partial transformation h α γ on the set A = {ρ 1 , ρ 2 , . . . , ρ k } of cycles of α by:
Note that h α γ is well defined and injective by Proposition 2.2. The case of n = 3 2 = 9 is special and we consider it in the following lemma.
Lemma 6.15. Let n = |X| = 9. Then there are 9-cycles α and β in Sym(X) such that the distance between α and β in G(I(X)) is 5.
Proof. Let X = {1, 2, . . . , 9}, and consider the following 9-cycles in Sym(X): (1 2 3 4 5 8 7 6 9) and β = (1 4 7 2 5 8 3 6 9).
We claim that the distance between α and β in G(I(X)) is 5. We know that d(α, β) ≤ 5 by Proposition 6.13. Suppose to the contrary that d(α, β) < 5. Then there are δ, γ, η ∈ I(X) − {0, 1} such that α−δ −γ −η −β. Then, by Lemma 6.4, δ = α p and η = β q for some p, q ∈ {1, . . . , 8}. The exponent p is 3, 6, or relatively prime to 9. In the latter case, there is t ∈ {1, . . . , 8}, relatively prime to 9, such that pt ≡ 1 (mod 9). Since γ commutes with δ = α p , it also commutes with (α
Hence, in either case, γ commutes with α 3 . By a similar argument, γ also commutes with β 3 , and so
Since γ = 0, there is a cycle σ in β 3 such that span(σ) ⊆ dom(γ) (by Proposition 2.2). Therefore, 1, 4, or 7 is in dom(γ), and so, since γ commutes with α 3 and (1 4 7) is a cycle in α 3 , we have (1 4 7) ∈ dom(h (3 8 9) . In this case, we also obtain a contradiction by the argument similar to the one used in Case 2. Therefore, the assumption d(α, β) < 5 leads to a contradiction, and so d(α, β) ≥ 5. Since we already know that d(α, β) ≤ 5, we have d(α, β) = 5. Proof. By Proposition 6.13, it suffices to find two n-cycles α and β in Sym(X) such that the distance between α and β in G(I(X)) is at least 5. If n = 9, then such cycles exist by Lemma 6.15.
Suppose n > 9 and let X = {1, 2, . . . , n}. If α, β ∈ I(X) are n-cycles such that α − δ − γ − η − β for some δ, γ, η ∈ I(X) − {0, 1}, then, by the argument similar to the one we used in Lemma 6.15, we may assume that δ = α q and η = β q , where q = p k−1 . Note that then δ and η are joins of q cycles, each cycle of length p. Consider the following δ, η ∈ Sym(X):
The construction of δ is straightforward. Regarding η, the last cycle,
is special. (Its role will become clear in the second part of the proof). If τ ′ = (x 1 x 2 . . . x p ) is any other cycle in η, then x i+1 − x i = q − 1 for every i ∈ {2, . . . , p − 1}. Here and in the following, we assume cycles are always represented by expressions listing the elements in the fixed orders from the definitions of δ and η, so that we may speak of the position of an element in a cycle.
Let α and β be n-cycles such that α q = δ and β q = η. As δ and η consist of q disjoint cycles of length p, such α and β exist. We claim that d(α, β) ≥ 5. Suppose to the contrary that d(α, β) < 5. Then, by the foregoing argument, there exists γ ∈ I(X) − {0, 1} with δ − γ − η.
Define a binary relation ∼ on X by: x ∼ y if there exists a cycle ρ in δ or in η with {x, y} ⊆ span(ρ). Let ∼ * be the transitive closure of ∼. It follows from Proposition 2.2 that ∼ preserves the following two properties: "γ is defined at x" and "γ fixes x". It is then clear that ∼ * preserves these properties as well. We will write x ∼ δ y if x and y are in the same cycle of δ, and x ∼ η y if x and y are in the same cycle of η (so ∼ = ∼ δ ∪ ∼ η ).
We claim that ∼ * = X × X. Consider the set A = {n − q − p + 1, n − q − p + 2, . . . , n − p} of the rightmost elements of the cycles in η. Note that A contains t = q/p multiples of p: n − p, n − 2p, . . . , n − tp.
(6.22)
Let i ∈ {1, 2, . . . , t−1}. We claim that n−ip ∼ * n−(i+1)p. First, we have n−ip ∼ δ n−ip−p+1 since (n − ip − p + 1 n − ip − p + 2 . . . n − ip) is a cycle in δ. Next, n − ip − p + 1 is a rightmost element of a cycle in η that is different from τ (the last cycle). We have already observed that n− ip− p+ 1 − (q − 1) is the preceding element in the same cycle. Thus
Further, n − q − ip − p + 2 ∼ δ n − q − ip − p + 1, and finally
To summarize,
It follows by the transitivity of ∼ * that any two multiples of p from (6.22) are ∼ * -related. Let x, y ∈ X. Then there are z, w ∈ A such that x ∼ η z and y ∼ η w. Now, z must be in some cycle of δ whose rightmost element is a multiple of p. Since z ∈ A, that multiple must come from (6.22) , that is, z ∼ δ n − jp for some j ∈ {1, 2, . . . , t}, where t = q/p. Similarly, w ∼ δ n − lp for some l ∈ {1, 2, . . . , t}. Hence
Thus x ∼ * y, and so ∼ * = X × X. As γ = 0, γ must be defined on some element of X. Since ∼ * preserves the statement "γ is defined at x" and ∼ * = X × X, we have dom(γ) = X. Consider the cycle ρ = (n − p + 1 n − p + 2 . . . n) in δ and the cycle τ = (n − p + 2 n − p + 3 n − p + 4 . . . n − 1 n n − p) in η, and note that span(ρ) ∩ span(τ ) consists of p − 1 elements. Thus, span(ρh These two conditions imply that the element n − p that occurs in τ must be fixed by γ. Since ∼ * preserves the statement "γ fixes x" and ∼ * = X × X, it follows that γ fixes every element of X. So γ = 1, which is a contradiction. We have proved that d(α, β) ≥ 5.
It now follows from Proposition 6.13 that the diameter of G(I(X)) is 5.
The problem of finding the exact value of the diameter of G(I(X)) when n is odd and divisible by at least two primes remains open. By Lemmas 6.3 and 6.11, d(α, β) ≤ 4 for all α, β ∈ I(X) such that α or β is not an n-cycle. So the exact value of the diameter (which is 4 or 5) depends on the answer to the following question.
Question. Let n ≥ 15 be odd and divisible by at least two primes. Are there n-cycles α, β ∈ I(X) such that d(α, β) = 5?
We conclude this section with a discussion of the diameter of the commuting graph of the symmetric group Sym(X). Iranmanesh and Jafarzadeh have proved [19, Theorem 3 .1] that if n and n − 1 are not primes, then the diameter of G(Sym(X)) is at most 5. (If n or n − 1 is a prime, then the diameter of G(Sym(X)) is ∞.) Dolzan and Oblak have strengthened this result [13, Theorem 4] by showing that if n and n − 1 are not primes, then the distance between α = (1 2 . . . n) and β = (1 2 . . . n − 1) ⊔ (n) in G(Sym(X)) is at least 5 (so the diameter of G(Sym(X)) is exactly 5). However, their proof contains a gap. They state that if ρ, σ, τ ∈ Sym(X) are such that ρ − σ − τ and the length of any cycle in ρ is relatively prime to the length of any cycle in τ , then σ must fix every point in X, and so σ = 1. However, this statement is not true, even with the additional assumptions that ρ is the power of an n-cycle and τ is the power of a disjoint join between an (n − 1)-cycle and a 1-cycle. Let X = {1, 2, . . . , 10}, and consider ρ = (1 2) ⊔ (3 4) ⊔ (5 6) ⊔ (7 8) ⊔ (9 10) and τ = (1 3 5) ⊔ (2 4 6) ⊔ (7 8 9) ⊔ (10).
Then for σ = (1 3 5) ⊔ (2 4 6) ⊔ (7) ⊔ (8) ⊔ (9) ⊔ (10), we have ρ − σ − τ but σ = 1.
It is possible to fix this gap by taking into account the special form of α and β in the original proof. We do this in the following lemma.
Lemma 6.17. Let X = {1, 2, . . . , n}, where neither n nor n − 1 is a prime. Then, the distance between α = (1 2 . . . n) and β = (1 2 . . . n − 1) ⊔ (n) in G(Sym(X)) is at least 5.
Proof. Suppose to the contrary that d(α, β) < 5. Then α−ρ−σ−τ −β for some ρ, σ, τ ∈ Sym(X)−{1}. It easily follows from the proof of Lemma 6.4 that ρ = α m and τ = β k for some m ∈ {1, . . . , n− 1} and some k ∈ {1, . . . , n − 2}. We may assume that m is a proper divisor of n. We may order the cycles in (6.23) in such a way that span(λ i ) = m + ik for every i ∈ {1, 2, . . . , m}.
Since (n) is the only 1-cycle in τ = β k , σ fixes n by Proposition 2.2. Recall that, by Proposition 2.2, if σ fixes some element of a cycle in ρ or in τ , then it fixes all elements of that cycle. Thus σ fixes all elements of span(λ m ) (since span(λ m ) = m + mk = m contains n). Since m ≤ n/2 and k ≤ (n − 1)/2, there is x ∈ span(λ m ) such that x + k ≤ n − 1 (in standard, non-modular addition). Thus x and x + k are in the same cycle of τ (since τ = β k is a join of (n) and k cycles, each of length s = (n−1)/k, and the span of each cycle of length s is closed under addition of k modulo n−1). Hence, since σ fixes x, σ also fixes x + k. But x + k ∈ span(λ 1 ) (since span(λ 1 ) = m + k = ( m + mk) + k), and so σ fixes all elements of span(λ 1 ).
Applying the foregoing argument m − 2 more times, to cycles λ 1 , . . . , λ m−1 , will show that σ fixes all elements of every cycle in ρ. Hence σ = 1, which is a contradiction. Thus d(α, β) ≥ 5.
Problems
In the process of proving Theorem 5.3, we came across a purely combinatorial conjecture that, if true, could simplify some of the proofs. As this combinatorial problem may be of interest regardless of the commuting graphs, we present it here. Problem 7.1. Let s, t > 1 be natural numbers. Suppose A is an s × t matrix with entries from some set S such that:
(a) entries in each row of A are pairwise distinct; (b) entries in each column of A are pairwise distinct; and (c) there is no a ∈ S such that a occurs in every row of A or a occurs in every column of A.
For given s and t find the smallest S that satisfies the three conditions above. In particular, is it necessarily true that A contains at least s + t − 1 distinct entries?
For a graph G = (V, E), denote by Aut(G) the group of automorphisms of G. Recall that T (X) denotes the semigroup of full transformations on X. The automorphism groups of the commuting graphs of T (X) and of I(X) are, comparatively to the size of the graphs themselves, very large. We list here their cardinalities for small values of n = |X|, which we have obtained using GAP [17] and GRAPE [35] .
n | Aut(G(I(X)))| | Aut(G(T (X)))| Problem 7.2. Describe the automorphism groups of the commuting graphs of I(X), T (X), and Sym(X).
The diameter of the commuting graph of T (X) has been determined in [6, Theorems 2.22].
Problem 7.3. Find the clique number of the commuting graph of T (X).
A related problem is to determine the chromatic number of a given commuting graph.
Problem 7.4. Find the chromatic numbers of the commuting graphs of I(X), T (X), and Sym(X).
It has been proved in [6, Theorem 4.1] that for every natural n, there exists a semigroup (consisting of idempotents) such that the diameter of its commuting graph is n. It has been conjectured that there exists a common upper bound of the diameters of the (connected) commuting graphs of finite groups.
Problem 7.5. Is it true that for every natural n, there exists a finite inverse semigroup whose commuting graph has diameter n?
The commuting graphs of finite groups have attracted a great deal of attention. There is a parallel concept of the non-commuting graph of a finite group, which has also been the object of intensive study [1, 12, 29, 39] . (A non-commuting graph of a finite nonabelian group G is a simple graph whose vertices are the non-central elements of G and two distinct vertices x, y are adjacent if xy = yx.) Once again, the concept carries over to semigroups, but nothing is known about the non-commuting graphs of semigroups. Problem 7.6. Find the diameters, clique numbers, and chromatic numbers of the non-commuting graphs of T (X) and I(X). Is it true that for every natural n, there exists a semigroup whose noncommuting graph has diameter n?
In the present paper and [6] , the commuting graphs of I(X), T (X), and their ideals have been investigated. However, there are many other subsemigroups of I(X) and T (X) that have been intensively studied (see [14, 16] ). Problem 7.7. Calculate the diameters, clique numbers, and chromatic numbers of commuting and non-commuting graphs of various subsemigroups of I(X) and T (X).
