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Abstract
The bias of the sample means of the arms in multi-
armed bandits is an important issue in adaptive
data analysis that has recently received consider-
able attention in the literature. Existing results
relate in precise ways the sign and magnitude of
the bias to various sources of data adaptivity, but
do not apply to the conditional inference setting
in which the sample means are computed only
if some specific conditions are satisfied. In this
paper, we characterize the sign of the conditional
bias of monotone functions of the rewards, in-
cluding the sample mean. Our results hold for
arbitrary conditioning events and leverage natu-
ral monotonicity properties of the data collection
policy. We further demonstrate, through several
examples from sequential testing and best arm
identification, that the sign of the conditional and
marginal bias of the sample mean of an arm can
be different, depending on the conditioning event.
Our analysis offers new and interesting perspec-
tives on the subtleties of assessing the bias in data
adaptive settings.
1. Introduction
In modern data analysis, it is often the case that both the
data collection and the selection of the target for statistical
inference are determined adaptively, i.e. in a manner that
depends on the realization of the data observed so far. In
these fairly common data-adaptive scenarios, the validity
of traditional procedures for statistical inference (that were
designed to work in nonadaptive or in i.i.d. settings) can be
severely affected.
This issue is perhaps best exemplified within the stochas-
tic multi-armed bandit (MAB) framework (Robbins, 1952).
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The data are collected sequentially in stages, during which
the analyst draws a sample from one among finitely many
unknown distributions or arms. At each stage, the deter-
mination of whether no more samples are to be acquired
(adaptive stopping), the choice of the arm to draw from
(adaptive sampling) and the selection of the target arm to
analyze once the experiment has terminated (adaptive choos-
ing) are all made based on previously observed data.
The combined effect of these sources of data adaptivity will
impact the correctness of standard, nonadaptive statistical
procedures in ways that are generally difficult to discern and
to quantify. The recent literature on adaptive data analysis
in MAB settings has focused primarily on the fundamental
problem of mean estimation (Xu et al., 2013; Villar et al.,
2015; Bowden & Trippa, 2017; Nie et al., 2018; Shin et al.,
2019a). It is now known that the sample mean of an arm
is a biased estimator of the true mean and that the sign and
magnitude of the bias can be related to adaptive sampling,
stopping and choosing in precise ways.
The current theoretical understanding of the bias in MAB
experiments is, however limited in two aspects. First, vir-
tually all results concern the bias in mean estimation and
do not cover other functionals of the arms. Secondly, and
perhaps more interestingly, the existing guarantees cover
only the marginal bias of the sample mean, i.e., the bias
obtained by accounting for all possible outcomes of the
MAB experiment. However, in practice, one is often inter-
ested in the sample means of the arms only when certain
outcomes have occurred. For instance, the analyst may wish
to evaluate the sample mean of a given arm only when that
arm was identified as the best arm or, in a sequential frame-
work corresponding to a MAB experiment with only one
arm, when the null hypothesis has been rejected or when the
random criterion for determining whether enough samples
have been collected has been met. In all these cases, it is
of interest to compute the conditional bias, i.e., the bias of
the sample mean given a certain conditioning event, such
as that the arm of interest turned out to be the best arm. A
priori, it is not at all clear how the sign of the conditional
bias is affected by the choice of the conditioning event and
by other sources of data adaptivity (e.g., sampling and stop-
ping), or whether the signs of the marginal and conditional
bias should match. See Figure 1 for illustrations of marginal
and conditional biases.
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(a) Marginal bias
(b) Conditional bias
Figure 1. Illustrations of marginal and conditional biases in the K
prototypes example. (a) Marginal bias is obtained by accounting
for all possible outcomes. (b) Conditional bias is obtained by
accounting for outcomes related to a conditioning event.
As a concrete example, suppose we haveK prototypes of an
online service and wish to test whether the potential average
revenue of each prototype (i.e., arm), µk, would be larger
than a pre-specified threshold µ0 > 0 based on a stream of
test user samples. The usual sequential testing approach will
be based on an appropriate upper stopping boundary and
will reject each null µk ≤ µ0 if the corresponding sample
mean has crossed such boundary during the testing period.
If the null is rejected, then we conclude the prototype as a
promising one. If not, we disregard it. It is well known (see,
e.g., Starr & Woodroofe, 1968; Shin et al., 2019a) that for
each prototype, the sample mean based on data collected
through this sequential testing procedure is positively bi-
ased: that is, for each k ∈ [K] := {1, . . . ,K}, E [µ̂k] ≥ µk
regardless of whether the true mean µk is larger or smaller
than the threshold µ0. This positive bias result can provide
a useful warning signal about possible overestimation of
the true revenues. At the same time, however, without care-
ful consideration of the conditioning effect, we may end
up with a false sense of comfort with low sample mean
estimates from “disregarded” prototypes. Indeed, we can
naively expect the true revenues of the disregarded proto-
types should be even lower than the observed estimates
based on the positive bias result E [µ̂k] ≥ µk. In fact, this
would be a wrong conclusion: conditioned on the disregard-
ing event C, the sample mean is negatively biased and we
have E [µ̂k | C] ≤ µk, as demonstrated in Section 4.1.
In this paper, we make the following contributions:
• We derive in Theorem 2 sufficient conditions for de-
termining the sign of the conditional bias that hold
under arbitrary conditioning events and rely on certain
natural, highly interpretable monotonicity properties
of the rules used for adaptive sampling, stopping and
selecting. Our analysis captures in a rigorous and in-
tuitive way the interaction between adaptivity arising
from the data collection stage (sampling and stopping)
with adaptivity in the choice of the target for inference.
• We characterize the sign of the conditional bias of
monotone functions of the rewards of each arm, which
includes the sample mean as a special case.
• In Section 4, we demonstrate with several examples in
best arm identification and sequential testing problems
how the marginal and conditional bias of the sample
means of the arms can have opposite signs. These
are, we believe, instances of a general, important phe-
nomenon of theoretical and practical relevance.
Overall, our results advance our ability to assess the impact
of the bias in adaptive data analysis problems and offer
several new and interesting insights on this important issue.
The rest of this paper is organized as follows. In Section
2, we briefly formalize the three notions of adaptivity by
introducing a stochastic MAB framework. Section 3 derives
results on when the bias can be positive or negative. In
Section 4, we demonstrate the correctness of our theoretical
predictions through simulations in a variety of practical
situations. We end with a brief summary in Section 5, and
for reasons of space, we defer all proofs to the Appendix.
2. The stochastic multi-armed bandit model
In this section we formally describe the MAB experi-
ment setting, detailing the sources of data adaptivity. Let
P1, . . . , PK be K distributions of K arms with finite means
µk =
∫
xdPk(x). If it is clear from context, every inequal-
ity and equality between two random variables is understood
in the almost sure sense.
2.1. Three sources of adaptivity in MABs
A general stochastic MAB algorithm consists of the follow-
ing sampling, stopping, and choosing rules:
• Sampling: For each time t ≥ 1, choose a possibly
randomized index of arm At from a multinomial distri-
bution Multi(1, νt) ∈ {0, 1, . . . ,K}. Then, we draw
a sample (also called a reward) Yt from the chosen arm
PAt . Here, νt ∈ [0, 1]K refers to conditional probabili-
ties of sampling each arm defined by
νt(k) := νt(k | Dt−1) ∈ [0, 1] ∀k ∈ [K],
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with the constraint
∑K
k=1 νt(k) = 1, and Dt−1 refers
to observed data up to time t− 1 including all external
randomness. If each νt does not depend on the previous
data Dt−1, we call it a nonadaptive sampling rule.
With a proper choice of νt, this sampling rule captures a
broad class of existing methods including fixed design,
random allocation, -greedy (Sutton & Barto, 1998),
upper confidence bound (UCB) algorithms (Auer et al.,
2002; Audibert & Bubeck, 2009; Garivier & Cappe´,
2011; Kalyanakrishnan et al., 2012; Jamieson et al.,
2014) and Thompson sampling (Thompson, 1933;
Agrawal & Goyal, 2012; Kaufmann et al., 2012).
• Stopping: Given a sampling rule, let {Ft} be a filtra-
tion such that each At is F t−1-measurable and each Yt
and Dt are F t-measurable. Let T be a stopping time
with respect to the filtration {Ft}. Then, for each time
t, the stopping event {T = t} is F t-measurable which
can be used to characterize a stopping rule of a MAB
algorithm.
For example, the following stopping time corresponds
to the stopping rule in which we stop whenever the
absolute difference between sample means for arm 1
and arm 2 exceeding a fixed threshold δ > 0:
T := inf {t ≥ 1 : |µ̂1(t)− µ̂2(t)| > δ} .
Here, we refer µ̂k(t) to the sample mean for arm k
defined as
µ̂k(t) :=
Sk(t)
Nk(t)
,
where Sk(t) and Nk(t) are the running sum and num-
ber of draws for arm k defined respectively Sk(t) :=∑t
s=1 1(As = k)Ys and Nk(t) :=
∑t
s=1 1(As = k)
for each k ∈ [K] and t ≥ 1.1 Note that, by the con-
struction, Sk(t), µ̂k(t) are F t-measurable and Nk(t)
is F t−1-measurable for each k ∈ [K] and t ≥ 1.
If a stopping rule is nonadaptive, that is, if the corre-
sponding stopping time is F0-measurable, we use T
instead of T to refer the stopping time which includes
all fixed time and, more generally, all data-independent
stopping rules.
• Choosing: After stopping, let DT denote collected
data up to the stopping time T . Based on DT with
possible randomization, we choose a data-dependent
arm based on a choosing rule κ : DT 7→ [K]. In this
paper, we denote the index of chosen arm κ(DT ) by κ
for simplicity.
For example, in the best arm identification, we often
choose the best arm as the arm with the largest sam-
ple mean at the stopping time T . In this case, the
1Throughout this paper, we assume Nk(t) ≥ 1 whenever we
make a statement about the sample mean µ̂k(t).
choosing rule is given as κ = arg maxk∈[K] µ̂k(T ). If
κ does not depend on the observed data, we call it a
nonadaptive choosing rule.
2.2. The tabular model of stochastic MABs
To analyze the theoretical properties of a MAB experiment,
it is convenient to express it using an infinite tabular rep-
resentation of the arm rewards ( Section 2.2 of Shin et al.
(2019a), Lattimore & Szepesva´ri (2019, Section 4.6)).
In the tabular model, we assume that each observation Yt
comes from an imaginary N×K table or stacks of samples
{X∗i,k}i∈N,k∈[K] := X∗∞ where eachX∗i,k is an independent
draw from Pk, and the observation Yt is equal to X∗i,k if
Nk(t) = i and At = k .
Now, given a MAB algorithm, let Wt be a random variable
which accounts for all possible external randomness of the
algorithm for each time t. Next, we define D∗∞ = X∗∞ ∪
{Wt}∞t=0 as the collection of all possible arm rewards and
external randomness. Then, given D∗∞, every property and
outcome of a MAB experiment becomes a deterministic
function of D∗∞. In particular T , κ and Nk(t), for each t
and k, can be expressed as . See Section 2.2 in Shin et al.
(2019a) for details.
3. Monotonicity property and signs of biases
In a recent work by Shin et al. (2019a), a notion of mono-
tonicity of the data collecting was introduced to characterize
the marginal bias of a chosen sample mean at a stopping
time. In this section, we summarize the previous result with
some minor modifications in notations.
Definition 1. For each k ∈ [K], we say a MAB al-
gorithm satisfies the “monotonic increasing (or decreas-
ing) property for arm k” if for any i ∈ N, the function
D∗∞ 7→ 1 (κ = k) /Nk(T ), is an increasing (or decreas-
ing) function of X∗i,k while keeping all other entries in D∗∞
fixed. Further, we say that
• A sampling rule is optimistic for arm k if the function
D∗∞ 7→ Nk(t) is an increasing function of X∗i,k while
keeping all other entries in D∗∞ fixed for any fixed
i ∈ N and t ≥ 1;
• A stopping rule is optimistic for arm k if the function
D∗∞ 7→ T is a decreasing function of X∗i,k while keep-
ing all other entries in D∗∞ fixed for any fixed i ∈ N;
• A choosing rule is optimistic for arm k if the function
D∗∞ 7→ 1(κ = k) is an increasing function of X∗i,k
while keeping all other entries in D∗∞ fixed for any
fixed i ∈ N.
It can be shown that many MAB algorithms, including -
greedy, UCB, and Thompson sampling algorithms, have
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optimistic sampling rules. As for optimistic stopping, a se-
quential testing procedure with an upper stopping boundary
yields a typical example of an optimistic stopping rule based
on the stopping time T := inf {t : µ̂(t) > U(t)} where
t 7→ U(t) is a deterministic function characterizing the up-
per stopping boundary. Finally, the index of the arm with
the largest sample mean, κ = arg maxk∈[K] µ̂k(T ) can be
viewed as a typical optimistic choosing rule.
3.1. The sign of the marginal bias
Shin et al. (2019a) demonstrated how certain natural mono-
tonicity properties of the MAB experiment can be exploited
to determine the sign of the marginal bias and of the con-
ditional bias given conditioning events corresponding to
adaptive choosing of arms. For completeness, we recall this
result next.
Proposition 1 (Theorem 7 in Shin et al. (2019a)). Given
a MAB algorithm, suppose we have E [Nk(T )] < ∞ and
Nk(T ) ≥ 1 for all k with P (κ = k) > 0. If the MAB
algorithm satisfies the monotonic decreasing property for
each arm k with P (κ = k) > 0 then we have
E [µ̂k(T ) | κ = k] ≤ µk, (1)
which also also implies that
E [µ̂κ(T )− µκ] ≤ 0. (2)
Similarly if the MAB algorithm satisfies the monotonic in-
creasing property for each arm k with P (κ = k) > 0 then
we have
E [µ̂k(T ) | κ = k] ≥ µk, (3)
which also implies that
E [µ̂κ(T )− µκ] ≥ 0. (4)
If each arm has a bounded distribution then the condition
E [Nk(T )] <∞ can be dropped.
Note that if a MAB algorithm consists of an optimistic sam-
pling but nonadaptive stopping and choosing rules, then the
algorithm satisfies the monotonic decreasing property. This
is the reason why -greedy, UCB, and Thompson sampling
algorithms yield a negatively biased sample mean for each
arm, marginally.
Also, if a MAB algorithm consists of an optimistic stop-
ping but nonadaptive sampling and choosing, the algorithm
satisfies the monotonic increasing property, which explains
why sequential testing procedures (corresponding to one-
arm MBA experiments) with an upper stopping boundary
produces a positively biased sample mean.
3.2. The sign of the conditional bias
In this section, we generalize Proposition 1 and derive suf-
ficient conditions for the sign of the conditional bias under
arbitrary conditioning events of monotone functions of the
arms rewards.
We first introduce some notation. For each arm k, let Fk
denote the corresponding cumulative distribution function
(CDF): y ∈ R 7→ Fk(y) = P(X ≤ y), where X ∼ Pk. Let
F̂k,t be the empirical CDF for arm k based on samples up
to time t; that is, F̂k,t is a random function on R and taking
values in [0, 1] given by
y ∈ R 7→ F̂k,t(y) := 1
Nk(t)
t∑
s=1
1 (As = k, Ys ≤ y) ,
(5)
which returns the fractions of samples from arm k whose
values are no larger than y. For a stopping time T with
respect to the MAB filtration {Ft}, we then define F̂k,T to
be the empirical CDF of the rewards of arm k up to time T ;
that is, for each y ∈ R,
F̂k,T (y) := lim
t→∞ F̂k,T ∧t(y).
The use of the limit in the above definition is a neces-
sary technicality in order to allow for the possibility that
T = ∞. Note that, on the event {Nk(T ) = ∞} =
{limt→∞Nk(T ∧ t) =∞}, we have that, for each y ∈ R,
F̂k(y) = Fk(y) almost surely, based on the strong law of
large numbers; see Theorem 2.1 in Gut (2009).
Next, for any function f : R→ R integrable with respect to
Pk, let Ekf =
∫
f(x)dPk(x) be the corresponding expec-
tation. Similarly, we let
Êk,tf =
1
Nk(t)
t∑
s=1
f(Ys)1 (As = k)
to be the expectation of f under the empirical measure of
the k-th arm at time t. Clearly, Êk,tf is a random variable.
If f is the identity function, then it is immediate to see
that Ekf = µk and Êk,tf = µ̂k(t). Also, for any y ∈ R,
setting f to be the indicator function x 7→ f(x) = 1(x ≤ y)
yields that Ekf = Fk(y) and Êk,tf = F̂k,t(y). Finally,
for a (possibly infinite) stopping time T with respect to the
filtration {Ft}, we set
Êk,T f = lim
t→∞ Êk,T ∧tf.
We are now ready to present the main result of this paper.
The proof is given in Appendix A.1. For any event C, we
let E[·|C] denote the conditional expectation given C.
Theorem 2. Let T be a stopping time with respect to the
MAB experiment natural filtration {Ft}. For a fixed k ∈
[K], suppose Nk(T ) ≥ 1. Let C ∈ FT be any event at
stopping time T with P(C) > 0. Assume that, for each i,
the function D∗∞ 7→ 1 (C) /Nk(T ) is a decreasing function
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of X∗i,k while keeping all other entries in D∗∞ fixed. Then,
for each y ∈ R,
inf
y∈R
(
E
[
F̂k,T (y) | C
]
− Fk(y)
)
≥ 0, (6)
or, equivalently, for any non-decreasing function f : R→ R
with E
[
Êk,T |f | | C
]
<∞ and Ek,T |f | <∞,
E
[
Êk,T f | C
]
≤ Ekf. (7)
Similarly, if, for each i, the function D∗∞ 7→ 1 (C) /Nk(T )
is an increasing function of X∗i,k while keeping all other
entries in D∗∞ fixed, then we have
sup
y∈R
(
E
[
F̂k,T (y) | C
]
− Fk(y)
)
≤ 0, (8)
or, equivalently,
E
[
Êk,T f | C
]
≥ Ekf, (9)
for any non-decreasing function f : R → R satisfying
E
[
Êk,T |f | | C
]
<∞ and Ek,T |f | <∞.
The important conclusion from the above theorem is that
the conditional expected value of the empirical CDF of the
rewards of any given arm can be stochastically smaller or
greater than the true CDF of the corresponding arm. And
furthermore, the sign of the bias can be determined in the
basis of natural and often verifiable (as shown below) mono-
tonicity conditions that depend on (i) the specific sampling
and stopping rules deployed in the MAB experiment and (ii)
the choice of the conditioning event C.
Note that if in the theorem we choose C as the conditioning
event {κ = k} and the function f as the identity function,
Theorem 2 yields Proposition 1 of Shin et al. (2019a) as
a special case (indeed the statements about the marginal
bias in that result follows from those on the conditional bias
given the conditioning event {κ = k}). We emphasize that
Theorem 2 is a generalization of Proposition 1 of Shin et al.
(2019a) in at least two ways: (i) it provides a more general
guarantee about the conditional bias of monotone functions
of the empirical CDF of the arms as opposed to just the
sample mean and (ii) it allows for virtually any conditioning
event that depends on the outcome of the MAB experiment
(formally, that is measurable with respect to FT ).
The monotonicity assumption in Theorem 2 captures in a
mathematically concise yet intuitive manner how adaptivity
in the data collection process combines with adaptivity in
the selective data analysis, exemplified by the conditioning
event, to affect the sign of the bias. The interaction between
these two sources of adaptivity is, at least to us, not at
all apparent and, in fact, rather subtle. To illustrate this
phenomenon, in the next section, we apply Theorem 2 in
several, fairly routine, situations in adaptive data analysis
to demonstrates how marginal and conditional biases may
very well have opposite signs.
4. Applications
In this section, we discuss several practical examples of the
conditional bias results in Theorem 2.
4.1. Conditional versus marginal bias of a stopped
sequential test
Suppose we have a stream of samples from a single arm
with a finite mean µ. For each t, let µ̂(t) be the sample mean
of the rewards observed up to time t.
To test whether µ is larger than a reference value µ0, we may
construct an upper boundary t 7→ U(t) and conclude that
µ ≥ µ0 if the sample mean ever crosses the upper boundary.
Let T be the first time the sample mean crosses the bound-
ary, i.e. T := inf {t ≥ 1 : µ̂(t) ≥ U(t)}. The stopping
time T is an example of an optimistic stopping and, from
Proposition 1, we can check that the stopped sample mean
µ̂(T ) is always positively biased (Shin et al., 2019a).
However, the stopping time T can be large or even infinite
with non-zero probability. Thus, in practice, we may want
to allow for the possibility of stopping the sequential test
before reaching the stopping time. Let M be any fixed pre-
defined time at which we stop the testing procedure (if still
ongoing), and let TM := min {T ,M} be the corresponding
stopping time which takes account the early stopping option.
Again, by Proposition 1, we know that the stopped sample
mean µ̂(TM ) is still positively biased, i.e. E [µ̂(TM )] ≥ µ,
since the function D∗∞ 7→ 1/TM is an increasing function
of X∗i while keeping all other entries in D∗∞ fixed. From
Theorem 2, we can also check that the expected empirical
CDF at stopping time TM is negatively biased:
sup
y∈R
(
E
[
F̂k,TM (y)
]
− Fk(y)
)
≤ 0. (10)
Conditioned on the early stopping event {M < T }, how-
ever, Theorem 2 shows that the early stopped sample mean
and the empirical CDF are negatively and positively bi-
ased, respectively, since the function D∗∞ 7→ 1(M<T )TM =
1(M<T )
M is an decreasing function of X
∗
i while keeping all
other entries in D∗∞ fixed. That is,
E [µ̂(M) |M < T ] ≤ µ, (11)
inf
y∈R
(
E
[
F̂k,M (y) |M < T
]
− Fk(y)
)
≥ 0. (12)
However, we can also check that the function D∗∞ 7→
1(M≥T )
TM =
1(M≥T )
T is an increasing function of X
∗
i , which
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Figure 2. Average of marginal (red dashed line) and conditional
empirical CDFs (green dotted and blue dot-dashed lines) from
repeated stopped sequential test in Section 4.1. The black solid
line refers to the true CDF of the underlying arm
implies that, on the line-crossing event {M ≥ T }, the sam-
ple mean and empirical CDF are positively and negatively
biased, respectively. Thus, depending on the conditioning
event, the conditional bias can be positive or negative. Also
note that, without the early stopping condition, µ̂(M) is an
unbiased estimator of µ.
Experiment: We verify these facts with simulations, where
we repeat a stopped sequential test 105 times. In each test,
the arm corresponds to a standard normal distribution, and
the upper boundary is constructed by the point-wise upper
confidence bounds t 7→ U(t) = zα√
t
, where zα is the α-
upper quantile of the standard normal distribution. Note that
this upper boundary does not yield a valid testing procedure
since it inflates the type 1 error. However, we choose this
boundary with unusual parameters α = 0.2 and M = 10 to
manifest the difference between marginal and conditional
biases.
Figure 2 shows the point-wise averages of the observed
marginal and conditional CDFs from the simulated 105
stopped sequential tests. The black solid line refers to the
true CDF of the underlying arm. The red dashed line cor-
responds to the marginal CDF, which lies below the true
CDF, as expected, and thus the corresponding mean bias
is positive. The green dotted and blue dot-dashed lines
correspond to the averages of empirical CDFs conditioned
on the early stopping and line-crossing events, respectively.
As predicted, conditioned on the early stopping event, the
empirical CDF and the sample mean are positively and neg-
atively biased, respectively. In contrast, conditioned on the
line-crossing event, the empirical CDF and the sample mean
are negatively and positively biased, respectively.
4.2. Sequential test for two arms: conditional biases
from upper and lower stopping boundaries
Suppose we have two independent arms with unknown
means µ1 and µ2. In this subsection, we consider the fol-
lowing testing problem:
H0 : µ1 ≤ µ2 vs H1 : µ1 > µ2. (13)
To test this hypothesis, we draw a sample from arm 1 for
every odd time and from arm 2 for every even time. Then, at
each even time t, we check whether the difference between
the sample means µ̂1(t), µ̂2(t) from the two arms crosses
predefined upper and lower stopping boundaries, t 7→ U(t)
and t 7→ L(t).
To be specific, define stopping times T U and T L as follows:
T U := inf {t ∈ Neven : µ̂1(t)− µ̂2(t) ≥ U(t)} , (14)
T L := inf {t ∈ Neven : µ̂1(t)− µ̂2(t) ≤ L(t)} . (15)
Let M > 0 be a predetermined maximum time budget.
Based on T U , T L and M , we stop sampling whenever
µ̂1(t) − µ̂2(t) crosses one of the boundaries or the max-
imum time budget M is met. Define the corresponding
stopping time as TM := min
{T U , T L,M}. At time TM ,
we accept H1 if TM = T U (upper-crossing event), and
accept H0 if TM = T L (lower-crossing event). Otherwise,
we declare that we do not have enough evidence to accept
either one of two hypotheses.
In this case, we cannot apply Proposition 1 to determine the
sign of the marginal bias since the stopping rule is neither
optimistic nor pessimistic, marginally. However, we can
determine the sign of the conditional bias based on The-
orem 2 since the the function D∗∞ 7→
1(T U≤min{T L,M})
T U
is an increasing (resp. decreasing) function of X∗i,1 (resp.
X∗i,2) for each i, keeping all other entries in D∗∞ fixed.
In detail, conditioned on the event of accepting H0, the
sample mean and empirical CDF for arm 1 are negatively
and positively biased, respectively. That is,
E
[
µ̂1(TM ) | TM = T L
]
= E
[
µ̂1(T L) | T L ≤ min
{T U ,M}] ≤ µ1, (16)
inf
y∈R
(
E
[
F̂k,TM (y) | TM = T L
]
− Fk(y)
)
= inf
y∈R
(
E
[
F̂k,T L(y) | T L ≤ min
{T U ,M}]− Fk(y))
≥ 0. (17)
Similarly, for arm 2, we have opposite signs of the sample
mean and empirical CDF.
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Figure 3. Average of marginal and conditional empirical CDFs of
arm 1 from repeated sequential tests for two arms in Section 4.2.
The black solid line refers to the true CDF of the underlying arm.
By the same reasoning, the signs of the conditional biases
conditioned on the event of accepting H1 are reversed:
E
[
µ̂1(TM ) | TM = T U
]
= E
[
µ̂1(T U ) | T U ≤ min
{T L,M}] ≥ µ1, (18)
sup
y∈R
(
E
[
F̂k,TM (y) | TM = T U
]
− Fk(y)
)
= sup
y∈R
(
E
[
F̂k,T U (y) | T U ≤ min
{T L,M}]− Fk(y))
≤ 0. (19)
Thus, we conclude that, in all cases, the expected difference
between the sample means are exaggerated toward “the
direction of decision”.
Remark 3. These results hold regardless of whether the
underlying distribution is under the null or alternative.
Experiment: To demonstrate the conditional bias result, we
set two standard normal arms with same means µ1 = µ2 =
0. In this experiment, we use upper and lower stopping
boundaries based on naive point-wise confidence intervals:
U(t) := zα/2
√
2
t
, and L(t) = −U(t), (20)
where α is set to 0.2 to show the bias better. Figure 3 show
the marginal and conditional biases of the empirical CDFs
and sample means for arm 1 based on 105 repetitions of the
experiment. The black solid line corresponds to the true
underlying CDF. The red dashed line refers to the average
of the marginal CDFs, and the purple long-dashed line cor-
responds to the average of the empirical CDFs conditioned
on reaching the maximal time. Note that for these two cases,
the empirical CDFs are neither positively nor negatively
biased across all y ∈ R.
However, for the cases corresponding to accepting H0
(green dotted line) and accepting H1 (blue dot-dashed line),
the empirical CDFs are positively and negatively biased, re-
spectively: see inequalities (17) and (19). The conditional
bias of the sample mean is also negative conditioning on
the event of accepting H0 and positive conditioning on the
event of accepting H1: see inequalities (16) and (18).
4.3. Best-arm identification: (i) lil’UCB algorithm
Suppose we haveK > 2 sub-Gaussian arms with a common
and known parameter σ2. In many applications, we may
want to identify which of the K arms has the largest mean
parameter by using as few samples as possible.
In the previous subsection, we observed that, in the two-
armed bandit setting, if we use a boundary-crossing com-
patible with a best-arm identification style algorithm with
deterministic sampling, then the optimal arm has positive
bias and the sub-optimal arm has a negative bias.
Shin et al. (2019a) showed that the same phenomenon hap-
pens for the best arm as chosen by the lil’UCB algorithm,
which consists of the following sampling, stopping and
choosing rules (Jamieson et al., 2014):
• Sampling: For t = 1, . . .K, draw a sample from each
arm. For t > K, draw a sample from arm k if
k = arg max
j∈[K]
µ̂j(t− 1) + ulil (Nj(t− 1)) ,
where β, , λ > 0 and δ > 0 are algorithm parameters
and
ulil (n) :=(1 + β)(1 +
√
)
×
√
2σ2(1 + ) log (log((1 + )n)/δ) /n.
• Stopping: the stopping time T is defined as the first
time at which the following inequality holds for some
k ∈ [K]:
Nk(t) ≥ 1 + λ
∑
j 6=k
Nj(t),
where λ > 0 is an algorithm parameter.
• Choosing: κ = arg maxk∈[K]Nk(T ).
Proposition 4 (Corollary 8 in Shin et al. (2019a)). In the
settings of the lil’UCB algorithm, for each k with P(κ =
k) > 0, we have that
E [µ̂k(T ) | κ = k] ≥ µk. (21)
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Figure 4. Average of conditional empirical CDFs of arm 1 from
105 lil’UCB algorithm runs on three unit-variance normal arms
with µ1 = 1, µ2 = 0.5 and µ3 = 0, as described in Section 4.3.
The black solid line refers to the true CDF of arm 1.
The following corollary to Theorem 2 shows a complemen-
tary result—the sample mean and the empirical CDF of a
given arm are negatively and positively biased, respectively,
conditioned on the event that the arm is not selected as
the best arm. In contrast, on the same conditioning event,
the empirical distribution of the selected arm is negatively
biased.
Corollary 5. In the settings of the lil’UCB algorithm, for
each k with P(κ 6= k) > 0, we have that
E [µ̂k(T ) | κ 6= k] ≤ µk, (22)
inf
y∈R
(
E
[
F̂k,T (y) | κ 6= k
]
− Fk(y)
)
≥ 0. (23)
Also, for each k with P(κ = k) > 0,
E [µ̂k(T ) | κ = k] ≥ µk, (24)
sup
y∈R
(
E
[
F̂k,T (y) | κ = k
]
− Fk(y)
)
≤ 0. (25)
The proof of Corollary 5 can be found in Appendix A.2.
Remark 6. Corollary 5 remains true for any other choice
of ulil if the function n 7→ ulil(n) is decreasing.
Experiment: To verify the previous claims, we conducted
105 trials of the lil’UCB algorithm on three unit-variance
normal arms with µ1 = 1, µ2 = 0.5 and µ3 = 0. It is im-
portant to note that the signs of the biases do not depend on
the choice of parameters or of the underlying distributions,
but the magnitudes of the biases do. To best illustrates the
bias results, we use an unusual set of algorithm parameters
as δ = 0.2,  = 0.1, β = 0.5 and λ = 1 in this experiment.
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Figure 5. Average of conditional empirical CDFs of arm 2 from
105 lil’UCB algorithm runs on three unit-variance normal arms
with µ1 = 1, µ2 = 0.5 and µ3 = 0, as described in Section 4.3.
The black solid line refers to the true CDF of arm 2.
Figure 4 shows the averages of the empirical CDFs of arm 1
(the arm with the larges mean) conditioned on each arm be-
ing chosen as the best arm. The black solid line corresponds
to the true underlying CDF. The red dashed line, which lies
below the true CDF, indicates that the empirical CDF of arm
1 conditioned on the event that the arm 1 is chosen as the
best arm (i.e., κ = 1) is negatively biased; this then implies
that the sample mean of the chosen arm is positively biased.
In contrast, the green dotted and blue dot-dashed lines, ly-
ing above the true CDF, show that conditioned on the event
the arm 1 is not chosen as the best arm (i.e., κ 6= 1), the
empirical CDF is positively biased and the sample mean is
negatively biased.
Figure 5 displays the averages of the empirical CDFs of arm
2. Though arm 2 is not the best arm, we can check that the
signs of the conditional biases follow the same pattern as
arm 1. Conditioned on the event that arm 2 is chosen as the
best arm (κ = 2), the empirical CDF is negatively biased
(green dotted line), but conditioned on the event that arm 2 is
not chosen as the best arm (κ 6= 2), the corresponding CDFs
are now positively biased (red dashed and blue dot-dashed
lines), as expected.
4.4. Best-arm identification: (ii) Sequential halving
The action elimination (Paulson et al., 1964; Even-Dar et al.,
2002; 2006; Karnin et al., 2013) is another class of best
arm identification algorithms in which each arm in an active
set is sampled a fixed number of times and some of arms
are eliminated from the active set at each round. In this
subsection, we focus on the sequential halving algorithm
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(Karnin et al., 2013), which is designed to identify the best
arm with high probability and based on a fixed number of
samples. To be specific, the sequential halving algorithm
for a given time budget T is defined as follows :
• Initialize the set of active arms A1 = [K].
• In each round r = 1, . . . , dlog2Ke, for each arm k in
Ar, draw
mr :=
⌊
T
|Ar|dlog2Ke
⌋
i.i.d. samples from it, and let µ̂(r)k be the average of the
observed samples in the round.
• Let Ar+1 be the set of d|Ar/2|e arms in Ar with the
largest average based on data collected in round r.
• Choose the unique arm in Adlog2Ke+1 as the best one.
Let κ be the (random) index of the chosen arm at the final
time T , and for each k ∈ [K], let µ̂k(T ) be the sample mean
of arm k at time T based on all previously collected Nk(T )
samples from that arm.
The following two corollaries show that under the sequential
halving algorithm, the sample mean and empirical CDF of
each arm is negatively and positively biased, respectively,
marginally and conditionally on the event that the arm is
not selected as the best one (κ 6= k). On the other hand,
conditionally on the event that the arm is selected as the best
one (κ = k), the sample mean and empirical CDF of each
arm is positively and negatively biased, respectively.
Corollary 7. Suppose that data are collected by the sequen-
tial halving algorithm with a time budget T . Then, for each
k ∈ [K] and for each t ≤ T , we have that
E [µ̂k(t)] ≤ µk, (26)
inf
y∈R
(
E
[
F̂k,t(y)
]
− Fk(y)
)
≥ 0. (27)
Corollary 8. In the settings of the sequential halving algo-
rithm with a time budget T , for each k with P(κ 6= k) > 0,
we have that
E [µ̂k(T ) | κ 6= k] ≤ µk, (28)
inf
y∈R
(
E
[
F̂k,T (y) | κ 6= k
]
− Fk(y)
)
≥ 0. (29)
Also, for each k with P(κ = k) > 0,
E [µ̂k(T ) | κ = k] ≥ µk, (30)
sup
y∈R
(
E
[
F̂k,T (y) | κ = k
]
− Fk(y)
)
≤ 0. (31)
The proofs of Corollary 7 and 8 can be found in Ap-
pendix A.3. Due to limited space, an experiment about
the bias of the sequential halving algorithm is presented in
Appendix B.2.
5. Summary
In this paper, we have investigated the sign of the condi-
tional bias of monotone functions of the rewards in the MAB
framework under an arbitrary conditioning event, generaliz-
ing the results in Shin et al. (2019a), and complementing the
results on the magnitude of the bias (Shin et al., 2019b). In
our analysis, we have exploited certain natural monotonicity
properties of MAB experiments and have characterized the
impact on the bias of both adaptivity in the data acquisition
process and in the selection of the target for inference.
Several interesting extensions of our results are worth pur-
suing. We emphasize two important ones:
• It is still an open problem how to characterize the bias
(marginal or conditional) of other important functionals
that are not necessarily monotone or linear, such as the
sample variance and sample quantiles.
• Several debiasing methods have been proposed in the
MAB literature: see, e.g., Xu et al. (2013); Desh-
pande et al. (2018); Neel & Roth (2018); Nie et al.
(2018); Hadad et al. (2019). However, the existing
approaches typically only adjust for adaptive sampling
but ignore the other sources of adaptivity. Current
debiasing methods do not offer theoretical guaran-
tees at stopping times, and also do not account for
natural conditioning events in MABs, like selection
of a promising arm. Furthermore, they are typically
not interested in characterizing the sign of the bias,
and thus have complementary aims. It is of interest to
investigate how our results and techniques can be used
in order to design more general debiased estimators.
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SUPPLEMENTARY MATERIAL
A. Proofs
A.1. Proof of Theorem 2
The proof of Theorem 2 is closely related to the proof of Proposition 1 in Shin et al. (2019a). However, in this proof, we
decouple the bias part from the integrability condition which makes the proof significantly simpler than the one in Shin et al.
(2019a).
Under the condition in Theorem 2, we first prove that if the function D∗∞ 7→ 1 (C) /Nk(T ) is an decreasing function of
X∗i,k while keeping all other entries in D∗∞ fixed for each i then, for any t ∈ N and y ∈ R, the following inequality holds.
E
[
1(C)
Nk(T )1(Nk(T ) <∞)1 (At = k) [1(Yt ≤ y)− Fk(y)]
]
≥ 0 (32)
Proof of inequality (32). First note that ifD∗∞ 7→ 1 (C) /Nk(T ) is a decreasing function ofX∗i,k then the following function
is also a decreasing function of X∗i,k:
D∗∞ 7→
1 (C)
Nk(T )1(Nk(T ) <∞) := h(D
∗
∞) (33)
Then, by the tabular representation of MAB, we can rewrite the LHS of inequality (32) as follows:
E
[
1(C)
Nk(T )1(Nk(T ) <∞)1 (At = k) [1(Yt ≤ y)− Fk(y)]
]
= E
[
h(D∗∞)1 (At = k)
[
1(X∗Nk(t),k ≤ y)− Fk(y)
]]
= E
t∑
i=1
[
h(D∗∞)1 (At = k,Nk(t) = i)
[
1(X∗i,k ≤ y)− Fk(y)
]]
=
t∑
i=1
E
[
h(D∗∞)1 (At = k,Nk(t) = i)
[
1(X∗i,k ≤ y)− Fk(y)
]]
,
where the third equality comes from the fact Nk(t) ∈ {1, . . . , t}. Therefore, to prove the inequality (32), it is enough to
show the following inequality:
E
[
1 (At = k,Nk(t) = i)h(D∗∞)
[
1(X∗i,k ≤ y)− Fk(y)
]] ≥ 0. (34)
Note that the term 1 (At = k,Nk(t) = i) does not depend on X∗i,k by the definition of At and Nk(t).
Now, let D∗′∞ be an other the tabular representation which is identical to D∗∞ except the (i, k)-th entry of X∗∞ in D∗∞ being
replaced with an independent copy X∗
′
i,k from the same distribution Pk.
Since the function h is a decreasing function of X∗i,k while keeping all other entries in D∗∞ fixed, we have that[
h(D∗∞)− h(D∗
′
∞)
] [
1(X∗i,k ≤ y)− 1(X∗
′
i,k ≤ y)
]
≥ 0, (35)
which implies that
h(D∗∞)
[
1(X∗i,k ≤ y)− Fk(y)
]
+ h(D∗′∞)
[
1(X∗
′
i,k ≤ y)− Fk(y)
]
+
≥ h(D∗′∞)
[
1(X∗i,k ≤ y)− Fk(y)
]
+ h(D∗∞)
[
1(X∗
′
i,k ≤ y)− Fk(y)
]
.
(36)
By multiplying 1 (At = k,Nk(t) = i) and taking expectations on both sides, we can show the inequality (32) hold as
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follows:
2E
[
1 (At = k,Nk(t) = i)h(D∗∞)
[
1(X∗i,k ≤ y)− Fk(y)
]]
(37)
≥ 2E
[
1 (At = k,Nk(t) = i)h(D∗∞)
[
1(X∗
′
i,k ≤ y)− Fk(y)
]]
(38)
= 2E [1 (At = k,Nk(t) = i)h(D∗∞)]E
[
1(X∗
′
i,k ≤ y)− Fk(y)
]
(39)
≥ 0, (40)
where the first equality comes from the independence between 1 (At = k,Nk(t) = i)h(D∗∞) and X∗
′
i,k, and the second
inequality holds since E
[
1(X∗
′
i,k ≤ y)
]
= Fk(y).
Based on the inequality (32), we are ready to prove Theorem 2.
Proof of Theorem 2. First, suppose the function D∗∞ 7→ 1 (C) /Nk(T ) is an decreasing function of X∗i,k while keeping all
other entries in D∗∞ fixed for each i. Let {Lt}t∈N be a sequence of random variables defined as follows:
Lt :=
t∑
s=1
1(C)
Nk(T )1(Nk(T ) <∞)1 (As = k) [1(Ys ≤ y)− Fk(y)] , ∀t ∈ N. (41)
From the inequality (32), we have
E [Lt] =
t∑
s=1
E
[
1(C)
Nk(T )1 (As = k)1(Nk(T ) <∞) [1(Ys ≤ y)− Fk(y)]
]
≥ 0, ∀t ∈ N. (42)
Note thatNk(T ) :=
∑T
t=1 1(At = k) =
∑∞
t=1 1(At = k) since it is understood that for t > T , 1(At = k) = 0. Therefore,
we know that, for each y ∈ R, the sequence of random variables {Lt}t∈N converges to
[
F̂k,T (y)− Fk(y)
]
1(C)1(Nk(T ) <
∞) almost surely. Also, it can be easily checked for each t ∈ N, |Lt| is upper bounded by 2. Hence, from the dominated
convergence theorem and the inequality (42), we have
0 ≤ lim
t→∞E[Lt] = E
[[
F̂k,T (y)− Fk(y)
]
1(C)1(Nk(T ) <∞)
]
(43)
= E
[
F̂k,T (y)1(C)1(Nk(T ) <∞)
]
− Fk(y)P(C ∩ {Nk(T ) <∞}). (44)
Since F̂k,T (y)1(Nk(T ) =∞) = Fk(y)1(Nk(T ) =∞) almost surely, the last inequality also implies that
Fk(y)P(C) ≤ E
[
F̂k,T (y)1(C)
]
(45)
Since we assumed P(C) > 0, by multiplying 1/P(C) on both sides, we have
Fk(y) ≤ E
[
F̂k,T (y) | C
]
, (46)
as desired. The inequality (46) shows that the underlying distribution of arm k stochastically dominates the empirical
distribution of arm k in the conditional expectation. In this case, it is well-known that for any non-decreasing integrable
function f , the following inequality holds
Ekf ≥ E
[
Êk,T f | C
]
. (47)
For the completeness of the proof, we formally prove the inequality (47). Since f is integrable, without loss of generality,
we may assume f ≥ 0. For any x ∈ R, define f−1(x) := inf{y : f(y) > x}. Since f is non-decreasing, for any probability
measure P , the following equality holds
P ({y : f(y) > x}) = P ({y : y > f−1(x)}) ,
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for all but at most countably many x ∈ R which implies that
Ekf =
∫ ∞
0
Pk ({y : f(y) > x}) dx (48)
=
∫ ∞
0
1− Fk
(
f−1(x)
)
dx (49)
≥
∫ ∞
0
1− E
[
F̂k,T
(
f−1(x)
) | C] dx (50)
=
∫ ∞
0
E
[
P̂k,T ({y : f(y) > x}) | C
]
dx (51)
= E
[
Êk,T f | C
]
, (52)
where the first and last equalities come from the Fubini’s theorem with the integrability condition on f , and the first
inequality comes from the inequality (46).
From the same argument with reversed inequalities, it can be shown that if the function D∗∞ 7→ 1 (C) /Nk(T ) is an
increasing function of X∗i,k while keeping all other entries in D∗∞ fixed for each i, we have
Fk(y) ≥ E
[
F̂k,T (y) | C
]
, ∀y ∈ R. (53)
Equivalently, for any non-decreasing integrable function f , we have
Ekf ≤ E
[
Êkf | C
]
, (54)
which completes the proof of Theorem 2.
A.2. Proof of Corollary 5
Before proving Corollary 5 formally, we first provide an intuition as to why, for any reasonable and efficient algorithm
for the best-arm identification problem, the sample mean and empirical CDF of an arm are negative and positive biases,
respectively, conditionally on the event that the arm is not chosen as the best arm.
For any k ∈ [K] and i ∈ N, let D∗∞ and D∗
′
∞ be two collections of all possible arm rewards and external randomness that
agree with each other except X∗i,k ≥ X∗
′
i,k. Since we have a smaller reward from arm k in the second scenario D∗
′
∞, if
κ 6= k under the first scenario D∗∞, any reasonable algorithm also would not pick the arm k as the best arm under the more
unfavorable scenario D∗′∞. In this case, we know that κ 6= k implies κ′ 6= k. Also note that any efficient algorithm should be
able to exploit the more unfavorable scenario D∗
′
∞ to easily identify arm k as a suboptimal arm and choose another arm as
the best one by using less samples from arm k. Therefore, we would have Nk(T ) ≥ N ′k(T ′). As a result, we can expect
that, from any reasonable and efficient algorithm, we would have 1(κ6=k)Nk(T ) ≤
1(κ′ 6=k)
N ′k(T ′) which implies that for each i, the
function D∗∞ 7→ 1 (C) /Nk(T ) is a decreasing function of X∗i,k while keeping all other entries in D∗∞ fixed. Then, from
Theorem 2, we have that the sample mean and empirical CDF of arm k are negatively and positively biased conditionally on
the event κ 6= k, respectively. Below, we formally verify that this intuition works for the lil’UCB algorithm. The proof is
based on the following two facts about the lil’UCB algorithm:
• Fact 1. The lil’UCB algorithm has an optimistic sampling rule. That is, for any fixed , i, t ∈ N and k ∈ [K], the
function D∗∞ 7→ Nk(t) is an increasing function of X∗i,k while keeping all other entries in D∗∞ fixed (see Fact 3 in Shin
et al., 2019a).
• Fact 2. Let D∗∞ and D∗
′
∞ be two collections of all possible arm rewards and external randomness that agree with each
other except in their k-th column of stacks of rewards X∗∞ and X
∗′
∞. For j ∈ [K], let Nj(t) and N ′j(t) be the numbers
of draws from arm j under D∗∞ and D∗
′
∞ respectively. Then for each t ∈ N, the following implications hold for lil’UCB
algorithm (see Fact 3 and Lemma 9 in Shin et al., 2019a):
Nk(t) ≤ N ′k(t)⇒ Nj(t) ≥ N ′j(t), for all j 6= k,
Nk(t) ≥ N ′k(t)⇒ Nj(t) ≤ N ′j(t), for all j 6= k,
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which also implies that
Nk(t) = N
′
k(t)⇒ Nj(t) = N ′j(t), for all j 6= k.
Proof of Corollary 5. For any given i ∈ N and k ∈ [K], let D∗∞ and D∗
′
∞ be two collections of all possible arm rewards
and external randomness that agree with each other except (i, k)-th entries, X∗i,k and X
∗′
i,k of their stacks of rewards. Let
(Nk(t), N
′
k(t)) denote the numbers of draws from arm k up to time t. Let (T , T ′) be the stopping times and (κ, κ′) be
choosing functions of the lil’UCB algorithm under D∗∞ and D∗
′
∞ respectively.
Suppose X∗i,k ≥ X∗
′
i,k. To prove the claimed bias result, it is enough to show that the function D∗∞ 7→ 1 (C) /Nk(T ) is a
decreasing function of X∗i,k while keeping all other entries in D∗∞ fixed which corresponds to prove the following inequality
holds:
1(κ 6= k)
Nk(T ) ≤
1(κ′ 6= k)
N ′k(T ′)
. (55)
Note that if κ = k or Nk(T ) =∞, the inequality (55) holds trivially. Therefore, for the rest of the proof, we assume κ 6= k
and Nk(T ) <∞.
We will first prove the inequality Nk(T ) ≥ N ′k(T ′) holds. From Fact 1 and the assumption X∗i,k ≥ X∗
′
i,k, we have
Nk(t) ≥ N ′k(t) for any fixed t > 0. Then, by Fact 2, we also have Nj(t) ≤ N ′j(t) for any j 6= k. Since
∑
i 6=j Ni(t) =
t − Nj(t) for all t, we can rewrite the lil’UCB stopping rule as stopping whenever there exists j ∈ [K] such that the
inequality Nj(t) ≥ 1+λt1+λ holds. Therefore, from the definition of the stopping rule with the fact Nj(t) ≤ N ′j(t) for any
t ≥ 1 and j 6= k, at the stopping time T , we have
1 + λT
1 + λ
≤ Nj(T ) ≤ N ′j(T ), (56)
for some j 6= k which also implies that the stopping condition is also satisfied for arm j at time T under D∗′∞ which implies
that the stopping time under D∗′∞ must be at most T . Therefore we have T ′ ≤ T . Now, since the inequality Nk(t) ≥ N ′k(t)
holds for any t ≥ 1, we have Nk(T ) ≥ N ′k(T ). Finally, since t 7→ N ′k(t) is a non-decreasing function, we can conclude
Nk(T ) ≥ N ′k(T ) ≥ N ′k(T ′).
Since we proved Nk(T ) ≥ N ′k(T ′), to complete the proof of Corollary 5, it is enough to show that κ 6= k implies κ′ 6= k.
We prove this statement by the proof by contradiction. Suppose κ 6= k but κ′ = k. Then, there exists j 6= k such that κ = j.
By the definition of T and κ, we know that
Nj(T ) > Nk(T ). (57)
Similarly, we can show that
N ′j(T ′) < N ′k(T ′). (58)
It is important to note that these inequalities are strict. Note that since we draw a singe sample at each time, if Nj(T ) =
Nk(T ) then at the time T − 1, either arm j or k should satisfy the stopping rule which contradicts to the definition of T .
Recall that, in Equation (56), we showed that if κ = j, at stopping time T , we have
1 + λT
1 + λ
≤ Nj(T ) ≤ N ′j(T ),
which implies T ′ ≤ T . By the same argument, at the stopping time T ′ with the assumption κ′ = k, we have
1 + λT ′
1 + λ
≤ N ′k(T ′) ≤ Nk(T ′),
which also implies T ≤ T ′. From these two inequalities on stopping times, we have T ′ = T . Finally, by combining
inequalities between pairs of Nk, N ′k, Nj , N
′
j with the observation T ′ = T , we have
N ′j(T ′) < N ′k(T ′) ≤ Nk(T ′) = Nk(T ) < Nj(T ) ≤ N ′j(T ) = N ′j(T ′)
where the first inequality comes from the inequality (58). The second inequality come from N ′k ≤ Nk. The first equality
comes from T ′ = T and the third inequality comes from the inequality (57). The last inequality comes from Nj ≤ N ′j and
the final equality comes from T = T ′.
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This is a contradiction, and, therefore, κ 6= k implies that κ′ 6= k. This proves that for each i, the function D∗∞ 7→
1 (C) /Nk(T ) is a decreasing function of X∗i,k while keeping all other entries in D∗∞ fixed and, from Theorem 2, we can
conclude that the sample mean and empirical CDF of arm k from the lil’UCB algorithm are negatively and positive biased
conditionally on the event the arm k is not chosen as the best arm, respectively.
A.3. Proofs of Corollary 7 and 8
For any given i ∈ N and k ∈ [K], let D∗∞ and D∗
′
∞ be two infinite collections of arm rewards and external randomness that
agree with each other except on the (i, k)-th entries, X∗i,k and X
∗′
i,k of their stacks of rewards. Without loss of generality, we
assume X∗i,k ≤ X∗
′
i,k. Finally, let (Nk(t), N
′
k(t)) denote the numbers of draws from arm k up to time t ≤ T .
We first prove that the following inequality holds:
Nk(t) ≤ N ′k(t), ∀t ≤ T. (59)
From Theorem 2, the above inequality implies that the sample mean and empirical CDF of each arm at a fixed time are
negatively and positively biased, respectively as claimed in Corollary 7.
Proof of inequality (59). For each t ≤ T , let Rk(t) and R′k(t) be numbers of rounds in which arm k is in the active
set up to time t under D∗∞ and D∗
′
∞, respectively. Since Nk(t) =
∑Rk(t)
r=1 mr and N
′
k(t) =
∑R′k(t)
r=1 mr, it is enough
to show Rk(t) ≤ R′k(t). Now, for the sake of contradiction, suppose Rk(t) > R′k(t). Since arm k is active at rounds
r = 1, . . . , R′k(t) under both D∗∞ and D∗
′
∞, we must have that µ̂
(r)
k ≤ µ̂
′(r)
k for each r = 1, . . . , R
′
k(t), where µ̂
(r)
k and
µ̂
′(r)
k are averages of the observed samples from arm k at each round r under D∗∞ and D∗
′
∞, respectively. By the same
logic, we have that Ar = A′r for each r = 1, . . . , R′k(t), where Ar and A′r are the sets of active arms under D∗∞ and D∗
′
∞,
respectively. In particular, at the R′k(t)-th round, under both scenarios D∗∞ and D∗
′
∞, we have the exactly same active sets
and the same sample averages of all the active arms except for arm k, for which it hols that µ̂(R
′
k(t))
k ≤ µ̂
′(R′k(t))
k . However,
it cannot be the case that arm k is eliminated from the active set after the R′k(t)-th round under D∗
′
∞ but the same arm still
remains active after the same round under the scenario D∗∞ in which the arm k has even a smaller sample average. This
proves Rk(t) ≤ R′k(t), which implies the claimed inequality (59) as desired.
For the proof of Corollary 8, let κ and κ′ be indices of the chosen arm under D∗∞ and D∗
′
∞, respectively. To prove the first
two inequalities, we need to to show that
1(κ 6= k)
Nk(T )
≥ 1(κ
′ 6= k)
N ′k(T )
. (60)
From Equation (59), we have that Nk(T ) ≤ N ′k(T ). Therefore, it is enough to show that 1(κ 6= k) ≥ 1(κ′ 6= k) which is
equivalent to showing that
1(κ = k) ≤ 1(κ′ = k). (61)
For the sake of contradiction, suppose κ = k but κ′ 6= k. Recall that Rk(T ) and R′k(T ) are the number of rounds
in which arm k is in the active set up to time T under D∗∞ and D∗
′
∞ respectively. Since κ = k but κ
′ 6= k, we have
dlog2Ke = Rk(T ) > R′k(T ). However this contradicts the fact Nk(T ) ≤ N ′k(T ), since Nk(T ) =
∑Rk(T )
r=1 mr and
N ′k(T ) =
∑R′k(T )
r=1 mr. Hence, inequality (61) is true. By Theorem 2 this implies the first two inequalities in Corollary 8.
Similarly, to prove the last two inequalities in Corollary 8, we need to to show that
1(κ = k)
Nk(T )
≤ 1(κ
′ = k)
N ′k(T )
. (62)
If κ 6= k, the above inequality holds trivially. Hence, we can assume κ = k and, from the inequality (61), we also have
κ′ = k. Since arm k is chosen as the best one under both D∗∞ and D∗
′
∞, we have that Nk(T ) = N
′
k(T ) =
∑dlog2Ke
r=1 mr
which proves inequality (62). The result again follows from Theorem 2.
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Figure 6. Average of conditional empirical CDFs of arm 1 from repeated sequential tests for two arms under the alternative hypothesis
(µ1 = 1, µ2 = 0). See Section 4.2 for the detailed explanation about the sequential test.
B. Additional Simulations results
In this section, we present additional simulation results for Section 4 and 5 which are omitted from the main part due to the
page limit.
B.1. Conditional bias under alternative hypothesis in Section 4.2
As we conducted in Section 4.2, we have two standard normal arms with means µ1 and µ2. Then, we use the following
upper and lower stopping boundaries to test whether µ1 ≤ µ2 or not:
U(t) := zα/2
√
2
t
, and L(t) = −U(t), (63)
where α is set to 0.2 to show the bias better. In contrast to the experiment in Section 4.2 in which the true means are equal to
each other, in this experiment, we set µ1 = 1 and µ2 = 0 to make the alternative hypothesis is true.
Figure 6 show the marginal and conditional biases of the empirical CDFs and sample means for arm 1 based on 105
repetitions of the experiment. The black solid line corresponds to the true underlying CDF. The red dashed line refers
to the average of the marginal CDFs, and the purple long-dashed line corresponds to the average of the empirical CDFs
conditionally on reaching the maximal time. For these two cases, although the marginal CDF is negatively and the
conditional CDF is positively biased, these are not general phenomena and the sign of bias can be changed as we change
mean parameters.
However, for the cases corresponding to accepting H1 (blue dot-dashed line) and accepting H0 (green dotted line), we can
check that signs of biases of CDFs and sample means are consistent with what Theorem 2 and corresponding inequalities
(18) to (17) described. Also note that the bias results do not depend on whether the arms are under the null or alternative
hypotheses.
B.2. Experiment about the bias of the sequential halving algorithm in Section 4.4
To verify the conditional bias results in Corollary 7 and 8, we conducted 105 trials of the sequential halving algorithm on
three unit-variance normal arms with µ1 = 1, µ2 = 0.5 and µ3 = 0 as we did for the lil’UCB algorithm in Section 4.3.
Again, it is important to note that the signs of the biases do not depend on the choice of parameters or of the underlying
distributions, but the magnitudes of the biases do. To best illustrates the bias results, we use an unusually small time budget
T = 10 in this experiment.
The left side of Figure 7 shows the averages of the empirical CDFs of arm 1 (the arm with the largest mean) conditionally
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Figure 7. Average of conditional empirical CDFs of arm 1 (left) and arm 2 (right) from 105 the sequential halving algorithm runs on
three unit-variance normal arms with µ1 = 1, µ2 = 0.5 and µ3 = 0, as described in Appendix B.2. Black solid lines refer to the true
CDF of arm 1 and arm 2.
on each arm being chosen as the best arm. The thick black line corresponds to the true underlying CDF. The red dashed line,
which lies below the true CDF, indicates that the empirical CDF of arm 1 conditionally on the event that arm 1 is chosen as
the best arm (i.e., κ = 1) is negatively biased; this then implies that the sample mean of the chosen arm is positively biased.
In contrast, the green dotted and blue dot-dashed lines, lying above the true CDF, show that conditionally on the event that
arm 1 is not chosen as the best arm (i.e., κ 6= 1), the empirical CDF is positively biased and the sample mean is negatively
biased.
The right side of Figure 7 displays the averages of the empirical CDFs of arm 2. Though arm 2 is not the best arm, we can
check that the signs of the conditional biases follow the same pattern as arm 1. Conditionally on the event that arm 2 is
chosen as the best arm (κ = 2), the empirical CDF is negatively biased (green dotted line), but conditionally on the event
that arm 2 is not chosen as the best arm (κ 6= 2), the corresponding CDFs are now positively biased (red dashed and blue
dot-dashed lines), as expected.
B.3. Experiments on conditional biases of sample variance and median in MABs
As stated in Section 5, characterizing the bias of other important functionals such as sample variance and sample quantiles is
an important open problem. In this subsection, we present a simulation study on the bias of sample variance and median.
For a given n ≥ 2 i.i.d. samples X1, . . . , Xn from a distribution P , the sample variance σ̂2 and median m̂ are defined by
σ̂2 =
1
n− 1
n∑
i=1
(Xi − X¯n)2 (64)
m̂ =
{
1
2
(
X(n/2) +X(n/2+1)
)
if n is even,
X(n+12 )
if n is odd,
(65)
where X¯n corresponds to the sample mean and X(i) refers to the i-th smallest sample.
It is well-known that for any distribution P with finite variance σ2, the sample variance σ̂2 is an unbiased estimator of
σ2. Also, though the sample median is not necessarily unbiased, for any symmetric distribution P including the normal
distribution as a special case, the sample median is unbiased. However, for adaptively collected data from a MAB experiment,
it is unclear whether the sample variance and median are unbiased or not. Furthermore, it is an open question how to
characterize the bias of sample variance and median estimators if they are biased estimators.
As an initial step, we conduct the repeated sequential experiments described in Section 4.1 and empirically investigate
the biases of the sample variance and median estimators. Figure 8 describes a simulation study on the bias of the sample
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Figure 8. Left: Densities of observed sample variances from repeated stopped sequential test as described in Section 4.1. Right: Densities
of observed sample median from the same repeated stopped sequential test. For both figures, vertical dashed lines correspond to averages
of sample variances and medians on each conditions.
variance in the sequential testing setting of Section 4.1. Recall that, in this experiment, we have a stream of samples from a
standard normal distribution. Each test terminates once either the number of samples reaches a fixed early stopping time
M = 10 or the sample mean crosses the upper boundary t 7→ zα√
t
with α = 0.2.
Figure 8 shows the marginal and conditional distributions of the sample variance and median from 105 stopped sequential
tests. Vertical lines correspond to averages of the sample variances and medians over repetitions of the experiment and
under different conditions. For the sample variance, the simulation shows that the sample variance is negatively biased
marginally and conditionally on the early stopping event. On the other hand, conditionally on the line-crossing event, the
sample variance has a heavy right tail and is positively biased. For the sample median, we can check that, marginally and
conditionally on the line-crossing event, the sample median is positively biased. In contrast, the sample median is negatively
biased conditionally on the early stopping event. Note that, for the sample median, sizes of biases of the sample median are
similar to ones from the sample means which were equal to (0.22,−0.16, 0.75).
