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Abstract
In this Ph.D. thesis, the primary goal is to present a recent investigation of the finite density ther-
modynamics of hot and dense quark-gluon plasma. As we are interested in a temperature regime, in
which naive perturbation theory is known to lose its predictive power, we clearly need to use a refined
approach. To this end, we adopt a resummed perturbation theory point of view and employ two
different frameworks. We first use hard-thermal-loop perturbation theory (HLTpt) at leading order
to obtain the pressure for nonvanishing quark chemical potentials, and next, inspired by dimensional
reduction, resum the known four-loop weak coupling expansion for the quantity.
We present and analyze our findings for various cumulants of conserved charges. This provides us
with information, through correlations and fluctuations, on the degrees of freedom effectively present
in the quark-gluon plasma right above the deconfinement transition. Moreover, we compare our results
with state-of-the-art lattice Monte Carlo simulations as well as with a recent three-loop mass truncated
HTLpt calculation. We obtain very good agreement between the two different perturbative schemes,
as well as between them and lattice data, down to surprisingly low temperatures right above the
phase transition. We also quantitatively test the convergence of an approximation, which is used in
higher order loop calculations in HTLpt. This method based on expansions in mass parameters, is
unavoidable beyond leading order, thus motivating our investigation. We find the ensuing convergence
to be very fast, validating its use in higher order computations.
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Chapter 1
Introduction
Improving our understanding of strongly interacting matter under extreme conditions is known to
be very important for a variety of reasons. To name a few, heavy ion collisions, early universe
thermodynamics and the physics of compact stars clearly call for a better understanding of gauge
theories at finite temperature and/or density. See e.g. [1] for a recent review dedicated to the challenges
and perspectives of strongly coupled gauge theories. Consequently, the determination of the phase
diagram of QCD has received a lot of attention during the past couple of decades. One quantity of
central interest is the pressure, and in particularly its weak coupling expansion, which has been under
extensive work in the past two decades. Indeed, it is known to have very bad convergence features,
when naively tackled [2]. It is therefore very important to try to improve the situation, in particular
because such perturbative calculations provide first principle crosschecks of lattice QCD results and
also approach the problem in a radically different way.
The importance of these efforts stems both from a desire to obtain precise determinations of the
observables in question and from gaining qualitative understanding of the properties of the plasma.
While the former of these goals is typically better addressed by means of lattice Monte Carlo simula-
tions1, the latter clearly needs to be approached using analytical methods as well as field theoretical
models. This need is highlighted by experimental developments in recent years that have stressed
the need to understand strongly interacting systems close to the deconfinment transition region and
somewhat above it. The quark-gluon plasma created in heavy ion collisions2 at temperatures some-
what above the pseudo-critical temperature of the deconfinement transition Tc = 154 ± 9MeV [5, 6]
has been seen to have somewhat unexpected properties, in contradiction with naive perturbative ex-
pectations. Therefore, it is very important to study, whether this plasma is better described through
the machinery of weakly coupled gauge theory or perhaps something radically different.
In addition to increasing qualitative understanding about the quark-gluon plasma, perturbative
methods are important to study the phase diagram of the theory at nonzero density3, where lattice
Monte Carlo simulations are straightforwardly inapplicable. This is due to the so-called sign prob-
lem [12, 13], which stems from the complexity of the lattice action, making importance sampling
techniques impossible to implement. Various approaches have been taken to resolve this problem4,
but the most fruitful one so far consists of simply Taylor expanding the pressure in powers of the
chemical potentials. This reduces the problem to the determination of cumulants of the partition
function, which can furthermore be a very good probe of the changes in the degrees of freedom of
the system. Most importantly, these quantities are manageable on the lattice, as they are evaluated
at zero density. Such a technique is, however, only applicable at densities moderate compared to the
1As far as temperatures reachable by modern experiments are concerned.
2See e.g. [3, 4] for recent reviews.
3See e.g. [7, 8] for current and [9, 10, 11] for future experiments.
4See e.g. [14] for one of the main directions.
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typical temperatures in a deconfined plasma. Note that recent lattice studies of these quantities can
be found in [15, 16, 17, 18, 19].
The limitation of lattice Monte Carlo techniques to small densities motivates us to approach
the problem of fluctuations and correlations of conserved charges, i.e. the finite density part of the
equation of state, via a resummed perturbation theory point of view, for which there is no sign
problem. Notice that perturbative results can in principle be straightforwardly extended to very large
values of the chemical potentials compared to the temperature. Besides, given that performing lattice
simulations far above the pseudo-critical5 deconfinement transition temperature Tc is highly nontrivial,
it is important to have complementary methods to bridge the gap between the low and asymptotically
high temperature regions.
Let us finally list some of the analytic calculations performed during the past few years as at-
tempts to accomplish the above goals. Those use techniques such as unresummed perturbation the-
ory [20, 21, 22], various hard-thermal-loop motivated approaches [23, 24, 25, 26, 27], hard-thermal-loop
perturbation theory [28, 29, 30, 31, 32, 33, 34, 35, 36, 37], and the large-Nf limit of QCD [38, 39].
Before proceeding to the outline of the thesis, we further point out that all of our calculations
have been carried out in the limit of vanishing bare quark masses. In the case of the dimensional
reduction framework, introduced shortly, we have explicitly checked that the results are not affected
by the light quark masses in a noticeable way. As to our HTLpt calculations, we would like to refer
to [40] for a study of the one-loop quark self-energy and gluon polarization functions including their
mass dependence, which arrived at similar conclusions. Moreover, we would like to emphasize the fact
that we are going to focus on the strong interaction only, disregarding the electroweak force, driven
by the fact that we are working at energy scales which are negligible compared to the typical mass
scale of this interaction.
This dissertation is organized as follows. In Chapter 2, we first explain the basics of quantum
field theory at finite temperature and chemical potentials, focusing on the path integral formulation
of the partition function, renormalization and the running of the coupling. In Chapter 3, we then
introduce some key points of thermodynamics, in particular those relevant for finite density. Next, in
Chapter 4, we introduce both of the resummation frameworks that will be used later, before looking
into the details of our exact one-loop HTLpt calculation in Chapter 5. We then finish by analyzing
our findings in Chapter 6. In addition, the reader can find several complementary sections in the
appendices; these include one on our notation in appendix A, another on the matching coefficients of
Electrostatic QCD relevant to our dimensional reduction framework in appendix B, and a third for
the evaluation of the HTL sum-integrals, needed in the mass truncated approximation of the exact
one-loop HTLpt pressure, in appendix C.
5We recall that at zero density, the transition is of crossover nature.
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Chapter 2
Aspects of thermal field theory
The present chapter focuses on the basics of quantum field theory at finite temperature and density.
It intends to introduce the general context of our study in an informal – yet rigorous – way. We choose
to emphasize a few aspects only, mainly those important for this study. Readers interested in these
aspects, or simply wishing to revive their memory on the topic, are invited to go through this chapter
carefully. Others can simply proceed to the next one, which aims at discussing thermodynamics
in the light of our studies. For completeness, we would like to refer the reader to the standard
textbooks [41, 42], respectively more appropriate for the imaginary- and real-time formalisms. We
also refer to excellent review articles such as [43, 44, 45], the two latter giving a more up-to-date
perspective. We further encourage to complement these readings with tutorials such as [46], where a
number of intermediate results are provided.
In the following, we first introduce a fundamental object known as the partition function, which
plays a crucial role in the thermodynamic description of the system. We then connect this partition
function to the path integral formulation of quantum field theory in the imaginary-time formalism.
Next, after reviewing the machinery of perturbation theory for evaluating the path integral, we com-
ment on some aspects of such an expansion. Finally, after elaborating on renormalization in the
vacuum, we briefly comment on the situation at finite temperature and density, regarding the choice
of parameters and the running of the coupling, when evaluating a thermodynamic quantity.
2.1 Path integral representation of the partition function
We start from an explicitly time-independent Hamiltonian operator Hˆ in Hilbert space, which defines
our system. In order to probe the finite density regime of the theory, we also consider conserved charge
operators Qˆf , which are assumed to commute among themselves as well as with the Hamiltonian. In
QCD, these conserved charges will mostly be chosen to be the up, down and strange quark ones.
Indeed, the applicability of our work is restricted to the deconfined phase, where these degrees of
freedom are likely to be the most natural ones. However, one can equivalently consider the baryon,
electric charge and strangeness conserved numbers, which we will do when discussing the degrees of
freedom just above the phase transition in Section 6.2. We are then left to describe the equilibrium
state of our system, in the rest frame of a dense heat bath, employing the effective Hamiltonian density
Hˆ −→ Hˆµf ≡ Hˆ −
∑
f
µf Qˆf , (2.1)
where the sum runs over Nf fermion flavors. The µf chemical potentials are proportional to the
Lagrange multipliers of the averaged charges, i.e. the particle numbers of the system. These quantities
will be properly defined in Section 3.3, as they are very important for our study. Note also that the
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temperature multiplies the Hamiltonian. This bounded operator is a functional of all the fields present
in our theory, as well as their conjugate momenta, and is assumed to be at most quadratic in the latter1.
From now on, we consider our theory in d + 1 dimensions, where d is arbitrary for the sake of
regularizing possible ultraviolet divergences. We refer the reader to Section 2.3 for more details on the
subject. We can then write the grand canonical density operator ρˆ, normalized to be of unit trace,
together with the partition function Z as
ρˆ (T, {µf} ;V ) ≡ Z−1 exp
[
−β
∫
ddx Hˆµf
]
, (2.2)
Z (T, {µf} ;V ) ≡ TrP exp
[
−β
∫
ddx Hˆµf
]
=
∑
φ∈P
〈φ| exp
[
−β
∫
ddx Hˆµf
]
|φ〉 , (2.3)
the latter playing a central role in our thermodynamic study. Note that the trace is taken over all
the possible and distinct physical states of our system to which our notation P refers. The set of
eigenfunctions forms a complete and orthonormal basis in the Hilbert space. A direct consequence of
the constraint on the trace is that the gauge must be fixed when dealing with a gauge theory, in order
to avoid any possible over-counting. We will mention later, how to make explicit this highly nontrivial
constraint, in the operator formalism. Let us however point out already now that it can be elegantly
implemented in the functional integral representation by using the Faddeev-Popov trick as we will see
later in this section.
From (2.2), it follows that ρˆ defines a normalized thermal average, such that for any operator ϑˆ,
we have 〈
ϑˆ
〉
≡ TrP
(
ϑˆ · ρˆ
)
= Z−1 TrP
(
ϑˆ · exp
[
−β
∫
ddx Hˆµf
])
. (2.4)
Note that normalizing the trace by any finite constant (here by the partition function itself) does
not change the physics2. To see this, one can use the path integral representation that we are about
to introduce, and see that any finite multiplicative number can be expressed via an additional func-
tional integration over a fictitious quadratic field. The Feynman rules associated to such a field, at
any order in perturbation theory, lead to power divergent loop momentum integrals, at least in the
vacuum. Those are taken care of, during the renormalization procedure, and usually set to zero within
dimensional regularization [48]. At finite temperature, however, the situation gets more complicated.
Indeed, the Gibbs-Duhem relation tells us that the pressure, related to the partition function, is a
differentiable function of the temperature and the chemical potentials,
dP = S dT +
∑
f
Nf dµf , (2.5)
where S and Nf , being defined in Section 3.1, are respectively the entropy and particle number
densities of the system. Therefore, the overall normalization constant must be medium independent
so that it does not contribute to the thermodynamics.
We now turn to defining the so-called functional integral representation of the partition function
for quantum field theories, which generalizes the Wiener integration relevant to the path integral for-
mulation of quantum mechanics3. There are a few subtleties in the definition of functional integrations
1There are numerous physical issues as well as possible solutions [47] associated with theories having higher order
derivatives in the fields, despite their mathematical consistency. We can mention, e.g., violation of unitarity due to the
absence of a lower bound in the energy spectrum. We shall avoid such theories as we are interested in QCD.
2One can encounter some confusion in the literature about this point, when claiming that an infinite constant multi-
plying the partition function is irrelevant. To be rigorous, the partition function itself must be well defined, hence free of
any divergences. Only when using its path integral representation, one can encounter some infinities during intermediate
steps of its evaluation. However, this is merely an artifact of a naive definition for the corresponding volume elements,
which in principle should be determined so that every functional integral is well defined on its own.
3See [49] for the original reference by R. P. Feynman, and [50] for a recent and rigorous review on the topic.
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that need a careful treatment to ensure that one obtains a well defined formulation of the partition
function. In particular, two of the major difficulties are related to the definition of a proper volume
element (that is, a proper generalization of the Lebesgue measure), as well as the choice of a relevant
domain of integration. The former point is rather mathematical in essence, and has not much effect
on the physics in the present case of flat space-time (see [48] for more details on the effect of a curved
space-time on the volume elements). The latter point on the other hand is deeply connected to the
gauge symmetry, and is present in gauge theories as a restriction on the group volume. We will now
start by presenting the former, and use a neutral scalar field theory to formally connect the partition
function with functional integrals. Then we will turn to gauge theories in order to elaborate on the
latter point, and in particular apply the developed machinery to QCD.
In order to be able to introduce the first problem in a simple fashion, let us restrict ourselves to
Lebesgue integrals, and consider the following Gaussian integral in D dimensions∫
RD
dDx e−pi
|x|2
a = aD/2 . (2.6)
From this simple example, it is easy to see the difficulty in taking the limit D → ∞. Indeed, for a
positive definite a, the limit aD/2 → a∞ is clearly untraceable (either vanishing or infinite) for a 6= 1.
A simple solution to this scaling problem is to introduce the following volume element
D˜ax ≡ a−D/2 dx1 ...dxD . (2.7)
Consequently, the Gaussian integral becomes continuous in the a-parameter in the limit D →∞∫
RD
D˜ax e−pi
|x|2
a = 1 . (2.8)
However, the volume of the domain of integration still has a somewhat restrictive nature, as can be
seen through an analogy with the following integral∫
x∈[a,b]⊂R∞
D˜Cx = C∞
∞∏
n=1
(bn − an) , (2.9)
which only makes sense for (bn − an) = 1, or at best for a convergent infinite product, in addition
to being still untraceable for C 6= 1. A way out of these difficulties is to introduce a damping factor
dxn −→ p(xn) dxn, such that the probability distribution
D(p)x(D) ≡
D∏
n=1
p(xn) dxn , (2.10)
can be extended to R∞. Notice that in the present case, the Gaussian damping factor is a good
solution, and leads to a perfectly well defined integral, giving a normalized volume∫
R∞
D
(e−pi |x|2 )x
(∞) = 1 . (2.11)
Note also that in D = ∞ dimensions, the damping factor cannot be pulled apart from the volume
element. Hence, in the corresponding path integral for a quantum field theory, there is no interplay
between infinite multiplying constants, relative to the momentum and field functional integrations.
Next, we point out that the situation is much richer in functional spaces, but as we shall be rather
brief in our presentation, we refer the reader to the references [51, 52, 53]. The present discussion
is based on these references, from which one can find all the necessary details on the modern and
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rigorous theory of functional integrations. It should also be noted that various interesting damping
factors and hence volume elements can be built. However, since we are interested in weak coupling
expansions, we shall restrict ourselves to the Gaussian ones. Thus, it can be shown that the quadratic
part of the Hamiltonian unequally defines the volume elements to be used, via Fourier transforms. In
the following, all volume elements will be defined according to the above references, as it is a rigorous
generalization of the limit definition for the Wiener measure in quantum mechanics.
We now turn to a neutral scalar field theory4, and recall the functional integral representation of
the transition amplitude in the vacuum, for going from a state |φi〉 at the time ti to a state |φf〉 at the
time tf. The result, first suggested by Feynman [54], reads
〈φf| e−i (tf−ti) Hˆ |φi〉 ∝
∫ φ(x,tf)=φf
φ(x,ti)=φi
Dφ(x)
∫
Dpi(x) exp
[
i
∫ tf
ti
dt
∫
ddx
(
pi(x, t)
∂φ(x, t)
∂t
−H(φ, pi)
)]
, (2.12)
where we adopt the above definition for the volume elements, motivating the symbol of proportionality.
We notice that the domain of integration over the momentum fields pi(x) is unrestricted, but this is
not a problem as the volume element basically takes care of regularizing the integral.
Motivated by the above relation, we also recall the Lie-Trotter-Kato product formula, which states
that for any bounded operators A and B, the following limit exists5
eA+B = lim
N→∞
(
eA/N eB/N
)N
. (2.13)
Now, the connection to our partition function is quite straightforward. Simply apply the above to the
left hand side of (2.12), perform a change of variables corresponding to Wick-rotating the Hamiltonian
operator t → −iτ , and set the field φi at τ = 0 to be equal to φf ≡ φ(x, β) at τ = β. Summing over
all possible states, which corresponds to take the trace, we have
Zφ = lim
N→∞
Tr
(
exp
[
−β/N
∫
ddx Hˆ
])N
, (2.14)
where we dropped the notation P for the trace, as it is in the whole Hilbert space. Finally, with
repeated uses of the standard completeness relation and (2.12), we get
Zφ ∝
∫
φperiodic
Dφ(x)
∫
Dpi(x) exp
[∫
Cβ
dτ
∫
ddx
(
i pi(x, τ)
∂φ(x, τ)
∂τ
−H(φ, pi)
)]
, (2.15)
where Cβ is a Euclidean time path in the complex plane, yet to be defined, which goes from 0 to
β. Note that the domain of integration over the fields φ(x), except for the periodicity constraint
φ(x, 0) = φ(x, β), should not be restricted6.
Assuming a quadratic Hamiltonian in the momentum fields, it is easy to complete the square
and perform the integration over them. We then get the canonical path integral formulation for the
partition function of our original neutral scalar field theory
Zφ =
∫
φperiodic
Dφ(x) exp
[
−
∫
Cβ
dτ
∫
ddx
(
Leff(φ, i∂φ/∂τ)
)]
, (2.16)
4Our discussion remains generally applicable to a multi-component field theory, despite the fact that we suppress the
possible indices of summation.
5There are different prerequisites for working in Minkowskian or Euclidean space-time. For the present purpose of a
thermodynamical study, this formula holds.
6As we will mention later, this is not the case with gauge theories.
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where Leff is nothing but the Lagrangian density of our theory in Euclidean space-time, to which we
will eventually add some ghost terms. Those arise if the Hamiltonian piece, which is quadratic in pi, is
φ-dependent (presence of derivative interactions), which is not the case in the present scalar field theory
example. Notice also that in principle the quadratic integration over the momentum fields brings a
multiplying constant, which is finite here. This can and should be included back into the effective
Lagrangian via fictitious additional ghost fields. The latter, as already mentioned in this chapter, lead
to power divergent loops which are set to zero under dimensional regularization in the vacuum. This
is the reason why such a constant is usually dropped, as it is not relevant upon renormalization. This
also applies to the finite constant of proportionality which connects the sign ∝ in (2.15) to the equal
sign of (2.16). However, at finite temperature, such constants can be medium-dependent and should
not be, a priori, ignored regarding the thermodynamics. Yet, it was shown7 in [55] that this medium
dependence is only “virtual”, as the remaining functional integration over the fields φ(x) takes care of
its cancellation. This can be understood as a medium dependence of each volume element separately,
which is not surprising considering that the quadratic part of our Hamiltonian (2.15) defines them,
while their product is not medium dependent. For simplicity, we will avoid lingering over this detail,
and just skip such an intermediate fictitious contribution to the effective Lagrangian density. From
now on, unless explicitly stated otherwise, Leff will be understood in this way.
Having dealt with the proper definition of the volume elements, we now turn to the second point,
which is adopting a suitable definition for the domain of integration. To that end, we consider a
non-Abelian Yang-Mills gauge theory, coupled to Nf fermions with chemical potentials as described
by the Hamiltonian density in (2.1). We first note that due to the gauge symmetry, this time the
Hilbert space counts a certain number of unphysical states. As they are equivalent to each other via
gauge transformations, a gauge must be fixed properly when evaluating the partition function8. In our
partition function (2.3) within the operator formalism, one can insert a projection operator onto the
space of physical states [56]. However, we shall use here the path integral representation to perform
this task explicitly. The goal is then to select a unique representative from each gauge orbit, which
ideally intersect the gauge condition only once.
To demonstrate the above procedure, let us first write the canonical partition function for our
gauge theory in a naive way, that is without fixing the gauge9
ZA,ψ
AGµ≈
∫
Aµperiodic
DAµ(x)
∫
ψ¯,ψanti-periodic
Dψ¯(x)Dψ(x) exp
[
−
∫
Cβ
dτ
∫
ddx
(
L′′eff (Aµ, ψ¯, ψ)− ψ¯ γ0µψ
)]
, (2.17)
where µ is the matrix of all the chemical potentials, assumed to have a diagonal structure in flavor
space. Note that in the present case, the approximation symbol is nothing more than a notation for
“equal up to the restriction relative to the gauge over-counting”. The symbols Aµ(x), ψ¯(x) and ψ(x)
denote the gauge and fermionic fields, while the boundary conditions state respectively Aµ(x, 0) =
Aµ(x, β), ψ¯(x, 0) = −ψ¯(x, β) and ψ(x, 0) = −ψ(x, β). Note that the antiperiodicity conditions for the
fermionic fields is due to the Grassmann nature of these variables10. Those variables admit different,
yet well-defined, rules of integration. However, we are not going to elaborate on this matter, as the
procedure to define the corresponding volume elements is not changed. For completeness, we merely
refer the reader to the excellent textbook [57], recalling also the differences in the definitions of the
volume elements.
7Using a different definition for the volume elements, and hence carrying some intermediate infinities. This, in fine,
does not affect the conclusion of our discussion.
8Or any matrix element, even in the vacuum.
9That is to say without any restriction on the domain of integration, which would correspond to span only distinct
physical states in the Hilbert space.
10Indeed, the generators of an infinite dimensional Grassmann algebra anticommute, and hence obey the identity
θ2(x) = 0. This is motivated by the Pauli principle itself, thanks to the half-integer spin nature of the fermionic fields.
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Selecting a unique representative from each gauge orbit is a highly nontrivial task. In fact, we
shall assume here – without a strong argument – that our gauge fixing condition will be intersected
by every gauge orbit only once. Also, in line with perturbation theory, we will deal with infinitesimal
fluctuations of the gauge potential only. Consequently, it is possible to implement the Faddeev-Popov
trick [58], as for small fluctuations the corresponding determinant remains positive [59]. Having
said that, we shall ignore the so-called Gribov ambiguity [60] for the present purpose of performing
resummations of the weak coupling expansion11.
Let us now come back to our initial, still ill-defined path integral formulation (2.17) of a non-Abelian
Yang-Mills gauge theory coupled to Nf quarks, and consider a covariant gauge fixing condition,
f
[
AGµ
] ≡ ∂µAGµ (x)− c (x) = 0 , (2.18)
where c (x) is an unspecified function, while the superscript G denotes a gauge field to which we have
applied the gauge transformation
Aµ → AGµ ≡ G−1AµG+G−1∂µG . (2.19)
We then use the identity ∫
Gperiodic
DG(x) ∆
FP
[
AGµ
]
δ
(
f
[
AGµ
])
= 1 (2.20)
for which we have defined the Faddeev-Popov determinant
∆
FP
[
AGµ
]
= det
(
δf
[
AGµ
]
δG
)
, (2.21)
and where the periodicity condition comes from the fact that gauge transformations need to be periodic
in the temporal direction. Having done so, we rewrite our path integral (2.17) as
ZA,ψ
AGµ≈
∫
Aµperiodic
DAµ(x)
∫
ψ¯,ψanti-periodic
Dψ¯(x)Dψ(x)
∫
Gperiodic
DG(x)
∆
FP
[
AGµ
]
δ
(
f
[
AGµ
])
exp
[
−
∫
Cβ
dτ
∫
ddx
(
L′′eff (Aµ, ψ¯, ψ)− ψ¯ γ0µψ
)]
. (2.22)
The next step amounts to using the gauge invariance of the above effective action, together with
the ones of the group volume element DG(x) and volume elements DAµ(x), Dψ¯(x), and Dψ(x)12. By
performing a gauge transformation AGµ → Aµ (G→ G−1), we factor out the normalized group volume∫
Gperiodic
DG(x) , (2.23)
which can be reabsorbed into the effective Lagrangian, following the procedure that we already men-
tioned. We can now use the equality symbol, having suppressed the over-counting, and write
ZA,ψ =
∫
Aµperiodic
DAµ(x)
∫
ψ¯,ψanti-periodic
Dψ¯(x)Dψ(x)
∆
FP
[Aµ] δ (f [Aµ]) exp
[
−
∫
Cβ
dτ
∫
ddx
(
L′eff (Aµ, ψ¯, ψ)− ψ¯ γ0µψ
)]
. (2.24)
11See [59] for a recent review on the topic, bearing in mind that such a procedure introduces a dimensionful parameter,
for which a rigorous fixing method is still not fully understood. Note also that another alternative for gauge theories
without Faddeev-Popov ghosts can be found in [51].
12While the invariance of DG(x) is obvious, the three last are merely direct consequences of the volume elements’
definitions using the quadratic part of the action, hence of the invariance of the action itself.
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Finally, we simply have to re-express the Faddeev-Popov condition, ∆
FP
[Aµ] δ (f [Aµ]), in a more
convenient way for calculations. For the sake of shortening our presentation, we again refer the reader
to [57] for more details on this procedure. It should be noted, however, that the Faddeev-Popov
determinant can be put in a functional form over Grassmann ghost variables η¯ and η, that have
periodic boundary conditions due to the periodic gauge invariance of the partition function itself.
Following the standard Faddeev-Popov procedure, we finally end up with the functional integral
ZA,ψ =
∫
Aµperiodic
DAµ(x)
∫
ψ¯,ψanti-periodic
Dψ¯(x)Dψ(x)
∫
η¯,ηperiodic
Dη¯(x)Dη(x)
exp
[
−
∫
Cβ
dτ
∫
ddx
(
Leff (Aµ, ψ¯, ψ, η¯, η)
)]
, (2.25)
where we did not write explicitly the possible dependence of the effective Lagrangian on additional
fictitious ghost fields that have no effect upon renormalization. The effective Lagrangian for QCD
appearing here, comprising the gauge-fixing and Faddeev-Popov terms, reads (for a more careful
derivation see e.g. [61])
Leff(Aµ, ψ¯, ψ, η¯, η)
∣∣
QCD
= LQCD(Aµ, ψ¯, ψ)+
(∂µA
a
µ)
2
2ξ
−ψ¯ γ0µψ+ η¯a
(
∂2δab + g fabcAcµ∂µ
)
ηb , (2.26)
where LQCD denotes the original bare Lagrangian of QCD in Euclidean space-time, fabc stand for
the antisymmetric structure coefficients of SU(Nc), and g is the gauge coupling. Moreover, ξ is a
gauge-fixing parameter upon which no physical quantity should depend on. Its appearance follows
from introducing a c(x)-dependent prefactor to the partition function before integration. The delta
functional coming along with the determinant makes then the c(x) disappear from the path integral.
Last but not least, what remains is to specify our choice for the integration path Cβ in the time
variable τ . In principle, different choices of the contour lead to different formulations of the theory as
well as different sets of Feynman rules, all being physically equivalent [62]. In practice, however, there
are a limited number of convenient choices from a computational point of view. Two of the most widely
used choices are the Matsubara imaginary-time [63], and the Keldysh real-time [64] formalisms. These
have Green’s functions primarily defined for imaginary and real time values13, respectively. While the
real-time formalism is more suited for dynamical processes14, the imaginary one has the advantage
of more closely following methods from vacuum quantum field theory. The practical difference is
that the temporal component of the four-momentum becomes discrete in the imaginary time case.
This is simply a consequence of the compactification of the temporal direction, and basically leads to
sum-integrals instead of integrals when evaluating Feynman diagrams. In this work, we choose the
Matsubara formalism, i.e. the Euclidean time variable and Cβ going from 0 to β via a straight line.
In addition, note that the analytical properties of the path integral require that the real part of Cβ is
monotonically increasing [43, 45], which is trivially satisfied in the present case.
From now on, the form of the partition function (2.25) with the effective Lagrangian (2.26) together
with the above contour will be our reference point for the thermodynamics of QCD. More precisely,
the resummation framework inspired by dimensional reduction will use this as a starting point, while
hard-thermal-loop perturbation theory will further include an improvement term in its Lagrangian
density. See Sections 4.2 and 4.3, respectively, for more details on the two setups.
Having defined our partition function, we can now turn to its perturbative evaluation, which the
next section is devoted to.
13More precisely, for values along their path Cβ .
14As a consequence of the equivalence between the different formalisms, it is, in principle, possible to analytically
continue any Green’s functions as functions of the time variable, from an imaginary value back to the real axis. However,
in practice, this is often cumbersome [65]. This is the reason why it is preferable to choose the real-time formalism from
the beginning, when interested in real-time dynamics.
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2.2 Perturbative evaluation of the partition function
In order to review the basics of perturbative expansions, let us return to a neutral scalar field the-
ory, which we assume to contain a quartic interaction term. We then start from the path integral
representation of the partition function given by (2.16), together with the following Euclidean action
Sφ = Sφ0 + SφI ≡
∫
Cβ
dτ
∫
ddx
(
1
2
∂µφ∂µφ+
1
2
m2φ2
)
+ λ
∫
Cβ
dτ
∫
ddx
(
1
4
φ4
)
, (2.27)
where the subscripts φ0 and φI refer to the free (always quadratic) and interaction parts, respectively.
Before proceeding, let us generalize the thermal average of (2.4) for neutral scalar fields, using
functional integrals rather than a trace in the Hilbert space
〈ϑ〉XS ≡
∫
φperiodic
Dφ(x)
{
ϑ(φ) exp
[
−XS(φ)
]}
∫
φperiodic
Dφ(x) exp [−XS(φ)] . (2.28)
We see that (2.4) is equivalent to the above, provided that XS(φ) = Sφ. From a functional point of
view, integrals such as the above are very difficult to tackle analytically. In fact, only a few15, mostly
Gaussian types of integrations (i.e. for XS(φ) quadratic in the fields), are known in a closed form.
Perturbation theory consists of formally expanding the exponential containing the interaction part
of the action in powers of the coupling, and then integrating each term separately16. Notice that
besides being a convenient way for approximating complicated path integrals, in the case of QCD
this is clearly physically motivated by asymptotic freedom [68, 69]. It allows us to approximate the
partition function by a sum of Gaussian functional integrals, for which analytical solutions can be
found. Using the definition of expectation values (2.28), it is then straightforward to rewrite the
logarithm of the partition function17 as
log Zφ = log Zφ0 − λ
{〈
S˜φI
〉
Sφ0
}
+
λ2
2
{〈
S˜2φI
〉
Sφ0
−
〈
S˜φI
〉2
Sφ0
}
− λ
3
6
{〈
S˜3φI
〉
Sφ0
− 3
〈
S˜φI
〉
Sφ0
〈
S˜2φI
〉
Sφ0
+ 2
〈
S˜φI
〉3
Sφ0
}
+O (λ4) , (2.29)
where Zφ0 refers to the known free partition function, while S˜φI ≡ SφI/λ. This expansion, assuming
Borel summability, is naively expected to be a good approximation of the full partition function
for λ << 1, when sufficiently many terms of it are considered. In the next chapters, we will see
that this is, however, not always the case. It is also good to notice already now that unlike in
our dimensional reduction framework, which uses the coupling as an expansion parameter, hard-
thermal-loop perturbation theory introduces a different formal expansion parameter, which leads to a
reorganization of the perturbative series.
Following the above path of approximation, one ends up having to evaluate expressions such as〈
S˜nφI
〉
Sφ0
=
1
4n
∫
Cβ
dτ1
∫
ddx1 ...
∫
Cβ
dτn
∫
ddxn
〈
φ4(x1)...φ
4(xn)
〉
Sφ0
∝
∫
Cβ
dτ1
∫
ddx1 ...
∫
Cβ
dτn
∫
ddxn
(∫
φperiodic
Dφ(x)
{
φ4(x1)...φ
4(xn) exp
[
−Sφ0
]})
, (2.30)
15Excluding equivariant cohomological localization of the path integral, most applicable to topological quantum field
theories [66]. Apart from analytical techniques, Monte Carlo importance sampling methods for a discretized version of
the theory, aka Lattice Field Theory, can be used in the non-perturbative regime of quantum field theory. See [67] for a
recent account on lattice gauge theories.
16We refer to the end of this section for a discussion on the consequences of such an interchange of operations.
17Its logarithm is indeed a quantity of central interest for thermodynamics, as we will see in Section 3.1.
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where n is a positive integer. The symbol of proportionality comes from the fact that we have
omitted the trivial denominator of (2.28), as well as the 1/4n prefactor. The computation of such an
expression can be greatly simplified thanks to the so-called Wick theorem [70] and its generalization
to finite temperature by C. Bloch and C. De Dominicis [71]. This theorem allows for a very convenient
algebraic reduction: The above expectation value of n products of four fields, evaluated at the same
space-time point, is written as a sum over all combinations of 2n products of expectation values of
two fields. This operation is called Wick contraction and reads〈
φ4(x1)...φ
4(xn)
〉
Sφ0
=
〈
φ(x1)φ(x1)φ(x1)φ(x1)...φ(xn)φ(xn)φ(xn)φ(xn)
〉
Sφ0
(2.31)
=
〈
φ(x1)φ(x2)
〉
Sφ0
...
〈
φ(xn−1)φ(xn)
〉
Sφ0
+
{
(4n−1)!! − 1
permutations
}
, (2.32)
in which we can recognize two different types of contractions. The first ones connect fields at two
different space-time points and are called connected contractions. The second ones on the other hand
depend only on one space-time variable and are called disconnected contractions. In the present case,
when contracting n products of four fields, it can be shown that all terms containing disconnected
contractions are exactly canceled in the full expansion (2.29).
In general, we can define an object called an n-point Green’s function by
G(n)(x1, ..., xn) ≡ 〈φ(x1)...φ(xn)〉Sφ . (2.33)
Following the above procedure of taking Wick contractions, its perturbative evaluation reduces to
products of the much simpler free two-point functions18∫
φperiodic
Dφ(x)
{
φ(xi)φ(xj) exp
[
−Sφ0
]}
. (2.34)
These are the basic building blocks of all Feynman diagrams, called the free propagators.
After having seen the main steps in perturbatively evaluating the partition function, we will make a
few more comments, before to proceed to the next section dedicated to the renormalization procedure.
On a positive note, we see that unlike with Monte Carlo methods, the presence of nonvanishing
chemical potentials is not a problem in perturbation theory. Indeed, nonzero chemical potentials lead
to a complex fermionic determinant, which renders Monte Carlo sampling integrals highly oscillatory,
i.e. to the sign problem [12, 13]. On the other hand, with perturbative expansions the functional
integrals are performed analytically, the volume element being defined upon the quadratic part of the
action without any problems.
Regarding a more technical aspect, let us study the convergence of the perturbative expansion;
we do this for the logarithm of the partition function, but the discussion can be extended to the
expectation value of any physical quantity. Interchanging the order between performing a series
expansion and a functional integral is nontrivial, and could lead to a divergent series. This phenomenon
arises quite often in quantum field theories, and even leads to the factorial growth of the Feynman
diagrams. However, as troubling as a divergent series might sound, it is not necessarily a problem
in practice19, as long as the series in question has suitable asymptotic properties. Indeed, such a
series, when truncated, can be a very good approximation to the full quantity already at the few
first orders [72, 74]. However, we are neither going to elaborate on the possible Borel summability of
the perturbative expansions, nor on related improvements such as resummations inspired from Borel
18We set aside the evaluation of momentum sum-integrals that appear upon Fourier transforming the remaining space-
time integrals, which convolute products of two-point Green’s functions. This will be treated in our later chapters.
19We shall recall, e.g., that divergent asymptotic series are as useful as rigorous tools in applied mathematics [72], as
well as in physics; see [73] for an excellent review on the renormalon phenomenon.
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transforms [75, 76]. Indeed, the main goal of this thesis is to improve the apparent convergence of the
weak coupling expansion of the pressure of QCD20 as well as its derivatives, using arguments motivated
by physics rather than mathematics. For further readings on the topic of asymptotic series relevant to
QCD, see for example [77]. We also recommend the textbook [78] for a collection of important works
on the large order behavior of perturbation theory in quantum mechanics and quantum field theories.
Next, we move on to discuss the renormalization procedure at nonzero temperature and density.
2.3 Renormalization and the running of the coupling
We shall now focus our discussion to QCD. In addition, we adopt a strict perturbative point of view,
and refer the reader to [79] for an introduction to nonperturbative renormalization. Notice also that
in this section we only deal with ultraviolet divergences even when not explicitly stated; the physics
of infrared divergences is altogether different and will be returned to in later chapters.
In short, the renormalization procedure of vacuum quantum field theory enables one to eliminate
ultraviolet divergent contributions when computing momentum loop integrals. It is however not just
a trick, but relies in a deep way on the renormalization group invariance [80] of the theory, as we are
going to see shortly. Before entering the details of the procedure, we however first simply note that
field theories can be classified according to their renormalizability in four dimensions. This is done
by relating the large momentum behavior of Feynman diagrams to the interaction terms in the action
of the theory [81]. The superficial degree of divergence of a given vertex ωv, which counts the total
number of fields (bS for bosons and fS for fermions) and field derivatives δS entering it, is defined as
ωv ≡ bS + 3
2
fS + δS , (2.35)
and enables the following classification21:
• A theory, in which all interaction terms satisfy ωv < 4, is said to be super-renormalizable,
• A theory, in which all interaction terms satisfy ωv ≤ 4, but at least one has ωv = 4, is said to be
renormalizable,
• A theory, in which at least an interaction term has ωv > 4, is said to be non-renormalizable,
Following the above classification, it is obvious that QCD is a renormalizable field theory. It is also
worth mentioning that the three-dimensional effective field theory of high temperature QCD known
as Electrostatic QCD (EQCD), which is needed for the evaluation of the pressure of the full theory
to order g6 log g, is in turn super-renormalizable22. Regarding hard-thermal-loop perturbation theory,
we refer the reader to Section 5.4 for more details and discussion.
In order to set the stage for the problem of renormalizing our theory, the first step is to regulate
all the potentially divergent expressions encountered in practical calculations. This is done by gener-
alizing the momentum integrals to be functions of a regularizing parameter, provided that the original
expressions are recovered upon taking an appropriate limit. In practice, of course, this limit is only
taken after having renormalized the theory, that is, after having removed all potentially divergent
contributions by means of the renormalization group invariance. There exist various regularization
20In the sense of trying to optimize the successive approximations of the full quantity, as the order of truncation
increases.
21The present classification is valid for monomial types of interactions only.
22As defined in (4.4), enough to evaluate the pressure to four-loop order. Beyond this, non-renormalizable field
operators enter the Lagrangian; see Section 4.2 for more details.
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schemes, each of them making use of both a regulating parameter and an associated energy (or regu-
larization) scale23. Examples of widely used regularization schemes include a sharp three-momentum
ultraviolet cut-off, where the momentum integrals are bounded by a finite scale, or the Pauli-Villars
regularization [82], which includes a fictitious massive field whose mass plays the role of the cut-off.
One can also use a lattice regularization which discretizes the space-time, hereby provided a natural
cut-off, or the Schwinger regularization which uses an integral representation for the propagators, with
a finite bound provided by the cut-off.
In the present study, we shall, however, use the dimensional regularization scheme [83], as it allows
for analytical regularization. This is achieved by altering the momentum integration measure, as the
name suggests, by trading the integer dimensionality of the space-time d + 1 = 4 for a complex one
d+ 1 = 4− 2, where  is a complex regulator, which at the end of the calculation is typically sent to
zero24. The analyticity of the regularization then relies upon certain constraints on the real part of the
dimensional regulator . A careful analysis shows that this allows for setting power-like divergences
to zero25, while the logarithmic ones appear as poles in the regulator , and have to be removed using
the renormalization procedure.
On general grounds, it is worth noting that the choice of regularization should not affect the
renormalization itself. The final result must be independent of the energy scale introduced in the course
of the regularization, as we will see later. Of course, it might happen that some of the symmetries
are violated at intermediate stages of the calculation. For example, the lattice regularization breaks
rotational invariance while the sharp three-momentum cut-off breaks Lorentz invariance. However, this
is not a problem since, provided that the procedure has been carried out properly, the renormalized
theory shall possess all the symmetries originally present in the unrenormalized bare action26. In
particular, dimensional regularization preserves all the symmetries during the intermediate stages of
the calculation, including the gauge symmetry. Note also that this regularization scheme suggests a
very simple way of subtracting the divergences, as we are going to see in the following. However, the
drawback in using such a scheme is that the treatment of tensor-like objects, such as the Levi-Civita
tensor which is originally defined in integer dimensions, appears to involve a great deal of care27 when
generalizing to continuous complex dimensions [84].
As we already mentioned, one aspect of dimensional regularization is the introduction of another
parameter, independent of the regulator . More precisely, changing the dimensionality of the space-
time makes the action dimensionful, and requires the introduction of an energy scale, say Λreg, in
order to keep it dimensionless. This can be done in two different but equivalent ways. The first way
is to multiply the action by the scale raised to an appropriate power, i.e. by Λ2reg. The second way
is by adjusting the mass dimension of the fields so that the kinetic terms have the proper dimension.
However, the latter requires a rescaling of the coupling constant by Λ−2reg , and a subsequent change
in the Feynman rules. For the sake of simplifying our discussion, since the renormalization procedure
already involves a certain rescaling of the coupling, we find the former approach more consistent, and
will stick to it from now on. We shall then change all the three-momentum measures according to∫
d3k
(2pi)3
−→ Λ2reg
∫
d3−2k
(2pi)3−2
. (2.36)
We then notice that by doing so, there is a simple way of subtracting the potentially divergent
contributions within the renormalization procedure. This is known as the minimal subtraction scheme
23While in most schemes, the regulating parameter itself corresponds to an energy scale, in dimensional regularization
the two are different and the energy scale appears for dimensional reasons.
24Most often, this limit is reached from above on the real axis, as far as ultraviolet divergences are concerned.
25By formally treating the ultraviolet and infrared limit of the integrand in different manners, that is assuming two
different conditions for the real part of the dimensional regulator , the sum of the two contributions vanishes [84, 85].
26Except when dealing with an anomaly, where a symmetry of the classical action is broken by quantum corrections [57].
27Hence, dimensional regularization of theories involving operators with the γ5 matrix is perhaps not the best choice.
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(MS). It consists of Laurent expanding a given physical result around  = 0, after having performed
all the momentum integrations, then subtracting only the poles, i.e. the negative powers of . Our
following discussion on the actual procedure of renormalization shall assume for readability that we
work in this subtraction scheme. We will only at the end motivate our choice for a slightly modified
– yet more convenient – scheme of subtraction. Having regularized our theory, we can now move on
to the renormalization procedure itself.
The usual way of getting rid of the divergences is by introducing to the Lagrangian of the theory
a series of terms, monomial in the fields, which allow for the cancellation of the ultraviolet divergent
contributions order by order in perturbation theory. Renormalization group invariance then states
the existence of a certain class of field theories (see the above classification), in which the number of
counter-terms remains finite, yet allowing for the cancellation of all the divergent pieces to all orders
in perturbation theory. This is certainly not a trivial statement, considering in particular how a
theory which would need an infinite number of counter-terms could be interpreted as a fundamental
one28. Note also that even after the renormalization of all the fields has been performed, it is not
guaranteed that composite operators will be finite: Those might need counter-terms by their own.
The same applies to gauge fixing terms in the bare Lagrangian of gauge theories, where the so-called
Slavnov-Taylor identities restrict the form of the allowed counter-terms.
The introduction of counter-terms is, however, not sufficient for carrying out the renormalization
procedure, and in particular one needs to determine their coefficients for the purpose of practical
computations. This is done by means of normalization conditions that need to be imposed on the
divergent Green’s functions G(n) and proper vertices Γ(n) of the theory29. Properly implemented,
order by order in perturbation theory, these conditions not only fix the divergences encountered but
also the finite parts of the counter-terms. For example, consider a massive scalar field theory with a
quartic interaction and a bare coupling g0 as well as a bare mass m0. The renormalization conditions
amount to fixing the renormalized 2-point vertex so that Γ
(2)
R (k
2 = 0) = −m2, together with its
derivative satisfying d Γ
(2)
R (k
2 = 0)/d k2 = 1 as well as the renormalized 4-point proper vertex obeying
Γ
(4)
R (k
2
1 = 0, k
2
2 = 0, k
2
3 = 0, k
2
4 = 0) = −g.
Provided that the structure of each counter-term is the same as the corresponding piece in the bare
Lagrangian, the operation of introducing the counter-terms can be re-interpreted as a redefinition of
the parameters and fields of the bare theory. This redefinition is then performed via rescaling, and the
factors by which one rescales various parameters correspond to the coefficients of the counter-terms
that have to be determined order by order in perturbation theory. Within dimensional regularization,
those admit a double expansion: A Taylor series in powers of the coupling and a Laurent expansion
around  = 0. In such a situation, it should be noted that renormalization turns to a transformation
which is dictated by a certain scale invariance, under the symmetry of the renormalization group. For
example, with a given n-point proper vertex30, this transformation reduces to the following scaling
relation
Γ
(n)
R (k1, ...kn; g,m
2) = Zn/2(g,Λ/Λreg) Γ
(n)(k1, ...kn; g0,m
2
0,Λ) , (2.37)
for which we have introduced another energy scale Λ, known as the renormalization scale. This
time, the scale is not connected to the regularization procedure but denotes the energy at which the
renormalization is performed and the potentially divergent contributions are removed. Note that for
simplicity here and in the rest of the manuscript, we shall set Λreg ≡ Λ without any loss of generality.
28Not to confuse with effective field theories, where non-renormalizability is not a problem. Those are in general
interpreted as effective theories of “more fundamental” and renormalizable ones, up to some energy scale at which the
need of the latter becomes unavoidable.
29Note that Γ(2) is proportional to the inverse Green’s function G(2), and that the Γ(n>2) are related to the one-particle
irreducible n-point Green’s functions, whose external momenta have been set to zero.
30The present discussion extends equally well to the Green’s functions.
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Indeed, as the only dimensionless combinations from the above relation are g, Λ/Λreg, k/Λreg, and
k/Λ, we see that the renormalization constant Z can only be a function of the coupling and the ratio
Λ/Λreg, which was shown in the above equation. However, it turns out that while expanding in powers
of , the regularization scale gets canceled, at every order in g, through such a combination
log
(
k2
Λ2reg
)
+ log
(
Λ2reg
Λ2
)
= log
(
k2
Λ2
)
. (2.38)
We shall then avoid the distinction between the two formally different scales from now on.
It should be noted, in addition, that the renormalized proper vertex Γ
(n)
R (k1, ...kn; g,m
2) must not
depend on the renormalization scale, even though the parameters of the theory do. This leads us to
the so-called Callan-Symanzik equation, which is nothing but an implementation of this statement,
i.e. d Γ
(n)
R (k1, ...kn; g,m
2)/d Λ = 0. By means of chain rules we arrive at the following equation(
Λ
∂
∂ Λ
+ Λ
d g
d Λ
∂
∂ g
+ Λ
dm
d Λ
∂
∂ m
)
Γ
(n)
R (k1, ...kn; g,m
2) = n
Λ
2
d logZ
d Λ
Γ
(n)
R (k1, ...kn; g,m
2) . (2.39)
It is important to note that each of the terms in this equality obeys an equation which stems out of the
renormalization group, and renormalized parameters such as the coupling g or the mass m will have
to depend on the renormalization scale in exactly such a way that the above equation holds, order by
order in perturbation theory. Concretely, e.g. the coefficient of the term containing a derivative with
respect to the gauge coupling is nothing but the so-called beta function β(g). These coefficients need
to be determined to a given order in perturbation theory, and the ensuing equation solved to give the
corresponding running of the parameter in question. For example with the β(g) function of QCD, we
obtain at leading order
βQCD(g) ≡ Λ d g
d Λ
= −g3 b0 +O
(
g5
)
, (2.40)
where b0 = (11Nc − 2Nf)/(48pi2) is the first coefficient of the perturbative series. This yields the
leading order perturbative running of the coupling,
g21-loop(Λ) =
11Nc − 2Nf
24pi2
/
log
(
Λ
ΛQCD
)
. (2.41)
In the above one-loop solution for the coupling, we see the appearance of a new scale, ΛQCD. From
a technical point of view, this is merely a constant of integration. However, from a physical point
of view, it is a fundamental parameter of the theory that has to be determined from experimental
input, or nonperturbatively via lattice Monte Carlo simulations. We see, indeed, that it sets the scale
(a couple of hundred MeV) where perturbation theory is meant to break down due to the unphysical
Landau pole in the running of the coupling. Notice also that the first coefficient in the perturbative
series of the QCD beta function is clearly negative for Nf < 33/2. This signals that the charge, i.e.
the strength of the coupling, decreases at short distances or high energies, which was first noticed
in [68, 69] for QCD and named asymptotic freedom. We finally refer the reader to [86] for more details
about the beta function, the running of the coupling, as well as the link between the former and the
fundamental scale of QCD ΛQCD.
Next, one runs into the issue that when evaluated to any finite order, perturbative results carry
dependence on the value of the renormalization scale, which is usually chosen to have a typical value
relevant for the physical process under study. In the thermodynamical context, one typically ends up
using physical arguments to fix the scale as some function of the temperature and/or the chemical
potentials, asymptotically behaving linearly with the temperature. We refer the reader to Section 6.1
for more discussion concerning our choice in the present investigation.
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Finally, as mentioned previously, there exist a very convenient way for subtracting divergences
within dimensional regularization. This is known as the modified minimal subtraction scheme (MS) [87],
and allows one to get rid of finite terms such as log(4pi)−γE in the perturbative results, always coming
along with the poles in . This choice is perfectly fine, as it is consistent with the renormalization group
invariance, and does nothing but exploit the freedom in defining the running of the coupling when
solving the renormalization group equations. In turn, this argument boils down to the existence of an
equivalence class of theories, related by finite renormalizations, and means nothing but that changing
Λ into Λ′ amounts to a finite redefinition and renormalization of the (already finite) parameters
and fields [81]. As a consequence, the physical result shall not be affected by such a choice, when
summing over all perturbative orders. However, when truncating at some finite order, a dependence
on the subtraction scheme might appear via a dependence of the solution to the renormalization group
equations. As we will deal only with one- and two-loop runnings of the coupling in massless QCD, we
shall not be worried about this, knowing that the perturbative solutions to the QCD beta function are
independent of the subtraction scheme through two-loop order. Finally, we note that the MS scheme
can easily be implemented using the MS one thanks to the following identity
Λ¯ ≡ Λ e(log 4pi−γE)/2 , (2.42)
which relates the corresponding renormalization scales. We shall then, from the very beginning, define
our three-momentum integrals using∫
d3k
(2pi)3
−→
(
Λ¯2 eγE
4pi
) ∫
d3−2k
(2pi)3−2
. (2.43)
We are now finally ready to introduce in the next chapter our original work concentrating on the
bulk equilibrium properties of the quark-gluon plasma.
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Chapter 3
Hot and dense thermodynamics
This chapter introduces the bulk equilibrium properties of a hot and dense system, starting from the
partition function of the theory. In particular, it introduces a number of physical quantities obtained
from partial derivatives of the pressure with respect to the chemical potentials. These quantities give
access to various cumulants of conserved charges, and are of interest for the phase diagram of QCD.
This chapter is meant to provide a comprehensive picture, but focuses on aspects relevant for our
study. For more details on the thermodynamics of quantum fields, or in general thermodynamics,
we refer the reader to the textbooks [88] and [89]. We also refer to the reviews [3, 90] regarding
fluctuations and correlations of conserved charges in the context of heavy ion collisions.
In the following, we first briefly derive fundamental quantities and thermodynamic relations rel-
evant for bulk properties. Then, we discuss the issue of thermodynamic consistency within our ap-
proach, anticipating the introduction of two different frameworks that we will use, before to give more
details about them in the next two chapters. Finally, we introduce the concept of correlations and
fluctuations of globally conserved quantum numbers, thereby motivating our study.
3.1 Bulk thermodynamics and fundamental relations
Let us start from the partition function of QCD ZQCD, as defined in (2.25). This object, as we are
going to demonstrate, turns out to almost fully describe the thermodynamic equilibrium of a hot and
dense system in the grand canonical ensemble. In other words, the system can freely exchange an
arbitrary amount of heat and particles with its surroundings1. We shall work out the corresponding
thermodynamic definitions for various basic physical quantities, as well as the relations between them.
Note that we are going to first consider a system with a finite volume V , and later take the limit
relevant for large volumes2. In addition, we would like to point out that despite the fact that all of
our formulas refer to the rest frame of the heat bath, an explicit covariant formulation can always be
obtained with the help of the four-velocity vector of the rest frame.
As we are only interested in bulk thermodynamic effects, that is we ignore possible surface effects,
1In this context, “surroundings” has to be understood neither in the local (microscopic) nor in the global (macroscopic)
sense, but rather in a mesoscopic one.
2We shall nevertheless ignore shear effects from the very beginning, assuming the volume to be large enough.
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various thermodynamic quantities can be obtained from the partition function itself via the relations
PQCD ≡ T ∂ logZQCD
∂V
, (3.1)
S ≡ 1
V
∂ T logZQCD
∂T
, (3.2)
Nf ≡ T
V
∂ logZQCD
∂µf
. (3.3)
where PQCD, S and Nf stand for the pressure, entropy and particle number densities of the system,
respectively. Then, taking the infinite volume limit V →∞, the pressure of the system reduces to
PQCD = T
V
logZQCD , (3.4)
which leads to the following simple relations for the entropy and particle number densities
S = ∂ PQCD
∂T
, (3.5)
Nf = ∂ PQCD
∂µf
. (3.6)
It is customary to call the relation between to pressure and its first derivatives, as defined above,
the equation of state of the system. In order to establish this relation, we first make use of the
definition of the grand canonical density operator (2.2), together with some fundamental properties
of the entropy (such as the additivity), given the well known statistical relation
S = −〈log ρˆ〉SQCD . (3.7)
Here, we recall that 〈...〉SQCD is the thermal average (2.28) but for the QCD action SQCD, obtained
using the Lagrangian density (2.26). We then get the so-called equation of state
E + PQCD = T S +
∑
f
µf Nf , (3.8)
which gives the energy density of the system E , otherwise defined as
E ≡ 1
V
〈
HˆQCD
〉
SQCD
. (3.9)
We now move on to discuss thermodynamic consistency in the next section, considering in partic-
ular the frameworks we are going to use in our computations.
3.2 Thermodynamic consistency
In this section, we choose to simplify the discussion by setting the chemical potentials to zero3. In
this limit, the equation of state reduces to
E + PQCD = T dPQCD
dT
, (3.10)
3It should be noted, however, that the generalization of all of the following results to finite density is straightforward.
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and many other thermodynamic relations simplify similarly. Our discussion follows to some extent
the reference [91], which contain a comprehensive treatment of the topic, as well as to [92, 93], which
offer other ways to resolve the problem we are about to explain.
In short, the problem of thermodynamic consistency means nothing but that the statistical defi-
nition of the energy density (3.9) does not match the expression obtained from the pressure and its
first derivative when using the equation of state (3.10). In order to make this statement more precise,
let us first consider a system, in which the temperature appears only explicitly, i.e. which has no tem-
perature dependent effective parameters whatsoever and whose Hamiltonian operator is temperature
independent as well. Then, by rewriting the corresponding (3.9) for this system, using the trace rather
than a thermal average, we get
E(T ) = Z
−1(T )
V
Tr
(
Hˆ e−Hˆ/T
)
, (3.11)
which is indeed the statistical definition of the energy density. Note that above and in the following, we
assume the possible gauge freedoms to have been fixed, and drop any index referring to this procedure
for the sake of readability4. Now, using the formal definition of the partition function (2.3), we have
P(T ) = T
V
log Tr
(
e−Hˆ/T
)
. (3.12)
It is then trivial to obtain the equation of state of our system in the form of (3.10) by differentiating
the above and using (3.11).
Next, we look at a system that has temperature dependent parameters, in which case we quickly
run into problems. For the sake of argument, let us assume that the only T -dependent parameter is
an effective mass parameter M ≡M(T ). Thus, simply by means of the chain rule, the differentiation
of the corresponding (3.12) now leads to
T
dP(T,M)
dT
= P + Z
−1(T,M)
V
Tr
(
Hˆ(M) e−Hˆ(M)/T
)
− T/VZ
dM(T )
dT
Tr
(
∂Hˆ(M)
∂M
e−Hˆ(M)/T
)
, (3.13)
= P + E − T/VZ
dM(T )
dT
Tr
(
∂Hˆ(M)
∂M
e−Hˆ(M)/T
)
, (3.14)
and we see that the last term on the right hand side of the last equation invalidates the canonical equa-
tion of state (3.10), leading to a mismatch in the expression for the energy density. This observation
is of direct relevance to our forthcoming frameworks, given that both our effective parameters mE(T ),
g3(T ), mD(T ), mqf (T ) and the coupling g(T ) will be medium dependent
5. The former dependence is
in part explicit while the latter arises from the choice of the renormalization scale.
Regarding both our frameworks and considering the above, we see that all possible additional
terms will be proportional to some derivatives with respect to the temperature of either the effective
parameters or the coupling. For example, such a derivative reads dng(T )/dTn with n ≥ 1. As far as
the latter dependence is concerned, knowing the functional form of the running of the coupling6, it is
obvious that these derivatives decrease with increasing n, and
Tn
dng(T )
dTn
 T dg(T )
dT
∼ g2(T ) . (3.15)
4See Section 2.1 for details on the gauge fixing procedure.
5See Section 4.2 and 4.3 for more details on the dimensional reduction and HTLpt setups, respectively. We recall
that in our investigation, these effective parameters can also be chemical potential dependent.
6We recall that we typically consider the one-loop perturbative running.
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This is the reason why we can safely ignore the higher derivative contributions in the present inves-
tigation. As to terms proportional to derivatives of the effective parameters, e.g. dnmE(T )/dT
n or
dnmD(T )/dT
n for the dimensional reduction and HTLpt frameworks, respectively, the situation is
similar in the sense that one can always show the violation of thermodynamic consistency to be of
higher order in g than the order to which the perturbative calculation is performed.
3.3 Correlations and fluctuations of conserved charges
Considering that the partition function of QCD can be written in the form7
ZQCD = Tr exp
−β∫ ddx ( HˆQCD∣∣∣
µf=0
−
∑
f
µf Qˆf
) , (3.16)
it might be interesting to investigate the physical quantities that the quantum operators Qˆf give when
thermally averaged. For example, the mean 〈
Qˆf
〉
SQCD
, (3.17)
and the (co)variance 〈(
Qˆf −
〈
Qˆf
〉
SQCD
)
·
(
Qˆg −
〈
Qˆg
〉
SQCD
)〉
SQCD
, (3.18)
measure nothing but the fluctuation and correlation of conserved number densities. The latter is called
correlation simply because it involves more than one operator, but reduces to a fluctuation (here a
variance) if we chose Qˆg = Qˆf .
For the present purpose of defining quantities of the above type, we only consider the up, down
and strange quark conserved numbers, as the splitting of the Hamiltonian in (3.16) is then trivial.
However, notice that we could also express the partition function in terms of the baryon, electric charge
and strangeness numbers8. It is then clear that when considering the covariance of two charges, says
Qˆu and Qˆd, we probe the correlation between the two corresponding flavors which has been argued to
contain information about possible bound-state survival in the plasma above Tc [94, 95]. On the other
hand, fluctuations of charges tell us how the system reacts to small increases of density. Also, the
existence and location of a possible critical point on the phase diagram of QCD can be investigated
using the behavior of certain cumulants. For example, the variance of the baryon number χB2 (T, µB)
as a function of the baryon chemical potential µB is expected to display a sharp peak at the critical
point (Tc, µB,c) due to its sensitivity with respect to changes of density in the system. What is usually
done on the lattice is to Taylor expand such a quantity, leading to higher order cumulants at vanishing
chemical potentials, which can then be computed by means of Monte Carlo simulations. We refer the
reader to [96] for a thorough discussion on such an investigation in the case of two flavors.
It is of course obvious that the mean and (co)variance defined above can be obtained via successive
7Again, we assume the gauge fixing procedure to have been carried out.
8Indeed, both sets of operators come with their chemical potentials which are related via linear relations to the up,
down and strange quark chemical potentials. Describing fluctuations of cumulants with quark numbers is then equivalent
to doing so with baryon number.
24
differentiations of the logarithm of the partition function,〈
Qˆf
〉
SQCD
= T
∂
∂µf
logZQCD , (3.19)〈(
Qˆf −
〈
Qˆf
〉
SQCD
)
·
(
Qˆg −
〈
Qˆg
〉
SQCD
)〉
SQCD
= T 2
∂2
∂µf∂µg
logZQCD , (3.20)
as does a plethora of higher order fluctuations and correlations. Besides, from (3.4) we see that the
practical computation of such quantities simply boils down to taking partial derivatives of the pressure
with respect to various chemical potentials, each of them corresponding to a conserved charge. These
quantities are typically referred to as susceptibilities, and we define them, here for quark numbers
only, via the generic formula
χui dj sk ... (T, {µf}) ≡ ∂
i+j+k+... PQCD (T, {µf})
∂µiu ∂µ
j
d ∂µ
k
s ...
, (3.21)
where we have not considered the effect of possible medium dependent effective parameters9.
It is good to note that in Chapter 6, we will only investigate diagonal susceptibilities at vanishing
chemical potentials. Considering that we set from the beginning the quark masses to zero, these sus-
ceptibilities moreover always refer to those of the light quark flavors. Indeed, within our perturbative
investigations, cumulants related to the strange flavor have the same values as the light quark ones.
Finally, the following relations between the different cumulants often turn out useful
χB2 =
(
χu2 + χd2 + χs2 + 2χud + 2χds + 2χus
)
/9 , (3.22)
χB4 =
(
χu4 + χd4 + χs4 + 4χu3 d + 4χu3 s + 4χd3 u + 4χd3 s + 4χs3 u + 4χs3 d
+6χu2 d2 + 6χd2 s2 + 6χu2 s2 + 12χu2 ds + 12χd2 us + 12χs2 ud
)
/81 . (3.23)
They are particularly relevant for Figures 6.3 and 6.4, as those involve baryon numbers.
Before entering more details regarding the two perturbative resummation frameworks that will be
used in our study, we would like to stress some references on statistical QCD and heavy ion collisions
to the reader. In particular, we have found [3, 90] very useful regarding many aspects of the above
discussions.
9See the previous section for a detailed discussion on the effects of the medium dependence for such parameters.
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Chapter 4
Resummed perturbative thermal QCD
In this chapter, our goal is to motivate the need for resummed perturbative QCD, as well as to describe
the two setups that will be used in our thermodynamic analysis. The resummed framework inspired
by dimensional reduction is presented first together with the corresponding result for the pressure. As
it is a rather specialized topic, we will give all the needed references along the main text.
We start by briefly reviewing some of the difficulties, known as infrared problems, in evaluating
thermodynamic quantities within the unresummed weak coupling expansion. We also present the
ways out and the possible improvements, before introducing in detail the frameworks of resummation
that we will use in deriving our results in Chapter 6. These are motivated by the phenomenon of
dimensional reduction of high-temperature QCD [97], as well as by the hard thermal loop limit of high
temperature QCD [98, 99].
4.1 Naive weak coupling expansion in thermal QCD
We shall first focus on the infrared divergences in thermal field theories, which arise when using
purely unresummed perturbation theory1. The so-called infrared catastrophe was first discovered by
A. D. Linde´ [100]. Years after, E. Braaten suggested a way out, which combines both effective field
theory methods and Monte Carlo simulations [101].
Recalling that, diagrammatically, perturbative QCD amounts to expanding functional integrals in
an even power series of the coupling, a general problem appears when dealing with massless bosonic
fields2. Indeed, the absence of a mass term in the corresponding propagators seems problematic as far
as the low momentum regions of the loop integrations are concerned. This problem can be understood
via the zero Matsubara mode of a massless bosonic field, the temporal component of the momentum
turning into a discrete variable that has to be summed over3. Hence, for such a massless propagator
it is obvious that the integrand can be singular in a region where the three-momentum tends to zero.
Note that in general, this type of divergence cannot be avoided, unlike the ultraviolet ones. Despite the
fact that it is a quite generic feature of bosonic massless field theories, it has more severe consequences
in gauge theories, which we will now investigate.
Although this problem exists for any perturbative quantity given a high enough order in g, let
us take a look at a (1+l)-loop vacuum diagram contributing to the pressure. For example, consider
a “ladder” graph with 3l propagators and 2l three-gluon vertices, and introduce an infrared cut-off
1Which we will also call “naive” perturbation theory.
2Only bosonic fields are affected by infrared divergences, as the fermionic ones have nonvanishing Matsubara frequen-
cies. This does, however, not exclude the generation of thermal masses and the existence of soft (plasminos) or even
ultra-soft [102] modes.
3That is to say for the n = 0 term of the Matsubara sum, which for bosonic fields has a zero frequency.
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M for the propagators. Neglecting possible ultraviolet divergences, its zero mode structure behaves
as [41]
B
(1+l)
n=0 ∝ g2l T 4
∫
d3−2k1 ...
∫
d3−2k1+l
k2l(
k2 + (M/T )2
)3l , (4.1)
which in three spatial dimensions is obviously finite in the limit M → 0, provided that 1 ≤ l ≤ 2.
However, still in 3+1 dimensions, the diagram becomes logarithmically divergent already at four loops
B
(4)
n=0/T
4 ∼ g6 log(T/M) , (4.2)
and even worse, for l > 3, it is power divergent
B
(1+l)
n=0 /T
4 ∼ g6 (g2 T/M)l−3 . (4.3)
Of course, the previous reasoning applies only for bare propagators, and the electric screening
phenomenon4 makes the corresponding propagators effectively acquire a thermal mass of order g T .
This calls for resumming a certain type of (ring) diagrams to all orders in perturbation theory. Conse-
quently, such a resummation may well be a way out if only there would be no more scales generated,
or if all the generated scales would be at least of order g T . Indeed, it can be seen from (4.3) that
for thermal masses M ∼ g2 T , all diagrams beyond four loops contribute at the same order g6. And
unfortuntely it turns out that in non-Abelian Yang-Mills theories, this scale indeed gets generated by
the spatial component of the gauge fields. This new scale, being of order g2 T [56], leads to an infrared
catastrophe in the sense that the unresummed perturbative computation of the pressure breaks down
at the order g6.
Besides making naive perturbative expansions inapplicable beyond a certain order, straightfor-
wardly resumming the infrared divergences also tend to induce very bad convergence features for the
perturbative series, and is in fact not possible for the magnetic sector. We refer the reader to [2] for
more details on the apparent convergence of perturbative thermal QCD. As the present work is not
meant to be accurate beyond g6 log g, we shall, however, not deal with the infrared catastrophe itself.
Instead, we rather make use of two frameworks which considerably improve the convergence properties
of the QCD pressure already at this order.
In the following two sections, to which we point for references on the topics, we will introduce
two ways of curing the convergence problems. First, we resum certain higher order contributions by
means of a weak coupling expansion within EQCD, motivated by the phenomenon of dimensional
reduction. Then, we use hard-thermal-loop perturbation theory, where the expansion point of per-
turbation theory is shifted to an ideal gas of massive thermal quasiparticles. The latter provides a
substantial improvement in the convergence properties of the weak coupling expansion, despite the
fact it is formally not meant to be manageable from four loops onwards5. The former, on the other
hand, makes use of the very same effective field theory, which sets the stage for solving the infrared
catastrophe6, and more interestingly in the present context, allows for weak coupling calculations to
be carried out to high orders in perturbation theory. Moreover, let us point out that both approaches
rely on resummations of a certain class of higher order diagrams. Finally, before further introducing
these frameworks, we refer the interested reader to the reviews [45, 44, 103, 104] for more details about
various other resummation schemes and higher order contributions.
4The screening of the electric charges refers to the temporal components of the gauge fields whose two point Green’s
functions exhibit a nonvanishing thermal scale of order g T .
5As such a framework makes only sense within a perturbative expansion, the way out of the infrared catastrophe
suggested by E. Braaten in [101] is of course not applicable. In any case, based on the asymptotic freedom properties of
QCD [68, 69], corrections of order g6 and beyond are expected to be negligible at very high temperatures.
6Being only interested in the pressure to g6 log g, we shall ignore Magnetostatic QCD (MQCD) which starts to
contribute at the order g6 and encodes the fundamentally non-perturbative contributions to the pressure.
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4.2 Resummation inspired by dimensional reduction
In the imaginary time formalism of thermal QCD, the compact temporal direction clearly shrinks as
1/T at high temperatures [97, 105]. This phenomenon, known as dimensional reduction, effectively
renders the system three-dimensional. Taking advantage of it, a way out of the perturbative infrared
catastrophe, as proposed in [101], consists of using two three-dimensional effective field theories [106,
107] in order to exactly reproduce the infrared sector of QCD7. As a consequence of dimensional
reduction, and based on the Appelquist-Carrazone decoupling theorem [108], it can be shown that
the relevant degrees of freedom for full QCD contributing at length scales of order 1/(gT ) and larger
reduce at very high temperature to the zero Matsubara modes of the gluon fields.
The first of these effective theories (EQCD; see Section 2.3 for the acronym) can be tackled via
perturbation theory. It encodes the dynamics of the length scales from order 1/(gT ), and should be
matched to the full theory using some observables (generally the long-distance behavior of Green’s
functions). The second one (MQCD; see the previous section for the acronym) is by essence non-
perturbative as it contains the correct contributions from the non-perturbative scale g2T , and turns
to encode the dynamics of the length scale of order 1/(g2T ). The coefficients of this theory also need
to be matched to the full theory, but in order to compute the non-perturbative contributions, one has
to use three-dimensional lattice Monte Carlo simulations8. Doing so, the most delicate part resides in
the high loop order matching procedure between the lattice and whatever continuum regularization
schemes used [109]. Note that, in turn, the modes relevant to length scales of order 1/(gT ) and
larger are responsible for all the aforementioned infrared problems in QCD. This makes those effective
theories particularly relevant for the perturbative determination of various thermodynamic (static)
quantities. However, when performing a nonperturbative study of the infrared sector of QCD, it
should be noted that those effective theories explicitly break the Z(Nc) center symmetry present in
four-dimensional Yang-Mills theories. This can nevertheless be remedied by means of generalizing the
degrees of freedom of the effective theory from the temporal gauge field to coarse grained Wilson loop
operators [110, 111, 112]. As we are only interested in weak coupling expansions, which correspond
to expanding the functionals around the trivial Z(Nc) vacuum, we shall not be worried about this
symmetry, which is anyway explicitly broken by the inclusion of quarks.
As previously mentioned, we shall now focus on EQCD only. The Lagrangian density of this
effective theory is obtained by integrating out the hard modes from QCD, i.e. the ones having thermal
masses of order T . This leads to a three-dimensional SU(Nc) Yang-Mills theory coupled to an adjoint
Higgs field A0, which corresponds at leading order to the zero Matsubara mode of the four dimensional
temporal gauge field (for more details on that procedure, see [106, 107]). Skipping the possible higher
order non-renormalizable field operators (cast in the δLE piece below), which enter the weak coupling
expansion of the pressure beyond order g6, the EQCD Lagrangian reads
LEQCD ≡ 1
2
Tr
[
G2ij
]
+ Tr
[
(DiA0)
2
]
+m2E Tr
[
A20
]
+ iζ Tr
[
A30
]
+ λE Tr
[
A40
]
+ δLE , (4.4)
where Di denotes the covariant derivative in the adjoint representation of the gauge group. Note that
the above Lagrangian is only valid for Nc ≤ 3. Indeed, for a larger number of colors, two independent
operators quartic in A0 have to be taken into account. We shall notice, as previously mentioned, that
the parameters involved in this Lagrangian have to be determined by matching computations in full
QCD. In particular, the parameter ζ is nonvanishing only in the presence of nonzero quark chemical
potentials [113]. It thus enters the quark number susceptibilities, as well as the finite density equation
7The ultraviolet sector is, on the other hand, probed using the full theory itself.
8Of course, lattice QCD in four dimensions can be used in the first place, in order to compute thermodynamic
observables. However, the necessary computational resources needed to simulate a three-dimensional theory are much
more modest than the ones needed in simulations of four-dimensional QCD.
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of state but not the zero µf one. Finally, let us mention that for the present purposes, EQCD is used
to circumvent the infrared problems encountered in the evaluation of the pressure, and to resum an
important class of higher order contributions (see below for a more careful explanation of that point).
This turns out to have a remarkable effect on the convergence properties of the corresponding weak
coupling expansion, as can be seen from our results in Chapter 6.
For now, let us explain how thermodynamic computations can be reorganized with the help of
this effective field theory. Using the above framework, the pressure of QCD is recast into the simple
form [20, 107, 114]
pQCD (T,µ) ≡ pHARD (T,µ) + T pSOFT (T,µ) , (4.5)
where the piece pHARD is obtained via a strict loop expansion in QCD, while pSOFT denotes the
pressure obtained from the partition function of EQCD. The latter is still non-perturbative in the
sense that it contains the dynamics of the length scales of order 1/(g2T ), as the soft modes have not
yet been integrated out from EQCD, to give the MQCD effective theory. Hence the function pSOFT
cannot be determined via a perturbative expansion to all orders, as fundamentally non-perturbative
contributions start to enter it at O (g6). However, recalling that our present work is meant to be
accurate through the order g6 log g, we shall not consider this a problem. We further note that the
first term accounts for the contribution of the hard scale T and takes the form of an even power series
in g. The second one, on the other hand, contains all contributions from the soft gT and ultrasoft g2T
scales.
At nonzero quark chemical potentials, the contributions pHARD and pSOFT have been computed
up to and partially including the order g6. At present, the only missing contribution in the O(g6)
originates from the four-loop full theory diagrams that one encounters in pHARD (we refer the interested
reader to [115] for details about the evaluation of some of these integrals). Following the procedure
of [116], generalized to nonzero chemical potentials in [31], those two functions can be written as9
pHARD (T,µ)
T 4
= αE1 + gˆ
2
3 αE2 +
gˆ43
(4pi)2
(
αE3 − αE2 αE7 − 1
4
dACA αE5
)
+
gˆ63
(4pi)4
[
dACA
(
αE6 − αE4 αE7
)
− dAC3A
(
43
3
− 27
32
pi2
)]
log
Λ¯
4piT
+O(g6) , (4.6)
pSOFT (T,µ)
T 3
=
mˆ3E
12pi
dA − gˆ
2
3 mˆ
2
E
(4pi)2
dACA
(
log
Λ¯
2TmˆE
+
3
4
)
− gˆ
4
3 mˆE
(4pi)3
dAC
2
A
(
89
24
+
pi2
6
− 11
6
log 2
)
+
gˆ63
(4pi)4
dA
[
C3A
(
43
4
− 491
768
pi2
)
log
Λ¯
2TmˆE
+ C3A
(
43
12
− 157
768
pi2
)
log
Λ¯
2CAT gˆ23
−4
3
N2c − 4
Nc
(∑
f
µˆf
)2
log
Λ¯
2TmˆE
]
+O(g6) , (4.7)
with as usual CA ≡ Nc. Moreover, we note the factor 2pi of difference in the rescaled mass parameters,
with respect to the HTLpt notation; see appendix A for the corresponding definitions. Also, we use
the result from [113]
ζ =
gˆ33
3pi2
∑
f
µf +O(gˆ53) . (4.8)
Note that the matching coefficients αE1 − αE7 in pHARD depend on µf/T , Λ¯/T and on various group
theory invariants, but are – by definition – independent of the coupling g. The three first ones are
9Strictly speaking, the two functions in (4.6) and (4.7) do not correspond to the ones in (4.5), but only their sum
does. Also, we recall that the present reorganization is only meant for computing quantities related to the finite density
part of the equation of state.
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defined via the strict weak coupling expansion of the QCD pressure, and the others stem from
mˆ2E = g
2
(
αE4 + αE5 +O(2)
)
+
g4
(4pi)2
(
αE6 +O()
)
+O(g6), (4.9)
gˆ23 = g
2 +
g4
(4pi)2
(
αE7 +O()
)
+O(g6) . (4.10)
While these coefficients are all listed in the appendix B, we refer the reader to [114] for more details
on their derivation, as well as to [20] regarding their evaluation at finite density.
Finally, we should note that we have intentionally written both the hard (4.6) and soft (4.7) con-
tributions in terms of the EQCD parameters g3 and mE. The reason for doing so is that we wanted
to anticipate the forthcoming higher order resummation. The explicit logarithms of the renormal-
ization scale in (4.6) have namely been chosen so that the scale dependence gets canceled to order
g6 in pSOFT [116]. If the sum of the two contributions is re-expanded in powers of g, discarding all
the terms from order g6, the correct g6 log g weak coupling expression is clearly obtained. However,
this procedure leaves us with some freedom in the treatment of higher order contributions. This can
be done by considering pHARD and pSOFT functions of the three-dimensional gauge coupling and the
electric screening mass10, indeed resumming certain higher order contributions in the result.
The ensuing resummed expression was first suggested, for the pressure at zero chemical potentials,
in [2] then later successfully applied in [116]. In the present case, the resulting expressions relevant to
the finite density aspects of thermodynamics turn to exhibit drastic improvements of the convergence
properties, as can be seen from the results presented in Chapter 6. This is also reflected in a substantial
reduction of the renormalization scale dependence, ultimately improving the convergence properties.
Finally, we would like to refer the reader to [31] for more details about the implementation of this
resummation at finite chemical potentials, as well as to [106, 107] for the original references on EQCD
and [20, 22, 61, 113] for its generalization to finite density.
Next, we will investigate in more detail the hard-thermal-loop perturbation theory framework.
4.3 Hard-thermal-loop perturbation theory
While the weak coupling expansion amounts to expanding around an ideal gas of massless excitations,
hard-thermal-loop perturbation theory shifts the ground state to an ideal gas of massive thermal
quasiparticles. This conceptual difference, clearly physically motivated, provides a net improvement
in the convergence properties of the weak coupling expansion, even in certain simple resummations of
the sub-leading infrared divergences.
The basic idea in HTLpt is to introduce an improvement term for the Lagrangian density in the
form of monomial(s) in the fields that is added and subtracted from the original Lagrangian. This
term, being of course physically motivated, usually takes the form of a mass term11. In the case
of HTLpt, the so-called hard thermal loop effective action [98, 99] plays the role of the non-local,
thus momentum dependent, mass improvement term. The added piece is then treated with the non-
interacting part of the Lagrangian, while the subtracted one is implemented along with the interaction
terms of the theory, order by order in perturbation theory. This allows for interpolating between the
original theory and a theory which has dressed propagators and vertices instead of the conventional
ones. Provided it is worked out consistently to a given order in a the perturbative expansion, the
correct original theory is recovered at the end. However, such a variationally improved perturbative
framework allows for resumming important higher order contributions, as it amounts to reorganizing
10That is to say by keeping the corresponding parameters g3 and mE unexpanded in g.
11It should be noted that in theories with a gauge symmetry, one cannot add and subtract a local mass term for the
gauge fields without explicitly breaking gauge invariance. A way out is to make use of a non-local term instead.
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the perturbative series. We refer the reader to [117, 118] and references therein, for recent works on
other variationally improved perturbation theories, relevant to non-perturbative quantities in QCD.
As far as perturbative QCD is concerned, the approach leading to hard-thermal-loop perturbation
theory was first applied at zero quark chemical potentials in [119, 120, 121], then later in [122, 123].
Recent developments at finite density, can be found in [30, 31] as well as in [36, 37].
Concretely, the above shift is achieved by writing the Lagrangian density of QCD in the form
LHTLpt = (LQCD + LHTL)
∣∣∣
g→√δg
+ ∆LHTL , (4.11)
LQCD being the Lagrangian of QCD that was worked out in (2.26). LHTL is our gauge invariant
improvement term, obtained from the hard thermal loop effective action as explained above, and δ is
a formal expansion parameter that we introduced for bookkeeping purposes. The latter is set to one
after having Taylor expanded the path integral up to some order, before computing the corresponding
Feynman diagrams, as in this limit LHTLpt reduces to the Lagrangian density of QCD. Finally, ∆LHTL
is a piece which contains all the needed counter-terms which are not necessarily present in perturbative
QCD, as they cancel the ultraviolet divergences introduced by the subsequent reorganization. Note
that, strictly speaking, the general form of the counter terms is not known, and we shall assume
that they can be cast into a finite sum of monomials in the fields. We refer the reader to the end of
Section 5.4 for more details on the question of renormalizability in HTLpt.
Regarding the gauge invariant improvement term, which is necessary to probe QCD with dynamical
massless quarks, we consider the following highly non-local term
LHTL = −1
2
(1− δ)m2D Tr
(
Gµα
〈
yαyβ
(y ·D)2
〉
y
Gµβ
)
+ (1− δ) i
Nf∑
f
m2qf ψ¯fγ
µ
〈
yµ
y ·D
〉
y
ψf , (4.12)
where Dµ = ∂µ − igAµ denotes covariant derivatives in the adjoint and fundamental representations.
Furthermore, y ≡ (1, yˆ) is a light-like four-vector, and 〈...〉y represents an average over the direction
of yˆ. Finally, mD and mqf are the Debye and quark thermal mass parameters, which we shall set to
their respective weak coupling values at leading order, before numerically evaluating a quantity.
Having defined our starting point for perturbative evaluations of physical quantities, we notice
that the next step is to expand the partition function in a power series in δ, before truncating at some
order. Then δ is set to one and the corresponding sum-integrals are evaluated. At leading order, this
amounts to having dressed propagators, which incorporate physical effects such as Debye screening
and Landau damping, while beyond this, dressed vertices are also generated together with new higher
order interaction terms. The latter ensure that there is no overcounting of Feynman diagrams. It
should be stressed, as some confusion might appear, that a given loop order in HTLpt does not have
to – and in fact does not – correspond to the same loop order in the weak coupling expansion. Indeed,
the whole point of such a scheme is to reorganize the perturbative series. However, thanks to the
higher order interaction terms12, the weak coupling result at a given order in g, is obtained within
the HTLpt expansion, provided that one goes to a high enough loop order. For example, the leading
order HTLpt result differs from the correct weak coupling expansion at the order g2, while it does
reproduce the correct g3 plasmon contribution. This issue is consistently taken care of already at the
next order in δ, and beyond.
Moreover, we notice that if the expansion is truncated at a finite order in δ, the evaluation of a
quantity requires each of the mass parameters13 mD and mqf to be given a value. While in the case
12Sometimes called the HTL counter-terms; not to be confused with the ones coming from renormalization.
13Formally, provided the functional integrations commute with the limit δ → 1 that is taken in the action, no physical
quantity should depend on the mass parameters when summing to all orders. However, the question of commutation is
in practice not important, and the conventional perturbative series is recovered in the weak coupling limit.
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of the pressure beyond leading order, this can be achieved by means of a variational principle14, at
one-loop level such a procedure fails due to the absence of an explicit dependence on the coupling g
in the result [123]. That is the reason why, as previously mentioned, we will assign these parameters
their leading order weak coupling values
m2D ≡
g2
3
[(
Nc +
Nf
2
)
T 2 +
3
2pi2
∑
g
µ2g
]
, m2qf ≡
g2
16
N2c − 1
Nc
(
T 2 +
µ2f
pi2
)
, (4.13)
where we have kept the number of colors Nc and flavors Nf arbitrary. We notice that mqf carries
a dependence on the index f, running over Nf quark flavors. The above will be, from now on, our
prescription for evaluating thermodynamic quantities at leading order in HTLpt15.
Following the HTLpt framework to one-loop order, the pressure can be straightforwardly obtained
in the form
pHTLpt (T,µ) ≡ dA
[
(2− 2) pT (T,µ) + pL (T,µ)
]
+Nc
∑
f
pqf (T,µ) + ∆p , (4.14)
where we recall that dA ≡ N2c − 1, and the various contributions, coming respectively from the
transverse and longitudinal gluons as well as the quarks, read
pT (T,µ) = −1
2
∑∫
K
log
[
K2 + ΠT(iωn, k)
]
, (4.15)
pL (T,µ) = −1
2
∑∫
K
log
[
k2 + ΠL(iωn, k)
]
, (4.16)
pqf (T,µ) = 2
∑∫
{K}
log
[
A2S(iω˜n + µf , k)−A20(iω˜n + µf , k)
]
, (4.17)
after algebraic manipulations. Notice that in (4.14), ∆p stands for the contribution coming from the
necessary counter-term, which cancel the ultraviolet divergences. Note also that the transverse gluon
self-energy ΠT, the longitudinal gluon self-energy ΠL and the functions AS and A0 read
ΠT(iωn, k) ≡ − m
2
D
2− 2
ω2n
k2
[
1− ω
2
n + k
2
ω2n
TK(iωn, k)
]
, (4.18)
ΠL(iωn, k) ≡ m2D
[
1− TK(iωn, k)
]
, (4.19)
A0(iω˜n + µf , k) ≡ iω˜n + µf −
m2qf
iω˜n + µf
T˜K(iω˜n + µf , k) , (4.20)
AS(iω˜n + µf , k) ≡ k +
m2qf
k
[
1− T˜K(iω˜n + µf , k)
]
, (4.21)
while in 3− 2 spatial dimensions, the HTL functions TK and T˜K can be written in terms of the Gauss
14That is to say by extremizing the pressure as a function of mD and mqf .
15This prescription being of course medium dependent, we refer the reader to Section 3.2 for a discussion about
thermodynamic consistency in general, and in particular within HTLpt.
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hypergeometric function and come with the integral representations
TK(iωn, k) ≡
Γ
(
3
2 − 
)
Γ
(
3
2
)
Γ (1− )
∫ 1
0
dc
(
1− c2)− (iωn)2
(iωn)2 − k2c2
= 2F1
(
1
2
, 1;
3
2
− ; k
2
(iωn)2
)
, (4.22)
T˜K(iω˜n + µf , k) ≡
Γ
(
3
2 − 
)
Γ
(
3
2
)
Γ (1− )
∫ 1
0
dc
(
1− c2)− (iω˜n + µf )2
(iω˜n + µf )2 − k2c2
= 2F1
(
1
2
, 1;
3
2
− ; k
2
(iω˜n + µf )2
)
. (4.23)
The above representations in terms of hypergeometric functions will be very useful when computing
the exact pressure via branch cut methods, which we will do in the next chapter.
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Chapter 5
Exact leading order hard-thermal-loop
perturbation theory
In this chapter, we give details on the derivation of the exact leading order pressure, at finite tem-
perature and chemical potentials, obtained within hard-thermal-loop perturbation theory. Technical
aspects of this work are based upon [30, 31], but we also refer the reader to earlier works on the
matter [119, 120], as they are relevant for this chapter1.
In the following, we first detail the computation of various contributions to the leading order
pressure, coming from the transverse and longitudinal gluons as well as from the quarks. Then, we
explain how to extract the divergences in order to renormalize the result. Finally, we give the exact
one-loop expression before to establish the mass truncation method that will be analyzed in the next
chapter.
5.1 Transverse gluon contribution to the pressure
We first start from the transverse gluon part of the one-loop pressure (4.15) which reads
pT (T,µ) = −1
2
∑∫
K
log
[
K2 + ΠT(iωn, k)
]
, (5.1)
and rewrite it as
pT = −1
2
∑∫
K
log(k2)− 1
2
T
∫
k
∑
n6=0
log
[
k2 + ω2n + ΠT(iωn, k)
k2
]
, (5.2)
using the fact that ΠT(0, k) = 0 in order to drop the n = 0 contribution to the term involving the
self-energy function. The other term vanishes in dimensional regularization, since their is no scale
in the integrand2. We then use the well known contour trick, and represent the infinite sum over
Matsubara frequencies by a series of residues. It allows us to turn the Matsubara sum into a contour
integral, in the complex energy plane, by means of the residue theorem, and we get
pT = −1
2
T
∫
k
∑
n 6=0
log
[
k2 + ω2n + ΠT(iωn, k)
k2
]
= −1
4
∫
k
∮
C
dω
2pii log
[
k2 − ω2 + ΠT(ω, k)
k2
]
coth
(
β ω
2
)
, (5.3)
1Note that [31] incorporates a numerical refinement of two of the renormalization constants that were originally
computed in [119, 120]. This turns out to improve the results to quite some extent.
2See Section 2.3 for more details on that point.
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Figure 5.1: The contours C and CT for the evaluation of the transverse gluon contribution, together
with the corresponding branch cuts. C encloses all the points ω = iωn, except for n = 0, while CT
wraps around the branch cuts.
where the contour C is shown in Figure 5.1.
The above integrand has two types of branch cut. The first one originates from the logarithm,
which leads to two cuts in the complex plane, running from −ωT(k) and +ωT(k) to (complex) infinity.
Note that ωT(k) is the quasiparticle dispersion relation in 3− 2 spatial dimensions3, for a transverse
gluon and therefore satisfies
k2 − ω2T + ΠT(ωT, k) = 0 . (5.4)
The second one originates from the self-energy itself, via the Gauss hypergeometric function, and leads
to two cuts in the complex plane, running from −k and +k to again (complex) infinity. For simplicity,
we choose every finite branch point to be connected to a real infinity, via a straight line along the real
axis. Thus, after eventual cancellations of overlapping cuts4, we have the branch cuts as indicated in
Figure 5.1. This choice amounts to connecting ±ωT(k) to ±∞, and ±k to +∞ or −∞. The contour
C is then continuously deformed into a contour CT wrapping around the branch cuts, as can be seen
from the Figure 5.1, and we write
pT = −1
4
∫
k
∮
CT
dω
2pii log
[
k2 − ω2 + ΠT(ω, k)
k2
]
coth
(
β ω
2
)
. (5.5)
We therefore need to evaluate the above expression, and naturally opt for separating it into con-
tributions coming from different type of branch cuts. The contribution coming from the branch cut
running between −k and +k is then identified with the so-called Landau damping contribution to the
pressure, as the self-energy ΠT(ω, k) gains an imaginary part along this cut. Collapsing the contour
CT onto this branch cut, and using the notation Disc to denote the discontinuity across a branch cut,
3It is a generalization of the transcendental equations that one encounters when working in three dimensions [124, 125].
4provided that they originate from the same function, that is in the present case, the logarithm or the self-energy.
35
we write this contribution as
pTLd ≡ −
∫
k
∫ k
0
dω
{
Disc arctan
 m
2
D
2−2
k2−ω2
k2
Im
{
2F1
(
1
2 , 1;
3
2 − ; k
2
ω2
)}
k2 − ω2 + m
2
D
2−2
ω2
k2
[
1 + k
2−ω2
ω2
Re
{
2F1
(
1
2 , 1;
3
2 − ; k
2
ω2
)}]

× 1
2pi
[
1
eβω − 1 +
1
2
]}
, (5.6)
where we used the symmetry of the self-energy function for ω → −ω, together with the usual relation
between the Bose-Einstein distribution function and the cotangent one, as given by (A.10). The above
arctangent will be referred to as the Landau damping angle of the transverse gluon contribution. Note
that the discontinuity reads
Disc φL, ≡ Disc arctan
 m
2
D
2−2
k2−ω2
k2
Im
{
2F1
(
1
2 , 1;
3
2 − ; k
2
ω2
)}
k2 − ω2 + m
2
D
2−2
ω2
k2
[
1 + k
2−ω2
ω2
Re
{
2F1
(
1
2 , 1;
3
2 − ; k
2
ω2
)}]

= arctan
 m
2
D
2−2
k2−ω2
k2
Im
{
2F
⊕
1
(
1
2 , 1;
3
2 − ; k
2
ω2
)}
k2 − ω2 + m
2
D
2−2
ω2
k2
[
1 + k
2−ω2
ω2
Re
{
2F
⊕
1
(
1
2 , 1;
3
2 − ; k
2
ω2
)}]

− arctan
 m
2
D
2−2
k2−ω2
k2
Im
{
2F
	
1
(
1
2 , 1;
3
2 − ; k
2
ω2
)}
k2 − ω2 + m
2
D
2−2
ω2
k2
[
1 + k
2−ω2
ω2
Re
{
2F
	
1
(
1
2 , 1;
3
2 − ; k
2
ω2
)}]
 , (5.7)
where, here and in the following, in order to shorten the expressions, we define
2F
⊕
1
(
1
2 , 1;
3
2 − ; k
2
ω2
)
≡ 2F1
(
1
2 , 1;
3
2 − ; k
2
ω2
)
, (5.8)
2F
	
1
(
1
2 , 1;
3
2 − ; k
2
ω2
)
≡ e2ipi 2F1
(
1
2 , 1;
3
2 − ; k
2
ω2
)
+
2ipi eipi Γ
(
3
2 − 
)
Γ (1− ) Γ (12 − )Γ (1 + ) 2F1
(
1
2 , 1; 1 + ;
ω2−k2
ω2
)
. (5.9)
These are nothing but the limits of the Gauss hypergeometric function, when approaching a branch
cut from above and from below.
Then, the contribution from the cuts connected to the dispersion relation is identified with the
quasiparticle contribution to the pressure. Collapsing the contour CT onto these branch cuts, we get
pTqp ≡ −
∫
k
{
1
2
ωT(k) + T log
(
1− e−βωT
)}
(5.10)
where we performed the integral over the frequency, taking advantage of the simple form for the
discontinuity of the logarithm across a branch cut.
Using the above results, we write the total contribution from the transverse gluon part of the
pressure as
pT = pTqp + pTLd . (5.11)
5.2 Longitudinal gluon contribution to the pressure
Next, we look at the longitudinal part of the one-loop pressure (4.16)
pL (T,µ) = −1
2
∑∫
K
log
[
k2 + ΠL(iωn, k)
]
(5.12)
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Figure 5.2: The contours C and CL for the evaluation of the longitudinal gluon contribution, together
with the corresponding branch cuts. C encloses all the points ω = iωn, except for n = 0, while CL
wraps around the branch cuts.
that we rewrite as
pL = −1
2
T
∫
k
∑
n 6=0
log
[
k2 + ΠL(iωn, k)
]− 1
2
T
∫
k
log
[
k2 +m2D
]
, (5.13)
where we isolated the contribution from the n = 0 mode. Then, using the same trick as for the
transverse contribution, we rewrite these two terms as a single contour integral5 that encircles the
points ω = iωn, except for n = 0
pL = −1
4
∫
k
∮
C
dω
2pii log
[
k2 + ΠL(ω, k)
k2 +m2D
]
coth
(
β ω
2
)
, (5.14)
C being given in Figure 5.2.
Once again, the above integrand has branch points in −ωL(k) and +ωL(k) coming from the log-
arithm, and in −k and +k coming from the self-energy. Following this time a different choice6 than
the one we made for the transverse gluon contribution, we connect ±ωL(k) to +∞ or −∞, and ±k
to +∞ or −∞, leading to the branch cuts as defined in Figure 5.2. Note that ωL is the dispersion
relation for a longitudinal gluon in 3− 2 spatial dimensions, and satisfies
0 ≡ k2 + ΠL(ωL, k) . (5.15)
We then continuously deform the contour C into CL, as shown in Figure 5.2. In analogy with the
transverse gluon contribution, we write two different contributions, that is to say the quasiparticle
and the Landau damping parts, and obtain respectively
pLqp = −
∫
k
{
1
2
(ωL(k)− k) + T log
(
1− e−βωL
1− e−βk
)}
, (5.16)
5Notice that the numerator and denominator of the argument of the logarithm originate from two separate but equal
contour integrals with opposite winding numbers.
6This choice is arbitrary, but in the present case makes the quasiparticle contribution finite at high momentum.
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and
pLLd =
∫
k
∫ k
0
dω
Disc arctan
 m2D Im
{
2F1
(
1
2 , 1;
3
2 − ; k
2
ω2
)}
k2 +m2D −m2D Re
{
2F1
(
1
2 , 1;
3
2 − ; k
2
ω2
)}

× 1
2pi
[
1
eβω − 1 +
1
2
]}
. (5.17)
Note that here, the discontinuity of the Landau damping angle reads
Disc φL, ≡ Disc arctan
 m2D Im
{
2F1
(
1
2 , 1;
3
2 − ; k
2
ω2
)}
k2 +m2D −m2D Re
{
2F1
(
1
2 , 1;
3
2 − ; k
2
ω2
)}

= arctan
 m2D Im
{
2F
⊕
1
(
1
2 , 1;
3
2 − ; k
2
ω2
)}
k2 +m2D −m2D Re
{
2F
⊕
1
(
1
2 , 1;
3
2 − ; k
2
ω2
)}

− arctan
 m2D Im
{
2F
	
1
(
1
2 , 1;
3
2 − ; k
2
ω2
)}
k2 +m2D −m2D Re
{
2F
	
1
(
1
2 , 1;
3
2 − ; k
2
ω2
)}
 , (5.18)
and the quasiparticle part has been handled in the same way as for the transverse gluon contribution.
We finally arrive to the longitudinal contribution to the pressure
pL ≡ pLqp + pLLd , (5.19)
given the aforementioned expressions.
5.3 Quark contribution to the pressure
Although the quark contribution differs from the gluonic ones, at least by finite chemical potentials
µf , its derivation via branch cuts does not change much in substance. Indeed, the shift brought by the
frequencies, due to the presence of nonvanishing chemical potentials, does not influence the collapse
of the contour onto the branch cuts which are located on the real axis. This is nothing but a direct
consequence of the fact that the presence of a dense and hot medium does not affect the ultraviolet
structure of the theory7.
Let us finally consider the quark contribution to the one-loop pressure (4.17)
pqf (T,µ) = 2
∑∫
{K}
log
[
A2S(iω˜n + µf , k)−A20(iω˜n + µf , k)
]
, (5.20)
the index f running over the Nf flavors. Using again the contour trick, we get
pqf = 2
∑∫
{K}
log
[
k2 + (ω˜n − iµf )2
]
+2
∫
k
T
∑
n
log
[
A2S(iω˜n + µf , k)−A20(iω˜n + µf , k)
k2 − (iω˜n + µf )2
]
=
pi2T 4
45
(
7
4
+ 30µˆ2f + 60µˆ
4
f
)
7At least, as far as we can say here, in the context of leading order HTLpt.
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Figure 5.3: The contours C and Cq for the evaluation of the quark contribution, together with the
corresponding branch cuts. C encloses all the points ω = iω˜n, while Cq wraps around the branch cuts.
+
∫
k
∮
C
dω
2pii log
[
A2S(ω, k)−A20(ω, k)
k2 − ω2
]
tanh
(
β (ω − µf )
2
)
, (5.21)
only this time, we wrote explicitly the Stefan-Boltzmann quark contribution, as a matter of choice, to
make the argument dimensionless. Note that the contour C can be seen from Figure 5.3.
The above integrand has branch points in ±ωf±(k) coming from the logarithm, which satisfy the
quasiparticle dispersion relations for quarks and plasminos
0 ≡ A0(ωf± , k)∓AS(ωf± , k) . (5.22)
The integrand also has branch points at ±k, coming from the self-energy. We choose to connect
±ωf+(k) to ±∞, ±ωf−(k) to +∞ or −∞, and ±k to +∞ or −∞, ending up with branch cuts as in
Figure 5.3. Finally, we continuously deform the contour C to Cq, which is wrapping around the cuts.
Collapsing the latter, we get as already seen in the previous cases, two different contributions, the
quasiparticle and Landau damping ones
pqqpf
= 2
∫
k
{
T log
(
1 + e−β(ωf++µf)
)
+ T log
(
1 + e−β(ωf+−µf)
)
+T log
(
1 + e−β(ωf−+µf)
1 + e−β(k+µf )
)
+ T log
(
1 + e−β(ωf−−µf)
1 + e−β(k−µf )
)}
+ 2
∫
k
{
ωf+(k) +
(
ωf−(k)− k
)}
, (5.23)
and
pqLdf
=
1
pi
∫
k
∫ k
0
dω
{
Disc θqf ,
[
1
eβ(ω+µf ) + 1
+
1
eβ(ω−µf ) + 1
− 1
]}
. (5.24)
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Note that here, the Landau damping angle reads θqf , ≡ arctan [Ξf ,], with the argument
Ξf , ≡ (5.25)
m4qf
k2
[
2 Im
{
2F1
(
1
2 , 1;
3
2 − ; k
2
ω2
)}
+ k
2−ω2
ω2
Im
{
2F1
(
1
2 , 1;
3
2 − ; k
2
ω2
)2}]
k2 − ω2 + 2m2qf +
m4qf
k2
[
1− 2 Re
{
2F1
(
1
2 , 1;
3
2 − ; k
2
ω2
)}
− k2−ω2
ω2
Re
{
2F1
(
1
2 , 1;
3
2 − ; k
2
ω2
)2}] ,
and has the following discontinuity
Disc θqf , ≡ Disc arctan [Ξf ,] = arctan
[
Ξ⊕f ,
]
− arctan
[
Ξ	f ,
]
, (5.26)
where Ξ
⊕/	
f , is given by
Ξ
⊕/	
f , ≡ (5.27)
m4qf
k2
[
2 Im
{
2F
⊕/	
1
(
1
2 , 1;
3
2 − ; k
2
ω2
)}
+ k
2−ω2
ω2
Im
{
2F
⊕/	
1
(
1
2 , 1;
3
2 − ; k
2
ω2
)2}]
k2 − ω2 + 2m2qf +
m4qf
k2
[
1− 2 Re
{
2F
⊕/	
1
(
1
2 , 1;
3
2 − ; k
2
ω2
)}
− k2−ω2
ω2
Re
{
2F
⊕/	
1
(
1
2 , 1;
3
2 − ; k
2
ω2
)2}] .
Finally, we can write the total quark contribution to the pressure
pqf ≡ pqqpf + pqLdf , (5.28)
considering the above expressions.
5.4 Isolating the divergences and renormalizing the result
We choose to implement the renormalization procedure within the modified minimal subtraction
scheme MS, as explained in detail in Section 2.3. This first implies isolating the potentially ultra-
violet divergent terms, in order to be able to analytically compute the coefficients of the negative
powers of their Laurent expansion around  = 0. Those will be then canceled exactly, with the help
of appropriate counter-terms.
We therefore take a closer look at the expressions involved in pT, pL, and pqf , namely (5.6), (5.10),
(5.16), (5.17), (5.23), and (5.24). We see that most of them are ultraviolet divergent8, i.e. carry a
divergent high-k behavior, when → 0. This high momentum behavior taking the form of poles in ,
the usual trick is to subtract a simpler integral having exactly the same pole structure in order to make
it finite. Of course, this has to be done while allowing for the subtracted integral to be computable
analytically (at least for the poles in ). Then the very same integral is added back so that the
total expression remains unchanged. Finally, the added part is computed analytically and the poles
in  removed via renormalization. However, given the complexity of the integrands involved in our
expressions9, this method is likely to lead to very difficult intermediate computations, even within the
first few orders of Laurent expansions. We therefore aim at using a new and slightly different method,
which turns out to rely on a very simple classification of the divergent terms, making the problem
8Note that the second term in (5.16) is exponentially damped at high momentum, and that the term involving the
dispersion relation ωL(k) comes in the combination ωL(k) − k. The latter being finite reflects the fact that the high
momentum behavior of the longitudinal gluon is, at leading order, similar to that of a free relativistic particle [124, 125].
9Recalling that, for example, the arctangent functions which involve Gauss hypergeometric functions in their argu-
ments, have to be summed over infinite sets of Matsubara frequencies.
40
much easier to solve. Indeed, the divergences can be cast in two categories, one which is explicitly
dependent of the temperature and chemical potentials, and another which is explicitly independent
of them10. Then, further recalling that in the zero chemical potential and temperature limit the
discrete Matsubara summations turn to integrals over continuous Euclidean energies11, our strategy
is as follows.
We only add and subtract integrals for the potentially divergent terms which are explicitly medium
dependent. We calculate the corresponding added integrals, within Laurent expansions around  = 0,
and show that accounting for the proper degrees of freedom in 3−2 spatial dimensions, their poles turn
out to cancel each other12. We then directly compute, within Laurent expansions, the contributions
which are explicitly medium independent by setting both the temperature and the chemical potentials
to zero. This allows for a substantial simplification of the computations, followed by a removal of the
poles in  by means of the renormalization procedure.
We now start by reviewing the explicitly temperature and chemical potential dependent potentially
divergent expressions. Following [31], we see that we only have two such contributions, the longitudinal
and the transverse Landau damping contributions (5.17) and (5.6), both proportional to the Bose-
Einstein distribution function from which the medium dependence originates,
1
2pi
∫
k
∫ k
0
dω
Disc arctan
 m2D Im
{
2F1
(
1
2 , 1;
3
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2
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k2 +m2D −m2D Re
{
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3
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2
ω2
)}
 1
eβω − 1
, (5.29)
−1
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Re
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(
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2
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)}]
 1
eβω − 1
. (5.30)
In order to define the integrals to be added and subtracted, we need to Taylor expand around k =∞
and with ω fixed, the discontinuity of the imaginary part of the Gauss hypergeometric function, giving
Disc Im
{
2F1
(
1
2 , 1;
3
2 − ; k
2
ω2
)}
=
k−→∞
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− 4 Γ
(
3
2 − 
)
Γ
(
3
2
)
Γ (1− )
ω
k
+O
(
ω2
k2
)
. (5.31)
The above formula can be easily obtained by noticing that the discontinuity and the imaginary part
commute with each other. Then, using the definition of the discontinuity together with (5.8) and (5.9),
the result is obtained by simply expanding around k = ∞, with ω fixed. It is then easy to obtain
added integrals for (5.29) and (5.30), and we have respectively13
DLLd ≡ −
2m2D
pi
Γ
(
3
2 − 
)
Γ
(
3
2
)
Γ (1− )
∫
k
∫ k
0
dω
{
ω
k3
1
eβω − 1
}
, (5.32)
DTLd ≡
m2D
pi
Γ
(
3
2 − 
)
Γ
(
3
2
)
(1− ) Γ (1− )
∫
k
∫ k
0
dω
{
ω
k3
1
eβω − 1
}
. (5.33)
10Those can be medium dependent via the choice of mass parameters mD and mqf . However, formally, such a medium
dependence has a different origin than the explicit one, and physical results should be independent of the choice made for
the parameters, when summing the perturbative series to all orders. This, in turn, just defines the ground state around
which one is expanding, and we thus implement the renormalization procedure before fixing the thermal masses.
11Those benefit of symmetry properties allowing for usual rescaling, which significantly simplify the computations.
12Had they not canceled, we would be left with medium dependent poles, to be removed via renormalization. Recalling
the shift of the ground state to thermal massive quasiparticles, this would not be surprising. The important point here,
is that the complicated expressions are contained in contributions which are explicitly medium independent. We then
significantly simplify their computation by setting T and µ to zero.
13While the negative powers of , in the Laurent expansion of the integrals, must be equal to those of the potentially
divergent terms, the higher orders can differ since the subtracted integrals will compensate for them.
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The above integrals can be easily evaluated, and the results through O (0) read
DLLd =
m2D T
2
48
[
1

+ 2 log
(
Λ
2piT
)
+ 2
ζ ′ (−1)
ζ (−1) +O ()
]
, (5.34)
DTLd = −
m2D T
2
96
[
1

+ 1 + 2 log
(
Λ
2pi T
)
+ 2
ζ ′ (−1)
ζ (−1) +O ()
]
. (5.35)
We then notice that their poles (and finite parts) cancel in the combination14
(2− 2) DTLd +DLLd = 0 +O () , (5.36)
which accounts for the proper gluon degrees of freedom in 3− 2 spatial dimensions, as given by the
sum of transverse and longitudinal contributions to the pressure in (4.14). Therefore, we conclude
that there is no need for making use of subtracting integrals with the medium dependent pieces in the
present case. Notice that the cancellation of the above expressions at O (0) (and beyond) is merely
a consequence of the choice that we made for the corresponding integrals. Another choice would have
made a finite contribution survive, which would be canceled by the subtracted terms. Consequently,
our choice makes the renormalization quite straightforward, and we are now left to deal only with
explicitly medium independent expressions.
In order to proceed, let us gather all the contributions and write the full expression for the pres-
sure (4.14), accounting for the zero temperature and chemical potential limits. Thus, we have
pHTLpt (T,µ) = dA
{
− (2− 2)T
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eβ(ω+s µf) + 1
]}
+ ∆p , (5.37)
where the subscript  in φT,, φL, and θqf , serves to remind that these angles have to be considered
in d = 3 − 2 dimensions15, as we did not yet renormalize the result, hence take the limit  → 0. In
the above, the terms p?T, p
?
L, and p
?
qf
are respectively coming from pT, pL, and pqf , by taking the
zero temperature and chemical potential limits. They contain all the potentially ultraviolet divergent
pieces, and we are now going to compute them.
Switching off the explicit temperature and chemical potentials by taking the appropriate limits,
the transverse gluon contribution pT approaches the expression p
?
T, which is given by an integral over
continuous Euclidean energy ωE
p?T = −
1
4pi
∫ +∞
−∞
dωE
∫
k
log
[
k2 + ω2E + ΠT(iωE, k)
]
. (5.38)
By rescaling the Euclidean energy as ωE → k ωE, we get from the above
p?T = −
1
2pi
∫∞
0
dωE
∫
k
k log
[
(1 + ω2E) k
2 + ΠT(iωE, 1)
]
, (5.39)
14Looking at (5.32) and (5.33), it is easy to see that in this combination, they even cancel at every order in .
15Notice that the same applies to the dispersion relations.
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which can now be easily integrated over the three-momentum. Applying the same technique to the
longitudinal gluon contribution (4.16), as well as to the quark contribution (4.17) while further taking
the limit µ→ 0, we obtain the following expressions
p?L = −
1
2pi
∫∞
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dωE
∫
k
k log
[
k2 + ΠL(iωE, 1)
]
, (5.40)
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Note that we added and subtracted a log
(
k2 + ω2E
)
to (5.41), so that the subtracted logarithm is
combined with the main expression for convenience during manipulations of its argument. The added
piece vanishes in dimensional regularization, through the lack of scales in the integrand16. After
integration over the three-momentum, we then get
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Since we are interested in calculating the poles in  analytically while we can compute the finite
parts numerically, we notice that each of the above integrals comes with a prefactor Γ( − 2), which
has a simple pole for  = 0. With the integrals being finite in this limit, it is sufficient to only expand
the integrand through O ()(
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16Again, see Section 2.3 for more details on that point.
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×
log
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Note that in the above, the superscripts for Π
(0)
T,L, Π
(1)
T,L or T˜
(0)
K , T˜
(1)
K denote the order of derivative
with respect to , before setting  to zero. Also, in the last equation, notice that the sum of the first
term with its complex conjugate vanishes so that there is no pole coming from the quark contribution.
Computing then (5.42), (5.43) and (5.44) with the help of the above expansions, we arrive at
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p?qf = m
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+O () , (5.50)
where κT ≈ 0.082875, κL ≈ 0.320878, and κq + κ?q ≈ −4.53025. Those are defined by the following
one-dimensional integrals on the real axis
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Note, for numerical convenience, the following real-valued representation
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With the help of (5.48), (5.49), and (5.50), it is then straightforward to determine the contribution
to the pressure coming from a vacuum type counter-term only, needed for canceling the ultraviolet
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divergences within the MS scheme. This one reads
∆p ≡ − dA m
4
D
128pi2 
. (5.55)
Although no rigorous proof of the renormalizability of HTLpt has been worked out yet17, we note –
as a good hint – that it is possible to render the theory finite, through three-loop order, with only a
small number of counter-terms [123]. In the present case, we adopt a more optimistic point of view,
and shall assume that the theory is formally renormalizable, before proceeding to the analysis of our
results. Notice also that, at leading order, the coupling g and mass parameters mD and mqf do not
need to be redefined via renormalization, hence do not require additional counter-terms18. Therefore,
the introduction of a vacuum counter-term, corresponding to the above cancellation, will be assumed
from now on, together with the renormalization conditions for the Green’s functions leading to the
running of the coupling19.
5.5 Exact renormalized one-loop HTLpt pressure
Having renormalized our theory at leading order, we are left with a finite expression for the pressure
in the limit → 0. We therefore rewrite (5.37) using (5.48), (5.49), (5.50) and (5.55), while taking the
appropriate limit for the dimensional regulator .
To do so, we need the form of the discontinuities for various functions, in this limit. This includes,
first of all, the Gauss hypergeometric function whose limits from above and below read
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the discontinuity being the difference of the two. Note that in the last two equalities, we made use
of the fact that k > ω, in order to keep the logarithms real valued. We also need the limits of the
discontinuities of the Landau damping angles, in the transverse and longitudinal gluon case as well as
in the quark case. Those read
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Disc θqf ,
→0−→ −2 (5.60)
17That is to say, the fact that there exists a finite number of counter-terms needed to cancel the (new) ultraviolet
divergences coming from the HTL improvement term, for all orders in perturbation theory.
18Indeed, as a matter of fact, the coupling does not enter explicitly the HTLpt pressure at leading order.
19Even though this one enters the leading order HTLpt pressure only via the mass parameters, the renormalization
group equations are supposed to catch the coupling dependence whether it is explicit or not.
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We are now left with the renormalized result for the exact one-loop HTLpt pressure [31], using
the prescription (4.13) for the mass parameters mD (T,µ) and mqf (T,µ)
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(5.61)
for which we list now the angles φT,L and θqf , as well as the definitions of the dispersion relations
ωT,L,f± and the constants Cg ≈ 1.17201 and Cq ≈ −0.03653. They respectively read
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together with the dispersion relations in three spatial dimensions
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as well as the constants Cg and Cq
Cg =
2 κT
pi
+
4 κL
pi
+
1
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≈ 1.17201 , (5.68)
Cq =
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?
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≈ −0.03653 . (5.69)
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5.6 Mass expansion and truncation of the result
In this section, we give details about the approximation method of mass expansions, employed in high
loop order HTLpt computations. Indeed, at leading order, we saw that the encountered sum-integrals
can be computed using various combinations of analytical and numerical techniques. However, from
two loops onwards the situation gets much more complicated, leading to a two-sided problem. Firstly,
the established method at one loop would lead, if straightforwardly extended to two loops, to more
complicated numerical integrals20. Secondly and most importantly, our new and simplifying method
for extracting the potentially divergent pieces is not guaranteed to hold beyond leading order21, while
the increasing complexity of the sum-integrals would surely avoid a direct calculation in 3− 2 spatial
dimensions. These arguments will then motivate the present section where we will explain in detail, at
one-loop order, the systematic approximation framework that was developed along the years in order
to circumvent the aforementioned technical challenges.
We are now going to compute the leading order HTLpt pressure within the mass truncated approxi-
mation scheme. This corresponds to Taylor expanding the result (5.61) in powers of mD/T and mqf /T
before truncating at a certain order. Given the fact that, at zero quark chemical potentials22, the mass
parameters are of order gT , it is customary to truncate the result at O ((mD/T )5, (mqf /T )5)∼ O(g5)
in order to allow for a direct comparison with the known weak coupling result23.
One could start directly from the exact leading order result for the pressure. However, as it involves
dispersion relations, thus an implicit dependence on the mass parameters, we choose to adopt another
approach, consisting of directly Taylor expanding the sum-integrals before computing them. Let us
now detail the corresponding procedure, which first involves a separation of scales.
At zero quark chemical potentials, there are only two momentum scales in the sum-integrals, the
hard scale 2piT and the soft scale given by the thermal masses. The hard scale region encompasses all
the fermionic momenta K = ((2n+ 1)piT,k), together with the bosonic ones K = (2npiT,k) provided
that n 6= 0. It also includes the n = 0 bosonic mode, for which k is of order T . The soft scale region,
on the other hand, corresponds to the n = 0 mode for the bosonic momenta with k at most of order
g T . In presence of a dense medium, i.e. at finite quark chemical potentials, this picture remains also
valid, as the new hard scales µf only enter explicitly the fermionic momenta or implicitly the bosonic
ones via the thermal mass mD. We then use the fact that ΠT(0,k) = 0 and ΠL(0,k) = m
2
D, in order
to write the soft scale contribution to the pressure directly from (4.14), and get
pHigh-T,(s)HTLpt = −(2− 2)
dA T
2
∫
k
log(k2)− dA T
2
∫
k
log
(
k2 +m2D
)
, (5.70)
where the first integral is of the type which vanishes in dimensional regularization, as we already saw.
The second integral, being dominated by momenta of order mD, directly yields the soft contribution
to the leading order pressure [126].
Regarding the hard scale contribution, we assume the temperature to be large enough so that
ratios such as mD/T or mqf /T can be considered parametrically small. We then expand the sum-
integrals that appear in the leading order pressure (4.14), in powers of those ratios, and truncate at
O ((mD/T )5, (mqf /T )5). Recall that these ratios, thanks to the choices that we made for the mass
parameters24, are of order g. We thus expect such an expansion to be a reasonable approximation,
as the temperature increases, but this is something we shall check quantitatively in Section 6.4. This
20Changing the most challenging pieces from two dimensional numerical integrations to five dimensional ones [121].
21As can be seen from [34], the needed two-loop ultraviolet counter-terms become explicitly medium dependent.
22At nonzero density, the mass parameters are of order g times some functions of the temperature and chemical
potentials.
23Having still an unknown O (g6) contribution, it is more suitable to choose such an order of truncation.
24Which are nothing but the weak coupling values for the Debye and quark thermal masses (4.13).
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gives us the following contribution
pHigh-T,(h)HTLpt = −(1− ) dA
∑∫
K
log
(
K2
)
+ 2Nc
∑
f
∑∫
{K}
log
(
K2
)
− dAm
2
D
2
∑∫
K
1
K2
+ 4Nc
∑
f
m2qf
∑∫
{K}
1
K2
+
dAm
4
D
8− 8
∑∫
K
[
1
(K2)2
− 2
k2K2
− (6− 4) TK
(k2)2
+
2 TK
k2K2
+ (3− 2)(TK)
2
(k2)2
]
+O (m5D)
− 2Nc
∑
f
m4qf
∑∫
{K}
[
2
(K2)2
− 1
k2K2
+
2 T˜K
k2K2
− (T˜K)
2
k2 (ω˜n − iµf )2
]
+O
(
m5qf
)
. (5.71)
Therefore, the mass expansion of the one-loop HTLpt pressure is given by the sum of (5.70)
and (5.71), together with the piece ∆p coming from the vacuum counter-term, computed in (5.55)
pHigh-THTLpt ≡ pHigh-T,(s)HTLpt + pHigh-T,(h)HTLpt + ∆p , (5.72)
and the subsequent sum-integrals have to be computed. We refer to appendix C for more details on the
corresponding method of computation, especially regarding the sum-integrals that involve the HTL
functions TK and T˜K. Finally, the purely analytical mass truncated result for the finite temperature
and chemical potential leading order HTLpt pressure reads [30]
pHigh-THTLpt (T,µ) =
dApi
2T 4
45
{
1 +
Nc
dA
∑
f
(
7
4
+ 30 µˆ2f + 60 µˆ
4
f
)
− 15
2
mˆ2D
−30 Nc
dA
∑
f
(
1 + 12 µˆ2f
)
mˆ2qf + 30 mˆ
3
D
+
45
4
(
γE − 7
2
+
pi2
3
+ log
Λ¯
4pi T
)
mˆ4D
+
60 Nc
dA
(
6− pi2
)∑
f
mˆ4qf +O
(
mˆ6D, mˆ
6
qf
)}
. (5.73)
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Chapter 6
Analyzing the results
In this chapter, we finally proceed to the analysis of our findings for various cumulants of conserved
charges in the quark-gluon plasma. We first present our results for the second-, fourth- and sixth-order
diagonal quark number susceptibilities. Then, we present some ratios of those quantities, as well as
observables related to the baryon number. This work is based on two peer-reviewed articles [30, 31]
as well as two proceedings contributions [32, 33].
In the following, we start by explaining how we fix a number of parameters appearing in our
resummed perturbative calculations. Then, we proceed to compare our results with state-of-the-art
lattice data, e.g. [15, 16, 17, 18, 19, 96, 127], as well as to a recent three-loop mass expanded HTLpt
calculation [36], thereby gaining a better understanding of the relevant degrees of freedom right above
the transition region. Finally, we compare our exact HTLpt results, obtained in [31, 32], with the
mass expanded ones from [30, 33]; this is done separately for the pressure and the second- and fourth-
order diagonal quark number susceptibilities. This allows us to draw important conclusions on the
convergence of this approximation, which is applied in all higher order loop calculations within HTLpt.
6.1 Fixing the parameters
As we saw in Section 2.3, any renormalized weak coupling expansion contains at least two parameters
that need to be fixed in order to obtain a numerical prediction for the quantity under study. The first
one is the renormalization scale, which is in principle somewhat arbitrary. The second one, on the
other hand, is a fundamental scale of the theory and has to be determined either with experimental
input or by non-perturbative computations1. Besides these two parameters, there is some freedom
related to the choice of the running coupling constant. In the present work, we choose to apply a
two-loop running for the results of our dimensional reduction framework [129], as well as the standard
one-loop running for the exact one-loop HTLpt computation.
In vacuum quantum field theory calculations, it is customary to fix the renormalization scale
to a value of momentum typical for the relevant physical process. At finite temperature and zero
density, the typical momentum of a particle in the thermal bath is of the other of 2piT . Indeed,
this is the thermal mass of the lowest nonzero bosonic Matsubara mode, expected to dominate at
short distances. The renormalization scale is then usually chosen to be of this order2, which however
violates thermodynamic consistency3. We choose here to adopt a slightly different but improved choice,
which is nevertheless numerically close to the usual one. It does not, however, cure the problem of
1Of which the most prominent relies on Monte Carlo simulations. However, alternative methods have been proposed
as well; see e.g. [128] for a recent determination of this scale via renormalization group optimized perturbation theory.
2The constant of proportionality being in general close to one.
3As we saw in Section 3.2, such a violation is nevertheless sub-leading as far as the weak coupling series is concerned,
and so is it for our dimensional reduction framework.
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thermodynamic consistency. See Section 3.2 for more details on this question, especially within our
setups. In order to assess the sensitivity of our results on the renormalization scale parameter, we
vary this scale in all of our results by a factor of two around the central value, which is the usual
procedure.
Concretely, in the dimensional reduction framework, we apply the Fastest Apparent Convergence
principle to the next-to-leading order expression of the three dimensional gauge coupling of QCD [130].
At zero chemical potentials, it then leads to the following values for three and two quark flavors,
respectively [30]: Λ¯central ≈ 1.445 × 2piT and Λ¯central ≈ 1.291 × 2piT . We then straightforwardly
generalize these results to nonzero density, extracting a value for Λ¯ by demanding that the next-to-
leading order term for g3 in (4.10) vanishes, i.e. by solving αE7 = 0, only this time for non zero µf .
This yields [31]
Λ¯
Nf=3
central ≈
0.9344× 2piT
exp
(
1
27
∑
f
[
Ψ(12 + iµˆf ) + Ψ(
1
2 − iµˆf )
]) , (6.1)
Λ¯
Nf=2
central ≈
0.9847× 2piT
exp
(
1
29
∑
f
[
Ψ(12 + iµˆf ) + Ψ(
1
2 − iµˆf )
]) . (6.2)
Note that the above values will be used within our HTLpt calculations as well.
Regarding the QCD scale that we choose to fix in the MS scheme ΛQCD ≡ ΛMS, we use the recent
lattice result αs(1.5 GeV) = 0.326 [131] by requiring that both perturbative couplings agree with it
for Λ¯central = 1.5 GeV. In the case of three flavors, it yields ΛMS = 176 MeV and 283 MeV for the one-
and two-loop couplings respectively. For two flavors, it gives ΛMS = 204 MeV and 324 MeV. As there
is no rigorous way to assess the uncertainties in fixing this scale, we account for them by varying this
parameter by 30 MeV around its central values.
Finally, we point out that the forthcoming plots incorporate all of these variations in their bands.
The upper and lower edges do not necessarily correspond to the greater and smaller values of the
scales. In order to obtain proper bands, it is important to scan the whole multidimensional parameter
space, rather than only picking up the boundaries. Notice that in the remaining part of this chapter,
we label the dimensional reduction framework results as the “DR” ones. We also display, as a good
qualitative guidance, a thick dashed line inside every band, corresponding to the central values of both
scales Λ¯ and ΛMS.
6.2 The three flavor case
We start our analysis from the physically most interesting case of three flavors4. We display, in
Figure 6.1, the second-order diagonal quark number susceptibility, namely χu2, normalized to its non-
interacting limit whose value is χu2,SB = T
2. Note that the blue band corresponds to the DR result
while the red and orange bands are, on the other hand, the exact one-loop and truncated three-loop
HTLpt results5, respectively from [31] and [36]. From the width of the bands, we clearly see that
the DR scale dependence is extremely small for perturbatively relevant temperatures. Moreover, both
HTLpt results are quite close to each other, starting from above T ≈ 500 MeV. This can be easily
noticed when comparing the relative distance between the central lines, and it is a robust indication
that this quantity converges nicely at those temperatures. Notice that the corresponding two-loop
HTLpt result [34], although not shown here, is quite close to the three-loop one for T & 500 MeV.
4The relevant energy scale for modern experiments calls for considering only the up, down and strange quarks.
5The three-loop HTLpt band is actually obtained from the baryon number susceptibility. This is, however, not a big
problem as the numerical difference between the two quantities is expected to be negligible [16]. Also, see Figure 6.3 and
the text for more explanations on comparisons between exact and mass truncated results at different loop orders.
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Figure 6.1: Three flavor second-order diagonal quark number susceptibility, normalized to its non-
interacting limit. The truncated three-loop HTLpt result is from [36] and the lattice data from the
BNL-Bielefeld [16] (BNL-B) as well as from the Wuppertal-Budapest [15] (WB) collaborations.
We then move on to compare our results with the non-perturbative continuum extrapolated lattice
data from the BNL-Bielefeld (BNL-B; black dots) [16] and the Wuppertal-Budapest (WB; green
dots) [15] collaborations. We note that the DR and three-loop HTLpt results are in excellent agreement
with both lattice data sets starting from T ∼ 500 MeV. The DR central band even overlaps with the
high−T BNL-B results at these temperatures. Although both lattice data sets are inside the bands
down to very low temperatures above the transition region, we note that the central lines of the
resummed DR and three-loop truncated HTLpt result differ. Thus, the DR result seems to agree
better with the lattice data6.
We now turn to our next result, namely the fourth-order diagonal quark number susceptibility
χu4, that we display in Figure 6.2 normalized to its Stefan-Boltzmann value χu4,SB = 6/pi
2. We
recall again that the width of the bands assesses the sensitivity of the results with respect to both
the renormalization and the QCD scales. This time, the continuum extrapolated Wuppertal-Budapest
(WB; green dots) lattice data are taken from [132], and the Nτ = 8 BNL-Bielefeld (BNL-B; black dots)
results, using a highly improved staggered quark (HISQ) action, from [17, 18]. Note that there are no
bands for the three-loop HTLpt prediction here. The reason is that as the calculations in [36] probe the
baryon numbers rather than the quark ones, and this time the difference between the two quantities
is not negligible due to important and undetermined off-diagonal contributions [16]. Therefore, for
completeness, we refer the interested reader to the next figure where we display the corresponding
baryon number quantity.
We see from Figure 6.2 that both our resummed DR and exact one-loop HTLpt predictions reflect
the qualitative trend of the lattice data for most temperatures. However, now the two results differ
in a more noticeable way than for the second-order susceptibility. It turns out that at the lowest
temperatures the lattice data seem to favor the one-loop HTLpt result. Nevertheless, the DR results
and the lattice points tend to get closer to each other, as the temperature increases. Therefore, it will
be very interesting to see how future lattice data at higher temperature will affect these conclusions.
6Note that one has to be careful in interpreting perturbative predictions at temperatures close to the phase transition.
Indeed, none of the relevant symmetries, e.g. the Z(Nc) center symmetry even if softly broken by the quarks, or
topological contributions are caught by a perturbative expansion.
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Figure 6.2: Three flavor fourth-order diagonal quark number susceptibility, normalized to its Stefan-
Boltzmann value. The lattice data are again from the BNL-Bielefeld [17, 18] (BNL-B) as well as the
Wuppertal-Budapest [132] (WB) collaborations.
We recall the occurrence of an overcounting with respect to the known weak coupling result at low-loop
order HTLpt, which affects the order g2 coefficient for the pressure as well as the second- and fourth-
order susceptibilities7. Finally, notice that the lattice data which are available at higher temperatures
agree precisely with the central line of the DR result. This is, however, not the case with the exact
one-loop HTLpt result whose band is much wider, even at lower temperatures.
We then take a closer look at Figure 6.3, where we display our resummed DR and exact one-loop
HTLpt results for the fourth-order baryon number susceptibility χB4, normalized to the appropriate
Stefan-Boltzmann value χB4,SB = 2/(9pi
2). We also show lattice data from the Wuppertal-Budapest
(WB; green dots) [132] as well as the BNL-Bielefeld (BNL-B; black dots) [133] collaborations. Inspect-
ing this quantity allows us to further compare our exact one-loop HTLpt prediction to the truncated
three-loop results of [36]. We can then continue our investigation regarding the convergence of the
HTLpt expansion as started with χu2, and also gain more understanding about the physics involved.
We note, however, that such a comparison is somewhat distorted by the fact that the three-loop band
originates from a calculation involving mass truncation, which is nothing but a further approximation
in the computation of the corresponding partition function. However, we shall see in Section 6.4 that
the convergence of this approximation turns to be very good8, for all temperatures that we consider
here. Our present comparison as well as the previous one regarding χu2 rely on this argument.
Inspecing this figure, we notice that the central lines corresponding to the DR and three-loop
HTLpt results are in good agreement with each other over the entire range of displayed temperatures.
In addition, we see that the two lattice data sets overlap with these central lines, starting from
T ∼ 350 MeV onwards. We also note that the DR result is quite a bit more predictive than the
three-loop HTLpt one, as demonstrated by the width of the corresponding bands. Another interesting
aspect of this quantity is that the convergence of the successive orders in HTLpt is not as good as
the convergence found for the second-order susceptibility. Indeed, the leading order HTLpt result of
7See Section 4.3 for more details on that point, keeping in mind that this overcounting is automatically taken care of
from the next-to-leading order onwards in the HTLpt expansion.
8In the present case, we are investigating the leading order HTLpt. See [134] for such an investigation up to three-loop
order in the case of screened perturbation theory applied to a scalar λφ4 theory.
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Figure 6.3: Three flavor fourth-order diagonal baryon number susceptibility, normalized to its non-
interacting limit. The truncated three-loop HTLpt result is from [36] and the lattice data from the
Wuppertal-Budapest [132] (WB) and BNL-Bielefeld [133] (BNL-B) collaborations.
Figure 6.3 completely misses the lattice estimates at all temperatures shown.
There could be different explanations for the poor convergence of the HTLpt expansion, but here we
focus on the physical rather than a technical issues [31]. The difference between the quark and baryon
number susceptibilities resides in off-diagonal contributions, which are expected to be numerically very
small for the second-order susceptibility [16]. However, in the case of the fourth-order susceptibility,
the difference should not be negligible at all. Having said that, we further recall that the one-loop
HTLpt result seems to agree quite well with lattice data9 in the case of the fourth-order diagonal quark
number susceptibility. Then, a possible physical reason for the difference between the convergence of
the HTLpt expansions for the quark and baryon number susceptibilities might well be in the off-
diagonal contributions that are completely missed by leading order HTLpt. Although this reason
seems attractive for our present problem, we would like to stress that drawing such a conclusion in a
firm manner would require further investigations, which is however not in our scope.
Next, we proceed to the analysis of ratios of susceptibilities, related to observables such as the
kurtoses. They are a measure of how strongly peaked a quantity can be, and are formally defined as
the ratio of a fourth- with a second-order susceptibilities, the latter raised to the power two. However,
for practical purposes when comparing our predictions with lattice data, we prefer to multiply our
kurtoses by the corresponding second-order susceptibilities. This is indeed what is usually computed
on the lattice, since such products are independent of the volume and thus easier to continuum
extrapolate10. Nevertheless, for thermodynamical purposes, such quantities are of primary interest as
they are known to measure how fast a phase transition is11. In both Figures 6.4, we then display our
results for this ratio in the case of the quark (left) and baryon (right) number susceptibilities.
More precisely, in Figure 6.4 (left), we see our DR and exact one-loop HTLpt results together
with lattice data originating from the BNL-Bielefeld [17, 18] (BNL-B; black dots) and the Wuppertal-
9At least in the low temperature regime, above the transition region.
10The limit of the lattice spacing going to zero still has to be taken, as cut-off effects do not vanish for such quantities.
However, the finiteness of the volume does not influence those quantities.
11See [135] for discussion about the behavior of the kurtosis as the order parameter of the deconfinement phase
transition near the critical point.
53
200 300 400 500 600
0.0
0.2
0.4
0.6
0.8
T HMeVL
T
2 Χ
u4
Χ
u2
DR
HTLpt 1-loop exact
WB
BNL-B, NΤ=8
200 300 400 500 600
0.00
0.02
0.04
0.06
0.08
0.10
0.12
0.14
T HMeVL
T
2 Χ
B4
Χ
B2
DR
HTLpt 1-loop exact
HTLpt 3-loop truncated
WB
BNL-B, NΤ=8
Figure 6.4: Ratios of susceptibilities related to the quark (left) and baryon (right) numbers. The
lattice data are taken from the BNL-Bielefeld [17, 18] (BNL-B) and the Wuppertal-Budapest [132, 136]
(WB) collaborations. Note that the three-loop HTLpt result has been obtained using the relevant
susceptibilities from [36]. The black dashed straight lines denote the Stefan-Boltzmann values.
Budapest [132, 136] (WB; green dots) collaborations. At temperatures around T ≈ 300 – 400 MeV, the
lattice data agree better with the one-loop HTLpt band while it seems to approach the DR prediction
at higher temperatures. The resummed DR result also tends to reproduce the qualitative features of
the lattice data. Regarding Figure 6.4 (right), both the DR and the exact one-loop HTLpt results
show similar trends as in the previous figure. Only, this time, the DR prediction converges very quickly
towards the non-interacting limit, and seems to meet the displayed lattice data again from the BNL-
Bielefeld [17] (BNL-B; black dots) and the Wuppertal-Budapest [136] (WB; green dots) collaborations.
In the right figure, we also show the corresponding truncated three-loop HTLpt result, as obtained
from the susceptibilities of [36]. Despite the relative thickness of the band at low temperature, this
result seems to reproduce the qualitative trend of the lattice data quite well. It also agrees with the
DR prediction in a satisfactory way, as the respective central lines are very close to each other.
Before we comment on the finite density part of the equation of state, let us have a look at some
higher order cumulants. In Figure 6.5, we display the sixth-order diagonal quark number susceptibility.
We should point out that such a high order in the susceptibilities, or equivalently in the cumulants of
the partition function, is expected to be a very sensitive probe of the hadronic freeze-out [137]. From a
purely perturbative point of view, we know that the two first orders in the weak coupling series vanish
for such a quantity. Hence, the first non zero term originates from the so-called plasmon contribution
at O(g3). As a consequence, the convergence properties of the series become much poorer than in
the cases of the second- and fourth-order cumulants. We nevertheless notice that our DR prediction
remains positive for all temperatures12, while the exact one-loop HTLpt result is consistently negative.
The latter apparently agrees better with the non continuum extrapolated lattice data of the RBC-
Bielefeld [138] (RBC-B; black dots) collaboration. The fact that these lattice data are not continuum
extrapolated renders the comparison with our predictions more difficult. It is therefore not yet possible
to draw a firm conclusion about whether the sixth-order cumulant could be positive or negative in
this range of temperatures. As a matter of fact, our HTLpt result being the leading order one13, we
further refer the reader to [37] for a recent truncated three-loop HTLpt calculation concerning this
12Interestingly for this quantity, the leading plasmon contribution is negative while it can be seen from a truncation
of our DR results at various orders, that the sign of the result becomes positive thanks to higher order contributions.
13Note that such a quantity starts at order g3, and the usual low loop order HTLpt g2 overcounting is then absent.
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Figure 6.5: Rescaled three flavor sixth-order diagonal quark number susceptibility. The lattice data
have been taken from the RBC-Bielefeld [138] (RBC-B) collaboration.
quantity. Thus, it should be noted by comparing Figure 6.5 with the results of [37] that our four-loop
DR prediction is actually in agreement with the three-loop HTLpt one.
In general, lattice studies seem to favor negative values for the sixth-order susceptibilities [96, 137,
138] right above the transition region. Thus, it could be that by including more perturbative orders
to our state-of-the-art DR prediction, it would eventually flip its sign. This is, however, unlikely to
be verified in the near future, considering the enormous technical challenge involved in a complete
five-loop determination of such a quantity.
Finally, we turn to inspect the finite density part of the equation of state, which is equivalent
to summing the susceptibilities to all orders with the appropriate powers of chemical potentials as
coefficients. We then show, in Figure 6.6, the difference between the pressure at zero and nonzero
density, given identical quark chemical potentials so that µB = 100, 200, and 300 MeV. The continuum
“estimated” lattice data from the Wuppertal-Budapest (WB; green dots) [19] collaboration are based
on an expansion of the pressure through O(µ2f/T 2), while the perturbative results are accurate to
all orders in µf/T , up to possible restrictions coming from assumptions inherent to the resummation
frameworks14. As expected based on an earlier analysis [20], we notice a good agreement between
our results and the lattice data down to about T ≈ 250 MeV. Note also that our DR and exact one-
loop HTLpt bands are clearly distinct from the corresponding Stefan-Boltzmann values in addition to
being quite narrow, which is not the case for the truncated three-loop HTLpt prediction. The latter,
however, reproduces the qualitative trend of the lattice data rather well.
6.3 The two flavor case
We are now going to take a look at the two flavor case, motivated be the great number of related lattice
studies (see e.g. [139, 140] for a few examples). We begin this by investigating the behavior of the
second-order diagonal quark number susceptibility, normalized to its non-interacting limit and plotted
in Figure 6.7. We notice that despite the fact that the general trend of our results is very similar to
that of the three flavor case, both bands reside lower and are now slightly wider. In the same figure,
14In the DR case, the results are valid as long as piT & gµf is satisfied [22], which is the case in the present analysis.
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Figure 6.6: Difference between the pressure evaluated at nonvanishing and at zero chemical potentials
in the case of three flavors. Notice that the dashed lines correspond to the respective Stefan-Boltzmann
values. The three-loop HTLpt results are taken from [36] and the lattice data from the Wuppertal-
Budapest [19] (WB) collaboration.
we also display the lattice results from the Bielefeld-Swansea [96] (B-S; black dots) collaboration as
well as results by Gavai, Gupta and Majumdar [127] (GGM; green dots). Both sets of lattice data
have been obtained using Nτ = 4 lattices, in units of the corresponding critical temperatures. One
of the difficulties in transferring such results to physical units is then the determination of critical
temperatures appropriate for the used lattice settings. Regarding [127], the problem is easily resolved
by using the pseudo-critical temperature Tc = 145 MeV, quoted in the very same reference. Regarding
the B-S result, which was obtained using p4-improved staggered fermions, we must apply more care
and therefore choose to follow [141, 142], which leads us to Tc = 223 MeV. As both of these values
deviate from the correct pseudo-critical temperature15 in opposite directions, the lattice data points
displayed in our figure have to be interpreted with some caution. We see that both the exact one-loop
HTLpt and DR bands agree very well with each other over the entire range of temperatures. However,
unlike in the three flavor case, the agreement between our results and the B-S lattice data is not quite
optimal. This may well have to do with the discrepancy in the values of Tc that we use in order to
convert the lattice data to physical units. The DR band in any case reproduces the qualitative trend of
the B-S lattice data, and thus an alternative value of the critical temperature – closer to the physical
point – would most likely improve the agreement between our results and the lattice data. Hence,
although naively our perturbative results seem to agree better with [127], it is difficult to draw firm
conclusions without continuum extrapolated results.
Moving on to higher orders in the susceptibilities, we show in Figure 6.8 the sixth-order diagonal
quark number susceptibility together with again lattice data from the Bielefeld-Swansea [96](B-S;
black dots) collaboration. As in the three flavor case, our exact one-loop HTLpt and DR results are
seen to disagree. Recalling the corresponding discussion in the three flavor case, this feature should
not be surprising as both perturbative results start at order g3, making them sensitive to higher
order corrections. Although the B-S lattice results are still not continuum extrapolated, the lattice
15Recall that in the chiral limit, the critical temperature is Tc = 173 MeV [5].
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Figure 6.7: Two flavor second-order diagonal quark number susceptibility normalized to its Stefan-
Boltzmann value. The lattice data are from the Bielefeld-Swansea [96] (B-S) collaboration, and
from [127] (GGM).
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Figure 6.8: Rescaled two flavor sixth-order diagonal quark number susceptibility. The lattice data set
originates from the Bielefeld-Swansea [96] (B-S) collaboration.
data points seem to suggest negative values for this quantity at these temperatures. This leads to a
seemingly better agreement between our exact one-loop HTLpt prediction and the lattice result. The
DR band, on the other hand, remains positive for most of the temperatures16. Note that based on the
previous encouraging comparisons between our DR predictions and the recent truncated three-loop
HTLpt ones, it is likely that HTLpt would again agree with the DR results at three-loop level.
We finally investigate the full finite density behavior of the equation of state. As we saw in the
16Having a central line which even stands on the upper part of the band.
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Figure 6.9: Difference between the pressure evaluated at nonvanishing and at zero chemical potentials
in the case of two flavors. The dashed lines correspond to the respective Stefan-Boltzmann values.
three flavor case, this can be done by inspecting the difference between the pressure at nonzero density
and the pressure with vanishing chemical potentials. In Figure 6.9, we then display our exact one-
loop HTLpt and four-loop resummed DR results. Once again, both perturbative results are in good
agreement with each other. However, while the HTLpt bands are quite narrow, the DR ones are seen
to widen at lower temperatures in a more pronounced way than in the three quark flavor case. We
again notice that both predictions differ in a noticeable way from the non-interacting limits. Finally,
based on the previous analyses, it is likely that at three-loop order the HTLpt framework would also
agree with our resummed DR predictions. We would like to refer the reader to [96, 140] for extensive
lattice studies of the finite density behavior of the equation of state for two flavors.
6.4 Convergence of the mass expansion
Last but not least, we plan to investigate in a quantitative manner the convergence aspects of the
mass expansion in our one-loop HTLpt calculation. We refer to Section 5.6 for more details about
its implementation. In this section, we specialize to the three flavor case only, and first analyze the
pressure at zero chemical potentials, after which we comment on the second- and fourth-order diagonal
quark number susceptibilities. More precisely, we will plot all of these quantities as functions of the
one-loop running coupling g(Λ¯central) at the central value of the renormalization scale. All the results
will then be normalized by their corresponding non interacting limits. Note that the bands are now
generated by varying the renormalization scale Λ¯ only, by a factor of two around the central value and
that we show truncations at different orders in m/T ∼ g, as explained in the legends.
In Figure 6.10, we display the zero density pressure and see that with the exception of the most
naive g2 order17, the truncated results are not only in good agreement with each other, but also with
the exact non truncated band. At values of g relevant to our study18, the differences between all the
bands are of the order of one per cent, which is indeed a positive fact. Note also that for values of
17Which also contains the well known low loop order overcounting that appears in HTLpt.
18See the previous section, keeping in mind that we work with the one-loop perturbative running.
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Figure 6.10: Three flavor zero density leading order HTLpt pressure, normalized to its non-interacting
limit, as a function of the coupling g(Λ¯central). We see the exact band (red; solid), as well as various
truncations at orders g2 (blue; dotted), g3 (green; dot-dashed), g4 (brown; dashed).
g below 1.5, the widths of the bands become larger as we go to higher orders in the m/T expansion.
In addition, we note that the truncated series overlaps, already at order g4, with the exact band to a
large extent. This is a very encouraging outcome.
Let us next investigate, whether the convergence of the truncation might change at finite density by
studying the second- and fourth-order diagonal quark number susceptibilities. These can be straight-
forwardly obtained from the leading order mass truncated expression for the pressure (5.73) by means
of derivatives with respect to the chemical potentials. Note that through O(g5), the second-order
diagonal susceptibility reads
χu2
χu2,SB
= 1− 3 dA
8Nc pi2
g2 + dA
(
1 +
Nf
2Nc
)1/2 √3/Nc
8pi3
g3 +
dA
32pi4
(
1 +
Nf
2Nc
)
×
[
pi2
3
− 7
2
+ γE + log
Λ¯
4pi T
+
dA
(
6− pi2)
4Nc (2Nc +Nf)
]
g4 +O(g6) . (6.3)
This quantity is plotted to various orders in Figure 6.11. We see that the bands for the orders g3 and
g4 are in good agreement with each other, as well as with the exact result, while the order g2 is again
seen to be off the exact band. We in particular observe that the agreement between the order g4 and
the exact result is much faster than in Figure 6.10.
Finally, we turn to the fourth-order diagonal quark number susceptibility to assess its convergence.
The truncated expression for this quantity reads
χu4
χu4,SB
= 1− 3 dA
8Nc pi2
g2 + 3 dA
Nf
Nc
(
1 +
Nf
2Nc
)−1/2 √3/Nc
32pi3
g3 +
3 dA
32pi4
×
(
Nf
2Nc
)[
pi2
3
− 7
2
+ γE + log
Λ¯
4pi T
+
dA
(
6− pi2)
12NcNf
]
g4 +O(g6) . (6.4)
Naively, we expect very similar convergence properties with the second-order susceptibility. However,
this time, we observe that the g4 truncation almost coincides with the exact band, the difference
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Figure 6.11: Three flavor second-order diagonal quark number susceptibility, normalized to its Stefan-
Boltzmann value, as a function of the coupling g(Λ¯central). We show the exact band (red; solid), as
well as various truncations at orders g2 (blue; dotted), g3 (green; dot-dashed), g4 (brown; dashed).
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Figure 6.12: Three flavor fourth-order diagonal quark number susceptibility, normalized to its non-
interacting limit, as a function of the coupling g(Λ¯central). Displayed are the exact band (red; solid),
as well as various truncations at orders g2 (blue; dotted), g3 (green; dot-dashed), g4 (brown; dashed).
between the two results being not even visible. Consequently, it turns out that the finite density aspects
of the truncation method shows even better convergence signs than for the zero density pressure itself.
Finally, we would like to point out that the convergence properties of the mass expansion of the
one-loop HTLpt pressure is in agreement with similar observations made in the case of a scalar λφ4
theory using screened perturbation theory [134]. The latter, however, has been carried out through
three-loop order, and it was pointed out that the convergence slightly worsens as one proceeds to higher
loop orders. Despite this additional observation, thanks to the promising results of Figures 6.10, 6.11
and 6.12, it seems this method is in general a good approximation for HTLpt calculations.
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Chapter 7
Conclusions and outlook
This Ph.D. thesis has dealt with the thermodynamics of the quark-gluon plasma at nonzero den-
sity, and is based on the recently published papers [30, 31] and proceedings [32, 33]. We started
by introducing the general framework of our work, from two different but complementary point of
views: In Chapter 2, we introduced the topic from a field theoretic point of view, while in Chapter 3
we approached it from thermodynamics. Chapter 4 was on the other hand devoted to introducing
the computational setups that we used, and in Chapter 5, we gave some further details about the
computation of the one-loop HTLpt pressure. Finally, in Chapter 6, we proceeded to our main goal
and analyzed the thermodynamics of hot and dense quark-gluon plasma, with emphasis on quantities
sensitive to finite quark number density.
The main aspect of our work was to compute the pressure of deconfined quark-gluon plasma at
high temperature and nonzero density by means of two different resummed perturbative frameworks.
The first one, known as hard-thermal-loop perturbation theory (HTLpt), was employed at one-loop
order, while the second one, inspired by dimensional reduction (DR), allowed us to resum the known
four-loop naive weak coupling expansion of the quantity.
Having obtained the pressure at nonzero chemical potentials, we investigated the behavior of
various quantities relevant for the physics of heavy ion collisions, such as the ratios of low order
cumulants of the partition function for the quark and baryon conserved charges. We were able to
compare our findings with the most up-to-date lattice data as well as with recent truncated three-loop
HTLpt calculations. We found that for most of the quantities, e.g. the second- and fourth-order
diagonal quark number susceptibilities or the chemical potential dependence of the pressure itself, the
agreement between the HTLpt and DR frameworks, as well as between them and the lattice data,
is very good starting from temperatures below 500 MeV. In fact, only two types of exception were
noticed. First, for the sixth-order quark number susceptibilities, studied for both three and two flavors,
our one-loop HTLpt and resummed DR predictions were in clear disagreement, one being positive and
the other negative for all the displayed temperatures. This behavior was largely attributed to the
fact that for this quantity, weak coupling expansions only start at order g3. Second, by comparing
the fourth-order susceptibilities as well as their ratios with the second-order ones in the quark and
baryon number channels, we noticed that convergence was somewhat slower for the baryon number
related quantities. This may be due to the fact that the difference of the two quantities is proportional
to off-diagonal contributions, which start to contribute to the weak coupling series only at four-loop
order, but may nevertheless be numerically significant.
Finally, we studied the convergence of the mass truncation that is typically used in HTLpt calcu-
lations, which was made possible by the fact that we had computed the exact pressure to one-loop
order. We saw that the truncated results converge towards the exact unexpanded ones in a very fast
manner, giving us confidence on higher loop order HTLpt calculations such as [36, 37, 122, 123], for
which this further approximation is unavoidable.
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In summary, we have seen that the behavior of quantities such as quark number susceptibilities
or the chemical potential dependent part of the pressure can often be accurately described by means
of resummed perturbation theory, already at temperatures of about T ≈ 300 – 500 MeV. Such an
outcome is clearly an indication that a weakly interacting quasiparticle picture may be valid at least
for some quantities, sensitive to the fermionic sector of the theory, already at temperatures relatively
close to the phase transition region. We would like to point out that all of our perturbative methods are
perfectly extensible for very large values of the ratios µf/T , thereby ensuing the validity of our findings
to a region of the QCD phase diagram, where there is no other first principles method available.
Finally, let us point out that we are eagerly waiting for new lattice results, in particular regarding
high order cumulants which remain to be improved towards the continuum limit, but also regarding
ratios of susceptibilities. Given the range of temperatures in which we have studied these quantities,
it would be very interesting to investigate further the effects of nonvanishing bare quark masses,
especially in the context of improvements for the HTLpt framework.
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Appendix A
Notation and useful relations
In this appendix, after presenting the notation that we are using in this manuscript, we collect some
of the useful relations necessary for our calculations.
First of all, we recall that in the imaginary time (Matsubara) formalism, the Euclidean four-
momentum reads K = (K0,k) and satisfies K
2 = K20 + k
2, following from the definition of the
signature of the metric, whose temporal component has an opposite sign with respect to the one in
the Minkowski space-time. The norm of the spatial component of K is denoted by k ≡ |k|, while K0
becomes discrete, thanks to the compactification of the temporal direction
K0 = ωn , (bosons) , (A.1)
K0 = ω˜n − iµf , (fermions) , (A.2)
with ωn = 2npiT , ω˜n = (2n + 1)piT , and for which n spans the whole set of integers. The quark
chemical potential corresponding to the flavor f is denoted by µf . More generally, any index in italic
denotes a variable that eventually has to be summed over as, e.g., for µf where f ranges over all the
flavors. On the other hand, any straight index serves only the purpose of a reminder, as e.g. with Nf.
In addition, the spatial component of any vector is generally denoted in bold, while the full vector
is not. When working in Euclidean space-time, raised and lowered indices are equivalently summed
over.
We then define our dimensionally regularized sum-integrals as
∑∫
K
=
(
Λ¯2 eγE
4pi
)
T
∑
ωn
∫
d3−2k
(2pi)3−2
, (A.3)
∑∫
{K}
=
(
Λ¯2 eγE
4pi
)
T
∑
ω˜n
∫
d3−2k
(2pi)3−2
, (A.4)
for the bosonic and the fermionic sum-integrals, respectively. For practical purposes, we shall abbre-
viate the three-momentum integrals by the following short-hand notation∫
k
≡
(
Λ¯2 eγE
4pi
) ∫
d3−2k
(2pi)3−2
. (A.5)
Moreover, along our presentation, we rescale the electric screening mass and the three-dimensional
gauge coupling of EQCD in the following manner
mˆE ≡ mE
T
, gˆ23 ≡
g23
T
, (A.6)
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as well as the HTLpt mass parameters and, eventually, the chemical potentials as
mˆD ≡ mD
2piT
, mˆqf ≡
mqf
2piT
, µˆf ≡ µf
2piT
. (A.7)
Notice also that we denote by Hˆ a given quantum mechanical operator in the Heisenberg picture,
while Hˆ stands for its corresponding density in d-spatial dimensions
Hˆ ≡
∫
ddx Hˆ . (A.8)
Finally, the Euler-Mascheroni constant intimately related to the modified minimal subtraction
scheme MS reads γE ≈ 0.577216 . In addition, we denote the dimensionalities of the fermion and gluon
representations of the SU(Nc) group by dF = NcNf and dA = N
2
c − 1, as well as some further group
theory factors by CA = Nc, CF = dA/(2Nc) and TF = Nf/2.
In the following, we collect some analytic properties of functions used for the implementation of
the so-called contour trick. Indeed, we know that
Function Simple (isolated) pole of unit residue at each
β
2 coth
(
βω
2
)
ω = i (2piTn)
β
2 tanh
(
βω
2
)
ω = i (2n+ 1)piT
β
2 tanh
(
β[ω−µ]
2
)
ω = i (2n+ 1)piT + µ
(A.9)
And we relate these hyperbolic functions to the exponential one, following
1
2
coth
(
βω
2
)
=
1
2
+
1
eβω − 1 (A.10)
=
1
2
[
1
eβω − 1 −
1
e−βω − 1
]
, (A.11)
1
2
tanh
(
βω
2
)
=
1
2
− 1
eβω + 1
(A.12)
=
1
2
[
1
e−βω + 1
− 1
eβω + 1
]
, (A.13)
1
2
tanh
(
β [ω − µ]
2
)
=
1
2
− 1
eβ[ω−µ] + 1
(A.14)
=
1
2
[
1
e−β[ω−µ] + 1
− 1
eβ[ω−µ] + 1
]
. (A.15)
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Appendix B
EQCD matching coefficients
In this appendix, we first give the matching coefficients of EQCD, followed by some more practical
details. Before to do so, let us define some functions involving derivatives of the generalized Riemann
Zeta function, ζ ′(n, z) ≡ ∂nζ(n, z), as well as the digamma function Ψ(z) = Γ′(z)/Γ(z)
ℵ(n, µ1, µ2) ≡ ℵ(n, µ1 + µ2) , (B.1)
ℵ(n, µ) ≡ ζ ′(−n, 1/2− i µˆ) + (−1)n+1ζ ′(−n, 1/2 + i µˆ) , (B.2)
ℵ(µ) ≡ Ψ(1/2− i µˆ) + Ψ(1/2 + i µˆ) , (B.3)
where n is assumed to be a non-negative integer and the ratio µˆ to be real. The matching coefficients,
originally derived1 in [20], read
αE1 =
pi2
45Nf
∑
f
{
dA + dF
(
7
4
+ 30 µˆ2f + 60 µˆ
4
f
)}
, (B.4)
αE2 = − dA
144Nf
∑
f
{
CA +
TF
2
(
1 + 12 µˆ2f
)(
5 + 12 µˆ2f
)}
, (B.5)
αE3 =
dA
144Nf
∑
f
{
C2A
(
194
3
log
Λ¯
4piT
+
116
5
+ 4γE − 38
3
ζ ′(−3)
ζ(−3) +
220
3
ζ ′(−1)
ζ(−1)
)
+CA TF
[(
169
3
+ 600 µˆ2f − 528 µˆ4f
)
log
Λ¯
4piT
+
1121
60
+ 8γE
+2
(
127 + 48γE
)
µˆ2f +
4
3
(
11 + 156 µˆ2f
)
ζ ′(−1)
ζ(−1) − 644 µˆ
4
f
+
268
15
ζ ′(−3)
ζ(−3) + 24
(
52 ℵ(3, µf ) + 4 i µˆf ℵ(0, µf )
+144 i µˆf ℵ(2, µf ) +
(
17− 92 µˆ2f
)
ℵ(1, µf )
)]
+CF TF
[
3
4
(
1 + 4 µˆ2f
)(
35 + 332 µˆ2f
)
− 24
(
1− 12 µˆ2f
)
ζ ′(−1)
ζ(−1)
−144
(
12 i µˆf ℵ(2, µf )− 2
(
1 + 8 µˆ2f
)
ℵ(1, µf )
− i µˆf
(
1 + 4 µˆ2f
)
ℵ(0, µf )
)]
1Albeit for a typo in the αE3 expression that is not present here. See [31] for more details.
65
+T 2F
[
4
3
(
1 + 12 µˆ2f
)(
5 + 12 µˆ2f
)
log
Λ¯
4piT
+
1
3
+ 4 γE
+8
(
7 + 12γE
)
µˆ2f + 112 µˆ
4
f −
32
3
(
1 + 12 µˆ2f
)
ζ ′(−1)
ζ(−1)
−64
15
ζ ′(−3)
ζ(−3) − 96
(
8 ℵ(3, µf ) + 12 i µˆf ℵ(2, µf )
−2 (1 + 2 µˆ2f )ℵ(1, µf )− i µˆf ℵ(0, µf )
)]
+
288T 2F
Nf
∑
g
{
2
(
1 + γE
)
µˆ2f µˆ
2
g − ℵ(3, µf , µg)− ℵ(3, µf ,−µg)
+4 µˆ2g ℵ(1, µf )− 4 i µˆf
(
ℵ(2, µf , µg) + ℵ(2, µf ,−µg)
)
+
(
µˆf + µˆg
)2
ℵ(1, µf , µg) + 4 i µˆf µˆ2g ℵ(0, µf )
+
(
µˆf − µˆg
)2
ℵ(1, µf ,−µg)
}}
, (B.6)
αE4 =
1
3Nf
∑
f
{
CA + TF
(
1 + 12 µˆ2f
)}
, (B.7)
αE5 =
1
3Nf
∑
f
{
2 CA
(
log
Λ¯
4piT
+
ζ ′(−1)
ζ(−1)
)
+TF
[(
1 + 12 µˆ2f
)(
2 log
Λ¯
4piT
+ 1
)
+ 24 ℵ(1, µf )
]}
, (B.8)
αE6 =
1
9Nf
∑
f
{
C2A
(
22 log
eγEΛ¯
4piT
+ 5
)
− 18CF TF
(
1 + 12 µˆ2f
)
+CA TF
[
2
(
7 + 132 µˆ2f
)
log
eγEΛ¯
4piT
+ 9 + 132 µˆ2f + 8γE + 4 ℵ(µf )
]
−4T 2F
(
1 + 12 µˆ2f
)(
2 log
Λ¯
4piT
− 1− ℵ(µf )
)}
, (B.9)
αE7 =
1
3Nf
∑
f
{
CA
(
22 log
eγEΛ¯
4piT
+ 1
)
− 4 TF
(
2 log
Λ¯
4piT
− ℵ(µf )
)}
. (B.10)
These expressions being analytical for real values of the chemical potentials, it is actually more
practical to work with ℵ functions which are already expanded in powers of µˆf , if one is interested in
calculating susceptibilities at vanishing chemical potentials. Of course, regarding the pressure itself
as a function of the chemical potentials (a priori with arbitrary values), it is better to avoid such
an unnecessary approximation, and one should work with the above full expressions instead. For
completeness, we list the Taylor expanded expressions here
ℵ(µi) = −2
(
γE + log 4
)
+ 14 ζ(3) µˆ2i − 62 ζ(5) µˆ4i + 254 ζ(7) µˆ6i
− 1022 ζ(9) µˆ8i + 4094 ζ(11) µˆ10i +O
(
µˆ12i
)
, (B.11)
−i ℵ(0, µi) = 2 µˆi
(
γE + log 4
)
− 14
3
ζ(3) µˆ3i +
62
5
ζ(5) µˆ5i −
254
7
ζ(7) µˆ7i
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+
1022
9
ζ(9) µˆ9i +O
(
µˆ11i
)
, (B.12)
ℵ(1, µi) = −ζ ′(−1)− log 2
12
+
(
log 4− 1 + γE
)
µˆ2i −
7
6
ζ(3) µˆ4i
+
31
15
ζ(5) µˆ6i −
127
28
ζ(7) µˆ8i +
511
45
ζ(9) µˆ10i +O
(
µˆ12i
)
, (B.13)
−i ℵ(2, µi) = 1
12
(
1 + log 4 + 24 ζ ′(−1)
)
µˆi − 1
3
(
2 γE − 3 + log 16
)
µˆ3i
+
7
15
ζ(3) µˆ5i −
62
105
ζ(5) µˆ7i +
127
126
ζ(7) µˆ9i +O
(
µˆ11i
)
, (B.14)
ℵ(3, µi) = 1
480
(
log 2− 840 ζ ′(−3)
)
+
1
24
(
5 + log 64 + 72 ζ ′(−1)
)
µˆ2i
− 1
12
(
6 γE − 11 + log 4096
)
µˆ4i +
7
30
ζ(3) µˆ6i −
31
140
ζ(5) µˆ8i
+
127
420
ζ(7) µˆ10i +O
(
µˆ12i
)
, (B.15)
ℵ(1, µi, µj) = 2 ζ ′(−1) +
(
γE − 1
)
(µˆi + µˆj)
2 − ζ(3)
6
(µˆi + µˆj)
4
+
ζ(5)
15
(µˆi + µˆj)
6 − ζ(7)
28
(µˆi + µˆj)
8
+
ζ(9)
45
(µˆi + µˆj)
10 +O
(
µˆ12i , µˆ
12
j
)
, (B.16)
−i ℵ(2, µi, µj) = −
(
4 ζ ′(−1) + 1
6
)
(µˆi + µˆj) +
(
1− 2
3
γE
)
(µˆi + µˆj)
3
+
ζ(3)
15
(µˆi + µˆj)
5 − 2 ζ(5)
105
(µˆi + µˆj)
7
+
ζ(7)
126
(µˆi + µˆj)
9 +O
(
µˆ11i , µˆ
11
j
)
, (B.17)
ℵ(3, µi, µj) = 2 ζ ′(−3)−
(
6 ζ ′(−1) + 5
12
)
(µˆi + µˆj)
2
+
(
11
12
− γE
2
)
(µˆi + µˆj)
4 +
ζ(3)
30
(µˆi + µˆj)
6
− ζ(5)
140
(µˆi + µˆj)
8 +
ζ(7)
420
(µˆi + µˆj)
10 +O
(
µˆ12i , µˆ
12
j
)
. (B.18)
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Appendix C
One-loop truncated HTL master
sum-integrals
In this appendix, we provide details about the computation of the one-loop HTLpt sum-integrals in the
context of the mass truncated approximation. We list the needed results for evaluating the pressure
up to O (g5). First, let us define the general forms of one-loop sum-integrals that are encountered
Iu,mw, l ≡
∑∫
K
[
(ωn)
u (TK)m
(k2)w (K2)l
]
, (C.1)
I˜u,mw, l ≡
∑∫
{K}
[
(ω˜n − iµf )u (T˜K)m
(k2)w (K2)l
]
, (C.2)
where TK and T˜K are the so-called HTL functions (4.22) and (4.23), respectively.
For m = 0, these sum-integrals reduce to the known one-loop bosonic and fermionic results, which
appear within the naive weak coupling expansion. Their evaluation, using here dimensional regular-
ization, can be done analytically. First integrating over spatial momenta, then using the (generalized)
Riemann Zeta function to represent the discrete summation over Matsubara frequencies, we get
Iu,0w, l = eγE
(
Λ¯
4piT
)2 [
(2piT )4+u−2(l+w)
(2pi)3
][
Γ
(
3
2 − − w
)
Γ
(
− 32 + w + l
)
Γ (1− )
Γ (2− 2) Γ(l)
]
×
[(
1 + (−1)u) ζ(2− 3− u+ 2l + 2w)] , (C.3)
I˜u,0w, l = eγE
(
Λ¯
4piT
)2 [
(2piT )4+u−2(l+w)
(2pi)3
][
Γ
(
3
2 − − w
)
Γ
(
− 32 + w + l
)
Γ (1− )
Γ (2− 2) Γ(l)
]
×
[
ζ
(
2− 3− u+ 2l + 2w ; 1
2
− iµf
2piT
)
+ (−1)u ζ
(
2− 3− u+ 2l + 2w ; 1
2
+
iµf
2piT
)]
, (C.4)
where T and Λ¯ have been assumed to be real and positive. For completeness, we list the m = 0 results,
expanded around  = 0 to a sufficient order for the present purpose
∑∫
K
log(K2) = −pi
2T 4
45
(
Λ¯
4piT
)2[
1 +O()
]
, (C.5)
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∑∫
{K}
log(K2) =
7pi2
360
(
Λ¯
4piT
)2[
T 4 +
30µ2fT
2
7pi2
+
15µ4f
7pi4
+O()
]
, (C.6)
I0,00,1 =
1
12
(
Λ¯
4piT
)2[
T 2 +O()
]
, (C.7)
I˜0,00,1 = −
1
24
(
Λ¯
4piT
)2[
T 2 +
3µ2f
pi2
+O()
]
(C.8)
I0,00,2 =
1
(4pi)2
(
Λ¯
4piT
)2[
1

+ 2γE +O()
]
, (C.9)
I˜0,00,2 =
1
(4pi)2
(
Λ¯
4piT
)2[
1

−Ψ
(
1
2
+
iµf
2piT
)
−Ψ
(
1
2
− iµf
2piT
)
+O()
]
, (C.10)
I0,01,1 =
2
(4pi)2
(
Λ¯
4piT
)2[
1

+ 2γE + 2 +O()
]
, (C.11)
I˜0,01,1 =
2
(4pi)2
(
Λ¯
4piT
)2[
1

+ 2−Ψ
(
1
2
+
iµf
2piT
)
−Ψ
(
1
2
− iµf
2piT
)
+O()
]
. (C.12)
For m 6= 0, the sum-integrals get more complicated, the HTL functions being nothing but Gauss
hypergeometric functions. A closed form can be obtained, provided that m and l are positive integers.
For this purpose, we make use of an integral representation on the real axis for the Gauss hypergeo-
metric function, in which terms like 1/[(ω2n + k
2)(ω2n + c
2k2)] appear. Due to such terms, one cannot
straightforwardly rescale the variable k and proceed by applying the same computational techniques
as in the m = 0 case. However, one can use the following decomposition in order to separate the
denominator which is c-independent from the one which is c-dependent
1
(ω2n + k
2)(ω2n + c
2k2)
=
1
k2 (c2 − 1)
[
1
(ω2n + k
2)
− 1
(ω2n + c
2k2)
]
. (C.13)
The above relation is generalizable for arbitrary l integer powers of the c-independent term
1
(ω2n + k
2)l(ω2n + c
2k2)
=
(1− c2)−l
(k2)l(ω2n + c
2k2)
−
l∑
r=1
[
(1− c2)−r
(k2)r (ω2n + k
2)l−r+1
]
, (C.14)
which gives a useful identity for the m = 1 case. The subsequent generalization, for higher m integer
powers, related to m terms being (c1, ..., cm)-dependent, gives in the m = 2 case
1
(ω2n + k
2)l(ω2n + c
2
1k
2)(ω2n + c
2
2k
2)
=
(1− c21)−l
(c22 − c21)
1
(k2)1+l
[
1
(ω2n + c
2
1k
2)
− 1
(ω2n + c
2
2k
2)
]
−
l∑
r=1
[
(1− c21)−r
(1− c22)1+l−r
]
1
(k2)1+l (ω2n + c
2
2k
2)
(C.15)
+
l∑
r=1
1+l−r∑
s=1
[
(1− c21)−r
(1− c22)s
1
(k2)r+s (ω2n + k
2)2+l−r−s
]
.
Having done so, it is straightforward to rescale each term separately, and then perform the remaining
one dimensional ci-integrations. This leaves us with sums of the usual m = 0 sum-integrals where
some coefficients appear, which typically are expressible in terms of analytical functions.
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For the purpose of obtaining the one-loop pressure at order g5, we need sum-integrals with m = 1
and m = 2 only, for which we give the following decompositions in terms of basic m = 0 sum-integrals
Iu,1w, l = J (1)w,l Iu+2,0w+l, 1 −
l∑
r=1
[
J (1)r Iu+2,0w+r, l−r+1
]
, (C.16)
Iu,2w, l = J (2)w,l Iu+4,0w+l+1, 1 −
l∑
r=1
[
J (2)r,l,w
]
Iu+4,0w+l+1, 1 +
l∑
r=1
1+l−r∑
s=1
[
J (2)r,s Iu+4,0w+r+s, 2+l−r−s
]
, (C.17)
where I stands for I or I˜. In the above, we have defined the following notation1 for the coefficients
J (1)w,l ≡
Γ
(
3
2 − 
)
Γ
(
3
2
)
Γ (1− )
∫ 1
0
dc
c2−3+2(l+w)
(1− c2)l+ =
Γ
(
3
2 − 
)
Γ (1− − l) Γ (− 1 + l + w)
Γ
(
1
2
)
Γ (w) Γ (1− ) , (C.18)
J (1)r ≡
Γ
(
3
2 − 
)
Γ
(
3
2
)
Γ (1− )
∫ 1
0
dc (1− c2)−(r+) = Γ
(
3
2 − 
)
Γ (1− − r)
Γ (1− ) Γ (32 − − r) , (C.19)
J (2)w,l ≡
Γ
(
3
2 − 
)2
Γ
(
3
2
)2
Γ (1− )2
∫ 1
0
dc1dc2
(1− c22)−
(1− c21)l+(c22 − c21)
[
(c21)
w+− 1
2
+l − (c22)w+−
1
2
+l
]
=
2 Γ
(
3
2 − 
)2
Γ (1− l − 2) Γ (l + w − 12 + ) cot (pi (l + w + ))
Γ (1− )2 Γ (w + 12 − ) (C.20)
+
√
pi Γ
(
3
2 − 
)
Γ (1− l − ) csc (pi (l + w + ))
Γ (1− ) Γ (w) Γ (2− l − w − ) 3F2
(
1
2
, 1, 1− w; 3
2
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+
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3
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3
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1
2
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2
− l − , 2− l − w − ; 1
)
,
J (2)r,l,w ≡
Γ
(
3
2 − 
)2
Γ
(
3
2
)2
Γ (1− )2
∫ 1
0
dc1dc2
(1− c21)−(r+)
(1− c22)1+l−r+
[
(c22)
w+− 1
2
+l
]
=
Γ
(
3
2 − 
)2
Γ (1− − r) Γ (r − l − ) Γ (l + w + )
Γ (1− )2√pi Γ (32 − − r)Γ (r + w) , (C.21)
J (2)r,s ≡
Γ
(
3
2 − 
)2
Γ
(
3
2
)2
Γ (1− )2
∫ 1
0
dc1dc2
(1− c21)−(r+)
(1− c22)s+
=
Γ
(
3
2 − 
)2
Γ (1− − r) Γ (1− − s)
Γ (1− )2 Γ (32 − − r)Γ (32 − − s) . (C.22)
Finally, we give the expanded results for the needed m 6= 0 sum-integrals
I0,12,0 = −
1
(4pi)2
(
Λ¯
4piT
)2[
1

+ 2γE + log 4 +O()
]
, (C.23)
I˜0,11,1 =
2
(4pi)2
(
Λ¯
4piT
)2[
log 2
{
1

+ log 2−Ψ
(
1
2
+
iµf
2piT
)
−Ψ
(
1
2
− iµf
2piT
)}
+
pi2
6
+O()
]
, (C.24)
I0,11,1 =
2
(4pi)2
(
Λ¯
4piT
)2[
log 2

+
pi2
6
+ 2γE log 2 + log
2 2 +O()
]
, (C.25)
I0,22,0 = −
2
3(4pi)2
(
Λ¯
4piT
)2[
1 + 2 log 2

+ 2γE (1 + 2 log 2)− 4
3
+
22
3
log 2 + 2 log2 2 +O()
]
, (C.26)
I˜ −2,21,0 =
4 log 2
(4pi)2
(
Λ¯
4piT
)2[
1

+ log 2−Ψ
(
1
2
+
iµf
2piT
)
−Ψ
(
1
2
− iµf
2piT
)
+O()
]
. (C.27)
1Notice the slight difference of notation compared to the original reference [31]. The reason is that we go through the
m = 2 sum-integrals here, and want to keep our notation self-explanatory.
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