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Abstract
Consider the geometric range space (X, Hd) where X ⊂ Rd and Hd is the set of ranges defined by
d-dimensional halfspaces. In this setting we consider that X is the disjoint union of a red and blue
set. For each halfspace h ∈ Hd define a function Φ(h) that measures the “difference” between the
fraction of red and fraction of blue points which fall in the range h. In this context the maximum
discrepancy problem is to find the h∗ = arg maxh∈(X,Hd) Φ(h). We aim to instead find an ĥ such
that Φ(h∗) − Φ(ĥ) ≤ ε. This is the central problem in linear classification for machine learning,
in spatial scan statistics for spatial anomaly detection, and shows up in many other areas. We
provide a solution for this problem in O(|X| + (1/εd) log4(1/ε)) time, for constant d, which improves
polynomially over the previous best solutions. For d = 2 we show that this is nearly tight through
conditional lower bounds. For different classes of Φ we can either provide a Ω(|X|3/2−o(1)) time
lower bound for the exact solution with a reduction to APSP, or an Ω(|X| + 1/ε2−o(1)) lower bound
for the approximate solution with a reduction to 3Sum.
A key technical result is a ε-approximate halfspace range counting data structure of size O(1/εd)
with O(log(1/ε)) query time, which we can build in O(|X| + (1/εd) log4(1/ε)) time.
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1 Introduction
Let X be a set of m points in Rd for constant d where X can either be the union of a red,
R, and blue set, B, of points X = R ∪ B (possibly not disjoint) or a set of weighted points
where each point has weight w(x) for x ∈ X. Now let (X, Hd) be the associated range space
of all subsets of X defined by intersection with a halfspace.
We are interested in finding the halfspace h∗ and value Φ∗ that maximizes a function
ΦX(h) : Hd → R for some class of functions Φ. We characterize them by reframing it as
a function of µR and µB so ΦX(h) = ϕ(µR(h), µB(h)), where µR(h) = |R ∩ h|/|R| and
µB(h) = |B ∩ h|/|B| are the fraction of red or blue points, respectively, in the range h. In
particular, we only consider functions ΦX(h) which can be calculated in O(1) time from
µR(h) and µB(h) as ϕ(µR(h), µB(h)) (e.g., ϕ(µR, µB) = |µR − µB |). Given such a fixed ϕ,
or one from a class, we state the two main problems: exact and ε-additive error.
Problem Max-Halfspace: From a given set X = R ∪ B ⊂ Rd points where |X| = m
and a Lipshitz constant function ΦX(h) : 2X → R, find h∗ = arg maxh∈Hd ΦX(h).
Problem ε-Max-Halfspace: From a given set X = R ∪ B ⊂ Rd points where |X| = m
and a Lipshitz constant function ΦX(h) : 2X → R where h∗ = arg maxh∈Hd ΦX(h), find
ĥ ∈ Hd such that ΦX(h∗) − ΦX(ĥ) ≤ ε.
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Figure 1 Plots of common ϕ functions. From left to right: ϕ||, ϕf (for f = 0.3), and ϕK .
We typically write ΦX as Φ when the set X is clear. Our algorithms will explicitly
compute µR(h) (and µB(h) separately) for each h evaluated, and so work with all functions
ϕ. Notable useful examples of ϕ, shown in Figure 1, include:
discrepancy: ϕ||(h) = |µR(h) − µB(h)|.
This measures the maximum disagreement between the proportions of the two sets B and
R: the central task of building a linear classifier (on training data) in machine learning is
often formulated to maximize precisely this function [26, 34, 12, 15]. Given a coloring of
X into R and B, this also measures the discrepancy of that coloring [32, 10].
f-balancing: ϕf (h) = 1 − |(µR(h) − µB(h)) − f |, for a fraction f ∈ (0, 1).
This scores how well a halfspaces strikes a balance of f between the two sets. By
minimizing this function (or maximizing 1 − ϕf (h)), the goal is to find a range h that
exhibits an imbalance between the sets of f . Maximizing this function (say with f = 1/2)
is the problem of finding good ham sandwich cuts [27].
Kulldorff: ϕK(h) = µR(h) log µR(h)µB(h) + (1 − µR(h)) log
1−µR(h)
1−µB(h) .
This is the Kulldorff discrepancy function [23] which arises in spatial scan statistics [29,
30, 23, 24, 21, 33, 3, 2], for detecting spatial anomalies. This function specifically is
derived as the log-likelihood ratio test under a Poisson model, but other similar convex,
non-linear functions arise naturally from other models [24, 2]. In this setting the most
common range shape model is a disk, and the best algorithms [16, 17, 29] operate by
lifting to one-dimension higher where the ranges correspond to halfspaces.
All of these ϕ functions are Lipschitz continuous over µB and µR, and thus this extends
to a combinatorial notion of Lipschitz over the associated Φ with respect to the combinatorial
range h: that is, |ΦX(h) − ΦX(h′)| ≤ c(||h ∩ R| − |h′ ∩ R||/|R| + ||h ∩ B| − |h′ ∩ B||/|B|)
for constant c. For ϕ|| and ϕf , c = 1, and for ϕK it is bounded in a reasonable range of
µB , µR [2, 28]. This means that approximating each of µB(h) and µR(h) up to additive error
translates into at most additive error in ΦX .
We also consider the hardness of these problems, and for this we will restrict the classes of
functions ϕ considered in these problems. We will show the largest lower bound on concave
functions ϕ (like ϕf ), and this construction will apply to a Lipschitz functions (again like ϕf ).
However, the class of convex functions (like ϕ|| and ϕK) are more prevalent, and we present a
smaller lower bound, but which applies to convex Lipschitz functions (including ϕ|| and ϕK).
We also note that for all of the above functions and linked challenges, the ε-approximate
versions are just as relevant and common as the exact ones. For instance in machine learning,
typically ε-additive error is the baseline, on assumptions that the input X is drawn from a
fixed but unknown distribution [38, 25]. Spatial scan statistics are applicable to data sets
containing thousands to 100s of millions of spatial data points, such as census data, disease
incidents, geo-located social media posts. The exact algorithms are polynomial in m and
therefore can have massive runtimes, which become infeasible in the full data sets. Usually
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the exact algorithms are not even attempted and the set of ranges considered are defined
using some heuristic such as disks with centerpoints of a grid or centered at data points. On
the other hand the ε-additive error versions are scalable with runtimes of O(m + poly( 1ε )),
depending only on the accuracy of the solution not the scale of the data or assumptions
about the data distribution.
Our Results. We connect this problem to the approximate range counting problem for
constant d ≥ 2 in the additive error model by designing a data structure of size O( 1
εd
) that
can be constructed in time O(m + 1
εd
log4 1ε ) with constant probability and supports range
counting queries in time O(log 1ε ). This structure implies a halfspace scanning algorithm
that runs in time O(m + 1
εd
log4 1ε ). The data structure is closely related to cuttings, but we
do not need the set of crossing lines, but only an approximation of their total count.
In the other direction, we show instances where ϕ is linear that are as hard as Ω(m3/2−o(1))
on the exact problem, reduced from APSP, and instances where ϕ is concave that are as
hard as Ω(m + 1
ε2−o(1)
), reduced from 3Sum. This implies (conditionally) that this class of
scanning algorithms requires Ω(m + 1
ε2−o(1)
) time, and any further algorithmic improvements
(beyond polylog(1/ε)) factors) would either require specific and new assumptions on ϕ or
improvement on a classic hard problem.
Relation to Prior Work. The best prior algorithms for ε-Max-Halfspace required O(m +
(1/ε)d+1/3 log2/3(1/ε)) time [28] and the best exact algorithm requires O(md) time [16, 17].
Conditioned on 3Sum, without allowing restrictions to ϕ beyond linearity, our lower bound
shows the prior exact algorithms are shown tight for d = 2 by setting m = 1/ε.
For the related problem of the range space defined by axis-aligned rectangles [39], the
story for instance is more complicated with respect to ϕ. For linear ϕ the exact problem
can be solved in O(m2) time [7] which is tight [6] assuming no subcubic algorithm for
Max-Weight-3-Clique (and hence APSP). The ε-approximate version can be solved in
O(m + 1
ε2d−2
+ 1ε2 log log
1
ε ) time with constant probability [28], and by the result of Backurs
et al. [6] this cannot be improved beyond Ω(m + 1/ε2) in R2 under the same assumptions [28].
However, for general functions ϕ the best known runtimes increase to O(m4) and O(m+1/ε4)
for the exact and approximate versions, respectively [28]. Although for a big class of convex
functions (like ϕK) can be reduced back to O(m + 1/ε2.5) in the approximate case [28]. Thus,
this paper shows the situation appears significantly simpler for the halfspaces case, and we
provide a new connection to a (usually) separate [41, 6, 40] class of conditional hardness
problems through 3Sum.
Our approximate range counting structure is also new and may be of independent interest,
allowing very fast halfspace queries (in O(log 1/ε) time) in moderate dimensions d where
1/εd may not be too large. For example, 3d disk queries maps to the d = 4 setting, and
with ε = 0.01 (1% error) then 1/εd = 100 million – which can fit in the memory of most
modern systems, and allow for very fast queries. Similar structures are possible for the exact
range counting paradigm [8, 10], and these could be adapted to the approximate setting
after constructing an appropriate ε-sample of X [38, 25, 29]. But these would instead use
higher Õ(1/εd+1) preprocessing time (where Õ(z) hides polylog(z) terms). Most effort in
approximate range counting has come in the low-space regime. For instance with relative
(1 + ε) error, one can build a data structure of expected size O(poly(1/ε) · m) that answers
approximate range counting queries in O(poly(1/ε) · log m) time in R3 [1]. However for d > 3
with linear space, the query time becomes polynomial in m at Õ(m1−1/⌊d/2⌋) [5, 4, 35].
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A related line of work on robust halfspace learning under specific noise models in high
dimensions has witnessed significant progress in the last few years [12, 15, 13, 11]. These
models and algorithms also start with a sufficiently large iid sample (of size roughly 1/ε2),
and ultimately achieve a result with additive ε error from the opt. However, they assume a
specific noise model, but using this achieve runtimes polynomial in d, whereas our results
grow exponentially with d but do not require any assumptions on the noise model. A
recent focus is on Massart noise, where given a perfect classifier, each point has its sign
flipped independently with an assigned probability at most η < 1/2. Only recently [11], in
this Massart noise model it was achieved a proper learned function (a halfspace) in time
polynomial in 1/ε and in d. Recent previous work was not proper (the learned function may
not be a halfspace) [12, 15], or takes time exponential in 1/ε [13]. Indeed, under Gaussian
distributed data, the proper halfspace learning requires dΩ(1/ε) time [14], under the statistical
query model [36].
2 Background and Notation
Useful Sampling Properties. An ε-sample [19, 38] is a subset S ⊂ X so for a range space
(X, R) it preserves the density for all ranges as maxA∈R | |X∩A||X| −
|S∩A|
|S| | ≤ ε. An ε-net is
a subset N ⊂ X so for a range space (X, R) it hits large ranges, specifically for all ranges
A ∈ R such that |X ∩ A| ≥ ε|X| we guarantee that N ∩ A ≠ ∅. For halfspaces, a random
sample S ⊂ X of size O( 1ε2 (d + log
1
δ ) is an ε-sample with probability at least 1 − δ [38, 25],
and a random sample N ⊂ X of size O(dε log
1
εδ ) is an ε-net [20] with probability at least
1 − δ.
Enumeration. Given a set of points X ⊂ Rd, Sauer’s Lemma [37] shows that there are
at most O(|X|d) combinatorially distinct ranges, where each range defined by a halfspace
contains the same subset of points. We can always take a halfspace and rotate it until it
intersects at most d boundary points without changing the set of points contained inside.
This observation immediately implies a simple algorithm for scanning the point set; we can
just enumerate all subsets of at most d points, compute a halfspace that goes through these
points, and count the red and blue points lying underneath to evaluate Φ.
Our work builds upon this simple algorithm by dividing it into two steps and optimizing
both. We first define a set of prospective ranges Ĥd to scan and then secondly compute the
function Φ on each region. Matheny et al. [28] showed that a simple random sample X0 ⊂ X
of size O( 1ε ) (for constant d) induces a small range space (X0, Hd). Each range (a subset of
X0) maps to a canonical geometric halfspace h0, and this geometric halfspace in turn induces
a range h0 ∩ X, an element of (X, Hd). We refer to this subset of (X, Hd) as (X, Ĥd), it is of
size O(1/εd). Now for each range h ∩ X in (X, Hd) there is a range ĥ ∩ X ∈ (X, Ĥd) such
that the symmetric difference between them is at most ε|X|. So if every range in (X, Ĥd)
needs to be explicitly checked, and f(1/ε) is the time to compute Φ, this would imply a
(1/εd)f(1/ε) lower bound. Note that f(1/ε) may take super-constant time because we may
need to construct the (approximate) µR(h) and µB(h) values.
Cuttings. Cuttings are a useful tool to formalize divide and conquer steps in geometric
algorithm design. Given Rd, a set of halfspaces Hd of size m, and some parameter r a
1
r -cutting is a partition of R
d into a disjoint set of constant complexity cells where each cell
is crossed by at most m/r halfspaces. The set of halfspaces crossing a cell in the cutting is
referred to as the conflict list of the cell. It is well established that the number of partitions
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is of size O(rd) and the partitioning can be constructed in O(rd−1m) time if the conflict
lists are needed [31]. If the crossing information is not needed then faster algorithms can
be used. For instance, the arrangement of a 1r -net over Hd defines a partitioning of R
d into
disjoint cells where each cell is crossed by at most m/r halfspaces, and since a simple random
sample can be used to generate the net, a cutting of size O(rd logd r) can be computed
in O(m + rd logd r) time with constant probability. For r ≪ m, this can be a substantial
runtime improvement with a small increase in size.
When a cutting is restricted to a single cell there are better bounds on the size of the
partitioning. We will need this better bound for our proof and we restate it here.
▶ Theorem 1 ([9, 8]). Denote the vertices corresponding to d-way intersections of Hd as






3 Approximate Halfspace Range Counting and the Upper Bound
In this section, instead of operating on R ∪ B = X ∈ Rd, as is common for halfspace range
searching, we work on the set H of dual halfspaces in Rd. In this setting a query halfspace
h ∈ Hd in the dual representation is qh ∈ Rd, and the desired quantity is the number
of halfspaces in H below qh. We apply the construction separately for R and B, so the
halfspaces H may be weighted, with positive weights.
We will construct L decompositions of Rd into disjoint trapezoidal cells: ∆0, ∆1, . . . , ∆L.
For each level of cells ∆i any cell ∆ ∈ ∆i has a set of children cells S∆. The next level of cells
∆i+1 is the disjoint union of all the S∆ children cells of ∆ ∈ ∆i; that is ∆i+1 =
⋃̇
∆∈∆iS∆.
Initially ∆0 = Rd and therefore contains the entire domain and a corresponding sample of
this initial cell will be denoted as Ĥ; we will bound it’s required size in Lemma 6. Define
∆ ⊓ H to be the set of halfspaces in H that lie completely underneath ∆ (that is, if q ∈ ∆
then q /∈ h for any h ∈ ∆ ⊓ H), and ∆ ∩ H is the set of halfspaces in H that cross ∆.
Importantly, we maintain an estimate of the weight of each cell mi(∆), as we recursively
build the decomposition. It depends on a sufficiently large constant r. For a cell ∆
we will consider a sample H∆ ⊂ H ∩ ∆ of halfspaces. For each cell ∆′ ∈ ∆i+1 where
∆′ ∈ S∆ we take a sample H∆′ ⊂ (H∆ ∩ ∆′) of size |H∆∩∆
′|
r with replacement. The value
m̂i+1(∆′) estimates the number of halfplanes lying below it, and is defined recursively as
m̂i+1(∆′) = ri+1|H∆ ⊓ ∆′| + m̂i(∆); with m̂0(∆) = 0. If a cell ∆ has a small number of
lines crossing it, specifically if |H∆| ≤ log 1ε then the recursion terminates. Otherwise, we
split the cell, and create a 1/t∆-cutting of each (∆, H∆), and let S∆ be its cells; the value
t∆ = max( |H∆|r
2i+1
|Ĥ| , 1) is 1 if |H∆| is small, otherwise it is at most r. We recurse on each cell
∆′ in each S∆ until each is sufficiently small, which will require L = O(log |Ĥ|ε ) = O(log
1
ε )
levels. See Algorithm 1 for details.
Complexity analysis. As cells are subsampled and split the number of lines and vertices
lying inside of a cell drops off quickly with the level.
▶ Lemma 2. A cell ∆ ∈ ∆i with sample H∆ is of size |H∆| ≤ |Ĥ|/r2i.
Proof. Consider a cell ∆∗ ∈ ∆i−1 where ∆ ∈ S∆∗ then |H∆| = 1r |H∆∗ ∩ ∆| by construction,
and since ∆ is a cell in a 1t∆∗ -cutting of H∆∗ then |H∆∗ ∩ ∆| ≤ |H∆∗ |/t∆∗ = |Ĥ|/r
2i−1;
hence |H∆| = |∆ ∩ H∆∗ |/r ≤ |Ĥ|/r2i. ◀
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Algorithm 1 SampleCut(∆0, Ĥ).
for levels i = [0, L] do
for each cell in that level ∆ ∈ ∆i with |H∆| > log 1ε do
Set t∆ = max( |H∆|r
2i+1
|Ĥ| , 1)
Build S∆, the cells of a 1t∆ -cutting on (∆, H∆).
for each child cell ∆′ ∈ S∆ do
m̂i+1(∆′) = ri+1|H∆ ⊓ ∆′| + m̂i(∆)
Sample H∆′ ⊂ H∆ where |H∆′ | = |∆′ ∩ H∆|/r
The number of vertices in the cells drops off quickly as well.
▶ Lemma 3. A cell ∆ ∈ ∆i with sample H∆ has E[|A(H∆)|] ≤ |A(Ĥ)∩∆|rdi expected vertices.
Proof. Consider a vertex lying inside of ∆ induced by the intersection of d halfspaces
h1, . . . , hd ∈ H∆∗ in ∆ (where ∆ ⊂ ∆∗ ∈ ∆i−1). The probability that this vertex is in H∆ is
Pr(h1 ∈ H∆ ∧ . . . ∧ hd ∈ H∆) ≤ 1rd . The probability that a vertex survives through i samples
is then upper bounded by 1
rdi
and by linearity of expectation E[A(H∆)] ≤ |A(Ĥ)∩∆)|rdi . ◀
Combining these results we show the expected number of cells increases as O(rdi). This
leverages Theorem 1 using the number of vertex dependent bound for size of the cutting.
▶ Lemma 4. At a level i the expected number of cells is E[|∆i|] = O(rdi).

















from Theorem 1, for some sufficiently large constant C < r/4. Since t∆ = max( |H∆|r
2i+1
|Ĥ| , 1)
we can divide cells in ∆i−1 into a set ∆+i−1 where t∆ > 1, and is therefore split, and a set
of cells ∆i−1 \ ∆+i−1 where t∆ = 1, and is therefore not split. The set of non split cells
∆i−1 \ ∆+i−1 cannot be larger than |∆i−1|.
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By Lemma 2 we can bound t∆ ≤ |H∆|r
2i+1
|Ĥ| ≤ r, to replace the last term.

















+ C · (rd−1 + 1)E[|∆i−1|])
By Lemma 3 E[|A(H∆) ∩ ∆|] ≤ |A(Ĥ)∩∆
′|
rdi−d
, and this yields









+ C · (rd−1 + 1)E[|∆i−1|])








+ C · (rd−1 + 1)E[|∆i−1|]).




|A(Ĥ) ∩ ∆| ≤ |Ĥ|d, since this
quantity upper bounds the number of vertices in A(Ĥ). Hence
E[|∆i|] ≤ . . . chain of inequalities . . . ≤ C ·
(
rdi + (rd−1 + 1)E[|∆i−1|]
)
Now finally we show E[|∆i|] ≤ 2C · rdi by inductively assuming E[|∆i−1|] ≤ 2C · rd(i−1) for
C < r/4 and r sufficiently large
E[|∆i|] ≤ C ·
(




rdi + rdi/2 + rdi−d+1/2
)
≤ 2C · rdi = O(rdi). ◀
Sampling Error. Consider now that we wish to estimate |Ĥ ⊓ ∆|, the number of planes
crossing under some ∆. We will use that ∆ lies within a nested sequence of cutting cells
∆ = ∆i ⊂ ∆i−1 ⊂ . . . ⊂ ∆0 with ∆i ∈ ∆i, ∆i−1 ∈ ∆i−1, . . . , ∆0 ∈ ∆0, where i ≤ L, and
with corresponding samples Ĥ = H∆0 and H∆1 , · · · , H∆ℓ . We can also define m̂i(∆) more
generally for a cell ∆ that is the subset of a cell ∆i ∈ ∆i (and its ancestors), but not
necessary one of those cells. It is defined m̂i(∆) = ri|H∆i−1 ⊓ ∆| +
∑i−1
j=0 r
j |H∆j−1 ⊓ ∆j |. By
this definition m̂0(∆) = |Ĥ ⊓ ∆|, and we are left to bound |m̂i(∆i) − |Ĥ ⊓ ∆i||.
▶ Lemma 5. |m̂i(∆) − |Ĥ ⊓ ∆|| = O(i
√
|Ĥ| log 2ℓδ′ ) with probability 1 − δ
′.
Proof. By the triangle inequality we expand
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The last inequality follows since H∆j is a random sample from H∆j−1 ∩ ∆j , and the
⊓∆ restriction is a constant VC-dimension range [38]; the constant Cd depends only on
d, and δ† is the probability of failure for each term in the sum. In particular we use∣∣∣ |H∆j ⊓∆||H∆j | − |(H∆j−1 ∩∆j)⊓∆||H∆j−1 ∩∆j | ∣∣∣ ≤ Cd√ 1|H∆j | log 1δ† and multiply by |H∆j−1 ∩ ∆j | = r|H∆j |.


























And to ensure a failure probability of 1 − δ′ for the sequence of samples, set δ† = δ′/2ℓ.





Now how large does Ĥ need to be to ensure a correct estimate of the cells at the leaves
of the arrangement. This largely depends on the number of ε-samples taken in total.
▶ Lemma 6. We can ensure that |m̂i(∆) − |Ĥ ⊓ ∆|| ≤ ε|Ĥ| for all ∆ ∈ ∆i with probability





Proof. We can set the probability of δ′ = δ/(2|∆i|) in Lemma 5 to ensure a failure probability
of δ for each cell ∆ ∈ ∆i and therefore |m̂i(∆) − |Ĥ ⊓ ∆|| = O(i
√
|Ĥ| log 2i|∆i|δ ). So if
ε|Ĥ| = |m̂i(∆) − |Ĥ ⊓ ∆|| = O(i
√










Runtime. The time to compute an estimate for ∆ ∈ ∆i is linear in the number of
lines in H∆ ≤ |Ĥ|r2i . We can then devise the expected runtime for computing estimates
for all cells in a level i, of which there are E[|∆i|] = O(rdi), so the total for level i is∑
∆∈∆i O(
|Ĥ|
r2i ) = O(
|∆i||Ĥ|
r2i ) = O(r
i(d−2)|Ĥ|). The total expected runtime over all levels
is then
∑L




δ ). If d > 2
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then each layer of the cutting will dominate the previous layers in runtime and so the








Next we want to achieve that all cells ∆ ∈ ∆L are of size |H∆| < logr 1ε . This can be






O(log 1ε ), via Lemma 6. Then a query can at first recursively descend into the structure
for O(L) = O(log 1ε ) steps, and upon reaching a leaf node, can enumerate the leaf node’s
sample which will take at most O(log 1ε ) time again. With L = O(log
1
ε ), the total time










δ ). For d >









δ ) since r






▶ Theorem 7. We can build an ε-approximate halfspace range counting data structure of size
O(1/εd) that for any halfspace h ∈ Hd returns in O(log(1/ε)) time returns a count m̂(h) so
that |m̂(h) − |h ∩ X|| ≤ ε|X|. The total expected construction time, with probability 1 − δ, for










Finding the Maximum Range. To query the structure we need a set of viable halfspaces
that cover the space well enough to approximately hit the maximum region. We can use
a random sample of points from the primal space of size O( 1ε ) to induce a set of O(1/ε
d)
halfspaces Ĥd, as was done in [28], to get a constant probability that at least one halfspace
is O(ε)-close to the maximum region. Then we repeat the procedure log 1δ times and take
the maximum found region to magnify the success probability to 1 − δ (see [28] for details).
For each query hyperplane h we can query a structure constructed over R and over B and
then compute the function value from this; we return the h which maximizes Φ(h).
The set of query hyperplanes from this tactic is of size O( 1
εd
) for constant d and at each
level we can determine which cell the dual point of the halfspace falls into by testing a
constant O(rd) number of constant sized cells. At a leaf of the structure we check if the
remaining, at most log 1ε , dual halfspaces are below the query dual point, to determine the
total count. The query structure has O(log 1ε ) levels and at each level a constant amount of
work is done; it is repeated for each of O( 1
εd
) halfspaces, and the entire endeavor is repeated






the construction time of the data structure (from Theorem 7) which dominates the cost.










δ ) for constant d > 2.
4 Conditional Lower Bounds
Our upper bounds only restrict ΦX(h) = ϕ(µR(h), µB(h)) to be a Lipschitz function. Next
we show that an algorithm that can operate on this entire class of functions for d = 2 has a
conditional lower bound of O(m + 1
ε2−o(1)
), depending on 3Sum [18].
However, the first bound requires ϕ is also concave (unlike ϕ|| or ϕK which are convex).
So we consider a different convex function ϕ(µR, µB) = µR − µB on weighted points; solving
for it, and again after flipping all signs of weights, corresponds with ϕ|| (which can be used to
approximate ϕK). We show Max-Halfspace for this ϕ is lower bounded by O(m3/2−o(1))
conditional on APSP [41] requiring Ω(n3−o(1)) time.
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Figure 2 On left converting the Point-Covering problem into the dual makes it such that a
line contains every ray that it intersects. On right the equivalent bichromatic discrepancy problem
where red points have been placed on the lower envelope.
4.1 Lower Bounds by 3SUM
Gajentaan and Overmars identified a large class of problems in computational geometry
called 3Sum hard [18]. 3Sum can be reduced to each of these problems, so an improvement
in any one of them would imply an improvement in 3Sum. While there are some loose lower
bounds for this problem, 3SUM is conjectured to not be solvable in O(m2−o(1)) time [22, 40].
3Sum reduces to the following problem in O(m log m) time [18].
Problem Point-Covering: From a given set of m halfspaces determine if there is a
point at depth k (k halfspaces lie above this point) where k ≤ m/2.
Through standard point-line duality, we transform this to its equivalent dual problem.
Problem Line-Covering: From a given set of m rays, oriented upwards or downwards,
determine if there is a line cutting through k rays where k ≤ m/2.
Define the piecewise linear function (for k ≤ m/2) on points R, B ∈ R2:
Φ(h) = ϕLC(µR, µB) = |R| − |µR|R| − µB |B| − k| = |R| − ||h ∩ R| − |h ∩ B| − k| .
▶ Lemma 9. Line-Covering is reducible to Max-Halfspace in R2 with ϕLC in O(m log m)
time.
Proof. Construct the lower envelope of all endpoints of the rays; this takes O(m log m) time.
Each upwards oriented ray is replaced with a point at its end point, and placed in R. Each
downward oriented ray is replaced with two points: its endpoint generates a point in B, and
where it intersects the lower envelope generates a point in R. See Figure 2.
Lines now correspond to halfplanes below those lines. Upward ray intersections require
lines above them. Downward rays require lines between the corresponding B and R points:
if a line is above both, they cancel in ϕLC ; if it is below both, it includes neither; if a line is
between them, it only identifies the R point. But the lines below both are below the lower
envelope, and cannot be the optimal halfspace. Thus scanning the generated point set R ∪ B,
if it identifies a halfspace h where Φ(h) > |R|, only then is Line-Covering satisfied. ◀
We can also reduce the exact version to the approximate version. If we run an ε-
approximate Max-Halfspace algorithm, and set ε = 12|R| then the approximate range h
′
found will be off by at most a count of 1/2 from the optimal range, and hence must be the
optimal solution.
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▶ Theorem 10. In R2, ε-MaxHalfspace for ϕLC takes Ω(m + 1/ε2−o(1)) assuming the
full input of size m needs to be read, and 3Sum requires Ω(n2−o(1)) time.
Since ϕLC is concave and 1-Lipschitz, this implies any algorithm that works for all concave
ϕ or all 1-Lipschitz ϕ must also take at least this long.
4.2 Lower Bound by All Pairs Shortest Path
We next provide a new construction that directly applies to the ϕ|| function on weighted
points in R2 via a reduction from All Pairs Shortest Path (APSP). We first show the Max-
Weight-3-Clique problem reduces to APSP via another problem Negative-Triangle.
Problem APSP: Given an edge-weighted undirected graph with n vertices, find the
shortest path between every pair of vertices.
Problem Negative-Triangle: Given an edge-weighted undirected graph with n vertices,
determine if there is a triangle with negative total edge weight.
Problem Max-Weight-K-Clique: Given an edge-weighted undirected graph with n
vertices, find the K-clique with the maximum total edge weight.
While the APSP is more well-known, Willams and Williams [41] showed it is equivalent
to the Negative-Triangle problem, which will be more useful. Both have well-known
O(n3) algorithms and are conjectured to not be solvable in less than O(n3−o(1)) time, and
improving that bound on one would improve on the other. Moreover, Backurs et al. [6]
used Max-Weight-K-Clique as a hard problem, believed to require O(nK−o(1)) time, for
which to reduce to several other problems involving rectangles. They note that for K = 3,
Max-Weight-3-Clique is a special case of Negative-Triangle. That is, for a guessed
max-weight ω, one can subtract ω/3 from each edge weight, then multiply all weights by
−1. If there exists a negative triangle with the new weights, there exists a triangle with
weight ω in the original. One can resolve the max weight with logarithmically number of
steps of binary search. Hence, Negative-Triangle (and hence also APSP) reduces to
Max-Weight-3-Clique.
For Max-Weight-3-Clique it is equivalent to assume a 3-partite graph G = (V, E) [6];
that is, the vertices V are the disjoint union of three independent sets A = {a1, a2, . . . , an},
B = {b1, b2, . . . , bn}, and C = {c1, c2, . . . , cn}. Each independent set will have exactly n
vertices and each vertex, for instance ai, will have an edge with every vertex in B and C.
Denote the edge between ai and bj as e(ai, bj) and the weight as w(e(ai, bj)). We reduce to
a dual of halfspace scanning in R2:
Problem Max-Weight-Point: Given m weighted lines find a point which maximizes
the sum of weights of all lines passing below that point (or intersecting that point).
Our reduction will rely on a planar geometric realization of any such graph G with
m = O(n2) lines, where the lines correspond to edges, and triple configurations of lines
correspond with cliques. Given such an instance, if we can solve the Max-Halfspace
algorithm (in the dual as Max-Weight-Point) in better than O(m 32 −o(1)) time we can
recover the solution to the Max-Weight-3-Clique problem in better than O(n3−o(1)) time.
The double weighted line gadget. Our full construction will use a special gadget which
will ensure the max weighted point will correspond with a vertex at a triple intersection of a
planar arrangement of lines, with each line corresponding with an edge in G. For this to hold
we instantiate each edge as a double line d(e). This consists of two parallel lines ℓu(e) and
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Figure 3 Max-Weight-Point construction with n = 3. Left: intersection of ai blue and red
bundles with all black double lines. Right: relation of the bundles, with 3 ai intersections marked.
ℓl(e), separated vertically by a gap of a small positive value α ≪ 1, with ℓu(e) above ℓl(e).
In what follows we will refer to a double line as a single line; to be precise this will refer to
a line at the midpoint between ℓl and ℓu. Let w̄ = 2 maxe∈E |w(e)| + 1 be a large enough
value so for any e ∈ E that w̄ + w(e) is strictly positive, and any |w(e)| < w̄/2. Then we
denote the weight of the double line as w(d(e)) = w(e) + w̄. This is transferred to the lines
as w(ℓu(e)) = −w(d(e)) and w(ℓl(e)) = w(d(e)).
Now given a query point x ∈ R2 we say it is on d(e) if it lies between lines ℓl(e) and ℓu(e),
and not on otherwise. This will allow us to control the effect of e on query x in a precise way.
▶ Lemma 11. Any point x that lies on d(e) will have weight contributed to it by e of exactly
w(e) + w̄; otherwise that contribution will be 0.
Reduction to triple intersections. Our construction will place double lines for each edge in
the graph. The edges from A to B will be blue lines; from A to C will be red lines, and from
B to C will be black lines. All lines of the same color will be parallel; this will ensure that
any query point x ∈ R2 can only be on one double line of each color. For easy of exposition,
in our construction description (and illustration; see Figure 3) the black lines will be vertical,
which makes ambiguous the “above” relation; so the final step will be to rotate the entire
construction clockwise by a small angle (less than π/4 radians).
The construction will now lay out the double lines so that every clique {ai, bj , ck} will be
realized as a triple intersection of double lines d(e(ai, bj)), d(e(ai, ck)), and d(e(bj , ck)) and
so there are no other types of triple intersections. Such a triple intersection will have weight
precisely w(e(ai, bj)) + w(e(ai, ck)) + w(e(bj , ck)) + 3w̄ > (3/2)w̄, and any other point (e.g.,
a double intersection) must have weight strictly less than (3/2)w̄.
▶ Lemma 12. The maximum weight point must occur at a triple intersection of three double
lines of different colors, and thus must correspond the max weight 3-clique.
The full construction. The blue lines (using A to B edges) will all be horizontal. Edge
e(ai, bj) will have y-coordinate yi,j = −j − i(5n2) so that yi,j+1 = yi,j − 1 and so yi+1,j =
yi,j − 3n2. Set y1,1 = −5n2 − 1. This bundles the blue lines associated with the same ai
point. Figure 3 shows a single bundle (left) and structure of all bundles (right).
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The red lines (using A to C edges) will be at a 45 degree angle (a slope of 1), similarly
clustered by their ck values. Double line d(e(ai, ck)) will have equation y = x + oi,k. We
define the offsets oi,k = −k(3n) − i(5n2) so that o1,1 = −3n − 5n2; oi,k+1 = oi,k − 3n and
oi+1,k = oi,k − 5n2. And in particular, double lines d(e(ai, bj)) (at horizontal yi,j) and
d(e(ai, ck)) (at offset oi,k) will intersect at x-value xj,k = yi,j − oi,k.
The black lines (using B and C) will be vertical. Edge d(e(bj , ck)) will have x coordinate
xj,k, defined xj,k = yi,j − oi,k = −j + (3n)k. Also, these xj,k values will be distinct for
different values of j, k, but independent of the choice of ai. Moreover, these are the same
x-coordinates where the corresponding red and blue lines intersect. Thus each black line
d(e(bj , ck)) intersects the intersection of blue line d(e(ai, bj)) and d(e(ai, ck)) for each ai.
Finally, note that all black lines are in the x range [−3n2, 0] we can argue that they do
not cause any other triple intersections. Because the each red bundle has offsets separated by
more than 3n2 then a red bundle associated with ai cannot intersect a blue bundle associated
ai′ for i ̸= i′ since the red lines have linear slope and the blue bundles are also separated
by more than 3n2. Thus the intended triple intersections (of d(e(ai, bj)), d(e(ai, ck)), and
d(e(bj , ck))) are the only ones in this construction.
In total there are n2 blue, n2 blue, and n2 black double lines, thus m = O(n2). Hence,
Max-Weight-3-Clique on n vertices reduces to Max-Halfspace in time O(n2). Then
reversing the dual mapping, we consider each dual line as two points, one in R and one in B,
and this corresponds with the Max-Halfspace problem in R2 with ϕ||. Then since APSP
reduces to Max-Weight-3-Clique, we obtain the following theorem.
▶ Theorem 13. In R2, Max-Halfspace for ϕ|| on m points requires Ω(m3/2−o(1)) time
assuming that APSP on n vertices requires Ω(n3−o(1)) time.
5 Conclusions and Discussion
We have mostly closed the planar ε-Max-Halfspace problem with an Õ(m+1/εd) algorithm
in Rd and conditional (to 3Sum) Ω(m + 1/ε2−o(1)) lower bound in R2. However, the lower
bound uses a piecewise-linear function ϕLC , and while all known algorithmic improvements
that depend on ϕ take advantage of this linear structure (e.g., for rectangles [3, 28]),
the function ϕLC , perhaps strangely, is concave. Also surprisingly we can prove another
conditional lower bound for Max-Halfspace using a convex (in fact, again linear) function
ϕ, but this one is smaller at Ω(m3/2−o(1)) in R2, and because some point may have very
small weight in the construction, does not directly apply to ε-Max-Halfspace, which allows
ε additive error. Moreover, this reduces to APSP, which does not appear to be in the same
class as 3Sum [40].
We leave several curious aspects to future work. Is there a real fine-grained complexity
difference between the ϕ variants in the problems? That is, can we improve upper bounds
for convex ϕ, or improve conditional lower bounds in this case? And can we condition the
results on 3Sum in the convex ϕ case? The convex ϕ lower bound construction relies on
weighted points, can we obtain improved algorithmic runtime by only allowing {−1, +1}
weights? Moreover, are the polynomial terms (1/ε)d in the algorithmic runtime correct in
constant dimensions larger than d = 2? And can these results help resolve polynomial terms
in the high-dimensional robust statistics settings? An anonymous reviewer has suggested
to use data structure for relative-error approximate counting on an ε-sample of halfspaces,
and has argued that this can reduce the space requirements to o(1/εd); given our focus on
the runtime of the maximum halfspace problem, we did not pursue this space improvement.
If the runtime can be reduced to o(1/εd) clearly such a reduction in the space complexity
would also be required.
ISAAC 2021
4:14 Approximate Maximum Halfspace Discrepancy
References
1 Peyman Afshani and Timothy M. Chan. Optimal halfspace range reporting in three dimensions.
In SODA, 2009.
2 Deepak Agarwal, Andrew McGregor, Jeff M. Phillips, Suresh Venkatasubramanian, and
Zhengyuan Zhu. Spatial scan statistics: Approximations and performance study. In KDD,
2006.
3 Deepak Agarwal, Jeff M. Phillips, and Suresh Venkatasubramanian. The hunting of the bump:
On maximizing statistical discrepancy. In SODA, 2006.
4 Pankaj K. Agarwal. Simplex range searching. Journey Through Discrete Mathematics, pages
1–30, 2017.
5 Boris Aronov and Sariel Har-Peled. On approximating the depth and related problems.
SICOMP, 38:899–921, 2008.
6 Arturs Backurs, Nishanth Dikkala, and Christos Tzamos. Tight hardness results for maximum
weight rectangles. In ICALP, 2016.
7 Jérémy Barbay, Timothy M. Chan, Gonzalo Navarro, and Pablo Pérez-Lantero. Maximum-
weight planar boxes in time (and better). Information Processing Letters, 114(8):437–445,
2014.
8 Mark De Berg and Otfried Schwarzkopf. Cuttings and applications. International Journal of
Computational Geometry and Applications, 5:343–355, 1995.
9 Bernard Chazelle. Geometric discrepancy revisited. In FOCS, 1993.
10 Bernard Chazelle. The Discrepancy Method. Cambridge University Press, 2001.
11 Sitan Chen, Frederic Koehler, Ankur Moitra, and Morris Yau. Classification under misspe-
cification: Halfspaces, generalized linear models, and connections to evolvability. NeurIPS,
2020. arXiv:2006.04787.
12 Ilias Diakonikolas, Themis Gouleakis, and Christos Tzamos. Distribution-independent pac
learning of halfspaces with massart noise. arXiv preprint, 2019. arXiv:1906.10075.
13 Ilias Diakonikolas, Daniel M Kane, Vasilis Kontonis, Christos Tzamos, and Nikos Zarifis.
Agnostic proper learning of halfspaces under gaussian marginals. arXiv preprint, 2021.
arXiv:2102.05629.
14 Ilias Diakonikolas, Daniel M Kane, and Nikos Zarifis. Near-optimal sq lower bounds for
agnostically learning halfspaces and relus under gaussian marginals. arXiv preprint, 2020.
arXiv:2006.16200.
15 Ilias Diakonikolas, Vasilis Kontonis, Christos Tzamos, and Nikos Zarifis. Learning halfspaces
with tsybakov noise. arXiv preprint, 2020. arXiv:2006.06467.
16 David Dobkin and David Eppstein. Computing the discrepancy. In Proceedings 9th Annual
Symposium on Computational Geometry, 1993.
17 David P. Dobkin, David Eppstein, and Don P. Mitchell. Computing the discrepancy with
applications to supersampling patterns. ACM Transactions on Graphics, 15:354–376, 1996.
18 Anka Gajentaan and Mark H. Overmars. On a class of o(n2) problems in computational
geometry. Computational Geometry, 5:165–185, 1995.
19 Sariel Har-Peled. Geometric Approximation Algorithms. AMS, 2011.
20 David Haussler and Emo Welzl. epsilon-nets and simplex range queries. Discrete and
Computational Geometry, 2:127–151, 1987.
21 Lan Huang, Martin Kulldorff, and David Gregorio. A spatial scan statistic for survival data.
BioMetrics, 63:109–118, 2007.
22 Tsvi Kopelowitz, Seth Pettie, and Ely Porat. 3SUM hardness in (dynamic) data structures.
Technical report, arXiv, 2014. arXiv:1407.6756.
23 Martin Kulldorff. A spatial scan statistic. Communications in Statistics: Theory and Methods,
26:1481–1496, 1997.
24 Martin Kulldorff. SatScan User Guide, 7.0 edition, 2006. URL: http://www.satscan.org/.
25 Yi Li, Philip M. Long, and Aravind Srinivasan. Improved bounds on the samples complexity
of learning. J. Comp. and Sys. Sci., 62:516–527, 2001.
M. Matheny and J. M. Phillips 4:15
26 Ming C. Lin and Dinesh Manocha. Applied computational geometry. towards geometric
engineering: Selected papers. Springer Science & Business Media, 114, 1996.
27 Chi-Yuan Lo, Jirka Matousek, and William Steiger. Algorithms for ham-sandwich cuts.
Discrete & Computational Geometry, 11:433–452, 1994.
28 Michael Matheny and Jeff M. Phillips. Computing approximate statistical discrepancy. In
International Symposium on Algorithm and Computation, 2018.
29 Michael Matheny and Jeff M. Phillips. Practical low-dimensional halfspace range space
sampling. In European Symposium on Algorithms, 2018.
30 Michael Matheny, Raghvendra Singh, Liang Zhang, Kaiqiang Wang, and Jeff M. Phillips.
Scalable spatial scan statistics through sampling. In Proceedings of the 24th ACM SIGSPATIAL
International Conference on Advances in Geographic Information Systems, 2016.
31 Jiri Matousek. Approximations and optimal geometric divide-and-conquer. In Proceedings
23rd Symposium on Theory of Computing, pages 505–511, 1991.
32 Jiri Matousek. Geometric Discrepancy. Springer, 1999.
33 Daniel B. Neill and Andrew W. Moore. Rapid detection of significant spatial clusters. In
KDD, 2004.
34 Tan Nguyen and Scott Sanner. Algorithms for direct 0–1 loss optimization in binary classifica-
tion. In International Conference on Machine Learning, 2013.
35 Saladi Rahul. Approximate range counting revisited. In SoCG, 2017.
36 Lev Reyzin. Statistical queries and statistical algorithms: Foundations and applications. arXiv
preprint, 2020. arXiv:2004.00557.
37 Norbert Sauer. On the density of families of sets. Journal of Combinatorial Theory, Series A,
13:145–147, 1972.
38 Vladimir Vapnik and Alexey Chervonenkis. On the uniform convergence of relative frequencies
of events to their probabilities. Theo. of Prob and App, 16:264–280, 1971.
39 Zhewei Wei and Ke Yi. Tight space bounds for two-dimensional approximate range counting.
ACM Transactions on Algorithms (TALG), 14(2):1–17, 2018.
40 Virginia Vassilevska Williams. Some open problems in fine-grained complexity. ACM SIGACTT
News, 49:29–35, 2018.
41 Virginia Vassilevska Williams and R. Ryan Williams. Subcubic equivalences between path,
matrix, and triangle problems. Journal of ACM, 2018.
ISAAC 2021
