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1 - Introduzione 
1.1 - Cosa è la Ricerca Operativa 
Nell'ambito della professione, l'Ingegnere si trova molto frequentemente ad affrontare problemi di 
ottimizzazione. In ogni campo progettuale si analizzano e risolvono sempre problemi di carattere 
vincolato sia dal punto di vista economico che tecnologico. 
Ognuno di noi è infatti alla continua ricerca della soluzione con il minimo sforzo, associando allo 
sforzo un costo influenzato dalle risorse a nostra disposizione. 
In questa ottica si inserisce la Ricerca Operativa, il suo compito principale è la preparazione 
scientifica delle decisioni, procedendo, per quanto possibile, secondo le seguenti fasi: 
1) Riconoscere i fattori essenziali che caratterizzano l'attività da studiare. 
2) Scoprire le relazioni che vincolano e condizionano quei fattori. 
3) Tradurre dette relazioni in termini matematici, stabilendo un complesso di equazioni o 
disequazioni (detto modello matematico delle politiche possibili) le cui soluzioni definiscano, 
appunto, tutte le politiche che si vogliono prendere in considerazione nello svolgimento di quella 
attività. 
4) Associare alla generica politica possibile una funzione matematica la quale esprima un valore 
economico o sociale, implicato dalla sua adozione, siffatto che il livello ottimo (massimo o minimo) 
di tale valore traduca l'obiettivo che si vuole raggiungere nello svolgimento di quella. 
5) Indicare, nel modello matematico di ottimizzazione così costruito, un algoritmo risolutivo, 
dominabile dai moderni mezzi di elaborazione automatica. 
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Il modello matematico di cui si parla nella terza fase, per quanto disaggregato e affinato (si pensi 
che vi sono modelli con migliaia di equazioni!) è pur sempre una schematizzazione che approssima 
la realtà. 
Necessariamente si debbono operare dei tagli fra i fattori in gioco, in modo da far entrare nel 
modello solamente quelli che si è riusciti a quantificare e che in una discussione con gli esperti dell' 
attività vengono ritenuti essenziali. 
L'ottimalità di una politica indicata dallo studio del modello non è quindi assoluta; è relativa ai soli 
fattori che sono stati considerati nel modello. 
Il successo della Ricerca Operativa nelle attività economiche del mondo industriale, è stato 
superiore alle aspettative. 
L'applicazione sistemistica delle tecniche della Ricerca Operativa ha messo in evidenza che attività 
a priori molto differenti si sono rivelate a posteriori strettamente apparentate, nel senso che il loro 
studio si è ricondotto all'analisi di uno stesso modello  matematico di ottimizzazione. Appunto per 
questo apparentamento nelle leggi matematiche che governano lo svolgimento di differenti attività, 
si è fatta strada l'idea di parlare anche di modelli astratti di Ricerca Operativa, anziché di modelli di 
specifiche attività che si incontrano in campi diversi e, conseguentemente, di parlare di metodi che 
permettono di risolvere i problemi di ottimizzazione connessi ai vari modelli. 
L'adattamento di un modello ad una particolare situazione concreta viene rimandato alla fantasia ed 
estro creativo del gruppo di ricercatori che si appresta a studiare quella situazione. 
I modelli di Ricerca Operativa che noi prenderemo in considerazione sono in particolare di due tipi: 
1) I problemi di Programmazione Lineare che sono notoriamente particolari problemi di massimo 
o minimo condizionato, nei quali la funzione da massimizzare o minimizzare (chiamata funzione 
oggetto) è lineare così come i vincoli  cui sono sottoposte le variabili. Essi sono rappresentati dalla 
seguente forma matematica: 
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Forma primale lineare       
{ }



≥
=−
0
0
x
bxD
xaMin T
                                                          (1) 
Forma duale lineare           
{ }


≤− 0ayD
ybMax
T
T
                                                      (2) 
Ogni n-upla  ( )nxxx ,, 21 KK  soddisfacente il sistema vincolante (1) è detta n-upla ammissibile 
e l' insieme A delle n-uple ammissibili è detto insieme ammissibile. 
La risoluzione di un problema di Programmazione Lineare si traduce pertanto nella ricerca di una n-
upla ( ) An ∈λλλ ,, 21 KK , la quale sia estremante, cioè minimante o massimante, per la 
funzione subordinata dalla funzione oggetto su A. 
Come si può notare ad ogni problema primale è associato un problema duale che possiede delle 
proprietà che analizzeremo nei seguenti capitoli. 
Condizioni sufficienti che garantiscono l'esistenza di siffatte n-uple sono note e sono pure noti 
diversi metodi che permettono di individuarle. Ricordo tra i più applicati, quello di Dantizig, detto 
anche metodo del Simplesso. 
2) I problemi di Programmazione Quadratica sono notoriamente, particolari problemi di massimo 
o minimo condizionato nei quali la funzione da massimizzare o minimizzare (chiamata funzione 
oggetto) è quadratica mentre i vincoli cui sono sottoposte le variabili sono lineari. 
Essi sono rappresentati dalla seguente forma matematica: 
Forma primale quadratica          
{ }



≥
=−
+
0
0
2
1
x
bxD
xaxAxMin TT
                  (3) 
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Forma duale quadratica              
{ }


≥−+
−
0
2
1
yDaxA
xAxybMax
T
TT
              (4) 
 
Ogni n-upla  ( )nxxx ,, 21 KK  soddisfacente il sistema vincolante (3) è detta n-upla ammissibile 
e l' insieme A delle n-uple ammissibili è detto insieme ammissibile. 
La risoluzione di un problema di Programmazione Lineare si traduce pertanto nella ricerca di una n-
upla ( ) An ∈λλλ ,, 21 KK  , la quale sia estremante, cioè minimante o massimante, per la 
funzione subordinata dalla funzione oggetto su A. 
Come si può notare, a ogni problema primale è associato un problema duale che possiede delle 
proprietà che analizzeremo nei seguenti capitoli. 
La ricerca della soluzione ottima in questo caso è molto più difficoltosa del caso lineare e tra i 
metodi più applicati ricordo, quello attraverso i metodi di penalizzazione basato sul teorema di 
Courant. Tale metodo cerca di risolvere il problema di programmazione quadratica, che è di tipo 
vincolato, trasformandolo in uno libero ovvero senza vincolo  
                                                     Min     ( )xEs  
                                                           
nRx ∈  
dove  ( )xEs  è la funzione oggetto/energia di Courant che dipende appunto dal parametro di 
          Courant s . 
 
Il problema dell' ottimizzazione è quindi un problema di carattere molto generale. 
 8 
Con questa tesi analizzeremo e forniremo un supporto software utile alla soluzione generale dei 
problemi descritti dalle equazioni (1)-(2)-(3)-(4) .  
Risolveremo inoltre una applicazione pratica relativa al controllo ottimo e utilizzeremo le reti 
neurali per risolvere i problemi classici lineari e quadratici precedentemente descritti  nella 
condizione in cui le matrici dei vincoli e/o di ottimizzazione siano variabili nel tempo. 
1.2 - Il problema del Controllo Ottimo Tempo Discreto 
Il problema del controllo ottimo è molto frequente nelle applicazioni ingegneristiche. 
Spesso accade che il controllo ottimo fornisce delle soluzioni che non sono compatibili con le 
effettive possibilità tecniche di cui disponiamo. Classico esempio è un sistema dinamico meccanico 
dove gli ingressi sono i motori, che hanno potenza limitata, come limitate spesso sono le traiettorie 
possibili per il raggiungimento di un determinato obiettivo. 
Quindi nell' analisi dei sistemi è necessario inserire dei vincoli sullo stato del sistema come sull' 
ingresso. 
Come applicazione pratica delle nozioni esposte nel paragrafo precedente analizzeremo quindi il 
problema relativo al controllo ottimo di un sistema lineare tempo invariante discreto con indice di 
ottimizzazione sia lineare che quadratico, imponendo dei vincoli sullo stato e sull' ingresso. 
Un sistema lineare tempo invariante discreto è caratterizzato da delle equazioni del tipo: 
( ) ( ) ( )
( ) ( ) ( )

+=
+=+
kDukCxky
kBukAxkx 1
                   (5) 
che possono essere valutate ad istanti di tempo KT. 
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Dove il vettore x  rappresenta lo stato del sistema , il vettore y  rappresenta l' uscita , il vetture  u  
rappresenta l' ingresso, la matrice A  rappresenta la matrice dinamica del sistema. 
Il controllo ottimo  vincolato di sistemi che noi considereremo, consiste nel raggiungere, uno stato 
X f  a partire da uno stato X 0 , imponendo dei vincoli, sugli ingressi, sugli stati e sul numero di 
passi con cui tale sistema deve fornire la soluzione.   
Forniremo altresì un supporto molto utile che servirà per il calcolo del numero minimo di passi 
necessari con cui tale problema ha soluzione. 
Ambedue le problematiche verranno analizzate minimizzando una funzione del tipo 
gufxRuuHxxf TT +++=
.              (6) 
Quindi il problema specifico in esame è rappresentato dalle seguenti equazioni e disequazioni: 
{ }
( ) ( )
( )
( )






=
=+
=
≤≤
≤≤
+=+
+++
f
ff
si
si
TT
kk
xkx
xx
xxx
uuu
bukAxkx
gufxRuuHxxMin
K0
1
0
1
0                                    (7) 
1.3 - Perché l'utilizzo della rete neurale 
Esiste un problema ancora molto aperto nella ricerca operativa, quello del calcolo della soluzione 
ottima dei problemi illustrati nel Paragrafo 1.1, nella condizione in cui siano variabili nel tempo i 
coefficienti delle equazioni che descrivono questi problemi . 
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Vasta letteratura [18] si è spesa nella risoluzione di questo problema nel caso lineare mentre poco 
esiste per il caso quadratico. 
Un importante contributo alla soluzione di questi problemi ci giunge dall' utilizzo delle reti neurali 
[7] per la soluzione dei problemi (1)-(2)-(3)-(4). 
I più consolidati algoritmi di ricerca operativa sembrano infatti frutto della creatività, piuttosto che 
di deduzioni logiche: i metodi con reti neurali possono invece essere di grande aiuto nel 
formalizzare esistenza e proprietà di metodi risolutivi per classi omogenee di problemi di ottimo. 
Che le due discipline possano cooperare in modo paritario, è ad esempio tangibile nei sistemi 
integrati di supporto alle decisioni, ove sono necessarie funzioni quali: formulazione e 
riconoscimento di domande, creazione di modelli di simulazione e/o ottimo per individuare le più 
valide risposte, accesso ed aggiornamento di sistemi informativi. 
Molte sono ormai le occasioni di fattiva cooperazione fra ricerca operativa e reti neurali: algoritmi e 
metodi di ricerca, di apprendimento, di deduzione automatica, di pianificazione e di supporto 
decisionale sono i più comuni esempi di tipo metodologico; analisi di segnali, interpretazione di 
esperimenti, automazione di processi industriali e controllo di qualità sono invece esempi di tipo 
applicativo. 
Le reti neurali offrono metodologie per la soluzione di problemi complessi. Queste metodologie 
sono ispirate ai circuiti nervosi dei sistemi biologici, corrispondono ad una elaborazione dell' 
informazione tipo sostanzialmente differente rispetto alle architetture tradizionali. 
Una rete neurale è costituita da un gran numero di processori elementari, detti nodi o neuroni con 
elevato grado di interconnessione. I nodi sono in grado di effettuare semplici operazioni 
aritmetiche: tipicamente, un nodo calcola la media pesata dei valori che riceve in ingresso e produce 
un valore in uscita che viene comunicato agli altri nodi. 
Le reti neurali hanno tre attributi che mancano alle architetture di calcolo convenzionale: 
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1) Non richiedono regole esplicite cioè non vanno programmate. 
2) La rete impara dall' esperienza a modificare i pesi delle connessioni tra i propri nodi, fino ad 
essere in grado di produrre la risposta corretta alla presentazione di un dato corretto. 
3) La prestazione di una rete neurale degrada dolcemente se una o più parti della rete 
decadono, per vizi sia hardware sia software, le prestazioni degradano parzialmente invece 
di arrestarsi completamente. 
Nella analisi che faremo della soluzione attraverso le reti neurali dei problemi di ricerca operativa 
noteremo come questa offra la possibilità di avvicinarsi continuamente alla soluzione ottima 
consentendone l' utilizzo nel caso in cui i coefficienti del problema siano variabili nel tempo. 
Supporto software 
Il supporto software che viene utilizzato per risolvere i problemi di ricerca operativa attraverso il 
metodo classico così come attraverso le reti neurali è il programma MATLABver. 7.1 Release 14 
[16]  con SIMULINKver. 4.0 [17]  . 
Matlab possiede già delle funzioni che risolvono i problemi lineari e quadratici per cui la tesi si 
propone di fornire il supporto necessario per rendere automatica la soluzione del nostro problema 
particolare del controllo ottimo del sistema lineare tempo invariante discreto. 
Per quanto riguarda l' approccio neurale forniremo invece il supporto completo implementando la 
rete neurale in generale e successivamente anche per il problema specifico di controllo ottimo.  
Nel capitolo 2 descriveremo le routine Matlab a disposizione per la soluzione dei problemi di 
ottimo vincolato sia lineare Linprog che quadratico Quadprog. Attraverso queste routine 
risolveremo il problema specifico del controllo ottimo nel caso di matrici costanti e forniremo anche 
il supporto per il calcolo del numero minimo di passi che occorrono  per raggiungere lo stato finale 
rispettando i vincoli assegnati date e ottimizzando la funzione obiettivo. 
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Nel capitolo 3 descriveremo una rete neurale che permette di risolvere i problemi di ottimizzazione 
classici della ricerca operativa sia lineari che quadratici. 
Nel capitolo 4 implementeremo la rete neurale del capitolo 3 con Simulink 
Nel capitolo 5 Studieremo la stabilità dell’algoritmo detto Metodo del Gradiente con coefficiente 
Momento nel minimizzare la funzione errore quadratica di una Rete Neurale “multilayer”. 
Nel capitolo 6 descriveremo il menù principale che serve ad utilizzare il software . 
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2 - Gli algoritmi Linprog e Quadprog di Matlab 
2.1 - Illustrazione delle routine Matlab Linprog e Quadprog 
Il programma Matlab possiede le routine Linprog e Quadprog che servono a risolvere i problemi 
di ottimizzazione rispettivamente lineari e quadratici. 
Vengono richiamate da Matlab con dei parametri e forniscono come soluzione il vettore ottimo x . 
La forma matematica accettata da queste due funzioni è del seguente tipo : 
per il problema lineare 


≤ bxA
xfMin
 
per il problema quadratico 


≤
+
bxA
xfxHxMin T
 
Quando vengono invocate hanno quindi bisogno dei parametri necessari che devono essere forniti 
come di seguito: 
[ ] ( )bAfLinprogx ,,=
 
[ ] ( )bAfHQuadprogx ,,,=
 
Richiamandole, danno come risultato sullo schermo il vettore ottimo. 
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2.2 - Modello matematico del sistema e formulazione del problema di 
ottimizzazione 
Per risolvere il problema del raggiungimento dello stato così come quello della determinazione dei 
passi minimi per raggiungerlo , si applica la routine matlab Linprog o Quadprog al problema 
opportunamente trasformato nella forma standard del tipo : 
{ }


≤
+
bxA
xfxHxMin T
 
Per effettuare questa trasformazione automaticamente si è realizzato il programma, invocabile con il 
nome menudisc.m , che fa comparire un menù con varie opzioni e con l' aiuto per il suo utilizzo 
che verrà descritto nei paragrafi seguenti . 
E' bene tenere presente le dimensioni ed i significati dei seguenti simboli : 
x R u R H R f g k n dei passin m n n m m n m f∈ ∈ = °× × × ×, , , , , ,1 1  
Il nostro problema verrà quindi ricondotto alla forma seguente : 
{ }
( ) ( ) ( )
( )
( )
( )
( )






=
=+
=
≤≤
≤≤
+=+
+++
f
ff
si
si
TT
kk
xkx
xx
xkxx
ukuu
kbukAxkx
gufxRuuHxxMin
K0
1
0
1
0
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I valori da assegnare sono quindi : 
fsisi xxxxuugfRH ,,,,,,,,, 0
 
k Nf p+ =1   può essere assegnato oppure viene calcolato il minimo numero di passi . 
Il problema sopra può ricondursi al tipo standard con le seguenti equazioni : 
 16 
( ) ( )( )
( ) ( )( )
( )
( )
( )
( )
( )
( )
( )
( )
( )
( )
( )
( )
( )
( ) ( ) ( )
( ) ( ) ( ) ( )
( ) ( ) ( )
( ) ( ) ( )
( ) ( ) ( ) ( )
( ) ( ) ( )








≤++−
≤+++−
≤++−
≤−−
≤−−−
≤−−



≤−
≤−



≤
≤



≤−
≤−



≤
≤


≤−
≤


≤−
≤
∑
∑
=
=
−−
+
=
=
−−
+
+
+
+
+
+
+ 00
01002
0001
00
01002
0001
7
0
6
0
5
0
4
0
3
2
0
0
1
0
1
1
2
0
11
1
2
1
1
1
1
0
0
1 iBuAxAkx
BuABuxAx
BuAxx
iBuAxAkx
BuABuxAx
BuAxx
uku
uu
uku
uu
xkx
xx
xkx
xx
xkx
xkx
xx
xx
f
f
f
f
ki
i
ikk
f
ki
i
ikk
f
if
i
sf
s
if
i
sf
s
ff
ff
M
M
M
M
M
M
 
 Dove i vincoli 
(1) sono dovuti all' uguaglianza dello stato iniziale 
(2) sono dovuti all' uguaglianza dello stato finale 
(3) sono dovuti al valore massimo che può assumere x 
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(4) sono dovuti al valore minimo che può assumere x 
(5) sono dovuti al valore massimo che può assumere u 
(6) sono dovuti al valore minimo che può assumere u 
(7) sono dovuti all' uguaglianza della dinamica 
La matrice dei vincoli pertanto sarà la seguente : 
( ) ( )
( ) ( )
( ) ( )
( ) ( )
( ) ( )
( ) ( )
( )
( )
( )
( )
( )
( )
( )
( )
( )
( )
( )
( )
( )
( )
( )
( )
( )
( )
Npdx
Npdx
Npdus
s
Npdus
s
Npdxi
i
Npdxs
s
dxf
f
dx
fdu
f
f
du
du
fdx
f
f
dx
dx
Np
Np
NpdxNpdx
NpdxNpdx
dxNpduNpdu
dx
NpduNpdu
dxNpdxNpduNpdu
dxNpdx
NpduNpdu
dxNpdxNpduNpdu
dxNpdx
NpdudxNpdxdxNpdx
Npdu
dxNpdxdxNpdx
NpdudxNpdxdxNpdx
Npdu
dxNpdxdxNpdx
Npdudxdx
Npdu
dxdx
dxdx
Npdxdxdx
Npdx
Npdudxdx
Npdu
Npdxdxdx
Npdx
dxdx
dxdx
u
u
u
u
x
x
x
x
x
x
x
x
ku
ku
ku
u
u
u
u
u
u
kx
kx
kx
x
x
x
x
x
x
BBA
AB
B
BBA
AB
B
I
I
I
I
I
I
I
I
I
I
∗
∗
∗
∗
∗
∗
∗
∗
−
−
∗×∗
∗×∗
∗∗
∗×∗
+∗∗∗
+∗
∗×∗
+∗∗∗
+∗
×+∗+∗
∗
+∗×+∗
×+∗+∗
∗
+∗×+∗
×××
∗
×
×
∗∗∗
∗
×××
∗
∗∗∗
∗
×
×
≤
+
+
+
×
−−
−
−
−
−
−
−
−
0
0
0
0
1
1
1
0
0
0
1
1
1
1
1
1
0
0
0
0
00,
0
00,
00
00
00
00
00
00
00
00
00
00
00
00
00
00
00
00
00
00
1
1
0
0
0
0
2
1
20
10
2
1
2
1
2
1
2
1
2
1
2
1
1
1
,1,
,11,1
,1,
,11,1
,1,
,11,1
,1,
,11,1
,1,
,11,1
,21,2
,11,1
,21,2
,11,1
,21,2
,11,1
,21,2
,11,1
M
M
M
M
M
M
M
M
M
M
M
M
M
M
M
M
M
M
L
M
M
M
O
L
L
M
M
M
O
L
L
MOM
L
L
MOM
L
L
MOM
L
L
MOM
L
L
MOM
L
L
MOM
L
L
MOM
L
L
MOM
L
L
MOM
L
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2.3 - Implementazione Matlab del problema di ottimizzazione 
Ora descriveremo i vari file con i quali abbiamo implementato il software che risolve il problema di 
ottimizzazione illustrato nel paragrafo precedente. 
1) Il file menuOttim.m 
Questo file realizza il seguente menù : 
 
 
 
 
 
 
   
 
 
 
 
 
Risoluzione del tempo discreto 
Introduzione 
Inserimento dati in linea 
Inserimento dati da file 
Calcolo del numero minimo di passi 
Calcolo dei vettori ottimi noto il numero di passi 
Close 
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- “Introduzione” fornisce un aiuto per l' utilizzo del programma . 
- “Inserimento dati in linea” serve per inserire i dati necessari in linea 
- “Inserimento dati da file” serve per inserire i dati contenuti in un file 
- “Calcolo del numero minimo dei passi” avvia il programma che calcola il numero minimo dei 
passi dopo avere inserito i dati . 
-“Calcolo dei vettori ottimi noto il numero minimo dei passi” serve a calcolare i vettori ottimi . 
Vediamo ora il listato del file menuOttim.m 
clc 
labels = str2mat(... 
    'introduzione', ... 
    'inserimento dati dafiles ',... 
    'inserimento dati in linea ', ... 
    'calcolo del numero minimo di passi', ... 
    'calcolo dei vettori ottimi noto il numero di passi'); 
Callbacks 
callbacks = [ ... 
    'intr           ' 
    'dafiles        ' 
    'da             ' 
    'ottiSI          ' 
    'ottiN          ' 
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        ]; 
choices('PROGETTO', 'risoluzione del tempo discreto', labels, callbacks); 
 
2) Il file intr.m 
Questo file fornisce un aiuto all' utilizzo del programma ed è lanciato dalla voce menù 
"Introduzione" . 
Vediamo quindi il listato del file intr.m 
delete(figure(gcf)) 
echo on 
%1. Scegliendo l' opzione menu 'calcolo del numero minimo di passi' ,  
%con questo programma si può calcolare il numero minimo di passi per raggiungere 
%uno stato finale Xf partendo da uno stato iniziale x0, il tutto minimizzando 
%una funzione di costo quadratica che tiene conto dello stato e dell' ingresso, 
%questa ottimizzazione avviene rispettando dei vincoli sia sullo stato che 
%sull'ingresso. 
%2. Scegliendo l' opzione menu 'calcolo dei vettori ottimi noto il numero di 
%passi', con questo programma si può calcolare i valori dell' ingresso e che 
%assume lo stato nel raggiungere uno stato finale Xf partendo da uno stato 
%iniziale x0, il tutto minimizzando una funzione di costo quadratica che tiene 
%conto dello stato e dell' ingresso ,questa ottimizzazione avviene rispettando 
%dei vincoli sia sullo stato che sull' ingresso 
%********************************************************************* 
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echo off; 
%ATTENZIONE per l'inserimento dei dati si può scegliere se inserirli in linea o 
%da file, 
%l' importante nell' ingresso da file è rispettare le seguenti assegnazioni: 
% X(k+1)=a*X(k)+b*U(k) 
%X0=stato iniziale 
%XF=stato finale 
%Xi=valore inferiore che può assumere X 
%Xs=valore superiore che può assumere X 
%Ui=valore inferiore che può assumere U 
%Us=valore superiore che può assumere U 
%Np=numero di passi con cui si vuole raggiungere lo stato, nel caso del calcolo 
%del numero minimo si imposta a zero 
%Min (X,U)*I*h1*(X,U)'+f1*I*(X,U)  
3) Il file dafiles.m 
Questo file fa semplicemente comparire sulla finestra matlab la richiesta di digitare il nome del file 
da cui prelevare i dati ed è lanciato dalla voce menù "Inserimento dati da files" . 
Vediamo quindi il listato del file dafiles.m 
delete(figure(gcf)) 
disp('Digita il nome del file che contiene i dati richiesti') 
4) Il file da.m 
 22 
Questo files permette di inserire i dati in linea ed è chiamato dalla voce menù "Inserimento dati in 
linea". 
Vediamo quindi il listato del file da.m 
clc 
echo on 
%Hai scelto di immettere i dati in linea , ricorda se stai calcolando il numero 
minimo di  
%passi metti Np=0 
%Il problema ricorda che ha le seguenti matrici 
% X(k+1)=a*X(k)+b*U(k) 
%X0=stato iniziale 
%XF=stato finale 
%Xi=valore inferiore che può assumere X 
%Xs=valore superiore che può assumere X 
%Ui=valore inferiore che può assumere U 
%Us=valore superiore che può assumere U 
%Np=numero di passi con cui si vuole raggiungere lo stato nel caso del calcolo 
del numero 
%minimo si imposta a zero 
%Min (X,U)*I*h1*(X,U)'+f1*I*(X,U)  
pause 
%Immetti la matrice dinamica a 
echo off 
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a=input('') 
pause 
echo on 
%Immetti la matrice b 
echo off 
b=input('') 
pause 
echo on 
%Immetti X0=stato iniziale  
echo off 
X0=input('') 
pause 
echo on 
%Immetti XF=stato finale  
echo off 
Xf=input('') 
pause 
echo on 
%Immetti Xi=valore inferiore che può assumere X  
echo off 
Xi=input('') 
pause 
 24 
echo on 
%Immetti Xs=valore superiore che può assumere X  
echo off 
Xs=input('') 
pause 
echo on 
%Immetti Ui=valore inferiore che può assumere U   
echo off 
Ui=input('') 
pause 
echo on 
%Immetti Us=valore superiore che può assumere U  
echo off 
Us=input('') 
pause 
echo on 
%Immetti Np=numero di passi con cui si vuole raggiungere lo stato nel caso del 
calcolo  
%del numero minimo si imposta a zero   
echo off 
Np=input('') 
pause 
echo on 
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%Immetti h1 indice di ottimizzazione quadratica  
echo off 
h1=input('') 
pause 
echo on 
%Immetti f1 indice di ottimizzazione lineare  
echo off 
f1=input('') 
pause 
echo on 
5) Il file ottiN.m 
Questo file calcola il numero di passi minimo per raggiungere uno stato Xf partendo da uno stato 
X0 , con le limitazioni precedentemente descritte ; è lanciato dalla voce menù "Calcolo del numero 
minimo dei passi". Per utilizzare questo file bisogna fornire in un file Matlab le seguenti matrici 
necessarie a,b,Np=0,X0,XF,Us,Ui,XS,Xi, 
delete(figure(gcf)) 
%***matrici necessarie a,b,Np=1,X0,XF,Us,Ui,XS,Xi, 
%calcola il numero di passi minimo e il valore dell' ingresso e dello stato 
c=0; 
%*****************************************************inizio ciclo 
while c==0, 
Np=Np+1 
%******************aggiornamento di f devo fare in modo che prenda 1 o  zero 
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f=zeros(Np*(du+dx)+dx,1) 
%*********************************************aggiornamento H1 
H1=[eye(Np*dx+dx),zeros(Np*dx+dx,Np*du);zeros(Np*du,Np*dx+dx),eye(Np*du)]; 
%***************************************aggiornamento di W1 
T=[]; 
for i = 0 : Np-1 
    T(dx*i+1:dx*i+dx,:)=[zeros(dx,i),a^i*b,zeros(dx,Np-1-i)]; 
end 
R=rot90(triu(ones(Np))); 
W1=T*R; 
for i = 1 : Np-1 
    g=W1(:,i+1); 
    g(dx*Np-i*dx+1:dx*Np)=[]; 
    W1(:,i+1)=[zeros(i*dx,1);g]; 
end 
%***************************************vettore di matrici a 
A7=[]; 
for i = 0 : Np-1 
    A7(dx*i+1:dx*i+dx,:)=[a^(i+1)]; 
end 
A7 
%************************************************aggiornamento di A 
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A=[eye(dx),zeros(dx,Np*dx+Np*du);-
eye(dx),zeros(dx,Np*dx+Np*du);zeros(dx,Np*dx),eye(dx),zeros(dx,Np);zeros(dx,Np*d
x),-eye(dx),zeros(dx,Np);eye(dx*Np+dx),zeros(dx*Np+dx,Np);-
eye(dx*Np+dx),zeros(dx*Np+dx,Np);zeros(Np,dx*Np+dx),eye(Np);zeros(Np,dx*Np+dx),-
eye(Np);A7,eye(Np*dx),W1;-A7,-eye(dx*Np),-W1]; 
%***********************************************aggiornamento di B 
B=[X0',-X0',XF',-XF',Xs*ones(1,dx*Np+dx),Xi*ones(1,dx*Np+dx),Us*ones(1,Np),-
Ui*ones(1,Np),zeros(1,2*dx*Np)]'; 
%******************guardo se ha soluzione il problema 
[y,Fval,exitFl]=Quadprog(H1,f,A,B) 
%***********************************************condizione fine ciclo 
if exitFl  >  0, 
     c=1; 
else 
     c=0; 
end 
end 
%**********************************************fine ciclo 
%*********attenzione devo suddividere x in stato e in ingresso 
y; 
x7=y(1:dx*Np+dx,:); 
disp('il vettore x rappresenta (x(0),x(1),.......x(Np)') 
x=reshape(x7,dx,Np+1) 
u7=y(dx*Np+dx+1:dx*Np+dx+du*Np,:) 
disp('il vettore u rappresenta (u(0),u(1),.......u(Np-1)') 
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u=reshape(u7,du,Np) 
%**********************************numero passi 
disp('il numero di passi minimo è') 
Np 
6) Il file otdi3.m 
Questo file calcola i vettori ottimi dello stato e dell' ingresso per raggiungere uno stato Xf partendo 
da uno stato X0 ,in un certo numero di passi , con le limitazioni precedentemente descritte ; è 
lanciato dalla voce menù "Calcolo dei vettori ottimi noto il numero di passi". 
Per utilizzare questo file bisogna fornire in un file Matlab le seguenti matrici necessarie 
a,b,X0,XF,Us,Ui,Xs,Xi,Np,f 
 delete(figure(gcf)) 
%*****************matrici necessarie(a,b,X0,XF,Us,Ui,Xs,Xi,Np,f) 
c=0; 
dx= size(a,2); 
du= size(b,2); 
%*******************************calcolo di f devo fare in modo che prenda  
f=f1*ones(Np*(du+dx)+dx,1); 
%**********************************H1 matrice di ottimizzazione 
H1=[h1*eye(Np*dx+dx),zeros(Np*dx+dx,Np*du);zeros(Np*du,Np*dx+dx),h1*eye(Np*du)]; 
%***************************************vettore di matrici a 
A7=[]; 
for i = 0 : Np-1; 
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    A7(dx*i+1:dx*i+dx,:)=[a^(i+1)]; 
end 
A7; 
%**********************************aggiornamento di W1 
T=[]; 
for i = 0 : Np-1; 
    T(dx*i+1:dx*i+dx,:)=[zeros(dx,i),a^i*b,zeros(dx,Np-1-i)]; 
end 
R=rot90(triu(ones(Np))); 
W1=T*R; 
for i = 1 : Np-1; 
    g=W1(:,i+1); 
    g(dx*Np-i*dx+1:dx*Np)=[]; 
    W1(:,i+1)=[zeros(i*dx,1);g]; 
end 
A=[eye(dx),zeros(dx,Np*dx+Np*du);-
eye(dx),zeros(dx,Np*dx+Np*du);zeros(dx,Np*dx),eye(dx),zeros(dx,Np*du);zeros(dx,N
p*dx),-eye(dx),zeros(dx,Np*du);eye(dx*Np+dx),zeros(dx*Np+dx,Np*du);-
eye(dx*Np+dx),zeros(dx*Np+dx,Np*du);zeros(Np*du,dx*Np+dx),eye(Np*du);zeros(Np*du
,dx*Np+dx),-eye(Np*du);A7,eye(Np*dx),W1;-A7,-eye(dx*Np),-W1]; 
B=[X0',-X0',XF',-XF',Xs*ones(1,dx*Np+dx),Xi*ones(1,dx*Np+dx),Us*ones(1,Np*du),-
Ui*ones(1,Np*du),zeros(1,2*dx*Np)]'; 
[y,LAMBDA,how]=Quaprog(H1,f,A,B); 
%*********attenzione devo suddividere x in stato e in ingresso 
y; 
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x7=y(1:dx*Np+dx,:); 
disp('il vettore x rappresenta (x(0),x(1),.......x(Np)') 
x=reshape(x7,dx,Np+1) 
u7=y(dx*Np+dx+1:dx*Np+dx+du*Np,:); 
disp('il vettore u rappresenta (u(0),u(1),.......u(Np-1)') 
u=reshape(u7,du,Np) 
%******************************numero passi 
Np 
2.4 - Alcuni esempi di utilizzazione 
Come illustrato nei paragrafi precedenti per utilizzare il programma bisogna digitare la parola 
chiave menuOttim.m per avviare il menù del programma , dopodiché possiamo utilizzare le 
routine direttamente dal menù . 
Vediamo quindi con alcuni esempi che cosa appare sullo schermo nei vari passaggi di utilizzo . 
Esempio 1 
 menuOttim 
» Digita il nome del file che contiene i dati richiesti 
dati1 
a = 
     0     1 
     1     0 
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b = 
     0 
     1 
X0 = 
     0 
     0 
XF = 
     1 
     1 
Us = 
     1 
Ui = 
    -1 
Xs = 
     1 
Xi = 
     0 
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Np = 
     0 
f1 = 
     0 
h1 = 
     1 
» Warning: Large-scale method does not currently solve this problem formulation, 
switching to medium-scale method. 
Optimization terminated successfully. 
il vettore x rappresenta (x(0),x(1),.......x(Np) 
x = 
    0.0000         0        1.0000 
    0.0000    1.0000    1.0000 
il vettore u rappresenta (u(0),u(1),.......u(Np-1) 
u = 
   -1.0000   -1.0000 
il numero di passi minimo è 
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Np = 
           2 
Esempio 2 
menuOttim 
Digita il nome del file che contiene i dati richiesti 
dati2 
a = 
     0     1 
     1     0 
b = 
     0 
     1 
X0 = 
     0 
     0 
XF = 
     1 
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     1 
Us = 
     1 
Ui = 
    -1 
Xs = 
     1 
Xi = 
     0 
Np = 
     5 
f1 = 
     0 
h1 = 
     1 
» il vettore x rappresenta (x(0),x(1),.......x(Np) 
x = 
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    0.0000    0.0000    0.0667    0.2500    0.2667    1.0000 
    0.0000    0.0667    0.2500    0.2667    1.0000    1.0000 
il vettore u rappresenta (u(0),u(1),.......u(Np-1) 
u = 
   -0.0667   -0.2500   -0.2000   -0.7500   -0.7333 
Np = 
     5 
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3 - Teoria della nuova rete neurale 
3.1 - Introduzione alla rete neurale 
Nei problemi di ottimizzazione vincolata, la programmazione lineare PL è molto usata perché 
esistono algoritmi efficaci di soluzione . 
I problemi di ottimizzazione con funzioni obiettivo non lineari sono spesso approssimati con 
funzioni quadratiche e risolti approssimativamente attraverso la tecnica standard della 
programmazione quadratica QP. 
Tipicamente questi problemi vengono risolti attraverso un algoritmo, ma il suo uso spesso comporta 
lunghi tempi di calcolo. 
C'è un approccio alternativo alla soluzione di questi problemi. 
Questo è mostrato dalle reti neurali artificiali [1] e [2], i punti di equilibrio stabile di queste sono 
soluzioni dei problemi di ottimizzazione se i parametri di penalizzazione sono infiniti. La rete 
neurale usata invece da [3] non dipende dai parametri di penalizzazione ma la sua progettazione è 
basata comunque su tale concetto. Un altro metodo usato nello studio delle reti neurali è quello di 
Lagrange proposto da [5] il cui modello di rete artificiale potrebbe non  soddisfare le condizioni di 
ottimo sufficienti per ciò non è garantita la convergenza delle traiettorie al punto di ottimo. 
Verrà utilizzata una nuova rete neurale, non dipendente dai parametri di penalizzazione ma basata 
sul metodo del gradiente, che consentirà di risolvere i problemi di ottimizzazione sia lineari PL che 
quadratici QP. 
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Inoltre vedremo che queste reti posseggono anche altri vantaggi rispetto all' utilizzo degli algoritmi 
classici.  
 
3.2 - Conoscenze Matematiche 
Consideriamo i seguenti problemi LP (Problema Lineare) e QP (Problema Quadratico). 
Il problema lineare è caratterizzato dai seguenti due sistemi primale e duale dove : 
D=n*m , rango (D)=n , b e y ∈Rn , x e a ∈Rm . 
LP 
( )
( )



≥
=−=
=
0
0*
*
x
bxDxg
xaxfMin T
                (1) 
DLP 
( )
( )

≤−=
=
0*ˆ
*ˆ
ayDyg
ybyfMax
T
T
              (1)’ 
Il problema quadratico è caratterizzato dai seguenti due sistemi primale e duale dove : 
 A= m*m simmetrica semi definita positiva , D=n*m , rango (D)=n , b e y ∈Rn , x e a ∈Rm  
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QP 
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DQP 
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
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0**ˆ
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yDaxAyg
xAxybyfMax
T
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q
                  (2)’ 
Teorema 1: teoria della dualità forte 
Sia *x soluzione ottimo di LP allora esiste anche *y  tale che ( )TTT yx ** ,  sia una soluzione ottimo di 
DLP. 
Sia  ( ) ( ){ } menterispettiva  DLP, e LP  di ottime soluzioni siano ,   e    |, TTTnm yxxRyx +∈=θ     
Allora ( )T, TT yx  ∈   θ   se e solo se soddisfa le seguenti equazioni:   
 ,0≥x                   0* ≥− yDa T                                       (3) 
,0* =− bxD       =− ybxa TT **  0 
Teorema 1’: teoria della dualità forte 
Sia *x una soluzione ottimo di QP allora esiste anche *y  tale ( )TTT yx ** , sia una soluzione ottimo di 
DQP. 
( ) ( ){ } menterispettiva  DQP, e QP  di ottime soluzioni siano ,   e    |, TTTnm yxxRyx +∈=θ    Allora 
( )T, TT yx  ∈   θ   se e solo se soddisfa le seguenti equazioni :   
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 ,0≥x                   0** ≥−+ yDaxA T                           (4)        
,0* =− bxD       =−+ ybxaxAx TTT ****  0 
Nelle formule sopra descritte, l’ultima condizione corrisponde all’equazione ottenuta uguagliando 
la funzione oggetto di  QP con quella del suo duale DQP: perciò si parla di  teoria della dualità 
forte. 
Quindi per risolvere i problemi LP e QP basta risolvere le equazioni (3) e (4)  
Definiamo inoltre la seguente funzione: 
x+=(x1+,x2+,...........,xm+)  ,  
dove    xi+=max(0,xi). 
3.3 - Prova dell'esistenza di un modello ANN e descrizione del nuovo 
modello ANN 
Ci sono tre modelli principali di Reti Neurali Artificiali, ANN, per risolvere i problemi di 
programmazione non lineare. 
Noi considereremo il problema di programmazione non lineare vincolato ovvero nella  
forma seguente: 
Min f(x) 
        g(x)=[g1(x),g2(x),.............,gm(x)]T<= 0 
dove 
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       f(x) , gi(x) : Rn →  R1 
      f(x) , gi(x) ∈ C2 . 
      ∇f(x) , ∇g(x) sono i gradienti di f(x) e g(x) rispettivamente. 
Ricordiamo che tale problema di programmazione non lineare vincolato (PNL) viene    
risolto trasformandolo in un PNL libero 
                                            Min ( )xEs                 
                                                 
nRx ∈  
Ovvero si tratta di costruire la funzione oggetto/energia ( )xEs  
1) Come prima cosa vediamo il modello di Kennedy e Chua [1] che può essere    
descritto dalla seguente equazione: 
[ ])(*)()(1 zgzgzfCz +−• ∇−∇−=                           (4)’ì 
        ( )yxz ,=  dove x  e ( )yx,  sono le variabili del primale PL / QP e del duale DPL / DQP 
rispettivamente. 
La corrispondente funzione energia diventa : 
[ ]∑
=
++=
m
j
j zg
s
zfzE
1
2
1 )(2)()(                                    (5) 
Dove C è una matrice n*n  di auto capacità di ogni neurone, diagonale. 
 s è il parametro di penalizzazione di Courant. 
Kennedy e Chua mostrano che il sistema converge ad un punto di equilibrio stabile senza 
oscillazioni usando la teoria dei circuiti non lineari . 
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La funzione energia di questa rete é ottenuta prendendo la funzione di penalizzazione e i quadrati 
delle variazioni dei vincoli . 
La minimizzazione di questa funzione energia coincide con il minimo della f(x) solamente quando s 
tende all' infinito; questo comporta delle difficoltà di calcolo ma anche la matrice è condizionata da 
questo parametro . 
2) Come seconda cosa vediamo il modello di Rodriguez -Vazquez [3] che è della seguente forma: 
)(*)(*)(*
.
zgzgszfuz z +∇−∇−=                         (6) 
dove  zu  è l' indice di fattibilità di z dato da : 
          1=zu   se  0)( ≤zg , altrimenti   0=zu  
La corrispondente funzione energia è data da: 
[ ]2
1
2 )(*2)(*)( ∑
=
++−=
m
j
jz zg
s
zfuzE                        (7) 
con  ( )yxz ,=  
Considerando le variabili del problema primale x e di quello duale (x,y), possiamo scrivere 
l’equazione (6) così: 
Per  LP : 
  ( ) ( )[ ]ayDbxDD
t
x TT
−−−−= **** β∂
∂
                         (8a) 
  
( )( )[ ]bayDxD
t
y T
−−+−=
+
*β∂
∂
                                   (8b) 
Dove : 
         ( )TTT yxz ,=  
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( ) 2
2
* xayDx T −−+= +β
   
Per QP : 
( ) ( ) ( )[ ]{ }+−−+−+++−+−−= axAyDxxAaxAyDbxDD
t
x TTT
********* γγ
∂
∂ (9a) 
( )[ ]{ }xaxAyDxDbxD
t
y T
−−−++−−=
+
*****γ
∂
∂
                                                     (9b) 
Dove: 
           ( )TTT yxz ,=  
            
( ) 2
2
** xaxAyDx T −−−+= +γ
        
               
La traiettoria del sistema si muove lungo )(zJ∇−  se 1=zu  ; altrimenti si muove in accordo con il 
gradiente negativo dei vincoli violati . 
Questo sistema non ha un punto di equilibrio e non converge ad un punto di equilibrio stabile. 
Il modello di M. P. Glazos et al. [4] fa una analisi rigorosa delle dinamiche della classe di Reti 
Neurali proposte in [3] nella quale dimostra che tutte le traiettorie del sistema converge all’insieme 
delle soluzioni ottime del problema. Però tale “convergenza” definita in [4] è nota come una quasi-
convergenza che è un concetto più debole della convergenza nel suo senso generale. 
3) Viene quindi proposto il modello di Yee Leung, Kai-Zhou C., Yong-Chang J., Xing-Bao G., and 
Kwong S. L. [6] che è dato dal seguente metodo detto metodo del gradiente: 
)(
.
zEz −∇=                                                                                                              (10) 
( )0z  = 0z  con z = ( )TTT yx ,               
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La corrispondente funzione energia è data da: 
( )yxEzE ,)(3 =  
           = ( )yxF ,   +  ½ 2||  b -Dx  ||  +  ½ || −x || 2   +  ½ || ( )yDaAx T−+ − || 2   
con z = ( )TTT yx ,  
 ( )yxF ,  =  ½ ( ) ( ) ( )[ ]|,|,, yxhyxhyxh +  , mRx ∈  e nRy ∈  
 
−x  =  ½ ( )2|| xx−  
Tale modello si distingue rispetto ai due modelli sopra descritti perché presenta le seguenti 
caratteristiche: 
3.1) garantisce la convessità e la differenziabilità della funzione oggetto 
( )yxE , introducendo una nuova funzione ( )yxF , : ciò fa si che la Rete Neurale sia più 
efficiente. 
3.2) gestisce bene i vincoli del problema di programmazione non lineare considerato (inclusi 
quelli non negativi). 
3.3) Le proprietà di stabilità (asintotica stabilità) e di convergenza della Rete Neurale    
            sono rigorosamente dimostrate sia nel caso che esista una sola soluzione di        
            ottimo che ne esistano una infinità. 
Considerando le variabili del problema primale x e di quello duale (x,y), possiamo scrivere 
l’equazione (10) cosi: 
    Per LP : 
    ( ) ( ){ }−+−+∇−= xbxDDyxF
t
x T
x **,∂
∂
                                                                (11a) 
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     ( ) ( ){ }−−−∇−= yDaDyxF
t
y T
y **,∂
∂
                                                                     (11b) 
           
( )0x  = 0x , ( )0y  = 0y  
    Dove: 
           ( )TTT yxz ,=  
           ( ) =∇ yxFx ,  ( )ybxa TT ** − a*   
       ( ) =∇ yxFy ,  ( )ybxa TT ** − b*  
         x
−
  = ½ (x-|x|) 
  Per QP : 
 ( ) ( ) ( ){ }−− −+++−+∇−= yDaxAAxbxDDyxF
t
x TTT
x *****,∂
∂
                       (12a) 
( ) ( ){ }−−+−∇−= yDaxADyxF
t
y T
y ***,∂
∂
                                                              (12b) 
           
( )0x  = 0x , ( )0y  = 0y  
   Dove: 
           ( )TTT yxz ,=  
           
( ) ( ) ( ) ( )( )

<
≥+
=∇
0,.....,..............................0
0,,**2*,*2
,
yxh
yxhaxAyxh
yxFx          
            x
−
  = ½ (x-|x|) 
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3.4 - Teoria della nuova rete Neurale 
Mostriamo ora che la nuova Rete Neurale (11a), (11b) e (12a), (12b) converge sempre globalmente 
alla soluzione di ottimo dei problemi LP e QP, rispettivamente, sia tale soluzione sia unica che ne 
esistano un infinità. 
Per avere tali risultati bisogna prima di tutto costruire una funzione energia che sia differenziabile e 
convessa: ciò è garantito dall’introduzione di una nuova funzione ( )yxF ,  
Teorema 2: 
Sia  ( )yxh ,  =  ybxaxAx TTT **** −+  
e ( )yxF ,  = ½ ( ) ( ) ( )[ ]|,|,, yxhyxhyxh +  , mRx ∈  e nRy ∈  
Allora ( )yxF ,  è una funzione convessa e differenziabile rispetto ad x, y e  
                           
( )yxF ,  = 0 ⇔  ( ) 0, ≤yxh                                                          
 Inoltre, i suoi gradienti ( )yxFx ,∇  e ( )yxFy ,∇  sono funzioni localmente lipschitziane  
con 
                                
( ) ( ) ( ) ( )( )

<
≥+
=∇
0,.....,..............................0
0,,**2*,*2
,
yxh
yxhaxAyxh
yxFx         
         
                            ( ) =∇ yxFy ,  ( ) ( )( )

<
≥−
0,..,....................0
0,,*,*2
yxh
yxhbyxh
                            
       
                          ( ) =yxF ,  ( ) ( )( )

<
≥
0,,..........0
0,,,2
yxh
yxhyxh
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E’ ovvio che il seguente lemma é vero 
Lemma 1: 
1) 0≥x   ⇔  2- || x|| = 0  ⇔  ½ Tx * ( )2|| xx−  = 0; 
2) yDaxA T ** −+ ≥ 0 ⇔ ( ) 2||**|| −−+ yDaxA T =0 ⇔   
½ ( ) ( )|**|***** yDaxAyDaxAyDaxA TTTT −+−−+−+  = 0 
dove  || x  = ( )Tmxxx |||,....,||,| 21  
          
−x  = ½ ( )2|| xx−  
Adesso costruiamo una opportuna funzione energia ( )yxE , le cui caratteristiche tengono conto sia 
della dualità di QP, DQP, che di QP come problema di ottimo: 
( )yxE , = ( )yxF ,   +  ½ 2||  b -Dx  ||  +  ½ || −x || 2   +  ½ || ( )yDaAx T−+ − || 2                      
dove  || x  e −x  sono definiti come nel lemma sopra 
Ricordiamo, infatti, che ( )yxF ,  dipende dalla funzione ( )yxh ,  che è ottenuta uguagliando la 
funzione oggetto/energia di QP a quella del duale DQP  
dove ( )yxh ,  =  ybxaxAx TTT **** −+  
E facile da vedere che, perché ogni termine contenuto in ( )yxE , sia nullo, ciò non equivale a che 
ogni uguaglianza o disuguaglianza sia soddisfatta in (4), dal teorema 1 perciò abbiamo il seguente 
teorema: 
Teorema 3: 
( )yxE , = 0  ⇔ x  e ( )T, TT yx  sono le soluzioni di ottimo di QP e DQP, rispettivamente, quindi 
tutte le uguaglianze e disuguaglianze sono soddisfatte in (4).  
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Teorema 4: 
( )yxE , è una funzione convessa e differenziabile. 
   Dimostrazione: 
Dal teorema 2 abbiamo che il primo termine che compone ( )yxE , , ( )yxF , , è una funzione 
convessa e differenziabile e che gli restanti termini di ( )yxE , sono anche delle funzioni convesse e 
differenziabili, di conseguenza ( )yxE , è una funzione convessa e differenziabile. 
Teorema 5: 
Sia z = ( )T, TT yx  ∈  nmR +  
Allora  ( )zE∇  è dato dalle equazioni (12a) e (12b). 
   Dimostrazione: 
Supponiamo che 
1) ( ) ( ) ( )yxFzFzE ,1 ==  i cui gradienti sono uguali a 
      
( ) ( ) ( ) ( )( )

<
≥+
=∇
0,.....,..............................0
0,,**2*,*2
,
yxh
yxhaxAyxh
yxFx  
      ( ) =∇ yxFy ,  ( ) ( )( )

<
≥−
0,..,....................0
0,,*,*2
yxh
yxhbyxh
                 
2)  ( ) =zE2   ½ 2||  b -Dx  ||    allora  ( )zEx 2∇  = ( )bxDDT −**   
3)  ( ) =zE3   ½ 2_ || x|| . 
     Dato che ||2|| iiT
i
xxx
dx
d
= ,  (i = 1,2, …, n)  Allora  
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|,|2|)|( xxxT =∆
 
     
( )
  [½3 xx zE ∇=∇ 2_ || x|| ] = 1/8 *  |||| xxx −∇ 2||  
                      =
4
1
 ||[ ( xxxTx −∇ )] = 2
1 ( || xx− ) = −x .                     (13) 
4)  ( ) =zE3 ½ || ( )yDaAx T−+ − || 2  
Sia Tn xfxfxfxfz ))(),....,(),(()( 21==  e )(zφ siano funzioni differenziabili. 
Allora è facile dimostrare che il gradiente della funzione composta )]([ xfφ  è 
                    x∇ )]([ xfφ  = φ∆∇ ))(( Txf . 
Supponiamo adesso che  
=Φ ½ || ( )yDaAx T−+ − || 2 = ½ ||z 2||− , =z ( )yDaAx T−+  
L’equazione (13) ci dice che 
        φ∆ = −z , x∇ ,)( TT Ax = y∇ DxT −=)( . 
Pertanto il gradient della funzione composta è 
=







−+−=−=



−+∆
−+=



−+∆
−−
−
−
−
)(
||)(||
2
1
)(
||)(||
2
1
2
2
yDaAxDDz
yDaAx
yDaAxA
yDaAx
T
T
y
TT
T
x
                                                  (14) 
    Ciò completa la dimostrazione. 
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Per dimostrare la stabilità della Rete Neurale descritta in (12a) e (12b), abbiamo bisogno prima di 
alcuni teoremi preliminari: 
Teorema 6: 
Il sistema dinamico descritto in (12a) e (12b) ha una unica soluzione. 
Teorema 7: 
Sia M  l’insieme dei punti di equilibrio di (12a),(12b) con  
( ) ( ){ }0zE  |, T =∇∈== +nmTT RyxzM e
( ) ( ){ } menterispettiva  DQP, e QP  di ottime soluzioni siano ,   e    |,z TT TTnmTT yxxRyx +∈==θ
 
l’insieme delle soluzioni ottime di QP e DQP, 
allora  θ=M  
Questo seguente teorema caratterizza il problema QP e il suo duale DQP nel caso in cui ammette 
una unica soluzione di ottimo. 
Teorema 8: 
Supponiamo che QP e  DQP abbiano una unica soluzione di ottimo *z  = ( )T** , TT yx , 
allora è asintoticamente, uniformemente e globalmente stabile. 
   Dimostrazione: 
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Supponiamo di scegliere in modo arbitrario il punto iniziale 0z  = ( )T00 , TT yx ( 0z ∈  nmR + ) 
e che  ( ) ( )00 z ;;ttztz =  sia la traiettoria associata al sistema dinamico di equazioni  
differenziale (12a) e (12b). 
Consideriamo la seguente funzione 
                      0||||2/1)( 22* ≥−= zzzH   
dove *z = ( )T** , TT yx , *x e ( )T** , TT yx sono le soluzioni del primale QP e del duale DQP, 
rispettivamente. 
Abbiamo che =)( *zH 0, z = ( )T, TT yx  ∈  nmR +  
Ovviamente )(zH  è una funzione non limitata positivamente [ )(zH  + ∞  quando ||z||  + ∞ ] 
Dal teorema 4, )(zE è una funzione convessa e differenziabile. Perciò 
                       
≥)( *zE
 
)(zE
 + )()(
* zEzz T ∇−
 
dato che )( *zE = 0 allora la disuguaglianza di sopra diventa 
                       )()( * zEzz T ∇−  ≤   )(zE  
Pertanto, per *zz ≠  
 
dt
dz
zH
dt
tzdH T
*)())(( ∇=  
 51 
                  = [ ])()( * zEzz T ∇−−  
                    = )()()( * zEzEzz T −≤∇− < 0 
Quindi, quando *zz ≠ , ))((
.
tzH è definita negativa lungo la traiettoria )(tzz = . 
Pertanto *z  è asintoticamente, uniformemente e globalmente stabile per il teorema sulla stabilità di 
Lyapunov (riferimenti [8], [9]). 
Teorema 9: 
Ogni *z θ∈  è stabile. 
Tale dimostrazione è simile a quella del teorema 8. 
Teorema 10: 
Supponiamo che ),( 0ztzz = sia una traiettoria di (12a), (12b) il cui punto iniziale è 0z [ ovvero 
),0( 0zz = 0z ], allora 
1) { ),()( 00 ztzz =+γ  | }0≥t  è limitato; 
2) esiste 
−
z  tale che +∞>--t lim  ),( 0ztz  = 
−
z ;  
3) 0)( =∇
−
zE . 
Dal teorema 9 e 10, otteniamo il seguente teorema: 
Teorema 11: 
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Supponiamo che QP e DQP hanno infinite soluzioni di ottimo, 
Allora, per ogni punto di partenza 0z  ∈  nmR + , le traiettorie associate alla Rete Neurale descritta 
dalle equazioni (12a), (12b) convergono ad una soluzione di ottimo *z  di QP e DQP.
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4 – Implementazione della rete neurale 
4.1 - Modello matematico della rete neurale 
 
Ricordiamo ora le equazioni dei problemi di ottimizzazione che la nostra Rete Neurale Artificiale 
risolve e la forma standard in cui sono posti . 
Il problema lineare è caratterizzato dai seguenti due sistemi primale LP e duale DLP dove : 
D=n*m , rango (D)=n , b e y ∈Rn , x e a ∈Rm . 
LP 
( )
( )



≥
=−=
=
0
0*
*
x
bxDxg
xaxfMin T
           (1) 
 DLP 
( )
( )

≤−=
=
0*ˆ
*ˆ
ayDyg
ybyfMax
T
T
           (2) 
                                                       
Il problema quadratico è caratterizzato dai seguenti due sistemi primale QP e duale DQP dove : 
 A= m*m simmetrica semi definita positiva , D=n*m , rango (D)=n , b e y ∈Rn , x e a ∈Rm . 
QP 
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( )
( )



≥
=−=
+=
0
0*
****
2
1
x
bxDxg
xaxAxxfMin TTq
                                     (3) 
DQP 
( )


≥−+=
−=
0**ˆ
   **
2
1
*  (y)fMax    q
^
yDaxAyg
xAxyb
T
TT
                           (4) 
La rete avrà quindi bisogno dei dati che consistono nelle matrici che descrivono i problemi . L' 
ingresso dati e l' utilizzo della rete, descritta con Simulink, avvengono attraverso dei file Matlab 
attivabili con un menù che descriveremo nel prossimo paragrafo . 
 
4.2 - Implementazione Matlab della rete neurale 
Ora descriveremo i vari file con i quali abbiamo implementato il software che risolve il problema di 
ottimizzazione illustrato nel paragrafo precedente attraverso la rete neurale. 
1) Il file menutesi.m 
Questo file realizza il seguente menù: 
 
 
 
 
Risoluzione di ricerca operativa 
Introduzione 
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-Introduzione fornisce un aiuto per l' utilizzo del programma . 
-Dati da file serve per prelevare i dati da un file da noi creato . 
-Dati lineari in linea serve per inserire i dati in linea del problema lineare . 
-Dati non lineari in linea serve per inserire i dati in linea del problema non lineare . 
-Schema e simulazione fa comparire lo schema di Simulink che mi realizza la rete neurale a e da 
questo ambiente è possibile simulare la rete. 
Vediamo ora il listato del file menutesi.m 
clc 
labels = str2mat(... 
    'Introduzione', ... 
Dati da file 
Dati in linea 
Schema e simulazione 
Elaborazione dati per la simulazione 
Close 
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    'Dati da file',... 
    'Dati in linea', ... 
    'Elaborazione dati per la simulazione', ... 
    'Schema e Simulazione'); 
% Callbacks 
callbacks = [ ... 
    'prog           ' 
    'da2            ' 
    'DatLinea      ' 
    'elab2           ' 
    'schema         ' 
     
    ]; 
choices('PROGETTO', 'risoluzione di ricerca operativa', labels, callbacks); 
2) Il file  prog.m 
Questo file fornisce un aiuto all' utilizzo del programma ed è lanciato dalla voce menù 
"Introduzione" . 
Vediamo quindi il listato del file prog.m 
delete(figure(gcf)) 
echo on 
%Questo programma risolve i seguenti problemi di ricerca operativa: 
% 1)Caso lineare 
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%    Min (a'*x) 
%    D*x=b 
%    x>=0 
% 2)Caso non lineare  
%    Min (1/2*x'*A*x+a'*x) 
%    D*x=b 
%    x>=0 
echo off; 
3) Il file da2.m 
Questo file fa semplicemente comparire sulla finestra Matlab la richiesta di digitare il nome del file 
da cui prelevare i dati ed è lanciato dalla voce menù "dati da file" . 
Vediamo quindi il listato del file da2.m 
delete(figure(gcf)) 
disp('Digita il nome del file che contiene i dati richiesti') 
4) Il file DatLinea.m 
Questo file permette di inserire i dati in linea ed è chiamato dalla voce menù "Dati in linea" 
.Vediamo quindi il listato del file Datlinea.m 
clc 
echo on 
%Il problema ha bisogno delle seguenti matrici ATTENZIONE nel caso della 
soluzione lineare la  
%matrice A è zero 
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%    Min (1/2*x'*A*x+a'*x) 
%    D*x=b 
%    x>=0 
pause 
%Immetti la matrice D 
echo off 
D=input('') 
pause 
echo on 
[m,n]=size(D); 
nc=n 
nr=m 
echo off 
%Immetti il vettore b che è una colonna lunga nr 
echo off 
b=input('') 
pause 
echo on 
%Immetti il vettore a che è una colonna lunga nc 
echo off 
a=input('') 
pause 
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echo on 
%Immetti il numero 1 se il problema è quadratico 2 se lineare 
echo off 
p23=input(''); 
if p23==1; 
   disp('immetti la matrice A che è nc*nc') 
   A=input('') 
elseif p23==2; 
       A=zeros(nc)        
end 
5) Il file schema.m 
Questo files è un file che avvia lo schema Simulink che descriveremo nel paragrafo successivo e 
che serve a simulare il sistema ed è chiamato dalla voce menù "Schema e simulazione" . 
Vediamo quindi il listato del file schema.m 
delete(figure(gcf)) 
ReteN 
4.3 - Descrizione degli schemi Simulink 
In questo paragrafo descriveremo gli schemi del programma Simulink creati per la simulazione 
della rete neurale, partendo dallo schema principale che è ReteN 
1) Lo schema ReteN 
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Fig 4.1  Schema ReteN 
Questo schema implementa la rete neurale studiata nel capitolo 3 e ci permette quindi di simularla 
come vedremo negli esempi del paragrafo successivo. 
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Ora vediamo come sono gli schemi che compongono la rete. 
2) Lo schema integrx 
                       
                                            Fig. 4.2 Schema integrx 
Questo schema non è altro che un integratore delle variabili x 
 
3) Lo schema D’b                                 
  
                                                    Fig. 4.3 Schema  D’b   
Questo schema fornisce il vettore costante di ingresso bD' 
4) Lo schema Grad_xF(x,y) 
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                                                     Fig. 4.4 Schema Grad_xF(x,y)  
 
Questo schema riceve in ingresso le variabili x e y ed implementa la funzione: 
( ) ( ) ( ) ( )( )

<
≥+
=∇
0,.....,..............................0
0,,**2*,*2
,
yxh
yxhaxAyxh
yxFx  
5) Lo schema N(x, y) 
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                                                         Fig. 4.5 Schema N(x, y) 
Questo schema riceve in ingresso le variabili x e y ed implementa la funzione: 
( )−−+= yDaAxyxN T),(  
6) Lo schema h(x, y) 
 
                                                    Fig. 4.6 Schema h(x, y) 
Questo schema riceve in ingresso le variabili x e y ed implementa la funzione: 
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( )yxh ,  =  ybxaxAx TTT **** −+  
7) Lo schema Y  
 
                                          Fig. 4.7 Schema Y 
Questo schema riceve in ingresso le variabili h(x,y) e N(x,y) ed implementa la funzione: 
( ) ),(*, yxNDyxFy +∇−  
Dove  
                            ( ) =∇ yxFy ,  ( ) ( )( )

<
≥−
0,..,....................0
0,,*,*2
yxh
yxhbyxh
                            
il cui schema associato, GradyF, è il seguente: 
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                                     Fig. 4.8 Schema GradyF 
4.4 - Alcuni esempi di utilizzazione 
Esempio 1: caso non lineare 
Digito menutesi dalla finestra Matlab e compare il menù a questo punto scelgo l' ingresso dati da 
file , poi l' elaborazione e poi la simulazione . 
Vediamo le schermate Matlab: 
» Digita il nome del file che contiene i dati richiesti 
nlda2  
D = 
     1     1     1     1     1 
     0     0     1    -2    -2 
b = 
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     5 
    -3 
A = 
     2     0     0     0     0 
     0     2    -2     0     0 
     0    -2     2     0     0 
     0     0     0     2    -2 
     0     0     0    -2     2 
a = 
    -2 
     0 
     0 
     0 
     0 
X0 = 
     4 
     4 
     4 
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     4 
     4 
Y0 = 
     4 
     4 
A questo punto digito schema e simulazione e compare lo schema ReteN 
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Vediamo quindi alcuni grafici che si ottengono simulando la rete neurale rappresentata dallo 
schema ReteN a partire da diverse condizioni iniziali. 
                                                     fig. 4.1.1 schema ReteN  
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    Fig. 4.4.2 punto ottimo T)(1,1,1,1,1  condizione iniziale X0= T)(4,4,4,4,4 , Y0= T(4,4)  
 
                            
Fig. 4.4.3 punto ottimo T)(1,1,1,1,1  condizione iniziale X0= T4,4,-4,4) (4,- , Y0= T(-4,4)  
 70 
                       
Fig. 4.4.4 punto ottimo T)(1,1,1,1,1  condizione iniziale X0= T4,4,-4,4) (4,-  Y0= T4)- (-4,     
Dalle figure 4.4.2, 4.4.3 e 4.4.4, si osserva che la Rete Neurale converge sempre sia che le 
condizioni iniziali appartengono alla regione ammissibile (come in figura 4.4.1) che non 
appartengono. 
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Fig. 4.4.5 punto ottimo T)(1,1,1,1,1  condizione iniziale X0= T)4,-4,-4,-4 (-4,- , Y0= T4)- (-4,  
Esempio 2: caso non lineare 
Questo esempio considera il caso in cui esistono infinite soluzione di ottimo x* = (x1, 0, 0)’ 
Vediamo le schermate Matlab: 
» Digita il nome del file che contiene i dati richiesti 
nlda4 
D = 
     0     0     0 
     0     0     0 
b = 
     0 
     0 
A = 
     1     0     0 
     0     2     0 
     0     0     2 
a = 
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     0 
     0 
     0 
X0 = 
     4 
     4 
     4 
 
                                                         
Fig. 4.4.6 punto ottimo fX  = T1 ,0,0)(x con 1x 0≥ , condizione iniziale X0= T4) 4, (4, , 
Y0= T(0,0)   
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Fig. 4.4.7 punto ottimo fX  = 
T(0,0,0) , condizione iniziale X0= T4)-  4,-  (4, , Y0= T(0,0)  
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Fig. 4.4.8 punto ottimo fX  = T(0,0,0) , condizione iniziale X0= T4)  4,-  (-4, , Y0= T(0,0)  
 
                   
Fig. 4.4.9 punto ottimo fX  = T(0,0,0) , condizione iniziale X0= T4)  4,-  (-4, , Y0= T(0,0)  
 
Le figure 4.4.8 e 4.4.9 corrispondono al punto di ottimo fX  = T(0,0,0)  
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5 - Implementazione dell’algoritmo detto Metodo del 
Gradiente con coefficiente Momento 
5.1 - Formulazione del problema 
In questo capitolo analizzeremo l'algoritmo detto Metodo del Gradiente con coefficiente Momento 
chiamato "Steepest Descent with Momentum" per l'apprendimento delle Reti Neurali Artificiali di 
tipo “multilayer”minimizzando una funzione errore quadratica [10].  
L' algoritmo detto Metodo del Gradiente Standard è uno tra gli algoritmi più utilizzati generalmente 
per allenare le reti neurali nel apprendere. Tale algoritmo, però, converge troppo lentamente per 
molte applicazioni pratiche. Una delle varianti più conosciuta ad esso è appunto l'algoritmo detto 
Metodo del Gradiente con coefficiente Momento. Quest’ultimo implementa l’algoritmo detto 
Metodo del Gradiente con la variazione del coefficiente momento nel quale l'aggiornamento del 
coefficiente peso é una combinazione del passo successivo dell'algoritmo e dell'aggiornamento del 
peso precedente. Viene usato il coefficiente momento perché esso fa si che le traiettorie 
rappresentate dai pesi siano più regolari e che aumenti la velocità di convergenza dell’algoritmo.   
Nella letteratura troviamo vari studi che sono stati fatti dell’algoritmo detto Metodo del Gradiente 
con coefficiente Momento. Phansalkar and Sastry in [12] mostrano che tutti i minimi locali della 
superficie dell’errore quadratico sono stabili per l’algoritmo e che esso converge più lentamente se 
il coefficiente momento è negativo. Hagiwara e Sato in [13], [14] mostrano che il meccanismo 
associato al coefficiente momento può essere ottenuto da una funzione costo modificata nella quale 
gli errori quadratici sono esponenzialmente pesati nel tempo; essi ricavano anche una relazione tra il 
coefficiente momento, il coefficiente di apprendimento e la velocità di convergenza. Qian in [15] 
dimostra che esiste una analogia tra la convergenza dell’algoritmo con coefficiente momento e il 
movimento delle particelle di Newton in un liquido con viscosità media. Utilizzando una 
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approssimazione discreta di questo sistema continuo, Qian stabilisce anche le condizioni per la 
stabilità dell’algoritmo. 
La metodologia usata da [10] è diversa da quelle fatte finora. Infatti [10] parte dalla procedura 
iniziata da Hagan et al. [11], pp. 12-34 a pp. 12-37 e dimostra che 
1) esiste sempre un valore del coefficiente momento γ  che stabilizza    
l'algoritmo indipendentemente dal valore del coefficiente di apprendimentoα . 
2)   il valore del coefficiente momento γ  agisce sulla convergenza dell'algoritmo. 
Dato la funzione errore, in forma quadratica,  
                               ( )xf  xaAxx TT +=
2
1
+ c                           (1) 
dove A  è una matrice Hessiana, 0≥A  e A = n  x n  
         x sono i pesi della Rete Neurale Artificiale 
   a  è un vettore n  x 1 
Abbiamo il seguente problema di Programmazione Quadratica da risolvere 
                                     Min  ( )xf                                                          (2) 
                                        
nRx ∈  
L’algoritmo detto Metodo del Gradiente standard è dato da 
                               1+kx  -  kx  =  - )( kxf∇α                                         (3) 
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dove α  è il coefficiente di apprendimento che è fissato e α >0 
L’algoritmo detto Metodo del Gradiente con il coefficiente momento invece è dato da 
                                1+kx  -  kx  =  1−∇ kxγ  - ( )γ−1 )( kxf∇α                           (4) 
dove γ  è il coefficiente momento 
Per la nostra analisi, γ  va scelto in modo da avere 0< γ  < 1 perché valori di γ negativi rendono 
lenta la convergenza dell’algoritmo [15] e quelli più grandi di uno sono sempre instabili come 
vedremmo. 
Il gradiente della funzione errore è 
                                 )(xf∇  = axA +*                                                                  (5) 
Per risolvere il nostro problema dato da (2) usando l’algoritmo detto Metodo del Gradiente con il 
coefficiente momento (4), se sostituiamo in (4) il valore di )(xf∇  si ottiene 
                  1+kx  = [ ( ) ( )*1*1 γγ −−+ I A*α ]* kx  - 1* −kxγ  - ( )γ−1 * d*α         (6) 
Definiamo il seguente vettore 
                             kx
^
  = 








−
k
k
x
x 1
                                                                                         (7) 
           Dall’equazione (6) si ottiene il seguente sistema lineare dinamico 
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 

−
=+
I
x k
*
0
1
^
γ
               

+ A]**)- (1 - I*) [(1  αγγ
I
*
^
kx   +   


−− d**)1(
0
αγ
 
         =  *W
^
kx  + V                                                                                                   (8) 
dove nnxW 22=  
         12nxV =  
 
5.2 – Studio della stabilità dell’algoritmo detto Metodo del Gradiente con 
coefficiente Momento 
Saranno presentate sia le condizioni sufficienti che quelle necessarie per la stabilità dell’algoritmo 
in questione e anche i valori ottimali teorici del coefficiente momento che velocizzano la 
convergenza dell’algoritmo. 
Il sistema lineare dinamico dato da (8) è stabile solo se il modulo di tutti gli autovalori di W è 
minore di 1. 
5.2.1 Vogliamo dimostrare che esiste sempre un intervallo di valori di γ  in cui l’algoritmo è 
stabile indipendentemente del coefficiente di apprendimento α  (Condizioni Sufficienti). 
1. Adesso dobbiamo trovare gli autovalori di W. 
Considerando la matrice W a blocchi, possiamo riscriverla cosi 
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                                   W =  

− Iγ
0
    

T
I
   dove  T = A])- (1 - )I [(1 αγγ+          (9) 
Sia wλ  gli autovalori di W e wz  gli autovettori corrispondenti 
Abbiamo che 
                         *W wz  =  wλ * wz  ovvero  

− I*
0
γ
    

T
I




w
w
z
z
2
1
 = 
wλ   



w
w
z
z
2
1
       (10) 
Ciò implica che 
                          
w
z2  = 
wλ * wz1     e     - *γ wz1  + *T wz2  = wλ * wz2                           (11) 
Per determinare wz1 , 
w
z2 e 
wλ , supponiamo che wz2  sia anche un autovettore della matrice T e 
quindi che tλ  il suo autovalore corrispondente ovvero 
                            *T wz2  =  
tλ * wz2                                                                              (12) 
Se tale scelta di wz2  è sbagliata allora l’equazione (11) non sarà soddisfatta. Invece se tale scelta 
fosse esatta, saremmo capace di trovare wλ che soddisfi (10). 
Dopo vari passaggi matematici, troviamo che:  
 Per ogni autovalore  tλ  di T esistono due autovalori  wλ di W che sono le radice dell’equazione 
                        ( wλ ) 0)(2 =+− γλλ wt  le cui soluzioni sono                             (13) 
                        
wλ =
2
4)( 2 γλλ −−+ tt
                                                            (14) 
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L’equazione (14) ci determina gli autovalori della matrice W in funzione di quelli di T. 
1.1  Calcoliamo pertanto gli autovalori di T: 
Dall’equazione (9), si osserva che la matrice T dipende dalla matrice Hessiana A. 
Supponiamo che { }nλλλ ,.....,, 21  e { }nzzz ,.....,, 21 siano gli autovalori e gli autovettori, 
rispettivamente, della matrice Hessiana A. 
Allora abbiamo che 
                             =izT *   A])- (1 - )I [(1 αγγ+ iz            
                                        =    …                                                          
                                        = i
tλ * iz                                                                             (15) 
dove itλ  =  ( i**)- (1 - ) (1 λαγγ+ ) sono gli autovalori di T                                     (16) 
Da notare che gli autovalori di T, itλ , sono reali, dato che ,γ α  e iλ  sono reali essendo A 
simmetrica. 
Dalla (14) e la (16) ricaviamo gli autovalori di W. 
2. Mostriamo adesso che il modulo degli autovalori di W, | wλ |, è minore di 1: 
Dalla (16) osserviamo che se gli autovalori wλ  sono complessi allora il loro modulo è pari  
a γ  ovvero 
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                           | wλ | = 
4
)(*4
4
)( 22 tt λγλ −
+  = γ                                          (17) 
Ciò è vero perché tλ è reale. 
Dato che 0< γ  < 1 allora  | wλ | < 1: ciò implica che l’algoritmo è stabile. 
2.1 Dimostriamo che esiste sempre un intervallo di valori di γ  nel quale tutti gli autovalori di W 
sono complessi e pertanto l’algoritmo è stabile: 
2.2 Determiniamo questo intervallo di valori di γ  nel quale tutti gli autovalori di W, wλ , sono 
complessi: 
L’equazione (21) può essere scritta cosi 
( 2i )**)- (1 - ) (1 λαγγ+  - γ*4       
= …          
Dato che α  e iλ  sono positivi e siamo considerando il caso in cui γ è minore di 1, quindi (22) è 
soddisfatta se 
… 
Pertanto la condizione perché tutti gli wλ siano complessi è che  
                                               [ ( ) ]2
2
1*
)1*(
max
+
−
i
i
i λα
λα
 < γ  < 1                          (24)                                
            quindi, fissato il coefficiente di apprendimento α , il coefficiente momento γ  minimo,  per il 
quale (24) è soddisfatto, è        
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                                  minγ  = [ ( ) ]2
2
1*
)1*(
max
+
−
i
i
i
λα
λα
                                          (25) 
Dato che il modulo degli autovalori  wλ  complessi è γ , ciò significa che il modulo 
decresce mentre γ  decresce da 1 a minγ . La velocità di convergenza dell’algoritmo 
dipende dal modulo di wλ  ovvero più il modulo è piccolo più la convergenza è veloce. 
Perciò, nel caso in cui gli autovalori wλ  sono complessi, vogliamo avere un coefficiente 
momento γ  più piccolo possibile. Ciò suggerisce di considerare il valore di γ  dato dalla 
(25) come valore che, generalmente, produce la convergenza più veloce dell’algoritmo.  
Non possiamo affermare che ciò accada sempre perché, come abbiamo visto, ad ogni 
autovalore λ di A corrispondono due autovalori wλ  e, per valori di γ  non appartenenti 
all’intervallo dato dalla (24), tali due wλ  sono reali (come vedremmo in seguito). Il fatto è 
che l’autovalore più grande ha tendenza a crescere in modulo mentre quello più piccolo 
decresce. Se succede che il contributo dell’autovalore più grande sia piccolo rispetto alla 
risposta totale del sistema mentre l’autovalore più piccolo dia un contributo maggiore 
allora l’algoritmo convergerà più velocemente se γ < minγ . Sappiamo che il 
comportamento degli autovalori dipende dalla direzione nella quale la traiettoria del 
sistema si avvicina al punto di minimo. Se ciò avviene lungo l’autovettore associato 
all’autovalore più piccolo allora l’algoritmo convergerà più rapidamente.  
5.2.2 Studio della stabilità dell’algoritmo detto Metodo del Gradiente con coefficiente  
Momento nel caso in cui gli autovalori wλ  sono reali (Condizioni Necessarie) 
Precedentemente abbiamo analizzato la stabilità dell’algoritmo nel caso in cui gli autovalori  
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wλ  sono complessi e di conseguenza esiste sempre un coefficiente momento γ  che soddisfa       
la (24) e rende l’algoritmo stabile.  
Nella seguente analisi in cui wλ sono reali, abbiamo tre casi da esaminare: 
1) 0 <α * iλ  < 1;  
2) 1 <α * iλ  < 2;  
3) α * iλ  > 2; 
Ricordiamo che ad ogni autovalore iλ di A corrispondono due autovalori wλ . I grafici che 
verranno fatti in seguito rappresentano ogni iλ ovvero i due wλ  associati . 
Caso I: 0 <α * iλ  < 1 
Abbiamo che gli autovalori wλ reali sono tali che 0 < −wλ  < +wλ  < 1; ciò implica che 
l’algoritmo è stabile. Dimostreremo che la stabilità avverrà  per ogni γ che soddisfa 0 < γ  
< 1. 
…??? 
Caso II: 1 <α * iλ  < 2 
Questo caso è simile al precedente ovvero la convergenza dell’algoritmo è assicurata per 
ogni γ che soddisfa 0 < γ  < 1. Dimostreremo che gli autovalori wλ  sono tali che  –1 < −wλ  
< +wλ  < 0. 
Nel caso in cui esistono wλ  complessi, l’algoritmo converge. 
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Se α * iλ  = 1 allora gli wλ saranno sempre complessi quindi corrisponde al caso I visto 
precedentemente. 
 
Caso III: α * iλ  > 2 
Ricordiamo che questo caso coincide con quello in cui l’algoritmo detto Metodo del 
Gradiente Standard comincierà ad essere instabile. 
E’ stato necessario considerare questo caso perché il caso precedente non è più valido 
quando α * iλ  > 2 perché −wλ  è una funzione di γ , −wλ (γ ), che cresce  
quando γ  cresce. E dallo studio del caso precedente, sappiamo che  
                                          
−wλ (0) = 1 - α * iλ   
Se α * iλ > 2 allora  −wλ (0) sarà minore di –1. Visto che −wλ (γ ) cresce per valori di γ  
crescenti, −wλ (γ ) potrebbe eventualmente essere maggiore di –1. 
Il sistema dinamico (8) è stabile se tutti gli autovalori wλ hanno il modulo minore di 1. Perciò 
vogliamo trovare il valore di γ   per il quale −wλ (γ ) = -1 e troviamo che 
                                   γ  = 
2*
2*
+
−
i
i
λα
λα
                                                       (46)      
Quindi in questo caso l’algoritmo converge per valori di γ  che soddisfano la (47) 
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2*
2*
+
−
i
i
λα
λα
 < γ < 1                                           (47) 
5.3 - Implementazione dell’Algoritmo detto Metodo del Gradiente con 
coefficiente Momento 
Ora descriveremo i vari file con i quali abbiamo implementato il software che implementa 
l’algoritmo detto Metodo del Gradiente con coefficiente Momento illustrato nel paragrafo 
precedente. 
1) Il file AlgoritmoSDM.m 
Questo file implementa l’algoritmo sopra citato. 
Vediamo il listato del file: 
% Implementa le Condizioni Sufficienti e quelle Necessarie per la stabilità del sistema 
% lineare dinamico che rappresenta la Rete Neurale ovvero per la convergenza dell’algoritmo 
% detto Metodo del Gradiente con coefficiente Momento determinando i 
% valori di tale coefficiente che stabilizzano il sistema. 
% Tali risultati vengono rappresentati per mezzo di grafici. 
 
% L’inserimento dei dati viene fatto da file; l' importante è rispettare le seguenti 
% assegnazioni: 
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%  ( )xf  xaxAx TT ****
2
1
+= + c 
% x = pesi della Rete Neurale Artificiale 
% A  = una matrice Hessiana 
% 1
^
+kX    =  *W
^
kX  + V: Sistema Lineare Dinamico che rappresenta il modello della 
% Rete Neurale associato all’algoritmo   
% 0
^
X =stato iniziale con 
^
kX   = 








−
k
k
x
x 1
    
% alf=coefficiente di apprendimento della Rete Neurale 
% Xmin=stato finale 
% Nit=numero di passi  in cui l’algoritmo converge 
 
2) Il file SDMom.m 
Calcola il numero di passi Nit in cui l’algoritmo converge, il peso minimo XminIt e il valore 
della funzione oggetto ( )xf  al punto di minimo (peso minimo) valFO. 
Viene chiamato dal file AlgoritmoSDM.m. 
Vediamo il listato del file: 
(…) 
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5.4 - Alcuni esempi della convergenza dell’algoritmo detto Metodo del 
Gradiente con coefficiente Momento. 
Esempio 1: 
» Digita il nome del file che contiene i dati richiesti 
Es1_SDM 
A = 
     1     2 
     2     5 
a = 
     1 
     3 
lamdaA1 = 
    0.1700 
lamdaA2 = 
    5.8000 
alf = 
    0.01000 
x0 =  
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     1 
    -1 
1.1 Chiamando la funzione Matlab “AlgoritmoSDM” con l’autovalore della matrice Hessiana A, 
lamdaA1, otteniamo 
» Siamo nel caso in cui il coefficiente di apprendimento “alf” = 0.01: 
 Condizioni Sufficienti per la stabilità: il coefficiente momento gam deve essere compreso tra 
gamMinCS = 0.99 e 1, esclusi, per ogni gam compreso tra ]0,1[. 
Il valore di gamMimCS è dato dal contributo dell’autovalore lamdaA1. 
Gli autovalori di W corrispondenti sono tutti complessi e il loro modulo = gam .  
» Siamo nel caso I: 0 <alf* lamdaA1< 1, con alf* lamdaA1 = 0.001, delle Condizioni Necessarie 
per la convergenza dell’algoritmo. 
Il nostro algoritmo converge, al punto di minimo XminIt, in un numero di passi pari a  
Nit =2140 per il valore di gam = 0.01; 
Il valore della funzione oggetto, nel punto di minimo, valFO = -0.9996 ; 
Il punto di minimo XminIt =    -0.9384 
                                                   0.9745 
Infatti vediamo dal seguente grafico che: 
- L’algoritmo converge sempre per valori del coefficiente momento “gam” compresi  tra 0    
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e 1, esclusi. 
- Gli autovalori di W sono reali, tutti in questo caso, e si verifica che 0 < lamdaW1 <    
lamdaW2 < 1. 
Grafico 5.3.1 
 
1.2  Adesso chiamiamo la funzione Matlab “AlgoritmoSDM” con l’autovalore della matrice 
Hessiana A, lamdaA2, otteniamo 
» Siamo nel caso in cui il coefficiente di apprendimento “alf” = 0.01 che corrisponde al caso I: 0 
<alf* lamdaA2< 1, con alf* lamdaA2 = 0.058, delle Condizioni Necessarie per la convergenza 
dell’algoritmo. 
Questo caso è simile al precedente come lo vediamo dal grafico 5.3.2.  
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Grafico 5.3.2 
 
Esempio 2: 
E’ lo stesso esempio iniziale ma con valore del coefficiente di apprendimento alf = 0.1. 
» Siamo nel caso in cui il coefficiente di apprendimento “alf” = 0.1: 
Condizioni Sufficienti per la stabilità: il coefficiente momento gam deve essere compreso tra 
gamMinCS = 0.96 e 1, esclusi, per ogni gam compreso tra ]0,1[. 
Il valore di gamMimCS è dato, anche qui, dal contributo dell’autovalore lamdaA1. 
Gli autovalori di W corrispondenti sono tutti complessi e il loro modulo = gam :  come si vede dal 
grafico 5.3.3 dove si è fatto il confronto del calcolo del modulo degli autovalori 
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di W calcolati con l’espressione … (+++, rosso) e con gam  (-, in blu). 
Condizioni Necessarie per la stabilità: 
2.1 Il caso dell’autovalore lamdaA1 è simile a quello dell’esempio 1, 1.1 (vedere grafico 5.3.1). 
2.2  Consideriamo quindi il caso dell’autovalore  lamdaA2 che è più interessante: 
Chiamiamo la funzione Matlab “AlgoritmoSDM” con tale autovalore  
Otteniamo 
Grafico 
5 .3.3 
» Siamo nel caso I: 0 <alf* lamdaA2< 1, con alf* lamdaA2 = 0.58, delle Condizioni Necessarie per 
la convergenza dell’algoritmo. 
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Come si vede dal grafico 5.3.4, l’algoritmo converge per ogni 0 < gam <1. 
Il nostro algoritmo converge, al punto di minimo XminIt, in un numero di passi pari a  
Nit =213 per il valore di gam = 0.01; 
Il valore della funzione oggetto, nel punto di minimo, valFO = -0.9996 ; 
Il punto di minimo XminIt =    -0.9392 
                                                   0.9748 
Grafico 5.3.4 
 
Esempio 3: 
E’ lo stesso esempio iniziale ma con valore del coefficiente di apprendimento alf = 0.2. 
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» Siamo nel caso in cui il coefficiente di apprendimento “alf” = 0.2: 
Condizioni Sufficienti per la stabilità: il coefficiente momento gam deve essere compreso tra 
gamMinCS = 0.88 e 1, esclusi, per ogni gam compreso tra ]0,1[. 
Il valore di gamMimCS è dato, anche qui, dal contributo dell’autovalore lamdaA1. 
Gli autovalori di W corrispondenti sono tutti complessi e il loro modulo = gam :   
Condizioni Necessarie: 
3.1 Il caso dell’autovalore lamdaA1 è simile a quello dell’esempio 1, 1.2 
3.2  Consideriamo quindi il caso dell’autovalore  lamdaA2 che è più interessante: 
Chiamiamo la funzione Matlab “AlgoritmoSDM” con tale autovalore  
Otteniamo 
Siamo nel caso II: 1 <alf* lamdaA2< 2, con alf* lamdaA2 = 1.16, delle Condizioni Necessarie per 
la convergenza dell’algoritmo 
Come si vede dal grafico 5.3.5, l’algoritmo converge per ogni 0 < gam <1. 
Infatti, il nostro algoritmo converge, al punto di minimo XminIt, in un numero di passi pari a Nit 
=98 per il valore di gam = 0.9; 
Il valore della funzione oggetto, nel punto di minimo, valFO = -0.9996 ; 
Il punto di minimo 
XminIt = 
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-0.9386 
0.9769 
Grafico 5.3.5 
 
Esempio 4: 
E’ lo stesso esempio iniziale ma con valore del coefficiente di apprendimento alf = 0.4. 
4.1  Il caso dell’autovalore lamdaA1 è simile a quello dell’esempio 1, 1.2 ovvero corrisponde al 
caso I: 0 <alf* lamdaA2< 1 
4.2  2  Consideriamo quindi il caso dell’autovalore  lamdaA2: 
Chiamiamo la funzione Matlab “AlgoritmoSDM” con tale autovalore  
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Otteniamo 
Siamo nel caso III: alf* lamdaA2> 2, con alf* lamdaA2 = 2.33, delle Condizioni Necessarie per la 
convergenza dell’algoritmo 
Come si vede dal grafico, l’algoritmo converge per ogni gamMinCN = 0.07 < gam <1. 
Grafico 5.3.6 
 
Esempio 5: 
E’ lo stesso esempio iniziale ma con valore del coefficiente di apprendimento alf = 0.5. 
5.1  Il caso dell’autovalore lamdaA1 è simile a quello dell’esempio 1, 1.2 ovvero     
       corrisponde al caso I: 0 <alf* lamdaA2< 1 
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5.2  Consideriamo quindi il caso dell’autovalore  lamdaA2: 
       Chiamiamo la funzione Matlab “AlgoritmoSDM” con tale autovalore  
       Otteniamo 
       Siamo nel caso III: alf* lamdaA2> 2, con alf* lamdaA2 = 2.9, delle Condizioni          
       Necessarie per la convergenza dell’algoritmo 
       Come si vede dal grafico, l’algoritmo converge per ogni gamMinCN = 0.18 < gam < 1. 
 
Grafico 5.3.7 
 
Esempio 6: 
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E’ lo stesso esempio iniziale ma con valore del coefficiente di apprendimento alf = 0.6. 
Si fa notare che i casi per cui il coefficiente di apprendimento alf  sia compreso tra 0.6 e 1 sono 
tutti uguali al caso alf = 0.5 visto sopra. 
6.1  Il caso dell’autovalore lamdaA1 è simile a quello dell’esempio 1, 1.2 ovvero corrisponde al 
caso I: 0 <alf* lamdaA2< 1 
6.2  Il caso dell’autovalore lamdaA2 coincide con il caso III: alf* lamdaA2> 2 per il quale    
 l’algoritmo converge per ogni gam tale che gamMinCN = 0.27 < gam < 1. 
 In questo esempio, vogliamo mostrare che per valori di gam che non rispettano il fatto   
 che deve essere gamMinCN < gam < 1 ovvero per valori di gam < gamMinCN,   
 l’algoritmo non converge al punto di minimo Xmin =[-1; 1] in un numero di passi 
  finito Nit; Infatti: 
                   Nit =1000000 
                    XminIt = 
                       0.4310 
                       1.2930 
                e anche valFO = 1.0771 (deve essere -1) 
    Gli autovalori di W corrispondenti a tali valori di gam sono in modulo maggiore di 1. 
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    Vediamolo nel grafico 5.3.8: 
 
Grafico 5.3.8 
 
Esempio 7: 
E’ lo stesso esempio iniziale ma con valore del coefficiente di apprendimento alf = 4. 
Condizioni Sufficienti per la stabilità: il coefficiente momento gam deve essere compreso tra 
gamMinCS = 0.84 e 1, esclusi, per ogni gam compreso tra ]0,1[. 
In questo caso invece, il valore di gamMinCS è dato dal contributo dell’autovalore lamdaA2. 
Gli autovalori di W corrispondenti sono tutti complessi e il loro modulo è minore di 1, 
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come si può osservare dal grafico 5.3.9. 
Grafico 5.3.9 
 
Condizioni Necessarie: 
7.1  Anche qui il caso dell’autovalore lamdaA1 è simile a quello dell’esempio 1, 1.2 ovvero 
corrisponde al caso I: 0 <alf* lamdaA2< 1 in cui l’algoritmo converge per ogni valore del 
coefficiente del momento gam compreso tra 0 e 1, escluso. 
7.2  Nel grafico seguente invece abbiamo considerato il caso dell’autovalore lamdaA2  per valori 
del coefficiente momento non ammissibili ovvero gam < gamMinCN = 0.84. 
Infatti gli ci sono autovalori reali di W il cui modulo è maggiore di 1 come si può osservare dal 
grafico 5.3.8 
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Grafico 5.3.8 
 
Comunque per valori del coefficiente momento gam ammissibili cioè compresi tra  
gamMinCN e 1, l’algoritmo converge, al punto di minimo XminIt, in un numero di passi pari a Nit 
=47 per il valore di gam = 0.85; 
             valFO =    -0.9972; 
             XminIt = 
                   - 1.0198 
                      0.9748 
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6 - Presentazione del menù principale 
6.1 - Presentazione del menù principale 
Abbiamo creato un menù principale dal quale possiamo avviare le varie possibilità che offre questa 
tesi. 
Questo menu è avviato dal file Menupri.m , e fa comparire il seguente schema con il quale 
vengono avviati i menù delle varie opzioni: 
 
 
 
 
 
 
   
 
 
 
 
Vediamo quindi il listato del file Menupri.m : 
clc 
Risoluzione del tempo discreto 
Introduzione 
Utilizzo rete neurale 
Risoluzione del problema T.D. 
Studio della stabilità dell’algoritmo detto Metodo del 
Gradiente con coefficiente Momento   
Close 
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labels = str2mat(... 
    'Introduzione', ... 
    'Utilizzo rete neurale',... 
    'Risoluzione del problema T.D.',... 
    ' Studio della stabilità dell’algoritmo detto Metodo del Gradiente con 
coefficiente Momento        '); 
                   
    
% Callbacks 
callbacks = [ ... 
    'prog                ' 
    'menutesi            ' 
    'menuOttim          ' 
    'menudian            ' 
        ]; 
choices('PROGETTO', 'menu principale', labels, callbacks); 
Vediamo quindi a che cosa servono le varie opzioni del menù principale. 
Introduzione fornisce alcune informazioni per l' utilizzo del programma. 
Rete neurale permette l' utilizzo della rete neurale descritta nel capitolo 3 
Risoluzione del problema T.D. permette di risolvere il problema specifico del raggiungimento di 
uno stato come descritto nel capitolo 1 attraverso gli algoritmi Quadprog e Linprog di Matlab. 
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Studio della stabilità dell’algoritmo detto Metodo del Gradiente con coefficiente Momento  nel 
minimizzare la funzione errore quadratica di una Rete Neurale permette di mettere in evidenza 
come l’utilizzo del coefficiente momento, nel Metodo del Gradiente per allenare una rete neurale 
“multilayer”, fornisce dei risultati teorici molto importanti riguardante la convergenza 
dell’algoritmo e i valori del coefficiente momento che ne velocizzi la convergenza. 
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