We give a generalization of Kung's theorem on critical exponents of linear codes over a finite field, in terms of sums of extended weight polynomials of linear codes. For all i = k + 1, . . . , n, we give an upper bound on the smallest integer m such that there exist m codewords whose union of supports has cardinality at least i.
Introduction and main result
For a non-degenerate [n, k] code C over a finite field F q , let c j be the smallest integer m such that there exists a codeword of Hamming weight at least j in C ⊗ Fq F q m . It is well known, see for example [3] , Proposition 2, that there exist polynomials P j (x), only dependent on the matroid associated to (any parity check matrix of) C, such that the number of codewords of Hamming weight j in C ⊗ Fq F q m is P j (q m ). We now recall the definition of these polynomials: Definition 1.1 Let M be the matroid associated to the parity check matrices of C, and n M its nullity function. Set P 0 (x) = 1 and P j (x) = (−1) j |σ|=j γ⊆σ (−1) |γ| x nM (γ) for 1 j n.
Hence we see that c j is the smallest integer m such that P j (q m ) + · · · + P n (q m ) = 0.
In the special case j = n, we see that c n is the smallest m such that P n (q m ) = 0. The polynomials P j (x) can of course also be expressed in terms of functions obtained from the matroid of generator (instead of parity check) matrices of C. Then
where ρ is the rank function associated to the matroid of generator matrices of C, and E = {1, 2, . . . , n}. For simplicity, and in order to be in harmony with established notation, we will denote P n (x) by p(M ; x). This makes it natural to quote the "Critical Theorem" by Crapo and Rota, [2] . 
Hence we see that the number of ordered m-tuples of codewords from F q with support E, as described in [2] We then have:
Proof The proof for the case j = n, as given in Lemma 3 of [1] , immediately carries over to any j in question.
Moreover, if G is any generator matrix of C, then we have: Proof The proof for the case j = n, stated in Lemma 5 of [1] , and originally in Lemma 2 of [5] carries over to any j in question.
Let C be an [n, k] code over F q . For any i, 1 i k, the i-th generalized Hamming weight of C is defined by
where Supp(D) = x∈C supp(x). Then the following result is known as the generalized Singleton bound (cf. [7] ).
is the i-th generalized Hamming weight of the dual code C ⊥ . We now give the main result of the paper. 
where d ⊥ is the minimum Hamming weight of the dual code C ⊥ .
Proof (of the corollary): From the definition of the i-th Singleton defect, we have that
Remark 1.2 In [3], one expresses the polynomials from the present Definition 1.1 in terms of the Betti numbers of the Stanley-Reisner rings of the matroid associated to the parity check matrix of the code in question, and so-called elongations of this matroid. The matroids are then thought of simplicial complexes with facets the bases of the matroids. Our main result is formulated in terms of properties of these polynomials. Hence the material in the present paper gives another link between coding theory properties, and algebraic topological properties of associated matroids appearing in a natural way.

Proof of the generalization of Kung's bound
We now prove the main result of the article.
Then it is known that the rank of any set of (t − 1) column vectors in G is at least t − (n + 1 − i) and there exists a set of t column vectors whose rank is t − (n + 1 − i) (see, for instance [7] ). We assume that C has a generator matrix of the form [I k |A]. From the generalized Singleton bound, it follows that
So we can take e 1 , . . . , e t−n−2+i as linearly independent column vectors in G, where e i denotes the vector in F k q with a 1 in the ith coordinate and 0's elsewhere. Assume, for contradiction, that
subspace D generated by e 1 + αe t−n−2+i , . . . , e t−n−3+i + αe t−n−2+i , contains (at least) n − i + 1 distinct column vectors of G, say
None of these u j is equal to any e l , for j = 1, · · · , n − i + 1 and l = 1, · · · , t − n − 2 + i. (Set a linear combination of e 1 + αe t−n−2+i , . . . , e t−n−3+i + αe t−n−2+i equal to e l , and derive the contradiction α = 0).
Therefore {u 1 , . . . , u n−i+1 , e 1 , . . . , e t−n−2+i } is a set of (t − 1) column vectors in G. We see any t − n − 1 + i vectors of this set are linearly dependent, since they effectively are t − n − 1 + i vectors in (t − n − 2 + i)-space. Hence the rank of the subspace of F k q spanned by these t − 1 vectors is strictly less than t − (n + 1 − i). This is a contradiction, and the proof is complete.
3 An analysis of the sharpness of the new bound Some initial observations are: Inserting i = k + 1 in the statement of Theorem 1.2, we get
If C ⊥ is also non-degenerate, we have s ⊥ n−k = 0, so γ k+1 2. Moreover we obviously have γ i 1 for all i k, since the word Σ, being the sum of all rows in any generator matrix G, on standard form after a possible permutation of columns, obviously has Hamming weight at least k. It is well known that s
n−k for any linear code (cf. [7] ), and it is clear from the definitions that γ i γ j if i j.
We observe that for MDS codes, that is, an [n, k] code over F q with d 1 = d = n − k + 1, the theorem gives γ i 2, for all i k + 1, but it is clear that there exist MDS codes with n > k and individual codewords of Hamming weight n, and then γ i = 1 for all i. Hence we do not claim that the bound given in the theorem is sharp, neither just for i = n, nor stronger: for all i = k + 1, . . . , n, simultaneously.
In [1] one finds, to the contrary: One expects the result to be true also for d ⊥ = 3 and q odd, with the extra assumption that C is not the dual of a Hamming code (We recall d ⊥ = 3 for C the dual of a Hamming code). Also for binary codes this result holds (see [1] , Corollary 15, for a statement also involving most cases with
Hence, at least for odd q, and q = 2, there are almost no linear codes with simultaneous sharpness for all j ∈ {k + 1, · · · , n} in Theorem 1.1, and d 
On the other hand again, if C is an MDS code having no codewords of weight n, it is easily shown, as in [1] , that γ n−1 = 1, so the only possibility for simultaneous sharpness for all j k + 1 is k + 1 = n, in other words an [n, n − 1] code. We will now, after a suitable definition valid for linear codes in general, take a closer look at duals of Hamming codes. We will study these codes in particular, since they serve as a demonstration of how good the bound in Theorem 1.2 after all is.
Definition 3.1 For a non-degenerate
One understands that t i (C) measures the lack of sharpness of the bound in Theorem 1.2 for each i.
Let H
⊥ be a dual Hamming [
q−1 . Then, for each r = 1, . . . , k, the number of r-dimensional subcodes of H ⊥ of support weight i is given by
0 , otherwise where k r q denotes the Gaussian binomial coefficient (cf. [5] ). Therefore we can easily derive the following result. 
Moreover the weight hierarchy of a Hamming [n = (q k − 1)/(q − 1), n − k, 3] code H over F q is determined as follows (cf. [7] ): {d r (H) : 1 r n − k} = {1, 2, . . . , n} \ {µ i + 1 : 0 i < k}.
Then it follows that:
Lemma 3.2 For any j, 2 j k, and any r, µ j−1 − j + 2 r µ j − j,
Proof From Lemma 3.1, we have that γ i = r. And we set
In the case of l k − r + 1, it follows that
, and so d s (H) = s + (k − r + 2) by Lemma 3.2. Therefore we have that
Similarly, in the case of k − r + 2 l, it follows that d s (H) = s + (k − r + 1). Thus we have that
The proposition follows. 5, 6, 7, 9, 10, 11, 12, 13, 14, 15 ). This is a constant weight code, and then γ i = min{j|d j i} for all i, and we obtain the following table, where we only list the interesting values i = k + 1 = 5, . . . , n = 15, since trivially γ i = 1 for i = 1 On the other hand, we see that t n+1−j = 0, so that our bound is sharp, for all j = 1, q, q + 1, , for all r. We can then evaluate the sharpness of our bound and we get that
In particular t q r−1 = r − 1.
An [n, k] code C over F q is called an r-MDS code iff it attains the generalized Singleton bound d r = n − k + r from Lemma 1.1 for i = r. We denote the maximum Hamming weight of a single non-zero codeword in C by d max . Proof Since C ⊥ is an (n + 1 − i)-MDS code, we have that the bound in Theorem 1.2 is:
Moreover C does not contain any codeword whose Hamming weight is greater than i − 1. Thus we find that c i 2 also, and so the proposition holds (with bound 2 in this case).
For the special case d = n − k + 1 and i = n, we obtain:
Corollary 3.1 Let C be an MDS code over F q .If d max < n, then the bound in Theorem 1.2 is sharp for i = n (with c n = γ n = 2). From the proof of that result we also know that that bound is 2. In the case j = 4, k = q = 2, we have k + 1 = 3, n = 12, while we obtain sharpness for the intermediate value i = 9 (In the table of Example 3.1 the value for the i in question is 11).
