Heat flow model for pulsed laser melting and rapid solidification of ion implanted GaAs by Scarpulla, Michael & Kim, Taeseok
JOURNAL OF APPLIED PHYSICS 1 0 8 , 013508 (2010)
Heat flow model for pulsed laser melting and rapid solidification of ion 
implanted GaAs
Taeseok Kim>1’a) Manoj R. Pillai,2 Michael J. Aziz,2 Michael A. Scarpulla,3 
Oscar D. Dubon,4 Kin M. Yu,5 Jeffrey W. Beeman,® and Mark C. Ridgway6
1 Solar Cell Technology and Development Group, SunPower Corporation, San Jose, California 95134, USA 
''Harvard School o f  Engineering and Applied Sciences, Cambridge, Massachusetts 02138, USA 
JDepartment o f  Electrical and Computer Engineering, Department o f  Materials Science and Engineering,
University o f Utah, Salt Lake City, Utah 84112-9206, USA
4Department o f  Materials Science and Engineering, Lawrence Berkeley National Laboratory,
University o f California, Berkeley, California 94720, USA 
Lawrence Berkeley National Laboratory, Berkeley, California 94720, USA
6Department o f  Electronic Materials Engineering, Research School o f  Physical Sciences and Engineering,
Australian National University, Canberra A C T 0200, Australia
(Received 11 January 2010; accepted 28 May 2010; published online 6 July 2010)
In order to further understand the pulsed-laser melting (PLM) of Mn and N implanted GaAs, which 
we have used to synthesize thin films of the ferromagnetic semiconductor G a(_TMnTAs and the 
highly mismatched alloy GaNTA s(_T, we have simulated PLM of amorphous (a-) and crystalline (c-)
GaAs. We present a numerical solution to the one-dimensional heat equation, accounting for 
phase-dependent reflectivity, optical skin depth, and latent heat, and a temperature-dependent 
thermal conductivity and specific heat. By comparing the simulations with experimental 
time-resolved reflectivity and melt depth versus laser fluence, we identify a set of thermophysical 
and optical properties for the crystalline, amorphous, and liquid phases of GaAs that give reasonable 
agreement between experiment and simulation. This work resulted in the estimation of thermal 
conductivity, melting temperature and latent heat of fusion of a-GaAs of 0.008 W /cm K at 300 K,
1350 K, and 2650 J /cm 3, respectively. These materials properties also allow the prediction of the 
solidification velocity of crystalline and ion-amorphized GaAs. © 2010 American Institute o f  
Physics. [doi:10.1063/1.3457106]
I. INTRODUCTION
Pulsed-laser melting (PLM) has been studied as a pow­
erful technique to remove implantation damage in Si and 
GaAs since the 1980s. Early studies1”6 pointed out that GaAs 
is highly sensitive to surface damage during the PLM pro­
cess largely due to arsenic loss. Damage can be drastically 
reduced or eliminated by employing shallow ion implanta­
tion followed by PLM with laser fluence just sufficient to 
melt through the implanted damaged layer using spatially 
homogenized lasers in the UV, where the absorption coeffi­
cients a  is quite large.
Highly mismatched semiconductor alloys (HMAs) have
become important due to their dramatic changes in electronic
properties from the host materials with just a small amount
of alloying, which suggests many potential technological
applications. GaNTA s(_T is a HMA known especially for its
large band gap reduction or bowing of 180 meV per x
8 9= 0.01 up to a few percent N. ' Ferromagnetic semiconduc­
tors (FMSs) are of interest for use in magnetoelectronic or 
spintronic applications.10”13 In systems such as Ga|_TMnTAs, 
this coupling is mediated by holes and can result in relatively 
high Tc up to 170 K for Ga|_TMnTAs with x  near 0.08.14 
Because the equilibrium solubility limits at room tempera­
ture for N and Mn in GaAs are lower than the atomic percent 
levels of interest for both of these alloy systems, kinetically-
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controlled synthesis such as low temperature molecular beam 
epitaxy (LT-MBE) or ion implantation and PLM (II-PLM) 
are required for film synthesis.
The extremely fast melting and solidification rate in the 
PLM process result in highly supersaturated, substitutional 
solid solutions15 giving rise to a large band gap reduction 
(HMA) or high Tc (FMS), comparable to those found in 
alloys produced by conventional thin film growth methods.
We have demonstrated II-PLM as a synthesis method for 
III-Mn-V FMSs like Ga,_TMnTAs with Tc above 135 K and 
Ga,_.TMnTP with Tc up to 65 K,14'16”19 and III-N-V HMAs 
like GaNTA s(_T.20 G a(_TMnTAs films produced using II-PLM 
do not exhibit signs of ferromagnetic second phases and ex­
hibit structural, magnetic, and magnetotransport properties in 
quantitative agreement with those of films grown by 
LT-MBE.21 In II-PLM synthesis of Ga,_TMnTAs, GaAs wa­
fers are ion implanted with Mn+ creating a supersaturated 
concentration up to 5 x 1 0 2, /cm 3 of Mn due to negligible 
bulk diffusion at room temperature. The transient heat flow 
resulting from the near-surface (1 / a ~  5 nm) absorption of a 
single pulse from a high-powered UV laser is then used to 
melt through the implantation-induced structural damage 
(~  100 nm). As heat is extracted into the substrate, a process 
of epitaxial solidification occurs with the crystal-melt inter­
face returning to the surface at growth speeds of typically
1-10 m/s."" In II-PLM, the metastable G a(_TMnTAs phase is 
achieved by this rapid solidification from the melt and sub­
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sequent quenching at rates up to 1010 K /s . '3 Incorporation 
of dopants at concentrations up to hundreds of times the 
room temperature equilibrium solubility limit is routinely 
achieved using II-PLM. '4”' 7
By similar methods, we have produced thin films of
GaNj.Asj._j., and analysis by photomodulated reflectance'
28 29and ballistic electron emission spectroscopy' "  show 
~  180 meV decrease per atomic percent N in both band gap 
and Schottky barrier height for dilute nitrogen incorporation.
PLM has been studied extensively in crystalline Si 
(Refs. 15 and 30) including modeling of the heat flow gov­
erning the solidification process.31 The melting and solidifi­
cation during PLM occurs on ns time scales, while the ab­
sorption of photons and their conversion to heat occurs on 
faster time scales.24 This allows the heat deposition due to 
the laser pulse to be described spatially by the absorption of 
the appropriate optical stack and temporally by the laser 
pulse itself. For large area samples and irradiation below the 
ablation threshold, a one-dimensional (ID) heat flow model 
is appropriate. The heat deposited by the laser will cause 
some portion of the sample to melt and then solidify as heat 
subsequently flows into the substrate. For simulations of 
melting of an ion amorphized semiconductor layer on a crys­
talline substrate, it is necessary to incorporate the optical and 
thermophysical properties of the crystalline, amorphous, and 
liquid phases. In order to better understand and refine PLM 
processing for Ga^.Mnj.As and GaN^As^., we have simu­
lated the melting and solidification during PLM of ion im­
planted GaAs. Many of the thermophysical properties re­
quired for the liquid and amorphous phases of GaAs are not 
well known; thus this work comparing simulation to experi­
ment represents independent estimates of some of these val­
ues.
II. EXPERIMENT
In order to investigate PLM of ion amorphized layers, 
semi-insulating GaAs (001) wafers were implanted with 
40Ar+ at multiple energies. Ar+ was implanted at 180, 80, and 
35 keV to doses of (respectively) 5 X 1 0 15, 1.5 X 1015, and 
7 X  1014/c m \  Each sample was irradiated in air with a single 
pulse from a XeC.l excimer laser [A = 308 nm, 30 ns full 
width at half maximum (FWHM)]. A multiprism homog­
enize!' was used to produce a spatially uniform fluence rang­
ing between 0.04 and 0.61 J /cm 2 over the sample area of 
approximately 5 X 5  mm2. The uncertainty in the fluence of 
each XeC.l laser pulse is estimated at 10%. A low-power 
continuous wave 488 nm argon ion laser beam was focused 
on the sample in the center of the XeC.l spot to <1 mm 
diameter and used to monitor the time-resolved reflectivity 
(TRR) of the samples during the excimer laser irradiation. 
The 488 nm beam was detected by a fast Si diode and cap­
tured by a digitizing oscilloscope triggered off the XeC.l 
beam using a second diode1 Melting of the sample surface by 
the XeC.l laser was detected by an abrupt increase in the 
sample reflectivity indicating a more reflective liquid phase, 
as shown in Fig. I .1'31
A finite differences code using explicit forward Euler 
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FIG. 1. Typical reflectivity measurement for a c-GaAs sample.
temperature-dependent thermophysical properties to simulate 
the ID  heat flow resulting from laser irradiation.32 Materials 
properties are input to the program from a file including 
temperature dependent properties, which are interpolated lin­
early during the calculation. The measured time-dependent 
intensity of the XeC.l pulse is used to determine the heat 
deposition by absorption. The following nucleation and 
growth rules are applied in the current simulation. In a case 
of incomplete melting of an amorphous material, the amor­
phous material is assumed to regrow as an amorphous solid 
or as a crystalline solid for comparison. In a case of fully 
melting the amorphous layer resulting in a crystal/liquid in­
terface, the liquid is assumed to regrow as a crystalline solid, 
as reported previously.14'16”' 0' ' 8' '9
Overheating and undercooling are allowed for by deter­
mining the position of the liquid-solid interface from
v= fi(T  -  Tm), (1)
where v is the interface velocity, n  is the kinetic undercool­
ing coefficient, T is the interface temperature, and Tm is the 
equilibrium melting temperature of pure GaAs. n  is a prop­
erty of the crystalline-melt interface and a value of 0.0667 
m/s K has been shown to be appropriate for (001) Si in pre­
vious work.32 To obtain a value for GaAs in this study, we 
scaled this value by the ratios of Tm and latent heat of 
fusion33 for crystalline (c-) GaAs and c-Si as shown in Table 
II; this was found to give satisfactory results. Variations in n  
by factors of 2 about this value do not significantly affect the 
results. It is found that nearly-negligible undercooling and 
superheating gave melt depths and durations consistent with 
our experiments for the liquid-crystal GaAs interface, i.e., 
the interface velocity is determined mainly by heat flow in 
the sample, with the interface tracking closely the Tm iso­
therm.
III. RESULTS AND DISCUSSION
At the lowest fluences, surface melting does not occur 
and only photogenerated carriers contribute to the increase in 
reflectivity. Melting of the GaAs surface occurs above a 
threshold fluence, which we estimate to be near 0.08 J /cm 2 
for amorphous (a-) GaAs and 0.2 J /cm 2 for c-GaAs even
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though the measurement of the threshold fluence has been 
known to be limited by the surface conditions such as an 
inhomogeneous melting and surface contamination.34 Figure 
1 shows a representative TRR trace obtained for irradiation 
of c-GaAs at 0.34 J /cm 2. The melt duration (rmeU) was ex­
perimentally determined to be 83 ns using the FWHM of the 
reflectivity change. The formation of a liquid phase at the 
surface is indicated by the rapid rise in reflectivity as the 
XeCl pulse is absorbed by the sample. Because the absorp­
tion length of the 488 nm Ar+ laser in liquid GaAs is less 
than the depth of melting, TRR shows a flat-topped profile 
until the solidification front returns to within the absorption 
depth, as indicated by the relatively abrupt drop in reflectiv­
ity. The abruptness of the trailing edge is an indication of the 
planar character of the solidification front, which can be lost 
by pump laser inhomogeneities or cellular breakdown during 
solidification.
For implant-amorphized samples, beyond the fluence 
threshold for the onset of melting, another fluence threshold 
exists above which the entire amorphous layer is melted and 
solidification proceeds from the undamaged crystalline semi­
conductor below. This threshold fluence for complete melt­
ing depends primarily on the implant-damaged layer thick­
ness and the temporal pulse shape and wavelength of the 
laser. High quality single-crystalline epitaxial regrowth oc­
curs under these conditions; this is the regime in which we 
have synthesized our films of G a(_rMnAAs and GaNAA s(_r in 
prior work.
For fluences in between these two thresholds, the pri­
mary melt does not fully consume the amorphous layer and 
polycrystalline solidification appears to nucleate from the 
liquid-amorphous interface. Because the latent heat of the 
liquid-crystalline transition exceeds that of the liquid- 
amorphous transition and the thermal diffusivity in the amor­
phous phase is relatively low, the latent heat released during 
crystallization of the liquid is sufficient to rapidly launch a 
melting front into the underlying amorphous layer which 
then solidifies in a phenomenon known as explosive 
crystallization.35'36 As a result, the formation of a fine­
grained polycrystalline (FP) explosive crystalline region be­
neath a large-grained polycrystalline (LP) regrowth region 
has been observed in cross sectional transmission electron 
microscopy (XTEM).36
Figure 2 shows a cross XTEM image of a GaAs sample 
Ar+ implanted and rradiated at 0.12 J /cm 2, a fluence above 
the surface melting threshold but below the complete melting 
threshold. The topmost region is a LP GaAs, under which is 
found a layer of FP GaAs spanning depths from about 75 to 
160 nm. No a-GaAs remains, as the inset shows the interface 
between the FP region and the c-GaAs substrate with atomic 
resolution. We used the depth of this FP/c-GaAs boundary as 
the initial thickness of the a-GaAs for the heat flow simula­
tion in this study. Within the c-GaAs region, dislocations 
rings and voids at the end of the implantation profile appear 
similar to those in the previous study.20
TRR data similar to those in Fig. 1 were used to deter­
mine TmeU over a range of fluences for both Ar+ implanted 
GaAs and unimplanted c-GaAs. These data are displayed in 
Fig. 3(a) as the discrete data points. It is immediately appar-
FIG. 2. (Color online) XTHM image of the Ar+ implanted GaAs melted at 
0.12 J /c m 2. The image shows two regrown GaAs regions: LP and FP GaAs. 
Note that the FP GaAs extends to the original amorphous-crystalline inter­
face as shown in the inset at the boundary. Bubbles visible in the I.P region 
are believed to be bubbles o f the argon implant that have nucleated during 
heating from ion milling.
ent that the surface melting of c-GaAs requires greater XeCl 
fluence; the thresholds for surface melting are estimated to 
be near 0.08 J /cm 2 and 0.2 J /cm 2 for ion-implanted and 
crystalline samples, respectively. The experimental data 
point labeled “LP” in Fig. 3(b) is the depth of the primary 
melt depth and was obtained from the XTEM observation of 
the Ar+ implanted sample irradiated at 0.12 J /cm 2 as shown 
by the LP region in Fig. 2. The lines in Fig. 3 are the results 
of the simulations undertaken in this work and are seen to be 
in reasonable agreement with the experimental data. The 
dashed line for a-GaAs is the result using a different nucle- 
ation rule, where the liquid GaAs regrows as a crystalline 
solid at all fluences. The higher thermal conductivity of 
c-GaAs resulted in shorter melt durations, resulting in a de­
viation from the measured values. Because the simulation 
does not include the complexities associated with explosive 
crystallization, e.g., the multiple simultaneous liquid/crystal 
interfaces, we do not expect the simulations to model well 
the temporal behavior below the threshold for fully melting 
the amorphous layer.
Accurate simulation of the heat generation, heat flow, 
and melting of GaAs requires the knowledge of many mate­
rials properties: the heat capacity (CP), the thermal conduc­
tivity («:), the optical reflectivity for normal incidence (R), 
and the optical absorption coefficient (a), are all required for 
the crystalline, amorphous, and liquid phases. The melting 
temperatures and latent heats for the crystal/liquid and 
amorphous/liquid phase changes are also required. As the 
mass density and CP always appear together in the heat dif­
fusion equation, the density is bundled into CP which is thus 
presented as a volume-denominated quantity. The tempera­
ture dependent density data for GaAs from Ref. 37 were fit to 
the empirical polynomial, p(T) = -8 .2 9 1 7 X 10'"9 T 2- 8.5624 
X  10"5 T + 5.3429 where p is in gram per cubic centimeter 
and T is in K. Temperature dependent CP and k  data are 
available for the crystalline phase at many doping levels; as 
the wafers in this study were semi-insulating data for the 
lowest doping level were chosen. The CP data above 200 K
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TABLE I. Thermal conductivity (k) and volumetric heat capacity (Cp) for 
c-GaAs used in this work.
FIG. 3. (Color online) Experimental (a) and melt depth (b) (discrete 
points) plotted with predictions from the heat Slow simulations described in 
the text (lines). In (a), rmi,h is measured from TRR of c-GaAs or Ar* im­
planted, amorphized GaAs. The different assumptions for the two a-GaAs 
curves are discussed in the text. In (b), the thickness o f the LP region from 
the XTEM  in Fig. 2 is assigned as the primary melt depth (LP), and the 
F P + L P  is used to identify the original implantation-induced amorphized 
thickness. The FP region is believed to be caused by the explosive 
crystallization.
the data from Refs. 38 and 37 were averaged to give conti­
nuity with the low temperature data. This data set was in 
reasonable agreement with the values used by Jordan.39 At 
low temperatures, the k  values from Ref. 40 were used while 
at high temperatures values were taken from Ref. 38. This 
composite data set was in reasonable agreement with the 
values from Refs. 37 and 39. Table I presents the temperature 
dependent CP and k  used for the c-GaAs in this work. The 
equilibrium melting temperature (Tm) and latent heat of fu­
sion (AHm) are properties of the crystalline-liquid phase 
transition and are presented in Table II. Values for the liquid 
GaAs phase of CP=2.49 J cm”3 K”1, k  
= 0.178 W cm”1 K”1, and 5.72 g /cm 3 were taken from Ref. 
39 and were in agreement with those from Ref. 41.
The optical properties of c- and liquid (1-) GaAs were 
taken from Ref. 37 but the reflectivity of 1-GaAs (Rj_) was 
adjusted for the heat flow simulation to give the best agree­
ment with the experimental melt duration of c-GaAs PLM at 
the XeCl wavelength (308 nm) as shown in Fig. 3(a); values 
of Rj_ and Rc from this initial calibration are 0.46 and 0.41, 









266 0.558 212 1.74
288 0.526 300 1.78
308 0.477 400 1.82
437 0.293 500 1.87
462 0.28 600 1.92
494 0.256 700 1.97
524 0.238 800 2.01
601 0.208 900 2.06
683 0.175 1000 2.11
782 0.148 1100 2.15
869 0.131 1200 2.20
986 0.113 1300 2.24
1500 0.07 1400 2.29
3000 0.032 1500 2.34
6000 0.017 3000 2.34
8000 0.011 6000 2.34
8000 2.34
on surface contamination, composition, roughness, etc., so 
our determined values should be regarded as guidelines as 
opposed to exact values or the previously known dielectric 
functions measured without involving melting and solidifica­
tion phenomena.42
Having determined the properties of the crystalline and 
liquid phases, it was necessary to determine many of the 
properties of ion-amorphized GaAs by finding agreement in 
simulations with the measured melt depth and duration data 
in Fig. 3. The crystalline value of CP was used because the 
slightly higher CP due to greater entropy in the amorphous 
phase43 should cancel the presumed slightly lower density of 
the ion-amorphized phase when CP is expressed in volumet­
ric units. If this cancellation does not occur, for example, if 
the density of the amorphous phase is slightly greater than 
that of the crystalline phase, it is expected that any deviation 
from the crystalline value would be at the 10% level. While 
the variation in the heat of crystallization for a-Si for the 
different states of relaxation has been studied well 44 the 
PLM experiments and the heat flow simulation on a-Si has 
also shown the insensitivity of this variation to the prediction 
of the thermodynamic properties of a-Si during PLM.15 For 
the case of GaAs, we have no reason to expect this to change 
significantly. We also recognize that in principle the relax­
ation state can depend on implant species, but we have no 
evidence that this dependence is significant. Related to this
TABLE II. Values used in this w'ork for the equilibrium melting temperature 
(Tm), latent heat (AHm), and kinetic undercooling coefficient for the crystal- 
liquid and amorphous-liquid phase transitions.
Thermal properties Crystalline-liquid Amorphous-liquid
Melting temperature, Tm (K) 1511“ 1350b
Latent heat o f fusion, AHm (J /c n r ) 3783“ 2648b
Kinetic undercooling, / i  [(m/s)/K] 0.0747b 0.0747b
“Reference 37. 
bReference 54.
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TABLE III. Optical properties used in this study for amorphous, crystalline, and Liquid GaAs.
Optical properties Crystalline Amorphous Liquid
Optical reflectivity at 308 nm
Optical absorption coefficient at 308 nm (1/cm)
0.41“ 
0.79 X 106 “
0.43 (this study) 
1.0 X 106 b
0.46 (this study)
0.83 X 106 b
“Reference 37. 
'’Reference 54.
point, we observed an insignificant dependence of the melt 
duration on implanted nitrogen dose over the range 1.0 
X 1015 to 5.0 X 10,5/cm 2 in previous study,45 where the up­
per guide line for fully ion-amorphized GaAs was generated 
using the parameters in the paper. The optical absorption 
coefficient of ion amorphized GaAs, was obtained from the 
data in Ref. 46. The reflectivity value of a-GaAs (Ru) of 0.43 
at 308 nm predicted a surface melting threshold of the 
a-GaAs in good agreement with the experimental value as 
shown in Fig. 3(a) but again should be considered a guide­
line (Table ITT).
Finally, the temperature dependent k  values for the 
amorphous phase were determined by making an assumption 
and testing with the experimental melt duration in Fig. 3(a). 
The assumption was motivated by the hypothesis that the 
temperature dependence of the thermal conductivities of 
amorphous semiconductors would be relatively similar. We 
started from the known temperature dependence of k  for 
amorphous Si (Ref. 47) and offset the equation to give the 
best fit for our experimental result. The best fit in the incom­
plete fluence region was done with the a-GaAs thermal con­
ductivity of 0.008 W/cm K at 300 K. The thermal conductiv­
ity of a-Ge should be very close to that of a-GaAs and has 
been reported in the range from 0.004 to 0.010 W/cm K at 
300 K depending on the measured film thicknesses and the 
deposition techniques.48
The solidification velocity is the most important param­
eter governing impurity incorporation during PLM (crystal­
line orientation is also relevant49); however, it is one of the 
more inaccessible parameters experimentally.,5'5(K52 In gen­
eral, faster solidification will lead to incorporation of dopants 
at higher concentrations;15 in the case of N in GaNvAs,__v, 
this should translate into larger band gap reduction and in the 
case of Mn in G a^M n jA s, into higher Tc. Numerical simu­
lations allow the estimation of the solidification velocity to 
be explored as a function of any number of PLM parameters. 
Figure 4 presents the simulated melt depth versus time at 
different laser fiuences for the bulk c-GaAs, Fig. 4(a), and 
a-GaAs/c-GaAs samples, Fig. 4(b), by using the material pa­
rameters and the XeCl laser used in this study. The interface 
velocities in the insets are given simply by the slopes of the 
depth versus time curves. The maximum velocity occurs near 
the beginning of solidification at the maximum melt depth 
and the solidification front decelerates as it approaches the 
surface due to the thermal gradient which decreases over 
time as shown in the inset of each figure. Note that the so­
lidification velocities are lower for greater depths of melting. 
As solute trapping increases with interface velocity,15 this 
indicates that the highest concentration Ga,__vM nvAs and 
GaNvAs,__v films may be synthesized by irradiating the shal­
lowest possible ion-implants at the threshold for fully melt­
ing the ion damage. Figure 5 summarizes the maximum so­
lidification velocities predicted for the bulk c-GaAs (solid 
squares) and the 160 nm a-GaAs/c-GaAs (open circles) at 
various fiuences by using the simulation parameters deter­
mined in this study. The abrupt change for the a-GaAs at 
around 0.28 J /cm 2 is an artifact the heat flow simulation 
where the amorphous-crystalline interface is assumed to be 
abrupt. In these simulations, maximum velocities of typically 
3 -4  m/s are predicted for solidification of GaAs after irradia­
tion with this fairly typical XeCl laser. This is slower than 
solidification in Si, which is predicted at 5 -6  m/s using the 
same simulation code, due to the lower thermal conductivity 
of GaAs; however it is still to be determined whether this 
slower solidification corresponds to less efficient solute trap-
FIG. 4. (Color online) Simulated melt depths vs time for bulk c-GaAs (a) 
and the a-GaAs (b) at various fiuences by using the parameters determined 
in this study. The inset in each figure shows the solidification velocity vs 
time at different fiuences. The color and the shape o f each Line in the melt 
depth-time and the solidification velocity-time plot are coded by different 
laser fiuences in the same way. The abrupt drop to zero velocity for each 
curve indicates the point at which the surface solidifies.
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FIG. 5. (Color online) The maximum instantaneous solidification velocity 
predicted for the bulk c-GaAs (solid squares) and the 160 nm a-GaAs/c- 
GaAs (open circles) at various fluences by using the simulation parameters 
determined in this study.
ping. It is clear that in Ga!_A.MnA.As, 1021/cm 3 ferromagneti- 
cally active Mn and Te donors can be incorporated using
II-PLM,16'17'19'53 which is comparable to the concentrations 
of active dopants achievable in II-PLM of Si.24-27 Note that 
these single-crystalline epitaxial growth rates are approxi­
mately 105 times faster than MBE or organometallic vapor 
phase epitaxy growth and 1010 times faster than Czochralski 
growth of bulk single crystals.
IV. CONCLUSIONS
In summary we have developed a set of estimated nu­
merical values for the materials properties for the crystalline, 
ion-implantation-amorphized, and liquid phases of GaAs ap­
propriate for simulating the PLM process and used them to 
estimate the solidification velocities during PLM. This work 
resulted in the estimation of melting temperature, latent heat 
of fusion, and the thermal conductivity of a-GaAs to be 1350 
K, 2650 J/cm 3, and 0.008 W/cm K at 300 K, respectively. 
The 308 nm reflectivities of amorphous and liquid GaAs 
were determined to be 0.43 and 0.46. These materials prop­
erties give reasonable agreement with TRR and melt depth 
data for XeCl PLM of crystalline and ion-amorphized GaAs 
and allow the prediction of difficult to measure parameters 
such as the solidification velocity, which controls the concen­
tration of dopants incorporated during solidification.
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