This paper proposes a new model-following adaptive control design technique for a class of non-affine and nonsquare nonlinear systems using neural networks. An appropriate stabilizing controller is assumed available for a nominal system model. This nominal controller may not be able to guarantee stability/satisfactory performance in the presence of unmodeled dynamics (neglected algebraic terms in the mathematical model) and/or parameter uncertainties present in the system model. In order to ensure stable behavior, an online control adaptation procedure is proposed in this paper. The controller design is carried out in two steps: (i) synthesis of a set of neural networks which capture matched unmodeled (neglected) dynamics or model uncertainties due to parametric variations and (ii) synthesis of a controller that drives the state of the actual plant to that of a desired nominal model. The neural network weight update rule is derived using Lyapunov theory, which guarantees both stability of the error dynamics (in a practical stability sense) and boundedness of the weights of the neural networks. A desirable characteristic of the adaptation procedure presented in this paper is that it is independent of the technique used to design the nominal controller; and hence can be used in conjunction with any known control design technique. Numerical results for two challenging illustrative problems are presented in this paper which demonstrate these features and clearly bring out the potential of the proposed approach.
Introduction
The field of artificial neural networks and its application to control systems has seen phenomenal growth in the last two decades. The origin of research on artificial neural networks can be traced back to 1940s [1] . In 1990, a compiled book was published [2] detailing various applications of artificial neural networks. A good survey paper appeared in 1992 [3] , which outlined various applications of artificial neural networks to control system design. The main philosophy that is exploited in system theory applications is the universal function approximation property of neural networks [4] . Benefits of using neural networks for control applications include its ability to effectively control nonlinear plants while adapting to unmodeled dynamics and time-varying parameters.
In 1990, a paper by Narendra and Parthasarathy demonstrated the potential and applicability of neural networks for the identification and control of nonlinear dynamical systems [5] . The authors suggested various architectures as well as learning algorithms useful for identification and adaptive control of nonlinear dynamic systems using recurrent neural networks. Since then, Narendra and his co-workers have come up with a variety of useful adaptive control design techniques using neural networks, including applications concerning multiple models [6] .
In 1992, Sanner and Slotine [7] developed a direct adaptive tracking control architecture with Gaussian Radial Basis Function (RBF) networks to compensate for plant nonlinearities. The update process also kept the weights of the neural networks bounded. In 1996, Lewis et al. [8] proposed an online neural network that approximated unknown functions and it was used in designing a controller for a robot. Their approach avoided some of the limiting assumptions (like linearized models) of traditional adaptive control techniques. More important, their theoretical development also provided a Lyapunov stability analysis that guaranteed both tracking performance as well as boundedness of weights. However, the applicability of this technique was limited to systems which could be expressed in the "Brunovsky form" [9] and which were affine in the control variable (in state space form). A robust adaptive output feedback controller for SISO systems with bounded disturbance was studied by Aloliwi and Khalil [10] . In a more recent paper, an adaptive output feedback control scheme for the output tracking of a class of nonlinear systems was presented by Seshagiri and Khalil using RBF neural networks [11] .
A relatively simpler and popular method of nonlinear control design is the technique of dynamic inversion (e.g. [12, 13, 14] ), which is essentially based on the philosophy of feedback linearization [9, 15] . In this approach, an appropriate co-ordinate transformation is carried out to make the system dynamics take a linear form. Linear control design tools are then used to synthesize the controller. A drawback of this approach is its sensitivity to modeling errors and parameter inaccuracies. One way of addressing the problem is to augment the dynamic inversion technique with the H ∞ robust control theory [14] . Important contributions have come from Calise and his coworkers in a number of publications (e.g. [16 -20] ), who have proposed to augment the dynamic inversion technique with neural networks so that the inversion error is cancelled out. The neural networks are trained online using a Lyapunov-based approach (similar to the approach followed in [7] and [8] ). This basic idea has been extended to a variety of cases, namely output based control design [19, 20] , reconfigurable control design [21] etc.
The feasibility and usefulness of this technique has been demonstrated in a number of applications in the field of flight control.
There is a need to develop a universal control design technique to address modeling error issues, which can be applicable not only with dynamic inversion, but also with any other control design technique. Almost all techniques mentioned in literature are applicable only for certain classes of nonlinear systems (control-affine systems, SISO systems etc). In this context, a more powerful tool which can be applied to nonlinear systems in a general form will be useful in solving a wide variety of control problems in many engineering applications. Keeping these issues in mind, an approach was first presented in [22] , where the authors followed a model-following approach. The idea presented in this reference is to design an 'extra control' online, which when added to a nominal controller, leads to overall stability and improves the overall performance of the plant.
The objective of this paper is to present a new systematic approach relying on the philosophy presented in [22] to address the important issues pointed out in the previous paragraph. In this paper, the controller design is carried out in two steps: (i) synthesis of a set of neural networks which capture matched unmodeled dynamics (due to neglected algebraic terms) or due to uncertainties in the parameters and (ii) computation of a controller that drives the state of the actual plant to that of a desired nominal model. The neural network weight update rule is derived using a Lyapunov-based approach, which guarantees both stability of the error dynamics (in a practical stability sense) as well as boundedness of weights of the neural networks. Note that this technique is applicable for non-square and non-affine systems. In this study, numerical results from two challenging problems are presented. The results obtained from this research bring out the potential of this new approach.
Rest of the paper is organized as follows. In Section 2, the control design technique is laid out and the two step process proposed in this paper is explained. The neural network structure is discussed and the derivation of the weight update rule is outlined in this section. Simulation studies on two challenging nonlinear problems were carried out. Simulation details and promising results are presented in Section 3. Appropriate conclusions are drawn in Section 4.
Control Design Procedure
The control design procedure proposed in this paper has two main components. In one part, assuming a neural network approximation of the unknown algebraic function (that represents the unmodeled dynamics and/or parametric uncertainties), the objective is to get the solution for the control variable that guarantees modelfollowing. In the other part, the aim is to train the weights of the neural networks, in a stable manner, so as to capture the unknown function that is part of the plant dynamics. These two components of the control design procedure are discussed in detail in the following subsections.
Problem Description
Consider a nonlinear system, which has the following representation ( ) 
where a positive definite gain matrix K is chosen. A relatively easy way of choosing the gain matrix is to have 
Solving for ( )
where (
The next step is to solve for the control U from Eq. (7). A few different cases and issues need to be considered in this context, which are discussed next
If the following conditions are satisfied:
• The system is square; i.e. m n =
•
The system dynamics is affine in control variable; i.e. f(X,U) can be written as
is non singular t ∀ From Eqs. (7) (8) (9) , U can be obtained in a straight forward manner as
Case 2:
The question is what if the system is control affine but non-square? Two cases may arise; i.e. either (
> , a technique that can be made use of is linear programming. Linear programming is the process of optimizing a linear objective function subject to a finite number of linear equality and inequality constraints [23] .
Control allocation problems in the face of redundant controllers have been dealt with successfully using linear programming in aerospace applications as shown in [24] . However, if m n < , which is usually the case in many engineering applications, a novel method of introducing extra variables to augment the control vector to make it square is proposed. This technique leads to a square problem that facilitates a solution. From this solution, components of the augmented control vector that represent the actual controller can be extracted. This idea will be elaborated in the following paragraphs.
When m n < , the number of equations is more than the number of control variables and Eq. (6) 
The following quantities are defined
Using the definitions in Eqs. (12) (13) (14) , Eq. (11) can be expressed as ( ) A neural network is used in this study for this purpose.
( ) Similar to the expression in Eq. (4), the error dynamic equation for a control affine but non square system can be written as
This leads to the solution
where
Note that the function ( ) 
The validity of this solution has been proved using the contraction mapping theorem (see Appendix A). The proof contains conditions required to prove the existence of a unique control solution are given for the most general case, i.e. the non-square, non-affine case.
The system dynamics is square ( ) m n = , but not control-affine. In such a situation, the following three options are
The form of the equation may be such that it may still facilitate a closed-form solution for the control variable.
(ii) Another option is the use a numerical technique such as the standard Newton-Raphson technique [25] .
With the availability of fast computational algorithms and high-speed processors, fast online numerical solution of algebraic equations is not considered to be an infeasible task. For example, the viability of the Newton-Raphson technique for online applications is discussed in [26, 27] where the authors have used the technique for complex real-life problems. Note that a good initial guess solution can be provided at any time step k as ( )
(iii) Following the idea in [28, 29] , a novel method is introduced to deal with a class of control non-affine 
Note that
is assumed to be nonsingular t ∀ . Here again it can be seen that Eq. (27) constitutes a fixed point problem. The control solution is obtained numerically using
shown to be valid by proving that the mapping in Eq. (27) is a contraction mapping. The proofs and conditions that lead to the validity of the solution are given in appendix A.
Case 4:
If the system is both non-square and non-affine in control, the approximate plant equation takes the form ˆ, , Ψ a a 0 0 s a s X = f (X)+ g (X)U + d (X U U )+ X -X + (X)U (29) which reduces to
The error dynamic equation can be expressed as
The control can be solved as
Only the first m elements of V will be needed for the implementation of the control on the actual plant.
( )
is assumed to be nonsingular t ∀ . The control solution is obtained numerically using
This solution is shown to be valid by proving that the mapping in Eq. (33) is a contraction mapping. The detailed proof is provided in Appendix A.
Capturing the Unknown Function and Neural Network Training (Ensuring
In this section, the process of realizing the uncertainties in the actual plant equations (which is crucial for controller synthesis) is discussed in detail. The Stone -Weierstrass theorem from classical real analysis can be used to show that certain network architectures possess the universal approximation capability. Networks typically have the desirable properties that larger networks produce less error than smaller networks and almost all functions can be modeled by neural networks. This makes the authors believe that the neural networks are more efficient in approximating complex functions if there are a large number of neurons in the hidden layer.
Selection of Neural Network Structure
An important idea used in this work is to separate all the channels in the system equations. Thus there will be n independent neural networks to approximate uncertainties in each of the n channels, which facilitates easier mathematical analysis. Define Trigonometric basis neural networks [30, 31] 
( ) , kron * * represents the "Kronecker product" and is defined as [30] ( ) [ ] . The dimension of the neural network weight vector is same as the dimension of Φ .
The neural network outputs for each of the different cases considered in this study have been tabulated in Table 1 . 
Non-square, Non-affine
Training of Neural Networks
The technique for updating the weights of the neural networks (i.e. training the networks) for accurate representations of the unknown functions ( ), 1, ,
From Eqs. (2-3), equations for the i th channel can be decomposed as 
Thus it can be seen that selecting a sufficiently small i σ and choosing a sufficiently good set of basis functions which will reduce the approximation error i ε will help in keeping the error bound small. The error bound for the proposed weight update scheme is 2 i β .
The following steps will prove that the weight update rule is stable and all the signals in the weight update rule are bounded.
It can be seen from Eq. (48) that , ,
Eq. (48) can be expanded as , , 
For the above mentioned linear time-invariant system with a negative definite A , the solution can be written as 
Such a system is input-to-state stable [32] . This proves that c X W i is bounded for all bounded inputs. Since the input to the system in Eq. (62) is bounded, i W is bounded, which proves that ˆi W is bounded as well. This completes the proof.
Simulation Studies
In this section, two motivating examples that demonstrate the ideas presented in Section 2 are presented. The examples show that the methodology discussed in this paper can indeed be used to design controllers for complex nonlinear systems.
Van der Pol Problem
As the first exercise, the Van der Pol system [34] was selected. The motivations for selecting it were (i) it is a vector problem (ii) it is a non-square problem ( 1, 2 m n = = ) (iii) the homogeneous system has an unstable equilibrium at the origin and (iv) the system exhibits limit cycle behavior. These properties make it a challenging problem for state regulation. The desired system dynamics for this problem is given by [35] . In the SNAC synthesis for this problem, the critic neural network was made up of two sub-networks, each having a 2-6-1 structure.
The plant dynamics was assumed to be ( ) ( ) ( ) 
The gain matrix was selected as ( )
. After solving for V , the control variable u was extracted from it as the first element of V . For the first iteration in the control solution process, 0 s u = was used. With this, the explicit expression for u is given by
The basis function vectors for the two neural networks were selected as ( ) In Figure 1 , the resulting state trajectories for the nominal system with the nominal controller, the actual system with the nominal controller and the actual system with the adaptive controller are given. First, it is clear from the plot that the nominal control is doing the intended job (of driving the states to zero) for the nominal plant. Next, it can be observed that if the same nominal controller is applied to the actual plant (with the unmodeled dynamics ( )
x cannot reach the origin. However, if the adaptive controller is applied, the resulting controller drives the states to the origin by forcing them to follow the states of the nominal system. 
Double Inverted Pendulum Problem
The next problem considered is a double inverted pendulum [36, 19] . The interesting aspects of this problem are (i) the equations of motion consist of four states (ii) it is a non-square problem ( 4, 2 n m = = ) and, more important, (iii) it is a problem which is non-affine in the control variable. In this problem both parameter variation and unmodeled dynamics are considered simultaneously. These characteristics make this problem a sufficiently challenging one to demonstrate that the proposed technique works for complex problems. The nominal system dynamics for this problem is given by [36] ( ) Table 2 . 
The nominal controller was designed using the dynamic inversion technique [33] . A second order error dynamic equation ( ) ( ) (
of in the controller design as the objective was tracking. The gain matrices used were
In this problem, parametric uncertainties chosen. In this case, the goal for the neural networks was to learn ( ) (
0 0 It can be seen that the system dynamics is non-affine in the control variable, and it is also a non-square problem where the number of control variables is less that the number of states. Applying the transformations given in Eq. 
The actual plant equations were expressed as 
After solving for V , the first two elements which made up U were extracted from V .
The basis function vectors were selected in the following manner ( ) 
Conclusions
Dynamic systems and processes are difficult to model accurately and/or their parameters may change with time. It is essential that these unmodeled terms or changes in parameters are captured and are used to adapt the controller for better performance. A model-following adaptive controller using neural networks has been developed in this paper for a fairly general class of nonlinear systems which may be non-square and non-affine in the control variable. The nonlinear system for which the method is applicable is assumed to be of known order, but it may contain unmodeled dynamics and/or parameter uncertainties. Simulation results have been shown for two challenging problems. The potential of this technique has been demonstrated by applying it to non-square systems and a system that is nonaffine in control. Another distinct characteristic of the adaptation procedure presented in this paper is that it is independent of the technique used to design the nominal controller; and hence can be used in conjunction with any known control design technique. This powerful technique can be made use of in practical applications with relative ease. 
Eq. (4a) represents a fixed point problem to be solved at each instant. Assuming the state vector X to be fixed, let the mapping in Eq. (4a) be represented by T . Let S be a closed subset of a Banach space χ and let T be a mapping that maps S into S . The contraction mapping theorem is as follows [32] .
Suppose that ( ) 
T(V ) -T(V ) H d (X V ) H d (X V )
On simplification and expressing the neural network output in terms of weights and the basis function vector, Eq. 
The trigonometric basis functions used in this work ensure that 
