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Abstract
Implicit discourse relation classification is of great impor-
tance for discourse parsing, but remains a challenging prob-
lem due to the absence of explicit discourse connectives com-
municating these relations. Modeling the semantic interac-
tions between the two arguments of a relation has proven use-
ful for detecting implicit discourse relations. However, most
previous approaches model such semantic interactions from
a shallow interactive level, which is inadequate on captur-
ing enough semantic information. In this paper, we propose a
novel and effective Semantic Graph Convolutional Network
(SGCN) to enhance the modeling of inter-argument seman-
tics on a deeper interaction level for implicit discourse re-
lation classification. We first build an interaction graph over
representations of the two arguments, and then automatically
extract in-depth semantic interactive information through
graph convolution. Experimental results on the English cor-
pus PDTB and the Chinese corpus CDTB both demonstrate
the superiority of our model to previous state-of-the-art sys-
tems.
Introdution
Usually, sentences in a text are not isolated but semanti-
cally connected with discourse relations. Therefore, iden-
tifying discourse relations could benefit many downstream
NLP applications such as question answering (Liakata et al.
2013), machine translation (Li, Carpuat, and Nenkova 2014;
Xiong et al. 2019), text summarization (Gerani et al. 2014)
and so forth.
As shown in Table 1, there are two branches for the dis-
course relation classification task: one is the explicit dis-
course relation classification where relations rely on connec-
tives, e.g. ‘however’ and ‘because’, and the other is the im-
plicit discourse relation classification without the guidance
of connectives. Previous studies treat explicit discourse re-
lation recognition as a discourse connective disambiguation
problem and have achieved pretty good performance with
F1 scores higher than 90%. However, implicit discourse re-
lation detection can be much challenging since we can only
infer the logical relations through the deep semantics hidden
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Explicit Arg1: We’re standing in gasolineArg2: So don’t smoke
Implicit Arg1:Heating oil prices also roseArg2:November gasoline slipped slightly
Table 1: Real cases from PDTB2.0. The word ‘So’ in the
explicit case is a connective triggering a ‘Cause’ relation.
And interactive semantics provided by the word pair (rose,
slipped) in the implicit case will help to trigger a contrast
relation.
in the texts with no connectives to rely on. This makes it the
current bottleneck for building an active discourse parser.
A number of efforts have been done to improve the per-
formance of implicit discourse relation classification. Early
studies (Pitler, Louis, and Nenkova 2009; Lin, Kan, and Ng
2009) propose to extract informed linguistic and semantic
features from texts and design machine learning algorithms,
where word pairs are heavily used as the semantic interactive
features. These features do play a role to some extent but are
limited by problems of data sparsity (Biran and McKeown
2013) and semantic gap (Zhao and Grosky 2002). With the
developing of deep learning, neural networks have shown
outstanding performance on sentence modeling. Some end-
to-end deep sentence modeling based approaches have ad-
vanced the performance of discourse relation classification.
Some researchers (Ji and Eisenstein 2015; Wang and Lan
2016; Qin et al. 2017) propose to learn the semantic repre-
sentation of each argument with neural networks, such as the
CNN, the RNN, and the Bi-LSTM for classification.
These methods effectively capture inner semantic connec-
tions of each argument via distributed representation learn-
ing. However, they didn’t consider semantic interactions be-
tween the two arguments. Different from traditional sen-
tence modeling, discourse relation identification is a bi-
sequence problem, and the direct contact between the argu-
ments is expected to play an important role. Considering the
implicit case shown in Table 1, the word pair (rose, slipped)
might trigger a contrast relation directly, demonstrating that
semantic interactions will help in detecting discourse rela-
tions.
Recent studies move one step further and exploit ways
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to model semantic interactions through the gated relevance
network (Chen et al. 2016), attention mechanism (Lan et
al. 2017) or feature engineering (Lei et al. 2018). Although
these methods have demonstrated clear benefits of modeling
semantic interactions, they so far capture semantic interac-
tions on a shallow unstructured level. How to capture seman-
tics from a deeper interactive level to fully take advantages
of the underlying latent semantic structure in the arguments
remains a significant challenge.
In this work, we propose a novel and more effective Se-
mantic Graph Convolutional Network (SGCN), to model the
semantic interactions between the arguments. Firstly, we en-
code each argument into its positional representations via
a bidirectional LSTM (Hochreiter and Schmidhuber 1997).
Secondly, we build a semantic interaction graph to model
the latent inter-argument semantic structure. Nodes of the
graph are initialized as the argument’s positional represen-
tations. Edges connect the nodes from different arguments,
with weights indicating the strength of semantic association
between these two connected nodes. Thirdly, deeper interac-
tive features are extracted from the built semantic interaction
graph through graph convolution, where each node has auto-
matically incorporated the semantic information of adjacent
nodes along weighted edges. Finally, all interactive features
are aggregated and fed into a MLP classifier after a Concat-
Pooling layer.
We evaluate our approach on the English benchmark of
PDTB 2.0 and the Chinese benchmark of CDTB. Exper-
imental results show that the SGCN outperforms previous
best-performing neural models. We also compute the inter-
active score matrix before and after the GCN respectively
for visualization, which demonstrates that the SGCN suc-
cessfully captures useful interactive semantics. To the best of
our knowledge, this is the first work that exploits a graphical
structure to model the semantic interaction between argu-
ments. Additionally, we provide a more concise and straight-
forward way to extract deep interactive features for relation
classification.
Related Work
Implicit Discourse Relation Classification
Both as crucial components for discourse parsing, implicit
discourse relation classification is much more challenging
than the explicit one due to the absence of connectives. To
promote the development of this task, the Penn Discourse
Treebank (PDTB) 2.0 was released in 2008 (Prasad et al.
2008). Since then, a surge of studies has been conducted to
predict discourse relations, including earlier methods based
on surface linguistic features (Park and Cardie 2012), and
methods aiming to design semantic features like role se-
mantics (Roth 2018), and end-to-end methods based on sen-
tence modeling (Ji and Eisenstein 2015; Rutherford and Xue
2016). Sentence modeling based methods have earned a
much-deserved break in this area but soon reached the bot-
tleneck due to the absence of the semantic interactions be-
tween the arguments.
Our work is inspired by recent studies that focus on cap-
turing inter-argument semantics for implicit discourse rela-
tion classification. Lin, Kan, and Ng (2009), She et al. (2018)
try to select surface linguistic interactive features between
the arguments such as word pairs, which are useful to some
extent but suffer from the feature sparsity problem (Biran
and McKeown 2013). Since surface strings of word pairs
are too sparse to work well, researchers consider captur-
ing semantic interactions with neural networks. Ro¨nnqvist,
Schenk, and Chiarcos (2017) adopt attention based meth-
ods to compute new argument-aware representations as in-
teractive features, but ignore the interactions happening be-
tween the semantic elements of each argument, such as word
pairs or phrase pairs, which is critical for this task. Chen et
al. (2016) propose a gated relevance network using a rele-
vance matrix to capture semantic interactions between word
pairs. Lei et al. (2018) encode the semantic interaction, topic
continuity, and attribution as combined features and feed
them into a Naive Bayes classifier for classification, which
requires lots of complex feature engineering work.
Different from these works, a semantic interaction graph
is built in our methods to model the latent semantic inter-
action structure between the arguments, to be more precise,
between the semantic components of each argument. Ad-
ditionally, interactive features are filtered out automatically
through a graph convolutional operation on the structural in-
teraction graph, which is in a deeper level than those previ-
ous methods.
Some researchers try to improve the performance of im-
plicit discourse relation classification via utilizing external
resources, such as the explicit discourse relation corpus (Dai
and Huang 2018), other corpora on similar tasks (Liu et al.
2016; Lan et al. 2017) or additional annotations, e.g. im-
plicit connectives (Qin et al. 2017). It’s worth noting that our
model does not use any other corpus or external annotation
information, while achieves comparable performance.
Graph Convolutional Network
The Graph Convolutional Network (GCN) was first pro-
posed by Kipf and Welling (2016), and achieves state-of-the-
art classification results on a number of benchmark graph
datasets. As a special form of Laplacian smoothing, the
GCN model computes new representations of nodes as the
weighted average of itself and its neighbors (Li, Han, and
Wu 2018). Further studies explore GCN in many NLP tasks
such as machine translation (Bastings et al. 2017), semantic
role labeling (Marcheggiani and Titov 2017) and text clas-
sification (Yao, Mao, and Luo 2018). In these studies, GCN
is used to encode syntactic structure of sentences. None of
them focuses on incorporating semantic information with
the graph. In this work, we first employ GCN to encode in-
teractive semantics between two arguments. When building
the graph, the argument’s positional representations, who
carry inner semantics, are regarded as nodes, and semantic
relations are calculated as the weights of edges.
Methodology
In this section, we present the SGCN in detail. The frame-
work of the model is depicted as Figure 1. It consists of four
layers: (1) The encoding layer, where we encode each ar-
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h21<latexit sha1_base64="GBaK4ECSIlBlStiXC73ouGl95s0=">AAACy HicjVHLSsNAFD2Nr1pfVZdugkVwVZIi6LLoRlxVMG2h1pJMp+3QvEgmSilu/AG3+mXiH+hfeGdMQS2iE5KcOfeeM3Pv9WJfpNKyXgvGwuLS8kpxtb S2vrG5Vd7eaaZRljDusMiPkrbnptwXIXekkD5vxwl3A8/nLW98puKtW56kIgqv5CTm3cAdhmIgmCuJckY9+6bWK1esqqWXOQ/sHFSQr0ZUfsE1+oj AkCEARwhJ2IeLlJ4ObFiIietiSlxCSOg4xz1KpM0oi1OGS+yYvkPadXI2pL3yTLWa0Sk+vQkpTRyQJqK8hLA6zdTxTDsr9jfvqfZUd5vQ38u9AmIl RsT+pZtl/lenapEY4ETXIKimWDOqOpa7ZLor6ubml6okOcTEKdyneEKYaeWsz6bWpLp21VtXx990pmLVnuW5Gd7VLWnA9s9xzoNmrWoTvjyq1E/zU Rexh30c0jyPUcc5GnDIW+ART3g2LozYuDMmn6lGIdfs4tsyHj4Ai9SQtQ==</latexit><latexit sha1_base64="GBaK4ECSIlBlStiXC73ouGl95s0=">AAACy HicjVHLSsNAFD2Nr1pfVZdugkVwVZIi6LLoRlxVMG2h1pJMp+3QvEgmSilu/AG3+mXiH+hfeGdMQS2iE5KcOfeeM3Pv9WJfpNKyXgvGwuLS8kpxtb S2vrG5Vd7eaaZRljDusMiPkrbnptwXIXekkD5vxwl3A8/nLW98puKtW56kIgqv5CTm3cAdhmIgmCuJckY9+6bWK1esqqWXOQ/sHFSQr0ZUfsE1+oj AkCEARwhJ2IeLlJ4ObFiIietiSlxCSOg4xz1KpM0oi1OGS+yYvkPadXI2pL3yTLWa0Sk+vQkpTRyQJqK8hLA6zdTxTDsr9jfvqfZUd5vQ38u9AmIl RsT+pZtl/lenapEY4ETXIKimWDOqOpa7ZLor6ubml6okOcTEKdyneEKYaeWsz6bWpLp21VtXx990pmLVnuW5Gd7VLWnA9s9xzoNmrWoTvjyq1E/zU Rexh30c0jyPUcc5GnDIW+ART3g2LozYuDMmn6lGIdfs4tsyHj4Ai9SQtQ==</latexit><latexit sha1_base64="GBaK4ECSIlBlStiXC73ouGl95s0=">AAACy HicjVHLSsNAFD2Nr1pfVZdugkVwVZIi6LLoRlxVMG2h1pJMp+3QvEgmSilu/AG3+mXiH+hfeGdMQS2iE5KcOfeeM3Pv9WJfpNKyXgvGwuLS8kpxtb S2vrG5Vd7eaaZRljDusMiPkrbnptwXIXekkD5vxwl3A8/nLW98puKtW56kIgqv5CTm3cAdhmIgmCuJckY9+6bWK1esqqWXOQ/sHFSQr0ZUfsE1+oj AkCEARwhJ2IeLlJ4ObFiIietiSlxCSOg4xz1KpM0oi1OGS+yYvkPadXI2pL3yTLWa0Sk+vQkpTRyQJqK8hLA6zdTxTDsr9jfvqfZUd5vQ38u9AmIl RsT+pZtl/lenapEY4ETXIKimWDOqOpa7ZLor6ubml6okOcTEKdyneEKYaeWsz6bWpLp21VtXx990pmLVnuW5Gd7VLWnA9s9xzoNmrWoTvjyq1E/zU Rexh30c0jyPUcc5GnDIW+ART3g2LozYuDMmn6lGIdfs4tsyHj4Ai9SQtQ==</latexit>
h22<latexit sha1_base64="wsrUl8bkJW5KP/veAGvNv5F3Pf4=">AAACy HicjVHLSsNAFD2Nr1pfVZdugkVwVZIi6LLoRlxVMG2h1pJMp+3QvEgmSilu/AG3+mXiH+hfeGdMQS2iE5KcOfeeM3Pv9WJfpNKyXgvGwuLS8kpxtb S2vrG5Vd7eaaZRljDusMiPkrbnptwXIXekkD5vxwl3A8/nLW98puKtW56kIgqv5CTm3cAdhmIgmCuJcka92k2tV65YVUsvcx7YOaggX42o/IJr9BG BIUMAjhCSsA8XKT0d2LAQE9fFlLiEkNBxjnuUSJtRFqcMl9gxfYe06+RsSHvlmWo1o1N8ehNSmjggTUR5CWF1mqnjmXZW7G/eU+2p7jahv5d7BcRK jIj9SzfL/K9O1SIxwImuQVBNsWZUdSx3yXRX1M3NL1VJcoiJU7hP8YQw08pZn02tSXXtqreujr/pTMWqPctzM7yrW9KA7Z/jnAfNWtUmfHlUqZ/mo y5iD/s4pHkeo45zNOCQt8AjnvBsXBixcWdMPlONQq7ZxbdlPHwAjjaQtg==</latexit><latexit sha1_base64="wsrUl8bkJW5KP/veAGvNv5F3Pf4=">AAACy HicjVHLSsNAFD2Nr1pfVZdugkVwVZIi6LLoRlxVMG2h1pJMp+3QvEgmSilu/AG3+mXiH+hfeGdMQS2iE5KcOfeeM3Pv9WJfpNKyXgvGwuLS8kpxtb S2vrG5Vd7eaaZRljDusMiPkrbnptwXIXekkD5vxwl3A8/nLW98puKtW56kIgqv5CTm3cAdhmIgmCuJcka92k2tV65YVUsvcx7YOaggX42o/IJr9BG BIUMAjhCSsA8XKT0d2LAQE9fFlLiEkNBxjnuUSJtRFqcMl9gxfYe06+RsSHvlmWo1o1N8ehNSmjggTUR5CWF1mqnjmXZW7G/eU+2p7jahv5d7BcRK jIj9SzfL/K9O1SIxwImuQVBNsWZUdSx3yXRX1M3NL1VJcoiJU7hP8YQw08pZn02tSXXtqreujr/pTMWqPctzM7yrW9KA7Z/jnAfNWtUmfHlUqZ/mo y5iD/s4pHkeo45zNOCQt8AjnvBsXBixcWdMPlONQq7ZxbdlPHwAjjaQtg==</latexit><latexit sha1_base64="wsrUl8bkJW5KP/veAGvNv5F3Pf4=">AAACy HicjVHLSsNAFD2Nr1pfVZdugkVwVZIi6LLoRlxVMG2h1pJMp+3QvEgmSilu/AG3+mXiH+hfeGdMQS2iE5KcOfeeM3Pv9WJfpNKyXgvGwuLS8kpxtb S2vrG5Vd7eaaZRljDusMiPkrbnptwXIXekkD5vxwl3A8/nLW98puKtW56kIgqv5CTm3cAdhmIgmCuJcka92k2tV65YVUsvcx7YOaggX42o/IJr9BG BIUMAjhCSsA8XKT0d2LAQE9fFlLiEkNBxjnuUSJtRFqcMl9gxfYe06+RsSHvlmWo1o1N8ehNSmjggTUR5CWF1mqnjmXZW7G/eU+2p7jahv5d7BcRK jIj9SzfL/K9O1SIxwImuQVBNsWZUdSx3yXRX1M3NL1VJcoiJU7hP8YQw08pZn02tSXXtqreujr/pTMWqPctzM7yrW9KA7Z/jnAfNWtUmfHlUqZ/mo y5iD/s4pHkeo45zNOCQt8AjnvBsXBixcWdMPlONQq7ZxbdlPHwAjjaQtg==</latexit>
h23
<latexit sha1_base64="yVxU/LJpTlkBB1UY+22m9u6Y7gU=">AAACyHicjVHLSsNAFD2Nr1pfVZdugkVwVRIVdFl0I64qmLZQa0mm03ZoXiQTpR Q3/oBb/TLxD/QvvDOmoBbRCUnOnHvPmbn3erEvUmlZrwVjbn5hcam4XFpZXVvfKG9uNdIoSxh3WORHSctzU+6LkDtSSJ+34oS7gefzpjc6U/HmLU9SEYVXchzzTuAOQtEXzJVEOcPu4c1Bt1yxqpZe5iywc1BBvupR+QXX6CECQ4YAHCEkYR8uUnrasGEhJq6DCXEJIaHjHPcokTajLE4ZLrEj+g5o187Z kPbKM9VqRqf49CakNLFHmojyEsLqNFPHM+2s2N+8J9pT3W1Mfy/3CoiVGBL7l26a+V+dqkWijxNdg6CaYs2o6ljukumuqJubX6qS5BATp3CP4glhppXTPptak+raVW9dHX/TmYpVe5bnZnhXt6QB2z/HOQsaB1Wb8OVRpXaaj7qIHexin+Z5jBrOUYdD3gKPeMKzcWHExp0x/kw1CrlmG9+W8fABkJiQtw ==</latexit><latexit sha1_base64="yVxU/LJpTlkBB1UY+22m9u6Y7gU=">AAACyHicjVHLSsNAFD2Nr1pfVZdugkVwVRIVdFl0I64qmLZQa0mm03ZoXiQTpR Q3/oBb/TLxD/QvvDOmoBbRCUnOnHvPmbn3erEvUmlZrwVjbn5hcam4XFpZXVvfKG9uNdIoSxh3WORHSctzU+6LkDtSSJ+34oS7gefzpjc6U/HmLU9SEYVXchzzTuAOQtEXzJVEOcPu4c1Bt1yxqpZe5iywc1BBvupR+QXX6CECQ4YAHCEkYR8uUnrasGEhJq6DCXEJIaHjHPcokTajLE4ZLrEj+g5o187Z kPbKM9VqRqf49CakNLFHmojyEsLqNFPHM+2s2N+8J9pT3W1Mfy/3CoiVGBL7l26a+V+dqkWijxNdg6CaYs2o6ljukumuqJubX6qS5BATp3CP4glhppXTPptak+raVW9dHX/TmYpVe5bnZnhXt6QB2z/HOQsaB1Wb8OVRpXaaj7qIHexin+Z5jBrOUYdD3gKPeMKzcWHExp0x/kw1CrlmG9+W8fABkJiQtw ==</latexit><latexit sha1_base64="yVxU/LJpTlkBB1UY+22m9u6Y7gU=">AAACyHicjVHLSsNAFD2Nr1pfVZdugkVwVRIVdFl0I64qmLZQa0mm03ZoXiQTpR Q3/oBb/TLxD/QvvDOmoBbRCUnOnHvPmbn3erEvUmlZrwVjbn5hcam4XFpZXVvfKG9uNdIoSxh3WORHSctzU+6LkDtSSJ+34oS7gefzpjc6U/HmLU9SEYVXchzzTuAOQtEXzJVEOcPu4c1Bt1yxqpZe5iywc1BBvupR+QXX6CECQ4YAHCEkYR8uUnrasGEhJq6DCXEJIaHjHPcokTajLE4ZLrEj+g5o187Z kPbKM9VqRqf49CakNLFHmojyEsLqNFPHM+2s2N+8J9pT3W1Mfy/3CoiVGBL7l26a+V+dqkWijxNdg6CaYs2o6ljukumuqJubX6qS5BATp3CP4glhppXTPptak+raVW9dHX/TmYpVe5bnZnhXt6QB2z/HOQsaB1Wb8OVRpXaaj7qIHexin+Z5jBrOUYdD3gKPeMKzcWHExp0x/kw1CrlmG9+W8fABkJiQtw ==</latexit>
g12<latexit sha1_base64="cwGVh4uYOHcZttfrFzOt+QEntmw=">AAACyHicjVHLSsNAFD2Nr1pfVZdugkVwVZIi6LLoRlxVMK1Qa0nSaR2aJm EyUUpx4w+41S8T/0D/wjvjFNQiOiHJmXPvOTP33iCNeCYd57Vgzc0vLC4Vl0srq2vrG+XNrWaW5CJkXphEibgM/IxFPGae5DJil6lg/iiIWCsYnqh465aJjCfxhRynrDPyBzHv89CXRHmDbu3a7ZYrTtXRy54FrgEVmNVIyi+4Qg8JQuQYgSGGJBzBR0ZPGy4cpMR1MCFOEOI6znCPEmlzymKU4 RM7pO+Adm3DxrRXnplWh3RKRK8gpY090iSUJwir02wdz7WzYn/znmhPdbcx/QPjNSJW4obYv3TTzP/qVC0SfRzpGjjVlGpGVRcal1x3Rd3c/lKVJIeUOIV7FBeEQ62c9tnWmkzXrnrr6/ibzlSs2ocmN8e7uiUN2P05zlnQrFVdwucHlfqxGXURO9jFPs3zEHWcogGPvDke8YRn68xKrTtr/Jlq FYxmG9+W9fABiXKQtA==</latexit><latexit sha1_base64="cwGVh4uYOHcZttfrFzOt+QEntmw=">AAACyHicjVHLSsNAFD2Nr1pfVZdugkVwVZIi6LLoRlxVMK1Qa0nSaR2aJm EyUUpx4w+41S8T/0D/wjvjFNQiOiHJmXPvOTP33iCNeCYd57Vgzc0vLC4Vl0srq2vrG+XNrWaW5CJkXphEibgM/IxFPGae5DJil6lg/iiIWCsYnqh465aJjCfxhRynrDPyBzHv89CXRHmDbu3a7ZYrTtXRy54FrgEVmNVIyi+4Qg8JQuQYgSGGJBzBR0ZPGy4cpMR1MCFOEOI6znCPEmlzymKU4 RM7pO+Adm3DxrRXnplWh3RKRK8gpY090iSUJwir02wdz7WzYn/znmhPdbcx/QPjNSJW4obYv3TTzP/qVC0SfRzpGjjVlGpGVRcal1x3Rd3c/lKVJIeUOIV7FBeEQ62c9tnWmkzXrnrr6/ibzlSs2ocmN8e7uiUN2P05zlnQrFVdwucHlfqxGXURO9jFPs3zEHWcogGPvDke8YRn68xKrTtr/Jlq FYxmG9+W9fABiXKQtA==</latexit><latexit sha1_base64="cwGVh4uYOHcZttfrFzOt+QEntmw=">AAACyHicjVHLSsNAFD2Nr1pfVZdugkVwVZIi6LLoRlxVMK1Qa0nSaR2aJm EyUUpx4w+41S8T/0D/wjvjFNQiOiHJmXPvOTP33iCNeCYd57Vgzc0vLC4Vl0srq2vrG+XNrWaW5CJkXphEibgM/IxFPGae5DJil6lg/iiIWCsYnqh465aJjCfxhRynrDPyBzHv89CXRHmDbu3a7ZYrTtXRy54FrgEVmNVIyi+4Qg8JQuQYgSGGJBzBR0ZPGy4cpMR1MCFOEOI6znCPEmlzymKU4 RM7pO+Adm3DxrRXnplWh3RKRK8gpY090iSUJwir02wdz7WzYn/znmhPdbcx/QPjNSJW4obYv3TTzP/qVC0SfRzpGjjVlGpGVRcal1x3Rd3c/lKVJIeUOIV7FBeEQ62c9tnWmkzXrnrr6/ibzlSs2ocmN8e7uiUN2P05zlnQrFVdwucHlfqxGXURO9jFPs3zEHWcogGPvDke8YRn68xKrTtr/Jlq FYxmG9+W9fABiXKQtA==</latexit>
g13
<latexit sha1_base64="8PUxO2iaR5zZ+jFRvRFFq8Vm5Qs=">AAACyHicjVHLSsNAFD2Nr1pfVZdugkVwVRIVdFl0I64qmLagtSTTaR2aJm EyUUpx4w+41S8T/0D/wjtjCmoRnZDkzLn3nJl7b5CEIlWO81qwZmbn5heKi6Wl5ZXVtfL6RiONM8m4x+Iwlq3AT3koIu4poULeSiT3h0HIm8HgRMebt1ymIo4u1Cjh7aHfj0RPMF8R5fU7+9dup1xxqo5Z9jRwc1BBvupx+QVX6CIGQ4YhOCIowiF8pPRcwoWDhLg2xsRJQsLEOe5RIm1GWZwyf GIH9O3T7jJnI9prz9SoGZ0S0itJaWOHNDHlScL6NNvEM+Os2d+8x8ZT321E/yD3GhKrcEPsX7pJ5n91uhaFHo5MDYJqSgyjq2O5S2a6om9uf6lKkUNCnMZdikvCzCgnfbaNJjW16976Jv5mMjWr9yzPzfCub0kDdn+Ocxo09qou4fODSu04H3URW9jGLs3zEDWcog6PvAUe8YRn68xKrDtr9Jlq FXLNJr4t6+EDi9SQtQ==</latexit><latexit sha1_base64="8PUxO2iaR5zZ+jFRvRFFq8Vm5Qs=">AAACyHicjVHLSsNAFD2Nr1pfVZdugkVwVRIVdFl0I64qmLagtSTTaR2aJm EyUUpx4w+41S8T/0D/wjtjCmoRnZDkzLn3nJl7b5CEIlWO81qwZmbn5heKi6Wl5ZXVtfL6RiONM8m4x+Iwlq3AT3koIu4poULeSiT3h0HIm8HgRMebt1ymIo4u1Cjh7aHfj0RPMF8R5fU7+9dup1xxqo5Z9jRwc1BBvupx+QVX6CIGQ4YhOCIowiF8pPRcwoWDhLg2xsRJQsLEOe5RIm1GWZwyf GIH9O3T7jJnI9prz9SoGZ0S0itJaWOHNDHlScL6NNvEM+Os2d+8x8ZT321E/yD3GhKrcEPsX7pJ5n91uhaFHo5MDYJqSgyjq2O5S2a6om9uf6lKkUNCnMZdikvCzCgnfbaNJjW16976Jv5mMjWr9yzPzfCub0kDdn+Ocxo09qou4fODSu04H3URW9jGLs3zEDWcog6PvAUe8YRn68xKrDtr9Jlq FXLNJr4t6+EDi9SQtQ==</latexit><latexit sha1_base64="8PUxO2iaR5zZ+jFRvRFFq8Vm5Qs=">AAACyHicjVHLSsNAFD2Nr1pfVZdugkVwVRIVdFl0I64qmLagtSTTaR2aJm EyUUpx4w+41S8T/0D/wjtjCmoRnZDkzLn3nJl7b5CEIlWO81qwZmbn5heKi6Wl5ZXVtfL6RiONM8m4x+Iwlq3AT3koIu4poULeSiT3h0HIm8HgRMebt1ymIo4u1Cjh7aHfj0RPMF8R5fU7+9dup1xxqo5Z9jRwc1BBvupx+QVX6CIGQ4YhOCIowiF8pPRcwoWDhLg2xsRJQsLEOe5RIm1GWZwyf GIH9O3T7jJnI9prz9SoGZ0S0itJaWOHNDHlScL6NNvEM+Os2d+8x8ZT321E/yD3GhKrcEPsX7pJ5n91uhaFHo5MDYJqSgyjq2O5S2a6om9uf6lKkUNCnMZdikvCzCgnfbaNJjW16976Jv5mMjWr9yzPzfCub0kDdn+Ocxo09qou4fODSu04H3URW9jGLs3zEDWcog6PvAUe8YRn68xKrDtr9Jlq FXLNJr4t6+EDi9SQtQ==</latexit>
g23
<latexit sha1_base64="WtaTPTjmOaJP36SBtkp9VwhzVJo=">AAACyHicjVHLSsNAFD2Nr1pfVZdugkVwVZIq6LLoRlxVMG2h1pKk0zo0Ly YTpRQ3/oBb/TLxD/QvvDOmoBbRCUnOnHvPmbn3eknAU2lZrwVjbn5hcam4XFpZXVvfKG9uNdM4Ez5z/DiIRdtzUxbwiDmSy4C1E8Hc0AtYyxudqnjrlomUx9GlHCesG7rDiA+470qinGHv4LrWK1esqqWXOQvsHFSQr0ZcfsEV+ojhI0MIhgiScAAXKT0d2LCQENfFhDhBiOs4wz1KpM0oi1GGS +yIvkPadXI2or3yTLXap1MCegUpTeyRJqY8QVidZup4pp0V+5v3RHuqu43p7+VeIbESN8T+pZtm/lenapEY4FjXwKmmRDOqOj93yXRX1M3NL1VJckiIU7hPcUHY18ppn02tSXXtqreujr/pTMWqvZ/nZnhXt6QB2z/HOQuatapN+OKwUj/JR13EDnaxT/M8Qh1naMAhb45HPOHZODcS484Yf6Ya hVyzjW/LePgAjjSQtg==</latexit><latexit sha1_base64="WtaTPTjmOaJP36SBtkp9VwhzVJo=">AAACyHicjVHLSsNAFD2Nr1pfVZdugkVwVZIq6LLoRlxVMG2h1pKk0zo0Ly YTpRQ3/oBb/TLxD/QvvDOmoBbRCUnOnHvPmbn3eknAU2lZrwVjbn5hcam4XFpZXVvfKG9uNdM4Ez5z/DiIRdtzUxbwiDmSy4C1E8Hc0AtYyxudqnjrlomUx9GlHCesG7rDiA+470qinGHv4LrWK1esqqWXOQvsHFSQr0ZcfsEV+ojhI0MIhgiScAAXKT0d2LCQENfFhDhBiOs4wz1KpM0oi1GGS +yIvkPadXI2or3yTLXap1MCegUpTeyRJqY8QVidZup4pp0V+5v3RHuqu43p7+VeIbESN8T+pZtm/lenapEY4FjXwKmmRDOqOj93yXRX1M3NL1VJckiIU7hPcUHY18ppn02tSXXtqreujr/pTMWqvZ/nZnhXt6QB2z/HOQuatapN+OKwUj/JR13EDnaxT/M8Qh1naMAhb45HPOHZODcS484Yf6Ya hVyzjW/LePgAjjSQtg==</latexit><latexit sha1_base64="WtaTPTjmOaJP36SBtkp9VwhzVJo=">AAACyHicjVHLSsNAFD2Nr1pfVZdugkVwVZIq6LLoRlxVMG2h1pKk0zo0Ly YTpRQ3/oBb/TLxD/QvvDOmoBbRCUnOnHvPmbn3eknAU2lZrwVjbn5hcam4XFpZXVvfKG9uNdM4Ez5z/DiIRdtzUxbwiDmSy4C1E8Hc0AtYyxudqnjrlomUx9GlHCesG7rDiA+470qinGHv4LrWK1esqqWXOQvsHFSQr0ZcfsEV+ojhI0MIhgiScAAXKT0d2LCQENfFhDhBiOs4wz1KpM0oi1GGS +yIvkPadXI2or3yTLXap1MCegUpTeyRJqY8QVidZup4pp0V+5v3RHuqu43p7+VeIbESN8T+pZtm/lenapEY4FjXwKmmRDOqOj93yXRX1M3NL1VJckiIU7hPcUHY18ppn02tSXXtqreujr/pTMWqvZ/nZnhXt6QB2z/HOQuatapN+OKwUj/JR13EDnaxT/M8Qh1naMAhb45HPOHZODcS484Yf6Ya hVyzjW/LePgAjjSQtg==</latexit>
g21<latexit sha1_base64="H3ds3wY+3vx7eyH820LBXPx+YOE=">AAACyHicjVHLSsNAFD2Nr1pfVZdugkVwVZIi6LLoRlxVMK1Qa0nSaR2aJm EyUUpx4w+41S8T/0D/wjvjFNQiOiHJmXPvOTP33iCNeCYd57Vgzc0vLC4Vl0srq2vrG+XNrWaW5CJkXphEibgM/IxFPGae5DJil6lg/iiIWCsYnqh465aJjCfxhRynrDPyBzHv89CXRHmDrntd65YrTtXRy54FrgEVmNVIyi+4Qg8JQuQYgSGGJBzBR0ZPGy4cpMR1MCFOEOI6znCPEmlzymKU4 RM7pO+Adm3DxrRXnplWh3RKRK8gpY090iSUJwir02wdz7WzYn/znmhPdbcx/QPjNSJW4obYv3TTzP/qVC0SfRzpGjjVlGpGVRcal1x3Rd3c/lKVJIeUOIV7FBeEQ62c9tnWmkzXrnrr6/ibzlSs2ocmN8e7uiUN2P05zlnQrFVdwucHlfqxGXURO9jFPs3zEHWcogGPvDke8YRn68xKrTtr/Jlq FYxmG9+W9fABiXCQtA==</latexit><latexit sha1_base64="H3ds3wY+3vx7eyH820LBXPx+YOE=">AAACyHicjVHLSsNAFD2Nr1pfVZdugkVwVZIi6LLoRlxVMK1Qa0nSaR2aJm EyUUpx4w+41S8T/0D/wjvjFNQiOiHJmXPvOTP33iCNeCYd57Vgzc0vLC4Vl0srq2vrG+XNrWaW5CJkXphEibgM/IxFPGae5DJil6lg/iiIWCsYnqh465aJjCfxhRynrDPyBzHv89CXRHmDrntd65YrTtXRy54FrgEVmNVIyi+4Qg8JQuQYgSGGJBzBR0ZPGy4cpMR1MCFOEOI6znCPEmlzymKU4 RM7pO+Adm3DxrRXnplWh3RKRK8gpY090iSUJwir02wdz7WzYn/znmhPdbcx/QPjNSJW4obYv3TTzP/qVC0SfRzpGjjVlGpGVRcal1x3Rd3c/lKVJIeUOIV7FBeEQ62c9tnWmkzXrnrr6/ibzlSs2ocmN8e7uiUN2P05zlnQrFVdwucHlfqxGXURO9jFPs3zEHWcogGPvDke8YRn68xKrTtr/Jlq FYxmG9+W9fABiXCQtA==</latexit><latexit sha1_base64="H3ds3wY+3vx7eyH820LBXPx+YOE=">AAACyHicjVHLSsNAFD2Nr1pfVZdugkVwVZIi6LLoRlxVMK1Qa0nSaR2aJm EyUUpx4w+41S8T/0D/wjvjFNQiOiHJmXPvOTP33iCNeCYd57Vgzc0vLC4Vl0srq2vrG+XNrWaW5CJkXphEibgM/IxFPGae5DJil6lg/iiIWCsYnqh465aJjCfxhRynrDPyBzHv89CXRHmDrntd65YrTtXRy54FrgEVmNVIyi+4Qg8JQuQYgSGGJBzBR0ZPGy4cpMR1MCFOEOI6znCPEmlzymKU4 RM7pO+Adm3DxrRXnplWh3RKRK8gpY090iSUJwir02wdz7WzYn/znmhPdbcx/QPjNSJW4obYv3TTzP/qVC0SfRzpGjjVlGpGVRcal1x3Rd3c/lKVJIeUOIV7FBeEQ62c9tnWmkzXrnrr6/ibzlSs2ocmN8e7uiUN2P05zlnQrFVdwucHlfqxGXURO9jFPs3zEHWcogGPvDke8YRn68xKrTtr/Jlq FYxmG9+W9fABiXCQtA==</latexit>
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Semantic interaction graph representation through convolution 
Graph convolutional layer Concat Pooling MLP
Figure 1: The architecture of SGCN. Here, colored dotted lines indicate the correspondence between representations from
different layers, and solid gray lines between nodes are edges with weights of the semantic graph.
gument into vectors by a Bi-LSTM. And the output of Bi-
LSTM at each step is viewed as a positional representation
of this argument, who carries inner semantics. (2) The se-
mantic interaction layer, where we build the semantic in-
teraction graph to model the latent semantic structure be-
tween the two arguments. (3) The graph convolutional layer,
where we extract more in-depth interactive features from the
built graph through graph convolution. (4) The classification
layer, where we feed the deeper interactive features into a
MLP classifier after Concat-Pooling. In the following of this
section, we will describe the details of these parts.
Encoding Layer
Each of the arguments is encoded into vectors by a Bidi-
rectional Long Short-Term Memory network (Bi-LSTM)
to incorporate context information. Here is a brief intro-
duction of LSTM. Given a variable-length sequence S =
(x1, x2, ..., xT ), where xt represent the t-th word embed-
ding. At step t, LSTM calculate ht as follows:
it = σ(Wiht−1 + Uixt)
ft = σ(Wfht−1 + Ufxt)
ot = σ(Woht−1 + Uoxt)
ct = ft  ct − 1 + it  tanh(Wcht−1 + Ucxt)
ht = ot  tanh(ct)
(1)
where it,ft and ot are input, forget and output gate respec-
tively. σ(·) is a sigmoid function, and Wi, Wf , Wo, Ui, Uf ,
Uo are parameters. Bi-LSTM is a combination of a forward
lstm and a backward lstm. Naturally, it can capture both pre-
vious and future contextual semantics in this argument. Bi-
LSTM generates two vectors at each step:
−→
ht and
←−
ht at step
t. We view their concatenation ht=[
−→
ht ;
←−
ht] as the t-th posi-
tional representation of this argument.
In the implicit discourse relation classification task, a
pair of arguments is formally expressed as (arg1, arg2),
in which the former argument is represented as arg1 =
(w11, w
1
2, ..., w
1
m) and the latter is arg2 = (w
2
1, w
2
2, ..., w
2
n).
Where m and n indicate lengths of the arguments respec-
tively. w11, ..., w
1
m, w
2
1, ..., w
2
n are words initialized with pre-
trained de-dimensional word embeddings. We feed arg1 and
arg2 into Bi-LSTM:
h1i = Bi-LSTM(arg1, i) (2)
h2j = Bi-LSTM(arg2, j) (3)
where i and j indicate the i-th position in arg1 and the j-th
position in arg2, so that h1i and h
2
j stand for the correspond-
ing positional argument representation which has incorpo-
rated inner semantics.
Semantic Interaction Graph
Representations of the arguments have been updated to
arg1 = (h
1
1, h
1
2, ..., h
1
m) and arg2 = (h
2
1, h
2
2, ..., h
2
n).
To represent inter-argument semantics structurally, we con-
struct a semantic interaction graph G=(V, E) based on these
positional representations generated by Bi-LSTM, where V
and E represent the sets of nodes and edges respectively.
In order to show the meaning of the semantic interaction
graph clearly, we pick a quite short case to give an example
in Figure 2. Nodes in the graph correspond to the positions
in arg1 and arg2. Since arg1 has m words and arg2 has
n, we get |V | = m + n. Only the edges between positions
from different arguments are set, so |E| = m × n. There
are no edges between positions from the same arguments,
for this semantic interaction graph is mainly to model the
inter-arguments semantic structure.
A case with relation of ‘Contingency.Cause’ :                      
Arg-1: The ploy worked.
Arg-2: The defense won.  
The   ploy  worked.
position 3
               The   ploy  worked.
position 2
               The   ploy  worked.
position 1
       The   defense  won.
position 1
               The   defense  won.
position 2
The   defense  won.
position 3
h13
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Figure 2: The interaction graph. Here, white circles are the nodes initialized by the positional argument representations
(h11,...h
2
3). We only highlight one edge with weight w13 for conciseness. The red dotted lines enclose the semantics that the
forward lstm capture at that position, while the purple dotted lines enclose semantics captured by the backward.
The weight of the edge represents the degree of semantic
relevance. The larger the weight, the stronger the relevance.
Intuitively, we utilized a similarity function to compute the
semantic relevance between the nodes from different argu-
ments. Among kinds of similarity functions, we choose co-
sine which is common but effective. So, given a arg1’s node
h1i and a arg2’s node h
2
j , the weight wij of the edge is cal-
culated as follows:
wij =
h1i
T
h2j
‖h1i ‖ ·
∥∥h2j∥∥ (4)
where ‖·‖ stands for the L2 norm. Chen et al. (2016) uses
a similar but gated method to calculate the weights and ob-
tain a score matrix, then feed it into classifier directly after
pooling. On the contrary, our method extracts the deeper in-
teractive features from the graph structure as described in
the next section.
Graph Convolutional Layer
After building the semantic interaction graph, we extract
deeper interactive representations through a one-layer GCN.
GCN is a multi-layer neural network that can encode the
graph structure. It induces new representations of nodes by
absorbing information of their neighbor nodes along the
weighted edges. One layer GCN encodes only information
about immediate neighbors. In this way, the nodes from one
argument automatically pick out the semantic information
of the nodes from the other argument, conducting a concise
interactive process. We next introduce the details of graph
convolution.
Given the graph G=(V, E), whose adjacent matrix is A ∈
R|V |×|V |, we add self-connections on it so that the adjacent
matrix tends to be A˜ = A + IN , where IN is the identity
matrix. We define the order of nodes in adjacent matrix as
the nodes from arg1 are before the nodes from arg2, then A˜
can be written as follows:
A˜ =
[
Im×m M
MT In×n
]
(5)
where,
M =
 w11 w12 ... w1nw21 w22 ... w2n... ... ... ...
wm1 wm2 ... wmn
 (6)
Here, Im×m and In×n are the identity matrix. wij stands
for the weight of the edge between i-th position of arg1
and the j-th position of arg2. The degree matrix is repre-
sented as D˜, where D˜ii =
∑
j A˜ij . Simultaneously, we
concatenate the embedding of each node to a matrix X =
[h11, ..., h
1
m, ...h
2
1, ..., h
2
n]
T ∈ R|V |×dh , where dh is twice
the dimension of LSTM’s hidden state. Then we obtain the
new node feature matrix Xð through a layer of convolution,
which has incorporated the structured interactive informa-
tion.
Xð = σ(D˜−
1
2 A˜D˜−
1
2XW ð) (7)
Here, σ(·) is an activation function, such as theRELU(·) =
max(0, ·).W ð ∈ R|V |×dg is the weight matrix, so we obtain
Xð ∈ R|V |×dg in which dg stands for the dimension of this
convolutional layer.
Classification Layer
As the last step of our framework, we infer a discourse re-
lation type on the basis of Xð that has incorporated graph
information.
Concat pooling: Since the relation between two ar-
guments is determined by some strong semantic sig-
nals in Xð, we use max-pooling and mean-pooling
to remove the redundant information. Given Xð =
[(g11), ..., (g
1
m), ...(g
2
1), ..., (g
2
n)]
T :
X = [maxpool(Xð),meanpool(Xð)] (8)
here, X ∈ R1×2dg , and [·] represents concatenating.
MultiLayer Perception: Finally,X obtained by the pool-
ing layer is fed into a two-layer MLP for relation classifica-
tion. There is one full connection hidden layer with RELU
activation and then a softmax output layer in the MLP clas-
sifier. The entire model is trained end-to-end, through mini-
mizing the cross-entropy loss.
Experiments
IDR datasets
We evaluate our method on two datasets: the PDTB2.0 and
the Chinese Discourse Treebank (CDTB) (Zhou and Xue
2012), which are currently the largest corpora annotated
with discourse structures in English and Chinese respec-
tively.
PDTB2.0: The PDTB2.0 dataset contains 16,224 implicit
relation instances totally. The sense labels of discourse re-
lations in PDTB are hierarchical with three levels, i.e.,
class, type, and sub-type. There are four classes on the top
level: COMPARISON (Comp.), CONTINGENCY (Cont.),
EXPANSION (Exp.) and TEMPORAL (Temp.). We adopt
two experimental settings on the top-level discourse rela-
tion prediction for the evaluation: the one is one-versus-all
binary classification, the other is multi-class classification.
We make the same data splitting as the predecessors (Pitler,
Louis, and Nenkova 2009) do: sections 2-20 for training,
sections 21-22 for testing and sections 0-1 for the valida-
tion set. Table 2 shows the distribution statistics of top-level
relations.
CDTB: The CDTB is annotated as the PDTB-style but
consists of 10 different fine-grained relations. We evaluate
our model on the official train, development, test and blind-
test sets of the CDTB provided to the CoNLL-2016 Shared
Task participants. Following the predecessors (Rutherford
and Xue 2016), we use Accuracy as the evaluation metric,
and treat ENTREL (entity relation) as implicit and exclude
ALTLEX relation, so we perform a 9-way classification on
the remaining nine relations. The Train/Dev/Test/Blind-Test
set contains 7828/301/352/1486 instances, respectively.
Experimental Setup
We introduce the experimental setup including baselines
and implementation details in this section. The baselines on
PDTB are carefully divided into two categories for a com-
prehensive comparison:
Models with external resources: such as the external cor-
pus, the additional annotations, and the parser.
• Qin et al. (2017): A novel adversarial model that en-
ables an adaptive imitation scheme through competition
between the implicit network and a rival feature discrim-
inator, incorporating implicit connectives which are the
additional annotation in PDTB 2.0.
Relation Train Dev Test
Comp. 1942 197 152
Cont. 3342 295 279
Exp. 7004 671 574
Temp. 760 64 85
Table 2: The distribution statistics of four top-level classes
in PDTB 2.0
• Lan et al. (2017): A novel multi-task attention-based
model, where the proposed multi-task framework can
learn external knowledge from corpora of similar tasks
for better classification.
• Dai and Huang (2018): This method models the over-
all paragraph-level discourse structure, using the inter-
dependencies between the discourse units to predict a se-
quence of discourse relations in a paragraph. Their work
utilizes both implicit and explicit corpora.
• Lei et al. (2018): This method designs linguistic features
to enhance classification, which requires lots of feature
engineering work and uses many external resources such
as Stanford Parser, the MPQA Corpus1 and so on.
Models without external resources:
• Bi-LSTM: We use a one-layer Bi-LSTM to encode the
pair of arguments, then concatenate their last hidden state
and feed it to a two-layer MLP for classification.
• Bi-LSTM+Attention: We apply attention mecha-
nism (Cho et al. 2014) on Bi-LSTM to model the
interaction between arguments. After getting arg2-aware
representation of arg1 and arg1-aware representation of
arg2, we feed their concatenation into the MLP.
• Chen et al. (2016): This model adopts a gated relevance
network to capture the interactive information between
word pairs, and then aggregate them using a pooling layer
to select the most informative interactions.
Among the models mentioned above, some are ex-
ploiting the role of semantic interaction, such as Bi-
LSTM+Attention, Chen et al. (2016), and Lan et al. (2017),
and others are novel methods that have recently achieved the
best results.
Implementation details: The English word embeddings
are initialized with 300-dimensional-GloVe vectors (Pen-
nington, Socher, and Manning 2014), and the Chinese word
embeddings are initialized with the Financial vectors2. The
hyper-parameters have been optimized over the develop-
ment set. We set the size of LSTMs’hidden states to 128,
the GCN layer to 100, two-layer MLP’s first hidden layer to
64 while its output layer is determined by the number of re-
lations. The minibatch size is set to 64. We train our model
using Adam (Kingma and Ba 2014) with gradient clipping
1https://mpqa.cs.pitt.edu/
2https://github.com/Embedding/Chinese-Word-Vectors
External Resource Model Comp. Cont. Exp. Temp.
With
Qin et al. (2017) 40.87 54.56 72.38 36.20
Lan et al. (2017) 40.73 58.96 72.47 38.50
Dai and Huang (2018) 42.68 55.17 68.94 41.03
Lei et al. (2018) 43.24 57.82 72.88 29.10
Without
Bi-LSTM 37.14 52.96 69.72 34.78
Bi-LSTM+Attention 39.25 54.21 70.48 37.06
Chen et al. (2016) 40.17 54.76 - 31.32
Lan et al. (2017) 38.15 56.07 70.53 36.72
SGCN(ours) 43.90 55.23 71.83 43.80
Table 3: Comparisons of F1 scores (%) for the multiple binary classification on the top level classes in PDTB 2.0
External Model F1 AccResource
With
Qin et al. (2017) - -
Lan et al. (2017) 47.80 57.39
Dai and Huang (2018) 47.56 56.88
Lei et al. (2018) 47.15 -
Without
Bi-LSTM 36.79 54.09
Bi-LSTM+Attention 42.24 55.62
Chen et al. (2016) - -
Lan et al. (2017) 45.57 57.55
SGCN(ours) 47.38 56.79
Table 4: Comparisons of F1 scores (%) and accuracy (%) for
4-class classification on the top level classes in PDTB 2.0
Model Test Blind
Bi-LSTM 71.94 62.88
Bi-LSTM+Attention 72.63 64.07
Rutherford and Xue (2016) 70.47 63.38
Wang and Lan (2016) 72.42 60.52
Ro¨nnqvist, Schenk, and
Chiarcos (2017)
73.01 -
SGCN(ours) 73.85 66.02
Table 5: The accuracy of 9-class classification on CDTB
range [−5., 5.]. We set the learning rate to 1e−2, and decayed
after every epoch by a factor of 0.9.
Main Results
Results on PDTB 2.0: Table 3 shows the evaluation re-
sults for One-versus-all of the top level classes on the bench-
mark of PDTB 2.0. Compared with those methods that have
used external resources (Qin et al. 2017; Lan et al. 2017;
Dai and Huang 2018; Lei et al. 2018), our model still
achieves F1 improvements of 1.53% on Comp. and 7.2%
on Temp., the numbers of samples belonging to which are
the two least in all classes as shown in Table 2. These results
demonstrate the effectiveness of our method, especially in
deficient data scenarios. On the other two classes, Exp. and
Cont., we also achieve comparable performance. The pro-
posed SGCN shows obvious advantages in most relations,
when compared with the methods that do not use external
Size Comp. Cont. Exp. Temp.
50d 41.78 51.89 71.40 41.14
100d 43.90 55.23 71.83 43.80
150d 42.81 54.32 71.80 43.21
200d 40.39 52.73 71.22 39.02
Table 6: Results of four binary classification with different
GCN sizes. ‘d’ stands for the dimension of convolutional
layer.
resources, including the Bi-LSTM+Attention and Chen et
al. (2016), which also exploit inter-argument semantics. Dif-
ferent from these approaches, our approach models the se-
mantic interactions structurally and extract the deeper inter-
active features from the learned semantic structure. This is
the main reason why our method outperforms them in most
of the relations. We also report the results of the 4-class clas-
sification for more comparisons with prior works. Table 4
reports the macro-averaged F1 scores and Accuracy. We can
see that our method achieve the highest F1 score compared
with methods which don’t use external resource and obtain
comparable scores with the best-performing methods using
external resources.
Results on CDTB: Following Rutherford and Xue (2016),
we use Accuracy as the evaluation metric on the benchmark
of CDTB. As Table 5 shows, our model outperforms all of
the previous systems and achieves Accuracy improvements
of 1.2% on the Test set and 4.2% on the Blind-Test set. Per-
formances on these two test sets suggest the robustness of
our approach and its ability to generalize to unseen data.
Effects of GCN setting
In this section, we investigate the effects of different GCN
settings. Table 6 shows the performance of top-level One-
versus-all Classifications on the test set of PDTB 2.0 in dif-
ferent GCN settings.
GCN-size: Different sizes are set up for the graph con-
volutional layer. We can see that the best performance is
achieved when we use a moderate size ‘100d’ of graph con-
volutional layer. We conjecture that a moderately sized GCN
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Figure 3: The interactive score matrix calculated by the shal-
low interactive representations before the GCN. The darker
the color, the bigger the higher the interactive score. Here,
“great”,“ surprise” get two highest interactive scores with
arg-1.
can avoid losing too much information, as well as being im-
mune to redundant information.
Case Study
In this section, we adopt a visualization way to further vali-
date the ability of the proposed SGCN to capture effective
interactive semantics. We define an interaction score matrix
for visualization. Suppose there are m nodes from arg1
and n nodes from arg2. For every two nodes from different
arguments, we calculate the semantic interactive score of
their representations through similarity function; then we
obtain a matrix M ∈ Rm×n as Eq.(5). In order to show
what information in the argument pairs is captured in SGCN
clearly, we then calculate M
′ ∈ Rm×n in the way we
obtain M . Which is different, the new node representations
after the graph convolution which carries deeper interactive
information are used. We pick a real case in PDTB2.0 as an
example:
arg-1: There was a general feeling that we’d seen the
worst.
arg-2: The resignation came as a great surprise.
The relation type of this case is Contingency and the im-
plicit connective annotated by human is “so”, while the word
pairs (worst, great) and (worst, surprise) may wrongly trig-
ger a Comparison relation if we fail to capture the deeper
interaction of whole arguments. For this case, we visualize
two matrix M and M ′ to show what information is captured
before and after the GCN, respectively.
Figure 3 shows the visualization of the matrix M , which
is computed based on the node representations before the
GCN. We can see that the positions of “great” and “sur-
prise” in arg-2 get two highest interactive scores with arg-1,
while the score of “resignation” is much lower than them. It
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Figure 4: The interactive score matrix calculated by the
deeper interactive representations after the GCN. The darker
the color, the bigger the higher the interactive score. Here,
“the resignation” gets much higher interactive scores than
“great surprise”.
shows that the shallow interactive features before GCN fail
to get the point of semantics. High score of (worst, great)
will lead to wrong inference.
Figure 4 shows the visualization of the matrix M ′, which
is computed based on the new node representations after
the GCN. As shown in Figure 4, the position of “resig-
nation” obtains a significantly higher score than others. In
the case that the overall scores of “great” and “surprise”
are not very low, the scores of (worst, great) and (worst,
surprise) are almost the lowest in the whole matrix, which
avoids misleading to a Comparison relation. We can see that
the deeper interactive features obtained through graph con-
volutional layer are more effective for the classification.
Conclusion
We propose a novel and effective Semantic Graph Con-
volutional Network (SGCN) for implicit discourse relation
classification, which can model the inter-arguments seman-
tics structurally and capture the deeper interactive seman-
tics. The experiments on PDTB 2.0 and CDTB demonstrate
the superiority of the proposed model to previous state-of-
the-art systems. We also compute the interactive score ma-
trix before and after the GCN respectively for visualization,
which demonstrates that the SGCN successfully captures
useful interactive semantics. To the best of our knowledge,
this is the first work that exploits a graphical structure to
model the semantic interaction between arguments.
For future work, we would like to exploit external re-
sources to further boost the performance of our SGCN for
implicit discourse relation classification, such as an entity-
augmented graph.
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