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a b s t r a c t
In this paper, an n-species strongly coupled cooperating diffusive system is considered
in a bounded smooth domain, subject to homogeneous Neumann boundary conditions.
Employing the method of energy estimates, we obtain some conditions on the diffusion
matrix and inter-specific cooperatives to ensure the global existence and uniform
boundedness of a nonnegative solution. The globally asymptotical stability of the constant
positive steady state is also discussed. As a consequence, all the results hold true for multi-
species Lotka–Volterra type competition model and prey–predator model.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
In 1979, Shigesada, Kawasaki and Teramoto (SKT) proposed the following two-species competing model with
Lotka–Volterra type reaction terms [1]:
ut −∆[(d1 + α11u+ α12v)u] = (a1 − b1u− c1v)u inΩ × (0,∞),
vt −∆[(d2 + α21u+ α22v)v] = (a2 − b2u− c2v)v inΩ × (0,∞),
∂u
∂ν
= ∂v
∂ν
= 0 on ∂Ω × (0,∞),
u(x, 0) = u0(x), v(x, 0) = v0(x) inΩ,
(1.1)
whereΩ is a bounded interval ofR, ν is the unit outward normal to ∂Ω , di, αij, ai, bi, ci (i, j = 1, 2) are all positive constants,
u0 and v0 are nonnegative functions which are not identically zero. In (1.1), u and v are the population densities of two
competing species. ai denotes the intrinsic growth rate of the ith species, b1 and c2 account for intra-specific competitions,
while c1 and b2 are the coefficients for inter-specific competitions. di is the diffusion rate of the ith species, αii is referred as
self-diffusion pressure, and αij (i 6= j) is cross-diffusion pressure of the ith species due to the presence of the jth species.
Diffusion is population pressure due to the mutual interference between the individuals, describing the migration of
species to avoid crowds. The term self-diffusion implies the movement of individuals from a higher to lower concentration
region. Cross-diffusion expresses the population fluxes of one species due to the presence of the other species. The value of
the cross-diffusion coefficient may be positive, negative or zero. The term positive cross-diffusion coefficient denotes the
movement of the species in the direction of lower concentration of another species and negative cross-diffusion coefficient
denotes that one species tends to diffuse in the direction of higher concentration of another species. For more details on the
biological backgrounds of this model see also [2,3].
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Problem (1.1) is the two-species SKT competing model which describes spatial segregation of interacting population
species in one-dimensional space. The two-species SKT competing system and its overall behavior continue to be of great
interest in the literature to both mathematical analysis and real-life modelling, but recently more and more attention has
been focused on three or multi-species systems and the SKT model in any space dimension due to their more complicated
patterns. Meanwhile, the SKT models with other types of reaction terms are also proposed and investigated [4–11]. The
obtained results mainly concentrate on the stability analysis of positive constant steady state and the existence of non-
constant positive steady states (stationary patterns) [6–14]. They confirmed the role of cross-diffusion in helping to create
patterns. As to the time-dependent solution to SKT model, the local existence was established by H. Amann in a series of
important papers [15–17]. The global existence of the weak solution to the strongly coupled two-species competing model
was established in [18–20], employing themethod of energy estimates, semi-discretization in time andpositivity-preserving
backward Euler–Galerkin approximation, respectively. Furthermore, [18,19] discussed the case in one-dimensional space
while [20] in multi-dimensional space. Papers [21,22] show the global existence of the classical solution of the same model
in low-dimensional space by using bootstrap technique. When the dimension of the domain is arbitrary, the same result of
global existence was established in [23].
From above we can learn that most of the results about the SKT model is for the two-species competing model. As to
the global existence and long time behavior of time-dependent solution to multi-species SKT model or SKT model with
generalized reaction terms, very few works are known.
Mathematically, multi-species Lotka–Volterra systems have received a lot of attention. But up to now, the corresponding
researches chiefly concern with Lotka–Volterra ODEs and its qualitative analysis such as persistence, permanence and
attractability [24–26]. To the best of our knowledge, there are very few results for the multi-species Lotka–Volterra type
cross-diffusion models. In view of this, the present paper considers the following n-species Lotka–Volterra system, which is
a generalized SKT model:
∂tui −∆
[(
di +
n∑
j=1
αijuj
)
ui
]
=
(
ai −
n∑
j=1
bijuj
)
ui inΩ × (0,∞),
∂ui
∂ν
= 0 on ∂Ω × (0,∞),
ui(x, 0) = ui0(x) ≥ (6≡)0 inΩ, i = 1, . . . , n,
(1.2)
where ui represents density of ith specieswithu = (u1, . . . , un)T ∈ Rn,αij and ai are all positive constants. The termpositive
cross-diffusion coefficient denotes that one species tends to diffuse in the direction of low concentration of another species.
Each bij is a non-zero constant with the assumption
(SM): bii > 0, bij < 0 for all i 6= j.
For simplicity of presentation, we assume thatΩ = (0, 1).
Assumption (SM) [24] shows that problem (1.2) is an n-species cooperating system. For the time-dependent solution of
(1.2), the local existence is an immediate consequence of papers [15–17]. Namely, ifui0 ∈ W 1p (Ω) for i = 1, . . . , n and p > N ,
then (1.2) has a unique nonnegative solution u = (u1, . . . , un)T, where ui ∈ C
([0, T ),W 1p (Ω))⋂ C∞ ((0, T ), C∞(Ω)) and
T ∈ (0,∞] is the maximal existence time of the solution. If u satisfies the estimates
‖ui(·, t)‖W1p (Ω) <∞ for all t ∈ (0, T ),
then T = +∞. Further, if ui0 ∈ W 2p (Ω), then ui ∈ C
([0,∞),W 2p (Ω)). Based on this, we will obtain the global existence of
the solution by making some prior estimates for the local solution of (1.2).
This paper is organized as follows: In Section 2, we introduce the Gagliardo–Nirenberg type inequality and some
corollaries. In Section 3, we investigate the uniform boundedness and global existence of the solution to (1.2) by using
Amann’s results. The positive definiteness of thematrixD(see Theorem 3.1) is indispensable to establish the L2-estimates of
ui and ∂xui. The L1-estimate of ui follows from the definiteness of the competition matrix B. As for the weakly coupled case
(lacking cross-diffusions), similar to the proof of Theorem 3.1 in [4], we can employ themethod of upper and lower solutions
to construct a bounded positive upper solution. Then by only restricting the inter- and intra-interactions, it is not difficult to
establish the global existence of a unique nonnegative solution. In Section 4, the asymptotic behavior of the positive constant
steady state of (1.2) is discussed. Meanwhile, we note that the corresponding results still hold for n-species strongly coupled
competitive model and prey–predator model. Although our consideration of system (1.2) is for no flux boundary condition,
the case of homogeneous Dirichlet boundary conditions can be treated in the same way.
2. Preliminaries
The following Gagliardo–Nirenberg type inequality and its corollaries will play important roles in establishing the prior
estimates of the solution.
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Lemma 2.1 ([27,28]). Let Ω ⊂ RN be a bounded domain with ∂Ω ∈ Cm. For every function v ∈ Wmr (Ω), 1 ≤ q, r ≤ ∞, the
derivative Djv (0 ≤ j ≤ m) satisfies the inequality
‖Djv‖Lp(Ω) ≤ C(‖Dmv‖aLr (Ω)‖v‖1−aLq(Ω) + ‖v‖Lq(Ω)),
provided one of the following three conditions is satisfied: (1) r ≤ q, (2) 0 < N(r−q)mrq < 1, or (3) N(r−q)mrq = 1 and m − Nq is
not a nonnegative integer, where 1p = jN + a( 1r − mN ) + 1−aq for all a ∈ [ jm , 1), and the positive constant C depends only on
N,m, j, q, r, a.
In order to establish the W 12 -estimate of the solution for (1.2), we deduce the following calculus inequalities in one-
dimensional space.
Corollary 2.1. There exists a positive constant C such that for all v ∈ W 12 (0, 1),
‖v‖L2(0,1) ≤ C(‖vx‖
1
3
L2(0,1)
‖v‖
2
3
L1(0,1)
+ ‖v‖L1(0,1)), (2.1)
‖v‖L4(0,1) ≤ C(‖vx‖
1
2
L2(0,1)
‖v‖ 12
L1(0,1)
+ ‖v‖L1(0,1)), (2.2)
‖v‖
L
5
2 (0,1)
≤ C(‖vx‖
2
5
L2(0,1)
‖v‖
3
5
L1(0,1)
+ ‖v‖L1(0,1)), (2.3)
and for all v ∈ W 22 (0, 1),
‖vx‖L2(0,1) ≤ C(‖vxx‖
3
5
L2(0,1)‖v‖
2
5
L1(0,1) + ‖v‖L1(0,1)). (2.4)
The following result will be used to obtain the uniform convergence of the solution to (1.2).
Lemma 2.2 ([29]). Let a and b be positive constants. Assume that ϕ,ψ ∈ C1[a,+∞), ψ(t) ≥ 0, and ϕ is bounded from below.
If ϕ′(t) ≤ −bψ(t) and ψ ′(t) ≤ K in [a,+∞) for some constant K , then limt→∞ ψ(t) = 0.
3. Global existence and uniform boundedness
The following theorem is the main result of this paper which shows the global existence and uniform boundedness of
the solution for (1.2).
Theorem 3.1. Let ui0(x) ∈ W 22 (0, 1),u = (u1, . . . , un)T is the unique nonnegative solution of system (1.2) in the maximal
existence interval [0, T ). If the corresponding quadratic forms of the matrices
D =

2α11u1 +
n∑
j=2
α1juj · · · α1ku1 · · · α1nu1
· · · · · · · · · · · · · · ·
αk1uk · · · 2αkkuk +
n∑
j6=k,j=1
αkjuj · · · αknuk
· · · · · · · · · · · · · · ·
αn1un · · · αnkun · · · 2αnnun +
n−1∑
j=1
αnjuj

and B = (bij)1≤i,j≤n are all positive definite, then there exist positive constants t0, M0l = M0l(di, αij, ai, bij, n, C) and M ′0l =
M ′0l(di, αij, ai, bij, n, C, ‖ui0‖H1(0,1))(l = 1, 2) such that
‖ui(·, t)‖H1(0,1) ≤ M01 for all t ∈ (t0, T ), (3.1)
ui ≤ M02 for all (x, t) ∈ [0, 1] × (t0, T ), (3.2)
‖ui(·, t)‖H1(0,1) ≤ M ′01 for all t ∈ [0, T ), (3.1′)
ui ≤ M ′02 for all (x, t) ∈ [0, 1] × [0, T ). (3.2′)
Then T = +∞. Furthermore, in the case that di ≥ 1, did2 ∈ [ηm, ηM ] (ηm and ηM are positive constants), M0l =
M0l(ηm, ηM , αij, ai, bij, n, C), M ′0l = M ′0l(ηm, ηM , αij, ai, bij, n, C, ‖ui0‖H1(0,1)).
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Proof. According to Amann’s result, we only need to obtain theW 12 -prior estimate of u in order to show its global existence.
L1-estimate of ui. Integrating the ith equation in (1.2) over the interval [0,1] and then taking the sum over i, we have
d
dt
n∑
i=1
∫ 1
0
uidx =
n∑
i=1
∫ 1
0
(
ai −
n∑
j=1
bijuj
)
uidx
≤ aM
n∑
i=1
∫ 1
0
uidx−
n∑
i,j=1
∫ 1
0
bijuiujdx,
where aM = max1≤i≤n{ai}. Since the matrix B = (bij)1≤i,j≤n is positive definite, the quadratic form∑ni,j=1 bijuiuj is also
positive definite. So there exists some positive constant δ = δ(bij) such that
d
dt
n∑
i=1
∫ 1
0
uidx ≤ aM
n∑
i=1
∫ 1
0
uidx− δ
n∑
i=1
∫ 1
0
u2i dx
≤ aM
n∑
i=1
∫ 1
0
uidx− δ
n∑
i=1
(∫ 1
0
uidx
)2
≤ aM
n∑
i=1
∫ 1
0
uidx− 41−nδ
(
n∑
i=1
∫ 1
0
uidx
)2
.
Then there exist positive constants t1 andM1 = M1(ai, bij) such that
‖ui(·, t)‖L1(0,1) ≤ M1 for all t ≥ t1. (3.3)
On the other hand, there exists a positive constantM ′1 = M ′1(ai, bij, ‖ui0‖L1(0,1)) such that
‖ui(·, t)‖L1(0,1) ≤ M ′1 for all t ≥ 0. (3.3′)
L2-estimate of ui. Multiply the ith equation in (1.2) by ui and integrate over [0,1]. Then we obtain
1
2
d
dt
∫ 1
0
u2i dx = −
∫ 1
0
(
di∂xui +
n∑
j=1
αijui∂xuj +
n∑
j=1
αijuj∂xui
)
∂xuidx+
∫ 1
0
(
ai −
n∑
j=1
bijuj
)
u2i dx
≤ −di
∫ 1
0
(∂xui)2dx−
∫ 1
0
[(
2αiiui +
n∑
j6=i,j=1
αijuj
)
(∂xui)2 +
n∑
j6=i,j=1
αijui∂xui∂xuj
]
dx
+ ai
∫ 1
0
u2i dx+
n∑
j6=i,j=1
(−bij)
∫ 1
0
u2i ujdx, i = 1, . . . , n.
The last inequality was obtained by considering the basal assumption (SM). When t ≥ t1, from the Young inequality, we
have
(−bij)
∫ 1
0
u2i ujdx ≤
C(n− 1)b2ijM21
dm
∫ 1
0
u2j dx+
dm
4C(n− 1)M21
∫ 1
0
u4i dx.
Moreover, using Gagliardo–Nirenberg type inequality (2.2), we can obtain∫ 1
0
u4i dx ≤ C(‖∂xui‖2L2(0,1)‖ui‖2L1(0,1) + ‖ui‖4L1(0,1)) ≤ CM21
∫ 1
0
(∂xui)2dx+ CM41 .
It follows from the above two inequalities that
(−bij)
∫ 1
0
u2i ujdx ≤
C(n− 1)b2ijM21
dm
∫ 1
0
u2j dx+
dm
4(n− 1)
∫ 1
0
(∂xui)2dx+ M
2
1
4(n− 1)dm,
where dm = min1≤i≤n{di}. Then it yields from the assumption that the corresponding quadratic form ofD is positive definite
that
1
2
d
dt
n∑
i=1
∫ 1
0
u2i dx ≤ −
dm
2
n∑
i=1
∫ 1
0
(∂xui)2dx+ nM
2
1dm
4
+ C1
(
1+ 1
dm
) n∑
i=1
∫ 1
0
u2i dx
−
∫ 1
0
[
n∑
i=1
(
2αiiui +
n∑
j6=i,j=1
αijuj
)
(∂xui)2 +
n∑
j6=i,i,j=1
αijui∂xui∂xuj
]
dx
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≤ −dm
2
n∑
i=1
∫ 1
0
(∂xui)2dx+ nM
2
1dm
4
+ C1
(
1+ 1
dm
) n∑
i=1
∫ 1
0
u2i dx,
where C1 = C1(ai, bij, C). In order to deal with the term −
∫ 1
0 (∂xui)
2dx, inequality (2.1) is wanted since it exactly includes
the term
∫ 1
0 (∂xv)
2dx on the right-hand side and the term
∫ 1
0 v
2dx on the left-hand side. Thus, (2.1) and (3.3) show that
−
n∑
i=1
∫ 1
0
(∂xui)2dx ≤ −41−nC−1M−41
(
n∑
i=1
∫ 1
0
u2i dx
)3
+ nM21 .
So we have
1
2
d
dt
n∑
i=1
∫ 1
0
u2i dx ≤ dm
−C2
(
n∑
i=1
∫ 1
0
u2i dx
)3
+ n(n+ 1)M
2
1
4
+ C1
(
1
dm
+ 1
d2m
) n∑
i=1
∫ 1
0
u2i dx
 ,
where C2 = C2(ai, bij, C, n). So there exist positive constants t2 (≥t1) andM2 = M2(di, ai, bij, C, n) such that
‖ui(·, t)‖2L2(0,1) ≤ M2 for all t ≥ t2. (3.4)
Moreover, there exists a positive constantM ′2 = M ′2(di, ai, bij, C, n, ‖ui0‖L2(0,1)) such that
‖ui(·, t)‖2L2(0,1) ≤ M ′2 for all t ≥ 0. (3.4′)
For the case di ≥ 1,M2 andM ′2 are independent of di.
L2-estimates of ∂xui. Denote ηi = did2 , ηM = max1≤i≤n{ηi} and ηm = min1≤i≤n{ηi}. Introducing the following scaling
u˜i = uid1 , t˜ = d2t
and using ui, t instead of u˜i, t˜, respectively, system (1.2) reduces to
∂tui − ∂xxGi(u) = Fi(u) in (0, 1)× (0,∞),
∂ui
∂ν
= 0 on ∂(0, 1)× (0,∞),
ui(x, 0) = u˜i0(x) in (0, 1), i = 1, . . . , n,
(3.5)
where u˜i0(x) = ui0(x)d1 ,Gi(u) = ηiui+η1
∑n
j=1 αijuiuj, Fi(u) = ui(aid−12 −η1
∑n
j=1 bijuj). The introduction of the above scaling
can decrease the number of the parameters that the H1 and L∞ bounds depend on. In fact, the same estimates can be done
without the rescaling.
When t ≥ t∗2 (=d2t2) (namely t ≥ t2 in original scale), from (3.3) and (3.4) we know that∫ 1
0
ui(·, t)dx ≤ M1d−11 ,
∫ 1
0
u2i (·, t)dx ≤ M2d−21 ,
∫ 1
0
Gidx ≤ ΛD1d−11 , (3.6)
whereΛ = max1≤i≤n{1,∑nj=1 αij},D1 = ηM(M1 +M2d−11 ). Denote
P(t) =
n∑
i=1
∫ 1
0
(∂xGi)2dx, Q (t) =
n∑
i=1
∫ 1
0
[∂x(d1Gi)]2dx.
Multiplying the ith equation in (3.5) by ∂tGi and integrating the two sides of the consequent equation over [0, 1], and
then adding up the n integration equalities, we have
1
2
P ′(t) = −
n∑
i=1
ηi
∫ 1
0
(∂tui)2dx+
n∑
i=1
ηi
∫ 1
0
Fi∂tuidx+ η1
n∑
i,j=1
αij
∫ 1
0
uiFi∂tujdx
+ η1
n∑
i,j=1
αij
∫ 1
0
ujFi∂tuidx− η1
∫ 1
0
[
n∑
i=1
(
2αiiui +
n∑
j=1
αijuj
)
(∂tui)2 +
n∑
j6=i,i,j=1
αijui∂tui∂tuj
]
dx
≤ −
n∑
i=1
ηi
∫ 1
0
(∂tui)2dx+
n∑
i=1
ηi
∫ 1
0
Fi∂tuidx+ η1
n∑
i,j=1
αij
∫ 1
0
uiFi∂tujdx
+ η1
n∑
i,j=1
αij
∫ 1
0
ujFi∂tuidx− C3η1
n∑
i,j=1
∫ 1
0
ui(∂tuj)2dx, (3.7)
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where C3 = C3(αij), and the last inequality is due to the consequence of assumption that the corresponding quadratic form
of the matrixD is positive definite. According to the Hölder inequality, the Young inequality and (3.6), it is obvious that
∫ 1
0
u2i ujdx ≤ M
2
3
2 d
− 43
1
(∫ 1
0
u5i dx
) 1
3
,
∫ 1
0
u2i u
2
j dx ≤ M
1
3
2 d
− 23
1
(∫ 1
0
u5i dx
) 1
3
(∫ 1
0
u5j dx
) 1
3
,∫ 1
0
u3i u
2
j dx ≤
∫ 1
0
(u5i + u5j )dx.
Now we can obtain the following estimates for the terms on the right-hand side of (3.7):
First, by employing the Young inequality, the relations
∫ 1
0 u
2
i ujdx ≤ M
2
3
2 d
− 43
1
(∫ 1
0 u
5
i dx
) 1
3
and
∫ 1
0 u
2
i u
2
j dx ≤
M
1
3
2 d
− 23
1
(∫ 1
0 u
5
i dx
) 1
3
(∫ 1
0 u
5
j dx
) 1
3
, we have
−
n∑
i=1
ηi
∫ 1
0
(∂tui)2dx = −
n∑
i=1
ηi
∫ 1
0
(∂xxGi + Fi)2dx
≤ −
n∑
i=1
ηi
2
∫ 1
0
(∂xxGi)2dx+
n∑
i=1
ηi
∫ 1
0
F 2i dx
≤ −ηm
2
n∑
i=1
∫ 1
0
(∂xxGi)2dx+
n∑
i=1
a2i ηiM2d
−2
1 d
−2
2 + 2
n∑
i6=j,i,j=1
ai(−bij)η1ηiM
2
3
2 d
− 43
1
× d−12
(∫ 1
0
u5i dx
) 1
3
+ 2n−1
n∑
i,j=1
b2ijη
2
1ηiM
1
3
2 d
− 23
1
(∫ 1
0
u5i dx
) 1
3
(∫ 1
0
u5j dx
) 1
3
≤ −ηm
2
n∑
i=1
∫ 1
0
(∂xxGi)2dx+ na2MηMM2d−21 d−22 + 2(n− 1)aMbMη2MM
2
3
2 d
− 43
1 d
−1
2
×
n∑
i=1
(∫ 1
0
u5i dx
) 1
3
+ 2n−1b2Mη3MM
1
3
2 d
− 23
1
n∑
i,j=1
(∫ 1
0
u5i dx
) 1
3
(∫ 1
0
u5j dx
) 1
3
, (3.8)
where bM = max1≤i,j≤n,i6=j{bij}. In the same way, we can obtain the following three inequalities:
n∑
i=1
ηi
∫ 1
0
Fi∂tuidx =
n∑
i=1
ηi
∫ 1
0
ui
(
aid−12 − η1
n∑
j=1
bijuj
)
∂tuidx
≤
n∑
i=1
∫ 1
0
(
a2i
2
η−11 η
2
i d
−2
2 ui +

2
η1ui(∂tui)2
)
dx+
n∑
i,j=1
∫ 1
0
(
b2ij
2
η1η
2
i uiu
2
j +

2
η1ui(∂tui)2
)
dx
≤ 1
2
na2Mη
−1
m η
2
MM1d
−1
1 d
−2
2 +
1
2
nb2Mη
3
MM
2
3
2 d
− 43
1
n∑
i=1
(∫ 1
0
u5i dx
) 1
3
+ η1
n∑
i=1
∫ 1
0
ui(∂tui)2dx. (3.9)
η1
n∑
i,j=1
αij
∫ 1
0
uiFi∂tujdx =
n∑
i,j=1
η1αijaid−12
∫ 1
0
u2i ∂tujdx−
n∑
i,j=1
η21αijbij
∫ 1
0
u2i uj∂tujdx
≤
n∑
i,j=1
∫ 1
0
(
1
2
α2ija
2
i η1d
−2
2 u
3
i +

2
η1ui(∂tuj)2
)
dx+
n∑
i,j=1
∫ 1
0
(
1
2
α2ijb
2
ijη
3
1u
3
i u
2
j +

2
η1ui(∂tuj)2
)
dx
≤ 1
2
nα2Ma
2
MηMM
2
3
2 d
− 43
1 d
−2
2
n∑
i=1
(∫ 1
0
u5i dx
) 1
3
+ 1
2
α2Mb
2
Mη
3
M
n∑
i,j=1
∫ 1
0
(u5i + u5j )dx+ η1
n∑
i,j=1
∫ 1
0
ui(∂tuj)2dx, (3.10)
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where αM = max1≤i,j≤n{αij}. And
η1
n∑
i,j=1
αij
∫ 1
0
ujFi∂tuidx =
n∑
i,j=1
η1αijaid−12
∫ 1
0
uiuj∂tuidx−
n∑
i,j=1
η21αijbij
∫ 1
0
uiu2j ∂tuidx
≤
n∑
i,j=1
∫ 1
0
(
1
2
α2ija
2
i η1d
−2
2 u
2
i uj +

2
η1uj(∂tui)2
)
dx+
n∑
i,j=1
∫ 1
0
(
1
2
α2ijb
2
ijη
3
1u
2
i u
3
j +

2
η1uj(∂tui)2
)
dx
≤ 1
2
nα2Ma
2
MηMM
2
3
2 d
− 43
1 d
−2
2
n∑
i=1
(∫ 1
0
u5i dx
) 1
3
+ 1
2
α2Mb
2
Mη
3
M
n∑
i,j=1
∫ 1
0
(u5i + u5j )dx+ η1
n∑
i,j=1
∫ 1
0
ui(∂tuj)2dx. (3.11)
The estimates of the above four inequalities mainly depend on employing the Young inequality and the Hölder inequality.
In addition, the Young inequality with coefficient  plays an important role in the processes of estimates (3.8)–(3.11). For
example, the term η1
∑n
i,j=1
∫ 1
0 ui(∂tuj)
2dx is obtained by using the Young inequality with  and it can be merged into
the term −η1∑ni,j=1 ∫ 10 ui(∂tuj)2dx on the right-hand side of (3.7). In this way, we can amalgamate the similar terms and
enlarge the right-hand sides of the inequalities by throwing away some negative terms.
Substituting (3.8)–(3.11) into (3.7), we have
P ′(t) ≤ −2η1(C3 − 3)
n∑
i,j=1
∫ 1
0
ui(∂tuj)2dx− ηm
n∑
i=1
∫ 1
0
(∂xxGi)2dx+ C4(M2d−11 + η−1m ηM)ηMd−11 d−22
+ C5(η2M + ηMd−12 + d−22 )ηMM
2
3
2 d
− 43
1
(∫ 1
0
n∑
i=1
u5i dx
) 1
3
+ C6η3MM
1
3
2 d
− 23
1
(∫ 1
0
n∑
i=1
u5i dx
) 2
3
+ C7η3M
∫ 1
0
n∑
i=1
u5i dx,
≤ −ηm
∫ 1
0
n∑
i=1
(∂xxGi)2dx+ C4D2d−11 d−22 + C5D3d−
4
3
1
(∫ 1
0
n∑
i=1
u5i dx
) 1
3
+ C6D4d−
2
3
1
(∫ 1
0
n∑
i=1
u5i dx
) 2
3
+ C7D5
∫ 1
0
n∑
i=1
u5i dx. (3.12)
Here we choose an appropriate number  satisfying 0 <  ≤ C33 and the choice of  does not depend on di. In addition,
C4 = 2max{2na2M , 12 na2M}, C5 = 2
2n+1
3 max{2(n − 1)aMbM , 12 nb2M , 1 nα2Ma2M}, C6 = 2
4n−1
3 b2M , C7 = 2n α2Mb2M , D2 =
(M2d−11 +η−1m ηM)ηM ,D3 = (η2M+ηMd−12 +d−22 )ηMM
2
3
2 ,D4 = η3MM
1
3
2 ,D5 = η3M . It follows from (2.3) and the fact Gi ≥ αiiη1u2i
that 
∫ 1
0
n∑
i=1
u5i dx ≤ C8D
3
2
1 d
− 32
1 P
1
2 + C8D
5
2
1 d
− 52
1 ,(∫ 1
0
n∑
i=1
u5i dx
) 1
3
≤ C9D
1
2
1 d
− 12
1 P
1
6 + C9D
5
6
1 d
− 56
1 ,(∫ 1
0
n∑
i=1
u5i dx
) 2
3
≤ C10D1d−11 P
1
3 + C10D
5
3
1 d
− 53
1 .
(3.13)
Moreover, we can obtain by (2.4) and (3.6) that
− ηm
∫ 1
0
n∑
i=1
(∂xxGi)2dx ≤ −C11ηmD−
4
3
1 d
4
3
1 P
5
3 + C11ηmD21d−21 , (3.14)
where Ck = Ck(αij, C) for k = 8, 9, 10, 11. From inequality relations (3.12)–(3.14), we have
P ′(t) ≤ −C11ηmD−
4
3
1 d
4
3
1 P
5
3 + C12(ηmD21d−21 + D2d−11 d−22 + D
5
6
1 D3d
− 136
1 + D
5
3
1 D4d
− 73
1 + D
5
2
1 D5d
− 52
1 )
+ C13D
1
2
1 D3d
− 116
1 P
1
6 + C14D1D4d−
5
3
1 P
1
3 + C15D
3
2
1 D5d
− 32
1 P
1
2 .
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Multiplying the above inequality by d21, we have
Q ′(t) ≤ −C11ηmD−
4
3
1 Q
5
3 + C12(ηmD21 + D2ηMd−12 + D
5
6
1 D3d
− 16
1 + D
5
3
1 D4d
− 13
1 + D
5
2
1 D5d
− 12
1 )
+ C13D
1
2
1 D3d
− 16
1 Q
1
6 + C14D1D4d−
1
3
1 Q
1
3 + C15D
3
2
1 D5d
− 12
1 Q
1
2 .
This implies that there exist positive constants t˜3 and M˜3 = M˜3(di, αij, ai, bij, C, n) such that
‖d1∂xGi(u(·, t))‖2L2(0,1) ≤ M˜3 for all t ≥ t˜3. (3.15)
From the assumption of the positive definiteness of D, we can obtain by induction that there exists a positive constant
M ′4 = M ′4(di, αij) such that
det

∂G1
∂u1
· · · ∂G1
∂un· · · · · · · · ·
∂Gn
∂u1
· · · ∂Gn
∂un
 ≥ M ′4.
Then the inequality
∂x

u1
·
·
·
un
 =

∂G1
∂u1
· · · ∂G1
∂un· · · · · · · · ·
∂Gn
∂u1
· · · ∂Gn
∂un

−1
· ∂x

G1
·
·
·
Gn

indicates that there exists a constantM4 = M4(di, αij) > 0 such that
n∑
i=1
|d1∂xui| ≤ M4
n∑
i=1
|d1∂xGi| for all (x, t) ∈ (0, 1)× (0,∞). (3.16)
From (3.15) and (3.16) we know that for the original scale, there exist positive constants t3 (≥t2) and M3 =
M3(di, αij, ai, bij, C, n) such that
‖∂xui(·, t)‖2L2(0,1) ≤ M3 for all t ≥ t3. (3.17)
When t ≥ 0, there exists a positive constantM ′3 = M ′3(di, αij, ai, bij, C, n, ‖ui0‖H1(0,1)) such that
‖∂xui(·, t)‖2L2(0,1) ≤ M ′3 for all t ≥ 0. (3.17′)
From the argument ahead, we know thatM3 andM ′3 are both independent of di for the case di ≥ 1.
Now summarizing estimates (3.4) and (3.17) and Sobolev embedding theorem H1(Ω) ↪→ L∞(Ω) in one-dimensional
space, we can conclude that there exist positive constantsM01 andM02 such that (3.1) and (3.2) hold true.
Similarly, from inequalities (3.4′) and (3.17′), we know that there exist positive constants M ′0l = M ′0l(di, αij, ai, bij,
C, n, ‖ui0‖H1(0,1)), l = 1, 2, such that (3.1′) and (3.2′) are fulfilled.
Thus T = +∞. This completes the proof of Theorem 3.1. 
Remark 3.1. One of the sufficient conditions of the existence of global solution is the quadratic form of the matrix D is
positive definite,which implies that the quadratic formof the diffusionmatrix is positive definite.Moreover, the positiveness
of the matrix B indicates that the cooperative interactions of the n interacting species are weak.
4. Global stability of positive equilibrium point
In this section we investigate the asymptotic behavior of the nonnegative global solution and give a result about the
asymptotic stability of the constant positive steady state of system (1.2).
Theorem 4.1. Suppose that problem (1.2) has a unique positive equilibrium point u¯ = (u¯1, . . . , u¯n)T. Then under the
assumptions in Theorem 3.1, u¯ is globally asymptotically stable.
Proof. Define the following Lyapunov function
H(u) =
n∑
i=1
∫ 1
0
(
ui − u¯i − u¯i ln uiu¯i
)
dx.
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Obviously, H(u) ≥ 0, and H(u) = 0 if and only if u ≡ u¯. By Theorem 3.1, H(u) is well posed for all t ≥ 0 if u is a positive
solution of (1.2). Since (3.2)′ and the assumptions of Theorem 3.1, the time derivative of H(u) for system (1.2) satisfies
dH(u)
dt
=
n∑
i=1
∫ 1
0
(
1− u¯i
ui
)
∂tuidx
=
n∑
i=1
∫ 1
0
(
1− u¯i
ui
)
∂xx
(
diui +
n∑
j=1
αijuiuj
)
dx+
n∑
i=1
∫ 1
0
(ui − u¯i)
(
ai −
n∑
j=1
bijuj
)
dx
= −
n∑
i=1
∫ 1
0
u¯i
u2i
di(∂xui)2dx−
n∑
i=1
∫ 1
0
u¯i
u2i
[(
2αiiui +
n∑
j6=i,j=1
αijuj
)
(∂xui)2
+
n∑
j6=i,j=1
αijui∂xui∂xuj
]
dx+
n∑
i=1
∫ 1
0
(ui − u¯i)
(
ai −
n∑
j=1
bijuj
)
dx
≤ − C
M ′202
n∑
i=1
∫ 1
0
(∂xui)2dx−
n∑
i,j=1
∫ 1
0
bij(ui − u¯i)(uj − u¯j)dx
≤ −δ
n∑
i=1
∫ 1
0
[∂x(ui − u¯i)]2dx− δ
n∑
i=1
∫ 1
0
(ui − u¯i)2dx.
Similarly,
d
dt
n∑
i=1
∫ 1
0
(ui − u¯i)2dx = −2
n∑
i=1
∫ 1
0
di(∂xui)2dx− 2
n∑
i=1
∫ 1
0
[(
2αiiui +
n∑
j6=i,j=1
αijuj
)
(∂xui)2
+
n∑
j6=i,j=1
αijui∂xui∂xuj
]
dx− 2
n∑
i,j=1
∫ 1
0
bijui(ui − u¯i)(uj − u¯j)dx
≤ 0.
From Lemma 2.2, we can deduce that
‖ui(·, t)− u¯i‖L2(0,1) → 0 as t →∞.
It follows from (3.4) and (3.17) and inequality ‖v‖L∞(0,1) ≤ C‖v‖
1
2
H1(0,1)
‖v‖ 12
L2(0,1)
that
‖ui(·, t)− u¯i‖L∞(0,1) → 0 as t →∞.
Namely,u converges uniformly to u¯. By the fact thatH(u) is decreasing for t ≥ 0, it is obvious that u¯ is globally asymptotically
stable. So the proof of Theorem 4.1 is completed.
Corollary 4.1. Problem (1.2) has no non-constant positive steady states if all the conditions in Theorem 4.1 are fulfilled.
Remark 4.1. Assume
bij > 0 for all i, j = 1, . . . , n.
Then (1.2) is the n-species SKT competition model. It is obvious that Theorems 3.1 and 4.1 and Corollary 4.1 also hold true.
Remark 4.2. Let n0 ∈ (1, n) be a positive number. Assume
ai > 0 for i ∈ [1, n0], ai < 0 for i ∈ [n0 + 1, n],
bij > 0 for i ∈ [1, n0], j ∈ [1, n], or i, j ∈ [n0 + 1, n],
bij < 0 for i ∈ [n0 + 1, n], j ∈ [1, n0].
Then (1.2) is the n-species SKT prey–predator system with n0 prey species u1, . . . , un0 and n − n0 predator species
un0+1, . . . , un. For this case all the results of Theorems 3.1 and 4.1 and Corollary 4.1 still hold true.
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