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Abstract
This work discusses the problem how to control an optical soliton propagating along a non-
linear fiber, which has been addressed by a great bulk of recent publications. The approach
chosen here is to change soliton delay, duration and intensity in a simple, predictable manner
by applying low-intensity velocity-matched dispersive light waves.
A new analytic theory of cross-phase modulation interactions of solitons with dispersive
control waves is presented which combines quantum mechanical scattering theory, soliton
perturbation theory and a multi-scale approach. This led to the following results, which
could not be obtained by previous approaches, and not at all by mere numerical simulation:
(1) The evolution of all soliton parameters is correctly predicted. In particular the possible
amplitude enhancement of solitons is successfully quantified. The standard formulation of
the soliton perturbation theory is not suitable for the given situation as it cannot predict
soliton amplification. Therefore a modified soliton perturbation theory is proposed, which
is of interest for many applications beyond cross-phase modulation interactions of optical
pulses. (2) General ranges for control parameters are quantitatively determined, which ensure
an effective interaction. (3) The derived theory allows a better understanding of numerical
results. One example is the appearance of a caustic structure that was predicted using the
analytical theory and only thereafter recognized in numerous previously reported numerical
solutions. (4) The Raman effect is incorporated into the theory. The classical estimation of
the Raman self-frequency shift is refined and expanded by a new relation for the amplitude loss
arising with the Raman self-frequency shift. Furthermore, control pulses are identified which
cancel soliton degradation due to Raman effect. In contrast to previously reported attempts
with the interaction scheme under consideration, even parameter ranges are found which lead
to a stable cancellation of the Raman effect. (5) New qualitative insights into the underlying
process emerged. The prominent role of the self-steepening effect could be isolated. Though
the pulse interaction is mediated by cross-phase modulation, the self-steepening effect causes
an essential enhancement leading to much stronger changes in soliton parameters.
Only minimal assumptions are made, the use of specially prepared (e.g., dispersion man-
aged) fibers is avoided. The only essential pre-requirement is the existence of at least one
zero-dispersion wavelength in the fiber transparency window. The theory is widely applica-
ble, not only to optical pulses. The theory was tested by ample direct numerical simulations.
The presented work relies on several published papers and some new material which has not
been published.
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Zusammenfassung
Das Thema dieser Arbeit ist eine mo¨gliche Steuerung eines optischen Solitons in nichtlinearen
optischen Fasern. Es gelang, die interessierenden Solitonparameter wie Intensita¨t, Dauer und
Zeitverschiebung durch die Wechselwirkung mit einer dispersiven Welle geringer Intensita¨t
kontrollierbar zu modifizieren.
Es wird eine neue analytische Theorie vorgestellt fu¨r die Wechselwirkung zwischen So-
litonen und dispersiven Wellen, die auf der Kreuzphasenmodulation in nichtlinearen Fasern
beruht. Das vorgestellte Modell kombiniert quantenmechnische Streutheorie und Sto¨rungs-
theorie fu¨r Solitonen aus der nichtlinearen Optik. Damit wurden folgende Ergebnisse erzielt,
die weder durch fru¨here Ansa¨tze noch durch direkte numerische Simulation gewonnen wurden:
(1) Die Entwicklung aller Solitonparameter wird korrekt vorhergesagt. Insbesondere wird die
mo¨gliche Versta¨rkung der Solitonamplitude erfolgreich bestimmt. Die Standardformulierung
der Sto¨rungstheorie fu¨r Solitonen ist nicht in der Lage, die Solitonenversta¨rkung zu beschrei-
ben. Die vorgestellte Erweiterung der Standard-Sto¨rungstheorie u¨berwindet diese Schwierig-
keit. Außerdem ist sie geeignet fu¨r Anwendungen, die u¨ber die Wechselwirkung von Pulsen
durch Kreuzphasenmodulation hinausgehen. (2) Passende Intervalle der Kontrollparameter,
die eine effektive Solitonmanipulation garantieren, ko¨nnen quantitativ bestimmt werden. (3)
Die Modellgleichungen ermo¨glichen ein besseres Versta¨ndnis der numerischen Ergebnisse. Ein
Beispiel ist das Auftreten von Kaustiken, welche hier analytisch vorhergesagt und erst im An-
schluss in den vorhandenen numerischen Simulationsergebnissen wiedererkannt wurden. (4)
Der Raman-Effekt wurde in die Modellbeschreibung eingebunden. Die klassische Abscha¨tzung
der Eigenfrequenzverschiebung des Solitons durch den Raman-Effekt wurde verbessert und
erweitert durch eine neue Relation fu¨r den einhergehenden Amplitudenverlust. Weiterhin
wurden solche Kontrollpulse bestimmt, die dieser Schwa¨chung des Solitons entgegenwirken.
Im Unterschied zu fru¨heren Versuchen liefert die hier entwickelte Modellbeschreibung die pas-
senden Parameterbereiche fu¨r eine stabile Auslo¨schung des Raman-Effektes. (5) Obwohl die
Wechselwirkung selbst auf der Kreuzphasenmodulation basiert, spielt der
”
self-steepening“-
Effekt, der die Bildung von optischen Schocks beschreibt, eine entscheidende Rolle fu¨r eine
effiziente Vera¨nderung der Solitonparameter.
Das Wechselwirkungsregime verlangt nur minimale Voraussetzungen, die einzige Bedin-
gung an die Faser ist die Existenz wenigstens einer Wellenla¨nge mit Null-Dispersion im Trans-
parenzfenster der optischen Faser. Die Theorie la¨sst sich auf weitere Systeme außerhalb der
nichtlinearen Optik anwenden. Die Theorie wurde ausfu¨hrlich durch numerische Simulation
getestet. Die vorliegende Arbeit basiert auf mehreren Vero¨ffentlichungen und einigem noch
unvero¨ffentlichten Material.
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1 Introduction
Transmission of huge data volumes via optical fibers is meanwhile common, examples are the
internet or wide area networks. The demands of this technology stimulated a great bulk of
research in the field of fiber optics for several decades. In optical fibers information is encoded
in a series of light pulses. To achieve high bitrates and yet faultless data transmission over
long distances, stable ultra short pulses are desirable. In nonlinear fibers there exists a kind
of pulse suggesting itself for this purpose: solitons, first observed in an optical fiber in 1980
[60], occur due to a fine balance between fiber nonlinearity and dispersion. They are localized
and extremely stable in shape, thus ideal carriers of modern optical transmission technology
[44]. Solitons lend themselves to a variety of applications. Examples are the generation of
ultra-short pulses and pulse compression [7, 8], soliton switches [71], and soliton lasers [59].
Long-range transmission utilizes optical technology. Yet, signaling, switching and pro-
cessing of information is mostly done by electronic devices. The conversion between optical
and electrical signal costs energy and time, so the electronic components act as an “elec-
trical bottleneck”. The involved electronic devices are an obstacle to fully exhaust optical
capabilities, i.e. to allow arbitrary signal formats and transmission protocols, and extremely
high bitrates. Surely, since the dawn of optical data transmission also the development of
electronic devices has been fast-paced. Still, it is an intriguing idea to replace electrical com-
ponents by optical equivalents and thereby render a conversion between optical and electrical
signals unnecessary. An early example is the introduction of an all-optical scheme for pulse
regeneration in 1983 [42], which resulted in an all-optical transmission line. Though solitons
are very robust even for extreme short pulse durations and high intensities, in a real fiber
they are subject to fiber attenuation, dispersion leading to pulse broadening, and nonlinear
distortion, all of which impair the quality of the signal. In soliton transmission systems only
optical amplifiers are required to reshape a signal. They exploit the nonlinear optical effects
of Raman gain. This was experimentally demonstrated in 1988 [58]. Many approaches to
all-optical devices are investigated, e.g., all-optical switching [18] or optical signal-processing
[87], and attempts towards “on chip” optical signal-processing are made [61].
It is widely argued that electrons might be replaced by photons and electronics by photon-
ics on the next level of technology, e.g., in a futuristic optical computer. But unfortunately,
each practical step in this direction happens to be extremely difficult. Traditional optoelec-
tronic devices employ fundamental interactions of fields and particles, for instance one can
effectively manipulate electrons and holes in semiconductor devices by applying an electric
field. Storage and manipulation of photons is a different story. For one reason, photons do
not interact with each other, only indirect coupling through an external nonlinear material
is possible. Moreover, such indirect interactions are very weak. For instance, a nonlinear
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contribution to the material refractive index, as created by the most extreme but still non-
destructive optical pulse in a fiber, is 10−3 at most. As a result, two pulses at different
frequencies, such as two optical solitons in a nonlinear fiber, just penetrate through each
other without any changes. One has to apply either very long pulses or pulses with nearly
identical frequencies and velocities. The latter can co-propagate long enough to be aware
of each other, still their interaction requires a propagation distance of such length, that it
hardly may serve for a future optical computer.
Despite of these difficulties, manipulation of photons by photons is a rapidly evolving
and promising field. One recent achievement (2011) was the invention of an unusual regime
of pulse interactions [23]. Using the so-called “optical event horizons” – the concept comes
from an analogy between optical equations and the equations of general relativity – one can
effectively modify an intense signal pulse by applying a much weaker control pulse, which
is similar to the classical transistor scheme [54]. Apart from remote applications to future
technologies, the proposed scheme immediately applies to pulse compression, generation of
optical super-continua, and cancelling of the Raman self-frequency shift. The signal pulse,
i.e. a soliton, can be strongly compressed or broadened. Therefore the interaction was
proposed as a basic mechanism for all-optical switching [23]. During the compression process
the soliton can reach a multiple of its initial peak power. This has possible applications to
pulse compression up to a single-cycle regime, and it has been discussed in the context of
extreme events like optical rogue waves [20]. Due to the similarity of the envelope pulse
propagation equations in different systems, the concept of optical event horizons has also
non-optical applications, e.g., in the theory of rogue water waves [24]. The induced soliton
frequency shift combined with a prolonged interaction time with the control pulse opens a
new way to super-continuum generation [22, 21]. All these results were derived by trial and
error from numerical simulations of pulse propagation equations. Very recently (2015) the
concept was realized experimentally [80].
This work proposes a theoretical framework for the description of interactions at the op-
tical event horizons. The derived model equations combine methods from nonlinear optics
and quantum mechanics. The proposed model helps to a better understanding of the interac-
tion dynamic, it provides suitable parameter ranges for numerics and experiment, and yields
quantitative predictions for, e.g., pulse compression rate and limits.
Structure of the thesis
In Chapter 2 the pulse interaction of interest is described phenomenologically, and a summary
of already known numerical and experimental results is given. Based on previous studies
empirical rules are formulated which favor an effective soliton manipulation.
The derivation of the model equations is provided in Chapter 3. A signal soliton of high
intensity generates a refractive index barrier, at which a low-intensity dispersive wave is
scattered. Using methods from quantum mechanics the scattering process of a low-intensity
continuous dispersive wave at a dynamically changing solitonic barrier is analytically de-
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scribed. The low-intensity dispersive wave is used as a control pulse. Under its influence all
interesting soliton parameters change, for example the soliton frequency shifts and the soliton
is adiabatically compressed. The soliton dynamics is described by a properly modified soliton
perturbation theory.
In Chapter 4 the derived adiabatic model equations are carefully tested by comparison
with numerical simulations of pulse propagation equations. They are then used to address the
following problems. (1) Which signals can be manipulated? (2) What is the range of control
pulses that effectively interact with a given signal? (3) How to explain and quantify the
already known empirical rules? (4) Which control pulses provide the most effective change
of signal parameters? In all such cases the adiabatic model is precise and much more fruitful
than the direct numerical simulation of pulse propagation equations.
In Chapter 5 the implications of Raman effect on the soliton-dispersive wave interaction
is discussed. The Raman effect is an ubiquitous higher order nonlinear effect which affects
especially high-intensity and short pulses like the signal soliton. It is not dealt with in most
previous works on dispersive wave scattering. The adiabatic model equations are applied to
identify control pulses which cancel signal degradation due to the Raman effect.
Chapter 6 concludes this work and gives an outlook to the topic.
3
2 Interactions of solitons with dispersive waves
This chapter provides background information and a review of literature. Section 2.1 briefly
summarizes how the propagation of optical pulses in nonlinear fibers is described. The
generalized nonlinear Schro¨dinger equation is introduced as the appropriate equation for
numerical simulation. Section 2.2 introduces the interaction between a soliton and a dispersive
wave which is the main interest of this work. In Section 2.3 a number of conditions are
collected that must be fulfilled for the interaction to take place. This list of conditions is
derived entirely from observations in numerical simulations. Later on in this work these
conditions are revisited and given a quantitative foundation.
2.1 Light propagation in optical fibers
Before introducing the specific light interaction which is the main subject of this thesis, the
commonly used theoretical framework for pulse propagation in optical fibers will be resumed,
and its specific assumptions will be made explicit.
In full generality, light, i. e. an electromagnetic field, inside a medium is described by
Maxwell’s equations combined with a set of relations describing the influence of the electric
field on the material properties [45]. The focus is here on the propagation of light pulses
in a single-mode fiber made from, e.g., silica glass. The typical material and geometry of
the fiber strongly simplify the mathematical description of light propagation. In a series of
approximations Maxwell’s equations are reduced to a nonlinear Schro¨dinger equation for light
waves in fibers [1, 56]. The assumptions underlying this reduction are briefly recalled.
Fibers are made of glass, a dielectric, so it is assumed that there are no free charges,
no currents and no magnetization (Approximation 1). Thus the medium’s response to the
electric field is restricted to material polarization which is influenced by the applied field.
To formulate a relation between the material polarization P⃗ and the electric field E⃗,
some quantum mechanical argumentation is needed in general. Yet, as long as the frequency
range of the electric field is far from any material resonances, it is assumed that the material
instantaneously responds to changes in the field strength (Approximation 2). Then, for a
polarization preserving fiber, the polarization can be written
P = ε0
[
χ(1)E + χ(2)E2 + χ(3)E3 + . . .
]
. (2.1)
ε0 is the electric permittivity in vacuum. The optical susceptibilities χ
(j), j ≥ 1, describe
the optical properties of the medium. The susceptibilities reduce to mere scalars instead
of tensors as already indicated in (2.1), because it is assumed that the fiber maintains the
polarization state of the electric field, thus the polarization of the material is always parallel
to the field strength (Approximation 3).
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The leading order of (2.1) describes the linear response of the medium. In the frequency
domain the first order susceptibility is related to the frequency dependent refractive index
n(ω) and an absorption coefficient α(ω) through the relative dielectric constant [1 + χ(1)] =
ε = [n+ iαc/[2ω]]2, where c is the speed of light in vacuum. It is assumed that the fiber
has very low losses, as extreme pure silica glass, thus absorption is neglected (Approximation
4). With α ≈ 0, the relative dielectric constant is real, ε = n2. Higher orders in (2.1)
describe nonlinear medium response. The higher order contributions become important for
higher field intensities, and are treated as small perturbations to the linear contribution. The
second order susceptibility χ(2) vanishes in silica glass due to its inversion symmetry. The
contribution of the next order containing χ(3) is non vanishing. It is assumed that further
higher order terms can safely be neglected, because they are only recognizable at extreme
field intensities (Approximation 5). So the series (2.1) is truncated after the third order. The
nonlinear contribution leads to a modification of the refractive index, n˜ = n(ω) + n2|E|2.
The nonlinear refraction index n2 = 3χ
(3)/[8n] is a small correction to n. It introduces a
dependence on light intensity to the effective refractive index n˜. The intensity dependence of
the refractive index is called Kerr effect or Kerr nonlinearity. n2 is only very weakly dependent
on frequency and is usually evaluated at reference frequency and taken as constant. The Kerr
nonlinearity is responsible for the dominant nonlinear effects in fiber optics like self-phase
modulation and cross-phase modulation.
The fiber’s wave-guiding property simplifies the mathematical description of the electric
field: In single-mode fibers light does not diffract, therefore transversal effects can be ne-
glected. Remembering that the fiber was assumed to maintain polarization, the electric field
reduces to a scalar function of time t and one spatial dimension z, which designates the
direction of propagation along the fiber.
The slowly varying envelope formulation (Approximation 6) allows to separate the electric
field E(z, t) = Re
(
ψ(z, t)e−iω0t+iβ(ω0)z
)
into an envelope function ψ and a fast carrier wave
with (circular) frequency ω0 and propagation constant β(ω0). A light pulse considered here
is assumed to be broad enough to contain several optical cycles, i.e. oscillations of the field,
such that the envelope changes very little over one oscillation period.
The propagation constant β is written as a Taylor expansion around ω0:
β(ω) = β(ω0) + β
′(ω0) [ω − ω0] + β
′′(ω0)
2
[ω − ω0]2 + . . . (2.2)
The first derivative β′ describes the inverse group velocity of light propagating along the fiber.
The second derivative β′′ describes group velocity dispersion (GVD). Given the assumptions
of the slowly varying envelope formulation, it is okay to truncate the expansion after the
second order. Both frequency profiles of β′ and β′′ for silica glass are shown in Figure 2.1.
Silica exhibits one zero dispersion frequency (ZDF) at which the GVD vanishes. Waves show
different behavior depending on which side of the ZDF their carrier frequencies lie. In the
normal dispersion regime for frequencies above the ZDF, light with lower frequencies travels
faster than that with higher frequencies. In the anomalous regime for frequencies below the
ZDF the opposite is true.
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Figure 2.1: Inverse group velocity β′ and group velocity dispersion (GVD) β′′ for silica. The zero
dispersion frequency (ZDF) of silica is indicated by a dotted line. Carrier frequencies of soliton and
DW are indicated by black bullets. For a given initial soliton frequency ω0 the frequency of matching
group velocity is indicated by a dashed line. The DW frequency ω1 +∆ should lie in a rather small
interval around this frequency to ensure an effective interaction. The precise calculation of this interval
is one of the results of the present work.
The simplest form of the resulting propagation equation for the field envelope ψ = ψ(z, τ)
is the nonlinear Schro¨dinger (NLS) equation
i∂zψ − β
′′(ω0)
2
∂2τψ + γ0 |ψ|2 ψ = 0, (2.3)
which includes GVD β′′(ω0) and the Kerr nonlinearity with nonlinear coefficient γ0 = ω0n2(ω0)/c.
The retarded time τ = t−z/β′0 defines a reference frame moving with group velocity 1/β′(ω0)
at frequency ω0.
Equation (2.3) allows to investigate the dominant nonlinear effects in optical fibers, in-
cluding self-phase and cross-phase modulation. For anomalous dispersion (β′′(ω0) < 0) it
supports soliton solutions. Equation (2.3) is meaningful far beyond the realm of optics. It is
valid for nearly all weakly nonlinear systems that support envelope solitons [88, 2, 46, 86].
Equation (2.3) properly describes propagation of pulses with durations in the picosecond
range. It can be generalized to account for short pulses (in sub-picosecond range) which
are relevant for the present purpose. Higher order dispersion terms must be included. A
more thorough treatment of the nonlinear polarization reveals additional (non-instantaneous)
nonlinear effects. It is still assumed that the material response is localized, non-resonant,
dependent on intensity. Cubic nonlinear polarization is given by a delay integral
Pnl = εχ
(3)E(z, t)
∫ ∞
−∞
R(t′)
∣∣E(z, t− t′)∣∣2 dt′, (2.4)
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where R is a nonlinear response function. In this way, instantaneous as well as vibrational
effects, in particular the Raman effect, can be described by a suitable response function.
Generalized nonlinear Schro¨dinger equation The result is a generalized nonlinear
Schro¨dinger (GNLS) equation, which includes higher order dispersion and nonlinear terms
and governs the propagation of optical pulses with pulse durations in the femtosecond range.
The GNLS equation for the field envelope ψ(z, τ) reads
∂zψ(z, τ) = iDˆ (i∂τ )ψ(z, τ)
+ iγ0 [1 + iη0∂τ ]
[
ψ(z, τ)
∫ ∞
−∞
R(τ ′)
∣∣ψ(z, τ − τ ′)∣∣2 dτ ′] . (2.5)
τ still is the retarded time in a reference frame moving with group velocity v0 = 1/β
′(ω0) at
reference frequency. The nonlinear parameter γ0 = ω0n2(ω0)/c is defined as before. η0 = 1/ω0
is the self-steepening parameter at reference frequency ω0.
The convention of using brackets adopted here is: (·) to indicate arguments of functions
and operators, and brackets [·], {·} for all other purposes.
In (2.5) the dispersion operator is defined as
Dˆ(i∂τ )ψ(z, τ) = F−1(D(ω)ψˆ(z, ω)) = 1
2pi
∫ ∞
−∞
D(ω)ψˆ(z, ω)e−iωτ dω, (2.6)
where F denotes the Fourier transform, and the dispersion function D is defined for the
frequency offset ∆ω from reference frequency ω0 as
D(∆ω) = β (ω0 +∆ω)− β (ω0)− β′ (ω0)∆ω. (2.7)
In this way the dispersion for any frequency not necessarily close to the reference frequency
ω0 is described properly. With this dispersion operator the GNLS equation properly describes
waves in the anomalous and normal dispersion regime. Note that the dispersion operator can
formally be written as an expansion
Dˆ(i∂τ ) ≡
∞∑
m=2
β(m)(ω0)
m!
[i∂τ ]
m, (2.8)
where β(m)(ω0) is the m−the order dispersion coefficient in unit psm/km. It says “formally”
because the above expansion is built by inverse Fourier transformation of the Taylor expansion
of D(ω) around ω0. In the notation of (2.8) it is clear how higher order dispersion terms are
included into the GNLS equation.
Instantaneous electronic and delayed vibrational Raman contributions are included by
R(τ) = [1− fR] δ(τ) + fRh(τ)Θ(τ) (2.9)
δ is the delta function, Θ the Heaviside step function. fR is the fractional contribution of
delayed Raman response to nonlinear polarization. The Raman response function is
h(τ) =
ν21 + ν
2
2
ν1
e−ν2τ sin ν1τ (2.10)
and fR = 0.18, 1/ν1 = 12.2 fs, and 1/ν2 = 32 fs, where 12.2 fs and 32 fs are characteristic
response times of fused silica fibers [11].
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Validity for ultra–short pulses The GNLS equation is usually derived from Maxwell’s
equations by use of a slowly varying envelope approximation. For the approximation to be
valid, a pulse must contain a sufficient number of optical cycles. This might seem controver-
sial, as ultra–short pulses (in the femtosecond range) may only contain a few optical cycles,
and a slowly varying envelope may not be well defined. Yet numerical simulations using
the GNLS equation (2.5) demonstrate, that the propagation of such ultra–short pulses is
still well described. In fact, the optical GNLS equation was shown to be independent of the
slowly varying envelope approximation [12, 36, 47], the general dispersion operator emerging
naturally in these authors’ derivation.
Numerical solution Here, all numerical solutions are solutions of instances of (2.5). The
method is a Runge-Kutta (4,5) algorithm applied to a resulting ordinary differential equation
(ODE) in the frequency domain, following the approach in [31]. For more information see
Appendix A.
In the following the co-propagation of two pulses, a soliton and dispersive wave (DW), is
considered. In order to evaluate (2.5) numerically the following initial envelope is used
ψ(0, τ) =
√
P0
1
cosh
(
τ−τ0
σ0
) +√P1 e−i[ωDW−ω0]τ
cosh
(
τ−τ1
σ1
) . (2.11)
The soliton has initial carrier frequency ω0, initial peak power P0, initial duration σ0, and
initial delay τ0 generally equal to zero, τ0 = 0. The soliton’s initial carrier frequency ω0
is used as reference frequency in the pulse evolution equation (2.5). ω1 is the frequency of
matching group velocity to the initial soliton, β′(ω0) = β′(ω1), cf. Figure 2.1. The initial
DW frequency ωDW = ω1 + ∆ is chosen such that ∆ is a small initial frequency offset from
ω1. This way soliton and DW have almost equal group velocities. The DW has an initial
time delay τ1, an initial duration σ1 much wider than initial soliton duration, and initial peak
power P1 much below initial soliton peak power.
2.2 Soliton switching by dispersive waves
In this section the interaction between a soliton and a dispersive wave (DW) is introduced.
Figures 2.2 and 2.3 show the typical interaction pictures of interest in time and frequency
domain, and show relative pulse velocities. The main features to be observed are: The time
domain shows a strong soliton and a low-intensity DW co-propagating along the length of
the fiber with almost equal group velocities. The temporal evolution is shown in a co-moving
frame moving with group velocity v0 = 1/β
′(ω0) of the initial soliton. The DW approaches the
soliton from one side. As it reaches the soliton, it is reflected at the soliton in the co-moving
frame. During the reflection process the soliton is accelerated or decelerated (depending on
the relative velocities of soliton and DW), which is recognized by the deflection of the soliton’s
temporal trajectory. Under favorable conditions the soliton is compressed or broadend. In
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(a) Temporal evolution. Reflection of a DW (left
pulse) at a soliton (right pulse). The soliton is
accelerated.
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(b) Spectral evolution. Up-shift of the soliton
carrier frequency and down-conversion of the DW
frequency.
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(c) Soliton peak power is amplified by almost a
factor 4.
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(d) Relative group velocities of both pulses. The
incoming DW is slower than the soliton, the scat-
tered DW is faster than the soliton.
Figure 2.2: Up-switching of a soliton by a dispersive control pulse. Numerical solution of GNLS
equation (2.5). The used initial parameters for the soliton are ω0 = 0.67 rad fs
−1, σ0 = 30 fs. The
initial parameters for the DW are ∆ = 0.11 rad fs−1 (ω
DW
= 3.6 rad fs−1), σ1 = 100 fs, P1/P0 = 0.25,
τ1 = −1000 fs.
spectral domain the DW frequency is converted during the reflection process. The soliton’s
carrier frequency is permanently shifted.
The soliton-DW interaction can appear in two forms, which will be called up-switching
and down-switching1.
Up-switching (Figure 2.2) The incoming DW has a slightly lower group velocity than the
soliton. As the DW is reflected at the approaching soliton, the DW frequency is con-
verted to lower frequencies. The soliton frequency is up-shifted. Both pulses are accel-
erated (the soliton trajectory is bent to the left). The soliton is compressed and thereby
1The choice of name as “switching” is to be understood very generally. It was chosen with respect to the
resulting amplification or weakening of the soliton’s peak power. It is not to be confounded with “switching”
in the sense of a directional change of a signal pulse traveling along a transmission line.
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(a) Temporal evolution. Reflection of the DW
(right pulse) at the soliton (left pulse). The soli-
ton is decelerated.
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(b) Spectral evolution. Down-shift of the soliton
carrier frequency and up-conversion of the DW
frequency.
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(c) The soliton loses peak power.
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(d) Group velocities of both pulses. The incom-
ing DW is faster than the soliton.
Figure 2.3: Down-switching of a soliton by a dispersive control pulse. Numerical solution of GNLS
equation (2.5). The used initial parameters for the soliton are ω0 = 0.67 rad fs
−1, σ0 = 30 fs. The
initial parameters for the DW are ∆ = −0.05 rad fs−1 (ω
DW
= 3.44 rad fs−1), σ1 = 80 fs, P1/P0 = 0.25,
τ1 = 800 fs.
amplified, hence the term “up-switching”.
Down-switching (Figure 2.3) The incoming DW has a slightly higher group velocity than
the soliton. All properties of the up-switching are reversed: As the DW attempts
to overtake the soliton, it is trapped behind it and reflected. The DW frequency is
converted to higher frequencies while the soliton’s frequency is shifted down. Both
pulses are decelerated (the soliton trajectory is bent to the right). The soliton broadens
and so loses peak power.
At first glance the picture of the temporal evolution might seem contra-intuitive due to
the time delay variable. It helps the intuition to read the temporal picture from right to left.
For example, in the up-switching case (Figure 2.2a) the initially faster soliton approaches the
slower dispersive pulse on the left. As the soliton is accelerated, it bends to the left towards
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(b) In the up-switching scenario, the reflected
wave is accelerated.
Figure 2.4: Schematic of the relation between the time delay variable τ and physical time t.
negative time delays. Figure 2.4 schematically shows the connection between time delay τ
and physical time t. An unperturbed soliton propagates with constant group velocity v0. In
the (t−z)−plane the group velocity v0 is the slope of the soliton trajectory (Figure 2.4a). The
unperturbed soliton reaches the end of the fiber at time t0. An accelerated soliton travels with
increasing group velocity. The slope of the soliton trajectory in the (t− z)−plane increases,
and it bends towards negative time delays. The accelerated soliton reaches the end of the
fiber at an earlier time tS < t0 compared to an unperturbed soliton. A DW with lower group
velocity is launched into the fiber before the soliton (Figure 2.4b). Part of the DW is reflected
forward at the approaching soliton and is accelerated, so that it reaches the end of the fiber
before the soliton. Part of the DW may be transmitted through the soliton and travel on
with unchanged group velocity, reaching the end of the fiber after the soliton.
On the whole, the interaction with a low-intensity dispersive pulse bears the possibility
to effectively manipulate a soliton and produce possibly extreme changes in its parameters:
shift of its carrier frequency up or down, compression or broadening of the soliton, thereby
amplification or weakening of its peak power. The main focus of this work is the question
if the manipulation of the soliton can be done in a controlled and predictable manner. To
this end, a quantitative description of the soliton-DW interaction has been developed to be
explained in the following chapters. But of course, the interaction can be viewed in a variety
of perspectives, and accordingly there is a large number of studies, in which the interaction
has been investigated numerically and experimentally, both in a variety of situations involving
different optical fibers and initial conditions, and possible applications. Some of these studies
shall briefly be mentioned in the rest of this section2.
The possibility to manipulate a soliton with a DW is a quite recent observation [23].
2The interaction is found in the literature under several synonymous names, depending on the respec-
tive focus of investigation, e.g. “DW scattering”, “DW trapping”, “soliton feeding”. Based on a specific
interpretation or explanation it is often called “mixing” of solitons and DWs, and an “optical event horizon”.
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(a) Temporal evolution. The soliton is only
slightly accelerated during the DW reflection.
The soliton’s peak power is amplified by only a
factor 1.1 (not shown).
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(b) Spectral evolution. The soliton’s frequency
shift is hardly visible. The DW frequency is con-
verted down to one quite distinct frequency.
Figure 2.5: Weak up–switching of a soliton by dispersive pulse. The effect on the soliton is only
minimal. Numerical solution of GNLS equation (2.5). The used initial parameters for the soliton
are ω0 = 0.67 rad fs
−1, σ0 = 40 fs. The initial parameters for the DW are ∆ = 0.1 rad fs−1 (ωDW =
3.59 rad fs−1), σ1 = 200 fs, P1/P0 = 0.04, τ1 = −1000 fs.
Before, the focus was on the DW, on its reflection and its frequency conversion. The reflection
of the DW is the underlying process of the interaction. Only under favorable conditions
(which will be discussed in Section 2.3) the soliton parameters are visibly changed during the
reflection process. Figure 2.5 shows an example of a reduced interaction picture where the
DW is fully reflected, but the impact on the soliton is only minimal. The soliton frequency
shift is hardly visible at all. In this example the soliton’s peak power is amplified only by a
factor 1.1. The soliton’s deflection in space-time domain is usually the most pronounced of all
changes. Here the soliton is only slightly accelerated. As a consequence the DW frequency
is converted to one quite distinct frequency. In the examples of Figures 2.2 and 2.3 the
frequency of the reflected DW is not distinct, because the DW is reflected at a continuously
accelerated soliton. While in the given example (Figure 2.5) minimal changes in the soliton
can still be seen, in many circumstances the soliton is practically unaffected by the DW.
Studies focussing on the DW reflection include a variety of settings. DW packets or
dispersive radiation can be trapped by a single soliton [39, 84], it can be repeatedly reflected
at a soliton which is continuously decelerated, e.g. due to Raman scattering, [38, 40], or it
can bounce between two solitons [89, 26, 26]. The trapping and frequency conversion of low
intensity waves at a soliton barrier were observed in various experiments [62, 64, 68, 70, 85,
15, 79].
The specific properties of the fiber dispersion profile are crucial for a soliton-DW inter-
action. Photonic crystal fibers are particularly interesting because their optical properties
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(like dispersion, birefringence and nonlinearity) can be engineered by controlling the geome-
try of the fiber, i.e. the arrangement of hollow tubes pervading the length of the fiber [91].
The pulse behavior can be controlled by the design of the dispersion-engineered photonic
crystal fibers [69]. The dispersion profile for the interaction of interest can be selected to
produce or enhance a certain behavior. For example simply the group velocity matching of
desired wavelengths can be favored [68], or the point of collision can be controlled [5]. For a
variety of special fibers and arrangements the interaction has been demonstrated experimen-
tally [82, 16, 17, 55]. The next section will display the minimal requirements for the fiber
properties.
Several applications have been suggested. The role of DW frequency conversion at a soli-
ton barrier for the generation of new frequencies has been investigated numerically, especially
to explain the appearance of certain frequencies in super-continua [77, 78, 29]. A sequence
of solitons can act as an optical Bragg resonator [81]. The DW trapping was experimentally
tested as an optical switching mechanism [63] where weak dispersive pulses are used as the
signal controlled by the stronger soliton. The present work corroborates, that it is actually
possible to use a weak dispersive pulse to control the stronger soliton.
The reflection of a DW at an unchanged soliton has been interpreted as an optical event
horizon, i.e. the optical analog to the event horizons at black and white holes [68, 85]. The
concept stems from an similarity between the relevant optical equations and the equations
of general relativity. Moreover, physical effects that should result in an optical analogue to
Hawking radiation were observed in [74, 9]. Further uses of the analogy include, e.g. “black
hole laser” - optical radiation that is trapped between two horizons (solitons) and enhanced
by successive reflections [33, 35]. By the way, the term “optical event horizon” is often used
loosely for the reflection of a DW at a soliton barrier, also in situations where the soliton is
visibly affected, and parts of the DW are transmitted.
Even analog kinds of reflection and trapping of DWs by higher order solitons [65] and dark
solitons [66] have been numerically investigated. It has also been investigated if up- and down-
conversion of the DW frequency should be done by reflection at a bright soliton as discussed
here for the up-conversion and by reflection at a dark soliton for the down-conversion of the
frequency [27].
Studies focusing on the soliton’s reaction to DW scattering started only during the last
decade. If the soliton is visibly affected by the reflection process, the strongest change and the
most likely to be observed, is the deflection of the soliton trajectory which accompanies the
soliton frequency shift, cf. Figure 2.5. The small soliton frequency shift due to DW scattering
was observed in numerical simulation [24]. If two solitons trap a DW in-between, this soliton
cavity will collapse: the two solitons are deflected towards each other until they collide
[28, 89], as experimentally demonstrated [83]. Though it is quite difficult to adjust suitable
initial parameters for input pulses, the soliton compression was observed experimentally in
an isolated setting of two interacting pulses [80].
In the frequency domain the DW frequency conversion is continuous as the soliton is
accelerated. Instead of a single converted frequency, a broad band of new DW frequencies
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is observed. Broad spectra can be generated, which is interesting in itself. Usually super-
continua can be generated by soliton fission [30]. Soliton switching can serve as an additional
way to produce super-continua, as numerically shown for fused silica fiber [22, 21].
The change in soliton peak power can be massive, if a suitable DW is chosen. Soliton
switching was proposed as a robust mechanism leading to the formation of rogue waves
independent of higher order effects specific to the optical context (like Raman scattering)
[24, 19, 75]. Interestingly, the same mechanism was used to suppress the formation of rogue
waves by launching an additional DW to destroy any potential rogue soliton in the super-
continuum [13].
In conclusion, a soliton experiences frequency shifting, a deflection of peak position and
undergoes compression or broadening, all due to the DW reflection. So it is natural to ask,
whether the behavior can be controlled by a suitable choice of DW [23]. This question will be
addressed in the present work by constructing a quantitative theory of such interactions. The
following section recaptures and summarizes the state of the art and gives some empirical rules
for an effective soliton manipulation derived from observations in numerical simulations.
2.3 Conditions for efficient soliton manipulation
The findings of previous numerical and experimental studies [23, 24, 22, 25, 21, 19] suggest
that a soliton can be manipulated and controlled by the interaction with a suitably chosen
DW. From these previous studies a number of useful conditions can be extracted to enable
effective soliton control.
The first two conditions are necessary to ensure the reflection of the DW:
Rule of opposite dispersion regimes The carrier frequencies of soliton and DW lie on
either side of the ZDF (Figure 2.1). The soliton belongs to the anomalous dispersion
regime, so the GVD β′′(ω0) is negative. The DW belongs to the normal dispersion
regime, where β′′(ω1+∆) is positive [23]. DWs in the anomalous dispersion regime are
less effective in changing soliton properties.
Velocity-matching condition Group velocities of soliton and DW should be reasonably
close (Figure 2.1). If they are too different, the pulses pervade each other unchanged.
If they are too close, the pulses may never meet [23, 52]. So the initial DW frequency
offset ∆ should lie in a rather small interval around ω1.
These two conditions can always be satisfied if the fiber dispersion profile has at least one
ZDF, as it happens for nearly all optical materials.
Even if a DW is reflected, this does not suffice for any effective change in the soliton. The
impact of a DW on a soliton strongly on the fiber dispersion profile. So in many situations only
the reflection and frequency conversion of the DW are observed while the soliton is unaffected
by the interaction, i.e. its frequency, trajectory and peak power remain unchanged [78].
The underlying reflection process of the DW is mediated by cross-phase modulation
(XPM) [23, 68], which is a manifestation of the optical Kerr effect. The soliton’s high in-
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Figure 2.6: Input and output frequencies of a DW reflected at a moving soliton, according to (2.14).
The input DW frequency and the soliton carrier frequency ω
S
yield the output frequency of the
scattered DW.
tensity changes the refractive index locally. Each other field sees the effective index and
interacts with it. The strong soliton constitutes a barrier, an inhomogeneity moving with
constant velocity in an otherwise transparent medium, at which an incoming DW is scat-
tered. To get an idea of the frequency conversion of the reflected DW one can calculate
the Doppler relation for incoming and outgoing frequencies ωin, ωout. Consider an incoming
wave exp(iβ(ωin)z − iωint) and outgoing wave exp(iβ(ωout)z − iωoutt) propagating along the
z−direction, with the dispersion relation given by a function β(ω). Requiring continuity at
the inhomogeneity at position z = vt along the fiber, the exponents of incoming and outgoing
waves should coincide at any time [73, 72]:
β(ωin)v − ωin = β(ωout)v ∓ ωout (2.12)
The fiber dispersion is defined as β(ω) = n(ω)ω/c where c is speed of light in vacuum, then
ωout = ωin, ωout =
1− n(ωin)vc
1 + n(ωout)
v
c
ωin (2.13)
are the frequencies of the transmitted and backward reflected wave in a co-moving frame,
respectively. The velocity v of the inhomogeneity can be approximated by the group velocity
v0 = 1/β
′(ω0) of a soliton with carrier frequency ω0, and (2.13) yields
β′(ω0) =
β(ωout)− β(ωin)
ωout − ωin . (2.14)
As illustrated in Figure 2.6 the possible values of ωout are given by ωin and ω0 [P1]. In terms
of the dispersion function (2.7) the relation (2.14) reads
D (ωout − ω0) = D (ωin − ω0) . (2.15)
A relation of this kind was also derived in a more general framework of four wave mixing,
where the mixing of solitons with DWs yields radiation at new frequencies, if the correspond-
ing phase-matching/resonance conditions are met [90, 77, 32]. This is why (2.15) is often
called the resonance condition for DW frequency conversion.
The Doppler relation (2.13) gives a good approximation of the DW frequency conversion
at a soliton of constant velocity as experimentally confirmed in [85]. It nicely predicts the
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converted DW frequency also in simple cases like shown in Figure 2.5b, where the soliton
is only slightly if at all affected, and the converted DW frequency is quite distinct. In a
situation of a dynamically changing soliton it has to be taken into account that the frequency
of the outgoing DW changes with the accelerated soliton. A more accurate description will
be provided in Section 3.3.
More conditions are needed to ensure the desired impact of the soliton-DW interaction on
the soliton. The first of these pertains to the fiber dispersion profile, the second one singles
out a feature of the DW. In order to enable soliton amplification, require:
Steep anomalous GVD profile The GVD profile β′′(ω) should be steep in the anoma-
lous region for the soliton and only slightly sloping in the normal region for the DW
(Figure 2.1) [23]. Otherwise the DW is still scattered but the soliton remains nearly
unchanged [24].
The compression and amplification of the soliton is mainly a reshaping process. The soliton
energy E= 2
√
P0|β′′(ω0)|/γ0 is given through initial soliton peak power P0, GVD coefficient
β′′(ω0), and fiber nonlinearity γ0. During the reflection process due to XPM no exchange of
energy between soliton and DW is expected, so the soliton energy should stay unchanged. γ0
also does not vary appreciably. Then soliton peak power and the GVD coefficient fulfill the
simple relation P0 ·|β′′(ω0)| = const. A decreasing β′′ is compensated by an increase in soliton
peak power (and vise versa) [24]. This mechanism is known as adiabatic soliton compression
[14]. The fiber dispersion must vary sufficiently slowly, so the soliton can adiabatically adapt.
Normally the change in the GVD coefficient is achieved by using a dispersion-decreasing fiber.
Here however, the GVD coefficient changes due to the shifting soliton frequency induced by
the DW scattering. Numerical simulation showed only a slight change in soliton energy ac-
companying the soliton frequency shift [24]. It slightly increases in the up-switching case, and
decreases in the down-switching case, which in both cases just supports the above arguments.
The following are rules of thumb for a suitable choice of DW for an efficient soliton
amplification:
Broad low-amplitude dispersive wave A broad low-amplitude DW packet has a stronger
effect than a short DW packet of the same energy [22]. The initial delay between the
DW pulse and the soliton should be large enough to ensure pulse spreading due to dis-
persion (Figures 2.2 and 2.3) before the point of collision. This is favorable especially if
an initially short DW was chosen. The DW can be several orders of magnitude weaker
than the soliton, and still produce multi-fold amplification in the soliton amplitude.
High reflection rate/Conversion efficiency In a favorable situation the DW is almost
perfectly reflected at the soliton (Figures 2.2 and 2.3). That is, the intensity of the
transmitted wave is very low as compared to the intensity of the reflected wave [23, 15].
The situation is often described as a group velocity event horizon by analogy with [68].
Numerical investigations suggest that other possible DW properties, like an initial frequency
chirp, have less influence on soliton compression [6].
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(a) Temporal evolution. An essential part of the
dispersive wave is transmitted through the soli-
ton. Soliton peak power is amplified by only a
factor 2 (not shown).
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(b) Spectral evolution. Soliton frequency is up-
shifted. The transmitted parts of the DW keep
their initial carrier frequency. The frequency of
the reflected parts of the DW is converted down.
Figure 2.7: Imperfect reflection of a dispersive wave at a soliton. Numerical solution of GNLS
equation (2.5). The used initial parameters for the soliton are ω0 = 0.67 rad fs
−1, σ0 = 30 fs. The
initial parameters for the DW are ∆ = 0.2 rad fs−1 (ω
DW
= 3.69 rad fs−1), σ1 = 100 fs, P1/P0 = 0.0225,
τ1 = −500 fs.
Figure 2.7 shows an example of an undesirable situation. The DW has not enough time
to broaden before it reaches the soliton. The reflection is imperfect, as part of the incoming
DW is transmitted through the soliton. Though there is still a clearly visible impact on
the soliton, the effectiveness of the interaction is impaired. In comparison to the four fold
amplification in the desirable example of Figure 2.2, here the soliton peak power is amplified
by only a factor 2.
A natural choice for the control wave is a low-amplitude continuous wave, since a broad
low-amplitude DW is most desirable. For a basic understanding, finite pulses (usually used
in previous numerical studies) are less suitable, because many more parameters would have
to be managed. To solve the simulation equation (2.5) numerically for the co-propagation of
a soliton and a continuous DW the following initial envelope is used
ψ(0, τ) =
√
P0
1
cosh
(
τ−τ0
σ0
) +√P1e−i[ωDW−ω0]τ . (2.16)
So the only control parameters are DW frequency and peak power. An example of the soliton
up-switching by a continuous DW is shown in Figure 2.8. All desired features of the soliton
manipulation are achieved by the mentioned simple choice of DW. The soliton frequency is
up-shifted, the soliton is accelerated and compressed. In the temporal domain (Figure 2.8a)
one additional feature is the point at which the soliton becomes transparent to the incoming
continuous wave.
The present work will come up with a quantitative insight on suitable conditions for
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(a) Temporal evolution. The DW is reflected at
the soliton, which is accelerated in the course of
the interaction.
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(c) Spectral evolution. Up-shift of soliton fre-
quency. The DW frequency is converted down at
the accelerated soliton barrier.
Figure 2.8: Up-switching of a soliton by a continuous DW. Numerical solution of GNLS equation
(2.5). The used initial parameters for the soliton are ω0 = 0.67 rad fs
−1, σ0 = 30 fs. The initial
parameters for the DW are ∆ = 0.18 rad fs−1 (ω
DW
= 3.67 rad fs−1), P1/P0 = 0.0225. All desired
features of the soliton manipulation are achieved by this simple choice of a control wave, cf. Figure 2.2.
soliton control by DW reflection: Model equations (4.5) will be established that quantify the
DW reflection at a dynamically changing soliton, enabling a systematic choice of proper initial
conditions for an effective soliton manipulation. Resulting predictions will be compared with
results from numerical simulations.
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3 Model equations
In this chapter model equations are derived for the interaction of a soliton with a weak con-
tinuous dispersive wave as control wave [P1]. The model is based on two coupled generalized
nonlinear Schro¨dinger equations, one for the soliton and one for the control wave, which are
introduced in Section 3.1. Both equations are solved by different methods tailored to the
specific behavior of the soliton and dispersive wave, respectively. On one side, the soliton is
reshaped under the influence of a small perturbation constituted by the weak dispersive wave.
Situations of this kind are often described by soliton perturbation theory. For the present
case, a suitably modified soliton perturbation theory is necessary, which is introduced in
Section 3.2. The modified theory enables prediction of the soliton amplification, in contrast
to standard perturbation theory. On the other side, the behavior of the dispersive wave is
treated as a scattering problem analog to the quantum mechanical problem of a plane wave
which is (partially) reflected or transmitted at a potential barrier. Here the soliton consti-
tutes a continuously changing barrier. The adequate scattering problem is formulated and
solved in Section 3.3. Together, the derived model equations provide a powerful analytical
tool to assess the soliton switching process, which is discussed in Chapter 4.
3.1 Reduction to coupled generalized nonlinear Schro¨dinger
equations
As a first step to problem specific model equations, the full GNLS equation (2.5) is reduced
to a simpler form sufficient to capture the soliton-DW interaction. The spectra of both pulses
stay neatly separated for the entire propagation distance, so firstly it is possible to split the
simulation equation into two coupled GNLS equations, one each for the envelopes ψS of the
soliton and ψDW of the DW [1].
A common frame of reference is introduced, which is co-moving with the initial soliton. Let
ω0 be the initial soliton carrier frequency chosen in the negative dispersion regime. Then let
ω1 be the frequency for which the corresponding group velocities are equal, β
′(ω0) = β′(ω1).
The two frequencies will have negative and positive GVD respectively (Figure 2.1). With the
common delay variable
τ = t− zβ′(ω0) = t− zβ′(ω1), (3.1)
a reference frame is introduced which is suitable for both the soliton and the DW.
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The soliton envelope ψS(z, τ) is described by a GNLS equation centered at ω0,
i∂zψS(z, τ) + Dˆ (i∂τ )ψS(z, τ) + 2γ0 [1 + iη0∂τ ]
[
|ψDW(z, τ)|2 ψS(z, τ)
]
(3.2)
+ γ0 [1 + iη0∂τ ]
[
ψS(z, τ)
∫ ∞
−∞
R(τ ′)
∣∣ψS(z, τ − τ ′)∣∣2 dτ ′] = 0.
The envelope ψDW(z, τ) of the DW is governed by a GNLS equation centered at ω1,
i∂zψDW +
∑
m≥2
β
(m)
1
m!
[i∂τ ]
mψDW + 2γ1 [1 + iη1∂τ ]
[
|ψS |2 ψDW
]
(3.3)
+ γ1 [1 + iη1∂τ ]
[
ψDW(z, τ)
∫ ∞
−∞
R(τ ′)
∣∣ψDW(z, τ − τ ′)∣∣2 dτ ′] = 0.
The abbreviations β
(m)
0 = ∂
m
ω β(ω0) and β
(m)
1 = ∂
m
ω β(ω1) will denote derivatives of β(ω) at the
respective reference frequencies. The nonlinearity coefficients of each equation are evaluated
at the respective reference frequency,
γ0 =
n2,0
c
ω0, γ1 =
n2,1
c
ω1, (3.4)
with nonlinear refractive indices n2,0 =
3χ(3)
8n(ω0)
and n2,1 =
3χ(3)
8n(ω1)
. The same holds for the
self-steepening parameters
η0 =
1
ω0
, η1 =
1
ω1
. (3.5)
The reference frequencies ω0 and ω1 are chosen such that β
′′(ω0) < 0 and β′′(ω1) > 0,
so (3.2) and (3.3) are one focusing and one defocusing GNLS equation coupled by the XPM
terms [1]. The actual carrier frequency of the incoming DW is slightly offset from the reference
frequency ω1 of the DW equation (3.3) by amount ∆. The frequency of the incoming DW
is denoted by ωDW = ω1 + ∆. The offset ∆ is hidden in the envelope ψDW ∼ exp (−i∆τ).
Numerical simulations have shown that the carrier frequency of the reflected wave ωr ≈ ω1−∆
will lie on the other side of the reference frequency ω1. The dispersion profile around ω1 is
not steep, which makes ω1 a good choice for centering the GNLS equation (3.3).
One immediate simplification of (3.3) is done. The higher order terms, i.e. higher order
dispersion terms with m ≥ 3, self-steepening and Raman scattering, are important for a
short powerful soliton, but do not have significant influence onto a low–intensity continuous
DW. Thus higher order terms in (3.3) can be neglected. Moreover, the equation can be
linearized as the soliton is much more intense compared to the DW. Calculations show that
(3.2) combined with the following reduction of (3.3):
i∂zψDW −
β′′(ω1)
2
∂2τψDW + 2γ1 |ψS |2 ψDW = 0, (3.6)
adequately describes the evolution of the soliton under the influence of the DW. Equation (3.6)
is mathematically equivalent to the standard (linear) Schro¨dinger equation of quantum me-
chanics.
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The leading intuition for solving the coupled equations (3.2) and (3.6) is the following:
While the DW transfers its energy and momentum to the soliton through a scattering process
at a potential barrier as known e.g. from quantum mechanics, the soliton is compressed. It
retains its soliton character and changes its shape adiabatically slow under the influence of the
small perturbation constituted by the DW. Thus, the following two steps suggest themselves.
First, derivation of an approximate solution for the soliton based on a variational formu-
lation for (3.2). This variational approximation uses a trial function for ψS depending on
a small set of parameters, like frequency and duration, for which a set of ODEs is derived,
[43]. It will be found that the direct variational approximation for the given equation does
not capture the soliton dynamics - it misses to predict any change in soliton peak power. To
derive a more successful solution, (3.2) must be adapted to the problem at hand. This is the
key idea of the present model derivation. The soliton solution depends on the yet unknown
DW solution ψDW , which enters the soliton equation as a perturbation term.
Second, to find a solution to the DW equation (3.6), the general ansatz for a soliton
solution |ψS |2 is inserted into (3.6), and the envelope ψDW of the DW is calculated using a
small extension of the standard quantum mechanical scattering theory. Finally, the result for
ψDW is used to obtain self-consistent adiabatic ODEs for the soliton parameters.
Section 3.2 goes through all steps to produce an approximate solution of the soliton
equation (3.2). In Section 3.3 the scattering problem for the DW is solved.
3.2 Variational approximation of soliton solution
The soliton equation (3.2) is reformulated as a perturbation equation for the standard NLS
equation, following a well known procedure described, e.g., in [43].
The standard NLS equation describes the propagation of a soliton along the fiber to lead-
ing order. It includes second order (group velocity) dispersion and Kerr nonlinear refractive
index. Compared to these, higher order dispersion, Raman scattering, self-steepening, are
considered to be small and are treated as perturbations. The XPM effect of the second pulse
on the soliton in (3.2) is also treated as a perturbation. The impact of all perturbations on
the single soliton solution of NLS is studied by soliton perturbation theory (SPT).
SPT is a widely used method to determine propagation behavior of localized solutions
under the influence of small perturbations. Various approaches have been developed: direct
perturbation theory [88], variation of conserved quantities [41], variation of the scattering
data of inverse scattering transform [48], and Lagrange formulation of perturbation theory
[43].
Here, the Lagrange formulation of the NLS-perturbation theory is used, [43]. Section 3.2.1
briefly recaptures the Lagrangian formalism to derive an approximate solution for a perturbed
NLS equation. In order to predict the evolution of all soliton parameters correctly, including
peak power, the standard NLS equation underlying the perturbation theory needs to be
adjusted. This is done in Section 3.2.2.
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3.2.1 Perturbation theory of nonlinear Scho¨dinger equation
The variational approximation is a method to determine the propagation behavior of localized
solutions to evolution equations. It was first introduced for optical solitons in [4] as an
approximate analytical procedure for solving a standard NLS equation
i∂zψ(z, τ)− β
′′
0
2
∂2τψ(z, τ) + γ0 |ψ(z, τ)|2 ψ(z, τ) = 0. (3.7)
Higher order terms can be naturally included as perturbations influencing the solitonic solu-
tions. It is a well established approach [43]. Here is a quick survey of the procedure, followed
by general ODEs for a perturbed soliton propagation.
An ansatz function for the desired solution ψ = ψS is chosen, assuming that the soliton has
a specific temporal shape, e.g. a hyperbolic secant or Gaussian shape, which is characterized
by a specific set of parameters. A hyperbolic secant shape, which is motivated by a well-known
exact NLS solution, is defined by
ψS(z, τ) =
1
σ
√
|β′′0 |
γ0
sech
(
τ − τS
σ
)
exp (−iν [τ − τS ] + iθ) (3.8)
where the parameters are pulse duration σ = σ(z), frequency shift ν = ν(z), temporal delay
τS = τS(z), and phase θ = θ(z). Typical initial values are ν(0) = 0, τS(0) = 0, σ(0) = σ0.
Soliton peak power PS =
1
σ2
|β′′0 |
γ0
in (3.8) is defined as function of the soliton duration. All
parameters are assumed to evolve along z following the soliton. Their evolution equations
can be derived from a variational formulation of NLS equation.
The standard NLSE (3.7) can equivalently be expressed as the variational problem1
δ
∫∫
L dτ dz = 0, (3.9)
i.e.
δL
δψ∗
= 0 (3.10)
where
δ
δψ∗
=
∂
∂ψ∗
− ∂
∂z
∂
∂
[
∂ψ∗
∂z
] − ∂
∂τ
∂
∂
[
∂ψ∗
∂τ
] , (3.11)
corresponding to the Lagrangian density
LNLS =
i
2
[
ψ∗
∂ψ
∂z
− ψ∂ψ
∗
∂z
]
+
γ0
2
|ψ|4 − β
′′
0
2
∣∣∣∣∂ψ∂τ
∣∣∣∣2 . (3.12)
The variational problem (3.9) reduces to a finite-dimensional problem
δ
∫
dz L = 0 (3.13)
1All integrals here range from −∞ to ∞ unless otherwise stated.
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with the Lagrangian L(ψ,ψ∗) =
∫
dτ L (ψ,ψ∗), where ψ is now the ansatz function (3.8)
which depends on four parameters. Using the ansatz function the Lagrangian is evaluated to
L
(
ψS , ψ
∗
S
)
= −
[
ν
dτS
dz
+
dθ
dz
]
2β′′0
γ0σ
− [β
′′
0 ]
2ν2
γ0σ
+
[β′′0 ]2
3γ0σ3
. (3.14)
Equation (3.13) yields the Euler–Lagrange equations
∂L
∂rj
− d
dz
∂L
∂r˙j
= 0 (3.15)
for each soliton parameter rj = σ, ν, τS , θ. They result in the following relations for the soliton
parameters:
β′′0
γ0σ
= const , ν = const ,
dτS
dz
= −β′′0ν ,
dθ
dz
= −ν dτS
dz
+
β′′0
2
[
1
σ2
− ν2
]
. (3.16)
This means that a free soliton keeps its frequency offset (ν) and duration (σ). A constant
frequency offset changes the group velocity, therefore the soliton delay τS(z) = −zβ′′0ν is
changing.
The soliton equation (3.2) involves higher order terms which can be included into the
above formalism as perturbations to the standard NLS equation [43]. The perturbed soliton
equation (3.2) is equivalent to the variational problem
δ
δψ∗
LNLS (ψ,ψ∗) = iF (ψ,ψ∗) (3.17)
with perturbation
F (ψ,ψ∗, ψDW , ψ
∗
DW
) = −β′0∂τψS + i
M∑
m=3
β
(m)
0
m!
[i∂τ ]
m ψ (3.18)
+ i2γ0 [1 + iη0∂τ ]
[
|ψDW |2 ψ
]
− γ0η0 ∂τ
[
|ψ|2 ψ
]
+ ifRγ0 [1 + iη0∂τ ]
[
ψ(z, τ)
∫ ∞
−∞
H(τ ′)
∣∣ψ(z, τ − τ ′)∣∣2 dτ ′]
where H(τ) = h(τ)− δ(τ) describes the delayed Raman response. XPM with the DW is also
included as a perturbation. It is treated as a yet unknown function. If the perturbation is
not vanishing, we follow Hasegawa [43] and use the chain rule
∂L
∂rj
=
∫
dτ
[
δL
δψ∗
S
∂ψ∗
S
∂rj
+
δL
δψS
∂ψS
∂rj
]
, (3.19)
resulting in equations
∂L
∂rj
− d
dz
∂L
∂r˙j
= i
∫
dτ
[
F
∂ψ∗
S
∂rj
− F ∗ ∂ψS
∂rj
]
= −2
∫
dτ Im
(
F
∂ψ∗
S,0
∂rj
)
(3.20)
for each soliton parameter rj = σ, ν, τS , θ. This set of ODEs can be solved by any appropriate
means, analytically or numerically.
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It should be mentioned that it is just as well possible to derive a variational approximation
by stating the appropriate Lagrange density for the full equation (3.2) and proceeding as
usual. The formulation of the variational approximation as a perturbation theory is actually
much more general. It is not necessary for the perturbation to be small, nor must the
unperturbed equation be integrable (e.g. by means of inverse scattering theory). The only
necessities are that the full equation (here (3.2)) must have a variational form, i.e. it must
be defined by some Lagrangian density, and the ansatz function must be localized in τ . Of
course, this is not a rigorous procedure. To choose an ansatz function is prone to physical
intuition, and not every choice may produce adequate results. Still, if a solution is tested
against some exemplary cases, it is very likely producing good predictions in most cases. For
further discussion and examples see [43, 53].
The described SPT for the given NLS equation and soliton ansatz function is a standard
procedure. Yet, it has the shortcoming that the soliton compression and soliton peak power
evolution are not always predicted correctly. When applied to the XPM interaction of soliton
and DW considered here, it falsely predicts no changes in soliton amplitude and duration.
Further, the solitons loss in peak power due to the Raman effect is not predicted. This
shortcoming of the standard NLS-perturbation theory could be explained as follows. The
dispersion coefficients, in particular the one for GVD β′′(ω0), are evaluated at the soliton
carrier frequency, and should change when the soliton frequency is shifted due to XPM by
the DW or Raman scattering. The GVD profile in the anomalous region is steep, and thus the
GVD coefficient changes considerably even for a small shift in frequency. Since the soliton
amplitude depends on the GVD coefficient, it changes accordingly. Yet, all coefficients in
(3.2) are constant. In the following an evolution equation with frequency dependent GVD
and nonlinear coefficients is derived. The perturbation theory for this modified equation will
turn out to overcome the shortcomings of the standard perturbation theory.
3.2.2 z-dependence of dispersion and nonlinear coefficients
In order to incorporate the soliton’s shifting carrier frequency, Equation (3.2) needs some
reformulation [P1]. The soliton carrier frequency is permanently shifted in the course of
interaction with the DW (Figure 2.8c), let it be
ωS(z) = ω0 + ν(z), (3.21)
where ν(z) is a yet unknown shift from initial soliton frequency ω0, so initially ν(0) = 0. In
contrast, the DW frequency offset ∆ is given given in advance as a constant initial condition.
Introducing a new envelope for the soliton
ψS(z, τ) = ψ0(z, τ) exp
(
−iν(z)τ + i
∫ z
0
D(ω0 + ν(z
′))dz′
)
(3.22)
and plugging it into (3.2) yields a new perturbation equation which recognizes a varying
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carrier frequency
i∂zψ0 + τ
[
dν
dz
]
ψ0 +
M∑
m=1
D(m)(ν)
m!
[i∂τ ]
m ψ0 (3.23)
+ 2γS [1 + iηS∂τ ]
[
|ψDW |2 ψ0
]
+ γS [1 + iηS∂τ ]
[
ψ0(z, τ)
∫ ∞
−∞
R(τ ′)
∣∣ψ0(z, τ − τ ′)∣∣2 dτ ′] = 0.
with the new z−dependent self-steepening and nonlinear parameters
ηS(z) =
1
ω0 + ν(z)
and γS(z) =
n2,0 [ω0 + ν(z)]
c
. (3.24)
In the derivation of (3.23) the following property of the dispersion operator was used:
D (i∂τ )
[
ψ0e
−iντ ] = e−iντD (ν + i∂τ )ψ0 (3.25)
The dispersion operator can be expanded around ν:
D (ν + i∂τ ) =
∑
m≥0
D(m)(ν)
m!
[i∂τ ]
m (3.26)
The coefficients of this expansion can be written again in terms of the propagation constant
β as
∑
m≥1
D(m)(ν)
m!
[i∂τ ]
m = i
[
β′(ω0 + ν)− β′(ω0)
]
∂τ +
∑
m≥2
β(m)(ω0 + ν(z))
m!
[i∂τ ]
m. (3.27)
The coefficients in (3.23) are functions of the z−dependent soliton frequency, and therefore
change with the soliton frequency shift. Especially, the GVD is now evaluated accurately at
any soliton carrier frequency ω0 + ν(z), so the higher order dispersion terms become less
important in the new equation (3.23) compared to (3.2). In all following calculations the
maximal dispersion order M = 4 is chosen as sufficient (after testing dispersion orders up
to M = 6). The new term involving dν/dz is particularly important. The introduction of
the additional shift ν is mathematically equivalent to introducing an accelerated coordinate
system in classical quantum mechanics [67].
A SPT for a NLS equation with z−dependent coefficients is known, e.g. for dispersion
managed soliton propagation [43]. The modified equation (3.23) is split up to formulate the
new perturbation equation
i∂zψ0 + i
[
β′(ω0 + ν(z))− β′(ω0)
]
∂τψ0 (3.28)
− β
′′(ω0 + ν(z))
2
∂2τψ0 + γS(z) |ψ0|2 ψ0 + τ
dν
ds
ψ0 = iF (ψ0, ψDW)
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with perturbation function
F (ψ0, ψDW) = i
M∑
m=3
β(m)(ω0 + ν(z))
m!
[i∂τ ]
m ψ0 (3.29)
+ i2γS [1 + iηS∂τ ]
[
|ψDW |2 ψ0
]
− γSηS∂τ
[
|ψ0|2 ψ0
]
+ ifRγS [1 + iηS∂τ ]
[
ψ0(z, τ)
∫ ∞
−∞
H(τ ′)
∣∣ψ0(z, τ − τ ′)∣∣2 dτ ′] .
A Lagrangian which reproduces the unperturbed equation (3.28) by means of (3.10) is
L(3.28) =
i
2
[
ψ∗
∂ψ
∂z
− ψ∂ψ
∗
∂z
]
+
i
2
[
β′(ω0 + ν(z))− β′(ω0)
] [
ψ∗
∂ψ
∂τ
− ψ∂ψ
∗
∂τ
]
(3.30)
− β
′′(ω0 + ν(z))
2
∣∣∣∣∂ψ∂τ
∣∣∣∣2 + γS(z)2 |ψ|4 + τ dνdz |ψ|2 .
Then the procedure explained above can be directly applied. The detailed calculations are
carried out in Appendix B. For a ansatz function
ψ0(z, τ) =
1
σ
√
|β′′(ω0 + ν)|
γS
exp (iθ)
cosh
τ−τ
S
σ
(3.31)
and an unspecified perturbation F the following set of ODEs is derived describing the evolu-
tion of soliton duration
d
dz
[
1
σ
β′′(ω0 + ν)
γS
]
=
∫ ∞
−∞
dτ Re (Fψ∗0) (3.32a)
and soliton frequency shift, delay and phase
dν
dz
= − γS
β′′(ω0 + ν)
∫ ∞
−∞
dτ tanh
(
τ − τS
σ
)
Im (Fψ∗0) , (3.32b)
dτS
dz
= β′(ω0 + ν)− β′(ω0) (3.32c)
+
γSσ
2
β′′(ω0 + ν)
∫ ∞
−∞
dτ
τ − τS
σ
Re (Fψ∗0) ,
dθ
dz
=
β′′(ω0 + ν)
2
1
σ2
(3.32d)
+
γSσ
β′′(ω0 + ν)
∫ ∞
−∞
dτ
[
1− τ − τS
σ
· tanh
(
τ − τS
σ
)]
Im (Fψ∗0) .
To evaluate the ODEs (3.32) for the perturbation function (3.29), an explicit expression
for the DW ψDW is required. The evolution of ψDW is governed by the GNLS equation (3.6).
3.3 Wave scattering at a moving solitonic barrier
This section attends to the DW equation (3.6)
i∂zψDW −
β′′1
2
∂2τψDW + 2γ1 |ψS |2 ψDW = 0.
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The soliton ansatz (3.31) is used to approximate the XPM term in (3.6) by
|ψS |2 = |ψ0|2 =
1
σ2
|β′′(ω0 + ν)|
γS
1
cosh2 τ−τ0σ
.
The soliton parameters σ, ν, τS are described by the set of ODEs (3.32), but for the following
derivation they are treated as yet unknown parameters. It is assumed that the soliton pa-
rameters evolve slowly and that the DW can adjust itself to a slowly changing barrier height,
delay and barrier velocity dτS/dz.
Equation (3.6) is mathematically equivalent to the quantum mechanical problem of a
plane wave which is reflected or transmitted at a potential barrier. The problem of wave
scattering at a moving barrier can be solved by a suitable transformation of the solution
for the static barrier problem. A solution to the scattering problem of a plane wave at a
static barrier of hyperbolic secant shape is known from quantum mechanics. In particular,
an analytic solution to equation (3.6) could be directly plugged into the set of ODEs (3.32).
The scattering problem of a continuous (or plane) wave at a solitonic barrier is solved here in
optical terms, closely following the analog quantum mechanical solution. The results gained
from the plane wave ansatz are quite far reaching, in the sense that they allow to make
assumptions on appropriate initial parameters also for localized control pulses.
For the sake of self-containedness the related quantum mechanical equations are solved
in Appendix C. To translate the quantum mechanical scattering problem and its solution
into the optical terms, Table C.1 (Appendix C) can be used. It assigns to each quantum
mechanical variable the equivalent optical one.
In analogy to (C.1) equation (3.6)
i ∂zψDW −
β′′1
2
∂2τψDW + V (τ − τS(z))ψDW = 0 (3.33)
describes the scattering of a wave ψDW at a solitonic barrier
V (τ) =
V0
cosh2 τσ
(3.34)
of height
V0 = 2
|β′′(ω0 + ν)|
σ2
γ1
γS
. (3.35)
Far from the soliton the DW is assumed to be a plane wave
ψDW =
√
P1 · e±i∆τ+iκ(∆)z (3.36)
obeying the dispersion relation
κ (∆) =
β′′1
2
∆2. (3.37)
P1 denotes DW power.
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The desired solutions are parametrized by the DW frequency ∆, which will be indicated
as additional argument of the DW envelope ψDW(z, τ ; ∆). Remember, ∆ is the offset from the
frequency ω1 of matching group velocity to soliton velocity, β
′(ω1) = β′(ω0), which defines
the velocity v0 = 1/β
′(ω0) of the co-moving τ -frame. The solutions must have a specific
asymptotic property, which differs in the up- and down-switching case. Because the down-
switching case can be easily mapped to the up-switching case, for now only the up-switching
case is considered. Then the desired solution has the asymptotic properties, cf. (C.3),
ψ↑
DW
(z, τ ; ∆) =
√
P1 ·
e−i∆τ+iκ(∆)z + r · ei∆rτ+iκ(∆r)z for τ → −∞t · e−i∆τ+iκ(∆)z for τ →∞ (3.38)
where t = t(∆) and r = r(∆) quantify transmission and reflection, respectively. The
frequency offset ∆r evolves with the soliton:
∆r = ∆− 2
β′′1
dτS
dz
(3.39)
where the soliton moves with velocity dτS/dz. ∆r describes the frequency offset of the reflected
wave from ω1, so the frequency of the reflected wave is given by
ωr = ω1 −∆r = ω1 −∆+ 2
β′′1
dτS
dz
. (3.40)
A full solution to (3.33) is derived in two steps. Firstly, the scattering problem at a
moving barrier is mapped to a problem at a static barrier by a parameter transformation in
analogy to the Galilei transformation (C.5). Equation (3.33) is solved by
ψDW
(
z, τ ; ∆¯
)
= Φ(z, ξ) · exp i
{
−τ
[
1
β′′1
dτS
dz
]
+ z · κ
(
1
β′′1
dτS
dz
)}
, (3.41)
with
ξ = τ − τS(z), and ∆¯ = ∆−
1
β′′1
dτS
dz
, (3.42)
if Φ(z, ξ) solves the static problem
i ∂zΦ− β
′′
1
2
∂2ξΦ+ V (ξ)Φ = 0 (3.43)
with the asymptotic property
Φ(z, ξ) =
√
P1 ·
e−i∆ξ+iκ(∆)z +B∗ ei∆ξ+iκ(∆)z for ξ → −∞A∗e−i∆ξ+iκ(∆)z for ξ →∞ . (3.44)
The frequency of the reflected wave just changes its sign, and
A∗(∆) = t
(
∆− 1
β′′1
dτS
dz
)
and B∗(∆) = r
(
∆− 1
β′′1
dτS
dz
)
. (3.45)
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The stars denote complex conjugates. They result from the translation of the quantum
mechanical to optical variables, cf. C.1.
Secondly, the scattering problem (3.43) for a static barrier of hyperbolic secant shape is
solved in analogy to a known analytic solution to the scattering problem (C.6) in quantum
mechanics [50, 51, 34]. The ansatz Φ(z, ξ) =
√
P1 φ(ξ)e
iκz yields, cf. (C.12),
∂2ξφ(ξ) +
[
∆2 − 2
β′′1
V (ξ)
]
φ(ξ) = 0. (3.46)
Equation (3.46) can be transformed to a hypergeometric differential equation, cf. (C.21),
which is solved in terms of a hypergeometric function F2 1 :
φ(ξ) = A∗ · F2 1
(
a, b; c;
1− tanh ξσ
2
)[
ei∆ξ + e−i∆ξ
]
(3.47)
with
A∗ =
Γ
(
1
2 − iσ∆− is
)
Γ
(
1
2 − iσ∆+ is
)
Γ (1− iσ∆)Γ (−iσ∆) (3.48)
and parameters
a= 1− iσ∆+ is , b = 1− iσ∆− is , c= 1− iσ∆, (3.49)
and
s=
1
2
√
8
β′′1
σ2V0 − 1 . (3.50)
Details of the solution are found in Appendix C.
In the quantum mechanical formulation the amplitude of the incoming wave is set to 1.
Here the DW power is given by P1 and expressed relative to the initial soliton peak power
PS(0) = P0. Thus the DW power is defined as
P1 = µ · P0 = µ |β
′′(ω0 + ν)|
σ20
1
γS
=
µ
γSL0
(3.51)
The DW power divided by the initial soliton peak power is denoted by µ = P1/P0 ≪ 1, and
it is assumed to be small. L0 = σ
2
0/|β′′0 | is the dispersion length of the initial soliton.
The resulting solution to the DW scattering problem (3.33) in the up-switching case is
∣∣∣ψ↑
DW
(z, τ ; ∆¯)
∣∣∣2 = µ
γSL0
·T(∆¯) ·
∣∣∣∣∣ F2 1
(
a, b; c;
1− tanh τ−τSσ
2
)∣∣∣∣∣
2
(3.52)
with transmission coefficient
T(∆¯) =
∣∣t(∆¯)∣∣2 = sinh2 (piσ∆¯)
cosh2(pis) + sinh2
(
piσ∆¯
) . (3.53)
The DW solution (3.52) can be inserted into the ODEs (3.32) describing the soliton evolution.
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Lastly, remember, that the scattering solution has different asymptotic behavior in the
up- and down-switching cases. In the down-switching case the frequency offset ∆ < 0 is
negative, and the solution has the asymptotic properties
ψ↓
DW
(z, τ ; ∆) =
t(∆)ei∆τ+iκ(∆)z for τ → −∞ei∆τ+iκ(∆)Z + r(∆) e−i∆rτ+iκ(∆r)z for τ →∞ (3.54)
which can be easily traced back to the up-switching case by reversing τ . The solution to the
static scattering problem then reads
φ(ξ) = A∗ · F2 1 (a, b; c; y)
[
ei∆ξ + e−i∆ξ
]
(3.55)
with the only new variable
y =
1− tanh −ξσ
2
=
1 + tanh ξσ
2
. (3.56)
while all other parameters are the same as in the up-switching case. Thus after the transfor-
mation (3.41) the solution to the DW scattering problem (3.33) in the down-switching case
is
∣∣∣ψ↓
DW
(z, τ ; ∆¯)
∣∣∣2 = µ
γSL0
·T(∆¯) ·
∣∣∣∣∣ F2 1
(
a, b; c;
1 + tanh
τ−τ
S
σ
2
)∣∣∣∣∣
2
. (3.57)
The DW solution (3.52) and (3.57) for the up- and down-switching case, respectively, can
be used directly together with the derived set of ODEs (3.32) describing the soliton evolution.
The resulting model equations are discussed in the following chapter.
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4 Soliton switching
The sequel expands on the insights offered by the modified soliton perturbation theory (SPT)
on the interaction of solitons and a low-intensity continuous wave. Predictions based on
the adiabatic theory of Chapter 3 are compared to results from numerical simulations. The
adiabatic model equations yield a better understanding of the interaction, and they provide a
practical tool to select appropriate initial parameters for numerical simulation or experiment.
The new SPT allows to identify the self-steepening effect as an important contributor to the
soliton switching process.
To get a clearer view on the soliton-dispersive wave interaction as such, Raman scattering
is ignored (i.e. fR = 0) in this chapter. The reported results are directly applicable to,
e.g., Raman–free fibers. The Raman effect will be discussed separately in Chapter 5. The
simulation equation (2.5) simplifies to an GNLS equation with Kerr nonlinearity:
i∂zψ(z, τ) + Dˆ (i∂τ )ψ(z, τ) + γ0 [1 + iη0∂τ ]
[
|ψ(z, τ)|2 ψ(z, τ)
]
= 0. (4.1)
It still takes into account full dispersion (Dˆ) and the self-steepening term (η0 ̸= 0).
Section 4.1 states the relevant set of ODEs describing soliton evolution for the soliton
switching process. In Sections 4.2 and 4.3 example calculations for the soliton up- and down-
switching are discussed in detail, predictions of the adiabatic model equations are compared
to direct numerical simulation of (4.1). Section 4.4 shows how the adiabatic model equations
help in finding initial pulse parameters for an effective interaction. We can determine the
DW frequency interval suitable for an effective interaction [P2], thereby fully quantifying the
essential Velocity-matching condition (p.14), which was stated before only as an empirical
rule. In Section 4.5 the new SPT is applied to investigate the role of the self-steepening effect
in soliton switching. Many numerical simulations indicated that the self-steepening term
(∼ η0) strongly aids soliton amplification. According calculations with the new SPT confirm
this relation to be true.
4.1 Adiabatic model equations for soliton switching
For self-contained model equations the soliton and DW solutions derived in the last chapter
must be combined. This section gives a brief survey of the perturbation equation which
is relevant for the switching process, and states the resulting set of ODEs describing the
evolution of the soliton under the influence of higher order dispersion, self-steepening, and
XPM by the DW. In the next two sections the DW solutions for up- and down-switching
cases are plugged into these ODEs, respectively, to obtain self-contained adiabatic model
equations for either case.
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Consider the propagation of a fundamental soliton with varying carrier frequency ω0+ν(z),
ν(0) = 0, and a low-intensity continuous DW with carrier frequency ω1 + ∆, such that
β′(ω0) = β′(ω1). The evolution of a fundamental soliton (3.31)
ψ0(z, τ) =
1
σ
√
β′′(ω0 + ν)
γS
exp (iθ)
cosh
τ−τ
S
σ
with delay τS(z), duration σ(z), shift of carrier frequency ν(z) and phase θ(z) is described
by the perturbation equation (3.28)
i∂zψ0 + i
[
β′(ω0 + ν)− β′(ω0)
]
∂τψ0
− β
′′(ω0 + ν)
2
∂2τψ0 + γS |ψ0|2 ψ0 + τ
dν
dz
· ψ0 = iF (ψ0, ψDW) .
The perturbation function
F (ψ0, ψDW) = i
4∑
m=3
β(m)(ω0 + ν)
m!
[i∂τ ]
m ψ0 (4.2)
− γSηS∂τ
[
|ψ0|2 ψ0
]
+ i2γS [1 + iηS∂τ ]
[
|ψDW |2 ψ0
]
includes effects of third (∼ β(3)) and fourth (∼ β(4)) order dispersion, self steepening (∼ ηS)
and XPM by the DW ψDW . The set of ODEs (3.32) describing the evolution of the soliton
parameters under the influence of the perturbation F given by (4.2) takes the form
d
dz
[
β′′(ω0 + ν)
σγS
]
= −2ηS
β′′(ω0 + ν)
σ3
∫
dτ
tanh
τ−τ
S
σ
cosh2
τ−τ
S
σ
|ψDW(z, τ)|2 , (4.3a)
dν
dz
= −2γS
σ2
∫
dτ
tanh
τ−τ
S
σ
cosh2
τ−τ
S
σ
|ψDW(z, τ)|2 , (4.3b)
dτS
dz
= β′(ω0 + ν)− β′(ω0) + ηS
β′′(ω0 + ν)
σ2
+
β(3)(ω0 + ν)
6σ2
(4.3c)
+
2γS
σ
ηS
∫
dτ
1− τ−τSσ · tanh
τ−τ
S
σ
cosh2
τ−τ
S
σ
|ψDW(z, τ)|2 ,
dθ
dz
=
β′′(ω0 + ν)
2
1
σ2
+ β(4)(ω0 + ν)
7
72
1
σ4
(4.3d)
+
2γS
σ
∫
dτ
1− τ−τSσ · tanh
τ−τ
S
σ
cosh2
τ−τ
S
σ
|ψDW(z, τ)|2 .
The contributions of the different effects included in the specific perturbation function (4.2)
are calculated individually in Appendix B.
An explicit expression for soliton duration σ as function of frequency shift ν can be
derived. For this (4.3a) and (4.3b) are combined to
d
dz
[
β′′(ω0 + ν)
σγS
]
=
β′′(ω0 + ν)
σγS
ηS
dν
dz
.
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Integration of this relation results in
σ(z)
σ(0)
=
β′′(ω0 + ν(z))
β′′(ω0)
γS(0)
γS(z)
ηS(z)
ηS(0)
=
β′′(ω0 + ν(z))
β′′(ω0)
1[
1 + ν(z)ω0
]2 . (4.4)
According to (4.4) the soliton duration changes due to the frequency dependent group velocity
dispersion coefficient β′′ and the frequency dependent self-steepening and nonlinearity coef-
ficients ηS and γS . The approximate solution to the soliton equation (3.28), (4.2) is given by
(3.31), the parameters of which are the solutions to ODEs (4.3b)-(4.3d) together with (4.4).
The main interest here lies on the expected changes in soliton frequency, duration and delay.
The phase shift is of less concern here and will be neglected in subsequent considerations.
Judging from (4.3b) and (4.3c) it can already be stated that the expected soliton frequency
shift is due solely to XPM by the dispersive wave, represented by the integral term in (4.3b).
The soliton delay changes due to frequency dependent group velocity (∼ β′), self-steepening
(∼ ηS), third order dispersion (∼ β(3)) and XPM represented by the integral term in (4.3c).
The integrals appearing in (4.3), which describe the effect of XPM, depend on the intensity
|ψDW |2 of the DW. The scattering problem (3.6) for the weak continuous control wave at a
moving barrier constituted by the fundamental soliton (3.31) was solved in Section 3.3 for
both settings, up- and down switching.
4.2 Up-switching. Comparison to numerics
In this section the adiabatic model equations for soliton-up switching by a continuous DW are
stated, and their predictions are compared to the results of a numerical solution of (4.1). For
the up-switching case, the set of ODEs (4.3b) and (4.3c) are combined with the solution (3.52)
to the DW scattering problem in the up-switching case. Evolution of the soliton frequency
shift ν and delay τS are described by the two ODEs:
dν
dz
=
4µ
σL0
[
1 +
ν
ω0
]
I1, (4.5a)
dτS
dz
= B+
4µ
ω0L0
I2. (4.5b)
The auxiliary parameter
B=
[
β′(ω0 + ν)− β′(ω0)
]− ηS β′′(ω0 + ν)σ2 + β(3)(ω0 + ν)6σ2 (4.6)
describes how the soliton delay is influenced by self-steepening (∼ ηS) and higher order
dispersion (∼ β(3)). The integral terms involve the DW solution and are given by
I1 = T
∫ 1
0
dy | F2 1 (a, b; c; y)|2 · [2y − 1] , (4.7a)
I2 = T
∫ 1
0
dy | F2 1 (a, b; c; y)|2 · [1− [2y − 1] arctanh (2y − 1)] , (4.7b)
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They result from the integral terms in (4.3) by introducing the new integration variable
y = 12
[
1− tanh τ−τSσ
]
. The hypergeometric function F2 1 takes arguments
a=
1
2
− iσ∆¯− is, b = 1
2
− iσ∆¯ + is, c= 1− iσ∆¯, (4.8)
with parameters
s=
1
2
√
16
|β′′(ω0 + ν)|
β′′1
ω1
ω0 + ν
− 1, (4.9)
and
∆¯ = ∆− 1
β′′1
dτS
dz
. (4.10)
The transmission coefficient is
T=
sinh2
(
piσ∆¯
)
sinh2
(
piσ∆¯
)
+ cosh2 (pis)
. (4.11)
Note that the ODE for the frequency shift ν does not depend on soliton delay τS .
The ODE system (4.5) is solved within seconds, if the integrals (4.7) are tabulated before-
hand. For fixed DW parameters ∆ and µ the integrals I1(ν), I2(ν) are calculated for values
of ν in a generously chosen interval around ν = 0. Both integrals involve the converted
DW frequency ∆¯ which is depending on dτS/dz. The tabulation used the approximation
dτS/dz ≈ B by the auxiliary parameter (4.6) according to (4.5b). The ODE system (4.5)
provides a quick and easy tool to inspect the (approximate) soliton behavior and to gather
information aiding a better understanding of the interaction.
In Figure 4.1 the predictions of (4.5) are compared to a numerical solution of the GNLS
equation (4.1). Results are shown for the interaction of a soliton with initial (circular)
frequency ω0 = 0.67 rad fs
−1 and initial duration σ0 = 40 fs (2.8 µm wavelength, 70.5 fs full
width at half maximum (FWHM)) with a continuous DW with initial frequency offset ∆ =
0.1 rad fs−1 and 1% initial soliton peak power (ω1+∆ = 3.586 rad fs−1 or 0.525 µmwavelength,
µ = 0.01).
The temporal evolution of both pulses is depicted in Figure 4.1a. The soliton trajectory is
well reproduced by the adiabatic model equations as indicated by the dashed line. All visibly
distinct patterns of the interaction picture are tagged with letters: (A) is the incoming DW.
Initially the soliton and the incoming wave are superimposed. The correct combination of the
reflected and the transmitted waves is then self-organized as the system evolves. (B) shows
the interference of the incoming and the scattered DW. The line separating regions (A) and
(B) stems from the adjusting of the initially superimposed pulses. This line also appears on
the right hand side of the soliton – as the DW is fully reflected by the soliton, only the relaxing
of the DW part initially overlapping with the soliton is seen. (C) indicates the point at which
the compressed soliton becomes transparent to the DW, more and more parts of which are
transmitted through the soliton. Pattern (D) represents a caustic structure created by the
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(a) Temporal evolution. White dashed lines indicate predictions from the adiabatic model equations.
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(b) Spectral evolution of soliton (left frame) and DW (right frame). White dashed lines indicate
predictions from the adiabatic model equations.
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(c) Evolution of the soliton parameters along the fiber. Black dashed lines result from the adiabatic
model equations; red solid lines are from the numerical solution of the full GNLSE.
Figure 4.1: Interaction of a soliton of initial (circular) frequency ω0 = 0.67 rad fs
−1 and initial
duration σ0 = 40 fs (2.8 µm wavelength, 70.5 fs FWHM) with a continuous DW of initial frequency
offset ∆ = 0.1 rad fs−1 and 1% initial soliton peak power (ω1 + ∆ = 3.586 rad fs−1 or 0.525µm
wavelength, µ = 0.01). Comparison of numerical and analytical results.
35
−3 −2.5 −2 −1.5 −1 −0.5 0
0
10
20
30
40
50
60
70
Delay τ (ps)
D
is
ta
n
ce
z
(c
m
)
(a) The light rays of the DW reflected at the ac-
celerated soliton (red line) form a caustic struc-
ture.
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(b) Comparison of the caustic structure of frame
(a) to numerical simulation.
Figure 4.2: Soliton trajectory (thick line) and geometric rays for the reflected parts of theDW
(thin lines) are plotted for the calculation in Fig. 4.1. The caustic structure corresponds to that
in Figure 4.1a. Note that some rays can intersect the soliton trajectory once again (starting from
z ≈ 50 cm); the reflected parts of the DW then experience their second scattering.
reflected DWs. In ray optics a caustic is the envelope of the light rays which are reflected
from a curved mirror. Here the accelerated soliton acts as a curved mirror (Figure 4.2). In
Figure 4.2a the rays for the reflected DW are plotted in the sense of geometrical optics using
the frequency of the reflected wave (3.40)
ωr = ω1 −∆+ 2
β′′1
dτS
dz
at each point of the soliton trajectory τS(z). Figure 4.2b shows a direct comparison to the
numerical calculation. The power density plot of the temporal domain is the same as in
Figure 4.1a. Another observation made in Figure 4.2a is that the accelerated soliton catches
up with the already reflected DWs, which are then scattered once again. This second reflection
can again influence the soliton parameters.
The spectral window for the soliton is shown in Figure 4.1b (left frame). The evolution
of the soliton carrier frequency is well reproduced by the adiabatic equations (indicated by
the white dashed line). The soliton frequency shifts from initially 0.67 rad fs−1 (wavelength
2.8 µm) to about 0.73 rad fs−1 (wavelength 2.58 µm) at 50 cm propagation distance right before
the reflected DW is reflected a second time at the soliton.
The spectral window for the DWs is shown in Figure 4.1b (right frame). (E) is the spectral
envelope of the incident dispersive pump wave at carrier frequency 3.59 rad s−1 (wavelength
0.525 µm). Line (F) indicates the converted frequency of the wave reflected by the soliton
that is initially motionless in the reference frame. This frequency can be predicted by the
Doppler relation (2.13). It was calculated in [90, 32, 77] and measured in [32, 85]. In the
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introductory Section 2.3 the relation (2.14)
β′(ω0) =
β(ωout)− β(ωin)
ωout − ωin .
occurred for the frequencies ωin, ωout of incoming and outgoing/reflected waves at a solitonic
barrier moving with constant velocity 1/β′(ωS). In the terms of the present chapter the
constant soliton frequency ω0 is replaced by the z−dependent frequency ωS ,
β′(ωS) =
β(ωout)− β(ωin)
ωout − ωin ,
and the frequency of the incoming wave is ωin = ω1 +∆. Quadratic approximation of β(ω)
near the reference frequency ω1 reduces the implicit relation (2.14) between frequencies of
the in- and outgoing waves to the following explicit form
ωout = ω1 −∆+ 2
β′′(ω1)
[
β′(ω0 + ν)− β′(ω0)
]
. (4.12)
Yet, the soliton does not remain motionless nor is it moving with constant velocity, it is
accelerated. The frequency of the reflected wave quickly changes as the soliton moves along
the trajectory shown in Figure 4.1a. The frequency (3.40) of the reflected DW together with
the ODE (4.5b) for the soliton delay:
ωr = ω1 −∆+ 2
β′′1
[[
β′(ω0 + ν)− β′(ω0)
]− ηS β′′(ω0 + ν)σ2 + β(3)(ω0 + ν)6σ2 + 4µω0L0I2
]
provides line (G), which accurately quantifies the range of DW frequencies that are observed
in numerics. Once the soliton becomes transparent, the frequency conversion ceases. It
is clear from direct comparison, that the relation (3.40) for the reflected wave’s frequency
derived from the adiabatic model equations generalizes (4.12), since it additionally describes
the influence of self-steepening, higher order dispersion and the acceleration by XPM, cf.
(4.5b). The depletion zone (H) in the spectral evolution of the reflected wave appears due
to the second scattering of the reflected waves (Figure 4.2a), as their frequency is converted
down once more.
With the solution of the ODEs (4.5) also the evolution of all other soliton parameters
can be accessed. In Figure 4.1c are plotted against propagation distance z: the transmission
coefficient (4.11), soliton peak power
PS(z)
PS(0)
=
[
σ(0)
σ(z)
]2 γS(0)
γS(z)
β′′(ω0 + ν)
β′′(ω0)
=
γS(z)
γS(0)
[
ηS(0)
ηS(z)
]2 β′′(ω0)
β′′(ω0 + ν(z))
(4.13)
=
[
1 +
ν
ω0
]3 β′′(ω0)
β′′(ω0 + ν(z))
and soliton energy
ES(z)
ES(0)
=
σ(0)
σ(z)
γS(0)
γS(z)
β′′(ω0 + ν(z))
β′′(ω0)
= 1 +
ν(z)
ω0
.
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The energy ES =
∫ |ψ0(z, τ ′)|2dτ ′ = 2σ |β′′(ω0+ν)|γ
S
is calculated using the soliton ansatz function
(3.31).
The transmission coefficient for a soliton that is motionless in the reference frame was
estimated in [15] using two coupled NLS equations. Equation (4.11) provides a better insight
on T|z=0 because it accounts for the self-steepening and higher order dispersion. Moreover,
the adiabatic ODEs quantify the increase in the transmission coefficient with z as shown in
Figure 4.1c (top left frame). For the given example, the DW is no longer entirely reflected
starting at z ≈ 45 cm until the soliton becomes fully transparent at about 50 cm, which
matches the observation in Figure 4.1a (C).
Figure 4.1c (bottom left frame) shows the increase in soliton peak power as derived from
the adiabatic ODEs (red line) and from the numerical solution of the full GNLSE (black
dashed line). The slight disagreement over the course of the peak power curve is to be
expected since, e.g., oscillations of the soliton amplitude cannot be captured by the SPT [49].
Moreover, the soliton peak power undergoes a further slight amplification at z ≈ 50 cm, when
the reflected waves are reflected a second time. The second scattering is beyond the scope of
this study, yet it explains the underestimation of the final soliton peak power by the adiabatic
ODEs. Nevertheless, the adiabatic ODEs yield the correct trend and provide a reasonable
estimate of the final peak power. The increase in peak power and the simultaneous decrease
in soliton duration confirms the idea that the soliton is compressed, cf. Figure 4.1c (top
right frame). The amplification of peak power by a factor 2 is accompanied by an increase
in the soliton energy by only a factor 1.1 as shown in Fig. 4.1c (bottom right frame). This
is a manifestation of the fact that soliton amplification occurs via a relatively small carrier
frequency shift that is imposed on a very steep GVD profile.
4.3 Down-switching. Comparison to numerics
In the down switching scenario the soliton is slightly slower than the control wave. In the co-
moving frame, the control wave approaches the soliton from the right. The model equations
differ only slightly from the ones in the up-switching case. The adiabatic ODEs for the
soliton (4.3b)-(4.3c) are combined with the solution (3.57) for a scattering problem with
the asymptotic limits suitable for the down-switching case. The resulting ODEs for soliton
frequency shift and peak position are
dν
dz
= − 4µ
σL0
[
1 +
ν
ω0
]
I1, (4.14a)
dτS
dz
= B+
4µ
ω0L0
I2. (4.14b)
All parameters involved are defined as in the up-switching case. Also the integrals I1 and I2
are still defined by (4.7), with the only exception that the hypergeometric functions depend
on the variable y = 12
[
1 + tanh
τ−τ
S
σ
]
, in contrast to the up-switching case. The introduction
of y as new integration variable ultimately results in a change of sign of the XPM contribution
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in the frequency equation (4.14a). This is the only difference in the resulting adiabatic model
equations compared to the equations of the up-switching case.
In Figure 4.3 the predictions of (4.14) are compared to a numerical solution of the
GNLS equation (4.1). Considered is the interaction of a soliton with the same initial pa-
rameters as used in the up-switching example in Figure 4.1 of initial (circular) frequency
ω0 = 0.67 rad fs
−1 and initial duration σ0 = 40 fs with a continuous DW of initial frequency
offset ∆ = −0.1 rad fs−1 and 1% initial soliton peak power.
Analogous patterns as in the up-switching case can be identified. In the space-time
domain (Figure 4.3a) the incoming DW (A) is reflected at the soliton. The superposition of
incoming and reflected waves produce the interference picture (B). The soliton is decelerated,
its trajectory is well reproduced by the adiabatic ODEs as indicated by the white dashed line.
At z ≈ 25 cm the soliton becomes transparent, and parts of the DW are transmitted (C). This
coincides well with the predicted soliton transmission coefficient as shown in Figure 4.3c (top
left frame). The caustic (D) created by the reflected parts of the DW is reproduced in
Figure 4.4 utilizing (3.40) and (4.14b).
The soliton broadened during the interaction. Its duration increases (Figure 4.3c, top right
frame), and its peak power decreases (Figure 4.3c, bottom left frame). Here the oscillation of
soliton amplitude is more pronounced than in the up-switching case. Again, those oscillations
are not reproduced by the SPT [49]. The once reflected parts of the DW are not reflected
a second time within the observed propagation distance, so there appears no further loss in
peak power. The adiabatic ODEs give a good estimate of the final soliton peak power. Again
the considerable loss in peak power by a factor 0.8 is accompanied by a decrease in soliton
energy of only a factor 0.96.
The spectral window for the soliton is shown in Figure 4.3b (left frame). The down shift
of soliton carrier frequency is well reproduced by the adiabatic equations (indicated by the
white dashed line). The spectral window for the DW is shown in Figure 4.3b (right frame).
Line (E) represents the carrier frequency of the incoming wave. Line (F) indicates the wave
reflected by the soliton that is initially motionless in the reference frame. Line (G) traces
the changing conversion frequencies of the waves reflected at the decelerating soliton, which
is well captured by (3.40) and (4.14b).
The adiabatic model equations quantify the evolution of the soliton parameters and the
DW frequency conversion, for both up- and down-switching. Moreover, the model equations
allowed a better understanding of the interaction picture, i.e. in the identification of the
caustic structure.
4.4 Parameter interval of interaction and choosing initial pa-
rameters
For given initial parameters the adiabatic model equations provide good predictions of pulse
evolution as demonstrated in the last two sections. This section shows how the adiabatic
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(a) Temporal evolution. White dashed lines indicate results from the adiabatic model equations.
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(b) Spectral evolution of soliton (left frame) and DW (right frame). White dashed lines indicate
results from the adiabatic model equations.
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(c) Evolution of the soliton parameters. Black dashed lines result from the adiabatic model equations;
red solid lines result from the numerical solution of (4.1).
Figure 4.3: Interaction of a soliton of initial (circular) frequency ω0 = 0.67 rad fs
−1 and initial
duration σ0 = 40 fs (2.8 µm wavelength, 70.5 fs FWHM) with a continuous DW of initial frequency
offset ∆ = −0.1 rad fs−1 and 1% initial soliton peak power (ω1 + ∆ = 3.386 rad fs−1 or 0.556 µm
wavelength, µ = 0.01). Comparison of numerical and analytical results.
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(a) The light rays of the DW reflected at the
accelerated soliton (thick red line) form a caustic
structure.
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(b) Comparison of the caustic structure of frame
(a) to numerical simulation.
Figure 4.4: Soliton trajectory (thick line) and geometric rays for the reflected DWs (thin lines) are
plotted for the calculation in Fig. 4.3. The caustic structure corresponds to pattern D in Fig. 4.3a.
Note that some rays can intersect the soliton trajectory once again; DWs then experience their second
scattering.
model equations provide appropriate initial conditions for an effective interaction in the first
place [P2]. Not every DW is reflected at a given soliton, and not every reflected DW is able
to effectively change the soliton parameters. The two control parameters for the present
choice of control pulse are the DW frequency and peak power. Both are covered by the
adiabatic model equations. The solution to the scattering problem enables a quantification
of the empirical rules for effective soliton manipulation presented in Section 2.3.
Interaction interval The easiest and least time consuming way to identify the ∆−interval
around the frequency ω1 of matching group velocity, is to evaluate the initial reflection coef-
ficient R = 1−Twith T as in (4.11)
R = 1−T= 1− sinh
2 (piσ0∆)
sinh2 (piσ0∆) + cosh
2 (pis)
, s=
1
2
√
16
|β′′0 |
β′′1
ω1
ω0
− 1,
for any combination of two initial carrier frequencies ω0 and ω1 + ∆ and possible values of
initial soliton duration σ0. Figure 4.5 shows the contours of the initial reflection coefficient
depending on pairs of initial DW frequency offsets and soliton duration for given initial soliton
carrier frequency ω0 = 0.67 rad fs
−1 (2.8 µm wavelength). The transition from a parameter
domain of high reflection rate (R > 0.9) to a domain of low reflection rate (R < 0.1) is quite
sharp. This fits nicely to observation in many numerical simulations, that a noticeable soliton
transformation by a DW can be expected only for higher reflection rates as formulated in the
rule of high reflection rates (p.16). Shorter soliton durations imply a larger frequency interval
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Figure 4.5: Contours of the initial reflection coefficientR depending on pairs of initial DW frequency
offsets and soliton duration for given initial soliton carrier frequency ω0 = 0.67 rad fs
−1 (2.8 µm wave-
length). There is a quite sharp transition from a parameter domain of high reflection rate (R > 0.9)
to a domain of low reflection rate (R < 0.1).
of DWs which are almost entirely reflected. For fixed soliton carrier frequency a shorter soliton
duration results in a higher barrier for a DW to pass. The quantum mechanical scattering is
most effective when the kinetic energy corresponding to the incoming wave is lower than the
height of the potential barrier.1 In optical terms this means ∆2β′′(ω1)/2 ≤ V0 with barrier
height (3.35),
V0 = 2
|β′′(ω0 + ν)|
σ2
γ1
γS
.
Thus appropriate initial DW frequencies and soliton durations are subject to the inequality
∆ ≤ 2
σ
√
|β′′(ω0)|
β′′(ω1)
ω1
ω0
n2,1
n2,0
. (4.15)
For a given initial soliton this is a good approximation of the DW frequency interval. In
Section 2.3 it was stated as an empirical rule, that steep anomalous GVD profile (p.16) is
aiding an effective soliton manipulation. The relation (4.15) gives a quantitative argument
for this. |β′′(ω0)| > β′′(ω1) will raise the barrier height.
When the appropriate DW frequency for a given soliton is chosen, the DW amplitude
must be chosen below the initial soliton amplitude, it was given above relatively to the initial
soliton amplitude as µ = P1/P0. In the frequency ODEs (4.5a) or (4.14a) the propagation
distance z can be rescaled to absorb µ. Therefore a weaker DW finally yields the same soliton
frequency shift and the same peak power, but requires a longer propagation length.
Strongest initial impact on a soliton Figure 4.6 (top frame) shows the initial reflection
coefficient versus initial DW frequencies for the initial soliton (ω0 = 0.67 rad fs
−1 and σ0 =
40 fs) considered in the last two sections. ∆ should lie in an interval from −0.28 rad fs−1 to
0.3 rad fs−1 for the DW to be reflected. The approximate assessment of the interval boundary
1In the quantum mechanical notation of Appendix C this means k
2
2m
≤ V0.
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Figure 4.6: For a given soliton (ω0 = 0.67 rad fs
−1 and σ0 = 40 fs) the initial reflection coefficient
R(∆) indicates possible DW frequencies resulting in an interaction with the soliton (top frame). The
initial effect of the DW on the soliton as predicted by the adiabatic model equations (middle frame).
Soliton deflection at propagation distance of 25 cm after interaction with a continuous DW (red dots)
and after interaction with a dispersive pulse of finite duration (black circles). Note that lines between
dots are only plotted to aid readability.
by (4.15), ∆ ≤ 0.28 rad fs−1, is indicated by the dashed blue line. So for a given soliton, the
plotted reflection coefficient determines the DW frequency interval, which will result in an
effective interaction, thereby fully quantifying the velocity-matching condition (p.14), which
was stated before only as an empirical rule.
Another option is to evaluate the righthand side the frequency ODEs (4.5a) or (4.14a),
dν/dz|z=0, at the beginning of the fiber for varying ∆. The resulting curve is shown in
Figure 4.6 (middle frame). The curve shows the DW frequency interval of interaction, which
coincides with the frequency interval predicted by the reflection coefficient (top frame). The
shape of the curve should indicate how strong the soliton is initially affected by a DW of a
certain frequency. Towards the middle of the interaction interval, the effect on the soliton
is reduced. At ∆ = 0 soliton and DW would propagate at exactly the same group velocity
and no effect would be expected as indicated by the curve which drops to zero. At the peaks
of the curve the strongest initial effect on the soliton should be found. A comparison with
results from a series of numerical simulations with the full GNLS equation (4.1) confirms
the validity of this expectation. The best indicator for a possible effect on the soliton is the
soliton delay. Even for very small shifts in soliton frequency, the delay changes are clearly
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visible. Figure 4.6 (bottom frame) shows the soliton delay τS at z = 25 cm (red dots) read
out from a series of numerical simulations with GNLS equation (4.1) for different values of
∆ and fixed relative DW power µ = 0.1. At ∆ ≈ 0.2 rad fs−1 the absolute soliton deflection
becomes maximal. This is slightly below the predicted optimal value, though very close to
it. This suggests that (for shorter solitons like the one considered here) it is advisable to
choose a ∆ closer to ω1 than the optimal DW frequency predicted here, in favor of a longer
interaction time between soliton and DW.
The adiabatic model still applies to the case of a localized dispersive pulse (of finite
duration) interacting with a soliton. This is illustrated by the bottom frame of Figure 4.6
showing the soliton delay after a propagation distance of 25 cm read from a series of numerical
simulations for the interaction with a pulse of varying carrier frequencies, fixed relative peak
power µ = 0.2, an initial duration of 200 fs and an initial time delay of 1000 fs away from
the initial soliton. The resulting curve fits nicely to the prediction of dν/dz|z=0 shown in the
middle frame of Figure 4.6.
The predictions become more accurate (also for interactions with a continuous DW) if
the chosen soliton is broader and contains more optical cycles. The soliton in the example
of Figure 4.6 contains 7.5 optical cycles at half maximum. Figure 4.7 shows the interaction
interval for a soliton at ω0 = 1.22 rad fs
−1 (1.55 µm wavelength) and duration of σ0 = 50 fs
containing almost 19 cycles. Results here are only shown for the up-switching case. The
soliton delay after a propagation distance of 100 cm is shown in the bottom frame. The
maximal soliton delay is reached at about the predicted optimal DW frequency at ∆ ≈
0.05 rad fs−1. Predictions and numerical results are in very good agreement.
Each dot of the numerical results in Figures 4.6 and 4.7 represent a full numerical solution
to the pulse evolution equation 4.1. Each such numerical evaluation took 20 minutes to
about 2 hours depending on the chosen discretization. The predictions for any ∆-interval by
reflection coefficient R or even by dν/dz|z=0 are done in a matter of seconds, and easily so
for a wide range of initial soliton and DW combinations.
4.5 Influence of self-steepening on the switching process
So far, it has been established that the adiabatic model equations provide accurate predictions
for single simulations with given initial conditions, and moreover yield suitable initial wave
parameters to influence a soliton as strongly as possible. The present section deals with a more
principle question and attends to the role of the self-steepening term: Excessive numerical
simulations suggested, that an amplification of the soliton is much more difficult to achieve, if
the self-steepening term is neglected. Predictions of the suitable adiabatic equations confirm
this.
To demonstrate the effects of a missing self-steepening term, the up-switching example
discussed in Section 4.2 is calculated numerically with the self-steepening term artificially
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Figure 4.7: For a given soliton the initial reflection coefficient R(∆) indicates possible DW frequen-
cies resulting in an effective interaction with the soliton (top frame). The initial effect of DWs with
varying carrier frequency (relative peak power µ = 0.1) on the soliton (ω0 = 1.22 rad fs
−1, σ0 = 55 fs)
as predicted by the adiabatic model equations (top frame). Soliton delay at propagation distance of
100 cm after the interaction read from a series of numerical simulations (bottom frame).
switched off. The simulation equations (4.1) with η0 ≡ 0 reads:
i∂zψ + Dˆ (i∂τ )ψ + γ0 |ψ|2 ψ = 0 (4.16)
To obtain the appropriate adiabatic equations with self-steepening ignored one has to go back
and reconsider how the new perturbation equation was derived. The soliton frequency shift
ν entered the soliton equation (3.2) by introducing the new soliton envelope (3.22). Dur-
ing the derivation of the new perturbation equation the nonlinear parameter (3.24) became
z−dependent due to the extra derivative by τ of the self-steepening term applied to the new
envelope:
γ0 [1 + iη0∂τ ]
[
ψ0(z, τ)e
−iν(z)τ
]
=
n2,0ω0
c
[
1 +
i
ω0
∂τ
] [
ψ0(z, τ)e
−iν(z)τ
]
= e−iν(z)τ
n2,0[ω0 + ν]
c
[
1 +
i
ω0 + ν
∂τ
]
ψ0(z, τ)
Thus the nonlinear parameter is not z−dependent, if the self-steepening term is not present
(η0 ≡ 0). Introducing the new envelope to a GNLS equation without self-steepening term
results in the perturbation equation
i∂zψ0 + τ
[
dν
dz
]
ψ0 + i
[
β′(ω0 + ν)− β′(ω0)
]
∂τψ0 (4.17)
+
β′′(ω0 + ν(z))
2
[i∂τ ]
2 ψ0 + γ0 |ψ0|2 ψ0
= i
{
i
4∑
m=3
β(m)(ω0 + ν(z))
m!
[i∂τ ]
m ψ0 + i2γ0 |ψDW |2 ψ0
}
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(a) Temporal evolution. White dashed lines indicate predictions by the adiabatic model equations.
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(b) Spectral evolution of soliton (left frame) and DW (right frame). White dashed lines indicate
predictions by the adiabatic model equations.
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(c) Evolution of soliton parameters. Thick red lines result from the adiabatic model equation derived
ignoring the self-steepening term; thin solid black lines are the result of the according numerical
simulation of (4.16). Dashed black lines result from the adiabatic model equation stated in Section 4.2
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Figure 4.8: Interaction of a soliton (ω0 = 0.67 rad fs
−1, σ0 = 40 fs) with a continuous DW (∆ =
0.1 rad fs−1, µ = 0.01), if self-steepening is ignored. Comparison of numerical and analytical results.
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with constant nonlinear parameter
γ0 =
n2,0ω0
c
. (4.18)
The righthand side of (4.17) represents the perturbation by third and forth order disper-
sion, and by XPM with ψDW . The dispersion coefficients in (4.17) are still functions of the
z−dependent soliton frequency, and therefore change with the soliton frequency shift. The
soliton ansatz function (3.31) takes the constant nonlinear parameter,
ψ0(z, τ) =
1
σ
√
|β′′(ω0 + ν)|
γ0
exp(iθ)
cosh
τ−τ
S
σ
, (4.19)
and the solution for the DW consequently reads
|ψDW |2 =
µ
γ0L0
·T· | F2 1 (a, b; c; y)|2 .
The resulting set of ODEs describing soliton parameter evolution is:
d
dz
[
1
σ
β′′(ω0 + ν)
γ0
]
= 0 ⇒ σ(z)
σ(0)
=
β′′(ω0 + ν)
β′′(ω0)
(4.20a)
dv
dz
=
4µ
σL0
I1 (4.20b)
dτS
dz
=
[
β′(ω0 + ν)− β′(ω0)
]
+ β(3)(ω0 + ν)
1
6
1
σ2
(4.20c)
dθ
dz
=
β′′(ω0 + ν)
2
1
σ2
+ β(4)(ω0 + ν)
7
72
1
σ4
+
4µ
L0
I2 (4.20d)
The change in soliton duration is based only on the frequency dependent GVD coefficient.
The same is true for soliton peak power
PS(z)
PS(0)
=
β′′(ω0)
β′′(ω0 + ν(z))
. (4.21)
The soliton energy is expected to be unchanged, because through XPM no energy should
be exchanged between the soliton and DW. Accordingly the adiabatic model states for the
soliton energy
ES(z)
ES(0)
=
σ(0)
σ(z)
β′′(ω0 + ν(z))
β′′(ω0)
= 1. (4.22)
Figure 4.8 shows a comparison of predictions by (4.20) to the numerical solution of (4.16)
for the same initial pulse parameters as used for the example in Figure 4.1. The reflection
process still takes place, and the DW frequency is converted (Figure 4.8b). The conversion
of the DW frequency is much less pronounced compared to the example with self-steepening
included (Figure 4.1b). The soliton becomes transparent almost immediately (Figure 4.8c),
a behavior quite different from what was seen in the example with self-steepening included,
cf. Figure 4.1a. With this very short interaction time, the soliton frequency shift is not as
significant, and the soliton peak power remains nearly unchanged.
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Figure 4.9: The possible range of DW frequencies which are initially reflected at a soliton (ω0 =
0.67 rad fs−1 and σ0 = 40 fs) is shown (top frame). The initial impact of a certain DW on the soliton
is indicated (bottom frame). Red lines are for calculations ignoring self-steepening, black dashed
lines result from calculations with self-steepening included. The disagreement is due to the artificially
removed self-steepening term.
Looking at the reflection coefficient (Figure 4.9, top frame) to assess the interaction
interval, as explained in Section 4.4, it is clear, that the range of possible DW frequencies for
an effective interaction is much smaller if self-steepening is ignored. These findings suggest
that the self-steepening term plays an essential role in a possibly strong soliton manipulation.
Many previous studies neglected it, also due to the fact, that it is the weaker higher order
nonlinear effect, e.g., compared to the Raman effect.
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5 Raman effect and soliton self-frequency shift
In this chapter Raman scattering is incorporated into the new SPT and its impact on the
soliton switching process is examined. While the control wave, a low-intensity continuous
DW, will not notice the Raman effect, an ultrashort soliton (with duration in the femtosecond
range) will be affected by Raman scattering. The soliton, as a very short pulse, exhibits
a broad spectrum. Energy is transferred from the components with higher frequencies to
those with lower frequencies, resulting in an continuous down-shift of the soliton’s spectral
envelope. This so-called soliton self-frequency shift (SSFS) was first experimentally observed
by Mitschke and Mollenauer [57] and theoretically explained by Gordon [41]. Along with the
SSFS the soliton is decelerated, i.e. its trajectory in space-time domain is strongly deflected,
and it loses peak power.
Gordon’s result for the SSFS can also be acquired by standard SPT, but this theory fails
in producing an accurate prediction of the soliton’s power loss. The first two sections of this
chapter deal with a single soliton subject to Raman scattering, without any interaction with
a second pulse. Section 5.1 demonstrates that the proposed modified perturbation theory
generalizes Gordon’s relation for the SSFS and furthermore correctly quantifies the decay in
soliton peak power. Gordon’s neat relation uses a rough approximation of the Raman effect.
For calculations including the switching by a second wave a more accurate description is
needed which uses the typical delay-integral formulation of the Raman effect and also includes
the effects of self-steepening and higher order dispersion. In Section 5.2 the corresponding
set of ODEs describing soliton evolution is provided.
The subsequent sections will discuss the influence of the Raman effect on soliton switching.
Down-switching by a second wave and Raman scattering affect the soliton parameters in
a similar way, so it is by far more interesting to look at the counteracting effects of up-
switching and Raman scattering together. Section 5.3 inspects the predictions of the modified
perturbation theory for the interaction of soliton and a DW under the influence of Raman
scattering. A DW is singled out that succeeds in canceling the SSFS, and the stability of the
cancellation is investigated. Finally, Section 5.4 shows, which DWs succeed in compressing a
soliton despite the adverse influence of Raman scattering.
5.1 Approximate relation for the soliton self-frequency shift
and for amplitude decay due to Raman effect
Consider a single soliton traveling along an optical fiber subject to Raman scattering. Ex-
pressions for the SSFS and also for the amplitude decay due to the Raman effect are to be
calculated. To this end return to the modified perturbation equation (3.28) with floating car-
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rier frequency, with the Raman scattering term as the only perturbation. To get a possibly
simple expression, here the delayed integral description as in (3.29) of the Raman effect is
replaced by its approximation valid for pulses of sufficient duration, [1],
FRaman (ψ0) = −iγ0TR ψ0 ∂τ
[
|ψ0|2
]
(5.1)
with TR = 3 fs for silica fiber. The influence of the self-steepening effect on a single soliton
is much weaker than the influence of Raman scattering. In the adiabatic equations the self-
steepening term is ignored (η0 ≡ 0). Thus the nonlinear parameter γ0 is constant as explained
in Section 4.5. The modified SPT results in the following set of ODEs describing the evolution
of soliton parameters:
d
dz
[
1
σ
β′′(ω0 + ν)
γ0
]
= 0, (5.2a)
dν
dz
= −TR 8
15
β′′(ω0 + ν)
σ4
, (5.2b)
dτS
dz
=
[
β′(ω0 + ν)− β′(ω0)
]
+
β(3)(ω0 + ν)
6σ2
. (5.2c)
Integrating (5.2a) leads to an explicit relation for soliton duration
σ(z)
σ(0)
=
β′′(ω0 + ν(z))
β′′(ω0)
. (5.3)
and with this an expression for the soliton peak power PS is
PS(z)
PS(0)
=
σ(0)
σ(z)
=
β′′(ω0)
β′′(ω0 + ν(z))
. (5.4)
The relation (5.2b) is a slightly more general form of the important relation for the SSFS de-
rived first by Gordon [41] by considering conservation laws for the GNLS equation1. Equation
(5.2b) has the same form as the classical expression derived by Gordon, with the important
difference of the z−dependent pulse duration (5.3) and the GVD coefficient β′′ which rec-
ognizes the z−dependent soliton frequency. The changes in duration (5.3) and peak power
(5.4) are traced simply to the frequency dependence of the GVD coefficient. The soliton
amplification is stronger if the GVD β′′(ω) is a possibly steep function in the anomalous
dispersion domain.
The modified SPT extends the standard results for the SSFS and allows a prediction of the
soliton’s power loss by linking it to the frequency dependent GVD. The above treatment of
the evolution of soliton parameters was done with the aim to extend Gordon’s result, relying
on the approximation (5.1) valid for broader solitons, but the main issue here is including
the Raman effect in a manner that is realistic for the ultrashort soliton range in question.
1 A more general approach based on the SPT [43] for the standard NLS equation provides the same
self-frequency shift and stated that the soliton amplitude would not change.
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5.2 Precise description of perturbation by Raman effect
In this section a more accurate description of the SSFS is derived, going back to the full
description of the Raman effect by the delayed integral representation. Moreover, the influ-
ences of higher order dispersion and self-steepening are included. The perturbation function
describing Raman scattering reads
FRaman (ψ0) = ifRγS [1 + iηS∂τ ]
[
ψ0(z, τ)
∫ ∞
−∞
H(τ ′)
∣∣ψ0(z, τ − τ ′)∣∣2 dτ ′] . (5.5)
with H(τ) = h(τ) − δ(τ). Detailed calculations following the derivation in Section 3.2 are
found in Appendix B. The resulting ODE for the soliton frequency offset reads
dν
dz
= −fRpi
4
σβ′′(ω0 + ν)R1, (5.6a)
and for the soliton delay
dτS
dz
= B− fR 3pi
8
σβ′′(ω0 + ν)
ω0 + ν
R2. (5.6b)
Soliton duration is described by (4.4),
σ(z)
σ(0)
=
β′′(ω0 + ν)
β′′(ω0)
1[
1 + ν(z)ω0
]2 .
The auxiliary variable
B=
[
β′(ω0 + ν)− β′(ω0)
]− ηS β′′(ω0 + ν)σ2 + β(3)(ω0 + ν)6σ2
is the same as in (4.6) and includes effects of higher order dispersion and self-steepening. The
integral terms R1, R2 read
R1 = i
∫ ∞
−∞
dω ω3
hˆ(ω)− hˆ(0)
sinh2 pi2σω
, (5.7a)
R2 =
∫ ∞
−∞
dω ω2
hˆ(ω)− hˆ(0) + 13ωhˆω(ω)
sinh2 pi2σω
. (5.7b)
hˆ(ω) is the Fourier transform of Raman response function (2.10) with h(τ < 0) ≡ 0:
hˆ(ω) =
ν21 + ν
2
2
ν21 + [ν2 − iω]2
, hˆ(0) = 1. (5.8)
R1,R2 are depending on σ(ν) and are thereby functions of ν. For the calculation of the ODE
system (5.6) it is convenient to tabulate integrals (5.7) for a (generously chosen) interval of
values ν. Note that both integrals R1, R2 take real values. As in the Raman free case the
ODE (5.6a) for soliton frequency shift only depends on ν and is decoupled from equation
(5.6b) for time delay. So when considering the SSFS it suffices to consider (5.6a).
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(c) Evolution of soliton parameters. Black
dashed lines result from the adiabatic model
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Figure 5.1: Single soliton (ω0 = 0.67 rad fs
−1, σ0 = 40 fs) propagating subject to Raman scattering.
Comparison of results from numerical simulation with predictions of adiabatic model equations.(a)
Density plot in spectral domain, showing a continuous down-shift of carrier frequency, i.e. the SSFS.
White dashed line indicates prediction of the model equations. (b) Density plot in temporal domain
shows the deceleration of the soliton. (c) Evolution of soliton parameters. Soliton peak power decreases
steadily as the soliton propagates.
Figure 5.1 compares the numerical solution of full GNLS equation (2.5) to the predictions
of the adiabatic model equations (5.6) and (4.4) for a soliton with initial carrier frequency
ω0 = 0.67 rad fs
−1 and initial duration σ0 = 40 fs. The agreement is excellent for all soliton
parameters.
The numerical simulation clearly shows that the soliton peak power decreases (Fig. 5.1 (b)).
This is due to a change of GVD with shifting soliton carrier frequency. However, first order
SPT for the standard NLS equation ignores the frequency dependence of GVD and conse-
quently predicts that Raman scattering will not at all affect the soliton peak power [43]. It
was explicitly stated in [88], that an adequate prediction was still to be found. The pertur-
bation theory for the adjusted NLS equation (3.28) with floating soliton carrier frequency
captures the evolution of all soliton parameters, accurately including peak power, [P3].
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Figure 5.2: (Bottom frame) The initial reflection coefficient indicates for which frequencies a DW
is effectively reflected at the soliton (ω0 = 0.67 rad fs
−1, σ0 = 40 fs). (Middle frame) Pairs of ∆ and
relative DW amplitude
√
µ for which the soliton frequency does not change. Amplitude is plotted
instead of power to facilitate readability. The DW should have much lower amplitude than the soliton
to ensure an accurate description by the model equations. (Top frame) Stability analysis. The region
of stable SSFS compensation is shaded blue.
5.3 Cancellation of soliton self-frequency shift by dispersive
wave reflection
In order to see how Raman scattering affects the soliton-DW interaction, the term describing
XPM by a DW in the up-switching case is included into the model equations. The resulting
ODE for the soliton frequency shift reads [P3]
dν
dz
=
4µ
σL0
[
1 +
ν
ω0
]
I1 − fRpi
4
σβ′′(ω0 + ν)R1, (5.9a)
and for the soliton delay it is
dτS
dz
= B+
4µ
ω0L0
I2 − fR 3pi
8
σβ′′(ω0 + ν)
ω0 + ν
R2. (5.9b)
The auxiliary expression B is defined as in (4.6) and includes the influence of self-steepening
and higher order dispersion onto the soliton delay. Integrals I1, I2 are given by (4.7).
The DW reflection which drives the frequency up, and the Raman effect which drives the
frequency down, are represented by the first and the second term in (5.9a), respectively. To
begin with, the consideration of Section 4.4 is taken up, and the reflection coefficient R for
possible DW frequencies is inspected. The curve shown in Figure 5.2 (bottom frame) indicates
the initial DW frequency interval for an effective interaction given a soliton of initial carrier
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frequency ω0 = 0.67 rad fs
−1 and initial duration σ0 = 40 fs. For an effective interaction ∆
should lie in an interval from 0 rad fs−1 to 0.32 rad fs−1.
Can a dispersive wave be found which will counteract the Raman effect and cancel the
SSFS exactly? In other words: The fixed points of (5.9a) must be identified; for a fixed
soliton pairs of DW frequency offset ∆ and relative peak power µ = P1/P0 have to be singled
out, such that the soliton frequency stays unchanged, i.e. ν(z) = 0 for all z:
dν
dz
∣∣∣∣
ν=0
= 0. (5.10)
Figure 5.2 (middle frame) shows resulting pairs of DW frequency offsets and relative ampli-
tudes. To either side of the interaction interval the relative DW amplitude quickly increases.
The DW amplitude is required to be much lower compared to the soliton, in order to gain
a valid approximate solution. If a threshold is chosen generously and the DW amplitude
required to be at most 15% the initial soliton amplitude (maximally 2.3% of initial soliton
peak power), cancellation of the SSFS for DW frequency offsets in an interval from about
0.16 rad fs−1 to 0.29 rad fs−1 is expected.
To test the stability of the fixed points, (5.9a) is linearized at ν = 0,
dν
dz
= κν, κ =
[
∂ν
dν
dz
]
ν=0
(5.11)
The relevant quantity κ is shown in Figure 5.2 (top frame).
For κ > 0 the SSFS reappears if fiber length exceeds ≈ 1/κ. Figure 5.3 shows the
simulation for a soliton (ω0 = 0.67 rad fs
−1, σ0 = 40 fs) and DW (∆ = 0.18 rad fs−1, µ =
0.0148). The cancellation breaks down after a propagation distance of 60 cm.
For κ < 0 the cancellation is asymptotically stable. The region of feasible parameters
is relatively small, its lower bound being determined by the condition κ < 0 for stability,
and its upper bound by the condition of
√
µ < 0.15 for sufficiently small DW amplitudes,
as mentioned above. The according parameter region is shaded blue in 5.2 (bottom frame).
Figure 5.4 shows the results of a simulation with parameters taken from that region (∆ =
0.286 rad fs−1, µ = 0.0081). The transient phase in which the initial conditions adjust is
very short. The soliton stabilizes at about 0.666 rad fs−1 (2.828 µm wavelength), very close
to the initial ω0 = 0.6727 rad fs
−1 (2.8 µm wavelength). Figure 5.4b depicts the soliton power
evolution. The soliton lost only 4% of its peak power after propagating a distance of 40 cm.
Traveling alone, the soliton lost about 30% of its peak power due to the effects of Raman
scattering, cf. Figure 5.1c.
The cancellation of the SSFS [P3] by controlled dispersive wave scattering as it is presented
here was first suggested in [6]. The idea of suppressing the soliton self-frequency shift by
utilizing interaction with low intensity radiation appeared in [76], [10]. SSFS cancellation
by XPM occurs in [37]. Though the idea of SSFS cancelation by XPM is not new, a full
analytic description of the soliton evolution and the prediction of parameter ranges for a
stable compensation is.
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(c) Spectral window of the soliton.
Figure 5.3: Unstable compensation of SSFS by collision of a soliton (ω0 = 0.67 rad fs
−1, σ0 = 40 fs)
with a DW (∆ = 0.18 rad fs−1, µ = 0.0148). After about 60 cm the compensation breaks down and
the SSFS reappears. Note that the co-moving reference frame is chosen relative to the initial soliton
after the relaxation of the artificial initial condition relaxed, therefore soliton delay and frequency are
practically unchanged until the compensation breaks down. This reference frame was chosen to aid
readability.
5.4 Soliton amplification under Raman scattering
Finally, a scenario is considered in which the DW scattering overpowers the Raman effect [P4].
Figure 5.5 depicts the collision of a soliton and a DW of ∆ = 0.18 rad fs−1 and a peak power
of 2.25% of initial soliton peak power. Apart from initial relative peak power of the DW,
those are the same initial conditions as seen in Figure 5.3 showing an unstable cancellation.
During the course of the DW-reflection, the soliton is compressed. Its peak power amplifies
by about a factor 1.3 (Figure 5.5c). The soliton frequency is up-shifted until it stabilizes
at 0.7 rad fs−1 (2.69 µm wavelength). Accordingly, the soliton delay evolves with constant
velocity (i.e. in a straight line) after the initial acceleration. Interestingly, the soliton never
becomes fully transparent. The interaction stabilizes at a soliton transparency of about 40%.
The analysis of the previous section provides a simple tool to identify those DWs which
are capable of overpowering the Raman effect. Going back to Fig. 5.2 (middle frame), for
a DW frequency offset ∆ in the accepted interval now a DW normalized amplitude
√
µ is
chosen higher than the one indicated for exact SSFS cancellation. Numerical simulations
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Figure 5.4: Compensation of SSFS of a soliton (ω0 = 0.67 rad fs
−1, σ0 = 40 fs) by collision with
a suitably prepared DW (∆ = 0.286 rad fs−1, µ = 0.0081). (a) Evolution of soliton together with a
DW in time domain as results from GNLSE. (b) Soliton amplitude is almost unchanged. (c) Soliton
frequency is locked. (d) the scattered DW frequency is now well defined.
indicate that a DW of this kind will compress the soliton, which then stabilizes at a fixed
carrier frequency and propagates unchanged. In the example of Figure (5.5) the DW has
a peak power of 2.25% of initial soliton peak power, which is only 1.5 times the DW peak
power predicted for exact (yet unstable) SSFS cancellation.
Thus the DW parameter region belonging to unstable cancellation of the SSFS is inter-
esting in itself: If the DW amplitude is chosen higher than it is suggested by (5.10) for exact
SSFS, the soliton is first compressed and then propagates without further changes. The
adiabatic model equations provide a reasonable estimation of the final soliton parameters.
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Figure 5.5: Soliton (ω0 = 0.67 rad fs
−1, σ0 = 40 fs) amplified by a DW (∆ = 0.18 rad fs−1, µ =
0.0225) despite the influence of Raman effect. (a) Density plot in temporal domain. The effect of
the DW scattering overpowers the Raman effect and the soliton is accelerated. (b) Density plot in
spectral domain. The soliton stabilizes at a carrier frequency of about 0.7 rad fs−1. (c) Evolution of
soliton parameters. Soliton peak power is amplified by a factor of 1.3. The soliton stabilizes at a
transparency of about 40% which respect to the incoming DW.
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6 Conclusion and Outlook
The present work is a contribution to the problem of efficient all-optical control of a fiber soli-
ton. By applying properly chosen low-intensity dispersive light beams, the soliton’s frequency,
duration and intensity can be manipulated.
The proposed scheme is flexible, non destructive and can be used for a wide range of
fiber dispersion profiles, and frequencies and intensities of the signal pulse. It has practically
useful properties. The strong signal, i.e. the soliton, is manipulated by a much weaker control
pulse, the dispersive wave, whereas most previous schemes of all-optical pulse control rely on
strong control pulses and a weak signal [63]. Signal and control pulses can easily be separated
because their spectra are disjoint. Control pulses can be applied to a soliton in a row [19], so
the interaction can be cascaded. The only essential and rather weak pre-requirement is the
existence of at least one zero-dispersion wavelength in the fiber transparency window.
The interaction between a soliton and a velocity matched low-intensity continuous pump
wave is due to the cross-phase modulation (XPM) in a recently found peculiar regime that
is referred to as an “optical event horizon” [68]. The main result of the present thesis is an
analytic theory of XPM interactions of signals and control pulses at optical event horizons. It
is based on scattering theory from quantum mechanics, and a modified soliton perturbation
theory. The approach can be understood as follows. (1) A soliton of high intensity creates an
inhomogeneity of the fiber material’s refractive index, which constitutes a barrier at which a
dispersive wave is scattered. This scattering of the dispersive wave at a dynamically changing
solitonic barrier is analytically described in analogy to the scattering process as known from
quantum mechanics. This implies that in the given situation the optical event horizons are
fundamentally imperfect and can be described by transmission and scattering coefficients,
just like potential barriers in quantum mechanics. Use of the quantum-mechanical language
immediately distinguishes between “good” and “bad” signals and quantifies which control
pulses are required to manipulate a good signal. Already this result greatly simplifies both
experimental setups and numerical calculations. (2) Under its influence the soliton frequency
shifts and the soliton is adiabatically compressed. The theoretical description of the soliton
dynamic adopts multi-scale variational methods of nonlinear dynamics. One unexpected
finding is that the standard approach, which has been used for decades in the framework
of soliton perturbation theory, is not appropriate, as it fails to correctly predict the soliton
compression observed in numerical simulation. The soliton perturbation theory was extended
and adapted to the problem at hand. This modified perturbation theory provides a set of
ODEs for pulse parameters, the results of which are carefully tested by comparison with the
numerical simulations of the NLS equation.
The proposed adiabatic model equations lead to the following results, which could not be
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obtained by previous approaches, and not at all by mere numerical simulation:
(1) The derived adiabatic model equations greatly simplify numerical calculations, be-
cause pulse propagation PDEs are replaced by much simpler ODEs. This allows quick and
precise predictions of pulse behavior. The evolution of all soliton parameters is correctly
predicted. In particular, the possible amplitude enhancement of solitons is successfully quan-
tified. The proposed methods provide a basis for further investigation of experimentally
relevant situations, e.g., when signal and control pulse are chirped.
(2) Furthermore, one can easily address an inverse problem: which control pulse provides
a desired change of a signal. Cumbersome searches of the optimal signal/control pulse param-
eters are considerably simplified. General ranges for control parameters are quantitatively
determined, which ensure an effective interaction.
(3) The derived theory allows a better understanding of the pulse manipulation at optical
event horizons. For instance, one can directly trace how the pulse transmission coefficient
changes with time till the signal becomes transparent for the control pulse and the interaction
is switched off. Moreover, one can recognize different structures that appear in the course
of pulse–pulse interaction, such as an interference pattern of the incoming/scattered control
pulses and caustics, which are caused by scattering at a permanently changing signal pulse.
The caustic structure was predicted using the analytical theory and only thereafter recognized
as such in numerical solutions.
(4) The modified soliton perturbation theory is of interest for many applications beyond
XPM interactions of optical pulses. The Raman effect is incorporated into the theory. The
classical estimation of the Raman self-frequency shift is refined and expanded by a new rela-
tion for the amplitude loss arising with the Raman self-frequency shift. Furthermore, control
pulses are identified which cancel soliton degradation due to Raman effect. In contrast to pre-
viously reported attempts with the interaction scheme under consideration, even parameters
ranges are found which lead to a stable cancellation of the Raman effect.
(5) New qualitative insights into the underlying process emerged. The prominent role of
the self-steepening effect could be isolated. Though the pulse interaction is mediated by XPM,
the self-steepening effect does an essential enhancement leading to much stronger changes in
soliton parameters. In many previous studies the self-steepening term was dismissed as not
essential to the interaction scheme. The present findings urge to reinvestigate the role of
self-steepening in different scenarios, e.g., in schemes of optical switching.
Hopefully, the results of the present thesis will become useful for experimental studies
of pulse interactions at optical event horizons and their immediate applications, such as
stable compensation of the soliton self-frequency shift and pulse compression. The proposed
modification of the soliton perturbation theory is of interest for many nonlinear wave systems
beyond fiber optics, as it is based on the widely applicable NLS equation.
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A Numerical method
The pulse propagation equation (2.5)
∂zψ(z, τ)− iD(i∂τ )ψ(z, τ) = iγ0
[
1 +
i
ω0
∂τ
] [
ψ(z, τ)
∫ ∞
−∞
R(τ ′)
∣∣ψ(z, τ − τ ′)∣∣2 dτ ′]
is numerically solved using an algorithm proposed in [31, Ch.3] which relies on a discretization
scheme in the frequency domain.
For numerical evaluation the field envelope ψ is normalized by initial soliton peak power
using
P0 =
1
γ0L0
, γ0 =
ω0n2,0
c
, L0 =
σ20
|β′′0 |
, n2,0P0 =
c
L0ω0
=
c|β(2)0 |
σ20ω0
. (A.1)
The normalized envelope is defined as
A(z, τ) =
ψ(z, τ)√
P0
(A.2)
and the normalized equation (2.5) reads
∂zA− iD (i∂τ )A = i
L0
[
1 +
i
ω0
∂τ
] [
A(z, τ)
∫ ∞
−∞
R(τ ′)
∣∣A(z, τ − τ ′)∣∣2 dτ ′] (A.3)
By this normalization, it is avoided the give an exact value for n2,0 = n2(ω0). The lefthand
side or (A.3) describes the linear effect of fiber dispersion. It can be evaluated directly in
the frequency domain by multiplication of the spectral envelope Aˆ(z, ω) with the dispersion
function D(ω). A transformation of (A.3) to frequency domain by Fourier transform and a
change of variable to
Aˆ′(z, ω) = Aˆ(z, ω) exp (−iD(ω)z) (A.4)
yields
∂zAˆ
′(z, ω) =
i
L0
[
1 +
ω
ω0
]
exp(−iD(ω)z)F
(
A(z, τ)
∫ ∞
−∞
R(τ ′)
∣∣A(z, τ − τ ′)∣∣2 dτ ′) . (A.5)
So the field A(z, τ) is integrated in the frequency domain. Equation (A.5) can be solved
by standard methods for ordinary differential equations. Here a simple Runge-Kutta (4, 5)
scheme was used. The evaluation of the righthand side of (A.5) needs back- and forth
transformation between temporal and spectral domain by means of Fourier transformation.
The following definition of the Fourier transform is used:
F(f(t))(ω) = fˆ(ω) =
∫ ∞
−∞
f(t)eiωt dt (A.6)
F−1(fˆ(ω))(t) = f(t) = 1
2pi
∫ ∞
−∞
fˆ(ω)e−iωt dω (A.7)
i
The Raman integral term on the righthand side of (A.5)∫ ∞
−∞
R(τ ′)|A(z, τ − τ ′)|2dτ ′ = (1− fR)|A(z, τ)|2 + fR
∫ ∞
−∞
h(τ ′)|A(z, τ − τ ′)|2dτ ′
is calculated using the convolution theorem, [31],∫ ∞
−∞
h(τ ′)
∣∣A(z, τ − τ ′)∣∣2 dτ ′ = [h ∗ |A|2] (τ) = F−1 (F (h(τ)) · F (|A(z, τ)|2)) .
The refractive index used in the dispersion function is calculated according to [3].
The co-propagation of a soliton and a second pulse, a DW, in considered. The given data
are initial carrier frequency ω0 and initial duration σ0 for the soliton, initial carrier frequency
ωDW , initial duration σ1, initial time delay τ1, and relative peak power µ = P1/P0 for the
DW. (A.3) is evaluated for the initial condition
A(0, τ) =
1
cosh τσ0
+
√
µ
e−i[ωDW−ω0]τ
cosh τ−τ1σ1
. (A.8)
If the co-propagation of a soliton with a continuous DW is considered, the initial condition
is given by
A(0, τ) =
1
cosh τσ0
+
√
µ e−i[ωDW−ω0]τ . (A.9)
ii
B Soliton perturbation theory with floating soliton
carrier frequency
In this section the influence of higher order perturbation terms on a soliton is discussed, based
on the perturbation theory for the modified evolution equation (3.28). The short-comings of
perturbation theory for the standard NLS in predicting changes in soliton peak power, are
overcome by the new theory. Also predictions of the standard theory are reproduced in cases
where perturbations do not affect soliton frequency.
The coefficients of the soliton equation (3.28) are z-dependent through the included shift
in soliton frequency ν(z). Using the following short notations
d1(z) = β
′(ω0 + ν(z))− β′(ω0), (B.1)
d2(z) = β
′′(ω0 + ν(z)), (B.2)
dm(z) = β
(m)(ω0 + ν(z)), (B.3)
a2(z) = γS(z) =
n2,0
c
[ω0 + ν(z)] , (B.4)
s(z) = ηS(z) =
1
ω0 + ν(z)
, (B.5)
the new perturbation equation reads
i∂zψ + id1∂τψ − d2
2
∂2τψ + a
2 |ψ|2 ψ + τ dν
dz
ψ = iF (ψ,ψDW) (B.6)
with a perturbation function
F (ψ,ψDW) = i
M∑
m=3
dm
m!
[i∂τ ]
m ψ (B.7)
− a2s∂τ
[
|ψ|2 ψ
]
+ i2a2 [1 + is ∂τ ]
[
|ψDW |2 ψ
]
+ ifRa
2 [1 + is∂τ ]
[
ψ(z, τ)
∫ ∞
−∞
H(τ ′)
∣∣ψ(z, τ − τ ′)∣∣2 dτ ′]
including (in order of appearance) effects of higher order dispersion (dm), self-steepening,
cross-phase modulation by a DW ψDW , and Raman scattering described by the delay integral
involving the response function H(τ) = h(τ)− δ(τ).
The standard NLS equation is produced by the Lagrangian density (3.12). In (B.6) there
are two additional terms (proportional to d1 and dν/dz) which need representation. The
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unperturbed floating NLS equation (B.6) is reproduced from the Lagrangian density:1
L = i
2
[ψ∗ψz − ψψ∗z ] +
i
2
d1 [ψ
∗ψτ − ψψ∗τ ] (B.8)
− d2
2
|ψτ |2 + a
2
2
|ψ|4 + τνz |ψ|2
Alternatively and just as well, both additional terms could be included into the calculations
as perturbation terms. Yet, as they have to be included in addition to any other perturbation
under consideration, here it was preferred not having to explicitly mention them at all those
times.
B.1 Soliton perturbation theory of nonlinear Schro¨dinger equa-
tion with z−dependent coefficients
The following ansatz function for the soliton is considered:
ψ0(z, τ) =
1
σ
√
d2
a
exp i (−w [τ − ξ] + θ)
cosh τ−ξσ
(B.9)
with initial delay ξ = ξ(z), duration σ = σ(z), phase θ = θ(z), and an additional frequency
shift/velocity w = w(z) which must be kept for technical reasons and will be set to zero later
on. Indeed, the equation is designed to already properly account for the solution frequency
shift, remember the definition of the solutions envelope
ψS(z, τ) = [ψ0(z, τ)]w≡0 exp
(
i
∫ z
0
D(ν(z′))dz′ − iντ
)
.
So finally it can be assumed that there is no additional shift from ν(z), i.e. w(z) ≡ 0.
The Lagrangian L =
∫
dτ L(ψ0, ψ∗0) for the given soliton ansatz and Lagrangian density
(B.8) is
L =
2d2
a2
[
d2
6σ3
− θz
σ
+
ξνz
σ
− wξz
σ
− d2w
2
2σ
+
d1w
σ
]
. (B.10)
The Euler-Lagrange equations
∂L
∂rj
− d
dz
∂L
∂r˙j
= −2
∫
dτ Im
(
F
∂ψ∗0
∂rj
)
for the soliton parameters rj = σ,w, ξ, θ given a perturbation F are calculated. Specifically
they result in the following equation for soliton duration σ:
∂L
∂θ
− d
dz
∂L
∂θz
= −2
∫
dτ Im
(
F
∂ψ∗0
∂θ
)
⇒ d
dz
[
d2
a2σ
]
=
∫
dτ Re (Fψ∗0)
1Derivatives by τ or z are frequently indicated as indices, e.g., dν/dz = νz.
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for the soliton delay ξ:
∂L
∂w
− d
dz
∂L
∂wz
= −2
∫
dτ Im
(
F
∂ψ∗0
∂w
)
⇒ [ξz − d1] d2
a2σ
+
d22w
a2σ
=
∫
dτ (τ − ξ)Re (Fψ∗0)
for the soliton frequency shift ν:
∂L
∂ξ
− d
dz
∂L
∂ξz
= −2
∫
dτ Im
(
F
∂ψ∗0
∂ξ
)
⇒ d2νz
a2σ
+
d
dz
d2w
a2σ
= w
∫
dτ Re (Fψ∗0)−
1
σ
∫
dτ tanh
(
τ − ξ
σ
)
Im (Fψ∗0)
and for the soliton phase θ:
∂L
∂σ
− d
dz
∂L
∂σz
= −2
∫
dτ Im
(
F
∂ψ∗0
∂σ
)
⇒
[
θz − ξνz − d2
2σ2
]
d2
a2σ2
− d2d1w
a2σ2
+
d22w
2
2a2σ2
+
d2wξz
a2σ2
=
1
σ
∫
dτ Im (Fψ∗0)−
1
σ2
∫
dτ [τ − ξ] tanh
(
τ − ξ
σ
)
Im (Fψ∗0)
The resulting ODEs (w(z) ≡ 0) describe the evolution of the soliton parameters under
the influence of a perturbation F :[
d2
σa2
]
z
=
∫ ∞
−∞
dτ Re (Fψ∗0) (B.11a)
νz = −a
2
d2
∫ ∞
−∞
dτ tanh
(
τ − ξ
σ
)
Im (Fψ∗0) (B.11b)
ξz = d1 +
a2σ2
d2
∫ ∞
−∞
dτ
τ − ξ
σ
Re (Fψ∗0) (B.11c)
θz =
d2
2
1
σ2
+
a2σ
d2
∫ ∞
−∞
dτ
[
1− τ − ξ
σ
· tanh
(
τ − ξ
σ
)]
Im (Fψ∗0) (B.11d)
Unperturbed soliton In the trivial case, the soliton propagates unperturbed (F ≡ 0).
The ODEs (B.11) yield the following relations for the evolution of the unperturbed soliton
parameters:
d2
σa2
= const, ξz = d1, v = const, θz =
d2
2
1
σ2
.
With initial condition v(0) = 0, ξ(0) = 0, σ(0) = 1, they read
v = ξ = 0 = const, σ = 1 = const, θ =
β′′0
2
z + θ0.
This coincides with the predictions from the standard NLS equation, with constant coeffi-
cients, cf. (3.16).
In the following section possible perturbation terms are individually discussed.
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B.2 Higher order effects on a soliton
B.2.1 Higher order dispersion
The perturbation function
F (ψ) = i
M∑
m=3
dm(z)
m!
[i∂τ ]
m ψ (B.13)
described the influence of higher order dispersion up order M . The set of ODEs (B.11) for
this specific perturbation function reduces to[
d
σa2
]
z
= 0 (B.14a)
νz = 0 (B.14b)
ξz = d1 +
1
6
d3
σ2
+
7
360
d5
σ4
+ . . . (B.14c)
θz =
d2
2σ2
+
7
72
d4
σ4
+
31
2160
d6
σ6
+ . . . (B.14d)
The used frequency dependent coefficients dm(z) = D
(m)(ν), m ≥ 2, produce the exact
values describing GVD and higher order dispersion at each point ν of evaluation. Thus
the higher order coefficients become less important. By testing against results of numerical
simulations, it was found that including terms up to fourth order (M = 4) is sufficient for
the present purposes. The soliton delay is then influenced by third order dispersion. Fourth
order dispersion only appears in the soliton phase, which is of less interest here.
B.2.2 Self-steepening effect
The perturbation by self-steepening is described by
F (ψ) = −a2s ∂τ
[
|ψ|2 ψ
]
(B.15)
In this case (B.11) results in σ = ν = θ = const and
ξz = d1 + s
d2
σ2
. (B.16)
The self-steepening results in a constant shift in soliton delay ξ(z) =
β′′0
σ20
z. The shift increases
linear in z and is more pronounced for shorter solitons.
B.2.3 Cross–phase modulation
Perturbation function for cross-phase modulation reads
F (ψ,ψDW) = ia
2 [1 + is∂τ ]V (z, τ)ψ(z, τ), V (z, τ) = 2 |ψDW |2 . (B.17)
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Then
Re (Fψ∗0) = s
d2
σ3
(
V
tanh τ−ξσ
cosh2 τ−ξσ
− σVτ 1
cosh2 τ−ξσ
)
,
Im (Fψ∗0) =
d2
σ2
V
cosh2 τ−ξσ
.
The evolution equations for soliton parameters are[
d2
σa2
]
z
= s
d2
σ3
∫
dτ V (z, τ)
tanh τ−ξσ
cosh2 τ−ξσ
− s d2
σ2
∫
dτ Vτ (z, τ)
1
cosh2 τ−ξσ
, (B.18a)
νz = −a
2
σ2
∫
dτ V (z, τ)
tanh τ−ξσ
cosh2 τ−ξσ
, (B.18b)
ξz = d1 + s
a2
σ
∫
dτ
(
V (z, τ)
τ−ξ
σ · tanh τ−ξσ
cosh2 τ−ξσ
− σVτ (z, τ)
τ−ξ
σ
cosh2 τ−ξσ
)
, (B.18c)
θz =
d2
2
1
σ2
+
a2
σ
∫
dτ V (z, τ)
1− τ−ξσ · tanh τ−ξσ
cosh2 τ−ξσ
. (B.18d)
The terms involving derivatives of the potential Vτ are transformed using appropriate partial
integrations: [
d2
σa2
]
z
= −s d2
σ3
∫
dτ V (z, τ)
tanh τ−ξσ
cosh2 τ−ξσ
(B.19a)
νz = −a
2
σ2
∫
dτ V (z, τ)
tanh τ−ξσ
cosh2 τ−ξσ
(B.19b)
ξz = d1 +
a2
σ
s
∫
dτ V (z, τ)
1− τ−ξσ · tanh τ−ξσ
cosh2 τ−ξσ
(B.19c)
θz =
d2
2
1
σ2
+
a2
σ
∫
dτ V (z, τ)
1− τ−ξσ · tanh τ−ξσ
cosh2 τ−ξσ
(B.19d)
The first and second equation can be combined to[
d2
σa2
]
z
=
d2
a2σ
sνz, s =
1
ω0 + v
.
Integration results in an explicit expression for the soliton duration:
σ(z)
σ(0)
=
d2(z)
d2(0)
a2(0)
a2(z)
s(z)
s(0)
=
d2(z)
d2(0)
[
ω0
ω0 + ν(z)
]2
=
β′′(ω0 + ν(z))
β′′(ω0)
1[
1 + νω0
]2
To be a self-contained description of soliton evolution, the remaining ODEs need an
explicit expression for the potential V , which is given through the second pulse, V (z, τ) =
2 |ψDW |2. The evolution of the second pulse ψDW is governed by the second NLS equation.
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Scaling the integral according to DW solution The potential V depends on the second
wave V (z, τ) = 2 |ψDW |2, where ψDW is a solution to a scattering problem as derived in
Appendix C. According to this solution the potential can be written as
V (z, τ) = V˜
(
z,
1
2
[
1− tanh τ − ξ
σ
])
depending on soliton delay ξ and duration σ. The two different integrals appearing in (B.19)
can be simplified by two successive parameter transformations which make use of the special
dependence. Firstly, let x = τ−ξσ ,
dτ
dx = σ. Secondly, let y =
1−tanhx
2 ,
dy
dx = −12 1cosh2 x . For
x ∈ (−∞,∞) the integration interval changes to y ∈ (1, 0):∫
dτ V (z, τ)
tanh τ−ξσ
cosh2 τ−ξσ
= −2σ
∫ 1
0
dy [2y − 1] V˜ (z, y)
∫
dτ V (z, τ)
1− τ−ξσ · tanh τ−ξσ
cosh2 τ−ξσ
= 2σ
∫ 1
0
dy [1− [2y − 1] arctanh (2y − 1)] V˜ (z, y)
With this the set of ODEs (B.19) describing soliton parameter evolution reads[
d2
σa2
]
z
= 2s
d2
σ2
∫ 1
0
dy [2y − 1] V˜ (z, y), (B.20a)
νz = 2
a2
σ
∫ 1
0
dy [2y − 1] V˜ (z, y), (B.20b)
ξz = d1 + 2sa
2
∫ 1
0
dy [1− (2y − 1) arctanh (2y − 1)] V˜ (z, y), (B.20c)
θz =
d2
2
1
σ2
+ 2a2
∫ 1
0
dy [1− (2y − 1) arctanh (2y − 1)] V˜ (z, y). (B.20d)
B.2.4 Raman effect
The influence of the Raman effect is described by the perturbation function
F (ψ) = ifRa
2 [1 + is∂τ ]ψ(z, τ)
[∫ ∞
−∞
h(τ)
∣∣ψ(z, τ − τ ′)∣∣2 dτ ′ − |ψ(z, τ)|2] (B.21)
It is convenient to introduce H(τ) = h(τ)− δ(τ). Before considering this general description
of the Raman effect, first an approximate description is discussed.
Approximate Raman term For pulses, wide enough to contain many optical cycles,
and with a slowly evolving envelope to Raman effect can be described by the approximate
perturbation function, [1],
F = −a2s∂τ |ψ|2 ψ − ia2TRψ∂τ
(
|ψ|2
)
+ a2sTR∂τψ∂τ
(
|ψ|2
)
(B.22)
The first term (∼ s) describes self-steepening, the second (∼ TR) describes Raman effect,
and the the third term (∼ sTR) is a correction to second term which is normally neglected
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due to its smallness. Equations (B.11) result in the following evolution equations for soliton
parameters: [
d2
σa2
]
z
= −sTR 8
15
d22
a2σ5
(B.23a)
νz = −TR 8
15
d2
σ4
(B.23b)
ξz = d1 + s
d2
σ2
(B.23c)
θz =
d2
2σ2
(B.23d)
If the shock term is neglected (s = 0) the evolution equations reduce again to the results
from standard NLS equations, despite the dependence of dispersion operator on the frequency
shift: [
d2
σa2
]
z
= 0 ⇒ σ(z)
σ(0)
=
d2(z)
d2(0)
(B.24a)
νz = −TR 8
15
d2
σ4
(B.24b)
ξz = d1 (B.24c)
θz =
d2
2
1
σ2
(B.24d)
Raman integral term Using the full Raman integral expression the perturbation terms
can be written in the form
F (ψ) = ia2 (1 + is∂τ )V (z, τ)ψ(z, τ), (B.25)
in resemblance with (B.17), yet, here with function
V (z, τ) = fR
∫ τ
−∞
H(τ − τ ′) ∣∣ψ0(z, τ ′)∣∣2 dτ ′ = fR d2
σ2a2
∫
H(τ − τ ′)
cosh2 τ
′−ξ
σ
dτ ′ (B.26)
The evolution equations (B.18) are used and terms involving V are replaced in favor of
an expression involving a derivative Vτ by appropriate partial integration:[
d2
σa2
]
z
= −s d2
2σ2
∫
dτ
Vτ (z, τ)
cosh2 τ−ξσ
(B.27)
νz = − a
2
2σ
∫
dτ
Vτ (z, τ)
cosh2 τ−ξσ
(B.28)
ξz = d1 + s
a2
2σ
∫
dτ
(
V (z, τ)
cosh2 τ−ξσ
− [τ − ξ]Vτ (z, τ)
cosh2 τ−ξσ
)
(B.29)
θz =
d2
2
1
σ2
+
a2
2σ
∫
dτ
(
V (z, τ)
cosh2 τ−ξσ
− [τ − ξ] Vτ (z, τ)
cosh2 τ−ξσ
)
(B.30)
ix
The function V depends on τ − ξ, using the transformation (τ ′ − ξ)→ τ ′, 2,
V (z, τ) = fR
d2
σ2a2
∫
H(τ − ξ − τ ′)
cosh2 τ
′
σ
dτ ′
Plug this into the evolution equations for soliton parameters and use parameter transforma-
tion (τ − ξ)→ τ :[
d2
σa2
]
z
= −fR sd
2
2
2σ4a2
∫∫
dτ dτ ′
Hτ (τ − τ ′)
cosh2 τσ cosh
2 τ ′
σ
νz = −fR d2
2σ3
∫∫
dτ dτ ′
Hτ (τ − τ ′)
cosh2 τσ cosh
2 τ ′
σ
ξz = d1 + fR
sd
2σ3
∫∫
dτ dτ ′
H(τ − τ ′)− τHτ (τ − τ ′)
cosh2 τσ cosh
2 τ ′
σ
θz =
d2
2
1
σ2
+ fR
d2
2σ3
∫∫
dτ dτ ′
H(τ − τ ′)− τ Hτ (τ − τ ′)
cosh2 τσ cosh
2 τ ′
σ
Remark. All integrals are symmetrized with respect to τ and τ ′, e.g.:∫∫
dτ dτ ′
τ hτ (τ − τ ′)
cosh2 τσ cosh
2 τ ′
σ
=
1
2
∫∫
dτ dτ ′
(τ − τ ′)hτ (τ − τ ′)
cosh2 τσ cosh
2 τ ′
σ
To see that, h(τ) = he(τ) + ho(τ) is split into even and odd parts:
Ie :=
∫∫
dτ dτ ′
τhe(τ − τ ′)
cosh2 τσ cosh
2 τ ′
σ
= 0 =
∫∫
dτ dτ ′
(τ − τ ′)he(τ − τ ′)
cosh2 τσ cosh
2 τ ′
σ
and for the odd part τ and τ ′ are exchanged in the first transformation step (τ → τ ′ and
τ ′ → τ):
Io :=
∫∫
dτ dτ ′
τho(τ − τ ′)
cosh2 τσ cosh
2 τ ′
σ
=
∫∫
dτ dτ ′
τ ′ho(τ ′ − τ)
cosh2 τσ cosh
2 τ ′
σ
=
∫∫
dτ dτ ′
−τ ′ho(τ − τ ′)
cosh2 τσ cosh
2 τ ′
σ
so
2Io :=
∫∫
dτ dτ ′
(τ − τ ′)ho(τ ′ − τ)
cosh2 τσ cosh
2 τ ′
σ
and I = Ie + Io =
1
2
∫∫
dτ dτ ′ (τ−τ
′)h(τ ′−τ)
cosh2 τ
σ
cosh2 τ
′
σ
.
The appearing double integrals can be simplified as follows:∫∫
dτ dτ ′
H(τ − τ ′)
cosh2 τσ cosh
2 τ ′
σ
=
σ4pi
2
∫
dω
ω2Hˆ(ω)
sinh2(pi2σω)
(B.31a)∫∫
dτ dτ ′
Hτ (τ − τ ′)
cosh2 τσ cosh
2 τ ′
σ
=
iσ4pi
2
∫
dω
ω3Hˆ(ω)
sinh2 pi2σω
(B.31b)
∫∫
dτ dτ ′
(τ − τ ′)Hτ (τ − τ ′)
cosh2 τσ cosh
2 τ ′
σ
= −σ
4pi
2
∫
dω
ω2
(
ωHˆ(ω)
)
ω
sinh2 pi2σω
(B.31c)∫∫
dτ dτ ′
H(τ − τ ′)− 12(τ − τ ′)Hτ (τ − τ ′)
cosh2 τσ cosh
2 τ ′
σ
=
3σ4pi
4
∫
dω ω2
Hˆ(ω) + 13ωHˆω(ω)
sinh2 pi2σω
(B.31d)
2Remember the right-arrow meens set τ ′′ := τ ′ − ξ and dτ ′′ = dτ ′, then replace τ ′′ again by τ ′ to keep a
simple notation.
x
Proof of (B.31). First use the relation
1
cosh2 τσ
=
σ2
2
∫
dω
ωeiωτ
sinh pi2σω
then introduce ξ = τ − τ ′, dτ = dξ, and apply rules for Fourier transform (∫ H(τ)e−iωτdτ =
Hˆ(ω) or
∫
∂τH(τ)e
−iωτdτ = iωHˆ(ω)) and definition of delta function ( 2piδ(ω) =
∫
eiωτdτ).
Exemplary for (B.31a) this goes as follows:∫∫
dτ dτ ′
H(τ − τ ′)
cosh2 τσ cosh
2 τ ′
σ
=
σ4
4
∫∫
dτ dτ ′
∫∫
dω dω′
ωω′H(τ − τ ′)eiωτeiω′τ ′
sinh(pi2σω) sinh(
pi
2σω
′)
=
σ4
4
∫
dτ ′
∫∫
dω dω′
ωω′
(∫
dξ H(ξ)eiωξ
)
eiωτ
′
eiω
′τ ′
sinh(pi2σω) sinh(
pi
2σω
′)
=
σ4
4
∫
dτ ′
∫∫
dω dω′
ωω′Hˆ(−ω)ei(ω+ω′)τ ′
sinh(pi2σω) sinh(
pi
2σω
′)
= 2pi
σ4
4
∫
dω′
(ω′)2Hˆ(ω′)
sinh2(pi2σω
′)
= pi
σ4
2
∫
dω
ω2Hˆ(ω)
sinh2(pi2σω)
For (B.31c) the following was used
F (ξ ·Hξ(ξ)) = F(ξ) ∗ F (Hξ(ξ)) =
(
iδ′(ω)
) ∗ (iωHˆ(ω)) = −∂ω (ωHˆ(ω))
Then the evolution equations read[
d2
σa2
]
z
= −fRpisd
2
2
4a2
i
∫ ∞
−∞
dω
ω3Hˆ(ω)
sinh2 pi2σω
(B.32a)
νz = −fRpid2σ
4
i
∫ ∞
−∞
dω
ω3Hˆ(ω)
sinh2 pi2σω
(B.32b)
ξz = d1 + fR
3pisd2σ
8
∫ ∞
−∞
dω ω2
Hˆ(ω) + 13ωHˆω(ω)
sinh2 pi2σω
(B.32c)
θz =
d2
2
1
σ2
+ fR
3pid2σ
8
∫ ∞
−∞
dω ω2
Hˆ(ω) + 13ωHˆω(ω)
sinh2 pi2σω
(B.32d)
Recall that Hˆ(ω) = hˆ(ω)− hˆ(0) and Hˆω(ω) = hˆω(ω). The appearing integrals
R1 = i
∫ ∞
−∞
dω
ω3Hˆ(ω)
sinh2 pi2σω
, R2 =
∫ ∞
−∞
dω ω2
Hˆ(ω) + 13ωHˆω(ω)
sinh2 pi2σω
(B.33)
take real values. They are tabulated for possible values of soliton duration σ, or soliton
frequency ν if soliton duration can be expressed as σ = σ(ν).
xi
C Scattering problem at a moving barrier
The “optical” scattering problem (3.46) resembles the one-dimensional quantum mechanical
problem of a plane wave scattered at a potential barrier.
The scattering theory of quantum mechanics applies to a stationary potential barrier. A
suitable parameter transformation (similar to a Galilei transformation) maps the scattering
problem with a moving barrier to a problem with a static problem. The transformation is
shown in Section C.1. Then a known solution of the quantum mechanical scattering problem
for a static barrier with a hyperbolic secant shape typical for fundamental solitons can be
used. The QM solution is shortly reviewed in Section C.2 and the translation into an optical
formulation is given.
C.1 Scattering at a moving potential barrier
The one-particle Schro¨dinger equation for a wave function Ψ(t, x) in one spatial dimension
reads
i
dΨ
dt
= − 1
2m
d2Ψ
dx2
+ V (x− x0(t))ψ (C.1)
where ℏ is set to 1 for brevity of notation. The particle mass m is kept, it will be later
associated with the GVD coefficient in the optical notation. The position of the potential V
is moving with velocity x′0(t).
The forward and backward waves
Ψ = e±ikx−iωkt with ωk =
k2
2m
(C.2)
are a suitable solution for (C.1) far away from the barrier.
The desired solution is parametrized by the wave number k, and it has the asymptotic
properties
Ψk(t, x) =
eikx−iωkt + b(k)e−iKx−iωKt for x→ −∞a(k)eikx−iωkt for x→∞ (C.3)
where a(k) and b(k) quantify transmission and reflection, respectively. The new wave vector
of the reflected wave is
K = k − 2mx′0(t). (C.4)
It describes the change in momentum due to reflection by a moving barrier.
The scattering problem for a moving barrier can be solved by a suitable parameter trans-
formation, relating it to the scattering at a static barrier. Equation (C.1) is solved by the
xii
wave function
Ψk+mx′0(t)(t, x) = Φ(t, ξ) · e
iωmx′0(t)
t−imx′0(t)x, ξ = x− x0(t), (C.5)
if Φ(t, ξ) is a solution to
i
dΦ
dt
− 1
2m
d2
dξ2
Φ+ V (ξ)Φ = 0, (C.6)
with the asymptotic behavior
Φ(t, ξ) =
ei[kξ−ωkt] +B(k)ei[−kξ−ωkt] for ξ → −∞A(k)ei[kξ−ωkt] for ξ →∞ (C.7)
where
A(k) = a(k +mx′0(t)), B(k) = b(k +mx
′
0(t)). (C.8)
The ansatz
Φ(t, ξ) = ϕ(ξ)e−iωkt (C.9)
yields the differential equation[
− 1
2m
d2
dξ2
+ V (ξ)
]
ϕ(ξ) = ωkϕ(ξ) (C.10)
with the reduced asymptotic property
ϕ(ξ) =
eikξ +B(k)e−ikξ for ξ → −∞A(k)eikξ for ξ →∞ (C.11)
This is the standard formulation of the scattering problem in quantum mechanics. Its solution
for a soliton-like barrier V is reproduced in the next section.
C.2 Plane wave scattering at a static sech2 -barrier
The classical (linear) Schro¨dinger equation (LSE) [50, 34] for the problem at hand
d2
dx2
ϕ(x) +
[
k2 − 2mV (x)]ϕ(x) = 0 (C.12)
describes the scattering of a wave ϕ at a potential barrier V . Here a fundamental soliton
constitutes the barrier, so V has a hyperbolic secant shape
V (x) =
V0
cosh2 (x/l)
. (C.13)
The barrier height V0 and width l are both positive constants. An analytical solution for
this problem is given in textbooks [50, 34], and is briefly recaptured here.
xiii
Firstly, the change of variable
ξ := tanh (x/l) (C.14)
transforms (C.12) to
d
dξ
[
[1− ξ2] d
dξ
ϕ(ξ)
]
+
[
[lk]2
1− ξ2 − 2ml
2V0
]
ϕ(ξ) = 0. (C.15)
Secondly, the following ansatz function1 is defined for ϕ
ϕ(ξ) := 2iε
[
1− ξ2]−i ε2 f(ξ) (C.16)
for which
d
dξ
[
[1− ξ2]dϕ
dξ
]
= 2iε
[
1− ξ2]−i ε2 × (C.17){[
1− ξ2] f ′′(ξ)− 2 [1− iε] ξf ′(ξ) + [−ε2 ξ2
1− ξ2 + iε
]
f(ξ)
}
. (C.18)
With this (C.15) reads[
1− ξ2] f ′′(ξ)− 2 [1− iε] ξf ′(ξ) + [ε2 + iε− 2ml2V0] f(ξ) = 0, if ε2 = [lk]2. (C.19)
Thirdly, the variable change
y :=
1
2
[1− ξ] (C.20)
results in
y[1− y]f ′′(y) + {1− iε− 2[1− iε]y} f ′(y)− [2ml2V0 − ε2 − iε] f(y) = 0 (C.21)
This is the scattering problem “in hypergeometric form” as it resembles the “standard”
equation for hypergeometric functions
y[1− y] f ′′(y) + {c− [a+ b+ 1]y} f ′(y)− abf(y) = 0
if
c= 1− iε , a+ b+ 1 = 2[1− iε] , a · b = 2ml2V0 − ε2 − iε .
Equation (C.21) is solved by the hypergeometric function
f(y) = F2 1 (a, b; c; y) (C.22)
with parameters
a= 1− iε+ is , b = 1− iε− is , c= 1− iε and s= 1
2
√
8ml2V0 − 1 . (C.23)
Lastly, going back to the the original variable x yields a general solution to the scattering
problem (C.12)
ϕ(x) = A · 2iε coshiε (xl) F2 1 (a, b; c; 12 [1− tanh xl]) . (C.24)
with parameters as in (C.23). The factor A is still free. It is defined by stating (asymptotic)
boundary conditions the solution should satisfy, as is discussed in the next Section.
1Actually one makes the ansatz ϕ(ξ) =
(
1− ξ2)ν f(ξ) and later finds 2ν = −iε to be a convenient choice.
Also the scaling factor 2iε is there for convenience.
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C.2.1 Asymptotic behavior in the up-switching case
In the up-switching case it is k > 0. The solution (C.24) should obey boundary conditions
ϕ(x) =
eikx +Be−ikx for x→ −∞Aeikx for x→∞ (C.25)
The factor 2iε coshiε
(
x
l
)
= [e−x/l+ e−x/l]iε behaves in the limiting cases like
2iε coshiε
(
x
l
) ≃
e
iε
x
l = eikx for x→∞
e−iε
x
l = e−ikx for x→ −∞
if we choose ε = lk. Also y = 12 [1 − tanh xl] = 1e2x/l+1 → 0 if x → ∞ and therefore
F2 1 (a, b; c; y)→ 1 in (C.24).
So for x→∞ the solution (C.24) behaves according to the boundary solution:
ϕ(x) = A · eikx for x→∞ (C.26)
if ε = lk.
To evaluate the solution (C.24) for x→ −∞ the following relation for the hypergeometric
function is used:
F2 1 (a, b; c; y) =
Γ(c)Γ(c− a− b)
Γ(c− a)Γ(c− b) F2 1 (a, b;a+ b+ 1− c; 1− y) (C.27)
+
Γ(c)Γ(a+ b− c)
Γ(a)Γ(b)
(1− y)c−a−b
× F2 1 (c− a, c− b; c+ 1− a− b; 1− y)
where Γ is the Gamma function. Then (C.24) takes the form
ϕ(x) = A · 2iε coshiε (xl) [C1 · F2 1 (a, b;a+ b+ 1− c; e2x/le2x/l+1)
+C2 · ( e2x/le2x/l+1)iε F2 1 (a, b;a+ b+ 1− c; e
2x/l
e2x/l+1
)
] (C.28)
with
C1 =
Γ(1− iε)Γ(iε)
Γ
(
1
2 + is
)
Γ
(
1
2 − is
) , C2 = Γ(1− iε)Γ(−iε)
Γ
(
1
2 − iε− is
)
Γ
(
1
2 − iε+ is
) . (C.29)
As x → −∞, (1 − y) = 1 − 1
e2x/l+1
= e
2x/l
e2x/l+1
→ 0, and the hypergeometric functions in
(C.28) both tend to 1. Asymptotically
(1− y)iε ≃ e2iεx/l = e2ikx as x→ −∞
using again ε = lk.
So for x→ −∞ solution (C.28) is
ϕ(x) = A·
[
C1e
−ikx + C2eikx
]
(C.30)
xv
By comparing to the boundary conditions (C.39) we get equations for the coefficients:
{A · C2 = 1 and A · C1 = B} ⇒
{
A =
1
C2
and B =
C1
C2
}
.
resulting in
A =
Γ
(
1
2 − iε− is
)
Γ
(
1
2 − iε+ is
)
Γ (1− iε) Γ (−iε) , B =
Γ (1− iε) Γ (iε)
Γ
(
1
2 + is
)
Γ
(
1
2 − is
) ·A . (C.31)
Going back to the original solution Ψk(t, x):
|Ψk(t, x)|2 = T (k¯) | F2 1 (a, b; c; y)|2 (C.32)
where
y =
1
2
[
1− tanh x− x0(t)
l
]
, k¯ = k −mx′0(t). (C.33)
C.2.2 Asymptotic behavior in the down-switching case
In the down-switching case k(≡ −∆Ωb) < 0. The solution (C.24) should have the following
asymptotic property:
ϕ(x) =
Aeikx for x→ −∞eikx +Be−ikx for x→∞ (C.34)
The down-switching case can be traced back to the up-switching case, by a simple parameter
transformation x¯ := −x:
ϕ(x¯) =
Ae−ikx¯ for x¯→∞e−ikx¯ +Beikx¯ for x¯→ −∞
Going back to variable x the solution reads
ϕ(x) = A · 2iε coshiε (xl) F2 1 (a, b; c; y) (C.35)
with new variables
y = 12
[
1− tanh −xl
]
= 12
[
1 + tanh xl
]
(C.36)
and A as in (C.31), and a, b, c as in (C.23).
The transformation (C.5) to a barrier moving with velocity x′0(t) applied to this solution
results in
|Ψk(t, x)|2 = T (k¯) | F2 1 (a, b; c; y)|2 (C.37)
where
y =
1
2
[
1 + tanh
x− x0(t)
l
]
, k¯ = k −mx′0(t). (C.38)
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Table C.1: Replacement rules that transform the quantum mechanical scattering problem (C.1) to
the optical scattering problem (3.33).
Ψ∗ t x k ωk m−1 l a∗(k) b∗(k)
ψDW z τ ∆ κ β
′′(ω1) σ t(∆) r(∆)
The full solution has the asymptotic properties
Ψk(t, x) =
eikx−iωkt +B(k)e−iKx−iωKt for x→ −∞A(k)eikx−iωkt for x→ −∞ (C.39)
where A(k) and B(k) quantify transmission and reflection, respectively. The wave vector of
the reflected wave is again K = k − 2mx′0(t).
C.2.3 Transmission and reflection coefficients
The transmission coefficient T = |A|2 is calculated from (C.31) using formulas
Γ (iy) Γ (−iy) = |Γ (iy)|2 = pi
y sinh(piy)
, y ∈ R (C.40)
Γ
(
1
2 + iy
)
Γ
(
1
2 − iy
)
=
∣∣Γ (12 + iy)∣∣2 = picosh(piy) , (C.41)
Γ (1 + iy) Γ (1− iy) = |Γ (1 + iy)|2 = piy
sinh(piy)
. (C.42)
resulting in
T = |A|2 =
∣∣Γ (12 − i[ε− s])∣∣2 ∣∣Γ (12 − i[ε+ s])∣∣2
|Γ (1− iε)|2 |Γ (−iε)|2 =
sinh2(piε)
coshpi [ε+ s] coshpi [ε− s] , (C.43)
The denominator can be further transformed by the relation
coshpi [ε+ s] · coshpi [ε− s] = cosh2 pis+ sinh2 piε.
In cases where 8ml2V0 < 1, set s =
1
2
√
8ml2V0 − 1 = is¯ ∈ iR, and use cosh ipis¯ = cospis¯.
Thus
T =
sinh2 piε
sinh2 piε+ cosh2 pi2
√
8ml2V0 − 1
if 8ml2V0 > 1 (C.44a)
and
T =
sinh2 piε
sinh2 piε+ cos2 pi2
√
1− 8ml2V0
if 8ml2V0 < 1 (C.44b)
and reflection coefficient R = |B|2 = 1− T .
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Abbreviations
DW dispersive wave
FWHM full width at half maximum
GNLS generalized nonlinear Schro¨dinger
GVD group velocity dispersion
NLS nonlinear Schro¨dinger
ODE ordinary differential equation
PDE partial differential equation
SPT soliton perturbation theory
SSFS soliton self-frequency shift
XPM cross-phase modulation
ZDF zero dispersion frequency
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