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Abstract
The method presented in this paper is provided for engineers' use in rapidly analyzing 
test or operational use data when the data has not been identified with any of the commonly 
used failure frequency distributions, such as the Normal, Exponential, or Weibull distri- 
butions. This nonparametric method allows determination of reliability (R), percentage of 
confidence (C), or test sample size (n) required. That is, any one of the values can be deter- 
mined by this method if the other two are known, assumed, or stipulated.
Introduction
The most common reliability mathematical model has been the Exponential distribution, 
with its implied assumption of constant failure rate, i.e., mission reliability independent of 
equipment age. This model is reconciled with observed !Tbathtub n forms of failure rate vari- 
ation in time by specifying that the period of use excludes both the interval of "infant mortality" 
and the interval of "wearout". Although the Exponential distribution appears to have acquired 
its wide use by virtue of its inherent simplicity and ease of mathematical manipulation, it has 
strong physical justification in many instances. That is, there are failure mechanisms which 
are age-independent, and there are also systems containing enough devices of mixed ages and 
diverse failure rate patterns to yield the overall effect of a constant system failure rate. How- 
ever, there have been many instances of unjustified use of the Exponential failure frequency 
distribution, not only where the "true" distribution was unknown, but even when known physical 
data suggested other models as being more appropriate.
Until recently, the reliability mathematical model second in use was the Normal failure 
frequency distribution. This distribution and its characteristics are well-known and it has often 
been arbitrarily chosen in view of the tendency of many manufacturing processes to yield 
Normally distributed product parameters. In reliability work, the Normal distribution has 
found application in the time domain, as well as in the stress-strength domain. The most out- 
standing flaw in its application has resulted from an unwarranted willingness to apply the Nor- 
mal distribution as a model for behavior under conditions far removed from the sample data 
and its mean - five or more standard deviations from the mean.
The realization that the observed failure patterns of many items follow neither the Expo- 
nential nor the Normal distribution has led many to the adoption of more flexible models. The 
Weibull distribution in particular has been found to be frequently applicable by observers of 
time-dependent failure rates for semiconductor devices and mechanical assemblies. The 
value of the Weibull failure frequency distribution and other multi-parameter distributions lies 
in their ability to fit a wide variety of data patterns. Unfortunately, these failure frequency 
distributions are difficult and time-consuming to use.
While generated test or operational use data may fit some failure frequency distribution, 
it is often not evident which one; especially if the number of data points is small or the data 
does not appear to fit one of the more commonly used failure frequency distributions. Never- 
theless, engineers find it necessary to quickly calculate reliability, confidence, or required 
test sample size. This paper presents, with examples, a nonparametric method for rapidly 
finding this needed information.
Discussion
Although it is not necessary to know the specific failure frequency distribution which 
describes the available test or operational use data in order to use a nonparametric method, 
there is some loss in statistical efficiency when this method is used. In applying the non- 
parametric method to an Exponential failure frequency distribution of 49 electronic assemblies, 
the reliability was found to be . 95 at the 90% confidence level. The parametric method gave a 
reliability of . 97 at the same confidence level. The nonparametric method has the advantage 
of simplicity and rapidity in applications. The nonparametric method is also useful as a pre- 
liminary method of calculation, when additional or continued testing will eventually yield 
enough data points to determine the applicable failure distribution.
The minimum values for reliability (R) for undetermined distributions can be calculated 
for the earliest failure time (t) with a specific percentage of confidence (C) through the use of 
Table 1. Table 1 shows the test sample size (n) required in a time-to-first-failure test in 
order to be sure with a confidence of (C) percent, that at least R percent of future units will 
not fail in a time interval (t). The time interval (t) must be equal to the shortest recorded 
time-to-failure in the time-to-failure test data. The Table 1 sample sizes were rounded up- 
ward from the non-integral values obtained from equation (3) of the Appendix. It is important 
to note that extrapolation should not be attempted with respect to mission times which are 
longer than the shortest recorded time to failure. The answers that can be attained are con- 
servative for all mission times which are shorter than the shortest recorded time to failure.
Example 1 
Given:
In the preliminary testing of a certain mechanical device, the shortest recorded time- 
to-failure in the test data was 702 hours. The provisions of the contract require that reli- 
ability (R) = 75 percent with a confidence level (C) of 80 percent be demonstrated for this 
device. If t = 702 hours is acceptable as the trial time-span, based on operational use of the 
future output of these devices, what test sample size (n) will be required to demonstrate a 
reliability (R) of 75 percent with a confidence level (C) of 80 percent?
Solution:
1. Enter the tabulation in Table 1 at R = 75 percent. Follow across the tabulation to 
the C = 80 percent column and note that n = 6.
2. Accordingly, a reliability (R) = 75 percent with a confidence level (C) of 80 percent 
can be demonstrated by test sample size of 6, each of which results in an elapsed 
test time of no less than t = 702 hours without failure.
Example 2
Given^
Seventy-four test samples of a certain electronic device have each been tested to fail- 
ure, or for 400 hours each where no failure occurred, i.e., (n) = 74. The shortest time- 
to-failure (t) recorded for any one of the test samples was 347 hours. If t = 347 hours is 
acceptable as the trial time-span, based on operational use of future output of these devices, 
what will be the minimum reliability (R), with a confidence level (C) of 95 percent?
Solution:
1. Enter the tabulation in Table 1 at n = 74 in the C = 95 percent column. It will be 
seen that R = 96 percent.
2. Thus, there is a 95 percent confidence level (C) that at least 96 percent of the 
future units of this device will survive for a time-span (t) of 347 hours before 
failure, i.e., R = 0. 96.
Example 3 
Given:
Fifty-nine test samples of a certain hydraulic device have each been tested to fail- 
ure, or for 800 hours each if no failure occurred, i.e., (n) = 59. The shortest time-to- 
failure (t) recorded for any one of the test samples was 678 hours. If t = 678 hours is ac- 
ceptable as the trial time-span, based on operational use of future output of these devices, 
with what percentage confidence (C) can it be assumed for a minimum reliability value of R = 
95 percent?
Solution:
1. Enter the tabulation in Table 1 at R = 95 percent. Follow across the tabulation 
and note that the value of.n = 59 falls in the C = 95 percent column.
2. Thus, there is a 95 percent confidence level (C) that at least 95 percent of the 
future units of this device will survive for a time-span (t) of 678 hours before 
failure, i.e., (C) = 95 percent.
Tabulation of the Test Sample Size (n)
Rel. 
(R) 
(*)
99.9
99.8
99.7
99.6
99.5
99.4
99.3
99.2
99.1
99.0
98.0
97-0
96.0
95.0
94.0
93.0
92.0
91.0
90.0
89.0
88.0
87.0
86.0
85.0
84.0
85.0
82.0
81.0
80.0
75.0
70.0
65.0
60.0
55.0
50.0
99.9
6905
5451
2300
1724
1379
1148
984
861
765
688
342
227
170
135
112
96
83
74
66
60
55
50
46
43
40
38
55
33
31
25
20
17
14
12
10
99.0
4603
2301
1533
1149
919
766
656
574
510
459
228
152
113
90
75
64
56
49
44
40
37
34
31
29
27
25
24
22
21
17
13
11
10
8
7
Confidence (C) 
98.0 97.0
3911
1955
1303
977
781
651
557
488
433
590
194
129
96
77
64
54
47
42
38
54
31
29
26
25
23
21
20
19
18
14
11
10
8
7
6
3505
1752
1168
875
700
583
500
437
388
349
174
116
86
69
57
49
43
38
34
31
28
26
24
22
21
19
18
17
16
13
10
9
7
6
6
- Percent 
96.0
3218
1608
1072
804
643
535
459
401
357
321
160
106
79
63
53
45
39
35
31
28
26
24
22
20
19
18
17
16
15
12
10
8
7
6
5
95.0
2995
1497
998
748
598
498
427
373
332
299
149
99
74
59
49
42
36
32
29
26
24
22
20
19
13
17
16
15
14
11
9
7
6
6
5
94.0
2812
1406
937
702
562
468
401
351
312
280
140
93
69
55
46
39
34
50
27
25
25
21
19
18
17
16
15
14
15
10
8
7
6
5
5
93.0
2658
1329
886
664
531
442
379
352
295
265
152
88
66
52
45
57
52
29
26
23
21
20
18
17
16
15
14
15
12
10
8
7
6
5
4
fable 1
Tabulation of the Test Sample Size (n)
Rel.
(R)
W
99.9
99.8
99.7
99.4
99.5
99.4
99.3
99.2
99.1
99.0
98.0
97.0
96.0
95.0
94.0
93.0
92.0
91.0
90.0
92.0
2525
1262
841
631
504
420
360
315
280
252
126
83
62
50
41
35
31
27
24
89.0 ! 22
88.0 ; 20
87.0 ; 19
86.0 | 17
85.0
84.0
83.0
82.0
81.0
80.0
75.0
70.0
65.0
60.0
55.0
50.0
16
15
14
13
12
12
9
8
6
5
5
4
91.0
2407
1203
802
601
481
401343
300
267
240
120
80
59
47
39
34
29
26
23
21
19
18
16
15
14
13
13
12
11
9
7
6
5
5
4
Confidence (C) 
90.0 89.0
2502
1151
767
575
460
583
328
287
255
250
114
76
57
45
38
32
28
25
22
20
19
17
16
15
14
13
12
11
11
9
7
6
5
4
4
2207
1103
735
551
441
367
315
275
245
220
110
73
55
44
36
31
27
24
21
19
18
16
15
14
13
12
12
11
10
8
7
6
5
4
4
- Percent 
88.0 87.0
2120
1060
706
530
423
353
302
264
235
211
105
70
52
42
35
30
26
23
21
19
17
16
15
14
15
12
11
11
10
8
6
5
5
4
4
2040
1020
680
510
408
340
291
255
226
204
101
67
50
40
33
29
25
22
20
18
16
15
14
13
12
11
11
10
10
8
6
5
4
4
3
86.0
1966
983
655
491
393
327
280
245
218
196
98
65
49
39
32
28
24
21
19
17
16
15
14
13
12
11
10
10
9
7
6
5
4
4
3
85.0
1897
948
632
474
379
316
271
237
210
189
94
63
47
37
31
27
23
21
19
17
15
14
13
12
11
11
10
10
9
7
6
5
4
4
3
Table 1 (Continued)
Tabulation of the Test Sample Size (n)
Rel. 
(R) 
(*)
99.9
99.8
99.7
99.6
99.5
99 A
99.5
99.2
99.1
99.0
98.0
97.0
96.0
95.0
94.0
93.0
92.0
91.0
90.0
89.0
88.0
87.0
86.0
85.0
84.0
8J.O
82.0
81.0
80.0
75.0
70.0
65.0
60.0
55.0
50.0
84.0
1852
916
610
458
366
305
261
229
203
183
91
61
45
36
50
26
22
20
18
16
15
14
13
12
11
10
10
9
9
7
6
5
4
4
3
83.0
1772
886
590
443
554
295
253
221
196
177
88
59
44
35
29
25
22
19
17
16
14
13
12
11
11
10
9
9
8
7
5
5
4
3
3
Confidence (C) 
82.0 81.0
1714
857
571
428
545
285
245
214
190
171
85
57
45
54
28
24
21
19
17
15
14
15
12
11
10
10
9
9
8
6
5
4
4
5
5
1660
830
555
415
332
276
237
207
184
166
83
55
41
53
27
25
20
18
16
15
15
12
12
11
10
9
9
8
8
6
5
4
4
5
5
- Percent 
80.0
1609
804
556
402
322
268
230
201
179
161
80
53
40
32
27
25
20
18
16
14
15
12
11
10
10
9
9
8
8
6
5
4
4
3
3
70.0
1204
602
401
301
241
201
172
150
154
120
60
40
50
24
20
17
15
15
12
11
10
9
8
8
7
7
7
6
6
5
4
5
5
5
2
60.0
916
458
505
229
185
155
151
115
102
92
46
31
23
18
15
13
11
10
9
8
8
7
7
6
6
5
5
5
5
4
3
3
2
2
2
50.0
695
547
231
175
159
116
99
87
77
69
55
23
17
14
12
10
9
8
7
6
6
5
5
5
4
4
4
4
4
5
2
2
2
2
1
Table 1 (Continued)
Appendix
4Harris, in reference derives the theory on which Table 1 is based and given in sub- 
stance in the following derivation:
The probability of obtaining in a future sample of N trials at most x exceedances of 
the largest value in a trial sample of n observations is given as:
W(n, 1, N, x) = 1 -
N 
x+ 1 (1)
if x and N are both large, we approximate the factorials in (1) by Sterling's formula:
n ! & y2 TT n n e
then (1) becomes:
, 1, N,
n
(2)
N-x- 1+ n s
n
N - x-
n+ N
n
n+N N-x-1
Now consider the limiting case in which N and x both approach infinity in such a way that 
x = KN. This is the case in which we wish to find the probability, in a very large future 
sample, that, at most, a fraction (K) of the observations will exceed the largest value in the 
trial sample of n observations. Considering each of the factors on the right side of (2), we 
have:
lim
x -KN
n
1 - x* 1
N = (1 - K)
n
lim 
x-KN
N - x - 1 + n _ lim
1 + N-x-1 N
N+ n
= e
*Number of combinations of N items taken x + 1 at a time.
7
lim I —————— - lim
= KN °°
n+n V N - x - 1
Hence:
lim **
N - °° W(n, 1, N, KN) - 1 - (1 - K)*1 (3)
From the symmetry of the problem
lim
N-+°° W(n, 1, N, KN)
is also the probability that, in a large future sample, at most, a fraction (K) of the observ­ 
ations will be less than the smallest observation in the original trial sample of n observ­ 
ations .
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