Abstract. Let A be a finite subset of N n and R [x] A be the space of real polynomials whose monomial powers are from A. Let K be a compact basic semialgebraic set of R n such that R[x] A contains a polynomial that is positive on K. Denote by P A (K) the cone of polynomials in R [x] A that are nonnegative on K. The dual cone of P A (K) is R A (K), the set of all A-truncated moment sequences in R A that admit representing measures supported in K. Our main results are: i) We study the properties of P A (K) and R A (K) (like interiors, closeness, duality, memberships), and construct a convergent hierarchy of semidefinite relaxations for each of them. ii) We propose a semidefinite algorithm for solving linear optimization problems with the cones P A (K) and R A (K), and prove its asymptotic and finite convergence; a stopping criterion is also given. iii) We show how to check whether P A (K) and R A (K) intersect affine subspaces; if they do, we show to get get a point in the intersections; if they do not, we prove certificates for the non-intersecting.
Introduction
Let N (resp., R) be the set of nonnegative integers (resp., real numbers), and let R[x] := R[x 1 , . . . , x n ] be the ring of polynomials in x := (x 1 , . . . , x n ) and with real coefficients. For α := (α 1 , . . . , α n ) ∈ N n , denote x α := x We say that a tms y ∈ M n,d admits a K-measure µ (i.e., µ is a nonnegative Borel measure supported in K) if
The measure µ satisfying the above is called a K-representing measure for y. In applications, we are often interested in finitely atomic measures, i.e., their supports are finite sets. Denote by δ u the Dirac measure supported at u with unit mass. A measure µ is called r-atomic if µ = λ 1 δ ui + · · · + λ r δ ur with each λ i > 0 and u i ∈ R n . Let meas(y, K) denote the set of all K-measures admitted by y. Denote R d (K) = {y ∈ M n,d : meas(y, K) = ∅}.
When K is compact, R d (K) is the dual cone of P d (K) (cf. Tchakaloff [44] and Laurent [28, Section 5.2] ). Linear optimization problems with cones P d (K) and R d (K) have wide applications. For instance, the minimum value of a polynomial f ∈ R[x] d on K can be found by maximizing γ subject to f − γ ∈ P d (K); the corresponding dual problem is minimizing a linear function over the cone R d (K) (cf. Lasserre [19] ). Generalized problems of moments (GPMs), proposed by Lasserre [22] , are optimizing linear moment functionals over the set of measures supported in a given set and satisfying some linear constraints. GPMs are equivalent to linear optimization problems with the cone R d (K). Lasserre [22] proposed semidefinite relaxations for solving GPMs. We refer to [12, 25, 27, 28, 38, 37] for moment and polynomial optimization problems. Semidefinite programs are also very useful in representing convex sets and convex hulls, like in [11, 13, 14, 15, 23, 24, 30, 43] , and in solving polynomial equations, like in [20, 21, 29] .
In this paper, we study optimization problems with more general cones than R d (K) and P d (K). Let A ⊆ N n be a finite set, and R[x] A := span{x α : α ∈ A}.
The dual space of R[x]
A is R A , the set of real vectors indexed by elements in A. A vector in R A is called an A-truncated moment sequence (A-tms). Define deg(A) := max{|α| : α ∈ A}. Like before, an A-tms y ∈ R A is said to admit a K-measure µ if y α = K x α dµ for all α ∈ A. Such µ is called a K-representing measure for y. Denote P A (K) = {p ∈ R[x] A : p(u) ≥ 0 ∀ u ∈ K}, R A (K) = {y ∈ R A : meas(y, K) = ∅}.
Indeed, an A-tms y ∈ R A admits a K-measure if and only if it admits a r-atomic K-measure with r ≤ |A| (cf. [36, Proposition 3.3 
]).
Clearly, if A = N n d , then P A (K) equals P d (K), and R A (K) equals R d (K). There are other interesting cases of A in applications.
• Nonnegative forms and sums of even power of linear forms When K is the unit sphere S n−1 = {x ∈ R n : x 2 2 = 1} and A = {α ∈ N n : |α| = d} (d is even), P A (K) is the cone of nonnegative forms in n variables and of degree d (we denote it by P n,d ), and R d (K) is the cone of homogeneous tms's that admit representing measures supported in S n−1 (cf. [9] ). Interestingly, So, each f can be identified as a tmsf ∈ R A . It can be shown that f ∈ Q n,d if and only iff ∈ R A (S n−1 ) (cf. [41, 36] ).
• Copositive and completely positive cones A n × n symmetric matrix B is copositive if x T Bx ≥ 0 for all x ∈ R n + (the nonnegative orthant), and a n × n symmetric matrix C is completely positive if C = u 1 u
for u 1 , . . . , u r ∈ R n + . We refer to [2, 8] for copositive and completely positive matrices. When K = {x ∈ R n + : |x| = 1} and A = {α ∈ N n : |α| = 2}, P A (K) reduces to the cone of n×n copositive matrices, and R A (K) reduces to the cone of n × n completely positive matrices (cf. [36] ).
Contributions Assume A ⊆ N n is finite and K is the set
defined by two polynomial tuples h = (h 1 , . . . , h m1 ) and g = (g 1 , . . . , g m2 ). Assume K is compact and R[x] A contains a polynomial that is positive on K. First, we study properties of the cones P A (K) and R A (K). We characterize their interiors, prove their closeness and dual relationship, i.e., R A (K) is the dual cone of R A (K). We construct a convergent hierarchy of semidefnite relaxations for each of them. We also show how to check the memberships in P A (K) and R A (K). This will be in Section 3.
Second, we study how to solve linear optimization problems over the cones P A (K) and R A (K) with linear constraints. A semidefinite algorithm is proposed for solving these problems. Its asymptotic and finite convergence are proved. A stopping criterion is also given. This will be in Section 4.
Third, we study how to check whether an affine subspace intersects the cone P A (K) or R A (K). If they intersect, we show how to find a point in the intersection. If they do not, we prove certificates for the non-intersecting. This will be in Section 5.
Some basics in the field will be introduced in Section 2.
Preliminaries
Notation For t ∈ R, ⌈t⌉ (resp., ⌊t⌋) denotes the smallest integer not smaller (resp., the largest integer not greater) than t. Denote . For a set S ⊆ R n , |S| denotes its cardinality, and int(S) denotes its interior. The superscript T denotes the transpose of a matrix or vector. For u ∈ R N and r ≥ 0, denote u 2 := √ u T u and B(u, r) := {x ∈ R n : x − u 2 ≤ r}. For a polynomial p ∈ R[x], p 2 denotes the 2-norm of the coefficient vector of p. For a matrix A, A F denotes its Frobenius norm. If a symmetric matrix X is positive semidefinite (resp., definite), we denote X 0 (resp., X ≻ 0). We also denote p, y := L y (p) for convenience. We say that L y is K-positive if
and L y is strictly K-positive if
As is well known, L y being K-positivity is a necessary condition for y to admit a K-measure. The reverse is also true if K is compact and
q (z) to be the symmetric matrix, which is linear in
(For convenience, we still use p to denote the vector of coefficients of a polynomial p, indexed by monomial powers α ∈ N n .) The matrix L (k) q (z) is called the k-th localizing matrix of q generated by z. When q = 1, L (k) q (z) is called a moment matrix, and is denoted as M k (z). The rows and columns of L (k) q (z) and M k (z) are indexed by vectors α ∈ N n . We refer to [25, 28] for more details about moment and localizing matrices.
Let K be as in (1.1) and g 0 = 1. A necessary condition for z to admit a Kmeasure is (cf. [7, 36] 
In addition to (2.2), if z also satisfies the rank condition
then z admits a unique K-measure, which is finitely atomic. This is a foundational result of Curto and Fialkow [7] . For convenience, throughout the paper, we simply say z is flat if (2.2) and (2.4) hold for z. For a flat tms, its finitely atomic representing measure can be found by solving eigenvalue problems (cf. Henrion and Lasserre [17] ). Flatness is very useful for solving truncated moment problems, as shown by Curto and Fialkow [5, 6, 7] . A nice exposition for flatness can also be found in Laurent [26] . For z ∈ R N n 2k and y ∈ R A , if z| A = y, we say that z is an extension of y and y is a truncation of z. Clearly, if z is flat and y = z| A , then y admits a K-measure. In such case, we say z is a flat extension of y. Thus, the existence of a K-representing measure for y can be determined by investigating whether y has a flat extension or not. This approach has been exploited in [16, 36] . 
The cone of all SOS polynomials in n variables and of degree d is denoted by Σ n,d . We refer to Reznick [40] for survey on SOS polynomials.
Let h = (h 1 , . . . , h m1 ) and g = (g 1 , . . . , g m2 ) be as in (1.1). Denote
The converse is also true if p| K > 0 and I(h) + Q(g) is archimedean (i.e., there exists R > 0 such that R − x 2 2 ∈ I(h) + Q(g)). This is Putinar's Positivstellensatz.
Theorem 2.1 (Putinar, [39] ). Let K be as in (1.1). Suppose
Let h and g be as in (1.1). Denote
The set [25, 28, 36] ), i.e.,
This section studies properties of the cones R A (K) and P A (K).
3.1.
Interiors, closedness and duality. Recall that
The interiors of R A (K) and P A (K) can be characterized as follows. 
(ii) Let τ be a probability measure on R n whose support equals K. (Because K is nonempty and compact, such a measure always exists, as shown in Rogers [42] .) For all p ∈ P A (K), p| K ≡ 0 if and only if K pdτ > 0. Let
An A-tms w is K-positive (resp., strictly K-positive) if and only if L w (p) ≥ 0 (resp., > 0) for all p ∈ P A (K, τ ). So, z is strictly K-positive. " ⇒ " Suppose y ∈ int(R A (K)). Then w := y − ǫz ∈ R A (K) for some ǫ > 0 and
This means that all such w are K-positive. Because R[x] A is K-full, by Theorem 2.2 of [9] , every such w belongs to R A (K). So, y is an interior point of R A (K).
The dual cone of P A (K) is defined as
. For more general A, a similar result holds.
n be a nonempty compact set. Suppose A ⊆ N n is finite and R[x] A is K-full. Then, the cones R A (K) and P A (K) are convex, closed and have nonempty interior. Moreover, it holds that
Proof. Clearly, R A (K) and P A (K) are convex, and
A implies that there exists p ∈ P A (K) with p > 0 on K. So, P A (K) has nonempty interior, since p is an interior point, by Lemma 3.1.
Letting k → ∞ in the above, we get
Next, we show that R A (K) has nonempty interior. Let z be the tms in the proof of Lemma 3.1(i). The Riesz functional L z is strictly K-positive. By Lemma 3.1, z is an interior point of R A (K).
Last, we show that (3.1) is true. Clearly,
, we have y ∈ R A (K). So, (3.1) holds.
Semidefinite relaxations. First, we consider semidefinite relaxations for the cone R
This is because for every y ∈ R A (K), we can always extend y to a tms z ∈ R 2k (K) with
Proof. We already know that
is contained in the intersection of the right hand side of (3.4). To prove they are indeed equal, it is enough to show that for all y ∈ R A (K), we have y ∈ S k A (K) if k is big enough. Choose such an arbitrary y. By (3.1), we know y ∈ P A (K) * , and there exists
A (K), and (3.4) holds.
Proposition 3.3 shows that the semidefinite relaxations
Define the distance
Proposition 3.4. Let K = ∅ be as in (1.1) and A ⊆ N n be finite. Suppose
(Here 0 denotes the zero vector in N n .) This implies that |y α | ≤ R/ǫ for all α ∈ A. Hence, the sets S
The sequence {y k } is bounded, because the sets S k A (K, f ) (k ≥ N 2 ) are uniformly bounded, as shown in the above. It has a convergent subsequence, say, y ki →ŷ as i → ∞. Clearly, f,ŷ = 1 and dist (ŷ,
* , by (3.1). So, there exists p 0 ∈ P A (K) such that p 0 ,ŷ < 0. For a small ǫ 0 > 0, we have
which is a contradiction. Thus, (3.6) must be true.
Second, we consider semidefinite relaxations for the cone R A (K). Denote
If p is in the interior of P A (K), then p > 0 on K by Lemma 3.1, and p ∈ Q k A (K) for some k by Theorem 2.1, if I(h) + Q(g) is archimedean. So, we get the following proposition.
Proposition 3.5. Let K = ∅ be as in (1.1) and A ⊂ N n be finite. Suppose R[x] A is K-full and I(h) + Q(g) is archimedean. Then, we have
The second containment inequality in (3.8) generally cannot be changed to an equality. For instance, when K = B(0, 1) and A = N 3.3. Checking memberships. First, we discuss how to check membership in the cone R A (K). Assume K ⊆ B(0, ρ) for some ρ > 0, for K as in (1.1). For convenience, let g B = (g, ρ 2 − x 2 2 ). Whether y ∈ R A (K) or not can be checked by solving a sequence of semidefinite optimization problems, as shown in [36] . 
Input: y ∈ R
A and an even d > deg(A) (the default is 2⌈deg(A)/2⌉). Output: A K-representing measure for y, or an answer that y ∈ R A (K). Procedure:
Step 0: Choose a generic polynomial R ∈ Σ n,d and let k := d/2.
Step 1: Solve the semidefinite program
If (3.9) is infeasible, output that y ∈ R A (K) and stop. If (3.9) is feasible, get a minimizer w * ,k . Let t := min{d K , deg(A)}.
Step 2: Check whether the truncation w * ,k | 2t is flat or not. If yes, go to Step 3; otherwise, go to Step 4.
Step 3: Compute the finitely atomic K-representing measure µ for w * ,k | 2t . Output µ, and stop.
Step 4: If t < k, let t := t + 1 and go to Step 2; otherwise, let k := k + 1 and go to Step 1.
Algorithm 3.6 has the following properties (cf. [36]). (1) Suppose R[x]
A is Kfull. If y admits no K-measures, then (3.9) is infeasible for all k big enough. This gives a certificate for y ∈ R A (K). (2) If y admits a K-measure, then, for all generic R ∈ Σ n,d , we have: i) for all t big enough, the sequence {w * ,k | 2t } k is bounded and each of its accumulation points is flat; ii) under some general conditions, w * ,k | 2t is flat for some k and t; iii) the obtained measures are r-atomic with r ≤ |A|.
Second, we discuss how to check membership in the cone P A (K). Note that a polynomial f ∈ R[x] A belongs to P A (K) if and only if its minimum f min on K is nonnegative. A standard approach for computing f min is to apply Lasserre's hierarchy of relaxations (k = 1, 2, · · · ):
For all f ∈ int(P A (K)), we have f k > 0 for some k, by Proposition 3.5. For f lying generically on the boundary of P A (K) (e.g., some standard optimality conditions hold), we have f k ≥ 0 for some k (cf. [35] ). For the remaining non-generic cases, it is possible that f k < f min for all k (cf.
]).
Another method for computing f min is applying Jacobian SDP relaxation [33] . Its basic idea is to add new polynomial equalities, by using the Jacobian of polynomials f, h i , g j . Suppose ϕ := (ϕ 1 , . . . , ϕ L ) = 0 is added (cf. [33, Section 2]). Under some generic conditions on K but not on f (cf. Assumption 2.2 of [33] ), f min equals the optimal value of (3.11) min
This leads us to consider stronger relaxations (k = 1, 2, · · · ):
An advantage of this approach is that {f jac k } always have finite convergence to f min under the archimedeanness (cf. [33, Section 4] ). So, we can check whether f ∈ P A (K) or not by solving finitely many semidefinite programs.
Linear Optimization Problems
Let K be as in (1.1) and A ⊆ N n be finite. Given a 1 , . . . , a m , c ∈ R[x] A and b ∈ R m , we consider the liner optimization problem
The dual problem of (4.1) is
The cones R A (K) and P A (K) are typically quite difficult to describe. However, they have nice semidefinite relaxations, as shown in Section 3.2. Indeed, the semi- 
Let (y * ,k , w * ,k ) be a minimizer of (4.3), and let λ * ,k be a maximizer of (4.4). If y * ,k ∈ R A (K), then c k = c min and y * ,k is a minimizer of (4.1), i.e., the relaxation (4.3) is exact for solving (4.1). In this case, if b k = c k also holds, then b k = b max and λ * ,k is a maximizer of (4.2). If the relaxation (4.3) is infeasible, then (4.1) must also be infeasible. Considering the above, we get the following algorithm. 
1).
Output: A minimizer y * of (4.1) and a maximizer λ * of (4.2), or an answer for the infeasibility of (4.1). Procedure:
Step 0: Let k = ⌈deg(A)/2⌉.
Step 1: Solve the primal-dual pair (4.3)-(4.4). If (4.3) is infeasible, stop and output that (4.1) is infeasible; otherwise, compute an optimal pair (y * ,k , w * ,k ) for (4.3) and a maximizer λ * ,k for (4.4).
Step 2: If y * ,k ∈ R A (K), then y * ,k is a minimizer of (4.1); if in addition b k = c k , then λ * ,k is a maximizer of (4.2); stop and output y * = y * ,k , λ * = λ * ,k . Otherwise, let k := k + 1 and go to Step 1.
Remark 4.2.
Checking if y * ,k ∈ R A (K) or not is a stopping criterion for Algorithm 4.1. If there exists t ≥ deg(A)/2 such that w * ,k | 2t is flat, then y * ,k ∈ R A (K). This gives a convenient way to terminate the loop. It might be possible that y * ,k belongs to R A (K) while w * ,k | 2t is not flat for all t (cf. Example 4.7). In such cases, we can apply Algorithm 3.6 to check if y * ,k ∈ R A (K) or not.
Feasibility and infeasibility issues of (4.1)-(4.2) are more delicate. They will be studied again in Section 5. In Section 4.1, we prove asymptotic and finite convergence of Algorithm 4.1. In Section 4.2, we present some examples of applying Algorithm 4.1.
4.1.
Convergence analysis. First, we prove the asymptotic convergence of Algorithm 4.1. When A = N n d and one of c, a 1 , . . . , a m is positive on K, Lasserre [22, Theorem 1] showed that the optimal values c k → c min as k → ∞. This is also true for general A. Indeed, we can prove the stronger result that the sequence {y * ,k } produced by Algorithm 4.1 converges to the cone R A (K), under more general assumptions. 
.1) is feasible, (4.2) has an interior point, R[x]
A is K-full, and Q(g) + I(h) is archimedean. Then, we have:
(i) For all k sufficiently large, (4.4) has an interior point and (4.3) has a minimizing pair (y * ,k , w * ,k ). (ii) The sequence {y * ,k } is bounded, and each of its accumulation points is a minimizer of (4.1).
(iii) The sequence {b k } converges to the maximum b max of (4.2).
Proof. (i) Let λ 0 be an interior point of (4.2). Then c(λ
The archimedeanness of I(h) + Q(g) implies that K is compact. So, there exist ǫ 0 > 0 and θ > 0 such that
By Theorem 6 of [31] , there exists N 0 > 0 such that
So, (4.4) has an interior point for all k ≥ N 0 , and the strong duality holds between (4.3) and (4.4). Since (4.1) is feasible, the relaxation (4.3) is also feasible and has a minimizing pair (y * ,k , w
Theorem 2.4.I]). (ii) First, we show that {y
* ,k } is a bounded sequence. Let c(λ 0 ) and ǫ 0 be as in the proof of (i). The set
Since c, w * ,k ≤ c min , it holds that
Combining the above, we get (denote by 0 the zero vector in
Since I(h) + Q(g) is archimedean, there exist ρ > 0 and k 1 ∈ N such that
For each t = 1, . . . , k − k 1 , we have
The above then implies that
This shows that the sequence {y * ,k } is bounded. Second, we show that every accumulation point of {y * ,k } is a minimizer of (4.1). Let y * be such an arbitrary one. We can generally further assume y * ,k → y * as k → ∞. We need to show that y * is a minimizer of (4.1). Since K is compact, by the archimedeanness of I(h) + Q(g), we can generally assume K ⊆ B(0, ρ) with ρ < 1, up to a scaling. In the above, we have shown that
This implies that the sequence {z k } is bounded. Each tms z k can be extended to a vector in R 
Hence, (4.5) implies that for all r = 1, 2, . . .
This means that z * ∈ R N n ∞ is a full moment sequence whose localizing matrices of all orders are positive semidefinite. By Lemma 3.2 of Putinar [39] , z * admits a K-measure. Clearly, a i , y * = b i for all i. So, y * = z * | A is feasible for (4.1) and c min ≤ c, y * . Because (4.3) is a relaxation of (4.1) and w * ,k is a minimizer of (4.3), it holds that c min ≥ c, y * ,k , k = 1, 2, . . .
Hence, we get
Therefore, c min = c, y * and y * is a minimizer of (4.1).
(iii) For each ǫ > 0, there exists λ ǫ such that c(λ ǫ ) ∈ P A (K) and
Let λ 0 be as in the proof of item (i), and let λ(ǫ) = (1−ǫ)λ ǫ +ǫλ 0 . Then c(λ(ǫ)) > 0 on K and
By Theorem 2.1, if k is big enough, then c(λ(ǫ)) ∈ I 2k (h) + Q k (g) and
Second, we prove the finite convergence of Algorithm 4.1 under a general assumption.
Assumption 4.4. Suppose λ
* is a maximizer of (4.2) and c * := c(λ * ) satisfies:
has finitely many KKT points u with c * (u) = 0. Proof. The existence of a minimizer (y * ,k , w * ,k ) is shown in Theorem 4.3. Because (4.1) is feasible and (4.2) has an interior point, (4.1) has a minimizer y * and there is no duality gap between (4.1) and (4.2), i.e., 0 = c, y
Clearly, c * ≥ 0 on K. Let µ * be a K-representing measure for y * . Then, every point in supp(µ * ) is a minimizer of (4.6), and the minimum value is 0. The k-th Lasserre's relaxation for (4.6) is (cf. [19, 34] 
Then, γ k = 0 for all k ≥ k 1 . The sequence {γ k } has finite convergence. The relaxation (4.7) achieves its optimal value for all k ≥ k 1 , by Assumption 4.4 (i). The dual problem of (4.7) is
By Assumption 4.4, (4.6) has only finitely many critical points on which c * = 0. So, Assumption 2.1 in [34] for the problem (4.6) is satisfied This implies that M k (w * ,k )vec(x α ) = 0 for all |α| ≤ k − 1 (cf. [28, Lemma 5.7] ). For all |α| ≤ 2k − 2, we can write α = β + η with |β|, |η| ≤ k − 1, and get
So, the truncation w * ,k | 2k−2 is flat. If (w * ,k ) 0 > 0, we can scale w * ,k such that (w * ,k ) 0 = 1. Then w * ,k is a minimizer of (4.8) because c * , w * ,k = 0 for all k ≥ k 1 . By Theorem 2.2 of [34] , w * ,k has a flat truncation w * ,k | 2t for some t ≥ deg(A)/2, for all k sufficiently large.
In generic cases, the conditions in Assumption 4.4 all hold (cf. [32, 35] ). Theorem 4.5 implies that Algorithm 4.1 often converges in finitely many steps. This has been observed in the numerical experiments.
4.2. Some examples. Semidefinite relaxations (4.3) and (4.4) can be solved by GloptiPoly 3 [18] . Example 4.6. Let K be the simplex ∆ n = {x ∈ R n + : x 1 + · · · + x n = 1} and A = {α ∈ N n : |α| = 2}. Then P A (∆ n ) is the cone of n × n copositive matrices (denoted as Co(n)), and R A (∆ n ) is the cone of n × n completely positive matrices (denoted as Cp(n)). The simplex ∆ n is defined by the tuples h = (x 1 + · · · + x n − 1) and g = (x 1 , . . . , x n ), as in (1.1).
2 and a 1 = x 1 x 2 − x 2 x 3 + x 3 x 4 − x 5 x 6 + x 6 x 1 . We want to know what is the maximum λ such that c − λa 1 ∈ Co(6). We formulate this problem in the form (4.2) and then solve it by Algorithm 4.1. For k = 2, y * ,2 ∈ Cp(6) (because it admits the measure 4δ where each * means the entry is not given. We want to know what is the smallest trace of C when C ∈ Cp(5). We formulate this problem in the form (4.1) and then solve it by Algorithm 4.1. For k = 2, y * ,2 ∈ R A (∆ 5 ) (verified by Algorithm 3.6). So, the minimum trace of C ∈ Cp(5) is 20.8172, 2 with the diagonal entries C 11 , . . . , C 55 being 6.0317, 3.9688, 0.8162, 3.9688, 6.0317 respectively. . We want to know what is the maximum λ 1 + λ 2 such that
We formulate this problem in the form (4.2) and then solve it by Algorithm 4.1. When k = 3, y * ,3 ∈ R A (K) (verified by Algorithm 3.6), and λ * ,3 = (4, 2). Since c k = b k for k = 2, the optimal (λ 1 , λ 2 ) in the above is (4, 2). 2 Throughout the paper, only four decimal digits are shown for numerical results.
We want to know what is the maximum λ
We formulate this problem in the form (4.2) and then solve it by Algorithm 4.1. When k = 3, y * ,3 ∈ R A (K) (it admits the measure 9δ (1,1,1 We formulate the problem in the form (4.1) and then solve it by Algorithm 4.1. When k = 3, y * ,3 ∈ R A (K) because it admits the measure
So, the minimum of (x 
Then (4.9) is equivalent to (4.10)
If y * is a minimizer of (4.10), then
is a maximizer of (4.9). Similarly, every linear optimization problem with cone P A (K), which is given in the form (4.1), can also be equivalently formulated in the form (4.2). We formulate this problem in the form (4.10) and then solve it by Algorithm 4.1. For k = 4, y * ,4 ∈ R A (K) (verified by Algorithm 3.6), and λ * ,4 = 2/3. Since c k = b k for k = 4, the maximum λ in the above is 2/3, which confirms the result of Reznick [41, p. 146] .
(ii) We are interested to know what is the maximum λ 1 + λ 2 such that
. The problem is equivalent to
where z 0 is same as in (i) and z 1 , z 2 are tms' whose entries are zeros except 
Feasibility and Infeasibility
A basic question in linear optimization is to check whether a cone intersects an affine subspace. For the cones R A (K) and P A (K), this question is about checking whether the optimization problem (4.1) or (4.2) is feasible. If they are feasible, we are interested in getting a feasible point; if they are infeasible, we want certificates for the infeasibility. 3 such that
Let a 1 , a 2 , a 3 be the polynomials inside the above integrals respectively. This problem is equivalent to whether there exists y ∈ R A ([−1, 1] 3 ) satisfying
Choose c = 0≤|α|≤3 x 2α . For k = 3, y * ,3 admits the measure 
If (5.1) is feasible, we can get a feasible point of (4.2); if not, let k := k + 1 and solve (5.1) again. Repeat this process. If the affine subspace c + span{a 1 , . . . , a m } intersects the interior of P A (K), we can always find a feasible point of (4.2) by solving (5.1). This is implied by Proposition 3.5, under the archimedeanness. If c + span{a 1 , . . . , a m } intersects a generic point of the boundary of P A (K), we can also get a feasible point of (4.2) by solving (5.1) (cf. [35] ). In the remaining cases, it is still an open question to find a feasible point of (4.2) by using semidefinite relaxations, in the author's best knowledge.
Example 5.2. We want to find λ 1 , λ 2 such that c − λ 1 a 1 − λ 2 a 2 ∈ P 3,6 , where c, a 1 , a 2 are given as 
(ii) Suppose I(h) + Q(g) is archimedean and there exists a ∈ span{a 1 , . . . , a m } such that a > 0 on K. 
λiai, y ≥ 0.
(ii) Suppose (4.1) is infeasible. Consider the optimization problem
Its dual problem is
By the assumption, R A (K) and P A (K) are closed convex cones (cf. Proposition 3.2), and (5.4) has an interior point. So, the strong duality holds and (5.4) must be unbounded from below (cf. [1, Theorem 2.4.I]), i.e., there existsλ satisfying
By the assumption, there existsλ such thatλ 1 a 1 + · · · +λ m a m > 0 on K. For ǫ > 0 small, λ :=λ + ǫλ satisfies (5.2) for some k, by Theorem 2.1. By item (i), we know (4.3) is infeasible.
Here is an example for the infeasibility certificate (5.2). 2 )h ∈ I 6 (h) + Q 3 (g). By Lemma 5.3, the above measure µ does not exist.
Second, we give a certificate for the infeasibility of (4.2). Suppose c, a 1 , . . . , a m ∈ R[x] A are given, while b is not necessarily. By (5.6), (4.2) is infeasible if and only if C 1 ∩C 2 = ∅. Because K is compact, the set C 1 is compact convex, and C 2 is closed convex. By the strict convex set separation theorem, they do not intersect if and only if there exists y ∈ R A and τ ∈ R such that p, y > τ ∀ p ∈ C 1 , p, y < τ ∀ p ∈ C 2 .
The first above inequality implies τ < 0 and y ∈ R A (K), and the second one implies c T y < 0 and a i , y = 0 for all i. Thus, this y satisfies (5.5).
Clearly, if there exists a ∈ span{a 1 , . . . , a m } such that a > 0 on K, then (4.2) must be feasible. Therefore, for (4.2) to be infeasible, none of polynomials in span{a 1 , . . . , a m } can be positive on K. So, the assumption in Lemma 5.5 (ii) is almost necessary for (4.2) to be infeasible. Indeed, it cannot be removed from the lemma, as shown in the below. So, there is no y satisfying (5.5).
The certificate (5.5) can be checked by solving the feasibility problem:
(5.7) c T y = −1, a i , y = 0 (i = 1, . . . , m), y ∈ R A (K).
Example 5.7. Let K = S 2 and A = {α ∈ N n : |α| = 6}. Then P A (K) equals P 3,6 , the cone of nonnegative ternary sexitic forms. We want to know whether there exist λ 1 , λ 2 , λ 3 such that
