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Abstract
We continue the study of symmetries in the Lagrangian formalism of arbitrary order with
the help of the so-called Anderson-Duchamp-Krupka equations. For the case of second-
order equations and arbitrary vector fields we are able to establish a polynomial structure
in the second-order derivatives. This structure is based on the some linear combinations
of Olver hyper-Jacobians. We use as the main tools Fock space techniques and induction.
This structure can be used to analyze Lagrangian systems with groups of Noetherian
symmetries. As an illustration we analyze the case of Lagrangian equations with Abelian
gauge invariance.
1 Introduction
This paper is a continuation of [1]. The purpose is to completely analyze the structure of
locally variational second-order equations i.e. second-order equations which can be obtained
locally from some Lagrangian function. The basic tool is, as in [1], the generalization of the
Helmholtz-Sonin equations to field theory due to Anderson-Duchamp and Krupka (ADK) [2],
[3] and the mathematical framework for this formalism is the jet-bundle formalism.
In [1] we have succeeded to establish, for the particular case of a scalar field, a polynomial
structure in the second order derivatives for any locally variational equations of second order.
The main technical tricks were some Fock space combinatorics together with the essential use
of complete induction. The result afforded a rather complete study of Lagrangian systems with
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groups of Noetherian symmetries. In this paper we will be able to extend the results from [1]
to the case of arbitrary vector fields, and we will prove that, again, a very specific polynomial
structure in the second-order derivatives appears. We will use the same combinatorial tricks as
in [1] and we fix a rather subtle point concerning some identities satisfied by the hyper-Jacobians
and the way to take them into account.
In the mean time we became aware that result of this type have been also obtained in [4]
by a rather different method. In this reference one can find a conjecture on the structure of
the most general case of locally variational equations of arbitrary order. There are some dif-
ferences between our result and the results in [4] which will be more convenient to comment in
the text of the paper after we will present the general strategy of our approach. Nevertheless,
the polynomial structure of a locally variational equation of second-order is expressed in both
approaches in terms of the so-called hyper-Jacobians which have been introduced in the liter-
ature in [5], [6]. We also mention [7] where the interplay between locally variationallity and
conservation laws for second order scalar equations is studied.
The paper is organized as follows. In Section 2 we remind the basic aspects of the formalism
following [1]. In Section 3 we derive our main result concerning the polynomial structured
expression of an arbitrary second-order locally variational equation with an arbitrary number
of fields. In Section 4 we present a typical application as we have already anticipated. Namely,
we will study Lagrangian systems with groups of Noetherian symmetries. Our main concern
will be the case of infinite dimensional groups as Abelian gauge symmetry. We will be able to
show that in this cases a rather drastic simplification occurs, i.e. the Euler-Lagrange expressions
are polynomials of first order in the second order derivatives and they can be obtained from
a first order (local) Lagrangian. In this way we are able to reobtain in a completely different
way a result derived in [8]. We must mention in this context the recent paper [9] where the
same type of result concerning the Abelian invariance is obtained starting also from the ADK
equations but exploiting intensively the presence of some conservation laws.
2 A Higher-Order Lagrangian Formalism
2.1 The kinematical structure of classical field theory is based on a fibred bundle structure
pi : S 7→M where S and M are differentiable manifolds of dimensions dim(M) = n, dim(S) =
N+n and pi is the canonical projection of the fibration. UsuallyM is interpreted as the “space-
time” manifold and the fibres of S as the field variables. Next, one considers the r-jet bundle
Jrn(S) 7→ M (r ∈ IN). A r-order jet with source x ∈ U , and target y ∈ V is, by definition, an
equivalence class of all the smooth maps from ζ : M → S verifying ζ(x) = y and having the
same partial derivatives in x up to order r (in any chart onM and respectively on S). We denote
the equivalence class of ζ by jrζ and the factor set by Jrx,y. Then the r-order jet bundle extension
is, by definition Jrn(Y ) ≡ ∪Jrx,y. The canonical projections pis,t : Jsn(Y ) → J tn(Y ) (t ≤ s ≤ r)
are defined in a natural way. By convention J0n(S) ≡ S and r ∈ IN ∪ {∞}.
One usually must take r ∈ IN but sufficiently large such that all formulas make sense. Let
us consider a local system of coordinates in the chart U ⊆ S : (xµ) (µ = 1, ..., n). Then on some
chart V ⊆ pi−1(U) ⊂ S we take a local coordinate system adapted to the fibration structure:
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(xµ, ψA) (µ = 1, ..., n, A = 1, ..., N) such that the canonical projection is pi(xµ, ψA) = (xµ).
Then one can extend this system of coordinates to Jrn(S) as follows: on the open set V
r ≡
(pir,0)−1(V ) we define the coordinates of jrxζ to be (x
µ, ψA, ψAµ , ..., ψ
A
µ1.,,,,µr) where µ1 ≤ · · · ≤
µs (s ≤ r). Explicitly
ψAµ1,...,µs(j
r
xζ) ≡
s∏
i=1
∂
∂xµi
ζ(x) (s = 1, ..., r). (2.1)
If µ1, ..., µs are arbitrary numbers belonging to the set {1, ..., n} then by the expression
{µ1, ..., µs} we understand the result of the operation of increasing ordering. Then the notation
ψAµ1,...,µs becomes meaningful for all set of numbers µ1, ..., µs. If I = µ1, ..., µs is an arbitrary set
from {1, ..., n}×s then we define
ψAI = ψ
A
µ1,...,µs ≡ ψA{µ1,...,µs}. (2.2)
This notation makes sense whenever the cardinal of I verifies: |I| ≤ r where if I = ∅ then we
put ψA∅ = ψ
A.With this convention the expression ψAI is completely symmetric in the individual
indices µ1, ..., µs which make up the multi-index I.
2.2 Let us consider s ≤ r and T a (n+1)-form which can be written in the local coordinates
introduced above as:
T = TA dψA ∧ dx1 ∧ · · · ∧ dxn (2.3)
with TA some smooth functions of (xµ, ψAI ) (|I| ≤ s).
Then T is a globally defined object. We call such a T a differential equation of order s.
2.3 To introduce some special type of differential equations we need some very useful nota-
tions [2]. We define the differential operators:
∂IA ≡
r1!...rl!
|I|!
∂
∂ψAI
(2.4)
where ri is the number of times the index i appears in I. The combinatorial factor in (2.4)
avoids possible overcounting in the computations which will appear in the following. One has
then:
∂µ1,...,µlA ψ
B
ν1,...,νm
=
{
1
l!
δABperm(δ
µi
νj
), for l = m
0, for l 6= m (2.5)
where
perm
(
δµiνj
)
≡ ∑
P∈Pl
δµ1νP (1) · · · δµlνP (l) (2.6)
is a permanent. (In general we denote by perm(A) the permanent of the matrix A).
Next, we define the total derivative operators:
Dµ =
∂
∂xµ
+
r−1∑
l=0
ψAν1,...,νl,µ∂
ν1,...,νl
A =
∂
∂xµ
+
∑
|I|≤r−1
ψAIµ ∂
I
A (2.7)
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where we use the convention IJ ≡ I ∪ J. One can check that
Dµψ
A
I = ψ
A
Iµ, |I| ≤ r − 1 (2.8)
and
[Dµ, Dν ] = 0. (2.9)
Finally we define the differential operators
DI ≡
∏
i∈I
Dµi . (2.10)
Because of (2.9) the order of the factors in the right hand side is irrelevant.
2.4 A differential equation T is called locally variational (or of the Euler-Lagrange type) iff
there exists a local real function L such that the functions TA from (2.3) are of the form:
EA(L) ≡
r∑
l=0
(−1)lDµ1,...,µl(∂µ1,...,µlA L) (2.11)
One calls L a local Lagrangian and:
L ≡ L dx1 ∧ · · · ∧ dxn (2.12)
a local Lagrange form.
If the differential equation T is constructed as above then we denote it by E(L). A local
Lagrangian is called a total divergence if it is of the form:
L = DµV µ. (2.13)
One can check that in this case we have:
E(L) = 0. (2.14)
2.5 We now state a central result of variational calculus which will be our main tool in the
following analysis (see [2], [3]):
Theorem 1 Let T be a differential equation of order s. Then T is locally variational iff the
functions TA from (2.3) verify the following equations:
∂µ1,...,µlA TB =
s∑
p=l
(−1)pCpl Dµl+1,...,µp∂µ1,...,µpB TA, (l ≤ s). (2.15)
The equations above must be considered as differential equations of order 2s with TA having a
trivial dependence on the derivatives of order s+ 1, ..., 2s.
4
These are the so-called Anderson-Duchamp-Krupka equation. We only mention that if the
equations above are fulfilled then a possible (local) Lagrangian in given by the Tonti expression:
L =
∫ 1
0
ψATA ◦ χλdλ (2.16)
where
χλ(x
µ, ψAI ) = (x
µ, λψAI ).
2.6 An evolution is any section Ψ :M → S of the bundle pi : S 7→ M.
Let us denote by jsΨ : M → Jsn(S) the natural lift of Ψ to a section of the s-order fibre
bundle extension pis,0 : Jrn(S)→ M. Then the action functional is defined by:
AL(Ψ) ≡
∫
(jsΨ)∗L. (2.17)
Let us suppose that T is a differential equation and Ψ : M 7→ S is a evolution. One says
that Ψ is a solution of T if one has:
TA ◦ jsΨ = 0 (A = 1, ..., N). (2.18)
If T is locally variational T = E(L) one obtains the global form of the Euler-Lagrange
equations. In local coordinates one can arrange such that Ψ has the form xµ 7→ (xµ,Ψ(x));
then jsΨ :M → Jsn(S) is given by
xµ 7→
(
xµ,
∏
i∈I
∂
∂xµi
Ψ(x)
)
and (2.18) take the well-known form.
By a symmetry of T we understand a map φ ∈ Diff(S) such that if Ψ : M → S is a
solution of T , then φ◦Ψ is a solution of T also. (In particular this definition assumes implicitly
that φ ◦Ψ is a evolution i.e. a section of pi : S 7→ M .)
If one has
(jsφ)∗ T = T, (2.19)
where jsφ ∈ Diff(Jsn(S)) is the lift of φ, then φ is a symmetry. These type of symmetries are
the well-known Noetherian symmetries.
2.7 We particularize the ADK equations for case s = 2 of second-order Euler-Lagrange
equations. One obtains after some elementary computations the following set of equations:
∂µ1µ2A TB = ∂µ1µ2B TA (2.20)
(∂µρ1B ∂
ρ2ρ3
C + ∂
µρ2
B ∂
ρ3ρ1
C + ∂
µρ3
B ∂
ρ1ρ2
C ) TA = 0 (2.21)
∂µ1A TB + ∂µ1B TA = 2
(
∂µ2 + ψ
C
µ2∂C + ψ
C
µ2ν1∂
ν1
C
)
∂µ1µ2B TA (2.22)
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∂ATB − ∂BTA = −
(
∂µ1 + ψ
C
µ1
∂C + ψ
C
µ1ν1
∂ν1C
)
∂µ1B TA+(
∂µ1 + ψ
C
µ1
∂C + ψ
C
µ1ν1
∂ν1C
) (
∂µ2 + ψ
D
µ2
∂D + ψ
D
µ2ν2
∂ν2D
)
∂µ1µ2B TA.
(2.23)
We will prove in the next Section that from (2.20) and (2.21) follows that TA has a certain
polynomial structure in the second order derivatives ψAµν i.e the dependence is through the
second order hyper-Jacobians.
Remark 1 The result in [4] seems to be that the emergence of the hyper-Jacobians follows only
from (2.21). Although this is true for a scalar field (because (2.20) is trivial in this case), in
the general this seems to be wrong. We will start the induction process in the next Section
with the case n = 2 and the necessity of using both equations (2.20) and (2.21) to obtain the
hyper-Jacobians dependence will be clear. However it seems to be true that a general polynomial
structure can be obtained only from (2.21).
3 The Main Theorem
3.1 We turn now to the study of the equations (2.20) and (2.21). Let us define the expressions:
ψAk+1,...,An;µ1,...,µk;ν1,...,νk ≡ 1
(n− k)!ε
µ1,...,µnεν1,...,νn
n∏
i=k+1
ψAiµiνi (k = 0, ..., n) (3.1)
We will use consistently Bourbaki conventions:
∑
∅ · · · = 0 and
∏
∅ · · · = 1.
These are some linear combinations of Olver hyper-Jacobians (see [5], [6]). We note the
following symmetry properties:
ψAP (k+1),...,AP (n);µQ(1),...,µQ(k);νR(1),...,νR(k) = (−1)|Q|+|R|ψAk+1,...,An;µ1,...,µk;ν1,...,νk (k = 0, ..., n)
(3.2)
where P is a permutation of the numbers k+1, ..., n and Q,R are permutations of the numbers
1, ..., k and
ψAk+1,...,An;ν1,...,νk;µ1,...,µk = ψAk+1,...,An;µ1,...,µk;ν1,...,νk (k = 0, ..., n). (3.3)
We also note that the following identities are true (see [6]):
k∑
i=0
(−1)iψAk+1,...,An;µ1,...,µk−1,νi;ν0,...,νˆi,...,νk = 0. (k = 0, ..., n). (3.4)
Let us first settle the following point: are the relations (3.3) and (3.4) independent one of
the other? The answer is negative and follows from the following lemma:
Lemma 1 If the tensor ψ verifies the identities (3.2) and (3.4) then it also verifies:
∑
i1<···<ip(−1)i1+···ipψAk+1,...,An;νi1 ,···νip ,µ1,...,µk−p;µk−p+1,···µk,ν1,··· ˆνi1 · ˆνip ···νk =
= (−1)p(k−1)+p(p+1)/2ψAk+1,...,An;µ1,...,µk;ν1,...,νk p = 1, ..., k. (3.5)
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Proof:
By induction over p. For p = 1 the relation (3.5) becomes (3.4). After some combinatorial
computations one succeeds in going from p to p+ 1. ∇
Now if we take into the formula above p = k we obtain (3.3).
In the following we will need the expression for the derivatives of the hyper-Jacobians. On
easily finds out the following formula: true:
∂ρσB ψ
Ak+1,...,An;µ1,...,µk;ν1,...,νk =
1
2(n−k)
∑n
j=k+1 δ
Aj
B
(
ψAk+1,...,Aˆj,...,An;ρ,µ1,...,µk;σ,ν1,...,νk
)
+ (ρ↔ σ) (k = 0, ..., n). (3.6)
This formula suggests the use of the Fock space techniques. Let us emphasize this point
in detail. We will consider the functions ψAk,...,A;µ1,...,µk;ν1,...,νk as the components of a tensor
{ψk} ∈ H ≡ F+(IRN)⊗F−(IRn)⊗F−(IRn) where ψk belongs to the subspace of homogeneous
tensors Hn−k,k,k (where Hp,q,t is the subspace of homogeneous tensors of degree p, q and t
respectively.) These tensors verify the following symmetry property:
Sψ = ψ (3.7)
where
S(Λ⊗ φ⊗ ψ) = Λ⊗ ψ ⊗ φ, ∀φ, ψ ∈ F−(IRn), ∀Λ ∈ F+(IRN). (3.8)
We will denote by e∗(A) and e
(A) the bosonic creation and respectively the annihilation
operators acting in F+(IRN); similarly we denote by a∗(α) and a(α) the fermionic creation and
respectively the annihilation operators acting in F−(IRn). We can define in a natural way
bosonic and fermionic creation and annihilation operators acting in H by:
f ∗(A) ≡ e∗(A) ⊗ 1⊗ 1, b∗(α) ≡ 1⊗ a∗(α) ⊗ 1, c∗(α) ≡ 1⊗ 1⊗ a∗(α) (3.9)
and similarly for the annihilation operators.
With these notations one can rewrite (3.6) in a more compact way, namely:
∂ρσA ψk = αk f
∗
(A) [b
(ρ)c(σ) + b(σ)c(ρ)] ψk+1; αk ≡ 1
2
× 1
(k + 1)
√
n− k (k = 0, ..., n) (3.10)
where we use for simplicity the convention 0
0
= 0.
We need one more notation for our Fock space machinery, namely < ·, · > which is the
duality form between H and H∗.
3.2 We prove now the main result.
Theorem 2 The general solution of the equations (2.20) and (2.21) is of the following form:
TA =
n∑
k=0
1
(k!)2
tA,Bk+1,...,Bn;µ1,...,µk;ν1,...,νkψ
Bk+1,...,Bn;µ1,...,µk;ν1,...,νk (3.11)
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where the functions t... are independent of ψ
B
µν :
∂ρσB tAk,...,An;µ1,...,µk;ν1,...,νk = 0 (k = 0, ..., n), (3.12)
and have analogous properties as the hyper-Jacobians, namely the (anti)symmetry property:
tAP (k),...,AP (n);µQ(1),...,µQ(k);νR(1),...,νR(k) = (−1)|Q|+|R|tAk,...,An;µ1,...,µk;ν1,...,νk (k = 0, ..., n) (3.13)
(where P is a permutation of the numbers k, ..., n and Q,R are permutations of the numbers
1, ..., k) and also verify the identities:
k∑
i=0
(−1)itAk ,...,An;µ1,...,µk−1,νi;ν0,...,νˆi,...,νk = 0. (k = 1, ..., n). (3.14)
The function coefficients t... are uniquely determined by TA and the properties (3.13) and
(3.14) above.
Proof:
It is similar to the one in [1]. However we have refined a little bit our Fock space tools and
filled some gaps in the previous proof. It is convenient to consider that tAk,...,An;µ1,...,µk;ν1,...,νk are
the components of a tensor {tk} in the dual space H∗; explicitly: tk ∈ H∗n−k+1,k,k (where H∗p,q,t
is the subspace of homogeneous tensors of degree p, q and t respectively.) Alternatively, it will
be convenient to consider tkA as a tensor from H∗n−k,k,k or tA0,...,Ak as a tensor from H∗0,n−k,n−k.
With this trick, formula (3.11) can be written in compact notations as:
TA =
n∑
k=0
1
(k!)2
< tkA, ψk > . (3.15)
We also note that from (3.13) and (3.14) one can derive, using lemma 1 that the function
coefficients t... verify also the symmetry property:
tAk+1,...,An;ν1,...,νk;µ1,...,µk = tAk+1,...,An;µ1,...,µk;ν1,...,νk (k = 0, ..., n). (3.16)
(i) We now prove the uniqueness statement. So we must show that if
n∑
k=0
1
(k!)2
< tkA, ψk >= 0 (3.17)
then tk = 0.
To prove this, we apply to the equation (3.17) the operator
∏p
i=1 ∂
ρiσi
Ai
(p ≤ n) and then
we will make ψAµν → 0. Using (3.10) one easily discovers the following equations:
p∏
i=1
[
b∗(ρi)c∗(σi) + b∗(σi)c∗(ρi)
]
tA0,...,Ap = 0, (p = 0, ..., n). (3.18)
To analyze this system we first define the operator:
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C ≡ b(ρ)c∗(ρ) (3.19)
and prove by elementary computations that the condition (3.14) can be rewritten as:
CtAk,...,An = 0 (k = 0, ..., n). (3.20)
We remark here that (3.16) can be written compactly as:
StAk,...,An = tAk ,...,An (k = 0, ...n). (3.21)
Because we have
SC = C∗S (3.22)
we get from (3.20) and (3.21) that one also has:
C∗tAk,...,An = 0 (k = 0, ..., n). (3.23)
Let us also define the number operators:
Nb ≡ b∗(ρ)b(ρ); Nc ≡ c∗(ρ)c(ρ). (3.24)
Then one knows that:
Nb|H0p,q = p1, Nc|H0p,q = q1. (3.25)
We analyze the system (3.18) using some simple lemmas. The proofs are elementary and
are omitted.
Lemma 2 The following formula is true:
b(ρ)c(σ)
[
b∗(ρ)c∗(σ) + b∗(σ)c∗(ρ)
]
= [(n + 1)1−Nb] (n1−Nc)− C∗C. (3.26)
Lemma 3 The operator C commutes with all the operators of the form
[
b∗(ρ)c∗(σ) + b∗(σ)c∗(ρ)
]
.
Explicitly:
C
[
b∗(ρ)c∗(σ) + b∗(σ)c∗(ρ)
]
=
[
b∗(ρ)c∗(σ) + b∗(σ)c∗(ρ)
]
C. (3.27)
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Lemma 4 If the tensor t verifies the identity Ct = 0 the also the tensors[
b∗(ρ)c∗(σ) + b∗(σ)c∗(ρ)
]
t
verify this identity.
We now have:
Proposition 1 Suppose the tensor t ∈ H0n−p,n−p (p > 0) verify the system:
p∏
i=1
[
b∗(ρi)c∗(σi) + b∗(σi)c∗(ρi)
]
t = 0. (3.28)
Then we have t = 0.
Proof: We apply to the system above the operator
∏p
i=1 b(ρi)c(ρi) and make repeated use of
the lemmas above. ∇
We will call the argument involved in the proof above the unicity argument.
In conclusion the system (3.18) has the solution tAk,...,An = 0 (k = 0, ..., n).
(ii) We start to prove the formula (3.11) by induction over n. For n = 1 the derivation of
(3.11) is elementary. We provide this analysis for n = 2 also. In fact, the consideration of this
case is the simplest way to guess the right induction hypothesis and to see the appearance of
the hyper-Jacobians. One discovers from (2.21) that TA is of the following form:
TA = tA + tµA;B ψBµµ + tA;B ψB12 + tA;BC (ψB11ψC22 − ψB12ψC12) (3.29)
where the functions t... do not depend on the second order derivatives. It is clear that the
hyper-Jacobians (3.1) are not present yet. But if we enforce (2.20) also, then we obtain that
tA;B is completely symmetric in A and B; also that tA;BC is completely symmetric in A,B and
C. Simple relabelling transform now the expression (3.29) into the (3.11) for n = 2. We also
note that the identities (3.14) are satisfied in this case, so the step n = 2 of the induction
procedure is completed.
(iii) We suppose that we have the assertion of the theorem for a given n and we prove it for
n+1. In this case the indices µ, ν, ... takes values (for notational convenience) µ, ν, ... = 0, ..., n
and i, j, ... = 1, ..., n.
If we consider in (2.20) and (2.21) that µ, ρ1, ρ2, ρ3 = 1, ..., n then we can apply the induction
hypothesis and we get.
TA =
n∑
k=0
1
(k!)2
T˜ABk+1,...,Bn;i1,...,ik;j1,...,jkψ˜Bk+1,...,Bn;i1,...,ik;j1,...,jk (3.30)
Here T˜... has properties of the type (3.13)-(3.14) and can depend on x, ψA, ψAµ and ψA0µ. The
expressions ψ˜... are constructed from ψAij according to the prescription (3.1).
(iv) We still have at our disposal the relations (2.20) and (2.21) where at least one index
takes the value 0. The computations are rather easy to do using instead of (3.30) the compact
tensor notation (see (3.15)) and the unicity argument. We obtain rather easily from (2.20):
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∂0µB T˜Ak,...,An = (Ak ↔ B) (k = 0, ..., n) (3.31)
and from (2.21):
∂00B ∂
00
C T˜Ak,...,An = 0, (k = 0, ..., n) (3.32)
∂00B ∂
0l
C T˜Ak ,...,An = 0, (k = 0, ..., n) (3.33)
∂0lB∂
0m
C T˜A0,...,An = 0 (3.34)
1
2
k
[
b∗(l)c∗(m) + b∗(m)c∗(l)
]
∂00C T˜B,Ak,...,An + 2∂0lB∂0mC T˜Ak,...,An = 0, (k = 1, ..., n) (3.35)
∑
(l,m,r)
[
b∗(l)c∗(m) + b∗(m)c∗(l)
]
∂0rB T˜Ak ,...,An = 0 (∀k = 1, ..., n− 1). (3.36)
Here by
∑
(l,m,r) we understand the sum over all cyclic permutations of the indices l, m, r.
The expressions T˜Ak,...,An are obviously considered as tensors from H∗0,k,k verifying the re-
striction:
ST˜Ak,...,An = T˜Ak,...,An (k = 0, ..., n) (3.37)
and
C˜T˜Ak ,...,An = 0 (k = 0, ..., n) (3.38)
where we have defined:
C˜ ≡ b(i)c∗(i). (3.39)
One can easily show that from this identity we also have:
C∗T˜Ak ,...,An = 0 (k = 0, ..., n). (3.40)
As in [1], these equations can be solved i.e. one can describe the most general solution.
From (3.32) we have:
T˜Ak,...,An = T (0)Ak,...,An + ψB00T
(1)
B;Ak,...,An
(k = 0, ..., n) (3.41)
where the functions T (0)Ak,...,An and T
(1)
B;Ak,...,An
do not depend on the second order derivatives, are
completely symmetric in the indices Ak, ..., An and verify relations of the type (3.37), (3.38)
and (3.40). However, if we use the relation (3.31) for µ = 0 we get that in fact the tensor
T (1)B;Ak,...,An is completely symmetric in all indices B;Ak, ..., An. So, we can rewrite (3.41) in a
more precise way:
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T˜Ak,...,An = T (0)Ak,...,An + ψB00T
(1)
B,Ak,...,An
(k = 0, ..., n) (3.42)
where the tensors T (1)B,Ak ,...,An is completely symmetric in all indices; in other words T
(0)
k ∈
H∗n−k+1,k,k and T (1)k ∈ H∗n−k+2,k,k.
We also have independence of all the second order derivatives for these tensors and properties
of the type (3.37), (3.38) and (3.40).
From (3.33) and (3.34) we also get:
∂0lBT (1)Ak−1,...,An = 0, (k = 0, ..., n) (3.43)
and
∂0l∂0mT (0)A0,..,An = 0. (3.44)
Equation (3.31) for µ = l gives:
∂0lB T˜ (0)Ak,...,An = (Ak ↔ B) (k = 0, ..., n) (3.45)
and finally (3.35) and (3.36) become:
1
2
k
[
b∗(l)c∗(m) + b∗(m)c∗(l)
]
T (1)B,C,Ak,...,An + 2∂0lB∂0mC T
(0)
Ak ,...,An
= 0, (k = 1, ..., n) (3.46)
∑
(l,m,r)
[
b∗(l)c∗(m) + b∗(m)c∗(l)
]
∂0rT (0)Ak,...,An = 0 (∀k = 1, ..., n). (3.47)
(v) We proceed further by applying the operator ∂0r to (3.46); taking into account (3.43)
we obtain:
∂0rB ∂
0l
C ∂
0m
D T (0)Ak,...,An = 0 (k = 1, ..., n) (3.48)
From (3.44) and (3.48) one obtains a polynomial structure in ψB0l for T (0)... .
T (0)A0,...,An = T (00)A0,...,An + T lB;A0,...,AnψB0l (3.49)
and
T (0)Ak,...,An = T
(00)
Ak,...,An
+ T lB;Ak,...,AnψB0l +
1
2
T lmB,C;Ak,...,AnψB0l ψC0m, (k = 1, ..., n) (3.50)
where the coefficients are tensors independent of the second order derivatives and completely
symmetric in the indices Ak, ..., An. Moreover, we can assume that:
T lmB,C;Ak,...,An = T mlC,B;Ak,...,An. (3.51)
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One can obtain more information if one plugs these equations into (3.45): as one can expect
by now we get full symmetry in all indices B,Ak, ..., An and respectively B,C,Ak, ..., An.
So, finally we have the following polynomial structure:
T (0)A0,...,An = T (00)A0,...,An + T lB,A0,...,AnψB0l (3.52)
and
T (0)Ak,...,An = T
(00)
Ak,...,An
+ T lB,Ak,...,AnψB0l +
1
2
T lmB,C,Ak,...,AnψB0l ψC0m, (k = 1, ..., n) (3.53)
with the tensors T (00)... , T l... and T lm... completely symmetric in the lower indices or, in different
phrasing T (00)k ∈ H∗n−k+1,k,k, T lk ∈ H∗n−k+2,k,k and T lmK ∈ H∗n−k+3,k,k.
These expressions also verify the symmetry property
ST ... = T .., (3.54)
the independence property of all of the second order derivatives and the identities:
C˜T ... = 0 C˜∗T ... = 0. (3.55)
We can also suppose that:
T lmAk−2,...,An = T mlAk−2,...,An. (3.56)
It remains to use the equations (3.46) and (3.47). If we insert (3.53) into (3.46) we get:
T lmAk−2,...,An = −
1
2
k
[
b∗(l)c∗(m) + b∗(m)c∗(l)
]
T (1)Ak−2,...,An (k = 0, ..., n− 1). (3.57)
One must check that this identity is compatible with (3.55) by applying the operators C˜
and C˜∗ to this relation.
Finally, inserting (3.52) and (3.53) into (3.47) we get:
∑
(l,m,r)
[
b∗(l)c∗(m) + b∗(m)c∗(l)
]
T rAk−1,...,An = 0 (k = 1, ..., n− 1) (3.58)
and
∑
(l,m,r)
[
b∗(l)c∗(m) + b∗(m)c∗(l)
]
T rsAk−2,...,An = 0 (k = 1, ..., n− 1). (3.59)
In conclusion the solution of (3.31)-(3.36) is given by (3.41) where T (0) is given by (3.52)
and (3.53); the independence of the second-order derivatives have to be taken into account, and
we are left with the equations (3.57), (3.58) and (3.59).
One shows immediately that (3.57) identically verifies (3.59) so in fact we are left to solve
only (3.58) together with the restrictions (3.54), (3.38) and (3.40). We have the following result:
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Lemma 5 Let T r ∈ H∗o,p,q (p, q ≤ n) verifying the restrictions
CT r = 0, C∗T r = 0 (3.60)
and the system:
∑
(l,m,r)
[
b∗(l)c∗(m) + b∗(m)c∗(l)
]
T r = 0 (3.61)
for all l, r,m = 1, ..., n.
Then one can write uniquely T r in of the following form:
T r = b∗(r)T1 + c∗(r)T2 (3.62)
with T1 ∈ H∗0,p−1,q and T2 ∈ H∗0,p,q−1.
If p = q then T2 = ST1 and
C˜T1 = 0, C˜T2 = T1. (3.63)
Proof: We apply to the equation (3.61) the operator b(l)c(m) and we find out (after sum-
mation over l and m and taking into account (3.60):
(n− p+ 2)(n− q + 1)T r = (n− p+ 1)b(r)b(l)T l + (n− p+ 1)c(r)c(l)T l. (3.64)
So we have the formula from the statement with: T1 = (n − p + 2)−1b(l)T l and T2 =
(n− p+ 2)−1(n− q + 1)−1(n− p+ 1)c(l)T l.
It is obvious that for p = q we have T2 = ST1 and also (3.63).
It remains to check that the equation (3.61) is indeed identically verified by (3.62). ∇
Using again index notations, it follows that the most general solution of (3.58) is of the
form:
T lAk−1,...,An;i1,...,ik;j1,...,jk =
1√
k
∑k
p=1(−1)p−1(δlipTAk−1,...,An;i1,...,iˆp,...ik;j1,...,jk + δljpTAk−1,...,An;j1,...,jˆp,...,jk;i1,...,ik)
(k = 1, ..., n)
(3.65)
and
T lA
−1,...,An
= 0. (3.66)
The expression of T lm... in terms of T (1)... is
T lmAk−2,...,An;i1,...,ik;j1,...,jk =
∑k
p=1(−1)p+q
(
δlipδ
m
jq + δ
m
ip δ
l
jq
)
T (1)
Ak−2,...,An;i1,...,iˆp,...ik;j1,...,jk
(k = 1, ..., n).
(3.67)
where TAk−1,...,An ∈ H∗0,k−1,k or more precisely, they are the components of a tensor Tk ∈
H∗n−k+1,k−1,k.
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This tensors are not completely arbitrary. Because of (3.63) they must satisfy the following
relations:
C˜TAk−1,...,An = 0, C˜STAk−1,...,An = TAk−1,...,An = 0 (k = 0, ..., n). (3.68)
The structure of Ti1,...,ik;j1,...,jk is completely elucidated.
(vi) It remains to introduce these expressions for TAk+1,...,An in (3.30) and regroup the terms.
Like in [1] one obtains the desired formula (3.11) for n + 1 with the tensors t... expressed in
terms of the tensors T˜ ...... defined in the proof above. Finally one must check that these new
tensors t... also verify the induction hypothesis i.e. the identities (3.20) and (3.21). This is done
after some computations using (3.68) and the induction is finished.
Remark 2 In the usual cases the number of field components N is dependent on the dimension
of space-time n. For instance, N = n for a vector field, N = n × dim(G) for a gauge theory
of the Lie group G, N = n(n + 1)/2 for the gravitational field, etc. One may wonder if the
theorem above applies in this case also. That this is indeed so can be seen as follows. In the
theorem above, N was always fixed, but arbitrary. So, we have in fact proved, by induction, a
whole host of theorems TN,n (n = 1, 2, ...) for N = 1, 2.... The cases of physical interest above
are some sort of “diagonal” theorems Tfn,n.
3.3 We can insert the solution (3.11) of (2.20) and (2.21) into (2.22) and (2.23) to obtain
further restrictions on the functions t....
It is convenient to define:
δ
δxµ
≡ ∂
∂xµ
+ ψAµ ∂A. (3.69)
The idea is to use the compact notation (3.15) and to introduce it in the remaining ADK
equations. We will use the same procedure as the one used to prove the uniqueness statement
from the main theorem, i.e. we will apply to these equations the operators
∏p
i=1 ∂
µiνi
Ci
(p ≤ n)
and afterwards we will take ψAµν = 0.
We give only the final result. From (2.22) one gets:
∏p
i=1
[
b∗(ρi)c∗(σi) + b∗(σi)c∗(ρi)
]
(∂µAtB,C1,...,Cp + ∂
µ
BtA,C1,...,Cp−
(n− p)
[
b∗(µ)c∗(ν) + b∗(ν)c∗(µ)
]
δ
δxν
tA,B,C1,...,Cp) =
∑p
j=1
∏
i 6=j[
b∗(ρi)c∗(σi) + b∗(σi)c∗(ρi)
] ([
b∗(µ)c∗(σj ) + b∗(σj )c∗(µ)
]
∂
νj
Cj
tA,B,C1,...,Cˆj,...,Cp + (ρj ↔ σj)
) (3.70)
for p = 0, ..., n and from (2.23) only the antisymmetric contribution in A and B gives
something new, namely:
∏p
i=1
[
b∗(ρi)c∗(σi) + b∗(σi)c∗(ρi)
] [
2∂BtA,C1,...,Cp − δδxν ∂νBtA,C1,...,Cp − (A↔ B)
]
=
1
n−p+1
∑p
j=1
∏
i 6=j
[
b∗(ρi)c∗(σi) + b∗(σi)c∗(ρi)
] [(
∂
ρj
Cj
∂
σj
B + ∂
σj
Cj
∂
ρj
B
)
tA,C1,...,Cˆj,...,Cp − (A↔ B)
]
(p = 0, ..., n).
(3.71)
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Remark 3 For the case N = 1 (3.71) is trivial and one can show that (3.70) can be written
in the equivalent form
2∂ρtk − k
[
b∗(ρ)c∗(σ) + b∗(σ)c∗(ρ)
] δ
δxσ
tk−1 =
[
b(σ)b
∗(ρ) + c(σ)c∗(ρ)
]
∂ρtk (k = 0, ..., n). (3.72)
Indeed, one obtains (3.72) from (3.70) by applying the operator
∏p
i=1 b(ρi)c(σi) and using
lemmas 1-3. In the opposite direction, one applies
∏p
i=1
[
b∗(ρi)c∗(σi) + b∗(σi)c∗(ρi)
]
to (3.72) and
after some manipulations one gets (3.70).
The identity (3.72) coincides with the result from [1]. We also note that in the case of a
Poincare´ invariant scalar field one can prove that the restrictions (3.14) are identically satisfied.
3.4 We now study a particular case which will be very important for the applications from
the next section, namely the case when:
tA0,...,Ap = 0 (p > 1). (3.73)
Among other things, this is the only case when we stand a chance to derive the Euler-
Lagrange expressions from a first-order Lagrangian, because if we have (2.11) with the La-
grangian of the first-order, then necessarily the expressions TA are at most linear in the second
order derivatives.
In the case the relation (3.73) is true it is more convenient to introduce the following
notations:
t˜A ≡ 1
(n!)2
εµ1,...,µnεν1,...,νntA;µ1,...,µn;ν1,...,νn (3.74)
and
t˜µ1ν1AB ≡
1
((n− 1)!)2 ε
µ1,...,µnεν1,...,νntA,B;µ2,...,µn;ν2,...,νn. (3.75)
We note the symmetry property:
t˜µνAB = t˜
νµ
AB = t˜
µν
BA (3.76)
and the fact that one can rewrite the Euler-Lagrange expressions as follows:
TA = t˜µνAB ψBµν + t˜A. (3.77)
One can easily write the equations (3.70) and (3.71) in this case. The result is:
∂µAt˜B + ∂
µ
B t˜A = 2
δ
δxν
t˜µνAB, (3.78)
∂ρC t˜
µν
AB + ∂
ρ
B t˜
µν
AC = ∂
µ
At˜
ρν
BC + ∂
ν
At˜
ρµ
BC , (3.79)
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2∂B t˜A − δ
δxν
∂νB t˜A = A↔ B, (3.80)
4∂B t˜
µν
AC − 2
δ
δxρ
∂ρB t˜
µν
AC − (∂µB∂νC + ∂νB∂µC)t˜A = A↔ B, (3.81)
(∂µB∂
ν
C + ∂
ν
B∂
µ
C)t˜
ρσ
AD = (∂
ρ
A∂
σ
D + ∂
σ
A∂
ρ
D)t˜
µν
BC . (3.82)
From (3.77) and the expression of the Tonti Lagrangian (2.16) we obtain in this particular
case:
L = L0 + L1 (3.83)
where
L0 ≡
∫ 1
0
ψAt˜A ◦ χλdλ, (3.84)
and
L1 ≡ ψAµνLµνA (3.85)
with
LµνA =
∫ 1
0
λψB t˜µνAB ◦ χλdλ (3.86)
and
χλ(x
µ, ψA, ψAν ) = (x
µ, λψA, λψAν ). (3.87)
3.5 We will need the following result (see [2]):
Theorem 3 The Lagrangian (3.83) is equivalent to a first-order Lagrangian.
We name this result the order reduction theorem. We only mention that the proof uses only
the relation (3.79) and (3.82); more precisely, two consequences of these relations expressed in
relations verified by the functions LµνA .
Corollary 1 If the relations (3.79) and (3.82) are true, then there exists a (local) function L
independent of the second-order derivatives
∂µνA L = 0 (3.88)
such that
t˜ρσAB = −
1
2
(∂ρA∂
σ
B + ∂
σ
A∂
ρ
B)L (3.89)
and
t˜A = ∂AL − δ
δxµ
∂µAL. (3.90)
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The function L is determined by the first relation above up to an expression of the following
form:
L =
n∑
k=0
1
k!
Cµ1,...,µkA1,...,Ak
k∏
I=0
ψAiµi (3.91)
where the functions Cµ1,...,µkA1,...,Ak are independent of the second order-derivatives and are completely
antisymmetric in the indices µ1, ..., µk and in the indices A1, ..., Ak.
The first part of the corollary is a reformulation of the reduction of the order theorem stated
above and the second assertion is elementary to prove and it is the first step in deriving the
most general trivial first-order Lagrangian.
4 Lagrangian Systems with Groups of Noetherian Sym-
metries
4.1 We consider only the case of an Abelian gauge theory without matter fields. In the general
framework of Section 2, we take S = M ×M where M is the n-dimensional Minkowski space
with global coordinates (xµ, Aλ) (here µ, ν = 1, ..., n) and X =M with global coordinates x
µ.
The global coordinates on J2n(S) will be (x
µ, Aλ, Aλ;µ, Aλ;µν).
We particularize all the relevant expressions from the preceding section. The Euler-Lagrange
form is:
T = T λ dAλ ∧ dx1 ∧ ... ∧ dxn. (4.1)
To use the main theorem from Section 3, we first define the hyper-Jacobians (see (3.1):
ψµ1,...,µk;ν1,...,νkρk+1,...,ρn ≡
1
(n− k)!ε
µ1,...,µnεν1,...,νn
n∏
i=k+1
Aρi;µiνi (k = 0, ..., n) (4.2)
and the content of the theorem is that we have:
T λ =
n∑
k=0
1
(k!)2
tλ,ρk+1,...,ρnµ1,...,µk;ν1,...,νkψ
µ1,...,µk;ν1,...,νk
ρk+1,...,ρn
. (4.3)
Here we suppose that the functions t...... are independent of the second-order derivatives Aρ;µν :
∂λ;ζωtρk ,...,ρnµ1,...,µk;ν1,...,νk = 0 (k = 0, ..., n) (4.4)
where we have defined:
∂λ;ζω ≡ ∂
∂Aλ;ζω
×
{
1, for ζ = ω
1/2, for ζ 6= ω , (4.5)
have the symmetry properties:
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t
ρP (k),...,ρP (n)
µQ(1),...,µQ(k);νR(1),...,νR(k) = (−1)|Q|+|R|tρk,...,ρnµ1,...,µk;ν1,...,νk (k = 0, ..., n), (4.6)
where P is a permutation of the numbers k, ..., n and Q,R are permutations of the numbers
1, ..., k,
tρk+1,...,ρnν1,...,νk;µ1,...,µk = t
ρk+1,...,ρn
µ1,...,µk;ν1,...,νk
(k = 0, ..., n) (4.7)
and verify the identities:
k∑
i=0
(−1)itρk,...,ρnµ1,...,µk−1,νi;ν0,...,νˆi,...,νk = 0. (k = 1, ..., n).. (4.8)
4.2 We now impose the gauge invariance of the theory. The gauge group, denoted by
Gau(U(1)) consists of smooth maps g :M → U(1) with pointwise multiplication as composition
law. We will consider only infinitesimal transformation g(x) ∼= 1 + iξ(x) where ξ : M → IR is
a smooth function. The gauge group acts infinitesimally as follows:
φξ(x
µ, Aλ) = (x
µ, Aλ + (∂λξ)(x)) (4.9)
and we impose the condition of gauge invariance as follows:
(j2φξ)
∗T = T (4.10)
(see subsection 2.6).
From (4.9) we easily derive:
j2φξ(x
µ, Aλ, Aλ;µ, Aλ;µν) =
(xµ, Aλ + (∂λξ)(x), Aλ;µ + (∂λ∂µξ)(x), Aλ;µν + (∂λ∂µ∂νξ)(x))
(4.11)
and the invariance condition (4.10) we get, equivalently, the following set of relations:
∂µ T λ = 0 (4.12)
(∂ζ;µ + ∂µ;ζ) T λ = 0 (4.13)
∑
ζ,µ,ν
∂ζ;µν T λ = 0 (4.14)
where
∂ζ ≡ ∂
∂Aζ
(4.15)
and
∂ζ;µ ≡ ∂
∂Aζ;µ
. (4.16)
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Now we insert in the preceding equations the expression of T λ given by (4.3) and we get
equivalently:
∂µ tρ0,...,ρk = 0 (k = 0, ..., n) (4.17)
(∂ζ;µ + ∂µ;ζ) tρ0,...,ρk = 0 (k = 0, ..., n) (4.18)
∑
ζ,µ,ν
[
b∗(µ)c∗(ν) + b∗(ν)c∗(µ)
]
tζ,ρ1,...,ρk = 0 (k = 1, ..., n) (4.19)
where we again we tensor notations. The equation (4.19) can be used to make some essential
simplification. First we easily establish that we (4.8) is equivalent to
Ctρ0,...,ρp = 0, C∗trho0,...,ρp = 0 (p = 0, ..., n). (4.20)
Then, we can apply lemma 5 and obtain that tρ0,...,ρk has the following form:
tρ0,...,ρk = b∗(ρ0) Cρ1,...,ρk + c∗(ρ0) SCρ1,...,ρk (k = 1, ..., n) (4.21)
with Cρ1,...,ρk ∈ H∗0,n−k−1,n−k and obvious symmetry properties. If k > 1 we use the symmetry
property in ρ0, ..., ρk to obtain
tρ0,...,ρk = b∗(ρ1) Cρ0,ρ2,...,ρk + c∗(ρ0) SCρ0,ρ2,...,ρk (k = 1, ..., n) (4.22)
The last two equations can be combined to obtain that tρ0,...,ρk has in fact the following
form:
tρ0,...,ρk = b∗(ρ0)b∗(ρ1)Cρ2,...,ρk+b∗(ρ0)c∗(ρ1)Dρ2,...,ρk+c∗(ρ0)c∗(ρ1)C˜ρ2,...,ρk+c∗(ρ0)b∗(ρ1)D˜ρ2,...,ρk. (4.23)
Keeping only the part which is symmetric in ρ0 and ρ1 we obtain a simpler expression:
tρ0,...,ρk = [b∗(ρ0)c∗(ρ1) + b∗(ρ1)c∗(ρ0)] (Dρ2,...,ρk + D˜ρ2,...,ρk). (4.24)
Finally, if p ≥ 2 we have from the symmetry properties and (4.21):
tρ0,...,ρk = b∗(ρ2) Cρ0,ρˆ2,...,ρk + c∗(ρ0) SCρ0,ρˆ2,...,ρk (k = 1, ..., n) (4.25)
which can be combined with the preceding equation to obtain:
tρ0,...,ρk = [b∗(ρ0)c∗(ρ1) + b∗(ρ1)c∗(ρ0)]
[
b∗(ρ2)Cρ0,ρˆ2,...,ρk + c∗(ρ0)SCρ0,ρˆ2,...,ρk
]
(k = 1, ..., n).
(4.26)
Taking the part which is symmetric in ρ0 and ρ2 of this relation we finally obtain:
tρ0,...,ρk = 0 (k > 2). (4.27)
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So, it follows that for the electromagnetic field the Euler-Lagrange expressions are at most
linear in the second order derivatives i.e. we are in the particular case studied in Section 3.4.
If we apply the reduction of the order theorem we can conclude that these Euler-Lagrange
expressions can be obtained from a first-order Lagrangian. But in this case, we are back in the
framework studied in [8] and we can conclude that we have:
Theorem 4 Every second-order Euler-Lagrange expression for the pure electromagnetic field
follows from a first-order Lagrangian which can be taken to be the sum of a part depending only
on the field strength and a second part which is the Chern-Simons Lagrangian.
We will provide below an independent proof of this fact using Fock space techniques.
4.3 It is convenient to work with new functions as in section 3.4, namely:
t˜λ ≡ 1
(n!)2
εµ1,...,µnεν1,...,νntλµ1,...,µn;ν1,...,νn (4.28)
and
t˜λ,ζ;µ1ν1 ≡ 1
((n− 1)!)2 ε
µ1,...,µnεν1,...,νntλ,ζµ2,...,µn;ν2,...,νn. (4.29)
We note the symmetry property:
t˜λ,ζ;µν = t˜ζλ;µν = t˜λ,ζ;νµ (4.30)
and the fact that one can rewrite the Euler-Lagrange expressions as follows:
T λ = t˜λζ;µν Aζ;µν + t˜λ. (4.31)
Then the invariance conditions (4.17) and (4.18) tell us that the functions t˜λζ;µν and t˜λ
depend only of xµ and of the field strength
Fµν ≡ Aµ;ν −Aν;µ (4.32)
and (4.19) becomes a purely algebraic condition:
∑
λ,µ,ν
t˜λ,ζ;µ,ν = 0. (4.33)
According to the order reduction theorem (more precisely the corollary after it) one can
find a first-order Lagrangian such that
T λ = Eλ(L). (4.34)
In particular we have
t˜λζ;µν = −1
2
(∂λ;µ∂ζ;ν + ∂λ;ν∂ζ;µ)L (4.35)
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for a function L independent of the second-order derivatives. The point is to show that this
function (which is not uniquely determined by the previous equation) can be chosen to have
the same dependence as t˜λζ;µν i.e. only of the space-time xµ and of the field strength F .
One can derive rather easily from (4.35) that the Lagrangian function L verifies the following
equations:
(∂λ;µ∂ζ;ν + ∂λ;ν∂ζ;µ) ∂ζL = 0 (4.36)
(∂λ;µ∂ζ;ν + ∂λ;ν∂ζ;µ) (∂ζ;ρ + ∂ρ;ζ)L = 0. (4.37)
We need now the expression of the kernel of the operator ∂λ;µ∂ζ;ν + ∂λ;ν∂ζ;µ.
This is has been obtained in corollary 1 and is in our case:
L =
n∑
k=0
1
k!
Cλ1,...,λk;µ1,...,µk
k∏
i=0
Aλi;µi (4.38)
where the functions Cλ1,...,λk;µ1,...,µk do not depend on the second order-derivatives and are
completely antisymmetric in the indices λ1, ..., λk and in the indices µ1, ..., µk.
Applying this lemma to the relation (4.37) we obtain that
(∂λ;µ∂ζ;ν + ∂λ;ν∂ζ;µ)L =
n∑
k=0
1
k!
Cµ,ν;ζ1,...,ζk;ρ1,...,ρk
k∏
i=0
Aζi;ρi (4.39)
where, beside the symmetry properties from the lemma above the coefficients C ... are also
symmetric in µ and ν.
One gets from the preceding equation an integrability condition, namely:
Cρσ;λ,µ1,...,µk;ζ,ν1,...,νk = (ρ, σ ↔ λ, ζ) (k = 0, ..., n− 1). (4.40)
To analyze this system we need
Lemma 6 Let Cµν ∈ H0,k,k (1 < k ≤ n) verifying
Cµν = Cνµ (4.41)
and the system:
[b(λ)c(ζ) + b(ζ)c(λ)]Cρ,σ = (ρ, σ ↔ λ, ζ). (4.42)
Then there exists C ∈ H0,k+1,k+1 such that:
Cµν = (b(µ)c(ν) + b(ν)c(µ))C. (4.43)
Proof: (i) We define as usual
C ≡ c∗(µ)b(µ), A ≡ C∗C (4.44)
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and apply the operator b∗(µ)c
∗
(ν) to the equation (4.42). We obtain easily:
[(k(k + 1)− 2) 1−A]Cµν =
[
b(µ)c(ν) + b(ν)c(µ)
]
T − b(µ)Cν − c(µ)Dν − b(ν)Cµ − c(ν)Dµ (4.45)
where Cµ ≡ b∗(ρ)Cρµ, Dµ ≡ c∗(ρ)Cρµ, and T ≡ b∗(ρ)c∗(σ)Cρσ.
(ii) We will prove here that λ = k(k + 1) − 2 cannot be an eigenvalue of the operator A.
First one proves by induction that if
At = λt (4.46)
then
ACst = [λ− (s+ 1)s]Cst s = 0, 1, ...k. (4.47)
We prove now that
Ckt = 0. (4.48)
For 2k > n this is trivial. In the opposite case we take s = k in (4.47) and we have:
ACkt = −2Ckt. (4.49)
But ACkt = C∗Ck+1t = 0 so we obtain again (4.48).
We apply to the equation (4.48) the operator C∗ and obtain λk−1Ck−1t = 0 i.e. Ck−1t = 0
because λk−1 6= 0. Iterating the procedure one gets finally t = 0 i.e. a contradiction. This
shows that k(k + 1)− 2 cannot be an eigenvalue of the operator A.
(iii) One can apply again to (4.45) the operators b∗(µ) and c
∗
(ν) respectively and after some
rather long computations we obtain relations of the type:
AcC
µ = b(µ) · · ·+ c(µ) · · · (4.50)
and
AdD
µ = b(µ) · · ·+ c(µ) · · · (4.51)
where the operators Ab and Ad are of the type A2 + α21 with α ∈ IR∗. So Ac and Ad are
invertible. Using the finite dimensional calculus one can obtain that the tensors Cµ and Dµ are
expressions of the type b(µ) · · ·+ c(µ) · · · .
Plugging this result into (4.45) and keeping only the part which is symmetric in the indices
µ and ν we obtain a relation of the type
[(k(k + 1)− 2) 1−A]Cµν =
[
b(µ)c(ν) + b(ν)c(µ)
]
T0. (4.52)
Using (ii) and the finite dimensional calculus one easily obtains that Cµν has the expression
from the statement.
Using index notations we have:
Cρσ;µ1,...,µk;ν1,...,νk = Cρ,µ1,...,µk;σ,ν1,...,νk + Cσ,µ1,...,µk;ρ,ν1,...,νk (4.53)
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for some Ck ∈ H∗0,k−1,k−1, k ≥ 2.
We analyze separately the case k = 1 and easily obtain that
Cµν;ρ;σ = P µν;ρσ +Qµν;ρσ (4.54)
where we have the following symmetry properties:
P µν;ρσ = P ρσ;µν = P νµ;ρσ = P µν;σρ (4.55)
and
Qµν;ρσ = Qνµ;ρσ = −Qµν;σρ. (4.56)
Now, using the corollary from the preceding section one can easily show that the redefinition
of the Lagrangian:
L → L+ 1
2
CµνAν{µ}
n∑
k=2
1
k!
Cλ1,...,λk;µ1,...,µk
k∏
i=0
Aλi;µi (4.57)
does not modify the starting point (4.35) and neither (4.37). Moreover, in this way the new
Lagrangian will verify the equation:
(∂ρ;σ + ∂σ;ρ)L = 1
8
P ρσ;µν(Aν{µ} + Aµ{ν})− 1
8
Qρσ;µνFµν . (4.58)
This equation can be integrated and afterwards use can be made of the invariance condition
(4.33). As a result we get that L can be found out such that beside (4.35) and (4.37) also
verifies:
(∂ρ;σ + ∂σ;ρ)L = 0. (4.59)
Using again the corollary from the preceding section one can show using analogous tricks
that the Lagrangian can be redefined as above such that it will not depend on Aλ.
We have proved our assertion, namely that we can find a Lagrangian L0 dependent only
on xµ and F and such that (4.35) is true. Moreover, one can show easily that the algebraic
condition (4.33) is now an identity. Because the Lagrangian L0 is gauge invariant, it easily
follows that the associated Euler-Lagrange expressions are gauge invariant:
Eλ(L0) ◦ j2φξ = Eλ(L0). (4.60)
4.4 Let us define now the expressions:
T λCS ≡ T λ − Eλ(L0). (4.61)
It is clear that T λCS will be gauge invariant Euler-Lagrange expressions. Moreover they
will not depend on the second-order derivatives. (Compare relation (4.35) with the expression
(4.31)). So, they will depend only on xµ and F . It is not very complicated to show that the
ADK equations reduce in this case to the following relations:
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∂T λCS
∂Fζρ
+
∂T ζCS
∂Fλρ
= 0 (4.62)
and
∂
∂xρ
(
∂T λCS
∂Fζρ
− ∂T
ζ
CS
∂Fλρ
)
= 0. (4.63)
Now is rather elementary to obtain from (4.62) a polynomial structure for T λCS; we get
T λCS =
n∑
k=0
1
k!
Cλ,µ1,...,µk,ν1,...,νk
k∏
i=0
Fµiνi (4.64)
where the expressions C ... are completely antisymmetric in all indices and can depend only on
xµ.Moreover, from (4.63) the dependence on xµ is cancelled, i.e. the expressions C ... from (4.64)
are in fact constants. A corresponding Lagrangian can be obtained applying Tonti formula;
one get the usual expression:
LCS = Aλ
n∑
k=0
1
(k + 1)!
Cλ,µ1,...,µk,ν1,...,νk
k∏
i=1
Fνiµi . (4.65)
Remark 4 If one imposes Poincare´ invariance also, one can prove the following facts. First,
as in subsection 4.4 one can redefine he Lagrangian L0 such that it is in fact Poincare´ invariant.
This will mean that it will be only F -dependent and also a Lorentz scalar. Some cohomology
arguments of the type used in [8] must be used. Then it follows that the Chern-Simons part
is also Poincare´ invariant. This in turn means that the constants C ... from (4.64) will be the
components of a Lorentz invariant tensor. Taking into account the complete antisymmetry
on obtains the usual result: the Chern-Simons Lagrangian can be constructed only in odd-
dimensional spaces; if n = 2m + 1 then in (4.64) only the term corresponding to k = m
survives and the tensor C .. must be replaced by a constant times the corresponding completely
antisymmetric tensor.
Remark 5 Similar results about the order reduction of the variational problem can be proved
for other interesting theories as pure Yang-Mills theory or pure gravitational theory. More
precisely, one can again discover from the corresponding invariance conditions (gauge invariance
and reparametrization invariance respectively) that the Euler-Lagrange expressions are at most
linear in the second-order derivatives. So, one can obtain these expressions from first-order
Lagrangians. But in this case one can use for the corresponding analysis the formalism from
[8]. An direct analysis on the lines followed above is also possible. On the contrary, in the case
of extended objects (as strings, see [8], part 9) such a reduction of the order does not exists, so
one can have more general second-order Euler-Lagrange expressions that those following from
the Nambu-Goto Lagrangian.
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5 Conclusions
We have given a complete analysis of the most general form of a second-order partial differential
equation of the Lagrangian type starting from the Anderson-Duchamp-Krupka equations. The
next logical step would be to try to extend this analysis to the case of Grassmann variables. In
this way one would be able to study Lagrangian systems with BRST-type symmetries.
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