ABSTRACT: GLIC is a bacterial member of the large family of pentameric ligand-gated ion channels. To study ion conduction through GLIC and other membrane channels, we combine the one-dimensional potential of mean force for ion passage with a Smoluchowski diffusion model, making it possible to calculate single-channel conductance in the regime of low ion concentrations from all-atom molecular dynamics (MD) simulations. We then perform MD simulations to examine sodium ion conduction through the GLIC transmembrane pore in two systems with different bulk ion concentrations. The ion potentials of mean force, calculated from umbrella sampling simulations with Hamiltonian replica exchange, reveal a major barrier at the hydrophobic constriction of the pore. The relevance of this barrier for ion transport is confirmed by a committor function that rises sharply in the barrier region. From the free evolution of Na + ions starting at the barrier top, we estimate the effective diffusion coefficient in the barrier region and subsequently calculate the conductance of the pore. The resulting diffusivity compares well with the position-dependent ion diffusion coefficient obtained from restrained simulations. The ion conductance obtained from the diffusion model agrees with the value determined via a reactive-flux rate calculation. Our results show that the conformation in the GLIC crystal structure, with an estimated conductance of ∼1 picosiemens at 140 mM ion concentration, is consistent with a physiologically open state of the channel.
■ INTRODUCTION
By revealing molecular motions with atomic resolution, molecular dynamics (MD) simulations provide a powerful tool for the elucidation of complex biomolecular processes. 1 But beyond providing qualitative insights, quantitative MD simulations also establish a direct connection between theory and experiment, as emphasized by van Gunsteren and his collaborators in word and deed. 2 In particular, the energies and entropies driving the functional dynamics of biomolecules can be deduced from the thermal averages obtained from MD simulations. By exploiting also the ability to determine dynamic properties, including friction or diffusion coefficients, one can thus obtain accurate estimates of the resulting biomolecular kinetics. Here, we exploit these quantitative powers of MD to determine the ion conductance of a membrane channel.
Pentameric ligand-gated ion channels 3 (pLGICs) form a large family of membrane proteins that open or close in response to external signals such as ligand binding. Some members of the family, such as the nicotinic acetylcholine receptor (nAChR), play important roles in neural signal transduction and are major targets for psychoactive drugs. Following a ∼4-Å resolution electron microscopy structure of nAChR, 4 the structures of two bacterial pLGICs, ELIC and GLIC, were determined with X-ray crystallography.
5−7 GLIC has been characterized as a pH-gated channel 8 and serves as a model for the pLGIC family. In subsequent studies, the crystal structures of the isolated GLIC extracellular domains, 9 and of GLIC bound with anesthetics ligands, 10 also became available. Although the crystal structures 5−7 of GLIC and ELIC appear to represent the open and closed conformations, respectively, this interpretation was recently challenged. 11, 12 On the basis of mutational and electrophysiological studies of nAChR and GLIC, it was proposed that the crystal structure of ELIC represents a refractory nonconductive state, 11 and the GLIC crystal structure corresponds to a desensitized state. 11, 12 To bridge the gap between the crystallographic and functional studies, it is highly desirable to determine the main physiological properties, i.e., the ion conductance, of the channel in the conformations described by the crystal structures.
Computer simulations are powerful tools to study ion conduction in channels of known structures. At a coarsegrained level, the current−voltage relation in ELIC and GLIC was calculated in Brownian dynamics simulations. 13, 14 At an allatom level, one can similarly introduce a voltage bias or an electrochemical gradient in molecular dynamics (MD) simulations and determine the corresponding electric current directly from the observed ion flux. 15−20 To obtain statistically significant results, one needs to observe the passage of multiple ions through the channel during the simulation. For channels with low conductance, this method thus requires very long simulation times. Alternatively, one can estimate the conductance on the basis of the potential of mean force (PMF) 21 of an ion along the channel. 22, 23 Indeed, calculations of ion PMFs in GLIC have recently been reported. 14, 24 In this study, we first determine an accurate single-ion PMF. In a second step, we determine the friction (or diffusion) coefficient of ion motion along the pore axis in the hydrophobic constriction that gives rise to the energetic barrier for ion passage. By combining these results, we then estimate the single-channel conductance of the GLIC transmembrane pore in the open conformation.
■ METHODS
In this section, we first describe theories for calculating the channel conductance in the linear-response regime based on the PMF and the Smoluchowski diffusion model. We note that our elementary derivation recovers a number of known results scattered in the literature. Nevertheless, for the sake of completeness, and to understand our implementation of the conductance calculation, we provide an outline of the underlying theories. We then describe the simulation setup used to calculate the conduction of Na + ions through the GLIC pore.
Linear Response Theory of Channel Crossing Rate. We are interested in the ion current I through a channel under an applied voltage V, which determines the conductance of the channel at the given ion concentration ρ. To address this problem in the context of MD simulations, we consider a simple system in which two reservoirs with equal ion concentration ρ are separated by a membrane with a single channel. We assume that ρ is sufficiently low, such that the probability of finding two or more ions simultaneously inside the channel is negligibly small.
We first consider an equilibrium situation without an applied voltage, in which ions may nonetheless randomly permeate the channel in either direction. We define the crossing rate, k 0 , as the average number of ions crossing from the left to the right reservoir per unit time. In equilibrium, the crossing rate in the opposite direction, from the right to the left reservoir, is also k 0 , resulting in zero net ion flux.
The right and left crossing rates, k r and k l , depend on the applied voltage V and will differ for nonzero V. At sufficiently low ion concentrations, an ion is only weakly affected by other ions as it traverses the channel, and the passages of individual ions are not correlated. In such a single-ion conduction scheme, the ion experiences a free energy difference of qV between the two reservoirs, with q being the charge of the ion. Detailed balance thus requires that the two crossing rates satisfy
where k B is the Boltzmann constant and T the temperature. In general, the exact dependence of k r and k l on V is influenced by a number of factors, such as the position and magnitude of the energetic barrier for the crossing. 25 However, for small V, we can expand k r and k l to first order: k i = k 0 (1 + a i (qV/k B T)), i = r, l. Substituting these into eq 1 and comparing the first-order terms in V lead to 26 a r − a l = 1. To the lowest order in V, the net electric current I is thus given by
We note that eq 2 is valid for sufficiently small V, regardless of the specific underlying barrier or other factors. Therefore, in the single-ion conduction scheme, the current induced by a small voltage can be predicted from the equilibrium crossing-rate k 0 . However, although k 0 can in principle be directly obtained from equilibrium simulations, it would require very long simulation times to observe multiple spontaneous crossing events for channels with low conductance. For instance, at a conductance of 1 picosiemens for monovalent ions, we expect a current of one ion every 1.6 μs at 100 mV membrane potential or, in the absence of a potential, a spontaneous ion crossing every 3 μs in either direction based on eq 2. In the following, we instead describe more efficient methods to estimate k 0 from the simulations. Ion Free Energy Profile. Ions exhibit a uniform threedimensional (3D) density or concentration in the bulk reservoirs. Inside the channel, in contrast, their motions perpendicular to the pore axis are highly restricted by the channel wall. Therefore, the thermodynamics of the ions in the channel can often be described by a one-dimensional (1D) PMF along the pore axis. In the following, we derive the relationship between the 1D PMF and 3D bulk density, such that the crossing rate k 0 can be obtained by solving an equivalent 1D diffusion problem described in the next section.
The 3D bulk density and the 1D free energy profile are related via an effective surface area factor. 22, 27 Here, we establish this connection by exploiting the proportionality of the one-particle densities in systems with and without ion restraining potentials, which provides a basis for future generalizations to 2D and 3D representations. Consider a system of N atoms with a potential energy function V 0 (r 1 , ..., r N ) in a canonical ensemble at inverse temperature β = 1/k B T, with particles 1, ..., n being ions of the type in which we are interested. Because the n ions are identical, the ion density is equal to n times the probability distribution of a single ion: 
where δ(r−r 1 ) is Dirac's delta function. In a simulation in which particle 1 is tagged and restrained by a biasing potential u(r 1 ) that acts exclusively on this one particle, its density becomes 
By using the property of the delta function, we can relate the two densities:
where C = n⟨exp[−βu(r 1 )]⟩ 0 is a constant. Importantly, in the region where u(r) = 0, the two densities of the single tagged ion and of the untagged ions are proportional up to a constant factor. For membrane channel systems, a flat-bottom lateral potential u(r) = u(x,y) is commonly adopted, having virtually no effect when the tagged ion is inside the channel but laterally confining the ion in the bulk regions. With this lateral restraint, we define the 1D density of the tagged ion as p (1) (z) = ∫ dx dy ρ (1) (r), with a constant value in the bulk regions. We then define the 1D free energy (or PMF) G(z) for the tagged ion as
in which z 0 can be any point in the bulk region. With this definition, the flat baselines of G(z) at the two ends will be at the zero level. According to eq 5, and given the density ρ 0 (r) = ρ in the bulk regions, we have
for any z 0 in the bulk regions, where
is the effective cross-sectional area.
Inside the channel, we may similarly define the 1D density for ions in the unbiased system, p 0 (z) = ∫ dx dy ρ 0 (r). Moreover, in the interior of the channel, u(x,y) is zero at all points accessible to the ion, as mentioned earlier. According to eq 5, we have p (1) (z) = p 0 (z)/C in the channel region. By combining this relation with eqs 6 and 7, we obtain the desired result for the unbiased 1D ion density profile inside the channel, in terms of the bulk density and the free energy profile:
where we assumed again that G(z) = 0 in the bulk, without loss of generality. Equation 9 shows that as far as the channel region is concerned, the equilibrium ion density there in a system with 3D bulk concentration ρ is identical to the density of the tagged ion in a laterally restrained system with 1D bulk concentration ρS and 1D PMF G(z). This equivalence allows us to obtain k 0 from the crossing rate of the tagged ion in the laterally restrained system, as described below. Ion Translocation Kinetics. As mentioned before, it is not practically feasible to obtain the crossing rate directly from free MD simulations for channels with low conductance. To address the problems of low conductance and slow ion motion through the channel, we assume that a diffusion model can be used to calculate the crossing rate of ions. The diffusion model is parametrized in terms of a 1D position-dependent diffusion coefficient D(z) and a 1D free energy surface G(z). Here, we tacitly assume that motions in the x−y plane parallel to the membrane are fast in comparison to motions into and through the channel. We further assume that channel crossing is slow compared to motions in and out of the regions just outside the openings.
From MD simulations combined with, e.g., umbrella sampling, we can determine the 1D PMF G(z) of a single tagged ion as a function of its z position, in the range z 1 ≤ z ≤ z 2 extending beyond the channel openings on both sides. Far from the membrane, we expect G(z) = 0 according to our definition. Under the assumptions of the 1D diffusion model, the time-dependent density distribution p(z,t) of the tagged ion obeys the Smoluchowski equation:
where j(z,t) is the particle flux.
To determine the unidirectional ion flux, we assume the bulk density at the left boundary p(z 1 ) = ρS as discussed before. This boundary condition ignores particle exit and entry parallel to the membrane and could be improved by using a radiation boundary condition 28 on the cap covering the openings, suitably incorporated into the 1D model. We assume a vanishing density at the right boundary, p(z 2 ) = 0. The resulting steady-state density satisfies 11) in which the splitting probability (or committor) ϕ(z) is defined as the probability that an ion starting at z exits the channel at the left opening before reaching the right opening:
The position and time-independent flux 29 determines the unidirectional rate of ion crossing:
By substitution into eq 2, we obtain the well-known expression for the conductance γ of the channel:
where G(z) = 0 in the bulk. We note that this formalism can also be readily applied to calculate the net diffusional flux j s of any solute through the channel under the influence of a bulk concentration (or activity) difference Δρ s :
In the above formulas, both the cross-sectional area S and the PMF G(z) depend on the lateral potential u(x,y) used to restrain the tagged ion in the free energy calculation. Because u(x,y) is flat-bottomed and has no effect when the ion is inside the channel, it will only affect the overall offset of G(z) in the channel region, but not its shape. If a different u(x,y) is adopted corresponding to a scaled cross-sectional area aS, the resulting G(z) will be shifted by k B T ln a in the channel region. Therefore, as long as this portion of G(z) makes the predominant contribution to the integral in eqs 13−15, thus corresponding to the rate-limiting region, the resulting k 0 and γ will not depend significantly on the choice of u(x,y).
High Voltages and Ion Concentrations. In the derivation of eqs 2 and 14, we assumed that the applied voltage V is small, such that the ion current I is linearly proportional to V. For large V beyond the linear I−V range, if the single-ion conduction assumption is still valid, one may similarly calculate a single-ion PMF from simulations with an applied voltage. 15 The two baselines of this PMF will then differ by qV. By solving the Smoluchowski equation for this biased PMF, one can again obtain the stationary ion flux.
We note that eq 14 is only valid under the assumption of single-ion conduction, in which the crossing events of different ions are not correlated. When the ion concentration ρ is sufficiently small, ion−ion interaction can be ignored, and the PMF G(z) does not depend on ρ. The channel conductance is then, as expected, linearly proportional to ρ. As ρ increases, a concentration-dependent G(z) could be determined to account for nonlinear effects. At even larger ρ, the channel region will be more frequently occupied and the crossing of multiple ions may be coupled to each other, and consequently eq 14 will become inaccurate. A notable example is the family of K + channels 30 whose selectivity filter is constantly occupied by multiple ions under physiological conditions, which move concertedly in a single file. In this case, eq 14 is clearly invalid, and one needs to explicitly consider ion−ion coupling, e.g., through multi-ion PMFs 31 or by mapping the transport problem on a generalized 1D coordinate. 32 Computational Details. Umbrella Sampling of Na + Ion Conduction. The system ( Figure 1 ) and the first stage of the simulations were reported in our previous study. 33 Briefly, the GLIC transmembrane pore was held in the open conformation by applying restraints on the Cartesian coordinates of 420 selected C α atoms. 33 (These restraints on the protein are consistently applied in all simulations in this study, regardless of whether the ion is restrained or not.) A set of umbrella sampling simulations, 1 ns each, was performed in a total of 153 umbrella windows with a uniform spacing of 0.5 Å, thus covering a distance of 76 Å. In each simulation, the zcoordinate of the Na + ion was subject to a harmonic restraint with spring constant K = 10 kcal/mol/Å 2 . In the xy dimensions, a flat-bottomed restraint u(x,y) is applied,
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with R 0 = 6 Å.
In the present study, we extended the simulations above with Hamiltonian replica exchange, 34 with a swap between neighboring umbrella windows attempted every 200 fs. At each attempt, assuming that the current z coordinate of the ion is z 1 and z 2 in two neighboring windows with reference positions of the harmonic restraint at r 1 and r 2 , respectively, the swap would change the combined Hamiltonian by K(z 2 − z 1 )(r 2 −r 1 ). According to the Metropolis criterion, we thus accept the swap with a probability of min[e
If the swap is accepted, the first and second simulations will adopt r 2 and r 1 as the new reference positions of the harmonic restraint, respectively. Accepted replica exchanges facilitate the equilibration of the systems, without altering the equilibrium distribution of the z coordinate in each window. In these simulations, we adopted a slightly wider lateral restraint u(x,y) with R 0 = 7 Å. The simulations were run for 3 ns per window. Then, out of the 153 umbrella windows, we chose a stretch of 124 windows that cover the entire pore region and extended the simulations for another 2 ns in each window. In summary, each of the 124 umbrella windows (in the pore region) was run for a total of 6 ns, and other windows (in the bulk region) were run for 4 ns each. The first 2 ns in each window were discarded, and the remaining trajectory was used for the PMF calculation.
To investigate the effect of ionic strength on the single-ion PMF, we built another system, with 48 Na + and 53 Cl − ions incorporated to represent a bulk NaCl concentration of ∼240 mM. The system is identical to the one described above except for the different ion concentrations. For this system, we performed 4 ns Hamiltonian replica exchange simulations in each of the 153 umbrella windows, followed by another 2 ns on the 124 windows in the pore region mentioned earlier. In summary, similar to the simulations with zero bulk ion concentration described earlier, here each umbrella window in the pore region and bulk region was run for a total of 6 and 4 ns, respectively. The first 2 ns in each window were discarded, and the remaining trajectory was used for the PMF calculation.
To quantify the effect of Hamiltonian replica exchange, we compare the 1-ns simulations in our previous study 33 to the first 1 ns of the simulations above. We use the difference between the PMFs calculated from these trajectories and the final converged PMFs as an estimate of the computational error. We find that with Hamiltonian replica exchange implemented here, the mean squared error in the PMF is reduced to ∼40% of that in our previous study, 33 corresponding to a ∼2.5 fold increase in sampling efficiency. A systematic evaluation of the efficiency enhancement by this technique should be of interest in future studies.
Unrestrained Simulations at Barrier Top. As will be discussed later, the ion PMF exhibits a major barrier at location z ≈ 0 Å. To investigate the dynamics of the ion at the barrier top, we performed a set of simulations with the ion unrestrained. First, 10 frames were manually selected in which the ion is near the barrier top. Each frame was subject to a 1-ns simulation, in which a strong harmonic restraint (250 kcal/ mol/Å 2 ) in the z direction was applied to confine the ion at the barrier top. Next, we took 10 frames from the latter half of each simulation above, thus yielding a total of 100 snapshots. Starting from each snapshot, we carried out two 1-ns simulations without the restraint on the ion and with opposite initial velocities. The pair of simulations thus shares identical initial coordinates but reverted initial velocities of the atoms. We then obtained a total of 200 free trajectories, each 1 ns long and starting with the ion at the barrier top.
Calculation of Ion PMF. The single-ion PMFs in both systems (with 0 and ∼240 mM bulk ions) were calculated using the weighted histogram analysis method (WHAM) 35 with a fast numerical algorithm. 36 As mentioned before, the PMF is expected to exhibit flat baselines at the two ends, representing the bulk water region. In the absence of a membrane potential, ideally the left and right baselines should match exactly, although this may not be the case in a calculated PMF due to the statistical errors in the finite sampling. A common practice to correct the unmatched baselines in the ion PMF is to force the normalization factors of the two end windows to be equal during WHAM calculations. The effect on the resulting PMF is usually a linear correction over the entire sampled distance. Here, we adopt an alternative approach to correct the baseline mismatch, as described below.
Let G 1 (z) and G 2 (z) denote the computed PMF G(z) with the zero level shifted to the left and right baselines, respectively, and G b (z) denote the ideal PMF with both baselines at the zero level. In principle, G b (z) may be obtained from either G 1 (z) or G 2 (z), and in practice it can be estimated from a weighted average of the two. We recently introduced a simple method to estimate the variance in the free energy difference between any two positions in G(z) from the statistical errors of the average z coordinate in the intermediate umbrella windows. 36 Using this method, the variances V 1 (z) and V 2 (z) of G 1 (z) and G 2 (z), respectively, can be calculated, representing the statistical uncertainty between G(z) and the left or right baseline. The weighted average with the minimal statistical errors is then given by
We thus have a PMF G b (z) with both baselines at zero level, and with the standard deviation σ[G b (z)] = var[G b (z)] 1/2 . Our error estimation method 36 also gives the estimated variance V b for the difference between the two baselines, which can be compared to the actual baseline difference ΔG in the original PMF. In both simulations here, we find that ΔG is well within one standard deviation (V b ) 1/2 . In case the PMF exhibits hysteresis with ΔG larger than (V b ) 1/2 , one could accordingly scale V 1 (z) and V 2 (z) by a factor of (ΔG) 2 /V b to compensate for the underestimation of the errors.
Calculation of Diffusion Coefficients. Under a sufficiently narrow harmonic potential, the local diffusion coefficient of the ion can be estimated from 19) in which τ is the integrated autocorrelation function of the z coordinate:
where δz(t)  z(t) − ⟨z⟩. We note that the local diffusion coefficient can also be calculated from the velocity autocorrelation function. 38 Although the two approaches are formally identical, eq 19 here enables simpler numerical implementations.
Assuming that n data points with time interval Δt, z i  z(iΔt) (i = 1, ..., n), are sampled from the simulation, one would use the average coordinate z ̅ = ∑z i /n to replace ⟨z⟩ in the equations above. For a single trajectory, we note that the estimation of ⟨z⟩, C(t), and τ will not be reliable unless C(t) vanishes at a time scale much shorter than the trajectory length nΔt. In such cases, the variance of z ̅ , var(z ̅ ), also depends on τ. To see this, we start with the equality
Under the above assumption that C(iΔt) is essentially zero for large i/n, the summation in eq 22 approximates the sum of the values of C(t) sampled with interval Δt. We thus have
var(z ̅ ) can be estimated by block averages. 39 The local diffusion coefficient D can then be obtained from eqs 19 and 24, without an explicit calculation of the autocorrelation function C(t). By combining the values of D calculated for each umbrella window, one then obtains an estimate of the position-dependent diffusion coefficients D(z).
The method above is applicable for continuous trajectories that are not subject to replica exchange. To estimate D(z) for the open conformation, we thus utilized two sets of umbrella sampling simulations from our previous study, 33 one of which served as the initial equilibration here, as described before. The two simulation sets are both 1 ns long per window, but with different initial configurations obtained by dragging the ion into the pore along two opposite directions during the preparatory stage. 33 For each umbrella window, we calculate D from the last 0.9 ns of each trajectory using the method described here and then take the average of the two as the local diffusion coefficient. Simulation Protocols. All simulations were performed using the CHARMM force field, 40 the TIP3P water model, 41 and the NAMD2 program 42 under the periodic boundary conditions with constant temperature (300 K) and volume. Full electrostatics were calculated using the particle mesh Ewald method. 43 

■ RESULTS
Results from the umbrella sampling simulations with bulk ion concentrations of 0 and ∼240 mM, respectively, are shown in Figure 2a . In each umbrella window, the Na + ion is subject to a biasing potential in the z direction and a flat-bottomed lateral restraint in the x−y directions. In the bulk water region, the lateral restraint u(x,y) confines the ion in the x−y plane. In contrast, in the narrower interior segment of the pore (bracketed by the vertical dashed lines in Figure 2a ), the ion is confined by the channel wall to a smaller lateral distance and is thus effectively not subject to the repulsive part of u(x,y). As discussed in the Methods, although the magnitude of the 1D PMF depends on u(x,y), the shape of the PMF within the interior region will remain essentially unchanged upon using a different lateral potential. The major barrier is located at z ≈ 0 Å, well within the interior region. At the barrier, the ion is mainly surrounded by the hydrophobic side chains of Ile232, which form a constriction in the pore radius. 33 The barrier divides the pore into two halves with distinctive features. In the extracellular half (z > 0 Å), the pore is mostly lined by hydrophobic residues, in particular Ile239, which, along with Ile232, forms the hydrophobic gate of the pore. 33 In addition, the pore becomes increasingly wider toward the extracellular entrance, adopting a funnel shape in this half. Consequently, the PMFs in the extracellular half are relatively smooth and represent an overall downhill profile toward the bulk solvent. In contrast, in the intracellular half (z < 0 Å), the pore is almost uniformly narrow, up to another constriction at the intracellular entrance. 33 The pore-facing residues in this half are also much more hydrophilic, including Glu221, Thr225, and Ser229. Therefore, the ion interacts with the protein residues much more strongly in the intracellular half, resulting in a more rugged PMF with multiple barriers and wells.
The two PMFs at different bulk ion concentrations are close to each other at the major barrier and in the extracellular half of the pore, but exhibit larger deviations in the intracellular half. We note that the statistical errors 36 of the PMF in the narrow intracellular half of the pore are significantly larger than in other umbrella windows, presumably because of the stronger coupling between the motions of the ion and of the protein side chains. We indeed observed multiple conformations of the side chains of Thr225 and Ser229 in different simulations, and the transitions between these side chain conformations were not frequent within the nanosecond time scale of a single simulation. Overall, the difference between the PMFs in the two systems is comparable to the estimated statistical errors and thus appears to arise from the limited sampling of protein side chain motions, rather than directly from the different bulk ion concentrations in these simulations.
To identify the rate-limiting portion of the channel, we calculated the splitting probability (or committors), as shown in Figure 2b . The committor exhibits a sharp transition at the major barrier (z ≈ 0 Å) and indicates that in an equilibrium ensemble, most ions on the left and right sides of the barrier come from (and return to) the respective reservoirs. The barrier is thus the major separation between the ions from the two reservoirs, and crossing this barrier is the rate-limiting step in ion conduction. We note that the committor functions calculated with position-dependent and position-independent diffusion coefficients differ noticeably on the intracellular side of the barrier. This difference reflects the reduced diffusivity of the ion in this region, as will be discussed below.
As described in the Methods, we calculated the positiondependent diffusion coefficients D(z) from two sets of simulations in our previous study. 33 As shown in Figure 3a , the local diffusion coefficients bear large fluctuations between the two simulations 33 in the same umbrella window and between neighboring windows. We thus smoothed the curve by updating the value of each window i with the average over a stretch of 11 windows (from i − 5 to i + 5). In the resulting D(z), the diffusion coefficients inside the pore are significantly reduced, with the minimum at least 20-fold smaller than the bulk values. Moreover, the intracellular half of the pore exhibits smaller diffusion coefficients than the extracellular half, presumably due to the narrower pore radius and stronger ion−protein interactions in this region, as mentioned earlier.
We note that the calculated ion diffusion coefficients in K + channels 38 and carbon nanotubes 44 are much larger than the values here, probably due in part to the smoother interior of those pores and the lack of friction from floppy side chains.
Because D(z) was calculated from trajectories in the early stage of the simulations before the ion was equilibrated further with Hamiltonian replica exchange, we expect additional uncertainties. Furthermore, the Smoluchowski equation in the high friction limit (eq 10) is only valid for sufficiently long time intervals such that the memory effect can be ignored, and it remains to be tested whether in such time scales the diffusion coefficient can still be taken as a constant. As discussed earlier, the barrier at z ≈ 0 Å gives rise to the rate-limiting step in the ion conduction, and the local diffusion coefficient there plays the predominant role in determining the conductance of the pore. We therefore performed additional unrestrained simu- Figure 2 . (a) Free energy (PMF) of the Na + ion from the systems with 0 (blue) and ∼240 mM (green) bulk NaCl concentrations, as described in the text. The two vertical dashed lines indicate the narrower portion of the channel where the maximum lateral distance of the ion to the pore axis during the simulation is smaller than R 0 (7 Å). In this segment, the ion is thus effectively not subject to the lateral restraint u(x,y) (see eq 16). (b) Committor (splitting probability) for the system with 0 bulk ion concentration. The solid curve is calculated according to eq 12 using a position-dependent diffusion coefficients D(z) (Figure 3a) , and the dashed curve shows
, assuming a uniform diffusion coefficient in eq 12. lations to estimate the local diffusion coefficient at the barrier top and to test the diffusion model.
As described in the Methods, we released the ion at the barrier top in 200 independent unrestrained simulations and observed its free evolution over time. When the ions have not deviated away from the barrier region, we expect that their evolution can be reasonably described by a constant local diffusion coefficient. Given a diffusion coefficient D, along with the initial distribution of the ion positions and the calculated PMF, we can numerically solve the Smoluchowski equation (eq 10) to obtain the probability distribution p(z,t|D) of the ion at any time 45 and compare the resulting distribution to the observed distribution of the ion from the simulations. Specifically, we divide each observed histogram into five cells, each with count N i , i = 1−5. By integrating the calculated p(z,t| D), we also obtain the corresponding probability P i (D) for the ion to appear in the respective cell. We then numerically search for the optimal D that maximizes the likelihood function
This maximum-likelihood approach of finding D corresponds to that of ref 37, with the difference that here a strictly constant diffusion coefficient D is assumed and that the underlying PMF is taken from previous umbrella sampling simulations.
The optimal values of D calculated in this way for different lag times, defined as the lapse between the release of the ion and the observation time, are shown in Figure 3b . As mentioned before, the Smoluchowski equation in the high friction limit (eq 10) is only valid at time scales much longer than those required for the velocity autocorrelation function to vanish, such that the memory of the initial velocity is completely lost. Moreover, motions along degrees of freedom other than z need to be relaxed, including motions in the protein coupled to the ion movement. Figure 3b indeed shows that at smaller lag times, the apparent diffusion coefficient is larger than at longer lag times. In the other limit, for a large time lapse, the ions already diffuse away from the barrier top, and a constant diffusion coefficient is no longer sufficient to describe the evolution of the ions. We therefore use lag times between 5 and 15 ps and take the average of the corresponding maximum-likelihood diffusion coefficients as the optimal value D b for the barrier (Figure 3b) . The obtained D b = 3.2 × 10 −6 cm 2 /s is somewhat larger than the original value (2.0 × 10 −6 cm 2 /s) calculated from the simulations with harmonic restraints. We then used D b to modify D(z) near the barrier location (z = 0 Å). Specifically, the three windows at −0.5, 0, and +0.5 Å were directly assigned the value D b . Moreover, we applied separate moving averages (over 11 windows, as described before) on the left and the right sections of the curve. When taking the moving average for the left section (z < −0.5 Å), we assumed D b for all windows at the right end (z ≥ −0.5 Å). Similarly, the moving average for the right section (z > 0.5 Å) was calculated using D b for windows at the left end (z ≤ −0.5 Å). The resulting correction (Figure 3a , inset) thus effectively modified D(z) between −3 Å and +3 Å.
To examine the validity of our diffusion model, we numerically solved the probability distribution p(z,t) using our calculated PMF and position-dependent diffusion coefficients D(z). As shown in Figure 4 , on a time scale larger than ∼10 ps, the ions started to fall onto either side of the barrier and thus were split into two groups with different kinetic behaviors. On the extracellular side, the ions diffuse more easily and spread more widely, with several of them exiting all the way to the bulk solvent. In contrast, on the intracellular side, all ions were still trapped in the local minima inside the pore at the end of the 1 ns trajectories, with none reaching beyond z ≈ −10 Å. The slower evolution in the intracellular half of the pore is consistent with a rugged PMF and smaller diffusion coefficients, as discussed before. The predicted probability distributions (red curves, Figure 4 ) overall agree reasonably well with the observed histograms, and the match is especially good on the extracellular side. In the intracellular portion, as mentioned before, both the PMF and the D(z) involve larger uncertainty, and consequently the agreement is less accurate. The observed differences indicate that the actual D(z) on the intracellular side of the barrier might be even lower than our estimate obtained by interpolation. (Figure 3a) .
With the PMF G(z) and the diffusion coefficients D(z) known, we can now calculate the conductance of the pore at a physiological Na + ion concentration of 140 mM, corresponding to a number density of ρ = 8.43 × 10 −5 /Å 3 . For the lateral restraint (eq 16, with R 0 = 7 Å) in our umbrella sampling simulations, the effective cross-sectional area S according to eq 8 is equal to ∼168 Å 2 . According to eq 13, we obtain k 0 ∼ 1.6 × 10 5 /s for the spontaneous crossing rate. Finally, the conductance γ of the pore is estimated (eq 14) to be ∼1.0 picosiemens (pS). In comparison, the conductance of GLIC measured in experiments 8 is 8 pS. Given that crossing the barrier at z ≈ 0 Å is the rate-limiting step in the ion conduction, in principle it is also possible to calculate the transmission coefficient for the ion from our unrestrained simulations and to subsequently obtain the barrier crossing rate. 46 From the initial velocities of the ions at the barrier top and their corresponding positions after the 1-ns free evolution, we obtained a transmission coefficient 46 of 0.023, corresponding to a conductance of 3.6 pS, in the same order of magnitude as that obtained from the diffusion model above. However, for diffusive barrier crossing, the small transmission coefficient arises from cancellation of quantities of almost identical magnitudes and consequently involves large statistical errors (estimated at ∼0.1 here for the transmission coefficient). We therefore consider the results from our diffusion model to be more reliable.
■ DISCUSSION
To evaluate our calculated channel conductance, we first examine the assumptions involved in our calculations. Our simulation system incorporates only the transmembrane domain (TMD) of GLIC, without the extracellular domain (ECD). Because the channel is much narrower and more hydrophobic in the TMD pore than in the ECD vestibule, it is expected that the TMD presents the major obstacle to ion conduction. It thus appears somewhat surprising that in a recent study 14 of the full-length GLIC channel, two major peaks in the PMF of the Na + ion were found in the ECD, one of which is even higher than the barrier in the TMD. We note that in the mentioned study, the ion is laterally restrained in the ECD within a radius of ∼4 Å but subject to no lateral restraint in the TMD.
14 Because such a lateral restraint in the ECD would significantly reduce the accessible area of the ion, the actual ion occupancy in the ECD should be higher than what the so-calculated PMF would predict. Indeed, in a long MD simulation 47 of GLIC, the ECD portion of the channel exhibits substantial ion density, in fact with two cation reservoirs observed. 47 We therefore believe that the TMD, rather than the ECD, forms the major barrier to ion conduction.
Recent computational studies suggest that the protonation state of Glu221 at the intracellular entrance plays a significant role in the ion PMF and the channel conductance. 13, 14, 24 To determine the proper protonation state of this residue, it is important to note that the protein experiences different solutions on the two sides of the membrane. The single channel conduction of GLIC was measured in cell-attached patch clamp experiments, 8 in which GLIC is exposed to the pipet solution with pH ∼5−6 on the extracellular side and to the normal cytoplasmic solution on the intracellular side. Accordingly, here we leave Glu221 unprotonated, consistent with previous MD simulations 7, 10, 24, 33, 47 of GLIC. Although the side chains of Glu221 exhibit flexibility in our simulations, most of the time they are fully accessible to bulk water. Furthermore, according to our diffusion model (eq 14) and the calculated PMF (Figure 2a) , the channel conductance is mainly determined by the barrier in the middle of the pore and the local diffusion coefficient there. Therefore, even if some of these hydrated Glu221 side chains were occasionally protonated, they would not be expected to have a significant effect on the barrier region ∼20 Å away. Indeed, in the simulation with Glu221 mutated into an alanine, 24 the perturbation to the PMF is confined within the vicinity of this residue, with no large deviation observed around Ile232 where the barrier in our PMF is located. However, if all five Glu221 side chains are protonated, they could form an H-bonded ring 6 and block the pore entrance. The exact protonation state 47 of this residue and its effect on the PMF are therefore worth further study.
Different MD studies so far have not reached a consensus with regard to the PMF of the GLIC pore. Near Ile232, e.g., the PMFs from an earlier study 14 and from our calculation here both exhibit a prominent barrier, whereas in another study 24 the PMF is featureless in this region. We suspect that the variations among these studies may arise from subtle differences in the conformations of the pore, especially in the hydrophobic gate between Ile232 and Ile239. When the radius of this gate decreases by only ∼1−2 Å from the open to the closed conformation, 33 the barrier height increases substantially. Because an isolated TMD of GLIC undergoes spontaneous closure, 33 in this study we need to apply restraints to keep the protein in the open conformation, as also in other simulations of the truncated TMD. 24 The artificial restraints might have subtle effects on the geometry of the pore. In our simulations here, we observe that the side chains of Ile239 are more asymmetric than in the crystal structure, making the radius of the hydrophobic gate slightly smaller. If the gate were wider, we would expect a lower barrier in the PMF and a higher conductance of the channel. To obtain a more accurate PMF, it is thus desirable to repeat the calculations here on a fully equilibrated and stable system of the entire GLIC complex with both the TMD and the ECD, without restraints on the protein conformation, and with longer simulation time to fully sample the side chain conformations. Such calculations are worthwhile in future studies with more powerful computational resources.
In this study, the ion PMF is obtained in the absence of an applied voltage V, and the calculated conductance corresponds to the slope of the linear portion of the I−V curve at V = 0. However, because the single-channel measurement of GLIC indeed shows a linear I−V relationship, 8 our calculated conductance can be justifiably compared to the measured data.
The conductance of an ion channel is also a function of the bulk ion concentration. Here, the two calculated PMFs (Figure  2a ) in the presence of 0 and ∼240 mM NaCl, respectively, are quite similar, particularly in the barrier region, which is the major determinant of the channel conductance. On this basis, it appears that the conductance of the GLIC pore should have a linear dependence on the ion concentration. However, we note that in all of our calculations we have assumed a single-ion conduction mechanism, in which the crossings of different ions are not coupled to each other. Notably, it was reported that a deep attractive well at the intracellular entrance of GLIC with unprotonated Glu221 results in a nonconducting channel.
14 If the ion concentration is sufficiently low, such that single-ion conduction is valid (see the Methods), an attractive well in the PMF should not decrease the conductance (eq 14). Therefore, the observed behavior 14 must arise from ion−ion interactions. For example, an ion tightly bound at the pore entrance might block the access to the pore for other ions. However, although our PMF also shows an attractive well at the intracellular entrance consistent with the observed cation reservoir, 47 it is not nearly as deep as the reported 22.5 k B T.
14 As mentioned before, in our simulations the side chains of the Glu221 ring are normally fully solvated. Although in our simulations with ∼240 mM NaCl these side chains are frequently visited by ions from the bulk, the ions usually do not block the entrance of the pore at the symmetry axis. However, our PMFs exhibit another attractive well (Figure 2a) near the side chains of Thr225, where the pore is narrow and the presence of an ion will interfere with the passage of other ions. Although in our simulations no ion reached this energy well from the bulk, probably due to the limited simulation time, our calculated PMFs indicate that at a bulk concentration of 140 mM, the occupancy of Na + at this site is ∼16−41%. It thus appears possible that this attractive well may cause certain deviations from a linear conductance−concentration relationship.
Whereas the crystal structure of ELIC 5 has been generally believed to represent the closed conformation of the protein, it was recently speculated 11 that the phenylalanine residues at the hydrophobic gate might play an unusual role in locking ELIC into the observed crystal structure. However, a recent crystal structure 48 showed that when that phenylalanine is mutated into an alanine, the protein structure remains unchanged, indicating that the observed ELIC conformation is not solely due to that residue. Indeed, our study showed that GLIC, with an isoleucine (Ile239) residue replacing the ELIC phenylalanine, can also adopt a conformation similar to the ELIC pore, which is highly stable in the simulations and exhibits a conductance 33 at least 3 orders of magnitude lower than in the conformation studied here. The ELIC crystal structure 5 and the corresponding conformation of GLIC obtained by simulation 33 thus appear to be consistent with the physiologically closed states of the respective proteins observed in functional studies.
In addition to the open and closed states, it has been demonstrated that ELIC and GLIC can also enter a desensitized state. 11, 12, 48 It was then suspected that in the crystal structures 6, 7 GLIC might be captured in the desensitized state, rather than the previously assumed open state. Although our calculated conductance (∼1 pS) of the GLIC pore at 140 mM ion concentration is somewhat lower than the value of ∼8 pS measured experimentally, 8 the deviation is not significant given the approximations in our calculations, as discussed earlier. On this basis, the GLIC crystal structures appear to be more consistent with the physiologically open state than with the desensitized state. We also note that a recent crystal structure of another pLGIC, the glutamate-gated chloride channel, 49 which is believed to be in the open conformation, bears considerable resemblance to the GLIC structures in the transmembrane pore.
The exact correspondence between the structural models and the functional states in GLIC and other pLGICs apparently require more investigations. The channel conductance is arguably the most important quantitative link between the crystal structures and the functional measurements. 50 In this study, we apply a consistent method to calculate the channel conductance entirely from fully atomistic simulations, in the single-ion conduction regime. In addition to GLIC, the method can also be applied to calculate the conductance of different conformations for other pLGICs, such as ELIC, with its activating ligands now known. 48 Complementary to the ongoing experimental efforts, such calculations will help resolve the structure−function relationship in this important protein family.
