We develop a mathematically rigorous theory for the quantum transfer processes in degenerate donor-acceptor dimers in contact with a thermal environment. We calculate explicitly the transfer rates and the acceptor population efficiency. The latter depends critically on the initial donor state. We show that quantum coherence in the initial state enhances the transfer process. If the electron is initially shared coherently by the donor levels then the efficiency can reach values close to 100%, while an incoherent initial donor state will significantly suppress the efficiency. The results are useful for a better understanding of the quantum electron transport in many chemical, solid state, and biological systems with complex degenerate and quasi-degenerate energy landscapes.
Introduction and main results
Electron transfer processes in chemical, physical and biological systems are often modeled based on the assumption of a two-state donor-acceptor model. However, degeneracies or near degeneracies in the energy of the donor and acceptor levels are brought about generically, for example, by space or spin coordinates [21, 22] , and generally by the complexity of the molecules exchanging the electron. This is the case, in particular, for electron transfer reactions in biomolecules [3, 25] and chromophores in photosynthetic systems [20, 8] . To model this complexity, one should replace the two-state model by a two-level model having degenerate energy levels. The degeneracy of the donor and acceptor levels may be due to a complicated energy landscape with an effective potential exhibiting multiple minima at equal energies, but corresponding to different values of additional 'coordinates'. In this situation, one may view those minima as different 'sites' (e.g. spatial positions) where the electron can be localized, see Fig. 1 . One is then immediately lead to questions regarding the influence on the transfer process caused by quantum interference, coherence and localization or delocalization of the electrons (excitations) to be transferred. With regards to biology, it was discussed in [5, 24, 9] (and references therein) that degeneracy plays an important role in the functional robustness and adaptability of biological systems. The notion of degeneracy is understood and used differently in various publications on that topic, but a common statement is that degeneracy leads to a significant decrease of fluctuations, rendering the performance of biological systems more stable. The goal of the current work is to analyze the dependence of the transfer process, such as its rate and efficiency (the amount of population transfer from D → A), on the initial state and the number of degenerate states for D and A. To start a systematic analysis of these questions, we propose to study here a simple mathematical model, in which the energies within the donor and the acceptor are exactly degenerate, the direct donor-acceptor matrix elements are chosen, for simplicity, to be the same between any donor and acceptor site, and where the DA complex is subject to the influence of a thermal environment. We use the formalism of quantum electrodynamics. In the current work, we consider a situation close to equilibrium, meaning that the DA complex is in contact with a single thermal reservoir. It is possible to extend our formalism to the non-equilibrium situation and include several reservoirs at different temperatures, giving rise to out of equilibrium stationary states with non-vanishing energy fluxes through the DA system connecting the reservoirs. It has been proposed in [23] that such a setup can be used to exhibit experimentally the energy degeneracies in certain chemical compounds.
The parameters of the model are: the donor and acceptor energies E D , E A , with their respective degeneracies N D and N A , the direct matrix element V between any pair of donor and acceptor sites and the DA-environment interaction strength λ and temperature, T . Even though our technique, the dynamical resonance theory, works as well for a DA system coupled strongly to the environment [18] , we consider in the current paper the parameter regime of weak coupling to the environment, characterized by λ 2 < < |E D − E A |, and λ 2 < < |V |.
Our main results are summarized as follows:
1. We trace out the thermal environment and find the reduced density matrix of the DA system. We use a mathematically rigorous time-dependent perturbation theory in λ and find the explicit form for each matrix element of the reduced DA density matrix, valid for all times t ≥ 0, with an error O(λ 2 ) which is independent of t and N D , N A (Theorem 1.3).
2. We analyze the dynamics of the reduced DA density matrix and show that:
-There is a manifold of explicit invariant states (Corollary 1.1).
-For large times, the DA density matrix approaches an explicit final stationary state which depends on the initial DA state, (1.30 ).
-The dynamics of all DA reduced density matrix elements (populations and coherences) is irreversible, determined by explicitly calculated decay rates (Theorem 1.3 and Section 1.4). The decay rates are independent of the initial DA state and of N D , N A . Generically, the populations in the stationary state are not thermal (no Gibbs distribution) and coherences in the stationary state do not vanish.
-Define the transfer efficiency to be the acceptor population in the stationary state (for large t), when starting out completely unpopulated. We show that the transfer efficiency depends critically on the quantum properties of the initial state. A coherent spread of the electron position over the donor sites in the initial state enhances the transfer efficiency dramatically, see Section 1.5.
-The coupled DA reservoir dynamics leaves a two-dimensional DA space invariant. Namely, there are two fully symmetric states |D and |A (see (1.9) ) such that if we take initial states of the form ρ DA ⊗ ρ R,β , where ρ R,β is the reservoir equilibrium and ρ DA is any density matrix of the form ρ DA = a|D D| + b|A A| + c|D A| + c|A D|, then the following happens. The reduction to the DA system of the full state at time t is again of the form ρ DA (t) = a(t)|D D| + b(t)|A A| + c(t)|D A| + c(t)|A D|. However, if the initial DA state is not from this precise two-dimensional subspace, then the DA state ρ DA (t) explores all directions in Hilbert space and does not stay within the span of {|D , |A }.
-We show that the fluctuation of the single donor site population (averaged over all sites) is proportional to 1/(N D ) 2 . This is in accordance with the central limit theorem and shows that bigger system size implies smaller fluctuations. This means that in our simple degenerate donor-acceptor model, fluctuations in electron transfer are significantly suppressed for large systems. Even though we use a simple (and quantum mechanical) model, our findings coincide with those found in the literature on biological systems (e.g. [5, 24, 9] ), as mentioned above in the introduction.
3. We outline in Section 1.7 what happens in quasi-degenerate systems, where the donor and acceptor levels are not all at the same energies, but may vary withing energy bands of size δ which are narrow compared to the size of the noise, δ < < λ 2 . We argue that two time scales will emerge. On the first one, ∝ λ −2 , the dynamics is very close to that corresponding to the degenerate situation. On a much larger second time scale, ∝ λ 2 /δ 2 , the DA system will feel the effect of the energy spread and converges to a final equilibrium state. This picture is supported by previous results, in [16] where N D = 1 and N A = 2 was considered, and in [7] where N D = 1, N A is general, but the noise is classical. A rigorous study of the quasi-degenerate regime is planned.
Let us now present the model and results in more detail. We consider N D donor states (sites) coupled to N A acceptor states (sites) via a direct matrix element V and subject to the noise of a heat bath consisting of a collection of quantum harmonic oscillators, described by the total Hamiltonian
The system Hamiltonian H S and interaction operator G are
where |D j and |A k are the states in which the jth donor (site) and the kth acceptor (site) is populated, respectively and E D , E A , V and g D , g A ∈ R are constants. The reservoir Hamiltonian is that of a field of independent harmonic oscillators, indexed for concreteness by k ∈ R 3 (continuous modes),
with dispersion ω(k) = |k|. 1 The creation and annihilation operators satisfy the canonical commutation relations [a(k), a * (k )] = δ(k − k ). The constant λ in (1.1) is the coupling parameter and ϕ(h) is the field operator
It is not necessary in our approach to have a dispersion relation like this. In the context of molecular reservoirs, consisting of many protein or solvent atoms, the integral in (1.4) is over a range of frequencies coupling to the DA system, weighted by a frequency density function. See for instance Appendix 5 of [18] .
The form factor h ∈ L 2 (R 3 , d 3 k) is a square integrable function. The size of h(k) determines how srongly the mode (oscillator) k is coupled to the DA complex. Of course, (1.4) and (1.5) are the continuous versions of the discrete mode analogues
which are often used in the literature, and where the continuous mode limit is taken in quantities of interest after all. We start off directly with a continuous mode reservoir.
The Hamiltonian H S , (1.2), describes a DA system with high symmetry, having the two properties:
(S1) The energy of each site within the donor and the acceptor is constant, equal to E D and E A , respectively.
(S2) The direct matrix element between each donor and acceptor site is the same, V .
This symmetry has direct consequences for the dynamics, which we explain in Sections 1.1 and 1.2. We discuss in Section 1.7 how the present situation can be viewed as a starting point for the analysis when the donor and acceptor energies fluctuate around the values E D and E A and so does the coupling V , and what to expect in this case. 
Symmetry induced manifold of stationary states
The Hamiltonian H, (1.1) is block diagonal,
(1.7)
We now explain the three independent blocks. H eff is the Hamiltonian of an effective dissipative two-level system with pure state spacē
spanned by the uniformly populated donor and acceptor states,
The effective Hamiltonian is
where the effective direct coupling matrix element is given by
It follows from (1.10) that H eff leaves the Hilbert spaceH S , (1.8), invariant. In particular, we have the following. The DA density matrix at any time will be a state on the two-dimensional spaceH S if the initial DA matrix is. For instance, if the donor is initially homogeneously populated, in the state |D D|, then the DA density matrix at all times is simply a 2 × 2 matrix onH S , a mixture of pure states involving only |D and |A . However, as soon as the initial state does not lie within this effective two-state subspace, whose invariance is protected by symmetry, the evolution of the DA system explores all parts of the Hilbert space. We thus introduce the following.
(a) H D⊥ is the space of all linear combinations of {|D 1 , . . . , |D N D } which are orthogonal to |D .
(b) H A⊥ is the space of all linear combinations of {|A 1 , . . . , |A N A } which are orthogonal to |A .
The Hamiltonians H D⊥ and H A⊥ in (1.7) have the form
They act, respectively, on the Hilbert spaces H D⊥ ⊗F and H A⊥ ⊗F, where F is the Hilbert space of the environment. The polaron transformation for quantum oscillators is given by conjugation with a unitary displacement operator, T = exp{ k α k a * k − h.c.} = e √ 2 iϕ(α) (see (1.6)), where α k ∈ C. It is defined equally well for continuous mode systems. It is well known that, choosing α k = −iλg X h k /ω k and denoting the resulting displacement operator by T X , the Hamiltonians H X⊥ in (1.12) are unitarily equivalent to the uncoupled but renormalized reservoir Hamiltonians, 
This leads to the following result.
Corollary 1.1 (Stationary states due to symmetry) For X = D, A, introduce the displacement operators T X = e − √ 2iλg X ϕ(ih/ω) . Then 1. All density matrices of the form ρ S ⊗ (T * X ρ R,β T X ), where ρ S is any mixture of pure states taken from H D⊥ , are stationary states. All density matrices of the form ρ S ⊗ (T * X ρ R,β T X ), where ρ S is any mixture of pure states taken from H A⊥ , are stationary states.
2. Due to the existence of multiple stationary states, the asymptotic state, as t → ∞, depends necessarily on the initial state.
The invariant reservoir part is
in which the 'naked' state ρ R,β is 'dressed' with excitations due to the interaction with the DA system (arbitrarily many additional excitations are created in the reservoir, all in the single particle wave function ∝ h/ω).
The first point in Corollary 1.1 identifies an invariant manifold of dimension dim H
The dimension of the total system is, of course, infinite. The stationary states identified above are brought about by the symmetry of the Hamiltonian. We will see that there is exactly one more stationary state (for λ = 0), which is the equilibrium state of the whole, interacting DA-reservoir complex. The second point of Corollary 1.1 is an obvious general fact for dynamical systems with multiple stationary states.
An a priori consequence for the dynamics
Due to the decomposition (1.7) the propagator is block diagonal as well, e −itH = e −itH eff P eff + e −itH D⊥ P D⊥ + e −itH A⊥ P A⊥ .
(1.15) Here, P eff = |D D| + |A A| and P D⊥ , P A⊥ are the orthogonal projections onto H D⊥ and H A⊥ , respectively, defined in (a), (b) before (1.12) above. Consider initial states
where ρ 0 is an arbitrary density matrix of the donor plus acceptor and ρ R,β is the reservoir thermal equilibrium at temperature T = 1/β > 0. Take now for ρ 0 a mixture of pure states from the linear span of {|D 1 , . . . , |D N D }, so that in particular, only donor sites are populated.
Let O be an observable of the donor alone, meaning that the matrix elements of O involving any |A k vanish. Then we have
The average of O at time t is given by
The populations of all donor sites and the coherences between any two donor sites, depend on the acceptor only via E A and v, but are independent of N A , for all times.
2. The asymptotic state of the donor is independent of N A , but it depends on the initial DA state.
In view of point 2, we investigate in this paper, in particular, how the initial donor state influences the transfer efficiency of the process (i.e., how much population weight is transferred from an initially populated donor to the initially empty acceptor). 20) which is the DA part of H eff for λ = 0 (see (1.10)). Its diagonalization is
Main result: Time evolution of the DA system
where
We consider a fixed, but weak coupling between the DA and the noise,
The DA density matrix at time t is obtained by the reduction of the full DA-reservoir state, 25) where the partial trace is taken over the reservoir degrees of freedom.
Our main result is Theorem 1.3 below, which gives the DA density matrix ρ t at all times t ≥ 0. It gives explicitly every density matrix element (populations and coherences) of ρ t for arbitrary initial DA states. For convenience, let us recall here the definition of the following projections.
1. P D⊥ is the projection onto H D⊥ , which is the space of all pure DA states |ψ which are linear combinations of {|D k } N D k=1 and which are orthogonal to |D , ψ, D = 0.
2. P A⊥ is the projection onto H A⊥ , which is the space of all pure DA states |ψ which are linear combinations of {|A } N A =1 and which are orthogonal to |A , ψ, A = 0.
3.P S is the projection onto the effective two-level Hilbert space,H S = span{|D , |A } = span{|ϕ 1 , |ϕ 2 }.
We also introduce the effective two-level equilibrium Gibbs state as where ϕ 1 , ϕ 2 are the eigenvectors (1.23). The reduced donor-acceptor density matrix at time t ≥ 0 is given by
where the error is uniform in t and N D , N A . The resonance energies ε Remarks. (1) The resonance energies ε (s) j depend on the following parameters: the DA effective energies e 1 , e 2 , the coupling parameters λ, g D , g A , the reservoir spectral density J(ω) (see (1.37) ) and the temperature. They do not depend on N D nor on N A , nor do they depend on the initial state ρ 0 . It follows that the speed of the process is independent of N D , N A , ρ 0 .
(2) The 'topology' of the error is understood as follows. Denote the main term on the right side of (1.28) by ρ t , so that ρ t = ρ t + O(λ 2 ). Then for any DA observable X, we have Tr(ρ t X) = Tr(ρ t X)
(3) Another expression for ρ t is obtained by defining x j = e −βe j , j = 1, 2, and using that
The right side of (1.28) can be rewritten,
The form (1.29) of ρ t shows immediately that the main term on the right side reduces to ρ 0 for t = 0.
One readily sees that the main term on the right side of (1.28) has unit trace. As Imε (s) j > 0, the formula (1.28) is directly exhibiting the asymptotic state,
(1.30) Proposition 1.4 (Donor populations and coherences) Set
where ϕ 1,2 are given in (1.23) . Define also
Remarks.
(1) The variation of each single matrix element D k , ρ t D k during the tranfer process is typically
Therefore only a macroscopic group of donor sites can undergo a significant change (of the order one, not O(1/N D )) during the transfer process. The same holds for acceptor sites.
(
The last two contributions to the main term on the right side of (1.34) are obtained from the sum over s in (1.33) by using that s=1,2 P ss = |D D| + |A A|, so s=1,2 P ss |D j = 1 √ N D |D .
Process rates
According to Theorem 1.3, the rates determining the decay of the dynamics are the imaginary parts of the resonance energies ε (s) j . We give here their explicit expressions, which depend on the matrix elements of the interaction and on the spectral density of noise at the frequency zero and the transition frequency |e 1 − e 2 | of the effective two-level system. More precisely, set
and denote its matrix elements in the basis {ϕ 1 , ϕ 2 } by
(1.36) Also, introduce the spectral density of the reservoir J(ω) by 3
and define
Here, · β is the average in the reservoir thermal state.
The explicit expressions for the resonances appearing in (1.28) are:
and where the real numbers x 1 , x 2 , x 12 and y 12 are given by
The other two resonances appearing in (1.3) are ε Remark. According to (1.39), the relaxation rates Imε (s) j only depend on the spectral density of noise J(ω) at the frequencies ω = 0 and ω = |e 1 − e 2 |. Consequently, due to (1.37), these rates only depend on the coupling function h(ω) at these two frequencies. Nevertheless, in order to be able to derive Theorem 1.3 one must assume that h is a square integrable function, i.e., R 3 |h(ω, Σ)| 2 ω 2 dωdΣ < ∞, for otherwise, the Hamiltonian (1.1) cannot be defined as an operator. In particular, the form factor h must contain an ultra-violet cutoff to guarantee integrability for large values of ω, even though this cutoff does not appear in the second order expressions (in λ) for the relaxation rates.
Transfer efficiency
The total donor population at time t is given by
(1.42)
Let p 1 , . . . , p N D be a given probability distribution, 0 ≤ p j ≤ 1, j p j = 1. We consider two families of initial states associated to {p j }:
For both choices (inc) and (coh), the initial donor population is p D (0) = 1. The incoherent ρ inc may come about due to the prior contact of the donor with a decohering agent, making its density matrix diagonal. The coherent pure state |ψ can be produced by applying to the donor molecule a short impulsive pulse of polarizationê, resulting in the initial donor state |Dê ∝ê · j µ j |D j , where µ j is the transition dipole moment vector of D j [19] . Then |Dê Dê| is of the form ρ coh .
The von Neumann entropy of the quantum state ρ inc coincides with the entropy of the probability distribution {p j }, given by − j p j ln p j . The quantum state ρ inc , being pure, has zero von Neumann entropy. Nevertheless, we can view the entropy of {p j } as a measure for the coherence in ρ coh . It is maximal (= ln(N )) for the uniform distribution p j = 1/N D , j = 1, . . . , N D , and it is minimal (= 0) when exactly one p j is one and all others vanish.
In this section we show the following.
(1) The final donor population for the incoherent initial state is independent of how the donor is populated initially. For the initially coherent superposition the final donor population depends on {p j } and is minimized (best transfer efficiency) for the uniform distribution, p j = 1/N D , for all j, at which the entropy of the initial distribution {p j } is maximized.
(2) The final donor probability for the incoherent initial state is always larger or equal to that for the coherent initial state. Equality holds if and only if a single donor site is initially populated, i.e., for {p j } having minimal (= zero) entropy. We conclude that coherence in the initial state increases the final acceptor probability. However, for the initially coherent state, it can reach values close to zero (perfect population transfer).
To show these results, we start by using Proposition 1.4 to get (modulo O(λ 2 )),
This gives the asymptotic value
A direct calculation yields the following results.
(INC) For the initial state ρ inc , (1.44) becomes
The final donor population is independent of the distribution {p j }. At high and low temperatures, (1.45) reduces to
(1.46) (COH) For the initial state ρ coh , we have
(1.47)
Now the final donor population depends on {p j }. The Cauchy-Schwarz inequality gives
and equality holds in (1.48) if and only if p k = 1/N D for all k = 1, . . . , N D . This shows that the acceptor probability (= 1 − p D,coh (∞)) is maximized for exactly one initial donor distribution, namely, the uniform one, in which the excitation is most delocalized. In particular, the transfer is most efficient for the distribution {p j } having maximal entropy (= log N D ), namely the maximal final acceptor probability is given by 
(1.50)
Consider the low temperature regime with
For α = 0 we have total depletion of the donor, namely p D,coh (∞) = 0. What is the smallest value of α? Setting
The function η → α(η) is strictly decreasing and so it takes its minimum for
The dynamics of a donor coupled to acceptor levels in a related model are studied in [7] . There, a single donor level is coupled to N A acceptor levels at possibly different energy levels. The donor is coupled to each acceptor level by the same, scaled interaction (V → V / √ N in (1.2), so V is replaced in the Hamiltonian (1.2) by v, see (1.11)). The noise acts on each donor and acceptor level (is diagonal in the adiabatic DA basis), similar to (1.1) and (1.3), however, in [7] , the noise is classical (commutative), given by a stochastic process (telegraph noise). For this model and a degenerate acceptor (N A levels, all at the same energy, as in our situation), it is shown in [7] that the final donor population is 1/2. This coincides with our finding. Namely, for N D = 1 (as in that paper) and high temperature (which is believed to be modeled by classical noise), the donor population given in (1.46) (or equivalently in (1.50)) is also 1/2.
Population fluctuations
In this section we use our results on the dynamics to show that the variance of the population of a single averaged donor level is proportional to 1/(N D ) 2 , at each fixed time. This means that increasing the system (donor) size decreases the population fluctuations of the single donor level. We show how this stability property occurs in accordance with the central limit theorem.
In the previous sections, we have analyzed the averages (expectation values) of the donor population, for instance, (1.42) is the average of the population of all donor sites and similarly, Tr(ρ t |D k D k |) is that of site k alone. The quantum measurement operator associated to the population of donor k is the projection |D k D k |. Let X k be the corresponding random variable, that is, the measurement outcome upon measuring the population of site k. Here X k takes the values 0 or 1 and its average and variance, at time t, are given by
The last equality is due to (X k ) 2 = X k , as this random variable takes on the values 0 and 1 only, or equivalently, since |D k D k | is a projection. The random variable
is called the fluctuation of the single level population. It characterizes how much, averaged over all sites (as we take the weighted sum over k), the population of a single level deviates from its average value. F N D has average zero and the standard deviation, which is the square root of its variance, measures by how much, typically, the site population deviates from the average. We now calculate the variance of F N D . Since its average vanishes, we have
(1.55)
The last equality holds since
is the total donor population, defined in (1.42). Relation (1.55) means that the population fluctuations decrease as a function of the size N D of the donor. Note that the relation (1.55) holds in general -we did not use the explicit form of ρ t or p D (t). Nevertheless, for the specific model considered in this paper, we can use our explicit form for the donor dynamics, (1.43), and so we have an explicit expression for the variance of the fluctuation at each moment in time.
Link to the central limit theorem. For a sequence Y k , k = 1, 2, . . . of independent random variables, having average Y k and variance Var(Y k ), the central limit theorem states that [ 
where N (0, 1) is a normal random variable with mean zero and variance one. 4 The ∼ means convergence in distribution, as N → ∞. For (1.57) to hold the Y k are not only supposed to be independent but, strictly speaking, they must also satisfy a certain technical Lyapunov condition. Without checking this condition, nor addressing the independence of the X k introduced in (1.53), we can see what the result of the central limit theorem would imply when applied to X k . Namely, (1.57) gives, for Y k replaced by X k ,
Var(X k ) 
This finding, based on an application of the central limit theorem, is consistent with our exact formula (1.55). It shows in particular the correct scaling in N D .
Illustration. Let us take the initial DA state to be ρ 0 = |D D|, in which all N D donor levels are populated, each with equal probability 1/N D , see (1.9) . Using that X k = D k , ρ t D k and (1.33), we obtain 5
where µ is independent of k and N D , given by 
. This last form of the central limit theorem is maybe better known. 5 Note that the remainder term in (1.60) is O(λ 2 /N D ), not just O(λ 2 ) as one might infer from (1.33). This is so for the following reason. If instead of taking the observable |D k D k | in the trace in (1.53), we take N D k=1 |D k D k |, then our estimate for the size of the remainder is O(λ 2 ), independent of N D . This is due to the fact that the remainder estimate depends only on the norm of the observable We conclude from (1.62) that
and
On the other hand, we have from (1.55), (1.56) and the value of X k given in (1.62) that
We conclude from (1.64) and (1.65) that the single level variance is by a factor N D larger than that of the fluctuation of the average level (measured by F N D ).
Quasi-degenerate system, broken symmetry
Instead of (1.2), (1.3), one may consider a system where the symmetry is broken,
where ε j , η k , ν jk , γ D,j , γ A,k measure the deviation from the symmetric situation. For simplicity of the discussion, consider ν j,k = γ D,j = γ A,k = 0, so that the non-symmetric characteristics are determined entirely by ε j , η k , defining the donor and acceptor energy bands of size
The method of analysis used here can be extended to the regime
(1.69)
The first constraint in (1.69) is called the narrow band regime. We note that the second inequality in (1.69) is not necessary for our method to work. Indeed, in [18] we dealt with systems where λ is not constrained (including strong coupling). Let us for simplicity continue with the discussion in the regime (1.69). One can carry out the spectral analysis of the resonances of the system in terms of a perturbation theory in the two parameters δ and λ, namely, δ/|e 1 − e 2 | < < 1, λ 2 /|e 1 − e 2 | < < 1 and also δ/λ 2 < < 1. For a simplified model with one donor and two acceptor levels, we have done a detailed analysis in [15] . In the general case considered here, we conjecture the same effects to hold. Namely, there emerge two time scales,
• For short times, t < t 2 , the system dynamics feels the energy spread δ > 0 only as an O(δ) correction, whereas the interaction with the reservoir already drives irreversible dynamics.
In particular, at t ≈ t 1 , the system state has already decayed to a quasi-stationary state which depends on the initial state. This quasi-stationary state is, modulo O(δ), the final state as predicted by the dynamics with δ = 0.
• For intermediate times t 1 < t < t 2 , the system state moves away from the manifold of quasi-stationary states (in a well prescribed way, with decay directions and speeds given by resonance theory) and
• For large times t > t 2 , the system approaches a unique final state, which is the coupled DA-reservoir equilibrium reduced to the DA part. Of course, for the convergence to a unique final state to happen for t > t 2 , one assumes that the coupled system, for δ > 0 and λ = 0, has a unique stationary state (namely, the equilibrium state). This is a condition on the interaction which is generically satisfied for systems without symmetries (called the Fermi Golden Rule Condition), but is not satisfied in the presence of symmetries.
The above picture is also observed in [7] , where a DA model with general N A and N D = 1, is subjected to a classical noise. It is found there that the dynamics of the acceptor population has two time scales. On the first one, linked to the properties of the classical noise, the acceptor population approaches the value 1/2. This coincides with the value our model gives here (the degenerate case and at high temperature), as explained at the end of Section 1.5. Then, on the second time scale τ N A ∝ (N A /δ) 2 , in [7] one finds equal population of all levels, hence a total acceptor population of 1/(N A + 1) (since N D = 1). This corresponds to the thermal equilibrium value at very high temperature and is consistent with our prediction. The dependence of our t 2 (their τ N A ) on N D and N A will be revealed by calculating the resonances by perturbation theory in δ (small). This approach will work rigorously. However, whether we can obtain rigorous bounds on errors valid for all values of N D and N A in this perturbation theory remains to be seen. This might be a technical challenge. In the degenerate energy setup considered in the present paper, this difficulty is dodged since the dynamics is reduced to invariant subspaces as a consequence of the symmetry of the Hamiltonian.
Spectrum, resonances of the Liouville operator
The operator generating the full dynamics is the Liouville operator L. It is the equivalent of the Hamiltonian H, but expressed in a different Hilbert space than that for H. Namely, L acts on the purification Hilbert space of the initial state ρ 0 = ρ S ⊗ ρ R,β , where ρ S is an arbitrary DA initial density matrix and ρ R,β is the thermal equilibrium of the reservoir.
The purification Hilbert space H
We refer to [16, 13, 14] for a detailed exposition of the material in this section. Let ρ 0 be an arbitrary density matrix on the DA system, acting on the Hilbert space
(2.1)
The purification of ρ 0 is given by a normalized vector Ψ S in the 'doubled Hilbert space' H S ⊗H S , satisfying Tr(ρ 0 X) = Ψ S , (X ⊗ 1l S )Ψ S for any DA observable X ∈ B(H S ). For example, the explicit purification of the DA equilibrium state is given in (3.5) . Similarly, a well known purification of the equilibrium state of the quantum field of oscillators is given by the so-called Araki-Woods representation of the canonical commutation relations [1, 14] . It is given as follows. For a 'single particle wave function'
(2.2) (u, Σ) ∈ R×S 2 and f on the right side is expressed in spherical coordinates k = (ω, Σ) ∈ R + ×S 2 . The Araki-Woods, or thermal representation of the creation and annihilation operators a * (f ), a(f ) is given by a * (f β ), a(f β ), which are simply the creation and annihilation operators acting on the Fock space
is the symmetrized n-fold tensor product (Bosons). This is the purification of the reservoir equilibrium state ρ R,β (in the continuous mode, or thermodynamic limit). More precisely, if P (f 1 , . . . , f k ) is any polynomial of a * (f i ) and a(f j ), then
where Ω R is the vacuum vector in F. Accordingly, the thermal field and Weyl operators are defined by
all acting on F. The total DA-reservoir Liouville (purification) Hilbert space is given by
Let X be a DA observable (an operator acting on H S ). The average of X at time t is given by
where Ψ 0 = Ψ S ⊗ Ω R purifies ρ 0 ⊗ ρ R,β and where L is the Liouville operator, constructed from the Hamiltonian (1.1), given by
The 1l S is the identity operator on H S . The free field Liouvillian, given by
is self-adjoint for any value of λ ∈ R. This is proven for instance by using Glimm-Jaffe-Nelson triples techniques, c.f. [6] .
In (2.6) and in what follows, we simply write ϕ(h) instead of ϕ(f β ) for the thermal field operator and we have introduced ϕ(h) := ϕ(h β (−u, Σ)). This quantity is related to the modular conjugation J R of the thermal field (see e.g. [1, 16] and also (3.22) ), defined by J R ϕ(f β (u, Σ))J R = ϕ(f β (−u, Σ)).
(2.8)
The equilibrium state with respect to the interacting dynamics is represented in the purification Hilbert space by the 'interacting KMS vector' (Kubo-Martin-Schwinger) [16] 
where (c.f. (2.6))
Here Ω S,β and Ω R are the (purifications) of the system and reservoir equilibrium (KMS) states. Ω R is simply the vaccum vector in F, (2.3) and the explicit form of Ω S,β is given in (3.5).
Decomposition into invariant subspaces
We introduce the decomposition 12) written in block form as
(2.13)
The diagonalization ofH S is given byH S = j=1,2 e j |ϕ j ϕ j |, c.f. (1.23), (1.22) . The decomposition (2.11) induces a decomposition of the total Liouville Hilbert space (2.4) into four parts,
with
(2.14)
The Liouvillian L, (2.6), is block diagonal in this direct sum decomposition,
The various 1l S in (2.16)- (2.19 ) are understood to be the identity operators on the appropriate (sub-)spaces. 
Spectral analysis of L

Spectrum and resonances of L 1
The operator L 1 describes the dynamics of an effective spin-boson system, that is, a two-level system coupled to a bosonic reservoir. The dynamics of this system is not explicitly solvable, but can be analyzed by perturbation theory in the setting (1.24). 6 The purification of the the effective DA equilibrium state (1.26) is
When coupled to the reservoir, the effective two level system has an effective coupled equilibrium state, which is given according to the perturbation theory of KMS (equilibrium) states by the vector (in the purification Hilbert space)
where Ω R is the vacuum in F and Z −1/2 β,λ is a normalization factor. By the construction of the Liouville operator, we know a priori that L 1ΩSR,β,λ = 0.
(2.23)
The eigenvalues ofH S are e 1 and e 2 , given in (1.22) , with associated eigenvectors ϕ 1,2 , (1.23). The nonzero eigenvalues ofL 0 =H S ⊗ 1l − 1l ⊗H S + L R , acting onH S ⊗H S ⊗ F, are the simple eigenvalues ±(e 1 − e 2 ) with associated eigenvectors ϕ 12 ⊗ Ω R and ϕ 21 ⊗ Ω R , where ϕ 12 = ϕ 1 ⊗ ϕ 2 , ϕ 21 = ϕ 2 ⊗ ϕ 1 and Ω R is the vacuum in F. The other eigenvalue ofL 0 is zero and is doubly degenerate with eigenvectors ϕ 11 ⊗ Ω R and ϕ 22 ⊗ Ω R , with ϕ 11 = ϕ 1 ⊗ ϕ 1 and ϕ 22 = ϕ 2 ⊗ ϕ 2 . These eigenvalues are embedded in continuous spectrum covering all of R. As the interaction λḠ ⊗ 1l S ⊗ ϕ(h) − λ1l S ⊗Ḡ ⊗ ϕ(h) is switched on, the above eigenvalues ofL 0 become resonances, some of them acquiring non-vanishing imaginary parts. To describe them, introduce [Ḡ] ij = ϕ i ,Ḡϕ j . A calculation gives
(2.24)
The resonance energies and eigenvectors of L 1 are as follows.
(A) Zero remains an eigenvalue of L 1 also for λ = 0. Call it ε (1) 1 = 0. The associated eigenvector is the vectorΩ SR,β,λ (c.f. (2.22) ), which has the expansion
The other resonance close to the origin is ε 2 12 coth β|e 1 − e 2 |/2 J(|e 1 − e 2 |),
(2.27) (C) A resonance bifurcates out of e 2 − e 1 . It has energy ε (4)
. The x 12 , y 12 of (2.28) are given in (2.27).
Proof of Lemma 2.1. The arguments are standard within resonance theory, see [16, 12, 13] . We explain them without giving the explicit calculations.
(A) The stateΩ S,β ⊗Ω R is a KMS state (equilibrium at temperature 1/β) w.r.t. the dynamics generated by L 1 | λ=0 . By perturbation theory of KMS (equilibrium) states, we know thatΩ SR,β,λ is a KMS state for L 1 and hence L 1ΩSR,β,λ = 0 also for λ = 0. This shows that the eigenvalue at the origin persists under perturbation. To track the fate of the remaining part of the twofold degeneracy of zero as an eigenvalue of L 0 (restricted to H 1 ), we utilize perturbation theory. Namely, the resonance energies and eigenvectors are obtained from the level shift operator
where P 0 is the eigenprojection of L 0 associated with e = 0 andP 0 = 1l − P 0 . Here, the perturbation (interaction) operator is (c.f. (2.16) 
The operator Λ 0 is identified as a two-by-two matrix acting on span{ϕ 1 , ϕ 2 }. A standard calculation gives
We know a priori that Λ 0ΩS,β = 0 (which follows from L 1ΩSR,β,λ = 0) and so the second eigenvalue of Λ 0 is its trace, namely, the sum of the two terms in (2.30), which is iλ 2 γ 0 with γ 0 given in (2.26 ). The eigenvector associated to this nonzero eigenvalue has to be orthogonal to Ω S,β and hence it is as in (2.26).
(B)
The level shift operator associated to the simple eigenvalue e 1 − e 2 of L 0 is onedimensional,
where P 12 = |ϕ 12 ⊗ Ω R ϕ 12 ⊗ Ω R | and x 12 , y 12 are given in (2.27 ).
(C) This follows again by calculation, or more elegantly, from the well known symmetry [12] between the level shift operator associated to e 1 − e 2 and that of e 2 − e 1 .
Spectrum and resonances of L 2
Consider the decomposition (H S ) ⊥ =H D⊥ ⊕H A⊥ (2.32)
whereH D⊥ andH A⊥ are the subspaces introduced in points 1 and 2 before (1.26). Recall that P D⊥ and P A⊥ are the orthogonal projections ontoH D⊥ ,H A⊥ . The operator L 2 is block diagonal in the decompositionH
We havē
The restrictions of L 2 toH S ⊗H D⊥ ⊗ F andH S ⊗H A⊥ ⊗ F are, respectively
35)
where the operators in the parentheses act onH S ⊗ F. The spectrum of L 2 is the union of the spectra of L 2,D⊥ and L 2,A⊥ . For λ = 0, the eigenvalues of L 2,D⊥ are e 1 − E D and e 2 − E D , both having degeneracy N D − 1 (= rankP D⊥ ). The eigenspaces are Ran |ϕ 1 ϕ 1 | ⊗ P D⊥ ⊗ |Ω R Ω R | and Ran |ϕ 2 ϕ 2 | ⊗ P D⊥ ⊗ |Ω R Ω R |, respectively (where Ran stands for the range of a projection). In the same way, for λ = 0, the eigenvalues of L 2,A⊥ are e 1 − E A and e 2 − E A , both having degeneracy N A − 1. The eigenspaces are Ran |ϕ 1 ϕ 1 |⊗P A⊥ ⊗|Ω R Ω R | and Ran |ϕ 2 ϕ 2 |⊗P A⊥ ⊗|Ω R Ω R |, respectively.
To analyze the spectrum of L 2 for λ = 0, we proceed as follows. We perform a polaron transformation to get rid of the terms −λg D ϕ(h) and −λg A ϕ(h) in (2.34) and (2.35), and then we do perturbation theory in λ. Lemma 2.2 All four eigenvalues of L 2 for λ = 0 turn into resonances, given by
J(|e 1 − e 2 |) |1 − e −β(e 1 −e 2 ) | + O(λ 4 ),
The other two resonances are ε
2 and ε
2 , obtained from the expressions of ε
2 above in (2.36), (2.37) by replacing E D with E A and g D with g A . The eigenspaces associated to these eigenvalues are
The multiplicity of each distinct resonance is the same as that of the corresponding eigenvalue for λ = 0 (namely, rankP D⊥ or rankP A⊥ ). The O(λ 2 ) terms in (2.38)-(2.41) and the O(λ 4 ) remainders in (2.36), (2.37) are uniform in N D and N A .
Remark. The exact meaning of Ran |ϕ 1 ϕ 1 | ⊗ P D⊥ ⊗ |Ω R Ω R | + O(λ 2 ) in (2.38) (and similarly for (2.39)-(2.41)) is E
is a vector on the first DA-tensor factor and the reservoir tensor factor. The O(λ 2 ) correction is a vector in H S ⊗ F with the O(λ 2 ) property holding uniformly in the size of N D .
Proof of Lemma 2.2. We first treat L 2,D⊥ . Define the unitary operator T = J R W ( λ 2 g D h iω )J R , where J R is the reservoir modular conjugation and W (f ) = e iϕ(f ) is the thermal Weyl operator. Note that T commutes with all reservoir observables. We conjugate L 2,D⊥ with T ,
The operator in parentheses in (2.42) acts on the space H S ⊗ F. The relation (2.42) is obtained in a standard way by taking into account that for all f, g,
(2.43)
We now analyze the spectrum ofH S + L R + λḠ ⊗ ϕ(h). For λ = 0 this operator has the two simple eivenvalues e 1 and e 2 with associated eigenvectors ϕ 1 ⊗ Ω R and ϕ 2 ⊗ Ω R . The lowest order correction to e 1 due to the perturbation λḠ ⊗ ϕ(h) is (again, given by the level shift oper-
An explicit calculation yields (2.36). The eigenvectors of T L 2,D⊥ T * are ϕ j ⊗χ⊗Ω R +O(λ 2 ), for arbitrary normalized χ ∈ RanP D⊥ and j = 1, 2. Consequently, the ones for L 2,D⊥ are T * ϕ j ⊗ χ ⊗ Ω R + O(λ 2 ). But T * = 1l R + O(λ 2 ) and hence the eigenvectors of L 2,D⊥ are of the form ϕ j ⊗ χ ⊗ Ω R + O(λ 2 ). This proves (2.38). The results (2.37) and (2.39) are derived in the same way. Finally, the same analysis is applicable for the operator L D,A⊥ , we need just to replace E D by E A and g D by g A in the final expressions (compare (2.34) and (2.35)).
Spectrum and resonances of L 3
Just as for L 2 , the operator L 3 is block diagonal in the decomposition
The associated blocks are denoted by L 3,D⊥ and L 3,A⊥ ,
Let C be the operator of complex conjugation acting on H S (taking complex conjugates of components of vectors when written in the energy basis). Denote by J R the reservoir modular conjugation operator. Then C ⊗ J R is an antilinear involution (meaning its square is the identity operator) acting on H S ⊗ F. We have
It follows from this relation and (2.34), (2.44) that z ∈ spec(L 3,D⊥ ) ⇔ −z ∈ spec(L 2,D⊥ ) and that eigenvectors are related by the application of C ⊗ J R . Analogous relations hold for L 3,A⊥ and L 2,A⊥ . Consequently, we obtain the following directly from Lemma 2.2. where ε (j) 2 are given in (2.36)-(2.37) (and the sentence thereafter). The associated eigenspaces are
The multiplicity of each distinct resonance is the same as that of the corresponding eigenvalues for λ = 0.
Spectrum of L 4
We again use the decomposition (2.32) and the relations (2.33) to write L 4 , given in (2.19) , as
Again, the spectrum of L 4 is the union of the spectra of L 4,j , j = 1, . . . , 4.
Lemma 2.4
Suppose that the form factor satisfies h β / √ u 2 < ∞. The following holds for arbitrary values of the coupling constant λ ∈ R.
(A) The spectra of L 4,1 and L 4,4 consist of an eigenvalue at zero and absolutely continuous spectrum covering R. We denote these two eigenvalues ε
The kernels of L 4,1 and L 4,4 have dimension (N D − 1) 2 and (N A − 1) 2 , respectively, and are given by
where Ψ X is given by (recall (2.8) defining J R ) 
having multiplicity (N D − 1)(N A − 1) and purely absolutely continuous spectrum covering R. The eigenspace is given by RanP D⊥ ⊗ P A⊥ ⊗ |Ψ DA Ψ DA |, where Ψ DA is given in (2.56).
(C) The spectrum of L 4,3 consists of the eigenvalue ε
4 as given in (2.55)) having multiplicity (N D − 1)(N A − 1), and of purely absolutely continuous spectrum covering R. The eigenspace is given by RanP A⊥ ⊗ P D⊥ ⊗ |Ψ AD Ψ AD |, where Ψ AD (and for later use, Ψ DA ) are given by
Proof. (A) Consider the operator L R + α(ϕ(h) − ϕ(h)), α ∈ R, which acts purely on the reservoir Hilbert space. Here, ϕ(h) = J R ϕ(h)J R , see (2.8) . We introduce the polaron transformation, given by conjugation with the bounded operator
where W (f ) = e iϕ(f ) is the field operator. The relations (2.43) with f = αh iω and g = h, give
It follows from (2.57) that
The statement (A) of the lemma follows from the unitary equivalence (2.58). Now we prove (B). Consider
We modify the above polaron transformation T to
Then, again using (2.43) one verifies readily that
Combining (2.60) with (2.59) we arrive at
The statements in (B) now follow from the unitary equivalence (2.61). The proof of (C) is entirely the same as that of (B). This completes the proof of Lemma 2.4.
3 The dynamics
Resonance theory
According to (2.5) , the average of X at time t is given by
where Ψ 0 = Ψ S ⊗ Ω R , with Ψ S the purification of the initial DA density matrix ρ 0 and Ω R the vacuum vector in F, (2.3). We start by giving the purification vector Ω S,β representing the DA equilibrium density matrix
whereP S = |D D| + |A A| is the projection ontoH S , see (2.11 which are orthonormal bases of RanP D⊥ and RanP A⊥ , respectively (see after (1.15) ). Each ξ D,j is a vector in C N D +N A whose last N A components are zero and whose first N D components add up to zero (ξ D,j ⊥ |D ). Each ξ A,j has vanishing first N D components and the sum of the other ones is zero. The union of all ξ D,j and ξ A,j is an orthonormal basis of Ran(P S ) ⊥ . The purification of the density matrix ρ S,β is the vector Ω S,β ∈ H S ⊗ H S given by
The interacting equilibrium state (2.9) is separating (a property following from the general theory of KMS equilibrium states [4] ), meaning that there is an operator B acting on H having the property that
for all system observables X. Moreover,
(see e.g. [10] , Lemma 3.4) . Concretely, the operator B is obtained solving the relation
which has a unique solution for any given Ψ S .
Example. Take the pure initial system state in which each donor level is populated equally, with probability 1/N D . The corresponding purified vector state is Ψ S = |D ⊗ |D , see (1.9). We show how to solve (3.8) for B. We will find a B acting nontrivially only onH S , i.e., satisfying Bξ α,j = 0 (see (3.4) ). We expand |D in the eigenbasis {ϕ 1 , ϕ 2 } (see (1.23)), |D = x 1 |ϕ 1 + x 2 |ϕ 2 , where x 1 , x 2 ∈ R. Thus we need to solve the following equation for B,
where ϕ ij = ϕ i ⊗ ϕ j and α j = Z −1/2 S,β e −βe j /2 . Taking ϕ 1 | ⊗ 1l S on both sides of (3.9) gives x 2 1 ϕ 1 + x 1 x 2 ϕ 2 = α 1 Bϕ 1 and similarly we get x 1 x 2 ϕ 1 + x 2 2 ϕ 1 = α 2 Bϕ 2 . Hence, as a matrix in the basis {ϕ 1 , ϕ 2 }, we get
(3.10)
Even though this B is determined explicitly in (3.10) we will see below that we can find the dynamics without using the specific form of B (see for instance (3.26)).
We combine (3.6)-(3.8) with (3.1) to obtain
where the remainder is uniform in t. We have used in the second step that LΩ SR,β,λ = 0 and in the last one that Ω SR,β,λ = Ω S,β ⊗ Ω R + O(λ 2 ). (3.12) Writing for short
we obtain from (3.11) that
where we have used the reduction (2.15) of the dynamics and where P j is the orthogonal projection onto H j , c.f. (2.14) . The dynamical resonance representation now gives a concrete perturbation expansion for each propagator e itL j (c.f. [16, 17, 13, 10, 11] ). Namely, in (3.14) we can use the expansion We arrive at the following result. 
where the Ψ X are defined in (2.54) and (2.56). The w j depend on λ and satisfy w j = 1 + O(λ 2 ). Since the remainder in (3.20) is already O(λ 2 ) we can replace w j by 1. One can also calculate w j exactly, as we illustrate now. Explicit form of w 1 : Call for short
Remembering that we are in the thermal representation of the quantum field, the Weyl operators W (f ) are given by e iϕ(f β ) , where test function f β is defined by (2.2). The effect of conjugating with J R is ( [4, 16] ): 
In (3.23), the function h is the form factor of the interaction, (1.1). Similarly one obtains w 2 and one can also calculate w 3,4 explicitly along these lines.
Proofs of Theorem 1.3 and Proposition 1.4
Proof of Theorem 1.3. To derive the result we use the expansion (3.20) given in Proposition 3.1 and analyze the individual terms in this expansion.
• Consider j = 1 and s = 1. We have • Now we consider j = 2, s = 1, . . . , 4. We need to analyze Ψ S , (1l S ⊗ B)Π In the third step we have used that (1l S ⊗ P D⊥ )Ω S,β = (P D⊥ ⊗ 1l S )Ω S,β (see (3.4) ) and in the fourth one that (1l S ⊗ B)Ω S,β = Ψ S . Proceeding in the same way for Π (2) 2 we readily obtain Ψ S , (1l S ⊗ B)Π where the remainder term is uniform in t ≥ 0. Now since {ϕ 1 , ϕ 2 } is an orthonormal basis of H S = RanP S , we have [ρ 0 ] 11 + [ρ 0 ] 22 = Tr(P S ρ 0 ), so the first term on the right side of (1.28) is Tr(ρ 0PS )Tr(P SρS,βPS X), which gives the first contribution to the right side of (1.28). The other ones are obtained similarly from (3.43 ). This concludes the proof of Theorem 1.3.
Proof of Proposition 1.4. This is a direct calculation of the right hand side of (1.29), taking into account the relations
Remark that we can also compute the matrix elements between acceptor levels, and those between donor and acceptor levels.
Conclusion
We consider a donor-acceptor (DA) system described by N D and N A sites at the degenerate energies E D and E A . Each donor site is coupled equally to each acceptor site, and both the donor and acceptor are coupled to a common noise, modeled by a thermal Bose field of vibrations. We use the dynamical resonance theory to find the effective evolution of the DA system for all times t ≥ 0, up to an error term which vanishes quadratically in the DA-reservoir coupling (independently of time). Due to the symmetry of the Hamiltonian, the dynamics has many stationary states. We exhibit them explicitly. We show that the DA final state (time t → ∞) depends on its initial state (t = 0) and we find the initial-final state correspondence. The amount of population transferred from the donor to the acceptor during the process depends on quantum properties of the initial donor state: we demonstrate that if the initial population is shared coherently by the donor sites then the transfer to the acceptor is high. For an incoherently populated donor, the transfer is low. We examine the fluctuations in the donor populations during the transfer process and show that they decrease with increasing system size N D . We also discuss, in a qualitative way, what will change in our results when the symmetry (degeneracy) of the Hamiltonian is lifted.
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