A word w of letters on edges of underlying graph Γ of deterministic finite automaton (DFA) is called synchronizing if w sends all states of the automaton to a unique state. J.Černy discovered in 1964 a sequence of n-state complete DFA possessing a minimal synchronizing word of length (n−1) 2 . The hypothesis, well known today asČerny conjecture, claims that (n − 1) 2 is a precise upper bound on the length of such a word over alphabet Σ of letters on edges of Γ for every complete n-state DFA. The hypothesis was formulated distinctly in 1966 by Starke. A special classes of matrices induced by words in the alphabet of labels on edges of the underlying graph of DFA are used to prove the conjecture.
Introduction
The problem of synchronization of DFA is a natural one and various aspects of this problem have been touched in the literature. The connections with the early coding theory and first efforts to estimate the length of synchronizing word look in the works [28] , [29] . Prehistory of the topic, the emergence of the term, different problems of synchronization one can find in surveys [21] , [24] , [46] , [45] .
Synchronization makes the behavior of an automaton resistant against input errors since, after detection of an error, a synchronizing word can reset the automaton back to its original state, as if no error had occurred. The synchronizing word limits the propagation of errors for a prefix code. Deterministic finite automaton is a tool that helps to recognized language in a set of DNA strings.
A problem with a long story is the estimation of the minimal length of synchronizing word.
J.Černy in 1964 [9] found the sequence of n-state complete DFA with shortest synchronizing word of length (n−1) 2 for an alphabet of size two. The hypothesis, well known today as theČerny's conjecture, claims that this lower bound on the length of the synchronizing word of aforementioned automaton is also the upper bound for the shortest synchronizing word of any n-state complete DFA:
The upper bound found by Frankl in 1982 [14] is equal to (n 3 − n)/6. The result was reformulated in terms of synchronization in [34] and repeated independently in [26] .
The mentioned results for (n 3 − n)/6 [14] , [26] successfully use the matrix approach and the dimension of the arising spaces. See also, for instance, [5] , [3] , [6] , [24] , [20] , [17] , [16] for this approach.
Nevertheless, the cubic estimation of the bound exists since 1982.
The considered deterministic automaton A can be presented by a complete underlying graph with edges labelled by letters of an alphabet.
We consider a special class of matrices M u of mapping induced by words u in the alphabet of letters on edges of the underlying graph. M u has one unit in every row and rest zeros. The matrix of synchronizing word has units only in one column.
Our proof used some lemmas from [40] . For a complete picture of the proof, these lemmas after some modification are included in the proposed work.
Help Lemmas 2 and 1 state that the size of the set R(u) of nonzero columns of the matrix M u is equal to the rank of M u , R(bu) ⊆ R(u) and |R(ub)| ≤ |R(u)| for every word b.
Lemma 3 estimates the dimension of the space generated by matrices of words: The set of all n × k-matrices of words for k < n has at most n(k − 1) + 1 linear independent matrices.
In particular, the set of n×(n−1)-matrices of words has at most (n−2) 2 linear independent matrices. The famous value from theČerny hypothesis appears here.
Lemma 4 studied a span of matrices of words:
λ i = 0. Lemma 5 notes distributivity by multiplication matrix from left on linear combination of matrices of word.
We study the rational series (S, u) for matrix M u (see [7] ), [4] . This approach for synchronizing automata supposed first by Béal [4] proved to be fruitful [5] , [8] , [10] . Lemma 6 and its Corollary 6 establish some algebraic properties of rational series of matrices of words, for instance: the matrices M u with constant (S, u) = i generate a space V with (S, t) = i for every nonzero matrix M t ∈ V .
We consider the equations M u L x = M s (3) for synchronizing word s = ux and solutions L x for As = q of automaton A with the state q (Lemma 7). The space generated by solutions L x is studied.
A connection between the set of nonzero columns of matrix of word, subsets of states of automaton (the vertices of the underlying graph) and of solutions L x from (3) is revealed in Remarks 2, 6.
A useful property of connection between space of matrices and its subspace is marked in Proposition 1.
Lemma 9 considers pseudoinverse matrices (Definition 2) and their connection with equation (3).
Remark 7 clarifies the connection between some kind of matrix of word and the path in opposite direction of the word. The expanding of the space generated by such matrices till maximum is a topic of Lemma 10.
The sequence of irreducible words u of growing length is considered together with the sequence of spaces generated by linear independent solutions L x of words u of growing length from the equation
Lemma 11 proves the existence of ascending chain of dimensions of such spaces of matrices with descending chain of number of units in fixed column.
The theorem 1 finishes the proof of the conjecture for strongly connected automaton.
The proof of the conjecture is completed in the theorem 2.
The ideas of the approach are illustrated on examples of automata with a maximal length of synchronizing word from [22] , [9] , [35] . A sequence of words u of growing length together with corresponding n-vector of subset of states obtained by mapping of u presents column q of solutions from (3) . Some connection between the sequence of linear independent solutions (n-vector of subset of states) and subwords of the minimal synchronizing word is easy to detect.
By the bye, the matrices of right subwords of minimal synchronizing word s from [22] are linear independent. The same is true for theČerny sequence of automata from [9] .
Preliminaries
We consider a complete n-state DFA with strongly connected underlying graph Γ over a fixed finite alphabet Σ of labels on edges of Γ of an automaton A. The trivial cases n ≤ 2, |Σ| = 1 and |Aσ| = 1 for σ ∈ Σ are excluded.
The restriction on strongly connected graphs is based on [9] . The states p of the automaton A are considered also as vertices of the graph Γ .
If there exists a path in an automaton from the state p to the state q and the edges of the path are consecutively labelled by σ 1 , ..., σ k , then for s = σ 1 ...σ k ∈ Σ + let us write q = ps.
Let P x be the subset of states q = px for all p from the subset P of states and x ∈ Σ + . Let Ax denote the set P x for the set P of all states of the automaton.
A word s ∈ Σ + is called a synchronizing (reset, magic, recurrent, homing, directable) word of an automaton A if |As| = 1. The word s below denotes minimal synchronizing word such that for a state q As = q.
An automaton (and its underlying graph) possessing a synchronizing word is called synchronizing.
Let us consider a linear space over field of rational numbers generated by n × n-matrices M with one unit in any row of the matrix and zeros everywhere else.
We connect a mapping of the set of states of the automaton made by a word u of n × n-matrix M u such that for an element m i,j ∈ M u takes place m i,j = 1 if the word u maps q i on q j and 0 otherwise.
Any mapping of the set of states of the automaton A can be presented by a word u ∈ Σ with corresponding matrix M u .
Let us call the matrix M u of the mapping induced by the word u, for brevity, the matrix of word u, and vice versa, u is the word of matrix M u .
Every square matrix with one unit in every row and zeros in remaining cells will also be called a matrix of word.
The set of nonzero columns of M u (set of second indices of its elements) of M u is denoted as R(u).
The
The minimal synchronizing word and all its subwords are irreducible.
The right word x of synchronizing word ux let us call right synchronizing continuation of u.
Zero matrix is a matrix of empty word. The subset of states Au of the set of all states of A is denoted c u with number of states |c u |. We consider also n-vector of c u that has in the cell j unit if the state j ∈ c u and zero in opposite case.
For linear algebra terminology and definitions, see [27] , [30] .
Mappings induced by a word and subword
Remark 1 For every cell of n × n-matrix of words in strongly connected automaton there is a matrix with unit in the cell. Every unit in the product M u M a is the product of two units, first unit from a row of M u and second unit from nonzero column of M a .
The unit in the cell (i, j) of the matrix of letter denotes the edge from the state i to the state j. Such unit in the matrix of word denotes the path from i to j.
The set R(u) of nonzero columns of matrix M u corresponds the set of states c u of the automaton. Remark 3 The space generated by matrices of words has zero matrix of empty word.
Lemma 3
The set V of all n × k-matrices of words (or n × n-matrices with zeros in fixed n − k columns for k < n) has n(k − 1) + 1 linear independent matrices.
Proof. Let us consider distinct n × k-matrices of word with at most only one nonzero cell outside the last nonzero column k.
Let us begin from the matrices V i,j with unit in (i, j) cell (j < k) and units in (m, k) cells for all m except i. The remaining cells contain zeros. So we have n − 1 units in the k-th column and only one unit in remaining k − 1 columns of the matrix V i,j . Let the matrix K have units in the k-th column and zeros in the other columns. There are n(k − 1) matrices V i,j . Together with K they belong to the set V . So we have n(k − 1) + 1 matrices. For instance,
The first step is to prove that the matrices V i,j and K generate the space with the set V . For arbitrary matrix T of word from V for every t i,j = 0 and j < k, let us consider the matrices V i,j with unit in the cell (i, j) and the sum of them V i,j = Z. The first k − 1 columns of T and Z coincide. Hence in the first k − 1 columns of the matrix Z there is at most only one unit in any row. Therefore in the cell of k-th column of Z one can find at most two values which differ by unit, say m or m − 1. The value of m appears if there are only zeros in other cells of the considered row. Therefore V i,j − (m − 1)K = T . Thus, every matrix T from the set V is a span of above-mentioned (k−1)n+1 matrices from V . It remains now to prove that the set of matrices V i,j and K is a set of linear independent matrices.
If one excludes a certain matrix V i,j from the set of these matrices, then it is impossible to obtain a nonzero value in the cell (i, j) and therefore to obtain the matrix V i,j . So the set of matrices V i,j is linear independent. Every nontrivial span of the matrices V i,j equal to a matrix of word has at least one nonzero element in the first k − 1 columns. Therefore, the matrix K could not be obtained as a span of the matrices V i,j . Consequently the set of matrices V i,j and K forms a basis of the set V .
Corollary 2
The set of all n × (n − 1)-matrices of words (or n × n-matrices with zeros in a fixed column) has (n − 1) 2 linear independent matrices.
Proof. For k = n − 1 it follows from n(n − 1 − 1) + 1 = (n − 1) 2 .
Corollary 3 Suppose the vertex p ∈ Aα and let words u of matrices M u have the last letter α.
Then there are at most (n − 1) 2 linear independent matrices M u .
Proof. All matrices M u have common zero column p by Lemma 1. So we have n × n-matrices with zeros in a fixed column and due to Corollary 2 there are at most (n − 1) 2 linear independent matrices M u .
Corollary 4 There are at most n(n − 1) + 1 linear independent matrices of words in the set of n × n-matrices.
Corollary 5 There are at most n + 1 linear independent matrices of words in the set of matrices with 2 nonzero columns.
Lemma 4 Suppose that for nonzero matrices M u of word u and M ui of words
Then the sum k i=1 λ i = 1 and the sum S j of values in every row j of the sum in (1) also is equal to one. If
Proof. The nonzero matrices M u and M ui have n cells with unit in the cell. Therefore, the sum of values in all cells of the matrix λ i M ui is nλ i .
For nonzero M u the sum is n. So one has in view of
Let us consider the row j of matrix M i in (1) and let 1 i be unit in the row j. The sum of values in a row of the sum (1) is equal to unit in the row of M u .
or the sum is not the same in every row then we have opposite case.
Lemma 5 Distributivity from left.
For every words b and
Proof. The matrix M b shifts rows of every M xi and of the sum of them in the same way according to Remark 2. M b removes common row of them and replace also by common row (Remark 2). Therefore the matrices M b M xi has the origin rows of M xi , maybe in another order, and the rows of the sum τ i M b M xi repeat rows of τ i M xi also in the same order.
Note that this is not always true on the right.
Rational series
The section follows ideas and definitions from [7] and [4] . We recall that a formal power series with coefficients in a field K and variables in Σ is a mapping of the free monoid Σ * into K [7] , [8] .
We consider an n-state automaton A. Let P denote the subset of states of the automaton with the characteristic column vector P t of P of length n having units in coordinates corresponding to the states of P and zeros everywhere else. Let C be a row of units of length n. Following [4] , we denote by S the rational series depending on the set P defined by:
Remark 4 Let S be a rational series depending on the set P . If the cell i in P t has zero then (S, u) does not depend on column i of M u . If this cell i has unit then the column i of M u with k units from (2) 
From Lemma 6 follows
Corollary 6 Let S be a rational series depending on the set P of an automaton A.
The matrices M u with constant (S, u) = i generate a space V such that for every nonzero matrix M t ∈ V of word t (S, t) = i.
Corollary 7 Let S be a rational series depending on the set P of size one of n-state automaton.
Then the set V of matrices M u with two fixed nonzero columns and fixed nonnegative (S, u) < n − 1 has at most n linear independent matrices.
Proof. By lemma 3 for k = 2 there are at most n+1 linear independent matrices. There is a matrix M w in a space for k = 2 with one nonzero column and (S, w) = (S, u). Therefore fixed (S, u) < n − 1 excludes the matrix M w from the space generated by the set V . The dimension of the space generated by such matrices L x by Lemma 3 is at most n(n − min(S q , x) − 1) + 1.
For (S q , x) > 0, the dimension is restricted by n(n − 2) + 1 (Corollary 2). If M σ M gi ∈ G for every M gi and σ then for every word t tG ⊆ G and G is maximal in V in this sense.
If M σ ∈ G for every letter σ then maximal
Proof. So for every generator M gi of G and any letter σ the matrix M σgi ∈ G. Therefore by Lemma 5 for every matrix M u ∈ G and any letter β
Hence M βu ∈ G by Lemma 5 for any letter β. Therefore by induction for every matrix M t of word t and any M u ∈ G every matrix M tu ∈ G for every word t. Hence tG ⊆ G.
If M σ ∈ G and M σ V ∈ V for every letter σ then maximal G = V . From Remark 2 and Lemma 5 follows homomorphism G on GM a and maximality of GM a in V M a for any word a. The matrix M a − is defined by path of the word a − from the set X a of states corresponding nonzero columns of M a to the set A of states corresponding some rows of M a .
So the matrix M b − M a − maps the set B in the set A in opposite direction of the path ab of M ab via states from X b ∩ X a .
Corollary 9
The matrix M a − can be considered as a beginning of solution Lemma 10 A set of linear independent solutions L y = M β − L x of (4) and L x with constant (S q , y) = (S q , x) can be created by help of invertible matrices M β − by all letters β − (and words of them) in the alphabet Σ − . All such matrices form a space of matrices with the same constant rational series.
Therefore the space of solutions of (4) with constant (S q , x) can be expanded by invertible matrices M β − of letters (of edges in opposite direction) till the maximum for words in Σ − .
Proof. Let V be the nonempty space generated by solutions L x of equations (3) with |u| ≤ j and constant rational series m. (S q , v) = m for all matrices in V by Corollary 6.
V ⊂ W for the space W generated by all matrices L x with (S q , x) ≥ m and M s . By Lemma 9, for every matrix M u , matrix M β of a letter and some invertible matrix
By Corollary 9, M t − L x defines several paths from the state q in opposite direction to states corresponding rows of L y having unit in the column q. There are some matrices M − t L x for singular M u M t . They belong to the set of solutions of different equations (3) .
Thus, the space V generated by solutions L x of (4) with constant (S q , x) can be expanded by invertible matrices M β − of letters in Σ − for the words uβ.
By Proposition 1, the space V of matrices M t − L y ∼ q L x of words t in Σ − can be expanded till its maximum in W by growth of the length of the word u.
Not minimal solutions L y of (4) with (S q , y) > (S q , x) also are useful sometimes for extending subspace of greater (S q , y).
The sequence of words of growing length
The space W 0 is generated by minimal synchronizing matrix M s . dim(W 0 ) = 1.
Let M α L x = M s for the left letter α of s. The minimal solution L x of (3) and M s generate the subspace W 1 . M s is also a trivial solution of every equation (3) .
Matrix M α is singular with |R(α)| ≤ n − 1 and has therefore a zero column (in particular, last).
Let the space W j be generated by matrix M s and by j linear independent solutions L x of equation (3) with (S q , x) > 0 and |u| ≤ j. By Remark 5, L x has units only in first n − (S q , x) columns, whence matrices from W j have units only in first n − min(S q , x) columns (except last).
We consider for every W j the set of solutions L x of equation (3) for |u| ≤ j +1 and choose a matrix L x ∈ W j , of course considering Remark 5. Such L x is added to the space W j turning it into the space W j+1 . The question of the existence of such matrix L x is raised in the lemma below.
Let V i ⊂ W j denotes a subset of n × n-matrices L x (n > 2) with fixed (S q , x) = i and zero matrix. V i is a subspace by Corollary 6. We can extend every V i (together with W j ) by help of invertible matrix M β − following Lemma 10 till the maximum.
The distinct linear independent solutions can be added consistently extending the dimension of W j and upper bound j of the length of the word u. So dim(W j ) = j + 1 |u| ≤ j.
By Remark 5 matrices W j have common zero column till (S q , x) > 0. Proof. Every solution L x of the equation M u L x = M s for |u| ≤ j presents a generator from some set of generators of W j . L x has units only in first n − min(S q , x) columns according to Remark 5.
By lemma 9, for every solution L x of (3) and suitable
Assume that contrary to the statement of the lemma every solution
for |u| ≤ j, every letter β and some M β − of equation The maximality of V i for all i ≥ min(S q , x) entails for every invertible matrix M β − of a letter and generator L
for every M y = M β − L x with (S q , x) = i ≥ min(S q , x). Let L z ∈ W j be a solution of equation M v L z = M s for minimal v such that |v| > j. Then v = uβ for some letter β and |v| = |u| + 1 with L z = M β − L x for some M β − (Lemma 9) and solution L x ∈ W j of equation M u L x = M s in view of minimality |v| and by assumption. So
Therefore by a kind of distributivity from Lemma 5 (see also Corollary 9)
with its units only in first n − min(S q , x) nonzero columns by Lemma 2. By (7) , every term M β − L xi ∈ W j .
Therefore also L z = M β − L x ∈ W j contrary to the choice of L z .
Contradiction to the assumption for proper W j ⊂ W with units in fixed n − min(S q , x) nonzero columns because matrices from W can have units in any column.
Consequently, at least one solution L z ∈ W j of equation M v L z = M s for some word v of length at most j + 1 for proper subspace W j ⊂ W .
Theorems
Theorem 1 The deterministic complete n-state synchronizing automaton A with strongly connected underlying graph over alphabet Σ has synchronizing word in Σ of length at most (n − 1) 2 .
Proof. The introduction to the former section considers a growing sequence of spaces W j (an ascending chain by dimension j + 1) generated by linear independent solutions L x of the equations (3) for |u| ≤ j.
Lemmas 7 and 9 with Corollaries allows us to choose linear independent solutions L x of equation (3).
The extension of subspace V i with (S q , x) = i is substantially promoted by the Lemma 10 for invertible M β − . Not minimal linear independent solution L y of (3) also can be added extending the subspaces V k with (S q , y) = k > i by this Lemma.
Lemma 11 gives the opportunity to expand W j by decreasing (S q , x) of matrices L x till (S q , x) > 0 and even reach the case (S q , x) = 0.
The space W j gains maximal set of possible linear independent matrices L x with (S q , x) > 0 on some step j ≤ n(n − 2) because dim(W j ) ≤ n(n − 2) + 1 (Remark 5).
Such space W j is a proper subspace of space of all matrices of word by Lemma 3 with Corollaries. There are matrices L x with (S q , x) = 0 outside W j . So in view of Lemma 11 at least one solution L y ∈ W j of equation (4) has corresponding word uβ with |uβ| = j + 1 ≤ n(n − 2) + 1. By Lemma 7, for L x with minimal (S q , x) of equation (3) |R(u)|−1 = (S q , x). We reach finally a minimal (S q , y) = 0 by Lemma 11 for path of length |uβ| ≤ n(n − 2) + 1.
Thus, the rank |R(uβ)| = (S q , y) + 1 = 1 (Lemma 7). So |uβ| ≤ n(n − 2) + 1 with |R(uβ)| = 1 and (S q , y) = 0. Consequently the matrix M uβ of rank one in equation (4) is the matrix of synchronizing word of length at most n(n − 2) + 1 = (n − 1) 2 .
In view of Lemma 3 with Corollaries from Theorem 1 follows
Corollary 10 For every integer k < n of deterministic complete n-state synchronizing automaton A with strongly connected underlying graph over alphabet Σ there exists a word v of length at most n(k − 1) + 1 such that |Av| ≤ n − k.
Theorem 2 The deterministic complete n-state synchronizing automaton A with underlying graph over alphabet Σ has synchronizing word in Σ of length at most (n − 1) 2 .
Follows from Theorem 1 because the restriction for strongly connected graphs can be omitted due to [9] .
Corollary 11 For every set P of states from deterministic complete n-state synchronizing automaton over alphabet Σ there exists a word s of length at most (n − 1) 2 such that |P s| = 1.
Corollary 12 Let us change the direction of every edge on strongly connected graph Γ . Then there exist a word in alphabet Σ − of length at most (n − 1)n that maps any state on all states of Γ .
Theorem 3 Suppose that |Γ α| < |Γ | − 1 for a letter α ∈ Σ in deterministic complete n-state synchronizing automaton A with underlying graph Γ over alphabet Σ.
Then the minimal length of synchronizing word of the automaton is less than (n − 1) 2 .
Proof. We follow the proof of Theorem 1.
The difference is that at the beginning of the proof the equation (3) has at least two linear independent nontrivial solutions for the matrix M α of a letter α equal to the first word u of length one.
Hence following the proof of Theorem 1 we obtain synchronizing word of length less than (n − 1) 2 .
Let us go to the case of not strongly connected underlying graph with n−|I| > 0 states outside minimal strongly connected ideal I.
This ideal has synchronizing word of length at most (|I| − 1) 2 (Theorem 1). There is a word p of length at most (n − |I|)(n − |I| + 1)/2 such that Ap ⊂ I.
(|I| − 1) 2 + (n − |I|)((n − |I|) + 1)/2 < (n − 1) 2 . Thus, the restriction for strongly connected automata can be omitted.
