Protein Fold recognition (PFR) is considered as an important step towards protein structure prediction. It also provides significant information about general functionality of a given protein. Despite all the efforts have been made, PFR still remains unsolved. It is shown that appropriately extracted features from the physicochemical-based attributes of the amino acids plays crucial role to address this problem. In this study, we explore 55 different physicochemical-based attributes using two novel feature extraction methods namely segmented distribution and segmented density. Then, by proposing an ensemble of different classifiers based on the AdaBoost.M1 and Support Vector Machine (SVM) classifiers which are diversely trained on different combinations of features extracted from these attributes, we outperform similar studies found in the literature for over 2% for the PFR task.
Introduction
Determining how a given protein is categorized to a fold based on its major secondary structure is called Protein Fold Recognition (PFR). PFR is considered as an important step toward protein structure prediction. It also can provide significant information about general functionality of proteins. During the past few decades, a wide range of approaches proposed to solve PFR mainly based on classification techniques [1] [2] [3] [4] as well as feature extraction methods [5] [6] [7] [8] . Among the classification techniques used to tackle this problem, ensemble-based classifiers attained the best results for PFR [2, 9, 10] . They outperformed individual classifier used for this task which have driven the focus to these techniques [9] [10] [11] .
Beside classification techniques used to approach PFR, feature extraction have also attained tremendous attention. Among the features being used for this task, physicochemical-based features (extracted based on physicochemical attributes of the amino acids (e.g. hydrophobicity)) showed promising results. It was shown that dissimilar to the other features used to tackle this problem (e.g. sequential based features which are extracted from the alphabetic sequence of the amino acids) physicochemical-based features maintain their discriminatory information when the sequential similarity rate is low. To the best of our knowledge, The impact of the widest range of physicochemical-based attributes for PFR was explored by Gromiha and his co-workers [7] . They explored 49 different physicochemical attributes of the amino acids using global density feature. Therefore, they extracted 49 features from these attributes. However, due to use of global density for feature extraction which just generate one global feature, they could not explore the local impact of the explored features properly.
To address this issue, later studies shifted their focus to explore fewer number of physicochemical-based attributes and instead, use more efficient feature extraction methods [5, 12] . Recent studies shifted the focus to increase the number of attributes being explored as well as providing adequate local discriminatory information by categorizing amino acids into several subgroups based on the concept of alphabet reduction [8] . However, due to use of alphabet reduction, they discarded important information and could not appropriately enhance PFR. Furthermore, similar to their previous works, they tried to extract local information from the whole protein sequence as a single building block which failed to work properly, specially for large proteins.
In this study, we explore 55 different physicochemical-based attributes for PFR. To the best of our knowledge, most of these attributes have not been adequately explored for this task. We also propose two novel segmented base feature extraction methods which are aimed to provide more local discriminatory information than previously proposed approaches for PFR. We explore the impact of our propose approaches using four popular classification techniques namely, AdaBoost.M1, SVM (SVM), Random Forest, and Naive Bayes which have attained promising results for this task. In the final step, by proposing an ensemble of different classifiers (based on AdaBoost.M1 and SVM) which are diversely trained with the features extracted from a wide range of physicochemical-based attributes, we enhance the protein fold prediction accuracy for more than 2% better than similar studies found in the literature.
Datasets and Physicochemical-Based Attributes
In this study, two popular benchmarks namely EDD (extended version of the DD introduced by [5] ), and TG (introduced by [13] )are used. To be able to directly compare our results with the similar studies found in the literature, the EDD data set is used. We extract this data set from the latest version of the Structural Classification of Proteins (SCOP 1.75) consisting of 3418 proteins with less than 40% sequential similarities belonging to 27 fold used previously in DD (similar to [11] ). We also use TG benchmark to be able to explore the impact of our proposed approaches when the sequential similarity rate is low. This dataset consists of 1612 proteins with less than 25% sequential similarities belonging to 30 folds. Similar to DD dataset which consists of two separate training and testing sets, we randomly separate the proteins in these datasets to training (3/5 -of total proteins) and testing (2/5 of total proteins) to be able to simulate DD dataset's condition. We also study 55 different physicochemical-based attributes as listed in Table  1 and explore their effectiveness on PFR. These attributes are taken from the APD database [14] , and Gromiha and his co-workers study [7] . Our aim in this part is to explore the potential of each attribute to enhance PFR performance with respect to the feature extraction methods being used.
Physicochemical-Based Feature Extraction Approaches
In this study, we propose two novel feature extraction methods namely segmentedbased density and segmented-based distribution. Our propose approaches are aimed to capture more local discriminatory information compared to previously proposed approaches [5] . These approaches are discussed in the following subsections.
Segmented Density
This method is mainly proposed to add more local discriminatory information based on the density of a given attribute. In this approach, we replace the amino acids in the original protein sequence (A 1 , A 2 , ..., A L where L is the length of the protein) by the attribute values (R 1 , R 2 , ..., R L ) assigned to the amino acids (e.g. hydrophobicity). Then we segment the protein sequence and calculate the density for each segment. In this study, K = 5 segmentation factor is used due to its better performance compared to use of K = 10 and K = 25 explored experimentally. Hence, protein sequence divided to 20 segments. The expression for segmented density for each segment can be given as follows:
where D (= L × (5/100)) is the length of each segment. Therefore, 20 segmented density features are extracted based on the given method. We also added the global density to these features to add global information to this feature set( 20 + 1 features). The expression for global density is given as follows:
Segmented Distribution
as it is shown in previous subsection, in segmented density, the segments has equal length. Therefore, the length of segments vary crucially relying on the length of proteins. In this section, we propose a novel feature extraction method based on the concept of segmented-based distribution. In this method, we first calculate the total sum of attribute values (e.g. hydrophobicity) over a given protein sequence which is equal to T = L i=1 R i . Then starting from the left side of the protein sequence, we sum the attributes values of the first I 50 /L as the assigned distribution features, respectively. Therefore, totally N feat = 2 × (50/K) = 100/K features are extracted based on a given K in this feature set. The distribution factor ( K) is a parameter which is determined here experimentally. For this, three values of K (5, 10, and 25) are investigated. To this set of 100/K distribution features, we add the global density feature to provide more global information. Therefore, we have a total of N feat + 1 features. Thus there will be 21, 11, and 6 features for K=5, 10 and 25, respectively.
Our proposed physicochemical-based feature extraction methods have two main contributions. First, they provide more local discriminatory information compared to previously adopted methods [7] . Second, instead of categorizing amino acids based on a given attributes to sub groups (as it was adopted in [5] ), they work directly with the attributes values assigned to the amino acids. Therefore, they avoid information loss due to alphabet reduction.
Classification Techniques
In this study, four classifiers namely, AdaBoost.M1, Naive Bayes, Random Forest, and SVM that attained promising results for PFR used to evaluate the performance of the explored attributes with respect to our proposed feature extraction methods [4, 5, 9] . These classifiers are briefly described as follows:
Naive Bayes: As a kind of a Baysian-Based learner is considered as one of the simplest classifiers yet attained promising results for different tasks as well as PFR [2] . Naive Bayes is based on the assumption of independency of the employed features from each other to calculate the posterior probability [2] .
AdaBoost.M1: Is considered as the best-of-the-shelf meta-classifier introduced by [15] . The main idea of the AdaBoost.M1 is to sequentially (in I iterations) apply a base learner (also called weak learner which refer to a classifier that at least performs better than random guess) on the bootstrap samples of data, adjust the weight of misclassified samples, and enhance the performance in each step. In this study, Adaboost.M1 implemented in WEKA using C4.5 decision tree (number of base learners is set to 100 (I=100 ) ) as its base learners is employed [16] .
Random Forest: Is also considered as a kind of meta-learner which recently attracted tremendous attention specifically for PFR [4] . Random Forest is based on bagging approaches [17] . It applies a base learner independently on B different bootstrap sample of data using randomly selected subset of features. In this study, for the Random Forest (implemented in WEKA) the number of iteration is set to 100 (k=100 ) and random tree based on the gain ratio is used as its base learner [4] . Support Vector Machine: SVM is considered as the state-of-the-art classification techniques which also attained the best results for PFR [11] . It aims at minimizing the classification error by finding the Maximal Marginal Hyperplane (MMH) based on the concept of support vector theory. To find the appropriate support vector, it transforms the input data using the concept of kernel function. In this study, we use SVM with Sequential Minimal Optimization (SMO) as a kind of polynomial kernel (implemented in WEKA) which its kernel degree is set to one (p=1 ).
Note that we also used the Ensemble of Different Classifiers (EDC) that we proposed in our previous work [2] which attained promising results for similar studies [5, 8] . This classifier consists of five different classifiers (Adaboost.M1, LogitBoost, Naive Bayes, Multi Layer Perceptron (MLP), and SVM) which are trained on the same set of features and combined using majority voting as its algebraic combiner. This classifier is used in this study to evaluated the performance of our proposed approaches. It also used as a tie breaker in the diversely trained ensemble of classifiers proposed in this study.
Results and Discussion
To explore the effectiveness of the proposed approaches in this study, we first extract corresponding features to our proposed feature extraction methods for all 55 physicochemical-based attributes explored in this study. Therefore, for a given attribute, a feature group consisting of 21 features is extracted using segmented-based density method and three feature groups consisting of 5, 11, and 21 features are extracted using segmented-based distribution with three different distribution factors explored in this study (K = 25, 10 and 5, respectively). We then applied Adaboost.M1, Random Forest, Rotation Forest, and SVM to each feature group. Therefore, for a given attribute, 16 different experiments have been conducted (four classifiers applied to four extracted feature groups).
From the achieve results, we first explore the effectiveness of segmentation factor on the segmented-based distribution method. This experiment is conducted in the following manner. We calculate the average and maximum prediction accuracies achieved for each classifier used in this step with respect to the segmentation factor used in the segmentation-based distribution method for all of the 55 attributes. For example, first we apply SVM to the feature groups extracted from all 55 attributes using segmentation-based distribution method with K = 5 separately. Then, we calculate the average and maximum prediction accuracies for all of the 55 achieved results. In the similar manner, SVM is used to feature groups extracted from all 55 attributes using segmentation-based distribution method with K = 10 and then for K = 25 separately. Then again, we calculate the average and maximum prediction accuracies for all of the 55 achieved results with respect to K = 10 and again for all of the 55 achieved results with respect to K = 25. In result, 12 maximum and average prediction accuracies are calculated (four average and four maximum prediction accuracies corresponding to three variation of segmentation-based distribution method for SVM, Naive Bayes, AdaBoost.M1, and Random Forest).
In continuation, for a given classifier, we subtract maximum and average values calculated using segmented-based distribution with K=25 feature extraction method from the average and maximum values calculated using segmented-based distribution with K=10 as well as K=5. the results achieved in this step are shown in Table 2 . As it is shown in this table, by adding just few features by adjusting segmentation factor from 25% to 5%, for the average, up to 6.9% for EDD dataset and 8.3% for TG dataset prediction enhancements and for the maximum, up to 12.3% for the EDD dataset and 11.5% for the TG dataset prediction enhancements are achieved. Similarly, by adjusting the distribution factor from 25% to 10%, for the average up to 4.8% for EDD dataset and 5.7% for TG dataset prediction enhancements and for the maximum, up to 7.9% for the EDD dataset and 10.2% for the TG dataset prediction enhancements are achieved. These results highlights the effectiveness of our proposed feature extraction methods with respect to the number of extracted features. Note that the performance of Naive Bayes is not improved due to the correlation of the extracted features and therefore is not explored in this part.
Next, we have generate eight different feature sets consisting of combination of features extracted from different attributes using our proposed feature extraction methods in the following two steps. We first study the performance of a given classifier, based on the employed feature extraction method (explored on the TG dataset). And then, based on each classifier, two feature sets are constructed in the way that each feature set consists of features extracted using similar feature extraction method with the best performances (totally eight combinations). These feature sets have been constructed in the manner to maintain the number of employed features small. In the following paragraph, attributes as well as feature extraction method used to build each of our eight feature sets are explained. For simplicity, we refer to each attribute by its number as in Table 1 .
The first and second combinations are extracted respectively based on the performance of the Adaboost.M1 classifier on the segmented-based distribution (with K=10% ) (attribute numbers: 3, 4, 5, 14, 17, 26, 28, 30, 33, 41, 48 = 121 features) and the segmented-based density (with K=5% ) feature extraction methods (attributes numbers: 1, 3, 4, 20, 54, 55 = 126 features). The third and forth are extracted based on the performances of the Random Forest classifier on the segmented-based density (with K=5% ) (1, 3, 16, 17, 41, 55 = 126 features) and the segmented-based distribution (with K=10% ) (3, 4, 5, 14, 16, 17, 26, 28, 30 , 41, 44, 48 = 132 features) feature extraction approaches. The fifth and sixth combinations are extracted based on the performances of the SVM classifier on the segmented-based distribution (with K=25% ) (1, 3, 4, 5, 17, 27, 29, 30, 31, 33, 35, 37, 38, 39, 40, 41, 44, 47, 48 , 55 = 100 features) and the segmentedbased distribution (with K=5% ) (3, 5, 15,17, 30, 41, 44 = 147 features) feature extraction methods. Finally, the seventh and eighth are extracted based on the performances of the Naive Bayes classifier on the segmented-based distribution (with K=25% ) (1, 3, 4, 5, 14, 16, 17, 27, 29, 30, 31, 32, 33, 37, 38, 39, 40, 41, 44, 47, 48 , 55 = 110 features) and the segmented-based density (with K=5% ) (3, 16, 17, 24 , 33, 42 = 126 features) feature extraction methods. It is important to highlight that most of the attributes used to construct these feature sets have not been used or adequately explored for PFR. However, these attributes individually outperform most of the popular attributes used to tackle this problem (e.g. average long range contact energy (16) , total non bounded energy (22), and mean fractional area loss (51)).
In continuation, composition of the amino acid feature group (the percentage of occurrence of the amino acids along the protein sequence divided by the length of proteins) as well as the length of the amino acids feature (which attained good results in previous studies [3] ) are added (20 + 1 features in total) to each extracted combination of feature groups (which for the rest of this study will be referred as comb 1 to comb 8 respectively). We then apply the employed classifiers in this study to each combination. The results are shown in Table  3 . We also apply the Ensemble of Different Classifiers (EDC) proposed in [2] which attained the best results for similar studies found in the literature to the extracted combination of features. To compare our results with previous studies, we reproduce the results achieves using EDC to the features extracted in [8] (219 features), extracted features in [5] (125 features), and the 69D feature vector (the 49D feature vector extracted in [7] in addition to the composition of the amino acid feature group (49 + 20 = 69 features)). By reproducing this results we respectively achieve to 48.8%, 47.6%, and 40.7% prediction accuracies for the EDD dataset and 41.1%, 40.7%, and 33.0% for the TG dataset.
As it is shown in Table 3 , by using EDC to Comb 1 we achieve to 50.0% and 42.7% prediction accuracy, up to 1.2% and 1.6% better than the best results reported in the literature for similar studies. These results are emphasize on the effectiveness of using features extracted from a wide range of physicochemicalbased attributes. To explore even a further range of physicochemical-based attributes with respect to our proposed feature extraction methods, we propose Ensemble of Diversely Trained AdaBoost.M1 and SVM Classifiers (EDTAS) in the following manner. We first train two AdaBoost.M1 classifiers diversely trained with Comb 1 and Comb 3 feature vectors and two SVM classifiers diversely trained with Comb 1 and Comb 6 feature vectors. Then for a given test sample, we produce the output of the system using EDC classifier which is trained with Comb 1 feature vector as a tie breaker for two different cases. In the first case, when a fold reached to majority of the votes, it will be directly chosen as the output which out consideration of the EDC classifier. While, in case that a fold would not reach to the majority (two fold with two votes or four different folds with one vote each), the output of EDC will be directly chosen as the output of the system. The architecture of the EDTAS is shown in Figure 2 .
Using EDTAS, we achieve up to 50.9% and 43.5% prediction accuracies, up to 2.1% and 2.4% better than previously reported results for the similar studies for the EDD and TG datasets, respectively. The results achieved in this study com- Table 4 . We also achieved up to 14.3% and 10.5% better prediction accuracy than using 69D feature vector which emphasize on the effectiveness of our proposed feature extraction methods to reveal more discriminatory information from a wide range of physicochemical-based attributes compared to previously used approaches found in the literature [7] . [5] Features proposed in [5] (126) SVM 46.3 38.5 [3] Features proposed in [5] (126) Ada 44.7 36.4 [4] Features proposed in [5] (126) RF 42.9 37.1 [2] Features proposed in [5] (126) EDC 47.6 40.7 [8] Features proposed in [8] (219) SVM 47.3 40.1 [3] Features proposed in [8] (219) Ada 45.3 37.2 [4] Features proposed in [8] (219) RF 43.9 38.1 [2] Features proposed in [8] 
Conclusion
In this study we proposed two novel feature extraction methods namely segmentedbased density and segmented-based distribution to reveal more local discriminatory information compared to similar approaches found in the literature. We also explored the effectiveness of 55 different physicochemical-based attributes that mostly have not been studied adequately for PFR. We evaluated our proposed approaches using five different classification techniques namely, Naive Bayes, Random Forest, AdaBoost.M1, SVM, and EDC. Then, we generate eight different combination of features extracted from a wide range of attributes based on the results of previous step. Finally, by proposing Ensemble of Diversely Trained Adaboost.M1 and SVM (EDTAS) we enhanced the protein fold prediction accuracy for more than 2% better than previously reported results for the similar studies found in the literature.
