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Abstract
This paper is devoted to a generalization of a Hadamard type inequality for the
permanent of a complex square matrix. Our proof is based on a non-trivial extension
of a technique used in Carlen, Lieb and Loss (Methods and Applications of Analysis
13 (1) (2006) 1–17). We give an application to coefficients of products of linear forms
and show some auxiliary inequalities, which might be of independent interest.
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2010 MSC: 15A15, 15A45
1. Introduction and the main result
In a paper of 1893, Hadamard [10] proved an inequality for the determinant of a
complex n× n matrix Z = (zj,r), which states that
|det(Z)| 6
n∏
r=1
( n∑
j=1
|zj,r|
2
)1/2
, (1)
that is, the modulus of the determinant of Z is bounded from above by the product
of the Euclidean norms of all column vectors of Z. Nowadays, there are several
comparatively simple proofs of (1) available because of the nice properties of the
determinant, e.g. see Horn and Johnson [12]. The permanent, however, defined as a
kind of “sign-less” determinant, does not share many properties of the determinant,
such as the compatibility with matrix multiplication. Therefore, it is not so surprising
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that a Hadamard type inequality for permanents was found much later, in 2006, see
Carlen et al. [5] and Cobos et al. [7].
To be more precise, we need some notation. For arbitrary sets A and B, let AB
denote the set of all maps f : B −→ A and define AB6= = {f ∈ A
B | f is injective}. If
f ∈ AB and b ∈ B, we write fb = f(b). For n ∈ N = {1, 2, 3, . . .}, let n = {1, . . . , n},
An = An = {(a1, . . . , an) | a1, . . . , an ∈ A}, and A
n
6= = A
n
6=. In particular, n
n
6= is the set
of all permutations on n. Let R (resp. C) be the set of all real (resp. complex) numbers.
If two sets J and R have the same finite cardinality |J | = |R| ∈ Z+ = N ∪ {0}, the
permanent per(Z) of a matrix Z = (zj,r) ∈ C
J×R can be defined as the sum of all
diagonal products of Z, i.e. per(Z) is the sum of products
∏
j∈J zj,rj over all r ∈ R
J
6=.
In the special case J = R = ∅, this gives per(Z) = 1, since empty products are defined
as 1. For the sets J ′ ⊆ J and R′ ⊆ R, let Z[J ′, R′] ∈ CJ
′×R′ denote the submatrix of
Z with entries zj,r for (j, r) ∈ J
′×R′. Therefore, if n ∈ N, Z = (zj,r) ∈ C
n×n = Cn×n,
and J,R ⊆ n with |J | = |R|, we have
per(Z) =
∑
r∈nn6=
n∏
j=1
zj,rj =
∑
j∈nn6=
n∏
r=1
zjr,r, per(Z[J,R]) =
∑
r∈RJ6=
∏
j∈J
zj,rj =
∑
j∈JR6=
∏
r∈R
zjr,r.
An overview of properties and applications of permanents is provided in Minc [15, 16,
17] and Cheon, G.-S. and Wanless [6]. For two non-empty sets J , R and Z = (zj,r) ∈
CJ×R, let
Q(Z) =
∏
r∈R
(∑
j∈J
|zj,r|
2
)1/2
be the product of the Euclidean norms of all column vectors of Z.
Let us come back to the remarkable Hadamard type inequality for permanents.
This says that, for n ∈ N and Z = (zj,r) ∈ C
n×n,
|per(Z)| 6 n!
n∏
r=1
(1
n
n∑
j=1
|zj,r|
2
)1/2
. (2)
In other words, the modulus of the permanent of Z is bounded from above by
n!
nn/2
Q(Z).
There are a few methods of proof of (2). Carlen et al. [5, Theorem 1.1] gave two
different proofs, the first one of which uses a heat kernel interpolation argument, while
the second one is elementary and is based on induction and the arithmetic-geometric
mean inequality. Furthermore, they determined all cases of equality in (2) for n > 3,
see also Remark 1.1(d) below. Another proof can be found in Cobos et al. [7, Theorem
5.1], who used a Hilbert space technique. As stated in [5, Introduction], (2) can also
be obtained from Theorem 9.1.1 in Appendix 1 of Nesterov and Nemirovskii [19].
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In their second proof of (2), Carlen et al. [5, page 12] showed that, for ∅ 6= L ⊆ n,
s ∈ L, and ℓ = |L|,
∑
J⊆n
|J |=ℓ
∣∣per(Z[J, L])∣∣2 6 ℓ(n− ℓ+ 1)(1
n
∑
j∈n
|zj,s|
2
) ∑
J⊆n
|J |=ℓ−1
∣∣per(Z[J, L \ {s}])∣∣2, (3)
from which they obtained inductively their Theorem 3.1, that is
∑
J⊆n
|J |=ℓ
∣∣per(Z[J, L])∣∣2 6 (ℓ!)2(n
ℓ
)∏
r∈L
(1
n
∑
j∈n
|zj,r|
2
)
. (4)
To put it differently, the left-hand side of (4) is bounded by (ℓ!)
2
nℓ
(
n
ℓ
)
Q(Z[n, L]). For
L = n and ℓ = n, this reduces to inequality (2). In the present paper, we present
generalizations of (3) and (4) and, in turn, of (2). We note that Marcus and Gordon
[13, Theorem 1] obtained an upper bound for the expression
∑
J,L⊆n
|J |=|L|=ℓ
∣∣per(Z[J, L])∣∣2,
which can also be estimated by using (4) or (20) below. The resulting bounds,
however, are not easily comparable with the one in [13].
Our first result is the following theorem, which is a direct consequence of the more
general Theorem 3.1 below.
Theorem 1.1. Let n ∈ N, d ∈ n, M1, . . . ,Md ⊆ n be pairwise disjoint sets with⋃d
k=1Mk = n and mk = |Mk| ∈ N for k ∈ d. Let Z = (zj,r) ∈ C
n×n and αj,k =
1
mk
∑
r∈Mk
|zj,r|
2 for j ∈ n and k ∈ d. Then
|per(Z)| 6 n!
d∏
k=1
( 1(
n
mk
) ∑
I⊆n
|I|=mk
∏
j∈I
αj,k
)1/2
. (5)
Remark 1.1. (a) The modulus of the permanent of Z is bounded from above by
n!
∏d
k=1
(
(
(
n
mk
)
mmkk )
−1
∑
I⊆n
|I|=mk
Q(ZT [Mk, I])
2
)1/2
, where ZT is the transpose of Z.
(b) If d = n and m1 = · · · = mn = 1, then (5) reduces to (2).
(c) If d = 1 and m1 = n, then (5) reduces to (2) applied to the transpose of Z.
(d) It is easily shown that, in (5), equality holds, if one of the following conditions is
true:
• a number k ∈ d exists such that |{j ∈ n | zj,r = 0 for all r ∈ Mk}| >
n−mk + 1 or
• there are numbers ξj, ζj ∈ C with |ξj| = |ζj| = 1 for all j ∈ n and yk ∈ (0,∞)
for all k ∈ d, such that zj,r = ξjζryk for all j ∈ n, k ∈ d and r ∈Mk.
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As was shown by Carlen et al. [5, Theorem 1.1], for n = d > 3 and m1 = · · · =
mn = 1, equality in (5) is equivalent to the condition above. However, in general,
the situation may be more complicated as is outlined in the next example.
Example 1.1. Let the assumptions of Theorem 1.1 hold.
(a) Let us consider the case n = d = 2, M1 = {1}, M2 = {2}, and m1 = m2 = 1.
Then (5) says that |per(Z)|2 6 (|z1,1|
2 + |z2,1|
2)(|z1,2|
2 + |z2,2|
2), which can also
be shown directly using the Cauchy-Schwarz inequality:
|per(Z)|2 = |z1,1z2,2 + z1,2z2,1|
2
6 (|z1,1z2,2|+ |z1,2z2,1|)
2
6 (|z1,1|
2 + |z2,1|
2)(|z1,2|
2 + |z2,2|
2).
(6)
It is easily shown that, in the chain (6), equality holds if and only if |z1,1z1,2| =
|z2,1z2,2| and there is a number ξ ∈ C such that |ξ| = 1, z1,1z2,2 = ξ|z1,1z2,2|, and
z1,2z2,1 = ξ|z1,2z2,1|. It is clear that the very left and right sides of (6) are equal
to zero if and only if z1,1 = z2,1 = 0 or z1,2 = z2,2 = 0. But equality in (6) also
holds if z1,1 = z2,2 = 0 or z1,2 = z2,1 = 0. We note that the case of equality in (5)
under the present assumptions was not discussed in Carlen et al. [5].
(b) We now investigate the cases of equality in (5) for n = 3, d = 2, M1 = 2,
M2 = {3}, m1 = 2, and m2 = 1. Let e = (z1,1, z1,2), f = (z2,1, z2,2), and
g = (z3,1, z3,2) denote the row vectors of Z[3, 2] and h = (z1,3, z2,3, z3,3)
T the last
column vector of Z, where T means transposition as previously. Inequality (5) is
equivalent to
|per(Z)|2 6 (‖e‖2‖f‖2 + ‖e‖2‖g‖2 + ‖f‖2‖g‖2)‖h‖2, (7)
where ‖ · ‖ denotes the Euclidean norm.
(i) If h = 0 or at least two of the vectors e, f , or g are zero, then, in (7),
equality holds, since both sides are equal to zero.
(ii) Let us assume that h 6= 0 and that exactly one of the vectors e, f , g is
equal to zero. For simplicity, we assume that e = 0, f 6= 0, and g 6= 0. The
remaining cases are treated analogously. Under the assumptions above, (7)
reduces to the chain
|per(Z)|2 = |per(Z[{2, 3}, 2])|2 |z1,3|
2
6 ‖f‖2‖g‖2‖h‖2. (8)
Using Part (a) of this example applied to the transpose of Z[{2, 3}, 2], we see
that equality in (8) holds if and only if z1,3 6= 0, z2,3 = z3,3 = 0, |z2,1z3,1| =
|z2,2z3,2|, and there is a number ξ ∈ C such that |ξ| = 1, z2,1z3,2 = ξ|z2,1z3,2|,
z3,1z2,2 = ξ|z3,1z2,2|. We note that, if z2,1 = 0, then z2,2 6= 0, z3,2 = 0, and
z3,1 6= 0; similarly, if z2,2 = 0, then z2,1 6= 0, z3,1 = 0, and z3,2 6= 0.
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(iii) Let us now assume that e, f , g, and h are all non-zero vectors. Then, in (7),
equality holds if and only if Z ∈ (C\{0})3×3 and there are numbers ξj, ζr ∈ C
for j, r ∈ 3 and x ∈ (0,∞), such that |ξj| = |ζr| = 1, zj,r = ξjζr|zj,r|,
|zj,1| = |zj,2|, and |zj,3| = x
∏
i∈3\{j}|zi,1| for all j, r ∈ 3. It is easily shown
that the condition above is indeed sufficient for equality in (7). The necessity
is proved in Section 5 below.
(c) Let the assumptions of Part (b) be valid. From (2) we obtain
|per(Z)|2 6 36
3∏
r=1
(1
3
3∑
j=1
|zj,r|
2
)
. (9)
Let us assume that Z ∈ [0,∞)3×3 and that h 6= 0. Inequality (7) is better than (9)
if and only if W := (‖e‖2‖f‖2+ ‖e‖2‖g‖2+ ‖f‖2‖g‖2)− 4
3
∏2
r=1
(∑3
j=1|zj,r|
2
)
< 0.
It is easily seen that
W =
∑
j∈J
(1
3
(z2j1,1 − z
2
j2,1
)(z2j1,2 − z
2
j2,2
)− (z2j1,1 − z
2
j2,2
)(z2j1,2 − z
2
j2,1
)
)
,
where J = {(1, 2), (1, 3), (2, 3)}. Sometimes, W can indeed be negative: for
instance, if zj,1 = zj,2 for all j ∈ 3, then we have W = −
2
3
∑
j∈J(z
2
j1,1− z
2
j2,1)
2 6 0;
if z1,1 = z1,2 = z2,2 = z3,1 = 0, then W = −
1
3
z22,1z
2
3,2 6 0. However, if z1,r = z2,r =
z3,r for all r ∈ 2, then W = 3(z
2
1,1 − z
2
1,2)
2 > 0.
Under certain assumptions, (5) can be simplified, as is shown next.
Corollary 1.1. Let the assumptions of Theorem 1.1 be valid. For k ∈ d, let sk ∈Mk
be fixed. Let us assume that |zj,r| = |zj,sk| for all j ∈ n, k ∈ d, and r ∈ Mk. Then
|per(Z)| 6 n!
d∏
k=1
( 1(
n
mk
) ∑
I⊆n
|I|=mk
∏
j∈I
|zj,sk|
2
)1/2
. (10)
Remark 1.2. The right-hand sides of (5) and (10) can be further estimated us-
ing Maclaurin’s inequality, which says that, for n ∈ N and y1, . . . , yn ∈ [0,∞), the
normalized elementary symmetric polynomials Sm =
1
(nm)
∑
I⊆n: |I|=m
∏
j∈I yj satisfy
(Sm)
1/m > (Sm+1)
1/(m+1) for all m ∈ n− 1; see Hardy et al. [11, Theorem 52, page
52]. Hence, under the assumptions of Corollary 1.1, (10) is a sharpening of (2).
The rest of the paper is structured as follows. The next section is devoted to
an application of Theorem 1.1 to the coefficients of products of linear forms. In
Section 3, we present and prove Theorem 3.1, which generalizes Theorem 1.1. The
proof requires a technical inequality stated in Proposition 3.1, the proof of which
we defer to Section 4. Additionally, the cases of equality are determined. Section 5
contains the remaining proofs.
Generalization of a Hadamard type inequality for permanents 6
2. Application to coefficients of products of linear forms
It is well-known that permanents are certain coefficients of products of linear
forms. More precisely, for n ∈ N and Z = (zj,r) ∈ C
n×n, we have
per(Z) = Coeff
(
x1 · · ·xn,
n∏
j=1
( n∑
r=1
zj,rxr
))
, (11)
e.g. see Minc [15, page 103]. Here, am = Coeff(x
m, f(x)) denotes the coefficient of
xm =
∏n
j=1 x
mj
j in the (terminating) formal power series f(x) =
∑
k∈Zn
+
akx
k with ak ∈
C, wherem ∈ Zn+, x1, . . . , xn are algebraically independent commuting indeterminates
over C, and we write x = (x1, . . . , xn). On the other hand, some expressions more
general than (11) can be represented in terms of permanents. This is shown in the
next lemma, which goes back to Muir [18], who considered the case n = d = 4. A
proof for n = d ∈ N can be found in Bebiano [1, formula (2.5)] and easily generalizes
to n, d ∈ N. Since we use a different notation and to make the present paper more
self-contained, we provide another short proof in Section 5.
We need the following notation. For d ∈ N and m = (m1, . . . , md) ∈ Z
d
+, set
|m| =
∑d
k=1mk and m! =
∏d
k=1mk!. Furthermore, for a set K 6= ∅, n ∈ N, s ∈ K
n,
and k ∈ K, let wk(s) =
∑n
j=1 1{k}(sj) be the number of k’s in the vector s. Here, for a
set A, let 1A(x) = 1, when x ∈ A, and 1A(x) = 0 otherwise. Then the family w(s) =
(wk(s) | k ∈ K) ∈ Z
K
+ is called the weight of s and satisfies |w(s)| :=
∑
k∈K wk(s) = n.
Lemma 2.1. Let n, d ∈ N, (zj,k) ∈ C
n×d, and x = (x1, . . . , xd), where x1, . . . , xd
are algebraically independent commuting indeterminates over C. For m ∈ Zd+ with
|m| = n, t ∈ dn with w(t) = m, and Z ′ = (zj,t(r)) ∈ C
n×n, we then have
Coeff
(
xm,
n∏
j=1
( d∑
k=1
zj,kxk
))
=
∑
s∈dn
w(s)=m
n∏
j=1
zj,s(j) =
1
m!
per(Z ′).
Clearly, if d > 2 and zj,d = 1 for all j ∈ n, then
Coeff
(
xm,
n∏
j=1
( d∑
k=1
zj,kxk
))
= Coeff
(
xm11 · · ·x
md−1
d−1 ,
n∏
j=1
(
1 +
d−1∑
k=1
zj,kxk
))
.
Therefore, the coefficients considered in Lemma 2.1 represent the natural general-
ization of the elementary symmetric polynomials, e.g. see Gelfand et al. [8, Chapter
4, Section 2B]. These polynomials are members of the more general class of vector
symmetric polynomials, which are also known under different names, such as multi-
symmetric polynomials or MacMahon symmetric functions, e.g. see Briand and Rosas
[4].
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The next theorem follows from Lemma 2.1 and Corollary 1.1.
Theorem 2.1. Let n, d ∈ N, (zj,k) ∈ C
n×d, x = (x1, . . . , xd), where x1, . . . , xd are
algebraically independent commuting indeterminates over C. For m ∈ Zd+ with |m| =
n, we have
∣∣∣Coeff(xm, n∏
j=1
( d∑
k=1
zj,kxk
))∣∣∣ 6 n!
m!
d∏
k=1
( 1(
n
mk
) ∑
I⊆n
|I|=mk
∏
j∈I
|zj,k|
2
)1/2
. (12)
Remark 2.1. (a) In (12), equality holds if one of the following conditions holds:
• a number k ∈ d exists such that mk > 1 and |{j ∈ n | zj,k = 0}| > n−mk+1
or
• there are numbers ξj ∈ C with |ξj| = 1 for all j ∈ n and yk ∈ C \ {0} for all
k ∈ d with mk > 1, such that zj,k = ξjyk for all such j and k.
(b) The right-hand side of (12) can be further estimated using Maclaurin’s inequality,
see Remark 1.2.
3. Auxiliary inequalities
The following proposition forms the main argument in the proof of Proposition 3.2
below, from which Theorem 3.1 can be derived. Its proof and the proof of the subse-
quent remark can be found in Section 4.
Proposition 3.1. Let n ∈ N, ℓ,m ∈ Z+ with m 6 ℓ 6 n, g1, . . . , gn ∈ [0,∞) and
g(I) =
∏
j∈I gj for I ⊆ n. For K ⊆ n with |K| = ℓ − m, let h(K) ∈ [0,∞). For
J ⊆ n with |J | = ℓ, let (g ∗m h)(J) =
∑
I⊆J : |I|=m g(I)h(J \ I). Then we have
1(
n
ℓ
) ∑
J⊆n
|J |=ℓ
( 1(
ℓ
m
)(g ∗m h)(J))2 6 ( 1(n
m
) ∑
I⊆n
|I|=m
g(I)2
)( 1(
n
ℓ−m
) ∑
J⊆n
|J |=ℓ−m
h(J)2
)
. (13)
We note that the stated assumption on g seems to be somewhat restrictive. How-
ever, we do not know whether it can be dropped or not. Further, there is a connection
between the terms (g ∗mh)(J) used in Proposition 3.1 and the so-called subset convo-
lution of two set functions. For two set functions g and h defined on the power set 2n
of n with values in an arbitrary ring, the subset convolution f := g∗h is a set function
on 2n defined by f(J) =
∑
I⊆J g(I)h(J \ I) for all J ⊆ n, e.g. see Bjo¨rklund et al. [2].
If g and h are as in Proposition 3.1 and h is extended to a set function on 2n such that
h(K) = 0 for all K ⊆ n with |K| 6= ℓ−m, then we can write (g ∗m h)(J) = (g ∗h)(J)
for all J ⊆ n with |J | = ℓ.
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Remark 3.1. In (13), equality holds if and only if at least one of the following five
conditions is valid:
(i) m ∈ {0, ℓ} or
(ii) |{j ∈ n | gj > 0}| 6 m− 1 or
(iii) h(K) = 0 for all sets K ⊆ n with |K| = ℓ−m or
(iv) ℓ = n and a number x ∈ [0,∞) exists such that g(I) = xh(n \ I) for all I ⊆ n
with |I| = m or
(v) g1 = · · · = gn and h(K) = h(K
′) for all K,K ′ ⊆ n with |K| = |K ′| = ℓ−m.
The next proposition contains a generalization of (3), see Remark 3.2 below.
Proposition 3.2. Let n ∈ N, ∅ 6= M ⊆ L ⊆ n, ℓ = |L|, m = |M | ∈ N, Z = (zj,r) ∈
Cn×L, and g(I) =
∏
j∈I(
1
m
∑
r∈M |zj,r|
2) for I ⊆ n. For K ⊆ n with |K| = ℓ−m, let
h(K) = |per(Z[K,L \M ])|. Set C = C(ℓ,m, n) =
( ℓm)(
n−ℓ+m
m )
(nm)
. Then
∑
J⊆n
|J |=ℓ
∣∣per(Z[J, L])∣∣2 6 (m!)2C( ∑
I⊆n
|I|=m
g(I)
) ∑
J⊆n
|J |=ℓ−m
h(J)2. (14)
Proof. Let J ⊆ n with |J | = ℓ. The Laplace expansion for permanents gives
per(Z[J, L]) =
∑
I⊆J
|I|=m
per(Z[I,M ]) per(Z[J \ I, L \M ]), (15)
see Minc [15, Theorem 1.2, page 16]. From (2), it follows that, for I ⊆ J with |I| = m,
∣∣per(Z[I,M ])∣∣ 6 m!∏
j∈I
( 1
m
∑
r∈M
|zj,r|
2
)1/2
= m!
√
g(I). (16)
From (15) and (16), we get∑
J⊆n
|J |=ℓ
∣∣per(Z[J, L])∣∣2 6 ∑
J⊆n
|J |=ℓ
( ∑
I⊆J
|I|=m
∣∣per(Z[I,M ])∣∣h(J \ I))2
6 (m!)2
∑
J⊆n
|J |=ℓ
( ∑
I⊆J
|I|=m
√
g(I)h(J \ I)
)2
.
Proposition 3.1 together with
C =
(
n
ℓ
)(
ℓ
m
)2(
n
m
)(
n
ℓ−m
) (17)
implies (14).
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Remark 3.2. Let the assumptions of Proposition 3.2 be valid.
(a) Let s ∈M . If |zj,r| = |zj,s| for all j ∈ n and r ∈M , then (14) implies that∑
J⊆n
|J |=ℓ
∣∣per(Z[J, L])∣∣2 6 (m!)2C( ∑
I⊆n
|I|=m
∏
j∈I
|zj,s|
2
) ∑
J⊆n
|J |=ℓ−m
h(J)2. (18)
In particular, if M = {s}, i.e. m = 1, then (18) reduces to (3).
(b) If m = ℓ, i.e. M = L, then (14) gives∑
J⊆n
|J |=ℓ
∣∣per(Z[J, L])∣∣2 6 (ℓ!)2(∑
I⊆n
|I|=ℓ
g(I)
)
, (19)
which also easily follows from (2). In the case m = ℓ = n, i.e. M = L = n, (19)
reduces to (2) applied to the transpose of Z.
The next result is a generalization of Theorem 1.1.
Theorem 3.1. Let n ∈ N, ∅ 6= L ⊆ n, ℓ = |L|, d ∈ ℓ, M1, . . . ,Md ⊆ L be pairwise
disjoint sets with
⋃d
k=1Mk = L and mk = |Mk| ∈ N for k ∈ d. Let Z = (zj,r) ∈ C
n×L
and αj,k =
1
mk
∑
r∈Mk
|zj,r|
2 for j ∈ n and k ∈ d. Then
∑
J⊆n
|J |=ℓ
∣∣per(Z[J, L])∣∣2 6 (ℓ!)2(n
ℓ
) d∏
k=1
( 1(
n
mk
) ∑
I⊆n
|I|=mk
∏
j∈I
αj,k
)
. (20)
Proof. We use induction over d. For d = 1, i.e.M1 = L andm1 = ℓ, (20) immediately
follows from (19). In the proof of the assertion for general d ∈ ℓ \ {1} for ℓ > 2, we
assume its validity for d− 1. Then (14) gives∑
J⊆n
|J |=ℓ
∣∣per(Z[J, L])∣∣2 6 (md!)2C(ℓ,md, n)( ∑
I⊆n
|I|=md
∏
j∈I
αj,d
) ∑
J⊆n
|J |=ℓ−md
∣∣per(Z[J, L \Md])∣∣2
6 C ′(ℓ,md, n)
d∏
k=1
( 1(
n
mk
) ∑
I⊆n
|I|=mk
∏
j∈I
αj,k
)
,
where, by using (17),
C ′(ℓ,md, n) = (md!)
2C(ℓ,md, n)((ℓ−md)!)
2
(
n
ℓ−md
)(
n
md
)
= (ℓ!)2
(
n
ℓ
)
.
This completes the proof of (20).
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Remark 3.3. (a) If ℓ = |L| = n, i.e. L = n, then Theorem 3.1 reduces to Theorem
1.1. If d = 1, M1 = L, and m1 = ℓ, then (20) easily follows from (2). On the
other hand, if d = ℓ and m1 = · · · = mℓ = 1, then (20) reduces to (4).
(b) In the proof of Proposition 3.2, the Hadamard type inequality (2) has been used,
see (16). However, in the case m = 1, (16) is trivially valid. Therefore, in the
case m1 = · · · = md = 1, Theorem 3.1 is proved without using (2). Furthermore,
if d = ℓ = n and m1 = · · · = mn = 1, Theorem 3.1 reduces to (2). In this respect,
the present paper is self-contained.
(c) The proof of Proposition 3.2 is heavily based on (16). However, instead we could
use other inequalities of the form∣∣per(Z[I,M ])∣∣ 6 m!√g˜(I), (21)
for I ⊆ J ⊆ n with |J | = ℓ and |I| = m, where g˜(I) =
∏
j∈I g˜j and g˜1, . . . , g˜n ∈
[0,∞). For instance, in the case Z ∈ {0, 1}n×L, (21) is valid with
g˜j =
( η(λj)
(m!)1/m
)2
,
where j ∈ n, λj =
∑
r∈M zj,r, η(k) = (k!)
1/k for k ∈ N, and η(0) = 0. This is
a consequence of the Bre´gman-Minc permanent inequality, which says that, for
Z ∈ {0, 1}n×n,
per(Z) 6
n∏
j=1
η
( n∑
r=1
zj,r
)
,
cf. [3] and [14]. Using an inequality like (21) instead of (16), one would be able
to show new inequalities similar to those given in Proposition 3.2 and Theo-
rems 3.1, 1.1. However, we do not follow this idea here.
4. Proof of Proposition 3.1 and Remark 3.1
The proof of Proposition 3.1 is based on a generalization of the approach used
by Carlen et al. [5, Section 3] in the second proof of their Theorem 1.1. Because of
our general assumptions, our proof is somewhat technical. We need the following two
lemmata. As usual, for x, y ∈ R, let x ∧ y = min{x, y} and x ∨ y = max{x, y}.
Lemma 4.1. If x, y ∈ C and m,n ∈ Z+, then
m∧n∑
k=0
(
x
m− k
)(
y
n− k
)(
x+ y + k
k
)
=
(
x+ n
m
)(
y +m
n
)
.
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Proof. This is an immediate consequence of the Pfaff-Saalschu¨tz identity from the
theory of hypergeometric series, e.g. see Zeng [21, Formula (1)] or Strehl [20, Formula
(19)]. Another independent and short proof can be found in Gessel and Stanton [9,
proof of Formula (1)].
The previous lemma can easily be used to prove the next result. We note that in
the first attempt to prove Proposition 3.1, one task was to find non-negative numbers
f(a, b) satisfying (22) and (23), which was not that easy.
Lemma 4.2. Let n ∈ N, ℓ,m ∈ Z+ with m 6 ℓ 6 n. Let
C = C(ℓ,m, n) =
(
ℓ
m
)(
n−ℓ+m
m
)(
n
m
) , f(a, b) = fℓ,m,n(a, b) =
(
n−ℓ
m−a−b
)(
ℓ
b
)
(
m−a
b
)2( n
m−a
)
for (a, b) ∈ Z2+ with a + b 6 m. Then we always have f(a, b) ∈ [0,∞) and, for all
a ∈ {0, . . . , m},
m−a∑
b=0
f(a, b)
(
m− a
b
)2
= 1. (22)
Further, for all b ∈ Z+ with b 6 m ∧ (ℓ−m),
m−b∑
a=0∨(2m−ℓ)
f(a, b)
(
m− b
a
)(
ℓ−m− b
m− a− b
)(
n− ℓ+ b
b
)
= C. (23)
Proof. It is clear that always f(a, b) ∈ [0,∞). Using Vandermonde’s identity for
binomial coefficients, we obtain
m−a∑
b=0
f(a, b)
(
m− a
b
)2
=
1(
n
m−a
) m−a∑
b=0
(
n− ℓ
m− a− b
)(
ℓ
b
)
= 1.
Further, for a, b ∈ Z+ with b 6 m∧ (ℓ−m) and 0∨ (2m− ℓ) 6 a 6 m− b, it is easily
shown that
f(a, b)
(
m− b
a
)(
ℓ−m− b
m− a− b
)(
n− ℓ+ b
b
)
= C
(
n−ℓ
m−a−b
)(
ℓ−m
m−a
)(
n−m+a
a
)
(
n−ℓ+m
m−b
)(
ℓ−b
m
) .
This together with Lemma 4.1 implies (23).
Remark 4.1. In Lemma 4.2, we have f(a, b) > 0 if and only if m− a− b 6 n− ℓ.
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Proof of Proposition 3.1. In (13), equality holds for m = 0. In what follows, let
us assume that 1 6 m 6 ℓ 6 n. Let J ⊆ n with |J | = ℓ. Then
((g ∗m h)(J))
2 =
( ∑
I⊆J
|I|=m
g(I)h(J \ I)
)2
=
∑
I1⊆J
|I1|=m
∑
I2⊆J
|I2|=m
g(I1)g(I2)h(J \ I1)h(J \ I2)
=
m∑
a=0∨(2m−ℓ)
∑
D⊆J
|D|=a
∑
J1⊆J\D
|J1|=m−a
∑
J2⊆J\(D∪J1)
|J2|=m−a
g(D)2
× g(J1)g(J2)h(J \ (D ∪ J1))h(J \ (D ∪ J2)), (24)
where, in (24), we changed variables, namely I1 = D ∪ J1, I2 = D ∪ J2, with D ⊆ J ,
|D| = a, J1, J2 ⊆ J\D, and J1∩J2 = ∅. Here, |D∪J1∪J2| = |I1∪(I2\D)| = 2m−a 6 ℓ,
such that a ∈ {0 ∨ (2m − ℓ), . . . , m}. For (a, b) ∈ Z2+ with a + b 6 m, let f(a, b) =
fℓ,m,n(a, b) be defined as in Lemma 4.2. For J1, J2 ⊆ J with |J1| = m− a = |J2|, we
have
m−a∑
b=0
f(a, b)
∑
I1⊆J1
|I1|=m−a−b
∑
I2⊆J2
|I2|=b
1 =
m−a∑
b=0
f(a, b)
(
m− a
b
)2
= 1,
and therefore
((g ∗m h)(J))
2 =
m∑
a=0∨(2m−ℓ)
∑
D⊆J
|D|=a
∑
J1⊆J\D
|J1|=m−a
∑
J2⊆J\(D∪J1)
|J2|=m−a
m−a∑
b=0
f(a, b)
×
∑
I1⊆J1
|I1|=m−a−b
∑
I2⊆J2
|I2|=b
g(D ∪ I1)g(I2)h(J \ (D ∪ J1))
× g(J1 \ I1)g(D ∪ (J2 \ I2))h(J \ (D ∪ J2)).
Now we use the inequality xy 6 1
2
(x2 + y2) for x, y ∈ [0,∞) and obtain
((g ∗m h)(J))
2
6
1
2
m∧(ℓ−m)∑
b=0
m−b∑
a=0∨(2m−ℓ)
f(a, b)
∑
D⊆J
|D|=a
∑
J1⊆J\D
|J1|=m−a
∑
J2⊆J\(D∪J1)
|J2|=m−a
×
∑
I1⊆J1
|I1|=m−a−b
∑
I2⊆J2
|I2|=b
((
g(D ∪ I1)g(I2)h(J \ (D ∪ J1))
)2
+
(
g(J1 \ I1)g(D ∪ (J2 \ I2))h(J \ (D ∪ J2))
)2)
. (25)
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This gives ((g ∗m h)(J))
2 6
1
2
(T1(J) + T2(J)), where
T1(J) =
m∧(ℓ−m)∑
b=0
m−b∑
a=0∨(2m−ℓ)
f(a, b)
∑
D⊆J
|D|=a
∑
J1⊆J\D
|J1|=m−a
∑
J2⊆J\(D∪J1)
|J2|=m−a
∑
I1⊆J1
|I1|=m−a−b
∑
I2⊆J2
|I2|=b
×
(
g(D ∪ I1)g(I2)h(J \ (D ∪ J1))
)2
,
T2(J) =
m∧(ℓ−m)∑
b=0
m−b∑
a=0∨(2m−ℓ)
f(a, b)
∑
D⊆J
|D|=a
∑
J1⊆J\D
|J1|=m−a
∑
J2⊆J\(D∪J1)
|J2|=m−a
∑
I1⊆J1
|I1|=m−a−b
∑
I2⊆J2
|I2|=b
×
(
g(J1 \ I1)g(D ∪ (J2 \ I2))h(J \ (D ∪ J2))
)2
.
By symmetry, we have T1(J) = T2(J). In fact,
T1(J) =
m∧(ℓ−m)∑
b=0
m−b∑
a=0∨(2m−ℓ)
f(a, b)
∑
D⊆J
|D|=a
∑
J1⊆J\D
|J1|=m−a
∑
J2⊆J\(D∪J1)
|J2|=m−a
∑
I2⊆J2
|I2|=m−a−b
∑
I1⊆J1
|I1|=b
×
(
g(D ∪ I2)g(I1)h(J \ (D ∪ J2))
)2
(26)
=
m∧(ℓ−m)∑
b=0
m−b∑
a=0∨(2m−ℓ)
f(a, b)
∑
D⊆J
|D|=a
∑
J1⊆J\D
|J1|=m−a
∑
J2⊆J\(D∪J1)
|J2|=m−a
∑
I′
2
⊆J2
|I′2|=b
∑
I′
1
⊆J1
|I′1|=m−a−b
×
(
g(J1 \ I
′
1)g(D ∪ (J2 \ I
′
2))h(J \ (D ∪ J2))
)2
(27)
= T2(J).
Here, (26) follows by interchanging J1 with J2 and I1 with I2; further, in (27), we
changed variables, that is, I1 = J1 \ I
′
1 and I2 = J2 \ I
′
2. Consequently,
∑
J⊆n
|J |=ℓ
((g ∗m h)(J))
2
6 T0 :=
∑
J⊆n
|J |=ℓ
T1(J) =
m∧(ℓ−m)∑
b=0
m−b∑
a=0∨(2m−ℓ)
f(a, b)T3(a, b), (28)
where, for a, b ∈ Z+ with b 6 m ∧ (ℓ−m) and 2m− ℓ 6 a 6 m− b,
T3(a, b) =
∑
J⊆n
|J |=ℓ
∑
D⊆J
|D|=a
∑
J1⊆J\D
|J1|=m−a
∑
J2⊆J\(D∪J1)
|J2|=m−a
∑
I1⊆J1
|I1|=m−a−b
∑
I2⊆J2
|I2|=b
×
(
g(D ∪ I1)g(I2)h(J \ (D ∪ J1))
)2
=
∑
J⊆n
|J |=ℓ
∑
G⊆J
|G|=m
∑
D⊆G
|D|=a
∑
J2⊆J\G
|J2|=m−a
∑
I1⊆G\D
|I1|=m−a−b
∑
I2⊆J2
|I2|=b
(
g(D ∪ I1)g(I2)h(J \G)
)2
(29)
=
∑
G⊆n
|G|=m
∑
J ′⊆n\G
|J ′|=ℓ−m
∑
D⊆G
|D|=a
∑
I1⊆G\D
|I1|=m−a−b
∑
J2⊆J ′
|J2|=m−a
∑
I2⊆J2
|I2|=b
(
g(D ∪ I1)g(I2)h(J
′)
)2
. (30)
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In (29) and (30), we changed variables, i.e. J1 = G \D and J = J
′ ∪G, respectively.
Now, letting I1 = I
′
1 \D and J2 = I2 ∪ J
′
2, we get
T3(a, b) =
∑
G⊆n
|G|=m
∑
J ′⊆n\G
|J ′|=ℓ−m
∑
I′1⊆G
|I′
1
|=m−b
∑
D⊆I′1
|D|=a
∑
I2⊆J ′
|I2|=b
∑
J ′2⊆J
′\I2
|J ′
2
|=m−a−b
(
g(I ′1)g(I2)h(J
′)
)2
=
∑
G⊆n
|G|=m
∑
J⊆n\G
|J |=ℓ−m
∑
I1⊆G
|I1|=m−b
∑
D⊆I1
|D|=a
∑
I2⊆J
|I2|=b
∑
J2⊆J\I2
|J2|=m−a−b
(
g(I1)g(I2)h(J)
)2
=
(
m− b
a
)(
ℓ−m− b
m− a− b
)
T4(b), (31)
where
T4(b) =
∑
G⊆n
|G|=m
∑
J⊆n\G
|J |=ℓ−m
∑
I1⊆G
|I1|=m−b
∑
I2⊆J
|I2|=b
(
g(I1)g(I2)h(J)
)2
.
Interchanging the first two sums and changing variables such that G = I1 ∪ G
′, we
obtain
T4(b) =
∑
J⊆n
|J |=ℓ−m
∑
G⊆n\J
|G|=m
∑
I1⊆G
|I1|=m−b
∑
I2⊆J
|I2|=b
(
g(I1)g(I2)h(J)
)2
=
∑
J⊆n
|J |=ℓ−m
∑
I1⊆n\J
|I1|=m−b
∑
G′⊆n\(J∪I1)
|G′|=b
∑
I2⊆J
|I2|=b
(
g(I1)g(I2)h(J)
)2
=
(
n− ℓ+ b
b
)
T5(b) (32)
with
T5(b) =
∑
J⊆n
|J |=ℓ−m
∑
I1⊆n\J
|I1|=m−b
∑
I2⊆J
|I2|=b
(
g(I1)g(I2)h(J)
)2
.
Using (28), (31), (32), and (23), we get
T0 =
m∧(ℓ−m)∑
b=0
m−b∑
a=0∨(2m−ℓ)
f(a, b)T3(a, b)
=
m∧(ℓ−m)∑
b=0
m−b∑
a=0∨(2m−ℓ)
f(a, b)
(
m− b
a
)(
ℓ−m− b
m− a− b
)
T4(b)
= C
m∧(ℓ−m)∑
b=0
T5(b) = C
∑
J⊆n
|J |=ℓ−m
T6(J)h(J)
2, (33)
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where C = C(ℓ,m, n) =
( ℓm)(
n−ℓ+m
m )
(nm)
and, for J ⊆ n with |J | = ℓ−m,
T6(J) =
m∧(ℓ−m)∑
b=0
∑
I1⊆n\J
|I1|=m−b
∑
I2⊆J
|I2|=b
(
g(I1)g(I2)
)2
=
m∧(ℓ−m)∑
b=0
∑
I⊆n
|I∩J |=b,|I\J |=m−b
(
g(I \ J)g(I ∩ J)
)2
(34)
=
∑
I⊆n
|I|=m
(
g(I \ J)g(I ∩ J)
)2
=
∑
I⊆n
|I|=m
g(I)2. (35)
In (34), we changed variables according to I1 = I \ J and I2 = I ∩ J . Inequality (13)
now follows from (28), (33), (17), and (35).
Proof of Remark 3.1 (Sufficiency). It is easy to verify that, if at least one of the
conditions (i)–(v) is valid, then, in (13), equality holds. Further, for ℓ = n, it is clear
that equality in (13) is equivalent to the existence of a number x ∈ [0,∞) such that
g(I) = xh(n \ I) for all I ⊆ n with |I| = m.
Proof of Remark 3.1 (Necessity). Let us assume that, in (13), equality holds,
where conditions (i)–(iv) do not hold. So, let us assume that 1 6 m < ℓ < n and
sets I0 ⊆ n and K0 ⊆ n exist such that |I0| = m,
∏
j∈I0
gj = g(I0) > 0, |K0| = ℓ−m,
and h(K0) > 0. Our goal is to show that condition (v) is valid, i.e. g1 = · · · = gn and
h(K) = h(K ′) for all K,K ′ ⊆ n with |K| = |K ′| = ℓ−m.
(a) Let us now explain the main argument used here. In the proof of Proposition 3.1
(see (25)), it was used that xy 6 1
2
(x2+y2) for x, y ∈ [0,∞), where equality holds
if and only if x = y. Since no other inequalities were used, it follows that
g(D)g(I1)g(I2)h(J \ (D ∪ J1)) = g(D)g(J1 \ I1)g(J2 \ I2)h(J \ (D ∪ J2)), (36)
whenever J ⊆ n with |J | = ℓ, D ⊆ J , I1 ⊆ J1 ⊆ J \D, and I2 ⊆ J2 ⊆ J \ (D∪J1)
with |J1| = |J2| = m − |D| and |I1| = |J1| − |I2| 6 n − ℓ. In this case, we
say that (J,D, J1, I1, J2, I2) is an admissible family. In particular, D, J1, and
J2 are pairwise disjoint sets with D ∪ J1 ∪ J2 ⊆ J . Let a = |D| and b = |I2|.
Then 0 6 b 6 m ∧ (ℓ − m) and 0 ∨ (2m − ℓ) ∨ (m − n + ℓ − b) 6 a 6 m − b,
|J1| = |J2| = m−a and |I1| = m−a− b. It is noteworthy that, in the application
of (25), the values f(a, b) must be strictly positive, so that we have to assume
the inequality |J1| − |I2| = m− a− b 6 n− ℓ, see Remark 4.1.
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(b) In what follows, we construct two special admissible families. Let I2 = K0 ∩ I0
and b = |I2|. Clearly, we have 0 6 b 6 m∧(ℓ−m). Let us choose D ⊆ I0\I2 with
a := 0∨ (2m−ℓ)∨ (m−n+ℓ−b) = |D| 6 |I0 \I2| = m−b. Let I1 = I0 \ (I2∪D),
that is |I1| = m − a − b. In particular, I1, I2, and D are pairwise disjoint sets
with I0 = I1 ∪ I2 ∪D, K0 ∩D = ∅, I1 ⊆ n \ (K0 ∪D), and I2 ⊆ K0. We choose
J1 ⊆ n\(K0∪D) and J2 ⊆ K0 such that I1 ⊆ J1, I2 ⊆ J2, and |J1| = m−a = |J2|.
We note that
m− a = m− (0 ∨ (2m− ℓ) ∨ (m− n+ ℓ− b))
> m− (0 ∨ (m+ ℓ− 1− ℓ) ∨ (m− 1)) = m− (m− 1) = 1,
giving J1 6= ∅ 6= J2. Set J = K0 ∪ J1 ∪D, that is |J | = ℓ−m +m− a + a = ℓ.
In particular, (J,D, J1, I1, J2, I2) is admissible.
SinceD∪I1∪I2 = I0 and J\(D∪J1) = K0, we have g(D)g(I1)g(I2)h(J\(D∪J1)) >
0. Using (36), we get
g(J1 \ I1)g(J2 \ I2)h(J \ (D ∪ J2)) > 0
and hence g(J1 ∪ J2 ∪D) > 0.
Let K1 = J \ (D ∪ J2). Then |K1| = ℓ−m and h(K1) > 0. Now it is possible to
imitate the construction above with K1 instead of K0, which leads to a second
admissible family (J,D, J2, I2, J1, I1), where the roles of (J1, I1) and (J2, I2) are
interchanged.
(c) We now prove that g(J) > 0. If J2\I2 6= ∅, we get from the above that g(K0\I2) >
0, since the elements of J2\I2 can arbitrarily be chosen fromK0\I2. Hence, in this
case, g(J) = g(K0\I2)g(I2)g(J1)g(D) > 0. On the other hand, if J2\I2 = ∅, then
|I1| = |J2\I2| = 0 and I1 = ∅, that is J1\I1 = J1 6= ∅. Using the second admissible
family, we obtain g(K1 \ I1) > 0 and g(J) = g(K1 \ I1)g(I1)g(J2)g(D) > 0.
(d) Let us now show that g(n) > 0. If J1\I1 6= ∅, we obtain that g(n\(K0∪D∪I1)) >
0, since the elements of J1 \ I1 can arbitrarily be chosen from n \ (K0 ∪D ∪ I1).
Hence g(n) = g(n \ (K0 ∪ D ∪ I1))g(K0)g(D)g(I1) > 0. On the other hand, if
J1 \ I1 = ∅, then |I2| = |J1 \ I1| = 0 and I2 = ∅, that is J2 \ I2 = J2 6= ∅.
Analogously to the above, we get that g(n \ (K1 ∪ D ∪ I2)) > 0 and g(n) =
g(n \ (K1 ∪D ∪ I2))g(K1)g(D)g(I2) > 0.
(e) Using (36) and that g(n) > 0, it is easily shown that, if h(K) > 0 for a set K ⊆ n
with |K| = ℓ−m, then h((K ∪{j1})\{j2}) > 0 for all j1 ∈ n\K and j2 ∈ K. By
iterating this procedure, we obtain that h(K) > 0 for all K ⊆ n with |K| = ℓ−m.
(f) Let us now show that g1 = · · · = gn. For this purpose, we drop the notation from
Part (b) and consider new admissible families (J,D, J1, I1, J2, I2).
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Let j1, j2 ∈ n be arbitrary with j1 6= j2, J1 = {j1}, J2 = {j2}, D ⊆ n \ {j1, j2}
with a := |D| = m − 1, K2 ⊆ n \ (D ∪ J1) with J2 ⊆ K2, |K2| = ℓ − m, and
J = K2 ∪ J1 ∪D.
If I1 = ∅ and I2 = {j2}, then |I1| = 0 = |J1| − |I2| 6 n− ℓ and (36) gives
gj2h(J \ (D ∪ J1)) = g(I1)g(I2)h(J \ (D ∪ J1))
= g(J1 \ I1)g(J2 \ I2)h(J \ (D ∪ J2)) = gj1h(J \ (D ∪ J2)).
If I1 = {j1} and I2 = ∅, then |I1| = 1 = |J1|−|I2| 6 n−ℓ and, again, (36) implies
that
gj1h(J \ (D ∪ J1)) = g(I1)g(I2)h(J \ (D ∪ J1))
= g(J1 \ I1)g(J2 \ I2)h(J \ (D ∪ J2)) = gj2h(J \ (D ∪ J2)).
Hence
gj2
gj1
=
gj1
gj2
, that is gj1 = gj2.
(g) Similarly as in Part (e), it can now be shown that h(K) = h(K ′) for all K,K ′ ⊆ n
with |K| = |K ′| = ℓ−m.
5. Remaining proofs
Proof of Lemma 2.1. For m ∈ Zd+ with |m| = n and s ∈ d
n with w(s) = m, we
have
xm =
d∏
k=1
x
wk(s)
k =
d∏
k=1
( n∏
j=1
x
1{k}(sj)
k
)
=
n∏
j=1
xs(j).
Hence
∑
m∈Zd+
|m|=n
∑
s∈dn
w(s)=m
( n∏
j=1
zj,s(j)
)
xm =
∑
m∈Zd+
|m|=n
∑
s∈dn
w(s)=m
n∏
j=1
(zj,s(j)xs(j))
=
∑
k∈dn
n∏
j=1
(zj,k(j)xk(j)) =
n∏
j=1
( d∑
k=1
zj,kxk
)
,
which shows the first equality. Further, it follows that, for arbitrary r ∈ nn6=,
∑
s∈dn
w(s)=m
n∏
j=1
zj,s(j) =
∑
s∈dn
w(s)=m
n∏
j=1
zr−1(j),s(j) =
∑
s∈dn
w(s)=m
n∏
j=1
zj,s(rj).
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For s, t ∈ dn with w(s) = w(t) = m, there exists r˜ ∈ nn6= so that t = s ◦ r˜, giving
∑
r∈nn6=
n∏
j=1
zj,s(rj) =
∑
r∈nn6=
n∏
j=1
zj,s(r˜(rj)) =
∑
r∈nn6=
n∏
j=1
zj,t(rj) = per(Z
′).
It is easily seen that
∑
s∈dn:w(s)=m 1 =
n!
m!
. The second equality now follows from
∑
s∈dn
w(s)=m
n∏
j=1
zj,s(j) =
1
n!
∑
r∈nn6=
∑
s∈dn
w(s)=m
n∏
j=1
zj,s(rj)
=
1
n!
∑
s∈dn
w(s)=m
∑
r∈nn6=
n∏
j=1
zj,s(rj) =
1
m!
per(Z ′).
Proof of Theorem 2.1. Let t ∈ dn with w(t) = m, Z ′ = (zj,t(r)) ∈ C
n×n. For
k ∈ d, let Mk = {r ∈ n | t(r) = k}. Then M1, . . . ,Md ⊆ n are pairwise disjoint with⋃d
k=1Mk = n. Further |Mk| = mk for all k ∈ d. Lemma 2.1 and Corollary 1.1 imply
the assertion.
Lemma 5.1. Let n ∈ N, Z = (zj,r) ∈ (C \ {0})
n×n, and |Z| = (|zj,r|) ∈ (0,∞)
n×n.
Then we have |per(Z)| = per(|Z|) if and only if there are numbers ξj, ζr ∈ C for all
j, r ∈ n such that |ξj| = |ζr| = 1 and zj,r = ξjζr|zj,r| for all j, r ∈ n.
Proof. See Carlen et al. [5, page 8].
Proof of the necessity of the condition given in Example 1.1(b),(iii).
Let us assume that e, f , g, and h are all non-zero vectors. Inequality (7) can be shown
by using Example 1.1(a) applied to the transpose of the matrix under consideration
and the Cauchy-Schwarz inequality:
|per(Z)|2 = |z1,3per(Z[{2, 3}, 2]) + z2,3per(Z[{1, 3}, 2]) + z3,3per(Z[2, 2])|
2
6
(
|z1,3per(Z[{2, 3}, 2])|+ |z2,3per(Z[{1, 3}, 2])|+ |z3,3per(Z[2, 2])|
)2
6
(
|z1,3|‖f‖‖g‖+ |z2,3|‖e‖‖g‖+ |z3,3|‖e‖‖f‖
)2
(37)
6 (‖e‖2‖f‖2 + ‖e‖2‖g‖2 + ‖f‖2‖g‖2)‖h‖2. (38)
We assume that, in (7), equality holds. Therefore, in the chain above, equality
holds. In particular, we have |z1,1z2,1| = |z1,2z2,2|, |z1,1z3,1| = |z1,2z3,2|, and |z2,1z3,1| =
|z2,2z3,2|.
Let us verify that Z ∈ (C \ {0})3×3. We first show that z1,1 6= 0. Suppose
that z1,1 = 0. Since e 6= 0, we have z1,2 6= 0 and, in turn, z2,2 = 0, because 0 =
Generalization of a Hadamard type inequality for permanents 19
|z1,1z2,1| = |z1,2z2,2|. Since f 6= 0, we have z2,1 6= 0 and, in turn, z3,1 = 0, because
|z2,1z3,1| = |z2,2z3,2| = 0. But from g 6= 0, it follows that z3,2 6= 0, that is 0 =
|z1,1z3,1| = |z1,2z3,2| 6= 0, which is a contradiction. Hence z1,1 6= 0. Similarly, one can
show that z2,1, z3,1, z1,2, z2,2, z3,2, are all non-zero. Since h 6= 0 and, in (38), equality
holds, a number x ∈ (0,∞) exists such that
(|z1,3|, |z2,3|, |z3,3|) =
x
2
(‖f‖‖g‖, ‖e‖‖g‖, ‖e‖‖f‖). (39)
The numbers z1,3, z2,3, z3,3 are non-zero, because e, f , and g are non-zero. Therefore,
we have Z ∈ (C \ {0})3×3.
From the equality in (7), it follows that |per(Z)| = per(|Z|) and hence there are
numbers ξj, ζr ∈ C for j, r ∈ 3 such that |ξj| = |ζr| = 1 and zj,r = ξjζr|zj,r| for
all j, r ∈ 3, see Lemma 5.1. Without loss of generality, we may now assume that
Z ∈ (0,∞)3×3.
Since in (37) equality holds, we have z1,1z2,1 = z1,2z2,2, z1,1z3,1 = z1,2z3,2, and
z2,1z3,1 = z2,2z3,2. In particular, (z1,1z2,1)(z1,2z3,2) = (z1,2z2,2)(z1,1z3,1), i.e. z2,1z3,2 =
z3,1z2,2. Similarly, we get that z1,1z3,2 = z3,1z1,2 and z2,1z1,2 = z1,1z2,2. Therefore
(z1,1z3,1)(z3,1z1,2) = (z1,2z3,2)(z1,1z3,2), i.e. z3,1 = z3,2. Hence z2,1z3,2 = z2,1z3,1 =
z2,2z3,2, i.e. z2,1 = z2,2. Further z1,1z2,2 = z1,1z2,1 = z1,2z2,2, i.e. z1,1 = z1,2. Conse-
quently, zj,1 = zj,2 for all j ∈ 3.
In particular, ‖e‖2 = 2z21,1, ‖f‖
2 = 2z22,1, and ‖g‖ = 2z
2
3,1. Now, (39) implies
that z1,3 =
x
2
‖f‖‖g‖ = xz2,1z3,1, z2,3 =
x
2
‖e‖‖g‖ = xz1,1z3,1, and z3,3 =
x
2
‖e‖‖f‖ =
xz1,1z2,1. Hence zj,3 = x
∏
i∈3\{j} zi,1 for all j ∈ 3.
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