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Abstract
Noncommutative Chern-Simons theory can be classically mapped to commutative
Chern-Simons theory by the Seiberg-Witten map. We provide evidence that the equiv-
alence persists at the quantum level by computing two and three-point functions of
field strengths on the commutative side and their Seiberg-Witten transforms on the
noncommutative side to the first nontrivial order in perturbation theory.
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1 Introduction
The Seiberg-Witten limit [1] is an interesting limit of open string theory with a constant
NS-NS B field, in which open string dynamics reduces to a gauge theory defined on a
noncommutative space. The theory in the limit can also be described in terms of fields
defined on a commutative space. It was shown in [1] that these two descriptions are
related to each other by a field redefinition called the Seiberg-Witten map. When the
gauge group is U(1), the Seiberg-Witten map has been obtained explicitly in [2, 3, 4] by
studying the coupling of D-branes to the Ramond-Ramond potentials and by evaluating
it in the Seiberg-Witten limit. It was shown that the field strength on the commutative
space is expressed in terms of the open Wilson line [5, 6, 7] with appropriate insertions
of operators on the noncommutative space.
Although the two descriptions are equivalent, fields on a noncommutative space
are often more convenient in studying theories in the Seiberg-Witten limit. Actions
expressed in terms of fields on a commutative space typically become nonpolynomial in
the limit [1] and their closed forms are not known in general, though some constraints
on possible terms in such actions have been studied in cases when they are realized
as limits of string theory [8, 9, 10]. The lack of our understanding of actions on
commutative spaces has prevented us from studying whether the equivalence implied
by the Seiberg-Witten map holds at the quantum level.
One interesting case in which gauge theory actions are known in both descriptions
is Chern-Simons theory in three dimensions. Its action in the noncommutative space
is given by
SNCCS =
1
2
∫
d3x ǫµρνtr
[
Aµ ∗ ∂ρAν − 2ig
3
Aµ ∗ Aρ ∗ Aν
]
, (1.1)
where the product is the standard star-product:
f(x) ∗ g(x) = exp
(
iθµν
2
∂
∂ξµ
∂
∂ζν
)
f(x+ ξ)g(x+ ζ)
∣∣∣∣∣
ξ=ζ=0
, (1.2)
and tr is over the gauge group indices. It was shown [11, 12] that this action, when
expressed in terms of gauge field aµ(x) on a commutative space via the Seiberg-Witten
map, becomes the standard Chern-Simons action. The proof of this statement is based
on the differential equation characterizing the Seiberg-Witten map and holds for any
U(N) gauge group.
This is an interesting case for various reasons. First of all, since the actions are
known in both descriptions and they both appear renormalizable, we can discuss the
question of whether the equivalence of the two descriptions at the classical level can be
extended to the quantum level. In this regard, there is an interesting puzzle. When the
1
gauge group is U(1), the Chern-Simons theory on the commutative space is trivial while
its noncommutative counterpart has a cubic interaction. The latter theory seems to
depend nontrivially on the coupling constant g, while the corresponding parameter for
the former can be rescaled away. This casts some doubt on the quantum equivalence of
the two. One of the motivations of this paper is to understand whether the equivalence
in fact breaks down at the quantum level. We will compute correlation functions of open
Wilson lines on the noncommutative space to the first nontrivial order in perturbation
theory4 and find that the equivalence persists at the quantum level.
The U(1) Chern-Simons theory on the noncommutative space is expected to describe
aspects of fractional quantum Hall fluid [15, 16, 17], and correlation functions of the
open Wilson lines we will discuss in this paper play important roles in this context.
Moreover it is known that such a theory is realized in a certain configuration of D-
branes in string theory [18, 19]. We hope that the results in this paper shed some light
on these issues.
When the gauge group is U(N), an explicit form of the Seiberg-Witten map has not
been derived in the sense of the works [2, 3, 4]. However, the map between a certain
subset of observables on commutative and noncommutative sides can be extended to
the U(N) case. The generalization of our computations is straightforward, and we find
that the equivalence holds for the U(N) case as well.
The organization of the paper is as follows. In Section 2 we review the derivation of
an exact expression for the Seiberg-Witten map and introduce a regularization for the
composite operators appearing in the expression. We then calculate two and three-
point functions of field strengths on the commutative side and their Seiberg-Witten
transforms on the noncommutative side in perturbation theory in Section 3. We present
our conclusions in Section 4, wherein we also discuss our generalization to the U(N)
case. Our conventions and Feynman rules are summarized in Appendix A, and some
details of the computations in Section 3 are given in Appendix B.
2 Seiberg-Witten map and its regularization
2.1 Exact expression for the Seiberg-Witten map
An exact expression for the Seiberg-Witten map in arbitrary dimensions was derived
by studying the Ramond-Ramond couplings of noncommutative gauge theory [2, 3, 4].5
It takes a simple form in three dimensions. If we choose a coordinate system such that
4Perturbative aspects of noncommutative Chern-Simons theory have been studied in [13, 14].
5The Seiberg-Witten map from noncommuting to commuting variables is related to the Lagrange
to Euler map in fluid mechanics [20, 15].
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only θ12 and θ21 are nonvanishing, the Seiberg-Witten map is given by
f12(k) = − 1
gθ12
[
W (k)− (2π)3δ(3)(k)
]
,
f0i(k) = O0i(k) for i = 1, 2, (2.1)
where fµν(k) is the field strength on the commutative side in momentum space, W (k)
is an open Wilson line
W (k) =
∫
d3x P∗ exp
[
ig
∫ 1
0
dσ lµAµ(x+ lσ)
]
∗ eikx (2.2)
with
lµ ≡ (kθ)µ = kνθνµ, (2.3)
and Oµν(k) is defined by
Oµν(k) =
∫
d3x P∗ exp
[
ig
∫ 1
0
dσ lµAµ(x+ lσ)
]
∗ Fµν(x) ∗ eikx (2.4)
with
Fµν = ∂µAν − ∂νAµ − igAµ ∗ Aν + igAν ∗ Aµ. (2.5)
Our convention for the path-ordered exponential is as follows:
P∗ exp
[
ig
∫ 1
0
dσ lµAµ(x+ lσ)
]
= 1 + ig
∫ 1
0
dσ1 l · A(x+ lσ1)
+ (ig)2
∫ 1
0
dσ1
∫ σ1
0
dσ2 l · A(x+ lσ1) ∗ l · A(x+ lσ2) +O(g3). (2.6)
The Seiberg-Witten map can also be written in the covariant form fµν(k) = Oµν(k) for
µ, ν = 0, 1, 2, as originally conjectured in [21]. However, the expression (2.1) is more
convenient for our perturbative computations.
In [2] an expression of fµν(k;Aµ, θ) for arbitrary dimensions was constructed which
(a) is gauge invariant,
fµν(k;Aµ + ∂µλ− igAµ ∗ λ+ igλ ∗ Aµ, θ) = fµν(k;Aµ, θ), (2.7)
(b) obeys the Bianchi identity for the ordinary gauge theory:
kµfρν(k) + kρfνµ(k) + kνfµρ(k) = 0, (2.8)
(c) and satisfies the initial condition,
lim
θ→0
fµν(k;Aµ, θ) =
∫
d3x [∂µAν(x)− ∂νAµ(x)] eikx. (2.9)
3
A proof for arbitrary dimensions was given in [2], but it is much easier to see that
fµν(k) in three dimensions defined by (2.1) satisfies these three conditions. The gauge
invariance is guaranteed by the relation (2.3) [5], and the initial condition is easily
verified. It is instructive to verify that the Seiberg-Witten map (2.1) satisfies the
Bianchi identity k0f12(k) + k1f20(k) + k2f01(k) = 0. Since k0δ
(3)(k) = 0, what we need
to show is k0W (k) + g(kθ)
µO0µ(k) = 0. This can be shown as follows:
k0W (k) = −i
∫
d3x P∗ exp
[
ig
∫ 1
0
dσ l · A(x+ lσ)
]
∗ ∂0(eikx)
= −g
∫
d3x P∗
[
exp
[
ig
∫ 1
0
dσ l ·A(x+ lσ)
] ∫ 1
0
dσ′ lµ∂0Aµ(x+ lσ
′)
]
∗ eikx
= −g
∫
d3x P∗
[
exp
[
ig
∫ 1
0
dσ l ·A(x+ lσ)
]
×
∫ 1
0
dσ′ lµ{F0µ(x+ lσ′) +DµA0(x+ lσ′)}
]
∗ eikx
= −g
∫
d3x P∗ exp
[
ig
∫ 1
0
dσ l · A(x+ lσ)
]
∗ lµF0µ(x) ∗ eikx
= −g(kθ)µO0µ(k), (2.10)
where DµA0 = ∂µA0− igAµ ∗A0 + igA0 ∗Aµ. We integrated by parts in the first step,
and then used the following identities:
∫
d3x P∗
[
exp
[
ig
∫ 1
0
dσ l · A(x+ lσ)
] ∫ 1
0
dσ′ lµDµA0(x+ lσ
′)}
]
∗ eikx = 0, (2.11)
which was shown in the appendix of [22] for the conservation of the energy-momentum
tensor derived in the paper, and
∫
d3x P∗
[
exp
[
ig
∫ 1
0
dσ l · A(x+ lσ)
]
O(x+ lσ′)
]
∗ eikx
=
∫
d3x P∗ exp
[
ig
∫ 1
0
dσ l · A(x+ lσ)
]
∗ O(x) ∗ eikx (2.12)
for 0 ≤ σ′ ≤ 1, which is one of the basic properties of a straight open Wilson line [7].
It is well-known that the Seiberg-Witten map is not unique. However, the ambi-
guity pointed out in [23] is absent when the dimension of noncommutative directions
is two, and the definition of the noncommutative gauge field is essentially unique in
the Seiberg-Witten limit. The definition of the commutative gauge field may in gen-
eral admit some ambiguity even in the Seiberg-Witten limit, but we assume that the
expression (2.1) provides the map between noncommutative Chern-Simons theory and
commutative Chern-Simons theory.
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2.2 Regularization
When we compute correlation functions of W (k) and Oµν(k), we need to regularize
these composite operators. A pure open Wilson line W (k) is expanded in g as follows:
W (k) =
∫
d3x eikx + ig
∫
d3x
∫ 1
0
dσ l · A(x+ lσ) ∗ eikx
+ (ig)2
∫
d3x
∫ 1
0
dσ1
∫ σ1
0
dσ2 l ·A(x+ lσ1) ∗ l ·A(x+ lσ2) ∗ eikx +O(g3)
= (2π)3δ(3)(k) + ig l ·A(k)
+
(ig)2
2
∫
d3x
∫ 1
0
dσ l · A(x+ lσ) ∗ l · A(x) ∗ eikx +O(g3). (2.13)
The expression of W (k) up to this order is sufficient for our perturbative computations
in the next section. We regularize the composite operator at O(g2) as follows:
(ig)2
2
∫
d3x
∫ 1−ǫ
ǫ
dσ l · A(x+ lσ) ∗ l · A(x) ∗ eikx. (2.14)
Note that in addition to the expected singularity arising when σ → 0, a singularity
also arises when σ → 1 since∫
d3x l · A(x+ lσ) ∗ l · A(x) ∗ eikx =
∫
d3x l · A(x) ∗ eikx ∗ l · A(x+ lσ)
=
∫
d3x l · A(x) ∗ l ·A(x+ lσ − l) ∗ eikx, (2.15)
where we have used the basic identities∫
d3x f(x) ∗ g(x) =
∫
d3x g(x) ∗ f(x), (2.16)
for any functions f(x) and g(x) which decay at infinity, and
eikx ∗ f(x+ l) = f(x) ∗ eikx, (2.17)
for any C∞ function f(x). This regularization is natural for the following reason. In
[22] it was shown how a straight open Wilson line arises from the computation of
disk amplitudes in string theory. The integral over σ comes from the integral over a
position of an open string vertex operator along the boundary. Since point-splitting
regularization on the world-sheet boundary produces noncommutative gauge theory in
space-time [1], it is natural to use point-splitting regularization for the integral over σ
as well.
The operator Oµν(k) (2.4) can also be expanded in g as follows:
Oµν(k) =
∫
d3x [∂µAν(x)− ∂νAµ(x)] ∗ eikx
5
−ig
∫
d3x [Aµ(x) ∗ Aν(x)− Aν(x) ∗ Aµ(x)] ∗ eikx
+ig
∫
d3x
∫ 1
0
dσ l · A(x+ lσ) ∗ [∂µAν(x)− ∂νAµ(x)] ∗ eikx +O(g2).
(2.18)
The integral over σ in the last line can be regularized by taking the integration range
from ǫ to 1− ǫ as before. The commutator term in the second line is regularized as
− ig
∫
d3x [Aµ(x+ lǫ) ∗ Aν(x)− Aν(x+ lǫ) ∗ Aµ(x)] ∗ eikx. (2.19)
Note that only the difference in two arguments matters. For example,∫
d3x Aµ(x) ∗ Aν(x− lǫ) ∗ eikx =
∫
d3x′ Aµ(x
′ + lǫ) ∗ Aν(x′) ∗ eikx′ (2.20)
with x′ = x− lǫ because of the fact that l · k = kµθµνkν = 0.
This regularization for the commutator term is natural for the following reason. As is
well-known, the commutator terms in the field strength arise from surface terms of the
path-ordered integrals over positions of open string vertex operators [1, 22]. Therefore,
if we use point-splitting regularization for the integral over σ, commutator terms should
also be regularized correspondingly. The relation between the commutator term and
the surface term in (2.18) at O(g) can be seen, for example, by looking at the Bianchi
identity k0W (k) + gl
µO0µ(k) = 0. Since W (k) does not depend on A0(x), the part
of lµOµ0(k) which depends on A0(x) must cancel by itself. This can be seen for the
regularized Oµν(k) at order g as follows:
lµ
[
ig
∫
d3x
∫ 1−ǫ
ǫ
dσ l · A(x+ lσ) ∗ ∂µA0(x) ∗ eikx
]
= ig
∫
d3x
∫ 1−ǫ
ǫ
dσ l · ∂A0(x) ∗ l ·A(x+ lσ − l) ∗ eikx
= ig
∫
d3x
∫ 1−ǫ
ǫ
dσ l · ∂A0(x+ l − lσ) ∗ l · A(x) ∗ eikx
= −ig
∫
d3x
∫ 1−ǫ
ǫ
dσ
∂
∂σ
A0(x+ l − lσ) ∗ l · A(x) ∗ eikx
= −ig
∫
d3x {A0(x+ lǫ)−A0(x+ l − lǫ)} ∗ l · A(x) ∗ eikx
= −ig
∫
d3x {A0(x+ lǫ) ∗ l · A(x)− l · A(x) ∗ A0(x− lǫ)} ∗ eikx
= lµ
[
−ig
∫
d3x {A0(x+ lǫ) ∗ Aµ(x)− Aµ(x+ lǫ) ∗ A0(x)} ∗ eikx
]
,
(2.21)
where we have used the identities (2.16) and (2.17), and the change of variables x′ =
x + lσ − l. It is not difficult to see that the remaining part of the Bianchi identity
6
which is independent of A0(x) also holds for a finite ǫ up to the current order in g. We
therefore conclude that our regularization for the commutator (2.19) is in accord with
point-splitting regularization of the integral over σ.
To summarize, we use the following regularized operators in terms of the gauge field
in momentum space to compute correlation functions:
W (k) = (2π)3δ(3)(k) + ig l · A(k)
+
(ig)2
2
∫ 1−ǫ
ǫ
dσ
∫ d3p
(2π)3
e−ik×pσ+
i
2
k×p l ·A(p) l · A(k − p) +O(g3),
Oµν(k) = −ikµAν(k) + ikνAµ(k)
−ig
∫
d3p
(2π)3
e−ik×pǫ+
i
2
k×p [Aµ(p)Aν(k − p)− Aν(p)Aµ(k − p)]
+ig
∫ 1−ǫ
ǫ
dσ
∫
d3p
(2π)3
e−ik×pσ+
i
2
k×p
× l · A(p) [−i(k − p)µAν(k − p) + i(k − p)νAµ(k − p)]
+O(g2), (2.22)
where we have introduced the notation k × p ≡ kµθµνpν .
3 Computations of correlation functions
3.1 Correlation functions on the commutative side
Correlation functions of field strengths can be easily calculated on the commutative
side, where the action is given by
SCS =
1
2
∫
d3x ǫµρνaµ∂ρaν . (3.1)
Since the field strength fµν can be expressed as
fµν(x) = ǫµνρ
δSCS
δaρ(x)
, (3.2)
correlation functions can be easily evaluated by using the Schwinger-Dyson equations.
Correlation functions containing only f12 vanish because
〈f12(x1)f12(x2) . . . f12(xn)〉 =
∫
Da f12(x1)f12(x2) . . . f12(xn) eiSCS
= −i
∫
Da f12(x2) . . . f12(xn) δ
δa0(x1)
eiSCS
= −i
∫
Da δ
δa0(x1)
[
f12(x2) . . . f12(xn) e
iSCS
]
= 0. (3.3)
7
Figure 1: Vanishing contractions.
The two-point function of f12 and f0i is nonvanishing and is given by
〈f12(x)f0i(y)〉 =
∫
Da f12(x)f0i(y) eiSCS
= −i
∫
Da f0i(y) δ
δa0(x)
eiSCS = i
∫
Da δf0i(y)
δa0(x)
eiSCS = i
∂
∂xi
δ(3)(x− y) (3.4)
for i = 1, 2. In momentum space, it is given by
〈f12(k)f0i(k′)〉 = (2π)3kiδ(3)(k + k′) for i = 1, 2. (3.5)
We will calculate the corresponding gauge-invariant observables on the noncommuta-
tive side to see if these results are reproduced.
3.2 〈W (k)W (k′)〉
One-point functions of W (k) or Oµν(k) are rather trivial because the length of an
open Wilson line is proportional to the momentum k, while momentum conservation
enforces k = 0. We cannot completely exclude possible subtleties arising from possible
short-distance singularities, but in this paper we would rather study two-point and
three-point functions which are more interesting.
Let us begin with the two-point function 〈W (k)W (k′)〉. Since k′ = −k from mo-
mentum conservation, all of the gauge fields Aµ in each of two open Wilson lines are
contracted with the same vector (kθ)µ up to a sign. If we choose a coordinate system
such that k2 = 0 by a rotation in the (x
1, x2)-plane, only A2 appears in the open
Wilson lines since the only nonvanishing component of (kθ)µ is µ = 2. Therefore, the
two-point function 〈W (k)W (k′)〉 consists of correlation functions involving only A2,
〈A2(p1)A2(p2) . . . A2(pn)〉.
In noncommutative Chern-Simons theory, the propagator 〈A2(p)A2(q)〉 vanishes in
the Landau gauge.6 Therefore, we cannot contract any pair of gauge fields coming
from the two Wilson lines directly. Contractions such as the ones shown in Figure 1
are prohibited. This rule also applies to 〈W (k)Oµν(k′)〉 which we will discuss in the next
subsection. From this it immediately follows that O(g2) contribution to 〈W (k)W (k′)〉
vanishes:
〈W (k)W (k′)〉 = (2π)6δ(3)(k)δ(3)(k′) +O(g4). (3.6)
6Feynman rules are summarized in Appendix A.
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Figure 2: Vanishing interaction graph.
Figure 3: One-loop propagator correction insertions. The dotted line denotes the ghost
propagator.
Furthermore, even if the cubic vertices are used, we end up with at least one contrac-
tion of 〈A2(p)A2(q)〉 unless there is at least one internal loop. Let us take the diagram
shown in Figure 2 as an example. The cubic vertex of noncommutative Chern-Simons
theory consists of a product of A0, A1, and A2. Therefore, one of the three contractions
in Figure 2 must be 〈A2A2〉.
Now consider diagrams with internal loops. To lowest nontrivial order, O(g4), this
corresponds to the diagrams in Figure 3.7 These involve the one-loop corrections to
the gauge field propagator. The calculation of these corrections is similar to those in
commutative non-Abelian Chern-Simons theory [14]. Both diagrams generate the same
noncommutative phase structure, and both can be broken respectively into planar and
nonplanar parts in the standard way [24, 25]. The nonplanar pieces are regulated by
the noncommutative phases [26, 24, 25],8 after which the contributions from the ghost
loop and gauge loop rigorously cancel. On the other hand, the planar pieces of these
diagrams, which are identical to their commutative counterparts (up to the same overall
factor), require careful regularization, and the study of which ultimately yields the
famous one-loop shift to the Chern-Simons coupling [27, 28, 29]. However, the one-loop
corrections to the Chern-Simons propagator itself change neither its tensor structure,
nor its momentum dependence. Thus the arguments of the previous paragraph apply:
the one-loop corrections to 〈A2(p)A2(q)〉 still vanish, and so we conclude that O(g4)
contribution to 〈W (k)W (k′)〉 also vanishes:
〈W (k)W (k′)〉 = (2π)6δ(3)(k)δ(3)(k′) +O(g6). (3.7)
This is consistent with the equivalence between noncommutative Chern-Simons theory
7The second diagram involves the ghost loop arising from the usual gauge fixing of the theory,
which we have not presented, and which we do not require in the sequel.
8See also the paragraph containing (3.15) in the next subsection.
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Figure 4: Lowest-order contribution to 〈W (k)Oµν(k′)〉. The cross on the right open
Wilson line denotes the field strength insertion.
Figure 5: Diagrams 1 and 2. Canceling O(g3) corrections to 〈W (k)Oµν(k′)〉 involving
two gauge field sources on the pure open Wilson line.
and commutative Chern-Simons theory.
3.3 〈W (k)Oµν(k′)〉
The lowest-order term in 〈W (k)Oµν(k′)〉 reproduces the result from the commutative
side (3.5) by construction and corresponds to the diagram in Figure 4. Let us verify
this explicitly.
〈W (k)Oµν(k′)〉 = ig(kθ)ρ(−ik′µ) 〈Aρ(k)Aν(k′)〉 − (µ↔ ν) +O(g3)
= −g(2π)3δ(3)(k + k′)(kθ)ρkσ kµǫρσν − kνǫρσµ
k2
+O(g3). (3.8)
Since the term proportional to δ(3)(k) in (2.1) is not relevant to the current calculation,
the result (3.5) should be reproduced by 〈W (k)O0i(k′)〉 divided by −gθ12. In fact,
− 1
gθ12
〈W (k)O0i(k′)〉 = (2π)3kiδ(3)(k + k′) +O(g2) for i = 1, 2. (3.9)
Therefore, the question is whether higher-order terms modify this result or not. We
will calculate 〈W (k)Oµν(k′)〉 at O(g3).
Feynman diagrams at O(g3) fall into two categories. The first one contains diagrams
which do not have an internal loop. There are five diagrams in this category, shown in
Figures 5 and 6. The second one contains diagrams involving the one-loop correction
to the propagator, which are displayed in Figure 7.
Calculations of the five diagrams in the first category are given in Appendix B. Here
we only present the final results.
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Figure 6: Diagrams 3, 4 and 5. Canceling O(g3) corrections to 〈W (k)Oµν(k′)〉 involving
one gauge field source on the pure open Wilson line.
Diagram 1
〈W (k)Oµν(k′)〉Diagram 1
= −(ig)3δ(3)(k + k′)
∫ 1−ǫ
ǫ
dσ
∫
d3p
e−ik×pσ
p2(k − p)2
×
{
(k × p)(kµlν − kνlµ)− l2(kµpν − kνpµ)
}
. (3.10)
Diagram 2
〈W (k)Oµν(k′)〉Diagram 2
= (ig)3δ(3)(k + k′)
∫ 1−2ǫ
0
dσ
∫
d3p
e−ik×pσ
p2(k − p)2
×
{
(k × p)(kµlν − kνlµ)− l2(kµpν − kνpµ)
}
. (3.11)
Diagram 3
〈W (k)Oµν(k′)〉Diagram 3
= 2(ig)3δ(3)(k + k′)
∫ 1−ǫ
ǫ
dσ
∫
d3p eik×pσ
l2(kµpν − kνpµ)
k2p2
−i(ig)3δ(3)(k + k′)
∫
d3p
eik×p(1−ǫ) − eik×pǫ
k2p2(k + p)2
×
[
−(k2 + k · p)(kµlν − kνlµ)− (k2 + 2k · p)(pµlν − pνlµ)
+2(k × p)(pµkν − pνkµ)
]
. (3.12)
Diagram 4
〈W (k)Oµν(k′)〉Diagram 4
= −2(ig)3δ(3)(k + k′)
∫ 1−2ǫ
ǫ
dσ
∫
d3p eik×pσ
l2(kµpν − kνpµ)
k2p2
−2i(ig)3δ(3)(k + k′)
∫
d3p
{
eik×p(1−2ǫ) − eik×pǫ
} kµlν − kνlµ
k2p2
. (3.13)
11
Diagram 5
〈W (k)Oµν(k′)〉Diagram 5
= i(ig)3δ(3)(k + k′)
∫
d3p
eik×p(1−ǫ) − eik×pǫ
k2p2(k + p)2
×
[
−2(k × p)(kµpν − kνpµ)− (2p2 + k · p)(lµkν − lνkµ)
+(k2 + 2k · p)(lµpν − lνpµ)
]
. (3.14)
Let us first consider whether or not each of the five contributions is finite. All of the
integrals over the momentum p take the following form:∫
d3p f(p0, p1, p2) e
ik×pσ, (3.15)
where f(p0, p1, p2) is a meromorphic function of p0, p1, and p2. If the θ-dependent phase
factor is absent, the integral can be divergent. However, as is well-known [24, 25], the
phase factor makes the integral convergent. Let us illustrate this point in the simple
example where f(p0, p1, p2) = 1/[(2π)
3(p20 + p
2
1 + p
2
2)]. We can choose a coordinate
system such that k2 = 0. The integral becomes
∫
d3p
(2π)3
eik1θ
12p2σ
p20 + p
2
1 + p
2
2
. (3.16)
The integral over p2 can be carried out by evaluating the residue of the pole at either
p2 = i
√
p20 + p
2
1 or p2 = −i
√
p20 + p
2
1 depending on the sign of k1θ
12σ. The remaining
integrals over p0 and p1 are easily performed to give
∫ ∞
−∞
dp0
2π
∫ ∞
−∞
dp1
2π
e−|k1θ
12σ|
√
p2
0
+p2
1
2
√
p20 + p
2
1
=
1
4π|k1θ12σ| . (3.17)
This is nothing but the calculation of Green’s function in three dimensions if we re-
place (kθ)µσ by xµ. Note that the integral over p2 provided a damping factor which
exponentially suppresses the integrand for large p and thus makes the integrals over
p0 and p1 converge. This mechanism works in general as long as the phase factor is
nonvanishing.
Therefore, the integrals over p in the five diagrams converge as long as σ is nonzero.
Only the integral in Diagram 2 is potentially dangerous, but we can show that it is
convergent as well. What we need to show is the following:
lim
ǫ→0
∫ ǫ
0
dσ
∫
d3p
e−ik×pσ
p2(k − p)2
{
(k × p)(kµlν − kνlµ)− l2(kµpν − kνpµ)
}
= 0. (3.18)
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For the first term, only the surface terms of the integral over σ contribute:
i(kµlν − kνlµ)
∫
d3p
e−ik×pǫ − 1
p2(k − p)2 . (3.19)
Now the term coming from σ = 0 is also finite by power counting so that we can safely
take the limit ǫ→ 0. The calculation of the second term reduces to∫
d3p
pµ e
−ik1θ12p2σ
(k
2
− p)2(k
2
+ p)2
, (3.20)
where we have changed variables as p′ = k/2 − p and chosen a coordinate system
such that k2 = 0 as usual. When pµ = p2, the calculation reduces to the case of the
first term in (3.18). When pµ = p0 or pµ = p1, the integral vanishes for a nonzero σ
because the integrand after the integral over p2 is odd in (p0, p1) → (−p0,−p1). Thus
we have shown (3.18) and confirmed that each of the contributions coming from the
five diagrams is finite.
The contributions from Diagram 1 and Diagram 2 almost cancel. The sum of the
two can be written as follows:
(ig)3δ(3)(k + k′)
[∫ ǫ
0
dσ
∫
d3p
e−ik×pσ
p2(k − p)2
{
(k × p)(kµlν − kνlµ)− l2(kµpν − kνpµ)
}
−
∫ 1−ǫ
1−2ǫ
dσ
∫
d3p
e−ik×pσ
p2(k − p)2
{
(k × p)(kµlν − kνlµ)− l2(kµpν − kνpµ)
}]
. (3.21)
As we have seen, the first term vanishes in the limit ǫ → 0. The second term is less
dangerous and also vanishes in the limit. We thus conclude that the contributions from
Diagram 1 and Diagram 2 cancel.
Now consider the remaining three diagrams. The contributions from Diagram 3 and
Diagram 4 contain integrals over σ. The two integrals almost cancel and the difference
vanishes in the limit ǫ → 0 as before. The remaining terms which do not contain an
integral over σ share a similar structure. The term in Diagram 4 is different in that
it contains eik×p(1−2ǫ). However, we can replace it by eik×p(1−ǫ) since the difference
vanishes in the limit ǫ→ 0:
lim
ǫ→0
∫
d3p
{
eik×p(1−2ǫ) − eik×p(1−ǫ)
} kµlν − kνlµ
k2p2
= 0. (3.22)
Now the sum of the terms from the three diagrams can be written as follows:
−i(ig)3δ(3)(k + k′)
∫
d3p
eik×p(1−ǫ) − eik×pǫ
k2p2(k + p)2
(k2 + 2k · p)(kµlν − kνlµ)
= −i(ig)3δ(3)(k + k′)
∫
d3p
eik×p(1−ǫ) − eik×pǫ
k2
[
1
p2
− 1
(k + p)2
]
(kµlν − kνlµ) = 0,
(3.23)
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Figure 7: O(g3) contributions to 〈W (k)Oµν(k′)〉 containing propagator corrections.
where we have changed variables as p′ = p+ k for the term involving 1/(k+ p)2 in the
last line. To summarize, we have seen that in the limit ǫ → 0 the contributions from
Diagram 1 and Diagram 2 cancel, and those from Diagram 3, 4, and 5 cancel among
themselves.
The second category of diagrams at O(g3), displayed in Figure 7, contain the one-
loop correction to the propagator. As we have discussed in the previous subsection, the
nonplanar contributions from these diagrams are finite and cancel between the gauge-
field and ghost diagrams, and the planar contributions only renormalize the overall
coefficient of the tree-level result:
− 1
gθ12
〈W (k)O0i(k′)〉 =
[
1 +O(g2)
]
(2π)3kiδ
(3)(k+k′)+O(g4) for i = 1, 2. (3.24)
Does this violate the equivalence between noncommutative and commutative Chern-
Simons theories?
The disagreement is coming from different wave-function renormalizations between
the commutative and noncommutative theories. The commutative U(1) Chern-Simons
theory is free and its propagator 〈aµ(p)aν(q)〉 does not receive any wave-function renor-
malization. On the other hand, the tree-level propagator 〈Aµ(p)Aν(q)〉 in the noncom-
mutative theory can be renormalized by quantum effects depending on a regularization
scheme, and this is precisely the origin of the one-loop correction to 〈W (k)Oµν(k′)〉.
However, since the correction changes neither the tensor structure nor the momentum
dependence and only modifies the overall coefficient, its effect can be absorbed in renor-
malizations of the composite operators W (k) and Oµν(k). Therefore, the equivalence
between the commutative and noncommutative theories still holds if we modify the
Seiberg-Witten map at the classical level (2.1) to
f12(k) = − Z
gθ12
[
W (k)− (2π)3δ(3)(k)
]
,
f0i(k) = ZO0i(k) for i = 1, 2, (3.25)
such that the renormalization factor Z compensates for the correction to the two-point
function 〈W (k)Oµν(k′)〉. Note that the two renormalization factors in (3.25) must be
the same in order for the Bianchi identity to hold.
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Figure 8: O(g4) contributions to 〈W (k1)W (k2)W (k3)〉.
It is not too surprising that we found a scheme-dependent quantum correction to
the Seiberg-Witten map because the Seiberg-Witten map is a special kind of field re-
definition between the commutative variable aµ and the noncommutative variable Aµ,
and these fields in general suffer from scheme-dependent wave-function renormaliza-
tions. Our expression for the Seiberg-Witten map was designed to satisfy the initial
condition (2.9) classically, but a quantum correction is necessary if the wave-function
renormalization is singular in the limit θ → 0 as it is in the case of noncommutative
Chern-Simons theory.
3.4 〈W (k1)W (k2)W (k3)〉
Let us calculate the three-point function of pure open Wilson lines. This should vanish
except for the trivial lowest-order term in order for the correspondence between the
commutative and noncommutative sides to hold.
The first nontrivial contribution starts at O(g4). Let us expand 〈W (k1)W (k2)W (k3)〉
up to O(g4):
〈W (k1)W (k2)W (k3)〉
= (2π)9δ(3)(k1)δ
(3)(k2)δ
(3)(k3)
+ (ig)3 〈l1 · A(k1) l2 ·A(k2) l3 · A(k3)〉
+
(ig)4
2
∫ 1−ǫ
ǫ
dσ
∫ d3p
(2π)3
×
[
e−ik3×pσ+
i
2
k3×p 〈l1 · A(k1) l2 · A(k2) l3 · A(p) l3 · A(k3 − p)〉
+((k1, k2, k3)→ (k2, k3, k1)) + ((k1, k2, k3)→ (k3, k1, k2))
]
+O(g5), (3.26)
where lµi ≡ (kiθ)µ = (ki)νθνµ for i = 1, 2, 3. The term at O(g3) contracted with
the vertex (A.4) and the terms at O(g4) contracted with two propagators of (A.3)
contribute at O(g4). These correspond to the diagrams in Figure 8.
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Let us begin with the latter. There are two nonvanishing contractions for each of
the three terms at O(g4). The two contractions are combined to give the following
expression:
(ig)4
2
∫ 1−ǫ
ǫ
dσ
∫
d3p
(2π)3
e−ik3×pσ+
i
2
k3×p
×〈l1 · A(k1) l2 · A(k2) l3 · A(p) l3 · A(k3 − p)〉
= (ig)4(2π)3δ(3)(k1 + k2 + k3)
∫ 1−ǫ
ǫ
dσ cos
[
k1 × k2
(
σ − 1
2
)]
×lµ11 lµ22 lν13 lν23 ǫµ1ρ1ν1ǫµ2ρ2ν2
kρ11
k21
kρ22
k22
. (3.27)
Since the vectors lµi have vanishing 0-components, the indices µ1, ν1, µ2, and ν2 cannot
be zero. Therefore, the indices ρ1 and ρ2 must be zero in order for the expression to
be nonvanishing. If we decompose the vectors ki as
ki = (ωi, ~ki) (3.28)
for i = 1, 2, 3 where ωi = (ki)
0 and (~ki)
µ = (ki)
µ for µ = 1, 2, we have
lµ11 l
µ2
2 l
ν1
3 l
ν2
3 ǫµ1ρ1ν1ǫµ2ρ2ν2
kρ11
k21
kρ22
k22
=
(θ12)2ω1ω2(k1 × k3)(k2 × k3)
k21k
2
2
= −(θ
12)2ω1ω2(k1 × k2)2
k21k
2
2
, (3.29)
where we have used
lµi ǫµ0ν l
ν
j = −θ12(ki × kj), (3.30)
and k1 × k2 = k2 × k3 = k3 × k1 by momentum conservation. The integral over σ is
straightforward and we do not have any singularity when we take ǫ→ 0. The result is
thus given by
− 2(ig)4(2π)3δ(3)(k1 + k2 + k3) sin
(
k1 × k2
2
)
(θ12)2k23ω1ω2(k1 × k2)
k21k
2
2k
2
3
. (3.31)
We also need to add the two terms coming from the permutations (k1, k2, k3) →
(k2, k3, k1) and (k1, k2, k3) → (k3, k1, k2). Since k21k22k23 is invariant under the permu-
tations and k1 × k2 = k2 × k3 = k3 × k1, the only nontrivial part is k23ω1ω2. We can
eliminate ω3 and ~k3 using momentum conservation to find
k23ω1ω2 + k
2
1ω2ω3 + k
2
2ω3ω1
= 2ω1ω2~k1 · ~k2 − ω22~k21 − ω21~k22 =
2ω1ω2l1 · l2 − ω22l21 − ω21l22
(θ12)2
, (3.32)
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where we have used
~ki · ~kj = 1
(θ12)2
li · lj . (3.33)
Therefore, the contribution to 〈W (k1)W (k2)W (k3)〉 at O(g4) coming from the sum of
the diagrams without cubic vertices is given by
2(ig)4(2π)3δ(3)(k1 + k2 + k3) sin
(
k1 × k2
2
)
(−2ω1ω2l1 · l2 + ω22l21 + ω21l22)(k1 × k2)
k21k
2
2k
2
3
.
(3.34)
Let us next calculate the contribution from the diagram with a cubic vertex. It can
be evaluated using (A.4) and (A.6) as follows:
(ig)3 〈l1 · A(k1) l2 · A(k2) l3 ·A(k3)〉
= −2(ig)4(2π)3δ(3)(k1 + k2 + k3) sin
(
k1 × k2
2
)
×−2(k1 × k2)
3 + (k1 × k2){k21l22 + k22l21 − 2(k1 · k2)(l1 · l2)}
k21k
2
2k
2
3
. (3.35)
Apparently, this does not seem to cancel the contribution (3.34). For example, the
expression (3.34) vanishes when ω1 = ω2 = 0, but it is not obvious that this also holds
in (3.35). Let us take a closer look at the factor k21l
2
2 + k
2
2l
2
1 − 2(k1 · k2)(l1 · l2). It can
be decomposed in the following way:
k21l
2
2 + k
2
2l
2
1 − 2(k1 · k2)(l1 · l2) = (ω21 + ~k21)l22 + (ω22 + ~k22)l21 − 2(ω1ω2 + ~k1 · ~k2)l1 · l2
= ω21l
2
2 + ω
2
2l
2
1 − 2ω1ω2l1 · l2 + 2(θ12)2{~k21~k22 − (~k1 · ~k2)2}
= ω21l
2
2 + ω
2
2l
2
1 − 2ω1ω2l1 · l2 + 2(k1 × k2)2, (3.36)
where we have used (3.33) and
(ki × kj)2 = (~ki × ~kj)2 = (θ12)2{~k2i~k2j − (~ki · ~kj)2}. (3.37)
Therefore, we have
(ig)3 〈l1 ·A(k1) l2 ·A(k2) l3 · A(k3)〉
= −2(ig)4(2π)3δ(3)(k1 + k2 + k3) sin
(
k1 × k2
2
)
×(k1 × k2)(ω
2
1l
2
2 + ω
2
2l
2
1 − 2ω1ω2l1 · l2)
k21k
2
2k
2
3
. (3.38)
This precisely cancels (3.34) so that the sum of all the contributions to the three-point
function 〈W (k1)W (k2)W (k3)〉 at O(g4) vanishes. Thus
〈W (k1)W (k2)W (k3)〉 = (2π)9δ(3)(k1)δ(3)(k2)δ(3)(k3) +O(g5). (3.39)
This is again consistent with the equivalence between noncommutative and commuta-
tive Chern-Simons theories.
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4 Conclusions and discussion
We have calculated the two-point functions 〈W (k)W (k′)〉 and 〈W (k)Oµν(k′)〉, and
the three-point function 〈W (k1)W (k2)W (k3)〉 in noncommutative Chern-Simons the-
ory, and compared them with their commutative counterparts. We found the equiva-
lence between commutative and noncommutative Chern-Simons theories with respect
to these observables persists at the first nontrivial order in perturbation theory.
The agreement in the two-point functions may seem more or less trivial since the
topological nature of the theory strongly constrains the possible form of the correlation
functions. In practice, however, we need to choose a gauge, which inevitably introduces
metric dependence, and introduce a regulator to make the computation well-defined.
We have acquired insight into interesting quantum aspects of the Seiberg-Witten map
from the computation. First, the relation between the regularizations of the integral
over σ and the commutator, which is closely connected with the Bianchi identity as we
discussed in Subsection 2.2, did play an important role in the cancellations we found
in the calculation of 〈W (k)Oµν(k′)〉 in Subsection 3.3. Another interesting aspect we
have encountered in the calculation is the quantum correction to the Seiberg-Witten
map (3.25). These seem to provide us with some insight into how we should define the
composite operators W (k) and Oµν(k) at the quantum level.
The agreement in the three-point function is more nontrivial. Although there is no
dependence on the metric, W (k) depends on θµν as well as its momentum so that the
three-point function could be a nontrivial function of k1×k2. The nontrivial dependence
on k1×k2 is not excluded by the topological nature of the theory, while the equivalence
to the commutative theory requires it to vanish. We did find that it vanishes at the
first nontrivial order in g.9
It would be an interesting question as to whether or not the equivalence between
the commutative and noncommutative Chern-Simons theories persists to higher orders
in g [32], or even nonperturbatively.10 It has been noted in [33, 34, 35] that the level
9It was argued in [30, 31] that noncommutative Chern-Simons theory is a free theory from an
analysis in the axial gauge. We would like to comment on the relation between this work and ours.
First of all, correlation functions of composite operators, such as W (k) or Oµν(k) in our case, are in
general nontrivial even in a free theory. For example, a vacuum expectation value of a Wilson loop is
nontrivial in the free Abelian F 2 gauge theory. Therefore, our results are not immediate consequences
of the observations in [30, 31]. Technically, however, our calculations could have been much simplified
in the axial gauge. Although it was argued in [30, 31] that the axial gauge can be safely taken in
noncommutative Chern-Simons theory, calculations involving open Wilson lines can be subtle because
it is essential that we are able to perform integration by parts in proving various properties of open
Wilson lines, such as the Bianchi identity, while the propagator does not decay at infinity in the axial
gauge. For example, W (k) with k2 = 0 becomes trivial in the gauge A2 = 0, but it is inconsistent
with our result in the covariant gauge where 〈W (k)O0i(k′)〉 is nonvanishing.
10Rigorously speaking, pure noncommutative Chern-Simons theory without any additional degrees
of freedom has not been realized in string theory. The realizations given in [18, 19] contain additional
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of noncommutative Chern-Simons theory is quantized even for the U(1) gauge group,
while that for the commutative theory is not because of the difference in the gauge
group topologies of the two cases [36]. This raises a question on the equivalence of the
two theories at the nonperturbative level.11 Clearly our perturbative computation does
not address this issue, leaving this as an interesting future problem. If the equivalence
holds nonperturbatively under the Seiberg-Witten map (2.1) up to possible quantum
corrections to the map itself, correlation functions ofW (k) and Oµν(k) are rather trivial
in the sense that they are exactly given by their commutative counterparts. It would
be an interesting future problem to construct more nontrivial observables, if any, in
noncommutative Chern-Simons theory in this case.
Finally, let us discuss the generalization of our results to the U(N) case. The map
(2.1) between gauge-invariant observables on the commutative and noncommutative
sides can be easily generalized to the U(N) case by studying the coupling of multiple
D-branes to the Ramond-Ramond potentials with a constant B field. The map in the
case of U(N) is simply given by taking the trace of (2.1):
tr f12(k) = − 1
gθ12
tr
[
W (k)− (2π)3δ(3)(k)1
]
,
tr f0i(k) = tr O0i(k) for i = 1, 2, (4.1)
where 1 is the identity matrix. A Feynman diagram of correlation functions involving
tr W (k) and tr Oµν(k) can be evaluated by multiplying the contribution from the same
diagram in the U(1) case by an appropriate power of N .
All five diagrams of 〈W (k)Oµν(k′)〉 at O(g3) not containing an internal loop scale
as N2 so that the cancellations we found remain intact. The two diagrams displayed
in Figure 8 for 〈W (k1)W (k2)W (k3)〉 at O(g4) scale as N . Therefore, the three-point
function of tr W (k) also vanishes at O(g4) in the U(N) case. As for the one-loop cor-
rections to the propagator, the cancellation of the nonplanar pieces persists and only
the planar pieces produce a nonvanishing contribution just as in the case of U(1). We
should note that one-loop corrections to the propagator also exist on the commutative
side in the case of U(N) [27, 28, 29]. If we use the same regularization on the com-
mutative and noncommutative sides, we have the same one-loop corrections on both
sides so that one-loop corrections to the map (4.1) are absent in the U(N) case. We
thus conclude that the equivalence between U(N) noncommutative and commutative
Chern-Simons theories also holds at the first nontrivial order in g under the map (4.1)
between gauge-invariant observables.
degrees of freedom which are important for quasi-particle or quasi-hole excitations of quantum Hall
fluid, or to realize quantum Hall fluid with a boundary. Therefore, the equivalence between the
commutative and noncommutative theories is not guaranteed by its embedding in string theory.
11We would like to thank D. Bak, M. M. Sheikh-Jabbari, and A. P. Polychronakos for drawing our
attention to this point.
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Appendix A. Conventions and Feynman rules
The action of noncommutative Chern-Simons theory in terms of a canonically normal-
ized gauge field is given by
SNCCS =
1
2
∫
d3x ǫµρν
[
Aµ ∗ ∂ρAν − 2ig
3
Aµ ∗ Aρ ∗ Aν
]
. (A.1)
Our Fourier transform convention is
Aµ(x) =
∫ d3p
(2π)3
e−ikxAµ(k). (A.2)
We use the standard covariant gauge-fixing term proportional to (∂ ·A)2 and then take
the Landau gauge. The propagator is given by
〈Aµ(p)Aν(q)〉 = (2π)3δ(3)(p+ q)ǫµρν p
ρ
p2
. (A.3)
The three-point function of noncommutative gauge fields contracted with a cubic vertex
is given by
〈Aµ1(q1)Aµ2(q2)Aµ3(q3)〉
= −2ig(2π)3δ(3)(q1 + q2 + q3)ǫν1ν2ν3
× sin
(
q1 × q2
2
)
ǫµ1ρ1ν1q
ρ1
1
q21
ǫµ2ρ2ν2q
ρ2
2
q22
ǫµ3ρ3ν3q
ρ3
3
q23
. (A.4)
The following identities are useful:
ǫµ1ρ1ν1ǫµ2ρ2ν2 = δµ1µ2δρ1ρ2δν1ν2 + δµ1ρ2δρ1ν2δν1µ2 + δµ1ν2δρ1µ2δν1ρ2
−δµ1µ2δρ1ν2δν1ρ2 − δµ1ν2δρ1ρ2δν1µ2 − δµ1ρ2δρ1µ2δν1ν2. (A.5)
ǫµ1ρ1ν1ǫµ2ρ2ν2ǫµ3ρ3ν3ǫ
ν1ν2ν3
= δµ1ρ2δρ1ρ3δµ3µ2 + δµ1ρ3δρ1µ2δµ3ρ2 + δµ1µ3δρ1ρ2δρ3µ2 + δµ1µ2δρ1µ3δρ3ρ2
−δµ1µ2δρ1ρ3δµ3ρ2 − δµ1ρ3δρ1ρ2δµ3µ2 − δµ1ρ2δρ1µ3δρ3µ2 − δµ1µ3δρ1µ2δρ3ρ2 . (A.6)
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Appendix B. 〈W (k)Oµν(k′)〉
We present some details of the computations of 〈W (k)Oµν(k′)〉 given as (3.10) through
(3.14) in Subsection 3.3.
Diagram 1
The contribution to 〈W (k)Oµν(k′)〉 from this diagram is given by
〈W (k)Oµν(k′)〉Diagram 1
=
(ig)2
2
∫ 1−ǫ
ǫ
dσ
∫
d3p
(2π)3
e−ik×pσ+
i
2
k×p
×
〈
lµ1Aµ1(p)l
µ2Aµ2(k − p)(−ik′µ)Aν(k′)
〉
− (µ↔ ν). (B.1)
This can be easily evaluated using (A.4) and (A.6) as follows:
〈W (k)Oµν(k′)〉Diagram 1
= −(ig)
3
2
(2π)3δ(3)(k + k′)
∫ 1−ǫ
ǫ
dσ
∫ d3p
(2π)3
e−ik×pσ − eik×p(1−σ)
p2(k − p)2
×
{
(k × p)(kµlν − kνlµ)− l2(kµpν − kνpµ)
}
, (B.2)
using l·p = k×p. The part involving eik×p(1−σ) can be transformed to the part involving
eik×pσ by the change of variables σ′ = 1− σ and p′ = k − p. Therefore, we have
〈W (k)Oµν(k′)〉Diagram 1
= −(ig)3(2π)3δ(3)(k + k′)
∫ 1−ǫ
ǫ
dσ
∫
d3p
(2π)3
e−ik×pσ
p2(k − p)2
×
{
(k × p)(kµlν − kνlµ)− l2(kµpν − kνpµ)
}
. (B.3)
Diagram 2
The contribution to 〈W (k)Oµν(k′)〉 from this diagram is given by
〈W (k)Oµν(k′)〉Diagram 2
=
(ig)2
2
∫ 1−ǫ
ǫ
dσ
∫ d3p
(2π)3
e−ik×pσ+
i
2
k×p (−ig)
∫ d3q
(2π)3
e−ik
′×qσ+ i
2
k′×q
×〈lµ1Aµ1(p)lµ2Aµ2(k − p)Aµ(q)Aν(k′ − q)〉 − (µ↔ ν). (B.4)
There are two nonvanishing ways to contract the four gauge fields. Using the propa-
gator (A.3), it is evaluated as
〈W (k)Oµν(k′)〉Diagram 2
= −(ig)
3
2
(2π)3δ(3)(k + k′)
∫ 1−ǫ
ǫ
dσ
∫
d3p
(2π)3
{
eik×p(1−σ−ǫ) − e−ik×p(σ−ǫ)
}
× lµ1ǫµ1ρ1µlµ2ǫµ2ρ2ν
pρ1(k − p)ρ2
p2(k − p)2 − (µ↔ ν). (B.5)
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Using the identity (A.5), this can be further evaluated as
〈W (k)Oµν(k′)〉Diagram 2
= −(ig)
3
2
(2π)3δ(3)(k + k′)
∫ 1−ǫ
ǫ
dσ
∫
d3p
(2π)3
eik×p(1−σ−ǫ) − e−ik×p(σ−ǫ)
p2(k − p)2
×
{
(k × p)(kµlν − kνlµ)− l2(kµpν − kνpµ)
}
= (ig)3(2π)3δ(3)(k + k′)
∫ 1−ǫ
ǫ
dσ
∫ d3p
(2π)3
e−ik×p(σ−ǫ)
p2(k − p)2
×
{
(k × p)(kµlν − kνlµ)− l2(kµpν − kνpµ)
}
= (ig)3(2π)3δ(3)(k + k′)
∫ 1−2ǫ
0
dσ
∫
d3p
(2π)3
e−ik×pσ
p2(k − p)2
×
{
(k × p)(kµlν − kνlµ)− l2(kµpν − kνpµ)
}
, (B.6)
where we have used the same change of variables as before.
Diagram 3
The contribution to 〈W (k)Oµν(k′)〉 from this diagram is given by
〈W (k)Oµν(k′)〉Diagram 3
= (ig)2
∫ 1−ǫ
ǫ
dσ
∫
d3p
(2π)3
e−ik
′×pσ+ i
2
k′×p
×〈lµ1Aµ1(k)l′µ2Aµ2(p)(−i)(k′ − p)µAν(k′ − p)〉 − (µ↔ ν), (B.7)
where l′µ = (k′θ)µ = k′νθ
νµ. As in the case of Diagram 1, this can be evaluated using
(A.4) and (A.6) as follows:
〈W (k)Oµν(k′)〉Diagram 3
= (ig)3(2π)3δ(3)(k + k′)
∫ 1−ǫ
ǫ
dσ
∫
d3p
(2π)3
{
eik×pσ − e−ik×p(1−σ)
}
×
[
(k × p){(−k2 − k · p)(k + p)µlν + (k × p)pµkν}
k2p2(k + p)2
+
l2kµpν
k2p2
]
− (µ↔ ν)
= (ig)3(2π)3δ(3)(k + k′)
∫ 1−ǫ
ǫ
dσ
∫
d3p
(2π)3
eik×pσ
×
[
k × p
k2p2(k + p)2
{
−(k2 + k · p)(kµlν − kνlµ)− (k2 + 2k · p)(pµlν − pνlµ)
+ 2(k × p)(pµkν − pνkµ)
}
+
2l2(kµpν − kνpµ)
k2p2
]
, (B.8)
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where we have used the appropriate change of variables: either σ′ = 1−σ, p′ = −k−p
or σ′ = 1− σ, p′ = −p. Since
(k × p) eik×pσ = −i ∂
∂σ
(eik×pσ), (B.9)
only surface terms of the σ integral contribute for the terms proportional to k× p. We
separate the bulk terms and the surface terms as follows:
〈W (k)Oµν(k′)〉Diagram 3
= 2(ig)3(2π)3δ(3)(k + k′)
∫ 1−ǫ
ǫ
dσ
∫
d3p
(2π)3
eik×pσ
l2(kµpν − kνpµ)
k2p2
−i(ig)3(2π)3δ(3)(k + k′)
∫
d3p
(2π)3
eik×p(1−ǫ) − eik×pǫ
k2p2(k + p)2
×
[
−(k2 + k · p)(kµlν − kνlµ)− (k2 + 2k · p)(pµlν − pνlµ)
+ 2(k × p)(pµkν − pνkµ)
]
. (B.10)
Diagram 4
In order to evaluate this diagram, the following piece of Oµν(k) at order g
2 is necessary:
− (ig)2
∫
d3x
∫ 1−ǫ
2ǫ
dσ
[
l · A(x+ lσ) ∗ Aµ(x+ lǫ) ∗ Aν(x) ∗ eikx
]
− (µ↔ ν). (B.11)
In momentum space, it is given by
−(ig)2
∫ 1−ǫ
2ǫ
dσ
∫
d3p1
(2π)3
d3p2
(2π)3
d3p3
(2π)3
(2π)3δ(3)(k − p1 − p2 − p3)
× e− i2 (p1×p2+p1×p3+p2×p3)−ik×p1σ−ik×p2ǫ l · A(p1)Aµ(p2)Aν(p3)− (µ↔ ν).
(B.12)
We contract the gauge field coming from the open Wilson line with one of the gauge
fields in the commutator to give
−(ig)2
∫ 1−ǫ
2ǫ
dσ
∫
d3p
(2π)3
{
e−ik×p(σ−ǫ) − eik×p(1−σ)
} lλpρ
p2
{ǫλρµAν(k)− ǫλρνAµ(k)}
= −2(ig)2
∫ 1−ǫ
2ǫ
dσ
∫ d3p
(2π)3
e−ik×p(σ−ǫ)
lλpρ
p2
{ǫλρµAν(k)− ǫλρνAµ(k)} . (B.13)
The contribution to 〈W (k)Oµν(k′)〉 from this diagram is given by contracting the re-
maining gauge field in the commutator with the gauge field from the other open Wilson
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line:
〈W (k)Oµν(k′)〉Diagram 4
= −2(ig)3
∫ 1−ǫ
2ǫ
dσ
∫ d3p
(2π)3
e−ik
′×p(σ−ǫ) l
′λpρ
p2
×{lµ1ǫλρµ 〈Aµ1(k)Aν(k′)〉 − lµ1ǫλρν 〈Aµ1(k)Aµ(k′)〉} , (B.14)
where l′µ = (k′θ)µ = k′νθ
νµ as before. This can be evaluated using (A.3) and (A.5):
〈W (k)Oµν(k′)〉Diagram 4
= 2(ig)3(2π)3δ(3)(k + k′)
∫ 1−ǫ
2ǫ
dσ
∫
d3p
(2π)3
eik×p(σ−ǫ)
k2p2
×
{
(k × p)(kµlν − kνlµ)− l2(kµpν − kνpµ)
}
= −2(ig)3(2π)3δ(3)(k + k′)
∫ 1−2ǫ
ǫ
dσ
∫ d3p
(2π)3
eik×pσ
l2(kµpν − kνpµ)
k2p2
−2i(ig)3(2π)3δ(3)(k + k′)
∫
d3p
(2π)3
{
eik×p(1−2ǫ) − eik×pǫ
} kµlν − kνlµ
k2p2
,(B.15)
where we have separated the bulk contribution and the surface contribution as before.
Diagram 5
The contribution to 〈W (k)Oµν(k′)〉 from this diagram is given by
〈W (k)Oµν(k′)〉Diagram 5
= −(ig)2
∫
d3p
(2π)3
e−ik
′×pǫ+ i
2
k′×p 〈lµ1Aµ1(k)Aµ(p)Aν(k′ − p)〉 − (µ↔ ν).
(B.16)
Using (A.4) and (A.6), this can be evaluated as follows:
〈W (k)Oµν(k′)〉Diagram 5
= −i(ig)3(2π)3δ(3)(k + k′)
∫ d3p
(2π)3
eik×pǫ − e−ik×p(1−ǫ)
k2p2(k + p)2
×
[
−2(k × p)(kµpν − kνpµ)− (2p2 + k · p)(lµkν − lνkµ)
+ (k2 + 2k · p)(lµpν − lνpµ)
]
. (B.17)
It may not be manifest, but the integrand excluding eik×pǫ − e−ik×p(1−ǫ) is invariant
under the change of variables p′ = −k − p. This is manifest in the denominator. For
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the numerator, we can verify the following identity:
−2(k × p)(kµpν − kνpµ)− (2p2 + k · p)(lµkν − lνkµ) + (k2 + 2k · p)(lµpν − lνpµ)
= −2(k × p′)(kµp′ν − kνp′µ)− (2p′2 + k · p′)(lµkν − lνkµ)
+ (k2 + 2k · p′)(lµp′ν − lνp′µ). (B.18)
Therefore, we have
〈W (k)Oµν(k′)〉Diagram 5
= i(ig)3(2π)3δ(3)(k + k′)
∫
d3p
(2π)3
eik×p(1−ǫ) − eik×pǫ
k2p2(k + p)2
×
[
−2(k × p)(kµpν − kνpµ)− (2p2 + k · p)(lµkν − lνkµ)
+ (k2 + 2k · p)(lµpν − lνpµ)
]
. (B.19)
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