We study the problem of identifying viewers of arbitrary images based on their eye gaze. Psychological research has derived generative stochastic models of eye movements. In order to exploit this background knowledge within a discriminatively trained classification model, we derive Fisher kernels from different generative models of eye gaze. Experimentally, we find that the performance of the classifier strongly depends on the underlying generative model. Using an SVM with Fisher kernel improves the classification performance over the underlying generative model. This paper is organized as follows. Section 2 defines the problem setting of viewer identification. Section 3 introduces two generative models of scanpaths, an adaptation of a reader identification model [24] and the SceneWalk model [13] . In Section 4, we develop the Fisher kernel function from these models. In Section 5, we evaluate our model and several baseline models. Section 6 concludes.
Introduction
Human eye movements are driven by a highly-complex interplay between voluntary and involuntary processes related to oculomotor control, high-level vision, cognition, and attention. While exploring a scene, the eyes move their focus three to four times per second on average by performing very fast movements, termed saccades [15] . This type of active perception is functional, since high visual acuity is only obtained within the fovea, a very small area on the retina. Visual uptake is limited to phases of relative gaze stability between the saccades, denoted as fixations [15] . The sequence of saccades and fixations that constitute the eye's response to a scene is referred to as scanpath. It has long been known that the way we move our eyes in response to a given stimulus is highly individual [27] and more recent psychological research has shown that these individual characteristics are reliable over time [4] . Hence, it has been proposed to use eye movements as a behavioral biometric characteristic [21, 5] .
Psychologists have developed generative stochastic models in order to explain various aspects of scanpaths. The SceneWalk model [13] generates saccade amplitudes and directions of a viewer watching an image. A probabilistic model of reading [24] generates fixation durations, saccade amplitudes and durations, and the types of saccades (regressions to a previous word, refixations of the current word, skips ahead) that can occur during reading. Generative models constitute background knowledge about eye gaze, but they are optimized to maximize the likelihood of the observed scanpaths, rather than the accuracy of a discriminative task such as viewer identification. Fisher kernels allow the use of generative stochastic models as background knowledge to derive a feature representation from sequential data. For reading, an SVM with a Fisher kernel derived from a generative model of eye movements has been observed to performs substantially better at reader identification than the generative stochastic model itself [26] . This finding motivates our study on general scene viewing: starting from the SceneWalk model [13] and from a generative model for reading [24] which we adapt to general scene viewing and which we extend by incorporating additional features, we derive Fisher kernels that encode scanpaths in terms of their gradient for the generative stochastic models.
Markov Model for Scene Viewing
In this section, we will review and adapt a model for reader identification [24] to reflect how viewers generate fixations while exploring a picture. The model assumes that the joint distribution over all fixation positions and durations is created by a Markov process: p(q 1 , . . . , q T , d 1 , . . . , d T |X, θ) = p(q 1 , d 1 |X, θ)
for this reason, we will refer to the model as Markov model in the following. To model the conditional distribution p(q t , d t |q t−1 , X, θ) of the next fixation position q t and duration d t given the current fixation position q t , the original model distinguishes between the saccade types of regression to a previous word, refixation of the current word before or after the current position, fixation of the next word or skipping one or more words. Our adaptation of the model distinguishes four saccade types u: the scanpath can maintain the direction of the previous saccade up to ±45 • (u = 1), change saccade direction to the right (u = 2), or to the left (u = 3) by more than 45 • , or reverse direction by turning between 135 • and 225 • (u = 4). At time t, the model first draws a saccade type u t ∼ p(u|π) = Mult(u|π) from a multinomial distribution. Both the original and adapted models then draw a saccade amplitude a t ∼ p(a|u t ), measured as the change of degrees of visual angle, from type-specific gamma distributions p(a|u t = u, α a , β a ) = G(a|α a u , β a u ) for u ∈ {1, ..., 4}, where α a = {α a u |u ∈ {1, ..., 4}}, β a = {β a u |u ∈ {1, ..., 4}} and G(·|α a , β a ) is the gamma distribution parameterized by shape α a and scale β a . Analogously, the model draws a fixation duration
Parameter Estimation
Given a set of k scanpaths on imagesD = {(S i , X i )}, all parameters are aggregated into a vector θ and estimated by optimizing a maximum likelihood criterion θ * = argmax θ k i=1 ln p(S i |X i , θ). GivenD, all fixation positions q t and saccade types u t are known and the likelihood factorizes into separate likelihood terms depending on saccade type, amplitude, and duration parameters:
(2)
Markov Model with Saccade Dynamics
Prior work on biometric identification using eye gaze has shown that saccade velocities, acceleration [16] , and the relationship between peak velocity and amplitude of a saccade-referred to as vigor-convey information about viewer identity [29] . We therefore further extend the Markov model to include features that describe the saccade dynamics; we will study whether modeling these attributes of scanpaths contributes to identification accuracy. A survey of the data set used for evaluation in Section 5 shows that mean saccade velocities and accelerations follow Gamma distributions. Therefore, we extend the model to draw saccade mean velocities v as in Equation 3 and mean accelerations as in Equation 4 from type-specific gamma distributions:
We define the peak acceleration-to-deceleration ratio of the horizontal saccade vector component r x t of saccade t as the ratio of the horizontal peak acceleration divided by the horizontal peak deceleration; the vertical peak acceleration-to-deceleration ratio r y t is defined in analogy; both ratios are governed by Gamma distributions:
The relationship between the peak velocity v max t , amplitude a t , and vigor g t of a saccade t follows a parametric relationship v max
[3] with a global scalar rate parameter b. Following Rigas et al. [29] , we fit rate parameter b in two steps. First, b and all g t are jointly estimated via least-squares fitting on saccadic training data for each subject separately; then values b are averaged across subjects into a global rate parameter b * . We incorporate the saccadic vigor for the vertical and horizontal components of each saccade and into the generative model via gamma distributions:
g y t ∼ p(g y |u t = u, α g y , β g y ) = G(g y |α g y u , β g y u ) for u ∈ {1, ..., 4}. Figure 1 : Plate notation of the Markov model with saccade dynamics. Figure 1 shows the Markov model with saccade dynamics as a plate diagram.
Parameter Estimation
Apart from the global rate parameter b, all model parameters are fitted for each user separately via maximum likelihood. The likelihood function is detailed in Appendix A.2.
The SceneWalk Model
SceneWalk [13] assumes the joint distribution over all fixation positions and durations of a scanpath to factorize as:
Here, p(q 1 |X, θ) is the likelihood of the first fixation position and can either be given by the experimental design (e.g., by a fixation cross at a certain position that triggers the onset of an image) or the model itself [30] . When position q t = (i t , j t ) is fixated, the model assigns a potential to each image pixel (i, j) to be the next saccade target q t+1 . This potential is obtained from an attentional component A t and from an inhibitory component F t . Both components are based on Gaussian windows G A t and G F t , respectively, centered at the position of q t and with standard deviations σ A and σ F :
Attentional Component
The attentional component refers to the empirical saliency H of the image. The saliency map characterizes the intrinsic potential H(i, j) of image positions (i, j) to attract visual attention. The saliency is timeindependent and can be obtained for each image separately, but globally across all viewers. It is common practice to estimate the saliency by kernel density estimation with a bandwidth determined by Scott's Rule [2, 13] . The attentional component A t is a dynamically evolving matrix that accesses the saliency matrix through a Gaussian window G A qt which simulates the foveal area of high-acuity vision. The attentional 4 component (Equation 11) changes over time at a rate of ω A .
Inhibitory Component
The inhibitory component F t uses its Gaussian window to build up inhibition around the current fixation position and thus provokes an exploration of new regions of the image. It changes over time with a rate ω F as in Equation 12 .
Both, the attentional and the inhibitory component, are calculated recursively, since they need the respective components of the previous fixation q t−1 .
Combined Potential for Target Selection
In the SceneWalk model, parameter c F trades the attentional against the inhibitory component; λ and γ serve as regularization parameters. Equation 13 shows the resulting potential U t for target selection.
Probabilities of image positions
Given a scanpath of fixation positions q 1 , ..., q t and durations d 1 , ..., d t , the model calculates a probability for each possible image position to be the next fixation position q t+1 in the scanpath as a mixture of the normalized potential U qt and the uniform distribution over all image positions (i, j), weighted by a regularization parameter ζ ∈ [0, 1]:
Parameter Estimation
In total, the parameter vector θ of SceneWalk consists of eight parameters [13] fit these parameters using maximum likelihood, we find this estimation technique to be numerically unstable and therefore resort to maximizing a regularized maximum likelihood criterion
Fisher Kernel
Fisher kernels [18] are a common framework that exploits generative probabilistic models as a representation of sequential or other structured instances within discriminative classifiers. The Fisher kernel approach projects structured input-here, scanpaths-into the gradient space of a generative probability model that was previously fitted to the training data via maximum likelihood. This section derives Fisher representations based on the generative models described in Sections 3.1, 3.2, and 3.3 to map scanpaths into feature vectors.
Fisher Kernel Function
The Fisher kernel function calculates the similarity of two scanpaths S i and S j as the inner product in the Riemannian manifold given by the class of probability models.
Definition 1 (Fisher kernel function). Let θ * be the maximum likelihood estimate of a generative model on all training data. Let S i , S j denote scanpaths on pictures
| θ=θ * and where we employ the empirical version of the Fisher information matrix given by
The gradients of the log-likelihood functions of the respective models are derived in Propositions 1, 2, and 3.
Fisher Kernel for Markov Model
Proposition 1 (Gradient of log-likelihood of the Markov Model). Let S = ((q 1 , d 1 ), . . . , (q T , d T )) denote a scanpath obtained on an image X. Let a 1 , ..., a T denote the saccade amplitudes, and u 1 , ..., u T denote the saccade types in S. Define for u ∈ {1, 2, 3, 4} the set {i
. Then the gradient of the logarithmic likelihood of the model defined in Section 3.1 is
A proof of Proposition 1 is given in Appendix A.1.
Fisher Kernel for Markov Model with Saccade Dynamics
Proposition 2 (Gradient of log-likelihood of the Markov Model with Saccade Dynamics). In addition to Proposition 1 for the Markov Model for SceneViewing, let v 1 , ..., v T denote the saccade mean velocities and w 1 , ..., w T denote the saccade mean accelerations. Let r x 1 , ..., r x T denote the horizontal and r y 1 , ..., r y T the vertical peak-acceleration-to-deceleration ratio. Let g x 1 , ..., g x T denote the horizontal and g y 1 , ..., g y T the vertical 6 saccade vigor in S. Then the gradient of the logarithmic likelihood of the model defined in Appendix A.2 is
The likelihood of the newly-introduced features follows Gamma distributions in analogy to the distributions of durations and amplitudes in the Markov model; a proof of Proposition 2 is given in Appendix A.3.
Fisher Kernel for the SceneWalk Model
Given a scanpath S = ((q 1 , d 1 ), . . . , (q T , d T )) obtained on an image X, the gradient of the logarithmic likelihood under the SceneWalk model parameterized with θ = (ζ, c F , ω A , ω F , σ A , σ F , γ, λ) is
ln p(q t |q 1 , ..., q t−1 , d 1 , ..., d t−1 , θ, X).
Empirical Study
This section explores the performance of the derived models and reference models for viewer identification.
Data Collection
We track the eye movements of 32 participants between the ages of 18 and 49 as they view 106 images of natural scenes for 8 seconds per image; the participants' task is to memorize the images. Participants sit at a viewing distance of 60 cm to the monitor, with their heads positioned in a chin rest. The monitor has a diagonal size of 61.4 cm, an aspect ratio of 16 by 10 (1920x1080 px), and a refresh rate of 100-120 Hz. The images are presented at a resolution of 1500×1000 px, and therefore subtend 48 degree by 28 degree of visual angle. We record participants' eye movements using an Eyelink 1000 video-based, desktop-mounted eye tracker with a sampling rate of 1000 Hz monocularly using the participants dominant eye. All participants have normal or corrected-to-normal vision. From the raw samples recorded by the eyetracker, we extract the scanpaths using a velocity-based saccade detection algorithm [12] .
Reference Methods
The natural reference methods for the Fisher SVMs are the underlying generative methods Markov model, Markov model with saccade dynamics, and SceneWalk. As an additional generative reference method, we use the model of [1] which has no Fisher kernel because it is nonparametric. Other prior work on biometric identification using eye movements varies with regard to the type of stimuli, and the features that are extracted from the scanpath. Stimuli used for viewer identification include viewing artificial stimuli [5, 20, 6, 19, 8, 34, 35, 32, 29 ], text documents [5, 17, 29] , movies [22] or images [5, 8] . Most approaches are designed to identify viewers on a specific stimulus, for example by applying graph matching techniques to the scanpaths produced on a specific face image [28] , or even by including a secondary identification task such as entering a PIN or password with the eye gaze [25, 23, 9, 10, 33, 7] . Approaches that can be applied to novel stimuli at test time extract different kinds of fixational and saccadic features, such as fixation durations [31, 14] or saccade amplitudes [14, 28, 19, 29] , velocities [5, 31, 6, 28, 8, 19, 11, 29] and accelerations [28, 8, 11, 29] , and either aggregate these over the whole scanpath [31, 17, 22, 8, 14] , or compute the similarity of scanpaths by applying statistical tests to the distributions of the extracted features [16, 29] . As reference methods, we only consider methods that allow different stimuli for training and testing. As representative aggregational reference method, we choose the model by Holland and Komogortsev (2011) . As statistal reference approaches we use the seminal CEM-B method [16] and the current state-of-the-art model CEM-B with saccade dynamics [29] .
Evaluation Setting
Each subject views a random subset of 106 photographs out of 376 photographs. We split the data into 50% training and 50% test data along photographs per subject, such that no photograph appears in both the training and test data. We average the identification accuracy across 5 random splits and study it as a function of the number of images seen at test time. All hyper-parameters of all methods are tuned by grid search using 3-fold cross validation on the training portion of the data. Figure 2 compares the identification accuracy as a function of the number of images that have been viewed at test time. The SceneWalk model achieves the lowest identification accuracy; we attribute this to the fact that the classification can only be based on the saccade amplitudes and fixation durations since no other aspect of the scanpath is described by SceneWalk. The Fisher SVM for the SceneWalk model improves the classification accuracy dramatically (p < 0.01 for more than one test image). The Markov model has the second-lowest performance; in addition to saccade amplitudes and fixation durations it also models saccade durations and directions. Again 
Results

Identification Accuracy
Execution Time of Identification
We compare the execution time of the classification models for eye-movements from viewing one image and study it as a function of the number of persons in the training data. Figure 3 show execution times on a . single two-core CPU (Intel Core i7-6600U, 2.6GHz). The Fisher SVM (based on any generative model) is a generalized linear multi-class classifier; it has the lowest execution time, and the slope of the execution time over the number of persons (classes) is the lowest. The CEM-B method has a similar gradient but a higher absolute execution time. CEM-B with saccade dynamics extracts a larger set of distributional features and compares these features to the profiles of each user. The Markov model with saccade dynamics has to infer the likelihood of the observation sequence under each user-specific model and is therefore the slowest model by comparison.
Conclusion
We have adapted a generative model for eye gaze during reading [24] to scene viewing. We have integrated features that describe the saccade dynamics into this Markov model with saccade dynamics. Starting from these models and the known generative SceneWalk model for eye gaze during scene viewing, we have derived Fisher kernels for discriminative classification. Whereas generative models are trained to maximize the regularized likelihood of the observed gaze sequences, a Fisher SVM based on these generative models directly maximizes the classifier's ability to identify viewers based on their eye gaze. Experimentally, we find that the Fisher SVM generally improves identification accuracy compared to the underlying generative model. In terms of identification accuracy, the Fisher SVM with saccade dynamics performs comparably to CEM-B with saccade dynamics which extracts a larger set of distributional features from the scanpath; in terms of execution time, the Fisher SVM with any generative model of eye gaze is the fastest method in our comparison. We conclude that while Fisher SVMs improve the identification accuracy compared to the underlying generative model, the selection of features that are described by the generative model are crucial. For the multinomial distribution, and thus for u ∈ {1, 2, 3, 4}, we have that ∂ ln p(S|X,θ) ∂πu = Ku πu . The likelihoods for the saccade amplitudes and for the fixation durations are defined analogously. Therefore, we only derive the gradient of the likelihood for a sequence of amplitudes. As discussed in Section 3.1 (Equation 2), the likelihood of saccade amplitudes (and fixation durations) factorizes over the different saccade types u. Its partial derivative with respect to α a u therefore is In Equation A.8, we exploit that the derivative of the log-gamma function is given by the digamma function ψ-i.e., d dx ln Γ(x) = ψ(x). The claim then follows from straightforward calculation.
A.2. Likelihood of the Markov Model with Saccade Dynamics
We maximize the likelihood
With the saccade dynamics, the likelihood of Equation 2 updates to
Ti t=1 ln p(g In Equation A.8, we exploit that the derivative of the log-gamma function is given by the digamma function ψ-i.e., d dx ln Γ(x) = ψ(x). The claim now follows from straightforward calculation.
A.4. SceneWalk Log-Likelihood Gradient
The likelihood of a scanpath S in the SceneWalk model factorizes as
The Scene Walk model consists of eight parameters: θ = (ζ, c F , λ, γ, ω A , ω F , σ A , σ F ). We use the model definition from Section 3.3 to derive the partial derivatives with respect to each of the model parameters in order to obtain the gradient g of the logarithmic likelihood:
To reduce notational clutter, let π qt+1 = p(q t+1 |q 1 , ..., q t , d 1 , ..., d t , θ, X).
A.4.1. Partial derivative with respect to parameter ζ ∂ ∂ζ
The partial derivative of the combined potential U t (i t+1 , j t+1 ) for parameter c F is
A.4.3. Partial derivative with respect to parameter λ ∂ ∂λ
And the partial derivative of the combined potential U t (i t+1 , j t+1 ) for parameter λ is
A.4.4. Partial derivative with respect to parameter γ ∂ ∂γ
where the partial derivative of the combined potential U t (i t+1 , j t+1 ) for parameter γ is
A.4.5. Partial derivative with respect to parameter ω A
Here, the partial derivative of the combined potential U t (i t+1 , j t+1 ) for parameter ω A is
and the partial derivative of the attentional component A t (i t+1 , j t+1 ) for parameter ω A is
.
(A.21)
A.4.6. Partial derivative with respect to parameter ω F
where the partial derivative of the combined potential U t (i t+1 , j t+1 ) for parameter ω F is
and the partial derivative of the inhibitory component F t (i t+1 , j t+1 ) for parameter ω F is
(A.24)
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A.4.7. Partial derivative with respect to parameter σ A
The partial derivative of the combined potential U t (i t+1 , j t+1 ) for parameter σ A is
and the partial derivative of the attention component A t for σ A is .27) and the partial derivative of the Gaussian attention for σ A is
Where (i t+1 , j t+1 ) are the position of fixation q t+1 and (i t , j t ) of the previous fixation q t .
A.4.8. Partial derivative with respect to parameter σ F
where the partial derivative of the potential for σ F is
and the partial derivative of the inhibition component F t for σ F is
and the partial derivation of the Gaussian inhibition component G F t for σ F is
Where (i t+1 , j t+1 ) is the location of fixation q t+1 and (i t , j t ) the location of the previous fixation q t .
