With a graph G = (V, E) we associate a collection of non-negative real weights ∪ v∈V {λ i,v : 1 ≤ i ≤ m} ∪ ∪ uv∈E {λ ij,uv : 1 ≤ i ≤ j ≤ m}. We consider the probability distribution on {f : V → {1, . . . , m}} in which each f occurs with probability proportional to v∈V λ f (v),v uv∈E λ f (u)f (v),uv . Many wellknown statistical physics models, including the Ising model with an external field and the hard-core model with non-uniform activities, can be framed as such a distribution. We obtain an upper bound, independent of G, for the partition function (the normalizing constant which turns the assignment of weights on {f : V → {1, . . . , m}} into a probability distribution) in the case when G is a regular bipartite graph. This generalizes a bound obtained by Galvin and Tetali who considered the simpler weight collection {λ i : 1 ≤ i ≤ m} ∪ {λ ij : 1 ≤ i ≤ j ≤ m} with each λ ij either 0 or 1 and with each f chosen with probability proportional to v∈V λ f (v) uv∈E λ f (u)f (v) . Our main tools are a generalization to list homomorphisms of a result of Galvin and Tetali on graph homomorphisms and a straightforward second-moment computation.
Introduction and statement of results

Let G = (V (G), E(G)) and H = (V (H), E(H)) be non-empty graphs. Set
Hom(G, H) = {f : V (G) → V (H) : uv ∈ E(G) ⇒ f (u)f (v) ∈ E(H)} (that is, Hom(G, H) is the set of graph homomorphisms from G to H). In [4] , the following result is obtained using entropy considerations (and in particular, Shearer's Lemma). In [4] Theorem 1.1 is extended to a result on weighted graph homomorphisms. To each i ∈ V (H) assign a positive pair of weights (λ i , µ i ). Write (Λ, M) for the set of weights. For a bipartite graph G with bipartition classes E G and O G give each f ∈ Hom(G, H) weight
The constant that turns this assignment of weights on Hom(G, H) into a probability distribution is Z (Λ,M) (G, H) := f ∈Hom(G,H)
The following is proved in [4] .
Theorem 1.2 For any graph H, any set (Λ, M) of positive weights on V (H) and any
d-regular N-vertex bipartite graph G,
Taking all weights to be 1, Theorem 1.2 reduces to Theorem 1.1.
In this note we consider a more general weighted model. Fix m ∈ N and a graph G = (V, E). With each 1 ≤ i ≤ m and v ∈ V associate a non-negative real weight λ i,v and with each 1 ≤ i ≤ j ≤ m and uv ∈ E associate a non-negative real weight λ ij,uv . Set λ ij,uv := λ ji,uv for i > j. Write W for the collection of weights and for each f : V → {1, . . . , m} set
We may put all this in the framework of a well-known mathematical model of physical spin systems. We think of the vertices of G as particles and the edges as bonds between pairs of particles (typically a bond represents spatial proximity), and we think of {1, . . . , m} as the set of possible spins that a particle may take. For each v ∈ V we think of the weights λ ·,v as a measure of the likelihood of seeing the different spins at v; furthermore, for each uv ∈ E we think of the weights λ ·,uv as a measure of the likelihood of seeing the different spin-pairs across the edge uv. The probability of a particular spin configuration is thus proportional to the product over the vertices of G of the weights of the spins times the product over the edges of G of the weights of the spin-pairs. In this language Z W (G) is the partition function of the modelthe normalizing constant that turns the above-described system of weights on the set of spin configurations into a probability measure.
An example of such a model is the hard-core (or independent set) model. Here m = 2 and the system of weights W hc is given by
and so
is a weighted sum of independent sets in G. (Recall that I ⊆ V is independent in G if for all u, v ∈ I, uv ∈ E. We write I(G) for the collection of independent sets in G.)
The hard-core model is a hard-constraint model in which all of the edge-weights are either 0 or 1, and the rôle of these weights is to exclude certain configurations from contributing to the partition function. We now consider the best known example of a soft-constraint model (one in which all configurations are potentially allowable), the Ising model. Here m = 2 and there are two parameters, β, h ∈ R. It is convenient to take the set of spins to be {+1, −1}. The system W Ising,β,h of weights on {+1, −1} is as follows.
λ ii,uv = e −β for i ∈ {+1, −1} and all uv ∈ E and λ +1−1,uv = e β for all uv ∈ E.
For each σ : V → {+1, −1} we have Let us now set up the notation for our main result. For completeness, we choose to make the straightforward generalization from regular bipartite graphs to (a, b)-biregular graphs, that is, bipartite graphs in which one partition class, which we shall label E G , consists of vertices of degree a and the other class, O G , consists of vertices of degree b. For v ∈ O G write {n 1 (v), . . . , n b (v)} for the set of neighbours of v.
Let G be such a graph and let W be a collection of weights on G. Give labels w 1 , . . . , w b to the degree a vertices of K a,b (the complete bipartite graph with a vertices in one partition class and b in the other) and labels z 1 , . . . , z a to the degree b vertices. For v ∈ O G write W v for the following system of weights on K a,b :
Our main result is a generalization of Theorem 1.2 to the following. 
is obtained by considering the configuration in which one partition class of G is mapped entirely to +1 and the other entirely to −1. Applying Theorem 1.3 we obtain as an upper bound
In (2) we are using that there are 2 2d possible configurations on K d,d and that each has weight at most e βd 2 . Combining (1) and (3) we obtain the following bounds on the free-energy of the Ising model, the quantity
Note that these bounds are absolute (independent of G and N), and asymptotically tight in the case of a family of graphs satisfying βd = ω(1).
We give the proof of Theorem 1.3 in Section 3. An important tool in the proof is an extension of Theorem 1.1 to the case of list homomorphisms, which we now discuss. Let H and G be non-empty graphs.
The notion of a list homomorphism is a generalization of that of a homomor-
is the same as Hom(G, H). List homomorphisms also generalize the well-studied notion of list colourings of a graph (see e.g. [3, Chapter 5] for an introduction). Recall that if a list L(v) of potential colours is assigned to each vertex v of a graph G, then a list colouring of G (with list set
In the discussion that follows we fix an (a, b)-biregular graph G. We also fix H and L(G, H) and for convenience of notation we often suppress dependence on G and H. Before turning to proofs, we pause to make a conjecture. The point of departure for this note and for [4] is a result of Kahn [5] bounding the number of independent sets in a d-regular, N-vertex bipartite graph G by
Kahn conjectured in [5] that for an arbitrary graph G it should hold that
where d(u) denotes the number of neighbours of u in G. Note that (4) is a special case of (5), and that (5), if true, would be tight for any G which is the union of complete bipartite graphs. At the moment we see no reason not to conjecture the following, which stands in relation to Theorem 1.3 as (5) does to (4).
Conjecture 1.5 Let G be any graph and W any collection of weights on
Exactly as Theorem 1.3 follows from Theorem 1.4 (as will be described in Section 3), Conjecture 1.5 would follow from the following conjecture concerning list homomorphisms.
Conjecture 1.6 Let G and H be any graphs and L any list set. Let L uv be the list set on
(with the notation as in Conjecture 1.5). Then
2 Proof of Theorem 1.4
We derive Theorem 1.4 from the following more general statement. 
where, for each 1 ≤ i ≤ m and each x ∈ v∈A i L(v),
is the set of extensions of the partial list homomorphism x on A i to a partial list homomorphism on A i ∪ B i .
To obtain Theorem 1.4 from Theorem 2.1 we take
uv ∈ E(G)} so that t 1 = a and t 2 = 1, and note that in this case
The proof of Theorem 2.1 uses entropy considerations, which for completeness we very briefly review here. Our treatment is mostly copied from [5] . For a more thorough discussion, see e.g. [6] . In what follows X, Y etc. are discrete random variables, which in our usage are allowed to take values in any finite set.
The entropy of X is
where we write p(x) for P(X = x) (and extend this convention in natural ways below). The conditional entropy of X given Y is
.
Notice that we are also writing H(X|Q) with Q an event (in this case Q = {Y = y}):
We have the inequalities H(X) ≤ log |range(X)| (with equality if X is uniform),
and more generally,
For a random vector X = (X 1 , . . . , X n ) there is a chain rule
Note that (6) and (7) imply
We also have a conditional version of (8):
Finally we use a lemma of Shearer (see [2, p. 33] ). For a random vector X = (X 1 , . . . , X m ) and A ⊆ {1, . . . , m}, set X A = (X i : i ∈ A). 
In (9) we use Shearer's Lemma twice, once with A as the covering family and once with B, and in (11) we use Jensen's inequality. In (10) we would have equality if it happened that for each i, A i included all the neighbours of B i , since f| B i depends only on the values of f on B i 's neighbours. It is easy, however, to construct examples where
The theorem now follows from the equality
By continuity we may assume that all weights are rational and non-zero. By scaling appropriately we may also assume that 0 < λ ij,uv ≤ 1 for all i, j and uv ∈ E(G) (we will later think of the λ ij,uv 's as probabilities). ; this is a lower bound on
Choose C ≥ 1 large enough that Cλ i,v ∈ N for all 1 ≤ i ≤ m and v ∈ V (G). For each i and v let S i,v be a set of size Cλ i,v , with all the S i,v 's disjoint. Let H be the graph on vertex set ∪ i,v S i,v with xy ∈ E(H) iff x ∈ S i,v and y ∈ S j,w for some i, j, v, w with vw ∈ E(G).
For each g : V (G) → {1, . . . , m} and each subgraph H of H (on the same vertex set as H) set
where the notation is as established before the statements of Theorems 1.3 and 1.4.
We will exhibit a subgraph H of H which satisfies
for all g : V (G) → {1, . . . , m} and
for all v ∈ O G and g : V (K a,b ) → {1, . . . , m}, where δ(C) depends also on N, a, b and W and tends to 0 as C tends to infinity (with N, a, b and W fixed). This suffices to prove the theorem, for we have
In (15) we use Theorem 1.4 while in (16) we use (14). Theorem 1.3 follows since the constant in front of the product in (16) can be made arbitrarily close to 1 (with N, a, b and W fixed) by choosing C sufficiently large.
The graph H will be a random graph defined as follows. For each xy ∈ E(H) with x ∈ S i,v and y ∈ S j,w we put xy ∈ E( H) with probability λ ij,uv , all choices independent. The proofs of (12) and (13) involve a second moment calculation. For
with (17) following from the fact that {f (u)f (v) : uv ∈ E(G)} is a collection of disjoint edges and so {{f (u)f (v) ∈ E( H)} : uv ∈ E(G)} is a collection of independent events. By linearity of expectation we therefore have
We now consider the second moment. for some function α (independent of G and g). In (19) we use (18) and the fact that N ≥ 2 (which holds since G is non-empty). By Tchebychev's inequality, we therefore have
It follows that the probability that H fails to satisfy
for a particular g is at most 1/C, and so the probability that it fails to satisfy (20) for any g is at most m N /C. A similar argument gives that for a particular v ∈ O G and g : V (K a,b ) → {1, . . . , m} the probability that H fails to satisfy
(21) is at most 1/C, and so the probability that it fails to satisfy (21) for any g is at most m a+b /C. As long as C > m N + aNm a+b /(a + b) there is therefore an H for which (12) is satisfied for each g : V (G) → {1, . . . , m} and (13) is satisfied for each v ∈ O G and g : V (K a,b ) → {1, . . . , m} with
Since δ(C) → 0 as C → ∞, we are done.
