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ABSTRACT 
 
A new method has been developed to create and maintain a search tree-structured 
index to multidimensional data using naturally occurring patterns and clusters within 
the data, and thereby allows the implementation of efficient search and retrieval 
strategies in a database. This method was applied to a DNA database, which was 
developed by the FBI for forensic uses. A set of 10,000 DNA/STR profiles based on 
the STR allele probability distribution density for the Caucasians has been generated 
for the sixteen loci. The resulting allele distribution has been analyzed using 
Multivariate Statistical analysis, in specific; the Principal Component Analysis (PCA) 
approach was employed to detect clustering patterns among the profiles. The analysis 
revealed that with the choice of some loci-pairs (such as d13s17 and d16s539) good 
and distinct clusters were obtainable. Members within each distinct cluster were 
further studied to determine the attributes that made them distinct from all members of 
other clusters. The PCA analysis results with a real DNA/STR dataset also showed 
similar clustering patterns.  
 
In order to rank order the profiles from a search process as to their similarity to that of 
the target profile, a new Similarity Index (SI) parameter has been developed. The 
Similarity Index was successfully tested on a small (126) and a large (1026) dataset. 
Further, a Shuffling Index was developed to study the sensitivity of the Similarity 
Index to the selection of weights used in the similarity index sub-parameters. Results 
show that the similarity ranking of profiles remain stable over a wide range of weights. 
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CHAPTER 1 
INTRODUCTION 
 
DNA analysis is the newest tool for unique personal identification, and has recently 
found its application in a court of law. Nearly a decade has passed since the potential 
power of DNA typing was first used in solving crimes, identify paternity, and towards 
other forensic applications. This new technique has come under severe public scrutiny 
and tremendous amount of work has to be achieved to show competency for its 
success. The legal caseworkers and other law enforcement agencies are now taking 
stern steps in understanding the hidden ideas of molecular biology, genetics and 
statistics to provide justice to the trials. DNA typing methods are extremely powerful 
in differentiating one person from another within population and across populations. 
Thus, it acts as a strong tool in forensic applications. The developed technique of 
population genetic statistics can be employed to interpret the results of forensic DNA 
typing. The statistical interpretation of DNA typing lacks 100% clarity, and is always 
put under rigorous scrutiny. The future of DNA typing depends upon the achievements 
and success in the field of automation. In forensics, we know that as the size of DNA 
database grows, improvements and development of new computer technology 
(software/hardware) will play an important role in the processing, management, and 
searching of large number of DNA profiles in a database in solving crimes. 
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1.1. MOTIVATION 
The key to harnessing the crime fighting power of DNA profiles is in building up and 
development of the ability to search through increasingly larger DNA databases. The 
FBI database of DNA of up to a million (106)-convicted criminals from all fifty states 
has been recently activated to help solve past and future crimes. “In an experiment in 
17 states over three years, 193 convicted criminals were matched to DNA profiles 
taken from crime scenes” [39]. Those successes are likely to occur more and more 
often as increasingly more DNA samples are entered and stored in the database. The 
next big step is linking the states DNA database. The FBI has started providing states 
with the CODIS (Combined DNA Index System) software, which searches for DNA 
profiles from the stored profiles in the database matching that of a target profile. 
 
The size of the national DNA database is expected to grow eventually to the order of 
108 profiles in the coming years, and therefore a new search method is necessary to 
manage the storage and utilization of DNA profile information for the national CODIS 
database. The present search scheme cannot accommodate efficient search to much 
beyond a million. The objective of the new search algorithm is also to incorporate the 
complexities involved in the match specifications. Present search software (CODIS) is 
based on sequential search and is a time-consuming operation and would break down 
with increase in the database size. A new search engine for the FBI CODIS DNA 
database is under development at the University of Tennessee, Knoxville, under the 
direction of Dr. J.D. Birdwell (Department of Electrical Engineering) and Dr. T.W. 
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Wang (Department of Chemical Engineering) [38]. The main features of the new 
search method are that it is based on a decision tree structure, and has a logarithmic 
scale up in speed, and supports parallelization.  
 
The search algorithm will result in a list of profiles matching exactly or close to the 
target profile depending upon the match stringency criteria specified. The final list of 
probable candidates resulting after the search is arranged in an order according to their 
place of entry in the database and thus is difficult for caseworkers to identify the top 
closest candidates to follow up, as time plays an important role in solving crimes. The 
match returned by a search maybe on the order of 100’s/1000’s and it becomes 
difficult for case workers/analysts to look into all the returned searches. Therefore, 
developing the capability of rank ordering the final list of candidate profile becomes a 
priority. Such a similarity measure will rank and identify the top few candidate 
profiles that match or are closest to the target profile, and lessen the work of 
caseworkers by short listing the number of probable suspects to the most probable 
suspects. The similarity index should be designed to reflect the rationale used by the 
caseworkers if they were to rank order the profiles manually. In reviewing relevant 
literature reference, such a similarity parameter does not appear to exist. 
 
A potential application of such a similarity measure down the road is in using the 
search engines where the match stringency requirements can be removed and the 
entire search based on the similarity measure of all profiles to that of target. The 
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objective is to organize the storage of DNA profile information to minimize the time 
required to locate all DNA profiles within the database that satisfy a set of user 
selected criteria when compared against a target profile. 
 
1.2. PROBLEM STATEMENT 
The purpose of this research work is to develop a clustering method to partition the 
DNA profiles stored in the national CODIS database. A second objective is to develop 
a Similarity Index (SI) parameter to rank order candidate profiles, resulting from a 
search of a large DNA database, and to identify the sensitivity of the subsequent 
rankings to changes in the relative weights for the subparameters used in the 
development of the SI. 
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CHAPTER 2 
BACKGROUND 
 
2.1. CODIS: THE NATIONAL DNA DATABASE 
Two separate DNA databases have been developed and activated online by the FBI; 
one containing DNA profiles of convicted criminals (The Convicted Offender Index) 
and the other comprising of profiles obtained from crime scene evidences (The 
Forensic Index). These two indices can be accessed and profiles compared and 
searched by local, state and federal law enforcement entities using search engines. 
This highly sophisticated index system is known as the COmbined DNA Index System 
(CODIS) [41, 43]. This powerful system can be highly effective in providing rapid 
solution possibilities to criminal cases. The larger and the more complete the database, 
the easier it is to search for matching profiles. Of course, it may also take a longer 
time. 
 
The CODIS database contains relevant DNA information and the actual STR/DNA 
loci characteristics. The profiles from different crime scenes can be shared easily. In 
addition, CODIS also contains a database of anonymous profiles (Population Index) to 
test the statistical significance of the match. 
 
CODIS is divided into three levels; local, state and the national level, as shown in 
Figure 2.1[43].  Each  level   may    contain    the    Convicted    Offender   Index,   the   
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FIGURE 2.1: CODIS Architecture. NDIS: National DNA Index System, SDIS: 
State DNA Index System, LDIS: Local DNA Index System. 
NDIS NDIS 
SDIS SDIS SDIS 
LDIS LDIS LDIS 
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Forensic Index, as well as several Population indices. The last is to provide population 
statistical information to assess the rarity of a DNA profile. Each level has control 
over its own data. The police departments, the sheriff’s offices and other state police 
agencies, use the Local DNA Index System (LDIS). This database is shared with other 
LDIS by forwarding it to the state level. At the state level, a single State DNA Index 
System (SDIS) exists where the forwarded local Forensic Indices obtained from all 
local areas are compiled and then compared against each other. These local forensic 
profiles are also compared against the Convicted Offender Index. This state level data 
is then forwarded to the national level.  
 
The National DNA Index System (NDIS) is operated and maintained by the FBI. The 
DNA Identification Act of 1994 formalized the FBI's authority to establish a national 
DNA index system for law enforcement purposes. 
 
2.2. BASIC GENETIC PRINCIPLES 
Each human body consists of cells that originate from a successive division from a 
single fertilized egg. Deoxyribonucleic acid (DNA) is present in the nucleus of each 
cell [42]. There are two types of DNA, nuclear and mitochondrial as shown in Figure 
2.2. The DNA is organized into chromosomes. The process of cell division and 
chromosome replication is such that each cell in the human body has the same 
chromosomal makeup as any other cell. Blood and semen are the usual body tissues 
from which the nuclear DNA can be easily isolated and typed  to  establish  lineage  or   
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FIGURE 2.2: Location of the Two Types of DNA [42]. 
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for identification purposes. 
 
A chromosome is a very long and thin thread of DNA, surrounded mainly by protein. 
The DNA in the chromosome has double helical structure as shown in Figure 2.3. 
Each strand consists of a string of nucleotide bases strung together by sugar-phosphate 
bonds and forms the backbone of the chain. The phosphate bond is between the 3’ 
carbon position of one ribose base and the 5’ carbon of the adjacent ribose base. In one 
direction of the DNA strand, the direction is referred to as 3’ to 5’, whereas the other 
direction is referred to as 5’ to 3’. The bases are one of four kinds: A (adenosine), T 
(thymine), G (guanine), and C (cytosine). In double stranded DNA, the bases line up 
in pairs, an ‘A’ from one strand is bonded to a ‘T’ in the other strand and a ‘G’ is 
bonded to a ‘C’, as seen in Figure 2.4. Thus, if a sequence in one strand is known, the 
other is determined. A gene is a sequence of DNA consisting of base pairs, and the 
position that a gene occupies along the DNA is defined as its locus. Each gene is 
unique from the other gene because it consists of a specific sequence of bases. 
Alternative forms of gene sequence at a site are called alleles for that locus. There are 
two copies of alleles present in a locus: one inherited from the father, and the other 
from the mother. If the same kind of allele is present at a specific locus, then the DNA 
profile is referred to as homozygous for that locus, and the DNA profile is 
heterozygous if it has two different alleles present at that locus.  
 
 
 10
 
 
FIGURE 2.3: DNA HELIX [16]. 
 
 
 
 
FIGURE 2.4: DNA Bases Line Up in Pairs; An Example of a Short Length of 
Double Stranded DNA. 
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 2.3. DNA TYPING FOR HUMAN IDENTIFICATION PURPOSES 
DNA typing for forensic purposes is based on the fundamental principles of diagnosis 
and gene mapping with the application of efficient statistical tools. These methods 
analyze a portion of the DNA profile in a tissue sample and extract the genetic makeup 
of that region of a person to render identity. An important property of DNA is that it 
has strong resistance to the surrounding conditions, and so is, more stable than other 
biological compounds. For DNA typing, only a very small amount of DNA is required 
if the PCR (Polymerase Chain Reaction) amplification method is employed. Thus, an 
amount enough for subsequent DNA analysis can be obtained from just a tiny amount 
collected from crime scenes. It has been shown [1, 16] that saliva from cigarette butt 
would yield enough DNA samples that can be amplified by PCR to yield enough DNA 
for subsequent identification. Direct DNA typing/analysis gives more direct and 
unique results, in comparison to identification by other methods that use blood groups 
and enzymes.  With the advent of new DNA typing methods many pending and 
upcoming forensic trial cases can be unambiguously resolved. DNA technology is 
very useful in resolving cases involving falsely accused innocent suspects. According 
to the FBI, about one-third of individuals named as primary suspect in rape cases were 
later on excluded by DNA evidence, thus signifying its importance in forensics. Figure 
2.5 shows the flowchart of steps involved in DNA typing. The following section 
provides some necessary genetic background and a minimum vocabulary to assist in 
further understanding of the basic fundamentals. 
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FIGURE 2.5: Flowchart for Forensic DNA Typing [16]. 
                                                                                                                        
Body Tissue 
Sample 
Forensic Evaluation 
Interpretation 
Isolation of DNA 
Examination of DNA Amplified for Quality and 
Quantity 
DNA Amplification Step by PCR 
Analysis of DNA Type 
Gel Electrophoresis and/or Slot Blot to Separate 
Out into Components 
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2.4. APPLICATIONS OF DNA TYPING AND PROFILING 
 
2.4.1  PCR AMPLIFICATIONS 
PCR (Polymerase Chain Reaction) is a general technique for DNA amplification that 
increases and duplicates the amount of DNA in a sample. Usually the DNA samples 
that are available are either limited or degraded. By this technique, at each round of 
amplification, multiple copies of each existing copy are made. The copies have all the 
properties of the original sample, and so these copies can be used for subsequent 
analysis. PCR is done in three stages – sample treatment, PCR process, and product 
analysis. Figure 2.6 shows the geometric increase in DNA copies during the PCR step. 
 
The PCR technique is also time saving and economical when compared to other 
techniques commonly used in forensic DNA applications. Because of its advantages, 
almost all DNA labs are converting to PCR as the preferred method of doing DNA 
typing. The DNA product obtained using the PCR method can be analyzed in a variety 
of different ways. Commercial kits are available that analyze for several DNA loci 
information using only one sample preparation [1, 16, 57]. 
 
In cases of sexual assault the evidence sample often contains a mixture of DNA from 
the victim and the suspect(s). A differential extraction procedure can be applied to 
separate the DNA female cells from that of the sperm cells. Then only the sperm cells 
are analyzed for its DNA typing by the PCR procedure. 
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FIGURE 2.6: Overview of the Steps of Polymerase Chain Reaction (PCR) [42]. 
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DNA extracted from blood from various substrates consisting of clothing, wood, 
paper, human skin, rubber, leather, and steel has been shown to amplify reliably using 
different techniques to detect the amplified DNA sample [15,16]. Further, DNA from 
cigarette butts can be a potential source of evidence [15,16].  
 
PCR can also be used to identify unknown human remains [15,16]. Due to the effects 
of temperature, moisture, and autolytic process within the body, the identification of 
human remains by conventional forensic means is not always possible. A potential 
source of DNA from human remains is compact bones, but soft tissue samples can 
also be used if available. In the identification of human remains, reference blood 
samples from relatives are essential for interpretation of the results.  
 
 2.4.2 SHORT TANDEM REPEATS (STRs) 
Short Tandem Repeat (STR) is a recent DNA fragmentation system that has 
strengthened the use of DNA in forensic applications, because it can be amplified into 
a great amount of identical DNA from just a tiny amount of forensic sample DNA. It 
is shot length in nature (usually just around 100 base pairs long). However, because of 
its relatively small size, these fragments have to be first amplified into millions of 
identical copies in order to yield enough material that can be analyzed for its makeup. 
The STR sequence is consisted of multiple repeat of some particular 4-base sequence. 
The repeat number can be from 2 units to tens of units. STR loci are detected as 
discrete alleles. Each allele has a certain probability of occurrence among a 
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population, and is known for several world populations. The allele distribution pattern 
of occurrence can therefore be compared directly to a standard allele ladder ruler made 
up of all possible alleles (allelic ladder) after separation by gel electrophoresis. 
 
DNA typing refers to the identification of the type of alleles present at several STR 
loci from a DNA sample preparation. At present, CODIS requires a sample to have 
allele information at the thirteen loci before permitting a search. Because of the 
varying probability of allele occurrences in the population, differentiation of 
individuals can be achieved by examining the joint allele distribution pattern across all 
thirteen loci.  This is the basis, which makes it possible to uniquely identify an 
individual. The larger the population, the more loci are required to allow for 
differentiation of individuals. In England a total of six STR loci are required for DNA 
typing. This low number of loci requirement for identification has the potential of 
having more than one individual to exhibit identical DNA pattern at these STR loci. 
Indeed, in year 2000, a case was reported in England, where a search produced a DNA 
profile that matches that of a forensic sample, when the owner of the profile has been 
shown unambiguously that he was no where the scene of the crime at the time of the 
crime was committed. 
 
The loci chosen for forensic use to identify individuals generally have a tandem repeat 
unit of 4 base pair (bp) and may be repeated from a few to dozens of times among 
individuals. But the number of repeats at a locus is fixed in any particular individual, 
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but maybe different between individuals. The number of repeats is termed as the 
‘allele’. The number of different alleles at each locus present in a population varies 
from about 5 to 20, depending on the type of the locus. Each allele name corresponds 
to the number of the tandem repeat units present at the locus. For instance, allele 11 
designates the presence of eleven 4-base pair repeat units, whereas an allele name with 
a decimal number, such as 10.3 represents the presence of ten 4-base repeat units plus 
a 3-base partial unit. The STR fragments comprise of just a few hundred base pairs.  
 
A STR locus from several of the 23 chromosomes in humans has been identified to be 
suitable for use in human identification because of the different number of variant 
alleles exhibited by each of those loci. The frequency distribution of the alleles at 
these loci for several populations in the world have also been derived by scientists and 
are well known and accepted by the scientific community. These populations include 
the four major ethnic groups of Caucasian, African American, Hispanics and Asians. 
Every year, STR information on a variety of ethnic groups are obtained and reported 
in the literature. 
 
2.4.3.  PROBABILITY DISTRIBUTION OF ALLELES IN THE SIXTEEN 
CODIS CORE LOCI 
This section gives the allele probability distribution of the sixteen STR loci provided 
by the CODIS [41] for the Caucasian population, thirteen of which are presently used 
in conducting searches on CODIS. The thirteen loci used are csf1po, fga, th01, tpox, 
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vWa, d3s1358, d5s818, d7s820, d8s1179, d13s317, d16s539, d18s51, and d21s11. The 
number after the letter ‘d’ in the locus name refers to the chromosome number the 
locus resides in. The probability densities for alleles at these loci were provided for the 
Caucasians, African Americans, Hispanics and some other populations. The 
probability distribution at the sixteen loci is shown in Tables 2.1 - 2.15 and Figures 2.7 
– 2.21. 
 
2.5. DNA AND DATABASE 
Most of us are aware of the usefulness and effectiveness of the fingerprints database. 
The Automated Fingerprint Identification System (AFIS) contains millions of people’s 
fingerprints in computer files and is useful in solving thousands of criminal cases 
every year, worldwide. The DNA identifying technique is an even more powerful tool 
in solving multiple crimes and countries around the world have been busy in 
establishing ‘DNA fingerprint’ databases for forensic applications. 
 
All 50 states have already passed legislation making the collection and analysis of 
samples for DNA databanks compulsory [39, 40]. DNA samples are generally 
collected from convicted criminals and then forwarded to the state DNA laboratory for 
typing and storage. The entire DNA/STR information can be represented by a set of 
numbers, for example, in binary format. The numerical representation of DNA/STR 
profiles facilitates the storage and search of DNA profiles by computer. The 
effectiveness of such databanks can be further increased by proper standardization of 
the systems used to create these profiles. 
 19
TABLE 2.1: Relative Frequency of Occurrence of Alleles at the csf1po Locus for 
Caucasians. 
 
Bin Allele Fraction 
1 7 0.000 
2 8 0.003 
3 9 0.028 
4 10 0.268 
5 10.3 0.003 
6 11 0.258 
7 12 0.358 
8 13 0.070 
9 14 0.015 
10 15 0.000 
Total Probability 1.000 
 
 
 
 
 
FIGURE 2.7: Allele Frequency Distribution of the csf1po Locus of Caucasian 
DNA.
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TABLE 2.2: Relative Frequency of Occurrence of Alleles at the d18s51 Locus for 
Caucasians. 
 
Bin Allele Fraction 
1 8 0.000 
2 9.2 0.001 
3 10 0.008 
4 11 0.012 
5 12 0.139 
6 13 0.125 
7 14 0.164 
8 14.2 0.000 
9 15 0.145 
10 16 0.137 
11 17 0.115 
12 18 0.080 
13 19 0.041 
14 19.2 0.000 
15 20 0.017 
16 21 0.010 
17 22 0.005 
18 23 0.001 
19 24 0.002 
Total Probability 1.000 
 
 
 
 
FIGURE 2.8: Allele Frequency Distribution of the d18s51 Locus of Caucasian 
DNA.
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TABLE 2.3: Relative Frequency of Occurrence of Alleles at the d13s317 Locus 
for Caucasians. 
 
Bin Allele Fraction 
1 7 0.000 
2 8 0.115 
3 9 0.078 
4 10 0.070 
5 11 0.313 
6 12 0.283 
7 13 0.098 
8 14 0.043 
9 15 0.003 
Total Probability 1.000 
 
 
 
 
 
FIGURE 2.9: Allele Frequency Distribution of the d13s317 Locus of Caucasian 
DNA.
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TABLE 2.4: Relative Frequency of Occurrence of Alleles at the d16s539 Locus 
for Caucasians. 
 
Bin Allele Fraction 
1 5 0.000 
2 6 0.000 
3 7 0.000 
4 8 0.026 
5 9 0.107 
6 10 0.079 
7 11 0.319 
8 12 0.269 
9 13 0.167 
10 14 0.031 
11 15 0.002 
Total Probability 1.000 
 
 
 
 
FIGURE 2.10: Allele Frequency Distribution of the d16s539 Locus of Caucasian 
DNA.
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TABLE 2.5: Relative Frequency of Occurrence of Alleles at the dqalpha Locus 
for Caucasians. 
 
Bin Allele Fraction 
1 1.1 0.122 
2 1.2 0.178 
3 1.3 0.064 
4 2 0.133 
5 3 0.183 
6 4 0.320 
Total Probability 1.000 
 
 
 
 
 
 
 
 
 
FIGURE 2.11: Allele Frequency Distribution of the dqalpha Locus of Caucasian 
DNA.
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TABLE 2.6: Relative Frequency of Occurrence of Alleles at the d3s1358 Locus 
for Caucasians. 
 
Bin Allele Fraction 
1 9 0.000 
2 11 0.003 
3 12 0.003 
4 13 0.005 
5 14 0.113 
6 15 0.283 
7 15.2 0.000 
8 16 0.223 
9 17 0.223 
10 18 0.145 
11 19 0.005 
Total Probability 1.000 
 
 
 
 
 
FIGURE 2.12: Allele Frequency Distribution of the d3s1358 Locus of Caucasian 
DNA.
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TABLE 2.7: Relative Frequency of Occurrence of Alleles at the d5s818 Locus for 
Caucasians. 
 
Bin Allele Fraction 
1 7 0.003 
2 8 0.005 
3 9 0.023 
4 10 0.068 
5 11 0.393 
6 12 0.333 
7 13 0.165 
8 14 0.010 
9 15 0.000 
10 16 0.003 
Total Probability 1.000 
 
 
 
 
 
 
 
FIGURE 2.13: Allele Frequency Distribution of the d5s818 Locus of Caucasian 
DNA.
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TABLE 2.8: Relative Frequency of Occurrence of Alleles at the d7s820 Locus for 
Caucasians. 
 
Bin Allele Fraction 
1 6 0.000 
2 6.3 0.003 
3 7 0.025 
4 8 0.175 
5 9 0.130 
6 10 0.240 
7 11 0.230 
8 12 0.160 
9 13 0.028 
10 14 0.008 
11 15 0.003 
Total Probability 1.000 
 
 
 
 
 
 
FIGURE 2.14: Allele Frequency Distribution of the d7s820 Locus of Caucasian 
DNA.
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TABLE 2.9: Relative Frequency of Occurrence of Alleles at the d8s1179 Locus 
for Caucasians. 
 
Bin Allele Fraction 
1 8 0.018 
2 9 0.013 
3 10 0.094 
4 11 0.066 
5 12 0.143 
6 13 0.333 
7 14 0.209 
8 15 0.088 
9 16 0.031 
10 17 0.004 
11 18 0.000 
Total Probability 1.000 
 
 
 
 
 
 
FIGURE 2.15: Allele Frequency Distribution of the d8s1179 Locus of Caucasian 
DNA.
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TABLE 2.10: Relative Frequency of Occurrence of Alleles at the th01 Locus for 
Caucasians. 
 
Bin Allele Fraction 
1 5 0.000 
2 6 0.253 
3 7 0.160 
4 8 0.093 
5 9 0.138 
6 9.3 0.350 
7 10 0.008 
8 11 0.000 
Total Probability 1.000 
 
 
 
 
 
 
 
FIGURE 2.16: Allele Frequency Distribution of the th01 Locus of Caucasian 
DNA.
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TABLE 2.11: Relative Frequency of Occurrence of Alleles at the tpox Locus for 
Caucasians. 
 
Bin Allele Fraction 
1 6 0.000 
2 7 0.000 
3 8 0.583 
4 9 0.113 
5 10 0.048 
6 11 0.225 
7 12 0.030 
8 13 0.003 
Total Probability 1.000 
 
 
 
 
 
 
 
 
FIGURE 2.17: Allele Frequency Distribution of the tpox Locus of Caucasian 
DNA.
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TABLE 2.12: Relative Frequency of Occurrence of Alleles at the vWa Locus for 
Caucasians. 
 
Bin Allele Fraction 
1 11 0.000 
2 12 0.000 
3 13 0.000 
4 14 0.085 
5 15 0.083 
6 16 0.198 
7 17 0.250 
8 18 0.258 
9 19 0.110 
10 20 0.015 
11 21 0.003 
Total Probability 1.000 
 
 
 
 
 
 
FIGURE 2.18: Allele Frequency Distribution of the vWa Locus of Caucasian 
DNA.
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TABLE 2.13: Relative Frequency of Occurrence of Alleles at the fga Locus for 
Caucasians. 
 
Bin Allele Fraction 
1 16 0.000 
2 17 0.000 
3 17.2 0.000 
4 18 0.015 
5 18.2 0.000 
6 19 0.063 
7 20 0.170 
8 20.2 0.000 
9 21 0.178 
10 22 0.170 
11 22.2 0.000 
12 23 0.140 
13 24 0.133 
14 25 0.113 
15 26 0.015 
16 27 0.005 
17 28 0.000 
18 29 0.000 
19 30 0.000 
20 31 0.000 
21 >31 0.000 
Total Probability 1.000 
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FIGURE 2.19: Allele Frequency Distribution of fga Locus of Caucasian DNA.
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TABLE 2.14: Relative Frequency of Occurrence of Alleles at the d1s80 Locus for 
Caucasians. 
 
Bin Allele Fraction 
1 15 0.000 
2 16 0.001 
3 17 0.002 
4 18 0.237 
5 19 0.003 
6 20 0.018 
7 21 0.021 
8 22 0.038 
9 23 0.012 
10 24 0.378 
11 25 0.046 
12 26 0.020 
13 27 0.007 
14 28 0.068 
15 29 0.052 
16 30 0.008 
17 31 0.072 
18 32 0.006 
19 33 0.003 
20 34 0.001 
21 35 0.003 
22 36 0.004 
23 37 0.001 
24 38 0.000 
25 39 0.003 
26 40 0.000 
27 41 0.000 
28 >41 0.001 
Total Probability 1.000 
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FIGURE 2.20: Allele Frequency Distribution of the d1s80 Locus of Caucasian 
DNA.
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TABLE 2.15: Relative Frequency of Occurrence of Alleles at the d21s11 Locus 
for Caucasians. 
 
Bin Allele Fraction 
1 53 0.000 
2 54 0.001 
3 57 0.001 
4 59 0.031 
5 61 0.160 
6 63 0.226 
7 64.1 0.000 
8 64 0.000 
9 65 0.258 
10 66 0.027 
11 67 0.069 
12 68 0.093 
13 69 0.018 
14 70 0.090 
15 71 0.001 
16 72 0.022 
17 73 0.000 
18 74 0.022 
19 75 0.000 
20 77 0.000 
Total Probability 1.000 
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FIGURE 2.21: Allele Frequency Distribution of the d21s11 Locus of Caucasian 
DNA. 
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Currently, the FBI is leading in the effort to create a national DNA database. The 
national database will be connected to all the states that would contribute, as well as 
use, the information across databases. At present, mostly all states are linked in a 
network called NDIS (National DNA Index System) to share the DNA information 
(Figure 2.1).  
 
Databanks may also be created from non-suspect individuals that would be useful in 
identifying unknown bodies, for instance, in a mass disaster situations, such as 
airplane crash, earthquake and bombings. The Armed Forces Identification Laboratory 
has already setup a program to collect DNA samples from military personal to help in 
the identification of victims of war.  
 
2.6. DNA IN COURTS: LEGAL ISSUES 
DNA identification is the most reliable technique to compare and check if the samples 
collected from different sites have the same possible source. If the recurrence of the 
DNA pattern is unique enough to be linked to one individual, then the validity in using 
DNA for identification purposes is boosted.  Currently, the criminal justice system 
usually accepts this DNA profiling technique to improve its criminal justice efficiency 
by virtue of the tremendous benefits offered by this technique. In some situations, the 
DNA evidence serves as the only evidence based on which a verdict is rendered [60, 
61, 62]. 
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In order to be effective and reliable, any forensic method of identification needs to be 
highly accurate in its ability to differentiate between various sources. Sound scientific 
basis and procedures must exist in order to store, process, compare and link the 
physical evidence to their sources. 
 
In this regard, most of the courts demand a more convincing proof of individualization 
by DNA tests. Some courts go even further and demand a proof that the DNA profiles 
do indeed differ from person to person. In addition, they also ask experts in population 
statistics to provide quantitative estimates about the rarity of the identifying patterns in 
various population groups and subgroups. 
 
DNA profiling is most useful in civil disputes involving paternity and immigration 
applications. The main advantage of DNA profiling is such that it is hoped that such 
legal matters could be resolved without invoking the need for formal hearings. Since 
the emergence of using DNA for personal identification, wrongly convicted suspects 
and some death-row inmates have been exonerated and released after testing of their 
DNA data and comparing them to those found at the crime scene. The Federal 
government has a project called ‘The Innocence Project’, precisely dedicated to the 
exoneration of convicted criminals. 
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CHAPTER 3 
REVIEW OF THE LITERATURE 
 
3.1. MULTIVARIATE STATISTICAL ANALYSIS USED IN CLUSTERING 
In recent years a number of important developments have occurred in the statistical 
analysis of data. These developments have been in the areas of applied research in 
multivariate statistical analysis and computer technology. Multivariate statistical 
analysis is being widely used in diverse fields of applications such as education, 
psychology, public health, business, science, and lately in engineering. 
 
Multivariate statistical analysis is concerned with analyzing data that consists of sets 
of related measurements on several non-independent process variables or 
characteristics for a given process or population. Common multivariate approaches are 
cluster analysis, factor analysis, and principal component analysis. The goal is to 
reduce the dimensionality of the data and through a change of basis, represent the 
reduced data in a low dimensional and mutually independent framework. Multivariate 
analysis is now being used for process monitoring and fault diagnosis [54, 55, 56] in 
the field of engineering. These approaches often depend upon calculating some 
characteristic parameters that are then used to group data into clusters. 
 
The technique of Principal Component Analysis (PCA) will be used to analyze the 
allele/loci distribution information contained in the DNA database. Clusters will be 
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established that partition the entire database. Then, during search one of the clusters 
will be searched for possible matching profiles to the profile of the target of interest, 
thus reduces the time for search from that required if the entire database is searched 
through. 
 
3.2. MEASURES OF GENETIC DISTANCE  
In recent years, considerable attention has been devoted to measuring the genetic 
distance between populations as a whole, and several methods of distance measures 
have been proposed and used.  The goal is to develop genetic linkage between 
population groups so as to trace their evolutionary pathways and to establish the 
estimated time of branching in the evolutionary process. 
 
In 1968, Wright [1, 44] developed a distance measure to compute Euclidean or angular 
distance between two populations. Between 1966-1968, Sanghvi and Steinberg [1, 8, 
44] developed various methods for applying the Euclidean distance to represent 
genetic differences between populations. Around the same time, Cavalli-Sforza [1, 9, 
44] and his co-workers developed a genetic distance using angular transformations. In 
mid 1960’s, Malecot [44] obtained a relationship connecting genetic similarity to 
geographic distance. Morton [44] tested the genetic index developed by Malecot, on 
various datasets. Edwards proposed another important genetic distance in early 1970’s 
[1, 7, 9, 44].  
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A large number of measures have been proposed for studying the genetic similarity 
between populations. In 1972, Masatoshi Nei developed the most important and most 
widely used distance measure [1, 12, 28, 44]. This was the period when many 
researchers were working on the development of either Euclidean and/or angular 
genetic distance measures. Nei’s similarity measure has been the most frequently used 
genetic distance because it identifies the biological unit to be measured. 
 
The distance measures proposed by other researchers are modifications of Nei’s 
distance measure, which is based on the frequency of the occurrence of alleles at each 
locus of the DNA profile. Other big names in the above field of genetic distance are 
Hillis, J.S. and Rogers [1]. 
 
A large number of studies in the late 1980’s and 90’s have been done to improve upon 
the earlier genetic distance measures developed in the 1960’s and 70’s. The 
new/modified methods developed by Lynch [4, 13, 22, 23, 24, 25] and Chakraborty [2, 
10, 21, 35] separately are increasingly used to make inferences about the genetic 
variations within and between populations.  
 
The purpose of most of the genetic distances developed to date is to measure the 
global evolutionary difference between populations and does not measure the distance 
between two individual DNA profiles. Thus they are not applicable in providing a 
similarity measure to rank order individual DNA profiles with respect to their 
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similarity to that of a target profile. As a result, during the course of our research, a 
new similarity index measure is developed that is to be used in ranking candidate 
profiles produced after a search is carried out. 
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CHAPTER 4 
METHODOLOGY OF APPROACH 
 
4.1. CLUSTERABILITY STUDY: OVERVIEW OF APPROACH 
This section provides a description of an approach that uses multivariate statistical 
methods to study clusterability of DNA profiles. The application of this method to 
cluster profiles of Short Tandem Repeat (STR) DNA locus data is presented. The 
developed method is applied to DNA profiles containing sixteen CODIS loci with 
allele distribution for that of Caucasians [Section 2.4.3].  
 
The DNA/STR profiles in the synthetic database are to be represented in binary form 
first, using a ‘1’ to denote the presence of, and a ‘0’, the absence of an allele at a locus. 
The binary data matrix is generated using the allele probability distribution 
specifications for each of the sixteen loci for that of the Caucasian. We then determine 
the combinations of various two-loci pairs of the sixteen CODIS loci that would give 
good cluster formation. Clusterability is studied by performing principal component 
analysis on the synthetic data profiles of 10,000 samples, followed by examination of 
the associated scores plots and other relevant information to determine factors that 
contribute to the good clusterability. 
 
The clusters are validated by using the k-means clustering algorithm [40, 48]. The 
membership of each cluster is then identified and recorded followed by a study of the 
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allele distribution patterns that characterize each cluster. Each DNA/STR profile 
belongs to one and only one of these clusters. Therefore, based on the allele 
distribution at the two chosen loci, the entire DNA database can be partitioned into 
these distinct clusters. Further validation of the developed principal component 
analysis model was carried out with a real DNA/STR dataset. When performing a 
search for candidate profiles to match that of target profile, the target’s DNA profile 
can be classified into one of these clusters by knowing its allele distribution pattern at 
the two loci under consideration. Thus, search can be restricted to members within this 
cluster only, thereby enhancing the search speed and thereby reducing the search time. 
  
Once the search has reached a leaf node of the database tree, a list of candidate 
profiles is returned satisfying the match specifications. The matches returned by a 
search may be on the order of tens to hundreds, depending on the match requirement 
specification and it becomes difficult for caseworkers and analysts to examine all the 
returned profiles in order to identify the top suspects. Therefore, there comes the need 
for the development of a similarity measure to rank order the candidate profiles. 
 
A Similarity Index (SI) parameter would reflect the degree of similarity of a 
candidate’s DNA profile to that of the target. To test the feasibility of using the 
similarity index, a small as well as a large synthetic data set of candidate profiles of 
known rankings were created. Sensitivity analysis of the developed similarity index 
was also carried out to study the region of robustness of the similarity index in 
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response to changes in the weight parameter used in the similarity index. A flowchart 
showing the various steps used in the overall approach is shown in Figures 4.1 and 
4.2.  
 
4.1.1. SYNTHETIC DNA PROFILES GENERATION AND DNA PROFILES 
REPRESENTATION 
The allele probability data were provided by the CODIS software for each of the 
sixteen STR loci for Caucasians, African Americans and Hispanic populations. The 
DNA/STR profiles are represented by a binary coding with a ‘1’ designating the 
presence, and ‘0’ the absence of an allele at a locus. The binary representation results 
in a sparse matrix of mostly zeros and some ones. For a profile consisted of all 
heterozygous loci (presence of two different alleles at a locus) we can have the 
presence of ‘1’ a maximum of twice the number of loci present in that profile, and the 
minimum number of 1’s present in a DNA/STR profile is equal to the number of loci 
present in that profile; that is if all loci exhibit homozygosity (presence of the same 
allele twice at a locus).  
 
The synthetic binary data set of 10,000 profiles used in this research was generated 
from the known allele frequency distribution at the sixteen STR loci for the Caucasian 
population. Note that all loci have different allele lengths because the possible number 
of alleles available for each locus is different. The data matrix has a dimension of 
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FIGURE 4.1: Flowchart for Clusterability Study Using Multivariate Data 
Analysis for DNA/STR Loci. 
 
Multivariate Data Analysis 
of DNA/STR Loci. 
Probability Densities of Sixteen 
DNA/STR Loci Provided by  CODIS. 
Generate 10,000 Binary Synthetic DNA/STR Profiles Using 
the Probability Densities for All Sixteen Loci. Data Matrix 
has a Size of 10,000-by-202. 
Study the Clusterability of Profiles at Two-Loci Combinations (120) Using 
Principal Component Analysis Technique. Use the Loci-Pair d13s317 and 
d16s539 as an Example for Further Study. 
Perform Singular Value Decomposition (SVD) on 
the Binary DNA/STR Dataset at d13s317 and 
d16s539 Loci. 
The Scores Plot shows that the Second and Third Principal 
Components Give Nine Good Clusters for Profiles at d13s317 and 
d16s539 Loci. 
1 
Obtain the 2-D Scores Plot for d13s317 and 
d16s539 Loci-Pair and Decide which Two 
Principal Components Yield Good Cluster 
Formation. 
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FIGURE 4.1: (Continued)
1 
Obtain the Make-Up of the Relevant Principal 
Components. 
Display the Make-Up of the 
Second and Third Principal 
Component as Bar Graphs. 
Obtain the Cluster Membership Identification 
Using K-means Algorithm. 
Test the Theory of Cluster Formation by Predicting 
the Approximate Centers of the Clusters. 
Perform Clustering Analysis of a Small Real DNA/STR 
Dataset of 176 Profiles at d13s317 and d16s539 Loci and 
Compare it with the Clusters of Large Synthetic Dataset of 
10,000 Profiles. 
DNA/STR PROFILES SHOW CLUSTERING 
PATTERNS FOR SUITABLY CHOSEN 
TWO-LOCI PAIR. 
Obtain the Allele Distributions Within the 
Memberships of Each Cluster to Arrive at 
Rationale of Clustering. 
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FIGURE 4.2: Flowchart for the Development of Similarity Index (SI) for 
Ranking Candidate Profiles. 
Development of Similarity Index (SI) for 
Ranking Candidate Profiles. 
The Six Loci that were Used in the Development of 
the Similarity Index are d13s317, d16s539, 
d18s1179, d5s818, tpox and vWa 
Generate 126 Binary Synthetic DNA/STR 
profiles of known Ranking at the Six Chosen 
Loci. 
SI = a1 (PML) + a2 (PMA) + a 3 (PBPDc) 
 
Where { a i} are the Weights and 
 
a1 + a2+ a3 = 1, 0= a i = 1, i= 1, 2, 3. 
 
PML = Percentage of Matching Loci. 0= PML = 100 
 
PMA = Percentage of Matching Alleles. 0= PMA = 100 
 
PBPD = Percentage of Base Pair Difference. 0= PBPD = 100 
 
PBPDc = 100 – PBPD; The Complement of PBPD. 
 
Rank the 126 Candidate Profiles Using the Similarity Index 
(SI) defined above for Different Sets of Weights. 
Compare the Ranking Obtained Using SI with 
the known Rank Order. 
1 
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FIGURE 4.2: (Continued) 
 
 
Is (Ranking Using 
SI) ˜ Known 
Rank Order. 
1 
Study the Sensitivity of Ranking to the Choice of Weights by Defining 
Shuffling Index. 
 
Shuffling Index = ( ) ( )å -
ofiles
i casetestRankingRanking
Pr
,_se,inominal_ca  
 
Nominal Case: a1 = 1/3, a2 = 1/3, a3 = 1/3 
 
ROBUST RANKING IS 
ACHIEVABLE. 
Develop a Ternary Diagram to 
Represent the Sensitivity Study 
Results. 
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10000-by-202. (There are a total of 202 possible alleles from the sixteen loci.) Each 
row in the data matrix denotes a candidate DNA profile containing allele information 
at the 202-allele sites. The ith column represents the presence ‘1’, or the absence ‘0’ of 
the corresponding ith allele for all 10,000 profiles. When clusterability is studied using 
the loci pair, say of d13s317 (9 alleles)-d16s539 (11 alleles), the dimension of the sub-
data matrix will then be reduced to 10000-by-20. Singular Value Decomposition 
(SVD) and principal component analysis are applied to the submatrix having only 
information on the loci pair under study. Table 4.1 gives an example of the binary 
matrix of twenty profiles for the d13s317 locus. Note that profiles 16 and 17 have only 
one allele present, thus representing the homozygous case. 
 
4.1.2. DNA/STR CLUSTERABILITY STUDY 
 
4.1.2.1.CLUSTERING BY PRINCIPAL COMPONENT ANALYSIS (PCA) 
Principal Component Analysis is an effective tool for data compression, information 
extraction, and cluster analysis. PCA finds combinations of the original system 
variables that describe trends in the data. PCA involves a mathematical procedure that 
transforms a number of correlated variables into a reduced number of uncorrelated 
variables called principal components. Figure 4.3 shows a two-dimensional principal 
component concept. The two principal components represent a change of coordinate 
basis vectors from those of the original. The first principal component is chosen such 
that the sum of the squares of the projections of the data points onto the chosen axis is  
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TABLE 4.1: Example of Binary Representation of DNA/STR Profile for Twenty 
Individuals at the d13s317 Locus. ‘1’ Represents the Presence of and ‘0’ Indicates 
the Absence of an Allele. 
 
Alleles for Locus d13s317 Profile  
ID 7 8 9 10 11 12 13 14 15 
# of Alleles 
 1 0 1 0 0 1 0 0 0 0 2 
2 0 0 0 0 1 1 0 0 0 2 
3 0 0 1 0 1 0 0 0 0 2 
4 0 0 0 1 0 1 0 0 0 2 
5 0 0 0 0 0 0 1 1 0 2 
6 0 1 0 0 1 0 0 0 0 2 
7 0 0 0 1 0 0 1 0 0 2 
8 0 0 0 0 1 1 0 0 0 2 
9 0 0 0 1 0 1 0 0 0 2 
10 0 0 0 1 1 0 0 0 0 2 
11 0 0 0 0 1 1 0 0 0 2 
12 0 0 1 0 0 1 0 0 0 2 
13 0 0 0 0 1 0 0 1 0 2 
14 0 0 0 0 0 0 1 1 0 2 
15 0 0 1 0 0 1 0 0 0 2 
16 0 1 0 0 0 0 0 0 0 1 
17 0 0 0 0 0 1 0 0 0 1 
18 0 0 0 0 1 1 0 0 0 2 
19 0 1 0 0 1 0 0 0 0 2 
20 0 1 0 0 0 0 1 0 0 2 
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FIGURE 4.3: Illustration of Principal Component Analysis Concept, in which 
PC1 and PC2 Represent the New Principal Component Basis Vectors. 
 
 
 
 
 
 
 
 
Original System variable 2 
PC1 
PC2 
Original System variable 1 
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maximum of all possible new co-ordinate axis; The second principal component is 
chosen to be orthogonal to the first, and the sum of the squares of the projections of 
the data points onto this second axis is the next maximum, and so on for each of the 
subsequent principal components in a multidimensional principal component 
framework. The first principal component accounts for as much of the variability in 
the data as possible, and each succeeding component accounts for as much of the 
remaining variability as possible. PCA reduces the dimensionality of the data matrix 
and amounts to a rotation of coordinate axes to form a new but smaller coordinate 
system that has the described properties. There are two main objectives of doing the 
principal component analysis on a data matrix: 
· To find the new co-ordinate axis to represent a reduced dimensional data space.  
· To look for cluster formation when original data points ate projected onto the 
leading principal component axes. 
 
Implementing PCA involves several steps. First, the data may be column mean-
centered, and often normalized by the standard deviation of each column. Mean 
centering implies that the mean of the centered value of each column is zero. 
Normalization is usually necessary to avoid problems associated with having some 
measurements with large values and others with small ones, perhaps because of the 
different physical units involved, that is, to prevent the problem of comparing ‘oranges 
to apples’. In this research, neither mean centering, nor normalization is performed 
because all measurements, that is, the 1’s and 0’s are all on the same footing, thereby 
no scaling is necessary. Without mean centering, the first principal component would 
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be interpreted to represent the ‘average’ size of the matrix; therefore not useful in 
cluster differentiation.  
 
The preferred method to implement PCA is to use the Singular Value Decomposition 
(SVD) [45] of the data matrix. SVD decomposes the data matrix, X, into the product 
of three matrices, U, S, and VT  as seen in Equation 4.1, in which ‘T’ denotes transpose. 
In Equation 4.1, the orthogonal vectors of the columns of the matrix, V, are referred to 
as the principal components of the data matrix, X, and they are all of unit length. 
                                                         X = U S  V T                                                      (4.1) 
X= Original data matrix, size m-by-n, n<<m in this study. 
U= Left singular matrix, size m-by-n, in which the columns are mutually orthogonal 
and of unit length. 
V= Right singular matrix, size n-by-n, in which the columns are mutually orthogonal 
and of unit length. 
S= Diagonal matrix, size n-by-n, with positive diagonal elements arranged in 
descending order of magnitude. 
  
The columns of V, being the principal components, represent the new coordinate axes 
or basis vectors of the axes of the new frame of reference with respect to the old 
coordinate axes. The diagonal elements of the S matrix are referred to as the singular 
values of X. The percentage of total variation of the information contained in X, 
contributed by each principal component is given by the ratio of the square of each of 
the corresponding singular value, to the sum of squares of all the singular values. A 
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scree plot can be developed to show the cumulative ratio of this measure, plotted 
against the index number. The singular values are used in making a decision as to how 
many principal components to keep in building the PCA model to represent the 
original data. The data represented by the remaining principal components may be 
discarded for data analysis, as their contribution towards capturing the total variance in 
the original data is negligible. Due to correlation among the original variables, not all 
the principal components need to be used to fully represent the original data. This 
accounts for the dimension reducing effect of using the principal component analysis 
approach. 
 
After the principal components are identified, each data profile (a row of the X matrix) 
is to be projected onto each of the chosen principal components. This step is carried 
out by multiplying the data matrix, X, by Vi, where Vi represents the ith column of the 
V matrix, which is the ith principal component vector (i.e. scores = X*V, Equation 
(4.3)).  The vector formed by the projections of profiles onto a principal component 
vector is referred to as the scores vector onto that principal component. The bigger the 
length of the projection of a profile onto the scores vector, the better this principal 
component represents that particular data profile. Thus, data profiles with comparable 
projections onto this principal component can be regarded as similar to each other, 
with respect to this principal component. Therefore, profiles which have high 
projections onto this principal component indicate that this principal component aligns 
more with these profiles, thus exhibiting the pattern of contribution by the original 
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variables to this principal component. Similarly, projections of data profiles onto each 
of the succeeding principal components can be carried out to obtain the respective 
scores. 
 
As the degree of variation exhibited by the data profiles along the different principal 
components is not the same, normalization of the scores vector is important in order to 
make judicious comparison and analysis of the profiles as to their similarity. In order 
to obtain meaningful normalization the Mahalanobis distance measure is employed 
[48]. The normalization is carried out by multiplying each projection by the inverse of 
the corresponding singular value - the projection onto the ith principal component is 
divided by the ith singular value. Equation 4.2 shows the procedures.  
 
 Mahalanobis Scores  = XVS  - 1  =  (USVT) VS  - 1 = (US)( VT V) S  - 1              
                                                   = U (SS  - 1) = U                                                      (4.2) 
 
 Scores or Projection of Profiles onto the Principal Component Vectors:  
Scores = X*V                                                (4.3) 
 
In the above equation, X represents the original data matrix and U, S, and V are 
obtained from the SVD of X, as shown in Equation 4.1. Since the V matrix is 
orthogonal, VT  is also equal to V-1. 
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All data profiles can be projected onto a two-dimensional subspace spanned by two of 
the leading principal components (i.e. PC3 & PC4, or PC2 & PC 3, or PC2 & PC4) to 
see if any distinct clustering pattern is detectable. Data profiles that are projected into 
the same cluster would imply that they are very similar in its variations in the original 
variables, which are the allele distribution patterns at the two loci. In the following 
sections it will be observed that projections onto the second and third principal 
components for DNA/STR profiles at the loci pair of d13s317 and d16s539 yield 9 
distinct clusters. Our task is now to study the allele distribution pattern that is 
associated with the candidate profiles contained in each cluster to see what makes 
them cluster in the manner observed. 
 
A numerical example consisting of thirty DNA/STR samples containing alleles for the 
loci-pair d13s317 and d16s539 is used to illustrate the principal component analysis 
procedures.  
 
The binary data matrix, X (30-by-20), is shown in Equation 4.4, where 30 denotes the 
number of candidate profiles and 20 denotes the total number of alleles present in the 
loci pair d13s317 and d16s539. The three matrices U, S, and V obtained after SVD 
(Equation 4.1) are shown in Equations 4.5, 4.6, and 4.7 respectively. Recall that the 
columns of V are the principal components. Now the scores (Equation 4.3) or the 
projections of the profiles onto the second and the third principal component is 
determined as shown in Table 4.2. The obtained 2-D scores plot is shown in Figure 
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4.4.  Distinct clusters are not seen because our example sample size is very small to 
capture all possible arrangements of alleles at these two loci. The purpose of this 
example is to illustrate the overall steps involved in clusterability study. 
 
4.1.2.2.CLUSTER MEMBERSHIP ANALYSIS USING THE K-MEANS 
ALGORITHM 
When a distinct clustering pattern is discerned, the well-known k-means clustering 
algorithm [40, 48] was applied to validate the clustering of the normalized 
Mahalanobis scores of a large dataset (Equation 4.2), projected onto the 2-D principal 
component subspace. K-means is an iterative procedure, and in order to use the k-
means algorithm a-priori information on the number of clusters has to be supplied. 
This is not a problem, as the number of clusters obtained can be obtained by visual 
inspection of the scores plot. The K-means algorithm consists of the following steps. 
· An arbitrary set of m initial cluster centers is first chosen (in our case m=9). 
These are generally selected as the first m samples of the given sample set. 
·  Each data point is assigned to that cluster to which it is closest using some 
distance/similarity measure, depending upon the requirement of the problem. 
Usually the Euclidian distance measure is employed. 
· New cluster centers are determined from the updated clusters. 
· In the next round of iteration, clusters are re-formed by assigning the data to 
the new cluster center to which it is closest. 
· Iteration continues until some convergence criteria are met. 
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20  300.08-0.040.020.320.260.00-0.110.12-0.03-0.120.07-0.140.19-0.390.000.25-0.04-0.10-0.290.17
0.030.15-0.05-0.05-0.03-0.150.000.020.190.02-0.20-0.36-0.06-0.13-0.37-0.190.030.090.250.16
-0.18-0.020.02-0.02-0.050.22-0.08-0.15-0.19-0.080.130.000.340.060.06-0.320.330.29-0.080.09
0.180.130.03-0.060.340.08-0.060.15-0.10-0.23-0.12-0.190.040.100.07-0.150.00-0.010.320.22
0.000.000.000.000.000.000.00-0.310.66-0.400.260.03-0.120.020.220.240.260.080.140.18
0.06-0.030.10-0.070.14-0.14-0.27-0.100.010.30-0.120.120.06-0.43-0.03-0.010.35-0.130.200.15
-0.140.000.050.16-0.25-0.49-0.02-0.03-0.41-0.100.02-0.07-0.260.050.180.190.24-0.01-0.040.23
-0.04-0.02-0.14-0.35-0.160.060.27-0.30-0.19-0.14-0.020.270.24-0.28-0.160.21-0.190.110.030.15
0.31-0.110.07-0.32-0.020.25-0.11-0.06-0.16-0.060.13-0.29-0.33-0.250.22-0.11-0.150.20-0.190.17
-0.080.30-0.050.26-0.11-0.02-0.020.100.02-0.27-0.220.180.18-0.280.12-0.14-0.21-0.120.230.19
0.51-0.01-0.010.20-0.07-0.220.320.140.090.000.150.250.260.030.08-0.350.130.24-0.170.05
-0.080.59-0.23-0.010.120.08-0.14-0.160.070.32-0.120.04-0.07-0.040.20-0.020.030.29-0.330.16
-0.140.00-0.170.220.290.060.17-0.12-0.140.05-0.010.25-0.210.150.030.13-0.12-0.05-0.050.26
0.25-0.18-0.03-0.120.08-0.07-0.23-0.34-0.200.12-0.020.040.140.230.00-0.010.11-0.050.250.19
0.04-0.48-0.380.130.11-0.07-0.11-0.120.14-0.02-0.500.000.000.110.06-0.080.070.03-0.240.08
-0.36-0.150.11-0.110.23-0.310.23-0.020.130.280.140.030.00-0.010.24-0.32-0.220.050.190.19
0.050.10-0.02-0.03-0.24-0.26-0.03-0.07-0.03-0.140.070.11-0.28-0.12-0.34-0.240.17-0.09-0.200.09
0.03-0.14-0.090.32-0.070.300.24-0.040.060.280.05-0.07-0.07-0.08-0.440.140.110.200.140.19
0.13-0.03-0.150.02-0.200.170.18-0.06-0.02-0.20-0.25-0.04-0.200.100.10-0.20-0.20-0.150.060.23
0.030.090.00-0.04-0.010.100.150.09-0.220.020.120.100.030.16-0.010.190.080.090.200.25
0.170.04-0.10-0.270.22-0.360.170.090.120.070.14-0.190.100.10-0.200.18-0.19-0.03-0.210.22
0.030.080.140.18-0.060.160.260.08-0.050.130.06-0.370.090.130.160.030.25-0.25-0.060.20
0.27-0.04-0.060.00-0.070.03-0.410.390.060.100.140.35-0.040.120.020.16-0.120.040.110.20
-0.220.01-0.040.030.160.02-0.28-0.11-0.06-0.300.25-0.080.260.20-0.32-0.17-0.09-0.17-0.220.17
-0.28-0.09-0.17-0.30-0.10-0.030.020.510.04-0.14-0.22-0.080.140.040.030.170.240.31-0.030.12
-0.17-0.080.05-0.170.200.240.070.270.05-0.020.110.32-0.34-0.06-0.14-0.260.23-0.21-0.120.16
-0.040.12-0.08-0.11-0.460.08-0.180.000.220.290.04-0.040.140.240.00-0.03-0.11-0.29-0.080.23
-0.20-0.300.040.27-0.21-0.02-0.220.070.030.060.24-0.12-0.04-0.140.03-0.11-0.310.310.060.18
-0.02-0.230.06-0.15-0.130.100.140.030.070.09-0.030.010.23-0.250.210.030.05-0.36-0.150.17
0.000.000.780.00-0.010.02-0.01-0.070.11-0.04-0.400.140.020.18-0.130.09-0.110.19-0.210.21
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0000000000000000003.740
00000000000000000006.68
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10000000000000000000
01000000000000000000
0000000-0.30-0.040.470.40-0.050.08-0.160.35-0.41-0.060.41-0.140.13
0000000-0.32-0.17-0.05-0.25-0.18-0.340.070.02-0.070.01-0.30-0.620.41
0000000-0.24-0.010.08-0.080.140.260.30-0.44-0.07-0.490.060.280.49
0000000-0.22-0.14-0.12-0.190.230.45-0.750.060.12-0.01-0.180.000.12
0000000-0.19-0.24-0.08-0.03-0.460.160.08-0.060.100.640.180.350.30
0000000-0.490.75-0.370.160.02-0.060.010.090.080.080.020.040.03
0000.890.40-0.07-0.220000000000000
000-0.150.720.290.610000000000000
000-0.430.56-0.26-0.660000000000000
000-0.01-0.040.92-0.390000000000000
00000000.130.320.41-0.060.06-0.34-0.38-0.56-0.190.28-0.040.070.11
00000000.15-0.18-0.510.420.330.110.05-0.28-0.450.250.02-0.210.08
00000000.210.070.130.070.39-0.130.130.49-0.050.19-0.400.320.46
00000000.27-0.02-0.110.240.12-0.22-0.16-0.010.58-0.090.48-0.180.40
00000000.340.300.150.32-0.430.490.02-0.060.10-0.04-0.35-0.270.17
00000000.310.09-0.38-0.17-0.43-0.20-0.290.16-0.41-0.330.110.240.20
00000000.240.290.03-0.580.190.340.180.13-0.170.220.39-0.280.11
00100000000000000000
(4.7) 
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TABLE 4.2: Scores of Candidate Profiles onto the Two Principal Components           
(V2 and V3) 
 
 
 
CANDIDATE PROFILE ID PRINCIPAL COMPONENT 1 (V2) 
PRINCIPAL COMPONENT 2 
(V3) 
1 -0.21 0.19 
2 -0.15 -0.36 
3 0.06 0.31 
4 -0.08 -0.29 
5 -0.12 -0.21 
6 -0.03 0.31 
7 -0.22 -0.17 
8 0.11 0.04 
9 -0.06 -0.25 
10 -0.21 -0.03 
11 0.20 0.09 
12 0.06 -0.15 
13 0.14 0.20 
14 -0.20 -0.09 
15 0.19 0.05 
16 -0.24 0.03 
17 0.25 -0.05 
18 -0.05 -0.05 
19 -0.33 0.29 
20 -0.17 0.24 
21 0.23 -0.12 
22 -0.19 0.20 
23 0.03 0.11 
24 -0.04 -0.01 
25 0.20 -0.13 
26 0.14 0.08 
27 0.32 -0.01 
28 -0.08 0.29 
29 0.25 0.09 
30 -0.29 -0.10 
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FIGURE 4.4: Normalized Scores of 30 Caucasian-DNA/STR Profiles onto the 2nd 
and 3rd Principal Components in d13s317 and d16s539 Loci. 
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Although no general proof of convergence exists for this algorithm, it can be expected 
to yield acceptable results when the data exhibit characteristic clustering, which are 
relatively distinct from each other. In most practical cases the application of this 
algorithm will require experimenting with various values of m but in this case the 
information on the number of clusters to start with is already known. 
 
4.1.2.3. ALLELE DISTRIBUTION PATTERN OF MEMBERS CONTAINED 
WITHIN EACH CLUSTER 
Using the k-means algorithm the memberships of each cluster is determined and how 
the allele distribution patterns of the member profiles resemble each other is then 
studied. The size of each cluster is also determined. Later it turns out that the size of 
each cluster is comparable to each other, an important finding that is beneficial in 
generating a more balanced decision tree for the search engine.  
 
The description of how the development of the similarity index for ranking profiles 
after a search is described next. 
 
4.2. DEVELOPMENT OF A SIMILARITY INDEX (SI) TO RANK ORDER 
PROFILES 
The search algorithm under development will result at the lowest level of the decision 
tree, in a list of profiles, identified to be ‘similar’ to that of the target profile, matching 
exactly or close to the target profile depending upon the match stringency criteria 
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specified. Figure 4.5 shows where the SI is to be employed. The list of probable 
candidates resulting after a search is otherwise arranged in an order according to their 
place of entry in the database, and it is difficult for caseworkers to identify the top 
closest candidates to follow up, as time plays an important role in solving crimes. The 
matches returned by a search maybe in the order of tens to hundreds, and it becomes 
difficult for caseworkers/analysts to manually look into all the returned profiles to 
identify the top mostly likely candidates. Developing the capability of rank ordering 
the candidate profiles with respect to their similarity to that of the target profile thus 
becomes important. Such a similarity measure will rank order the top few candidate 
profiles that match or are closest to the target profile and thus lessen the workload of 
caseworkers by short listing the number of probable suspects to the most probable 
suspects. The following section will talk about the factors relevant in the development 
of a similarity index. 
 
4.2.1. THE SIMILARITY INDEX 
The four factors relevant to the formulation of a Similarity Index (SI) are: 
· The total number of matched loci between target and candidate profiles: The more 
loci that match the more similar the two profiles are. 
The total number of matched alleles between target and candidate profiles: In general, 
the more alleles that match between the two profile the more they maybe similar. 
However it is not always true. There might be some inconsistencies. It would depend  
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Loci Pair 
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Cluster 2 Cluster 3 Cluster 1 
Cluster 3 Cluster 2 
Level 1 
Level 2 
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VARIOUS FORENSIC APPLICATIONS  
FIGURE 4.5: Utilization of Similarity Index (SI) in the Search 
Decision Tree. 
Target DNA Profile 
Loci Pair Query 
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on the distribution of the unmatched alleles. If all the unmatched alleles were 
dispersed across all different loci (i.e. 1 mismatched allele/locus) then the same 
number of loci as the number of unmatched alleles would be unmatched. 
·  This case is to be contrasted to that in which all the unmatched alleles disperse 
into only about half as many loci (i.e. 2 unmatched alleles/locus). In the latter case, 
a similar number of unmatched alleles would result in a different similarity 
measure. Therefore, the weight assigned to the percent of matching alleles should 
be much smaller than that assigned to the percent of matching loci in contributing 
to the overall similarity index (SI). 
· The sum of differences in base pairs between all the unmatched alleles of target 
and candidate profiles. The further apart they are, the less similar they are. 
· Special Consideration of mixture profiles in either the target or candidate profile: 
The profiles with mixtures are not ranked using Similarity Index parameter but are 
flagged for further analysis by the caseworkers, because a numerical SI value 
would not have the meaning it is intended when mixture profiles are considered. 
In the application of the Similarity Index parameter, there might be situations when 
the SI may not be able to rank the candidate profiles efficiently because either 
candidate/target is a mixture, or the profiles are of unequal lengths. In such cases the 
candidate profiles that fall under this category would be flagged (Figure 4.6) to alert 
the caseworkers that they might want to examine these profiles manually. The blue 
bands in the figure correspond to the alleles that match the alleles present in the target 
profile (Column 2) and the red bands correspond to the mismatched alleles. This  
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FIGURE 4.6: Examples of Ambiguous Profiles in which the Target and 
Candidate Profiles have Unequal Number of Loci or Alleles.  
Ambiguous Profiles 
Allele Target C1 C2 C3 C4 C5 C6 C7 C8 C9 C10 C11 C12 C13 C14 C15 C16 
7 
8 
9 
10 
11 
12 
13 
14 
15 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
Total # of Loci 4 4 4 4 4 4 4 4 4 4 2 3 4 4 4 4 
Total # of mat. Loci 2 2 2 2 2 2 3 3 0 1 2 1 3 2 3 3 
Total # of alleles 7 6 7 6 8 8 7 7 8 7 4 5 8 8 8 8 
Total # of mat. Alleles 6 6 6 5 6 6 6 6 3 5 4 4 7 5 6 7 
Assumption: The profiles are similar at other loci locations. 
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example shows a target profile with four loci for simplicity, assuming that profiles are 
similar at other loci locations. Candidates 5 and 9 may represent a mixture profile, as 
one of the loci has more than two alleles present. Incomplete/missing profile examples 
are shown in candidates 11, 12 and 15. There are many different arrangements that 
lead towards ambiguity that one must consider in the development of the similarity 
index. 
 
Therefore, the Similarity Index is to have contributions from the degree of matching 
loci, matching alleles, and base pair difference of the unmatched alleles between that 
of the target and the candidate, weighted differently to reflect their degree of impact 
on the overall measure of similarity. The overall Similarity Index is to be calculated as 
in Equation 4.8. It is a weighted combination of the three relevant factors (expressed 
in percentage) discussed earlier. 
 
In the equations 4.8 and 4.9, the ‘ai’ denotes the weight for each of the subparameters 
of the Similarity Index. The maximum base pair difference in Equation 4.12 is 
determined by calculating the maximum base pair difference possible between the two 
pairs of alleles in each locus. For example in the locus d13s317 (Table 2.4), it is seen 
that the maximum base pair spread occurs when the target DNA/STR profile has allele 
present at allele 7 (Bin 1) and allele 15 (Bin 9) respectively and the candidate’s profile 
has allele present at allele 11 (Bin 5), i.e. it is homozygous. 
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Therefore, in obtaining the maximum base pair deviation between the mismatched 
alleles, the difference between the mismatched alleles of the candidate with that of the 
target profile is calculated. For the homozygous case there are two alleles at the same 
allele location and in order to determine the difference the same alleles are considered 
twice. In our example, the maximum difference is computed as [4*(|7-11| + |15-11|) = 
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32 bp (base pairs)]. A multiplying factor of 4 is used because each allele difference 
represents a difference of 4 base pairs. Note that all other possible distribution of 
alleles in the target/candidate profile will exhibit a base pair difference less than or 
equal to the calculated maximum base pair difference (32 bp). In the above example, 
there are an odd number of alleles present in the locus d13s317. One is to be added to 
the allele number difference obtained in case the number of alleles in the locus is even 
(for example locus d5s818). A simpler way to compute the maximum base pair 
difference for each locus is to take the difference between the last and the first allele 
index numbers. For example, consider the same locus d13s317, the difference in the 
last and the first allele index numbers is equal to 8 (the ninth and the first). Thus 32 bp 
(4*8) is the maximum base pair difference. This method gives the same number as 
before but the calculation is independent of the odd/evenness of alleles at each locus.  
In interpreting the SI value, the higher the SI value the more similar to the target the 
profile is regarded. In practice, a1 would be chosen to be quite a bit larger than a2, 
which would be chosen to be larger than a3 to reflect the dominance of PML in 
determining the overall similarity. 
 
As both PML and PMA are percentage based, if two profiles possess unequal number 
of loci, but with the same number of loci or alleles matching to that of the target 
profile, the one with fewer total loci will end up with a higher number for PML and 
PMA (because it would have a smaller number for the denominator in the calculation 
of PML and PMA), a misleading situation that would lead to an erroneous 
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interpretation of similarity.  Similarity Index and ranking among profiles are 
meaningful only when the denominator in either the PML and PMA calculation for all 
the profiles whose similarity is to be compared are the same; meaning the same 
number of loci and alleles between the DNA of the target and that of all candidate 
profiles. Otherwise, one is comparing ‘oranges to apples’, asking the question, such as 
‘Is 5 out of 5 loci matching (PML=100%) better than 10 out of 13 (PML= 77%) 
matching’. To overcome such contradictory arguments the development of some sort 
of a scaling scheme is required to apply in the future to the similarity index ranking 
parameter.  
 
The third related parameter PBPD captures the percentage base pair difference in the 
mismatched alleles of a candidate profile against that of the target. Proper care should 
be taken in integrating PBPD into the overall SI. From Equation 4.12, it is seen that 
the related parameter PBPD has a positive (+) contribution in the calculation of SI, 
which implies that the PBPD value cannot be used as it is; because the greater the 
PBPD value the farther apart the candidate profile is from the target in the unmatched 
alleles, and vice-versa. Therefore, a higher PBPD value should translate to a smaller 
contribution to the similarity index. To account for the contrasting nature of PBPD, 
one has to take the complement of the true PBPD value such that a higher PBPD value 
would lead to a smaller addition to SI. The practice adopted here is to use the 
complement of PBPD from 100 and then to add it to the overall SI (as shown in 
Equation 4.8). The complement is denoted by PBPDc, as in Equation 4.13.  
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Note that in general the higher the SI value, the more the profile is regarded to be 
similar to that of the target. In the application of the Similarity Index parameter, there 
might be situations when the SI may not be able to rank the candidate profiles 
meaningfully, such as in the ambiguous cases. In such cases the candidate profiles 
would be flagged, e.g. Figure 4.6, to alert the caseworkers for manual scrutiny of the 
profiles during follow-up. 
 
 4.2.2. DNA PROFILE GENERATION FOR TESTING THE SIMILARITY 
INDEX 
A set of one hundred and twenty six synthetic profiles, as well as a bigger set of one 
thousand and twenty six profiles in six loci was generated, to be used in studying the 
feasibility of using the developed similarity index to rank order the profiles with 
respect to a given target profile. Table 4.3 and 4.4 show the characteristics of profiles 
generated for Similarity Index study for the small (126) and large (1026) datasets 
respectively. The profiles contain loci with either heterozygous or homozygous alleles. 
Six loci were chosen because it is simpler than handling the entire set of thirteen loci, 
and we believe that successful ranking of six-loci profiles would imply successful 
ranking of thirteen-loci profiles. The set also contains mixtures and profiles with 
unequal number of loci to that of target. In the original DNA data matrix, ‘1’ is used to 
indicate the presence of an allele and ‘0’ to indicate the absence of an allele at a 
particular locus. The six loci that were used to create synthetic profiles are as follows: 
d13s317, d16s539, d5s818, d18s1179, tpox and vWa. These loci were chosen because 
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Table 4.3: Types of Synthetic Profiles (126) used to Study the Feasibility of Similarity Index. 
 
Total Number of Profiles 126 
Target Profile to be Compared With Heterozygous across all six loci 
Total Number of Loci Used 6 (d13s317, d16s539, d18s1179, d5s818, tpox, vWa) 
Number of Profiles with Mixtures 9 (ID#: 118-126) 
Number of Ambiguous Profiles 12 (ID#: 106-117) 
Number of Profiles with 1 mismatched allele to that of the target 1 (ID#: 1) 
Number of Profiles with 2 mismatched allele to that of the target 9 (ID#: 2-10) 
Number of Profiles with 4 mismatched allele to that of the target 30 (ID#: 11-40) 
Number of Profiles with 5 mismatched allele to that of the target 20 (ID#: 41-60) 
Number of Profiles with 8 mismatched allele to that of the target 10 (ID#: 61-70) 
Number of Profiles with 9 mismatched allele to that of the target 10 (ID#: 71-80) 
Number of Profiles with 10 mismatched allele to that of the target 5 (ID#: 81-85) 
Number of Profiles with 11 mismatched allele to that of the target 5 (ID#: 86-90) 
Number of Profiles with 12 mismatched allele to that of the target 9 (ID#: 91-99) 
Number of Profiles that are exact replica of the target 1 (ID#: 100) 
Number of Profiles with an extra 7th Locus 5 (ID#: 101-105) 
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Table 4.4: Types of Synthetic Profiles (1026) used to Study the Feasibility of Similarity Index. 
 
Total Number of Profiles 1026 
Target Profile to be Compared With Heterozygous across all six loci 
Total Number of Loci Used 6 (d13s317, d16s539, d18s1179, d5s818, tpox, vWa) 
Number of Profiles with Mixtures 9 (ID#: 1018-1026) 
Number of Ambiguous Profiles 12 (ID#: 1006-1017) 
Number of Profiles with 1 mismatched allele to that of the target 1 (ID#: 1) 
Number of Profiles with 2 mismatched allele to that of the target 99 (ID#: 2-100) 
Number of Profiles with 4 mismatched allele to that of the target 300 (ID#: 101-400) 
Number of Profiles with 5 mismatched allele to that of the target 200 (ID#: 401-600) 
Number of Profiles with 8 mismatched allele to that of the target 100 (ID#: 601-700) 
Number of Profiles with 9 mismatched allele to that of the target 100 (ID#: 701-800) 
Number of Profiles with 10 mismatched allele to that of the target 50 (ID#: 801-850) 
Number of Profiles with 11 mismatched allele to that of the target 50 (ID#: 851-900) 
Number of Profiles with 12 mismatched allele to that of the target 99 (ID#: 901-999) 
Number of Profiles that are exact replica of the target 1 (ID#: 1000) 
Number of Profiles with an extra 7th Locus 5 (ID#: 1001-1005) 
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they have been shown to contribute to good clusterability by the principal component 
analysis approach.  
 
4.3. SENSITIVITY ANALYSIS OF SIMILARITY INDEX TO THE 
SELECTION OF WEIGHTS FOR THE SIMILARITY INDEX 
SUBPARAMETERS 
The main objective of performing the sensitivity analysis was to determine the range 
of weights for the three Similarity Index (SI) subparameters, in which the similarity 
rankings of the top ranked candidates remain relatively robust. Robustness means that 
the rank of the top few candidates would remain relatively insensitive to the choice of 
weights used in equation 4.8, in calculating the Similarity Index. High sensitivity to 
the choice of weights would render the use of the SI less meaningful and lead to a 
subjective interpretation of the ranking results.  
 
First, a Shuffling Index needs to be developed to reflect the overall change in the 
rankings of the profiles. The Shuffling Index is developed as shown in Equation 4.14, 
which is just the sum of the absolute values of the change of rankings of the 
corresponding profiles when different weighting is used.  
 
Note that the Shuffling Index is always a positive number and that a larger index 
implies the more shuffling associated with the profiles using that test_case weights. 
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Shuffling Index = Overall Sum of the Absolute Value of the Difference between 
the Respective Rankings of the Profiles in the Nominal Case and that of the 
Corresponding Profiles in the Test case.  
                                                                                                                     
                          ( ) ( ) (4.14)                         RankingRankingå -=
Profiles
i test_case,se,inominal_ca  
Where ( ) i ,case_testRanking  denotes the ranking of the ith profile using the test_case 
weights. 
 
4.3.1. SELECTION OF WEIGHTS 
Revisiting the three parameters that make up the overall similarity index. 
· PML: Percentage of Matching Loci (Equation 4.10) 
· PMA: Percentage of Matching Alleles (Equation 4.11) 
· PBPDc: Complement of the Percentage of Base Pair Difference (Equation 4.12), 
i.e. (1-PBPD)  
 
A graph would be nice to represent the specification of the three weights (a1, a2, a3), 
to aid in the visual perception of the range of weights over which the shuffling is 
calculated. Thus, a ternary diagram is chosen to fulfill this role. Ternary diagrams are 
used in the field of physical chemistry [46, 47] to represent thermodynamic and 
concentration information associated with a mixture. Figure 4.7 represents such a 
diagram. Starting from the vertex point; ‘p’, sides rp and,qr,pq  represent the weight 
for PML (a1), PMA (a2), and PBPDc (a3) respectively, ranging from 0 to 100% for all  
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FIGURE 4.7: Weights for the Similarity Index Subparameter Expressed on a 
Ternary Equilateral Triangle; PML= Percentage of Matching Loci; PMA= 
Percentage of Matching Alleles; PBPDc= 1-PBPD (Percentage of Base Pair 
Difference), the Sides pq, qr, and rp Represent the Weight (a 1, a 2 , and a 3) for 
PML, PMA, and PBPDc Respectively. 
PML0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
PMA
0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1.0
PBPD
0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
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1.0
1.  [0.1 0.8 0.1] 
2.  [0.5 0.1 0.4] (q) 
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(p) 
(y) 
(x) 
(z) 
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three parameters. Each point in the interior of the triangle of the ternary diagram 
represents a specific combination of the three-parameter weights. 
 
Here are the rules for determining the three weights represented by a point inside the 
triangle. At each point of interest, draw three lines, each passing through this point and 
with a line parallel to each of the three sides of the triangle. 
1. To identify the weight for PML, first, locate the vertex that represents 100% 
PML. This point is labeled as ‘q’ in the diagram. Then examine the line 
segments representing the two sides of the triangle that emanate from this 
vertex. In this case, it is the line segment qp and qr  (They form a 60º angle). 
From the three lines drawn at the point of interest, pick out the line that, 
together with the two lines emanating from vertex ‘q’, forms a closed 
equilateral triangle. Locate the point of intersection of this line with the ‘PML’ 
line (pq ) and read off the corresponding PML value on pq . 
2. Similarly proceed to read off the PMA and PBPDc values. 
 
For example, consider point ‘2’ shown in the figure near the bottom of the triangle 
with co-ordinates of (a1= 0.5, a2=0.1, a3=0.4). The values 0.5, 0.1, and 0.4 are the 
weights for PML, PMA, and PBPDc respectively. Following the steps mentioned 
above, draw three lines passing through point 2 and parallel to the three sides. To 
identify the weight for PML, first locate vertex ‘q’. Then draw lines qy and qx  
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emanating from vertex ‘q’. Now line yx  forms a closed equilateral triangle with line 
segments qy and qx  and intersects pq  at 0.5(=a1). This gives us the corresponding 
PML value of 0.5. Similarly locate the weights for PMA (y=0.1=a2) and PBPDc 
(z=0.4=a3).  
Having constructed the ternary diagram, a large set of discrete weights was generated 
consisting of 4182 sets of weights in the range shown below. 
· 0 £ a1 £ 1.0; weight for PML. 
· 0 £ a2 £ 1.0; weight for PMA. 
· 0 £ a3 £ 1.0; weight for PBPDc and 
· Subject to a1 + a2 + a3 = 1.0   (Equation 4.9). 
 
Having created the matrix (4182-by-3) of weights, the effect of SI subparameter 
weights on the shuffling of rankings obtained on each of the two sets of synthetic 
profiles (The small and big sets) was studied. The shuffling of subsequent rankings 
when compared to that of a reference set was investigated. The new parameter called 
the Shuffling Index, as described in Equation 4.14, was used to calculate the changes in 
rankings of the top ranked profiles. The reference set of weight chosen was the 
midpoint of the ternary triangle, (1/3,1/3,1/3). The shuffling index determines the net 
sum of the shift in the rankings of candidate profiles. Note that, in calculating the 
shuffling index, it is the absolute difference in the change of rankings of the 
corresponding profiles that are added together. Therefore, there will be no cancellation 
between profile rankings being shifted up and others being shifted down. 
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4.3.2. RANKING SENSITIVITY STUDY: THE SHUFFLING INDEX AND 
SHUFFLING INDEX CONTOUR PLOTS 
Having created the matrix of weights, the task was reduced to study the effect of 
weight selection on the shuffling of ranks obtained by our similarity measure. The 
shuffling of ranks was determined, by defining the new parameter called the Shuffling 
Index to reflect the relative changes in the rankings of the corresponding profiles when 
different weights are used in forming the Similarity Index (SI). Equation 4.14 shows 
how the shuffling index is to be calculated. The shuffling is studied using the reference 
weight (a1=1/3, a2=1/3, a3=1/3) that assigns equal importance to all the three 
parameters in forming the SI. It is the median point of the equilateral triangle of the 
ternary diagram. The sensitivity of ranking of the top ten, twenty and hundred 
candidates is also performed for different set of reference weight sets, as will be seen 
later. The Shuffling Index determines the juggling or difference in the ranks of the 
candidate profiles from that obtained using the reference weights, when different set of 
weights is used in doing the ranking. 
 
 The sensitivity study based on percentage of shuffling is performed to make 
appropriate normalized comparison for different set of weights and different number 
of top ranked profiles based on which the shuffling is calculated. Percentage shuffling 
is defined in Equation 4.15. 
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100
Shuffling Possible Maximum
)14.4.Eq(Index  Shuffling
ShufflingPercentage ´=                           (4.15)     
 
The maximum possible shuffling varies depending upon the sample size, and the 
number of top ranks one is considering for studying the sensitivity of the ranked 
profiles to different set of weights. The Shuffling Index or percentages obtained from 
using the data set of possible weight values can be plotted as contour curves, 
superimposed on top of the parameter weight ternary diagram. At a glance, the 
stability of profile rankings to changes in the SI subparameter weights can be 
discerned by visually examining the contour plot patterns. 
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CHAPTER 5 
RESULTS AND DISCUSSIONS 
 
5.1. CLUSTERING BY MULTIVARIATE STATISTICAL ANALYSIS 
The synthetic binary data set of 10,000 profiles was generated from the known allele 
frequency distribution for each of the sixteen STR loci for Caucasian population. Note 
that all loci have different number of alleles. The overall data matrix has a dimension 
of 10000-by-202, 10000 profiles and 202 alleles. Each row in the data matrix denotes 
one candidate DNA profile containing alleles at all sixteen loci. Each column 
represents the presence '1', or the absence '0' of the corresponding allele for all 10,000 
individuals/candidates. If studying the clusterability using the d13s317 (9 alleles)-
d16s539 (11 alleles) loci-pair, the dimension of the sub-data matrix is reduced to 
10000-by-20: only the twenty columns corresponding to the twenty alleles of the two 
loci of interest are lifted out of the original overall matrix, to form the submatrix 
which is then subjected to principal component analysis. The profiles were first 
represented in a binary form such as that shown in Table 5.1 Based on the allele 
distribution pattern of two suitably chosen STR loci, clusterable patterns are 
discernable after principal component analysis (PCA) of the data matrix.  
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TABLE 5.1: Example of Binary Representation of Twenty DNA/STR Profiles with Alleles at the d13s317 Locus. 
Alleles for Locus d13s317 Profile  
ID 7 8 9 10 11 12 13 14 15 
# of Alleles 
 1 0 1 0 0 1 0 0 0 0 2 (Heterozygosity) 
2 0 0 0 0 1 1 0 0 0 2 
3 0 0 1 0 1 0 0 0 0 2 
4 0 0 0 1 0 1 0 0 0 2 
5 0 0 0 0 0 0 1 1 0 2 
6 0 1 0 0 1 0 0 0 0 2 
7 0 0 0 1 0 0 1 0 0 2 
8 0 0 0 0 1 1 0 0 0 2 
9 0 0 0 1 0 1 0 0 0 2 
10 0 0 0 1 1 0 0 0 0 2 
11 0 0 0 0 1 1 0 0 0 2 
12 0 0 1 0 0 1 0 0 0 2 
13 0 0 0 0 1 0 0 1 0 2 
14 0 0 0 0 0 0 1 1 0 2 
15 0 0 1 0 0 1 0 0 0 2 
16 0 1 0 0 0 0 0 0 0 1 (Homozygosity) 
17 0 0 0 0 0 1 0 0 0 1 
18 0 0 0 0 1 1 0 0 0 2 
19 0 1 0 0 1 0 0 0 0 2 
20 0 1 0 0 0 0 1 0 0 2 
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5.1.1. IDENTIFICATION OF CLUSTERS FOR DNA/STR PROFILES FOR 
CERTAIN TWO-LOCI COMBINATIONS 
A rigorous study of the clusterability of two-loci combinations for DNA of 10,000 
synthetically generated Caucasians was carried out. A total of sixteen DNA loci were 
available for profile identification purposes (Currently, a subset of thirteen loci is 
required by FBI for state agencies to request a search in the national CODIS system). 
Therefore, a total of 120 ( 162C = 16*15/2= 120) two-loci combinations were analyzed 
using PCA to decipher the clusterability of the profiles under consideration. The two-
loci combinations, the identity of the corresponding principal components and the 
number of clusters that potentially resulted in good and distinct clusters, were 
determined by visual inspection of the relevant scores plots and are shown in Table 
5.2. K-means clustering algorithm will be used later to identify and validate the 
memberships of each cluster formed by the DNA information contained in a loci pair. 
The reason that only certain two loci combinations yield good clusters will be 
discussed in subsequent sections to show how the distribution of alleles in each locus 
will or will not lead to cluster formation. 
 
At this point, let us look into some examples of good cluster formation. Table 5.2 
shows that in most cases, the second and the third principal components are the ones 
to differentiate between clusters. In Table 5.2, it is noted that the number of clusters is 
either seven or nine in number. Let us also keep in mind that a-priori information of 
the number of distinct clusters from principal component analysis is available, and  
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TABLE 5.2: Combinations of Two-Loci that Potentially give Good Clusters after Visual Inspection of the Scores Plot. 
(This is not the final list of loci pair. In some cases one does not need loci pair for good clusters.) 
Locus 1 Locus 2 Principal 
Component 
Principal 
Component 
# of 
Clusters  
 Locus 1 Locus 2 Principal 
Component 
Principal 
Component 
# of 
Clusters  
csf1po fga 2 3 7  d18s51 d8s1179 2 4 7 
csf1po tpox 2 3 7  d18s51 fga 2 3 7 
d13s317 d16s539 2 3 9  d18s51 tpox 4 5 7 
d13s317 d1s80 2 3 9  d18s51 vWa 2 3 7 
d13s317 d21s11 2 3 9  d1s80 fga 3 4 7 
d13s317 d5s818 2 3 9  d21s11 d5s818 2 3 9 
d13s317 d7s820 2 3 9  d21s11 d7s820 2 3 9 
d13s317 fga 3 4 7  d21s11 fga 2 5 9 
d13s317 tho1 2 3 9  d21s11 tho1 2 3 9 
d13s317 vWa 2 3 9  d21s11 vWa 2 3 9 
d16s539 d1s80 2 3 9  d3s1358 fga 2 3 7 
d16s539 d5s818 2 3 9  d3s1358 tpox 2 3 7 
d16s539 d7s820 2 3 9  d5s818 d7s820 2 3 9 
d16s539 fga 4 5 7  d5s818 tho1 2 3 9 
d16s539 tho1 2 3 9  d5s818 vWa 3 4 7 
d16s539 vWa 2 3 9  d7s820 d1s80 2 3 9 
d18s51 d1s80 4 5 7  d7s820 d8s1179 2 3 9 
d18s51 d21s11 2 3 7  d7s820 vWa 2 4 7 
d18s51 d3s1358 2 3 7  d8s1179 fga 3 4 7 
d18s51 d5s818 2 3 7  vWa fga 2 3 7 
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this information is used later on as an input to the k-means clustering algorithm to start 
the iteration process. 
 
5.1.2. EXAMPLES OF LOCI PAIRS THAT GIVE GOOD CLUSTERS 
From Table 5.1 it is seen that potentially forty possible two-loci pairs of DNA/STR 
combinations resulted in good and well-separated cluster formation. The allele 
frequency distribution for all possible two-loci combinations was studied and analyzed 
to determine the reason behind the formation of distinct clusters. It will be presented in 
greater details in the following sections.  
 
Now let’s look at some examples of good clusters for Caucasians DNA/STR profiles. 
The scores plot showing clusters for different two-loci cases are nearly of the same 
structure, resembling to animals ‘PAW’ prints, though they might differ in the exact 
appearance.  Figures 5.1 – 5.6 show some examples of the paw prints of clusterable 
two-loci combinations. Figures 5.1-5.5 show nine clusters each, and Figure 5.6 is an 
example representing seven clusters. Having determined the number of clusters, seven 
or nine, the memberships of each cluster can then be identified with the analytical K-
means clustering algorithm. 
 
Having seen the formation of clusters, the reason behind the clusterability of 
DNA/STR containing different loci pairs is explored.  In the following section, the 
example of d13s317 and d16s539 loci pair will be used for illustration. 
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FIGURE 5.1: Scores of 10,000 Caucasian-DNA/STR Profiles onto the 2nd and 3rd 
Principal Components in d13s317 and d16s539 Loci. 
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FIGURE 5.2: Scores of 10,000 Caucasian-DNA/STR Profiles onto the 2nd and 3rd 
Principal Components in d13s317 and d1s80 Loci.                                                                                                                                                                                
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FIGURE 5.3: Scores of 10,000 Caucasian-DNA/STR Profiles onto the 2nd and 3rd 
Principal Components in d16s539 and d1s80 Loci.                                                                                                                            
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FIGURE 5.4: Scores of 10,000 Caucasian-DNA/STR Profiles onto the 2nd and 3rd 
Principal Component in d16s539 and d5s818 Loci. 
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FIGURE 5.5: Scores of 10,000 Caucasian-DNA/STR Profiles onto the 2nd and 3rd 
Principal Component in d13s317 and d5s818 Loci. 
 
 94
 
 
 
 
 
FIGURE 5.6: Scores of 10,000 Caucasian-DNA/STR Profiles onto the 2nd and 3rd 
Principal Components in csf1po and fga Loci. 
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5.1.3.  STUDY OF THE PCA OF DNA/STR PROFILES WITH 
INFORMATION AT THE d13s317-d16s539 LOCI-PAIR THAT GIVE GOOD 
CLUSTERABILITY 
The allele frequency distribution for all possible two-loci combinations was studied 
and analyzed to determine the reason behind the formation of good and distinct 
clusters. It was observed that loci pair that has allele frequency concentrated at just a 
few locations gives better clusters in comparison to a loci pair that has a more uniform 
allele probability distribution pattern. In particular, mostly good and distinct clusters 
were obtained for loci pair in which only two to three alleles are the major players; 
that is, in each locus, most allele occurrence probabilities are concentrated at just two 
to three alleles.  
 
Now consider a particular case of two-loci combination, that of d13s317 and d16s539 
for illustration. The relative frequencies of occurrence of the alleles at the d13s317 and 
d16s539 loci are shown in Tables 5.3 and 5.4 respectively. Figures 5.7 and 5.8 provide 
graphical representation of the relative allele frequencies of the above loci pair under 
study. It is observed that alleles 11 and 12 in both loci have a much higher probability 
of occurrence, as indicated by the shaded rows in Tables 5.3 and 5.4, and the 
corresponding peaks in Figures 5.7 and 5.8 respectively.  
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TABLE 5.3: Relative Frequency of Occurrence of Alleles at the d13s317 Locus 
for Caucasian Population. 
 
Bin Allele Fraction 
1 7 0.000 
2 8 0.115 
3 9 0.078 
4 10 0.070 
5 11 0.313 
6 12 0.283 
7 13 0.098 
8 14 0.043 
9 15 0.003 
Total Probability 1.000 
 
 
FIGURE 5.7: Allele Frequency Distribution of d13s317 Locus of Caucasian DNA.
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TABLE 5.4: Relative Frequency of Occurrence of Alleles at the d16s539 Locus 
for Caucasian Population. 
 
Bin Allele Fraction 
1 5 0.000 
2 6 0.000 
3 7 0.000 
4 8 0.026 
5 9 0.107 
6 10 0.079 
7 11 0.319 
8 12 0.269 
9 13 0.167 
10 14 0.031 
11 15 0.002 
Total Probability  1.000 
 
 
 
FIGURE 5.8: Allele Frequency Distribution of d16s539 Locus of Caucasian DNA. 
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Figures 5.9 and 5.10 show the joint probability density of two-allele frequency 
distribution for the d13s317 and d16s539 locus respectively. As expected, it is seen 
that only a few of the allele pairs have relatively high probability of occurring: 
corresponding to allele pairs (11,11), (11,12), (12,11) and (12,12) for both d13s317 
and d16s539. 
 
The joint probability distribution of two-allele pairs from two loci, one pair of alleles 
from d13s317 and the other from d16s539 is shown in Figure 5.11. It is observed that 
most probability densities are concentrated at a few pairs of two-allele pairs, 
corresponding to those alleles with relatively high probability of occurring, which are 
at the 11th and 12th alleles of each locus. With respect to alleles 11 and 12 of each of 
the two loci, the presence/absence pattern can be described with 1’s and 0’s as shown 
in Table 5.5. Since there are four dominant alleles, there will be 16 (=24) possible 
allele combinations that define the possible arrangements of the four dominant alleles 
in this loci-pair. 
 
This distribution pattern is to be contrasted with one where the probability of alleles is 
more uniformly distributed, such as that of d18s51, as shown in Figure 5.12.  
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FIGURE 5.9: Joint Probability Density of Two-Allele Distribution of the d13s317 
Locus. 
 
 
FIGURE 5.10: Joint Probability Density of Two-Allele Distribution of the 
d16s539 Locus. 
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FIGURE 5.11: Joint Probability Distribution of Allele Pairs for d13s317 and 
d16s539.
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TABLE 5.5: Possible Combinations of Presence/Absence of Allele 11 and 12 that 
Result in Clustering for Loci-Pair d13s317 and d16s539. 
 
 
d13s317 d16s539 
Allele 11 Allele 12 Allele 11 Allele 12 
Yes (1) Yes (1) Yes (1) Yes (1) 
Yes (1) Yes (1)  Yes (1) No (0) 
Yes (1)  Yes (1)  No (0) Yes (1) 
Yes (1) No (0) Yes (1) Yes (1) 
No (0) Yes (1) Yes (1)  Yes (1) 
Yes (1) Yes (1) No (0) No (0) 
Yes (1) No (0) Yes (1) No (0) 
Yes (1)  No (0) No (0) Yes (1) 
No (0)  Yes (1) Yes (1) No (0) 
No (0) No (0) Yes (1) Yes (1) 
No (0) Yes (1) No (0) Yes (1) 
Yes (1) No (0) No (0) No (0) 
No (0) Yes (1) No (0) No (0) 
No (0) No (0) Yes (1) No (0) 
No (0) No (0) No (0) Yes (1) 
No (0) No (0) No (0) No (0) 
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FIGURE 5.12: Allele Frequency Distribution of the d18s51 Locus of Caucasian 
DNA that Exhibit a More Diffused Probability Density Distribution Pattern and 
Yield Poor Clusterability in Pair with Another Locus. 
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It will be shown in Section 5.1.4 that, each of these allele presence/absence patterns 
corresponds to the formation of one of the nine clusters that are observed in Figure 5.1 
for the loci pair of d13s317 and d16s539. Some of these allele patterns will map to the 
same cluster. The reason for this will be presented later.  
 
Principal component analysis was carried by performing SVD on the binary synthetic 
data set of 10,000 DNA/STR profiles containing only DNA/STR information at the 
loci-pair of d13s317 and d16s539. The data submatrix is therefore of size of 10,000-
by-20, composed of 1’s and 0’s.  It is noted that the data matrix is not column mean 
centered first. This implies that the first principal component would only contain the 
average allele distribution information of all the profiles, instead of representing any 
unique and potentially differentiating information of the profiles. It is known that the 
SVD of a matrix decomposes a data into its mutually orthogonal components. The 
right singular vectors, represented by the V matrix in Equation 4.1 are referred to as 
the principal component vectors. Recall that the singular values are all positive and are 
arranged in a decreasing order. The first few principal component axes are the ones 
onto which the original data rows project the most, and therefore best represent the 
orientation and information contained in the original data rows. The relative variance 
carried by the ith principal component vector is given by the square of the ith singular 
value. 
 
 From the allele distribution pattern it is expected that the majority of profiles in the 
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data set contain alleles that have high probability of occurrence for each of the loci and 
are thus the most dominant for that particular locus. If the number of dominant alleles 
in each locus of the loci pair should be few (2 or 3) then the principal components 
would generate a high level of variance among profiles associated with this locus pair, 
i.e. either they have or they don’t have the 2 or 3 dominant alleles, and would 
ultimately lead to the formation of good and distinct clusters. For example, 
considering the d13s317 and the d16s539 loci, alleles 11 and 12, (as shown in Tables 
5.3 and 5.4) have high probability of occurrence in each of the two loci, and thus these 
dominant alleles would determine the clustering of profiles associated with loci pair 
d13s317-d16s539.  The dominating alleles present in different DNA/STR profiles 
differentiate the assignment of profiles to a particular cluster depending upon the 
particular presence/absence pattern of each profile at these dominant alleles as will be 
discussed later in the following sections. The variance of profiles associated with a 
locus having only two or three dominant alleles, will be higher than for those where a 
large number of alleles having comparable but equally low probability densities. The 
locus that has a more uniform but low probability of occurrence of its alleles would 
not yield distinct clusters because the contribution of each of the original allele 
variables to the principal component would be comparable and the projection of 
profiles onto the first few principal components (the scores plot) would more or less 
be a continuum along the principal component axes, and no distinguishable cluster 
would result, as will be seen in later sections.  
When carrying out principal component analysis, the importance of each principal 
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component in representing the original data matrix is of interest. A Scree plot was 
used to aid the analysis, as shown in Figure 5.13. A Scree plot shows the cumulative 
contribution made by successive principal components, obtained after performing the 
Singular Value Decomposition (SVD) of the original data matrix. The greater the 
variance among the profiles along the first few principal components, as exhibited by 
a steep Scree plot curve, the better it is for the formation of distinct clusters. The large 
variance is captured by the leading principal components obtained after SVD of the 
original binary data matrix. The right singular vectors are the principal component 
vectors. 
 
An important point to note is that, since the data is not column mean centered, the first 
principal component just gives the average of the overall data, and therefore is not 
useful in differentiating between the clusters. The second principal component then 
captures the maximum variance exhibited by the original data matrix. Similarly, the 
third principal component gives the direction that captures the next maximum 
variance. The principal components are orthogonal to each other, thus contributing 
independent information. Table 5.6 shows the singular values obtained and the 
contribution made by the principal components that resulted in the Scree plot. It is 
seen from the Scree plot that, for example, that the first three principal components 
capture around 60% of the total variation exhibited by the original data matrix. 
Principal components 2 and 3 together captures about 30%  
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FIGURE 5.13: Scree Plot of the Cumulative Contribution of the Principal      
Components for 10,000 synthetic profiles for the d13s317 and d16s539 Loci-Pair.
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TABLE 5.6: Cumulative Contribution of all Principal Components in the PCA 
Analysis of the Data Matrix. 
 
Principal Singular Values (S) % Contribution % Cumulative 
1 117.6898 38.8731 38.8731 
2 57.2250 9.1906 48.0637 
3 57.2052 9.1843 57.2480 
4 52.0428 7.6014 64.8494 
5 47.8330 6.4213 71.2707 
6 43.4887 5.3079 76.5786 
7 41.8281 4.9103 81.4889 
8 38.9614 4.2604 85.7493 
9 37.3747 3.9203 89.6696 
10 35.8754 3.6122 93.2818 
11 29.5364 2.4484 95.7302 
12 25.5160 1.8273 97.5575 
13 23.2265 1.514 99.0715 
14 15.3801 0.6639 99.7354 
15 7.9138 0.1758 99.9112 
16 5.6262 0.0888 100.0000 
17 0.0000 
18 0.0000 
19 0.0000 
20 0.0000 
 
 
No Contribution 
 
 108
{=(9.1906+9.1843)*100/(100-38.8731)} of the unique information contained in the 
original data matrix. It is also observed that each successive component contributes 
less and less to the overall data variation. Through trail and error and experimentation, 
it was found that in general two-dimensional scores plot (projection onto just two 
principal components) is sufficient to effect good clustering of the profiles. 
 
In the absence of column mean centering, the first few leading principal components 
after the first are the ones that reflect unique information of the individual profiles. 
They should be weighted by the dominant alleles that have high allele probability 
densities. Not surprisingly this is so, as shown in Figures 5.14 and 5.15, which show 
the make-up of the second and third principal components of the 10,000 synthetic 
profile data matrix at the d13s317 and the d16s539 loci. Table 5.7 gives the relative 
contribution of the various alleles in forming the second and third principal 
components for our loci pair of d13s317 and16s539. As predicted, the dominant 
alleles contribute heavily in the definition of the second and third principal 
components. From Figure 5.14, one can predict from the signs of the contribution by 
the four dominant alleles that those DNA profiles which do not have allele 11 (Bin 5: - 
sign) but do have allele 12 (Bin 6: + sign) at the d13s317 locus, and do have allele 11 
(+ sign), but do not have allele 12 (- sign) (the 16th and 17th Bin) at the d16s539 locus 
will score very high on this principal component. The shaded rows in Table 5.7 
indicate the alleles that play a major role in the formation of clusters as discussed 
earlier. 
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FIGURE 5.14: Make up of the 2nd Principal Component. 
 
 
 
FIGURE 5.15: Make up of the 3rd Principal Component. 
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TABLE 5.7: The 2nd and 3rd Principal Components of the PCA of 10,000 
Synthetic Caucasian DNA Profiles with Alleles in d13s317 and d16s539. 
 
Bin Locus Allele PC-2 (=V2) PC-3 (=V3) 
1 d13s317 7 0.0000 0.0000 
2 d13s317 8 -0.0305 0.0157 
3 d13s317 9 0.0143 -0.0261 
4 d13s317 10 0.0027 0.0063 
5 d13s317 11 -0.6016 -0.3124 
6 d13s317 12 0.6142 0.4053 
7 d13s317 13 0.0151 -0.0271 
8 d13s317 14 0.0082 -0.0029 
9 d13s317 15 0.0004 0.0007 
10 d16s539 5 -0.0000 0.0000 
11 d16s539 6 0.0000 -0.0000 
12 d16s539 7 -0.0000 0.0000 
13 d16s539 8 0.0002 -0.0053 
14 d16s539 9 -0.0090 0.0351 
15 d16s539 10 0.0101 0.0096 
16 d16s539 11 0.3639 -0.6157 
17 d16s539 12 -0.3560 0.5926 
18 d16s539 13 -0.0064 0.0686 
19 d16s539 14 0.0025 0.0100 
20 d16s539 15 -0.0010 0.0005 
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From Table 5.7, it is seen that alleles 11 and 12 of both loci d13s317 and d16s539 are 
the dominating alleles in both the second and third principal components. These are 
the alleles that have high probability of occurrence and are the ones that would 
distinguish profiles into different clusters. The contributions of other alleles to these 
two principal components are negligible. An important aspect is the sign (+/-) 
associated with the dominant allele entry in the second and third principal 
components. It is seen that, the dominating alleles in both loci have opposite signs 
within each principal component for both principal components. The opposite signs 
for the two dominant alleles of each locus for PC2 imply the absence/presence pattern 
of these two alleles within each locus among the profiles that would score high on this 
principal component. For example, if there is a cluster of the scores of DNA/STR 
profiles that project highly onto the positive direction of the third principal component, 
then one can deduce that all members within this cluster will have allele 12(+) (Bin 6) 
of d13s317 as well as allele 12(+) (Bin 17) of d16s539, and they will not have allele 
11(-) (Bin 5) of d13s317 nor allele 11(-) (Bin 16) of d16s539. This can be seen from 
the make-up (Note the opposite signs involved) of the third principal component 
shown in Figure 5.15. The presence/absence allele pattern for this cluster case is thus 
(0 1 0 1) (cluster 7 in Figure 5.16) and is one of the possible sixteen combinations 
(Table 5.5) of allele patterns at the four dominant alleles that will result in the 
formation of clusters, and will project highly in the positive direction of principal 
component three. In other words, profiles that have the allele pattern of (0 1 0 1) at  
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FIGURE 5.16: Using K-Means Algorithm to Identify Clusters of the Scores 
Projected onto the Second and Third Principal Components of d13s317 and 
d16s539 Loci Pair for 10,000 Synthetically Generated Sample Profiles. 
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these four dominant sites would score positively high along this principal component; 
and those with allele pattern (1 0 1 0) would score negatively high along this principal 
component, e.g. cluster 3. It will be shown how the allele distribution pattern at these 
four dominant sites lead to the differentiation of clusters. The profile membership of 
each cluster is validated by the k-means algorithm, a popular clustering method, to 
support the arguments presented above in regards to the relationship between allele 
distribution pattern and cluster assignment. 
 
5.1.4. CLUSTER MEMBERSHIP VALIDATION USING K-MEANS 
ALGORITHM FOR PROFILES WITH DNA/STR INFORMATION AT THE 
d13s317-d16s539 LOCI-PAIR 
K-means algorithm was used to validate the pattern of partitions of the 10,000 sample 
profiles into the nine clusters seen earlier from the scores plot (Figure 5.1) after 
principal component analysis. Figure 5.16 shows the clusters formed by the k-means 
approach. Assignments of the profiles into the nine clusters given by the principal 
component analysis and the k-means approach have been compared and are found to 
be identical. The number of samples was obtained and identified in each cluster. This 
provides a better understanding of the role the dominant alleles play in the formation 
of these nine distinct clusters. Table 5.8 gives the size distribution of the nine distinct 
clusters for our synthetically generated data of 10,000 profiles. Note that the clusters 
are nearly equal in size. This is good in that when these clusters are placed in a  
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TABLE 5.8: Number/Percentage of Samples in Each Cluster of the 10,000 
Synthetically Generated Profiles for d13s317 and d16s539 Loci-Pair. 
 
Cluster Number Number of Profiles Percentage of Profiles 
1 1046 10.46 
2 1216 12.16 
3 1231 12.31 
4 1025 10.25 
5 1143 11.43 
6 1265 12.65 
7 918 9.18 
8 1077 10.77 
9 1079 10.79 
Total  10000 100 
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decision tree during search, nearly equal partition size leads to a more balanced tree, 
yielding a faster and more efficient search. 
 
Now, the distribution of alleles among the member profiles within each cluster is 
explored in order to further elucidate the reason for cluster formation. Figures 5.17-
5.25 represent the percent of profiles within each cluster that has each of the alleles 
indexed along the x-axis, for clusters one to nine respectively. Figure 5.17 shows, for 
instance, that all members in cluster 1 have allele 11 (Bin 5) of d13s317 and allele 12 
(Bin 17) of d16s539, but all do not have allele 12 (Bin 6) and allele 11 (Bin 16) of the 
two respective loci. The allele distribution pattern at these four dominant sites is thus 
(1 0 0 1). Likewise, for clusters 3, 7 and 9 the allele patterns at these four sites are (1 0 
1 0), (0 1 0 1) and (0 1 1 0) respectively. An interesting situation occurs for clusters 2, 
4, 5, 6 and 8, where more than one combination of allele pattern possible for that 
particular cluster are observed. For cluster 2, the allele distribution pattern could be 
either (1 0 0 0) or (1 0 1 1). The reason for having two possible combinations is that 
the presence or the absence of both allele 11 and 12 at locus d16s539 lead to the same 
sub-score in the overall score in member profiles that constitute cluster 2. Similar 
interpretations can be rendered for clusters 4, 5, 6 and 8. Table 5.9 shows the 
combinations of these four dominant alleles for each of the nine clusters, based on the 
plots shown in Figures 5.17-5.25, above.  
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FIGURE 5.17: Percent of Profile Samples in Cluster 1 that has Each of the 
Alleles in d13s317 and d16s539 Loci. 
 
 
FIGURE 5.18: Percent of Profile Samples in Cluster 2 that has Each of the 
Alleles in d13s317 and d16s539 Loci. 
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FIGURE 5.19: Percent of Profile Samples in Cluster 3 that has Each of the 
Alleles in d13s317 and d16s539 Loci. 
 
 
 
FIGURE 5.20: Percent of Profile Samples in Cluster 4 that has Each of the 
Alleles in d13s317 and d16s539 Loci. 
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FIGURE 5.21: Percent of Profile Samples in Cluster 5 that has Each of the 
Alleles in d13s317 and d16s539 Loci. 
 
 
 
 
FIGURE 5.22: Percent of Profile Samples in Cluster 6 that has Each of the 
Alleles in d13s317 and d16s539  Loci. 
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FIGURE 5.23: Percent of Profile Samples in Cluster 7 that has Each of the 
Alleles in d13s317 and d16s539 Loci. 
 
 
 
 
FIGURE 5.24: Percent of Profile Samples in Cluster 8 that has Each of the 
Alleles in d13s317 and d16s539 Loci. 
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FIGURE 5.25: Percent of Profile Samples in Cluster 9 that has Each of the 
Alleles in d13s317 and d16s539 Loci. 
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TABLE 5.9: The Presence (1) or Absence (0) of Alleles 11 and 12 in the 
d13s317and d16s539 Loci for each Scores Clusters as shown in Figure 5.1. 
 
 
d13s317 d16s539 Cluster 
Assignment Allele 11  
Bin (5) 
Allele 12 
Bin (6) 
Allele 11 
Bin (16) 
Allele 12 
Bin (17) 
1 Yes (1) No (0) No (0) Yes (1) 
2 Yes (1) No (0) No (0) No (0) 
2 Yes (1) No (0) Yes (1) Yes (1) 
3 Yes (1) No (0) Yes (1) No (0) 
4 Yes (1) Yes (1) No (0) Yes (1) 
4 No (0) No (0) No (0) Yes (1) 
5 Yes (1) Yes (1) Yes (1) Yes (1) 
5 No (0) No (0) Yes (1) Yes (1) 
5 Yes (1) Yes (1) No (0) No (0) 
5 No (0) No (0) No (0) No (0) 
6 Yes (1) Yes (1) Yes (1) No (0) 
6 No (0) No (0) Yes (1) No (0) 
7 No (0) Yes (1) No (0) Yes (1) 
8 No (0) Yes (1) Yes (1) Yes (1) 
8 No (0) Yes (1) No (0) No (0) 
9 No (0) Yes (1) Yes (1) No (0) 
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To support the rationale for identifying the allele distribution characteristics of the 
clusters, allele distribution patterns of twenty randomly selected member profiles from 
clusters 1-9 respectively are shown in Table 5.10-5.18. From Figure 5.17, it is seen 
that allele 11 (Bin 5) of locus d13s317, and alleles 12 (Bin 17) of locus d16s539 are 
present in all the members of cluster 1. Table 5.10 supports this fact, where it is 
observed that all members in cluster 1 indeed have allele 11 of d13s317 as well as 
allele 12 of d16s539, giving the allele distribution pattern of (1 0 0 1). Similar 
observation is made for cluster 2, (Figure 5.18) where all members belonging to this 
cluster should have allele 11 of d13s317 and some have either both or none of alleles 
11 and 12 of d16s539. The breakdown is nearly half for the cluster. This distribution 
pattern can be seen in Table 5.11. Thus the allele distribution pattern is either (1 0 1 1) 
or (1 0 0 0). Table 5.12 gives the distribution pattern of the four dominant alleles for 
cluster 3 where the pattern is (1 0 1 0). Similar interpretations can be extended to the 
allele distribution patterns at the four dominant sites to other clusters. 
 
The position of each of the clusters in the 2-D scores plot in association with the 
respective allele distribution pattern will now be discussed. Cluster 9 and 3 will be 
used as examples for illustration. It was observed from the scores plot of Figure 5.1 
that cluster 9 projects highly along the positive direction of the second principal 
component. 
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TABLE 5.10: Allele Distribution Pattern of a Few Randomly Selected Members from Cluster 1 for d13s317-16s539 Loci 
Pair. The Allele Distribution Pattern at the Dominant Sites is (1 0 0 1). 
 
 
Bin/Alleles for d13s317 Bin/Alleles for d16s539 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 
Profile 
ID 
7 8 9 10 11 12 13 14 15 5 6 7 8 9 10 11 12 13 14 15 
6 0 1 0 0 1 0 0 0 0 0 0 0 0 1 0 0 1 0 0 0 
19 0 1 0 0 1 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0 
22 0 0 1 0 1 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0 
30 0 0 0 1 1 0 0 0 0 0 0 0 0 0 1 0 1 0 0 0 
52 0 1 0 0 1 0 0 0 0 0 0 0 1 0 0 0 1 0 0 0 
54 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0 
74 0 0 0 0 1 0 1 0 0 0 0 0 0 1 0 0 1 0 0 0 
76 0 0 0 0 1 0 1 0 0 0 0 0 0 0 0 0 1 0 0 0 
79 0 1 0 0 1 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0 
105 0 0 1 0 1 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0 
106 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 
125 0 1 0 0 1 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 
133 0 0 0 0 1 0 1 0 0 0 0 0 0 0 0 0 1 0 0 0 
146 0 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 
151 0 0 0 0 1 0 1 0 0 0 0 0 0 0 1 0 1 1 0 0 
155 0 0 0 0 1 0 1 0 0 0 0 0 0 0 0 0 1 0 0 0 
161 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0 
174 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 
181 0 0 0 0 1 0 1 0 0 0 0 0 1 0 0 0 1 0 0 0 
186 0 1 0 0 1 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0 
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TABLE 5.11: Allele Distribution Pattern of a Few Randomly Selected Members from Cluster 2 for d13s317-16s539 Loci 
Pair. The Allele Distribution at the Four Dominant Sites is either (1 0 1 1) or (1 0 1 1). 
 
 
Bin/Alleles for d13s317 Bin/Alleles for d16s539 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 
Profile 
ID 
7 8 9 10 11 12 13 14 15 5 6 7 8 9 10 11 12 13 14 15 
10 0 0 0 1 1 0 0 0 0 0 0 0 0 0 0 1 1 0 0 0 
45 0 0 0 0 1 0 0 1 0 0 0 0 0 0 0 0 0 1 0 0 
47 0 0 0 0 1 0 1 0 0 0 0 0 0 0 0 0 0 1 0 0 
48 0 0 0 0 1 0 1 0 0 0 0 0 0 0 0 1 1 0 0 0 
51 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 1 1 0 0 0 
55 0 0 0 0 1 0 1 0 0 0 0 0 1 0 0 0 0 1 0 0 
104 0 0 0 0 1 0 1 0 0 0 0 0 0 0 0 1 1 0 0 0 
110 0 0 0 1 1 0 0 0 0 0 0 0 0 0 0 1 1 0 0 0 
119 0 0 0 1 1 0 0 0 0 0 0 0 0 1 0 0 0 1 0 0 
121 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 1 1 0 0 0 
126 0 0 0 0 1 0 0 1 0 0 0 0 0 0 0 1 1 0 0 0 
131 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 1 1 0 0 0 
134 0 0 0 0 1 0 0 1 0 0 0 0 0 1 1 0 0 0 0 0 
140 0 0 0 0 1 0 1 0 0 0 0 0 0 0 0 1 1 0 0 0 
150 0 0 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 
153 0 0 0 0 1 0 1 0 0 0 0 0 0 1 0 0 0 0 1 0 
158 0 1 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 
177 0 1 0 0 1 0 0 0 0 0 0 0 0 0 0 1 1 0 0 0 
184 0 0 1 0 1 0 0 0 0 0 0 0 0 1 0 0 0 0 1 0 
187 0 0 0 1 1 0 0 0 0 0 0 0 0 0 0 1 1 0 0 0 
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TABLE 5.12: Allele Distribution Pattern of a Few Randomly Selected Members from Cluster 3 for d13s317-16s539 Loci 
Pair. The Allele Distribution at the Four Dominant Sites is (1 0 1 0). 
 
 
Bin/Alleles for d13s317 Bin/Alleles for d16s539 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 
Profile 
ID 
7 8 9 10 11 12 13 14 15 5 6 7 8 9 10 11 12 13 14 15 
1 0 1 0 0 1 0 0 0 0 0 0 0 0 1 0 1 0 0 0 0 
3 0 0 1 0 1 0 0 0 0 0 0 0 0 0 0 1 0 1 0 0 
13 0 0 0 0 1 0 0 1 0 0 0 0 0 1 0 1 0 0 0 0 
23 0 0 0 0 1 0 0 0 0 0 0 0 0 0 1 1 0 0 0 0 
37 0 0 0 0 1 0 0 0 0 0 0 0 0 0 1 1 0 0 0 0 
38 0 1 0 0 1 0 0 0 0 0 0 0 0 0 0 1 0 1 0 0 
40 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 
46 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 1 0 1 0 0 
50 0 0 0 0 1 0 1 0 0 0 0 0 0 0 0 1 0 1 0 0 
56 0 0 0 0 1 0 0 1 0 0 0 0 0 0 0 1 0 1 0 0 
62 0 1 0 0 1 0 0 0 0 0 0 0 0 1 0 1 0 0 0 0 
68 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 1 0 1 0 0 
73 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 1 0 1 0 0 
75 0 0 0 0 1 0 1 0 0 0 0 0 0 0 0 1 0 1 0 0 
82 0 1 0 0 1 0 0 0 0 0 0 0 0 0 0 1 0 1 0 0 
97 0 0 0 1 1 0 0 0 0 0 0 0 0 0 0 1 0 1 0 0 
107 0 0 0 0 1 0 0 1 0 0 0 0 0 0 1 1 0 0 0 0 
109 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 1 0 1 0 0 
123 0 0 0 0 1 0 0 0 0 0 0 0 0 0 1 1 0 0 0 0 
145 0 0 1 0 1 0 0 0 0 0 0 0 0 0 0 1 0 1 0 0 
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TABLE 5.13: Allele Distribution Pattern of a Few Randomly Selected Members from Cluster 4 for d13s317-16s539 Loci 
Pair. The Allele Distribution at the Four Dominant Sites is either (1 1 1 0) or (0 0 0 1). 
 
 
Bin/Alleles for d13s317 Bin/Alleles for d16s539 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 
Profile 
ID 
7 8 9 10 11 12 13 14 15 5 6 7 8 9 10 11 12 13 14 15 
24 0 0 0 0 1 1 0 0 0 0 0 0 0 1 0 0 1 0 0 0 
92 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 1 1 0 0 
155 0 0 0 0 1 1 0 0 0 0 0 0 0 0 0 0 1 0 1 0 
124 0 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0 
31 0 0 0 0 0 0 1 1 0 0 0 0 0 0 0 0 1 0 0 0 
162 0 1 0 0 0 0 1 0 0 0 0 0 0 0 0 0 1 0 1 0 
163 0 1 0 0 0 0 1 0 0 0 0 0 0 1 0 0 1 0 0 0 
8 0 0 0 0 1 1 0 0 0 0 0 0 0 0 0 0 1 0 0 0 
42 0 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0 
153 0 0 0 0 1 1 0 0 0 0 0 0 0 0 0 0 1 1 0 0 
159 0 0 0 0 1 1 0 0 0 0 0 0 0 0 0 0 1 0 0 0 
152 0 0 0 0 1 1 0 0 0 0 0 0 0 0 0 0 1 1 0 0 
193 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0 
120 0 1 0 0 0 0 1 0 0 0 0 0 0 0 0 0 1 0 0 0 
166 0 0 0 0 1 1 0 0 0 0 0 0 0 0 0 0 1 1 0 0 
21 0 0 1 0 0 0 1 0 0 0 0 0 0 1 0 0 1 0 0 0 
118 0 0 0 0 1 1 0 0 0 0 0 0 0 0 0 0 1 1 0 0 
99 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 1 0 0 0 
194 0 0 0 0 1 1 0 0 0 0 0 0 0 1 0 0 1 0 0 0 
171 0 1 0 0 0 0 1 0 0 0 0 0 0 0 1 0 1 0 0 0 
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TABLE 5.14: Allele Distribution Pattern of a Few Randomly Selected Members from Cluster 5 for d13s317-16s539 Loci 
Pair. The Allele Distribution at the Four Dominant Sites is either (1 1 1 1), (0 0 1 1), (1 1 0 0) or (0 0 0 0). 
 
 
Bin/Alleles for d13s317 Bin/Alleles for d16s539 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 
Profile 
ID 
7 8 9 10 11 12 13 14 15 5 6 7 8 9 10 11 12 13 14 15 
40 0 0 0 0 1 1 0 0 0 0 0 0 0 1 0 0 0 0 0 0 
52 0 0 0 0 1 1 0 0 0 0 0 0 0 1 0 0 0 1 0 0 
20 0 0 0 0 1 1 0 0 0 0 0 0 0 0 1 0 0 1 0 0 
160 0 0 0 0 1 1 0 0 0 0 0 0 0 0 0 1 1 0 0 0 
8 0 0 0 0 1 1 0 0 0 0 0 0 0 0 0 1 1 0 0 0 
42 0 0 0 0 1 1 0 0 0 0 0 0 0 1 0 0 0 0 0 0 
105 0 0 0 0 1 1 0 0 0 0 0 0 0 0 0 1 1 0 0 0 
130 0 0 0 0 0 0 1 1 0 0 0 0 0 0 0 1 1 0 0 0 
100 0 0 0 0 1 1 0 0 0 0 0 0 0 0 0 1 1 0 0 0 
146 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0 0 
186 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0 0 
124 0 0 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0 1 0 0 
114 0 0 0 0 1 1 0 0 0 0 0 0 0 0 0 1 1 0 0 0 
147 0 1 0 0 0 0 1 0 0 0 0 0 0 0 1 0 0 1 0 0 
164 0 0 0 0 1 1 0 0 0 0 0 0 0 0 0 1 1 0 0 0 
136 0 0 0 0 1 1 0 0 0 0 0 0 0 0 0 1 1 0 0 0 
91 0 0 0 0 1 1 0 0 0 0 0 0 0 0 0 1 1 0 0 0 
7 0 1 0 0 0 0 1 0 0 0 0 0 0 1 0 0 0 1 0 0 
21 0 0 0 0 1 1 0 0 0 0 0 0 0 0 1 0 0 0 0 0 
94 0 0 0 0 1 1 0 0 0 0 0 0 0 0 0 1 1 0 0 0 
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TABLE 5.15: Allele Distribution Pattern of a Few Randomly Selected Members from Cluster 6 for d13s317-16s539 Loci 
Pair. The Allele Distribution at the Four Dominant Sites is either (1 1 1 0) or (0 0 1 0). 
 
 
Bin/Alleles for d13s317 Bin/Alleles for d16s539 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 
Profile 
ID 
7 8 9 10 11 12 13 14 15 5 6 7 8 9 10 11 12 13 14 15 
134 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0 1 0 1 0 0 
126 0 0 0 0 1 1 0 0 0 0 0 0 0 0 0 1 0 0 0 0 
37 0 0 0 0 1 1 0 0 0 0 0 0 0 0 0 1 0 0 0 0 
9 0 0 0 0 0 0 1 1 0 0 0 0 0 1 0 1 0 0 0 0 
101 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 1 0 1 0 0 
105 0 0 0 0 1 1 0 0 0 0 0 0 0 1 0 1 0 0 0 0 
191 0 0 0 0 1 1 0 0 0 0 0 0 0 0 0 1 0 1 0 0 
193 0 1 0 0 0 0 1 0 0 0 0 0 0 0 1 1 0 0 0 0 
167 0 0 0 0 1 1 0 0 0 0 0 0 0 0 0 1 0 1 0 0 
80 0 0 0 0 1 1 0 0 0 0 0 0 0 0 0 1 0 0 0 0 
51 0 0 0 0 1 1 0 0 0 0 0 0 0 0 0 1 0 1 0 0 
72 0 0 1 0 0 0 1 0 0 0 0 0 0 0 0 1 0 1 0 0 
89 0 0 0 0 1 1 0 0 0 0 0 0 0 0 0 1 0 1 0 0 
86 0 1 0 1 0 0 0 0 0 0 0 0 0 0 0 1 0 1 0 0 
133 0 0 0 0 1 1 0 0 0 0 0 0 0 0 0 1 0 0 0 0 
70 0 0 0 0 1 1 0 0 0 0 0 0 0 0 0 1 0 0 0 0 
141 0 0 0 0 1 1 0 0 0 0 0 0 0 0 0 1 0 0 0 0 
132 0 0 1 0 0 0 1 0 0 0 0 0 0 0 0 1 0 1 0 0 
63 0 1 0 1 0 0 0 0 0 0 0 0 0 1 0 1 0 0 0 0 
168 0 0 1 0 0 0 1 0 0 0 0 0 0 0 0 1 0 1 0 0 
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TABLE 5.16: Allele Distribution Pattern of a Few Randomly Selected Members from Cluster 7 for d13s317-16s539 Loci 
Pair. The Allele Distribution at the Four Dominant Sites is (0 1 0 1). 
 
 
Bin/Alleles for d13s317 Bin/Alleles for d16s539 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 
Profile 
ID 
7 8 9 10 11 12 13 14 15 5 6 7 8 9 10 11 12 13 14 15 
126 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 1 1 0 0 
57 0 1 0 0 0 1 0 0 0 0 0 0 0 0 0 0 1 1 0 0 
128 0 0 0 1 0 1 0 0 0 0 0 0 0 0 0 0 1 0 0 0 
171 0 0 0 0 0 1 0 0 0 0 0 0 0 1 0 0 1 0 0 0 
33 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 1 1 0 0 
89 0 0 0 0 0 1 0 0 0 0 0 0 0 0 1 0 1 0 0 0 
196 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 1 0 0 0 
113 0 1 0 0 0 1 0 0 0 0 0 0 0 0 0 0 1 1 0 0 
133 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 1 1 0 0 
80 0 1 0 0 0 1 0 0 0 0 0 0 0 0 1 0 1 0 0 0 
22 0 1 0 0 0 1 0 0 0 0 0 0 0 0 1 0 1 0 0 0 
28 0 0 1 0 0 1 0 0 0 0 0 0 0 1 0 0 1 0 0 0 
65 0 0 0 1 0 1 0 0 0 0 0 0 0 0 0 0 1 0 1 0 
118 0 0 0 1 0 1 0 0 0 0 0 0 0 0 0 0 1 0 0 0 
25 0 0 0 0 0 1 0 0 0 0 0 0 0 1 0 0 1 0 0 0 
85 0 0 0 0 0 1 0 0 0 0 0 0 0 0 1 0 1 0 0 0 
61 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 1 0 0 0 
164 0 0 0 0 0 1 0 0 0 0 0 0 0 1 0 0 1 0 0 0 
125 0 0 1 0 0 1 0 0 0 0 0 0 0 0 0 0 1 1 0 0 
24 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 1 1 0 0 
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TABLE 5.17: Allele Distribution Pattern of a Few Randomly Selected Members from Cluster 8 for d13s317-16s539 Loci 
Pair. The Allele Distribution at the Four Dominant Sites is either (0 1 1 1) or (0 1 0 0). 
 
 
Bin/Alleles for d13s317 Bin/Alleles for d16s539 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 
Profile 
ID 
7 8 9 10 11 12 13 14 15 5 6 7 8 9 10 11 12 13 14 15 
23 0 0 0 0 0 1 1 0 0 0 0 0 0 1 1 0 0 0 0 0 
144 0 0 0 1 0 1 0 0 0 0 0 0 0 0 1 0 0 1 0 0 
70 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 1 1 0 0 0 
26 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 1 1 0 0 0 
124 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 1 1 0 0 0 
187 0 1 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 1 1 0 
161 0 0 0 1 0 1 0 0 0 0 0 0 0 0 0 1 1 0 0 0 
111 0 1 0 0 0 1 0 0 0 0 0 0 0 0 0 1 1 0 0 0 
78 0 0 0 1 0 1 0 0 0 0 0 0 0 1 0 0 0 1 0 0 
15 0 0 0 0 0 1 0 0 0 0 0 0 0 1 0 0 0 1 0 0 
99 0 0 0 1 0 1 0 0 0 0 0 0 1 0 1 0 0 0 0 0 
45 0 0 1 0 0 1 0 0 0 0 0 0 0 0 0 1 1 0 0 0 
84 0 1 0 0 0 1 0 0 0 0 0 0 0 1 0 0 0 1 0 0 
194 0 0 1 0 0 1 0 0 0 0 0 0 0 0 0 0 0 1 0 0 
104 0 0 1 0 0 1 0 0 0 0 0 0 0 0 0 0 0 1 1 0 
74 0 0 0 0 0 1 1 0 0 0 0 0 0 0 0 1 1 0 0 0 
142 0 0 0 0 0 1 1 0 0 0 0 0 0 1 0 0 0 1 0 0 
189 0 0 0 1 0 1 0 0 0 0 0 0 0 0 0 1 1 0 0 0 
3 0 0 1 0 0 1 0 0 0 0 0 0 1 1 0 0 0 0 0 0 
81 0 1 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 1 0 0 
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TABLE 5.18: Allele Distribution Pattern of a Few Randomly Selected Members from Cluster 9 for d13s317-16s539 Loci 
Pair. The Allele Distribution at the Four Dominant Sites is (0 1 1 0). 
 
 
Bin/Alleles for d13s317 Bin/Alleles for d16s539 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 
Profile 
ID 
7 8 9 10 11 12 13 14 15 5 6 7 8 9 10 11 12 13 14 15 
24 0 1 0 0 0 1 0 0 0 0 0 0 0 1 0 1 0 0 0 0 
72 0 0 0 0 0 1 0 1 0 0 0 0 0 0 1 1 0 0 0 0 
19 0 0 0 0 0 1 0 1 0 0 0 0 0 0 1 1 0 0 0 0 
176 0 0 0 1 0 1 0 0 0 0 0 0 0 0 0 1 0 0 0 0 
81 0 1 0 0 0 1 0 0 0 0 0 0 0 0 0 1 0 1 0 0 
142 0 0 0 0 0 1 0 0 0 0 0 0 0 1 0 1 0 0 0 0 
156 0 0 0 1 0 1 0 0 0 0 0 0 0 0 0 1 0 0 0 0 
84 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 1 0 1 0 0 
159 0 0 0 0 0 1 0 0 0 0 0 0 0 1 0 1 0 0 0 0 
124 0 0 0 1 0 1 0 0 0 0 0 0 0 1 0 1 0 0 0 0 
95 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 1 0 1 0 0 
101 0 1 0 0 0 1 0 0 0 0 0 0 0 0 0 1 0 0 1 0 
31 0 0 1 0 0 1 0 0 0 0 0 0 1 0 0 1 0 0 0 0 
115 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 1 0 1 0 0 
35 0 1 0 0 0 1 0 0 0 0 0 0 0 0 1 1 0 0 0 0 
163 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 1 0 0 0 0 
137 0 0 1 0 0 1 0 0 0 0 0 0 0 0 0 1 0 1 0 0 
36 0 0 0 0 0 1 1 0 0 0 0 0 0 1 0 1 0 0 0 0 
1 0 0 0 1 0 1 0 0 0 0 0 0 0 1 0 1 0 0 0 0 
76 0 0 0 1 0 1 0 0 0 0 0 0 0 0 0 1 0 0 1 0 
 132
From Figure 5.14, one sees that the make-up of the second principal component 
reflects the allele distribution pattern of (0 1 1 0) at the four dominant sites. A ‘0’ is 
present at the first and fourth dominant alleles and the sign associated with their 
contribution to this principal component is negative, indicating the absence of; 
whereas the sign associated with the second and third dominant alleles (represented by 
‘1’) is positive, indicating the presence of. Thus, profiles exhibiting this allele pattern 
should project highly, positively, onto this principal component. Figure 5.25 supports 
this argument, in which it is evident that in cluster 9, all members have the distribution 
pattern of (0 1 1 0) at the four dominant allele sites.  
 
From Figure 5.1, it is also observed that cluster 3 projects highly along the negative 
direction of the third principal component. If one looks at the make-up of the third 
principal component, as shown in Figure 5.15, one sees that a profile not possessing 
allele 11 (negative make-up), but possessing allele 12 (positive make-up) of d13s317, 
not possessing allele 11 but possessing 12 of d16s539, (0 1 0 1), would score high 
positively along this principal component.  In order to score high negatively, as in 
cluster 3, the distribution would have to be the opposite, or that of (1 0 1 0), the 
presence of allele 11 at both loci and the absence of allele 12 at both loci. This pattern 
is indeed exhibited by all the members of cluster 3 (Table 5.9). 
 
Further, Figure 5.19 shows that cluster 5 projects almost to the origin of the 2-D scores 
plot. From Figure 5.21, it is found that members in this cluster have either both alleles 
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of the two loci, that is the (1 1 1 1) pattern or neither allele for both loci giving the (0 0 
0 0) pattern at the dominant allele locations, so that the effects of multiplying them by 
the elements of the principal components for each locus cancel as will be explained 
below. In addition, members in cluster 5 may also have allele distribution patterns of  
(0 0 1 1) and (1 1 0 0) (See Table 5.9). The reason that all forms of these allele 
distribution patterns map into cluster 5 is explained below. 
 
Recall that Section 4.1.2.1 shows how the scores of a profile onto a principal 
component axes is calculated. From Table 5.7, the contribution to the principal 
components made by each of the dominant alleles of the two loci is known. They are 
represented by the Vˆ matrix below. These are numbers extracted from the highlighted 
positions of the original full V matrix shown in Table 5.7. The Xˆ  matrix represents 
the submatrix (of the larger binary DNA/STR matrix) composed only of allele 
information at the four dominant allele sites, and representing the four degenerate 
allele distribution patterns which all map to cluster 5. 
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It is seen that, because of the comparable magnitudes but of opposing signs of each of 
the pairs of the allele weights in each column of the Vˆ matrix a ‘11’ entry in the row 
of the Xˆ matrix for either pair will tend to cancel their contribution to the final score 
onto that corresponding Vˆ vector. Therefore, all the four allele distribution patterns 
lead to relatively low scores along the second and third principal components. As a 
result, all four map to points near the origin in the scores plot. Similar interpretation 
can be extended to other clusters to correlate the position occupied by a cluster on the 
2-D scores plot to its allele distribution patterns at the four dominant sites. 
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5.1.4.1. TESTING THE THEORY OF CLUSTER FORMATION BY 
PREDICTING THE APPROXIMATE CENTERS OF THE CLUSTERS 
In the preceding sections, it was discussed how the relative locations of the clusters are 
determined by the allele distribution pattern at the four dominant alleles. Table 5.19 
shows the coordinates of the true centers of each of the nine clusters, and Table 5.20 
shows the approximate centers of the nine clusters calculated from just the set of all 
sixteen allele distribution patterns at the four dominant allele sites, following the 
procedures of Equation 5.1. The 1’s and 0’s at the four dominant sites of a profile in X 
(a row in X), when multiplied by the corresponding entries in the V vector will lead to 
a magnitude of the scores for that profile along the corresponding principal component 
vector. Presence of alleles at other sites is negligible in their contribution to the final 
scores along the principal components. Thus, for each suitably chosen loci pair, the 
approximate centers of the distinct clusters can be calculated from just the allele 
pattern at the dominant sites.  For comparison, the true and approximate cluster centers 
are plotted as ‘*’ and  ‘·’ respectively in Figure 5.26. 
 
From the plot one observes that the there are sixteen possible allele distribution 
patterns to calculate from the predicted cluster centers but they map into only nine 
cluster centers. The reason is that the manifestations of some patterns are similar, 
when multiplied by the corresponding entries in the V vectors. It is also observed that 
the true and the predicted cluster centers are indeed very close to each other, as 
predicted. The fine differences are due to the relative small contributions made  by  the 
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TABLE 5.19: The Coordinates of the True Centers of the Nine Clusters shown in      
Figure 5.1. 
 
 
Coordinates of Cluster Centers Cluster Number 
X Y 
1 -0.0168 0.0054 
2 -0.0062 0.0116 
3 0.0045 0.0179 
4 -0.0105 -0.0052 
5 0.0001 0.0011 
6 0.0108 0.0074 
7 -0.0042 -0.0159 
8 0.0064 -0.0096 
9 0.0171 -0.0033 
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TABLE 5.20: Calculation of the Approximate Cluster Center Coordinates from the Sixteen Possible Allele Distribution 
Patterns at the Four Dominant Sites. 
Cluster 
Assignment 
 
d13s317 d16s539 
Coordinates of 
Approximate Cluster 
Centers  
 
Allele  
Combinations  
Allele 11 Allele 12 Allele 11 Allele 12 X Y 
1 1 1 0 0 1 -0.01456 0.00444 
2 2 1 0 0 0 -0.00915 -0.00496 
2 3 1 0 1 1 -0.00903 -0.00532 
3 4 1 0 1 0 -0.00362 -0.01472 
4 5 0 0 0 1 -0.00541 0.00940 
4 6 1 1 0 1 -0.00522 0.01087 
5 7 0 0 0 0 0.00000 0.00000 
5 8 1 1 0 0 0.00019 0.00147 
5 9 0 0 1 1 0.00012 -0.00037 
5 10 1 1 1 1 0.00031 0.00111 
6 11 0 0 1 0 0.00553 -0.00977 
6 12 1 1 1 0 0.00572 -0.00829 
7 13 0 1 0 1 0.00392 0.01582 
8 14 0 1 0 0 0.00934 0.00642 
8 15 0 1 1 1 0.00946 0.00606 
9 16 0 1 1 0 0.01487 -0.00334 
  Scaling Factor 0.01747 0.01748 
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FIGURE 5.26: Comparison of True and Predicted Cluster Centers for Scores of 
10,000 Synthetic Profiles for d13s317 and d16s539 Loci –Pair. 
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presence of other alleles for the members of each cluster. As discussed earlier, all 
profiles in the original 10,000-row data matrix with identical allele distribution pattern 
at these four dominant allele positions will map into the same cluster. The non-
dominant alleles have negligible contribution towards the determination of cluster 
centers and assignment of profiles to clusters. 
 
In summary, cluster formation and differentiation is due to the nature of the allele 
distribution pattern at the dominant alleles of the loci pair. In addition, it is seen that 
loci with allele probability densities concentrated at just a few (2 or 3) alleles give rise 
to principal components that are loaded heavily with these dominant alleles, which, in 
turn, would lead to the formation of good and distinct clusters. Now, the validity of 
our clustering theory with a real DNA/STR dataset is tested. 
 
5.1.5. CLUSTERING ANALYSIS OF A SMALL REAL DNA/STR DATA SET 
All the work presented above has been done with 10,000 synthetic DNA-STR data 
profiles, generated based on the allele frequency distribution data for Caucasians as 
given in the CODIS database. Recently, Dr. Budowle of FBI released the STR profiles 
of six ethnic groups from the Central American regions [49]. This newly released data   
has a sample size of approximately two hundred each. Testing the developed PCA 
model on the real DNA data served as a partial validation of the clustering results. The 
testing was done to see whether PCA clusters from these real data would coincide with 
the same clusters obtained from the synthetic data, and vice versa. The real DNA data 
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was projected onto the second and the third principal components obtained from the 
synthetic dataset of 10,000 profiles at the d13s317 and d16s539 loci. If scores from the 
real data sample profiles map into existing nine clusters, then it can be concluded that 
the relative allele frequency distribution at the four dominant alleles are similar to that 
used for the synthetic data, and that the clusters identified so far can be used to 
discriminate the profiles in the real dataset. Before the results obtained from the 
validation test is obtained, the projection of the new DNA dataset onto the existing 
principal components obtained from the original synthetic data is examined. 
  
To compare the profiles of two different groups or set of data, the DNA profiles of one 
dataset is projected onto the principal components applicable to the reference dataset. 
The normalization is to be carried out by the inverse of the singular values derived 
from the reference dataset, because the normalization factor reflects the variance of the 
original data matrix, and the variance is directly related to the relative allele frequency 
distribution data. This step is represented in Equation 5.2.  
                                                                SVXX 1 SyntheticSyntheticReallScores_Rea
-**=      (5.2) 
Where, XScores_Real denotes the scores of the real DNA data set for the 176 Caucasians. 
XReal represents the binary dataset for the real DNA. VSynthetic denotes the principal 
component vectors obtained from the reference set of 10,000 synthetic profiles, and 
1 
Synthetic
-S is the inverse of the singular value matrix for the synthetic set to be used for 
normalization of the new real data. This step of using the old set of singular values for 
normalization is important, because the old set of singular values represents the 
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variance exhibited by the original data set, which is related to the allele distribution of 
the particular loci pair under consideration. If the real data have allele distribution 
similar to that for the synthetic dataset, then the old set of singular values should still 
be applicable for normalization. The 2-D scores plot for the real DNA profiles is 
obtained by plotting the second and third columns of Xscores_real.  
 
 The sample set for the real data was first converted to the binary representation 
format, with 1’s and 0’s as discussed earlier for the synthetic data set of 10,000 
profiles. The allele information for loci d13s317 and d16s539 was extracted from the 
new DNA data. The companion scores matrix is computed, by projecting the real data 
set of 176 samples at these two loci onto the second and third principal components 
derived from the large synthetic data set, as shown in Equation 5.2. In Figure 5.27, the 
scores from the large data set are drawn overlaid on top of the scores from the small 
data set. The complete overlap is due to the fact that the real dataset is much smaller 
compared to the size of the synthetic set. In Figure 5.28 the scores from the small data 
set is projected onto the same principal components and are plotted over the 10,000 
scores of the reference set. It is seen that scores from the real data set do fall 
completely on top of the corresponding clusters from the reference data set but the 
most important fact is that clusters are preserved. The dark dots in this graph indicate 
the scores of the 176 real DNA data samples. 
Based on the above findings, it is seen that all Scores in the small real DNA STR 
dataset (176 profiles) are mapped into the same clusters as those  present  in  the  large  
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FIGURE 5.27: Scores Clusters of 10000 Synthetic Caucasian DNA Data Plotted 
over Scores of 176 Real Data Samples in d13s317 and d16s539. 
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FIGURE 5.28: Scores Clusters of 176 Real Caucasian DNA Data Plotted over 
Scores of 10000 Synthetic Data in d13s317 and d16s539. 
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synthetic reference data set (10,000 profiles), and all the allele distribution patterns 
present in the small real dataset are also present in that of the large dataset. 
 
Now the fraction of the population mapped into each cluster is determined. These 
fractions reflect the relative allele frequency distribution information of the two loci 
for these two sample populations. Figure 5.29 shows the comparison between the two 
data sets. The first bar of each pair of bars represents the fraction of profiles from the 
small real DNA dataset that belongs to each of the nine clusters, while the second bar 
represents that of the large synthetic data set.  It is observed that the relative fractions 
of profiles from the two datasets that belong to each of the cluster are ‘comparable’. 
The height of the bars shows similar trend except for the 3rd and the 9th bar where one 
notices a difference. This may have resulted from the fact that 176 is a relatively small 
sample size to reflect the true allele distribution frequency. Table 5.21 makes a 
comparison of the fraction of samples in both the synthetic and real data. But even 
with some differences observed, the clusters are preserved.  
 
Thus it can be concluded that the real data set and the synthetic data set have 
comparable allele frequency distributions at these two loci, and that results from 
clustering studies using synthetic data can be applied directly to real DNA/STR data 
with the same clustering patterns.  
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FIGURE 5.29: Comparison of the Percentages of Population within Each Cluster 
in d13s317 and d16s539 of Real (176 Samples) and Synthetic (10,000 Samples) 
Data Set. 
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TABLE 5.21: Comparison of Number/Fraction of Profiles in Each Cluster of the 
Synthetic and Real Data Set for d13s317 and d16s539 Loci Pair. 
 
Synthetic Data Real Data 
Cluster 
Number 
Number of 
Profiles 
Fraction of 
Profiles 
Number of 
Profiles 
Fraction of 
Profiles 
1 1046 0.1046 20 0.1020 
2 1216 0.1216 21 0.1071 
3 1231 0.1231 19 0.0969 
4 1025 0.1025 15 0.0765 
5 1143 0.1143 21 0.1071 
6 1265 0.1265 28 0.1429 
7 918 0.0918 17 0.0867 
8 1077 0.1077 25 0.1276 
9 1079 0.1079 30 0.1531 
Total 10000 1.0000 196 1.0000 
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5.1.6. EXAMINATION OF LOCI-PAIR THAT GIVE POOR CLUSTER 
FORMATION 
The reason for the occurrence of good distinct clusters in the scores plot has already 
been examined. Based on the same analysis the unclusterability of DNA samples in 
certain two-loci combinations can be accounted for. Figure 5.30 shows the 2-D scores 
plot for 10,000 profiles in d18s51 and d7s820 loci pair. In comparison with examples 
of good clusters it is seen that this scores plot has elongated, tail-like, loose clusters. 
Figure 5.31 and 5.32 show poor cluster formation for loci pair d7s820-fga, and fga-
th01 respectively. 
 
In Figure 5.30, it might be conclude that there are probably four clusters, but interest 
lies in the formation of more distinct, and tighter clusters. From visual inspection, it is 
seen that the clusters are not uniform in size and are not ‘tight’. The main reason for 
poor clusterability is that each of these loci lacks the presence of just a few distinctly 
dominant alleles. Figure 5.33 shows that that there are around six to seven high 
occurring alleles, each with probability less than about 0.16. Figure 5.34 shows a 
similar pattern of the allele frequency distribution for the d7s820 locus.  
 
Having seen the frequency of occurrence of alleles in individual loci, the joint 
probability of occurrence of 2-allele distribution for the d18s51-d7s820 loci pair is 
studied, as shown in Figure 5.35. By visual inspection it is seen that lots of peaks of 
similar heights are present, indicating the lack of just a  few  dominant  allele-pairs  for  
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FIGURE 5.30: Poor Cluster Formation by the Scores of 10,000 Synthetic Profiles 
onto the 2nd and 3rd Principal Components of DNA Samples in Loci d18s51 and 
d7s820.
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FIGURE 5.31: Poor Cluster Formation by the Scores of 10,000 Synthetic Profiles 
onto the 2nd and 3rd Principal Components of DNA Samples in Loci d7s820 and 
fga. 
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FIGURE 5.32: Poor Cluster Formation by the Scores of 10,000 Synthetic Profiles 
onto the 2nd and 3rd Principal Components of DNA Samples in Loci fga and tho1. 
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FIGURE 5.33: Allele Frequency Distribution of d18s51. 
 
 
 
FIGURE 5.34: Allele Frequency Distribution of d7s820. 
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FIGURE 5.35: Joint Probability Density of 2-Allele Pairs for d18s51 and d7s820 
Locus. 
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this loci pair. Figure 5.35 is analogous to similar looking high-rise buildings in a 
downtown skyline that lacks any dominating building to be distinguished easily. This 
is to be contrasted with the loci pair that gives good distinct clusters in which just a 
few high peaks are seen and the contribution by other peaks is negligible. Another 
example to support our rationale for clusterability is shown in Figures 5.36 and 5.37 
for the loci pair d7s820 and fga. They show the allele distribution of the fga locus, in 
which there are 5 or so alleles that have comparable probability of occurrence, and 
thus lacking the lumpy nature that renders clustering of sample profiles. Figure 5.37 
shows the joint probability of 2-allele distribution of d7s820-fga loci pair, where again 
a similar downtown trend of joint probability peaks is observed. 
 
It is concluded that the lack of just 2 to 3 distinct high lumpiness in the allele 
frequency distribution leads to poor cluster formation. Out of the 120 possible 2-loci 
combination pairs, more than 80 yielded poor clusters. 
 
5.1.7. INCORPORATION OF CLUSTERS INTO THE DECISION TREE FOR 
SEARCH AND RETRIEVAL OF DNA PROFILES 
The main objective of studying clusterability of DNA profiles is to be able to organize 
the storage of DNA profiles into distinct clusters, so as to improve efficiency of the 
search engine, when searching for DNA profiles that match the TARGET profile in a 
forensic application. Figure 5.38 represents a decision tree structure that is employed 
for performing the search. The top-most node in the decision tree is the root node.   
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FIGURE 5.36: Allele Frequency Distribution of fga. 
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FIGURE 5.37: Joint Probability Density of 2-Allele Pairs for d7s820 and fga 
Locus 
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FIGURE 5.38: Decision Tree Structure Based on Clusters Obtained Using 
Multivariate Statistical Analysis. 
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The root node further branches out to various non-terminal or leaf nodes. These leaf 
nodes further branch out to nodes originating at that non-terminal node. Levels 2, 3 
and down to Level ‘n’ show the arrangement of the non-terminal/leaf nodes. The data 
records of the DNA database are stored at each non-terminal node, and data clustering 
identified by the multivariate statistical analysis can be performed at each level to 
obtain partitioning of the DNA database. Each cluster would correspond to a node. 
 
As discussed earlier and from Table 5.9, it is known that the arrangement of clusters 
that can be utilized to partition the database into groups is of nearly equal size. After 
establishing good and distinct clusters by using principal component analysis for a 
particular loci pair, the membership profiles of each cluster are recorded to denote the 
partitioning of the entire DNA database into these pre-determined clusters. Each DNA 
profile belongs to only one of these clusters at each successive level. The members of 
each cluster from the preceding level will be further partitioned using another loci-
pair. Assignment of clusters is made based on the DNA allele information contained in 
the profiles.  
 
Partitioning reduces the search problem by approximately one order of magnitude at 
each level (if there are nine to ten clusters for each loci pair clustering). The improved 
search efficiency for the above task is due to the fact, for exact match that at each 
level, in spite of searching the entire database the search is carried out in only one 
cluster of the data records in the database where the target may reside. The search 
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process continues by query of the target’s allele distribution at other pairs of DNA loci 
at each level, resulting in classification to a subsequent PCA cluster and thereby 
reducing the search by another order of magnitude. Partitions based on PCA may be 
inserted at the non-terminal nodes of the database tree at each level. As a result, for a 
database size of 108, after descending about six or seven levels of the decision tree, the 
number of profiles to be searched over is down to the order of 10’s and 100’s. Then, 
sequential search through these profiles for matching profiles can be carried out in a 
linear fashion. 
 
5.1.8. SUMMARY FOR THE CLUSTERABILITY OF PROFILES BY THE 
PRINCIPAL COMPONENT ANALYSIS (PCA) APPROACH 
Using synthetic data, it has been established that DNA/STR profiles can be partitioned 
into distinct clusters using the PCA approach. The partition of the database is based on 
the allele distribution pattern at the two suitably chosen loci. From earlier discussion it 
is seen that certain two-loci combinations yield better clustering than others. The 
important factors that determine good clustering and the reason for the clustering have 
been presented and discussed. Successive partitioning using a different two-loci 
combination at each node level would reduce the number of profiles that have to be 
searched through for matching profiles, and thereby improving the search efficiency 
by about one order of magnitude through each level of the decision tree. The 
construction of a tree with ‘n’ levels will reduce the number of profiles to be searched 
through at the nth level by about n orders of magnitude. 
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5.2. DEVELOPMENT AND UTILITY OF A SIMILARITY INDEX (SI)  
PARAMETER FOR RANKING CANDIDATE PROFILES 
In this section, results obtained using the developed similarity index, as described in 
chapter 4, on the synthetic database will be presented. From Figure 5.39, it is seen that 
the similarity index will be applied after level ‘n’. 
 
5.2.1. ROBUST RANKING OF A SET OF SYNTHETIC DATA PROFILES 
Two sets of DNA data, one of one hundred and twenty six synthetic profiles, and the 
other of one thousand and twenty six candidate profiles in six loci were generated to 
study the feasibility of the developed similarity index in ranking the profiles. The 
profiles contain loci with either heterozygous or homozygous alleles. Six loci were 
chosen because it is simpler than handling the entire set of thirteen loci, and it is 
projected that successful ranking of six-loci profiles would imply successful ranking 
of thirteen loci profiles. The set also contains mixtures and profiles with unequal 
number of loci to others. The six loci that were used to create synthetic profiles are as 
follows: d13s317, d16s539, d5s818, d18s1179, tpox and vWa. These loci were chosen 
because they have been shown to result in good clusterability by the principal 
component analysis approach.  The development of the Similarity Index has been 
presented in Section4.2.1. Table 5.22 and 5.23 shows the characteristics of profiles 
generated for similarity index study for the small (126) and large (1026) data sets 
respectively. Twenty six profiles of each of the two datasets are of profiles of 
ambiguous nature (example: mixtures), therefore are to be flagged, not ranked.  
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The similarity index developed, correctly rank-ordered all the unambiguous profiles of 
a set of one hundred and twenty six DNA/STR synthetic profiles of known 
characteristics and relative rank ordering. Results obtained using the set of weights 
(a1=0.70, a2=0.20, a3=0.10) is shown in Tables 5.24 through 5.28. Table 5.24 shows 
the results of the top twenty ranked candidates and the associated allele distribution 
patterns, the numerical values of the corresponding PML, PMA, PBPDc and the 
overall SI.  
 
From Table 5.24, it is seen that candidate ID 100 is ranked first, as it should, with SI 
of 1 because it is an exact replica of that of the target. Looking into candidates ID 1 
and 8, ranked second and third respectively, both candidates have the same PML value 
(0.8333, i.e. 10 out of 12) but they differ in PMA, because ID 1 has one-mismatched 
allele at locus 3 whereas ID 8 has two-mismatched allele at locus 1. Candidate 1 has a 
higher PMA (0.9167) than candidate 8, which has a PMA value of 0.8333, and 
therefore candidate 1 is ranked higher as expected. Another example, where PMA of 
two candidates is the same but their PML’s differ is explored. Before looking into the 
example, it is expected that for the same PMA, the higher the corresponding PML 
value the more similar that profile would be regarded to the target. Both candidate ID 
3 and 7 have the same PMA (0.8333), each with two mismatched alleles; but the two 
mismatched alleles are distributed in one locus only in ID 3, and into two loci in ID 7. 
Therefore, the corresponding PML value is 0.8333 for ID 3, and only 0.6667 for ID 7. 
The ranks for candidate 3 and 7 are 5th and 8th respectively.   
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Table 5.22: Types of Synthetic Profiles (126) used to Study the Feasibility of Similarity Index. 
 
Total Number of Profiles 126 
Target Profile to be Compared With Heterozygous across all six loci 
Total Number of Loci Used 6 (d13s317, d16s539, d18s1179, d5s818, tpox, vWa) 
Number of Profiles with Mixtures 9 (ID#: 118-126) 
Number of Ambiguous Profiles 12 (ID#: 106-117) 
Number of Profiles with 1 mismatched allele to that of the target 1 (ID#: 1) 
Number of Profiles with 2 mismatched allele to that of the target 9 (ID#: 2-10) 
Number of Profiles with 4 mismatched allele to that of the target 30 (ID#: 11-40) 
Number of Profiles with 5 mismatched allele to that of the target 20 (ID#: 41-60) 
Number of Profiles with 8 mismatched allele to that of the target 10 (ID#: 61-70) 
Number of Profiles with 9 mismatched allele to that of the target 10 (ID#: 71-80) 
Number of Profiles with 10 mismatched allele to that of the target 5 (ID#: 81-85) 
Number of Profiles with 11 mismatched allele to that of the target 5 (ID#: 86-90) 
Number of Profiles with 12 mismatched allele to that of the target 9 (ID#: 91-99) 
Number of Profiles that are exact replica of the target 1 (ID#: 100) 
Number of Profiles with an extra 7th Locus 5 (ID#: 101-105) 
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Table 5.23: Types of Synthetic Profiles (1026) used to Study the Feasibility of Similarity Index. 
 
Total Number of Profiles 1026 
Target Profile to be Compared With Heterozygous across all six loci 
Total Number of Loci Used 6 (d13s317, d16s539, d18s1179, d5s818, tpox, vWa) 
Number of Profiles with Mixtures 9 (ID#: 1018-1026) 
Number of Ambiguous Profiles 12 (ID#: 1006-1017) 
Number of Profiles with 1 mismatched allele to that of the target 1 (ID#: 1) 
Number of Profiles with 2 mismatched allele to that of the target 9 (ID#: 2-100) 
Number of Profiles with 4 mismatched allele to that of the target 30 (ID#: 101-400) 
Number of Profiles with 5 mismatched allele to that of the target 20 (ID#: 401-600) 
Number of Profiles with 8 mismatched allele to that of the target 10 (ID#: 601-700) 
Number of Profiles with 9 mismatched allele to that of the target 10 (ID#: 701-800) 
Number of Profiles with 10 mismatched allele to that of the target 5 (ID#: 801-850) 
Number of Profiles with 11 mismatched allele to that of the target 5 (ID#: 851-900) 
Number of Profiles with 12 mismatched allele to that of the target 9 (ID#: 901-999) 
Number of Profiles that are exact replica of the target 1 (ID#: 1000) 
Number of Profiles with an extra 7th Locus 5 (ID#: 1001-1005) 
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TABLE 5.24: Results obtained by Applying the Similarity Index on the Synthetic Data Set of 126 Profiles for Six Loci and Weights (a 1=0.70, a 2=0.20, a 3=0.10), Showing Ranks from 1-20. 
 
CANDIDATE ID 100 1 8 9 3 10 2 7 6 5 4 21 17 18 20 19 35 27 16 29 
RANK 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 LOCUS  
TARGET ALLELES CANDIDATE ALLELES 
8 8 8 9 8 8 8 8 8 10 8 8 8 9 8 8 10 8 8 8 8 
1 
11 11 11 12 11 11 11 11 12 11 11 11 11 12 11 11 13 11 11 11 12 
8 8 8 8 8 8 8 8 8 8 8 10 9 9 8 8 8 9 10 9 9 
2 
11 11 11 11 11 11 11 12 11 11 11 11 12 12 11 11 11 12 11 13 13 
9 9 10 9 11 11 9 11 9 9 9 11 9 9 11 9 9 9 9 9 9 
3 
13 13 13 13 14 14 13 13 13 14 13 13 13 13 14 13 13 14 14 14 13 
10 10 10 10 10 10 12 10 10 10 10 10 11 10 10 11 10 10 10 10 10 
4 
14 14 14 14 14 14 16 14 16 14 14 14 15 14 14 15 14 14 14 14 14 
8 8 8 8 8 8 8 8 8 8 8 8 8 8 9 10 8 8 8 8 9 
5 
11 11 11 11 11 11 11 11 11 11 13 11 11 11 12 12 11 11 11 11 11 
15 15 15 15 15 15 15 15 15 15 16 15 15 15 15 15 16 15 16 16 15 
6 
18 18 18 18 18 18 18 18 18 18 18 18 18 18 18 18 21 20 19 18 18 
TOTAL NUMBER OF MATCHING LOCI  6 5 5 5 5 5 4 4 4 4 4 4 4 4 4 4 3 3 3 3 
TOTAL NUMBER OF MATCHING ALLELES  12 11 10 10 10 10 10 10 10 10 10 8 8 8 8 8 8 8 8 8 
TOTAL NUMBER OF MISMATCHED ALLELES 0 1 2 2 2 2 2 2 2 2 2 4 4 4 4 4 4 4 4 4 
PML 
 
1.0000 0.8333 0.8333 0.8333 0.8333 0.8333 0.6667 0.6667 0.6667 0.6667 0.6667 0.6667 0.6667 0.6667 0.6667 0.6667 0.5000 0.5000 0.5000 0.5000 
PMA 
 
1.0000 0.9167 0.8333 0.8333 0.8333 0.8333 0.8333 0.8333 0.8333 0.8333 0.8333 0.6667 0.6667 0.6667 0.6667 0.6667 0.6667 0.6667 0.6667 0.6667 
PBPD 
 
0.0000 0.0185 0.0417 0.0556 0.0556 0.0667 0.0537 0.0542 0.0602 0.0643 0.0704 0.0667 0.0750 0.1032 0.1048 0.1500 0.0852 0.0852 0.0852 0.0946 
PBPDc = 1-PBPD 1.0000 0.9815 0.9583 0.9444 0.9444 0.9333 0.9463 0.9458 0.9398 0.9357 0.9296 0.9333 0.9250 0.8968 0.8952 0.8500 0.9148 0.9148 0.9148 0.9054 
SIMILARITY INDEX 1.0000 0.8648 0.8458 0.8444 0.8444 0.8433 0.7280 0.7279 0.7273 0.7269 0.7263 0.6933 0.6925 0.6897 0.6895 0.6850 0.5748 0.5748 0.5748 0.5739 
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TABLE 5.25: Results obtained by Applying the Similarity Index on the Synthetic Data Set of 126 Profiles for Six Loci and Weights (a 1=0.70, a 2=0.20, a 3=0.10), Showing Ranks from 21-40. 
 
CANDID
ATE ID 
32 37 33 40 24 14 15 38 23 28 39 46 59 45 34 31 26 25 11 12 
RANK 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38 39 40 
LOCUS  
TARGET 
ALLELES 
CANDIDATE ALLELES 
8 9 8 8 8 8 9 8 8 8 8 8 8 9 9 9 9 8 8 9 8 
1 
11 13 11 11 11 11 12 11 13 11 12 11 11 11 11 11 11 11 12 11 12 
8 8 8 8 8 8 9 8 8 8 10 8 9 9 9 8 8 8 8 9 9 
2 
11 11 12 13 12 11 11 11 11 11 12 13 11 12 12 12 12 12 11 11 11 
9 9 9 9 10 9 9 10 9 9 9 9 11 9 11 9 10 10 9 9 9 
3 
13 14 13 15 13 13 13 15 13 14 13 13 15 13 15 13 13 13 14 15 13 
10 11 10 10 10 12 10 10 10 10 10 12 10 10 10 11 10 10 10 12 10 
4 
14 14 16 14 14 16 17 14 14 14 14 15 14 14 14 14 14 14 14 14 14 
8 8 8 8 10 8 8 9 9 8 10 8 8 10 8 8 8 8 10 8 9 
5 
11 11 11 11 12 12 11 11 11 13 11 13 11 12 11 12 12 13 11 11 11 
15 15 17 16 15 15 15 15 16 16 15 15 16 15 15 15 15 15 16 15 15 
6 
18 18 19 19 18 19 18 20 20 20 18 18 19 18 18 18 18 19 18 18 21 
TOTAL NUMBER OF 
MATCHING LOCI  3 3 3 3 3 3 3 3 3 3 3 3 3 3 2 2 2 2 2 2 
TOTAL NUMBER OF 
MATCHING ALLELES  8 8 8 8 8 8 8 8 8 8 8 7 7 7 8 8 8 8 8 8 
TOTAL NUMBER OF 
MISMATCHED 
ALLELES  
4 4 4 4 4 4 4 4 4 4 4 5 5 5 4 4 4 4 4 4 
PML 
 
0.5000 0.5000 0.5000 0.5000 0.5000 0.5000 0.5000 0.5000 0.5000 0.5000 0.5000 0.5000 0.5000 0.5000 0.3333 0.3333 0.3333 0.3333 0.3333 0.3333 
PMA 
 
0.6667 0.6667 0.6667 0.6667 0.6667 0.6667 0.6667 0.6667 0.6667 0.6667 0.6667 0.5833 0.5833 0.5833 0.6667 0.6667 0.6667 0.6667 0.6667 0.6667 
PBPD 
 
0.0977 0.1000 0.1037 0.1066 0.1071 0.1083 0.1127 0.1155 0.1161 0.1185 0.1310 0.1241 0.1256 0.1282 0.0780 0.0798 0.0995 0.1036 0.1079 0.1113 
PBPDc = 1-PBPD 0.9023 0.9000 0.8963 0.8934 0.8929 0.8917 0.8873 0.8845 0.8839 0.8815 0.8690 0.8759 0.8744 0.8718 0.9220 0.9202 0.9005 0.8964 0.8921 0.8887 
SIMILARITY 
INDEX 
0.5736 0.5733 0.5730 0.5727 0.5726 0.5725 0.5721 0.5718 0.5717 0.5715 0.5702 0.5543 0.5541 0.5538 0.4589 0.4587 0.4567 0.4563 0.4559 0.4555 
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TABLE 5.26: Results obtained by Applying the Similarity Index on the Synthetic Data Set of 126 Profiles for Six Loci and Weights (a 1=0.70, a 2=0.20, a 3=0.10), Showing Ranks from 41-60. 
 
CANDIDATE ID 22 30 13 36 54 43 44 52 58 60 57 53 50 56 47 41 49 42 55 51 
RANK 41 42 43 44 45 46 47 48 49 50 51 52 53 54 55 56 57 58 59 60 LOCUS  
TARGET ALLELES CANDIDATE ALLELES 
8 8 8 8 10 9 9 9 9 8 9 8 8 10 8 8 9 8 8 9 9 
1 
11 13 13 11 11 11 11 13 12 11 11 12 11 12 13 11 11 11 13 11 11 
8 8 8 8 10 9 9 8 9 9 10 8 8 8 8 8 9 8 9 9 8 
2 
11 12 11 11 11 12 11 11 11 11 12 11 12 13 11 13 11 12 11 11 13 
9 9 10 11 9 9 9 9 9 11 9 9 10 9 9 9 10 9 10 10 11 
3 
13 13 13 13 15 13 15 14 13 15 13 15 13 15 13 13 13 14 13 13 13 
10 10 10 13 10 11 11 10 10 11 10 12 10 11 12 12 11 10 10 10 11 
4 
14 14 16 14 14 14 15 15 14 14 14 14 14 14 14 16 14 16 14 14 14 
8 9 8 9 8 8 8 8 10 9 10 9 10 8 8 8 9 9 8 10 8 
5 
11 11 12 11 11 11 11 11 11 11 11 12 13 11 13 13 11 11 12 11 11 
15 17 15 16 15 16 15 16 16 15 16 15 16 15 16 16 15 15 17 17 15 
6 
18 18 18 18 19 18 18 18 18 18 18 18 18 18 19 18 18 20 18 18 20 
TOTAL NUMBER OF MATCHING LOCI  2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 1 1 1 1 1 
TOTAL NUMBER OF MATCHING ALLELES  8 8 8 8 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 
TOTAL NUMBER OF MISMATCHED ALLELES 4 4 4 4 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 
PML 
 
0.3333 0.3333 0.3333 0.3333 0.3333 0.3333 0.3333 0.3333 0.3333 0.3333 0.3333 0.3333 0.3333 0.3333 0.3333 0.1667 0.1667 0.1667 0.1667 0.1667 
PMA 
 
0.6667 0.6667 0.6667 0.6667 0.5833 0.5833 0.5833 0.5833 0.5833 0.5833 0.5833 0.5833 0.5833 0.5833 0.5833 0.5833 0.5833 0.5833 0.5833 0.5833 
PBPD 
 
0.1155 0.1173 0.1275 0.1287 0.0875 0.1079 0.1144 0.1226 0.1312 0.1351 0.1388 0.1471 0.1495 0.1560 0.1643 0.0965 0.1257 0.1340 0.1370 0.1412 
PBPDc = 1-PBPD 0.8845 0.8827 0.8725 0.8713 0.9125 0.8921 0.8856 0.8774 0.8688 0.8649 0.8612 0.8529 0.8505 0.8440 0.8357 0.9035 0.8743 0.8660 0.8630 0.8588 
SIMILARITY INDEX 0.4551 0.4549 0.4539 0.4538 0.4413 0.4392 0.4386 0.4377 0.4369 0.4365 0.4361 0.4353 0.4350 0.4344 0.4336 0.3237 0.3208 0.3199 0.3196 0.3192 
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TABLE 5.27: Results obtained by Applying the Similarity Index on the Synthetic Data Set of 126 Profiles for Six Loci and Weights (a 1=0.70, a 2=0.20, a 3=0.10), Showing Ranks from 61-80. 
 
CANDIDATE ID 48 63 68 70 69 61 67 77 76 65 66 62 64 71 74 72 79 75 73 78 
RANK 61 62 63 64 65 66 67 68 69 70 71 72 73 74 75 76 77 78 79 80 LOCUS  
TARGET ALLELES CANDIDATE ALLELES 
8 9 8 8 10 8 10 8 9 8 8 9 8 10 8 9 9 8 10 10 9 
1 
11 11 11 11 12 12 11 13 12 11 12 11 12 13 12 11 13 13 12 12 13 
8 8 9 9 8 10 9 10 8 9 8 9 10 10 9 9 9 10 9 10 10 
2 
11 13 12 11 12 13 12 13 11 11 13 11 13 11 12 12 11 13 11 12 11 
9 9 10 11 9 10 11 10 10 11 9 9 9 11 10 9 10 10 11 9 10 
3 
13 13 13 15 14 15 15 13 15 15 14 15 14 13 15 15 15 14 13 15 15 
10 12 11 10 12 10 11 10 11 12 11 12 10 12 11 11 11 10 11 10 10 
4 
14 14 16 15 15 14 14 14 16 15 16 14 16 15 14 14 14 16 14 16 16 
8 10 10 9 9 10 8 10 8 9 10 9 10 8 10 10 10 10 10 8 10 
5 
11 11 11 12 13 12 11 13 12 12 11 12 12 13 12 13 13 12 12 13 11 
15 15 16 16 15 15 17 16 16 17 16 17 15 15 15 16 16 15 17 16 17 
6 
18 19 19 20 18 19 20 20 20 20 20 20 20 19 19 20 18 19 20 20 20 
TOTAL NUMBER OF MATCHING LOCI  1 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 
TOTAL NUMBER OF MATCHING ALLELES  7 4 4 4 4 4 4 3 3 4 4 4 4 3 3 3 3 3 3 3 
TOTAL NUMBER OF MISMATCHED ALLELES 5 8 8 8 8 8 8 9 9 8 8 8 8 9 9 9 9 9 9 9 
PML 
 
0.1667 0.1667 0.1667 0.1667 0.1667 0.1667 0.1667 0.1667 0.1667 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 
PMA 
 
0.5833 0.3333 0.3333 0.3333 0.3333 0.3333 0.3333 0.2500 0.2500 0.3333 0.3333 0.3333 0.3333 0.2500 0.2500 0.2500 0.2500 0.2500 0.2500 0.2500 
PBPD 
 
0.1518 0.1828 0.2050 0.2191 0.2312 0.2324 0.2721 0.2210 0.2550 0.2203 0.2222 0.2441 0.2680 0.2145 0.2531 0.2633 0.2668 0.2710 0.2805 0.2990 
PBPDc = 1-PBPD 0.8482 0.8172 0.7950 0.7809 0.7688 0.7676 0.7279 0.7790 0.7450 0.7797 0.7778 0.7559 0.7320 0.7855 0.7469 0.7367 0.7332 0.7290 0.7195 0.7010 
SIMILARITY INDEX 0.3182 0.2651 0.2628 0.2614 0.2602 0.2601 0.2561 0.2446 0.2412 0.1446 0.1445 0.1423 0.1399 0.1286 0.1247 0.1237 0.1233 0.1229 0.1220 0.1201 
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TABLE 5.28: Results obtained by Applying the Similarity Index on the Synthetic Data Set of 126 Profiles for Six Loci and Weights (a 1=0.70, a 2=0.20, a 3=0.10), Showing Ranks from 81-100. 
 
CANDIDATE ID 80 85 83 84 81 82 86 87 88 89 90 99 98 92 97 93 95 94 91 96 
RANK 81 82 83 84 85 86 87 88 89 90 91 92 93 94 95 96 97 98 99 100 LOCUS  
TARGET ALLELES CANDIDATE ALLELES 
8 10 9 8 10 8 8 9 9 10 10 10 9 9 9 10 9 9 9 10 10 
1 
11 13 12 12 13 13 12 13 13 13 13 13 13 12 12 12 12 13 12 12 13 
8 10 9 10 8 10 10 9 10 10 9 10 9 9 9 9 9 10 10 10 10 
2 
11 11 11 13 13 13 12 12 12 12 13 12 12 13 13 12 12 12 12 13 13 
9 9 11 9 11 11 11 10 11 10 9 10 11 10 10 10 11 11 11 11 11 
3 
13 15 14 15 14 14 15 14 13 15 14 15 14 15 15 15 15 15 14 14 14 
10 12 12 11 10 11 11 11 12 11 12 12 11 12 11 11 12 11 12 12 12 
4 
14 16 16 15 15 16 16 15 15 16 16 16 16 15 15 15 15 16 16 16 15 
8 10 8 10 9 9 9 9 9 10 9 9 9 9 9 10 10 10 10 10 10 
5 
11 11 12 12 12 11 13 12 12 12 12 13 12 13 13 13 13 12 13 13 13 
15 16 17 16 17 17 17 15 17 16 17 17 16 16 16 16 17 16 17 17 17 
6 
18 20 20 20 19 19 18 19 20 18 20 18 20 19 20 20 19 20 20 20 19 
TOTAL NUMBER OF MATCHING LOCI  0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
TOTAL NUMBER OF MATCHING ALLELES  3 2 2 2 2 2 1 1 1 1 1 0 0 0 0 0 0 0 0 0 
TOTAL NUMBER OF MISMATCHED ALLELES 9 10 10 10 10 10 11 11 11 11 11 12 12 12 12 12 12 12 12 12 
PML 
 
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 
PMA 
 
0.2500 0.1667 0.1667 0.1667 0.1667 0.1667 0.0833 0.0833 0.0833 0.0833 0.0833 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 
PBPD 
 
0.3180 0.2710 0.2793 0.2865 0.2877 0.2997 0.2305 0.3138 0.3270 0.3328 0.3603 0.2990 0.3020 0.3020 0.3300 0.3443 0.3580 0.3758 0.3800 0.4008 
PBPDc = 1-PBPD 0.6820 0.7290 0.7207 0.7135 0.7123 0.7003 0.7695 0.6862 0.6730 0.6672 0.6397 0.7010 0.6980 0.6980 0.6700 0.6557 0.6420 0.6242 0.6200 0.5992 
SIMILARITY INDEX 0.1182 0.1062 0.1054 0.1047 0.1046 0.1034 0.0936 0.0853 0.0840 0.0834 0.0806 0.0701 0.0698 0.0698 0.0670 0.0656 0.0642 0.0624 0.0620 0.0599 
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Thus, it is seen that for the same PMA value, the higher the corresponding PML value, 
the closer the candidate resembles the target profile because it has a higher number of 
loci that match that of the target and the weight applicable to PML is usually chosen to 
be the highest of all weights. Consider another interesting case where PML and PMA 
for two candidates are the same but they differ in PBPDc. In this example, both 
candidates have four-mismatched alleles. It is seen from Table 5.24 that candidates 17 
and 20 have the same PML (0.6667) and PMA (0.6667) but they differ in PBPD 
(0.0750 v/s 0.1048). Remember that what goes into SI is (1-PBPD) or PBPDc, not 
PBPD directly for reasons discussed earlier. It is expected that candidate 17 is ranked 
higher than candidate 20, as is the case (13th vs 15th). One would expect this ranking 
because if the percentage of matching loci and the percentage of matching alleles are 
the same for two candidates, then less the base-pair difference between the unmatched 
alleles the closer that profile is to the target. From experience, it is known that PBPDc 
acts as a fine-tuning parameter in the similarity index. That is, it does and should have 
some impact on the final profile ranking but not overwhelmingly so. This can be seen 
by studying another interesting example. Consider candidate profiles 4 and 21. 
Candidate 4 has two-mismatched alleles distributed in two loci (one each at locus 1 
and 3), whereas candidate 21 has four-mismatched alleles but also distributed in two 
loci (two each at locus 2 and 4). Therefore both candidates have the same PML 
(0.6667). From Table 5.24, it is observed that candidate 4 has a PMA value of 0.8333 
and a PBPD value of 0.0704 (i.e. PBPDc=1-PBPD = 0.9296), whereas candidate 21 
has a PMA of 0.6667 and a PBPD value of 0.0667 (i.e. PBPDc=1-PBPD = 0.9333). 
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Looking closely, it is seen that candidate 4 has a higher PMA but a lower PBPDc than 
candidate 21, and is ranked 11th above that of candidate 21 (ranked 12th) with a1=0.7, 
a2=0.2 and a3=0.1. Thus from our examples it is seen that PML is the most important 
parameter for ranking followed by PMA and PBPD/PBPDc in that order.  
 
The following example will illustrate the importance of PML in determine ranking. It 
shows that candidates with a higher number of mismatched alleles may sometimes be 
ranked higher than candidates with a less number of mismatched alleles. Consider 
candidate 46 with five-mismatched alleles, and candidate 25 with four-mismatched 
alleles as another interesting example. Candidate 46/25 has a PML, PMA and PBPD 
values of 0.5000/0.3333, 0.5833/0.6667 and 0.1241/0.1036 respectively. It is seen that 
candidate 46 has a higher PML value even though it has more mismatched alleles than 
that of candidate 25. The reason ID 46 has higher PML is that the five-mismatched 
alleles in ID 46 are distributed across three loci (i.e. locus 2, 3 and 6) whereas the 
four-mismatched alleles of ID 25 are distributed across four loci (i.e. locus 1, 3, 5 and 
6). Candidate 46 and 25 are therefore ranked 32nd and 38th respectively justifying the 
fact that PML is the most important parameter for determine rankings. Similar 
observations can be deduced for various other scenarios as seen in Table 5.25, where 
candidates 77 and 76 with nine-mismatched alleles are ranked higher than candidates 
with eight-mismatched alleles (i.e. candidate ID 65, 66, 62 and 64). 
 
Now we explore how sensitive rankings are to changes in the weights used for the 
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three subparameters of the Similarity Index. In order for SI to have a meaningful 
application utility, it is desirable for the rankings to remain robust over a range of 
weight values for the PML, PMA and PBPDc parameters of the Similarity Index. 
Otherwise, the ranking becomes arbitrary and would be open to subjective 
interpretation and thus lose its utility and credibility.  
 
Table 5.29 shows the ranking of the top twenty-five profiles for the same synthetic 
data set of one hundred and twenty six profiles, resulting from using twenty different 
weight sets shown in Table 5.30. The first nine sets of weights differ in PML and 
PMA weights, while keeping the weight for PBPDc low but the same. This is to see 
how weights for PML and PMA affect the ranking, because in our previous discussion 
we concluded that PBPDc should not have a significant impact on rankings. The 
ranking results when weights for PBPDc are also changing will also be shown and 
discussed.   In a second set (Cases 10-20, Table 5.30), the effect of changing weights 
for PBPDc on profile rankings is discussed.  
 
Table 5.29 shows that, irrespective of the choice of weights, candidate ID 100 always 
occupies the topmost rank  '1' because it is the exact replica of the target. Now we 
examine the profile rankings for the first nine weight sets where the value of PBPDc is 
kept at 0.1 but PML values vary from 0.9 down to 0.1. It is seen that the rankings of 
the top 20 candidates are preserved and they do not shuffle except in Case 1, where 
ranks 11 and 12 are interchanged in comparison to rankings obtained for Cases 2-10.  
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TABLE 5.29: Top Twenty Five Ranked Profiles obtained from Similarity Index for Different Set of Weights (Table 5.30) on 
a Data Set of 126 Synthetic Candidate Profiles. 
 
CASE 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 
RANK CANDIDATE ID 
1 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 
2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 10 1 1 
3 8 8 8 8 8 8 8 8 8 8 8 8 8   8 8 8 8 9 10 8 
4 9 9 9 9 9 9 9 9 9 9 9 9 9 9 9 9 9 8 9 2 
5 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 8 7 
6 10 10 10 10 10 10 10 10 10 10 10 10 10 10 10 10 2 1 7 9 
7 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 7 21 6 3 
8 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 10 20 5 6 
9 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 19 4 5 
10 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 18 3 21 
11 21 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 17 2 10 
12 4 21 21 21 21 21 27 21 21 21 21 21 21 21 21 21 21 7 40 4 
13 17 17 17 17 17 17 17 17 17 17 17 17 17 17 17 17 17 6 39 17 
14 18 18 18 18 18 18 18 18 18 18 18 18 18 18 18 18 35 5 38 34 
15 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 27 4 37 31 
16 19 19 19 19 19 19 19 19 19 19 19 19 19 19 19 19 16 2 36 35 
17 35 35 35 35 35 35 35 35 35 35 35 35 35 35 35 35 34 59 35 27 
18 27 27 27 27 27 27 27 27 27 27 27 27 27 27 27 27 31 46 34 16 
19 16 16 16 16 16 16 16 16 16 16 16 16 16 16 16 16 18 45 33 54 
20 29 29 29 29 29 29 29 29 29 29 29 29 29 29 29 29 29 40 32 29 
21 32 32 32 32 32 32 32 32 32 32 32 32 32 32 32 32 20 39 31 41 
22 37 37 37 37 37 37 37 37 37 37 37 37 37 37 37 37 32 38 30 32 
23 33 33 33 33 33 33 33 33 33 33 33 33 33 33 33 33 37 37 29 26 
24 40 40 40 40 40 40 40 40 40 40 40 40 40 40 40 40 54 35 28 37 
25 24 24 24 24 24 24 24 24 24 24 24 24 24 24 24 24 33 33 27 18 
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TABLE 5.30: Different Set of Weights for PML, PMA and PBPD used to Rank 126 Candidate Profiles using Similarity 
Index Parameter. 
 
 
 
 
 
 
 
 
 
CASES WEIGHTS 
(PARAMETE
RS) 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 
PML 0.90 0.80 0.70 0.60 0.50 0.40 0.30 0.20 0.10 0.85 0.80 0.70 0.50 0.50 0.30 0.10 0.05 1.00 0 0 
PMA 0.00 0.10 0.20 0.30 0.40 0.50 0.60 0.70 0.80 0.10 0.15 0.25 0.45 0.25 0.60 0.85 0.05 0.00 1.00 0.00 
PBPDc 0.10 0.10 0.10 0.10 0.10 0.10 0.10 0.10 0.10 0.05 0.05 0.05 0.05 0.25 0.10 0.05 0.90 0.00 0.00 1.00 
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The reason for the slight shuffle is accounted for by the fact that the weight for PMA 
in Case 1 is zero therefore any difference in PMA is ignored. Further look into the 
allele distribution of candidates 21 and 4 (Table 5.31) to explore how the value of zero 
weight for PMA affected the minor shuffling in the rank. From Table 5.31 it is seen 
that candidate 4 and 21 both have the same number of matching loci (i.e. PML is the 
same for both profiles) but candidate 4 has a higher PMA value with two-mismatched 
alleles in comparison to that of candidate 21 with four-mismatched alleles. It is also 
seen that PBPD/PBPDc is the same for both candidates. Therefore the value of the 
similarity index is the same since the weight for PMA is zero, resulting in both 
candidates having the same rank. But if the weight of PMA was non-zero, then 
candidate 4 will have a higher rank, as observed for case 2-9, than candidate 21 
because of it’s higher PMA value.  
 
An important observation to be made is that, top twenty-five ranked profiles are the 
same for the sets of weights for Cases 2-16 where the weights for PBPDc remains low. 
Then sudden changes in ranks occur thereafter, when the value of PML weight is 
chosen to be very small, as in Cases 17, 19 and 20, where PML is 0.05, 0.00 and 0.00 
respectively. The small value for the PML weight downplays the contribution to 
similarity of the matching loci leading to an erroneous conclusion. This supports 
earlier findings that PML is the most important parameter and should have a 
significant weight attached to it when ranking profiles. Having seen that similarity 
index measure does provide a way to rank profiles,  an  important  issue  
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TABLE 5.31: Comparison of Allele Distribution of Candidate 4 and 21 for the 
Set of Weights of a 1=090, a 2=0.00, and a 3=0.10 (i.e. Case 1, Table 5.30). 
 
 
 
 
 
 
 
 
 
 
ALLELE DISTRIBUTION 
LOCUS TARGET CANDIDATE 4 CANDIDATE 21 
8 8 8 
1 
11 11 11 
8 10 9 
2 
11 11 12 
9 11 9 
3 
13 13 13 
10 10 11 
4 
14 14 15 
8 8 8 
5 
11 11 11 
15 15 15 
6 
18 18 18 
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now is to formally establish the extent of the weight region in which the rankings 
would remain stable despite changes in weight assigned to the parameters. The 
following section will discuss results obtained from a robustness study of ranking over 
a wide range of weights. A graphical approach is developed to depict the region of 
weights that give stable ranking. 
 
5.2.2. SENSITIVITY OF RANKING TO THE CHOICE OF WEIGHTS FOR 
SIMILARITY INDEX SUBPARAMETERS 
The ranking of profiles using the nominal weight set of (1/3, 1/3, 1/3) was compared 
to the rankings of the corresponding profiles in each of the test weight cases. The 
shuffling index was computed to reflect the sum total of relative shift in rankings 
when different weight sets were used. The ternary contour curves obtained by plotting 
the shuffling index for different weight sets give insight into the impact of the 
selection of weights on ranking and the range for which rankings remain relatively 
stable. The shuffling index for the top ten, twenty and all hundred ranked profiles for 
both the small (126, Table 5.22) and large (1026, Table 5.23) datasets were computed, 
when different reference weight sets were used to see if the choice of reference weight 
makes any difference. For each reference weight, different weight sets of the three 
subparameters varying between 0 and 1 were generated. The size of the weight matrix 
is 4182-by-3 (Section 4.3.1). Shuffling index contour plots are shown in this section to 
show the extent of the stable region. 
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Figure 5.40 shows the contour curves of the shuffling index for the top ten ranked 
candidate profiles. Using the reference weight set of [a1=1/3, a2=1/3, a3 =1/3]. The 
vertical color bar on the right shows the value of the shuffling index as a function of 
the corresponding color level. It is observed that there is no shuffling (blank space) 
over most of the weight set region, indicating that the ranks are mostly preserved for 
this test run. At the outermost region (corresponding to near 0 PML value), the 
shuffling reached about 20, indicating that on the average, each of the top ten ranked 
profiles shifted by two positions in comparison to that of reference weight. Figure 5.41 
represents the percent of shuffling (Equation 4.15) for the same test case. The figure 
shows that the percentage shuffling for the top ten ranked candidates is very small, up 
to about 2% of possible shuffling. From now on contour plots will be presented as 
percentage shuffling to make appropriate normalized comparison for different weight 
sets and for different number of top ranked profiles based on which the shuffling is 
calculated. The contour plot for the top twenty ranked profiles is shown in Figure 5.42. 
It is still observed that a wide-open region of weight combinations produced no 
change in ranking. The shuffling at extreme PML value is around 8%. The ternary plot 
is now presented for the shuffling of the entire set of one hundred profiles over the 
entire weight sets (26 of the 126 profiles were not ranked because of their ambiguity 
status). Figure 5.43 shows that the area in which no shuffling occurred is smaller now. 
However, most of the shuffling is well within 6%. At the extremely low PML weight 
values, the shuffling increases up to about 12%.  
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Would the stability in ranking be different if the reference weight set is changed from 
that of [a1=1/3, a2=1/3, a3 =1/3] to others? Does that impact the degree of shuffling? 
Figures 5.44, 5.45 and 5.46 show the contour plots for the top ten ranked candidate 
profiles using [a1=0.8, a2=0.1, a3 =0.1], [a1=0.1, a2=0.8, a3 =0.1], and [a1=0.1, 
a2=0.1, a3 =0.8] as the reference weight set, respectively. These figures show very 
little changes in ranking across the spectrum. Figures 5.53-5.55 show similar trend for 
the large dataset of 1026 candidate profiles, where shuffling in the stable region is up 
to only 2%. This shows that the top ten ranked profiles are insensitive to the choice of 
reference weight set across a large set of weights chosen. Similar results are obtained 
when comparisons for the top twenty and top hundred (entire dataset) ranked profiles 
using the set of new reference weight set are made.  Results are shown in Figures 
5.47-5.52.  
  
With respect to the top 10% ranked profiles, ranking remains stable over about the 
entire weight set region. Meaning, a1 and a2 can be changed as much as 0.9 without 
affecting the relative rankings of the top ten to twenty profiles. Robustness in ranking 
increases the validity of applying the similarity index measuring in the ranking of 
profiles. 
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FIGURE 5.40: Contour Plot of Shuffling Index in Response to Changes in 
Weights of the Similarity Index Sub Parameters, of the Top 10 Ranked 
Candidate Profiles. Reference Weight: [a1=1/3, a2=1/3, a3=1/3], Sample 
Size=126.  
 
 
 
 
 
 
 
 
 
 
 
c
 180
 
 
 
 
 
 
 
FIGURE 5.41: Contour Plot of Percent of Shuffling Index in Response to 
Changes in Weights of the Similarity Index Sub Parameters, of the Top 10 
Ranked Candidate Profiles. Reference Weight: [a1=1/3, a2=1/3, a3=1/3], Sample 
Size=126.  
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FIGURE 5.42: Contour Plot of Percent of Shuffling Index in Response to 
Changes in Weights of the Similarity Index Sub Parameters, of the Top 20 
Ranked Candidate Profiles. Reference Weight: [a1=1/3, a2=1/3, a3=1/3], Sample 
Size=126.  
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FIGURE 5.43: Contour Plot of Percent of Shuffling Index in Response to 
Changes in Weights of the Similarity Index Sub Parameters, of the Top 100 
Ranked Candidate Profiles. Reference Weight: [a1=1/3, a2=1/3, a3=1/3], Sample 
Size=126.  
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FIGURE 5.44: Contour Plot of Percent of Shuffling Index in Response to 
Changes in Weights of the Similarity Index Sub Parameters, of the Top 10 
Ranked Candidate Profiles. Reference Weight: [a1=0.8, a2=0.1, a3=0.1], Sample 
Size=126.  
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FIGURE 5.45: Contour Plot of Percent of Shuffling Index in Response to 
Changes in Weights of the Similarity Index Sub Parameters, of the Top 10 
Ranked Candidate Profiles. Reference Weight: [a 1=0.1, a 2=0.8, a 3=0.1], Sample 
Size=126.  
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FIGURE 5.46: Contour Plot of Percent of Shuffling Index in Response to 
Changes in Weights of the Similarity Index Sub Parameters, of the Top 10 
Ranked Candidate Profiles. Reference Weight: [a 1=0.1, a 2=0.1, a 3=0.8], Sample 
Size=126.  
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FIGURE 5.47: Contour Plot of Percent of Shuffling Index in Response to 
Changes in Weights of the Similarity Index Sub Parameters, of the Top 20 
Ranked Candidate Profiles. Reference Weight: [a 1=0.8, a 2=0.1, a 3=0.1], Sample 
Size=126.  
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FIGURE 5.48: Contour Plot of Percent of Shuffling Index in Response to 
Changes in Weights of the Similarity Index Sub Parameters, of the Top 20 
Ranked Candidate Profiles. Reference Weight: [a 1=0.1, a 2=0.8, a 3=0.1], Sample 
Size=126.  
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FIGURE 5.49: Contour Plot of Percent of Shuffling Index in Response to 
Changes in Weights of the Similarity Index Sub Parameters, of the Top 20 
Ranked Candidate Profiles. Reference Weight: [a 1=0.1, a 2=0.1, a 3=0.8], Sample 
Size=126.  
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FIGURE 5.50: Contour Plot of Percent of Shuffling Index in Response to 
Changes in Weights of the Similarity Index Sub Parameters, of the top 100 
Ranked Candidate Profiles. Reference Weight: [a 1=0.8, a 2=0.1, a 3=0.1], Sample 
Size=126. 
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FIGURE 5.51: Contour Plot of Percent of Shuffling Index in Response to 
Changes in Weights of the Similarity Index Sub Parameters, of the top 100 
Ranked Candidate Profiles. Reference Weight: [a 1=0.1, a 2=0.8, a 3=0.1], Sample 
Size=126. 
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FIGURE 5.52: Contour Plot of Percent of Shuffling Index in Response to 
Changes in Weights of the Similarity Index Sub Parameters, of the top 100 
Ranked Candidate Profiles. Reference Weight: [a 1=0.1, a 2=0.1, a 3=0.8], Sample 
Size=126. 
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FIGURE 5.53: Contour Plot of Percent of Shuffling Index in Response to 
Changes in Weights of the Similarity Index Sub Parameters, of the top 10 
Ranked Candidate Profiles. Reference Weight: [a 1=1/3, a 2=1/3, a 3=1/3], Sample 
Size=1026. 
 
 
 
 
 
 
 
 
 
c 
 193
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
FIGURE 5.54: Contour Plot of Percent of Shuffling Index in Response to 
Changes in Weights of the Similarity Index Sub Parameters, of the top 20 
Ranked Candidate Profiles. Reference Weight: [a 1=1/3, a 2=1/3, a 3=1/3], Sample 
Size=1026. 
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CHAPTER 6 
 
SUMMARY, CONCLUSION AND RECOMMENDATIONS FOR FUTURE 
RESEARCH 
 
A new method has been developed to create and maintain a tree-structured index to 
multidimensional data using naturally occurring patterns and clusters within the data, 
and thereby allows the implementation of efficient search and retrieval strategies in a 
database. A set of 10,000 DNA/STR profiles based on the STR allele probability 
distribution density for the Caucasians was generated and analyzed using Multivariate 
Statistical analysis, in specific; the Principal Component Analysis (PCA) to detect 
clustering patterns among the profiles for the sixteen loci. The analysis revealed that 
with the choice of some loci-pairs (such as d13s17 and d16s539) good and distinct 
clusters were obtainable. A total of 120 ( 162C = 16*15/2= 120) two-loci combinations 
were analyzed using PCA to decipher the clusterability of the profiles under 
consideration. 
 
Members within each distinct cluster were further studied to determine the attributes 
that made them distinct from all members of other clusters. K-means clustering 
algorithm was used to identify and validate the memberships of each cluster formed by 
the DNA information contained in a loci pair using PCA.  
 
Cluster formation and differentiation is due to the nature of the allele distribution 
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pattern at the dominant alleles of the loci pair. In addition, it is seen that loci with 
allele probability densities concentrated at just a few (2 or 3) alleles give rise to 
principal components that are loaded heavily with these dominant alleles, which, in 
turn, would lead to the formation of good and distinct clusters.  
 
The PCA analysis results with a real DNA/STR dataset also showed similar clustering 
patterns.  Testing the developed PCA model on the real DNA data served as a partial 
validation of the clustering results. The testing was done to see whether PCA clusters 
from these real data would coincide with the same clusters obtained from the synthetic 
data, and vice versa. Thus it can be concluded that the real data set and the synthetic 
data set have comparable allele frequency distributions at these two loci, and that 
results from clustering studies using synthetic data can be applied directly to real 
DNA/STR data with the same clustering patterns.  
 
Using synthetic data, it has been established that DNA/STR profiles can be partitioned 
into distinct clusters using the PCA approach. Successive partitioning using a different 
two-loci combination at each node level would reduce the number of profiles that have 
to be searched through for matching profiles, and thereby improving the search 
efficiency by about one order of magnitude through each level of the decision tree. 
The construction of a tree with ‘n’ levels will reduce the number of profiles to be 
searched through at the nth level by about n orders of magnitude. 
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A new Similarity Index (SI) parameter has been developed that reflects the degree of 
similarity of a candidate’s profile to that of the target. The SI was successfully tested 
on a small and a large datasets. Further, a Shuffling Index was developed to study the 
sensitivity analysis, using contour plots of the SI to the selection of weights for the 
similarity index sub-parameters.  
 
The incorporation of multivariate statistical clusters to partition the database at each 
level of the search decision tree would be the natural next step in this research. 
Efficiency of using the mode of partitioning on the search will be compared to that 
currently employed in the new UTK search engine. It is envisioned that a combination 
of the two methods of partitioning will be employed in the final implementation. 
 
In addition, a modified SI would be developed to rank order DNA profiles with 
unequal number of loci to that of target profile, a common occurrence in the database. 
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