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Scatter Search metaheuristic for homology based protein structure 
prediction  
 
Mouses Hrag Stamboulian 
 
ABSTRACT 
Determining a protein’s structure is a challenging goal in structural bioinformatics, 
offering important insight towards understanding the function of a protein. Homology 
modeling is an effective technique in protein structure prediction (PSP). However this 
technique suffers from poor initial target-template alignments, especially when the 
sequence identity between the two falls below 25%. To improve homology based PSP, 
we propose a scatter search (SS) metaheuristic algorithm. Our algorithm optimizes the 
initial poor alignments, generated by a dynamic programming method. SS is an 
evolutionary approach that is based on a population of candidate solutions. These 
candidates undergo evolutionary operations that combine search intensification and 
diversification over a number of iterations. The metaheuristic is guided using two fitness 
functions, GA341 and DOPE. 3D models are generated using the software MODELLER. 
We assess our algorithm on a total of 11 proteins whose structures are present in the 
Protein Data Bank (PDB) and which has been used in previous literature. Results obtained 
by our algorithm are compared with other homology modeling approaches as well as a 
pure ab-initio and a fragment based assembly approach. The 3D models predicted by our 
algorithm show improved root mean standard deviations (RMSD) with respect to the 
native structures. 
 
 
Keywords: Comparative Modeling, Homology Modeling; Protein Structure Prediction; 
Scatter Search; Metaheuristics. 
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CHAPTER 1 
 
INTRODUCTION 
1.1 Proteins: Structure and function 
 
“The central dogma of molecular biology deals with the detailed residue-by-residue 
transfer of sequential information. It states that such information cannot be transferred 
back from protein to either protein or nucleic acid” [1]. The genetic information that is 
encoded within DNA is transcribed into RNA and later RNA gets translated into proteins. 
Proteins are considered to be large biological molecules that are composed from a specific 
sequence of amino acids (AA); hence each protein is distinguished from another primarily 
by the sequence of AAs which in turn is decided by the nucleotide sequence of the genes 
encoding them [2]. These sequences of AAs then fold and take three dimensional shapes 
forming complex structures of proteins, and yet at the same time are considered to be the 
simplest elements of life. The function of each individual protein is mostly decided by the 
structure of the protein and the way it folds after it gets transcribed [3]. These proteins 
make up around 20% of the cell’s weight in eukaryotes, granting cellular machinery their 
functionality [4]. Their functions range, but are not limited to: 
-  Enzymatic activities where they contribute in triggering and helping chemical 
reactions. 
-  Cell signaling such as insulin’s activity where proteins act as a signaling agents 
and receptors interpreting these signals,  
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- Organism’s defensive systems, such as antibodies whose function is to bind any 
foreign body that enters the host’s premises and considered to be a viable threat. 
- Transport proteins such as hemoglobin’s function in carrying oxygen. 
For further information about protein functionality, the reader is encouraged refer to [5], 
[6]. Computational approaches for Target specific Drug Design inevitably requires the 
complete understanding of the target proteins function and hence its structure, since the 
structure of a certain protein is able to give much more insight on the function than just 
the sequence itself [7].  Many serious diseases in humans result from misfolded proteins, 
part of which are fatal. Some of the more common diseases that are directly mapped to 
protein misfolds are Cystic Fibrosis, Huntington’s disease, Alzheimer, and Parkinson’s 
disease [8]-[10]. Point mutations and/or surrounding conditions often lead proteins to 
misfold. A group of misfolded proteins clustering together form insoluble aggregates 
inside the host body, known as amyloids, is the primary cause of such diseases [11]. 
1.2 Protein Structure Prediction 
Protein Structure Prediction (PSP) problem, aims at accurately determining the 3D 
conformation of proteins, driven from its sequence of AAs, alongside other information. 
PSP is one of the most important problems in protein bioinformatics, due to the major role 
of proteins. The idea of incorporating protein three dimensional structures to infer 
functions, design drugs and personalized medicine is gaining popularity. This further 
emphasizes the importance of the problem in structural bioinformatics [12]. More recent 
studies have focused on learning about the three-dimensional structure of certain proteins 
3 
 
called Chaperones1. These proteins are responsible in controlling and supervising protein 
folding and unfolding [9]. Knowing their structure allows us to design and introduce 
chemical and synthetic chaperone proteins that are able to prevent and mediate protein 
misfolding [13], [14]. With the latest development in next generation sequencing 
technologies [15] and High-throughput methods such as RNA-Seq, the human genome 
project and whole genome sequencing do not remain as a dream anymore [16]. This 
resulted in a huge explosion in genomic data and the number of protein sequences as a 
consequence [17]. The number of identified three dimensional protein structures that are 
registered by far in the protein databank increased from 44,272 in the year 2007 [18] to 
107,049 structures [19]. On the other hand the number of protein sequences found in 
Uniprot2 Knowledge base witnessed an exponential growth within the same interval [20], 
as shown in Fig. 1. From the figures provided we can see the growing gap between protein 
sequences and structures, thus encouraging the need to develop faster and more efficient 
methods and techniques for PSP to bridge this difference. 
 
Figure 1 Number of entries in Uniprot/Trembl from year 1998 until 2014. Figure is taken from Uniprot/Trembl 
                                                          
1 The word dates back to 1400s, and referred to the person controlling young people in social gatherings.  
2 http://www.ebi.ac.uk/uniprot/TrEMBLstats 
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Highly accurate wet lab methods exist for the protein structure prediction problem. 
The most common techniques are X-ray crystallography and Nuclear Magnetic 
Resonance Spectroscopy. Both of these techniques provide structural information about 
proteins at the atomic level. In X-ray crystallography, X-rays are used to locate atoms 
within a crystalline structure of a molecule, in an attempt to reproduce the molecules 
structure in three dimensional space [21]. The second common experimental technique 
for protein structure prediction is Nuclear Magnetic Resonance Spectroscopy (NMR) 
[22]. NMR introduces a protein molecule to an external magnetic field and studies how 
these waves get absorbed or reflected by the molecule [23]. The measured data is later 
used to develop into a 3D structure of the protein. NMR requires the molecule to be 
present in a solution, which usually is water. Both of these techniques result in high 
resolution three dimensional structures of protein molecules; however, they require a lot 
of preprocessing, are very time consuming, not cost effective and could be problematic 
[24]. Moreover X-ray crystallography fails over protein molecules that cannot be 
crystalized. On the other hand, NMR is limited over relatively small sized molecules, 
since bigger molecules are less likely to become soluble forming aggregates and thus 
preventing to perform NMR [25]. Important family of proteins are the membrane proteins 
which interact with the biological membranes of cells and contribute more than 50% of 
the targets for drug design. The structures of these proteins are not possible to be 
determined by X-ray crystallography and NMR [26]. Driven from this, computational 
methods for PSP is highly encouraged as an alternate, taking into consideration the 
increasing gap between the genomic data and predicted structures by far. 
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To computationally determine a proteins 3D conformation, is an intractable problem 
due to the margin of flexibility given to the rotamer angles of the side chains, making the 
problem as NP-complete [27]. For this reason heuristic approaches have been developed 
over time to tackle computationally expensive PSP problem. Over the years extensive 
research has been conducted to computationally determine protein structures [28]. 
Broadly speaking these methods could be categorized into three groups: Ab-Initio 
methods, Homology Modeling and protein threading. The main difference between these 
techniques are reflected in the extent to which they rely on previous knowledge and 
information while predicting protein structures. Ab-Initio methods predict protein 
structures using only their sequence of AAs, guided by energy functions. The structure 
that has the least molecular energy is likely to be the native conformation [29], [30]. 
Protein Threading or fold recognition assumes a limited number of distinct protein folds 
and uses fold libraries to map protein folds to sequences. The prediction uses the protein 
sequence and fold libraries. Once a fold is identified from a structural library an energy 
function is used to evaluate the fitness of the fold [31]. Homology modeling is the third 
technique for PSP, which highly bases protein prediction on previous knowledge. The 
notion behind this technique is that protein structures are more conserved compared to 
their sequences during evolution. This method determines the structure of a target protein 
by using at least one or more template protein structures [17]. 
Among the computational techniques mentioned, homology modeling predicts the 
most accurate models comparable to low resolution NMR, provided suitable template 
structures exist for the prediction [26]. The importance of this technique is gaining 
significance over the years especially with the completion of structural genomics project 
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[32], [33]. As the number of predicted protein structures are increasing in the databases, 
the scope of homology modeling grows wider [34]. Homology modeling is becoming the 
technique of choice in many cases due to the computational bottlenecks of the other 
techniques [33]. A lot of research has been conducted in developing homology modeling 
tools. Some of the important techniques are: MODELLER [35], the SWISS-MODEL [36] 
SegMOD [37] and NEST [38]. 
1.3 Research Objectives, Contribution and Organization 
1.3.1 Thesis Objective and Contribution 
In this thesis we focus on homology modeling for predicting protein structures. We 
use the Scatter Search (SS) Metaheuristic to explore the search space for new and better 
target template alignments. SS is used within the framework of homology modeling by 
satisfying spatial restraints. Comparative models are built using the program 
MODELLER [35]. To the best of our knowledge, it’s the first time that SS metaheuristic 
is adapted for homology modeling based PSP. Experiments are conducted using our 
proposed approach and the results are compared with previous literature under the same 
framework. 
1.3.2 Motivation 
Every homology modeling based techniques starts from target-template alignment 
between the sequences of the target protein and at least one template protein. Whenever 
this sequence similarity falls below 25%, known as the twilight zone [39] , Homology 
modeling suffers from serious misalignments in such cases, resulting in poor comparative 
models. This could be shown in Fig. 2. 
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Figure 2 two zones of the sequence alignment separated by the twilight zone 
Most of the techniques suggested cannot recover from such alignment mistakes. One shot 
alignment methods used such as Dynamic programming approaches result in very poor 
alignments in case of distantly related target-template sequences [40]. Driven from this 
concern, in this work we propose an iterative approach for homology modeling to refine 
initial alignments using SS. 
1.3.3 Organization 
The rest of this work is organized as follow. Chapter 2 gives background 
information on proteins and computational approaches for PSP. Chapter 3 covers some of 
the important literature conducted in homology modeling within the last decade. Our 
approach gets introduced in Chapter 4, covering a detailed description of the 
methodologies, solution representation and the algorithm. Experimental results are 
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summarized and discussed in chapter 5.Finally chapter 6 is devoted for concluding points 
and future orientation. 
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CHAPTER 2 
 
BACKGROUND INFROMATION 
In this chapter background information is covered about protein, their structure and 
computational methods for PSP in general. 
2.1 Proteins and Structures 
In its simplest representation, a protein is a linear ordered set of amino acid 
residues that are linked together through peptide bonds. Amino acids are considered to be 
the building blocks that form proteins. There are around 500 amino acids discovered so 
far that are naturally occurring [41], in addition to the many others that are being 
synthetically produced in laboratories [42]. Of all those we are only interested in 20 amino 
acids that are found in protein macromolecules. A single protein is distinguished from the 
other by the different types and order of the amino acids, which in turn determines the 
different properties of that particular protein [43]. These sequences usually range between 
50 up to 500 amino acid residues [44]. Sequences that are 40 residues or less are hardly 
considered as proteins since they cannot fold to have a specific function in an organism 
and are just considered as peptides. These amino acids are composed of Hydrogen, 
Carbon, Nitrogen, Oxygen and Sulfur atoms forming two functional groups within a 
single residue. Each amino acid has an amine group (-NH2), a Carboxyl group (-COOH) 
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and a side chain (-R). These side chains distinguish each amino acid from the others. The 
adjacent residues get connected to each other through a dehydration process, where two 
amino acids together loose a water molecule. The carbon atom of the first residue 
covalently bonds to the nitrogen atom of the second, forming a peptide chain and 
eventually folding up into functional proteins. It is the three dimensional structure that 
gives most of the proteins their functionality. While most of them do fold into native 
structures, in more recent years however it has been discovered that there are groups of 
proteins that are unable to fold into three dimensional structures due to their sequences 
and surrounding conditions, these proteins are referred to as “inherently disordered 
proteins” and are estimated to contribute around one third of the total protein sequences 
[45]. Despite this fact however, there is still a strong correlation between the proteins 
function and its native conformation in 3D space.  
Generally speaking proteins tend to fold all by themselves and acquire complex 3D shapes 
without any interference. When unfolded by some external force or intervention a protein 
will usually refold and obtain the same structure. These structures are very accurate and 
well defined in nature. The branching within a protein structure is a result of the covalent 
bonds (mostly hydrogen) that hold the protein structure and stabilize it. These complex 
3D structures are described on four simpler levels, forming a protein structural hierarchy 
[46]. This Hierarchy is summarized in Fig. 3.  
- Primary structure: of a protein is the mere sequence of amino acids attached 
together. 
- Secondary structure: depending on the property of the side chains for a sequence 
of amino acids, there are two common arrangements of peptide chains. These are 
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alpha helices, which take coiled helical shape and beta pleated sheets. The 
different secondary structures get connected to each other through loop structures. 
- Tertiary structure: these secondary structures then bend and fold into compact 
structures, depending on many factors, in order to obtain their native stable 3D 
conformations. 
- Quaternary structure: depending on the size of proteins, some of the bigger ones 
are made up of more than one polypeptide chain. Each chain is considered as a 
tertiary structure. These chains are connected together and are organized into 
protein quaternary structure. 
 
Figure 3 protein structural hierarchy (http://kohlmanngen677s13.weebly.com/motifs-and-domains.html) 
 
2.2 Computational Methods for PSP 
Over the last two decades, the need for faster and cheaper methods in addressing 
the PSP problem has lead researchers in developing many algorithms and computational 
techniques to predict three dimensional structures, driven from their protein sequences 
[47]. All of these techniques fall under two broad categories. The first category of methods 
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are ab-initio techniques that aim in determining native structures of proteins using only 
their sequences of amino acids. These techniques mimic the laws of physics and molecular 
dynamics [48]. The second group presents comparative methods that predict native 
protein structure based on already existing structures and fold libraries. These methods 
assume that homologous proteins tend to fold similarly.  
2.2.1 Ab-Initio methods for PSP 
In its turn Ab-Initio methods are further divided into two classes, Pure Ab-Initio 
without any previous knowledge, and Ab-Initio methods with database knowledge. The 
second class is a hybrid method that uses both principles of physics alongside with 
previous knowledge about the molecule to determine its three dimensional conformation. 
This has shown to be more accurate and computationally feasible than pure Ab-Initio. 
2.2.1.1 Pure Ab-Initio methods 
  Relying on pure Ab-Initio methods to derive a protein structure, one will have the 
advantage of modeling proteins for which no previous information exists. Furthermore 
ab-initio techniques allow one to understand the way the respective sequence of amino 
acids tend to fold in general and hence derive correlations as a result. Pure Ab-initio 
modeling methods base their prediction solely on physics based energy functions. The 
quality of the results generated by this method is extremely dependent to the energy 
function used and its validity. Such energy functions are used to find conformations that 
minimize the energy value of the resulting structure, driven by the assumption that the 
most probable structure would be the one which is thermodynamically most stable [49]. 
The methods employed under this category are based on three main steps: 
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1- Use reliable energy functions that accurately assess the structures according to 
their thermodynamic stability 
2- Searching criteria in order to reveal and study the possible structures with lowest 
energies 
3- Selecting the most probable and adequate structure among the many suggested. 
   In principal the pure Ab-Initio energy functions take into consideration all atom 
interactions for a protein molecule. This is based on principles of quantum mechanics and 
forces of interaction between the electrostatic particles [49]. Nonetheless even with 
today’s computational power, relying on such methods as a means to model a protein 
sequence is still computationally infeasible, even for relatively small protein sizes. To 
circumvent this problem many comprised force fields with selected atom types were 
developed. These approximations were made on the expense of the methods accuracy. 
The most popular methods of such force fields are CHARMM [50] and AMBER [51].  
CHARMM is short for Chemistry At HARvard Molecular Mechanics. It is a software that 
enables to perform simulations on molecular dynamics and molecular modeling, based on 
experimental and physics based energy functions used for different molecular entities 
[49]. Overall the energy function is a summation of nine internal energy and non-bonded 
interactions. These terms respectively are: Bond potential, Bond angle potential, Dihedral 
angle potential, improper torsions, Van der Waals interactions, Extended Electrostatic 
potentials, Hydrogen bonding, constraints, and user energy [49]. The latest version is 
CHARMM36 [52]. 
 AMBER short for Assisted Model Building with Energy Refinement, is another 
molecular force field used to predict protein, nucleic acid and other organic structures. 
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AMBER force field function is focused on electrostatic, Van der Waals forces and 
dihedral energies which are calculated by relying on both Ab-Initio methods and 
experimental statistics [51]. This function is composed of four terms, which sums up the 
energies resulting from atoms with covalent bonds, the angles formed within the 
structures, torsion angles and energies resulting from every non-bonded pair of atoms 
within the molecule. These force fields in general are good guides for protein folding 
however they are prone to mistakes especially in medium sized and large proteins. These 
mistakes mostly account to the approximations and assumptions made and thus limiting 
their practicability over proteins with length less than 100 amino acids.  
A united residue force filed model (UNRES) was developed, that is able to deal with much 
larger proteins than the previous two functions and has the ability to model multi chain 
proteins [53]. UNRES calculates the pairwise forces resulting from: side chain 
hydrophobic/hydrophilic interactions, disulfide bonds, side chain volume interactions, 
electrostatic interactions, torsion potentials, side chain rotamer potentials, backbone local 
interactions and finally the length of the bonds [53]. 
2.2.1.2 knowledge based Ab-Initio 
The knowledge based Ab-Initio methods usually use energy functions, where parts 
of it are results of statistics and previous knowledge on known protein structures obtained 
from the protein data bank (PDB). Knowledge based ab-Initio techniques have greater 
potential in determining the correct fold in comparison to the pure physics based ab-Initio. 
The approximations and assumptions made in physics based models are sometimes 
making it difficult to predict the correct secondary structures of proteins. The knowledge 
based approaches employ profile alignments that helps the algorithm to circumvent this 
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problem, which has proven of great efficiency. One of the successful methods developed 
is called ROSETTA [54], [55]. The authors based a two-step method. The first step 
involved developing a structure with the help of small fragments extracted from PDB, 
usually around 10 amino acids. These low resolution models obtained from the first step 
are fed as input to the second step where they are subject to refinement using all atom 
physics based energy functions, that included extended terms such as Van Der Waals 
interactions, solvent properties etc.. [54]. Iterative Monte Carlo minimizations were used 
to search for adequate folds. Another more recent and successful approach is TASSER 
[56]. This technique first superposes the target sequence, for which the structure will be 
predicted, to a group of protein structures with the aim of searching appropriate folds. 
Driven from the identified contiguous folds the program then assembles them into 
complete models, aided by ab-Initio modeling to construct the gaps and regions that are 
unaligned with known folds. TASSER’s energy terms include information about 
secondary structures relying on existing knowledge, hydrogen bonds and hydrophobic 
interaction energies. A newer version of TASSER is the Iterative-TASSER (I-TASSER) 
which uses iterative Monte-Carlo simulations to improve the initial predicted model. 
2.2.2 Template based protein Modeling Techniques 
Techniques under this category for structure prediction heavily rely on previous 
knowledge to produce models [48]. Due to the computational limitations faced by the 
pure physics based modeling methods, researchers got motivated more on using data-
mining techniques for protein structure prediction. Proteins sharing a degree of sequence 
similarity usually tend to fold in a similar manner in nature, thus allowing novel proteins 
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to be modeled based on already known structures. The two dominating techniques under 
this category are protein threading [57], [58], and homology modeling [59]. 
2.2.2.1 Protein Threading 
Threading is a well-known technique that is employed to model proteins that could 
be assigned known folds from known structures deposited in the databases. This technique 
is highly based on the use of statistical knowledge to find correlations between the query 
sequence that is being studied, and the well-defined structures deposited in reliable 
databases. Hence the term Threading, stands for positioning the sequence of amino acids, 
with unknown structure, against known protein structures. This process is guided by 
certain scoring functions that assesses the quality of the positioning. The growing number 
of protein structures found in databases allowed the development of accurate statistical 
distributions correlating novel sequences to structures and folds. These correlations are 
derived experimentally which are based on studying the relation between protein 
sequences (of known structures) with their structures, and the structural properties that 
one wishes to apply. After threading certain protein folds to the target sequence, the 
quality of these assigned folds get evaluated using scoring functions. One of the functions 
used to assess the quality of this mapping is based on studying the solvent accessibility 
[60]. This function studies the positioning of hydrophobic (water hating) and hydrophilic 
(water loving) amino acids within a structure, by taking into consideration the nature of 
the amino acid and the number of other residues that are within a certain distance from 
that amino acid,. The suggested position gets compared with a number of other residues 
within the known structures that are surrounded by similar conditions. Driven from this, 
statistical potentials are created measuring the tendency of amino acids within a certain 
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structure to end up on the surface or buried in the core of the structure. Another more 
precise energy function was developed by studying the pairwise interactions for amino 
acids. This was achieved by calculating the frequencies of amino acid types that are likely 
to be found in close proximity with respect to each other. This method has proven to more 
accurately assess threading quality and is more widely studied [61]. 
2.2.2.2 Homology modeling  
Homology modeling also known as Comparative modeling, is another category of 
knowledge based computational modeling technique. The dominating idea behind this 
approach is that protein structures are more conserved than their respective sequences 
[62]. Even sequences sharing low similarity tend to fold in a similar manner [17]. 
Homology protein modeling takes advantage of this fact and tends to predict the structure 
of a certain target sequence using 3D structures of known homologous proteins [63]. To 
perform homology modeling, one requires a target sequence of amino acids with unknown 
structure, and at least one template sequence with known structure, evolutionary related 
to the target. In general the main steps followed by any Homology Modelling are the 
following, which are summarized in Fig 4 [64]: 
- Searching for an appropriate template(s), given the target sequence. 
- Aligning the target sequence against the template(s) 
- Performing the actual Model building 
- Evaluating and assessing the predicted model in order to verify the accuracy. 
The first step involves finding one or more template structures for the target protein. The 
most common way to perform this is by using online searching tools to look up against 
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databases of known protein structures. Popular searching tools are BLAST [65] and 
FASTA [66], the previous more popular than the latter. Position Specific Iterative BLAST 
(PSI-BLAST), a more advanced approach, is used in more difficult cases whenever the % 
similarity between the target and templates drop below 25% making it more difficult to 
evolutionary relations [67]. After choosing appropriate template structures, and 
depending on the number of templates employed in homology modeling the next step is 
to perform pairwise or multiple sequence alignment between the target and the template(s) 
[64]. The quality of the alignment between the target template pairs directly affects the 
accuracy of the predicted model. Whenever the target sequence identity is above 40% 
then the alignment is straightforward and correct in most of the cases [68]. Dynamic 
programming approaches could be used to perform the alignments in such cases [69]. 
However when the identity drops below that value, alignment mistakes are more common, 
affecting the quality of the produced models. In these cases a much more sophisticated 
methods are needed to perform alignments, most of which rely on iterative approaches 
and use structural information to assess alignments [70]. After aligning the sequences, the 
actual building of the model is done. Two of the most common techniques used to build 
a model are: ‘Modeling by assembly of rigid bodies’ and ‘modeling by satisfying spatial 
restraints’. The first approach develops a comparative model using small rigid bodies that 
are extracted from the protein alignments. Based on the similarity between the sequences 
these rigid bodies are mapped to the target sequence [64]. If multiple templates are used, 
first the conserved regions get extracted from these multiple alignments, then the positions 
to the respective main chain atoms for the target sequence get assigned relying on the 
protein template with the highest sequence similarity. After building the backbone of the 
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target, the loops get modeled and then finally the side chains get inserted. Popular 
programs using this technique are the SWISS-MODEL [71] and COMPOSER [72]. The 
second common technique used predicts models by satisfying spatial restraints. Driven 
from the target-template alignment, approaches in this class constrain the possible 
structure for the target protein based on the restraints extracted from the template 
structures taking into account their sequence similarity [17]. Certainly mapping 
information from homologous template proteins to the target is not enough to develop the 
3D structure for the novel sequence. Stereochemical restraints are added to the extracted 
constraints, such as the lengths of the bonds, their angles and molecular mechanics. 
Information from the two sources are combined together into an objective function. The 
most probable comparative model is suggested by optimizing this objective function. The 
most popular program developed under this technique is MODELLER [35].  
 
 
 
 
 
 
 
 
Templates  
(With known structures) 
Structure Modeling 
Template Selection 
Target Template alignment 
Target Sequence 
Structure Evaluation 
Figure 4 General Steps for Homology modeling (Kopp et. al. 2004) 
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CHAPTER 3 
 
LITERATURE REVIEW 
In this chapter, we summarize important literature conducted on homology 
modeling. As mentioned in the previous chapter, all homology modeling techniques start 
by finding an appropriate template(s), given a target protein to be modeled. The step 
which distinguishes the different techniques in Homology modeling, is the actual 
construction of the comparative model itself. There are four main approaches to this: 
Satisfaction of Spatial Restraints, Rigid Body Assembly, Segment Matching, and 
Artificial Evolution [36]. Spatial restraints technique involves the use of probabilistic 
approach for model prediction. Rigid body and segment matching heavily rely on 
structural elements extracted from the templates. The Artificial Evolution method makes 
use of ab-initio principles in finding the best model. Three heuristic approaches under the 
framework of Satisfaction of Spatial Restraints will be discussed in sections 3.1-3.3, 
whose results will later be compared to our proposed approach. These heuristic 
approaches are namely the Genetic Algorithm (GA) [40], Tabu Search (TS) and Particle 
Swarm Optimization (PSO) [73]. Geno3D another homology modeling approach based 
on satisfaction of spatial restraints is discussed in section 3.4 [96]. A Rigid-body assembly 
based method, namely the SWISS-MODEL [36] is discussed in section 3.5. NEST a 
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technique based on artificial evolution is discussed in section 3.5 [38]. Finally SegMOD, 
based on Segment Matching is discussed in section 3.7 [37]. 
 
3.1 Comparative protein structure modeling by iterative 
alignment, model building and model assessment  
  A fully automated homology modeling method, able to recover from initial poor 
alignments between the target and template sequences by searching for new alignments 
using the genetic algorithms heuristic, is suggested in [40]. The Approach builds its 
comparative models by satisfaction of spatial restraints.  Genetic algorithms is an 
evolutionary inspired population based metaheuristic [74]. The heuristic evolves by 
applying genetic operators of crossover and mutations, and by inducing selective pressure 
over the candidate solutions called chromosomes [75]. Each solution in the population is 
represented by an alignment between the target and template sequences. Given the target, 
close homologous template sequences of known structures were retrieved using PSI-
BLAST [67]. An initial alignment between the target-template sequences was obtained 
using global dynamic programing (DP) approach [76]. An initial model was built using 
the alignment obtained, through MODELLER program [35]. If this initial model is found 
to be non-promising after assessing it, the same process gets repeated for 25 times by 
varying the gap initiation and extension penalties each time.  
The models that were built by MODELLER, get assessed using the GA341 scoring 
function which combines the Z-scores with statistical potentials [77]. At this stage the 
genetic algorithm is introduced in order to create new alignments. The initial 25 
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alignments are used as the first generation parent solutions from which off springs get 
created by employing genetic operators. Five genetic operators were defined in this work, 
a total of two crossover and three mutation operators [40].  
- Single point crossover swapping alignment between parents from a defined point 
- Two point crossover swaps alignment sections between two specific points  
- Gap insertion mutation, by randomly selecting an alignment segment and inserting 
gaps of equal length in the target and template sequences. 
- Gap deletion mutation, by selecting a random gap in parent alignment and 
shortening it by a random length. 
- Gap shift mutation, by shifting a portion of the gap, to the left or right, by random 
number of steps. 
After obtaining new candidate solutions, the fittest ones survive the next generation of the 
algorithm and serve as parents. In each generation the best models were assessed by the 
GA341 score used, and are ranked accordingly. The algorithm halts after 25 iterations and 
the best solutions get selected afterwards. The developed algorithm was tested on proteins 
of well-defined structures in PDB. The accuracy of the produced models were tested by 
first checking the RMSD3 between the native structure and the proposed model, and 
second by checking the native overlap by calculating the percentage of the Cα atoms that 
are within 5Å deviation with the native structure [40]. Two sets of test cases were used in 
the experimental section, the first group was “very difficult” set and the second group was 
the “difficult” set. The first set contained 19 proteins with an average of 14% of target 
                                                          
3 Root Mean Standard Deviation specifies the average deviation, measured in angstroms between the 
residues of the native structure (usually found in PDB) and the computationally predicted one. 
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template identity. Before applying genetic algorithm heuristic to the alignments the 
average RMSD for the produced models were 9.7Å which was improved to 7.7Å after 
refining the alignments using GA. Furthermore the average native overleap increased 
from 36.7% to 44.8% [40]. When tested on the “difficult” test case, where 20 target-
template sequences are used, the algorithm could not improve on quality of the produced 
models, because of the higher target-template sequence similarity, than in the case of 
“very difficult” set. The average RMSD between the suggested models and native 
structures were 6.3Å, which was already relatively low and hence difficult to improve on 
[40].  
3.2 Protein homology modeling with Tabu Search for 
sequence alignment 
   Two relatively newer heuristic approaches for homology modeling, again based 
on satisfaction of spatial restraints were suggested in [73], Tabu Search and Particle 
Swarm optimization, in this sub-section the Tabu Search approach will be discussed and 
the latter is discussed in the next sub-section.  
Tabu Search is another meta-heuristic employed in solving optimization problems. It is a 
single solution oriented approach. Tabu Search is characterized with both short and long 
term memories [78]. The solution representation used in this approach is as follows: 
- (g1, g2, …, gn, h1, h2, … hm) 
- n and m represent the lengths of the template and target sequences respectively.  
- g and h representing the gap indices in the template and target sequences 
respectively 
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Since Tabu Search is based on neighborhood Search [78], a neighborhood move in this 
particular problem is defined by: 
- (g1 + p, g2, …, gn, h1, h2, … hm) 
Given an alignment, p is an integer defining the number of moves of the selected gap to 
the right or left [73]. If the value of p is positive then the gap is moved p positions to the 
right, and if p is negative then the gap is moved p positions to the left. Therefore the 
neighborhood to this problem is defined as the number of different alignments that are 
obtained by the move operator driven from this particular state of the alignment. The 
values of p gets chosen by random which is restricted between the interval [-gap-index; 
length-of-sequence], and values of p resulting in gap collisions are prevented. The gap 
chosen to be considered in the neighborhood move gets selected randomly, and depending 
on the value of p the alignment gets rearranged. Once a neighborhood move is applied 
then that particular move gets tabued and is excluded from further consideration for a 
number of consecutive moves. After specific number of moves, specified by the memory 
horizon, the move becomes available for consideration once again. At each stage Tabu 
Search chooses the best available neighborhood move as its next move. This is achieved 
by assessing the model obtained resulting from each new alignment found by tabu search. 
Two methods were used in this work for model assessment, the GA341 Score [77] which 
was mentioned in the previous sub-section, and the DOPE energy score [79]. The 
comparative models were again build through MODELLER. Whenever Tabu Search 
exhausts the neighborhood of the current alignment and does not find a better solution in 
terms of the produced models, it moves to a new neighborhood [73]. The algorithm was 
tested over two protein pairs, 2CCY and 2RHE were used as templates to predict the 
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structures for 1BBH and 3HLA respectively. The results show the RMSD errors in three 
different cases, using DP for the initial alignment, using GA341 as a fitness function and 
using DOPE score as a fitness function. In case of the first pair of proteins the RMSD 
results for initial DP alignment, GA341 score and DOPE score were 3.207, 3.315 and 
3.048 angstroms respectively. For the second pair of proteins these values were 15.245, 
14.245 and 15.209.  
3.3 Protein Homology Modeling with Particle Swarm 
Optimization for sequence alignment 
Another heuristic approach for homology based PSP using Particle Swarm 
Optimization was suggested in [73]. Particle Swarm Optimization is a population based 
heuristic [80]. Each particle represents a solution point, which is in this case a target 
template alignment [73]. PSO is also equipped with memory unit. At any point in time 
particles in a Swarm tend to move in an organized manner which is guided by their initial 
speed, previous location, position of their local (personal best) and the location of the 
leader in the swarm, that specifies the global best in the swarm. The movements of the 
individual particles are calculated using a simple formula, making it easy to implement 
the algorithm and computationally inexpensive. The equation defining the evolution of 
the algorithm is: 
 Vi  (K + 1) = Vi  (K) +c1ρ1(k)(p l,j(k) – xi(k)) + c2 ρ2(k)(pg,i(k)-xi(k)) 
 xi(K + 1) = xi(k) + vi(k + 1) 
 Where vi(0) = 0 
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Vi (k + 1) specifies the velocity of particle i at time k + 1, pl is the position of the local 
best for particle I, pg is the position of the global best of the swarm and Xi (K + 1) specifies 
the position of the global best for particle I at time k + 1. C1 and C2 are constants 
specifying the state of inertia (initial momentum), where C1 + C2 is usually 4. 𝜌1 and 𝜌2 
are the learning rates or weight, which are constants belonging to the interval (0, 1) [73]. 
This original algorithm suggested in [80] specifically deals with continuous problems, 
however a discrete version of PSO is suggested in [81], which bases its calculations using 
the Sigmoid function: 
- 𝑠(𝑣) =  
1
1+ 𝑒−𝑣
  and 𝑥1(𝑘 + 1) = {
0, 𝜌 ≥ 𝑠(𝑣1(𝑘 + 1))
1,             𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 
Where ρ is a random number chosen from a uniform distribution in the range of (0, 1). 
The same encoding which was used in previous two approaches to represent a solution is 
used here as well, however the gap position moves this time are specified by the defined 
discrete equation for PSO [73]. The comparative models were produced by the program 
MODELLER. The models produced, as a result of the new alignments found, were again 
assessed using both GA341 and DOPE scores. 
The same experimental procedure was conducted using PSO, hence the algorithm was 
tested over the same two pairs of proteins [73]. The RMSD values obtained over the first 
pair of proteins (2CCY-1BBH) resulting from DP alignments, GA341 and DOPE were 
3.207, 4.154 and 3.762 respectively. RMSD values for the second pair of proteins (2RHE-
3HLA) were fixed at 15.245 angstroms in all three cases. Hence the algorithm was not 
able to improve over the DP alignments in the second case, and produced even worse 
results in the first case. 
27 
 
3.4 Protein Structure Homology Modeling using Geno3D 
Geno3D is a homology modeling server developed by University of Lyons. This method 
again falls under the category of satisfaction of spatial restraints for model building [96]. 
Geno3D makes use of distance geometry, (such as chemical attributes, atom sizes, bond 
lengths and angles), simulated annealing and energy minimization techniques to fold 
proteins [96]. The folding is done by referring to one or more templates of known 
structures. This method again uses PSI-blast to select the templates. After choosing the 
necessary templates a modeling process gets initiated and spatial restraints get extracted 
from pairwise alignments. These restraints are but not limited to, dihedral angles and 
distances [96]. The program then generates a series of comparative models and chooses 
from them the ones that best satisfy the spatial restraints. After developing candidate 
models, their stereochemistry gets assessed using the program PROCHECK, which 
assesses the dihedral angles, bond lengths, torsion angles, disulphide bridges and main 
chain energies. Geno3D has the advantage of selecting more than one template in the 
modeling process and its detailed Stereochemical analysis using PROCHECK [96]. 
Geno3D was tested and compared with other homology approaches namely Phyre 3D 
jigsaw, Homer and the SWISS-model. Assessing them over 5 different proteins produced 
similar RMSD results. The values obtained by Geno3D were 1.36, 1.72, 0, 1.09 and 1.57 
respectively for the 5 different models used. 
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3.5 Protein Structure Homology Modeling using SWISS-
MODEL 
SWISS-MODEL is another popular homology modeling software which builds 
models through rigid body assembly. Currently SWISS-MODEL is found as an online 
server made accessible for everyone [36]. It provides interfaces with varying levels of 
complexity, starting from a fully automated homology modeling where the user only 
provides target sequence of amino acids, and more complex modeling scheme where the 
user interacts more with the program in order to obtain the best model possible. Over all 
SWISS-MODEL follows the four main steps specified in Fig. 4 to derive a model. Given 
the target protein sequence whose structure is to be computed, SWISS-MODEL starts by 
extracting the possible features and characteristics of this sequence for the purpose of 
mapping them to suitable templates and then selecting the appropriate template(s) for 
homology. This is achieved by employing a tool called Iprscan, based on InterProScan 
[82]. This tool breaks the target protein sequence into functional domains and uses these 
domains to thoroughly search for appropriate template structures in the databases, rather 
than using the target sequence in its entirety in the search. After annotating the target 
sequence features, the SWISS-MODEL searches for template structures. Whenever close 
homologous proteins of known structures exist in the databases, BLAST [65] could be 
used to identify these homologues, however whenever there is a need for more sensitive 
search to detect distant evolutionary relationships, tools such as PSI-BLAST or Hidden 
Markov Models (HMM) [67] are used. While selecting template sequences, SWISS-
MODEL takes into consideration the quality of experimental work, conformational states 
of the templates, target functional annotations, prediction of the secondary structures for 
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targets and other factors [82]. After selecting the suitable template(s), the program is now 
ready to build models. This approach makes use of rigid body assembly, the oldest 
homology modeling techniques, to build the models. SWISS-MODEL provides three 
options for model building. The automated-mode if target template sequence identity is 
relatively high (above 50% identity), then reliable comparative models can be built with 
the automated-mode, which only takes the target sequence as input, or the Uniprot 
accession number of the protein [82]. Whenever the percentage identity falls below 50% 
alignment-mode is used which is based on multiple sequence alignments between 
different proteins within the same family. The third mode which is called the project-
mode, is used whenever the target and template sequence identity is within the twilight-
zone [68]. In these cases a manual feed by the user is often necessary and visual 
inspections of the alignments are made and edited if necessary to improve on them. The 
final stage, as in any method for homology modeling is to evaluate and assess the 
computed models. SWISS-MODEL uses two methods to assess the produced models, a 
composite scoring function QMEAN [83] indicating the goodness of the models, and 
DFIRE which is an all atom statistical potential based on atomic distances [84]. The 
SWISS –MODEL was used to predict protein models for 1200 protein in one study [85], 
where most of the target-template pairs showed sequence identity of 40% or more. The 
resulting models had RMSD errors of less than 3 angstroms, however these results were 
deteriorated when the approach was used to model proteins within the “twilight zone” 
[85]. 
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3.6 Homology Modeling using NEST 
NEST is another homology modeling technique which uses artificial evolution to 
predict structures, it was first described in the year 2001 [38]. It’s the most recent 
technique among the four different ones. This technique uses a combination of template 
based techniques and ab-initio energy minimization concepts to predict 3D models. NEST 
participated in CASP54 and showed promising results. The proposed approach combines 
different tools enabling it to map a protein sequence to a three dimensional structure. 
Hybrid Multi-Dimensional Alignment Profile (HMAP) was used as a sequence alignment 
method. For a certain template that is found given the target sequence, a multiple structure 
alignment is built between the neighboring proteins of that seed template. After that each 
protein sequence for the neighboring proteins of the initial template is used as input for 
PSI-BLAST [67]. The proteins that are suggested by PSI-BLAST are then combined to 
form a 3D profile. Template profiles are built by combining primary sequence alignments, 
secondary structure alignments and multiple structure alignment, and the target profile is 
created by primary sequence alignment and predicting the secondary structure. The 
created profiles are then aligned together. After obtaining the alignment, NEST software 
was used to build 3D models [86]. NEST in turn bases its conformational search on two 
other programs, LOOPY [38] to predict the loops in the structure and SCAP [87] to 
construct and optimize the side chains. These two tools are combined together in an 
algorithm known as “artificial evolution”, which builds a complete model one step at a 
                                                          
4 Critical assessment of protein structure prediction, is a biannual competition where researchers from 
around the globe meet and compete by presenting their developed PSP tools. 
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time by introducing changes in the template structure(s) like indels5 and point mutations 
such that they agree and match the target sequence [38]. When a single change is 
introduced the model is subject to an energy minimization stage and the overall energy 
gets calculated. The energy calculations are based on Van der Waals, bond lengths, torsion 
angles and electrostatic forces. In the end, the model that has the most favorable 
conformation energy wise, gets chosen for final refinement. This process gets iterated 
many times, until the target sequence is covered in its entirety [38]. Each time a model 
was predicted it was subject to assessment and evaluations. The proposed approach was 
tested by using it to model the protein T0130, NTP-transferase. 1FA0 was used as a 
template protein to model it. Alignments were generated using HMAP and then models 
were computed using NEST and verified by Verify3D tool. The results produced showed 
that all the computed models had higher energies than the ones discovered experimentally 
except for one case. The authors concluded that more extensive search for alignments and 
conformations need to be done, and the need for refining the structures before accepting 
or rejecting them is necessary. In general Nest performed equally well as MODELLER 
and SegMOD when tested over the same proteins [88]. 
3.7 Homology Modeling using SegMOD 
The appearance of yet another homology technique based on Segment Matching, 
SegMOD, was developed in [37]. This approach is usually used together with the energy 
minimization software called ENCAD, to predict homology models. SegMOD is not 
made available for public use. The idea behind this approach is that most peptide regions 
                                                          
5 Changes introduced between genetic sequences due to insertions or deletions of amino acids (in case 
of protein sequences) and nucleotides (in case of DNA sequences).  
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of a given protein can be found within other protein structures. The approach builds a 
comparative model, segment by segment, for a target protein based on a library of solved 
structures like PDB. This is achieved through matching the Ca distances between the query 
and template structures, which are derived from high resolution structures found in PDB. 
RMSD and the Van Der Waals energy are calculated and compared with template 
structures, and out of the many qualifying matches only one gets selected. The entire 
procedure gets repeated by randomly choosing segments from query proteins until all 
residue positions get calculated. The main power of this method, contributing in the 
quality of produced results, were based on the randomness in segment selection and the 
energy minimization step of the final model. The random selection of the segment that it 
wants to model and then template fragment it uses to model it has shown results having 
lower RMSDs with known structures. The further refinements performed by the ENCAD 
software, adapting an ab-initio method, corrects the poorly modeled side-chains that 
resulted from the segment-by-segment assembly of the model. Extensive testing of the 
suggested technique by the author over eight different proteins showed an average of 
1.65Å in the produced models [37]. 
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CHAPTER 4 
 
SS FOR HOMOLOGY MODELING 
In this chapter, we introduce our approach for the PSP problem that is based on 
Homology modeling. We propose an iterative approach for homology modeling using 
MODELLER software to develop 3D models by satisfaction of spatial restraints [35]. The 
Scatter Search metaheuristic is used to explore the search space to find and correct the 
initial poor alignments, generated by DP, by searching for better ones. Given the target 
sequence the proposed approach starts by looking for an adequate template protein. This 
is achieved through BLAST. After finding the appropriate template, the target and the 
template sequences are aligned for the first time using DP. This initial alignment serves 
as an input for the Scatter Search metaheuristic, whose steps are explained in detail in the 
following subsections. 
4.1 Preliminaries 
This subsection is devoted to give an introduction about the fitness functions that 
are used to guide the SS metaheuristic and the comparative modeling tool responsible for 
building the models. The two fitness functions used are the GA341 score [77] and DOPE 
score [79]. MODELLER [35] is employed to develop three dimensional models. It should 
be noted that at any one time only one of the fitness functions is used to guide the heuristic. 
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4.1.1 GA341  
The GA341 score was developed using over a mixture of more than 10,000 protein 
structures of correct and incorrect folds as test cases. Statistical scores were used to allow 
the function to discriminate between comparatively good and bad models. Results of this 
scoring functions range between 0 and 1. Scores that are close to 0 indicate poorly 
predicted structures whereas scores closer to 1 show that the obtained models are 
comparable with low resolution NMR [77]. Using this function to guide the heuristic 
transforms the problem to a maximization problem. 
GA341 = 1 - [cos(𝑆𝑖)]
(𝑠𝑖+ 𝑠𝑐)/exp (𝑍𝑠) 
- Si is the sequence identity. This term represents the percentage of the amino acids 
within the two sequences (target and template) that are identical and occupy the 
same relative position within the sequence. 
- Structural compactness: it represents the fraction between the total volume 
occupied by adding the standard residue volumes, and volume of the sphere 
created by the longest diameter spanning the suggested comparative model. 
- Zs denotes the statistical potential of the produced model. The statistical potentials 
are derived from known protein structures, and indicate the observations of which 
residues or atom types prefer to be exposed to the solvent (water inside the cellular 
compositions) or to interact with each other, which is calculated by pairwise 
residue-residue interactions within in a certain distance, or of higher order 
interactions. Statistical potentials are used to discriminate between comparative 
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models with correct fold and incorrect folds [77]. The statistical potentials are 
differentiated at four levels: 
o  They are Distance-dependent statistical potentials 
o Contact statistical potentials 
o Dihedral angle potentials 
o Accessible surface potentials 
The GA341 uses combined statistical potential. The combined statistical energy of a 
model is the sum of the solvent accessibility for all the beta carbon atoms and the distance 
dependent terms for all pairs of alpha carbon and beta carbon atoms. The solvent 
accessibility of a beta carbon atoms depends on the type of the residue containing that 
beta carbon atom and the number of beta carbon atoms found within ten angstroms from 
it. The distance potentials depend on the atom and residue types and the distance between 
these residues themselves and also the number of residues that are found in between these 
two non-bonded terms. 
These statistical potentials are as a result of the observations of the preferences in 760 
unique proteins from PDB whose structures are well known and studied. By the 
combinations of many different mathematical models using the genetic algorithms, the 
GA341 assessment function was created, with the aim of optimizing the ability to 
differentiate between reliable and non-reliable models in this set of 760 protein structures. 
The GA341 outputs scores between 0 and 1. 0 indicating that the produced models are 
completely unreliable and 1 indicates that the generated models are comparable to low 
resolution X-ray models and NMR [77]. 
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The energy Z-score is calculated by: 
Zs = (E + µ)/𝜎 
Where µ is the average of the energy distribution and 𝜎 is the standard deviation of the 
energy distribution. There are two methods to obtain energy distributions. The first 
method is by randomization of the order of amino acid residues in the model that’s tested, 
which generates models with the same structure but different sequences, keeping the 
residue composition the same as the original sequence, and the energies of these random 
models are used to calculate the average energy and the standard deviation. The second 
method of obtaining a distribution is by keeping the same sequences but obtaining 
different structures, and hence again the average and the standard deviation are calculated 
for the new distribution [77]. 
4.1.2 DOPE 
DOPE Stands for Discrete Optimized Protein Energy. It was motivated by the need 
to develop a system that is able to give scores to protein structures based on any kind of 
knowledge we have on the structure that can be used to classify the structure to be good 
or bad, and hence as a result obtaining a global optimum value of this developed scoring 
system would be a direct indication of a native structure for that particular protein 
sequence. In the case of DOPE this is achieved through using Joint Probability Density 
Function of the positions, in 3D space, for all the atoms present in the studied protein 
molecule, based on prior given information about this particular protein. This given 
information could be anything from amino acid sequence to template structures 
considered to be close homologues or information obtained from other experiments [79]. 
Having said this, the joint pdf P, gives the probability distribution that an atom i, in the 
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native structure occupies the position xi for the atom i, in the comparative model. This 
joint pdf is calculated by studying known structure of proteins found in PDB. More over 
this joint pdf is approximated by calculating the pair pdf of all atom pairs of the given 
sample protein. The pair pdf represents the probability distribution of the distances 
between the pairs of atoms. These pair pdfs are calculated by sampling the internal 
distances of atom pairs within the benchmark sample used (interparticle distances). These 
distances are results of bonding interaction between the atoms in the studied protein. In 
case of calculating pair pdfs for pairs where no bonding interactions are defined, the 
DOPE function assumes that these pairs of atoms will be spherically distributed in a 
uniform matter independent of the nature of the atoms [79]. The Spheres radius a, is 
defined by: a =√5/3𝑅𝑔, where Rg, defined as the gyration radius. For the rest of the atom 
pairs, DOPE calculates the interaction energy given by the equation: 
 
𝐸𝑖,𝑗
𝐷𝑂𝑃𝐸(𝑟𝑖,𝑗) = −ln (
𝑁(𝑟𝑖,𝑗|𝐼𝑖,𝑗
𝐷𝑂𝑃𝐸)
𝑁(𝐼𝑖,𝑗
𝐷𝑂𝑃𝐸)𝑃𝑅𝐸𝐹
𝐷𝑂𝑃𝐸(𝑟𝑖,𝑗)4𝜋𝑟2Δ𝑟
) 
 
- 𝑁(𝑟𝑖,𝑗|𝐼𝑖,𝑗
𝐷𝑂𝑃𝐸) Represents the number of occurrences of two atoms, having the 
same information, have the same distance (ri,j) within the training set. 
- 𝑁(𝐼𝑖,𝑗
𝐷𝑂𝑃𝐸) Represents the total number of atom pairs satisfying the given 
information. 
- 𝑃𝑅𝐸𝐹
𝐷𝑂𝑃𝐸(𝑟𝑖,𝑗) Represents the reference probability density 
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The total energy score returned by DOPE function is the sum of the energies of all pairs 
of atoms of the studied protein. The lower the value produced by DOPE indicates better 
native structures for the protein sequence [79]. The output values produced by DOPE are 
not restricted within a range as was the case for the GA341 score. The smaller the value 
produced by the function the better the quality of the predicted structure is. The DOPE 
score is biased towards the size of the protein structure and hence cannot be used to 
compare the quality of two structures for two different proteins. In this work we also use 
the normalized DOPE score, where positive values indicate poor models and negative 
values specially the ones below -1 are indications of native like structures. 
 
4.1.3 Modeller 
Modeller is an automated comparative modeling tool for protein structure 
prediction, whose aim is to find the most likely three dimensional conformation for a 
given target sequence of amino acids, which is initiated through the alignment of the target 
sequence with at least one or more template sequence(s) of known structures [35]. This 
3D comparative model of a sequence X of unknown structure is predicted by comparing 
it with structure(s) of one or more close homologues. If there are more than one template 
structures, then first these structures are compared with each other and spatial features get 
extracted from them. After that, the extracted features are sent to the target sequence, and 
hence a group of spatial restraints about the structure to be predicted is obtained. The final 
predicted 3D model is optimized by maximizing the spatial restraint satisfaction as much 
as possible. 
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The program Modeller is developed to answer the question of what the most probable fold 
would be for a target sequence given its alignment with another sequence of known 
structure. This is done by using as much information as possible related to the target 
sequence [35]. The three main steps that the algorithm uses to build a model are: 
- Target (sequence to be modeled) alignment with template (sequence of known 3D 
structure usually found in PDB) 
- Driven from the alignment and the sequence similarity, spatial restraints get 
extracted. 
- Actual model building based on satisfaction of spatial restraints 
These spatial restraints are extracted by thoroughly analyzing statistical changes or 
relations of different protein properties. These restraints could be obtained from many 
sources, such as the homologous protein structures discovered by other computational 
methods or experimental methods such as X-rays and NMRs, secondary structure folding 
principals such as the hydrophobic interactions, and other pairwise residue statistical 
potentials. The Modeller program based this analysis over a training set of 17 protein 
families, by analyzing the relationships between proteins of the same family [35]. The 
spatial restraints are but not limited to: 
- Distances between Ca-Ca atoms 
- Distances between N-O atoms 
- Torsion and Rotamer angles. 
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These restraints are presented as probability density functions used to predict features in 
the unknown structure. The PDFs are treated and used as restraints to derive the protein 
structure. An example on Ca- Ca distance that’s expressed as a probability density 
function could be seen in Fig. 5. The combination of the probability density functions of 
the different restraints of the whole molecule, together with energy functions obtained 
from CHARMM form the objective function, known as the molecular pdf. The 3D model 
is calculated by optimizing the molecular pdf. The optimization is done through variable 
target function method with employing conjugate gradients method to the non-hydrogen 
atoms and molecular dynamics with simulated annealing heuristic [35]. 
 
Figure 5 pdf of distance distribution between two CA residues derived from a database of alignments between known 
protein structures. Figure is obtained from Sali & Blundell, 1993. 
 
 
4.2 The Scatter Search Metaheuristic 
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Scatter Search (SS) is a population based evolutionary search strategy. It was first 
proposed by Fred Glover, and has been adapted for solving a number of intractable 
optimization problems [89]. This population based approach aims in finding new and 
better solutions by combining two or more of the individual solutions [90]. Scatter Search 
explores the search-space effectively based on controlled randomization. For these 
reasons its population size is usually restricted (around 20) [90]. Driven from an initial 
randomly created population SS maintains a small population set which is referred to as 
the reference-set, the algorithm then combines’ solutions and evolves based on this 
reference-set. The basic steps representing the template for Scatter Search are the 
following [90]:  
- Diversification-Generation Method: an initial population of solutions are created 
completely random to ensure a great degree of diversity. This population is created 
using one or more solution points as seed inputs. The size of this initial population 
is usually 5 times bigger than that of the reference-set (around 100). 
- Solution-Improvement-Method: the initial random solutions obtained through the 
first step are subject to phases of improvements. Local search heuristics are usually 
employed for this purpose. In cases where the solutions could not be improved 
after certain number of attempts than the original solutions are considered. 
- Reference-Set-Update-Method: small group of solutions are maintained in what’s 
referred as the reference set (usually around 20). The best solutions obtained after 
the improvement phase get admitted to the reference set. The notion of best in this 
case is not limited only to solutions with better scores than others, rather it extends 
42 
 
to include solutions that are diverse as well, and hence allowing Scatter Search to 
combine both properties of diversification and intensification. 
- Subset-generation-method: subsets of solutions of defined sizes are created that 
later are combined to give rise to new solutions. The subset generation is restricted 
on the reference set. Subsets of different sizes are created, starting from subsets of 
size two up to subsets of the size of the reference set. Subsets of size two are the 
most common. 
- Solution-Combination-Method: the subsets of solutions formed in the previous 
step get combined to create new solutions. This step of the heuristic is highly 
problem specific, depending on the type of the problem dealt and the solution 
presentation used, different combination operators are defined. 
 
4.3 SS Metaheuristic Design 
In this section we explain how SS metaheuristic was adapted in this specific problem. 
This is achieved by showing the solution representation used and explaining each step of 
the metaheuristic in detail. A summary of the steps are represented in Fig. 6 representing 
our proposed approach. These steps are explained in detail in the following subsections. 
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Start 
Suitable Template Structure(s) searched 
for Using BLAST  
Generate single Initial Target-Template alignment using DP 
Use the Alignment as seed to generate Initial 
Population of size (100) through DGM 
Improve Solutions through SIM 
Sort Improved Solutions from Best to Worst   
Reference Set Creation Method    
Subset Generation Method   
Solution Combination Method   
Solution Improvement Method   
Is RSet 
updated? 
Yes 
NO 
Rank Models by Fitness Score   
Select best Models   
Figure 6 Workflow representing the proposed Iterative protocol for homology modeling with sequence alignment refinement using SS 
Stop 
Reference Set Update Method   
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4.3.1 Solution Representation 
Candidate solutions are represented by objects that contain the two sequences, one 
for the target and on for the template proteins. These sequences are represented by arrays 
composed from single letter amino acid representations and gaps represented by dashes, 
which are manipulated by the SS algorithm. In addition to this the candidate solution also 
records values: GA341 score, DOPE score and the value for the molecular probability 
distribution function (molpdf) of the protein structure resulting from this alignment. An 
example of the solution representation is shown in Fig. 7.  
 
 
 
 
Figure 7 Sample candidate solution representation 
 
Utilizing this structure as a solution representation rather than a binary encoding of a 
stream of bits, which is easier to implement, makes it faster to retrieve and manipulate the 
solutions.  
4.3.2 Diversification Generation Method 
The Diversification Generation Method (DGM) is responsible for creating an 
initial random population of candidate solutions, ensuring the needed degree of initial 
diversity and enabling SS to explore wider ranges of the solution space. This method takes 
Array 1  : A  S  S  Q -  N  M  K  L – M 
Array 2  : V  S  S  -  C  N   -   K  L - M 
Prob. value : molpdf 
Score 1  : GA341 score 
Score 2  : DOPE score 
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input an initial target-template alignment, which acts as seed for the method based on 
which an entire initial population gets generated. The initial alignment is generated using 
dynamic programing algorithm for local sequence alignment developed by Smith and 
Waterman [91], with affine gap penalties. The gap initiation penalty was set to -900 and 
gap continuation to -50. Driven from this initial alignment randomly generated alignments 
are created whose number is specified by PSIZE (population size), which is set to 100 as 
the default value. While generating the initial population important rules are set that are 
to be respected during this process: 
- The length of the initial seed target-template alignment is respected during the 
process and is not changed throughout the entire course of evolution of the 
algorithm. 
- The number of gaps within the sequence alignments (both in the template and 
target) remain the same. 
- The order of residues in which they appear in the initial seed alignment is 
respected and does not get disturbed. 
Restricting the process to these rules not only ensures the generation of feasible solutions 
at all times, but also avoids the time consuming process of discarding infeasible solutions 
by repeating the process. Based on these rules the method takes the initial seed alignment 
extracts the indices of the gaps and residues and saves them in separate vectors. A gap 
position gets chosen by random from the gap vector and then the size of the gap gets 
selected again randomly whose range is restricted by the starting point (the chosen index) 
and the length of the gap from that point (specified by the gap continuation). After 
specifying the portion of the gap then the algorithm chooses a new point to introduced 
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this gap-section, this point gets sampled randomly based on a uniform distribution over 
the residue vector. This process gets repeated until PSIZE solutions are obtained. After 
each candidate gets created it is checked for duplicates, if it’s not unique then the process 
gets repeated until a unique candidate is created. This method is usually called once at the 
beginning of the algorithm. 
4.3.3 Solution Improvement Method 
The Improvement Method (SIM) method attempts to improve the quality of the 
solutions produced by DGM. For this purpose we employ a semi Tabu Search heuristic 
based on hill climbing as an attempt to locally improve the solutions. The improvement 
is done in two phases. First the method takes the target-template alignment and then using 
the template sequence it reshuffles the gap positions randomly. This by choosing the gap 
position and its length randomly and then randomly inserting at an insertion point. This 
process gets repeated by a specific number of time specified by the 
MAX_IMPROVE_ITER variable (which is 5 by default). Each time the alignment is 
changed the move gets saved in the tabu memory and will be banned for the next 
√𝑀𝐴𝑋_𝐼𝑀𝑃𝑅𝑂𝑉𝐸_𝐼𝑇𝐸𝑅 iterations. Each time the alignment is altered the respective 
comparative model gets calculated by the program MODELLER and the obtained model 
gets assessed by either GA341 or DOPE functions (depending which one is used in the 
algorithm as explained in the methods section). Whenever the score of the new model is 
better than the old one, the new alignment replaces the old one. If by the end of the 
specified number of attempts no improvements are made the original model is kept. The 
same process gets repeated in the second phase but now using the target sequence instead 
of the template sequence. Since each time finding a new alignment and building the 
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respective comparative model is a time consuming process, the MAX_IMPROVE_ITER 
is usually restricted to 5. SIM is an intensification step, since the use of a hill climbing 
technique allows us to narrow the search by focusing on one neighborhood, and hence 
intensifying the search at that point. 
4.3.4 Reference Set Creation Method 
In the Reference Set Creation Method, the reference set (RSet) gets created for the 
first time during the algorithms life span. The Reference Set in Scatter Search as 
mentioned in section 4.2 is a small population of solutions. In its turn the Reference Set 
is divided into two sets, the high quality solution set, defined as HQRefSet and the diverse 
solution set, defined by the DivRefSet. Usually these two subsets contain equal number of 
solution points (in our case RSet = 20, HQRefSet = 10 and DivRefSet = 10). To create the 
RSet for the first time, the population resulting from the SIM method, gets sorted from 
best solution to worst (depending on the fitness function used, they get sorted in increasing 
values of DOPE or decreasing values of GA341 functions). After Sorting the improved 
solutions the first |HQRefSet6| solutions are chosen to form the HQRefSet. Concerning the 
DivRefSet, the set of most diverse solutions are admitted to this set. The Diversity of a 
candidate solution is characterized as the Levenshtein distance7 between the sequence of 
the considered solution in the population and the solutions already present in the RSet. 
For each candidate solution in the population, the Levenshtein distance between that 
solution and each of the solutions present in the RSet gets calculated and the minimum of 
these distances get recorded for each solution. After calculating the distances for all 
                                                          
6 Denotes the cardinality of the High quality reference set  
7 Also known as the edit distance which measures the difference between two sequences 
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solutions the one with the maximum minimum distance gets added next to the DivRefSet. 
This procedure gets repeated until |DivRefSet| solutions are added. 
 
4.3.5 Subset Generation Method 
Subset Generation Method (SGM) is responsible for generating subsets using the 
RSet. Subsets of different sizes can be created by grouping together different solutions 
found in the RSet. Including at least one new solution in a subset creates a new subset. SS 
defines Subsets of different sizes starting from two up until subsets of size |RSet|. However 
in this work for computational reasons we limit this method in enumerating all the subsets 
of size two. Using an RSet of size 20 gives rise to 20! ⁄ (2! ∗ (20 − 2)!) = 190 unique 
Subsets, which is already big enough population to consider. 
 
4.3.6 Solution Combination Method 
The Solution Combination Method (SCM) is responsible in combining the 
information from the solutions present in each subset and giving rise to new solution 
points. From Each Subset a single solution gets created thus resulting in 190 new solutions 
each time the SCM method gets called. Since we restricted subsets of size two, a unique 
crossover operator is defined specifically for this algorithm which crosses over 
information between two solution points and gives rise to a new unique solution carrying 
information from both parents. The steps of the entire crossover process is illustrated in 
Fig. 8. The two target and template sequences from the two parents grouped together by 
the Subset Generation Method crossover separately. First the two target sequences from 
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the parent alignments get extracted. The sequential gap indices for the two sequences get 
extracted into vectors as shown in steps 1 & 2 of Fig. 8. A location for crossover is chosen 
among the gap indices where the vectors differ (step 3). At this point the actual crossover 
takes place. The two vectors get divided into two segments as illustrated in step 4, 
resulting in four vectors. The vector which ends up with the smaller index gets combined 
with the vector starting with the bigger index. The resulting combined vector specifies the 
locations of the gaps in the child target sequence (step 5). The Child target sequence gets 
created in a way where the positions of the gaps are specified by both parent solutions in 
the subsets, as shown in step number 5. This entire procedure gets repeated for the 
template sequence as well. In the end the procedure will result in a new target and template 
sequences. The respective homology model is built afterwards by MODELELR using the 
new target-template sequences. Step number 3 of the crossover will ensure that one valid 
child sequence will be created at all times. Since the algorithm will choose a point to 
crossover where the gap indices of the two sequences differ. Dividing the sequences at 
this point will automatically result in one half of one sequence ending up with an index 
smaller than the start index for one half of the other sequence. This choice of crossover 
operator is a diversification step, which will allow the algorithm to explore different areas 
of the search space which wouldn’t be possible driven from one solution candidate. 
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Figure 8 Recombination process between two candidate solutions 
 
 
 
𝑆𝑜𝑙𝑢𝑡𝑖𝑜𝑛 1 {
𝑇𝑆𝑆𝑄 − 𝑁𝑀𝐾𝐿𝐺𝑉𝐹𝑊𝐺𝑌 − − −      𝑡𝑎𝑟𝑔1
𝑉 − 𝑆𝑆𝐶𝐵 − − − 𝐺𝐷𝐿𝐻𝑀𝐾𝑉𝐺𝑉      𝑡𝑒𝑚𝑝1
 
 
𝑆𝑜𝑙𝑢𝑡𝑖𝑜𝑛 2 {
𝑇𝑆𝑆𝑄 − 𝑁𝑀𝐾 − − − 𝐿𝐺𝑉𝐹𝑊𝐺𝑌     𝑡𝑎𝑟𝑔2
𝑉 − 𝑆𝑆𝐶𝐵𝐺𝐷𝐿𝐻𝑀𝐾𝑉 − − − 𝐺𝑉      𝑡𝑒𝑚𝑝2
 
 
 
 
𝑡𝑎𝑟𝑔𝑒𝑡1 & 2 {
𝑇𝑆𝑆𝑄 − 𝑁𝑀𝐾𝐿𝐺𝑉𝐹𝑊𝐺𝑌 − − −      𝑡𝑎𝑟𝑔1
𝑇𝑆𝑆𝑄 − 𝑁𝑀𝐾 − − − 𝐿𝐺𝑉𝐹𝑊𝐺𝑌     𝑡𝑎𝑟𝑔2
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4.3.7 Reference Set Update Method 
The Reference Set Update Method (RSUM) differs from the reference set create 
method in two major aspects. The Reference Set create method is only called once when 
the algorithm first starts running and starts up as empty set and is built from the initial 
population of  solutions. Whereas updating the reference set in the subsequent steps 
through RSUM is done using the population resulting from SCM, where the RSET is not 
empty. New solutions get admitted to the RSET and replace an existing solution in either 
of the two cases: 
1. If the considered solution’s fitness score is better than that of the worst Solution 
in the HQRefSet (DOPE score less than that of the worst solution or has a GA341 
score that’s greater than that of the worst solution in the HQRefset), then it replaces 
it, and the updated HQRefSet get sorted from best to worst. 
2. If the solution considered is more diverse than the least diverse Solution in the 
DivRefSet. As mentioned earlier the diversity of the solution is based on the 
Levenshtein distance between the solution at hand and the rest of the RSet. 
This entire process is repeated until all of the solution points generated by the SCM are 
considered.  
4.3.8 Diversification Intensification Method 
A variation of the diversification generation method, where this method uses the 
High Quality reference set as seed solutions to generate a new population of PSIZE. This 
method is only called for small proteins whenever the algorithm tends to converge faster. 
The whole process gets reiterated afterwards. 
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CHAPTER 5 
 
EXPERIMENTAL RESULTS AND 
DISCUSSION 
The effectiveness of the developed SS algorithm is evaluated in this section. The 
proposed approach is tested by predicting the 3D conformations of proteins of already 
known structures that are stored in PDB, to study the accuracy of the suggested approach. 
The simulations were performed using a High Performance computer and Intel Core i-7 
CPUs. The code executes sequentially hence no more than one core is utilized at any one 
time. The memory requirements of the algorithm throughout its course of execution is 2 
gigabytes. 
5.1 Experimental Procedure  
As mentioned in Chapter 4, our approach of homology modeling falls under the 
framework of satisfaction of spatial restraints. SS metaheuristic is used to iterate over the 
alignments. In this chapter we are going to compare our algorithm to three other 
approaches proposed in [40] and [73] that fall under the same framework. These 
approaches were discussed in the first three sections of chapter 3. To achieve this, our 
algorithm was run over the same proteins that the other approaches were tested. A total 
of eight target-template protein pairs were used, among which two pairs were common 
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between the three previous approaches and our approach. The rest of the six protein pairs 
are only common between our approach and the genetic algorithm approach proposed in 
[40]. These proteins were obtained from a database of 68 pairs of remotely related 
structures which are used for fold recognition benchmark testing [92]. In addition to this, 
we compare our approach to a pure ab-initio approach and a fragment based approach 
proposed in [93] and [94] respectively. This is done by predicting the structures of three 
proteins that were also used in their experiments. 
The results obtained from our algorithm were assessed by calculating the RMSD error 
between the predicted structures and the native ones found in PDB. The RMSD errors 
were calculated using PyMOL [95], which is also used to visualize the predicted 
structures. The algorithm started with 100 initial random population of solutions. A 
reference set of size 20 was maintained throughout its execution, and subsets of size two 
were generated by the SGM. Each solution was allowed five iterations of improvement in 
the solution improvement phase. The termination criteria for the algorithm was either after 
25 iterations or whenever the reference set does not get updated in the following iteration, 
provided it doesn’t exceed 25. 
5.2 Experimenting with the Scoring Functions 
Before comparing our algorithms results with previous approaches, we 
experimented it using the two different fitness functions, GA341 and DOPE. To observe 
the effectiveness of the algorithm in optimizing the fitness function we first ran it over 
one target-template pair. .The protein 1LTS was used as a target protein and 2XSC used 
as a template to predict the structure. During the run values for the average and the best 
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GA341 and DOPE scores were recorded for the reference sets obtained during each 
iteration. Figures 9 and 10 summarize the results obtained. 
 
 
Figure 9 Average and the highest GA341 values observed during simulation of the algorithm to predict the structure 
of 1LTS using 2XSC as a template. The straight line represents the best GA341 score while the dashed line represents 
average GA341 score. 
 
 
Figure 10 Average and lowest (best) Normalized DOPE values observed during simulation of the algorithm to predict 
the structure of 1LTS using 2XSC as a template. The straight line represents the best DOPE score while the dashed line 
representing average DOPE score. 
 Obvious from both figures the proposed approach effectively optimizes the values of 
GA341 and Normalized DOPE score. Using GA341 as a fitness function, the algorithm 
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starts by producing structures with an average score around 0.1, where in the later 
iterations it produces structures with scores as high as 0.9. Same observation is made when 
using normalized DOPE score as a fitness function. The algorithm first produces 
structures with average scores around 0.55, this value decreases to -0.3 in the final 
iterations. Furthermore Fig. 9 shows that the graph reaches a plateau after the 17th 
iteration, and values stabilize around the 22nd iteration in Fig. 10. This also justifies our 
choice for 25 iterations as a halting criteria for the algorithm. 
 The accuracy of the two scoring functions were measured by running the algorithm 
over three target-template protein pairs, using the two scoring functions, and comparing 
their RMSD values. These RMSD errors obtained, between the predicted structures and 
the native ones found in PDB, are summarized in table 1. The results were obtained using 
initial DP alignments, GA341 and DOPE scores as fitness functions. 
TABLE 1 RMSD values for 3 proteins resulting from initial DP alignments, GA341 scoring function and DOPE scoring 
function. 
template target 
target 
length(AA) 
Initial_DP 
RMSD(Å) 
SS_GA341 
RMSD(Å) 
SS_DOPE 
RMSD(Å) 
2CCY 1BBH 126 4.593 2.179 1.752 
2RHE 3HLA 94 10.312 11.485 5.791 
1BOV 1LTS 85 9.059 7.904 7.840 
 
Driven from the table, we can see that DOPE score is a better fitness function compared 
to GA341, resulting in lower RMSD values. This is confirmed in all the three different 
test cases. For this reason only normalized DOPE score was used as a fitness function for 
the rest of the experimental work.  
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5.3 Comparison with  GA, TS and PSO 
Direct comparisons were made between the three heuristic approaches and SS. 
Eight target template pairs were used in this comparison. To perform an accurate 
comparison, exactly the same protein chains, starting residues and end residues were used 
while running our algorithm. These approaches were compared by summarizing the best 
RMSD results obtained by our algorithm and the previous three approaches. As mentioned 
before Tabu Search and PSO were only tested on two protein pairs, hence the rest of the 
experiments were carried out by comparing our algorithm to Genetic Algorithm approach. 
The obtained results are summarized in Table 2. RMSD values for the first two cases, 
using 2CCY-1BBH and 2RHE-3HLA target-template protein pairs, indicate that Tabu-
Search and PSO perform poorly compared to GA and SS. The models produced by Tabu-
Search and PSO for the protein 1BBH resulted in RMSD values of 3.048 and 3.762 
respectively whereas those obtained by GA and SS were 2.362 and 1.752 respectively. 
Similar results were obtained while modeling the protein 3HLA. Tabu-Search and PSO 
resulted in poor RMSD values, 15.209 and 15.24 respectively, whereas GA and SS 
maintained much lower RMSDs, 7.579 and 5.791. In both cases our proposed method’s 
results were the most accurate, yielding the lowest RMSD values.  
For the remaining proteins, our approach produced better models for the three cases out 
of the total six. The RMSD values resulting by SS were 7.84, 1.339 and 3.938 against 
8.579, 2.1 and 6.5 produced by GA for predicting the proteins 1LTS, 1AAJ and 3CD4 
respectively. While modeling the protein 1ABA, both algorithms produced almost similar 
RMSD results, around 4.1 angstroms. Nonetheless our algorithm performed worse on the 
remaining two proteins compared to GA. Predicting the structure for the protein 1HOM, 
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the best model produced by SS had an RMSD of 5.02 Å, whereas the one predicted by 
GA had an RMSD of 1.1 Å. Furthermore predicting the structure for 2SAR, SS produced 
structures with 5.472 Å deviations while GA resulted in 4.8 Å. Figures 11, 12 and 13 
display tertiary structures that are predicted by our approach as well as the native 
structures found in PDB. For brevity we only display three of them. Visualizations of the 
3D structures for the rest of the proteins can be found in the appendix section in figures 
14 to 21. 
Figure 11 Predicted structure by SS and the native structure found in PDB for the protein 1AAJ  
 
Figure 12 Predicted structure by SS and the native structure found in PDB for the protein 1ABA 
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Figure 13 Predicted structure by SS and the native structure found in PDB for the protein 1HOM 
 
TABLE 2 Accuracies of predicted models, by measuring RMSD errors in Å for 8 target-template protein pairs. Results are obtained by homology modeling using Genetic 
algorithm, Tabu Search, Particle Swarm Optimization and our proposed approach, Scatter Search. 
Template  Target Target length(AA) % identity % coverage GA(Å) TS(Å) PSO(Å) SS(Å) 
2CCY (5:A-128:A) 1BBH (5:A-131:A) 126 21.3% 97.0% 2.362 3.048 3.762 1.752 
2RHE (3-108) 3HLA (4:B-98:B) 94 2.4% 96.0% 7.579 15.209 15.24 5.791 
1BOV (2:A-69:A) 1LTS (17:D-102:D) 85 4.4% 83.5% 8.579 N/A N/A 7.84 
1PAZ (3-93) 1AAJ (21-105) 84 27.5% 84.7% 2.1 N/A N/A 1.339 
1EG0 (1-84) 1ABA (1-87) 86 16.9% 100.0% 4.1 N/A N/A 4.164 
2RHE (8-112) 3CD4 (2-100) 98 21.7% 100.0% 6.5 N/A N/A 3.938 
1FLB (15-86) 1HOM (7-57) 50 17.6% 75.0% 1.1 N/A N/A 5.02 
9RNT (2-104) 2SAR (7:A-91:A) 84 13.1% 88.5% 4.8 N/A N/A 5.472 
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It should be noted however, in some cases the structures having the lowest RMSD values 
are not the ones with the lowest DOPE score, hence reflecting the limitations of this 
scoring function. This is because DOPE mainly assesses on the structural compactness. 
This observation would justify why our algorithm failed to produce better RMSD values 
in the last two test cases. 
5.4 Comparison With Pure Ab-initio Method and Fragment Based 
Assembly Method 
Further experiments were conducted by comparing our algorithm to a pure Ab-
initio based method proposed in [93], and to a fragment based assembly method proposed 
in [94]. The three methods compared in this section are based on entirely different 
techniques, making the comparison difficult. The performance of these techniques is 
directly related to the amount of information known about the predicted proteins. We ran 
our algorithm over the three proteins that were also in the other two methods. The results 
are summarized in Table 3. To make this comparison as fair as possible, we chose the 
worst hits returned by BLAST as template proteins, provided they are evolutionary related 
to the target at least. Clearly, from the results obtained Homology based PSP is the choice 
made provided that enough information exists. This is supported by the RMSD results for 
predicting 1CRN and 1UTG. To make things even more difficult, the template chosen to 
predict the structure of 1ROP only covers 57% of the target protein sequence. This means 
that no spatial restraints could be extracted to constrain the target structure’s prediction 
for the rest of the 43%. Despite this our approach returned an RMSD value of 7.033 Å, 
which is lower than 12.14 Å resulting by the pure ab-initio approach, and comparable to 
5.43 Å returned by the fragment based approach. 
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TABLE3 RMSD values obtained by pure Ab-initio modeling, Fragment based modeling and homology modeling using 
SS. 
 
Throughout the experiments we did not include time requirements and the 
durations of the runs in our comparisons. The main reason behind this is that the GA 
approach, which was the main competitor to our proposed algorithm, was implemented 
to execute in parallel. Our algorithm on the other hand executes sequentially, making it 
meaningless to compare their speed of execution. However just to develop an idea about 
the running times of our simulations we summarize the duration of some of the 
experiments in table 4. In this analysis we include the largest, a medium sized and the 
smallest target proteins from the conducted experiments. Apparent from the table’s 
results, the time needed for the algorithm to terminate gets decided by the length of the 
protein being modelled. This is supported by the decrease in execution times when the 
algorithm predicts the structures of shorter target proteins. 
TABLE 4 Summary of the time requirements to model the proteins 1BBH, 1AAJ and 1CRN by homology modeling 
using SS 
Template Target Target Sequence Length (AA) Time (hours) 
2CCY (5:A-128:A) 1BBH (5:A-131:A) 126 71.36 
1PAZ (3-93) 1AAJ 84 42.41 
1ED0(2-44) 1CRN(1-47) 46 4.74 
 
 
 
Template Target 
% 
identity 
% 
coverage 
Mansour 
et al. (Å) 
Fragment 
based SS (Å) SS(Å) 
1ED0(2-44) 1CRN(1-47) 51.0% 93.0% 9.01 8.05 0.952 
1UTR(23:A-90:A) 1UTG(1-70) 57.0% 97.0% 14.78 12.34 1.71 
4LCT(271:A-304:A) 1ROP(1-63) 42.0% 57.0% 12.14 5.43 7.033 
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CHAPTER 6 
 
CONCLUSION 
In this thesis we have presented a homology based protein modeling using SS to 
predict the 3D folds. Given a sequence of amino acids for a target protein and an 
appropriate template structure, the algorithm predicts a structure for the target by 
satisfying spatial restraints using MODELLER. We have used SS metaheuristic to refine 
the initial target-template sequence alignments, making our approach effective especially 
when the target-template sequence identity drops. The heuristic was guided by assessing 
the resulting structures using two scoring functions, GA341 and DOPE.  Upon testing 
DOPE proved to return more accurate comparative models than GA341. To our 
knowledge it’s the first time SS is used within the framework of homology based PSP. 
Our algorithm was evaluated by running it on a total of 11 target-template protein pairs 
whose structures are present in PDB. The results were assessed by measuring the RMSD 
errors between the native structures and the predicted ones. Comparisons were made 
between our RMSD results and those produced by three homology based approaches 
proposed in previous literature. Out of eight protein pairs, our approach resulted in lower 
RMSD values in five cases. Furthermore we compared our approach to a pure ab-initio 
and a fragment based assembly methods, by predicting three protein structures which were 
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also used by the other two approaches. Our algorithm dominated in terms of RMSD values 
for the two cases, and returned comparable values in the third case. 
Nonetheless our work is not without limitations. One of the major drawbacks is the 
execution speed of the algorithm. The largest protein that we modeled was composed 
from 126 amino acids and yet the algorithm required almost three days to finish. Future 
considerations to parallelize the algorithm need to be taken into account if we want to 
consider modeling larger proteins. Another drawback for our work is that the algorithm 
uses only one template structure. Multiple templates could become useful to locate distant 
evolutionary relations among proteins. Hence one may also consider to include multiple 
templates in the future. 
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Appendix 
 
Figure 14 Predicted structure by SS and the native structure found in PDB for the protein 1BBH 
 
Figure 15 Predicted structure by SS and the native structure found in PDB for the protein 3HLA 
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Figure 16 Predicted structure by SS and the native structure found in PDB for the protein 1LTS 
 
Figure 17 Predicted structure by SS and the native structure found in PDB for the protein 3CD4 
 
Figure 18 Predicted structure by SS and the native structure found in PDB for the protein 2SAR 
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Figure 19 Predicted structure by SS and the native structure found in PDB for the protein 1CRN 
 
Figure 20 Predicted structure by SS and the native structure found in PDB for the protein 1UTG 
 
Figure 21 Predicted structure by SS and the native structure found in PDB for the protein 1ROP 
 
