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Abstract
It is a well-known fact that the quality of the dataset plays a central role in the results
and conclusions drawn from the analysis of such a dataset. As the saying goes, ”garbage
in, garbage out”. In recent years, neural networks have displayed good performance in
solving a diverse number of problems. Unfortunately, neural networks are not immune
to this misfortune presented by missing values. Furthermore, in most real-world settings,
it is often the case that, the only data available for training neural networks consists of
missing values. In such cases, we are left with little choice but to use this data for the
purposes of training neural networks, although doing so may result in a poorly trained
neural network. Most systems currently in use- merely discard the missing observation
from the training datasets, while others just proceed to use this data and ignore the
problems presented by the missing values. Still other approaches choose to impute these
missing values with fixed constants such as means and mode. Most neural network
models work under the assumption that the supplied data contains no missing values.
This dissertation explores a method for training neural networks in the event where
the training dataset consists of missing values. The model is based on an adaption
of a well known regularisation technique known as neural networks dropout. Dropout
is typically used for the purposes of reducing the likelihood of over-fitting. During
the training of the neural network, all the neurons in the input layer of the neural
network are dropped out. This eliminates the need to manually impute the missing
values or to estimate them altogether. The model presented in this paper is trained on
the MNIST handwriting classification dataset(with different levels of artificially created
missing pixels), the mushroom classification dataset(which already has missing values)
and the Cifar-10 dataset. The results of the model on these datasets are then compared
with some of the most commonly used techniques for dealing with missing values and
are found to show better results than most of them.
Keywords: neural network, convolutional neural network, missing data, neu-
ral network dropout
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Chapter 1
Introduction
“Begin at the beginning, the King said gravely, “and go on till you come
to the end: then stop.”
- Lewis Carroll, Alice in Wonderland
1.1 Overview
Artificial neural networks are proving to be a popular choice of algorithm in solving
classification and regression problems(see (Samarasinghe, 2016, Silver et al., 2016)). As
of this writing, the artificial neural network performance(in particular deep learning) is
the algorithm that holds the benchmark in most speech classification, image classifica-
tion(see (Benenson, 2017)). Most artificial neural network algorithms are built with the
assumption that the data to be passed to the artificial neural network will never have
missing elements.
Throughout this dissertation, missing data is a term that will be used to refer to a
dataset consisting of missing values/datum/feature(s). Thus, missing data will refer to
that subset of a dataset which is not recorded in the dataset. Examples of missing data
include variables without observations and questions without answers.
When it comes to real-world applications, missing data is the rule and not the exception.
For a variety of reasons, some values in a database might not be saved. For example,
some fields might not be available at the time when the information was written to
the database, or some information/field(s) have since been deleted. Sensor failure is a
common issue in real-world settings (see (Kitamura, 1980, Upadhyaya, 1985) for exam-
ples). A malfunctioning sensor might not record parts of the information it was tasked
2
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to record, resulting in some values not being recorded. In a questionnaire, participants
might choose not to answer some of the the questions, perhaps because the participants
don’t feel comfortable supplying some of the information asked in the questions. Missing
observations might also be a result of human error. For example, a researcher might
forget or lose some measurements.
Regardless of the cause of the missingness1 in a dataset, missing data is a common
occurrence in real-world settings and as such there is a need for real-world artificial
neural networks to accommodate it.
1.2 Missing data - the cost thereof
Missing data is ambiguous and difficult to identity. When not dealt with appropri-
ately, missing data can lead to inaccurate conclusions being draw from analysing such
a dataset. However, it is not always obvious if/when missing data will cause problems.
It is from this inconsistency that predicting when missing data will lead to inaccurate
data analysis and when it won’t, leads to problems and becomes a difficult task.
The conclusions drawn from analysing a dataset are influenced by :
1. The size of the dataset (also known as the sample size).
2. The prominence and importance of a treatment relative the noise in the measure-
ment.
3. The significance level - the likelihood that the observed result is due to chance.
4. The power - the odds that you will observe a treatment effect when it occurs.
It is common practice in most statistical procedures to eliminate all cases which con-
tain missing data and perform analysis on the remaining subset of the dataset, i.e. the
dataset with no missing value(known in the literature as complete cases analysis or list-
wise deletion, see subsubsection 5.5.1.1). Notice that after such missing data elimination,
the remaining dataset will most likely be smaller in size than the original dataset (i.e.
the subset without missing values + subset consisting of missing values). The prob-
lem with this is that sometimes after having performed this eliminating procedure, the
remaining dataset might be of such a small size to the point where it has little or no
statistical power2. Depending on the type of missingness, such elimination might cause
1Definition: (Instatistics) The manner in which data are missing from a sample of a population.
2The statistical power of a data analysis is the likelihood that the analysis will distinguish an effect
of a certain size from pure luck. Furthermore, the power of a study is its ability to detect a difference,
if the difference does indeed exists.
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the resulting dataset to be skewed and biased thus producing misleading analysis. Yet
another drawback of this elimination is that the remaining sample set could be small
and thus the results drawn from its analysis rendered statistically insignificant. Further-
more, it becomes difficult to make meaningful generalisations or generate reproducible
results when the sample size is too small (see (Ersbøll and Ersbøll, 2003) for an in depth
analysis of the effects of small datasets on the quality of conclusions drawn).
1.3 Introduction
Figure 1.1 bellow shows an example of a table with some columns consisting of missing
values denoted as ”Not a Number” (NaN)3).
Figure 1.1 shows an example of what a typical array carrying the dataset to be used
for training a learning algorithm looks like. In particular, the array in this figure is a
printout of a random subset of two patients’ information from the Mushroom edibility
classification dataset4. Each row in the diagram indicate a mushroom with the column
containing the mushroom’s features class, cap shape, cap surface, cap colour, bruises
odour, gill attachment, gill spacing, gill size, gill colour, stalk-surface below ring, stalk
colour above ring, stalk colour below ring, veil type, veil colour, ring number, ring type,
spore print colour, population, and habitat.
Figure 1.1: A sample of a dataset with some missing values denoted by nan. It is
these values (nan) that will be referred to as missing values throughout this dissertation.
Furthermore, the set of all such observations consisting of at least one missing value
will be referred to as the missing dataset or simply as the missing data/dataset.
Whatever the reason is that leads to missing data, it has to be dealt with to successfully
perform some analysis on the data. In most cases how this missing data is handled has
3NaN is a common placeholder used to symbolise a missing value in a most dataset
4This is one of the datasets used latter in this dissertation
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a direct impact on the results drawn from the analysis. It is for this reason that there
is a need to be careful of how missing data is handled.
Perhaps the most common technique for addressing this problem is that of simply elim-
inating the entire observation(s) if the observation consists of at least one missing value
and remain with the subset of the dataset consisting of those observation which had no
missing values. This form of deletion is popularly known as complete case deletion.
Unfortunately, in most cases such deletion tends to leave us with a skewed subset of
the original dataset. The reason for this being that the deleted subset might have been
a crucial subset of the original dataset. Furthermore, sometimes it tuns out that the
dataset which remains after such a deletion is too small for an algorithm to generalise
from. In either case, deleting the missing data is not a viable option.
The only other option left for us to try is to attempt to predict all the missing values.
This has the positive effect that, no collected data is wasted. However the difficulty
within this techniques lies in predicting the missing values. How should missing values
be predicted? What algorithm(s) should be used and will such an algorithm prove to
be useful in all cases? As will be seen thought this dissertation, these are not simple
questions to answer.
Whilst several techniques for predicting missing values have been proposed, most of
these techniques requires the user to know the reasons that lead to the values being
missing. In practice, this is not a trivial task. Furthermore irrespective of the prediction
technique employed, the researcher still runs the risk of replacing the missing value(s)
with inaccurate/low quality predicted values. Such values can have a drastic impact on
the accuracy of the algorithm being trained from such a dataset.
This dissertation explores the problem of missing values, in particular in as far as it
applies and impacts the performance5 of an ANN. It is this exploration which leads us
to the suggestion of making use of neural network dropout(also called ANN Dropout) to
handle such missing values. It is this use of neural network dropout in handling missing
values that is the main contribution of this work.
1.4 Motivation
In recent years, machine learning algorithms have to gained popularity in their adoption
and use for solving problems in industry(i.e. in business). (Moore, 1965, 2006, Schaller,
5Usually measured as the accuracy of a artificial neural network in correctly predicting observation
it has never seen during the training learning process
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1997) proposed that the number of transistors in a dense integrated circuit double every
eighteen months. This idea has since become known as Moore’s law. The simplicity
and the seemingly ever-decreasing cost of collecting and storing data driven by Moore’s
law(Moore, 2006, Schaller, 1997) has motivated many businesses to collect and store
large amounts of data in the hopes of analysing it to gain some business insights and
competitive advantage.
Artificial neural networks6 are emerging as one of the more popular algorithms used in
building some of these business systems. Whilst the classic textbook example of the
applications on artificial neural networks assumes that the dataset on which artificial
neural network will be trained will never have missing values, unfortunately this assump-
tion fails to hold true in most real-world scenarios. Most real-word datasets are rarely
free of noise, missing values or duplicate information.
Throughout this dissertation, a dataset which consist of either missing values, incomplete
values or corrupt values will be referred to as being unclean. Similarly, the author will
refer to a dataset that doesn’t meet the criteria of being unclean, as a clean dataset.
Indeed, for the most part, a practitioner spends a significant amount of his/her time
addressing problems brought about by unclean data.
Seeing that real-world datasets are rarely clean, the first step in most data analysis tasks
usually involves cleaning the dataset. Data cleaning improves the quality of a dataset by
detecting and removing errors and inconsistencies within the dataset. Examples of such
errors and inconsistencies are missing values and invalid values(for example, a recorded
human height of say 20 meters). For a detailed discussion of data cleaning, see (Rahm
and Do, 2000, Raman and Hellerstein, 2001).
There are several techniques that are widely used for handling missing values when one is
training an artificial neural network. Most of the techniques currently in use for dealing
with missing data in the training of machine learning algorithms(of particular interest
to us is ANNs) attempt to address this problem in two steps:
1. Impute7 all missing value(s) in the original dataset D with predicted a value(s)
such that the resulting dataset D
′
contains no missing data. The mathematically
formulation of missing value imputation for a missing value v
′
is defined the process
of replacing the unknown value v
′
with another value vˆ(estimated or completely
random).
2. Train the neural network on a dataset D
′
consisting of no missing values.
6Hence forth also referred to as neural networks, neural nets or ANN
7In statistics, imputation is the process of placing missing value v with some other value such that
the missing value now has a replacement value in its place.
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Note that the two-step process described above introduces to the building of our neural
network model an intermediate learning problem(that of predicting the missing value(s)
performed in step one). However, this intermediate step come at a cost, namely that
there is a chance that the predicted value(s) could be inaccurate and consequently impact
the accuracy of the ANN. Depending on the predictive algorithm used, one such cost
could be the additional computation time introduced in predicting the missing value(s).
The absolute distance between the predicated value and the unobserved one should
probably approach zero as the ”goodness” of the predicted value increases. Formulated
formally:
Definition 1.1. Predictions error - Given a predicted value v and a missing, unobserved
value v
′
, lets define the predictions error to be the absolute distance d between v and v
′
such that d =
∣∣∣v − v′∣∣∣. The smaller the value of d, the more similar to predicted value
v
′
is the missing unobserved value.
Due to the nature of prediction and the prediction error as formulated in definition
Theorem 1.1, predicted missing values are by their very nature never expected to be
better than the missing, unobserved value(s) which they estimate. That is to say, in the
very best case, a predicted value v
′
which estimates a missing value v will be exactly
equal to the unobserved(i.e with a prediction error of zero), missing value v and most
likely it will not be v. Thus, a value estimating an unobserved value v can never estimate
v better than v would estimate itself.
Furthermore, as inferred from the ”no free lunch theorem of machine learning” (Wolpert,
1996)(to be discussed in depth future chapters) every model/algorithm makes its own
assumptions about the underlying structure of a dataset. An extreme example of this
is perhaps that made by linear regression models. Built into a typical linear regression
model is the assumption that the underlying structure of the dataset which the model will
be applied to is linear in nature. As shown by (Wolpert, 1996), this kind of assumption
is not limited to linear regression. In fact it applies to every algorithm/model.
There is a danger of loss of accuracy in the predicted values, irrespective of the predictive
model used to predict this missing values.
As the theorem states: ”there are no free lunches”, predictions comes coupled with a
hidden cost to prediction accuracy, and this cost results from assumptions built into the
predictive technique employed in step one. Hence, regardless of the technique used in
step one, there remains a possibility (no matter how small) that some or all the predicted
values in step one could be incorrect and thus their use in the training of a model (neural
network or otherwise) amounts to training a model with noisy data.
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ANNs are somewhat robust when it comes to learning and predicting from datasets
consisting of limited amounts of noisy8 observation see (An, 1996, Hayakawa et al.,
1995). In fact, it has been shown that the introduction of some noise in a training
dataset has at times a positive impact on the neural network, resulting in decreased
overfitting9 and consequently an increased accuracy on the part of the neural network
(An, 1996, Hayakawa et al., 1995, Hinton et al., 2012b, Srivastava et al., 2014). This
discussion will be returned to when discussing the research question in section 1.5.
1.5 Research Question
As undertaken in section 1.4, we now turn our attention back to discussion of the prob-
lems briefly discussed in that section. It is these problems which will lead us to the
introduction of this dissertation’s research question. To this end, recall that, in sec-
tion 1.4 it was shown that missing values in the datasets to be used for training our
neural networks is a problem worthy of some attention.
Definition 1.2. Datum noise - given a numerical datum d and its predicted value d′
of d, then let’s define ∆ = |d− d′| to be the noise of the datum d. As such, a datum’s
noise is the amount of datum error as defined in Theorem 1.1 made on a prediction d.
In section 1.4 reference was made to some works which showed that the introduction of
”some” noisy data(see for definition Theorem 1.2) can in fact have a positive impact on
the a neural network as expressed by a higher accuracy than if the such noise were not
introduced.
As will be seen, excessive amounts of noise can indeed pollute the entire dataset and
consequently render it useless. Consider an example where an image dataset is being
used to train a neural network to learn to classify between two different classes: cats and
dogs. Now, with this classification problem, assume some degree of noise is introduced
to all the images of this cats vs dogs dataset in a manner that the resulting images10
don’t remotely resemble the particular specie that was in the original image but instead
the resulting images are such that a researcher might as well have never started with a
dog/cat in the original image but instead they are just as good as an image generated
via a random process(see Figure 1.2).
8Noise in this case refer to partially incorrect information in the data.
9At this point, it suffices for the user to think of overfitting as act of cramming answers and thus
appearing to have leaned when in fact that is not the case. A better alternative to such cramming is for
our neural network to learn to generalise. Overfitting and generalisation will be discussed in depth on
future chapters of this dissertation.
10which are to be used to train the network, this will be explained in chapter 4.
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Figure 1.2: An example of an excessive amount of noise added to an image resulting
in total loss of information on the image to be used for training a neural network.
Original image in (a) taken from (Murphy, 2013).
In particular, the introduction of an excessive amount of such noise can be thought of
as training a neural network algorithm11 on what might well be a completely random
dataset, where noise removed all the information that was present in the original image.
Note that noise may originate from different probability distributions and consequently
generate different kinds of symptoms and problems.
Whilst it is obvious that the introduction of an excessive amount of such noise will no
doubt have detrimental effects on the neural network being trained(a point which will
be proved in future chapters), the author would at this point urge the reader to ask if
the robustness of neural networks in dealing with noise (i.e. noisy data) as mentioned
above implies that training an artificial neural network in the presence of any form of
noise will produce good results and if not, what sort of noise produces good results?
That is to say; is all form of noise built the same? And if not then what sort of noise is
regarded as ”good” noise? As the reader will see in future chapters of this dissertation,
these questions are not as simple to answer as they might appear on first inspection.
Furthermore, can ANNs be trained successfully in the presence of a significant amount
of missing values and if so, how? These are the questions this dissertation attempts
to answer. The main contribution of this dissertation is that it proposes the use of
neural network dropout (a popular regularisation technique) for the purposes of handling
missing data in the training of artificial neural networks in the presence of missing data
(see chapter 6).
A technique will be proposed which attempts to address this problem of training a
neural network in the presence of missing data by transferring the responsibility of how
11Hence forth sometimes referred to as the model and the algorithm
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the missing values are handled to the neural network being trained. At this point,
sufficient background has been built for the problem of missing data, thus the focus now
turns to stating the dissertation’s research questions:
1. Can ANNs be successfully trained in the presence of a significant amount of missing
value, that is; a high quality of missing data which cannot be discarded or replaced
with random values and still yield good accuracy (as compared to benchmark
accuracy for the dataset in question) for an ANN?
2. Is it possible to train ANNs in the presence of missing data without risking intro-
ducing noise?
3. Is it possible to put the task of dealing with missing values on the hands of ANNs
and thus eliminate an intermediate step which handles missing data?
4. Does a ANN produces different levels of accuracy depending on the type of missing
value imputation technique used? If so, which imputation method yields better
accuracy?
5. How can ANNs be trained in the presence of missing values in such a way that no
additional noise is introduced in the form of incorrect prediction or estimation of
the missing value(s)?
1.6 Roadmap
The dissertation is divided into five parts; introduction, background research, the model,
results, and conclusions see Figure 1.3. chapter 1 introduces the dissertation, with the
research methodology outlined in (chapter 2). The background research part consist of
the a chapter on the human nervous system(chapter 3), a chapter on artificial neural
networks(chapter 4), and chapter 5 which is discusses missing data.
Part three(see Figure 1.3) of this dissertation deals with ANN-MIND, a model is pro-
posed in this dissertation as a possible solution for handling missing values when training
ANNs. Appendix C titled data preparation also forms part of part three.
Part four(see Figure 1.3) is dedicated to discussing the results found from the apply-
ing ANN-MIND to several datasets and different ANN architectures. The results are
also compared to some of the model/techniques/algorithms currently in use in industry
and within the researching community. Part five consists of chapter 9 which presents
conclusions and final remarks.
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As far as the individual chapters of this dissertations are concerned, the next chap-
ter(chapter 3) gives a brief description of the human nervous system. This discussion is
kept brief whist focusing only on those concepts of the nervous system that have closer
ties to its artificial counter part discussed in chapter 4. This discussion about the human
nervous system builds a foundation for the discussion on its artificial counter part; the
artificial neural network(which plays a central role of this dissertation). chapter 4 fo-
cuses on artificial neural networks. It looks at some different types of neural network(in
particular those implemented as part of testing ANN-MIND) as well as some of the
topics that are central to neural networks(including, the training of a neural network
and how neural networks learn as well as intricacies of the selection of neural network
architectures).
The chapter following the discussion of neural networks focuses on missing data(see
Figure 1.3). It looks at the different types of missing data and the different algorithms
and techniques currently used for dealing with missing data. This discussion on missing
data and the treatment thereof conclude the second part of the dissertation(focusing on
background research) and leads to the third part which focuses on the model.
Part three(called ”the model”) is dedicated to discussing ANN-MIND, a model that
makes use of neural network dropout12 as a technique for training neural networks in
the presence of missing data. Thus, the ”Model” part of the dissertation is dedicated to
discussing the various aspects of ANN-MIND. It also is in this part(part three) of the
dissertations where, a discussion of how the ANN-MIND deals with missing data and a
discussion of the three datasets used in the prototype implementation is given. The end
of the discussion of ANN-MIND and leads to the results part of dissertation.
12As of this writing, neural network dropout is a popular technique used for limiting co-adaption
of individual neurons in a network. This in turn has been found to reduce the likelihood of a ANN
overfitting.
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Figure 1.3: UML 2.0 Activity diagram highlighting inter-chapter dependencies.
The ”results” part of the dissertation, begins by discussing over-fitting, under-fitting,
regularisation, model accuracy and other concepts which will form part of our discussion
on the results observed by the different neural networks trained as part of the ANN-
MIND prototype implementation and testing. chapter 8 discusses the results attained
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by the model on the different datasets(in chapter 7). This chapter compares results
with those found when applying ANN-MIND on different datasets. The last part of the
dissertation is the conclusion and consist of chapter 9. This chapter gives conclusions,
final remarks and future works of the dissertation.
1.7 Conclusion
This chapter began by introducing the problem of missing data as it applies to the
performance of ANNs. This led to a discussion on some of the most common techniques
for addressing missing data in the training of neural networks. It also looked at some
of the draw-backs of these techniques. The chapter also looked at how the prediction
of missing data comes at a cost. The journey of attempting to answer the research
questions now begin. It starts with a discussion of the biological system from which
most of the early works in artificial neural networks drew most of their inspiration.
This work has been published at the IST-Africa 2018 conference, see(Mudau and Coulter,
2018). This paper can be seen in Appendix B.
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Chapter 2
Research methodology
“Greetings, programs!”
- Flynn, TRON
2.1 Introduction
The purpose of this chapter is to discuss the research methodology and research design
followed in this dissertation. In particular, this chapter discusses the following:
• Research problem (section 2.2).
• Data collection (section 2.5).
• Data preparation and pre-processing (section 2.4).
• Analysis (section 2.6).
2.2 Research problem
Missing data is a common problem in real-life datasets (outside of research settings).
Machine learning is gaining ever-increasing popularity industry. Missing data plays a
crucial role when training a model. In fact, it can have negative effects on the predictions
made by machine learning algorithms. Neural networks are amongst the most widely
used machine learning algorithm and they have proven successful in solving machine
learning problems. The research problem for this dissertation is to train neural networks
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in the presence of a significant amount of missing data. However, in doing this, there is
a requirement that in doing this training, the handling of missing data should be done
by the same neural network that is being trained, as opposed to adding an intermediate
step that handles the missing data before it is passed to a neural network for training.
2.3 Data collection
Ideally, the dataset in which the algorithm is to be trained should already consist of
missing values. That is to say, the author would prefer to have found a dataset that
already had a significant amount of missing values. Such a dataset should be of such
a nature that if the missing data is not handled properly, the analyses and predictions
generated from using this dataset would be incorrect. Furthermore, if there were a
dataset already being used for bench-marking algorithms and models that are proposed
for handling missing data, then such a dataset would have been preferred by the author.
However, as of this writing, finding a freely available research dataset that already
consisted of missing values was very difficult. Furthermore, there is no benchmark
dataset for missing data. In the cases where the author was able to find a dataset
that had missing data and had been used for research purposes, it was found that the
algorithms built on such a dataset didnt account for the features which contained missing
values.
The author did find one dataset that already contained a significant amount of missing
data. This is the mushroom edibility classification dataset from the UCI (Lichman,
2013). Other than just containing missing data, this dataset has been used extensively
in research, and numerous research findings on it have been published. This is not
an image classification problem. The author elected to use the MNIST handwriting
recognition dataset (see (LeCun et al., 1998)) as part of the testing of the proposed
algorithms accuracy, and chose to use the mushroom classification dataset.
The MNIST handwriting recognition dataset is a popular dataset commonly used to
benchmark the performance (accuracy) of machine learning algorithms. Thus, the au-
thor elected to benchmark the proposed model against this dataset. The MNIST dataset
doesn’t however contain any missing values. For this reason, the author had to artifi-
cially generate missing values on the original MNIST dataset. This process of generating
and introducing missing values into the MNIST dataset is described in chapter 7.
The third dataset used for testing the algorithm proposed in this dissertation is the
Cifar-10 dataset (Krizhevsky and Hinton, 2009). Similar to the MNIST dataset, this is
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a dataset used for image classification. The Cifar-10 dataset is commonly used for bench-
marking machine learning algorithms. The Cifar-10 dataset contains three channels (red,
green, blue) whilst the MNIST dataset has only one channel in black and white. Like
the MNIST dataset, in its original state this dataset also doesnt contain missing values.
The missing data is generated via the missing data generation mechanisms discussed in
Chapter 7.
2.4 Data preparation and pre-processing
The data pre-processing that was done on the MNIST and Cifar-10 datasets involved
the introduction of missing values into the original dataset. Two techniques were used
for introducing the missing data. These techniques are discussed in chapter 7. They
are the pixels missing completely at random technique (see subsection C.1.1) and the
localised missing pixels (see subsubsection 7.2.1.2).
The reason behind the use of the two techniques mentioned above was to see how the
proposed techniques behaved under the two distinct ways of missingness.
2.5 Data collection
The datasets were not collected by the researcher but came from their respective online
sources where the data was already collected and made ready for training machine
learning algorithms. The MNIST and Cifar-10 dataset was found in the form of images,
whilst the mushroom edibility dataset was in the form of a Comma Separated File
(CSV).
2.6 Analysis
The performance of the model was validated based on the accuracy of the model on a
test set (a subset of the data it was not trained on). The error rate (also known as the
loss) was also used for this same purpose. This was done for different levels and types of
missing values. Learning curves were generated during the training and testing phase,
and were then analysed.
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2.7 Conclusion
This chapter presented the research methodology followed in this dissertation and formed
the last of the introduction to this dissertation. Next, it deals with the background
research. Part II starts with a discussion about the human nervous system. chapter 3
forms the basis for chapter 4, which in turn is the foundation for the proposed technique
presented in chapter 6).
Part II
Background Research
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Chapter 3
The Human Nervous System
“If our brains were simple enough for us to understand them, we’d be so
simple that we couldn’t.”
- Ian Stewart, The Collapse of Chaos: Discovering Simplicity in a Complex World
3.1 Overview
Chapter 1 briefly introduced the problem of missing data and looked at some of the
factors that lead to the presence of missing values in a dataset. It also introduced the
problem of missing data as it relates/applies to the training of artificial neural networks
(chapter 4). This motivated the need for a technique through which neural networks can
be trained successfully in the presence of such missing data, and it was concluded that the
dissertation would attempt to address this problem without necessarily predicting the
missing values. Furthermore, the research question with which this dissertation concerns
itself was discussed and an overview of the structure and outline of this dissertation was
given. Our attention now turns to discussing the biological neural network, which formed
the first part of the background research. This served as preparation for the discussion
on the model proposed later in this dissertation.
This chapter begins with a brief discussion on speciation as a possible motivator for
the evolution of the brain in some species. We then discuss the biological nervous
system, with particular emphasis on the human biological nervous system. It is in this
discussion of the human nervous system that some of the main components of the human
brain, which played an influential role in the development of artificial neural network
algorithms, are highlighted.
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Note that what follows is by no means a complete discussion or exposition of this complex
biological system. Indeed, as of this writing, most of the workings of this system remain
largely unknown. (We urge the reader interested in a detailed discussion on the subject
to consult, among others, the following sources: (Bear et al., 2014, Mai, 2012, Mai et al.,
2015, Masliah, 2017, Strominger et al., 2012, West, 2017).) Only a brief overview of
this system will be given, but some of its fundamental building blocks, entities and
characteristics relevant to the discussion of artificial neural networks (the algorithm
which is at the very centre of this dissertation) will be discussed. In particular, taking
cognisance of the fact that, whilst the biological neural network initially played a big
role in the study of artificial neural networks, the similarities have eroded over time and
as of this writing very little resemblance remains between the two.
(Dejana and Betsholtz, 2016, Haykin et al., 2016) state that the human brain, and con-
sequently the human nervous system, is likely the most complex organ in the known
universe. Furthermore, this network of cells is also the most powerful information pro-
cessing machine known to humanity (Dejana and Betsholtz, 2016). Although most
researchers agree that many of the intricacies and details of the functioning and opera-
tion of the human nervous system remain a mystery, much is already known, and more
is constantly being discovered.
3.2 Evolution
It is commonly believed that all species on planet earth evolved from one common
ancestor(Kull et al., 1998). Further evidence suggests that this so called mother of all
creature lived in the sea. Thus the distant ancestor of humans was one such creature
that inhabited the primordial seas of this planet approximately five hundred billion years
ago. In this time of our history it is believed that life for such creatures must have been
relatively simple and easy as such, this creature must have possessed relatively simple
brains accordingly(Grdenfors, 2006).
As time progressed, some of these creatures evolved and into more complex creates and
so did their brains. However it was only when some of this creatures made the move
from sea creatures to lands inhabiting creature that we start seeing evidence of more
complex brains, most notably the reptilian brain. Many scientist attribute this to the
challenges and difficulties which come with living on land as opposed to living on the sea
and make an argument that living in land is more challenging than living in the sea thus
some this land inhabiting creatures had to evolve into even more complex creatures to
survive in this harsher environment. This reptilian brain remain visible in most modern
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mammals and reptiles and has in several occasions pointed to as evidence supporting
the evolution from a common ancestor theory.
3.2.1 Speciation
The notion that our planet has a limited supply of resources is well known and generally
accepted (see (Craig et al., 1988, Foley, 2010)). In this setting where there is a limited
supply of resources, species and organisms must compete for access to these resources.
In 1872, Darwin proposed that only those species that can obtain resources, utilise
resources, and adapt in this competitive, ever changing environment, would thrive and
reproduce. (Darwin, 1872) went on to say that only the fittest species would survive
and produce offspring.
In creating offspring, a species passes on some its genes1 to following generations (in
particular the genes that made the species particularly suited to their environment).
(Darwin, 1872) refers to this process through which species of organisms arise and de-
velop, as natural selection. Furthermore, according to Darwin, all species evolved from
one common ancestor, and that speciation2 was/is a by-product of evolution, aided by
natural selection. It is generally believed that it was through this process that human
beings developed the nervous system.
3.3 The nervous system
According to (Meltzer and Sanchez, 2014), the Edwin Smith Papyrus is the oldest known
surgical treatise on the human nervous system (Feldman and Goodrich, 1999). A re-
cent study by (Andrushko and Verano, 2008) suggest that humans have been trying
understand the workings of this system from as early as the late Stone Age. However,
despite these many studies, much of this system remains a mystery to man (Zeki and
Nash, 1999). It is no wonder that the nervous system is often referred to as the most
complex system in the known universe (Koch and Laurent, 1999). The following quote
by (Kramer and Medawar, 1994) points to the non-trivial difficulty involved in under-
standing the workings of the nervous system. In alluding to the complexity of the human
nervous system, (Kramer and Medawar, 1994) state: ”If the human brain were simple
enough for us to understand, we would be too simple to understand it”.
1A unit of heredity that is transferred from parent to offspring and is held to determine some char-
acteristics of the offspring.
2The creation of a new species as a result of evolution. This variation in the population is a result of
random mutations that occur in the genomes of every organism and are passed on to the offspring
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Figure 3.1 below shows the human nervous system. and its two divisions: the Central
nervous system(subsection 3.3.1) and the Peripheral nervous system (subsection 3.3.2).
Figure 3.1: A diagrammatic representation of the human nervous system. The dia-
gram also shows the two divisions of the human nervous system: the Peripheral Nervous
System(see subsection 3.3.2) and the Central Nervous System(see subsection 3.3.1). Im-
age taken from (OpenStax, 2016).
3.3.1 The Central Nervous System
The central nervous system (CNS) is made up of the spinal cord and the brain (Woolsey
et al., 2017) (see Figure 3.1) and is composed of two types of nerve cells: the glia
(section 3.5) and the neurons (section 3.4). The CNS is responsible for processing and
interpreting sensory information and initiating necessary responses (Netter, 2017). It
receives this information via receptors, which are specialised cells located in the sense
organs (such as ears, nose, skin, tongue and eyes). Their primary function is that of
detecting changes in the environment and encoding these changes into electrical impulses
(Woolsey et al., 2017).. According to (LeDoux, 2003), upon being stimulated, a receptor
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fires a signal along the bodys nerve cells to the CNS, where it is interpreted and a
corresponding response is then issued.
3.3.1.1 The brain
The human brain is located in the skull (see Figure 3.1). (Woolsey et al., 2017) divide
the human brain into the brain stem, the cerebellum, and the cerebrum (see Figure
3.2). The brain stem connects the brain with the rest of the body via the spinal cord. It
regulates digestion, respiration (including the heart rate and blood pressure), swallowing,
and consciousness, and maintains the sleeping and awake states (Duvernoy, 2012).
Figure 3.2: A diagram showing the human brain. Image from (Gray and Goss, 1966).
In humans, the cerebrum(see Figure 3.2) forms the largest part of the brain, constituting
up to 85% of its weight (Champlin, 2005). The primary function of the cerebrum is that
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of controlling senses, thoughts, and movements (Woolsey et al., 2017). The cerebrum3
is divided into regions(this regions are called lobes. These are the temporal, occipital,
frontal, and parietal lobe.
3.3.1.2 The spinal cord
The spinal cord (see Figure 3.1) is located in the vertebral cavity of the vertebral column4
(see Figure 3.3). The function of the spinal cord is that of transmitting messages between
the brain and the rest of the body. Messages carried by the spinal cord exit the cord via
openings in the vertebrae.
Figure 3.3: The vertebral column. The vertebral column acts as a shell which protects
the spinal cord; its vertebrae are held together by ligaments. Image from (Gray and
Goss, 1966)).
3.3.2 The Peripheral Nervous System
The Peripheral Nervous System (PNS) 5(see Figure 3.1) links the limbs and organs of
the body to the central nervous system (subsection 3.3.1) (Mai et al., 2015). Loosely
phrased, whilst the CNS is made up of the brain and the spinal cord, the PNS is made
3From Latin cerebrum, meaning ’brain’
4Made up of stacked bones known as vertebrae.
5Peripheral in this case points to the fact that it is on the periphery, that is to say, beyond the
CNS(the brain and the spinal cord)
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up everything else (see Figure 3.1). The PNS is divided into the automatic as well as
the somatic nervous system (Koch and Laurent, 1999). (Koch and Laurent, 1999) state
that, the automatic nervous system controls non-voluntary actions such as digestion,
whilst the somatic nervous system transmits voluntary signals such as the movement of
muscles/limbs.
3.4 The Neuron
(Zador, 2000) claims that the neuron is the central nervous systems basic unit of com-
putation. These specialised cells communicate with one another via synapses (subsec-
tion 3.4.3). The total estimated number of neurons making up the human nervous
system is approximately ninety billion(Azevedo et al., 2009).
Figure 3.4: A diagrammatic representation of a biological neuron. Adapted repre-
sentation from (Hayes, 2017).
According to (Mai et al., 2015), neurons perform different functions depending on their
location in the nervous system. A neuron located in a sensory organ (referred to as a
sensory neuron) carries information from the organ to the CNS for processing. Similarly,
motor neurons which are located in the spinal cord, are responsible for coordinating
movement (Sadaf et al., 2015).
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3.4.1 Axon
An axon 6 (see Figure 3.4) is responsible for transmitting impulses away from the neu-
ron’s body to other neurons or glands connected to the current neuron (Woolsey et al.,
2017).
3.4.2 Dendrites
Dendrites 7 (see Figure 3.4) are responsible for receiving electrical action-potential mes-
sages from axons (subsection 3.4.1). These action-potential messages are either in-
hibitory or excitatory (Woolsey et al., 2017).
Inhibitory signals cause a neuron to decrease its overall activity whilst excitatory sig-
nalling causes the neuron to increase its overall activity and discharge excitatory neuro-
transmitters (Woolsey et al., 2017).
3.4.3 Synapses
Synapses (Eccles, 2013) 8 (see Figure 3.4) act as a medium through which neurons
perform inter-neuron transmission of electrical or chemical signals. Other than occurring
between neurons, synapses also occur between neurons and effectors (Eccles, 2013).
(Drachman, 2005) estimates that the total number of synapses in an typical adult’s
brain ranges between 1014 and 5× 1014.
3.5 Glia cells
Before (Allen and Barres, 2009), it was generally believed that glia cells (also known as
neuroglia or glial cells) 9 acted as glue that kept the neural system intact. However, since
2009, subsequent studies have shown that glia cells perform more than just a gluing role.
They perform a virtual role in both the development of human intelligence and human
communication (see (Allen and Barres, 2009, Fields and Stevens-Graham, 2002)). Glia
cells also protect neurons. Glia cells supply both oxygen and nutrients to neurons whilst
also protecting neurons from pathogens. Figure 3.5 shows an example of glia cells.
6from Greek α˜εων, ”axis”)
7from Greek δε˙νδρoν dendron, ”tree”
8from Greek synapsis συνα˙ψις), meaning conjunction.
9Greek γλι´α, ”glue”.
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Figure 3.5: Glia cells. (Hayes, 2017).
According to (De Pitta` et al., 2009), the overall functionality of the synapse is also
controlled by glia cells. They further state that glia cells regulate how neurons learn
and process information. Glia cells are also responsible for removing dead neurons.
3.6 Chaos and Complex Systems
We saw that the human nervous system is a highly intertwined network of ”relatively
simple” cells, namely neurons and glial cells, and that it is from the seemingly simple
interaction between these cells that the complex nature of the human nervous system
arises. This group of systems where simple rules in nonlinear dynamic deterministic
equations lead to outcomes, in part through feedback that cannot be determined in the
long run, are collectively referred to as complex systems.
(Abraham et al., 2013) define these systems as networks of independent units which
have the tendency to produce higher levels of organisation owing to their non-linear
open reactive (which tend to be far from equilibrium) interactions between their units.
(Williams, 1997) characterises these systems by their inability to reach equilibrium.
Hierarchical complex systems adapt to become more complex over time, eventually ex-
hibiting emergence10. Examples of such systems include the weather system, the global
economy, and fractals.
10the state in which the parts can not explain the behaviour or characteristics of the whole
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Note that chaotic11 systems need not be complex, and that chaos doesnt necessarily give
birth to complexity. A system might be utterly without order or arrangement but at
the same time it may not be as complex as defined above.
Complex systems are extremely sensitive to initial conditions, which result in the long-
term unpredictability of such systems. This extreme sensitivity is exemplified by the
so-called Butterfly effect, which, as explained by (Lorenz, 2000), notes that ”the small
change in turbulence caused by a butterfly flipping its wings in some remote area of
the Earth might cause drastic changes in the air pressure elsewhere, resulting is say a
thunderstorm in the Amazon”(Lorenz, 2000).
In mathematics, the butterfly effect (Lorenz, 2000) is also seen in Initial Value Problems
(IVP) (see (Lambert, 1991)). The equations of these problems are such that small
changes in the parameters of the equations can lead to completely different results
(Seikkala, 1987).
3.7 Conclusion
This chapter looked at some of the building blocks of the human nervous system. It
was shown that the human nervous system is a network of simple cells, and that it is
through simple interaction between these cells that the complexity and sophistication of
the brain emerges. This realisation led to a discussion on complexity and the theory of
emergence which in turn aids the discussions in the following chapter, where simple units
(neurons) will be combined in a network structure to produce a computer algorithm that
has the ability to learn.
11adj: utterly without order or arrangement.
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Chapter 4
Artificial neural networks
“It is the ability to make predictions about the future that is the crux of
intelligence.
- Jeff Hawkins, On Intelligence,
The previous chapter discussed the human nervous system by looking at some of the com-
ponents and characteristics that inspired the development of connectionism (a branch
of artificial intelligence that attempts to create artificial brains in computers and/or the
intelligence that arises therefrom. This chapter discusses connectionism, also known as
neural networks. It also briefly discuss deep learning.
The chapter covers the following aspects with regard to artificial neural networks:
• Learning (section 4.1).
• A brief history of the development of deep learning (section 4.4).
• The artificial neuron( section 4.5).
• Activation functions (subsubsection 4.5.3.1).
• Convolutional neural networks (section 4.11).
4.1 Machine Learning and Learning
(Mitchell et al., 1997) defined learning as it applies to computer programs as follows:
given a task T and a performance measure P , a computer program C is said to have
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learned from an experience E if its performance on the task T as measured by P ,
improves after undergoing the experience E. Machine learning, was first defined by
(Samuel, 1959) as sub-field of computer science concerned with giving computers the
ability to learn without being explicitly programmed to do so.
The goal of a learning algorithm is to map the inputs to the desired response variables.
According to (Haykin, 1999), the type of learning is determined by the way in which
the algorithms parameters are updated. As far as machine learning is concerned, there
are different types of learning. These different forms of learning are supervised learning
(section 4.2), unsupervised learning (section 4.3), reinforcement learning (see (Kober
et al., 2013, Lison, 2015), and semi-supervised learning (see (Amini and Usunier, 2015,
Blum, 2016, Hady and Schwenker, 2013)).
Learning becomes very useful when we want a machine to perform a function or a
procedure which cannot be easily programmed through typical conventional means, but
a large amount of examples/data must be collected for this task. An example of such a
function is recognising objects contained in images.
4.2 Supervised learning
In supervised learning, an algorithm learns from example data and their correspond-
ing target responses1. Thus in a supervised learning setting, both set of features
X0, X1, X2, X3, ..., Xn−1, Xn for each object as well as outcome variable Y are observed.
When target responses are continuous, the problem is said to be a regression problem
whist when they are discrete, the problem is said to be a classification problem. See
(Lison, 2015) for a detailed discussion on supervised learning.
4.2.1 Support vector machine
Support Vector Machines (SVMs) were first proposed by (Hearst et al., 1998). SVMs are
used both for classification and regression. The name was coined because SVMs work
by attractively identifying data points that lie nearest to the decision boundary (i.e. the
points that best divide the datasets into two parts in the case of linear classifiers). Is
this the correct word in this context? basic SVM works quite well for linearly separable
patterns in that it attempts to locate optimal hyper-planes (Hearst et al., 1998). Fig-
ure 4.1 shows the two data points that make the support vectors for the dataset shown
1Also called the label, the outcome measurement (Y ), the explained variable, the regress and output
experimental variable, the dependent variable (DV ), and the response criterion variable, unobserved.
All these terms will be used interchangeably throughout this dissertation.
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as well as the corresponding support vector machine (i.e. the line that best separates the
two classes). Support vector machines work by iteratively minimising the margin, which
is the distance between the support vectors until such time that the best hyper-plane is
located.
Figure 4.1: A diagram showing a vertical plane that split the data into two distinct
classes and the corresponding support vectors.
4.3 Unsupervised learning
As of this writing, data labelling is a manual and labour-intensive process. Thus, in most
cases, it is easier to acquire a large amount of unlabelled data as opposed to labelled
data. Contrary to the supervised learning setting described above, in the unsupervised
learning setting, the dataset presented to the algorithm only consist on inputs and has
no corresponding labels. Only the features X0, X1, X2, X3, ..., Xn−1, Xn are presented to
the algorithm and that Y isn’t presented to the algorithm. Thus, unsupervised learning
is often used for the purposes of drawing inferences from datasets consisting of only
input data and no matching labels. One common implementation of this approach is
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in the form of clustering2 and cluster analysis (see (Guha and Mishra, 2016)). As of
this writing, training unsupervised learning algorithms are more difficult than train-
ing supervised learning algorithms. Therefore, being able to collect a labelled dataset
and combine it with a surplus of unlabelled data is desirable. Semi-supervised learn-
ing algorithms attempt to do precisely this. Semi-supervised learning makes used of a
combination of both labelled (used in supervised learning) and unlabelled data(used in
unsupervised learning). For a detailed discussion on semi-supervised learning, see (Hady
and Schwenker, 2013).
Clustering algorithmA cluster is a subset of a dataset that is deemed to be similar. work
by grouping similar data points together whist at the same time separating dissimilar
data points. Thus, a good clustering algorithm uncovers inter-cluster dissimilarities
whist at the same time uncovering the similarity between data points which falls under
the same cluster. This is done through the use of distance measures(see Equation 4.1,
Equation 4.2, Equation 4.3, Equation 4.4, Equation 4.5 and Equation 4.6) for some
of the most commonly used distance measures used for clustering algorithms. A good
clustering algorithm needs to be interpretable and scalable. The algorithm must be
able to handle high dimensional data and deal with both outliers and noisy data points.
Clustering algorithms are frequently used to uncover previously undetected relationships
contained amongst data points in a given dataset; for example, discovering a previously
unknown customer segmentation.
Distance measures used by clustering algorithms play a critical role in the resulting
cluster and the computational time it takes the algorithm to run/execute. The choice of
distance measure used is also dependent on the dataset on which the clustering algorithm
is to be applied. For example, correlation-based distance such as Equation 4.3 are often
used in gene expression data analysis.
The Euclidean distance between two vectors X and Y is calculated as:
dEuc(X,Y ) =
√√√√ n∑
i=1
(xi − yi)2 (4.1)
Where X = (x1, x2, ..., xn) ∈ R and Y = (y1, y2, ..., yn) ∈ R are vectors of length n.
Similarly, the Manhattan distance between two vectors, x and Y = (y1, y2, ..., yn) ∈ R is
calculated as:
dManh(X,Y ) =
n∑
i=1
|xi − yi| (4.2)
Where X = (x1, x2, ..., xn) ∈ R and Y = (y1, y2, ..., yn) ∈ R are vectors of length n.
2Grouping a dataset into several partitions via some measure of similarity such that similar items are
closer together whist dissimilar items are far apart
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The Minkowski distance between two vectors X and Y is calculated as:
dMink(x, y) =
(
n∑
i=1
(|xi − yi|)q
) 1
q
(4.3)
Where X = (x1, x2, ..., xn) ∈ R and Y = (y1, y2, ..., yn) ∈ R are vectors of length n.
Equation 4.4 defines the Pearson correlation-based distance between two vectors X and
Y
deis(X,Y ) = 1−
∑n
i=1 (xi − x¯) (yi − y¯)√∑n
i=1 (xi − x¯)2
∑n
i=1 (yi − y¯)2
(4.4)
Where X = (x1, x2, ..., xn) ∈ R and Y = (y1, y2, ..., yn) ∈ R are vectors of length n.
A commonly used special case of the Pearson correlation-based distance(see Equa-
tion 4.4) where x¯ and y¯ are both zero is the Eisen cosine correlation distance first
proposed by (Eisen et al., 1998).
dcorr(X,Y ) = 1− |
∑n
i=1 xiyi|√∑n
i=1 x
2
i
∑n
i=1 y
2
i
(4.5)
Where X = (x1, x2, ..., xn) ∈ R and Y = (y1, y2, ..., yn) ∈ R are vectors of length n.
Spearman correlation distance between two vectors is defined as:
dspe(X,Y ) = 1−
∑n
i=1 (xi
′ − x¯′) (yi′ − y¯′)√∑n
i=1 (xi
′ − x¯′)2∑ni=1 (yi′ − y¯′)2 (4.6)
Where X = (x1, x2, ..., xn) ∈ R and Y = (y1, y2, ..., yn) ∈ R are vectors of length n.
Clustering algorithms falls into two general categories; hierarchical clustering(see (Cohen-
Addad et al., 2018, Kobren et al., 2017, Reynolds et al., 2006)) and partitive cluster-
ing((Roiger, 2017)). Hierarchical clustering algorithms seek to separate data into clusters
which have a predetermined ordering from top to bottom. According to (Murtagh and
Contreras, 2017, Rokach and Maimon, 2005), hierarchical clustering algorithms falls
into two groups; agglomerative and divisive. Agglomerative clustering algorithm builds
clusters from the bottom up starting off with every observation forming a cluster unto
itself. Clusters are build through an iterative process of traversing up the hierarchy.
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algorithm 1 shows the agglomerative clustering algorithm.
Algorithm 1: Agglomerative clustering algorithm.
Input : A vector X = x1, x2, ..., xn containing observations,
A distance function dist(c1, c2).
1 z0 = X
2 for i = 1 to n do
3 ci = xi
4 zi = σ(xi)
5 end
6 C = c1, c2, ..., cn
7 l = n + 1
8 while C.size 1 do
9 ci, cjinC
10 (cmin1, cmin2) = minimumdist(ci, cj)
11 end
12
4.4 A Brief History Of Deep Learning
This chapter begins with a brief history of the development of the field of deep learning.
(Turing, 1950) outlined the criteria for assessing if a machine is intelligent which became
known as the Turing test. In 1943, (McCulloch and Pitts, 1943) proposed a model
explaining how biological neurons worked, in the same dissertation, (McCulloch and
Pitts, 1943) also modelled a simple neural network using electrical circuits. In 1949,
(Hebb, 1949) proposed that neural pathways are strengthened via repeated use of the
same neural pathway. (Hebb, 1949) argued that when two neurons fire at the same
time, their pathway is reinforced. 1959 saw the development of the first computer based
neural networks, these were called the ADAptive LINear Elements(ADALINE) and the
Multiple ADAptive LINear Elements(MADALINE)(Widrow et al., 1960).
Despite this and similar successes that followed soon after (Widrow et al., 1960), Von
Neumann architecture continued to grow in popularity. In (Minsky and Papert, 1969),
the author showed that the perceptron (a neural network that was in used at this time)
was incapable of learning every complex functions as was previously thought. This
combined with the public fears of the so-called ”super human” abilities of neural networks
resulted in lack of funding and reduced focus from researchers.
In 1972, (Anderson, 1972, Kohonen, 1972) independently developed the first unsuper-
vised neural network. The year 1986 saw the revival of neural network, thanks in part
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to (Rumelhart et al., 1988) who showed that multi-layered perceptrons could be suc-
cessfully trained via the use of backpropagation(see section 4.14), a parameter updating
algorithm. 1989, (Cybenko, 1989) brought to light what became known as the univer-
sal approximation theorem which stated that the multi-layered perceptron proposed by
(Rumelhart et al., 1988) has the ability to learn any function. The successful use of
backpropagation by (Rumelhart et al., 1988) led to some early successes in neural net-
works, notably in training convoluational neural networks (Lawrence et al., 1997, LeCun
et al., 1989, Lee et al., 1990, Network, 1989).
The year 2006 saw the re-branding of connectionism(the study of artificial neural net-
works) to deep learning in (Hinton et al., 2006) when the author stated that the biological
brain worked as a boltzman machine(Smolensky, 1986)(see section 4.12) and introduced
unsupervised pre-training and deep belief networks(Hinton et al., 2006). In 2012, (Hin-
ton et al., 2012a) and (Krizhevsky et al., 2012) successfully used a neural network to
outperform the best models on speech recognition benchmark dataset and image classifi-
cation (on the dataset (Deng et al., 2009a)) respectively leading to the current insurgence
in deep learning research.
The revival of neural networks is largely a result of:
• The availability of large, quality dataset such as those of (Deng et al., 2009a, Lin
et al., 2014, Lowe et al., 2015, Plummer et al., 2015).
• Increased computing power, particularly as a result of the use of Graphical Pro-
cessing Units (GPU) computing as opposed to the traditional Central Processing
Unit (CPU) computing as shown by (Chellapilla et al., 2006, Oh and Jung, 2004,
Raina et al., 2009). Indeed, it has been reported (Nvidia, 2017) that the same deep
learning model running on a CPU can be orders of magnitudes faster on the GPU.
It is suggested that the reader consults (Schmidhuber, 2015) for more details in
this regards.
• The proliferation of open-source deep learning libraries (for example (Abadi et al.,
2016, Chen et al., 2015, Chetlur et al., 2014, Jia et al., 2014, Team et al., 2016)).
• The discovery and use of backpropagation-friendly activation functions such as the
ReLu(see subsubsection 4.5.3.1) first proposed by (Nair and Hinton, 2010) leading
to the reduced likelihood for then neural network to suffer from the vanishing
gradient problem (see subsection 4.5.4) first proposed by (Hochreiter, 1998).
• Improvement made on the original stochastic gradient descent algorithm(see (Bot-
tou, 1991)) of better optimisers such as by (Kingma and Ba, 2014, Sutskever et al.,
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2013, Tieleman and Hinton, 2012) have led to improved accuracy of the loss func-
tion.
• Better neural network architectures(He et al., 2016, Srivastava et al., 2015, Szegedy
et al., 2015).
• The discovery of regularisers suitable for training large deeper networks without
increased risk of overfitting(Ioffe and Szegedy, 2015, Srivastava et al., 2014). For
the purpose of this discussion, regularisation is the machine via which algorithms
are penalised for complexity(complex model are characterised by high levels of
overfitting). Regularisation is discussed in section 6.5.
.
4.5 The Artificial Neuron
The study of artificial neural networks (ANN) was initially inspired by the human ner-
vous system, in particular the brain (McCulloch and Pitts, 1943). Although many of the
similarities have since eroded over the years, a brief discussion of the similarity between
the two fields3 is given, as this explains how the field of ANN has evolved. The core
principle behind ANNs is that functions performed by the human nervous system can
be approximated with a computing system made up of interconnected simple units.
4.5.1 Biological Inspirations
Like the biological neural network, artificial neurons are the basic unit of computation
for the artificial neural network. An artificial neuron, first described by (Harmon, 1959)
is made up of the weights (subsection 4.5.3), activation functions (subsubsection 4.5.3.1),
and an optional bias. Figure 4.2 shows a side-by-side view of an artificial neuron and a
biological neuron.
3the field of ANN and its biological counter-part
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Figure 4.2: (a) A biological neuron. (b) An artificial neuron. Adapted from (Negishi,
1998).
4.5.2 Graphs And Graph Theory
Graph theory was first invented by Leonhard Euler (Biggs et al., 1976), when he solved
the Seven Bridges of the so-called Knigsberg problem (for a historical perspective on
this problem, see (Gribkovskaia et al., 2007)). (Weisstein, 1999) differentiates between
two kinds of mathematical graphs; a function graph (e.g. a histogram, a scatter plot)
and network nodes and vertices (such as those studied in discrete mathematics4). This
section deals only with the latter, and refers to it simply as a graph. Figure 4.3 depicts
two examples of these distinct kinds of graphs.
4a branch of mathematics concerned with studying ”discrete” features as opposed to continues fea-
tures
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Figure 4.3: Left: A function graph.- Right: A set of nodes and edges making up a
network called a graph.This is a weighted directed graph with 6 nodes and 10 edges.
In graph theory, a graphs G is a set that consists of a non-empty set G = (V,E)G =
(V,E)) of vertices V and edges E. In Figure 4.3, vertices are denoted as points whilst
edges are denoted as lines joining these points.
Directed graphs(Deo, 2016) have all their edge directed from one node to another. In
these graphs, traversal from one node to another is possible provided it is in the depicted
direction(directions are usually depicted by arrows). In contrast, an undirected graph
is one in which all its edges are bi-directional. Direction of traversal isn’t important in
this graphs. Depending on the problem at hand, edges can also be assigned weights,
and are called weighted graphs.
Graphs are widely used in computer science data structures. Graphs, alongside matrices
(see section A.4), and vectors (see section A.3), are commonly used to represent artificial
neural networks. A list of computer science and engineering applications of graphs can
be found in (Deo, 2016, Tarjan, 1983).
4.5.3 Components Of The Artificial Neuronal Network
Neural networks differ according to the architecture5(see (Dayhoff, 1990, Demuth et al.,
2014), the learning process for updating the weights of the interconnections(section 4.14,
section 4.13 and the activation function that converts a neuron’s weighted input to its
output activation(Niknafs, 2013).
Formally, an ANN is a function F (x) defined as a composition of several other functions(g1(x), g2(x), ..., gn(x)
which can further be defined as a composition of other functions. More specifically, in
5The interconnection pattern between the different layers of neurons
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the case of ANN, this composite function F is defined as F (x) = σ (
∑
iwigi(x)) where
σ is the activation function. Figure 4.4 shows a neural network consisting of four layers.
Figure 4.4: A four-layer deep fully connected neural network with two hidden layers.
The weights connecting the corresponding neurons(shown here as circles) are depicted
as lines drawn between the neurons.
4.5.3.1 Activation Functions
chapter 3 discussed how biological neurons fire. In particular, it was discussed that
research indicates that a neuron fires when the positive charge created during action
potential reaches +40mv. To achieve a similar property in artificial neural networks,
activation functions are used. Activation functions (see Figure 4.5) are used to compute
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the weighted sum of its inputs and sum to this, a bias. It (the activation function) then
uses these results to decide whether a given neuron should fire.
Figure 4.5: Some of the commonly used activation functions and their corresponding
graphs.
Every artificial neuron has activation functions (Duch and Jankowski, 2000) which are
responsible of determining how a neurons activation is updated. A typical activation
function applies a weighted sum by multiplying all the neurons incoming weights (sub-
section 4.5.3) with the neurons activation, add to this a bias unit b (see Equation 4.7)
if one is present, and pass this as an input to an activation function (see Equation 4.7).
ajl = σ
(∑
k
wljka
l−1
k + b
l
j
)
(4.7)
Where l is the lth layer, alj is the activation of the j
th neuron in the lth layer, k is the
number of neurons in the (l−1)th layer whilst wljk is the weight connecting the lth layer’s
neuron at the jth row and kth column. blj is the bias of associated to the jth row in the
lth layer.
Associated with each unit is a transfer function which determines how that units value (or
activation) is updated. Typically, the transfer function multiplies each weight projecting
to the unit by the activations of the (input) units from which the weights project. The
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sum of the weight inputs is added to a baseline or bias value to calculate the net input
to the unit. A very simple activation function is then applied to the net input.
When all weights have been received by a neuron (Figure 4.2), the neuron then computes
a weighted sum of all its inputs using Equation 5.1. This sum is passed through a
transfer/activation function which determine what the neurons output should be. The
result of the activation function is passed on to all neurons connected to the current
neuron (Lamm and Unger, 2011).
Owing to its simplicity in computing the derivatives as well as its smoothing nature,
the sigmoid function (defined as σ = 1/(1 + e−x))) and the hyperbolic tangent function
(defined as σ = tanh(x)) were historically seen as the ”go to” choice when it came to
choosing an activation function. (Simard et al., 1998) proposed the use of the tanh(x) as
its less computationally heavy approximation. However, both these two functions have
since fallen out of favour and are now replaced by the Rectified Linear Unit (LeCun
et al., 2015, Xu et al., 2015). (Hahnloser et al., 2000) were the first to propose the use
of the Rectified Linear Unit (ReLU)(see Equation 4.8 and Figure 4.5) as an activation
function, citing the biological motivations and low computational cost as some of its
main advantages (Hahnloser et al., 2003).
σ = max(0, x) (4.8)
Yet another advantage to the use of the ReLU is that shown by (Glorot et al., 2011),
who indicated that the ReLU is less prone to the vanishing gradient problem (see sub-
section 4.5.4) than the two activation functions mentioned above. The ReLU has yet
another advantage which has to do with the fact that it is more scale invariant than the
hyperbolic tan and the sigmoid function, owing to its lack of an upper limit. (Dugas
et al., 2001) proposed a smooth variant of the ReLU defined as σ = ln(1+ex). However,
even the use of the ReLU comes with its own set of problems, the most common being
the dying ReLU problem (Chen et al., 2017) where the gradients in backpropagation
become too large (see section 4.14).
4.5.4 The Vanishing Gradient Problem
When deep neural networks are trained using backpropagation, weights of a neural
network are updated (in the backpropagation step) in proportion to the partial derivative
of the error function with respect to their weights(γ). As a result, neurons on the
upper layers (i.e. as you get nearer to the input layer) tend to get a smaller γ and
consequently smaller changes in the weights. According to (Glorot et al., 2011), the
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underlying characteristic that causes the ReLU to overfit less when compared with other
activation functions is that it is saturated in only one direction (see Figure 4.5).
4.6 Loss/Error functions
Central to training a neural network whilst using backpropagation (section 4.14), is
the loss calculation. Loss functions measure the degree of inconsistency between the
expected value (ŷ) and the value (y) predicted by the algorithm. All loss functions are
non-negative and the smaller the value they produce, the more accurate the prediction
produced by the algorithm.
In this dissertation, the terms cost function, loss function, or error function are used
interchangeably.
4.6.1 Mean Squared Error
The mean squared error (MSE) measures the squared average of the errors committed
by the learning algorithm. The mean squared error and the corresponding gradient
calculated with respect to the networks output for an input r is calculated as:
C(W,B, Sr, Er) =
1
2
∑
j
(aLj − Erj )2 (4.9)
∇aC = (aL − Er) (4.10)
where l is the lth layer, alj is the activation of the j
th neuron in the lth layer, k is the
number of neurons in the (l−1)th layer whilst wljk is the weight connecting the lth layer’s
neuron at the jth row and kth column. blj is the bias of associated to the jth row in the
lth layer.
Given y and ŷ as the expected value and the predicted value respectively, the MSE is
calculated as shown in Equation 4.11.
E =
1
n
n∑
i=1
(
yi − ŷ(i)
)2
(4.11)
MSE can be heavily influenced by outliers, consequently producing inaccurate estimates
(Bermejo and Cabestany, 2001).
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4.6.2 Cross entropy Error
The cross entropy loss function(see Equation 4.12) is usually the error/loss function used
in binary classification problems.
E = − 1
n
n∑
i=1
[
y(i)log(ŷ(i)) + (1− y(i))log(1− ŷ(i))
]
(4.12)
where y and ŷ are the expected value and the predicted value respectively.
Experiments conducted in (Golik et al., 2013) found that when training neural networks
on random initialised weights, cross-entropy error finds better local optima than MSE.
4.7 Mean Absolute Percentage Error
A variation of Mean Absolute Error is the Mean Absolute Percentage Error (MAPE),
see Equation 4.13.
E =
1
n
n∑
i=1
∣∣∣y(i) − ŷi∣∣∣ (4.13)
where y and ŷ are the expected value and the predicted value respectively.
4.8 Negative Logarithmic Likelihood
A loss function commonly used when training neural network classifiers is the Negative
Logarithmic Likelihood. The Negative Logarithmic Likelihood is defined as shown in
Equation 4.14.
E = − 1
n
n∑
i=1
log
(
ŷ(i)
)
(4.14)
where ŷ is the predicted value.
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4.9 Hinge/max-margin objective function
The Hinge loss function is used for training classifiers. This loss function is defined in
Equation 4.15.
E =
1
n
n∑
i=1
max(0,m− y(i) · ŷ(i)) (4.15)
where m is the margin, y and ŷ are the expected value and the predicted value respec-
tively.
4.10 Multi-layer Perceptron
In all neural network architecture, the network is created by grouping neurons to form
a layer. These layers are in turn combined to form a network (see Figure 4.6). Equa-
tion 4.16 illustrates the flow of information from one layer to another in a neural network.
X0 →W0 → X1 → · · · → XL−1 →WL−1 → XL →WL → z (4.16)
The most trivial of all ANNs is the multi-layer perceptron (MLP), also known as the
feedforward neural network (FNN) (Rumelhart, 1986). (Rumelhart, 1986). The MLP
is made up of neurons each of which produces an output using vk =
∑m
j=1wkjxj + bk.
Thus the Perceptron is a linear classifier6. MLPs are finite directed acyclic graphs7 as
shown in Figure 4.6.
6makes classifications via a linear predictor function.
7A graph consisting of no graph cycles(Deo, 2017).
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Figure 4.6: Multi-layer perceptron.
A multi-layer perceptron made up of a total of l layers is parameterised with biases
b1, b2, ...., bn and weight matrices W1,W2, ..., bn. The concatenation of the weight matri-
ces over all the layers of the network and their corresponding biases forms the parameter
vector θ which is the function computed by the multi-layer perceptron. Given an input
X, the MLP computes its output as follows:
Algorithm 2: The Multi-layer perceptron algorithm for computing an output zl corre-
sponding to a given input vector X.
Input : the network’s input vector.
Output: the network’s prediction.
1 z0 = X
2 for i = 0 to l + 1 do
3 xi = Wi−1 + bi
4 zi = σ(xi)
5 end
6 return zl
In the algorithm shows above, θ represents any non-linear activation function. MLPs are
trained by minimising the training error of the networks predictions with respect to the
parameters (see above) using a gradient method, such as Stochastic Gradient Descent
(SGD) or momentum.
Artificial Neural Networks 49
4.11 Convolutional Neural Networks Overview
First introduced by LeCun et al. (1995) for the purposes of classifying images, convo-
lutional neural networks (ConvNets or CNNs) have since been adapted to solve other
problems in remote sensing (see (Bhandare et al., 2016)). CNNs with multi-layer percep-
trons are by far the most popular of all convolutional neural networks. ConvNets have
recently gained popularity and widespread usage, owing to their good performance in
face information extraction (Lawrence et al., 1997, Parkhi et al., 2015, Yi et al., 2014),
objects recognition (Krizhevsky et al., 2012, Maturana and Scherer, 2015), image re-
trieval (Reed et al., 2014), and other computer vision problems (Karpathy et al., 2014,
LeCun et al., 1995, Simonyan and Zisserman, 2014). CNNs makes use of kernels (also
called filters) to perform feature extraction on a dataset. Kernels are usually represented
as matrices, (see Figure 4.7). These filters are slid through the entire image to produce
a new image, (LeCun et al., 1995). To apply the convolution operation, a filter is slid
across the image whilst multiplying the values in the filters with the original pixel values
of the image in an element-wise multiplication operation. Figure 4.7 below shows an
example of a filter applied to an image and the corresponding images produced after the
application of the respective filter.
Figure 4.7: An example of the images produced after applying the respective filters
shown underneath images (b) and (c) on the original image at far left. Original image
(A) adapted from (Novotn, 2016)
(Hubel and Wiesel, 1968) showed that the visual cortex of cats is made up of a complex
arrangement of neurons which are sensitive to only a small sub-region of the visual field
(also called the receptive field). These sub-regions of the different neurons partially
overlap to cover the entire visual field (Hubel and Wiesel, 1968). Thus, these neurons
act as local filters over the input space. According to (Hubel and Wiesel, 1968), this
localised filtering property found in these neurons is particularly well-suited for image
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problems. Furthermore, two essential cell types, namely complex and simple cells, are
known to exist in the visual cortex. Simple cells are known to be highly stimulated by
particular edge-like examples inside their open field, whilst complex cells have bigger
responsive fields and are found to be locally invariant to the correct position of the
example (Hubel and Wiesel, 1968). Figure 4.8 below shows a simple flow diagram of a
CNN.
Figure 4.8: A CNN’s flow diagram.
(Fukushima, 1980) computed models based on the local connectivity of the neurons
described above and found that when neurons with the same parameters are applied to
patches of the previous layer at different locations, a form of translational invariance is
achieved. In recent years, neural network dropout and activation functions are commonly
included in CNN implementations. This has been found to decrease the likelihood
of over-fitting and increase the non-linearity of the network. A convolutional neural
network is built by stacking different layers together (see subsections subsection 4.11.1,
subsection 4.11.2).
4.11.1 The Convolutional Layer
Convolutional layers are the fundamental building blocks of any convolutional neural
network. On a typical CNN, the first layer is usually the convolutional layer. These
layers(convolutional layers) are tasked with learning the spatial-contextual features con-
tained in the dataset being used for training the network. Every neuron in the CNN is
connected only to a local region of the input volume. The spatial extent of this con-
nection is set via a hyperparameter8 called the receptive field of a neuron LeCun et al.
(1995). According to LeCun et al. (1995), the local connectivity and weight sharing
amongst filters of a CNN results in a relatively lower number of parameters the network
8for our purposes, a hyperparameter is any parameter whose value is set before training the algorith-
m/model.
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needs to estimate: a characteristic which important when dealing with high dimensional
data like images.
Given an NxN neuron layer which is followed by a convolution layer which consists of
an mxm filter w, the size of the resulting convolutional layer is expected to be (Nm +
1)(Nm+ 1). Thus the input to a neuron xijl in the layer following such a convolutional
layer is computed as shown in Equation 4.17.
σ(xijl ) = σ(
m−1∑
a
m−1∑
b
waby
l−1
(i+a)(j+b)) (4.17)
4.11.2 The Pooling Layer
The task of pooling layers in CNNs is to reduce the number of parameters (and conse-
quently computations) in the network through the reduction of the spatial size of the
representation (Scherer et al., 2010). As such, pooling layers dont perform any learning.
Pooling works like convolutions in that they both involve the sliding of the filter across
the image/datum. Max pooling, a version of pooling, works by taking the maximum
value contained within the region the matrix is placed on. Average pooling on the other
hand, takes the average of the values contained within the region in which the filter is
operating. For example, given an NN layer, a k × k max pooling layer will produce a
N
k
N
k layer.
4.11.3 The Architecture
Different CNN architectures exist in the literature. In this section, only the commonly
used architectures will be reviewed such as CNNs with multilayer perceptrons, also
referred to as Vanilla CNNs (Krizhevsky et al., 2012, LeCun et al., 1995, 1990); Fully
Convolutional Networks (FCNs), (Long et al., 2015), Deconvolutional Networks (Zeiler
et al., 2010); and Recurrent CNNs(RCNNs)(Liang and Hu, 2015).
A typical CNN takes as input a tensor9 of an order greater than two (e.g. an image). A
typical CNN is made up of a convolution layer, a pooling layer, a fully connected layer,
a loss layer and a normalisation layer.
9A tensor is a geometric object describing a linear relation between scalars, geometric vectors and or
other tensors. Examples of tensors include the cross product and the dot product.
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4.11.4 Deconvolutional Networks
Deconvolutional Networks (DNs) are commonly used in computer vision for visualising
the activated features within trained CNNs. This is done for the purpose of understand-
ing the semantic segmentation and behaviour of CNNS (see (Noh et al., 2015, Zeiler
and Fergus, 2013)). DNs perform two main operations; deconvolution and unpooling.
Like FCNs, DNs also generate feature hierarchies at every layer of the network through
repeatedly convolving 31 the input data at each layer of the network through the use
of filters (Zeiler et al., 2010). The purpose of the unpooling layer is to reconstruct the
original size of the input; it performs the opposite of what the pooling layer does in the
case of FCNs. The deconvolution layers take the sparse feature maps from the unpooling
layers and through the use of the learned features, compresses them.
In the case of DNs, a combined architecture is created consisting of FCNs and DNs.
This combined network is then trained to learn end to end. For classifications purposes,
the last layer of the network is made to be the softmax layer (consisting of the soft-
max activation function). DNs create dense feature maps through enlarging the feature
maps via the unpooling and deconvolution layers (Zeiler et al., 2010). (For an in-depth
discussion on DNs, see (Noh et al., 2015, Xu et al., 2014)).
4.12 Boltzmann Machine
Boltzmann machine is an unsupervised learning deep learning model based on the Boltz-
mann distribution(Landau and Lifshitz, 1980) first proposed by(Ackley et al., 1985). The
Boltzmann distribution explains the distribution of particles within a system in thermal
equilibrium(Landau and Lifshitz, 1980). The Boltzmann distribution is formal defined
in Equation 4.19. Equation 4.19 defines the probability that a particle has energy state
ε, given a thermodynamic temperature T and a partition function Z = Z(T ) which
normalises the P (ε) such that
The Boltzmann machine is an unsupervised learning deep learning model based on the
Boltzmann distribution (Landau and Lifshitz, 1980), first proposed by (Ackley et al.,
1985). The Boltzmann distribution explains the distribution of particles within a system
in thermal equilibrium (Landau and Lifshitz, 1980). The Boltzmann distribution is
formally defined in Equation 4.19. This equation defines the probability that a particle
has energy state ε, given a thermodynamic temperature T and a partition function
Z = Z(T ) which normalises the P (ε) such that
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∫ ∞
0
P (ε)dε = 1 (4.18)
and P (ε)dε is the probability for a particle to have energy that is within the range
[ε, ε+ dε].
P (ε) =
1
Z
g(ε)e−
ε
kT (4.19)
4.13 Optimization
Once an appropriate function F has been chosen and a sufficiently large training set has
been collected to train an accurate neural network, the problem at hand remains that of
finding a function f ∈ F such that f has a low training error (or equally, a high training
accuracy). Finding the global minimiser of the training error for most interesting choices
of F is NP-hard, but in practice there are many choices of smoothly-parameterised F s
that are relatively easy to optimise with gradient methods. algorithm 3 shows the typical
flow of an optimisation algorithm.
Algorithm 3: The general optimisation algorithm.
1 while Not stop condition do
2 D ← optimalStep
3 modelParameters ← updateUsingInformationFromD
4 end
The internal parameters of a model play a very important role in efficiently and effec-
tively training a model, and produce accurate results. It is for this reason that various
optimisation strategies and algorithms for updating and calculating appropriate and op-
timum values exist. Such models’ parameters influence the learning process and thus
the performance of the model as well.
Internal parameters of a model (neural network being a case in point) play a contributing
role in the training and the results produced by a model. For this reason, various
optimisation algorithms have been proposed for training neural networks (see (Bottou,
2012, Kingma and Ba, 2014, Robbins and Monro, 1985, Ruder, 2016)).
First and second order optimisation algorithms are the two general categories of opti-
misation algorithms10. First order optimisation algorithms minimise the loss function
10The order refers to the order of the derivative that needs to be computed by the optimisation
algorithm
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by using its gradients with respect to the parameters, whilst second order optimisation
algorithms make use of second order derivatives (also called the Hessian). Thus, first
order optimisation algorithms make use of the rate at which the function is decreas-
ing or increasing at a given point, whilst second order optimisation functions look at
the functions curvature. In practice, second order optimisation functions are costly to
compute. Figure 4.9 shows an XKCD comic about the time spent whilst waiting for an
optimisation algorithm to run.
Figure 4.9: Depending on the optimiser being used, optimisation can be very time
consuming. This XKCD comic puts humour on the subject of optimisation algorithms,
which usually take time to run. According to the comic, programmers can use this as
an excuse for ”slacking off” and not working. Adapted from(Munroe, 2007).
4.14 Backpropagation Algorithm
Backpropagation is an error-correction learning algorithm used for supervised learning
algorithms (Hecht-Nielsen et al., 1988). Backpropagation is used for training artificial
neural networks used in conjunction with optimisation method(s) (see (Bottou, 2012,
Ruder, 2016)). It compares the neural networks output with the known expected values,
and based on the difference between the two values, computes the error and adjusts the
weights accordingly. The backpropagation algorithm looks for the minimum of the error
function in weights of the neural network by making use of optimisation methods, most
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commonly, gradient descent. The combination of weights, which minimise the error
function is considered to be a solution for the learning problem. Since this method
requires computation of the gradient of the error function at each iteration step, the
continuity and differentiability of the error function should be ensured (Werbos, 1990).
The backpropagation algorithm calculates the gradient of a loss function with respect
to all the weights in the network.
Unlike generalised regression analysis, BPNNs do not identify an explicit mathematical
model to relate input data and outputs. Instead, the mathematics is internalised within
the connections (i.e. weights) linking each neuron in the network. Instead, the user would
pass the input data that the algorithm was not trained for to a trained BPNN, run it, and
estimate output values as a result (Hecht-Nielsen et al., 1988). The inability to extract
an explicit mathematical relationship between input and output data has been viewed as
a major weakness of the BPNN. While a network may be superior in its ability to model
the relationship between input and output parameters, little information regarding the
relationship between these parameters can be derived from the ANNs mappings (Tu,
1996). Figure 4.10 below demonstrate how backprogpagation runs.
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Figure 4.10: A UML diagram that demonstrates of how backpropagation works.
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4.15 Over-fitting
In training a neural network, the goal is that, by repeatedly modifying the weights of the
network, the algorithm will eventually converge to a solution that maps the input/output
pair in a manner which is acceptable to the user. Besides merely being able to map the
desired output for a given input from the training set, it is also important that the neural
network be able to generalise for inputs it has never seen (also known as the test set).
A problem known as over-fitting (or over-generalisation) occurs when the training/learn-
ing phase of the neural network has adapted the networks weights to an extent that the
weights are too adapted to the training data, to an extent where the performance of
the neural network diminishes significantly when presented with data it has never seen
before (Hawkins, 2004). This is comparable to the network memorising the training set
as opposed to generalising for new situations. Figure 4.11 shows a visual representation
of over-fitting.
Figure 4.11: (a) An example of a function that fits the given dataset well. (b) An
example of a function that would over-fit the given dataset. Adapted from (Derras
et al., 2012).
One approach to prevent neural networks from over-fitting is to stop the process before
over-fitting can occur (Bhatt et al., 2014, Kumar et al., 2015, Sarle, 1995). The difficulty
in this approach is that it is difficult to determine exactly when over-fitting has started
and thus to terminate the training process. To improve the generalisation of a neural
network, training data needs to be sufficiently large to provide an adequate fit. Seeing
that the complexity of the function created by the neural network is in large part de-
pendent on the size of the network, we would ideally like to create a network just large
enough for the problem at hand: neither larger, nor smaller.
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Observe that if the number of parameters in the network is comparatively smaller than
the number of training sets, then there is very little chance for the neural network to
overfit the dataset. Regularisation is another technique for reducing the chances of
over-fitting while at the same time improving generalisation. Regularisation reduces
the chances of over-fitting by adding a complexity penalty to the performance function
(Sarle, 1995). A further technique is to use a concept known as cross-validation. To use
cross-validation, the training dataset is divided into two subsets. The neural network is
trained on one of the two subsets. When the training is completed, the other set is used
validate the performance of the neural network on data it has never seen before(Lee and
Moore, 2014).
The introduction of some noisy data has also been used to reduce the likelihood of
a neural network over-fitting (Claudiu Ciresan et al., 2010, Zur et al., 2009). Such
introduction of noise should obviously be done with care since the introduction of too
much noise may render the entire dataset useless (see (Pham and Triantaphyllou, 2008)
for examples).
4.16 Conclusion
This chapter discussed artificial neural networks (ANNs). The discussion of ANNs was
limited to multi-layer perceptrons and convolutional neural networks. For the purposes
of this discussion, these were the only two types of neural networks upon which ANN-
MIND was implemented and tested (chapter 6). The following chapter focuses on missing
data and some of the common techniques for addressing missing data.
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Chapter 5
Missing Data
“The combination of some data and an aching desire for an answer does
not ensure that a reasonable answer can be extracted from a given body of
data”
- John Tukey,
5.1 Overview
In the previous chapter, the artificial neural network algorithm was discussed in terms
of how it is trained and tested. Whilst neural networks are relatively flexible in dealing
with small amounts of noisy data, this flexibility also has its limitations, as will be seen.
It was also shown that the assumption made when training/testing most neural networks
is that the dataset being used has no missing values. This chapter discusses different
patterns of missing data and different techniques for dealing with them.
As briefly mentioned in the first chapter, missing data is an extremely common problem
in most real-life applications. There are several reasons as to why some data values
end up missing. For example, in a questionnaire, some participants may choose not to
answer some of the questions presented to them.
To a researcher, missing data has the potential to weaken the research study’s ability
to obtain significant findings from the dataset. If handled incorrectly, missing data
can play a crucial role in drawing incorrect conclusions from the dataset. There are
numerous methods for dealing with missing data, most of which depend on the type of
missingness(see section 5.4).
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5.2 Introduction
The previous chapter looked at the artificial neural network algorithm. In most datasets,
some values are found to be lost, unavailable, or unobserved due to natural or unnatural
reasons (Carpenter and Kenward, 2007). According to (Carpenter and Kenward, 2007)
if these missing values make up a significant proportion of the dataset at hand, the
manner in which these missing values are treated usually leads to bias, loss of power and
variability, and inaccurate results.
This section looks at missing data and some of the techniques for dealing with it. It
examines the three main missing data mechanisms or the probability distribution of
missingness 1 of missing data, and some of the common algorithms/techniques used for
dealing with this missing data.
In further chapters the author implemented some of these algorithms and compared
their performance on a different dataset to that of our proposed model.
5.3 Auxiliary variables
(Collins et al., 2001) defines auxiliary variables to be a set of variables which don’t form
part of the dataset under observation, but if found, can help in making estimates on
the incomplete/missing data. These variables are thus related to the missingness in a
variable or to the missing variable itself. By including auxiliary variables in a missing
data analysis, the reason for missingness in a missing at random situation and extra
information about the incomplete values are taken into account.
These extra variables help in estimating the imputed values and can increase precision
and decrease bias.
5.4 Missing data mechanisms
As stated in Chapter 1, missing data occurs as the non-capturing of some variable(s) in
an observation. As will be seen in this chapter, whatever the reasons leading to the pres-
ence of such missing values, they must be handled with care as such missing values can
have a direct impact on the results drawn from the analysis performed on such a dataset.
At the heart of how missing data is handled is an understanding of the reason that leads
to the data being missing. To this end, missing data is generally grouped into three
1Definition: (Instatistics) The manner in which data are missing from a sample of a population.
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groups; Missing Completely At Random (MCAR), Missing At Random (MAR), and
Missing Not At Random (MNAR). Figure 5.1 below shows an example of the variation
in the results drawn from analyses under the different latent distribution assumptions
(MNAR, MCAR, MAR).
This results from the bias brought into play as a result of ignoring the reasons that lead
to missing values.
Figure 5.1: Illustrations of the classification for the mechanism of missing data.
Blue points are observations whereas red points are missing observations in the y
variable; statistics for complete data(blue and red combined) are slope (b) = 1,
standarderror(se) = 0.05 and R2 = 0.5. Assuming observations in the x-variable
are complete, (a) represents missing at random(MAR), (b) represents missing not at
random(MNAR) and (c) represents missing completely at random(MCAR). For the
observed data(blue points), the estimated slope, se and R2, are (a) b = 0.86, se = 0.11,
R2 = 0.29, (b) b = 0.432, se = 0.06, R2 = 0.23 and (c) b = 0.957, se = 0.07, R2 = 0.49.
(Nakagawa and Freckleton, 2008).
A missing dataset is by definition a subset of an unobserved distribution containing no
missing values. The goal for missing data techniques is to predict the latent variables2
from the observed variables.
5.4.1 Missing completely at random(MCAR)
According to (Polit and Beck, 2008) values in a dataset are defined as Missing Completely
at Random(MCAR) if the events that lead to any particular value being missing are
independent both of observable variables and the latent parameters of interest, and
occur entirely at random.
In a MCAR dataset, there is no link between the missingness of value and any data-item
(observed or latent) as such; it follows that missing data points are a random subset of
the latent distribution of the observed dataset citepgraham2009missing. A value x is
2Definition: from Latin: present participle of lateo(”lie hidden”)
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said to be MCAR if the probability that it is missing is dependent on all other value(s)
(y0, y1, ......, yn) known or unknown. Thus
P (x|y0, y1, ..., yn) = P (x) (5.1)
.
Thus, when data is MCAR, it follows that the remaining, non-missing subset of the
dataset likely still remains as a true reflection of the original distribution (i.e. the
unobserved distribution from which the observed distribution containing missing values
is drawn). (Gardette et al., 2007, Schafer and Graham, 2002, Soley-Bori, 2013) bring
to light the fact MCAR is a rarity in practice and that the more common forms of
missingness are missing at random (see subsection 5.4.2) and missing not at random
(see subsection 5.4.3).
5.4.2 Missing at random(MAR)
According to (Little and Rubin, 2014, Nakagawa and Freckleton, 2008), a value is said
to be MAR if the propensity for a value to be missing is not related to the missing value
itself but it can be linked to some other variable(s) present (and not missing) in the
dataset.
(Little and Rubin, 2014, Osborne, 2013) state that there is no known statistical method-
/technique used for determining if missing values are MAR; instead, this is a subjective
categorisation.
As an example of MAR, assume you were conducting a political poll. It is not uncommon
for some participants to refuse answering some questions in the questionnaire. If based
on the researcher’s understanding of the polls leads him/her to conclude that the reason
for some questions not being answered is based purely on demographics and he/she
happens to have demographics information on every person who took part in the study,
then the data meets the requirement to be classified as MAR, and the missing value(s)
can be thus inferred from the demographic information.
5.4.3 Missing not at random(MNAR)
In the event where the probability of a missing value y depends on the unobserved/miss-
ing value y itself, y is said to be MNAR (Little and Rubin, 2014). An example of MNAR
is that of participants in a questionnaire refusing to reveal their income y because of
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their feeling that their income y is not big enough (i.e. the missing values themselves
are the cause of the missingness).
5.5 Methods for dealing with missing data
5.5.1 Partial deletion methods
The simple way of dealing with missing values is the deletion techniques. The following
sections briefly describe some common techniques of this kind.
5.5.1.1 Listwise deletion
As of this writing, the default method for dealing with missing data in most software
packages is listwise deletion, also called complete case deletion3. In listwise deletion if
at least one value is missing in an observation, the entire observation (see section 1.3) is
deleted and removed from the dataset on which analysis will be conducted (Little and
Rubin, 2014) . Figure 5.2 shows an example of the application of listwise deletion.
Figure 5.2: (a) A dataset containing missing values. (b) listwise deletion: all obser-
vations in (a) consisting of missing values are deleted from the dataset.
Listwise deletion has an advantage in that after the deletion, the remaining dataset
is complete and is free of missing values. Furthermore, this technique runs no risk
of introducing noisy values (see section 1.4). If the data was not MCAR, after listwise
deletion the remaining dataset is likely to be biased. The drawback is that the remaining
dataset has a reduced size, and in the worst-case scenario, such reduction in the sample
size could render the remaining dataset useless for any meaningful analysis (Cumming,
3For example, it is the default method for dealing with missing data in Statistical Package for the
Social Sciences(SPSS)
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2013, Raudys et al., 1991, Scho¨nbrodt and Perugini, 2013). Indeed, according to (Enders,
2010), the risks and disadvantages that come with using listwise deletion are found to
outweigh the benefits of using it. That said, there are cases where these disadvantages
can all be averted and listwise deletion is used with success (see (Eekhout et al., 2012,
Fombrun et al., 2015) for such examples).
5.5.1.2 Pair Wise Deletion
As opposed to listwise deletion (subsubsection 5.5.1.1), in pairwise deletion (also called
available case analysis), incomplete cases are deleted on an analysis-by-analysis basis.
Only those observations with missing values that are used in the analysis are removed.
Thus, in this approach, the sample size will remain the same for some analyses and will
be reduced for others depending on the values being used in the analysis. The small
dataset shown in Figure 5.4, pairwise deletion is such that, for an analysis that only
makes use of var1 and, var2, only case 2 would be deleted from the dataset.
Figure 5.3: (a) A dataset with two cases(case 2 and case 3) consisting of missing
values. An application of pair wise deletion on this dataset for an analysis that doesn’t
make use of the column labelled var3 would result in the deletion of the column labelled
Case 1 only.
The main problem with pairwise deletion is the assumption of the MCAR mechanism
to produce unbiased estimates (Baraldi and Enders, 2010), and that the inconsistency
of the sample size can lead to problems in computing standard errors.
5.5.2 Single imputation methods
Single imputation techniques is a class of techniques where the missing value x is replaced
by its estimated x
′
value. This is different from the partial deletion method discussed
in subsection 5.5.1 where the presence of a missing value doesn’t result in the deletion
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of or exclusion of some observation or data point. Thus, the original sample size of the
dataset consisting of missing values remains the same.
5.5.3 Arithmetic Mean imputation
In arithmetic mean imputation(AMI), a missing value v belonging to attribute A is
replaced by arithmetic mean µA of the available cases of the attribute A. Whilst this
method is usually fairly simple to implement, it has a few drawbacks, including that
the imputation of such a mean for the missing values reduces variability in the resulting
dataset. This reduced variability results in the underestimation of the standard deviation
σA and the variance s
2
A. According to (Enders, 2010), a common consequence of the
imputation of such means is the decrease in the magnitude of the correlations and the
covariances, which leads to biased estimates regardless of the missing data mechanism
(Eekhout et al., 2014, van Ginkel et al., 2010).
Figure Figure 5.4 is a reproduction of a comic making fun of our tendency to use the
mean to address the problem of missing, incomplete or even corrupt data, even when
such has no statistical basis whatsoever.
Figure 5.4: A comic making fun of the mostly unjustified tendency to turn to using
the arithmetic mean/average when faced with missing, incomplete data. Image from
(Adams, 2008).
5.5.4 Hot-Deck Imputation
(Myers, 2011) proposed an alternative method for dealing with missing values, called
Hot-deck Imputation. (Roth, 1994) states that in the Hot-deck imputation method, if
an observation has a missing value(s), these missing values are replaced with values of
similar observations which don’t have the same missing values.
Nearest neighbour matching and pattern matching are amongst the most common of
these methods. The nearest neighbour approach imputes the missing value with that
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of an observation from the dataset found to have the minimum distance measure to the
observation in the missing value.
The pattern matching method is similar to the nearest neighbour method defined above,
except that the similarity between the observations is calculated by use of patterns. The
imputed value for the missing case is randomly drawn from cases in the same group (Fox-
Wasylyshyn and El-Masri, 2005).
According to (Roth, 1994), one hot-deck imputation realistic scores in place of the
missing values such that the variable distribution is preserved, however, in the process
of doing so, it underestimates the standard errors and the variability.
5.5.5 Last Observation Carried Forward
For sequence datasets such as time series datasets (Brillinger, 2001), it makes sense to
assume that the missing value be imputed with the last available value of the sequence,
under the assumption that the value hasn’t changed since it was last observed (Wood
et al., 2004). This is referred to as the last observation carried forward (LOCF). (Wood
et al., 2004)state a requirement for the data to be MCAR ( subsection 5.5.4) for LOCF
to be used.
5.5.6 Regression imputation
In regression imputation, missing values are replaced with predicted scores from a re-
gression function (Scheffer, 2002). This technique runs the risk of overestimating the
model fit and the correlation estimates. Furthermore, regression imputation has the
tendency to weaken the variance.
5.6 Conclusion
This chapter served to formally introduce missing data and some of the algorithms and
techniques used for dealing with this problem. The chapter looked at the three types
of missing data and discussed some of the corresponding techniques used for dealing
with missing data. It can be seen throughout this chapter that an understanding of
the reasons that lead to missing values is fundamental to how the missing values should
be handled. Chapter 5 has formed the end of the first part of background information.
chapter 6 proposes a model for training ANNs in the presence of a significant amount
of missing data.
Part III
The Model
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Chapter 6
ANN-MIND: Using NN dropout
to handle missing input
“If we have data, let’s look at data. If all we have are opinions, let’s go
with mine”
- Jim Barksdale, former Netscape CEO
6.1 Overview
Chapter 5 discussed missing data as well as the influence missing data has on the analysis
of data and the interpretation thereof. Recall that chapter 1 it was mentioned that as
part of this dissertation, a model for dealing with missing data when training NNs would
be proposed. Having covered the relevant background research necessary to discuss the
details of the model which this dissertation seeks to propose, chapter 6 begins the process
of discussing this model. To this end, chapter 6 forms the first of four chapters concerning
the model. This part of the dissertation begins by discussing the details of the proposed
model. In particular, this chapter proposes and discusses ANN-MIND (section 6.7), a
model for dealing with missing data in the training of ANNs.
With regard to the model, the chapter covers the following:
• NN Dropout (section 6.6).
• Ensemble learning (subsection 6.6.3).
• The ANN-MIND model (section 6.7).
• Data representation (section 6.3).
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6.2 Overview of previous works
Several techniques have been proposed for dealing with missing data. Among others,
these include the use of imputation of missing values with values such as the statistical
mean, casewise deletion (Little and Rubin, 2014), listwise deletion, and building a pre-
dictive model to predict the missing values (Little and Rubin, 2014). These techniques
give rise to what the author referred to as the two-step process in section 1.4, which was
seen to have its own drawbacks. (Kalaycioglu et al., 2015, Myers, 2011, Van Buuren,
2012) provide a comparison of some of the techniques used for dealing with missing data.
(Aydilek and Arslan, 2012) used a combination of K-nearest neighbour and a neural
network to predict missing values within datasets. Auto encoders1 have also been used to
create a dimensionality reduction2 representation of the input data consisting of missing
values (Le, 2013, Rifai et al., 2011, Sønderby et al., 2016, Vincent et al., 2008). Such work
includes that of (Leke et al., 2014), which gives a complete representation of an otherwise
missing input data which is then used for training subsequent models/algorithms. A
similar technique relying on neighbourhood was presented in (Zhang, 2011) where instead
of a K-nearest neighbour, a shell neighbour was used.
By combining several standard models generally used with complete data, (Marlin, 2008)
built a collaborative predictive algorithm for predicting non-random missing values.
(Leke and Marwala, 2016) trained a feature extracting unsupervised NN to learn impor-
tant features of datasets consisting of missing values and used these features as inputs
into a swarm intelligence algorithm to predict the missing values.
(Abdella and Marwala, 2005) used a genetic algorithm to predict and impute missing-
values within datasets, whilst (Mistry et al., 2009) used this same genetic algorithm in
combination with a NN, in a principal component analysis.
(Lopes and Ribeiro, 2012) proposed a technique for the handling of missing values when
training neural networks that doesn’t require an additional reprocessing step for handling
the missing values (referred to as the neural selective input model, or NSIM), which
limits the technique to multi-layer perceptrons (MLPs). (Lopes and Ribeiro, 2012)define
the MLPs’ neurons’ selective activation such that their contribution and importance
relative to the output of the MLP depends on the inputs passed through the network.
Equation 6.1 defines the outputs of a neurons ypk given a selective neuron k and its
corresponding importance factors m, p, k when NSIM is applied:
1A type of neural network that learns the latent representation of the data it is trained on. Auto
encoders are dimensionality reduction algorithms.
2A supervised learning neural network is used for learning a latent representation of a dataset.
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 (6.1)
(Lopes and Ribeiro, 2012) demonstrated that this technique produced good results when
applied to various datasets.
What makes ANN-MIND unique is that it intends neither to predict the missing val-
ues, nor eliminate all the observations containing missing values. Instead, the work of
addressing the missing values is differed to the same NN under training. As such, ANN-
MIND is not a model for predicting missing values, but rather is a method through
which a NN can be trained in the presence of missing values.
6.3 Data Representation
The choice of data representation (feature vector representation, kernel representation)
is influenced by several factors, including the impact of the representation on the per-
formance of the algorithm. In general, in a supervised machine learning problem, any
missing value(s) can either form part of the input vector (see subsection 6.3.1) or the
output vector (see subsection 6.3.2). Given a labelled dataset (S), a missing value(v) is
either part of the input vector or part of the output vector (subsection 6.3.2).
6.3.1 Input Vector
The most common representation of data in ANNs is in the form of an n-dimensional
feature vector3, therefore it is no surprise that this representation was also adopted
in ANN-MIND. Figure 6.1 shows an example of the representation used to represent
input data in our model. Figure 6.1 shows a grey-scale image that is transformed into a
one-dimensional vector (input vector) as well as its corresponding output vector.
3A vector containing the inputs that are to be fed into an ANN.
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Figure 6.1: Transforming a grey-scale image into a one-dimensional vector suitable
for processing in our model.
Figure 6.2 shows the transformation process that takes an input image to an input vector
and how this input vector is then mapped into an input that is fed into a neural network.
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Figure 6.2: The diagram shows how a typical MNIST image is mapped into an
input vector and ultimately passed into the neural network’s first layer. Adapted from
(Vzquez, 2017).
6.3.2 Output Vector
In a supervised setting, the output vector carries the expected value(s) corresponding
to the then observations in the input vector. In the MNIST handwriting recognition
problem described above, the output vector would contain the corresponding labels for
every image whose pixels are in the input vector. Figure 6.1 shows an example of an
input vector with its corresponding output vector.
6.4 Data augmentation
To increase the size of a dataset, data augmentation techniques are sometimes used to
increase the size of the dataset by generating artificial data from real datasets. This
is usually done by applying invariances in the real data items. The most widely used
computer vision data augmentation techniques are:
• Vertical and horizontal flipping of images (see (Chatfield et al., 2014, Wu et al.,
2015)).
• Rotation around a random angle (see (Sharif Razavian et al., 2014)).
• Scaling (see (Sharif Razavian et al., 2014, Wu et al., 2015)).
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• Image cropping (see (Dong et al., 2011))
• Channel shift (see (Sroubek and Flusser, 2005))
Data augmentation is also used for the purposes of reducing the likelihood of overfitting.
One such example where data augmentation has been used for this purpose is discussed
in (Krizhevsky et al., 2012).
6.5 Regularisation
Regularisation techniques are aimed at reducing model overfitting. Regularisation has
the tendency to improve the results when used in combination with the early stopping
criterion. This criterion refers to the termination of the learning/training loop before
the predefined maximum number of epochs. The termination is usually initiated when
it appears to the researcher that the algorithm has stopped generalising and began over-
fitting. As of this writing, some of the most widely used ANN regularisation techniques
are:
• NN Dropout (section 6.6).
• DropConnect (see subsection 6.6.2).
• L1 and L2 regularisation (see (Han et al., 2015, Ng, 2004)).
• Data augmentation (see (Van Dyk and Meng, 2001)).
• Max-norm regularisation (see (Lee et al., 2010a)).
• Feature scale clipping (see (Zeiler and Fergus, 2014)).
• Global average pooling (as described by (Lin et al., 2013)).
• Dense-Sparse-Dense training (see (Han et al., 2016)).
6.6 Neural Network Dropout
chapter 4 discussed NN dropout, a regularisation technique commonly used when train-
ing large/deep ANN. NN dropout as proposed by (Srivastava et al., 2014) is a regu-
larisation technique used for regularising(see section 6.5) NNs. NN dropout reduces
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the complexity of a neural network4 this in turn reduces the likelihood of the network
over-fitting.
Since its proposal, NN dropout has become a popular regularizer in training ANNS.
According to (Srivastava et al., 2014, Warde-Farley et al., 2013), the use of NN dropout
(or simply dropout) on neural networks reduces the likelihood of neurons co-adaption5, a
characteristic that is often associated with over-fitting. NN dropout works by randomly
selecting and discarding this neuron from the network during the feed-forward step of
the NN training. Furthermore, neurons dropped out on a given iteration of the mini-
batches or feed-forwards step, also become part of the corresponding back-propagation
step. This process is repeated over all samples in the training set. Figure 6.3 shows an
example of NN dropout for a hypothetical run of the feed-forward step.
Figure 6.3: An example of NN dropout applied on a fully connected 6-6-6-1 network
is shown in (a). In (b) note the crossed-out neurons;- this depicts neurons which have
been picked at random and dropped from the network for this particular run of the mini-
batch or feed-forward step of the training of the network as part of the NN dropout
operation.
The random discarding of neurons forces the network to learn to generalise with only
a subset of its overall neurons present (see Figure 6.3). Since every training example
pushed to the network is usually trained with a different sub-network of the overall
network, the end result is that the final trained NN is in effect an ensemble of this
subnetwork. According to (Hinton et al., 2012b), dropout has the same effect as training
4although it hasn’t been formally proven, in practice, it is known that an excessively complex neural
network is more likely to over-fit.
5high inter-neuron dependency leads to over-fitting.
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multiple NNs and creating an ensemble with them (see section below). Since (Srivastava
et al., 2014) first proposed dropout, there have been several variations proposed, this
includes fast dropout (Wang and Manning) and drop-connect (Wang and Manning,
2013). The latter drop-connect works exactly the same as dropout, however, weights
connecting to other neurons are dropped instead of the entire neuron. As shown by
(Hinton et al., 2012b), the application of dropout has the tendency to minimise the
likelihood for co-adaptation amongst neurons in the network. Co-adaptation in this
sense implies that, neurons are not dependent on other neurons. Ideally, neurons should
extract features from their inputs as opposed to their fellow neurons.
According to (Slinker, 1998), NN dropout is essentially an extreme version of bagging,
in that it causes every iteration of the network to be trained with a different sub-sample
of the input data and that the network learns from a subset of the input feature space
(see (Breiman, 1996)). That is to say, at every feed forward step, the network used is a
subset of the complete network. This implies that different smaller neural networks are
trained and once the training is done, they are combined into one big network.
6.6.1 Alpha Dropout
Alpha dropout is a variation of NN dropout (see section 6.6) that keeps the mean and
variance of inputs to the original values, in order to ensure the self-normalising property
after dropout has been applied (Klambauer et al., 2017). Such introduction of zero
centred Gaussian noise was shown by (Klambauer et al., 2017) to reduce the likelihood
of overfitting in ANNs.
6.6.2 DropConnect
DropConnect drops random connections to neurons as opposed to the entire neuron
(Wan et al., 2013). Figure 6.4 shows an example of NN DropConnect applied on a three
layer deep NN.
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Figure 6.4: DropConnect applied to a three-layer deep NN with the dropped connec-
tions shown as dotted lines.
In terms of implementation, the application of DropConnect equates to randomly se-
lecting and setting weights in the neural network to zero. Like dropout, DropConnect is
also intended to prevent the co-adaptation of neurons in a neural network. Furthermore,
in terms of what both the algorithms aim to achieve (which is to minimise co-adaptation
of neurons through training the neural network as a sub-network), DropConnect is es-
sentially a generalisation of dropout (Wan et al., 2013).
6.6.3 Ensemble learning
The basic principle behind ensemble learning is that of synergism (see (Slinker, 1998)
for a statistical treatise on this subject.). Synergism in this context refers to the inter-
action or cooperation of two or more organisms, agents or artefacts in such a manner
that the resulting combined effect of this interaction is greater than the sum of the in-
dividuals’ effects (Slinker, 1998). In ensemble learning (Dietterich, 2002), the hope is
that, combining two or more relatively ”weak” learners/classifiers, and aggregating their
predictions will result in better performance than any of the individual models would
have performed in separation.
To create an ensemble of machine learning models, different models are trained indi-
vidually. These models are then combined and it is this combination that is used for
purposes of predicting. Since these models are each trained individually, they are un-
likely to make the same errors, and this is where the power of the ensemble resides. To
reference a popular quote by Aristotle, ”the totality is not, as it were, a mere heap,
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but the whole is something besides the parts”, which is commonly phrased as the whole
is greater than the sum of its parts, reflecting that a combination of multiple models
performs better than one model. (Taylor et al., 1818) gave a translation of the original
quote into English as it is stated here, however, this is not always the case.
There are many ensemble leaning algorithms. This includes bagging(Breiman, 1996),
boosting, Adaboost(Schapire et al., 1998), stacked generalisation(Wolpert, 1992) and a
mixture of experts(Jacobs et al., 1991). Amongst the most widely used ensemble learning
algorithms are; gradient boosting machines(see (Chen and Guestrin, 2016, Friedman,
2002, Schapire, 2003) and, random forest(see (Breiman, 2001, Liaw and Wiener, 2002,
Segal, 2004)).
6.7 The ANN-MIND model
We differentiate between two distinct scenarios that might occur when training ANNs
in the presence of missing data. The first scenario is where the input vector containing
the observations contains some missing values. In a supervised learning setting (which
is the only setting this dissertation is focused on), this is comparable to a leaner being
taught from incomplete questions. That is to say, some of the questions contain some
missing values. ANN-MIND is designed to handle this scenario. The second scenario
is where the response vector (the vector containing expected results/answers) has some
missing values. Because ANN-MIND is a supervised learning model, it doesn’t address
this scenario.
This dissertation focuses only on the supervised learning problem. As a result, it ne-
glects the case where the expected classification y to a given input vector X has some
missing value(s), as this renders the learning problem a non-supervised learning prob-
lem. For this reason, we limit our treatment to labelled datasets (i.e. those that contain
corresponding labels for all input X). When presented with an input vector v which pos-
sibly contains some observations that have missing value(s), ANN-MIND applies neural
network dropout on all the elements in the vector that are missing. This is one to one
direct mapping from the input vector to the layer directly after the ANN-MIND layer,
the only difference being that all the missing inputs are dropped out from the next layer
(see Figure 6.5).
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Figure 6.5: An example showing ANN-MIND applied on the missing ele-
ments(denoted by NaN) on the input vector.
The dropout technique applied as described above is applied only on the input layer. If
the design of the network is such that there is need for further neural network dropout,
those are applied and implemented as described by (Srivastava et al., 2014). Further-
more, it should be noted that the introduction of ANN-MIND in the network, doesn’t
result in any constraints in how the resulting network is/can be constructed. The con-
struction of the network is carried forward as it would be if the first layer of the network
were the dropout layer proposed by (Srivastava et al., 2014). Figure 6.6 below shows
the decision process through which ANN-MIND would iterate over the training dataset.
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Figure 6.6: ANN-MIND as applied on a single epoch during the training of an ANN.
As usual, even in the case where ANN-MIND is applied, the neural network goes through
the same process of iterating through all the examples in the input vector and passing
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them to the network either in batch or one by one. The difference in this case is that the
network also must look at the incoming inputs for missing values and apply dropout on
the missing value(s). When a missing value is contained in the incoming input vector,
dropout is applied as shown in Figure 6.5. The algorithm for ANN-MIND is as shown
in algorithm 4:
Algorithm 4: The algorithm for training a ANN using ANN-MIND.
Input : A dataset D of N observations(length L) some of which consists of missing
values(labelled as NaN).
Output: Weights Wlearned learned by the NN
1 while Not finished training do
2 for i = 0 to N 1 do
3 for j = 0 to N 1 do
4 if D[i][j] = NaN then
5 Dropout input D[i][j]
6 end
7 Feed D[i][j] to the first next layer of the network.
8 end
9 end
10 end
11 return Wlearned
6.8 Conclusion
This chapter proposed the use of ANN dropout as a technique for dealing with missing
data when training ANNs. It proposed the creation of a special input layer which was
then termed ANN-MIND. This layer drops all missing values from the input vector,
leaving behind only the non-missing values. The input layer doesn’t affect the overall
operation or construction other than that a different input layer will be used during
its application. The structure of such an input layer was also discussed in detail. The
following chapter discusses the dataset in which ANN-MIND was tested for the purpose
of this dissertation.
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Chapter 7
Data Preparation
“ “Data! data! data!” he cried impatiently. “I can’t make bricks without
clay.” ”
- Arthur Conan Doyle, The Adventure of the Copper Beeches
7.1 Overview
In this chapter we discuss the datasets used to test the efficiency or lack thereof for the
ANN-MIND model described in chapter 6. The datasets are:
• The MNIST handwriting recognition dataset (section 7.2).
• The Cifar-10 (section 7.3).
• The mushroom edibility Dataset (section 7.4).
7.2 The MNIST dataset
The Modified National Institute of Standards and Technology database (MNIST) dataset
consists of 70, 000 handwritten images (LeCun et al., 1998) and is widely used in ma-
chine learning and computer vision where it is often used as the benchmark dataset for
algorithms (Kussul and Baidyk, 2004, Srivastava et al., 2014, Zenke et al., 2017). The
images are 28× 28 pixel grey-scaled images.
The original dataset is split into 60, 000 training images and 10, 000 testing images
(Kussul and Baidyk, 2004, LeCun et al., 1998). For our purpose we split this dataset
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into 50, 000 training images, 10, 000 validation images (for hyper-parameter tuning),
and 10, 000 test images. Figure 7.1 shows a random sample of images from the MNIST
dataset.
Figure 7.1: A random sample of images drawn from the MNIST dataset.
7.2.1 Model training on the MNIST dataset
The original MNIST dataset as provided by (LeCun et al., 1998) has no missing values.
However, this is a widely studied dataset and is often used as a benchmark dataset
in many research dissertations. With the hope of gauging how the model described
in chapter 6 performs in relation to other models tested on this dataset, we came to
the conclusion that our model should be trained on this dataset, among other datasets
(section 7.3, section 7.3, section 7.4). (Marlin, 2008) took a similar approach, testing
the performance of his model on the same dataset with artificial missing values. Results
for some of the work that used this dataset can be found in (Benenson, 2017). To this
end, we also decided to use the same dataset to benchmark our model. As our model
is concerned with missing values, we had to artificially generate missing values into this
dataset. We tested two forms of missing values; pixels missing completely at random
(subsection C.1.1) and, localised missing random pixels (subsubsection 7.2.1.2).
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7.2.1.1 Pixels missing completely at random
The first method we used to introduce missing pixels into random MNIST images was to
draw a random sample of images from the original dataset and remove pixels using a ran-
dom Gaussian sampling. Figure 7.2 shows an image picked at random from the dataset,
followed by 20% Gaussian random pixel removal. In Figure 7.2 the removed/missing
pixels are represented by blue pixels; however, in code these pixels are represented by
a place holder NaN . Furthermore, recall that MNIST images are grey-scaled, thus the
blue colour is purely for visual purposes and not an indication that the image has three
channels (red, green, blue).
Figure 7.2: A sample of some of the handwritten digits from the MNIST dataset
and their corresponding digit after 20% of their pixels selected via a random Gaussian
selection were removed. The removed pixels are shown in blue. See the digital copy
accompanying this dissertation for the code used to generate these images.
chapter 6 tested performance (as measured by loss, accuracy and generalisation) of the
model with different levels of random Gaussian missing pixels. For further examples of
localised missing pixels applied on different MNIST images at different probabilities and
radius, see ssubsection C.1.1.
7.2.1.2 Localised missing pixels
Data in real-world settings is rarely missing completely at random (Schafer and Graham,
2002, Soley-Bori, 2013). Furthermore, according to (Imhof et al., 2002), if a dataset that
is missing completely at random then it meets the minimum criteria used for the dataset
to predict the missing values within the dataset.
For this reason, the author decided to try another form of missingness as well as missing
completely at random (see subsection C.1.1). We refer to this method as the localised
missing pixels method.
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In this method, pixels are selected at random using a random Gaussian distribution.
Once a pixel px has been selected, a neighbourhood of radius r of pixels is built around
px. Finally, all pixels within the radius r(px included) are discarded, and flagged as
missing(i.e NaN). The resulting image is similar to that shown in Figure 7.3 (b) where
the missing pixels are shown in blue. In particular, in the Figure 7.3 (b), r := 2 where
the probability of a pixel being selected for such removal was set at 10%.
Figure 7.3: (a) A random image selected from the MNIST dataset. (b) The image
in (a) after a localised removal at 10% probability of a pixel being selected and a
neighbourhood radius r := 2.
7.3 Cifar-10
Cifar-10 (Krizhevsky et al.) is a labelled subset which consists of 80 million images. The
images dataset contains 50, 000 training examples (from which we extracted 10, 000 as
validation data), and 10, 000 test examples. The dataset has 10 classes corresponding
to the main object in each image: airplane, automobile, bird, cat, deer, dog, frog, horse,
ship, or truck. The classes are balanced (Krizhevsky and Hinton, 2009).
Each image is 32× 32 pixels. All images are in colour, thus each one has three channels:
red, green, blue (Krizhevsky and Hinton, 2009). Figure 7.4 shows a random sample of
images drawn from the Cifar-10 dataset.
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Figure 7.4: A random sample of images drawn from the Cifar-10 dataset.
(Benenson, 2017) maintains a list of the work that has used these datasets as well as
the corresponding accuracy that they produced.
Figure 7.5 shows an example of pixels missing completely at random(see subsubsec-
tion 7.2.1.2) performed on some Cifar-10 images. The probability of missingness used
for these images 20%.
Figure 7.5: A random sample of images drawn from the Cifar-10 dataset and the
corresponding images generated at 9% pixels missing completely at random.
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Figure 7.6 shows an example of localised missing value imputation performed on some
Cifar- 10 images (see subsubsection 7.2.1.2) performed on some Cifar-10 images. The
probability of missingness used for this images is 9%.
Figure 7.6: A random sample of images drawn from the Cifar-10 dataset and the
corresponding images generated at 9% localised missing value removal.
7.3.1 Missing values generations
The missing pixels for this dataset were generated in the same process as that described
in subsection C.1.1 and subsubsection 7.2.1.2, the only difference being that this pixel
deletion is performed on three channels (RGB) as opposed to the one channel in the
grey-scaled images in section 7.2.
7.4 The mushroom edibility classification dataset
The mushroom edibility dataset (Lichman, 2013) is used for classifying mushrooms as
either edible or poisonous, given the features of the mushroom.
7.4.1 Missing values in the dataset
The mushroom edibility classification dataset contains 22 attributes/features and 8124
elements in total. This dataset includes descriptions of hypothetical samples correspond-
ing to 23 species of gilled mushrooms in the Agaricus and Lepiota Family Mushroom
drawn from The Audubon Society Field Guide to North American Mushrooms (1981).
Each species is identified as definitely edible, definitely poisonous, or of unknown edi-
bility and not recommended.The features contained in this dataset are (the attributes
that contain missing values are indicated by question marks on the dataset.) :
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• Cap-shape: bell=b, conical=c, convex=x, flat=f, knobbed=k, sunken=s
• Cap-surface: fibrous=f, grooves=g, scaly=y, smooth=s
• Cap-color: brown=n, buff=b, cinnamon=c, gray=g, green=r, pink=p, purple=u,
red=e, white=w, yellow=y
• Presence of bruises: bruises=t, no=f
• Odor: almond=a, anise=l, creosote=c, fishy=y, foul=f, musty=m, none=n, pun-
gent=p, spicy=s
• Gill-attachment: attached=a, descending=d,free=f, notched=n
• Gill-spacing: close=c, crowded=w, distant=d
• Gill-size: broad=b,narrow=n
• Gill-color: black=k, brown=n, buff=b, chocolate=h, gray=g, green=r, orange=o,
pink=p, purple=u, red=e, white=w, yellow=y
• Stalk-shape: enlarging=e, tapering=t
• Stalk-root: bulbous=b, club=c, cup=u, equal=e, rhizomorphs=z, rooted=r, miss-
ing=?
• Stalk-surface-above-ring: fibrous=f, scaly=y, silky=k, smooth=s
• Stalk-surface-below-ring: fibrous=f, scaly=y, silky=k, smooth=s
• Stalk-color-above-ring: brown=n, buff=b, cinnamon=c, gray=g, orange=o, pink=p,
red=e, white=w, yellow=y
• Stalk-color-below-ring: brown=n, buff=b, cinnamon=c, gray=g, orange=o, pink=p,
red=e, white=w, yellow=y
• Veil-type: partial=p, universal=u
• Veil-color: brown=n, orange=o, white=w, yellow=y
• Ring-number: none=n, one=o, two=t
• Ring-type: cobwebby=c, evanescent=e, flaring=f, large=l, none=n, endant=p,
sheathing=s, zone=z
• Spore-print-color: black=k, brown=n, buff=b, chocolate=h, green=r, orange=o,
purple=u, white=w, yellow=y
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• Population: abundant=a, clustered=c, numerous=n, scattered=s, several=v, soli-
tary=y
• Habitat: grasses=g, leaves=l, meadows=m, paths=p, urban=u, waste=w, woods=d
7.5 Data Preprocessing
Numerous data preprocessing techniques have been reported in research: (Mean sub-
traction(Naik, 1995), normalisation(Sola and Sevilla, 1997), Principal component anal-
ysis(Jolliffe, 2002) and whitening (Je´gou and Chum, 2012)). However, in the implemen-
tation of ANN-MIND for this dissertation, mean subtraction was used only for Cifar-10
and not the mushroom dataset and MNIST.
Mean subtraction is used for combating illumination changes in the images’ input space
and also serves to centre the data, which in turn assists the ANN to learn faster since
the gradients act uniformly for each of the images channels. Mean subtraction involves
subtracting the mean across every individual feature in the dataset, see (Bhattacharyya,
2011) for more on image preprocessing.
7.6 Data splitting
The original MNIST dataset comes split into 60,000 training images and 10,000 test
images. For the purpose of validating the model in this dissertation, the training set
was split into 50,000 training sets and 10,000 validation sets. Thus, the resulting MNIST
data split used was: 50,000 training sets, 10,000 validation sets and, 10,000 test sets.
Cifar-10 was split into 50,000 training images and 10,000 test images. Again, the size
of the training set was reduced to create a validation set. In the case of Cifar-10, the
validation set size was 10,000. Hence the resulting training set was 50,000, the test set
10,000 and validation set 10,000.
The mushroom dataset is a very small dataset consisting of only 768 instances in total.
The dataset was divided into 80
As the name suggests, the training set was used to train the model, and the test set was
used for testing how well the final model would perform in the wild. The validation on
the other hand was used for the purposes of verifying whether the model was generalising
or overfitting.
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7.7 Model implementation
In this section, the tools used for the implementation of ANN-MIND is discussed. The
algorithm was coded in Python. Furthermore, a symbolic computing language by the
name of Theano (subsection 7.7.1) was used for optimising the execution of the algo-
rithm.
7.7.1 Theano
Theano was developed by the LISA group (now called the MILA group) at the University
of Montreal. Theano is an open source numerical computing python library that can
be used for defining, optimising, and evaluating mathematical expressions that involve
multidimensional arrays. Theano also has the option of running codes in either the
devices GPU or the CPU. The GPU option is particularly attractive to researchers
training neural networks as it allows neural nets to train faster than they would if
trained using the CPU.
7.7.1.1 Symbolic Computing
Symbolic computation is a scientific area that refers to the study and development of
algorithms and software for manipulating mathematical expressions and other math-
ematical objects. To implement the model described in Chapter 5, we made use of
Theano, a python symbolic computation library (Al-Rfou et al., 2016).
Theano builds a graph structure composed of interconnected variable nodes, operator
nodes, and apply nodes. It also optimises these graphs to improve performance. Theano
also performs a replacement operation in which some patterns in the graph are replaced
by faster or more stable patterns. The introduction of these new patterns changes the
structure of the pattern but keeps the mathematical equation mathematically equivalent.
To further optimise the graphs, Theano also detects identical subgraphs within the
graph and performs arithmetic simplification on them, ensuring that the same values
are not computed twice (Al-Rfou et al., 2016). As an example of such optimisation, the
expression xyz/xz will be replaced with y. Similar sub-graphs are also merged. This is
done to reduce redundant calculations.
Theano does automatic differentiation on these symbolic equations/graphs. To the users
of Theano, this implies that they need to implement the forward pass of the mode
only. Theano will automatically compute the corresponding gradients. Of interest to
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researchers when training neurral networks is that Theanos symbolic equations are com-
piled to run efficiently on the CPU and most notably, on the GPU (see Figure 7.7).
It has been shown on numerous occasions that tensors (higher dimensional arrays used
in these cases for the purpose of implementing neural networks) tend to run faster on
the GPU than on the CPU (for in-depth comparison of the training speed on CPU and
GPU, see (Asano et al., 2009, Garcia et al., 2008, Harish and Narayanan, 2007, Lee
et al., 2010b, Thomas and Daruwala, 2014)). It is for these reasons that it is common to
use libraries when implementing neural networks. For further information on Theano,
consult (Al-Rfou et al., 2016, Bastien et al., 2012, Bergstra et al., 2010).
Figure 7.7: Theano allows us to run our neural network on the GPU. The diagram
above shows an import of Theano as well as a message notifying us of this particular
session, Theano will run on a GPU, in this case a GeForce GTX-1070 GPU.
A popular library for performing mathematical equations in python is Numpy (De-
velopers, 2013). Numpy has a wide array of mathematical tools. Whilst Numpy has
a relatively good time performance, as of this writing, it is strictly CPU-bound and
doesnt support symbolic differentiation. Another popular python library for performing
mathematical computation is SymPy (Meurer et al., 2017). Whilst SymPy supports
symbolic differentiation, it has been noted that its expression graphs are not optimised
as much as those of Theano (Bastien et al., 2012). Theano’s main disadvantage is that
it is more difficult to debug compared to other libraries like Numpy.
Whilst most of the code that accompanies this dissertation was implemented in Theano,
the author also made use of Keras (Chollet et al., 2015) and Tensorflow (Abadi et al.,
2015) during the experimentation phase and as such, some results were indeed produced
from these other two symbolic computation libraries. Indeed, most of the graphs show-
ing the particular neural network architectures on which ANN-MIND was tested, were
produced through Keras.
7.8 Conclusion
This chapter discussed the three datasets on which ANN-MIND was trained and tested.
It also discussed the tools used in the implementation of the prototype of ANN-MIND.
This chapter marks the end of the model discussion in this dissertation. The following
chapter marks the beginning of Results, the third part of this dissertation.
Part IV
Results
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Chapter 8
Results and Interpretations
“Some things benefit from shocks; they thrive and grow when exposed to
volatility, randomness, disorder, and stressors and love adventure, risk, and
uncertainty.”
- Nassin Taleb, Antifragile
8.1 Introduction
This chapter focuses on analysing the results found when training ANN-MIND on the
datasets discussed in the previous chapter. The chapter discusses the following compo-
nents regarding the results observed when training different neural networks on missing
data:
• Learning Curves (section 8.2)
• Overfitting (section 8.3) and Underfitting(section 8.4).
• Benchmark results before introducing missing values (section 8.7).
• State of the art results for the datasets discussed in (section 8.5).
8.2 Learning Curves
Learning curves are plots used to depict the learning rate throughout the entire training
phase of an algorithm. These plots show the number of training epochs1 on the horizontal
1How many times an algorithm is trained on the same set of data.
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axis and the accuracy or error/loss on the vertical axis. Figure 8.1 shows an example of
typical learning curves, namely the training and validation learning curves.
Figure 8.1: A plot of a typical learning curve. Adapted from (Ng, 2018).
The distance between the known human level performance and the training error/accu-
racy is referred to as the avoidable bias.
8.3 Over-fitting
Overfitting is the modelling error that occurs when the modelling function F closely
fits the training dataset to the extent that its ability to generalise becomes limited to
that training dataset and consequently it performs poorly on examples it has never seen
before. Overfitting is the term that will be used to refer to the gap between the test
error and the training error. If trainingLoss < validationLoss (loss as used in this
context refers loss function; see section 4.6 for discussion on loss functions), the learner2
is said to be overfitting. The extent of the overfitting is dependent on the size of this
gap.
For a neural network, the solution to this problem includes: decreasing the size of the
network, increasing or introducing regularisation (e.g. neural network dropout, L1/L2
weight regularisation). If the size of the validation dataset is small, the model may still
overfit. In such a scenario, the model might still observe higher validation accuracy just
by random chance, however, this usually goes away as the model is trained for more
2i.e the learning algorithm
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epochs. Because the model is changing over time, the loss over the first batches of an
epoch is generally higher than over the last batches. On the other hand, the testing loss
for an epoch is computed using the model as it is at the end of the epoch, resulting in
a lower loss.
If the trainingLoss = validationLoss, the learner is underfitting. When the trainingLoss >
validationLoss, the model is generalising, which is a desirable result. If both training
and validation loss are about equal, then the learner is underfitting and the solution
to this includes amongst other things: increasing the size of the model. In this case, a
researcher can either increase the layers of the ANN or numbers of neurons in the layers.
Figure 8.2: When the model’s learning curve indicates that the model’s training
accuracy is increasing whilst at the same time the validation accuracy is going down,
this is termed overfitting. Image adapted from (Dieterle, 2018).
The performance of the no-drop network exhibits classic signs of overfitting, when the
training error continues to decrease at the expense of generalisation: the validation error
ticks up as the network overfits.
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8.4 Underfitting
When a model or algorithm fails to capture the underlying trend contained in the train-
ing data, this is referred to as underfitting. Underfitting models are characterised by
high bias and low variance. Whilst both over-fitting and underfitting result in a poor
performance on unseen data, for underfitting model, this poor performance is a result
of the model being over simplistic and thus unable to capture the patterns contained in
the dataset.
8.5 State of the art results
Table 8.1 shows the state of the art results for the three datasets mentioned in chapter 7.
Dataset Best results Achieved /Claimed by
MNIST Top1 Accuracy of 99.79% (Wan et al., 2013)
Cifar-10 Top1 Accuracy of 97.14% (Gastaldi, 2017)
Mushroom edibility classification 99.53% (Kim and Park, 2004).
Table 8.1: State of the art results for the datasets used in this and the following
chapters to test the performance(as measured by learning error) of ANN-MIND. Source
(Benenson, 2017)
The mushroom edibility dataset is a much simpler dataset for algorithms to classify than
the two datasets mentioned in Table 8.1. Whilst the reported accuracy of the mushroom
classification is 99.5%, it has since become much simpler to outperform this benchmark.
Achieving an accuracy of above 99.5% on this dataset is much easier to achieve.
8.6 Mushroom Edibility Classification Results
This section discusses the results of the experiments performed on the mushroom edibil-
ity classification dataset. Figure 8.3 shows an architecture of a neural network trained
on the mushroom edibility classification dataset. The input layer takes as inputs all the
features described in chapter 7.
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Figure 8.3: A shallow network with two hidden layers trained on the mushroom
edibility classification dataset.
8.6.1 Training without applying ANN-MIND
Figure 8.5 shows the accuracy and loss of a neural network (in Figure 8.3) when it is
trained on the mushroom edibility classification dataset without applying ANN-MIND.
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Figure 8.4: The accuracy observed
during the training of the network
shown in Figure 8.3 for 300 epochs.
The network achieves a validation
accuracy of 99.56% without overfit-
ting.
Figure 8.5: The loss observed
during the training of the network
shown in Figure 8.3 for 300 epochs.
The network achieves a correspond-
ing validation loss of 0.0054.0.
8.6.2 ANN-MIND trained on mushroom edibility dataset
Figure 8.7 shows the accuracy and loss of a network in Figure 8.3 when it is trained
on the mushroom edibility classification dataset using ANN-MIND. These results show
that the algorithm reaches an accuracy of 99.6% without showing any signs of overfitting
(i.e. the training accuracy remained less than the validation accuracy throughout the
entire 300 epochs).
Figure 8.6: The accuracy ob-
served during the training of the net-
work shown in Figure 8.3 for 300
epochs using ANN-MIND. The net-
work achieves a test accuracy of
99.6% without overfitting.
Figure 8.7: The model loss ob-
served during the training of the net-
work shown in Figure 8.3 for 300
epochs with the application of ANN-
MIND. The network achieves a min-
imum validation loss of 0.0054 with-
out showing signs of overfitting.
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8.7 MNIST results before introducing missing values
To gain a sense of how well the neural network architecture performs before the intro-
duction of missing data, the following ANN architectures were trained on the different
datasets described in chapter 7:
1. A shallow multi-layer perceptron with the architecture, shown in Figure 8.8.
2. A convolutional neural network consisting of two convolutional layer each followed
by a their respective pooling layers, shown in Figure 8.11.
For all three datasets discussed in the previous chapter, the author began by training
the respective neural networks on the original dataset (i.e. before introducing artificial
missing data). This was then followed by training the same neural network on the
introduction of missing values as described in chapter 7, whilst applying ANN-MIND.
8.7.1 ANN-MIND applied on MNIST without missing values
The simplest of our architectures is a shallow network consisting of only an input layer
followed by one hidden layer with 784 neurons and an output layer, as seen in Figure 8.8
below.
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Figure 8.8: A shallow network with one hidden layer.
Figure 8.10 shows the validation accuracy of this network plotted against its test accu-
racy. As can be seen from Figure 8.10, the network reaches an accuracy level ±98.8%
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on the validation set (green) without any sign of overfitting (the validation accuracy
remains above the training accuracy over the entire training phase).
Figure 8.10 shows the learning curve of the small network described in Figure 8.8 when
trained on the MNIST dataset without any missing values. The figure indicates that
the model reaches an accuracy of close to 99% without any sign of overfitting.
Figure 8.9: The accuracy observed
during the training of the network
shown in Figure 8.8 for 30 epochs.
The network achieves a test accuracy
of 0.9829.
Figure 8.10: The loss observed
during the training of the network
shown in Figure 8.8 for 30 epochs.
The network achieves a correspond-
ing test loss of 0.10797932473.
A convolutional neural network with the architecture shown in the figure below was also
trained and evaluated on the datasets mentioned in the previous chapter:
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Figure 8.11: A convolutional neural network made up of two convolution layers, each
followed by a pooling layer and an output layer.
Figure 8.12 below shows the validation accuracy of the network shown in Figure 8.13
vs test accuracy for the network shown in Figure 8.13 trained on the original MNIST
dataset without any missing values. As can be seen from Figure 8.12, the network
reaches accuracy levels of above ±99.4% without any sign of overfitting.
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Figure 8.12: The results of training a shallow neural network trained on the MNIST
dataset without any missing values.
Figure 8.13 shows yet another neural network architecture which ANN-MIND was ival-
uated on.
Figure 8.13: A convolutional neural network with one convolution layer, one pool-
ing/subsampling layer and an output layer.
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Figure 8.14 below shows the validation accuracy of this network vs test accuracy for
the network shown in Figure 8.13 trained on the original MNIST dataset without any
missing values. As can be seen from Figure 8.14, the network reaches accuracy levels of
above ±99.2% without any sign of overfitting.
Figure 8.14: The results of training a shallow neural network trained on the MNIST
dataset without any missing values.
Figure 8.16 below shows the learning graphs of the network in Figure 8.11 when trained
with ANN-MIND on the original MNIST dataset before the introduction of any missing
values. The results show that the use of ANN-MIND without any missing values doesnt
affect the performance of the overall ANN.
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Figure 8.15: The accuracy ob-
served during the training of the net-
work shown in Figure 8.11 for 30
epochs. The network achieves a test
accuracy of 0.9829.
Figure 8.16: The loss observed
during the training of the network
shown in Figure 8.11 for 30 epochs.
The network achieves a correspond-
ing test loss of 0.10797932473.
8.7.2 ANN-MIND applied to the original mushroom dataset
Figure 8.18 below shows the results observed after training the ANN in Figure 8.17
on the original mushroom dataset. This network achieves an accuracy level of close to
99.7%.
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Figure 8.17: The architecture of a simple network trained on the mushroom edibility
dataset.
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Figure 8.18: Results of training the network shown in Figure 8.17 on the original
mushroom dataset.
8.7.3 ANN-MIND applied to the Cifar-10 dataset
Figure 8.21 shows the results observed after training the network in Figure 8.19 on
the Cifar-10 dataset with 20% missing values with the application of ANN-MIND. The
results indicate that the network was able to achieve relatively high accuracy despite
the missing values.
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Figure 8.19: A convolutional neural network which was trained on the Cifar-10 (con-
tinues on Figure 8.20).
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Figure 8.20: A convolutional neural network which was trained on the Cifar-10 (con-
tinued from Figure 8.19).
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Figure 8.21 show the results observed when training the ANN in Figure 8.19 and Fig-
ure 8.20 when trained with ANN-MIND.
Figure 8.21: The accuracy ob-
served during the training of the net-
work shown in Figure 8.19 for 30
epochs. The network achieves a test
accuracy of 0.9829.
Figure 8.22: The loss observed
during the training of the network
shown in Figure 8.19 for 30 epochs.
The network achieves a correspond-
ing test loss of 0.10797932473.
It can be seen from Figure 8.21 that the network performs well, in that it achieves an
accuracy of 98.29% without showing any sign of overfitting.
8.8 Mean value imputation
After introducing 20% missing pixels on the original MNIST dataset, we trained the
neural network shown in Figure 8.11 with mean value imputation applied on the missing
values. The results of this are shown in Figure 8.24.
Figure 8.23: The accuracy for
the network(97.52%) in Figure 8.8
trained on the MNIST dataset with
mean imputation used for dealing
with 20% of the pixels missing com-
pletely at random.
Figure 8.24: Training loss for the
network in Figure 8.8 trained on the
MNIST dataset with mean imputa-
tion used for dealing with 20% of
the pixels missing completely at ran-
dom.
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The results in Figure 8.24 indicate that the network was able to attain an accuracy of
98%, this is one per cent less than what was observed on the original dataset before
the introduction of the missing values. This indicates that mean value imputation as
applied here causes a decrease in the accuracy of a model.
8.9 Listwise deletion
8.9.1 Listwise deletion on MNIST data
Figure 8.26 shows the training and validation loss of the same shallow network in sub-
section 8.7.1, with exactly the same parameters as in subsection 8.7.1. However, in this
case, the dataset on which the model was trained consisted of 20% random missing pix-
els. From the training and test loss in Figure 8.26, it can be seen that this network fails
to generalise. The inability to generalise is indicated by the training loss that remains
lower than the validation loss throughout the entire 60 epochs.
Figure 8.25: A shallow neural net-
work trained on the MNIST dataset
with 20% of the pixels removed on
every image. This network shows
clear signs of overfitting as indicated
by the validation loss which is higher
than the training loss throughout
the entire training phase.
Figure 8.26: A shallow neural net-
work trained on the MNIST dataset
with 20% of the pixels removed on
every image. This network shows
clear signs of overfitting as indicated
by the validation loss which is higher
than the training loss throughout
the entire training phase.
Upon increasing the number of missing values from 20% to 35%, we observe that the
neural network fails to learn completely, with both the training and the validation loss
remaining constant at 0.00020 for the entire 60 epochs. We attribute this to the small
training dataset left after we performed listwise deletion on all the missing data.
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This indicates that the 20% pixels selected at random on the MNIST dataset results
in the removal of a significant amount of missing values. As such, further experiments
were carried out at 20% missing values.
Figure 8.27 shows the learning curves during the training of the network in Figure 8.13
after applying listwise deletion on the 20% completely random missing values.
Figure 8.27: With 20% missing values, the network in Figure 8.13 shows signs of
overfitting throughout the training phase.
The results in Figure 8.27 show that the use of listwise deletion in the case where there
are too many missing values reduces the size of the dataset significantly. Thus, the sub
dataset that remained after the listwise deletion was applied was not big enough for the
network to be able to learn. Hence the poor performance observed in Figure 8.27.
8.10 ANN-MIND results
To begin the analysis of how ANN-MIND compares to some other techniques, artifi-
cially missing values were introduced to the MNIST training set (as described in subsec-
tion C.1.1). Note that at this point, missing values were introduced only on the training
set and that the test and validation set have no missing values. This facilitated the
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training of a model on a dataset containing missing values and testing its performance
on a dataset without any missing values, which indicated how well the model would
perform on the true dataset, given that it was trained on a dataset containing missing
values. When a shallow network was trained (see Figure 8.8), the following results in
Figure 8.29 were observed (with a corresponding test loss of 0.189):
Figure 8.28: The accuracy of a
shallow neural network trained us-
ing ANN-MIND on MNIST dataset
with 20% of the pixels removed com-
pletely at random.
Figure 8.29: The loss observed
during the training of the network
shown in Figure 8.19 for 30 epochs.
The network achieves a correspond-
ing test loss of 0.10797932473.
The results in Figure 8.29 show an almost constant training loss accompanied by a
decreasing validation loss. Whilst this might look surprising, it certainly doesnt indicate
any sign of over-fitting or under-fitting. On the contrary, this points to the fact that the
network is being trained on two extremely different datasets.
To explain what is meant by training and testing taking place on completely different
datasets, recall that for these results, missing values were artificially generated only for
the training set, and that the validation set had no missing values. Furthermore, recall
that missing value(s) dropout, as applied in ANN-MIND, drops out all missing values
encountered within the input vector. The over application of dropout on the training
set and zero application of dropout on the validation set meant what the network saw
these two datasets as completely different datasets (i.e. different as in originating from
two different distributions. This is undesirable when training ANNs). In the case under
consideration(i.e. with missing values on the training set only), the application of ANN-
MIND implies that the inputs used for training are completely different from those of
those pushed into the network during the validation phase.
Figure 8.30 shows the performance of ANN-MIND on MNIST with 20% of the pixels on
every image missing via the localised missing scheme (discussed in subsubsection 7.2.1.2).
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Figure 8.30: A shallow neural network trained using ANN-MIND on MNIST dataset
with 20% of the pixels removed completely using localized missing value removal
Similar to the completely random missing values case discussed above, the training accu-
racy remained constant throughout the training phase, however this time, the validation
accuracy was lower than that observed on the completely random missingness case dis-
cussed above. This can be attributed to the complete loss of some features in the images.
For example, Figure 8.31 shows a sample of the MNIST digits for which the localised
missing value technique was applied at 20% missing values. Notice that a significant
part of the digit itself is missing.
Figure 8.31: (a) A sample digit from the MNIST dataset. (b) The digit in (a) after
20% localized missing values.
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The table below summaries the experiments reported in this chapter.
Table 8.2: A summary of all the results reported in this chapter.
8.11 Conclusions And Final remarks
This chapter discussed results observed when training numerous neural network models
using ANN-MIND. The results showed that compared to other techniques that were con-
sidered in this dissertation, ANN-MIND performs well in the presence of missing values
in terms of accuracy/error/loss accompanied by the lack of over-fitting. Furthermore, it
was shown that in the presence of no missing data, ANN-MIND performs just as well
as ANNs of the same architectures in which ANN-MIND is not applied.
Part V
Conclusion
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Chapter 9
Conclusions And Final remarks
“Every new beginning comes from some other beginning’s end.”
- Seneca,
9.1 Overview
The previous chapter discussed the results obtained when ANN-MIND was applied to
different datasets. Recall that the model was tested on three different datasets; the
MNIST handwriting recognition dataset, Cifar10 and the mushroom edibility classifi-
cation dataset. This final chapter of this dissertation gives the conclusions and final
remarks.
9.2 Critical Evaluation Of The Proposed Model
The model proposed in this dissertation showed impressive performance in the cases
where the data at our disposal was missing. The model showed impressive performance
on both the MNIST and Cifar10 datasets in which the author generated varying amounts
of artificially missing data, and the mushroom edibility classification dataset, which has
missing values in its natural state and as such didn’t require the creation of artificial
data/values.
Other than proposing a model/algorithm for training neural networks in the presence
of missing data, this dissertation also proposed two techniques for generating missing
data on images. This gives the community a mechanism for generating new datasets
containing missing values from datasets that initially have no missing values.
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9.3 Closing Remarks
Over the course of conducting this research study, the author found that, whilst the
presence of missing data is a norm in the industry, finding a public dataset that had a
lot of missing values was a time-consuming process. It appears that most public datasets
dont have missing data and in the few cases where a dataset consisted of missing values,
the author found that if machine learning research has been conducted using the dataset,
features consisting of a high number of missing values were excluded in the building
of the model. A case in point is the UCI machine learning repositorys heart disease
dataset Lichman (2013) where, as of this writing, the author noted that almost all the
papers/works listed on the site as having used this dataset had discarded the features
of this dataset which had a high number of missing values.
The dissertation produced two datasets containing missing values. These were created
from the MNIST handwriting recognition dataset and the Cifar10 dataset. Furthermore,
two different techniques of artificially generating missing values in a dataset were pro-
posed. These were referred to as the missing pixels introduced completely at random as
well as the localised missing values.
Lastly, the absence of a standardised dataset against which any proposed missing data
models efficiency could be verified means that measuring the efficiency of a model pro-
posed by other researchers would be extremely difficult. To compare the efficiency of
a proposed new model, a researcher would have to compare his/her model against the
same dataset used by other researchers. However, since there is no standardised dataset
for evaluating the efficiency of an algorithm dealing with missing values, different re-
searchers use different datasets. To this end, the author hopes that in future such a
standardised dataset will be made available, and that the introduction of such a dataset
would have a similar impact as that which the ImageNet dataset had in the field of com-
puter vision (see (Deng et al., 2009b)) . The introduction of the ImageNet dataset led
many researchers and the industry to evaluate the efficiency of their proposed computer
vision models/algorithms on a single dataset and compare how their model(s) fared with
those of other researchers.
9.4 Future Work
The model was evaluated on three datasets: the MNIST handwriting recognition dataset
(LeCun et al., 1998), the Cifar10, and the mushroom edibility classification dataset
from the UCI machine learning repository(Lichman, 2013). It was observed that the
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performance of ANN-MIND was relatively consistent across the three different datasets
in that it performed well on all three datasets. Analysis of the results was performed.
It is the wish of the author that the model be tested on more datasets, particularly on
datasets consisting of missing values which have not been artificially generated, as was
the case for our MNIST dataset and the Cifar10. As part of the authors future work,
the intension is to collect a large dataset of missing values which it is hoped can be used
as a dataset for evaluating the efficiency of algorithms that predict or learn on missing
data. The motivation for this is as stated above: to provide a standardised dataset which
researchers in this area can use as a benchmark for their models. The introduction of
such a dataset would reduce the need to test models on multiple datasets.
This work has been published and presented at the IST-Africa 2018 conference (see
(Mudau and Coulter, 2018)). This paper is can be seen in Appendix B.
Appendix A
Basic Linear Algebra
A.1 Introduction
This Appendix discusses some of the linear algebra used throughout in this paper. Note
that this is by no means a complete discussion on this subject, this is only a discussion
of the few linear algebra topic and operations constantly referred to in this paper. If the
reader wish to read a detailed discussion on this topic, we suggest the reader consults
(Larson, 2016, Poole, 2014).
A.2 Scalar
A scalar is a quantity consisting of only magnitude(size) and no direction. According
to this definition, a scalar is any quantity/number NR. Scalars are usually written in
lower case variables such as a, b, c, x, y, z.
A.3 Vectors
A vector v¯ is an ordered arrangement of scalars(section A.2). Vectors have both magni-
tude and direction. We use notation [ ] to access elements of a vector, in this notation,
a¯[0] refers to the scalar a1. Equation A.1 shows a vector a¯ consisting of n scalars:
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a¯ =

a1
a2
.
.
.
an

(A.1)
Let x¯, y¯ be two vectors such that x¯ =
[
x1, x2, x3, . . . , xn
]
and y¯ =
[
y1, y2, y3, . . . , yn
]
.
We define vector the following:
• vector addition x¯+ y¯ as:
x¯+ y¯ =
[
x1 + y1, x2 + y2, x3 + y3, . . . , xn + yn
]
• vector subtraction x¯− y¯ as:
x¯− y¯ =
[
x1 − y1, x2 − y2, x3 − y3, . . . , xn − yn
]
• vector multiplication(dot product) x¯y¯ :
x¯y¯ =
[
x1y1, x2y2, x3y3, . . . , xnyn
]
A.4 Matrices
A matrix M is a 2 dimensional array of scalar. Elements inside a matrix are referenced
using two indices denoted as mi,j . For example, to we use M [0, 0] to refer to the first
element(m1,1 in the matrix in equation A.2:
M¯ =

m1,1 m1,2 m1,3 . . . m1,n
m2,1 m2,2 m2,3 . . . m2,n
m3,1 m3,2 m3,3 . . . m3,n
.
.
.
ml,0 ml,2 ml,3 . . . ml,n

(A.2)
Let
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A¯ =

a1,1 a1,2 a1,3 . . . a1,n
a2,1 a2,2 a2,3 . . . a2,n
a3,1 a3,2 a3,3 . . . a3,n
.
.
.
al,0 al,2 al,3 . . . al,n

B¯ =

b1,1 b1,2 b1,3 . . . b1,n
b2,1 b2,2 b2,3 . . . b2,n
b3,1 b3,2 b3,3 . . . b3,n
.
.
.
bl,0 bl,2 bl,3 . . . bl,n

• Matrix addition A¯+ B¯ as:
A¯ + B¯ =

a1,1 + b1,1 a1,1 + b1,2 a1,1 + b1,3 . . . a1,1 + b1,n
a1,1 + b2,1 a1,1 + b2,2 a1,1 + b2,3 . . . a1,1 + b2,n
a1,1 + b3,1 a1,1 + b3,2 a1,1 + b3,3 . . . a1,1 + b3,n
.
.
.
a1,1 + bl,0 a1,1 + bl,2 a1,1 + bl,3 . . . a1,1 + bl,n

• Matrix subtraction A¯− B¯ as:
A¯− B¯ =

a1,1 − b1,1 a1,1 − b1,2 a1,1 − b1,3 . . . a1,1 − b1,n
a1,1 − b2,1 a1,1 − b2,2 a1,1 − b2,3 . . . a1,1 − b2,n
a1,1 − b3,1 a1,1 − b3,2 a1,1 − b3,3 . . . a1,1 − b3,n
.
.
.
a1,1 − bl,0 a1,1 − bl,2 a1,1 − bl,3 . . . a1,1 − bl,n

Matrix multiplication is defined as:
A tensor is a geometric object describing a linear relation between scalars, geometric
vectors and or other tensors. Examples of tensors include the cross product and the dot
product.
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Figure A.1: Matrix multiplication.
Appendix B
Conference Paper
This appendix contains the conference paper which was presented and published at the
IST Africa 2018 conference.
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Abstract—The quality of a dataset plays a central role in the 
results and conclusion that can be drawn from analysis such a 
dataset.  As it is often said; garbage in, garbage out. In recently 
years, neural networks have displayed good performance in 
solving a diverse number of problems. Unfortunately, artificial 
neural networks are not immune to this misfortune presented by 
missing values. Furthermore, in most real word settings, it is 
often the case that, the only data available for the training of 
artificial neural networks consists of a significant amount of 
missing values. In such cases, we are left with little choice but to 
use this data for the purposes of training neural networks, 
although doing so may result in a poorly performing neural 
network. In this paper we describe the use of neural network 
dropout as a technique for training neural networks in the 
presence of missing values. We test the performance of different 
neural network architectures on different levels of artificial 
generated missing values introduces on the MNIST handwriting 
recognition dataset, Cifar-10 and the Pima Indians Diabetes 
Dataset and find that in most cases it results in significantly 
better performance of the neural network compared to other 
missing data handling techniques.   
 
Keywords—Artificial neural networks, neural network 
dropout, missing data.  
I. INTRODUCTION 
For one reason or another, some records in a database 
might contain missing fields. A malfunctioning data collection 
device might record some pieces of data and not others. In a 
questionnaire, for one reason or another, some applicants might 
choose to not answer some of the question. This missing 
information is what we call missing data. Regardless of the 
reason(s) that lead to the missing data, missing data is a 
common occurrence in real life settings and it plays a crucial 
role in the quality of machine learning models built on top of 
this datasets.  Most systems currently in use, merely discard the 
missing observation from the training datasets, while others 
just proceeds to use this data and ignore the problems presented 
by the missing values. Still other approaches choose to impute 
this missing values with fixed constants such as means and 
mode.  
 
Like most machine learning algorithms, most neural network 
architectures work under the assumption that the supplied data 
contains no missing values. Whist neural networks are 
generally known to be resilient to noise, in the presence of a 
significant amount of missing values, this resilience soon fades 
away(Brunel and Hansel, 2006) and (Dodge et al, 2016).   This 
dissertation explores a method for training neural networks in 
the event where the training dataset consists missing values. Its 
contribution is the introduction of four new datasets containing 
artificial generated missing values and the proposed use of 
neural network dropout (a widely used regularisation 
technique) as a technique for handling missing values.  We 
refer to this use of neural network dropout as Artificial Neural 
Network Missing INputs Dropout (ANN-Mind).  
 
 
II. RELATED WORKS 
     (Aydilek and Arslan, 2012) used a combination of K-
Nearest neighbour and a NN to predict missing values within 
datasets. Auto encoders have also been used to create a 
dimensionality reduced representation of the input data 
consisting of missing values such works include (Leke et al., 
2014), producing a complete representation of an otherwise 
missing input data which is then used for training subsequent 
models/algorithms. A similar techniques relying on 
neighborhood was presented in (Zhang, 2011) where instead of 
a K-nearest neighbor, a shell neighbor is used instead.  
 
By combining several standard models generally used with 
complete data, (Marlin, 2008) built a collaborative predicting 
for predicting non-random missing values. (Leke and Marwala, 
2016) trained a feature extracting unsupervised NN to learn 
important features of datasets consisting of missing values and 
used this features as inputs into a swarm intelligence algorithm 
which the authors used to predict the missing values. (Abdella 
and Marwala, 2005) used genetic algorithm to predict and 
impute missing values within datasets, whilst (Mistry et al., 
2009) used this same algorithm (genetic algorithm) in 
combination with an ANN, a principle component analysis 
(PCA). What makes ANN-MIND unique is that it do not intend 
to predict the missing values, nor do we intend to eliminate all 
the observations containing missing values. Instead, the work 
of addressing the missing values is differed to the same ANN 
under training. As such, ANN-MIND is not a model for 
predicting missing values, rather it is a method through which 
an ANN can be trained in the presence of missing values. 
III. MISSING DATA 
      Several techniques have been proposed for dealing with 
missing data. This includes amongst other, the use imputation 
of missing values with values such as the statistical mean (also 
known as the average), case wise deletion (Little and Rubin, 
2014), list-wise deletion and building a predictive model to 
predict the missing values (Little and Rubin, 2014). This 
techniques give rise to what is essentially seen as a twostep 
process with the first step involving the imputation of the 
missing values and the second step being that of training the 
network. The drawbacks of this twostep process is the 
introduction of the intermediate step between the training of 
the network which could and usually is time consuming in and 
of itself. (Kalaycioglu et al., 2015, Myers, 2011, Van Buuren, 
2012) provide a comparison of some of the techniques used for 
dealing with missing data. 
 
IV. DATASETS 
Pixels missing completely at random: 
The first method we used to introduce missing pixels into 
random MNIST images was to draw a random sample of 
images from the original dataset and remove pixels using a 
random Gaussian sampling.  Figure 1 shows an image picked 
at random from the dataset followed by 20% Gaussian random 
pixel removal.  In figure 1 removed/missing pixels are 
represented by blue pixels, however in code this pixels are 
represented by a placeholder NaN.   Furthermore,  recall  that  
MNIST  images  are  grey-scaled,  thus  the  blue color  is  for  
purely  visual  purposes  and  not  an  indication  that  the  
image  has  three channels(Red, Green, Blue. 
 
 
(a)An image of a handwritten digit 5 from the MNIST dataset.  
(b) The image shown in (a) with 20% of its pixels selected via 
a random Gaussian selection and removed. 
 
Localised missing pixels 
Data in real world settings is rarely missing completely at 
random (Schafer and Graham,2002, Soley-Bori).  Furthermore, 
according to (Imhof et al., 2002), if a dataset that is missing 
completely at random then it meet the criteria minimum criteria 
in (Imhof et al.,2002) for the dataset to use to predict the 
missing values within the dataset. For this reasons we decided 
to try another form of missingness as well as missing 
completely at random (see 7.2.1.1).  We refer to this method as 
the localized missing pixels method….. 
 
Figure 2: (a) A random image selected from the MNIST 
dataset.  (b) The image in (a) after a localized imputation at 
10% probability of a pixel being selected and neighborhood 
radius r= 2 
 
 
In this method, pixel are selected at random using via a random 
Gaussian distribution. Once a pixel p has been selected, a 
neighborhood of radius of pixels is built around p.   Finally,  all  
pixels  within  the  radius(p included)  are  discarded,  and  
flagged  as missing(i.e NaN).  The resulting image is similar to 
that shown in figure 7.3 (b) where the missing pixels are shown 
in blue.  In particular, in the figure below (b),r:= 2 and the 
probability of a pixel being selected for such removal was set 
at 10% 
 
 
V. NEURAL NETWORK DROPOUT 
Neural network dropout (Srivastava et al., 2014), a 
regularization technique used for training large/deep neural 
networks. Neural network dropout (or simply dropout) is a 
regularisation technique used for regularising ANNs. It reduces 
the complexity network which in turn reduces the likelihood of 
the network over-fitting.  
 
According to (Srivastava et al., 2014, Warde-Farley et al., 
2013), the use of dropout on a network reduces the likelihood 
of neurons co-adaption in the network, a characteristic that is 
often associated with over-fitting. NN dropout works but 
randomly selecting and discarding this neuron from the 
network during the feed-forward step of the NN training. 
Furthermore, neurons dropped out on a given iteration of the 
mini-batches or feed-forwards step also seize to become part of 
the corresponding back-propagation step. This process is 
repeated over all samples in the training set, see figure 2 for an 
example of NN dropout on a hypothetical run of the feed-
forward step. The random discarding of neurons forces the 
network to learn to generalise with only a subset of its overall 
neurons present, see figure 2. Since every training example 
pushed to the network is trained with a usually a different sub-
network of the overall network, the end results is that the final 
trained NN is in effect an ensemble of this sub-network. 
 
 
 
Figure 2: (a) A standard neural network. (b) Neural network 
dropout applied on the network shown in (a).  
 
 
According to (Hinton et al., 2012b), dropout has the same 
effect as training multiple NNs and creating an ensemble (see 
section below) with them. Since (Srivastava et al., 2014) first 
proposed dropout, there have been several variation proposed, 
this includes see fast dropout (Wang and Manning, 2013) and 
drop-connect (Wan et al, 2013) works exactly the same as 
dropout however, weight connecting to other neurons are 
dropped instead of the entire neuron. 
 
VI. ANN-MIND 
Before you begin to format your paper, first write and save 
the content as a separate text file. Keep your text and graphic 
files separate until after the text has been formatted and styled. 
Do not use hard tabs, and limit use of hard returns to only one 
return at the end of a paragraph. Do not add any kind of 
pagination anywhere in the paper. Do not number text heads—
the template will do that for you. 
 
 
Finally, complete content and organizational editing before 
formatting. Please take note of the following items when 
proofreading spelling and grammar. 
 
 
VII. RESULTS 
ANN-Mind was tested on three different datasets as 
mentioned above. The results observed after training simple 
three layers deep feed forward network on MNIST is showed 
in the figure below.  
 
 
Figure 3: the learning curve of a 784-40-10 feedforward 
neural network trained without any missing values.  
 
The learning curve in figure 3 shows that this simple network 
reached an accuracy of up to 98.98 in 50 epochs without 
showing any signs of overfitting.  
 
Figure 4 below shows the same network mentioned above but 
this time trained on  
 
 
Figure 4: The learning curve of  the same 784-40-10 
VIII. CONCLUSION 
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Appendix C
Missing data generation
C.1 Introduction
This section present more example of images generated at varying levels of missingness
for the respective type of missingness presented in chapter 7.
C.1.1 Pixels Missing Completely At Random
This section presents images of some of the randomly selected MNIST images and their
corresponding missing data image generated at the specified probabilities of missing-
ness. The first set of results are produced through the application of removing pixels
completely at random with the specified probabilities.
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Figure C.1: p = 5%.
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Figure C.2: p = 10%.
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Figure C.3: p = 15%.
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Figure C.4: p = 20%.
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Figure C.5: p = 25%.
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Figure C.6: p = 30%.
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Figure C.7: p = 35%.
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Figure C.8: p = 40%.
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Figure C.9: p = 45%.
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Figure C.10: p = 50%.
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Figure C.11: p = 55%.
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Figure C.12: p = 60%.
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Figure C.13: p = 70%.
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C.1.2 Localised missing pixels
The following diagrams shows the results of applying localised missing data creation on
the randomly selected MNIST images for the specified probabilities p and radius r.
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Figure C.14: p = 1%, r = 1 .
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Figure C.15: p = 1%, r = 2 .
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Figure C.16: p = 1%, r = 3 .
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Figure C.17: p = 5%, r = 2 .
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Figure C.18: p = 5%, r = 3 .
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Figure C.19: p = 10%, r = 2 .
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Figure C.20: p = 1%, r = 4 .
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Figure C.21: p = 10%, r = 1 .
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Figure C.22: p = 10%, r = 2 .
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Figure C.23: p = 15%, r = 1 .
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Figure C.24: p = 15%, r = 2 .
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Figure C.25: p = 15%, r = 3 .
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Figure C.26: p = 20%, r = 1 .
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Figure C.27: p = 20%, r = 2 .
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Figure C.28: p = 25%, r = 1 .
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Figure C.29: p = 25%, r = 2 .
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Figure C.30: p = 30%, r = 1 .
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