Abstract-In this paper, we investigate how to apply graph-based semisupervised learning to acoustic modeling in speech recognition. Graph-based semisupervised learning is a widely used transductive semisupervised learning method in which labeled and unlabeled data are jointly represented as a weighted graph; the resulting graph structure is then used as a constraint during the classification of unlabeled data points. We investigate suitable graph-based learning algorithms for speech data and evaluate two different frameworks for integrating graph-based learning into state-of-the-art, deep neural network (DDN)-based speech recognition systems. The first framework utilizes graph-based learning in parallel with a DNN classifier within a lattice-rescoring framework, whereas the second framework relies on an embedding of graph neighborhood information into continuous space using an autoencoder. We demonstrate significant improvements in framelevel phonetic classification accuracy and consistent reductions in word error rate on large-vocabulary conversational speech recognition tasks.
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I. INTRODUCTION
T HE recent development of deep neural network (DNN) based modeling techniques has resulted in significant improvements in acoustic modeling for speech recognition [1] - [5] . DNNs now generally outperform traditional acoustic modeling approaches, such as those based on Gaussian mixture models (GMMs). Nevertheless, a number of problems persist in acoustic modeling for speech recognition, in particular the need for adapting trained models to a range of different test conditions (speakers, accents, channels, etc.), and the problem of training high-performing models in the absence of large amounts of data, e.g., in the case of low-resource languages.
Semi-supervised learning (SSL) is potentially a very promising approach to these problems since it leverages both labeled and unlabeled data. SSL methods can be generally categorized as either inductive and transductive. In inductive SSL, both labeled and unlabeled data is used to train a classifier that is then applied to unseen test data. This is particularly useful when there is a limited amount of labeled data and an abundance of unlabeled data. In transductive SSL both labeled and unlabeled samples are used to train a classifier which is used to predict the Manuscript received December 09, 2015; revised May 18, 2016 and July 08, 2016; accepted July 11, 2016 . Date of publication July 21, 2016 ; date of current version August 12, 2016 . The associate editor coordinating the review of this manuscript and approving it for publication was Dr. Karen Livescu.
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class labels of those same unlabeled samples. In other words, transductive SSL learns jointly from the training and the test test data. The notion of "transduction" is thus similar to adaptation in acoustic modeling. In this paper we investigate a subclass of transductive SSL methods, graph-based semi-supervised learning (GBL), which jointly models labeled and unlabeled data as a weighted graph whose nodes represent data samples and whose edge weights represent pairwise similarities between samples. The information of the labeled samples is "transferred" to unlabeled samples on this graph, which is assumed to encode a low-dimensional manifold underlying the data. Various learning algorithms can then be devised to exploit the constraints expressed by the manifold graph. In particular, the label assignments to unlabeled points are required to respect the smoothness of the manifold; i.e., samples close to each other in the graph are encouraged to received the same labels whereas dissimilar data points are more likely to receive different labels. By exploiting smoothness constraints a more consistent and reliable classification of the test data can often be achieved. In addition, unlike standard supervised classification approaches used in acoustic modeling (including DNNs), GBL utilizes similarities between different test samples in addition to similarities between training and test samples. It thus provides complementary information beyond that extracted from the training data and encourages implicit adaptation to the test data. However, possible drawbacks of GBL include its high computational complexity and limited scalability to large data sets. In this paper we show how GBL can be tailored to, and integrated with, state-of-the-art speech recognition systems in order to achieve better adaptation to the test data. We first provide an overview of the basic GBL algorithms used in this paper as well as in previous work (Section II) and present phone classification results on a standard benchmark task (TIMIT). To integrate GBL into a fully-fledged DNN-based speech recognition system, we propose two novel approaches. First, we propose a late integration framework based on lattice rescoring in Section III, and compare it against other SSL methods used in DNN-based systems. Second, we present an early integration framework based on neural graph embedding in Section IV, where the graph embedding features are produced by an autoencoder that maps graph structures defined over speech samples to a continuous vector space. The resulting features are then used to augment the standard acoustic features at the input level of a DNN classifier. We present evaluation results on the Switchboard large-vocabulary conversational speech recognition (LVCSR) task and show statistically significant word error rate improvements over the baseline systems. To our knowledge this is the first paper demonstrating competitive GBL results in state-of-the-art LVCSR systems.
II. GRAPH-BASED SEMI-SUPERVISED LEARNING FOR ACOUSTIC MODELING
Previous work on GBL for speech processing consists primarily of studies on phone classification. In one of the earliest works [6] , the authors used the label propagation algorithm [7] for frame-wise semi-supervised classification of isolated vowels. The method was shown to outperform purely supervised GMM and multi-layer perceptron (MLP) classifiers. In [8] , the authors proposed a measure propagation algorithm for the semisupervised phonetic transcription of Switchboard-I. This work utilized a graph constructed over 300 hours of speech (120 million acoustic frames), with only 75 minutes of frame-level labeled data. In [9] a graph-based manifold regularization term was added to the objective function for the MLP classifier. In [10] , the authors incorporated confidence measures into graph inference to improve the quality of label propagation on the graph. In [11] , graph-based phone and segment classification was compared against different baseline supervised classifiers; it was shown the graph-based approach outperformed the latter consistently. In other work [12] , [13] , manifold learning has been investigated on acoustic feature analysis and underresourced speech recognition.
In spite of the promising results presented in these studies, none of them have investigated the potential impact of graphbased SSL on word recognition. In addition, none of them have compared their approaches against state-of-the-art DNN based classifiers. Here, we evaluate GBL in the context of DNN-based systems and assess its effect on fully-fledged word recognition. We describe our approaches in Sections II-B, III and IV, summarizing results published in [11] , [14] , [15] , and present, for the first time, results obtained by a graph-based system on the full Switchboard LVCSR task in Section IV-E.
A. Graph-Based Learning Algorithms
To explain GBL we first define the following notation: Assume that we have a set of labeled data
, and a set of unlabeled data U = {x i } l+u i=l+1 . x i ∈ R d is a d-dimensional acoustic feature vector for a given sample (frame) i. For acoustic modeling, x is usually an MFCC feature vector, possibly with additional preprocessing steps such as splicing or linear discriminant analysis (LDA); or it could be other feature representations such as phone/senone posteriors, or DNN bottleneck features. r i ∈ R m is the reference distribution over m class labels (e.g., phonemes, senones, etc.) for sample i. The reference distribution is usually a one-hot vector. l and u are the number of frames in the labeled (training) and unlabeled (test) sets, respectively. We construct a graph G = {V, E, W } over all samples from L and U, where V is the set of nodes in the graph (representing samples in L ∪ U), E is the set of edges that connect pairs of nodes i and j, and each edge is associated with a weight w ij that encodes their similarity. The goal of GBL is to infer the class label distributions for all samples in U. Fig. 1 shows an illustration of a graph for acoustic modeling. In this example, each frame in the labeled and unlabeled data is represented as a node in the graph. The weights encode the similarities for pairs of samples. Here, we have four phonetic labels /ey/, /ow/, /n/ and /h/. The goal is to infer the label distribution of all samples in U according to an objective function defined on the graph G.
The graph is usually a nearest neighbor graph (either kNN, or -NN). For our work we adopt the same graph construction method as in [6] , [16] : for each sample in U, we find k nearest neighbors in the labeled data L, and k nearest neighbors in the unlabeled data U. To compute the pairwise similarity, we use the RBF kernel function, given as:
, where d ij is the distance measure between sample i and j, σ is the parameter of the RBF kernel. The most commonly used distance is the Euclidean distance. Other distance measures may be used, such as Mahalanobis distance [17] , or Jenson-Shannon divergence [6] . In our work, we use different distance measure for different feature representations: for probabilistic feature representations such as phone posteriors, we use Jenson-Shannon divergence; for non-probabilistic feature representations, we use Euclidean distance. We symmetrize the graph such that if sample i is one of the nearest neighbors of sample j, then we also add j to the nearest neighbors of sample i.
The next question is how to infer the label distribution of samples in U. A variety of GBL algorithms have been proposed ( [7] , [17] - [21] , [10] ) that differ in their objective functions but all follow the same basic assumption: if two samples are close to each other in the graph they are encouraged to receive similar label distributions. For our work we utilize an algorithm termed prior-regularized measure propagation (pMP), or pMP in short. The pMP algorithm is inspired by the measure propagation proposed in [17] , which minimizes the following objective function:
Here, r i is the reference label distribution of sample i ∈ L and p i is its predicted label distribution. For phone classification, the labels are defined at the phoneme level; for continuous word recognition, the labels are defined at the senone level. H(·) is the entropy of a probability distribution, D K L (·, ·) is the Kullback-Leibler divergence for a pair of probability distributions, and w ij is the similarity weight for samples i and j. N i is the set of nearest neighbors of sample i. n = l + u is the total number of frames in L and U. This objective function consists of three parts: 1) the first term ensures that the predicted probability distribution matches the given distribution on labeled vertices as closely as possible; 2) the second term stands for the smoothness of the predictions (i.e., close points should have a smaller KL divergence); and 3) the third term encourages high-entropy output (if the first two terms are not preferred the output is expected to have a uniform distribution). Our proposed pMP algorithm differs from Equation (1) by requiring that p i should differ as little as possible from some prior distribution, i.e.,:
where {p} is the prior label distribution. The prior distribution can be obtained from some external knowledge source, such as a first-pass classifier. This objective function can be solved efficiently using alternating minimization (AM). Each step in the AM procedure can be derived in closed form and detailed derivations can be found in [22] .
B. Phonetic Classification Using pMP
In earlier work [11] we evaluated the efficacy of the pMP algorithm against other GBL algorithms on the standard TIMIT phonetic classification task [23] . We compared pMP to the original measure propagation algorithm [17] , label propagation [7] , and modified adsorption [21] . The task was frame-level classification using the set of 48 phones for training and the condensed 39-phone set for evaluation. We used the standard TIMIT core test set (192 sentences), the training set without the sa sentences (3686 sentences), and a development set of 210 sentences. The feature representation for the graph construction is the phone posterior. To compute the posteriors, we first extracted 13-dimensional MFCCs with first and second order derivatives, extracted every 10 ms with a window of 25 ms. Speaker-dependent (SD) mean and variance normalization was applied. A MLP with one hidden layer was trained on these features, and was used to convert MFCC features into phone posteriors. This MLP classifier was also used as the supervised baseline system. We constructed a 10-NN graph, and used Jenson-Shannon divergence as the distance measure for the RBF kernel function (σ = 0.01). To simulate different SSL scenarios we selected 10%, 30%, 50% as well as 100% of training data as labeled data. Table I shows the frame-level classification accuracy on the test set. We observe a consistent improvement of the proposed pMP algorithm over the other graph-based methods; the absolute improvement over Bold-face numbers are significant (p = 0.05) improvements over the baseline.
the supervised baseline ranges between 1.28% and 1.82%. For more details on the experimental setup and further segment-level classification results (classification of the entire phone segment given known time boundaries) readers are referred to [24] and [11] .
III. LATE INTEGRATION: GRAPH-BASED LEARNING FOR LATTICE RESCORING
The previous studies described above have addressed isolated frame or segment classification. However, our interest is in assessing the impact of GBL on actual continuous word recognition. In this section we introduce a framework for integrating graph-based SSL into a state-of-the-art DNN-based ASR system. We first describe the baseline system before explaining the graph construction and system integration approach.
A. Baseline System
Our baseline ASR system is a DNN based system trained using Kaldi [25] . Front-end preprocessing consists of 13-dimensional feature vectors (consisting of 12 MFCC coefficients, 1 energy coefficient) extracted every 10 ms with a window of 25 ms. Cepstral means are subtracted on a per speaker/conversation-side basis; first and second-order derivatives are appended, resulting in 39-dimensional vectors. Feature vectors are then concatenated within a context of nine frames (±4 frames) and LDA is applied to create 40-dimensional feature vectors. A simple monophone GMM-HMM system is first trained using a small subset of the training data to bootstrap a triphone GMM-HMM system. Reference transcription alignments from this system are then used to train a triphone DNN-HMM system. We use greedy layer-wise supervised training [1] , [26] . The input to the DNN consists of LDA-transformed spliced MFCC features; the number of nodes in the output layer equals the number of HMM states used in the system. We use 20 epochs to train the baseline DNN, with a mini-batch size of 256. For the first 15 epochs, we decrease the learning rate from 0.01 to 0.001 and fix the learning rate at 0.001 for the last 5 epochs. The DNN has four hidden layers with the tanh nonlinear activation function; the sizes of the hidden layers vary between 1070 and 1185 depending on the recognition task. The state 
B. Graph Construction and System Integration
We first address the question of how the graph should be constructed. It is widely acknowledged that the quality of the graph is paramount in GBL. The quality of the graph hinges on the feature representation and similarity measures used. In the previous studies cited above, either acoustic (MFCC) feature vectors or posteriors were used directly for computing the similarity values necessary for graph construction. Here in addition to these feature representations, we evaluate alternative representations that can be extracted from a DNN-based system at different levels: 1) Acoustic features (LDA): spliced MFCC features with a window of 9 (±4 frames), followed by a LDA projection down to 40 dimensions. from the bottleneck layer between the last two hidden layers in the DNN. Features are concatenated within a window of 9 (±4 frames). We next describe how GBL is integrated with the overall system. Fig. 2 compares the architectures of a conventional DNN-based ASR system and its GBL-enriched variant. The solid arrows show the flowchart of a conventional DNN system. The training samples in L are used to train a DNN acoustic model. After the acoustic model has been trained, the test samples are passed to the trained DNN and acoustic likelihoods are produced. Word hypothesis lattices are then generated by the decoder, together with the pronunciation dictionary and LM. The dotted arrows show the flowchart of the GBL system. Using both training and test samples, a graph is constructed over the entire set L and U. The GBL algorithm is then run on the graph to produce a new set of posterior distributions for each frame in U. The posteriors are converted to "graph likelihoods" (to distinguish them from the standard acoustic likelihoods). The new graph likelihoods are then interpolated with the original acoustic scores and the LM scores in the lattices for subsequent lattice rescoring.
C. Experimental Evaluation
To evaluate this approach we conducted experiments on two data sets. The first is the DARPA Resource Management (RM) task. We used the RM-SI dataset for training, the test-feb89 for development, and the test-oct89, test-feb91, and test-sep92 sets for evaluation. The second task is a subset of the Switchboard-I dataset that was selected to have a limited vocabulary while being acoustically rich [27] (which is referred to as SWB-100 in the following context). The sizes of the data sets and vocabularies are shown in Table II . These tasks were chosen because they are small to medium-sized vocabulary tasks that nevertheless represent a fair amount of acoustic variation by virtue of having multiple speakers and recording conditions (both read and conversational speech). Compared to a large-vocabulary task less effort needs to be spent on language modeling, which allows us to concentrate on our goal of testing novel acoustic modeling techniques. Table II shows the sizes of the data sets (amount of non-silence speech) and of the vocabularies.
1) Feature representations:
We first conduct development experiments to evaluate the different feature representations used for constructing the graphs. The graphs are constructed in a SD way, as described in the following section. Table III shows the frame-level classification accuracies and word error rates (SWB-100 development set) of the DNN baseline and various graph-based learners that are distinguished by the feature representation used for graph construction. The frame accuracy is obtained by comparing the highest-scoring state in the GBL posterior output to the forced alignment. The word error rate is computed on sentence hypothesis resulting from the rescoring process described in Fig. 2 . The boldface numbers in Table III indicate statistically significant improvements over the DNN baseline (p = 0.001).
Overall, the DNN bottleneck features yield the best performance, outperforming the baseline DNN by a relative improvement of over 20% in frame classification accuracy. Higher frame-level accuracy does not always result in lower (but sometimes even higher) WER, as is evident for the LDA features and posterior features; however, the best GBL system achieves an absolute WER reduction of about 1%. The raw MFCC + LDA features, which form the input layer to our DNNs, may be too noisy to discriminate between different context-dependent HMM states. Posterior features, on the other hand, typically represent sharply peaked, low-entropy distributions that tend to introduce search errors during the subsequent Viterbi decoding process when predictions are wrong but highly confident. HLF and bottleneck features are more discriminative than the input features but at the same time more fine-grained than the posterior features. The bottleneck features outperform the HLF because, due to their low dimensionality, they are concatenated across 4 frames, thus providing additional context-dependent information. Similar splicing could be applied to HLF but the resulting high dimensionality of the feature vectors would slow down the graph construction process.
2) Speaker-dependent versus speaker-independent graph construction: With respect to the graph construction method, we compare SD and speaker-independent (SI) graph construction. Recall that the underlying assumption of our approach is that the test data lies on a manifold. The manifold structure is dependent on the characteristics of the test data, such as speaker, channel, and noise. Constructing a graph separately for each speaker rather than globally for the entire test data might therefore be a better choice. On the other hand, SI graph construction integrates larger unlabeled data sets into the learning process. In SD graph construction, we construct a graph separately for each speaker rather than globally for the entire test data. Table IV shows the results on the SWB-100 development set. SD graph construction yields WER improvements while SI does not; hence, we adopt SD graph construction.
3) Test set results:
In the remaining experiments we use bottleneck features only, with a dimensionality of 40 for SWB-100 and 42 for RM, and SD graph construction. Table V shows results obtained on the SWB-100 test set. The optimal weights for acoustic likelihoods, graph likelihoods and LM scores are tuned on the development data, and are set to 1, 0.3, and 20, respectively. In addition to using a standard trigram for decoding we also run a decoding pass with a unigram LM (score weights: 1, 0.5, and 15) to better assess the contribution of our method under a weak language model. We see a consistent improvement over the DNN-HMM system in both conditions. Table VI shows frame-level accuracy and word error rates on the RM corpus. For these experiments we use the same setup as before (i.e., bottleneck features and SD graph construction). The linear score combination weights are re-optimized for this task and are 1, 1, 6 for the graph likelihoods, acoustic likelihoods, and the LM score, respectively. The baseline system already achieves a very low word error rate on this task. However, the GBL system gains a further improvement on all test sets except for test-feb91, where the word error rate remains constant. We also compared our results against self-training (cf., [28] , [29] ). We first trained an initial DNN-HMM system and decoded the test data. Utterances with the highest per-frame decoding likelihood were selected and added to the training data. Selection was stopped when the number of frames in the selected set was equal to the number of test samples used by the GBL systems, to ensure comparable conditions. This results in about 1100 utterances for SWB and 260 utterances for RM). Three iterations of self-training were performed, after which no further improvements were obtained. Results are shown in Table VII . Self-training achieved better results on SWB-100 and one of the RM test sets while GBL yielded better results on the remaining two RM test sets. The differences are not significant; however, GBL can be done in a single iteration and is faster. Graph construction and inference for the graphs used in this study took less than 10 minutes and 1-2 minutes, respectively, on a 64-core Intel 2.00 GHz machine. By contrast, one iteration of baseline system retraining took 1 hour (with DNN training parallelized across 64 CPUs).
IV. EARLY INTEGRATION: LEARNING GRAPH NEIGHBORHOOD EMBEDDINGS
The main drawback of GBL as described above is its computational cost: for large-scale training data, the graph usually consists of millions or billions of nodes. The computational complexity of naive graph construction is O(n 2 ), where n is the number of nodes. Even with approximate nearest neighbor search techniques [30] - [32] , graph construction can be prohibitive. Another computational bottleneck arises during test time: because of the transductive nature of GBL, a new graph needs to be constructed in principle whenever new test data is encountered. This is not feasible for test-time efficient for acoustic modeling tasks. Third, inference itself can be slow. For example, label propagation and other similar algorithms with a quadratic cost function require O(n 3 ) time to invert a n × n matrix. Even with the Jacobi iterative algorithm or AM, the evaluation at test time can be expensive. Finally, the output posteriors are optimized for the graph-based objective function only, ignoring other system components. As a result, it is often observed that a significant improvement in frame-level accuracy does not entail a better word error rate. In this section we address these issues by proposing a novel neural graph embedding approach where the information in the graph is transformed into a compact feature representation, which is then used as additional input to the DNN. The DNN can thus implicitly combine different information sources in the best possible way.
A. Graph Embeddings: Previous Work
Mapping graph representations into continuous space has been proposed in other fields. In [33] a deep stacked autoencoder is trained to map a data similarity graph into graph-embedding features for the purpose of clustering. The input to the autoencoder consists of the row vectors of the normalized similarity matrix representing the graph. After training the autoencoder, the nonlinear activation outputs from the last hidden layers are used as inputs to a k-means clustering algorithm. The authors also show a theoretical connection between deep neural similarity graph embeddings and spectral clustering. In [34] , the authors use neural embeddings of a semantic knowledge graph for the purpose of semantic parsing. In [35] , the authors propose a 'generalized autoencoder' which extends the traditional autoencoder by taking manifold information into the reconstruction term of the autoencoder training.
B. Acoustic Graph Embedding Features
Embedding the entire similarity graph as in [33] does not scale well to large-scale acoustic modeling tasks because a potentially very large graph would need to be constructed first. Moreover, the graph is built over both training and test data and thus would need to be rebuilt for new test data, which is impractical in real-world applications. Instead of training graph embeddings from the row vectors of a similarity matrix we only provide information about the nearest neighbors for each sample to the autoencoder and then train the autoencoder over a large number of samples. Starting from the concept of a kNN graph, we denote the size-k set of nearest neighbors of node v i as N v i . We define a neighborhood encoding vector (N -vector in short) n i that contains information about N v i as:
Here, l j is an encoding vector of the class label distribution associated with node v j . The label distribution can be a one-hot vector representation, which is a binary vector representation with 1 representing the top-scoring class and 0 for all other classes. For training samples the top-scoring class is determined by a forced alignment of the training transcriptions to the acoustic data; for test samples they are determined by a firstpass decoding output. Rather than utilizing HMM state labels, which would result in vectors of high dimensionality, we use phone classes. It can also be a soft-label representation, which is the full probability distribution over class labels obtained from a supervised classifier. We can either use the DNN classifier from our baseline ASR system to compute the posteriors, or we can train a separate classifier. In our case we train a separate simple phone classifier using a subset of the entire data, which is run concurrently to the DNN. Having obtained the N -vectors for the training samples, we train an autoencoder to map them to a continuous vector space. The input to the autoencoder consists of the N -vectors n 1 , . . . , n l , i.e., the autoencoder is trained on the training samples only. We thus depart from previous graph embedding approaches in that the autoencoder is not trained on a global similarity matrix; this is to avoid having to retrain the autoencoder for each new test set. The autoencoder maps an input vector to a hidden representation via a nonlinear transformation (tanh), defined as g = s(W (1) n + b (1) ). The hidden representation is then passed through another nonlinear transformation to reconstruct the input, i.e.,ñ = s(W (2) g + b (2) ). W (1) , W (2) , b (1) , b (2) are the parameters of the network and s is a nonlinear activation function. To train the autoencoder, we minimize the reconstruction error ||n −ñ|| 2 . The nonlinear activation output g provides the graph-embedding features. For the test samples, the N -vectors are drawn from the training and test set and their N -vectors are then passed through the trained autoencoder separately to derive g L and g U . To obtain the N -vectors, we need to perform a nearest neighbor search against a large amount of samples. To speed up the nearest neighbor search, we select a set of landmarks from the entire set of samples. In previous work on manifold learning [36] , it was shown how large-scale graph construction can be rendered manageable by selecting a much smaller set of "landmark" samples instead of the entire set of training samples. 1 Landmarks can be obtained by uniform subsampling of the original data set, by a principled objective function (e.g., [37] - [39] ), or by k-means clustering. In this work, we use the k-means centroids as landmarks. We extract landmarks from the training and test samples, and denote the landmark sets as Z L and Z U . Given a query sample, we perform nearest neighbor search using a set of landmarks in each set rather than searching in the entire labeled training set and unlabeled set. Fig. 3 summarizes the proposed framework. Given training data L and test data U, we first extract separate sets of landmarks using k-means. We also select a subset of the training data to train a simple MLP, which is used to produce the soft-label representation of the N -vectors. To train the autoencoder, we extract N -vectors from the landmarks in L for training data. The resulting N -vectors are used to train the autoencoder, which is used to extract embedding features. For the training data, the N -vectors are passed into the trained autoencoder, and the embedding features are extracted. For the test data, kNN search is performed using landmark sets of both L and U. The resulting N -vectors n L and n U are passed to the autoencoder, and two sets of embedding features are created, g L and g U . For DNN training we appended the graph-embedding features to the original acoustic features. Let us define the original acoustic feature (i.e., 13-dimensional MFCC vectors, or 40-dimensional fMLLR vectors) as a. We augment a with the graph-embedding features g L and g U . In addition, we also append the similarity value vectors s L and s U to the DNN input, where s contains the similarities to the k nearest landmark points. The final input feature vectors to the DNN become:
C. Framework
For training samples, L and U are identical. 1) Speaker Dependent Graph Embeddings: SD modeling has been widely shown to be beneficial in both GMM-based and DNN-based modeling. We therefore extract landmarks not only from the entire training or test set, but also on a per-speaker basis. More specifically, we first extract a set of landmarks from the entire training set (referred to as global landmarks Z global ). We then extract a set of landmarks from all samples for a particular speaker (local landmarks, Z local ). For each sample, we extract graph-embedding features using both the N -vectors extracted from Z global and Z local . Thus, for each sample in either training or test data, we have two vectors of graph-embedding features, a global embedding vector g global and a local one, g local .
The input features to the DNN become:
D. Data and Systems
We evaluate the framework on two LVCSR tasks: the SVitchboard-II task [27] task and the 110-hour Switchboard-I task. SVitchboard-II is a set of high-quality, low-complexity conversational English speech benchmark datasets created from the original Switchboard-I dataset. We use the largestvocabulary task in SVitchboard-II for this study, which has a vocabulary size of 9983 and refer to it as SVB-10k. The training, development, and test sizes are 67 642, 8491, and 8503 utterances (69.1 hours, 8.8 hours and 8.8 hours), respectively. A trigram backoff language model built on the training data is used for decoding. For the Switchboard task we use the first 100 k utterances from the entire Switchboard-1 Phase 2 pack; the resulting training data consists of 110 hours. We use another 4 k utterances as a development set. For evaluation we use the Switchboard part in the Eval2000 (Hub500) set, which consists of 20 conversation sides from Switchboard (SWB). A trigram language model is trained on the Switchboard dataset. The vocabulary size is 30k.
We train several different baseline systems for the two tasks. SI DNN: The SI-DNN system is trained using the same procedure as described in Section III. The resulting DNN network consists of 4 hidden layers with the tanh function: for the SVB10k task, each layer consists of 1024 nodes; for Switchboard each layer consists of 1200 nodes. The input features to the DNNs are spliced MFCCs (with a context window size of 4), followed by an LDA transformation (without dimensionality reduction) to decorrelate the input features. The resulting feature vector has 117 dimensions in total. The output layer consists of sigmoid units, and the number of output units for these tasks is 1864 and 2390, respectively. We perform greedy layer-wise supervised training [1] , [26] on multiple CPUs and GPUs using the Kaldi toolkit [25] . We use 20 epochs to train the DNN, with a mini-batch size of 256. For the first 15 epochs, we decrease the learning rate from 0.01 to 0.001 and fix the learning rate at 0.001 for the last 5 epochs.
SD DNN: To train the SD-DNN, we use the features from a speaker adaptive trained (SAT) GMM-HMM system. The SAT GMM-HMM system uses 40-dimensional fMLLR features. To get the features, the MFCC features are first spliced with a context window size of 9 (±4 frames). They are then projected down to 40 dimensions using LDA, followed by a semi-tied covariance transform. Then, the fMLLR transform is applied to the features for each conversation side. We use the same inputs to the SAT GMM-HMM to the DNN and refer to this baseline as "SD-DNN (40)". In addition, we further splice the fMLLR features with another context window size of 9 (±4 frames), and refer to it as "SD-DNN (360)". Table VIII shows the word error rates of baseline DNN-HMM systems.
E. Experimental Results

1) Standard GBL:
We first conduct an experiment using the standard GBL described in Section III on top of the SI-DNN system for SVB-10k. In line with Section III we use the bottleneck features from the baseline DNN and splice them with a context window of 9. The resulting frames (excluding silence frames) of the training and test data L and U are used to build a kNN graph. Due the huge size of the graph (for SVB-10k, we have 17 million nodes), we perform uniform subsampling to select 10% of the samples from the training set. Table IX shows the performance of the standard GBL framework. It can be observed that the frame accuracy on the development set improves from 32.5% to 38.2% (5.7% absolute). However, this significant improvement in frame accuracy does not lead to a substantially better word error rate. On both the development and evaluation sets the word error rates are decreased by a small margin. This again demonstrates a major disadvantage of standard GBL-while GBL optimizes the frame level accuracy according to the graph-based SSL objective, it does not take other ASR components into consideration.
2) SI-DNN system with graph embedding features: We evaluate the performance of the SI-DNN system using the graph embedding features on the SVB-10k task. In an additional baseline SI-DNN, we also increase the number of hidden units per layer from 1024 to 2048. Table X shows the experimental results using graph embedding features on top of the SI-DNN system. We observe that augmenting the original acoustic features with graph embedding features yields significant improvements in word error rate. For fast diagnostic purpose, we randomly selected 4000 frames from The number in the parenthesis is the number of nodes per hidden layer. Numbers in bold face indicate significant improvement at p = 0.05.
300 utterances in the development set and reported the framelevel accuracy. When using graph-embedding features the size of the input layer of the DNN increases compared to the baseline system, resulting in more parameters in the new DNN system. For a controlled experiment we enlarged the baseline DNN by increasing the number of nodes in the hidden layer from 1024 to 1145, to achieve roughly the same number of parameters for both networks (6.16 million for the baseline DNN; 6.15 million for the new DNN). Table XI shows the results: the system with graph embedding features still yields a 1.4% absolute improvement on the test set. We finally evaluate the performance on the Switchboard 110-hour task using the same SI-DNN system. Table XII shows the system performance using graph embedding features on Switchboard. The SI-DNN system achieves a WER of 23.7% on the evaluation set; graph embedding yields a reduction in WER of 0.8% absolute.
3) Experiment: SI-DNN system with SD graph embedding features:
We also investigate the efficacy of SD graph embedding features as a standalone adaptation method. The SD graph embeddings capture neighborhood information at both global and local level. Table XIII shows the experimental results of using SD graph embedding features for SVB-10k and Switchboard 110-hour tasks. In constrast to the original SI graph embedding (Tables X and XII) , SD graph embedding features further 
4) Experiment: Comparison to test-set-adapted system:
We also conducted another experiment to compare the graph embedding features to a test-set-adapted DNN system. Similar to Section III-C3, we use the self-training approach on top of SI-DNN systems. We selected the most confident decoded utterances according to average per-frame decoding likelihood in the first-pass decoding, and added them to the training data to retrain the DNN system. We selected the 10% and 50% most confident utterances. Table XIV compares the self-trained DNN system to graph embeddings on SVB-10k test set. It can be observed that adding most confident utterances from first-pass decoding leads to an improvement in WER; however, as we add more data, we do not achieve further WER reduction. In contrast, the graph embedding features outperform the self-trained system and do not incur any iterative retraining.
5) Experiment: SD-DNN system with graph embedding features:
Finally, we analyze the performance of graph embedding features on top of a SD-DNN system, where features were extracted as described in Section IV-C1. Table XV shows the results of two SD-DNN systems, and the performance using graph embedding features on the evaluation set of SVB-10k and Switchboard. The SD-DNN(40) system improves the SI-DNN system by 2% and 1.7% absolute on the two tasks. Additional splicing on the fMLLR features provides another improvement by 2% absolute. Using graphembedding features, we achieve a consistent reduction in WER in both systems. However, the graph embedding features extracted using the SI approach only give a slight improvement; for SD-DNN(360), the improvement is actually negligible (on Switchboard, we even have a slightly higher WER). On the other hand, the SD graph-embedding features give a much stronger boost. In both the SD-DNN(40) and the SD-DNN(360) system we achieve a 1% absolute reduction in WER on SVB-10k. On Switchboard 110-hour task, the SI graph-embedding features do not further improve the WER; on the other hand, the SD graph-embedding features reduce the WER from 20.0% to 19.5%, a 2.5% relative improvement, on the best-performing system. This indicates that in order to accommodate a SD-DNN systems, which uses transformed features on a per speaker basis, we also need to extract graph-embedding features in a SD approach.
F. Connections to DNN Speaker Adaptation
In this work, we introduce a graph embedding approach which mitigates the expensive computational cost incurred by the standard transductive GBL framework. The graph embedding approach is also closely related to different adaptation techniques for DNN-based acoustic model training. DNN adaptation techniques can be categorized into (1) model transformation based adaptation (LIN, LON [40] ); (2) feature-based adaptation (fMLLR [1] ); (3) regularization-based adaptation [41] and (4) feature augmentation based adaptation (i-vectors [42] ). Our method falls into the last category by augmenting the acoustic features with the graph embedding features. Previous work [42] uses i-vectors to provide auxiliary information at the DNN input level. These i-vectors capture the total variability of the underlying speech segments at the utterance/speaker level. Graph embedding features are similar to i-vectors, and are trained to capture the manifold information at the frame-level. The landmark set for graph embedding features is also analogous to the universal background model (UBM) for the i-vector extractor.
V. CONCLUSION
In this paper we have investigated graph-based SSL in DNNbased acoustic models for speech recognition. We have compared several GBL algorithms, and proposed the pMP algorithm. Empirical results on phonetic classification tasks showed that the pMP algorithm outperformed other GBL methods significantly. We then proposed a late integration framework for combining the pMP algorithm with a fully-fledged DNN-based ASR system. As an alternative we also investigated an early integration framework in the form of a novel neural graph embedding approach, which encodes graph neighborhood information into a continuous feature space using an autoencoder. We showed experimental results on several LVCSR tasks and showed consistent improvements in word error rates under a variety of conditions. The early integration framework was shown to be preferable, as it not only results in lower word error rates but also circumvents computational complexity issues. Furthermore, it allows the system to jointly optimize the combination of graph-based information with standard acoustic features. Our proposed methods are likely to be useful for adapting ASR systems to data-sparse test conditions, such as noisy environments or accented speech, and for developing ASR technology for low-resource languages. 
