The PANDA code is used to construct tabular equations of state (EOS) for four metals-beryllium, nickel, tungsten and gold. Each EOS includes melting, vaporization, and thermal electronic excitation. Separate EOS tables are constructed for the solid and fluid phases, and the PANDA phase transition model is used to construct a multiphase EOS table for each metal. These new EOS tables are available for use with the CTH code and other hydrocodes that access the CTH database.
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Introduction
Sandia National Laboratories (SNL) maintains an equation of state (EOS) database for use with the three-dimensional hydrodynamics code CTH [1] - [3] . This database includes default parameters for a number of materials and for several EOS models that are described in Refs. [4] [5] . The present study is part of a continuing effort to evaluate and improve this database [6] [7] .
A recent evaluation of the database revealed that many of the tabular EOS for metals had serious deficiencies [7] [8] . The present report discusses new EOS tables for four important metals that fall in that category-beryllium (Be), nickel (Ni), tungsten (W), and gold (Au). These metals were selected for study, not because they have similar properties, but because the same basic approach could be used for all of them.
The new EOS tables were constructed using the PANDA code [9] . The model used here, which is similar to that previously used for aluminum [10] , is discussed in Sec. 2. It includes melting, vaporization, and thermal electronic excitation, but not polymorphic phase transitions. Be and Ni both have more than one solid phase, but the solid-solid transitions do not appear to affect the EOS enough to justify including them in the model. 1 Sections 3-6 of this report discuss each of the metals-beryllium in Sec. 3, nickel in Sec. 4 , tungsten in Sec. 5, and gold in Sec. 6. The model predictions are compared with thermophysical, sound speed, melting, static compression, and shock Hugoniot data.
As in previous work, the thermal electronic contributions to the EOS are computed by merging calculations from two quantum-statistical theories. This part of the model involves several new features and requires a rather lengthy discussion, which is given in Appendix A.
Conclusions are summarized in Sec. 7.
Appendix B shows plots of the tension region for the four materials.
Overview of EOS Model
The EOS tables were constructed with the PANDA code [9] , using a model similar to that previously applied to aluminum [10] . Separate EOS tables were constructed for the solid and fluid phases, and the phase transition option was used to construct a single table including melting and vaporization.
Solid Phase
The thermodynamic functions for the solid phase were expressed as sums of terms that are assumed to be separable and additive:
. (3) The subscripts , , and denote contributions from the zero-Kelvin curve, lattice vibrations, and thermal electronic excitations, respectively. The constant was chosen to give zero energy at room temperature and pressure (RTP). A magnetic term was also included in the EOS for nickel (Sec. 4).
The zero-Kelvin curves were fit to the Birch-Murnaghan equation [13] 
, (5) where , and , , and are constants. These constants were determined by fitting the model to the RTP density and sound speed, Hugoniot and static compression data, and band-theoretical calculations, where available. To ensure correct asymptotic behavior at high densities, the PANDA extrapolation formula, which is based on Thomas-Fermi-Dirac (TFD) theory, was used at pressures above about 200 GPa (match density RTFD).
The lattice-vibrational terms were computed using the well-known Debye model; the equations are given in Sec. 4.2 of the PANDA manual. The model requires two input constants, GREF and DEBREF, the Grüneisen parameter and Debye temperature at the RTP density . These two parameters were determined by fitting thermal expansion and heat capacity data [14] - [16] . The density dependence of
Grüneisen function was computed from the generalized Dugdale-MacDonald formula, discussed in Sec. 4.5 of the PANDA manual.
The thermal electronic terms (which are also included in the fluid EOS) were constructed by merging calculations from two theories-the PANDA ionization equilibrium (IEQ) model at low densities, and a modified version of Liberman's INFERNO model [17] at high densities. The details of these calculations are somewhat complicated and are discussed in the appendix.
The seven parameters for the solid models of Be, Ni, W, and Au are given in Table  1 and discussed in Secs. 3-6.
Fluid Phase
The thermodynamic functions for the fluid phase-which includes the liquid, gas, and supercritical regions-were calculated using the PANDA liquid model. The Helmholtz free energy has the form .
Here includes the contributions from both the intermolecular forces and the thermal motions of the molecular centers of mass, and is the contribution from thermal electronic excitations, the same as in the solid phase.
is a constant that is used to match the entropy of the liquid at the melting point. The constant is the same as for the solid phase (except for nickel). The other thermodynamic quantities were computed from the usual thermodynamic relations.
The first term in Eq. (6), , was calculated using a version of liquid perturbation theory called the CRIS model [18] [19] . This model has been discussed in detail in previous work, and we will review only a few points here.
The thermodynamic properties of a fluid are determined by the potential energy φ of a molecule in the field of neighboring molecules. The free energy can be written in terms of this function by using a perturbation expansion about the properties of an idealized hard-sphere fluid, , (7) where N 0 is Avogadro's number and W is the molecular weight. Here is the free energy for a fluid of hard spheres, the first-order term is an average of φ over all configurations of the hard sphere fluid, and includes all higher-order terms in the expansion. The hard-sphere diameter σ is defined by a variational principle that minimizes , which selects the hard-sphere system having a
∆A structure that is closest to that of the real fluid. The corrections are then computed from approximate expressions.
It is not currently possible to determine the function φ, which depends upon the intermolecular forces, from either experiment or theory. In the CRIS model, this function is estimated from the zero-Kelvin energy of the solid phase by , (8) where ρ is the actual density of the fluid, and ρ s is the solid density having the same nearest neighbor distance as that of the given fluid configuration. Equation (8) is then averaged over all nearest neighbor distances using equations derived from the hard-sphere distribution function [18] [19] . This approximation has been found to give good results for many kinds of liquids, including liquid metals.
Hence the CRIS model allows one to compute the EOS properties of the fluid phase from the zero-Kelvin isotherm already determined for the solid phase. However, there are two additional considerations.
• The zero-Kelvin curve is extended into tension using the so-called LJ MATCH option, requiring three parameters-ECOH, RLJ, and FACLJ.
• PANDA also uses two parametersand EFAC-for "tuning" the model to match the enthalpy and entropy at the melting point. These five additional parameters are discussed in Secs. 2.4 and 5 of the PANDA manual. The values used in this work are given in Table 1 . The most important parameter, the cohesive energy of the solid at 0K (ECOH), was computed from data in Refs. [15] , [16] , and [20] .
Multiphase EOS Table
The PANDA phase transition model (MOD TRN option) was used to compute the melting curve and construct the final EOS for each metal. The density range of the table went from 0 to a maximum corresponding to a pressure of 10 TPa (at 0K). The temperature range was . The mesh points were chosen to give good resolution of the important features of the EOS surface. In order to allow treatment of fracture models, a tension region was included at temperatures below the boiling point, while Maxwell constructions were included at all higher temperatures. 
Beryllium
The present work is a refinement of earlier calculations reported in [21] and [22] , the biggest change being in the thermal electronic term.
Be has two solid phases at zero pressure [23] [33] . For the liquid, the tension region of the cold curve was chosen to match the experimental binding energy, and the parameter EFAC was chosen to match the enthalpy at the melting point. No entropy correction was needed, so .
The model results are compared to zero-pressure thermophysical data in Fig. 1 . For completeness, we also show the isobaric expansion data of Boivineau, et al. [34] , although their results cannot be considered credible, especially in the case of the density. (They admitted to having problems, the measurements not being reproducible from shot to shot.) The model agrees well with the other data. The beryllium Hugoniot is shown in Fig. 2 . The left side of the figure compares the calculated curve with experimental data up to about 200 GPa [25] [31] [35] . The dashed portion of the calculated curve corresponds to the melting region, 4.6-5.9 km/s. Steinberg's model and parameters were used to compute strength corrections to the solid Hugoniot [36] . The strength terms are not negligible; for comparison, the Hugoniot computed without strength is shown by a dotted line. The model also agrees well with three sets of data in the ultra-high pressure region, shown on the right side of Fig. 2 . 1 The model predicts a drop in shock velocity on melting but a 10% increase in the slope of the Hugoniot in the liquid region, in agreement with the experimental data.
The predicted melting curve and Hugoniot are shown in Fig. 3 . The model predicts shock melting to begin at 112 GPa and be complete at 157 GPa. It is interesting to note that the model predicts shock melting in beryllium to occur at an anomalously low pressure, compared to other metals. For example, our model predicts shock melting to occur at 186 GPa in copper [41] and 212 GPa in gold (Sec. 6), even though those metals have lower melting temperatures at zero pres-1. The three Hugoniot points of Nellis, et al., were made relative to an aluminum standard [38] . Knudson has recently reported accurate measurements of the aluminum Hugoniot in this pressure regime [40] . His results differ significantly from the EOS that was used to analyze the data in [38] . The data shown by squares in Fig. 2 have been corrected for the change in the standard. The correction increases the particle velocities by about 2%. sure. Our value for beryllium is close to that for aluminum [10] , which has a much lower melting point at zero pressure (933K). The principal reason for this fact is that the predicted melting curve for beryllium depends only weakly on temperature, as seen in Fig. 3 .
The onset of shock melting can be inferred experimentally, by measuring the sound speed behind the shock front. Such measurements typically yield longitudinal wave speeds, higher than bulk sound speeds, in the solid region. A transition to the bulk sound speed at high pressures is taken as evidence of melting. Unfortunately, measurements of this type are not available for beryllium. However, the fact that our model shows a change in slope of the Hugoniot, in agreement with the data, is evidence that our shock melting prediction is reasonable. Figure 4 compares the predicted room temperature and zero-Kelvin isotherms for beryllium with the static measurements of Ming and Manghnani [27] and the band-theoretical calculations of Perrot [32] and Liberman [33] . The two sets of calculated points shown in Fig. 4 have been shifted in density to match the value at zero pressure, bringing them into good agreement with one another and with our zero-Kelvin curve. Our zero-pressure curve is also in good agreement with the band-theoretical calculations of McMahan [42] (with a density shift), but his data are not shown in Fig. 4 since they have not yet been published.
In constructing the EOS table, special attention was given to the treatment of tension and vaporization. Maxwell constructions were included at temperatures above the boiling point, so that the EOS describes equilibrium vaporization at high temperatures. A nonequilibrium tensile region was left at temperatures below the boiling point, so that the EOS will give a correct prediction of spallation in hydrodynamic code calculations.
The behavior of the EOS in the vaporliquid region is shown in Fig. 5 . The pressure is plotted as a function of density on 25 isotherms from 3000K to 20,000K. The predicted critical point is at 13,000K, 0.7 GPa, and 0.12 g/cc. The liquid density on the coexistence curve shows significant expansion at temperatures above about 6000K. This behavior is due to the effect of the metalinsulator transition on the thermal electronic contributions to the EOS. 
Nickel
Nickel has the fcc structure at RTP [23] [24] . No other solid phases have been reported, either at high temperatures or high pressures. However, solid Ni is ferromagnetic and has a Curie temperature of 631K [15] [20] . Melting occurs at 1728K at zero pressure.
The solid parameters, given in Table 1 , were fit to the following experimental data: density [14] [20], enthalpy and entropy [15] , ultrasonic [31] , static data [43] , Hugoniot [31] [35] [44]- [46] , and band theoretical calculations [47] . A satisfactory fit to the enthalpy and entropy could not be obtained without including a magnetic term. We have used Andrews' expression for the magnetic contribution to the heat capacity of alpha-phase iron [48] , written in the following form.
, ,
where T C is the Curie temperature, and K A , K B , r A , and r B are constants. The constants K A and K B , along with the Debye temperature (DEBREF in Table 1 ), were adjusted to fit the enthalpy and entropy, while Andrews' values for r A and r B were left unchanged. The result was: , , , (C VM in MJ/kg/K). These expressions were integrated to give the magnetic contributions to the energy and entropy; the magnetic contribution to the pressure was assumed to be zero.
For the liquid, the tension region of the cold curve was chosen to match the experimental binding energy, and the parameters EFAC and were chosen to match the enthalpy and entropy at the melting point. A rather large value of was needed because of the magnetic term. The value of for the liquid phase [Eq. (6)] was taken to be that for the solid phase plus the magnetic energy at the melting point.
The model results are compared to zero-pressure thermophysical data and isobaric expansion measurements in Fig. 6 . The agreement is satisfactory. Hixson, et al. have measured the sound speed of liquid nickel at 0.2 GPa from the melting point up to 3200K [50] . The predicted sound speeds (not shown in Fig. 6 ) are within 3% of those data.
The nickel Hugoniot is shown in Fig. 7 . The left side of the figure compares the calculated curve with experimental data [31] [35] [44]- [46] up to 500 GPa. The dashed portion of the curve corresponds to the melting region, 3.32-4.03 km/s. Strength terms were included in computing the Hugoniot in the solid region but have only a small effect on the results. The right side extends the comparison up to a pressure of 1.1 TPa. The predicted Hugoniot agrees well with existing data up to 160 GPa. The two sets of data at higher pressures [35] [45] are not in good agreement with one another. Our model agrees well with the data of Ref. [45] . Agreement with the data of Ref. [35] could be improved by adjusting the cold curve at high pressures, but that would worsen agreement with bandtheoretical calculations [47] , shown below. New shock measurements in the high pressure region would be useful.
The predicted melting curve and Hugoniot are shown in Fig. 8 . The model predicts shock melting to begin at 278 GPa and be complete at 377 GPa. As in the case of beryllium, there are no sound speed measurements or other data to test the prediction. Neither the model nor the experimental data indicate a significant change in slope of the Hugoniot at melting. Here again, new measurements would be useful. The model is within 2% of the measured melting temperature at 6 GPa [23] . Figure 9 compares the predicted room temperature and zero-Kelvin isotherms for nickel with the static measurements [43] and band-theoretical calculations [47] . (The calculations were shifted in density to match the density at zero pressure.) A stiffer zero-Kelvin isotherm, which would be required to match the shock data of Ref. [35] , would give poorer agreement with the band-theoretical calculations but might still be within the theoretical uncertainties. Static measurements at higher pressures, along with more extensive theoretical electronic structure calculations, would be useful.
In constructing the EOS table, Maxwell constructions were included at temperatures above the boiling point, and a tensile region was left at low temperatures for the treatment of spall states. The table covers the density range from 0 to 200 g/cc and the temperature range from 5 to 1.0x10 8 K. It has been given material number 3110.
The behavior of the EOS in the vaporliquid region is shown in Fig. 10 . The pressure is plotted as a function of density on 25 isotherms from 3000K to 15,000K. The EOS exhibits a "plasma phase transition" (PPT) in the temperature range 4525-4800K and densities in the range 4.35-5.35 g/cc. This feature, also seen in our models for aluminum [10] and copper [41] , arises from the effect of the metal-insulator transition on the thermal electronic contribution to the EOS, as discussed in Appendix A. At temperatures below 4525K, there is a single coexistence region between the vapor and the metallic liquid. At higher temperatures, there are two coexistence regions, one between the vapor and an insulating liquid, the other between the insulating and metallic liquids. The critical point for the vapor-insulator region occurs at 6000K, 0.29 GPa, and 1.34 g/cc; this temperature is lower than that obtained by other theorists [51] , presumably because of our treatment of the thermal electronic term.
There is no evidence for the existence of a PPT as yet, and this region of the EOS surface requires further study. Ternovoi, et al., have observed anomalous expansion velocities of shocked porous nickel at release pressures below 0.1 GPa [52] . According to our model, the release curve in their experiment passes through the region of the PPT. However, our model does not predict the large velocities that were observed. The anomalous expansion may be connected with heterogeneous heating of the highly porous samples, i.e., the formation of hot spots due to pore collapse by the shock. It is not clear whether or not a PPT would contribute to the behavior.
Gudarenko, et al., used the impedance matching technique to obtain pressureparticle velocity points on the release isentropes of porous nickel shocked to two different pressures [53] . The initial density of the samples was 3.85 g/cc. Release isentropes were measured for shock states of 60 and 100 GPa. Our calculations are compared with their data in Fig. 11 . The predictions are similar to those obtained with their "EOS 2," shown in Fig. 2 of their paper. Agreement with the data is especially good for the 60 GPa shock state. The results for the 100 GPa shock state, which we predict to pass through the region of the PPT, is not as good. It is not clear what is responsible for this discrepancy, which is also seen in their own model predictions. Here again, further study of this region would be useful.
Fig. 11. Expansion isentropes of porous nickel (initial density 3.85 g/cc). Hugoniot is shown by a solid line, isentropes by dashed lines. Squares are data from [53].

Tungsten
Tungsten has the bcc structure at RTP [23] [24] . No other solid phases have been reported, either at high temperatures or high pressures. Melting occurs at 3695K at zero pressure.
It should be noted that tungsten is usually alloyed with other elements (Ni, Cu, Fe) for use in engineering materials. The model discussed here is for pure tungsten. See the comments at the end of this section for recommendations concerning the treatment of tungsten alloys.
The solid parameters, given in Table 1 , were fit to the following experimental data: density [14] [20], enthalpy and entropy [15] , ultrasonic [54] [55], static compression [56] [57], and Hugoniot [31] [58] . For the liquid, the tension region of the cold curve was chosen to match the experimental binding energy, and the parameter EFAC was chosen to match the enthalpy at the melting point. No entropy correction was needed, so = 1.
The model results are compared to zero-pressure thermophysical data and isobaric expansion measurements in Fig. 12 .
The tungsten Hugoniot is shown in Fig. 13 . The left side of the figure compares the calculated curve with experimental data [31] [58] up to about 900 GPa. The dashed portion of the curve corresponds to the melting region, 2.63-3.18 km/s. Strength terms were included in computing the Hugoniot in the solid region; for comparison, the Hugoniot computed without strength is shown by a dotted line. The right side of Fig. 13 includes one ultra-high pressure point at 6.5 TPa [37] . Figure 15 compares the predicted room temperature isotherm for tungsten with the static measurements of Ming and Manghnani [56] , which go up to 10 GPa, and one high-pressure data point of Ruoff, et al. [57] , at 364 GPa. The theoretical calculations of Wang, et al. [60] , are shown by triangles.
Chhabildas and Barker give isentropic compression data for tungsten up to 250 GPa [61] . Their data, not shown in Figs. 14 and 15, are quite close to the Hugoniot. However, the isentrope lies above the Hugoniot up to 140 GPa. They assert that the strength effects are larger in the isentropic experiments [62] , presumably because of thermal softening in the shocked material.
In constructing the EOS table, Maxwell constructions were included at temperatures above the boiling point, and a tensile region was left at low temperatures for the treatment of spall states. The table covers the density range from 0.0 to 500 g/cc and the temperature range from 5 to 1.0x10 8 K. It has been given material number 3550.
The behavior of the EOS in the vaporliquid region is shown in Fig. 16 . The pressure is plotted as a function of density on 25 isotherms from 6000K to 40,000K. The EOS does not exhibit a PPT, as seen in nickel. However, the metal-insulator transition in the thermal electronic term contributes significantly to the expansion of the liquid phase, as also seen in berylllium. The predicted critical point is at 22500K, 1.6 GPa, and 3.0 g/cc. The critical temperature is somewhat higher than that obtained by other theorists [51] , presumably because of our treatment of the thermal electronic term.
Gudarenko, et al., used the impedance matching technique to obtain pressureparticle velocity points on the release isentropes of porous tungsten shocked to two different pressures [53] . The initial density of the samples was 8.87 g/cc. Release isentropes were measured for shock states of 116 and 152 GPa. In contrast to their experiments on nickel (Fig. 11) , our EOS shows that the tungsten samples were not shock heated enough to cause much vaporization upon release. Our calculations are compared with their data in Fig. 17 . The agreement is satisfactory, except for one data point at 6.39 km/s and 0.058 GPa. This data point indicates a much higher vapor pressure than predicted by our model, a result that we do not consider credible. Ternovoi, et al. [52] , have studied the vaporization behavior of tungsten using a rather complicated experimental configuration designed to obtain data near the critical point. Analysis of their data requires the use of hydrodynamic calculations, which we did not have time to make under the scope of the present effort.
As noted above, many engineering materials are tungsten alloys [63] [64] . A typical composition is 90% W by weight, the other elements being Ni, Cu, and Fe. A typical density is 17.0 g/ cc, 88% of that for pure tungsten. The scope of the present project did not provide for the development of models for these materials. However, the Hugoniot data for several alloys agree fairly well with the data for pure tungsten-when plotted in the shock velocity-particle velocity plane. As a first approximation, EOS for these alloys can be constructed from the table for pure W, using the density scaling factor in the CTH tabular EOS input [4] [5] . (A scaling factor SR=1.13 corresponds to an initial density of 17.04 g/cc.) We offer this recommendation with the following caviat: It will give a reasonable Hugoniot of the alloy, but it should not be expected to give satisfactory predictions for states off the Hugoniot, especially at large expansions and/or high temperatures. 
Gold
Gold has the fcc structure at RTP [23] [24] . No other solid phases have been reported, either at high temperatures or high pressures. Melting occurs at 1337K at zero pressure.
The solid parameters, given in Table 1 , were fit to the following experimental data: density [14] [20], enthalpy and entropy [16] , ultrasonic [65] - [67] , static compression [68] [69], Hugoniot [31] [46] [70] , and band-theoretical calculations [71] . For the liquid, the tension region of the cold curve was chosen to match the experimental binding energy, and the parameters EFAC and were chosen to match the enthalpy and entropy at the melting point.
The model results are compared to zero-pressure thermophysical and isobaric expansion data in Fig. 18 . There are no isobaric expansion data for pure gold; data exist only for a gold-copper alloy (5% Cu) [59] [72] . The points shown in Fig. 18 were corrected by normalizing the data to the density, enthalpy, and entropy of pure gold at the melting point. The model predicts higher enthalpies and entropies than observed at high temperatures. We have no explanation for this discrepancy, also seen in our model for Pb [41] , at the present time.
The gold Hugoniot is shown in Fig. 19 few existing data. Shock data for gold are surprisingly scarce; new measurements would be welcome.
The predicted melting curve and Hugoniot are shown in Fig. 20 . The calculated melting curve is in good agreement with the measurements of Akella and Kennedy [73] , which go up to 6.5 GPa. The model predicts shock melting to begin at 212 GPa and to be complete at 328 GPa. There are no sound speed measurements to test the prediction. However, Godwal, et al. [74] , have measured the temperature in the shock state at 600 GPa. Their point, shown by a square with error bars in Fig. 20 , lies in the liquid range. Our prediction is in satisfactory agreement with their measurement. Godwal, et al., also constructed a theoretical model similar to ours, including use of the CRIS model for the liquid phase. However, our model predicts a higher pressure for melting than theirs. The reason is not obvious, but our model differs from theirs in several respects, including treatment of the thermal electronic terms in the EOS. Figure 21 compares the predicted room temperature isotherm for gold with static measurements [43] [68] [69] and band-theoretical calculations [71] . Because high-pressure shock data for gold are so scarce, we have used the band-theoretical calculations to fix the value of the cold curve parameter given in Table 1 .
In constructing the EOS table, Maxwell constructions were included at temperatures above the boiling point, and a tensile region was left at low temperatures for the treatment of spall states. The table covers the density range from 0.0 to 500 g/cc and the temperature range from 5 to 1.0x10 8 K. It has been given material number 2710.
The behavior of the EOS in the vaporliquid region is shown in Fig. 22 . The pressure is plotted as a function of density on 25 isotherms from 3000K to 15,000K. The EOS for Au does not exhibit a PPT like that in Ni. However, the metal-insulator transition in the thermal electronic term does contribute to the expansion of the liquid phase at high temperatures, just as in Be and W. The predicted critical point is at 6200K, 0.45 GPa, and 5.6 g/cc. 
Conclusions and Recommendations
The present report describes new EOS tables for beryllium (material number 2010), nickel (material number 3110), tungsten (material number 3550), and gold (material number 2710). These tables are significantly better than those currently available in the CTH database [7] [8]. They should be added to file "sesame" and set as the default materials in the CTH file EOS_dat [4] [5] .
Experience has shown that no EOS modeling effort is ever fully finished-further refinements are always possible and desirable. In this case, the following tasks are particularly worthy of consideration.
• Further investigation of shock melting is needed for all four metals. No sound speed measurements in the vicinity of melting are available. If such measurements are made, the EOS should be examined to see if they are consistent with them.
• For nickel, as also for aluminum and copper, the model predicts a plasma phase transition in the vapor-liquid critical region. Further theoretical and experimental work is needed to determine if such a transition actually exists and what effect it could have on the material behavior. Analysis of the experiments described in Ref. [52] should also be made.
• EOS models are needed for tungsten alloys, the most common form of tungsten encountered in engineering applications. We have recommended density scaling of the pure tungsten table until better EOS are available. However, this approximation should not be expected to give satisfactory results in all cases.
• Shock wave data for gold are more scarce than for other materials. Revision of this EOS may be required if and when new data become available.
Appendix A Thermal Electronic Contributions
The thermal electronic contributions to the EOS, subscripted e in Eqs. (1)- (3) and (6), typically become significant in metals at temperatures above 1000-2000K, particularly for expanded states. The theory of many-electron systems is still not completely solved, and drastic approximations must be made to obtain tractable computational models. Existing models fall into two main types, neither of which gives satisfactory results over the entire range of interest.
• A model that uses an explicit sum over all electronic configurations of the system is normally the best choice at low densities. The PANDA ionization equilibrium model (IEQ) [9] falls into this category.
• A model that uses an average electronic configuration, with an accurate calculation of the energy levels, is normally the best choice at high densities. The INFERNO model of Liberman [17] falls into this category.
In previous work, we have obtained satisfactory results by merging calculations from the PANDA IEQ model at low densities with the INFERNO model at high densities [10] [11] . However, smoothing is required to obtain a single table that is well behaved in the transition region. In this work, the IEQ model was used for densities below the metal-insulator transition, and a modified version of INFER-NO was used at higher densities. Details are given below.
IEQ Calculations
The PANDA IEQ model uses an approximate form of the ionization equilbrium equations that considers an "average atom" but explicitly sums over all electronic configurations and states of ionization. This procedure has been shown to avoid the errors in statistical weights that arise from using an "average" configuration, as is done in many other models, including INFERNO [75] . The model also includes continuum lowering and pressure ionization. The original version of the model is discussed in Sec. 9 of the PANDA manual [9] . The version used in this work includes two improvements-corrections for charge fluctuations and for thermal broadening. These new features are described in a recent report on the carbon EOS [76] .
The IEQ model also uses a scaling model for computing ionization potentials, energy levels, statistical weights, and continuum lowering parameters from a table of atomic orbital data. Reference [77] gives orbital parameters for all elements up through atomic number 103. As in previous work, the orbital energies for all four metals were modified to improve agreement with the experimental ionization potentials [78] . Small changes to the orbital energies for unoccupied states were also made to improve agreement with the amount of thermal excitation predicted by INFERNO.
The IEQ results were generated using the following parameter settings.
• MX=EFAC=3. MX is the maximum number of electron-hole excitations from the ground state, and EFAC is the energy cutoff, relative to the ionization energy, in the sum over excited states. These factors are large enough to include all important contributions to the ion partition functions. • F1=F2=1. We chose the default values for these factors, used in the continuum lowering model, because the results are relatively insensitive to them below the metal-insulator transition.
• F3=0.1. This constant, used in the average atom corrections, was the same as we have used in calculations for other materials [76] [79].
• The constant XB, used in the thermal broadening model [76] , was chosen to get a reasonable amount of smoothing.
The entropy was computed at 35 temperatures, exponentially spaced on the interval , and T=0 points obtained by extrapolation. The density mesh for each material ranged from g/cc to a value above the metal-insulator transition, with 6 points per decade.
INFERNO Calculations
The INFERNO model uses a spherical atom, embedded in a homogeneous electron gas, to approximate the electronic structure of condensed matter. The atomic radius is determined by the density (Wigner-Seitz formula), and the electron gas is used to represent the surrounding atoms. The self-consistent-field approximation is used to compute both the bound and free energy levels. INFERNO considers an average configuration, using Fermi-Dirac statistics to compute the orbital occupation numbers, the electron screening contribution to the potential, and the thermodynamic functions. The energy levels are computed by numerical solution of the Dirac equation with a local exchange-correlation potential; this procedure treats the bound and free orbitals consistently and predicts smooth behavior when orbitals are pressure-ionized.
In order to compute the EOS, it is necessary to separate the terms belonging to the atom from those belonging to the electron gas. INFERNO offers several prescriptions for this separation. In order to ensure thermodynamic consistency, we use only the entropy data, calculating the other thermodynamic functions by the method discussed in Sec. 8 of the PANDA manual [9] . Of the two entropy formulas, we prefer the so-called "model A" expression. ("Model T" gives similar results to model A, but sometimes yields negative entropies at low temperatures.) The model A formula can be written Where the sum is taken over the bound states and the integral is taken over the free states having wavevectors κ. Here w i is the statistical weight of level i, and X i is the fraction of the electron density inside the atomic sphere. INFERNO uses the Fermi-Dirac expression for the statistical weight, , (12) , (13) where g i is the degeneracy of the level, ε ι is the energy of the level, and µ is the chemical potential.
Although Eq. (12) is well-known and widely-used, it is only an approximation. As we will show below, it does not give the correct weights for the bound states of the atom (except for filled levels) and this error leads to a mismatch with the IEQ model at low densities. In past work, we have modified the IEQ results to match INFERNO, in order to smooth the transition between the two models. However, this approach propagates the statistical weight error, which can introduce error in the calculated vapor pressure. Since the IEQ model gives the correct results at low densities, we seek a way to modify the INFERNO model in this regime.
In order to understand this problem-and how to correct it-we must pay more careful attention to the statistical weight of a bound level. Let g be the degeneracy and n the occupation number of a level. The statistical weight is given by the binomial coefficient (14) Application of Stirling's formula for factorials leads to Eq. (12)-for large values of g and n. For small values of g and n, a more accurate expression is , (15) where . Actual calculations show that . A good approximation to the function f is . (16) Note that Eq. (12) is correct to within a factor of 2 and is exact for large values of g.
We also note that for the free states, because the continuum wave functions extend throughout the system and the degeneracy is virtually infinite.
As an example, consider a gas of hydrogen atoms, all in the ground state. Since each atom has one electron and two spin states (g=2, n=1), the statistical weight is w=2. By contrast, Eqs. (12) and (13) give p=1/2 and w=4, which is incorrect. Equation (15) gives the correct result.
We cannot simply replace Eq. (12) by Eq. (15) for in Eq. (11); to do so would neglect fluctuations about the average configuration. It is known from statistical mechanics that such fluctuations are negligible for a large number of electrons. However, they cannot be neglected for a small number of electrons. Fluctuations will be especially important at high temperatures. Even at low temperatures, they are important when two levels, e.g., 3D-and 3D+, are close in energy. In such cases, one should sum the degeneracies of both levels when computing an appropriate value of .
A solution to the problem of fluctuations is beyond the scope of this work, and we have had to resort to a simple expedient. Our principal objective is to obtain a smooth transition between the IEQ and INFERNO models while retaining the IEQ results at low temperatures and densities. This objective can be attained by modifying the INFERNO entropy formula, Eq. (11), as follows. ,
, (18) where f is a constant, and ε b is the energy of level b, relative to the bottom of the continuum. The same value of f is used for all levels; it is chosen to match the IEQ results at low temperatures. The exponential factor ensures that at high temperatures or when a bound state crosses into the continuum. Because this procedure treats the bound and free states differently, it introduces small fluctuations in the entropy in the neighborhood of bound-free transitions. However, this structure is smoothed out after thermal broadening is applied.
INFERNO calculations for the four metals were carried out using version 41 of the code, obtained from D. A. Liberman, with the above modifications. The entropy was computed at 35 temperatures, exponentially spaced on the interval , and T=0 points obtained by extrapolation. The density mesh for each material ranged from a value below the metal-insulator transition to a maximum value 20 times the atomic weight, with 12 points per decade. Table   The IEQ and INFERNO calculations were merged into a single entropy table for use in the solid and liquid models. The IEQ results were used at low densities, below the metal-insulator transition, and the INFERNO results were used at higher densities. All of the other thermodynamic functions were computed from the entropy table, as explained in Sec. 8 of the PANDA manual. PANDA uses the TFD model when it is out of range of the entropy table.
As noted above, the parameter f in Eq. (18) was used to match the INFERNO results to the IEQ results at low temperatures. However, this procedure still leaves small differences between the two data sets at the match density; if not corrected, these discrepancies lead to spurious structure in the pressure, which is computed by differentiation. In order to eliminate this problem, the IEQ entropies at each temperature were shifted by a constant chosen to match the INFERNO entropies at the match density. The thermal broadening option was also applied to smooth any remaining structure.
The thermal electronic contributions to the entropy and pressure for tungsten are shown in Fig. 23 . The most striking feature of the plots is the metal-insulator transition that occurs in the density range 6-12 g/cc. At low densities, the valence electrons are localized, insulating states. At low temperatures, the transition to delocalized, metallic behavior with increasing density first causes a rise in entropy as the ionization energy decreases, then a drop in the entropy as the electrons become more free. The thermal electronic pressure is negative below the transition and positive above it. This phenomenon has a significant effect on the heat capacity and thermal expansion of metals at temperatures above 2000K, affecting both the thermal expansion and the heat capacity. The details of the behavior are strongly dependent on the amount of thermal broadening. In some cases, it leads to a plasma phase transition (PPT) in the vicinity of the vapor-liquid critical point, even when a large amount of thermal broadening is applied.
In this work, Ni is predicted to have a PPT, while Be, W, and Au are not. Our model also predicts a PPT in Cu but not in Pb [41] . 
