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Kapitel 1
Einleitung
In der Natur finden wir eine Vielzahl von selbst organisierten Strukturen.
Dazu za¨hlen zum Beispiel die Muster auf Tieren und auch auf Pflanzen
oder Sandwellen am Strand. All diese komplexen Systeme bilden Muster, de-
ren Erforschung wegen der Kompliziertheit des zugrunde liegenden Systems
nicht einfach ist. Physikerinnen und Physiker untersuchen schon seit langem
Modellsysteme, die ebenso faszinierend sein ko¨nnen, aber doch einfacher zu
handhaben sind.
Es war in der Tat der Zusammenhang zwischen der Anzahl von Bla¨ttern
in Blu¨tenkelchen mit der Fibonacci–Sequenz, die Alan Turing Anfang der
50er–Jahre veranlasste, nach einer theoretisch–mathematischen Ursache fu¨r
diese Form von biologischer Nichtgleichgewichtsstrukturbildung zu suchen.
Wesentliches Ergebnis dieser U¨berlegungen war, dass Substanzen mit unter-
schiedlichen Diffusivita¨ten zu spontaner Musterbildung neigen. Dieser Typ
von Turing–Instabilita¨t bildet einen grundlegenden Mechanismus der Mus-
terbildung und Differenzierung in biologischen Systemen.
In dissipativen dynamischen Systemen ko¨nnen sich Nichtgleichgewichtsstruk-
turen nur unter sta¨ndiger Energiezufuhr ausbilden. Solange die treibenden
Felder klein sind, bleibt der urspru¨ngliche Gleichgewichtszustand stabil und
die Dynamik la¨sst sich im Rahmen einer Reihenentwicklung durch Antwort-
theorien beschreiben. Diese Konzepte sind gerade im Zusammenhang mit
spektroskopischen Analysen von großer Bedeutung in der makroskopischen
und mesoskopischen Physik (z.B. [Kubo], [Fors]). Wenn die Energiezufuhr,
d.h. in der Regel die treibende Feldsta¨rke, einen kritischen Schwellwert u¨ber-
schreitet, tritt eine unter Umsta¨nden sogar unstetige Zustandsa¨nderung auf,
ein Verhalten, das durchaus A¨hnlichkeiten mit Gleichgewichtsphasenu¨ber-
ga¨ngen aufweisen kann.
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Das im Rahmen physikalischer Systeme klassische Beispiel einer solchen schein-
bar spontanen Musterbildung ist das Rayleigh–Be´nard–Experiment. Hierbei
wird eine du¨nne Flu¨ssigkeitsschicht von unten erhitzt. Bei kleinen Tempera-
turunterschieden zwischen Ober– und Unterseite der Schicht wird die Ener-
gie durch Wa¨rmeleitung transportiert. Erho¨hen wir die Temperaturdifferenz,
so setzt ab einem bestimmten Wert spontan Konvektion ein. Es entstehen
dann Konvektionszellen, die z.B. geordnete Strukturen in Form von Rollen
oder Hexagonen bilden ko¨nnen. Bei einer weiteren Erho¨hung des Tempera-
turgradienten sehen wir ein turbulentes Stro¨mungsfeld, und die geordneten
Strukturen lo¨sen sich auf.
Das zur Behandlung eines solchen Pha¨nomens notwendige Werkzeug wur-
de Ende der 60er–Jahre von Newell und Whitehead [NeWh] entwickelt. Die
Strukturen, die sich jenseits der (prima¨ren) Instabilita¨t ausbilden, lassen sich
auf universelle Weise, unabha¨ngig vom zu Grunde liegenden System, beschrei-
ben. Jenseits der Instabilita¨tsschwelle treten Modulationsmuster auf, die auf
großen Orts– und langsamen Zeitskalen variieren. Die Ursache dieser Modula-
tionspha¨nomene liegt darin, dass in ra¨umlich ausgedehnten Systemen knapp
oberhalb der Instabilita¨tsschwelle nicht nur eine instabile Mode, sondern ein
schmales Band instabiler Moden auftritt, deren Wellenzahlen nur wenig von
der kritischen abweichen. Damit la¨sst sich die gesamte Dynamik des Systems
auf die Bewegungsgleichung fu¨r die Einhu¨llende des Musters, d.h. auf eine
Amplitudengleichung reduzieren. Durch eine solche Bewegungsgleichung ist
die Beschreibung auf die dynamisch relevanten Freiheitsgrade reduziert. Die
konkrete Form dieser Bewegungsgleichung wird im wesentlichen durch den
Typ der vorliegenden Instabilita¨t und durch Symmetrien des Systems be-
stimmt. Auch in dieser Hinsicht weisen Nichtgleichgewichtsstrukturbildung
und Gleichgewichtsphasenu¨berga¨nge strukturelle A¨hnlichkeiten auf.
Fu¨r die formale Herleitung der effektiven Bewegungsgleichung verwendet man
Sto¨rungsentwicklungen, in denen die unterschiedlichen La¨ngen– und Zeit-
skalen getrennt werden. Damit erreicht man eine Elimination der schnellen
irrelevanten Bewegungsvariablen. Durch Vermeidung von linear in der Zeit
anwachsenden Termen, die auch Sa¨kularterme genannt werden, ergibt sich ei-
ne Amplitudengleichung zur Beschreibung der raumzeitlichen Dynamik ober-
halb der Instabilita¨tsschwelle. Diese Gleichungen sind von der Struktur her
universell, das zugrunde liegende physikalische System findet seinen Nieder-
schlag in den Zahlenwerten der Koeffizienten. Das beschriebene Reduktions–
und Analyseverfahren findet mit Erfolg nicht nur fu¨r hydrodynamische Sys-
teme, sondern in vielfa¨ltigen Zweigen der Physik Anwendung [CrHo]. Exem-
plarisch sei hier die klassische Arbeit von Kuramoto und Tsuzuki [KuTs] zur
Ableitung der komplexen Ginzburg–Landau–Gleichung fu¨r ein zweikompo-
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nentiges Reaktions–Diffusionssystem genannt.
Als einen zentralen Punkt dieser Arbeit wollen wir die Auswirkungen von
starken Resonanzen auf die Form der sich ergebenden Amplitudengleichung
diskutieren. Resonanzen treten in linearen Systemen auf, wenn die Frequenz
des Antriebs mit der internen Oszillationsfrequenz u¨bereinstimmt. In nichtli-
nearen Systemen ko¨nnen daru¨ber hinaus Resonanzen auftreten, wenn beide
Frequenzen, d.h. die interne und die des Antriebs, in einem rationalen Ver-
ha¨ltnis zueinander stehen. Wa¨hrend in Hamiltonschen Systemen generischer-
weise jedes rationale Frequenzverha¨ltnis zu Resonanzen fu¨hrt [LiLi], sind die
meisten dieser Resonanzen in dissipativen Systemen unterdru¨ckt. Ein be-
sonders interessanter Fall liegt vor, wenn oszillatorische Instabilita¨ten, d.h.
Hopf–Bifurkationen, in Anwesenheit periodisch treibender Felder untersucht
werden. Qualitativ neue Pha¨nomene ergeben sich, wenn das Frequenzver-
ha¨ltnis zwischen Antrieb und interner Frequenz die Werte zwei, drei oder
vier annimmt [ArnV]. In diesen Fa¨llen, die als starke Resonanzen bezeich-
net werden, wird die Eichinvarianz der sich ergebenden Normalform, d.h. in
ra¨umlich ausgedehnten Systemen die Eichinvarianz der Amplitudengleichung,
gebrochen. Resonanzen ho¨herer Ordnungen spielen keine Rolle, da sie durch
die Dissipation unterdru¨ckt werden. Die zugeho¨rige effektive Beschreibung im
Rahmen einer Amplitudengleichung, die das Verhalten oberhalb einer starken
Resonanz beschreibt, ist nun nicht mehr eichinvariant [ArKr], [CrHo]. Aus
der Literatur ist bekannt, dass Amplitudengleichungen mit linearen, nicht
eichinvarianten Beitra¨gen in der Umgebung von parametrischen Resonanzen
der Ordnung zwei mit endlichen kritischen Wellenzahlen auftreten (s. z.B.
[Miln], [ArKr], [CoEm], [CLHL], [FrGi]). Dahingegen ko¨nnen in Amplituden-
gleichungen nichtlineare, nicht eichinvariante Terme im Zusammenhang mit
Hopf–Bifurkationen vorkommen. Leider finden sich in der Literatur kaum
systematische Herleitungen, da die Koeffizienten der Amplitudengleichung
ha¨ufig basierend auf pha¨nomenologischen Betrachtungen bestimmt werden.
Wir wollen uns im Rahmen dieser Arbeit einer systematischen und vollsta¨n-
dig analytischen Herleitung einer Amplitudengleichung zuwenden, insbeson-
dere unter Beru¨cksichtigung starker Resonanzpha¨nomene. Als physikalisches
Ausgangssystem betrachten wir ein magnetisches Modellsystem. Magnetische
Systeme sind einerseits ein klassisches Beispiel fu¨r Gleichgewichtsstrukturbil-
dung, die wesentlich auch durch die langreichweitige schwache Dipol–Dipol–
Wechselwirkung hervorgerufen wird. Neben dieser schwachen, langreichwei-
tigen Wechselwirkung weisen Magnete u¨ber den Austausch eine starke, kurz-
reichweitige Wechselwirkung auf, die diese Systeme in eine gewisse Analo-
gie zu chemischen Reaktions–Diffusionssystemen setzt. Von entscheidender
Bedeutung ist allerdings, dass magnetische Systeme wegen der Ankopplung
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magnetischer Felder an die inneren Freiheitsgrade, im einfachsten Fall an
die Magnetisierungsdichte, eine intrinsische Nichtlinearita¨t aufweisen. Damit
spielen sie andererseits eine herausgehobene Rolle aus Sicht der Nichtlinearen
Dynamik.
Schon in den 50er–Jahren des vorigen Jahrhunderts wurde nachgewiesen,
dass magnetische Systeme eine dynamische Instabilia¨t aufweisen. Legt man
an eine durch ein starkes, externes Feld homogen magnetisierte Probe ein
schwaches Wechselfeld an, so bricht die homogene Magnetisierung bei Er-
reichen eines kritischen Wertes des treibenden Feldes zusammen. Dieser als
Suhlsche Instabilita¨t bekannte Mechanismus beruht im wesentlichen auf ei-
ner parametrischen Anregung von Spinwellen [Suhl]. Obwohl in der Folge-
zeit auch das Verhalten oberhalb dieser Schwelle untersucht wurde [Naka],
[Lvov], sind bis zum heutigen Tage keine, die experimentellen Befunde voll-
sta¨ndig erkla¨renden theoretischen Ansa¨tze entwickelt worden [Wige], [Benn].
Gerade deswegen sind magnetische Systeme als ein Testfall fu¨r das detaillier-
te Versta¨ndnis von Nichtgleichgewichtsstrukturbildung vorgeschlagen worden
[CrHo].
In mehreren Vorla¨uferarbeiten wurde das Konzept der Amplitudengleichun-
gen erfolgreich zur Behandlung von Instabilita¨ten in getriebenen magneti-
schen Systemen eingesetzt. Durch geeignete Formalisierung des Eliminati-
onsverfahrens konnten Mattha¨us und Sauermann [MaSa] die Instabilita¨ten
ho¨herer Kodimension untersuchen, die durch das Aufeinandertreffen einer
Soft–mode– mit einer Hard–mode–Bifurkationslinie gekennzeichnet ist. Als
weitere Beispiele solcher Instabilita¨ten ho¨herer Kodimension sei der in [JMS]
untersuchte Fall einer entarteten Soft–mode–Instabilita¨t erwa¨hnt, die den
U¨bergang von sub– zu superkritischem Verhalten beschreibt. Schließlich dis-
kutiert Kugler [Kugl] das Aufeinandertreffen einer Soft–mode– und einer
Sattel–Knoten–Bifurkation und Riegert [Rieg] den Einfluss der Diploarwech-
selwirkung in getriebenen ferromagnetischen Filmen.
In der vorliegenden Arbeit bescha¨ftigen wir uns mit der Strukturbildung in
einem Modell, das einen dissipativen, parallel getriebenen Ferromagneten be-
schreibt. Im Rahmen einer mesoskopischen Beschreibung werden die dynami-
schen Freiheitsgrade durch die Magnetisierungsdichte erfasst. Die Dynamik
der Magnetisierungsdichte la¨sst sich anhand der Landau–Lifschitz–Gleichung
beschreiben, die in Kapitel 2 mit allen Termen des effektiven Magnetfelds
vorgestellt wird. Da wir uns der Einfachheit halber auf eine ra¨umlich ein-
dimensionale Beschreibungsweise beschra¨nken, u¨bernimmt die Anisotropie
senkrecht zum statischen Feld die Rolle der langreichweitigen Dipol–Dipol–
Wechselwirkung.
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Im Rahmen unserer Behandlung steht in einem ersten Schritt in Kapitel 3
die Analyse der prima¨ren Instabilita¨t im Mittelpunkt. Bei Erreichen der kri-
tischen Feldsta¨rke wird die stationa¨re Lo¨sung gegenu¨ber homogenen Sto¨run-
gen linear instabil. Zur vollsta¨ndig analytischen Diskussion der Instabilita¨ts-
schwellen betrachten wir dabei das Spektrum des zugeho¨rigen Zeitentwick-
lungsoperators in Abha¨ngigkeit von den Wellenzahlen der Sto¨rung. Aufgrund
der Lage dieser Eigenwerte in der komplexen Ebene ko¨nnen wir Aussagen
u¨ber die Stabilita¨t der stationa¨ren Lo¨sung treffen.
Zur Untersuchung von Musterbildungsprozessen unter Anwesenheit starker
Resonanzen ist es wichtig, im zu bestimmenden Bifurkationsszenario einen
großen Bereich einer Hopf–Instabilita¨t zu sichern. Wir werden dies durch eine
geeignete Wahl des treibenden Feldes gewa¨hrleisten. In Kapitel 4 sehen wir,
dass diese Situation am besten dadurch realisiert wird, wenn das treibende
Feld aus einer periodischen Abfolge von δ–Kicks besteht.
In Kapitel 5 wird anhand der Eigenwerte des Zeitentwicklungsoperators das
komplizierte Bifurkationsszenario auf komplett analytischer Basis diskutiert.
Wir werden dabei den Einfluss kleiner Da¨mpfungen auf die Ausbildung der
Bifurkationslinien sto¨rungstheoretisch behandeln. Letztere beschreiben die
Instabilita¨tsgebiete im parametrisch angeregten System. Daru¨berhinaus wei-
sen wir explizit nach, dass in dem Bifurkationsszenario eine Soft–mode–
Instabilita¨t, d.h. eine Instabilita¨t gegenu¨ber wellenartigen Sto¨rungen mit
endlichen kritischen Wellenzahlen, vorliegt. Diese Untersuchung des Bifurka-
tionsschemas, welches von vielen Parametern abha¨ngt, bildet die Grundlage
zum Studium des Verhaltens des Systems oberhalb der Instabilita¨tsschwelle.
In Kapitel 6 wenden wir uns der Bestimmung der Amplitudengleichung bei
Abwesenheit von starken Resonanzen zu. Wir bestimmen alle auftretenden
Koeffizienten anhand des Verfahrens aus [Jual]. Durch Entwicklung der Ko-
effizienten nach kleinen Da¨mpfungen bestimmen wir die fu¨hrenden Anteile
der Koeffizienten. Dabei erha¨lt man im Grenzfall verschwindender Da¨mpfung
eine nichtlineare Schro¨dingergleichung.
In Kapitel 7 untersuchen wir die starken Resonanzen in unserem Modell. Den
Fall der starken Resonanz zweiter Ordnung betrachten wir nicht. In diesem
Fall wird ein Lo¨sungsansatz, bestehend aus zwei Amplitudengleichungen, be-
no¨tigt, der zu einem System gekoppelter, nicht eichinvarianter Amplituden-
gleichungen fu¨hrt, wie in [CrHo], [DoFa] ausgefu¨hrt. Fu¨r den Fall der starken
Resonanz dritter Ordnung liefert das von uns verwendete formale Lo¨sungs-
verfahren aus [Jual] kein konsistentes Resultat.
Wir beschra¨nken uns daher auf den Fall der starken Resonanz vierter Ord-
nung. Wir werden dabei das in [Jual] skizzierte allgemeine Verfahren auf un-
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ser System anwenden, und die nicht eichinvariante Amplitudengleichung mit
expliziten Ausdru¨cken fu¨r die Koeffizienten erhalten. Eine abschließende Ent-
wicklung der Koeffizienten nach kleinen Da¨mpfungen fu¨hrt hierbei im Grenz-
fall verschwindender Da¨mpfung auf eine modifizierte nichtlineare Schro¨din-
gergleichung. Das Lo¨sungsverhalten dieser neuartigen Gleichung wird sich
grundlegend von Lo¨sungen der nichtlinearen Schro¨dingergleichung, die durch
Solitonen beschrieben werden ko¨nnen, unterscheiden. Bisher ist diese Form
einer nicht eichinvarianter Amplitudengleichung in der Literatur nicht unter-
sucht worden.
Wir schließen die gesamte Darstellung mit einer kurzen Ergebniszusammen-
fassung in Kapitel 8 ab.
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Kapitel 2
Das Modellsystem
2.1 Die Bewegungsgleichung
Bei der Betrachtung von Strukturbildungsprozessen in ferromagnetischen
Systemen spielen große La¨ngenskalen die entscheidende Rolle. Die relevante
Gro¨ße ist daher nicht der einzelne Elektronenspin, sondern die lokale Magne-
tisierungsdichte M(r, t). Die Bewegungsgleichung wurde pha¨nomenologisch
bereits 1935 durch [LaLi] eingefu¨hrt in der Form
−M˙ =M ×Heff + ΓM × (M ×Heff) . (2.1)
Der erste Term beschreibt eine Pra¨zession der Magnetisierungsdichte um das
lokale effektive Feld. Der zweite Term gibt eine Dissipation in Form einer
Relaxation in Richtung des effektiven Feldes an. In Gleichung (2.1) ist die
dimensionslose Form gewa¨hlt, bei der die Sa¨ttigungsmagnetisierung (|M 0|)
und der gyromagnetische Faktor herausskaliert wurden.
In neueren Arbeiten [Gara], [Plef] wurde die Landau–Lifschitz–Gleichung aus
der zugrundeliegenden Dynamik der Elektronenspins abgeleitet. Die Glei-
chung ist im Bereich tiefer Temperaturen, d.h. unterhalb der Curie–Tem-
peratur, fu¨r typische Ferromagneten gu¨ltig, da dort der Beitrag der Bloch–
Da¨mpfung, der den Betrag der Magnetisierung reduziert, gegenu¨ber der Lan-
dau–Lifschitz–Da¨mpfung vernachla¨ssigt werden darf.
Der Betrag der lokalen Magnetisierungsdichte ist eine Erhaltungsgro¨ße und
ist in der Bewegungsgleichung (2.1) auf eins skaliert. Die Dynamik von M
findet deshalb auf der Oberfla¨che der Einheitskugel im Spinraum statt. Im
folgenden beschra¨nken wir uns auf die Diskussion ra¨umlich eindimensionaler
Systeme, d.h. M =M (x, t).
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2.2 Das effektive Feld
Entscheidend fu¨r die Dynamik des Systems ist die Form des effektiven Ma-
gnetfeldes Heff, welches aus inneren und a¨ußeren Feldern besteht:
Heff = (H + h(t)) ez + J ∆M + aMz ez + bMx ex (2.2)
• Innere Felder
– Isotropes Austauschfeld: Das isotrope Austauschfeld der Sta¨r-
ke J∆M wird durch die elektrostatische Coulomb–Wechselwirkung
der Elektronen erzeugt. Betrachtet man im Kontinuumslimes die
Na¨chste–Nachbar–Wechselwirkung, so ergibt sich die ra¨umliche
zweite Ableitung [Akhi]. Fu¨r Ferromagneten gilt J > 0.
– Biaxiale Anisotropie: Diese Wechselwirkung resultiert aus der
Wechselwirkung der magnetischen Momente mit dem elektrischen
Feld des Kristallgitters [Akhi]. Sie besitzt hier die Sta¨rke a in z–
Richtung und die Sta¨rke b in x–Richtung. Die Anisotropie in x–
Richtung bricht die Rotationssymmetrie des restlichen effektiven
Feldes.
Fu¨r ra¨umlich homogene Magnetisierungen kann die Kristallfeld-
anisotropie nicht von dem Entmagnetisierungsterm des Dipolar-
feldes unterschieden werden. Man stellt durch Lo¨sen der magne-
tostatischen Grundgleichungen fest, dass das Dipolarfeld propor-
tional zu Mx ist. Der komplette Einfluss des Dipolarfeldes auf die
Instabilita¨ten in ra¨umlich ausgedehnten Systemen unter parallel
pump wurde in [Rieg] untersucht.
• A¨ußere Felder
– Statisches Magnetfeld: Das statische Magnetfeld besitzt die
Sta¨rkeH und ist in z–Richtung angelegt. Dieses Feld gibt die Rich-
tung fu¨r den homogenen Magnetisierungszustand vor. Wir setzen
voraus, dass dieser Zustand ohne treibendes Feld stabil ist, d.h. H
ist so groß zu wa¨hlen, dass keine Doma¨nen im System auftreten.
– Treibendes Feld: Das treibende Feld h(t) zeigt in dieselbe Rich-
tung wie das statische Feld H (parallel pump). Weiterhin wird die
Forderung gestellt, dass es periodisch in der Zeit sein soll, d.h. es
gilt
h(t) = h(t+ T ) . (2.3)
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Im Gegensatz zu Spezialfa¨llen des transversalen Pumpens kann hier
die explizite Zeitabha¨ngigkeit nicht durch U¨bergang in ein rotierendes
Bezugssystem eliminiert werden, wie es z.B. in [KMay] oder [Vo¨lg] hilf-
reich war.
Um unser explizit zeitabha¨ngiges System einer analytischen Behand-
lung zuga¨nglich zu machen, wird es in der gesamten Arbeit zu einem
stu¨ckweise konstant treibenden Feld vereinfacht:
h(t) =
{
−h fu¨r 0 < t ≤ t1
0 fu¨r t1 < t ≤ T
(2.4)
Ein solches Feld besitzt folgende graphische Darstellung:
h(t)
−h
t1
0
T+t1T 2T 1
t
2T+t
κ
Abbildung 2.1: Zeitlicher Verlauf des treibenden Feldes h(t)
Im weiteren Verlauf der Arbeit wird das Produkt aus Feldsta¨rke h und
Zeitdauer t1, d.h. die Gro¨ße κ := h t1, eine wichtige Rolle spielen. Die
Gro¨ße κ ist in Abb. 2.1 durch die grau schraffierte Fla¨che dargestellt.
2.3 Stereographische Projektion
Wegen der Erhaltung des Magnetisierungsbetrages ist eine der Komponen-
ten der Magnetisierung redundant. In der traditionellen Literatur, insbeson-
dere bei der Behandlung linearer Probleme, wird diesem Umstand dadurch
Rechnung getragen, dass man eine der Komponenten vermo¨ge einer Reihen-
entwicklung von mz =
√
1−m2x −m2y durch die Transversalkomponenten
ausdru¨ckt. Im vorliegenden Fall, der sich insbesondere mit einer systemati-
schen Analyse nichtlinearer Effekte bescha¨ftigen wird, ist eine kompaktere
und systematischere Vorgehensweise angebracht.
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Zu diesem Zweck machen wir von einer stereographischen Projektion der
Oberfla¨che der Einheitskugel auf die komplexe Zahlenebene Gebrauch (siehe
Anhang A). Unter Ausnutzung der Erhaltung des Betrages der Magnetisie-
rung, d.h. |M |2 = 1, wird Gl. (2.1) auf eine komplexwertige, zweikomponen-
tige Gleichung transformiert. Unter der Vorschrift
φ =
Mx + iMy
1 +Mz
(2.5)
wird Gl. (2.1) mit Gl. (2.2) zu
∂tφ =(i− Γ)
[
(H + h(t))φ+ J
(
2
φ∗ (∂xφ)2
1 + |φ|2 − ∂xxφ
)
+ a φ
1− |φ|2
1 + |φ|2 − b (1− φ
2)
Reφ
1 + |φ|2
]
.
(2.6)
In der vorliegenden Form (2.6) ist die Erhaltungsgro¨ße eliminiert und die
Dynamik auf das zweikomponentige Feld φ reduziert. Wegen der Form des
effektiven Feldes aus Gl. (2.2) besitzt die Nichtlinearita¨t in Gl. (2.6) nur
ungerade Potenzen in φ.
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Kapitel 3
Lineare Stabilita¨tsanalyse
In diesem Kapitel werden wir die stationa¨re Lo¨sung φ0 = 0 auf deren li-
neare Stabilita¨t hin untersuchen. Auf Grund der Orientierung und der zeitli-
chen Periodizita¨t des treibenden Feldes liegt ein Floquet–Problem vor. Dieses
entzieht sich im Allgemeinen einer vollsta¨ndigen analytischen Behandlung.
Durch unsere Wahl des stu¨ckweise konstant treibenden Feldes, wie wir sie in
Gl. (2.4) vorgenommen haben, ko¨nnen wir aber diese Fragestellung vollsta¨n-
dig auf analytischem Wege behandeln.
3.1 Stationa¨re Lo¨sung und Linearisierung
Wir erhalten aus Gl. (2.6) die stationa¨re Lo¨sung φ0 = 0. U¨bertragen wir
dieses Ergebnis in das Modell der Magnetisierungsdichte, so entspricht die
stationa¨re Lo¨sung einer ferromagnetischen Doma¨ne mit M = M ez. Wir
werden die Untersuchung der Stabilita¨t dieser stationa¨ren Lo¨sung nicht mit
Hilfe der Magnetisierungsdichte vornehmen, sondern diese Untersuchung in
stereographischer Projektion durchfu¨hren.
Die Linearisierung um die stationa¨re Lo¨sung φ0 = 0 liefert aus Gl. (2.6):
∂tφ = (i− Γ) [(H + a+ h(t)) φ− bReφ− J ∂xxφ] (3.1)
Weiterhin wird die stationa¨re Lo¨sung φ0 wellenartigen Sto¨rungen mit der
Sto¨rwellenzahl k ausgesetzt. Fu¨r die dann notwendige Stabilita¨tsanalyse wird
in der linearisierten Gleichung (3.1) die zweite Ableitung im Ort ∂xx durch
den Term −k2 ersetzt.
Da Gl. (3.1) eine komplexwertige Gleichung ist, wird zur weiteren Betrach-
tung die Gro¨ße φ in Real– und Imagina¨rteil zerlegt:
φ(t, k) = φR(t, k) + i φI(t, k) (3.2)
15
Dann erhalten wir aus (3.1) die reellwertige Gleichung
Φ˙(t, k) = L(t, k)Φ mit Φ =
(
φR
φI
)
. (3.3)
Der lineare Operator L vereinfacht sich wegen des stu¨ckweise konstant trei-
benden Feldes aus Gl. (2.4) zu
L(t, k) =
{
L
0
(k) + L
1
fu¨r 0 < t ≤ t1
L
0
(k) fu¨r t1 < t ≤ T
(3.4a)
mit
L
0
(k) :=
(−Γ (αk − b) −αk
αk − b −Γαk
)
(3.4b)
und
L
1
:= h
(
Γ 1
−1 Γ
)
(3.4c)
mit der Abku¨rzung αk := H + a+ Jk
2. Aufgrund der geforderten Positivita¨t
von H, a und J gilt fu¨r die Abku¨rzung αk > 0.
Weiterhin ist zu beachten, dass alle Parameter von der gleichen Gro¨ßenord-
nung sind. Es werden zur Stabilita¨tsanalyse keine sto¨rungstheoretischen Me-
thoden verwendet, die kleine Felder oder kleine Da¨mpfungen voraussetzen.
Wir werden im Folgenden zuna¨chst die Stabilita¨t der stationa¨ren Lo¨sung im
ungetriebenen Fall untersuchen.
3.1.1 Die Stabilita¨t der stationa¨ren Lo¨sung im unge-
triebenen Fall
In diesem Abschnitt werden wir die Stabilita¨t der stationa¨ren Lo¨sung im un-
getriebenen Fall gegen alle Sto¨rungen der Sto¨rwellenzahl k untersuchen. Da
in diesem Spezialfall keine explizite Zeitabha¨ngigkeit mehr vorliegt, ko¨nnen
wir die Stabilita¨tsanalyse mit Hilfe der wohlbekannten Methoden der Nicht-
linearen Dynamik durchfu¨hren. Ausschlaggebend hierfu¨r sind die Vorzeichen
der Realteile der Eigenwerte λi des linearen Operators L0 aus Gl. (3.4b). Um
sicherzustellen, dass die stationa¨re Lo¨sung φ0 im ungetriebenen Fall stabil
bleibt, mu¨ssen die beiden Eigenwerte λi negativen Realteil besitzen.
Die zugeho¨rigen Bedingungen erhalten wir aus der charakteristischen Glei-
chung. Wir werden sie hier fu¨r die Spur und fu¨r die Determinante des linearen
Operators angeben. Damit beide Realteile negativ sind, mu¨ssen wir folgendes
fordern:
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• Die Determinante von L
0
muss positiv sein, d.h. es gilt:
detL
0
> 0 =⇒ (αk − b)αk > 0 ⇐⇒ αk − b > 0 (3.5a)
Diese Bedingung an die Stabilita¨t der stationa¨ren Lo¨sung wird im gan-
zen weiteren Verlauf der Arbeit eine entscheidende Rolle spielen.
• Die Spur von L
0
muss negativ sein, d.h. es gilt:
SpL
0
< 0 =⇒ αk − b
2
> 0 (3.5b)
Die Bedingung aus Gl. (3.5b) ist stets erfu¨llt, wenn Gl. (3.5a) gilt.
3.2 Phasenportraits
Wir werden in diesem Abschnitt numerische Lo¨sungen der linearisierten Glei-
chung (3.3) unter verschiedenen Bedingungen betrachten.
3.2.1 Lo¨sung ohne treibendes Feld
Wir werden in diesem Unterabschnitt die Relevanz der wichtigen Stabilita¨ts-
bedingung aus Gl. (3.5a) anhand von Darstellungen des zeitlichen Verlaufs
der linearisierten Gleichung zeigen. Wir werden im konkreten Fall einzig den
wichtigen Parameter b variieren, wa¨hrend wir den anderen Parametern feste
Werte zuweisen, na¨mlich αk = 3, T = 1 und Γ = 0.1. In den Abbildungen 3.1
— 3.5 sind die Startpunkte der Iteration durch einen Punkt hervorgehoben,
und der zeitliche Verlauf wurde durch einen Pfeil markiert.
Knapp unterhalb der Instabilita¨tsschwelle, die durch Gl. (3.5a) gegeben ist,
verha¨lt sich die Lo¨sung der linearisierten Gleichung wie in Abb. 3.1 darge-
stellt. Wir sehen, dass im zeitlichen Verlauf die Lo¨sung des linearisierten
Problems die stationa¨re Lo¨sung φ0 = 0 erreicht.
Na¨hern wir uns der Instabilita¨tsschwelle aus Gl. (3.5a), so la¨uft die Lo¨sung
der linearisierten Gleichung langsam, aber stetig in die stationa¨re Lo¨sung
φ0 = 0, wie aus Abb. 3.2 ersichtlich wird.
U¨berschreiten wir hingegen knapp die Instabilita¨tsschwelle, die in Gl.(3.5a)
festgelegt wurde, so sehen wir in Abb. 3.3, dass das System nicht mehr der
Lo¨sung φ0 = 0 entgegen strebt. Die uns interessierende Lo¨sung ist somit in-
stabil geworden. Die genaue Untersuchung dieser Instabilita¨t im ungetriebe-
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Abbildung 3.1: Zeitlicher Verlauf von Φ(t) fu¨r b = 2.9
-12 -10 -8 -6 -4 -2
0.5
1
1.5
2
φ
I
φ
R
Abbildung 3.2: Zeitlicher Verlauf von Φ(t) fu¨r b = 2.99
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Abbildung 3.3: Zeitlicher Verlauf von Φ(t) fu¨r b = 3.01
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Abbildung 3.4: Zeitlicher Verlauf von Φ(t) fu¨r T = 1, αk = 3, b = 1, t1 = 0.3,
h = 3, Γ = 0.1
nen System wird im Verlaufe dieser Arbeit nicht von Interesse sein, deswegen
belassen wir es bei diesen qualitativen Untersuchungen. Wir werden uns hin-
gegen im weiteren Verlauf der Arbeit dem Einfluss des treibenden Feldes auf
die stationa¨re Lo¨sung φ0 = 0 widmen.
3.2.2 Lo¨sung mit treibendem Feld
Wir werden jetzt den Einfluss des treibenden Feldes untersuchen. Dabei wer-
den wir alle Parameter im folgenden so wa¨hlen, dass das System im unge-
triebenen Fall eine stabile, triviale Lo¨sung besitzt. Davon ausgehend werden
wir in einem weiteren Schritt die Amplitude h des treibenden Feldes erho¨hen.
Durch zahlreiche Untersuchungen haben sich zwei Szenarien ergeben, die wir
exemplarisch hier vorstellen werden.
Im ersten Fall starten wir von einer stabilen Lo¨sung und schalten das trei-
bende Feld hinzu. Wir sehen in dem dann entstehenden Phasenportrait in
Abb. 3.4, dass die Lo¨sung bei kleinen treibenden Feldern stabil bleibt.
In Abb. 3.4 sehen wir, dass das stu¨ckweise stetige treibende Feld einen zacken-
fo¨rmigen Verlauf im Phasenportrait hervorruft. Die Spru¨nge werden durch
den Wechsel des treibenden Feldes an den Intervallgrenzen hervorgerufen.
Bei der entsprechenden Wahl der Parameter in Abb. 3.4 haben wir den Wert
κ = 1 repra¨sentiert. Eine andere Aufteilung in der Gro¨ße κ = 1 durch die
beteiligten Gro¨ßen t1 und h a¨ndert nichts am qualitativen Verlauf aus Abb.
3.4.
Wir weisen daher dem Zeitintervall t1 einen festen Wert zu und werden ei-
ne Erho¨hung der Amplitude h des treibenden Feldes betrachten. Wir sehen
dabei in Abb. 3.5, dass ab einem bestimmten Wert von h, der einem be-
stimmten Wert von κ entspricht, im Phasenportrait eine Spiralbewegung der
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Abbildung 3.5: Zeitlicher Verlauf von Φ(t) fu¨r T = 1, αk = 3, b = 1, t1 = 0.3,
h = 10, Γ = 0.1
Lo¨sung nach außen ersichtlich wird. In Abb. 3.5 haben wir den Startpunkt
der Iteration wieder mit einem Punkt kenntlich gemacht.
Da wir in unserer Arbeit speziell an dem Stabilita¨tsverhalten der stationa¨ren
Lo¨sung φ0 = 0 interessiert sind, haben wir das lineare System speziell in die-
ser Hinsicht untersucht. Insbesondere die Instabilita¨t der stationa¨ren Lo¨sung
bei Vera¨nderung der Sta¨rke des treibenden Feldes sowie die Mechanismen,
die dazu fu¨hren, werden mit Hilfe der anstehenden analytischen Behandlung
untersucht werden.
3.3 Floquet–Problem
Das zu betrachtende System aus Gl. (3.1), welches die numerischen Sze-
narien des vorangegangenen Abschnitts entha¨lt, ist explizit zeitabha¨ngig.
Wir werden die Instabilita¨ten der stationa¨ren Lo¨sung nicht mit der expli-
zit zeitabha¨ngigen Gleichung bestimmen, sondern mit Hilfe einer entspre-
chenden Gleichung fu¨r den Zeitentwicklungsoperator. Mit der Transformation
Φ(t, k) = U(t, k)Φ(0, k) erhalten wir aus Gl. (3.3) die Bewegungsgleichung
fu¨r den Zeitentwicklungsoperator
U˙(t, k) = L(t, k)U(t, k) mit U(0, k) = 1 . (3.6)
Wir erhalten aus Gl. (3.6) nach Anwendung des Floquet–Theorems fu¨r ex-
plizit zeitabha¨ngige Systeme fu¨r U(t, k) die formale Lo¨sung
U(t, k) = Q(t, k) exp{c(k) t} mit Q(t+ T, k) = Q(t, k) (3.7)
Nach einer Periode des treibenden Feldes wird Gl. (3.7) zu
U(T, k) = exp{c(k)T} . (3.8)
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Diese Gleichung wird uns bei der Untersuchung des Stabilita¨tsverhaltens be-
hilflich sein. Im Allgemeinen wird das Stabilita¨tsverhalten der stationa¨ren
Lo¨sung durch die Eigenwerte µi(k) der Matrix c(k), die in Gl. (3.8) im Expo-
nenten steht, bestimmt. Diese Eigenwerte werden in der Literatur Floquet–
Exponenten genannt. A¨nderung im Stabilita¨tsverhalten treten beim Vorzei-
chenwechsel des Realteils des Floquet–Exponenten µi(k) auf. Falls fu¨r alle
Wellenzahlen k gilt, dass Reµi(k) < 0 ist, so ist die stationa¨re Lo¨sung sta-
bil gegen wellenartige Sto¨rung mit allen Wellenzahlen. Gibt es hingegen eine
Wellenzahl k = qc, fu¨r die der Floquet–Exponent µi(qc) > 0 wird, so ist die
stationa¨re Lo¨sung instabil gegen wellenartige Sto¨rungen mit dieser Wellen-
zahl qc.
Wir werden das Stabilita¨tsverhalten mittels der Eigenwerte Λi(k) des Zeitent-
wicklungsoperators U(T, k) bestimmen, da wir diese fu¨r unser System einfa-
cher bestimmen ko¨nnen. Diese Eigenwerte nennen wir im folgenden Floquet–
Multiplikatoren. Entscheidend fu¨r die Stabilita¨t der stationa¨ren Lo¨sung sind
nun nicht die Vorzeichen der Realteile der Floquet–Multiplikatoren Λi(k),
sondern deren Lage in der komplexen Ebene. Liegen die Floquet–Multiplika-
toren Λi(k) fu¨r alle Wellenzahlen k innerhalb des Einheitskreises, so ist die
stationa¨re Lo¨sung stabil gegen wellenartige Sto¨rungen. Die stationa¨re Lo¨-
sung wird instabil gegen Sto¨rungen der Wellenzahl k = qc, wenn ein oder
mehrere Floquet–Multiplikatoren außerhalb des Einheitskreises liegen. Die-
ses Verfahren entspricht der Stabilita¨tsanalyse einer stationa¨ren Lo¨sung einer
Abbildung [GuHo].
3.3.1 Klassifikationen der Instabilita¨ten
Wegen der Zweidimensionalita¨t des Systems (3.3) lassen sich die beiden Mul-
tiplikatoren Λ1(k) und Λ2(k) aus der Spur und der Determinante von U(T, k)
eindeutig bestimmen:
SpU(T, k) = Λ1(k) + Λ2(k) und detU(T, k) = Λ1(k) Λ2(k) (3.9)
Diese Eigenschaft bietet den Vorteil, Instabilita¨ten ohne explizite Berechnung
der Eigenwerte bestimmen zu ko¨nnen. Es werden nur Spur und Determinante
des Evolutionsoperators zum Zeitpunkt T beno¨tigt. Bevor wir uns mit der
Berechnung dieser Gro¨ßen bescha¨ftigen, wenden wir uns einer Formulierung
der zu betrachtenden Instabilita¨ten zu. Wir tun dies in gewohnter Weise, wo-
bei wir die Spur und Determinante des Zeitentwicklungsoperators bei dieser
Betrachtung beru¨cksichtigen.
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Abbildung 3.6: Lage der Floquet–Multiplikatoren fu¨r die Hopf–Bifurkation
Stabilita¨t bei unkritischen Wellenzahlen
Wenn ein oder auch beide Floquet–Multiplikatoren den Einheitskreis beru¨h-
ren, so wird die stationa¨re Lo¨sung marginal stabil. Die Wellenzahl k, bei der
dieses Pha¨nomen auftritt, wird als kritische Wellenzahl qc bezeichnet. Wir
ko¨nnen mit Hilfe von Gl. (3.9) die Bedingungen formulieren, dass die sta-
tiona¨re Lo¨sung fu¨r alle anderen Wellenzahlen k 6= qc stabil bleibt, d.h. die
Multiplikatoren Λi innerhalb des Einheitskreises liegen. Sie lauten:∣∣detU(T, k 6= qc)∣∣ < 1 (3.10a)∣∣SpU(T, k 6= qc)∣∣ < 1 + detU(T, k 6= qc) (3.10b)
Hopf–Bifurkation
Bei der Hopf–Bifurkation liegt fu¨r die kritische Wellenzahl k = qc ein Paar
komplex konjugierter Multiplikatoren Λ2(k = qc) = Λ
∗
1(k = qc) mit Λi ∈ C
vor. Beide Multiplikatoren liegen auf dem Einheitskreis (s. Abb. 3.6), d.h es
gilt |Λi(k = qc)| = 1.
Dann folgt aus Gl. (3.9) fu¨r die Determinante von U(T, k)∣∣detU(T, k = qc)∣∣ = 1 (3.11a)
und fu¨r die Spur von U(T, k)∣∣SpU(T, k = qc)∣∣ < 2 . (3.11b)
Fu¨r alle anderen Wellenzahlen mu¨ssen die Bedingungsgleichungen (3.10a)
und (3.10b) erfu¨llt sein, d. h. alle Floquet–Multiplikatoren fu¨r k 6= qc mu¨s-
sen im Einheitskreis liegen. Wenn qc 6= 0 gilt, dann liegt eine Instabilita¨t
gegenu¨ber laufenden Wellen vor.
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Abbildung 3.7: Lage der Floquet–Multiplikatoren fu¨r die Flip–Bifurkation
Instabilita¨t fu¨r Λ = −1
Wir betrachten jetzt den Fall, dass ein Multiplikator fu¨r die kritische Wellen-
zahl k = qc den Einheitskreis bei −1 schneidet, wa¨hrend der andere Multipli-
kator reell und vom Betrage kleiner als 1 ist (s. Abb. 3.7). Demzufolge gilt:
Λi(k = qc) ∈ R , Λ1(k = qc) = −1 , |Λ2(k = qc)| < 1. Bei dieser Instabilita¨t
handelt es sich um eine parametrische Instabilita¨t aufgrund des periodisch
treibenden Feldes. Sie ist mit einer Periodenverdopplung verknu¨pft.
Wir bezeichnen sie im weiteren Verlauf der Arbeit als Flip–Bifurkation,
wie sie in der Literatur [GuHo] erwa¨hnt ist. Wir erhalten folgende Bedin-
gungsgleichung fu¨r die Instabilita¨t an die Determinante von U(T, k) aus Gl.
(3.9):
detU(T, qc) = −Λ2 ⇒
∣∣detU(T, qc)∣∣ < 1 (3.12a)
Fu¨r die Spur von U(T, k) erhalten wir die Bedingung
SpU(T, qc) = −1 + Λ2 = −1− detU(T, qc) . (3.12b)
Fu¨r alle anderen Wellenzahlen mu¨ssen die Floquet–Multiplikatoren im Ein-
heitskreis liegen, d. h. Gl. (3.10a) und Gl. (3.10b) mu¨ssen erfu¨llt sein. In
der Literatur haben sich fu¨r die beiden Fa¨lle verschwindender und nicht
verschwindender Wellenzahl keine eigensta¨ndigen feststehenden Begriffe eta-
bliert.
Instabilita¨t fu¨r Λ = 1
Wenn ein Floquet–Multiplikator fu¨r eine kritische Wellenzahl k = qc den
Einheitskreis bei +1 schneidet, der andere Multiplikator innerhalb des Ein-
heitskreises liegt (s. Abb. 3.8), dann liegt eine weitere Instabilita¨t vor. Beide
Multiplikatoren sind reell und es gilt: Λi(k = qc) ∈ R , Λ1(k = qc) = 1 und
|Λ2(k = qc)| < 1 mit qc 6= 0.
23
ReΛ
ImΛ
1
Abbildung 3.8: Lage der Floquet–Multiplikatoren fu¨r die Soft–mode–
Bifurkation
Wegen des zeitlich periodisch treibenden Feldes handelt es sich bei dieser
Instabilita¨t ebenfalls um eine parametrische Instabilita¨t [Arno]. Wir werden
diese im weiteren Verlauf der Arbeit Soft–mode–Bifurkation nennen. Eine
strenge Rechtfertigung fu¨r diese Bezeichnung wird in Kapitel 5 gegeben.
Wir erhalten aus Gl. (3.9) die Bedingungsgleichung fu¨r die Instabilita¨t an die
Determinante von U(T, k)
detU(T, qc) = Λ2 ⇒
∣∣detU(T, qc)∣∣ < 1 . (3.13a)
Die Bedingungsgleichung fu¨r die Instabilita¨t an die Spur von U(T, k) lautet:
SpU(T, qc) = 1 + Λ2 = 1 + detU(T, qc) (3.13b)
Fu¨r alle anderen Wellenzahlen mu¨ssen die Floquet–Multiplikatoren wiederum
im Einheitskreis liegen, d. h. die Bedingungsgleichungen (3.10a) und (3.10b)
mu¨ssen fu¨r k 6= qc erfu¨llt sein.
3.4 Determinante und Spur der Evolutions-
matrix
Wie bereits erwa¨hnt, sind die zentralen Gro¨ßen zur Bestimmung der Instabi-
lita¨ten Spur und Determinante des Zeitentwicklungsoperators U(T, k). Wir
wenden uns deshalb im Folgenden ihrer Berechnung zu.
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3.4.1 Determinante
Wegen des stu¨ckweise konstanten, treibenden Feldes h(t) la¨sst sich Gl. (3.6)
direkt aufintegrieren. Wir erhalten fu¨r den Zeitentwicklungsoperators U(t, k)
U(t, k) =
{
exp{[L
0
(k) + L
1
] t} fu¨r 0 ≤ t ≤ t1
exp{L
0
(k) (t− t1)} exp{[L0(k) + L1] t1} fu¨r t1 ≤ t ≤ T
.
(3.14)
mit L
0
aus Gl. (3.4b) und L
1
aus Gl. (3.4c). Insbesondere nach einer Periode
des treibenden Feldes erhalten wir aus Gl. (3.14)
U(T, k) = exp
{
L0(k) (T − t1)
}
exp
{
[L
0
(k) + L
1
] t1
}
. (3.15)
Zur Berechnung der Determinanten verwenden wir den Produktsatz fu¨r De-
terminanten det(AB) = det(A) det(B) sowie die bekannte Exponentialiden-
tita¨t det(exp(A)) = exp(Sp(A)) [Rob]. Mit Hilfe dieser Beziehungen ergibt
die Determinantenbildung von Gl. (3.15) unter Beru¨cksichtigung von Gln.
(3.4b) und (3.4c)
detU(T, k) = exp
{
SpL
0
(k) (T − t1)
}
exp
{
Sp[L
0
(k) + L
1
] t1
}
= exp
{
−2 Γ
[(
αk − b
2
)
T − κ
]}
, (3.16)
wobei αk = H + a+ Jk
2 und κ = h t1 bedeuten.
3.4.2 Spur
Zur Berechnung der Spur der Evolutionsmatrix aus Gl. (3.15) werden wir die
darin auftretenden linearen Operatoren L
i
zuerst in einer fu¨r 2× 2–Matrizen
geeigneten Basis entwickeln, ehe wir die Spur bilden. Die fu¨r die Entwicklung
geeignete Basis besteht aus den 3 bekannten Pauli–Spinmatrizen σ
i
und der
Einheitsmatrix. Der lineare Operator L la¨sst sich nach folgender Vorschrift
entwickeln:
L = m0 1 +mσ (3.17a)
mit
mσ = m1 σ1 +m2 σ2 +m3 σ3 (3.17b)
und den bekannten Spinmatrizen
σ
1
=
(
0 1
1 0
)
und σ
2
=
(
0 −i
i 0
)
und σ
3
=
(
1 0
0 −1
)
. (3.17c)
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Dabei ko¨nnen die Entwicklungskoeffizientenmi auch komplex sein. Bilden wir
die Spur u¨ber die linearen Operatoren L in der entwickelten Form (3.17a),
so erhalten wir auf einfache Weise den Entwicklungskoeffizienten m0 fu¨r die
Einheitsmatrix
m0 =
1
2
SpL . (3.18)
In analoger Weise lassen sich die anderen Koeffizienten vermo¨ge der einfachen
Relation
mi =
1
2
Sp
(
σi L
)
(3.19)
aus der vollen Matrix bestimmen. Da die linearen Operatoren in der Evolu-
tionsmatrix im Exponenten auftreten, erhalten wir aus Gl. (3.17a) mit Hilfe
der eben vorgenommen Entwicklung:
exp
{
L t
}
= exp
{
m0 1 t
}
exp {mσ t} (3.20)
Wir ko¨nnen den zweiten Faktor aus Gl. (3.20) unter Ausnutzung der Eigen-
schaften von Spinmatrizen in eine Taylor–Reihe entwickeln (s. Anhang B).
Mit der Eigenschaft (B.1c), die gewa¨hrleistet, dass das Quadrat der Spinma-
trizen gerade die Einheitsmatrix liefert, erhalten wir fu¨r den zweiten Faktor
aus Gl. (3.20)
exp {mσ t} = cosh(ct) 1 + sinh(ct)
c
mσ (3.21a)
mit
c2 = m21 +m
2
2 +m
2
3 =
1
2
SpL2 − 1
4
(
SpL
)2
. (3.21b)
Da die Entwicklungskoeffizienten mi, wie bereits erwa¨hnt, komplex sein ko¨n-
nen, ist die Summe der Quadrate nicht notwendigerweise immer positiv. Die-
ses werden wir gegen Ende des Abschnittes sehen.
Mit Hilfe der Entwicklung aus Gl. (3.20) mit Gl. (3.21a) und (3.21b) ko¨nnen
wir einen expliziten Ausdruck fu¨r die Evolutionsmatrix U(T, k) erhalten (s.
Anhang B), der fu¨r eine direkte Berechnung der Spur geeignet ist. Bei der
auszufu¨hrenden Multiplikation sind die Eigenschaften der Spinmatrizen hilf-
reich. Insbesondere die Eigenschaft, dass der Antikommutator zweier Spin-
matrizen verschwindet (s. (B.1b)), und die bereits erwa¨hnte Tatsache, dass
das Quadrat einer Spinmatrix die Einheitsmatrix liefert (s. (B.1c)), verein-
fachen das Ergebnis enorm. Die daran anschließende Spurbildung wird unter
Beru¨cksichtigung der Spineigenschaft aus Gl. (B.1a), d.h. der Spurlosigkeit
von Spinmatrizen, durchgefu¨hrt.
Somit erhalten wir aus der Spurbildung von Gl. (3.15) mit den Entwicklun-
gen aus (3.20) und (3.21a) sowie (3.21b) und der Darstellung des linearen
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Operators aus Gl. (3.4b) und (3.4c) folgendes Ergebnis fu¨r die Spur des Zeit-
entwicklungsoperators:
SpU(T, k) =2 exp
{
1
2
SpL
0
(T − t1)
}
exp
{
1
2
Sp
[
L
0
+ L
1
]
t1
}
×
[
cosh c2(T − t1) cosh c1t1 +m1m2 sinh c2(T − t1)
c2
sinh c1t1
c1
]
(3.22a)
mit
c21 = −(αk − h)2 + b(αk − h) + Γ2( b2)2 (3.22b)
c22 = −α2k + b αk + Γ2( b2)2 (3.22c)
m1m2 = Γ
2( b
2
)2 − αk(αk − h) + b(αk − h2 ) (3.22d)
αk = H + a+ Jk
2 (3.22e)
und
1
2
SpL
0
(T − t1) + 12 Sp[L0 + L1] t1 = −Γ
[(
αk − b
2
)
T − κ
]
. (3.22f)
Bevor wir die Bifurkationen im Einzelnen genauer betrachten, wird Gl. (3.22a)
in eine fu¨r diese Zwecke geeignetere Form u¨berfu¨hrt. Unter der Annahme,
dass das statische Feld H und die Anisotropie in z–Richtung zusammen gro¨-
ßer als die Anisotropie in x–Richtung sind, stellen wir fest, dass in den eben
berechneten Gleichungen fu¨r die Koeffizienten c1 in Gl. (3.22b) und c2 in Gl.
(3.22c) die jeweiligen rechten Seiten fast immer negativ sind. Nur bei kleinen
statischen Feldern sind die rechten Seiten positiv. Wir werden uns im folgen-
den in den entscheidenden Fa¨llen mit großen statischen Feldern befassen.
Um dieses zu beru¨cksichtigen wird Gl. (3.22a) in folgende Form u¨berfu¨hrt:
SpU(T, k) = 2 p(T, k) q(T, k) (3.23a)
mit
p(T, k) = exp
{−Γ [(αk − b2)T − κ]} =√detU(T, k) (3.23b)
q(T, k) = cos (ω1(k) t1) cos (ω(k) (T − t1))+
b(αk − h2 )− αk(αk − h) + Γ2( b2)2
ω1(k)ω(k)
sin (ω1(k) t1) sin (ω(k) (T − t1))
(3.23c)
und
ω21(k) = (αk − h)2 − b(αk − h)− Γ2
(
b
2
)2
(3.23d)
ω2(k) = α2k − bαk − Γ2
(
b
2
)2
. (3.23e)
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Die hierbei auftretenden Frequenzen aus Gl. (3.23d) und Gl. (3.23e) ko¨nnen
je nach Wahl der darin auftretenden Parameter αk, b, h entweder rein reell
oder rein imagina¨r sein. Dementsprechend tauchen im Ausdruck fu¨r q(T, k)
entweder trigonometrische oder hyperbolische Funktionen mit reellen Argu-
menten auf.
Weiterhin sehen wir, dass die Ausdru¨cke aus Gl. (3.23b) und (3.23c) durch
die Austauschwechselwirkung von der Wellenzahl k abha¨ngen. Fu¨r das hier
betrachtete System ist es charakteristisch, dass nach Gl. (3.22e) die Wellen-
zahlabha¨ngigkeit in der effektiven Gro¨ße αk auftritt, die als Hauptbestandteil
das statische Feld H aufweist.
Durch die Wahl der Parameter αk, b und h lassen sich in der weiteren Be-
trachtung der Funktion q(T, k) bzw. der Spur des Evolutionsoperators fol-
gende drei Bereiche unterscheiden.
• Der fu¨r die weitere Vorgehensweise dieser Arbeit wichtige und inter-
essante Bereich ist der oszillatorische Bereich. Fu¨r diesen Bereich gilt
nach Gl. (3.23d) und (3.23e): ω21 > 0 und ω
2 > 0. Diese Bedingungen
lassen sich weitestgehend durch die Stabilita¨tsbedingung (3.5a) des un-
getriebenen Systems erfu¨llen. Einzig in der Na¨he der Instabilita¨tsgrenze
ist die Positivita¨t von ω21(k) und ω
2(k) nicht mehr gewa¨hrleistet. Da
dieser kleine Bereich nahe der Instabilita¨tsgrenze im Verlaufe der Arbeit
keine Rolle spielen wird, werden wir darauf hier nicht genauer eingehen.
• Gilt hingegen ω21(k) < 0 und ω2(k) > 0, so sprechen wir vom gemisch-
ten Bereich, da wir in Gl. (3.23c) die zugeho¨rigen trigonometrischen
Funktionen durch hyperbolische Funktionen ersetzen mu¨ssen. Da in
diesem kleinen Bereich allerdings die stationa¨re Lo¨sung im ungetriebe-
nen Fall fast u¨berall instabil ist, spielt dieser Bereich keine Rolle fu¨r
den weiteren Verlauf der Arbeit.
• Gilt hingegen ω21(k) < 0 und ω2(k) < 0, so sprechen wir vom exponen-
tiellen Bereich, da wir in Gl. (3.23c) alle trigonometrischen Funktionen
durch hyperbolische Funktionen ersetzen mu¨ssen. Da in diesem Bereich
die stationa¨re Lo¨sung im ungetriebenen Fall u¨berall instabil ist, spielt
auch dieser Bereich keine Rolle fu¨r den weiteren Verlauf der Arbeit.
Wir werden im weiteren Verlauf der Arbeit sehen, dass wir uns auf den os-
zillatorischen Bereich zur Untersuchung des Systems in der Na¨he der Hopf–
Bifurkation beschra¨nken ko¨nnen. Wir werden uns im folgenden Kapitel u¨ber-
legen, unter welchen Bedingungen die Hopf–Bifurkation auftritt, da sie fu¨r
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das Auffinden von starken Resonanzen wichtig ist. Zusa¨tzlich mo¨chten wir
den Bereich, in dem die Hopf–Bifurkation auftreten wird, mo¨glichst groß ge-
stalten. Wir werden uns daher im folgenden Kapitel der Hopf–Bifurkation
zuwenden in Abha¨ngigkeit der zur Verfu¨gung stehenden Parameter α, b, Γ,
T , h und t1.
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Kapitel 4
Auftreten der Hopf–Instabilita¨t
Die Zielsetzung dieser Arbeit ist die systematische Herleitung einer nicht
eichinvarianten Amplitudengleichung, deren Beitra¨ge nichtlinear in den Am-
plituden sind. Aus der Literatur ist bekannt, dass Amplitudengleichungen
mit linearen, nicht eichinvarianten Beitra¨gen in der Umgebung von Flip–
Bifurkationen auftreten (s. z.B. [Miln]). Dahingegen ko¨nnen nicht eichinvari-
ante Amplitudengleichungen mit nichtlinearen, nicht eichinvarianten Termen
in Folge einer Hopf–Bifurkation auftreten. Aus diesem Grunde konzentrieren
wir unser Interesse in diesem Kapitel auf das Aufspu¨ren und die Analyse der
Hopf–Instabilita¨t.
4.1 Hopf–Instabilita¨t
Dazu betrachten wir die notwendige Hopf–Bifurkationsbedingung aus Gl.
(3.11a) und die explizite Form der Determinante des Zeitevolutionsopera-
tors aus Gl. (3.16). Da die Wellenzahl k nur quadratisch im Exponenten
vorkommt, nimmt Gl. (3.16) das Maximum bezu¨glich k fu¨r k = qc = 0 ein.
Somit haben wir die kritische Wellenzahl qc = 0 bestimmt.
Aus der Hopf–Bifurkationsbedingung aus Gl. (3.11a) folgt mit qc = 0 auch
direkt, dass
κ =
(
α− b
2
)
T (4.1)
sein muss. Zusa¨tzlich muss natu¨rlich noch die Bedingung an die Spur des Zeit-
entwicklungsoperators aus Gl. (3.11b) erfu¨llt sein. Mit der expliziten Form
fu¨r SpU(T, k) aus Gl. (3.23a) ko¨nnen wir Gl. (3.11b) auf eine Relation fu¨r
die in Gl. (3.23a) enthaltene Funktion q(T, qc) abbilden. Dabei werten wir die
Hopf–Bifurkationsbedingung aus Gl. (3.11a) mit der Bedingungsgleichung an
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die Determinante des Zeitentwicklungsoperators (3.23b) aus. Beru¨cksichtigen
wir diese Relationen, so erhalten wir letztendlich aus (3.11b)
|q(T, k = qc = 0)| < 1 (4.2)
Die Schwierigkeit bei der Bestimmung der Hopf–Bifurkation liegt in der Be-
stimmung der Gu¨ltigkeitsbereiche, die durch Gl. (4.2) festgelegt sind. Wir
wenden uns daher im Weiteren der Auswertung von Gl. (4.2) zu.
4.2 Die Funktion q(T, 0)
Wir werden uns bei der Untersuchung auf den oszillatorischen Bereich be-
schra¨nken, da in diesem Bereich die Hopf–Bedingung aus Gl. (4.1) sicher
erfu¨llt ist. Zur weiteren Betrachtung formen wir Gl. (3.23c) auf einen a¨qui-
valenten Ausdruck um:
q(T, 0) = 1−
[
sin2
(
x+(T, 0)
2
)
+ sin2
(
x−(T, 0)
2
)]
+
+
Z(0)
N(0)
[
sin2
(
x+(T, 0)
2
)
− sin2
(
x−(T, 0)
2
)] (4.3a)
mit
x+(T, 0) = ω1t1 + ω(T − t1) (4.3b)
x−(T, 0) = ω1t1 − ω(T − t1) (4.3c)
Z(0) = b
(
α− h
2
)− α(α− h) + Γ2 ( b
2
)2
(4.3d)
N(0) = ω1 ω (4.3e)
und ω1 := ω1(0) aus Gl. (3.23d) und ω := ω(0) aus Gl. (3.23e) jeweils fu¨r
k = 0, sowie α = H + a.
Ziel der Untersuchung ist es, einen mo¨glichst großen Geltungsbereich fu¨r die
Existenz der Hopf–Bifurkation zu finden. Insbesondere werden wir feststel-
len, dass die La¨nge des Zeitintervalls in dem die treibende Feldsta¨rke nicht
verschwindet, d.h. t1, eine entscheidende Rolle spielen wird. Wir werden dies
im Weiteren genauer untersuchen.
4.2.1 Transformation auf neue Parameter
Wir werden speziell fu¨r diese Untersuchung neue Parameter ρ und ξ einfu¨h-
ren1. Im Hinblick auf die zu fordernde Stabilita¨tsbedingung an die stationa¨re
1Da wir die Untersuchung fu¨r k = 0 durchfu¨hren, verzichten wir der U¨bersichtlichkeit
halber jeweils auf eine explizite Angabe von k = qc = 0
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Lo¨sung aus Gl. (3.5a) fu¨hren wir den Parameter ρ durch folgende Vorschrift
ein:
ρ :=
2α
b
− 1 (4.4a)
So nimmt die Stabilita¨tsbedingung aus Gl. (3.5a) mit Hilfe von ρ aus Gl.
(4.4a) die einfache Form ρ > 1 an. Ein weiterer neuer Parameter ξ bezeichnet
das Verha¨ltnis des Zeitintervalls t1, in dem das treibende Feld wirkt, zu dem
Zeitintervall T − t1, in dem kein treibendes Feld vorhanden ist.
ξ :=
t1
T − t1 mit ξ ∈ [0, 1] (4.4b)
Wir ko¨nnen uns bei dieser Betrachtung fu¨r t1 auf das Intervall [0, T/2] be-
schra¨nken, da die Funktion q(T, 0) aus Gl. (4.3a) invariant bleibt unter der
Transformation t1 → T − t1 und H → H−h. So wird fu¨r ξ = 1 die La¨nge des
Zeitintervalls t1 = T/2, wa¨hrend wir fu¨r ξ → 0 die La¨nge des Zeitintervalls
t1 verschwindet.
Dann erhalten wir fu¨r die Bedingung der Hopf–Instabilita¨t aus Gl. (4.1) mit
Gln. (4.4a), (4.4b)
h =
b
2
ρ
1 + ξ
ξ
(4.5)
und fu¨r die Komponenten der Funktion q(T, 0) aus Gln. (3.23d), (3.23e) und
(4.3d) unter Ausnutzung der Gln. (4.5), (4.4a) und (4.4b)
ω1 =
b
2 ξ
√
(ρ2 − ξ2)− Γ2 ξ2 (4.6a)
ω =
b
2
√
(ρ2 − 1)− Γ2 (4.6b)
Z(0) =
(
b
2
)2(
ξ + ρ2
ξ
+ Γ2
)
. (4.6c)
Die Funktion q(T, 0) ist nun von 4 Parametern abha¨ngig: ρ, ξ, b und T . Wir
werden uns zuna¨chst einer graphischen Darstellung dieser Funktion zuwen-
den.
4.2.2 Graphische Darstellung der Funktion q(T, 0)
Wir werden eine graphische Darstellung der Funktion q(T, 0) in Abha¨ngigkeit
von ρ und ξ bei festgehaltenen Werten fu¨r b und T diskutieren. Dabei sind
nach Gl. (4.2) diejenigen Bereiche von Interesse, die betragsma¨ßig kleiner
sind als eins. Sie garantieren uns bei entsprechender Wahl der Parameter,
dass hier eine Hopf–Bifurkationslinie nach Gl. (4.1) vorliegt.
32
Abbildung 4.1: Funktion q(T, 0) fu¨r b = 3, T = 1 und Γ = 0.1. Die blaue
Fla¨che repra¨sentiert q(T, 0) = 1
In Abb. 4.1 haben wir die Funktion q(T, 0) aus Gl. (4.3a) fu¨r eine endliche
Da¨mpfung dargestellt. Die zusa¨tzlich auftretende blaue Fla¨che repra¨sentiert
q(T, 0) = 1.
Interessant sind hierbei die Bereiche, in denen die Funktion q(T, 0) unterhalb
der Ebene q(T, 0) = 1 liegt. Die Ausdehnung dieser Bereiche mo¨chten wir
optimieren. Wir stellen an Hand von Abb. 4.1 fest, dass fu¨r kleine Werte von ξ
(d.h. ξ → 0) die Bereiche, fu¨r die wir uns interessieren, sehr groß werden. Wir
werden sehen, dass wir diesen Grenzfall ξ → 0 dadurch am besten realisieren
ko¨nnen, indem wir in unserem Modell das stu¨ckweise konstant treibende
Feld durch eine Abfolge periodischer δ–Kicks ersetzen. Gehen wir hingegen
zu dem anderen Grenzfall ξ → 1 u¨ber, so sehen wir in Abb. 4.1, dass sich die
Bedingung aus Gl. (4.2) nicht mehr erfu¨llen la¨sst, da die Funktion q(T, 0) die
blaue Fla¨che nicht mehr schneidet.
Diese quantitativen Resultate wollen wir im Abschnitt 4.3 analytisch fundie-
ren. Zuvor werden wir aber noch den Einfluss der Variation insbesondere des
Parameters b auf die Funktion q(T, 0) qualitativ anhand von Diagrammen
untersuchen. Dabei werden wir diese in Abb. 4.2 — 4.4 ansehen, die wir im
Limes Γ = 0 dargestellt haben. Durch Vergleich von Abb. 4.1 mit Abb. 4.2
stellen wir fest, dass zwischen diesen beiden Abbildungen keine signifikanten
Unterschiede bestehen, obwohl wir den Wert der Da¨mpfung gea¨ndert haben.
Fu¨r die qualitative Beschreibung des Einflusses des Parameters b ko¨nnen wir
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Abbildung 4.2: Funktion q(T, 0) fu¨r b = 3, T = 1 und Γ = 0. Die blaue Fla¨che
repra¨sentiert q(T, 0) = 1
uns daher auf die entsprechenden Diagramme fu¨r Γ = 0 beschra¨nken. Die
Diskussion dieser Diagramme nimmt dabei die Resultate der analytischen
Berechnungen aus Abschnitt 4.3 vorweg.
Vergro¨ßern wir den Wert des Parameters b, so stellen wir fest, dass die uns
interessierenden Bereiche fu¨r kleine Werte des Parameters ξ immer gro¨ßer
werden. Wir erhalten sogar den Fall (s. Abb. 4.4), dass die Funktion q(T, 0)
bei kleinem Wert von ξ die Hopf–Bedingungsgleichung (4.2) fu¨r alle Werte
von ρ erfu¨llen kann. Wir wollen im na¨chsten Abschnitt die qualitativ er-
haltenen Eigenschaften der Funktion q(T, 0) analytisch beschreiben, um die
bestmo¨gliche Form des treibenden Feldes festzulegen, bei der der gro¨ßtmo¨g-
liche Bereich der Hopf–Bifurkation auftreten kann.
4.3 Entstehung der Hopf–Bifurkation
Da die Auswertung der Hopf–Bedingung aus Gl. (4.2) mit den Gl. (4.3a)
sowie den neuen Parametern ρ und ξ in Gln. (4.6a) — (4.6c) fu¨r endliche
Da¨mpfungen Γ etwas aufwa¨ndig ist, beschra¨nken wir uns auf den Fall ver-
schwindender Da¨mpfungen Γ ≈ 0. Die folgenden Untersuchungen an der
Funktion q(T, 0) werden auch fu¨r kleine, endliche Da¨mpfungen gelten, da Γ
nur quadratisch in q(T, 0) eingeht. Dies wurde auch in der qualitativen Ana-
lyse aus Abschnitt 4.2.2 deutlich, da im Vergleich der Abb. 4.2 fu¨r Γ = 0
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Abbildung 4.3: Funktion q(T, 0) fu¨r b = 4, T = 1 und Γ = 0. Die blaue Fla¨che
repra¨sentiert q(T, 0) = 1
Abbildung 4.4: Funktion q(T, 0) fu¨r b = 5, T = 1 bei Γ = 0. Die blaue Fla¨che
repra¨sentiert q(T, 0) = 1
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mit der Abb. 4.1 fu¨r Γ = 0.1 fu¨r festgehaltene Werte von b und T keine we-
sentlichen Unterschiede in den Funktionsverla¨ufen auftreten. Wir werden im
folgenden die Funktion q(T, 0) aus Gl. (4.3a) analytisch fu¨r drei Werte von ξ
im Falle Γ = 0 auswerten.
Der Fall ξ = 1
Fu¨r ξ = 1, d.h. fu¨r t1 = T/2, erhalten wir fu¨r Γ = 0 aus Gl. (4.3a) mit Gln.
(4.6a) – (4.6c) fu¨r die Funktion q(T, 0)
q(T, 0) = 1 +
2
ρ2 − 1 sin
2
(
b T
4
√
ρ2 − 1
)
> 1 . (4.7)
Somit kann Gl. (4.7) die Bedingungsgleichung (4.2) nicht erfu¨llen. In den
Abb. 4.2 — 4.4 ist dies auch deutlich zu sehen, dass die Fla¨che q(T, 0) fu¨r
ξ = 1 immer oberhalb der Ebene q(T, 0) = 1 liegt. Einzig an den Stellen, an
denen die Sinusfunktion in Gl. (4.7) verschwindet, d.h. fu¨r
bT
4
√
ρ2 − 1 = npi fu¨r n ∈ N (4.8)
nimmt die Funktion q(T, 0) den Wert 1 an, d.h. die Funktion q(T, 0) aus
den Abb. 4.2 – 4.4 beru¨hrt in diesen Punkten aus (4.8) die blaue Fla¨che.
Da wir auf diese Weise keinen Gu¨ltigkeitsbereich fu¨r eine Hopf–Bifurkation
bei endlicher Da¨mpfung erzeugen ko¨nnen, werden wir dem Zeitintervall t1 des
treibenden Feldes einen anderenWert zuweisen mu¨ssen. In den hier gewa¨hlten
Parametern bedeutet dies, dass wir im folgenden den Fall ξ 6= 1 betrachten.
Der Fall ξ 6= 1
Wir betrachten die Funktion q(T, 0) aus Gl. (4.3a) im Hinblick auf die Be-
dingungsgleichung (4.2), um einen Bereich zu erhalten, in dem die Hopf–
Bifurkationslinie im Falle endlicher Da¨mpfung auftreten kann. Die Grenzen
der Bedingungsgleichung (4.2) sind in q(T, 0) = 1 gegeben. Setzen wir diese
Bedingung in Gl. (4.3a) ein, so erhalten wir fu¨r Γ = 0√
Z(0) +N(0)
Z(0)−N(0) sin
(
x−(T, 0)
2
)
= ± sin
(
x+(T, 0)
2
)
(4.9)
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mit (s. Gl. (4.3b), (4.3c), (4.6a), (4.6b), (4.6c), (4.3e)
x+(T, 0) =
b T
4
1
1 + ξ
(√
ρ2 − ξ2 +
√
ρ2 − 1
)
(4.10a)
x−(T, 0) =
b T
4
1
1 + ξ
(√
ρ2 − ξ2 −
√
ρ2 − 1
)
(4.10b)√
Z(0) +N(0)
Z(0)−N(0) =
√
(ρ+ 1)(ρ+ ξ) +
√
(ρ− 1)(ρ− ξ)√
(ρ+ 1)(ρ+ ξ)−√(ρ− 1)(ρ− ξ) . (4.10c)
Wir betrachten die Gl. (4.9) und werden die rechte und die linke Seite die-
ser Gleichung in Abha¨ngigkeit von ρ vergleichen. Um dies u¨bersichtlich zu
gestalten, wird Gl. (4.9) wie folgt verku¨rzt geschrieben:
fLS(ρ) = fRS(ρ)
mit
fLS(ρ) =
√
Z(0) +N(0)
Z(0)−N(0) sin
(
x−(T, 0)
2
)
(4.11a)
fRS(ρ) = ± sin
(
x+(T, 0)
2
)
(4.11b)
Die Funktion fRS(ρ) aus Gl. (4.11b) ist eine oszillierende Funktion in Abha¨n-
gigkeit von ρ. Der Funktion fLS(ρ) aus Gl. (4.11a) sehen wir die funktionelle
Abha¨ngigkeit von ρ nicht direkt anhand von Gl. (4.11a) an. Durch genaue
Betrachtung stellen wir jedoch fest, dass die Funktion fLS(ρ) monoton mit ρ
fa¨llt. Sie nimmt dabei folgende Grenzwerte fu¨r ρ = 1 und ρ→∞ an:
lim
ρ=1
fLS(ρ)→ sin
(
b T
4
√
1− ξ
1 + ξ
)
und lim
ρ=∞
fLS(ρ)→ b T
4
1− ξ
1 + ξ
(4.12)
In Abb. 4.5 haben wir fLS(ρ) und fRS(ρ) aufgetragen, wobei bT/4 u 1 und
1/2 ≤ ξ ≤ 1 gewa¨hlt wurde.
Die Funktion fLS(ρ) ist in Abb. 4.5 durch den monoton fallenden Graphen
gegeben. Im Grenzfall ξ = 0 erkennen wir anhand von Gln. (4.10a), (4.10b)
sowie (4.3c), dass fLS(ρ) = 0 gilt, d.h. dass der Funktionsverlauf mit der
Abzisse zusammenfa¨llt. Fu¨r kleines aber endliches ξ lo¨sst sich der Funktions-
verlauf von der Abszisse und bildet mit der oszillierenden Funktionen fRS(ρ)
Schnittpunkte aus. Die Bereiche, in denen in Abb. 4.5 die Funktion fLS(ρ)
oberhalb der Funktion fRS(ρ) liegt, sind die Parametergebiete in denen die
Bedingung |q(T, 0)| < 1 erfu¨llt ist. In diesen Bereichen kann dann fu¨r endliche
Da¨mpfung eine Hopf–Bifurkation auftreten.
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Abbildung 4.5: fRS(ρ) fu¨r beide Werte des Vorzeichens (positiv: unterbor-
chen, negativ: gepunktet) und fLS(ρ)) (durchgezogene Linie) in Abha¨ngigkeit
von ρ
Der Fall ξ = 0
Wie wir bereits mit Hilfe der Abbildungen 4.1 — 4.4 gesehen haben, birgt die-
se Wahl von ξ den gro¨ßtmo¨glichen Existenzbereich fu¨r eine Hopf–Bifurkation.
Zur quantitativen Analyse ko¨nnen wir uns wieder der Gl. (4.9) bedienen. Wir
bestimmen die Grenzen der Bedingungsgleichung (4.2). Diese nimmt eine ein-
fache Form an, wenn wir folgende Transformation auf eine neue Variable R
vornehmen:
ρ = 1/2(R + 1/R) (4.13)
Mit dieser neuen Variablen erhalten wir aus Gl. (4.9) und Gl. (4.10a) —
(4.10c) folgende zu betrachtende Gleichung:
gLS(R) = gRS(R)
mit
gLS(R) = R sin
(
b T
4R
)
und gRS(R) = ± sin
(
b T R
4
)
(4.14a)
Die Funktion gLS(R) von Gl. (4.14a) steigt immer monoton mit wachsendem
R. Die Funktion gRS(R) ergibt wieder eine oszillatorische Funktion. Eine
graphische Darstellung der Funktionen gLS(R) und gRS(R) fu¨r bT/4 u 1 und
1/2 ≤ ξ ≤ 1 finden wir in Abb. 4.6
Analog zur Beschreibung zu Abb. 4.5 haben wir auch hier wieder zwei oszil-
lierende Funktionen, die die Funktion gRS(R) aus Gl. (4.14a) repra¨sentieren.
Die Funktion gLS(R) aus Gl. (4.14a) wird jetzt durch einen monoton stei-
genden Graphen in Abb. 4.6 veranschaulicht. Wir betrachten wiederum die
38
pi 2pi 3pi 4pi1 R
Abbildung 4.6: gRS(R) fu¨r beide Wahlen des Vorzeichens (durchgezogene und
gestrichelte Linie) sowie gLS(R) (durchgezogene Linie) nach Gl. (4.14a)
Schnittpunkte von gLS(R) und gRS(R). Insbesondere die Bereiche in Abb.
4.6, in denen gLS(R) > gRS(R) gilt, sind im Falle endlicher Da¨mpfung fu¨r
die Existenzbereiche der Hopf–Bifurkation wichtig, da hier die wichtige Be-
ziehung |q(T, 0)| < 1 erfu¨llt werden kann. Da weiterhin die Funktion gLS(R)
ansteigt, ko¨nnen wir abschließend noch Angaben u¨ber das Verschwinden der
Schnittpunkte der Funktionen gLS(R) und gRS(R) machen, da die Steigung
im wesentlichen von der Wahl des Parameters b abha¨ngt2.
Hierzu betrachten wir die Steigungen von gLS(R) und gRS(R) (mit positiven
Vorzeichen) von (4.14a). Sie werden bei R = 1 gleich, falls gilt:
tan
b T
4
=
b T
2
(4.15)
Hieraus folgt b = 4.66 fu¨r T = 1. Man kann sich ohne weiteres davon u¨berzeu-
gen, dass dieser Wert von b gleichzeitig derjenige ist, von dem an die Funktion
q(T, 0) bei R = 1 unter den Wert 1 fa¨llt. Damit ist gezeigt, dass, wenn die
Funktion q(T, 0) erst einmal kleiner als 1 ist, dies fu¨r alle Werte von R gu¨ltig
bleibt. Eine obere Grenze ist fu¨r bT = 2pi gegeben. Geht man u¨ber diese
obere Grenze hinaus, erha¨lt man eine ganze Kaskade weiterer Instabilita¨ten,
die in dieser Arbeit nicht von Interesse sind.
Wie wir mit dieser analytischen Betrachtung fu¨r den da¨mpfungslosen Fall
gesehen haben, erhalten wir fu¨r kleines ξ, d.h. fu¨r den Fall, dass das treiben-
de Feld in kurzen Intervallen t1 verglichen mit der Periodendauer wirksam
ist, einen mo¨glichst großen Gu¨ltigkeitsbereich, in dem die wichtige Bedin-
gungsgleichung fu¨r die Hopf–Bifurkation |q(T, k)| < 1 gilt. Der Wert ξ = 0
2Die ganze Betrachtung la¨sst sich auch fu¨r q(T, 0) = −1 mit Gl. (4.9) durchfu¨hren. Hier
ergeben sich allerdings keine Schnittpunkte der rechten und linken Seite.
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entspricht dem Verschwinden des Zeitintervalls t1. Um im Falle endlicher
Da¨mpfung einen mo¨glichst großen Bereich zu erhalten, in dem eine Hopf–
Instabilita¨t auftreten kann, wa¨hlen wir das Zeitintervall t1 infinitesimal klein,
die Amplitude des treibenden Feldes allerdings unendlich groß, so dass wir
unser System mit einem Feld treiben, welches aus einer Abfolge periodisch
in der Zeit auftretender δ–Kicks besteht. Im folgenden Kapitel wenden wir
uns der genaueren Analyse der Instabilita¨ten in diesem δ–gekickten System
zu. Wir werden ein Bifurkationsdiagramm erstellen und dieses ausfu¨hrlich
beschreiben.
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Kapitel 5
Das δ–gekickte System
In diesem Kapitel wenden wir uns der speziellen Form des treibenden Feldes
zu, das aus periodisch in der Zeit wiederkehrenden δ–Kicks besteht. Wie wir
bereits gesehen haben, garantiert uns diese Form des Treibens einen großen
Existenzbereich fu¨r die uns interessierende Hopf–Instabilita¨t.
Diese Wahl des treibenden Feldes erlaubt eine weitgehend analytische Diskus-
sion des Stabilita¨tsverhaltens. Wir werden die Auswirkungen auf die fu¨r die
Bestimmung der Instabilita¨ten wichtigen Gro¨ßen, Determinante und Spur des
Zeitentwicklungsoperators, betrachten. Wir bestimmen die Grenzen der Sta-
bilita¨t der stationa¨ren Lo¨sung, tragen diese in einem geeigneten Diagramm
auf und diskutieren deren Erscheinungsbild.
5.1 Determinante und Spur des Zeitentwick-
lungsoperators
Die Konstruktion des treibenden Feldes hat wiederum Einfluss auf die fu¨r
die Bestimmung der Instabilita¨ten wichtigen Gro¨ßen, die Spur und die De-
terminante des Zeitevolutionsoperators. Deshalb werden wir zuna¨chst auf
die Modifikation dieser Gro¨ßen eingehen. Wir werden dabei jeweils von den
Ergebnissen ausgehen, die wir fu¨r das stu¨ckweise konstant treibende Feld er-
halten haben. Erst dann werden wir den U¨bergang zum δ–Kick vornehmen,
bei dem h→∞, ht1 = κ sowie t1 → 0 und T − t1 = T zu setzen sind.
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5.1.1 Determinante
Wie bereits erwa¨hnt gehen wir im Folgenden von dem Zeitevolutionsoperator
U(T, k) aus Gl. (3.14) aus, der dem Fall des stu¨ckweise konstant treibenden
Feldes entnommen wurde, wie in Abschnitt 3.4.1 bereits ausgefu¨hrt wurde.
Den U¨bergang zum δ–Kick ist in diesem Falle sehr einfach, da die Bedingung
ht1 = κ bereits eingesetzt wurde. Wir erhalten fu¨r die Determinante des
Zeitentwicklungsoperators (siehe Gl. (3.16)):
detU(T, k) = exp
{
−2 Γ
((
αk − b
2
)
T − κ
)}
(5.1)
5.1.2 Spur
Auch fu¨r die Berechnung der Spur des Zeitevolutionsoperators fu¨r das δ–
gekickte System starten wir von dem entsprechenden Ausdruck fu¨r das stu¨ck-
weise konstant treibende Feld aus Gl. (3.23a) mit Gl. (3.23b) — (3.23e). Die
in Gl. (3.23a) auftretende Determinante des Zeitentwicklungsoperators haben
wir bereits im vorigen Abschnitt mit Gl. (5.1) bestimmt.
Es bleibt somit einzig, die Funktion q(T, k) aus Gl. (3.23c) in die Form fu¨r
das δ–gekickte System zu u¨berfu¨hren. Anhand der bereits erwa¨hnten Erset-
zungsvorschriften h→∞, t1 → 0, T − t1 → T und h t1 = κ erhalten wir fu¨r
die Argumente der trigonometrischen Funktionen aus Gl. (3.23c) die Aus-
dru¨cke ω1(k) t1 → κ und ω(k) (T − t1)→ ω(k)T mit ω(k) aus (3.23e) sowie
αk = H + a+ Jk
2.
Der Quotient in Gl. (3.23c) wird somit zu
b(αk − h2 )− αk(αk − h) + Γ2( b2)2
ω1(k)ω(k)
=
→− b
2
κ︷ ︸︸ ︷
t1(b(α− h2 )−
→−αkκ︷ ︸︸ ︷
t1 αk(αk − h)+
→0︷ ︸︸ ︷
Γ2( b
2
)2t1
t1 ω1(k)︸ ︷︷ ︸
→κ
ω(k)︸︷︷︸
→ω(k)
=
αk − b2
ω(k)
.
Insgesamt erhalten wir fu¨r die Funktion q(T, k), die nach Gl. (3.23a) in die
Spur des Zeitentwicklungsoperators eingeht, aus (3.23c) beim U¨bergang zum
δ–gekickten System
q(T, k) = cosκ cosω(k)T +
αk − b2
ω(k)
sinκ sinω(k)T (5.2a)
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mit (vergl. Gl. (3.23e))
ω(k) =
√
αk (αk − b)− Γ2( b2)2 . (5.2b)
Wa¨hrend die Kicksta¨rke κ reell und positiv ist, kann ω(k) je nach Wahl
der darin auftretenden Parameter αk und b rein reell oder rein imagina¨r sein.
U¨ber die Austauschwechselwirkung ha¨ngen auch diese Ausdru¨cke fu¨r die Spur
des Zeitentwicklungsoperators aus Gl. (3.23a) mit (5.1) und (5.2a) wiederum
von der Wellenzahl k der Sto¨rung ab. Die effektive Gro¨ße αk setzt sich auch
hier aus α, d.h. im wesentlichen der Sta¨rke des statischen Feldes, und der
Wellenzahlabha¨ngigkeit zusammen.
Es lassen sich fu¨r die Funktion q(T, k) und somit auch fu¨r die Spur des
Zeitentwicklungsoperators zwei Bereiche detektieren:
• Gemischter Bereich:
Hier liegt die Situation vor, dass ω(k) aus Gl. (5.2b) rein imagina¨r ist.
Dann werden in Gl. (5.2a) die zugeho¨rigen trigonometrischen Funk-
tionen durch hyperbolische Funktionen mit reellem Argument ersetzt.
Wir erhalten diesen Fall i. A. durch Erho¨hung der Anisotropie in x–
Richtung, so dass b > αk erfu¨llt sein muss. Da hierbei allerdings die
Stabilita¨t der stationa¨ren Lo¨sung im ungetriebenen Falle aus Gl. (3.5a)
verletzt ist, wird dieser Fall fu¨r die spa¨tere Untersuchung keine ent-
scheidende Rolle spielen.
• Oszillatorischer Bereich:
Wir betrachten hierbei die Situation, dass die Amplitude des statischen
Feldes gro¨ßer1 ist als die Anisotropie in x–Richtung, d. h. es gilt nun
αk > b. Somit bleiben in Gl. (5.2a) die trigonometrischen Funktionen
mit den reellen Argumenten κ und ω(k) aus Gl. (5.2b) bestehen.
Diese Bereiche ko¨nnen wir, wie wir noch sehen werden, im Bifurkationsdia-
gramm unterscheiden. Wir wenden uns jetzt der Untersuchung der einzelnen
Instabilita¨ten zu.
5.2 Hopf–Instabilita¨t
Wir wir bereits im vorigen Kapitel gesehen haben, ko¨nnen wir die Bedin-
gungsgleichungen fu¨r die Hopf–Instabilita¨t aus Gl. (3.11a) explizit auswerten,
1Einzig fu¨r α ' b gibt es einen ganz kleinen Bereich, in dem ω(k) aus Gl. (5.2b)
imagina¨r ist: dieser Bereich wird in unseren Untersuchungen keine Rolle spielen und somit
im Folgenden unterdru¨ckt.
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wa¨hrend die Bedingungsgleichungen fu¨r Flip– und Soft–mode–Instabilita¨ten
fu¨r endliche Da¨mpfungen nur in impliziter Form vorliegen. Wir werden alle
aus der nun folgenden Untersuchung resultierenden Linien in einem α,κ–
Diagramm auftragen.
Wir betrachten die notwendige Bedingung fu¨r eine Hopf–Instabilita¨t (3.11a)
und die explizite Form der Determinante des Zeitevolutionsoperators (5.1).
Auch hier geht, wie bei der Diskussion im vorigen Kapitel, die Wellenzahl k
nur quadratisch in den Exponenten ein. Die kritische Wellenzahl qc ist auch
hier qc = 0, da die Kicksta¨rke κ positiv ist.
Aus Gl. (3.11a) folgt somit mit qc = 0 direkt aus Gl. (5.1) fu¨r die Hopf–
Bifurkationsbedingung, dass der Exponent verschwinden muss, d. h. es gilt
(vergl. Gl. (4.1))
κ =
(
α− b
2
)
T (5.3)
Wir werden sehen, dass diese Bifurkationsbedingung im Falle endlicher Da¨mp-
fung eine Bifurkationslinie in einem α,κ–Diagramm beschreibt. Sie wird le-
diglich an jenen Stellen unterbrochen, wo die Bedingungsgleichung (3.11b)
verletzt ist.
5.3 Bifurkationslinien fu¨r verschwindende
Da¨mpfung
Wir wollen uns zuna¨chst den Instabilita¨ten fu¨r den konservativen Fall, d. h.
bei verschwindender Da¨mpfung (Γ = 0) zuwenden. In diesem Fall ko¨nnen
keine Hopf–Instabilita¨ten auftreten, da die zugeho¨rige Poincare´–Abbildung
fla¨chentreu ist. Dies wird auch anhand der Bifurkationsbedingungen (3.11b)
und (3.11a) ersichtlich, die sich fu¨r Γ = 0 mit Hilfe von Gln. (5.1), (3.23a),
(3.23b) und (5.2a) nicht erfu¨llen lassen. Allerdings ist es mo¨glich, fu¨r ver-
schwindende Da¨mpfung die Linien fu¨r Soft–mode– und Flip–Bifurkationen
explizit in einem α,κ–Diagramm zu bestimmen.
Bei verschwindender Da¨mpfung ko¨nnen trotz Abwesenheit von Hopf–Instabi-
lita¨ten noch die Bedingungen fu¨r die Soft–mode– und Flip–Bifurkation (vgl.
Abschnitt 3.3.1) erfu¨llt werden. Wir diskutieren im Folgenden die sich aus
Gl. (3.13b) und (3.13a) fu¨r feste Wellenzahl k ergebenden Bifurkationsbedin-
gungen an die Parameter unter zu Hilfenahme der Gln. (5.1), (3.23a), (3.23b)
und (5.2a). Da die Wellenzahl in diese Gleichungen nur in der Kombination
αk = H + a+ Jk
2 eingeht, genu¨gt es, sich auf den Fall k = 0 zu konzentrie-
ren und fu¨r endliche Wellenzahlen die Bifurkationsbedingungen durch eine
Verschiebung im Parameter α anzupassen.
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Wie wir bereits wissen, sind in Systemen, die sich analog zu Hamiltonschen
Systemen verhalten, die Grenzen der Stabilita¨t durch die Spur der Evoluti-
onsmatrix gegeben. Entscheidend dabei ist, dass beim Wechsel der Stabilita¨t
der Betrag der Spur des Zeitevolutionsoperators den Wert 2 annimmt.
U¨bertragen auf unser System, taucht in Gl. (3.23a) fu¨r SpU(T, k) neben
dem Faktor 2 zusa¨tzlich die Determinante des Zeitevolutionsoperators auf,
die in Hamiltonschen Systemen aber den Wert 1 annimmt. Somit werden
die Stabilita¨tsgrenzen einzig durch die Funktion q(T, k) aus Gl. (5.2a) fu¨r
den oszillatorischen Bereich bestimmt. Wie wir bereits gesehen haben, ist die
stationa¨re Lo¨sung im gemischten Bereich bereits instabil, so dass wir diesen
Bereich hier nicht zu betrachten brauchen.
Die folgende Rechnung wird ohne Beschra¨nkung der Allgemeinheit fu¨r Wel-
lenzahlen k = 0 durchgefu¨hrt, so dass wir diese Variable in den folgenden
Rechnungen unterdru¨cken werden, da k in der Variablen αk auftritt. Zuerst
formen wir die Funktion q(T, k = 0) = q(T ) aus Gl. (5.2a) auf einen Ausdruck
mit halben Winkeln um und erhalten
q(T ) = 1−
(
1− Z
N
)
sin2
(x+
2
)
−
(
1 +
Z
N
)
sin2
(x−
2
)
(5.4a)
bzw.
q(T ) = −1 +
(
1− Z
N
)
cos2
(x+
2
)
+
(
1 +
Z
N
)
cos2
(x−
2
)
(5.4b)
mit (vergl. Gl. (4.3b) — (4.3e))
x+ = κ+ ω
(0)T (5.4c)
x− = κ− ω(0)T (5.4d)
Z = α− b
2
(5.4e)
N = ω(0) =
√
α(α− b
2
) (5.4f)
sowie α = H + a. Den allgemeinen Fall k 6= 0 erhalten wir dadurch, dass wir
der k–Abha¨ngigkeit durch die Ersetzung α → αk Rechnung tragen. Durch
diesen Schritt werden die Gro¨ßen x+(k), x−(k), Z(k) und N(k) natu¨rlich
Funktionen der Wellenzahl.
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Soft–mode–Bifurkationslinien (oszillatorischer Bereich)
An den Grenzen der Stabilita¨t nimmt die Funktion q(T ) aus (5.4a) den Wert
1 an. Wir erhalten aus Gl. (5.4a) mit Gln. (5.4f), (5.4e)
sin2
(x−
2
)
= f 2(α, b) sin2
(x+
2
)
(5.5a)
f 2(α, b) =
N − Z
Z +N
. (5.5b)
Ziehen wir nun die Wurzel in Gl. (5.5a), so mu¨ssen wir natu¨rlich beide Lo¨sun-
gen beru¨cksichtigen. Jede Lo¨sung beschreibt eine Linie im Bifurkationsdia-
gramm. Unter Benutzung der Additionstheoreme fu¨r trigonometrische Funk-
tionen erhalten wir aus (5.5a) mit (5.5b)
tan
κ
2
=
1 + f(α, b)
1− f(α, b) tan
ω(0)T
2
(5.6a)
und
tan
κ
2
=
1− f(α, b)
1 + f(α, b)
tan
ω(0)T
2
(5.6b)
mit ω(0) aus Gl. (5.4f) und f(α, b) aus Gl. (5.5b).
Flip–Bifurkationslinien (oszillatorischer Bereich)
Hierbei nimmt die Funktion q(T, k = 0) aus Gl. (5.4b) an den Grenzen der
Stabilita¨t den Wert −1 an. Wir erhalten dann aus Gl. (5.4b) mit (5.5b)
cos2
(x−
2
)
= f 2(α, b) cos2
(x+
2
)
. (5.7)
Beim Ziehen der Wurzel mu¨ssen wir in Gl. (5.7) beide Lo¨sungen beru¨cksich-
tigen, die zwei Bifurkationslinien beschreiben. Unter Beachtung der Additi-
onstheoreme fu¨r trigonometrische Funktionen erhalten wir aus (5.7)
− cot κ
2
= tan
κ− pi
2
=
1 + f(α, b)
1− f(α, b) tan
ω(0)T
2
(5.8a)
und
− cot κ
2
= tan
κ− pi
2
=
1− f(α, b)
1 + f(α, b)
tan
ω(0)T
2
(5.8b)
mit ω(0) aus Gl. (5.4f) und f(α, b) aus Gl. (5.5b).
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5.4 Das Bifurkationsdiagramm fu¨r verschwin-
dende Da¨mpfung
Wir werden jetzt die berechneten Linien fu¨r Soft–mode–Bifurkationen aus
Gln. (5.6a) und (5.6b) und die Linien fu¨r die Flip–Bifurkationen aus Gln.
(5.8a) und (5.8b) in einem α,κ–Diagramm auftragen. In dem δ–gekickten
System stehen uns neben den Anisotropien in z– und x–Richtung, a und b,
die Sta¨rke des Austausches J , die Periodendauer T des treibenden Feldes, die
Amplitude H des statischen Feldes sowie anstelle der Amplitude h die Kick-
sta¨rke κ zur Variation zur Verfu¨gung. Auf den Einfluss der Da¨mpfung werden
wir im na¨chsten Abschnitt eingehen. Auch hier treten einige Parameter in
Kombination auf. Wir haben bereits in αk die Anisotropie in z–Richtung,
das statische Feld und die Sta¨rke des Austausches zu einer effektiven Gro¨ße
zusammengefasst. Zur freien Variation stehen uns somit die Anisotropie in x–
Richtung, deren Sta¨rke durch b charakterisiert wird, und die Periodendauer
T zur Verfu¨gung.
In Abb. 5.1 sind die Flip– und Soft–mode–Bifurkationslinien, die sich aus
den Gln. (5.6a) und (5.6b) sowie Gln. (5.8a) und (5.8b) ergeben, fu¨r fest
gewa¨hlte Parameterwerte von b und T dargestellt. Man erkennt eine wech-
selseitige Abfolge dieser Instabilita¨ten, die eine blasenfo¨rmige Textur zeigt,
die sich aus der oszillatorischen Form der Linien ergibt. Da wir in Abb. 5.1
die Bifurkationslinien fu¨r k = 0 aufgetragen haben, ist die stationa¨re Lo¨sung
außerhalb dieser geschlossenen Gebiete gegenu¨ber Sto¨rungen der Wellenzahl
k = 0 stabil, wa¨hrend innerhalb dieser geschlossenen Gebiete Instabilita¨t
vorliegt.
Betrachten wir Sto¨rungen mit endlichen Wellenzahlen, so ko¨nnen wir das
Diagramm in Abb. 5.1 ebenfalls verwenden. Wegen der Kopplung der Wel-
lenzahl k an den Parameter α vermo¨ge αk = H + a + Jk
2 mu¨ssen wir die
Bifurkationslinien fu¨r endliche Wellenzahlen nach links verschieben.
Vera¨ndern wir den Parameter b, so vergro¨ßern sich die Inselbereiche, d. h. die
Instabilita¨tsbereiche dehnen sich aus. Wir ko¨nnen dies anhand des Vergleichs
der Abb. 5.1 — 5.3 sehen, die fu¨r verschiedene Werte von b erstellt wurden.
Verkleinern wir den Parameter b, so fallen fu¨r b = 0 die Linienpaare der Soft–
mode– und Flip–Bifurkationen auf eine Linie zusammen. Eine Variation des
zweiten Parameters, der Periodendauer T , bei endlichem, aber festem Wert
von b besitzt aufgrund der Gln. (5.6a) und (5.6b) (ebenso Gl. (5.8a) und
(5.8b)), durch die T an das b enthaltende ω(0) gekoppelt ist, qualitativ die
gleichen Auswirkungen wie die Variation von b.
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Abbildung 5.1: Bifurkationsdiagramm fu¨r b = 2.0, T = 1.0, Γ = 0.0, k = 0.
Blaue Linien: Soft–mode–Instabilita¨ten, gru¨ne Linien: Flip–Instabilita¨ten
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Abbildung 5.2: Bifurkationsdiagramm fu¨r b = 3.0, T = 1.0, Γ = 0.0, k = 0.
Blaue Linien: Soft–mode Instabilita¨ten, gru¨ne Linien: Flip–Instabilita¨ten
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Abbildung 5.3: Bifurkationsdiagramm fu¨r b = 5.0, T = 1.0, Γ = 0.0, k = 0.
Blaue Linien: Soft–mode–Instabilita¨ten, gru¨ne Linien: Flip–Instabilita¨ten
5.4.1 Periodizita¨ten
Bei Betrachtung des Bifurkationsdiagramms ist eine Periodizita¨t in den Li-
nien fu¨r Soft–mode– und Flip–Bifurkationen auffa¨llig. Wir werden diese an
Hand der Bifurkationslinien aus Gln. (5.6a) und (5.6b) fu¨r die Soft–mode–
und Gln. (5.8a) und (5.8b) fu¨r die Flip–Bifurkation verifizieren.
Vertikale Richtung: Zuerst wenden wir uns einer Betrachtung der verti-
kalen Periodizita¨t zu. Nehmen wir in Gl. (5.6a) die Ersetzung κ → κ + pi
vor, so geht wegen tan κ+pi
2
= − cot κ
2
diese Gleichung in Gl. (5.8a) u¨ber, d.h.
eine Soft–mode–Bifurkationslinie geht beim vertikalen Verschieben deckungs-
gleich in eine Flip–Bifurkationslinie u¨ber. Verschieben wir die Linie nochmals
zusa¨tzlich um pi in die gleiche Richtung, so geht diese Linie wieder deckungs-
gleich in eine Soft–mode–Bifurkationslinie u¨ber, da nun κ→ κ+2 pi gilt, und
die linken Seiten von Gl. (5.6a) und Gl. (5.6b) 2pi periodisch in κ sind.
Horizontale Richtung: Die Knoten, die zwei Bifurkationslinien bilden (s.
Abb. 5.2), stellen die parametrischen Resonanzen dar. Sie liegen auf einer
Horizontalen. Wir werden dies anhand der Soft–mode–Bifurkationslinien aus
Gln. (5.6a) und (5.6b) zeigen. In einem Knoten treffen beide Linien aufein-
ander und es gilt daher tan κ
2
→ ∞. Da die Vorfaktoren auf den rechten
Seiten der Gln. (5.6a) und (5.6b) beschra¨nkt bleiben, muss tan ωT
2
→ ∞ er-
fu¨llt sein. Dies ist dann der Fall, wenn die Argumente der trigonometrischen
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Abbildung 5.4: Reduziertes Bifurkationsdiagramm fu¨r b = 3.0, T = 1.0,
Γ = 0.0, k = 0. Blaue Linien: Soft–mode–Instabilita¨ten, gru¨ne Linien: Flip–
Instabilita¨ten
Funktionen ein ungerades Vielfaches von pi/2 sind. Fu¨r das Argument der
tan–Funktion muss daher gelten:
(Tω)2 = (2n+ 1)2 pi2 → α = b
2
+
√
( b
2
)2 + ( (2n+1)pi
T
)2 mit n ∈ N (5.9)
So ko¨nnen wir anhand der Variation von n alle Werte von α ausfindig ma-
chen, an denen sich die Bifurkationslinien kreuzen und Knoten bilden. Wir
erreichen somit alle parametrischen Resonanzen. Wegen des jeweils gleichen
Funktionswertes κ aus Gl. (5.6a) und (5.6b) liegen all diese Knoten auf einer
Linie
Mit dieser Kenntnis ko¨nnen wir uns im Bifurkationsdiagramm auf vier Linien
beschra¨nken: jeweils ein Paar von Soft–mode– und Flip–Bifurkationslinien.
Das dadurch entstandene reduzierte Bifurkationsdiagramm ist in Abb. 5.4
fu¨r einen Wert von b zu sehen.
Bei der Variation der Anisotropie in x–Richtung fa¨llt weiterhin noch auf, dass
fu¨r den Spezialfall b = 0 die beiden Soft–mode–Bifurkationslinien jeweils auf
eine Linie zusammenfallen. Gleiches gilt fu¨r die Flip–Bifurkationslinien. Dies
la¨sst sich an Hand von Gl. (5.6a) und Gl. (5.6b) leicht analytisch verifizieren.
Fu¨r verschwindende Anisotropie gilt nach Gl. (5.5b) f(α, b = 0) = 0, so dass
trivialerweise die beiden Ausdru¨cke, Gl. (5.6a) und (5.6b), u¨bereinstimmen
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Abbildung 5.5: Bifurkationsdiagramm fu¨r b = 2.0, T = 1.0, Γ = 0.1, k =
0. Blaue Linien: Soft–mode–Instabilita¨ten, gru¨ne Linien: Flip–Instabilita¨ten,
rote Linie: Hopf–Instabilita¨t
und sich zu
tan
κ
2
= tan
αT
2
(5.10)
vereinfachen.
5.5 Das Bifurkationsdiagramm bei endlicher
Da¨mpfung
Wir gehen jetzt zum Fall endlicher Da¨mpfung u¨ber. Hier treten alle drei
Typen von Bifurkationen auf. Die Hopf–Bifurkationslinie liegt mit Gl. (5.3)
explizit vor, wa¨hrend die Linien fu¨r Soft–mode– und Flip–Bifurkation in im-
pliziter Form gegeben sind. Fu¨r die implizit vorliegenden Linien beru¨cksich-
tigen wir Gl. (3.12b) und (3.13b) mit den entsprechenden Ausdru¨cken fu¨r die
Determinante aus Gl. (5.1) sowie die Spur des Evolutionsoperators aus Gl.
(3.23a) mit (5.2a) und (5.1).
Der U¨bersichtlichkeit halber haben wir hier wiederum nur die Linien fu¨r
k = 0 aufgetragen. Wir sehen in Abb. 5.5, dass sich aufgrund der endli-
chen Da¨mpfung perlenartigen Gebiete voneinander ablo¨sen und geschlossene
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Bereiche bilden, die mit zunehmenden α kleiner werden und schließlich ver-
schwinden. Wir werden im Abschnitt 5.6.1 das Ausbilden dieser geschlossenen
Bereiche analytisch fu¨r Soft–mode– und Flip–Instabilita¨tslinien nachweisen.
Neben den bereits bekannten Stabilita¨tsgebieten aus der Diskussion im vo-
rigen Abschnitt, haben wir mit der Hopf Bifurkationslinie eine zusa¨tzliche
Stabilita¨tsgrenze erhalten. Rechts von dieser Linie ist die stationa¨re Lo¨sung
stabil.
Eine Ausweitung auf Sto¨rungen mit k 6= 0 bewirkt, dass sich die Linien in
Abb. 5.6 wegen der αk–Abha¨ngigkeit nach links verschieben. Dies betrifft al-
lerdings nur die Soft–mode– und Flip–Bifurkationslinien. Deren Einhu¨llende
sind dann die Bifurkationslinien, die Sto¨rungen mit allen Wellenzahlen be-
ru¨cksichtigen. Wir werden in Abschnitt 5.6.2 explizit nachweisen, dass alle
Kriterien einer Soft–mode–Bifurkation fu¨r die Einhu¨llende aller Soft–mode–
Instabilita¨tslinien aus unserem Bifurkationsdiagramm (s. Abb. 5.5 — 5.7)
erfu¨llt sind.
Wenn wir die Parameter α, b und T so gewa¨hlt haben, dass wir uns rechts von
der Hopf–Bifurkationslinie der Abb. 5.5 befinden und dieser Punkt nicht von
nach links verschobenen Flip– oder Soft–mode–Bifurkationslinien fu¨r nicht-
verschwindende Wellenzahlen k u¨berdeckt wird, so ist die stationa¨re Lo¨sung
bei eben dieser Wahl von Parametern gegenu¨ber Sto¨rungen mit allen Wel-
lenzahlen k stabil.
Wir betrachten Variationen der Parameter b fu¨r die Anisotropie in x–Rich-
tung und Variation von T , d. h. Vera¨nderungen der Periode des treibenden
Feldes. Die restlichen Parameter werden in αk = H + a+ Jk
2 zusammenge-
fasst. Wie wir bereits in der vorangegangenen Diskussion gesehen haben, fal-
len die im ungeda¨mpften Fall paarweise auftretenden Linien der Soft–mode–
und Flip–Bifurkation fu¨r b = 0 auf einer Linie zusammen. Hier in diesem Dia-
gramm Abb. 5.5 fallen die Inseln zu Linienstu¨cken zusammen. So sorgt die
endliche Da¨mpfung fu¨r die Existenz kleiner Abschnitte, in denen die Hopf–
Bifurkationslinie von keiner weiteren Bifurkationslinie gesto¨rt wird.
Eine Erho¨hung von b bewirkt eine Ausbuchtung der Inseln, wie wir es be-
reits im Abschnitt 5.4 fu¨r den da¨mpfungslosen Fall gesehen haben. Weiterhin
erhalten wir wesentlich mehr Inseln (vgl. Abb. 5.7).
Die Variation der Periode des treibenden Feldes hat, wie wir bereits in Ab-
schnitt 5.4 gesehen haben, qualitativ die gleichen Auswirkungen wie die Va-
riation von b. Dieses Verhalten bleibt auch bei endlichen Da¨mpfungen erhal-
ten.
Im na¨chsten Abschnitt werden wir die Inselbildung im Falle endlicher Da¨mp-
fung mittels einer Sto¨rungstheorie nach kleinen Da¨mpfungen nachweisen. Zu-
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Abbildung 5.6: Bifurkationsdiagramm fu¨r b = 3.0, T = 1.0, Γ = 0.1, k =
0. Blaue Linien: Soft–mode–Instabilita¨ten, gru¨ne Linien: Flip–Instabilita¨ten,
rote Linie: Hopf–Instabilita¨t
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Abbildung 5.7: Bifurkationsdiagramm fu¨r b = 5.0, T = 1.0, Γ = 0.1 , k =
0. Blaue Linien: Soft–mode–Instabilita¨ten, gru¨ne Linien: Flip–Instabilita¨ten,
rote Linie: Hopf–Instabilita¨t
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sa¨tzlich wird gezeigt, dass die Kriterien einer Soft–mode–Bifurkationslinie fu¨r
die Einhu¨llende der Soft–mode–Instabilita¨tslinien (z.B. aus Abb. 5.6) fu¨r alle
Wellenzahlen k erfu¨llt werden.
5.6 Sto¨rungsentwicklung um Kreuzungs–
punkte
Ausgehend von der Berechnung der Instabilita¨tslinien in Abschnitt 5.3 wer-
den wir uns in diesem Abschnitt dem Einfluss der Da¨mpfung auf die Kreu-
zungspunkte dieser Linien zuwenden. Dazu werden die Tangenten eines Lini-
enpaares fu¨r Γ = 0 bestimmt. Diese bilden ein neues Koordinatensystem, in
dem wir die Bifurkationslinien fu¨r endliche, aber kleine Da¨mpfung beschrei-
ben werden.
5.6.1 Lineare Na¨herung um einen Kreuzungspunkt im
da¨mpfungslosen Fall
Fu¨r den da¨mpfungslosen Fall haben wir mit den Gln. (5.6a), (5.6b) sowie
(5.8a) und (5.8b) die Bifurkationslinien fu¨r k = 0 in Abschnitt 5.3 bestimmt.
Wir werden im weiteren Verlauf dieses Abschnitts einen Kreuzungspunkt
Plk = (αl, κk) von zwei sich kreuzenden Linien betrachten. Die Koordinaten
dieses Punktes sind in Abschnitt 5.4.1 beschrieben. Sie lauten in allgemeiner
Form (siehe Gl. 5.9)
αl =
b
2
+
√
( b
2
)2 + ( lpi
T
)2 fu¨r l ∈ Z (5.11a)
κk = k pi fu¨r k ∈ N . (5.11b)
Wir betrachten zuna¨chst den Fall, dass k, l ungerade sind. Dann beschreiben
die Gln. (5.11a) und (5.11b) die Koordinaten eines Schnittpunktes von zwei
Soft–mode–Bifurkationslinien. Dann liefert die Linearisierung α = αl + ∆α
und κ = κk + ∆κ von Gl. (5.6a) und (5.6b) mit (5.5b) um diesen Punkt
folgende Gleichungen:
∆κ = T
√(
b
2
)2
+
(
l pi
T
)2
l pi
T
1 + f(αl, b)
1− f(αl, b) ∆α := m+(l)∆α (5.12a)
∆κ = T
√(
b
2
)2
+
(
l pi
T
)2
l pi
T
1− f(αl, b)
1 + f(αl, b)
∆α := m−(l)∆α (5.12b)
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Abbildung 5.8: Tangenten der Bifurkationslinie im Kreuzungspunkt
Diese beiden Gleichungen beschreiben die beiden Tangenten sich kreuzender
Bifurkationslinien im Kreuzungspunkt Plk. In Abb. 5.8 sind diese Tangenten
abgebildet. Fu¨r die jetzt folgenden U¨berlegungen ist es zweckma¨ßig, die Tan-
genten als neue Koordinatenachsen einzufu¨hren. Dies wird erreicht durch die
lineare Transformation
∆κ =: ∆κ+ +∆κ− (5.13a)
∆α =:
∆κ+
m+
+
∆κ−
m−
(5.13b)
mit m± aus Gln. (5.12a) und (5.12b). Die Umkehrung lautet
∆κ+ =
m+
m+ −m− (∆κ−m−∆α)
∆κ− =
m−
m− −m+ (∆κ−m+∆α)
(5.14)
Die Grenzen der Stabilita¨t, die fu¨r den Fall der Soft–mode–Bifurkation durch
Gl. (5.6a) gegeben sind, werden in linearer Na¨herung in das neue Koordina-
tensystem auf dessen Koordinatenachsen ∆κ+ und ∆κ− abgebildet. Wir se-
hen dies daran, dass wir aus Gl. (5.6a) mit Gl. (5.12a) und (5.12b) fu¨r kleine
Abweichungen die quadratische Form
(∆κ−m+∆α)(∆κ−m−∆α) = 0 (5.15a)
erhalten, die sich mit Gl. (5.14) wie folgt schreiben la¨sst:(
1− m+
m−
)(
1− m−
m+
)
∆κ+∆κ− = 0 (5.15b)
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Diese Gleichung ist nur dann erfu¨llbar, wenn entweder ∆κ+ oder ∆κ− ver-
schwindet. Wir werden jetzt die Bedingungsgleichung fu¨r die Soft–mode–
Bifurkation aus Gl. (3.13b) in linearer Na¨herung um den Kreuzungspunkt
Plk fu¨r kleine, aber endliche Da¨mpfungen untersuchen.
Sto¨rungsentwicklung im Falle endlicher Da¨mpfung
Zur Betrachtung der Soft–mode–Instabilita¨tsgrenzen mu¨ssen wir uns der
Analyse von Gl. (3.13b) im Falle kleiner Da¨mpfungen in der Na¨he der ehe-
maligen Kreuzungspunkte Plk zuwenden. Diese Gleichung la¨sst sich leicht in
die unten angegebene Form (5.18) u¨berfu¨hren.
Um dies zu verifizieren kann man z.B. ausgehend von der Eigenwertgleichung
des Evolutionsoperators
Λ2(k)− SpU(T, k) Λ(k) + detU(T, k) = 0 (5.16)
die Eigenwerte, d.h. die Floquet–Multiplikatoren berechnen
Λ±(k) = p(T, k)
(
q(T, k)±
√
q2(T, k)− 1
)
, (5.17)
wobei wir von der speziellen Form von SpU(T, k) aus Gl. (3.23a) und der
Relation detU(T, k) = p2(k) Gebrauch gemacht haben. Mit der Wahl Λ = 1,
die der Soft–mode– Instabilita¨tsbedingung entspricht folgt dann
q(T, k) =
1
2
(
p(T, k) +
1
p(T, k)
)
. (5.18)
Mit der speziellen Form von p(T, k) aus Gl. (5.1) lautet dann die rechte Seite
1
2
(
p(T, k) +
1
p(T, k)
)
= cosh
(
Γ
(
αk − b2
)
T − κ) . (5.19)
Wir haben weiterhin die allgemeine Form fu¨r q(T, k) fu¨r endliche Da¨mpfun-
gen aus Gl. (5.2a) mit (5.2b) gegeben2. Gleichsetzen von (5.19) mit (5.2a)
liefert
cosκ cosω(k)T +
αk − b2
ω(k)
sinκ sinω(k) = cosh
(
Γ
(
αk − b2
)
T − κ)T .
(5.20)
Die Entwicklung von Gl. (5.20) nach kleinen Da¨mpfungen ergibt
0 = 1− q(0)(T, k) + Γ2
(
1
2
((
αk − b2
)
T − κ)2 − q(1)(T, k)) (5.21)
2Die Gleichungen sind wegen αk = H + a+ Jk2 auch fu¨r k 6= 0 gu¨ltig.
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mit q(0)(T, k) aus Gl. (5.4a) und
q(1)(T, k) =
b2
8ω(0)
[
αk − b2
αk (αk − b) sinκ sinω
(0)T
+T
(
cosκ sinω(0)T − αk −
b
2√
αk (αk − b)
sinκ cosω(0)T
)]
.
Die Gleichung (5.21) mu¨ssen wir im weiteren Verlauf in dieser Na¨herung
um die alten Kreuzungspunkte in die neuen Koordinaten ∆κ+ und ∆κ−
transformieren. Dabei geht der da¨mpfungslose Anteil von Gl. (5.21) fu¨r kleine
∆κ+ und ∆κ− in Gl. (5.15b) u¨ber. Den da¨mpfungsbehafteten Anteil aus Gl.
(5.21) hingegen genu¨gt es in nullter Ordnung in ∆α und ∆κ bzw. in nullter
Ordnung in ∆κ+ und ∆κ− zu betrachten. Daher geht eben dieser Anteil als
Konstante bezu¨glich ∆κ+ und ∆κ− in die rechte Seite von Gl. (5.15b) ein.
Aus der exakten Bestimmungsgleichung (5.20) erhalten wir demnach fu¨r klei-
ne Da¨mpfungen in der Na¨he der Kreuzungspunkte Plk fu¨r kleine Abweichun-
gen in den neuen Koordinaten ∆κ+, ∆κ− eine Hyperbelgleichung der Gestalt
∆κ+ =
Cl,k
∆κ−
(5.22a)
mit
Cl,k = −
[
1
2
((
α− b
2
)
T − κ)2 − q(1)]∣∣∣
α=αl,κ=κk(
1− m+
m−
)(
1− m−
m+
) Γ2
=
(
T
√(
b
2
)2
+
(
l pi
T
)2 − k pi)2
2
(
b
2
)2
+
(
l pi
T
)2 ( Tl pi
)2 (
Γ
2
)2
(5.22b)
> 0 .
So wird versta¨ndlich, wie sich aus den sich kreuzenden Bifurkationslinien, die
wir fu¨r den Fall Γ = 0 erhalten haben, fu¨r endliche Da¨mpfungen die Inseln
abschnu¨ren. Diese Inseln lassen sich in der Na¨he der Kreuzungspunkte durch
Gl. (5.22a) als Hyperbeln approximieren. Diese analytische Form aus (5.22a)
mit (5.22b) wird uns in Abschnitt 5.6.2 bei der Diskussion des Soft–mode–
Charakters von Nutzen sein.
Wir ko¨nnen dieses Ausbilden von Hyperbeln auch bei Flip–Bifurkationslinien
bestimmen. Dazu benutzen wir das gleiche Verfahren, indem wir von einem
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Kreuzungspunkt Plk zweier sich schneidender Flip–Bifurkationslinien im Falle
Γ = 0 ausgehen.
Hierbei gilt fu¨r die Kreuzungspunktkoordinaten aus Gln. (5.11a) und (5.11b),
dass die Indices l und k gerade sind. Fu¨r die Linien im da¨mpfungslosen Fall
aus (5.8a) und (5.8b) erhalten wir in linearer Na¨herung um den Kreuzungs-
punkt
∆κ = T
√(
b
2
)2
+
(
l pi
T
)2
l pi
pi
1− f(αl, b)
1 + f(αl, b)
∆α := m−(l)∆α (5.23a)
∆κ = T
√(
b
2
)2
+
(
l pi
T
)2
l pi
pi
1 + f(αl, b)
1− f(αl, b) ∆α := m+(l)∆α . (5.23b)
Da die Struktur genau die Gleiche ist wie in Gln. (5.12a) und (5.12b), ver-
la¨uft das weitere Vorgehen analog zu dem Fall der kreuzenden Soft–mode–
Bifurkationslinien. Wir erhalten fu¨r den Fall zweier sich kreuzender Flip–
Bifurkationslinien das Resultat, dass sich fu¨r endliche Da¨mpfungen die Kreu-
zungspunkte Plk aufheben und die Kurven in dem neuen Koordinatensystem
∆κ+, ∆κ− ebenfalls Hyperbeln beschreiben.
Im folgenden Unterabschnitt werden wir nachweisen, dass es sich bei den
Bifurkationslinien der Diagramme 5.5 — 5.7, die sich als Einhu¨llende von Bi-
furkationslinien zu verschiedenen Wellenzahlen ergeben, tatsa¨chlich um Soft–
mode–Bifurkationslinien handelt.
5.6.2 Bedingungsgleichungen fu¨r Soft–mode–Instabili-
ta¨t in Hyperbelna¨herung
Wie wir bereits bei der Diskussion der Bifurkationsdiagramme fu¨r endliche
Da¨mpfungen in Abschnitt 5.5 gesehen haben, findet bei Variation der Wel-
lenzahl k eine Verschiebung der dargestellten Soft–mode– und Flip–Bifur-
kationslinien (fu¨r k = 0) nach links statt. Wir werden in diesem Abschnitt
zeigen, dass die Einhu¨llende aller verschobenen Soft–mode–Kurven eine ech-
te Soft–mode–Bifurkationslinie ist. Dazu werden wir nachweisen, dass alle
Punkte der Kurvenschar mit waagrechter Tangente die Bedingungsgleichun-
gen erfu¨llen, die an eine Soft–mode–Bifurkation gestellt werden.
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Abbildung 5.9: Beru¨hrpunkte P
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lk mit waagerechten Tangenten
In der Formulierung der Multiplikatoren lauten diese Bedingungsgleichungen
Λ(qc) = 1 (5.24a)
∂Λ(k)
∂k
∣∣∣∣
k=qc
= 0 (5.24b)
∂2Λ(k)
∂k2
∣∣∣∣
k=qc
< 0 . (5.24c)
Die Gln. (5.24b) und (5.24c) garantieren, dass im Spektrum Λ(k) bei der
kritischen Wellenzahl k = qc ein Maximum vorliegt.
Wir betrachten im weiteren die Punkte P
(+)
lk , P
(−)
lk mit waagerechter Tangen-
te, wie sie in Abb. 5.9 dargestellt sind. In diesen Punkten ist durch die Be-
dingungsgleichung (3.13b) die erste Soft–mode–Bedingungsgleichung (5.24a)
ohnehin erfu¨llt.
Bilden wir in den Punkten P
(±)
lk das totale Differential von Λ und betrach-
ten nun Variationen von α und κ, die la¨ngs der Linie Λ = 1 liegen, so gilt
einerseits
0 =
∂Λ
∂αk
dαk +
∂Λ
∂κ
dκ . (5.25)
Andererseits liegt in den Punkten P
(+)
lk , P
(−)
lk jeweils eine waagerechte Tan-
gente vor, d.h. es gilt
dκ
dαk
= 0 ,
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so dass direkt aus Gl. (5.25) die Relation
∂Λ
∂αk
= 0 (5.26)
folgt. Da die Wellenzahl k u¨ber die Austauschwechselwirkung einzig in den
Parameter αk = H+a+Jk
2 eingeht, ko¨nnen wir die Differentiation nach α in
Gl. (5.26) in eine Differentiation nach k abwa¨lzen3 und Gl. (5.26) impliziert
∂Λ
∂k
= 0 (5.27)
Damit haben wir auch die Extremaleigenschaft des Spektrums Λ(k) nach
Gl. (5.24b) nachgewiesen. Wir wenden uns abschließend dem Nachweis der
Eigenschaft aus (5.24c) zu, die fu¨r k = qc ein Maximum im Spektrum Λ(k)
beschreibt. Aus (5.25) erhalten wir
∂Λ
∂αk
= −dκ
dα
∂Λ
∂κ
(5.28)
Diese Gleichung differenzieren wir nochmals nach α und erhalten
∂2Λ
∂α2k
= −
(
dκ
dα︸︷︷︸
=0
∂2Λ
∂κ ∂α
+
d2κ
dα2
∂Λ
∂κ
)
(5.29)
Da wir die Untersuchung in den Punkten P
(+)
lk , P
(−)
lk vornehmen, verschwindet
wegen der anliegenden waagrechten Tangenten der erste Summand in Gl.
(5.29). Beachten wir nun, dass wegen der Eigenschaft (5.26) auch die zweiten
Ableitungen nach α bzw. k zueinander proportional sind, so folgt
∂2Λ
∂k2
∣∣∣∣
k=qc
< 0 , falls
d2κ
dα2
∂Λ
∂κ
∣∣∣∣
α=α
(±)
` (qc)
> 0 . (5.30)
Aus der Darstellung der Bifurkationslinien aus Abb. 5.9 wird ersichtlich, dass
fu¨r P
(−)
lk
d2κ
dα2
< 0 (5.31a)
3Entwicklung von Λ(k) in eine Taylorreihe um kc ergibt:
Λ(k) = Λ(kc) +
(
2Jk ∂Λ∂αk
)∣∣∣
k=kc
∆k +
(
J ∂Λ∂αk + 2J
2k2 ∂
2Λ
∂α2k
)∣∣∣
k=kc
(∆k)2
2 + . . .
= Λ(kc) + ∂Λ∂k
∣∣
k=kc
∆k + ∂
2Λ
∂k2
∣∣∣
k=kc
(∆k)2
2 + . . .
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und fu¨r P
(+)
lk
d2κ
dα2
> 0 (5.31b)
gilt. Wie wir an Hand von Gl. (5.30) sehen, besteht die zu lo¨sende Aufgabe
darin, ∂Λ/∂κ an der Stelle α = α
(±)
l (kc), d.h. an der Stelle des Beru¨hrpunk-
tes, zu bestimmen. Dann ko¨nnen wir mittels Gl. (5.30) Aussagen u¨ber die
Gu¨ltigkeit der dritten Bedingungsgleichung (5.24c) treffen.
Berechnung der Beru¨hrpunkte P
(±)
lk
Da wir kleine Da¨mpfungen betrachten und die Beru¨hrpunkte P
(±)
lk in der
Na¨he der Kreuzungspunkte Plk liegen, du¨rfen wir die anstehende Berechnung
der Beru¨hrpunkte P
(±)
lk in Hyperbelna¨herung durchfu¨hren. Wir ko¨nnen uns
damit der Ergebnisse des Abschnitts 5.6.1 bedienen.
Die zu betrachtende Bifurkationslinie haben wir in dem Koordinatensystem
der anliegenden Tangenten ∆κ+ und ∆κ− durch Gln. (5.22a) mit (5.22b)
bestimmt. Die a¨quivalente Form erhalten wir mittels Ru¨cktransformation
aus Gl. (5.14) in das Koordinatensystem (κ, α):
(∆κ−m+∆α) (∆κ−m−∆α) +
(√(
b
2
)2
+
(
l pi
T
)2
T − k pi
)2
2
Γ2 = 0 (5.32)
In den gesuchten Beru¨hrpunkten P
(±)
lk verschwinden die Steigungen, d.h. es
gilt
d∆κ
d∆α
= 0 .
Durch Differentiation nach ∆α folgt somit aus Gl. (5.32)
(2∆κ− (m+ +m−) ∆α) d∆κ
d∆α︸ ︷︷ ︸
=0 an
α=α
(±)
l (kc)
+2m+m−∆α− (m+ +m−) ∆κ = 0
(5.33)
Damit ko¨nnen wir die Koordinaten des Beru¨hrpunktes P
(+)
lk , P
(−)
lk in dem
Koordinatensystem ∆α,∆κ folgendermaßen bestimmen. Zuna¨chst liefert Gl.
(5.33) eine Relation zwischen ∆κ und ∆α:
∆κ = 2
m+m−
m+ +m−
∆α = T ∆α (5.34a)
Diese Relation (5.34a) kann als Tangentengleichung im Beru¨hrpunkt aufge-
fasst werden. Setzen wir demnach (5.34a) in die Hyperbelgleichung (5.32)
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ein, so erhalten wir
(∆α)
(±)
lk = ±
Γ√
2
(√(
b
2
)2
+
(
l pi
T
)2
T − k pi
)2
√
(m+ − T ) (T −m−)
. (5.34b)
Damit haben wir die Koordinaten der Beru¨hrpunkte, d.h. der Punkte mit
waagrechten Tangenten gefunden. Sie lauten
κ
(±)
l,k = κk + T (∆α)
(±)
l,k = κk ± T
∣∣∣(∆α)l,k∣∣∣ (5.35a)
α
(±)
l,k = αl + (∆α)
(±)
l,k = αl ±
∣∣∣(∆α)l,k∣∣∣ . (5.35b)
Berechnung von ∂Λ/∂κ im Beru¨hrpunkt
Bei der Berechnung gehen wir von der allgemeinen Form von Λ(k) aus Gl.
(5.17) aus. Differentiation nach κ liefert unter Ausnutzen der Relationen
(5.19), (5.2a) und (5.1)
∂Λ
∂κ
=
1
p
∂p
∂κ
+
1√
q2 − 1
∂q
∂κ
= Γ +
cosκ 1
2
(
1
p
+ p
)
− cosωT
sinκ 1
2
(
1
p
+ p
) . (5.36)
Wir entwickeln in Gl. (5.36) alle auftretenden Terme um die Beru¨hrpunkte
P
(+)
lk , P
(−)
lk (s. Anhang C) nach kleinen Da¨mpfungen. Wir erhalten aus (5.36)
bis O(Γ2)
∂Λ
∂κ
∣∣∣∣
P
(±)
l,k
= Γ± 3
√
2
8
b T
k pi
≷ 0 (5.37)
Falls der Index k nicht zu groß ist, gilt im Limes Γ→ 0
d2κ
dα2
∂Λ
∂κ
∣∣∣∣
P
(±)
l,k
> 0 (5.38)
Wir ko¨nnen auf diese Weise die Bedingungsgleichung (5.24c) erfu¨llen. Die
horizontalen Linien, die die Einhu¨llende aller Instabilita¨tslinien fu¨r k 6= 0
darstellt, ist eine echte Soft-mode Linie.
Im folgenden Abschnitt werden wir uns dem Verhalten oberhalb der Stabili-
ta¨tsschwelle zuwenden.
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Kapitel 6
Das Verhalten oberhalb der
Schwelle
Im vorigen Kapitel haben wir das Bifurkationsverhalten des δ–gekickten Sys-
tems untersucht. Wir wenden uns in diesem Kapitel dem Verhalten dieses
Systems knapp oberhalb der Hopf–Instabilita¨t zu. In diesem Bereich ko¨n-
nen sich Strukturen ausbilden, deren ra¨umliche und zeitliche Dynamik sich
auf langsamen Zeit– und großen Ortsskalen abspielt. Wir betrachten in dem
komplexen Bifurkationsszenario, welches wir im vorangegangen Kapitel vor-
gestellt haben, einzig einen kleinen Ausschnitt der Hopf–Bifurkationslinie,
wobei wir die Parameterwahl mit α > b festlegen, um zu gewa¨hrleisten, dass
die stationa¨re Lo¨sung φ0 = 0 im ungetriebenen Fall stabil bleibt. Der Grund
fu¨r die Beschra¨nkung der Betrachtung einzig auf die Hopf–Bifurkationslinie
liegt in der konkreten Themenstellung dieser Arbeit und wird im weiteren
Verlauf noch na¨her erla¨utert werden.
Das Verhalten des Systems im schwach nichtlinearen Bereich ko¨nnen wir ver-
mo¨ge eines etablierten Verfahrens behandeln (s. z.B. [Mann], [Jual]), welches
die langsamen Zeit– und die großen Ortsskalen beru¨cksichtigt. Die daraus
resultierende Gleichung beschreibt die Dynamik einer Einhu¨llenden, die Glei-
chung selbst wird Amplitudengleichung genannt. Im Gegensatz zu dem in der
Literatur ha¨ufig betrachteten Fall autonomer Systeme sind nur sehr wenige
Rechnungen zu explizit zeitabha¨ngigen Modellen verfu¨gbar. Deswegen wer-
den wir zuna¨chst die formale Herleitung der Amplitudengleichung fu¨r explizit
zeitabha¨ngige Systeme rekapitulieren.
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6.1 Amplitudengleichungsformalismus
Aus der Taylor–Entwicklung um die stationa¨re Lo¨sung φ0 = 0 erhalten wir
fu¨r die komplexe Gro¨ße φ aus Gl. (2.6)
∂tφ =(i− Γ) [(H + a+ h(t)) φ− bReφ− J ∂xxφ
+ bReφ
(|φ|2 + φ2)− 2 a φ |φ|2 + 2J φ∗ (∂xφ)2 +O(φ5)] (6.1)
Eine Zerlegung in Real– und Imagina¨rteil nach Gl. (3.2) ergibt dann folgende
translationsinvariante Gleichung, die wir im Weiteren knapp oberhalb der
Schwelle untersuchen werden:
∂tΦ = L(t)Φ+N [Φ] mit Φ ∈ R2 (6.2)
Dabei ist Φ eine reelle und in unserem Falle eine zweidimensionale Gro¨ße,
die wir aus der komponentenweisen Zerlegung (3.2) der komplexen Gro¨ße
φ der stereographischen Projektion (2.4) erhalten haben. Fu¨r den linearen
Operator gilt: L(t) = L(t + T ), d.h. er besitzt die zeitliche Periodizita¨t des
treibenden Feldes. Mit der Abku¨rzung N [Φ] sind die nichtlinearen Beitra¨ge
zur Bewegungsgleichung bezeichnet.
Die folgenden U¨berlegungen werden, um auch die algebraische Struktur mo¨g-
lichst beizubehalten, zuna¨chst an Hand der allgemeinen Gleichung (6.2) durch-
gefu¨hrt. Die Spezialisierung auf unser zu untersuchendes System kann dann
ohne Mu¨he spa¨ter erfolgen.
Das Ziel unserer U¨berlegungen wird sein, mit Hilfe einer multiple scale Analy-
se eine Amplitudengleichung abzuleiten, die das Verhalten des Systems knapp
oberhalb der Instabilita¨tsschwelle (in diesem Falle der Hopf–Instabilita¨t) auf
großen La¨ngen– und Zeitskalen beschreibt. Die Parameterwerte, die die Insta-
bilita¨tslinie kennzeichnen, werden wir speziell indizieren. Der kritischen Wert
der Pumpsta¨rke des treibenden Feldes wird mit κc bezeichnet. Die Werte fu¨r
κ knapp oberhalb der Schwelle werden dann vermo¨ge
κ = κc + ε
2δκ (6.3)
beschrieben. Wir haben in Gl. (6.3) einen Kleinheitsparameter ε eingefu¨hrt,
der uns bei der Sortierung der einzelnen Ordnungen in der Sto¨rungsentwick-
lung gute Dienste leisten wird. Durch Variation der Systemparameter werden
Abweichungen von der Schwelle erfasst. Dies bedeutet, dass der lineare Anteil
in Gl. (6.2) vom Parameter ε abha¨ngt. Diese Abha¨ngigkeit la¨sst sich durch
L(t) = L(0)(t) + ε2L(2)(t) + · · · (6.4)
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beschreiben. Dabei liefert die Abweichung vom Schwellwert, die durch den
Kleinheitsparameter ε beschrieben wird, den Entwicklungsparameter fu¨r un-
ser Vorgehen.
Zentraler Ausgangspunkt fu¨r die Herleitung einer Amplitudengleichung ist
das Eigenwertproblem des linearen Operators L(0)(t) fu¨r die kritische Sto¨r-
wellenzahl qc der wellenartigen Sto¨rung, bei der die stationa¨re Lo¨sung instabil
wird.
Da wir Translationsinvarianz vorausgesetzt haben, sind die zugeho¨rigen Ei-
genfunktionen stets durch ebene Wellen der Form exp(ikx)u
(ν)
k (t) gegeben,
wobei wegen des Floquet Theorems die Amplitudenfaktoren durch die Glei-
chung
µ
(ν)
k u
(ν)
k (t) + u˙
(ν)
k (t) = L(t, k)u
(ν)
k (t) (6.5)
bestimmt werden. Die Matrix L(t, k) ergibt sich dabei durch Anwendung
des linearen Operators L(0)(t) auf den ebenen Wellenanteil, d.h. vereinfacht
gesprochen dadurch, dass alle Ableitungen ∂/∂x im Operator durch Wellen-
zahlen ik ersetzt werden (vergl. Gl. (3.3)). u
(ν)
k (t) bezeichnet also die explizit
zeitabha¨ngige Rechtseigenfunktion zu L(t, k) und der Index ν einen Zweig
der Eigenwerte. Sie besitzen die gleiche zeitliche Periodizita¨t wie der lineare
Operator, so dass gilt: u
(ν)
k (T + t) = u
(ν)
k (t).
Fu¨r das adjungierte Eigenwertproblem ergibt sich analog zu Gl. (6.5) fu¨r den
Linkseigenvektor die Beziehung
v
(ν)∗
k (t)µ
(ν)
k − v˙(ν)
∗
k (t) = v
(ν)∗
k (t)L(t, k) . (6.6)
Auch hier gilt, dass die Linkseigenvektoren v
(ν)
k (t) die gleiche zeitliche Peri-
odizita¨t wie der lineare Operator besitzen, d.h. es gilt v
(ν)
k (T + t) = v
(ν)
c (t).
Wegen der T–Periodizita¨t la¨sst sich daru¨berhinaus der Imagina¨rteil des Flo-
quet–Exponenten auf den Bereich
Imµ
(ν)
k ∈
[−Ω
2
,
Ω
2
]
(6.7)
beschra¨nken, wobei Ω durch die Periode T des treibenden Feldes vermo¨ge
Ω = 2pi
T
gegeben ist.
Da wir im uns im Folgenden auf den Fall von Hopf–Instabilita¨ten konzentrie-
ren wollen, sind folgende Bedingungen erfu¨llt:
– Es existiert ein kritischer Floquet–Exponent µ
(νc)
qc = µc = iωc mit ver-
schwindendem Realteil, wa¨hrend fu¨r alle anderen Floquet–Exponenten
Reµ
(ν)
k < 0 gelten muss.
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– Fu¨r den kritischen Wellenvektor qc soll der kritische Eigenwert ein Ma-
ximum im Spektrum aufweisen
Re
∂µk
∂k
∣∣∣∣
k=qc
= 0 . (6.8)
– Fu¨r reelle Systeme gilt µk = µ
∗
−k, so dass −iωc der kritische Exponent
zum Wellenvektor −qc ist.
Bei der Betrachtung der nichtlinearen Beitra¨ge beschra¨nken wir uns auf den
in unserem Beispiel vorliegenden Fall einer kubischen Nichtlinearita¨t in nied-
rigster Ordnung
N [Φ] = N3[Φ] + · · · (6.9)
Wie wir bereits gesehen haben, wird an der Instabilita¨tsschwelle eine Mode
der Form exp(iωct)uc(t) instabil, da im Falle der Hopf–Bifurkation qc = 0
gilt. Der Einfachheit halber haben wir dabei den kritischen Eigenvektor mit
uc(t) = u
(νc)
qc=0 abgeku¨rzt. Die bereits erwa¨hnten Modulationen auf großen
Orts– bzw. langsamen Zeitskalen werden durch folgenden Ansatz erfasst
Φ(x, t) =ε
(
A(ξ1, . . . , τ1, . . .) e
iωct uc(t) + A
∗(ξ1, . . . , τ1, . . .) e−iωct u∗c(t)
)
+ ε2Φ(2) + ε3Φ(3) + . . . ,
(6.10)
der den Ausgangspunkt fu¨r die Sto¨rungsentwicklung darstellt. A(ξi, τi) ist
dabei die Amplitude, die auf großen Zeit– und Ortsskalen variiert. Diese
großen Skalen sind durch
τi = ε
i t und ξi = ε
i x (6.11)
mit i ≥ 1 gegeben.
Durch Einsetzen dieses Ansatzes in Gl. (6.2) und Entwicklung nach Potenzen
von ε erhalten wir eine Gleichungshierarchie fu¨r die ho¨heren Ordnungen Φ(k).
Wir werden die Sto¨rungsentwicklung nach einer endlichen Ordnung in ε (hier
ε3) abbrechen. Eine exakte Summation ist nicht mo¨glich, deshalb heißt das
Verfahren
”
schwach nichtlineare Analyse“. Wir mu¨ssen in jeder Ordnung εn
(n ≤ 3) beru¨cksichtigen, dass keine in der Zeit anwachsenden Terme in den
jeweiligen Partikula¨rlo¨sungen auftreten, da diese nicht durch Terme ho¨herer
Ordnung in ε kompensiert werden ko¨nnen.
In jeder Ordnung von ε tritt dabei eine lineare, inhomogene Differentialglei-
chung fu¨r eine 2–komponentige Vektorfunktion Ψ(x, t) von dem Typ
∂
∂t
Ψ(x, t) = L(0)(t)Ψ(x, t) +
∑
k
wk(t) e
ikx (6.12)
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auf. Wie bereits erwa¨hnt, hat der Operator L(0)(t) eine marginal stabile Mode
qc = 0 mit zugeho¨rigem kritischem Eigenwert iωc und Eigenvektoren uc(t)
bzw. vc(t). Alle anderen Moden mit k 6= 0 sind stabil. Die Inhomogenita¨t
setzt sich aus endlich vielen Fouriermoden zusammen 1.
Ein gebra¨uchliches Verfahren zur Lo¨sung von Gl. (6.12) ist die Fredholm–
Alternative, die bei der Lo¨sung von autonomen Differentialgleichungen be-
nutzt wird. Da wir ein explizit zeitabha¨ngiges Differentialgleichungssystem
vorliegen haben, muss Klarheit u¨ber den Funktionenraum bestehen, aus dem
die Lo¨sungΨ(x, t) konstruiert wird. Es ist hingegen einfacher, sich der Vorge-
hensweise aus [Jual] zu bedienen, die sich fu¨r explizit zeitabha¨ngige Systeme
aus Gl. (6.12) anwenden la¨sst. Dabei wird zuna¨chst Gl. (6.12) integriert und
wir erhalten
Ψ(x, t) = Beiωctuc(t) +
∑
k
∫ t
0
dt′ U(t− t′, k)wk(t′)eikx + . . . (6.13)
wobei U(t, k) den zum Generator L(t, k) geho¨renden Zeitentwicklungsope-
rator bezeichnet, dessen spektrale Zerlegung sich mit Hilfe der Links– und
Rechtseigenvektoren durch
U(t− t′, k) =
∑
ν
exp
{
λ
(ν)
k (t− t′)
} ∣∣∣u(ν)k (t))(v(ν)k (t′)∣∣∣(
v
(ν)
k (t)
∣∣∣ u(ν)k (t)) (6.14)
angeben la¨sst. Dabei haben wir uns der Einfachheit halber der Diracschen
Schreibweise fu¨r Dyaden bedient. B bezeichnet die Integrationskonstante, . . .
beschreibt den zeitlich abfallenden Anteil der homogenen Gleichung, welcher
zu den stabilen Eigenmoden geho¨rt. Die in der Summe auftretenden Terme
sind fu¨r k 6= 0 unkritisch, denn das Integral konvergiert im Limes großer
Zeiten, da die zugeho¨rigen Eigenwerte einen negativen Realteil besitzen. Fu¨r
die Mode k = qc = 0 greift dieses Argument nicht da die Eigenwerte nur zu
oszillierendem Verhalten in U(t, qc) fu¨hren.
Zur Vermeidung von Sa¨kulartermen, d.h. von Termen, die fu¨r k = qc = 0
nach Gl. (6.13) in der Zeit anwachsende Beitra¨ge liefern ko¨nnen, mu¨ssen wir
fordern, dass
0 = lim
Θ→∞
1
Θ
∫ Θ
0
dt′ e−iωct
′
(
v(ν)c (t
′)
∣∣∣ wqc(t′)) (6.15)
1Genau genommen werden bei einer Hopf–Bifurkation zwei Moden mit komplex kon-
jugierten Eigenwerten iωc und −iωc instabil. Dies a¨ndert aber nichts an der obigen Argu-
mentation.
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erfu¨llt ist. Die auftretenden Skalarprodukte sind die u¨blichen Skalarprodukte
im C2 , wie sie z.B. aus der Quantentheorie bekannt sind.
Bei Behandlung der Sa¨kularbedingung (6.15) schließen wir zuna¨chst die star-
ken Resonanzen aus. D. h. fu¨r den Imagina¨rteil des kritischen Floquet–
Eigenwertes ωc gilt:
ωc 6= Ω
2
,
Ω
3
,
Ω
4
(6.16)
Als Ergebnis erhalten wir in der dritten Ordnung in ε eine Gleichung fu¨r
die Amplitude, die in der großen Klasse der komplexen Ginzburg–Landau–
Gleichungen beheimatet ist [Jual]:(
∂
∂τ2
− v ∂
∂ξ2
)
A = ηA+ r|A|2A+D∂
2A
∂ξ21
(6.17)
Die Koeffizienten ergeben sich zu
v = Im
dµ(νc)(k)
dk
∣∣∣∣
k=qc=0
(6.18a)
η =
1
T
∫ T
0
(
vc(t)|L(2)(t)|uc(t)
)
dt (6.18b)
D = −1
2
d2µ(νc)(k)
dk2
∣∣∣∣
k=qc=0
(6.18c)
r =
1
T
∫ T
0
(vc(t)|∆(t)) dt . (6.18d)
Dabei bezeichnet vc = v
(νc)
qc=0 den Linkseigenvektor
2 von L(t, qc = 0) zum kri-
tischen Eigenwert iωc. Die Terme ∆(t) beschreiben die Terme mit kubischen
Nichtlinearita¨ten, die wir, wie wir spa¨ter sehen werden, speziell fu¨r unser
System auf eine einfache Weise bestimmen ko¨nnen.
Der lineare Koeffizient η gibt den Abstand zur Schwelle an, wa¨hrend der
diffusive Koeffizient D durch die Kru¨mmung des Spektrums an der Stelle
des kritischen Eigenwertes gegeben ist. Beide Gro¨ßen lassen sich direkt aus
dem linearen Operator bestimmen, wie wir im folgenden Abschnitt sehen
werden. Der nichtlineare Koeffizient r beinhaltet alle resonanten Beitra¨ge
aus der Entwicklung um die stationa¨re Lo¨sung in dritter Ordnung in ε. Der
Bestimmung von r werden wir ebenfalls ein Unterkapitel widmen.
2Die Vektoren uc und vc sind auf 1 normiert
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Die resultierende Amplitudengleichung (6.17) beschreibt die Dynamik knapp
oberhalb der Schwelle. Sie geho¨rt zur großen Klasse der komplexen Ginzburg–
Landau–Gleichungen. Es sind zahlreiche Beitra¨ge auch zu ihrem Lo¨sungsver-
halten erarbeitet worden, und es ist immer noch Gegenstand der aktuellen
Forschung. Eine U¨bersicht u¨ber Arbeiten auf diesem Gebiet finden wir in
[ArKr].
6.2 Berechnung der Koeffizienten der linea-
ren Terme
Zuerst werden wir die Instabilita¨tsschwelle kennzeichnen und Angaben zum
Kontrollparameter vornehmen. Daraufhin werden wir mit diesen Ergebnissen
die Koeffizienten des linearen Anteils aus (6.17) bestimmen.
6.2.1 Die Schwelle
Wir betrachten dafu¨r nochmals das komplizierte Bifurkationsdiagramm aus
Abb. 5.6. Durch A¨nderung eines Kontrollparameters ist es mo¨glich, vom sta-
bilen zum instabilen Bereich zu gelangen. Wir ko¨nnen dies anschaulich durch
die Variation der Kicksta¨rke κ oder durch die Variation des statischen Fel-
des H, d.h. durch Variation von α erreichen. Wir werden im Folgenden die
A¨nderung der Sta¨rke des a¨ußeren treibenden Feldes, d.h. der Kicksta¨rke κ,
betrachten.
Eine schematische Darstellung des U¨berschreitens der Hopf–Bifurkationslinie
ist in Abb. 6.1 gegeben. Wir sehen ein Stu¨ck der Bifurkationslinie und die
daran angrenzenden stabilen und instabilen Bereiche. Starten wir im stabilen
Bereich (in Abb. 6.1 grau unterlegt), so erreichen wir durch Erho¨hung der
Kicksta¨rke κ den instabilen Bereich (in Abb. 6.1 weiß unterlegt).
Wir ko¨nnen den kritischen Parameterwert κc durch den Wert von κ auf der
Hopf–Bifurkationslinie festlegen. Den Kontrollparameter κ oberhalb dieser
Bifurkationslinie ko¨nnen wir nach Gl. (6.3) nach Abweichungen vom kriti-
schen Wert entwickeln.
6.2.2 Ableitungsrelationen
Fu¨r die Berechnungen der Koeffizienten η, D und v werden, wie wir noch
sehen werden, Ableitungen des linearen Operators bzw. Eigenschaften des
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Abbildung 6.1: Schematische Darstellung des U¨berschreitens der Hopf–
Bifurkationslinie
Spektrums beno¨tigt. Wie wir in Abschnitt 5.6.1 in Gl. (5.17) gesehen ha-
ben, ko¨nnen wir die Floquet–Multiplikatoren Λ(T, k), die in zweidimensio-
nalen Systemen eindeutig durch detU(T, k) und SpU(T, k) festgelegt sind,
durch die Funktionen p(T, k) aus Gln. (3.23b) mit (5.1) und q(T, k) aus
Gln. (5.2a) mit (5.2b) bestimmen. Wir werden demnach die Kenntnisse u¨ber
die Floquet–Exponenten µ(k) auf entsprechende Eigenschaften der Floquet–
Multiplikatoren, bzw. der bereits bestimmten Funktionen q(T, k) und p(T, k)
u¨bertragen.
Wir wenden uns zuna¨chst den Ableitungen des Floquet–Exponenten µ(k)
nach einem allgemeinen Parameter l zu. Die sich daraus ergebenden Ablei-
tungsrelationen werden wir fu¨r die Floquet–Mulitiplikatoren Λ(T, k) u¨bertra-
gen und letztendlich durch die Funktionen q(T, k) und p(T, k) ausdru¨cken.
Ausgangspunkt ist die Beziehung zwischen Λ(T, k) und µ(k), wie sie in der
aus dem Floquet–Theorem resultierenden Bestimmungsgleichung fu¨r U(T, k)
aus Gl. (3.8) gegeben ist. Daraus ergibt sich direkt folgende Gleichung fu¨r
die zugeho¨rigen Eigenwerte:
Λ(T, k) = eµ(k)T ⇐⇒ µ(k) = 1
T
ln Λ(T, k) (6.19)
Auf diese Weise ist der fu¨r die Berechnung der Koeffizienten v und D auftre-
tende Floquet–Exponent µ(k) mit dem Mulitiplikator Λ(T, k) verbunden.
Weiterhin haben wir mit Gl. (5.17) die Beziehung zwischen den Multiplikato-
ren Λ und den Funktionen q(T, k) und p(T, k) beschrieben. Da wir das System
an der Hopf–Bifurkationslinie betrachten, sehen wir, dass wir durch Einsetzen
der Bedingungsgleichung (3.10a) in Gl. (3.10b) die Bedingung |q(T, k)| ≤ 1
erhalten. Diese Beschra¨nktheit in q(T, k) ko¨nnen wir somit als Ausgangs-
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punkt fu¨r die folgende Transformation nehmen:
q(T, k) =: cosϕ(T, k) (6.20)
Aus Gl. (6.19) folgt mit Gl. (5.17) fu¨r einen Floquet–Exponenten
µ(k)T = ln p(T, k) + i ϕ(T, k) . (6.21)
Differentiation von µ in Gl. (6.21) nach dem allgemeinen Parameter l und
Ru¨cktransformation auf die Funktionen p(T, k) und q(T, k) ergibt
dReµ(k)
dl
=
1
T
p′(T, k)
p(T, k)
(6.22a)
dImµ(k)
dl
= − 1
T
q′(T, k)√
1− q2(T, k) . (6.22b)
Hierbei bezeichnet p′(T, k) die Ableitung nach dem Parameter l, fu¨r die Funk-
tion q(T, k) entsprechend. Fu¨r die zweiten Ableitungen erhalten wir
d2Reµ(k)
dl2
=
1
T
(
p′′(T, k)
p(T, k)
− p
′2(T, k)
p2(T, k)
)
(6.23a)
d2Imµ(k)
dl2
= − 1
T
(
q′′(T, k)√
1− q2(T, k) +
q(T, k) q′(T, k)√
1− q2(T, k)3
)
. (6.23b)
6.2.3 Konvektiver Koeffizient v
In den Beziehungen SpU(T, k) aus Gl. (3.23c) mit (5.2a) und (5.2b) sowie
in detU(T, k) aus Gl. (5.1) taucht die Wellenzahl k immer nur quadratisch
auf. Da wir die Untersuchungen an der Hopf–Bifurkationslinie vornehmen,
gilt dort stets k = qc = 0, so dass in v alle ersten Ableitungen nach k an der
Stelle der kritischen Wellenzahl nach Gl. (6.22a) und (6.22b) verschwinden,
und aus (6.18a) folgt
v = 0 . (6.24)
6.2.4 Linearer Koeffizient η
Bei der Bestimmung des linearen Koeffizienten η tritt in der Bestimmungs-
gleichung (6.18b) der lineare Operator L(2)(t) auf. Dieser definiert den Ab-
stand zur Schwelle. Wir haben die Schwelle κc bestimmt. Wie wir in Anhang
D sehen, ko¨nnen wir in der Na¨he der Schwelle den linearen Operator in eine
71
Taylor–Reihe nach dem Parameter ε entwickeln L(t) = L(0)+ε2 L(0)′ δκ. Wir
sehen somit, dass sich der beno¨tigte lineare Operator L(2)(t) als Ableitung
von L(0)(t) multipliziert mit dem Abstand zur Schwelle schreiben la¨sst. Somit
entspricht der lineare Koeffizient nach Gl. (6.18b) wegen des darin auftreten-
den Skalarprodukts gerade der Ableitung des kritischen Eigenwertes µ(qc)
nach κ an der Stelle κc multipliziert mit δκ.
Fu¨r das δ–gekickte System bestimmen wir den linearen Koeffizienten. Dazu
identifizieren wir κ als den fu¨r die no¨tigen Ableitungsrelationen aus (6.22a)
und (6.22b) beno¨tigten Parameter. Die zusa¨tzlich beno¨tigte Funktion q(T, k)
entnehmen wir Gl. (5.2a) und die Funktion p(T, k) implizit durch Gl. (5.1).
Durch Einsetzen dieser Funktionen in (6.22b) und (6.22a) und Differentiation
nach κ erhalten wir
dp(T, k)
dκ
= Γe−Γ((αk−
b
2
)T−κ) (6.25a)
dq(T, k)
dκ
= − sinκ cos (ω(k)T )− αk −
b
2
ω(k)
cosκ sin (ω(k)T ) . (6.25b)
Wir mu¨ssen zusa¨tzlich die Hopf–Bedingungsgleichung (5.3) beru¨cksichtigen.
Dabei wird ω(k = qc = 0) = ω(qc) aus Gl. (5.2b) mit der Bedingung fu¨r
die Hopf–Bifurkation aus Gl. (5.3) zu ω¯2c := ω
2(qc)T
2 = κ2c − (Γ2 + 1)( b2T )2.
Somit erhalten wir fu¨r den linearen Koeffizienten mit Gl. (6.22a) und (6.22b)
Reη =
dReµ(qc)
dκ
∣∣∣∣
κ=κc
δκ =
Γ
T
δκ (6.26a)
Imη =
dImµ(qc)
dκ
∣∣∣∣
κ=κc
δκ
=
1
T
sinκc cos ω¯c − κcω¯c cosκc sin ω¯c√
1−
(
cos ω¯c sinκc +
κc
ω¯c
sin ω¯c sinκc
)2 δκ . (6.26b)
6.2.5 Diffusiver Koeffizient D
Zur Berechnung des diffusiven Koeffizienten D ist es nach Gl. (6.18c) no¨-
tig, die zweite Ableitung des Floquet–Exponenten nach der Wellenzahl k an
der kritischen Wellenzahl qc zu bilden. Dazu beru¨cksichtigen wir die Ablei-
tungsrelationen Gl. (6.23a) und Gl. (6.23b). Die Funktion q(T, k) ist fu¨r das
δ–gekickte System durch Gl. (5.2a) gegeben und die Funktion p(T, k) ist im-
plizit in Gl. (5.1) enthalten. Daru¨berhinaus ist zu beru¨cksichtigen, dass die
kritische Wellenzahl qc = 0 ist. Zusa¨tzlich ist die Bedingung an die Hopf
Bifurkation (5.3) zu beachten.
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Zuerst bestimmen wir die Ableitung nach der Wellenzahl k an der Stelle
k = qc = 0 und erhalten aus Gl. (6.23a) und (6.23b)
d2p(T, k)
dk2
∣∣∣∣
k=0
=2JΓT e−Γ((α0−
b
2
)T−κ) (6.27a)
d2q(T, k)
dk2
∣∣∣∣
k=0
=− 2J
[
α0 − b2
ω0
cosκ sin (ω0T )−
(Γ2 + 1)( b
2
)2
ω30
sinκ sin (ω0T )
−(α0 −
b
2
)2
ω20
sinκ cos (ω0T )
]
(6.27b)
mit ω20 = α0(α0 − b) − Γ2( b2)2. Durch anschließendes Einsetzen der Hopf–
Bedingung (5.3) erhalten wir aus der Bestimmungsgleichung (6.18c) mit der
Abku¨rzung ω¯2c = κ
2
c − (Γ2 + 1)( b2T )2
ReD =− Γ J (6.28a)
ImD =J
[
κc
ω¯c
cosκc sin ω¯c +
(Γ2 + 1)( b
2
)2T 3
ω¯3c
sinκc sin ω¯c−
−
(
κc
ω¯c
)2
sinκc cos ω¯c
]
. (6.28b)
6.3 Der nichtlineare Koeffizient r
Zur Bestimmung des nichtlinearen Koeffizienten mu¨ssen wir die explizit zeit-
abha¨ngigen Eigenvektoren uc(t) bzw. vc(t) des linearen Operators an der In-
stabilita¨tsschwelle bestimmen. Diese sind durch das Eigenwertproblem (6.5)
bzw. (6.6) festgelegt, wenn die Wellenzahl k = qc = 0 und der Floquet–
Exponent µ
(ν)
k = iωc auf ihre kritischen Werte fixiert werden. Wir beno¨tigen
die Eigenvektoren, um nach Gl. (6.18d) das Skalarprodukt mit allen kubi-
schen Nichtlinearita¨ten bilden zu ko¨nnen. Die Bestimmung der Eigenvektoren
ist in der Tat der technisch aufwendigere Teil der folgenden Analyse.
Wir werden daher diese nicht direkt am δ–gekickten System durchfu¨hren,
sondern wir gehen einen Schritt zuru¨ck und gehen bei der Analyse von dem
stu¨ckweise konstant treibenden Feldes aus, wie wir es in Kapitel 4 bereits un-
tersucht haben. Dabei gewa¨hrleisten wir durch die entsprechende Wahl der
auftretenden Parameter, dass eine Hopf–Instabilita¨t vorliegt. Anhand dieses
Systems werden wir die explizit zeitabha¨ngigen Rechts– und Linkseigenvek-
toren uc(t) und vc(t) des linearisierten Problems aus Gl. (6.5) und (6.6)
bestimmen.
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Dabei gelingt es uns, nach Zerlegung des linearen Operators in einen spur-
losen Anteil und einen Rest, das geda¨mpfte System auf das aus der Quan-
tenmechanik bekannte Kronig–Penney–Modell [BBCK] abzubilden und auf
diese Weise die explizite Form der Eigenmoden zu bestimmen. Da sich der
Koeffizient r aus Gl. (6.18d) u¨ber ein basisunabha¨ngiges Skalarprodukt mit
den kubischen Nichtlinearita¨ten berechnet, werden wir die Auswertung in ei-
nem fu¨r die Bestimmung der Eigenvektoren geeigneten Koordinatensystem
vornehmen. Nach Ausfu¨hrung des Skalarprodukts und Integration u¨ber ei-
ne Periode des a¨ußeren treibendes Feldes werden wir den U¨bergang zum
δ–gekickten Fall analog zur Vorgehensweise aus Kapitel 5 durchfu¨hren.
6.3.1 Zur Berechnung der explizit zeitabha¨ngigen Ei-
genvektoren
Zuna¨chst wenden wir uns dem linearisierten Problem aus Gl. (3.3) zu. Wir
werden es in Analogie zu dem wohlbekannten Kronig–Penney–Modell setzen,
um dessen Lo¨sungseigenschaften wiederum auf unser System anzuwenden.
Zuerst werden wir den linearen Operator in eine geeignete Form bringen.
Zerlegung des linearen Operators
Wir betrachten zuna¨chst das linearisierte Problem aus Gl. (3.3) mit dem
linearen Operator aus Gl. (3.4a) — (3.4c) fu¨r k = 0. Wir zerlegen den linearen
Operator in einen spurlosen Anteil und einen Rest. So erhalten wir fu¨r die in
den beiden Zeitintervallen gu¨ltigen linearen Operatoren
L
0
+ L
1
= −Γ (α− b
2
− h) 1 + L˜
1
fu¨r 0 < t ≤ t1 (6.29a)
L
0
= −Γ (α− b
2
) 1 + L˜
2
fu¨r t1 < t ≤ T (6.29b)
mit
L˜
1
=
( −Γ b
2
−(α− h)
α− b− h Γ b
2
)
und L˜
2
=
(−Γ b
2
−α
α− b Γ b
2
)
(6.29c)
Wie wir anhand von Gl. (6.29c) schnell sehen, haben die Anteile L˜
i
folgende
Eigenschaft:
SpL˜
i
= 0 (6.30a)
d.h.
L˜
2
1
= −ω21 1 und L˜
2
2
= −ω2 1 (6.30b)
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mit ω1 aus (3.23d) und ω aus (5.2b) jeweils fu¨r k = 0. Diese Eigenschaft
aus Gl. (6.30b) wird von entscheidender Bedeutung bei der Berechnung der
Eigenvektoren sein.
Aus dem linearisierten Problem (3.3) erhalten wir die Lo¨sung Φ(t), wobei
wir uns im folgenden ausschließlich auf den Fall der kritischen Wellenzahl
k = qc = 0 beschra¨nken und daher im weiteren Verlauf auf eine explizite
Angabe der Wellenzahl verzichten. Wir werden in der Lo¨sung Φ(t) durch Ab-
spaltung des da¨mpfungsbehafteten Anteils eine neue Gro¨ße Φ˜(t) einfu¨hren,
die die durch den spurlosen Anteil des linearen Operators L˜
i
hervorgerufene
Dynamik beschreibt. Wir definieren
Φ(t) =
e−Γ(α−
b
2
−h)t Φ˜(t) fu¨r 0 < t ≤ t1
e−Γ((α−
b
2
−h)t1+(α− b2 )(t−t1)) Φ˜(t) fu¨r t1 < t ≤ T .
(6.31)
Im weiteren Verlauf werden die Stetigkeitsbedingungen, die an die neue Gro¨s-
se Φ˜(t) auf Grund der stetigen Differenzierbarkeit von Φ(t) zu stellen sind,
eine wichtige Rolle spielen. Fu¨r den Anteil Φ˜ erhalten wir zuna¨chst die Be-
wegungsgleichung
˙˜
Φ(t) =
{
L˜
1
Φ˜(t) fu¨r 0 < t ≤ t1
L˜
2
Φ˜(t) fu¨r t1 < t ≤ T .
(6.32)
Wegen der Eigenschaft der spurlosen Operatoren L˜
i
aus Gl. (6.30b) folgt
durch eine weitere Differentiation fu¨r Φ˜(t) die Differentialgleichung
¨˜
Φ(t) + ω21 Φ˜(t) = 0 fu¨r t ∈ [0, t1]
¨˜
Φ(t) + ω2 Φ˜(t) = 0 fu¨r t ∈ [t1, T ]
(6.33)
mit ω1 aus (3.23d) und ω aus (3.23e) jeweils fu¨r k = 0. Wa¨hrend in Gl. (6.32)
die Komponenten des VektorsΦ(t) miteinander gekoppelt sind, sind sie in Gl.
(6.33) entkoppelt. Wir ko¨nnen Gl. (6.33) als stationa¨re Schro¨dingergleichung
eines Teilchens interpretieren. Dies wollen wir im folgenden Unterabschnitt
betrachten.
Analogie zum Kronig–Penney–Modell
Interpretieren wir Φ˜(x) aus Gl. (6.33) als zweikomponentige Wellenfunktion
eines Teilchens, so bewegt es sich in einem periodischen Kastenpotential (s.
Abb. 6.2). Fu¨r die nun folgende Betrachtung ist es no¨tig, dass wir die Zeit
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Abbildung 6.2: Potentialverlauf im Kronig–Penney–Modell
t als die in dem quantenmechanischen Modell enthaltene Raumkoordinate x
auffassen. Denn aus
− ~
2
2m
d2Φ˜(x)
dx2
+ [V (x)− E] Φ˜(x) = 0 (6.34)
folgt mit
V (x) =
{
V 0 < x ≤ x1
0 x1 < x < X
(6.35)
und den Abku¨rzungen
2m
~2
(E − V ) = ω21 (6.36a)
2m
~2
E = ω2 (6.36b)
sowie ω1 aus (3.23d) und ω aus (3.23e) (jeweils fu¨r k = 0) schließlich Gl.
(6.33). Gl. (6.34) kann also als die in Real– und Imagina¨rteil aufgespalte-
ne zeitunabha¨ngige Schro¨dingergleichung eines Teilchens ohne Spin in einem
stu¨ckweise konstanten, periodischen Potential, mithin als das aus der Fest-
ko¨rperphysik wohlbekannte Kronig–Penney–Modell aufgefasst werden.
Spha¨rische Koordinaten
Um die einfachen, u¨ber das Kronig–Penney–Modell konstruierbaren Lo¨sun-
gen des linearen Problems nutzen zu ko¨nnen, ist es sinnvoll, im zweidimensio-
nalen Vektorraum der Elemente Φ(t) neben einer Darstellung in kartesischen
Koordinaten (φR, φI) auch sogenannte ”
spha¨rische“ Koordinaten (φ+, φ−)
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einzufu¨hren. Dieser U¨bergang von kartesischen zu spha¨rischen Koordina-
ten ist rein technischer Natur. Er wird sich jedoch bei der Bestimmung der
Rechts- und Linkseigenvektoren uc(t) bzw. vc(t) und insbesondere bei der
Berechnung der nichtlinearen Koeffizienten der Amplitudengleichungen als
sehr zweckma¨ßig erweisen.
Wir wollen zuerst den Begriff
”
spha¨rische“ Koordinaten (bzw.
”
spha¨rische“
Komponentendarstellung) etwas pra¨ziser definieren. Dazu betrachten wir noch-
mals die kartesische Darstellung der urspru¨nglich komplexen Feldgro¨ße (vgl.
Gl. (6.1))
Φ =
(
φR
φI
)
mit φR , φI ∈ R . (6.37)
Nach Gl. (6.37) ist Φ ein Vektor im reellen Vektorraum R2. Doch a¨hnlich wie
ein Drehoperator im R2 keine Eigenvektoren im reellen Vektorraum besitzt,
werden wir auch fu¨r den Operator L(0)(t) keine Rechts- und Linkseigenvekto-
ren aus R2 finden. Wir werden deshalb im folgenden R2 zu einem komplexen
Vektorraum C2 erweitern.
Dazu wechseln wir in die spha¨rische Koordinatendarstellung u¨ber, die durch
φ± =
1√
2
(φR ± iφI) (6.38)
gegeben ist3. Dabei bezeichnet φ+ = φ/
√
2 im wesentlichen die urspru¨ngliche
komplexwertige Koordinate der stereographischen Projektion.
Je nach Wahl der Basis im Raum C2 (kartesisch oder spha¨risch) haben auch
die Matrizen A, die einem Operator A zugeordnet sind, unterschiedliche Ge-
stalt. Dies ist aus der linearen Algebra wohlbekannt. Ein spa¨ter in Abschnitt
6.3.3 benutztes Beispiel soll diesen Sachverhalt noch einmal verdeutlichen.
Die Operatoren C und B seien in kartesischen Koordinaten ΦT = (φR, φI)
durch die Matrizen
C(kart) =
(
a− b 0
0 a
)
und B(kart) =
(
Γ 1
−1 Γ
)
(6.39)
definiert. Bei einer spha¨rischen Koordinatenwahl ΦT = (φ+, φ−) lauten die
3Die Umkehrung der Transformation (6.38) ist natu¨rlich durch
φR = 1√2 (φ+ + φ−) und φI = −i 1√2 (φ+ − φ−)
gegeben.
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entsprechenden Matrizen4
C(sp) =
(
a− b
2
− b
2
− b
2
a− b
2
)
und B(sp) = −i
(
1 + iΓ 0
0 −(1− iΓ)
)
.
(6.40)
Nach diesen technischen Bemerkungen kehren wir wieder zur Physik zu-
ru¨ck und diskutieren im weiteren Verlauf die Lo¨sungen des Kronig–Penney–
Modells.
Abbildung auf Kronig–Penney–Modell und dessen Lo¨sung
Durch den Wechsel auf spha¨rische Koordinaten ko¨nnen wir die Bewegungs-
gleichung (6.33) zusammen mit den zu fordernden Stetigkeitsbedingungen bei
t = t1 und t = T auf das Kronig–Penney–Modell fu¨r die quantenmechanische
Beschreibung der Bewegung eines Teilchens in einem Kastenpotential abbil-
den. Das Kastenpotential besteht dabei aus periodisch im Ort aneinander
gereihten Potentialschwellen endlicher Ho¨he (s. Abb. (6.2) oder [BBCK])
Um dieses Modell auf unser System anwenden zu ko¨nnen, muss im Wesent-
lichen nur die Ortsvariable des Kronig–Penney–Modells mit der bei uns vor-
liegenden Zeitvariablen identifiziert werden. In der Quantenmechanik a¨ndern
Potentialschwellen endlicher Ho¨he an den Sprungstellen nicht die Stetigkeit
der Wellenfunktion und ihrer Ableitung. Demgegenu¨ber haben wir aber in Gl.
(6.31) einen Sprung in der Ableitung der Funktion Φ˜(t) an den Intervallgren-
zen t = t1 und t = T . Diese resultieren aus der stetigen Differenzierbarkeit
der Lo¨sung uc(t), die sich dann auf entsprechende Anschlussbedingungen fu¨r
die Gro¨sse Φ˜(t) u¨bertra¨gt. Zuna¨chst mo¨chten wir das Kronig–Penney–Modell
auf diese Weise modifizieren und dessen Lo¨sung bestimmen.
Wir betrachten im Folgenden eine der spha¨rischen Komponenten des Vektors
Φ˜(t), z.B. φ˜+(t). Um die Notation u¨bersichtlich zu halten werden wir darauf
verzichten, den Index explizit anzugeben und die verku¨rzte Schreibweise φ˜(t)
4Allgemein ist der Zusammenhang zwischen spha¨rischen und kartesischen Komponen-
ten einer Abbildung A
A(sp) =
(
A−− A−+
A+− A++
)
und Akart =
(
A11 A12
A21 A22
)
durch
A−− = 12 (A11 +A22 − i(A12 −A21)) A−+ = 12 (A11 −A22 − i(A12 +A21))
A++ = 12 (A11 +A22 + i(A12 −A21)) A+− = 12 (A11 −A22 + i(A12 +A21))
gegeben.
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fu¨r φ˜+(t) verwenden. Durch direkte Integration von Gl. (6.33) erhalten wir
fu¨r die Komponente φ˜(t)
φ˜(t) =
{
A1 e
iω1t +B1 e
−iω1t fu¨r 0 < t < t1
A2 e
iω(t−t1) +B2 e−iω(t−t1) fu¨r t1 < t < T ,
(6.41)
wobei die Integrationskonstanten Ai und Bi aus den Stetigkeits– und Sprung-
bedingungen an den Intervallgrenzen zu bestimmen sind.
Da wir fordern, dass die volle Funktion Φ(t) auch bei t = t1 und bei t = T
stetig ist, folgt daraus auch die Stetigkeit fu¨r die abgespaltene Funktion Φ˜(t)
(s. Gl. (6.31)). Allerdings gilt dann, wie bereits erwa¨hnt, fu¨r die zeitliche Ab-
leitung der letztgenannten Gro¨ße aus Gl. (6.32), dass an den Anschlussstellen
Spru¨nge auftreten, deren Ho¨he von der Amplitude des stu¨ckweise konstant
treibenden Feldes abha¨ngt.
Alle Anschlussbedingungen lassen sich fu¨r die Komponente φ˜(t) des Vektors
Φ˜(t) unter Ausnutzung von Gl. (6.41) demnach wie folgt zusammenfassen:
φ˜(t1 − 0) = φ˜(t1 + 0) (6.42a)
˙˜
φ(t1 − 0) = ˙˜φ(t1 + 0)− ihφ˜(t1) (6.42b)
φ˜(T − 0) = φ˜(T + 0) (6.42c)
˙˜
φ(T − 0) = ˙˜φ(T + 0) + ihφ˜(T ) (6.42d)
mit h > 0.
In die Anschlussbedingungen (6.42c) und (6.42d) geht die Lo¨sung φ˜(t) fu¨r
t > T ein. Da wir ein zeitlich periodisches Problem betrachten, und wir an
der Berechnung der zeitlichen Eigenmoden interessiert sind, folgt direkt aus
der Floquet–Eigenschaft, dass φ(t+T ) = eiωcTφ(t) gilt. Wegen der Bifurkati-
onsbedingung an der Hopf–Schwelle (vergl. Gl. (3.11a)) u¨bertra¨gt sich diese
Eigenschaft auf φ˜(t), d.h.
φ˜(t+ T ) = Λ(A1e
iω1t +B1e
−iω1t) , (6.43)
wobei Λ = e+iωcT den Floquet–Multiplikator bezeichnet.
Damit erhalten wir aus (6.42a), (6.42b), (6.42c) und (6.42d) ein Gleichungs-
system fu¨r die noch unbekannten Amplituden Ai und Bi:
A1e
iω1t1 +B1e
−iω1t1 = A2 +B2 (6.44a)
i(ω1 + h)A1e
iω1t1 − i(ω1 − h)B1eiω1t1 = iω(A2 −B2) (6.44b)
A2e
iω(T−t1) +B2e−iω(T−t1) = Λ(A1 +B1) (6.44c)
i(ω − h)A2eiω(T−t1) − i(ω + h)B2e−iω(T−t1) = iω1Λ(A1 −B1) (6.44d)
79
Nullsetzen der Determinante dieses homogenen Gleichungssystem (6.44a) —
(6.44d) ergibt gerade die Eigenwertgleichung fu¨r Λ. Wir erhalten somit auch
auf diese Weise die Gleichung fu¨r die Funktion q(T, qc) aus Gl. (3.23c),
cosωcT = q(T, qc)
= cos(ω1t1) cos(ω(T − t1))− ω
2
1 + ω
2 + h2
2ω1ω
sin(ω1t1) sin(ω(T − t1))
(6.45)
mit ω1 aus Gl. (3.23d) und ω aus (3.23e) (jeweils fu¨r k = 0).
Somit haben wir die Eigenlo¨sungen Φ(t) (s. Gl. (6.31)) bestimmt, indem wir
die hier gewa¨hlten spha¨rischen Komponenten aus Gl. (6.38) auf Lo¨sungen
des Kronig–Penney–Modells abgebildet haben. Gl. (6.41) gibt den expliziten
Ausdruck vor, wobei die Amplituden durch das Gleichungssystem (6.44a) —
(6.44d) bestimmt werden.
Im folgenden Unterabschnitt wird daher die Frage zu lo¨sen sein, in wel-
cher Form wir diese Erkenntnisse fu¨r die Bestimmung der no¨tigen kriti-
schen Rechts– und Linkseigenvektoren uc(t) und vc(t) des linearen Operators
L(0)(t) u¨bernehmen ko¨nnen.
6.3.2 Berechnung der Eigenvektoren
Wir werden jetzt eine Relation zwischen den Eigenlo¨sungen Φ(t) des Kronig–
Penney–Modells und den u¨ber die Gl. (6.5) definierten Eigenvektoren uc(t)
herstellen. Fu¨r die folgenden U¨berlegungen verwenden wir dabei die Abu¨r-
zungen
u(+)(t) := uc(t) und u
(−)(t) := u∗c(t) (6.46)
Die Eigenlo¨sung des linearen Systems Φ˙(t) = L(0)(t)Φ(t) (und das konjugiert
komplexe dieser Lo¨sung) la¨sst sich, vermo¨ge des oben diskutierten Floquet–
Ansatzes in der Form
Φ(±)(t) = e∓iωctu(±)(t) (6.47)
ausdru¨cken. Analog zu den Abspaltungen Φ˜
(±)
(t) der Eigenlo¨sungen aus Gl.
(6.31) definieren wir hier Vektoren u˜(±)(t) durch
u(±)(t) = e∓iωct
e−Γ(α−
b
2
−h)t u˜(±)(t) fu¨r 0 < t < t1
e−Γ((α−
b
2
−h)t1+(α− b2 )(t−t1)) u˜(±)(t) fu¨r t1 < t < T
(6.48)
so dass durch Vergleich von Gl. (6.48) und Gl. (6.47) mit (6.31) die zentrale
Beziehung
Φ˜
(±)
(t) = u˜(±)(t) (6.49)
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ersichtlich wird.
Aus der Darstellung (6.41) folgt dann mit (6.49) unmittelbar fu¨r die spha¨ri-
sche +-Komponente des Eigenvektors u˜(±)(t)
u˜
(+)
+ (t) =
{
A
(+)
1 e
iω1t +B
(+)
1 e
−iω1t fu¨r 0 ≤ t ≤ t1
A
(+)
2 e
iω(t−t1) +B(+)2 e
−iω(t−t1) fu¨r t1 ≤ t ≤ T
(6.50a)
u˜
(−)
+ (t) =
{
A
(−)
1 e
iω1t +B
(−)
1 e
−iω1t fu¨r 0 ≤ t ≤ t1
A
(−)
2 e
iω(t−t1) +B(−)2 e
−iω(t−t1) fu¨r t1 ≤ t ≤ T
(6.50b)
Der Index (±) an den Integrationskonstanten Ai und Bi tra¨gt dabei dem Um-
stand Rechnung, dass wir Gl. (6.41) sowohl fu¨r den Eigenvektor u(+)(t) =
uc(t) als auch fu¨r das konjugiert komplexe u
(−)(t) = u∗c(t) ausgewertet
haben. Dementsprechend ist in Gl. (6.41) entweder Λ = Λ+ = exp(iωcT )
bzw. Λ = Λ− = exp(−iωcT ) zu setzen. Durch Lo¨sen des Gleichungssystems
(6.44a)–(6.44d) erhalten wir nach geeigneter Normierung
A
(±)
1 =
b
2
(1 + iΓ)
ω1(s1c2 + s2c1 + ihs1s2)− i(ω21s1s2 + Λ±)
2ω1
√
2(q2 −
√
1− q2)√1− q2 (6.51a)
B
(±)
1 =
b
2
(1 + iΓ)
ω1(s1c2 + s2c1 + ihs1s2) + i(ω
2
1s1s2 + Λ±)
2ω1
√
2(q2 −
√
1− q2)√1− q2 (6.51b)
A
(±)
2 =
b
2
(1 + iΓ)
ω[s1(ω
2
1s1s2 + Λ±) + s2c
2
1] + i[c2 − (ihs1 + c1)Λ±]
2ω
√
2(q2 −
√
1− q2)
√
1− q2
(6.51c)
B
(±)
2 =
b
2
(1 + iΓ)
ω[s1(ω
2
1s1s2 + Λ±) + s2c
2
1]− i[c2 − (ihs1 + c1)Λ±]
2ω2
√
2(q2 −
√
1− q2)√1− q2 (6.51d)
mit den Abku¨rzungen
s1 =
sin(ω1t1)
ω1
s2 =
sin(ω(T − t1))
ω
(6.52a)
c1 = cos(ω1t1) c2 = cos(ω(T − t1)) (6.52b)
sowie
q2 = (α− b2 − h) s1 c2 + (α− b2) s2 c1 (6.52c)
q = c1 c2 − 1
2
(ω21 + ω
2 + h) s1 s2 . (6.52d)
ω1 wird aus (3.23d) (fu¨r k = 0) und ω aus (3.23e) (fu¨r k = 0) bestimmt.
Der Ausdruck Λ± = exp(±iωcT ) beschreibt den Floquet–Mulitiplikator und
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q die Funktion q(T, qc) aus (6.45), die wir aber bereits in Kapitel 3 fu¨r die
Berechnung der Spur des Zeitentwicklungsoperators bestimmt hatten.
Wegen der Normierungsbedingung der Eigenvektoren (s. Anhang E) mu¨ssen
wir keine weiteren Komponenten angeben, da gilt:
v
(+)∗
− (t) = −u(−)+ (t) (6.53a)
v
(−)∗
− (t) = u
(+)
+ (t) (6.53b)
Damit ist es gelungen, die Ausdru¨cke fu¨r die explizit zeitabha¨ngigen Eigen-
vektoren uc(t) und vc(t) im Falle des stu¨ckweise konstant treibenden Feldes
anzugeben.
6.3.3 Bestimmung von r
Um die gewa¨hlte Darstellung zur Berechnung des kubischen Koeffizienten
aus Gl. (6.18d) zu verwenden, mu¨ssen wir uns noch u¨berlegen, wie dieser
Ausdruck in spha¨rischen Komponenten aussieht. Da es sich bei Gl. (6.18d) um
ein Skalarprodukt handelt, ist sein Wert invariant gegenu¨ber der gewa¨hlten
Basisdarstellung.
Bestimmung der kubischen Nichtlinearita¨t ∆(t)
Wegen der Invarianz von Skalarprodukten bezu¨glich der Basisdarstellung
werden wir die Sortierung der kubischen Nichtlinearita¨t zuerst in kartesi-
schen Komponenten betrachten. Nach Bildung des Skalarproduktes kehren
wir dann zu den spha¨rischen Komponenten zuru¨ck, da wir in diesen die ex-
plizit zeitabha¨ngigen Eigenvektoren bestimmt haben. Zur Sortierung der ku-
bischen Nichtlinearita¨t betrachten wir die Bewegungsgleichung (6.1) in kar-
tesischen Komponenten, die fu¨r die komplexe Gro¨ße φ = φR + iφI
φ˙ = . . . (i− Γ){2b (φ2R + iφRφI)φR − 2a (φ2R + φ2I) (φR + iφI)} (6.54)
wobei wir uns auf die Angabe der fu¨hrenden nichtlinearen Terme, d.h. der
Terme dritter Ordnung beschra¨nkt haben. Nach Zerlegung der rechten Seite
von Gl. (6.54) in Real- und Imagina¨rteil folgt fu¨r den reellen Vektor Φ =
(φR, φI)
T aus Gl. (6.54)
N3[Φ(t)] =
(
2Γ(a− b)φ2R + 2Γaφ2I 2(a− b)φ2R + 2aφ2I
−2(a− b)φ2R − 2aφ2I 2Γ(a− b)φ2R + 2Γaφ2I
)(
φR
φI
)
= 2
[
(φR, φI)
(
a− b 0
0 a
)(
φR
φI
)](
Γ 1
−1 Γ
)(
φR
φI
)
, (6.55)
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wobei wir fu¨r die Bezeichnung der kubischen Nichtlinearita¨t die in Gl. (6.9)
eingefu¨hrte Notation verwendet haben. Gl. (6.55) la¨sst sich auch abku¨rzen
zu
N3[Φ(t)] = 2
(
Φ(t)
∣∣ C(kart)Φ(t))B(kart)Φ(t) (6.56)
mit den Matrizen C und B in dieser gewa¨hlten kartesischen Basis aus Gl.
(6.39).
Betrachten wir den Ansatz aus Gl. (6.10), d.h.
Φ(t) = ε
(
A eiωct uc(t) + A
∗ e−iωct u∗c(t)
)
(6.57)
und setzen diesen in Gl. (6.56) ein, so erhalten wir
N3[Φ(t)] = 2|A|2Aeiωct
{
2
(
uc(t)
∣∣ C(kart)uc(t))B(kart) uc(t)
+
(
u∗c(t)
∣∣ C(kart)uc(t))B(kart) u∗c(t)}
+ . . . . (6.58)
Dabei bezeichnet . . . all diejenigen Terme, die nach Multiplikation mit dem
Linkseigenvektor v(t) bei Anwendung der Sa¨kularbedingung aus Gl. (6.15)
keinen Beitrag zum nichtlinearen Koeffizienten liefern. Da wir letztendlich in
der Bestimmungsgleichung fu¨r den Koeffizienten r aus Gl. (6.18d) Skalarpro-
dukte auswerten werden, ist es zweckma¨ßig, bereits bei den eben vorgenom-
menen U¨berlegungen die Eigenvektoren uc(t) und u
∗
c(t) durch die Symbole
aus Gl. (6.46) abzuku¨rzen. Unter Verwendung der Notation aus Gl. (6.46)
erhalten wir aus (6.58)
∆(t) = 4
(
u(+)(t)
∣∣∣ Cu(+)(t))Bu(+)(t) + 2(u(−)(t) ∣∣∣ Cu(+)(t))Bu(−)(t)
(6.59)
mit den Operatoren B und C, wie wir sie bereits in Abschnitt 6.3.1 bei der
Einfu¨hrung der spha¨rischen Koordinaten kennengelernt haben.
Berechnung des nichtlinearen Koeffizienten r
Fu¨r die Berechnung von r aus Gl. (6.18d) mu¨ssen wir ∆(t) aus Gl. (6.59)
mit dem Linkseigenvektor multiplizieren. Nutzen wir Relationen fu¨r die Ei-
genvektoren aus (6.53a) bis (6.53b) aus, so ko¨nnen wir die Skalarprodukte
aus (6.60) durch Produkte des Eigenvektors u˜(±) ausdru¨cken und erhalten
r =
4
T
∫ T
0
dt e−2Γξ(t)
{(
u˜(+)(t)
∣∣∣ C u˜(+)(t))(v˜(+)(t) ∣∣∣ B u˜(+)(t))
+
1
2
(
u˜(−)(t)
∣∣∣ C u˜(+)(t))(v˜(+)(t) ∣∣∣ B u˜(−)(t))} (6.60)
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mit dem durch das treibende Feld bestimmten zeitabha¨ngigen Exponenten
ξ(t) =
{
(α− b
2
− h)t fu¨r 0 ≤ t ≤ t1
(α− b
2
− h)t1 + (α− b2)(t− t1) fu¨r t1 ≤ t ≤ T
(6.61)
und den Operatoren B und C, die in spha¨rischen Koordinaten die Form aus
Gl. (6.40) annehmen.
(
u˜(+)
∣∣∣ C u˜(+)) = (a− b2) (u˜(+) ∣∣∣ u˜(+))− b2 (u˜∗+ u˜− + u˜+ u˜∗−)
=
(
a− b
2
) (|u˜+|2 + |u˜−|2)− b2 (u˜∗+ u˜− + u˜+ u˜∗−) (6.62a)(
u˜(−)
∣∣∣ C u˜(+)) = (a− b2) (u˜(−) ∣∣∣ u˜(+))− b2 (u˜2+ + u˜2−)
= 2
(
a− b
2
)
u˜− u˜+ − b2
(
u˜2+ + u˜
2
−
)
(6.62b)(
v˜(+)
∣∣∣ B u˜(+)) = Γ− i(u˜(+) ∣∣∣ u˜(+))
= Γ− i (|u˜+|2 + |u˜−|2) (6.62c)(
v˜(+)
∣∣∣ B u˜(−)) = −i(u˜(+) ∣∣∣ u˜(−))
= −2 i u˜∗− u˜∗− . (6.62d)
Dabei haben wir bei den Komponenten u˜± auf die Angabe des oberen Index
(+) verzichtet um die Notation einigermassen u¨bersichtlich zu halten. Mit
diesen Matrixelementen und dem Ausdruck fu¨r die Eigenvektoren (siehe Gl.
(6.50a) und (6.50b)) la¨sst sich das Zeitintegral (6.60) direkt auswerten. Wir
verzichten hier aber auf die explizite Angabe des recht langen Ausdrucks, da
wir uns im na¨chsten Abschnitt mit dem Grenzfall des δ–fo¨rmigen treibenden
Feldes bescha¨ftigen wollen. In diesem Grenzfall wird der Ausdruck fu¨r den
kubischen Koeffizienten deutlich kompakter.
6.3.4 U¨bergang zum δ–gekickten Fall
Wir berechnen den Koeffizienten r fu¨r das δ–gekickte System, indem wir im
Ergebnis von (6.60) in den darin auftretenden Gro¨ßen den U¨bergang zum
δ–gekickten System vollziehen. So gehen die Vektorkomponenten u˜
(+)
+ und
u˜
(−)
+ aus den Bestimmungsgleichungen (6.50a) und (6.50b) mit Gl. (6.51a) —
(6.51d) in die entsprechenden Ausdru¨cke fu¨r das δ–gekickte System analog
zur Vorgehensweise aus Kapitel 5 u¨ber5.
5Nach Anhang E haben wir beim U¨bergang zum δ–gekickten System auch die Vektor-
komponenten u˜(−)− und u˜
(+)
− beru¨cksichtigt.
84
Dazu lassen wir t1 → 0 und die zugeho¨rige Amplitude des treibenden Feldes
h → ∞ gehen unter der Bedingung, dass ht1 → κ mit κ > 0 gilt. Dabei ist
κ die Kicksta¨rke des δ-Kicks. Das Zeitintervall t2 = T − t1 wird auf die volle
Periode T ausgedehnt. Dadurch ergeben sich einige Vereinfachungen in den
Termen aus Gl. (6.51a) — (6.51d).
Im Einzelnen sehen wir, dass analog zur Vorgehensweise aus Kapitel 5 die
Funktionen c1 und c2 aus Gl. (6.52b) in c1 = cosκ und c2 = cosωT u¨bergehen.
Die Funktion ω1 s1 aus Gl. (6.52a) wird mit Gl. (3.23e) (fu¨r k = 0) zu sinκ,
wa¨hrend die Funktion s1 verschwindet und s2 = sinωT/ω wird. Die Funktion
q aus Gl. (6.52d) vereinfacht sich analog zum Abschnitt 5.1.2 zu Gl. (5.2a),
die im Falle der Hopf Bifurkation zu
q = cosωT cosκ− α−
b
2
ω
sinωT sinκ (6.63)
wird. Die zusa¨tzlich auftretende Funktion q2 aus Gl. (6.52c) wird dann zu
q2 =
α− b
2
ω
sinωT cosκ+ cosωT sinκ . (6.64)
Fu¨r den Floquet–Multiplikator Λ erhalten wir
Λ± = q ± i
√
1− q2 := e±iωcT (6.65)
mit q(T, qc) aus Gl. (6.63). Mit all diesen Umformungen berechnen wir die
Amplituden A
(±)
i und B
(±)
i aus Gln. (6.51a) — (6.51d) und erhalten
A
(±)
1 = M¯ sinωT
(
e−iκ − i sinκ) (6.66a)
A
(±)
2 = iM¯
(
e−iωT − Λ±e−iκ
)
(6.66b)
B
(±)
1 = M¯ sinωT cosκ (6.66c)
B
(±)
2 = −iM¯
(
eiωT − Λ±e−iκ
)
(6.66d)
mit
M¯ =
b
2
(1 + iΓ)
2ω
√
2(q2 −
√
1− q2)√1− q2 (6.66e)
und q2 aus Gl. (6.64) sowie q aus Gl. (6.63). Dann folgen aus Gln. (6.66a) —
(6.66b) fu¨r die Eigenvektorkomponenten u˜
(+)
+ (t) aus Gl. (6.50a) und u˜
(−)
+ (t)
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aus Gl. (6.50b)
u˜
(+)
+ (t) = M¯

2 sinωTe−iκ fu¨r t = 0−
eiωt(ie−iωT − ie−iκΛ+)+
e−iωt(−ieiωT + ie−iκΛ+) fu¨r 0 < t ≤ T
(6.67a)
u˜
(−)
+ (t) = M¯

2 sinωTe−iκ fu¨r t = 0−
eiωt(ie−iωT − ie−iκΛ−)+
e−iωt(−ieiωT + ie−iκΛ−) fu¨r 0 < t ≤ T .
(6.67b)
Mit diesen Gleichungen (6.66a) — (6.66e) haben wir die explizite Form fu¨r
die beno¨tigten Eigenvektoren bestimmt. Setzen wir diese in Gln. (6.62a) —
(6.62d) und (6.60) so verbleibt, das Zeitintegral zu berechnen. Wegen des
Grenzfalls t1 → 0, d.h. dem U¨bergang zum δ–Kick, gestaltet sich das relativ
einfach. Es verbleiben einzig die Anteile die mit den Amplituden A± :=
A
(±)
2 und B
± := B(±)2 verknu¨pft sind. Aufsammeln aller Fourierkomponenten
ergibt fu¨r den Koeffizienten r
r = 4
{
s(0)K0+s(2ω)K2+s(−2ω)K−2+s(4ω)K4+s(−4ω)K−4
}
(6.68a)
mit
K0 =Γ
(
a− b
2
) [∣∣A+∣∣2 + ∣∣A−∣∣2 + ∣∣B+∣∣2 + ∣∣B−∣∣2]
×
[
1− i
[∣∣A+∣∣2 + ∣∣A−∣∣2 + ∣∣B+∣∣2 + ∣∣B−∣∣2]]
− Γ b
2
[
1− i
[∣∣A+∣∣2 + ∣∣A−∣∣2 + ∣∣B+∣∣2 + ∣∣B−∣∣2]]
× [A+B− + A−B+ + A+∗B−∗ + A−∗B+∗]
− 2 i (a− b
2
) [∣∣A+∣∣2 + ∣∣B+∣∣2] [∣∣A−∣∣2 + ∣∣B−∣∣2]
+ i b
4
[
2
[
A+B+ + A−
∗
B−
∗] [
A−A+
∗
+B+
∗
B−
]
+ A+
∗
B−
[
A+
2
+B−
∗2
]
+ A−B+
∗
[
B+
2
+ A−
∗2
]]
(6.68b)
und den Fourierintegralen, die aus der Integration von (6.60) nach anschlie-
ßendem U¨bergang zum δ–gekickten System u¨brig bleiben:
s(kω) =
1
T
∫ T
0
dt e−2Γξ(t) eikωt
=
1
T
1
ikω − 2Γ(α− b
2
)
[
eikωT − e2Γ(α− b2 )T
] (6.68c)
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Die Produkte K2 bis K−4 sind in Anhang F angegeben6.
Wir haben auf diese Weise mit den Gl. (6.68a) mit (6.68b), (F.3a) — (F.3d),
(6.68c) und den Amplituden aus (6.66a) — (6.66e) den nichtlinearen Koeffi-
zienten r komplett bestimmt. Dieser Ausdruck ist an sich sehr umfangreich
und einer weiteren allgemeinen Betrachtung nur schwer zuga¨nglich. Deswegen
werden wir im na¨chsten Unterabschnitt an den Entartungspunkt im Bifurka-
tionsdiagramm gehen und alle Koeffizienten der entstandenen Amplituden-
gleichung Gl. (6.17) bestimmen.
6.4 Koeffizienten am Entartungspunkt der
Hopf–Bifurkationslinie
Wie wir bereits in Abschnitt 5.4 gesehen haben, ergeben sich im δ–gekickten
System ohne Da¨mpfung Paare sich gegenseitig umschlingender Soft–mode–
bzw. Flip–Bifurkationslinien. Ein Paar sich umschlingener Soft–mode–Bifur-
kationslinien, deren Verlauf durch Gl. (5.6a) und (5.6b) gegeben sind, schnei-
den sich im Punkte κ = pi (s. Abb. 5.2).
Wie wir in Abschnitt 5.6 bzw. in Abschnitt 4.3 gesehen haben, verschwin-
det jeder Kreuzungspunkt bzw. Entartungspunkt schon bei kleiner, endlicher
Da¨mpfung. Erst dadurch wird die darunter liegende Hopf–Bifurkationslinie
als Instabilita¨tsschwelle physikalisch relevant. Weiterhin haben wir in Ab-
schnitt 5.4.1 die Kreuzungspunkte dieser Bifurkationslinien fu¨r verschwin-
dende Da¨mpfung bestimmt. Dadurch, dass diese Kreuzungspunkte alle auf
horizontalen Linien liegen und bei endlichen Da¨mpfungen alle diese Punkte
simultan aufbrechen, ist es gewa¨hrleistet, dass rechts von diesen Punkte kei-
ne weiteren Soft–mode– oder Flip–Bifurkationslinien auftreten. Damit stellt
dieser Punkt in der Tat einen Hopf–Bifurkationspunkt fu¨r die triviale Lo¨sung
dar.
Fu¨r diesen speziellen Wert fu¨r κ vereinfachen sich viele Ausdru¨cke. So nimmt
die Funktion q(T, qc) (s. Gl. (6.63)) aus (3.23a) fu¨r die Spur des Zeitentwick-
lungsoperators eine einfache Form an. q(T, qc) wird zu:
q = − cos ω¯ (6.69)
mit der Frequenz ω¯, die sich nach Anwendung der Hopf–Bedingung (5.3) aus
(5.2b) (fu¨r k = 0) zu
ω¯ = ωT =
√
pi2 − (Γ2 + 1)( bT
2
)2 (6.70)
6Die Beitra¨ge K2 bis K−4 werden im anschließenden Spezialfall keine Betra¨ge liefern.
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ergibt. Wir ko¨nnen weiterhin die Werte fu¨r alle Koeffizienten bestimmen und
erhalten, wie man sieht, einfachere Ausdru¨cke.
– Linearer Koeffizient η:
Aus Gl. (6.26a) und (6.26b) erhalten wir mit κ = pi fu¨r den Real- und
Imagina¨rteil von η
Reη =
Γ
T
δκ (6.71a)
Imη =
pi
ω¯T
δκ (6.71b)
mit ω¯ aus Gl. (6.70).
– Diffusiver Koeffizient D:
Aus Gl. (6.28a) und (6.28b) folgt unmittelbar mit κ = pi fu¨r den Real-
und Imagina¨rteil von D
ReD = −J Γ (6.72a)
ImD = J
pi
ω¯ T
(6.72b)
mit ω¯ aus (6.70).
– Nichtlinearer Koeffizient r:
Beru¨cksichtigen wir κ = pi in den Gleichungen zur Berechnung des
nichtlinearen Koeffizienten, insbesondere fu¨r die Amplituden aus Gl.
(6.66b) und (6.66d), sowie die Produkte dieser Amplituden aus An-
hang F, so fallen fu¨r κ = pi wegen A(+) = B(−) = 0 viele Produkte
der Amplituden weg. Die verbleibenden Amplituden aus (6.66a) und
(6.66c) werden zu
A− = B+ =
b T (Γ− i)
2
√
2 ω¯ (ω¯ + pi)
=: C . (6.73)
Wir erhalten eine einzige komplexe Amplitude C. Weiterhin sehen wir
(s. Anhang F), dass nur K0 (s. Gl. (6.68b)) u¨brig bleibt. Dieser Koeffi-
zient geht u¨ber in
K0 =2Γ
(
a− b
2
) |C|2 [1− 2 i |C|2]− Γ b
2
[
1− 2 i |C|2] [C2 + C∗2]
− 2 i (a− b
2
) |C|4 + i b
4
|C|2
[
C2 + C∗
2
]
. (6.74)
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Zusa¨tzlich wird der Anteil s(0) von (6.68a), der sich aus der Integration
entwickelt hat, jetzt zu
s(0) =
1
2Γpi
(
e2Γpi − 1) . (6.75)
Insgesamt erhalten wir fu¨r den nichtlinearen Koeffizienten r aus Gl.
(6.68a) mit (6.74) und (6.75)
r =4K0 s(0)
=
2
Γpi
(
e2Γpi − 1) [Γ (1− 2i |C|2) (2 (a− b
2
) |C|2 − b
2
(
C2 + C∗
2
))
−i |C|2
(
2
(
a− b
2
) |C|2 − b
4
(
C2 + C∗
2
))]
. (6.76)
Damit haben wir den nichtlinearen Koeffizienten r = r(b,Γ, a) be-
stimmt.
Wir haben somit alle Koeffizienten in der auftretenden Amplitudengleichung
(6.17) fu¨r den Spezialfall κ = pi bestimmt. Wir haben festgestellt, dass sich
in diesem Spezialfall die Koeffizienten wesentlich vereinfachen. Im na¨chsten
Unterabschnitt werden wir die Ausdru¨cke fu¨r die Koeffizienten fu¨r kleine
Da¨mpfungen entwickeln.
6.4.1 Entwicklung der Koeffizienten fu¨r kleine Da¨mp-
fungen
Wa¨hrend wir fu¨r den linearen Koeffizienten η aus Gln. (6.71a) und (6.71b)
sowie fu¨r den diffusiven Koeffizienten D aus Gln. (6.72a) und (6.72b) di-
rekt sehen, dass die Imagina¨rteile der Koeffizienten die jeweiligen Realteilee
u¨berwiegen, so ist dies beim nichtlinearen Koeffizienten nicht offensichtlich,
sondern erfordert eine genauere Betrachtung.
Bei der Entwicklung von Gl. (6.76) nach kleinen Da¨mpfungen mu¨ssen wir die
komplexe Amplitude C aus (6.73) durch
C = −i C(0) + ΓC(0) +O(Γ2) (6.77a)
mit
C(0) =
bT
2
√
2ω(0)T (ω(0)T + pi)
(6.77b)
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sowie ω(0) aus Gl. (5.4f) in Gl. (6.76) beru¨cksichtigen. Nach Durchfu¨hrung
der Entwicklung erhalten wir
Re r = 8Γ a
(
C(0)
)2
+O(Γ2) (6.78a)
Im r = −4 (C(0))2(2 a− b
2
)
− 16 Γ a (C(0))4 +O(Γ2) (6.78b)
mit C(0) aus (6.77b). Anhand dieser u¨bersichtlichen Form auch des nichtli-
nearen Koeffizienten aus Gln. (6.78a) und (6.78b) sehen wir, dass im Grenz-
fall kleiner Da¨mpfungen die Imagina¨rteile der Koeffizienten in der Amplitu-
dengleichung (6.17) die jeweiligen Realteile u¨berwiegen. Die Amplitudenglei-
chung geht im Limes Γ → 0 somit in eine nichtlineare Schro¨dingergleichung
u¨ber.
Im folgenden Kapitel werden wir eine weitere Einschra¨nkung vornehmen,
indem wir den Fall starker Resonanzen untersuchen.
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Kapitel 7
Die starke Resonanz
Lineare Systeme weisen Resonanzpha¨nomene auf, wenn die Periode des An-
triebs mit der Periode der internen Frequenzen u¨bereinstimmt. In Erga¨n-
zung hierzu ko¨nnen in nichtlinearen Systemen weitere Resonanzen auftreten,
wenn beide Frequenzen na¨herungsweise in einem rationalen Verha¨ltnis zuein-
ander stehen. Das Vorliegen solcher Resonanzen wird dabei wesentlich von
der Gro¨ßenordnung der Dissipation beeinflusst. Wa¨hrend in Hamiltonschen
Systemen (generischerweise) jedes rationale Frequenzverha¨ltnis zu Resonan-
zen Anlass gibt [LiLi], sind die meisten dieser Resonanzen in dissipativen
Systemen unterdru¨ckt.
Instabilita¨ten mit endlichen kritischen Wellenzahlen, bei denen das Frequenz-
verha¨ltnis zwischen Antrieb und Imagina¨rteil des kritischen Floquet–Eigen-
werts eine rationale Zahl ist, werden parametrische Resonanz genannt. Da-
gegen wird bei Instabilita¨ten mit verschwindender kritischer Wellenzahl von
starker Resonanz gesprochen.
Auf den hier vorliegenden Fall u¨bertragen stellt sich die Situation wie folgt
dar. Wenn der Imagina¨rteil des kritischen Floquet–Exponenten ωc die hal-
be Ω/2, drittel Ω/3 oder viertel Ω/4 Frequenz des treibenden Feldes ist, so
liegt starke Resonanz vor, da die kritische Wellenzahl verschwindet. Resonan-
zen ho¨herer Ordnung sind nicht relevant, da sie sich nicht in der niedrigsten
nichttrivialen Ordnung der Amplitudengleichungen niederschlagen und die
entsprechenden Terme ho¨herer Ordnung (zumindest im Fall ra¨umlich homo-
gener Amplituden) durch eine Koordinatentransformation eliminiert werden
ko¨nnen. Die Resonanzbedingungen lassen sich sehr einfach mit Hilfe des zuge-
ho¨rigen Floquet–Multiplikators, Λ = exp(iωcT ) formulieren: Λ
2 = 1, Λ3 = 1,
bzw. Λ4 = 1. Dementsprechend spricht man auch von starken Resonanzen
der Ordnung zwei, drei, bzw. vier. Die starke Resonanz zersto¨rt das typische
Hopf–Verhalten.
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Der Imagina¨rteil des kritischen Floquet–Exponenten ωc, bzw. der kritische
Floquet–Multiplikator Λc, verknu¨pft die in dem System vorkommenden Pa-
rameter α, b und κ fu¨r das δ–gekickte System miteinander. So stellt Gl.
(3.23a) mit (3.23b) und (5.2a) fu¨r k = 0 die Summe der kritischen Floquet–
Multiplikatoren dar. Da durch A¨nderung der auftretenden Parameter der
kritische Floquet–Exponent ωc in beliebige Verha¨ltnisse zu der Frequenz des
a¨ußeren treibenden Feldes Ω gebracht werden kann, ko¨nnen wir durch ge-
eignete Variation der Parameter die Bedingungen fu¨r die starke Resonanz
erfu¨llen.
Oberhalb der Instabilita¨tsschwelle wird das Verhalten vermo¨ge einer nicht
eichinvarianten Amplitudengleichung beschrieben. Die Untersuchung von ei-
nigen nicht phaseninvarianten Gleichungen ist in niedrig dimensionalen phy-
sikalischen Systeme fu¨r parametrische Resonanzen der Ordnung zwei mit
endlichen kritischen Wellenzahlen qc durchgefu¨hrt (s. z.B. [ArKr], [CoEm],
[CLHL], [CoPl], [Miln] und [FrGi]). Wir werden uns im Folgenden starken
Resonanzen zuwenden.
7.1 Quartische Hopf–Instabilita¨t
Die Bedingung, dass der Imagina¨rteil des Floquet–Exponenten ωc bzw. der
kritische Floquet–Multiplikator Λc mit der Frequenz des treibenden Feldes
zusammen ha¨ngt, la¨sst sich fu¨r unser System, welches wir durch die kom-
ponentenweise Zerlegung der komplexen Gro¨ße φ aus der stereographischen
Projektion auf ein zweidimensionales System u¨berfu¨hrt haben, anschaulich
deuten. Wir befinden uns auf der Hopf–Bifurkationslinie, die wir mit Hilfe
von Gl. (3.11a) und (3.11b) ganz allgemein bestimmt haben. Von Interesse ist
Gl. (3.11b), da die Spur des Zeitentwicklungsoperators zur Zeit T ja gerade
die Summe der Floquet–Multiplikatoren darstellt:
SpU(T, qc) = Λ + Λ
∗ = eiωcT + e−iωcT = 2 cosωcT (7.1)
Wir ko¨nnen anhand von (7.1) feststellen, wo die beiden Floquet–Multiplikato-
ren den Einheitskreis, der die Stabilita¨tsgrenze bildet, schneiden und erhalten
folgende starke Resonanzen:
• Starke Resonanz der Ordnung zwei, d.h. ωc = Ω2
Dann folgt fu¨r die Floquet–Mulitiplikatoren aus Gl. (7.1)
Λ + Λ∗ = −2 (7.2)
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d.h. beide Floquet–Multiplikatoren sind reell und es gilt Λ = Λ∗ = −1.
Dann liegt in diesem Punkt eine Bifurkation ho¨herer Kodimension vor.
Um das Verhalten oberhalb dieser Schwelle zu beschreiben, beno¨ti-
gen wir im Ansatz nicht eine, sondern zwei Amplitudengleichungen.
In der Sto¨rungsreihenentwicklung wird sich dann ein System zweier
gekoppelter, nicht phaseninvarianter Amplitudengleichungen herausbil-
den [CrHo], [DoFa].
• Starke Resonanz der Ordnung drei, d.h. ωc = Ω3
Hier wird Gl. (7.1) zu
Λ + Λ∗ = −1 (7.3)
Die kritischen Floquet–Multiplikatoren liegen auf dem Einheitskreis un-
ter den Winkeln 2
3
pi bzw. −2
3
pi. Der streng formale Amplitudenglei-
chungsformalismus fu¨hrt dabei, wie in [Jual] erwa¨hnt, zu keinem be-
friedigendem Resultat, da die Sa¨kularbedingung auf allen Skalen nicht
erfu¨llt werden kann. Eine Alternative zur Behandlung des Problems ist
das Averaging–Verfahren fu¨r das reskalierte System [NaMo].
• Starke Resonanz der Ordnung vier, d.h. ωc = Ω4
Hierbei wird Gl. (7.1) zu
Λ + Λ∗ = 0 (7.4)
d.h. beide Floquet–Mulitiplikatoren sind rein imagina¨r und liegen auf
dem Einheitskreis bei i und −i. Wir ko¨nnen hierfu¨r eine Amplituden-
gleichung mittels des bereits vorgestellten Formalismus aus [Jual] be-
stimmen. Wir werden uns im Folgenden auf die Analyse dieser quarti-
schen Resonanz konzentrieren.
7.1.1 Bifurkationsbedingung
Wir haben bereits in Abschnitt 5.2 die Hopf–Bifurkation vorgestellt und un-
tersucht. Um die starke Resonanz der Ordnung vier zu garantieren, bedarf
es der Bedingung aus Gl. (7.1) mit Gl. (7.4). Wir kennen bereits die Form
von SpU(T, k) aus Gl. (3.23a), inklusive der darin enthaltenen Funktion, die
fu¨r die Hopf–Bifurkation die Gestalt p(T, qc) = 1 und q(T, qc) aus Gl. (5.2a)
bzw. (6.63) annehmen. Dann erhalten wir aus der Forderung fu¨r die star-
ke Resonanz aus Gl. (7.4) folgende zusa¨tzliche Bedingungsgleichung an die
beteiligten Parameter:
0 = q(T, qc) = cosωT cosκ−
α− b
2
ω
sinωT sinκ (7.5)
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Hierbei ist zu beru¨cksichtigen, dass der Parameter κ durch die Erfu¨llung der
Hopf–Bedingung aus Gl. (5.3) durch die Parameter α, b und T bestimmt
wird. Die Abku¨rzung ω stellt die bereits bekannte und oft benutzte Funktion
ω aus (5.2b) (fu¨r k = 0) dar. Wir werden die neu hinzukommende Bedin-
gungsgleichung (7.5) fu¨r den Fall κ = pi in Abschnitt 7.2 auswerten und dabei
feststellen, dass Gl. (7.5) in eine Bedingungsgleichung an den Parameter b,
d.h. an die Anisotropie, mu¨ndet.
Wir werden uns aber zuerst der jetzt ergebenden Amplitudengleichung zu-
wenden.
7.1.2 Amplitudengleichung
Der Formalismus zur Herleitung von Amplitudengleichungen ist etabliert,
und wir orientieren uns an der Vorgehensweise aus dem vorangegangenen
Kapitel. In der Sto¨rungsentwicklung stellen wir fest, dass wir bei Anwendung
der Sa¨kularbedingung zusa¨tzlich zum nicht resonanten Fall aus Kap. 6 die
Terme mit Frequenzen ±3ωc beru¨cksichtigen mu¨ssen.
Sie resultieren aus den Termen A∗
3
der kubischen Nichtlinearita¨t. Diese be-
sitzen den Faktor exp(−i3ωcT ), der wegen der starken Resonanzbedingung
−3ωc+Ω = ωc die gleiche Periodizita¨t wie die Grundmode exp(iωct) aufweist,
da die Bedingung −3ωc + Ω = ωc erfu¨llt ist.
Dadurch erhalten wir einen zusa¨tzlichen Beitrag in der Amplitudengleichung,
der bereits in [Jual] angegeben wird. Aus der formalen Herleitung erhalten
wir die Amplitudengleichung(
∂
∂τ2
− v ∂
∂ξ2
)
A = ηA+D
∂2A
∂ξ21
+ r|A|2A+ sA∗3 . (7.6)
Die bereits bekannten Koeffizienten berechnen sich nach den bereits angege-
benen Beziehungen aus Gl. (6.18a) fu¨r v, Gl. (6.18c) fu¨r D, Gl. (6.18d) fu¨r r
und Gl. (6.18b) fu¨r η, wobei im konkreten Falle hierbei die zusa¨tzliche Bedin-
gung an die Parameter b aus der Resonanzbedingung (7.4) zu beru¨cksichtigen
ist.
Der neu hinzugekommene, nichtlineare Koeffizient s bestimmt sich zu
s =
1
T
∫ T
0
(
vc(t)
∣∣ δ(t)) dt (7.7)
Hierbei setzt sich der Vektor δ(t) im Falle der kubischen Nichtlinearita¨ten
gerade aus denjenigen Komponenten zusammen, die mit A∗
3
koppeln.
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Die Amplitudengleichung (7.6) ist nicht phaseninvariant. Leider sind allge-
meine Aussagen u¨ber das Lo¨sungsverhalten in der einschla¨gigen Literatur
nicht vorhanden. Wir werden aber alle auftretenden Koeffizienten fu¨r das
δ–gekickte System berechnen und sie im Grenzfall kleiner Da¨mpfung be-
trachten. Wir wenden uns jetzt erst der Berechnung des neu hinzugekommen
Koeffizienten zu.
7.1.3 Berechnung des nichtlineare Koeffizienten s
Wir gehen bei der Berechnung des Koeffizienten s analog zur Berechnung
des nichtlinearen Koeffizienten r aus Abschnitt 6.3 vor. Den aufwa¨ndigen
Teil der Rechnung, d.h. die Bestimmung der explizit zeitabha¨ngigen, kriti-
schen Eigenvektoren uc(t) bzw. vc(t) haben wir bereits im Zusammenhang
mit der Bestimmung der nicht resonanten Amplitudengleichung im Kapitel
6 durchgefu¨hrt (s. Abschnitt 6.3.2 mit Gln. (6.48), mit (6.50a) — (6.52d)).
Wir ko¨nnen deshalb direkt von dem stufenfo¨rmig treibenden Feld ausgehen,
das Integral aus Gl. (7.7) berechnen und dann den Grenzu¨bergang zum δ–
gekickten System durchfu¨hren.
Zuerst wenden wir uns der Bestimmung des Skalarprodukts (vc(t)|δ(t)) aus
Gl. (7.7) zu. Wir gehen analog zur Vorgehensweise bei der Bestimmung von
(vc(t)|∆(t)) aus Abschnitt 6.3.3 vor.
Zur Bestimmung der Nichtlinearita¨t von δ(t) aus der Bewegungsgleichung
(6.1) mit dem Ansatz (6.10) mu¨ssen wir uns jetzt in dritter Ordnung in ε auf
die Terme mit A∗
3
konzentrieren, da sich der Term exp(−3iωct) vermo¨ge der
Resonanzbedingung in exp(−3iωct) = exp(−iΩt) exp(iωct) aufspalten la¨sst.
Dadurch erhalten wir einen weiteren resonanten Beitrag, der nach Ausnutzen
der Sa¨kularbedingung auf den zusa¨tzlichen Beitrag in der Amplitudenglei-
chung (7.6) fu¨hrt.
Das Aufsammeln der in Frage kommenden Terme erfolgt analog zu dem Ver-
fahren aus Abschnitt 6.3.3. Dazu bedienen wir uns wiederum der Darstellung
in spha¨rischen Koordinaten. Wir erhalten dann fu¨r (vc(t)|δ(t)):(
v(+)(t)
∣∣∣ δ(t)) = 2(u(+)(t) ∣∣∣ C u(−)(t))(v(+)(t) ∣∣∣ Bu(−)(t)) e−iΩt (7.8)
mit den Operatoren B und C, wie sie bereits in (6.60) bei der Berechnung
des Koeffizienten r eingefu¨hrt wurden.
Damit ergibt sich fu¨r den Koeffizienten s
s =
2
T
∫ T
0
dt e−2Γξ(t)−iΩt
(
u˜(+)(t)
∣∣ C u˜(−)(t))(v˜(+)(t) ∣∣ B u˜(−)(t)) (7.9)
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mit ξ(t) aus (6.61). Beim Auswerten von Gl. (7.9) benutzen wir wieder die
Matrixdarstellung Gl. (6.40) fu¨r die Operatoren B und C sowie die Eigenvek-
toren u˜(t) aus Gl. (6.48) in spha¨rischen Komponenten. Wir erhalten unter
Ausnutzung der Normierungs– und Orthogonalita¨tsrelationen (s. Anhang E)
aus (7.9)
s = −4i
T
∫ T
0
dt e−2Γξ(t)−iΩt
[
2 (a− b
2
) u˜∗
2
+ (t) u˜
∗2
− (t)
− b
2
u˜∗+(t) u˜
∗
−(t)
(
u˜∗
2
+ (t) + u˜
∗2
− (t)
)]
.
(7.10)
U¨bergang zum δ–Kick
Wir fu¨hren fu¨r den Ausdruck (7.10) hier wie in Abschnitt 6.3.5 den Grenz-
u¨bergang zum δ–gekickten Fall durch. Dabei gehen wir genauso vor, wie es
bereits in Abschnitt 6.3.5 beschrieben wird. Beachten wir die dort durch-
gefu¨hrten Grenzu¨berga¨nge, insbesondere die Form (6.67a) und (6.67b) der
Eigenvektorkomponenten und die Tatsache, dass die Zeitintegrale einfache
Fourierintegrale werden, so erhalten wir
s = −4 i
T
{
I(0)L0+I(2ω)L2+I(−2ω)L−2+I(4ω)L4+I(−4ω)L−4
}
(7.11)
wobei
I(kω) =
∫ T
0
dt e−2Γξ(t)−iΩt eikωt
∣∣∣∣
t1→0,κ6=0
=
1
i(kωT − 2pi)− 2Γκ
[
eikωT − e2Γκ] (7.12)
ist. Die Koeffizienten L0 bis L−4 haben wir in Anhang G angegeben
Wir halten fest, dass im Falle der starken Resonanz die Anzahl der variierba-
ren Parameter beschra¨nkt wird. Wegen der Hopf–Bifurkationsbedingung aus
Gl. (5.3) und der Bedingungsgleichung (7.5) an die starke Resonanz bleiben
nur drei Parameter u¨brig (hier: T , Γ und κ). Alle anderen Parameter sind
festgelegt. Wir wenden uns jetzt einer weiteren Vereinfachung der Koeffizi-
enten zu, indem wir den Entartungspunkt κ = pi betrachten.
7.2 Koeffizienten am Entartungspunkt der
Hopf–Bifurkationslinie
Wie wir bereits in der Diskussion der Koeffizienten im nicht resonanten Fall
in Abschnitt 6.5 gesehen haben, ergeben sich fu¨r κ = pi einfachere Ausdru¨cke.
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Wir betrachten nun diesen wichtigen Punkt. Im Falle verschwindender Da¨mp-
fung wird der Punkt vom Kreuzungspunkt zweier sich umschlingender Soft–
mode–Bifurkationslinien gebildet, der aber bei endlicher Da¨mpfung aufbricht.
Im Falle der starken Resonanz erhalten wir wesentlich einfachere Ausdru¨cke
fu¨r alle Koeffizienten der Amplitudengleichung aus Gl. (7.6). Dabei spielt
die bereits erwa¨hnte zusa¨tzliche Bedinungsgleichung an den Parameter des
Anisotropiefeldes eine wichtige Rolle. Fordern wir κ = pi in der Bedingungs-
gleichung (7.5), so erhalten wir mit der Definition des bekannten ω aus Gl.
(5.2b) (fu¨r k = 0) aus Gl. (7.5)
b =
pi
T
√
3
1 + Γ2
. (7.13)
Setzen wir κ = pi in (6.69) ein, so sehen wir mit der Bedingungsgleichung
(7.4), dass wir ωT = pi/2 setzen mu¨ssen. Mit diesen Kenntnissen u¨ber ωT
und b wenden wir uns nun den einzelnen Koeffizienten zu.
– Linearer Koeffizient η:
Aus dem Realteil von η aus Gl. (6.71a) und dem Imagina¨rteil von η aus
Gl. (6.71b) folgt mit (7.13) und ωT = pi/2
Re η =
Γ
T
δκ und Im η =
2
T
δκ . (7.14)
– Diffusiver Koeffizient D:
Wir erhalten fu¨r den Realteil von D aus Gl. (6.72a) und fu¨r den Ima-
gina¨rteil von D aus Gl. (6.72b) mit (7.13) und ωT = pi/2
ReD = −Γ J und ImD = 2 J
T
. (7.15)
– Nichtlinearer Koeffizient r:
Wir betrachten r aus (6.76) mit der Amplitude C aus (6.73), wenden
(7.13) und ωT = pi/2 darauf an und erhalten:
Re r = 2
pi
(
e2Γpi − 1) [2(a− pi
2T
√
3
1+Γ2
)
|C|2 − pi
2T
√
3
1+Γ2
(
C2 + C∗
2
)]
(7.16a)
mit
Im r = 2
Γpi
(
e2Γpi − 1) [ pi
T
(
Γ + 1
4
) √
3
1+Γ2
|C|2
(
C2 + C∗
2
)
−2 (2Γ + 1)
(
a− pi
2T
√
3
1+Γ2
)
|C|4
]
(7.16b)
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sowie
C =
Γ− i√
2(Γ2 + 1)
. (7.16c)
– Der zusa¨tzliche nichtlineare Koeffizient s:
Im Fall κ = pi gilt fu¨r die komplexen Amplituden A+ = B− = 0, so dass
sich die Koeffizienten Li (s. Anhang G) in Gl. (7.11) vereinfachen. Die
verbliebenen Amplituden lassen sich, wie wir es bereits gesehen haben,
durch die komplexe Amplitude C aus (6.73) beschreiben.
Wir erhalten am Entartungspunkt aus (7.11)
s = −4i
T
C∗
4 [
(a− b
2
)I(0)− b
2
(I(2ω) + I(−2ω))] (7.17)
mit I(kω) aus Gl. (7.12) und κ = pi. Setzen wir daraufhin in Gl. (7.17)
die fu¨r den Entartungsfall gu¨ltige einfache Form der Amplitude C aus
Gl. (7.16c) ein, so erhalten wir mit ωT = pi/2 und (7.13) den kompletten
Ausdruck
s =− i
T
(
3
2
)4
(Γ + i)4
(Γ2 + 1)2
[(
a− pi
2T
√
3
1+Γ2
) 1
2pi(Γ + i)
(
e2Γpi − 1)
−2pi
T
√
3
Γ2 + 1
(
e2Γpi + 1
) i+ Γ
(i+ 2Γ)(3i+ 2Γ)
]
(7.18)
Ein interessanter Punkt zur weiteren Untersuchung ist der Grenzfall kleiner
Da¨mpfung fu¨r die nichtlinearen Koeffizienten r und s. Dies werden wir im
na¨chsten Unterabschnitt untersuchen.
7.2.1 Entwicklungen nach kleinen Da¨mpfungen
Wir werden jetzt die nichtlinearen Koeffizienten r aus Gl. (7.16a) und (7.16b)
sowie s aus (7.18) im Limes kleiner Da¨mpfungen untersuchen. Dazu ist es
notwendig, alle auftretenden Gro¨ßen in r und s nach kleinen Da¨mpfungen
Γ zu entwickeln. Dabei ist zu beru¨cksichtigen, dass aus Gl. (7.16c) C =
−i/√2 + Γ/√2 +O(Γ2) folgt.
Wir erhalten fu¨r den nichtlinearen Koeffizienten im Limes kleiner Da¨mpfun-
gen fu¨r den Realteil Re r aus (7.16a)
Re r = 4Γ a+O(Γ2) (7.19a)
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und fu¨r den Imagina¨rteil Im r aus (7.16b)
Im r =
√
3pi
2T
− 2a+ Γ
(√
3pi2
2T
− 2a(2 + pi)
)
+O(Γ2) (7.19b)
Wir sehen, dass in fu¨hrender Ordnung O(Γ0) der Koeffizient r rein imagina¨r
ist (s. Gl. (7.19b)). Erst in der ersten Ordnung in Γ tritt ein nichtverschwin-
dender Realteil aus Gl. (7.19a) hinzu.
Wir fu¨hren nun die gleiche Entwicklung an der Gleichung (7.18) fu¨r den kom-
pletten Ausdruck von s durch und erhalten im Limes kleiner Da¨mpfungen:
Re s =
27
√
3pi
4T 2
+ Γ
[(
3
2
)4
1
T
(√
3pi
2T
− a
)
+
(
3
2
)2
3
√
3pi2
T 2
]
+O(Γ2)
(7.20a)
Im s = −Γ
(
3
2
)2
7
√
3pi
T 2
+O(Γ2) (7.20b)
Wir sehen hier nun im Gegensatz zur Entwicklung des Koeffizienten r, dass
in fu¨hrender Ordnung O(Γ0) der Koeffizient s rein reell ist (s. Gl. (7.20a)).
Erst in der ersten Ordnung in Γ tritt ein nichtverschwindender Imagina¨rteil
aus Gl. (7.20b) hinzu.
Im Grenzfall verschwindender Da¨mpfung, Γ = 0, liefern die Gln. (7.14),
(7.16b) mit (7.16a) und (7.15) rein imagina¨re Werte fu¨r η, r und D sowie
einen reellen Wert fu¨r den Koeffizienten s, der durch die starke Resonanzbe-
dingung induziert wurde. Damit nimmt die sich ergebende Amplitudenglei-
chung in der Ordnung O(Γ0) die Form
∂A
∂τ
= i Im ηA+ i Im rA|A|2 + Re s (A∗)3 + i ImD∂
2A
∂ξ21
(7.21)
an.
Man kann sich sehr leicht davon u¨berzeugen, dass es sich bei Gl. (7.21) in
diesem Grenzfall um ein Hamiltonsches System handelt. So ergibt sich fu¨r den
ra¨umlich homogenen Beitrag in Gl. (7.21), d.h. unter Nichtberu¨cksichtigung
des diffusiven bzw. dispersiven Beitrags, ein zweidimensionales Hamiltonsches
Gleichungsystem mit zugeho¨riger Hamiltonfunktion
H(p, q) =
Im η
2
(
p2 + q2
)
+
Im r
4
(
p2 + q2
)2
+ Re s
(
p q3 − q p3) (7.22)
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wenn wir uns der Variablenabku¨rzung A = p+ iq bedienen. In diesem Sinne
kann Gl. (7.21) im Grenzfall Γ = 0 als eine modifizierte nichtlineare Schro¨-
dingergleichung aufgefasst werden, in der die Eichinvarianz gebrochen ist.
Im Falle endlicher Da¨mpfung wird diese dann durch die jeweiligen endlichen
Real– bzw. Imagina¨rteile der Koeffizienten, hier also physikalisch begru¨ndet,
durch dissipative Beitra¨ge erga¨nzt.
U¨ber Lo¨sungseigenschaften einer solchen Gleichung ist allerdings in der Li-
teratur sehr wenig bekannt. Das stellt somit sicherlich einen weiterfu¨hrenden
Aspekt dar, der aber hier nicht weiterverfolgt wird.
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Kapitel 8
Zusammenfassung
In dieser Arbeit haben wir anhand eines durch eine festko¨rperphysikalische
Fragestellung motivierten Modellsystems die parametrischen Instabilita¨ten
untersucht, die in extern getriebenen, periodisch zeitabha¨ngigen Systemen
auftreten. Besonderes Augenmerk haben wir dabei auf die effektive Dyna-
mik jenseits der Instabilita¨t gelegt, die im Rahmen einer schwach nichtli-
nearen Analyse in die Ableitung einer Bewegungsgleichung fu¨r die langsa-
men, relevanten Freiheitsgrade, d.h. in einer Amplitudengleichung mu¨ndet.
Insbesondere wurde der Einfluss starker Resonanzen auf die sich ergebende
Amplitudengleichung analysiert.
Ausgangspunkt der U¨berlegungen bildete ein magnetisches System, dessen
Magnetisierungsdynamik durch die Landau–Lifschitz–Gleichung beschrieben
wird. Im dabei auftretenden effektiven Feld wurden eine biaxiale Anisotro-
pie, eine kurzreichweitige Austauschwechselwirkung, ein statisches sowie ein
dazu paralleles, zeitlich vera¨nderliches, Magnetfeld beru¨cksichtigt. Durch die
biaxiale Anisotropie, die modellma¨ßig den Einfluss der Dipolarwechselwir-
kung beschreiben kann, ist die Rotationssymmetrie gebrochen. In der hier
gewa¨hlten Form stellt das Modell eine Minimalbeschreibung dar. Das gewa¨hl-
te Modell weist strukturelle A¨hnlichkeiten zu Reaktions–Diffusionssystemen
auf, so dass die hier durchgefu¨hrte Analyse nicht einzig auf die Klasse der
magnetischen Systeme beschra¨nkt ist.
In einem ersten Schritt wurde anhand eines stufenfo¨rmigen, periodisch trei-
benden Feldes das Stabilita¨tsverhalten der homogenen Magnetisierung mit
Hilfe des zugeho¨rigen, vollkommen analytisch behandelbaren, explizit zeitab-
ha¨ngigen Eigenwertproblems formuliert. Anschließend wurde die Wahl des
treibenden Feldes dahingehend optimiert, um einen gro¨ßtmo¨glichen Exis-
tenzbereich einer Hopf–Instabilita¨t zu gewa¨hrleisten. Erst durch diese U¨ber-
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legungen wird es ermo¨glicht, den Einfluss starker Resonanzen auf das Insta-
bilita¨tsverhalten zu diskutieren. Die erwa¨hnte Anforderung schließt symme-
trisch treibende Felder aus, und fu¨hrt als optimale Wahl auf ein treibendes
Feld, das aus in der Zeit periodisch wiederkehrenden δ–Kicks besteht.
Mit dieser Wahl des treibenden Feldes wurde das Stabilita¨tsverhalten der ho-
mogenen Magnetisierung vollsta¨ndig analytisch diskutiert und in Form eines
Bifurkationsdiagramms (s. z.B. Abb. 5.6) dargestellt. Dabei wurde explizit
der Einfluss der Da¨mpfung auf die Ausbildung der Instabilita¨tslinien sowie
die Existenz mehrerer Soft–mode–Bifurkationslinien nachgewiesen. Weiterhin
konnten in dem komplexen Diagramm durch spezielle Wahl der treibenden
Feldsta¨rke Bereiche einer Hopf–Instabilita¨t identifiziert werden.
Das Verhalten jenseits der Instabilita¨ten wurde mit Hilfe einer schwach nicht-
linearen Analyse untersucht, aus der man eine Amplitudengleichung erha¨lt.
Wir haben uns dabei auf den Fall der Hopf–Instabilita¨t konzentriert. Die
Koeffizienten der Amplitudengleichung, die die Physik des Systems jenseits
der Instabilita¨t beschreiben, wurden vollsta¨ndig analytisch bestimmt, ins-
besondere deren Abha¨ngigkeit von den Parametern des Modellsystems. Im
Grenzfall kleiner Da¨mpfungen erhalten wir aus der Amplitudengleichung eine
nichtlineare Schro¨dingergleichung.
Durch eine zusa¨tzliche Bedingung an das Verha¨ltnis der Frequenz des trei-
benden Feldes zur Frequenz der linear instabilen Mode ko¨nnen wir in dem
Modell das Auftreten starker Resonanzen garantieren. Diese fu¨hren zu einer
fundamentalen Modifikation des dynamischen Verhaltens jenseits der Schwel-
le, was sich in nicht eichinvarianten Termen in der zugeho¨rigen Amplitu-
dengleichung niederschla¨gt. Wir haben in dieser Arbeit die starke Resonanz
vierter Ordnung genauer untersucht und dabei alle Terme der auftretenden
Amplitudengleichung bestimmt. Im Grenzfall verschwindener Da¨mpfung geht
die nicht eichinvariante Amplitudengleichung in eine modifizierte nichtlineare
Schro¨dingergleichung u¨ber, deren Untersuchung eine lohnenswerte Aufgabe
zuku¨nftiger Arbeiten darstellt.
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Anhang A
Stereographische Projektion
Eine stereographische Projektion ordnet jedem Punkt der Einheitskugel einen
Punkt in einer (komplexen) Zahlenebene zu, die die Kugel in ihrem A¨quator
schneidet. Die Projektionsvorschrift verbindet den zu projizierenden Punkt
mit dem Su¨dpol der Einheitskugel durch eine (unendliche) Gerade. Der Schnitt-
punkt dieser Gerade mit der (komplexen) Zahlenebene stellt den Bildpunkt
dar (siehe Abb. (A.1)).
Abbildung A.1: Stereographische Projektion
Bezeichnet (x, y, z) den Punkt auf der Einheitskugel und φ ∈ C den Bild-
punkt, so la¨sst sich die Zuordnung mathematisch vermo¨ge
φ =
x+ i y
1 + z
(A.1)
darstellen. Die Ru¨cktransformation lautet
x =
φ+ φ¯
1 + |φ|2 y = −i
φ− φ¯
1 + |φ|2 z =
1− |φ|2
1 + |φ|2 . (A.2)
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Anhang B
Pauli–Spinmatrizen
Die Eigenschaften der Pauli–Spinmatrizen im Einzelnen lauten:
Spσ
i
= 0 (B.1a)
σ
i
σ
j
=
∑
k
²ijk σk (B.1b)
σ2
i
= 1 (B.1c)
Gl. (B.1a) beschreibt die Spurlosigkeit der Matrizen, wa¨hrend Gl. (B.1b) fu¨r
das Verschwinden des Antikommutators zweier Spinmatrizen verantwortlich
ist. Gl. (B.1c) liefert die Tatsache, dass das Quadrat einer Spinmatrix die
Einheitsmatrix liefert. Entwicklung der Exponentialfunktion aus Gl. (3.21a)
in eine Taylor–Reihe ergibt:
emσ t =
∞∑
ν=0
1
ν!
(mσ t)ν
=
∞∑
µ=0
1
(2µ)!
(mσ t)2µ +
∞∑
µ=0
1
(2µ+ 1)!
(mσ )2µ mσ
= cosh ct 1 +
sinh ct
c
mσ
(B.2)
mit
c =
√
m21 +m
2
2 +m
2
3 . (B.3)
Berechnung von c:
Aus Gl. (3.17a) und Gl. (3.18) folgt
m1 σ1 +m2 σ2 +m3 σ3 = L− 12 (SpL) 1 . (B.4)
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Quadrieren und Spurbildung von Gl. (B.4) ergibt unter Beru¨cksichtigung von
Gl. (B.1a) — (B.1c):
c2 = 1
2
Sp
{(
L− 1
2
(SpL) 1
)2}
= 1
2
Sp(L2)− 1
4
(SpL)2 (B.5)
Es la¨sst sich leicht zeigen, dass
Sp(L2) = (SpL)2 − 2 detL (B.6)
gilt. Dies ko¨nnen wir in Gl. (B.5) einsetzen und erhalten
c =
√
1
4
(SpL)2 − detL . (B.7)
Wir ko¨nnen diese Entwicklung auf die Berechnung der Spur des Zeitentwick-
lungsoperators U(T, k) anwenden. Durch Einsetzen von Gl. (3.20) und Gl.
(3.21a) in Gl. (3.15) mit entsprechenden Indizes erhalten wir:
U(T, k) = exp
{
1
2
(SpL
2
) 1 (T − t1)
}
exp
{
1
2
(SpL
1
) 1 t1
}
×
[
cosh c2(T − t1) + sinh c2(T − t1)
c2
m2 σ
] [
cosh c1t1 +
sinh c1t1
c1
m1 σ
]
(B.8)
Ausmulitplizieren und Bildung der Spur von Gl. (B.8) unter Beru¨cksichtigung
von Gl. (B.1a) — (B.1c) liefert letztendlich Gl. (3.22a).
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Anhang C
Entwicklung um den
Beru¨hrpunkt
Entwicklung der Terme von (5.36) in Hyperbel–Na¨herung
cosκ = cos(k pi +∆κ) = 1− (∆κ)
2
2
+ . . . (C.1a)
sinκ = sin(k pi +∆κ) = ∆κ+ . . . (C.1b)
1
2
(1
p
+ p) = 1 +
Γ2
2
(
(αl − b2)T − k pi
)2
+ . . . (C.1c)
cosωT |
P
(±)
kl
= 1− 1
2
(
T
∂ω0
∂α
∣∣∣∣
αl
∆α
)2
+ . . . (C.1d)
mit ∆κ = ∆κ
(±)
kl und ∆α = ∆α
(±)
kl nach Gln. (5.35b) und (5.35a) liefert nach
einigen Umformungen letztendlich Gl. (5.37).
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Anhang D
Entwicklung des linearen
Operators
Fu¨r den linearen Koeffizienten η nach Gl. (6.18b) beno¨tigen wir den linearen
Operator L(2)(t). Wir werden sehen, dass wir das Skalarprodukt gebildet
mit L(2) in Gl. (6.18b) in ein Skalarprodukt fu¨r die Ableitung des linearen
Operators L(0) nach einem Parameter κ an der Schwelle κc mit dem Abstand
zur Schwelle ε2δκ = κ− κc u¨berfu¨hren ko¨nnen
Differentiation der Eigenwertgleichung (6.5) nach dem Parameter κ liefert 1
fu¨r einen Floquet-Exponenten:
L′ u+ Lu′ = µ′ u+ µu′ + u˙′ (D.1)
Multiplikation der Eigenwertgleichung (D.1) mit v∗ ergibt(
v
∣∣ L′ u)+ (v ∣∣ Lu′) = µ′ (v ∣∣ u)+ µ (v ∣∣ u′)+ (v ∣∣ u˙′) (D.2)
Aus Gl. (6.6) nach Multiplikation mit u′ folgt(
v˙
∣∣ u′) = −(v ∣∣ Lu′)+ µ (v ∣∣ u′) . (D.3)
Einsetzen von Gl. (D.3) in Gl. (D.2) ergibt(
v
∣∣ L′ u) = µ′ (v ∣∣ u)+ d
dt
(
v
∣∣ u′) . (D.4)
Anschließende Integration u¨ber t fu¨hrt unter Beru¨cksichtigung der T -Periodi-
zita¨t der Eigenvektoren v∗ und u′ auf∫ T
0
(
v
∣∣ L′ u) dt = µ′ ∫ T
0
(
v
∣∣ u) dt . (D.5)
1Die Differentiation nach κ wird wie folgt abgeku¨rzt: ddκ =
′
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An der Instabilita¨tsschwelle gilt κ = κc und so ko¨nnen wir den Parameter
knapp oberhalb der Schwelle entwickeln: κ = κc + ε
2 δκ + . . .. Wir ko¨nnen
den linearen Operator L daraufhin in eine Taylor–Reihe nach κ entwickeln
und erhalten
L(κ) = L(κc) + ε2 L′(κc) δκ+ . . . (D.6)
Vergleich mit L = L(0) + ε2 L(2) + . . . liefert fu¨r den linearen Koeffizienten
aus Gl. (6.18b) mit Gl. (D.5)
η =
1
T
∫ T
0
(
v
∣∣ L′(κc)u ) dt δκ = dµ
dκ
∣∣∣∣
κ=κc
δκ . (D.7)
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Anhang E
Orthogonalita¨t und
Normierung der Eigenvektoren
u
(ν)
c (t) und v
(ν)
c (t)
Aus der Relation
Λ− = Λ∗+ (E.1)
der Floquet–Multiplikatoren bei einer Hopf–Bifurkation folgt die zentrale Re-
lation zwischen den Eigenvektoren u(+)(t) und u(−)(t)
u(−)c (t) = u
(+)∗
c (t) (E.2)
oder in spha¨rischen Komponenten geschrieben:
u
(−)
− (t) = u
(+)∗
+ (t) (E.3a)
u
(−)
+ (t) = u
(+)∗
− (t) (E.3b)
Weiterhin benutzen wir in dieser Arbeit die Orthogonalita¨tsrelation1(
v(ν)c (t)
∣∣∣ u(ν′)c (t)) = δνν′ (E.5)
1Die Orthogonalita¨tsrelation gilt fu¨r alle Zeiten t, denn aus den Bewegungsgleichungen
(vgl. Gln. (6.5) und (6.6)) erhalten wir fu¨r die Rechts- und Linkseigenvektoren u(ν)c bzw.
v
(ν)
c
L(0)(t)u(ν)c = u˙
(ν)
c + µν u
(ν)
c
L(0)(t)v(ν)c = −v˙(ν)c + µ∗ν v(ν)c
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bzw. ausgeschrieben in spha¨rischen Komponenten
v
(ν)∗
+ (t) u
(ν)
+ (t) + v
(ν)∗
− (t)u
(ν)
− (t) = 1, ν = ± (E.6a)
v
(+)∗
+ (t)u
(−)
+ (t) + v
(+)∗
− (t)u
(−)
− (t) = v
(−)∗
+ (t) u
(+)
+ (t) + v
(−)∗
− (t) u
(+)
− (t) = 0
(E.6b)
Diese Relationen (E.3a) und (E.3b) lassen immer noch einen Faktor C offen.
Es ist zweckma¨ßig, diesen Faktor C durch folgende Normierungsbedingung
festzulegen: ∣∣∣u(ν)+ (t)∣∣∣2 − ∣∣∣u(ν)− (t)∣∣∣2 = ν (E.7)
Aus Gl. (E.7) erhalten wir fu¨r ν = 1 zusammen mit Gl. (E.5) die folgenden
zentralen Relationen:
v
(+)
+ (t) = u
(+)
+ (t) v
(−)
+ (t) = −u(+)
∗
− (t) (E.8a)
v
(+)
− (t) = −u(+)− (t) v(−)− (t) = u(+)
∗
+ (t) (E.8b)
und folglich
v
(−)
+ (t) = v
(+)∗
− (t) (E.9a)
v
(−)
− (t) = v
(+)∗
+ (t) (E.9b)
mit µ± = ±iωc. Dieses Gleichungssystem la¨sst sich mit Hilfe des Zeitentwicklungsoperators
U(t) formal integrieren und wir erhalten
u(ν)c (t) = exp{−µνt}U(t)u(ν)c (0)
v(ν)c (t) = exp{µ∗νt} (U−1)†(t)v(ν)c (0)
woraus dann direkt folgt
(v(ν)c (t)|u(ν
′)
c (t)) = exp{−(µ′ν − µν)t}(v(ν)c (0)|U−1(t)U(t)︸ ︷︷ ︸
=1
u(ν
′)
c (0))
= exp{−(µ′ν − µν)t}(v(ν)c (0)|u(ν
′)
c (0))
(E.4)
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Anhang F
Die Produkte K2 bis K−4
Die Produkte K2, . . . K−4 geben wir mit der allgemeinen Form der Eigenvek-
torenkomponenten aus Gl. (6.67a) und Gl. (6.67b) an. Die allgemeine Form
der Eigenvektorenkomponenten, die durch den U¨bergang zum δ–gekickten
System einen Beitrag liefern, lauten:
u˜
(+)
+ (t) = A
+eiωT +B+e−iωT (F.1)
u˜
(−)
+ (t) = A
−eiωT +B−e−iωT (F.2)
wobei wir von der vereinfachten Notation A± := A±2 (siehe Gl. (6.66b)) und
B± := B±2 (siehe Gl. (6.66d)) Gebrauch machen.
Somit erhalten wir aus Gl. (6.60) mit (6.62a) – (6.62d) mit Gl. (F.1) und Gl.
(F.2) folgende Produkte:
K2 =− Γ b2
[
1− i
[∣∣A+∣∣2 + ∣∣A−∣∣2 + ∣∣B+∣∣2 + ∣∣B−∣∣2]] [A+A− +B+∗B−∗]
+ i b
4
[
2
[
A+B+ + A−
∗
B−
∗]
A−B+
∗
+
[
A−A+
∗
+B+
∗
B−
] [
A+
2
+B−
∗2
]]
(F.3a)
K−2 =− Γ b2
[
1− i
[∣∣A+∣∣2 + ∣∣A−∣∣2 + ∣∣B+∣∣2 + ∣∣B−∣∣2]] [A+∗A−∗ +B+B−]
+ i b
4
[
2
[
A+B+ + A−
∗
B−
∗]
A+
∗
B−
+
[
A−A+
∗
+B+
∗
B−
] [
A−
∗2
+B+
2
]]
(F.3b)
K4 = i
b
4
A−B+
∗
[
A+
2
+B−
∗2
]
(F.3c)
K−4 = i b4 A
+∗B−
[
A−
∗2
+B+
2
]
(F.3d)
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Anhang G
Die Produkte L0 bis L−4
Aus Gl. (7.10) erhalten wir mit der Darstellung der Komponenten des Eigen-
vektors aus (6.50a) und (6.50b) nach Sortierung der Fouriermoden eikωt:
L0 =(a− b2)
[
A+
∗2
B−
∗2
+ 4A+
∗
A−
∗
B+
∗
B−
∗
+ A−
∗2
B+
∗2
]
− b
2
[
A+
∗
A−
∗
(
B+
∗2
+B−
∗2
)
+B+
∗
B−
∗
(
A+
∗2
+ A−
∗2
)
+2
(
A+
∗
B+
∗
+ A−
∗
B−
∗) (
A+
∗
B−
∗
+ A−
∗
B+
∗)]
(G.1a)
L2 =2(a− b2)
[
A+
∗
B+
∗
B−
∗2
+ A−
∗
B+
∗2
B−
∗
]
− b
2
[
2B+
∗
B−
∗ (
A+
∗
B+
∗
+ A−
∗
B−
∗)
(
A+
∗
B−
∗
+ A−
∗
B+
∗) (
B+
∗2
+B−
∗2
)]
(G.1b)
L−2 =2(a− b2)
[
A+
∗2
A−
∗
B−
∗
+ A+
∗
A−
∗2
B+
∗
]
− b
2
[
2A+
∗
A−
∗ (
A+
∗
B+
∗
+ A−
∗
B−
∗)
(
A+
∗
B−
∗
+ A−
∗
B+
∗) (
A+
∗2
+ A−
∗2
)]
(G.1c)
L4 =(a− b2)B+
∗2
B−
∗2 − b
2
B+
∗
B−
∗
(
A+
∗2
+ A−
∗2
)
(G.1d)
L−4 =(a− b2)A+
∗2
A−
∗2 − b
2
A+
∗
A−
∗
(
B+
∗2
+B−
∗2
)
(G.1e)
Die Amplituden A±
∗
:= A
(±)∗
2 sind in Gl. (6.66b) und die Amplituden B
±∗ :=
B
(±)∗
2 sind in Gl. (6.66d) gegeben.
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