The 
Introduction
For solving the linear system Ax = b, (1.1) many preconditioners have been proposed [1] [2] [3] and [7] [8] [9] [10] [11] . In 2001 Evans et al. [1] proposed the preconditioner and consider the convergence of the upper Jacobi and upper Gauss-Seidel type iterative methods for preconditioned linear systems.
Convergence of the upper Jacobi and upper Gauss-Seidel iterative methods
Consider the usual splitting of A, namely,
where D is a diagonal matrix and L and U are strictly lower and upper triangular matrices, respectively. Throughout this paper we assume that A is a nonsingular M-matrix. So, without loss of generality, we replace (2.1) by
Applying P(α) on (1.1) we obtain the equivalent linear system
A(α)x =b(α) withÃ (α) = (I + S(α))A andb(α) = (I + S(α))b, (2.3)
where, if needed, we will writẽ
whereD(α) is diagonal andL(α) andŨ (α) strictly lower and strictly upper triangular matrices. By the equalities above, we havẽ
with S(α)U = 0. The elementsã i j (α) ofÃ(α) are given by the expression:
Requesting thatã 1n (α) = (1−α)a 1n ≤ 0, if α ≤ 1, the nonpositivity of all the off-diagonal elements will be preserved and so will the Z -matrix character ofÃ(α),ã 11 = 1 − αa 1n a n1 > 0.
For α ∈ [0, 1], define the matrices 6) where U α is the strictly upper triangular components of S(α)L. By the fact that S(α)U = 0 and the preceding discussion, the three matrices on the right side of (2.4) are given bỹ
The diagonal elements ofD(α) are positive while those ofL(α) andŨ (α) are non-negative.
Definition 2.1. Let B be any n × n matrix with zero diagonal entries. We call
the upper Jacobi and upper successive overrelaxation matrix, respectively. Especially, we call L 1 the upper Gauss-Seidel matrix.
For the needs of one of our main statements the following splitting will be considered:
Below we define the upper Jacobi type iterative matrices associated with the above splittings: 9) as well as the splittings that define the upper Gauss-Seidel type matrices: 
(Remark. Thus, the upper Jacobi matrix B and the upper Gauss-Seidel matrix L 1 are either both convergent, or both divergent.)
Proof. Similar to the proof of the Stein-Rosenberg theorem in [4] [5] [6] , the proof of this lemma is easy. (1) are irreducible and all the inequalities in (2.13)-(2.16) are strict.
Proof. (a) For (2.12): To prove (2.12) we need the expressions of the non-negative elements of the two Jacobi iteration matrices involved. Below we give the elements for all three matrices in (2.9):
For the non-negative Jacobi iteration matrix B there exists a non-negative vector y such that By = ρ(B)y. Equating the first row of the two vector and replacing the elements b 1 j of B in terms of the elements b 1 j (α) of B (α) using (2.17) and (2.18), we successively obtain 
Since the second term on the sum in (2.21) is non-negative,
Then, (2.12) follows from (2.22). For (2.13): For a Z -matrix A the statement "A is a nonsingular M-matrix" is equivalent to the statement "there exists a positive vector y(> 0) ∈ R n such that Ay > 0" (see Theorem 6.2.3. Condition I 27 of [6] ). But
Consequently,Ã(α), which is a Z -matrix, is a nonsingular M-matrix. So, the last two splittings in (2.8) are regular ones because
so they are convergent. For a Z -matrix, the statement "A is a nonsingular M-matrix" is equivalent to the statement "all the principal minors of A are positive" (see Theorem 6.2.2, condition (A 1 ) of [6] ). So, we have 0 ≤ a 1n a n1 < 1. Thus, 0 ≤ αa 1n a n1 < 1, 0 < 1 − αa 1n a n1 ≤ 1 and M −1 (α) ≥ M −1 (α), the left inequality in (2.13) is true. For (2.14): Consider the splittings (2.10) that define the iteration matrices in (2.11). The matrix M(α) = I − (U − S(α)) of the first splitting is upper triangular with units on the diagonal, elements of the first row and the last column (1 − α)a 1n , and remaining ones those of the strictly lower triangular part of A. So, all the off-diagonal elements of M(α) are nonpositive and therefore M(α) is a nonsingular M-matrix which implies that M −1 (α) ≥ 0. Also, (I + S(α))L ≥ 0, so the first splitting in (2.10) is a regular one. M (α) can be written as
, the second splitting in (2.10) is also a regular one. The last splitting is a regular one sinceÃ(α) is a nonsingular M-matrix and so is M (α) since the latter is derived from the former by setting some off-diagonal elements equal to zero and N (α) = L + L α ≥ 0. The inequalities in (2.14) are established because we notice that 
(b): For α ∈ [0, 1),Ã(α) is irreducible because it inherits the nonzero structure of the irreducible matrix A.
(i) of (b): For (2.13)-(2.16): By virtue of the irreducibility of the corresponding matrices involved, the theorem used previously also can be applied to prove the strict inequalities in (2.13)-(2.15). Similar to Theorem 2.2 of [7] , (2.16) is easily proved.
(ii) of (b): We consider the block partitions
Then the associated block upper Jacobi and upper Gauss-Seidel iteration matrices will be
and
For (2.13)-(2.16): By studying the structure of the matrices B 1 ,
, we can find out that the associated irreducibility properties hold for these matrices. So the theorems used previously also can be applied in each case to prove the strict inequalities (2.13)-(2.15). Similar to Theorem 2.2 of [7] , (2.16) is easily proved. 
Lemma 2.2 ([8]). Let
Observe that by virtue of Lemma 2.1, the nature of the vector y in (2.12) and (2.13), is ρ(B(α)) ≤ ρ(B). By (2.14), ρ(H (α)) ≤ ρ(H ). Therefore, the Jacobi and the Gauss-Seidel iterative methods associated with a preconditioned matrixÃ(α), are no worse than the corresponding ones of the unpreconditioned matrix A. SinceD −1Ã has the same Jacobi and Gauss-Seidel iteration matrices withÃ, its elements, denoted by the same symbols as those ofÃ, arẽ
Consider β which is defined by β = 0 ifα = 1, and
Apply toD −1Ã the preconditioner P(β). The upper Jacobi and the upper Gauss-Seidel iterative methods associated with the new preconditioned matrixÃ
will be no worse than the ones corresponding toD −1Ã . The elementsã i j of the matrix˜D
(β)˜Ã(β) will be given by the same expressions as those in (2.28) where the a i j will be replaced byã i j and the α by β. Theã i j are given bỹ
Substituting in (2.29) theã i j and β, after some simple calculation, we obtaiñ
which proves (2.27). 
Numerical examples
Example 1. In order to obtain the numerical solution of the Laplace equation
under a uniform square mesh of five-point difference approximations, and the interior mesh points as shown in Fig. 1 , we can obtain the linear system 
