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Referat:
Frames sind parametrisierte Elemente zur Erzeugung von Programmen in einer beliebigen
Zielprogrammiersprache. Ihre Handhabung ist einfach und schnell zu erlernen. Allerdings
findet bei Verwendung von Frames eine “Verunreinigung” des Programmcodes, der als
Basis für die Generatorentwicklung dient, mit Befehlen der Generatorsprache statt. Dies
erschwert die Weiterverwendung der gewohnten Entwicklungsumgebung für die Zielpro-
grammiersprache. Eine eventuelle Weiterentwicklung der Programmbasis muss
anschließend in Form von Frames erfolgen. 
Im Rahmen dieser Arbeit erfolgt die Beschreibung noninvasiver Frames, bei denen
Informationen zur Position der Frames getrennt vom Programmcode aufbewahrt werden.
Ihre Vermischung erfolgt in einem separaten Schritt zur Darstellung oder zur eigentlichen
Codeerzeugung. Der Prozess der Generatorentwicklung auf der Basis noninvasiver Frames
passt sich gut in die Prozesse von Merkmal-orientierter (FOSD) und Generativer Soft-
wareentwicklung (GSE) ein, weil noninvasive Frames die automatisierte Prüfung aller mit
dem Generator erzeugbaren Programme hinsichtlich Syntax und bestimmter semantischer
Eigenschaften unterstützen und die Generierung durch Auswahl der gewünschten Pro-
grammeigenschaften ermöglichen. Die Machbarkeit der Entwicklung von Softwaregenera-
toren mit noninvasiven Frames wird anhand zweier Fallstudien demonstriert.
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Einleitung 11 Einleitung
Frames sind parametrisierte Elemente zur Erzeugung von Programmen. Die Programm-
generierung aus einem Bündel von Frames erfolgt mit Hilfe sogenannter Framepro-
zessoren. Sie wird gesteuert durch spezielle Programmbefehle, die Teil der verarbeiteten
Frames sind. Frames sind Programmiersprachen-unabhängig für die Generierung beliebiger
(Programm-) Texte einsetzbar. Ihre Handhabung ist schnell zu erlernen aufgrund des ein-
fachen Funktionsprinzips, das auf Textersetzung beruht, sowie eines geringen Umfangs an
Befehlen in den Frameprozessor-Befehlssprachen. Existierende Programme können schnell
in einen Generator umgesetzt werden. Deshalb finden Frames vor allem in der kommer-
ziellen Entwicklung von Generatoren zur Codeerzeugung Verbreitung.
Normalerweise ist vor der Verwendung von Frameprozessoren ein Framing genannter
Prozess notwendig, bei dem die Codebasis, also das Bündel von Programmen, die als Vor-
lage oder Muster (engl.: template) für die Generierung dienen, in parametrisierte Einzel-
bausteine (Frames) zerlegt und mit Steuerbefehlen der Frame-Prozessorsprache (engl.:
frame processor language, FPL) erweitert wird. Dieses Framing, bei dem die Programm-
vorlage in viele unzusammenhängende Einzelteile förmlich “zerstückelt” wird, ist proble-
matisch, weil dabei nicht nur der logische Zusammenhang der Einzelteile im Programmtext
verloren geht. Die Vermengung von Code in der Frameprozessorsprache mit Zielsprachen-
code macht zudem bei der Weiterentwicklung der Codebasis die Verwendung der
gewohnten integrierten Entwicklungsumgebung (engl.: integrated development environ-
ment, IDE) unmöglich.
Nach dem Framing muss die Weiterentwicklung der Software in Form von Frames erfol-
gen. Zum einen bedeutet dies, dass sowohl der Entwickler der Programmbasis als auch der
Entwickler des Generators beide Sprachen, FPL und Zielsprache, gut kennen müssen.
Zudem ist für jede Weiterentwicklung oder Fehlerbehebung ein Codegenerierungsschritt
notwendig, der die Gefahr von Informationsverlust durch Inkonsistenz in sich birgt, wenn
der Generatorentwickler pragmatisch vorgeht und Änderungen direkt am generierten Code
vornimmt, um den zusätzlichen Aufwand der Codegenerierung zu sparen, und die Änderun-
gen unvollständig oder falsch in den Frames nachzieht.
Ein weiteres Manko der Technik ist, dass Frameprozessoren unstrukturierte Zeichen-
ketten verarbeiten. Dies erscheint auf den ersten Blick als Vorteil, weil damit die Erzeugung
beliebiger Texte, zum Beispiel auch Programmdokumentationen, ermöglicht wird. Aller-
dings haben selbst kurze Texte in der Regel eine Struktur, die durch Sätze, Absätze, Über-
schriften, Auszeichnungen usw. gegeben ist und gewissen Regeln genügen muss, etwa dass
Einleitung 2der Einzug in der ersten Zeile eines Absatzes direkt nach einer Überschrift entfällt oder dass
nach einem Seitenumbruch die letzte Absatzzeile nicht alleine am Seitenbeginn stehen darf.
Im Kontext der Programmgenerierung bedeutet dies, dass mit Frameprozessoren keine
Garantie erbracht werden kann, dass nur syntaktisch korrekter Code erzeugt wird. Auch
Optimierungen, also die Manipulation einer abstrakten Repräsentation des zu erzeugenden
Codes zur Verbessung von Laufzeit oder Speicherverbrauch, gestalten sich schwierig.
Beides schränkt die Verwendbarkeit von Frames zum Beispiel zur Entwicklung von Com-
pilern für domänenspezifische Sprachen (engl.: domain specific languages, DSL) ein.
Im Rahmen dieser Arbeit erfolgt die Beschreibung einer auf Frames basierenden Tech-
nik, bei der ein Bündel von Programmen als Grundlage für die Entwicklung von Programm-
generatoren dient. Die Technik weist alle Vorteile eines Frameprozessors auf, also die
schnelle und einfache Handhabbarkeit sowie die Unabhängigkeit von der verwendeten Ziel-
sprache. Gleichzeitig werden alle oben genannten Probleme herkömmlicher Frames ver-
mieden: Zum einen findet keine “Verunreinigung” der Programmbasis durch Code einer
FPL statt. Informationen zu den Frames werden vom Programmcode getrennt aufbewahrt
und vom Frameprozessor verwendet, um in einem separaten Schritt automatisch die für die
eigentliche Codeerzeugung benötigten Bausteine zu erhalten. Das Framing erfolgt mit
anderen Worten “noninvasiv”, also ohne Eingriff in den Programmcode der Basis, woraus
sich der Name der Generatorbausteine ableitet als noninvasive Frames (NIF). 
Die Entwicklung eines Generators kann auch als Parallelentwicklung mehrerer Applika-
tionen gedeutet werden, die eine Reihe von Gemeinsamkeiten aufweisen, sogenannter Soft-
ware-Produktlinien (SPL). Zwei wichtige Entwicklungsmodelle für Software-Produktlinien
sind die Merkmal-orientierte und die Generative Softwareentwicklung.
Zentrales Element der Merkmal-orientierten Entwicklung von Produktlinien (engl.: fea-
ture-oriented software development, FOSD) ist das Merkmal, eine “funktionale Einheit
eines Software-Systems, die eine Anforderung erfüllt, eine Entwurfsentscheidung repräsen-
tiert und eine mögliche Option bei der Konfigurierung des Systems darstellt” [ApKa09].
Ein weiterer wichtiger Aspekt bei der FOSD ist die automatisierte Überprüfung von Eigen-
schaften aller Produkte der SPL zu einem sehr frühen Zeitpunkt der Enwicklung (lange vor
der Ableitung eines einzelnen Produkts). Die Generative Softwareentwicklung (GSE) zielt
dahingegen auf eine weitgehend automatisierte Entwicklung der Produktlinie, soweit tech-
nisch möglich und wirtschaftlich sinnvoll. Neben Merkmalen sind Generative Domänen-
modelle (GDM) ein wichtiger Bestandteil. Ein GDM beinhaltet die Bereitstellung
anwendungsspezifischer Konzepte (Problemraum), die mit Hilfe von Transformationen auf
implementierungsspezifische Konzepte im Lösungsraum abgebildet werden.
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Generatoren auf der Basis noninvasiver Frames dar: Eine applikationsspezifische Eingabe
wird mittels Transformation auf eine implementierungsspezifische Konfiguration abgebil-
det, auf deren Grundlage die Erzeugung einer kompilierbaren Applikation erfolgt. Der
Prozess der Generatorentwicklung auf der Basis noninvasiver Frames passt sich gut in die
Prozesse von FOSD und GSE ein, weil noninvasive Frames die automatisierte Prüfung aller
Produkte hinsichtlich Syntax und bestimmter semantischer Eigenschaften (zum Beispiel
den Ausschluss der Verwendung nichtdeklarierter Variablen) unterstützen und über die
Verwendung von Transformationen die Merkmal-orientierte Produktableitung ermögli-
chen, bei der ein Produkt durch Auswahl bestimmter Merkmale erzeugt wird.
Im ersten Teil der Arbeit werden deshalb die Softwareproduktlinienentwicklung mit
FOSD und GSE als ihre Spezialdisziplinien vorgestellt, bevor Frames und verwandte Tech-
niken, ihre Vor- und Nachteile ausführlich beschrieben werden. Anschließend werden non-
invasive Frames charakterisiert und ihre Vorteile anhand zweier Fallstudien demonstriert.
Die technische Realisierung der Codegenerierung mit noninvasiven Frames sowie Metho-
den zur Sicherstellung der syntaktischen und semantischen Korrektheit des erzeugten Codes
stehen im Mittelpunkt des zweiten Teils der vorliegenden Arbeit.
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Die Entwicklung von Softwaresystemen als Einzelanwendungen folgt Vorgehensmodellen,
auch Lebenszyklusmodelle genannt, entweder ausdrücklich oder implizit, in denen klar
abgrenzbare Entwicklungsphasen in bestimmter Reihenfolge durchlaufen werden. In
sequentiellen Vorgehensmodellen, zum Beispiel dem “Wasserfall-Modell” von Royce in
[Roy70], treten die einzelnen Entwicklungsphasen besonders deutlich hervor (s. Abb. 1).
Diese Phasen werden im wesentlichen hintereinander durchlaufen. Im Wasserfall-Modell
vorgesehene Rückschritte zu früheren Phasen gelten als Störfaktoren, die zusätzliche Kos-
ten verursachen.
Statt Rückschritte nur in vorhergehende Phasen zu erlauben, können diese auch zyklisch
wiederkehren. Dann spricht man von iterativen Modellen. Die Vorausplanung von
Änderungen findet ganz zu Beginn der Entwicklung statt, muss dann aber nach jedem
Durchgang unter Umständen angepasst werden. Bekannte Vertreter für iterative Vorge-
hensmodelle zur agilen Softwareentwicklung [Fow03] sind Extreme Programming
[Beck04] und Scrum [Schw96], [BDS+99].
Anstatt einzelne Anwendungen in getrennten Software-Entwicklungszyklen zu erstellen,
lohnt es sich unter bestimmten Umständen, die Entwicklung in zwei sich gegenseitig beein-
flussende, weitgehend parallel verlaufende Zyklen aufzuteilen. In dem einen Zyklus werden
dann Bausteine mit bestimmter Funktionalität entwickelt, die in einigen oder allen Anwen-
dungen Verwendung finden (“Entwicklung für Wiederverwendung”). Im anderen Zyklus
werden diese Bausteine und applikationsspezifische Funktionalität zu einer Anwendung
zusammengestellt (“Entwicklung mit Wiederverwendung”). Dies kann sinnvoll sein, wenn
Abb. 1:  Wasserfallmodell nach ROYCE
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nalität teilen. Ein solches Bündel von Anwendungen wird als Software-Produktfamilie oder
Software-Produktlinie (SPL) bezeichnet.
Dieser Text behandelt vorrangig die technische Umsetzung von Software-Generatoren
mit dem Ziel, komplette ausführbare Applikationen zu erzeugen. Die in der vorliegenden
Arbeit beschriebene Generierungstechnik impliziert zwar, dass die Anwendungen sich hin-
sichtlich ihrer Struktur ähneln (was die Verwendung des Begriffs “Familie” erforderlich
machen würde [CzEi00]). Dabei spielt es allerdings keine Rolle, ob die in den unter-
schiedlichen Applikationen implementierten Anforderungen anhand einer Marketing-Stra-
tegie oder technischer Entscheidungen gewonnen werden. Deshalb erfolgt im Text
durchgängig die Verwendung des Begriffs “Produktlinie” anstelle von “Produktfamilie”.
Wie bei vielen anderen Autoren auch [MBL+05], [LoBa02], [BLM02] werden hier beide
Begriffe im Wesentlichen als Synonyme betrachtet.
2.1 Software-Produktlinienentwicklung
Die Entwicklung von Software-Produktlinien wird in eng aneinander gekoppelten Teilpro-
zessen durchgeführt, dem Domain Engineering und dem Application Engineering  (Abb. 2).
Diese Prozesse sind wiederum in die Phasen Analyse, Entwurf (engl.: design) und Imple-
mentierung unterteilt [CzEi00], [PoMe08]. Die Prozesse laufen parallel ab, benötigen aber
Synchronisation, um das Risiko der Mehrfachentwicklung von Merkmalen und die
Abnahme des Grades der Wiederverwendung zu vermeiden [AMO+08].
Die zusammenfassende Beschreibung der beiden Prozesse und ihrer einzelnen Phasen
folgt der Darstellung im Buch von Pohl et al. [PBL05].
Abb. 2: Prozess der Software-Produktlinienentwicklung nach Pohl et al. in [PBL05]
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Vorgehensmodelle für die Entwicklung von Software-Produktlinien 62.1.1 Domain Engineering
Das Domain Engineering steht für die Entwicklung einer Plattform für die zu entwickelnde
Produktlinie in einem fest umrissenen Anwendungsbereich (genannt Domäne, engl.:
domain). Hier werden gemeinsame und unterschiedliche Merkmale zwischen den Produk-
ten festgelegt und daraufhin wiederverwendbare Artefakte entwickelt. Dies umfasst die
gezielte Entwicklung von Frameworks, Bibliotheken oder deren Anpassung für den Einsatz
in Einzelprodukten. Diese “geplante, strategische, systematische, proaktive Wiederverwen-
dung von Artefakten” bei der Entwicklung einer Produktlinie hilft, gegenüber der Einzel-
entwicklung dieser Produkte Entwicklungskosten zu sparen, die Qualität der Produkte zu
verbessern sowie die Entwicklungszeit zu verkürzen [PoMe08].
Domänenanalyse: Hauptziel dieses Unterprozesses ist die Entwicklung gemeinsamer und
variabler Domänenanforderungen und deren Dokumentation in einem Variabilitätsmodell
anhand von Kundenanforderungen.
Für eine detailierte Aufstellung der Anforderungen sind unter Umständen mehrere Itera-
tionen mit dem nachfolgenden Unterprozess, dem Domänenentwurf, nötig, in dem eine
(Referenz-) Architektur passend zu den Anforderungen erstellt wird. Beeinflusst werden die
Domänenanforderungen auch bei der Zusammenstellung von Anforderungen für einzelne
Applikationen. Dort können ebenfalls wiederverwendbare Artefakte oder Kandidaten für
eine Domänenanforderung zur Diskussion gestellt werden [PoMe08], [HeRa10].
Gemeinsame und variable Eigenschaften und Funktionalitäten werden in einem Varia-
bilitätsmodell beschrieben (siehe Abschnitt Modellierung von Variabilität mit Merkmaldia-
grammen, Seite 9).
Domänenentwurf: Im Domänenentwurf erfolgt die Erstellung der Referenzarchitektur, die
als Grundlage für die Domänenimplementierung und den Entwurf einzelner Applikationen
dient. Grundlage des Entwurfs bildet die Spezifikation der Anforderungen. Rückmeldungen
aus dem nachfolgenden Prozess der Domänenimplementierung helfen, das Design der
wiederverwendbaren Teile zu verbessern. Beim Entwurf einzelner Applikationen werden
zusätzliche wiederverwendbare Domänenartefakte identifiziert (Evolution der Produkt-
linie). 
Gegenüber der Einzelsystementwicklung kommt beim Domänenentwurf die Unterstüt-
zung von Variabilität in der Referenzarchitektur hinzu. Das Variabilitätsmodell wird hierfür
um den Zusammenhang zwischen den Bestandteilen der Referenzarchitektur und den im
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eine Bedingung geknüpft, die angibt, unter welchen Umständen ein Bestandteil der
Architektur in ein bestimmtes Produkt eingebunden wird [CzAn05], [ReWe05].
Domänenimplementierung: In diesem Unterprozess erfolgt die Detailierung der Refe-
renzimplementierung aus dem Domänendesign und die Realisierung wiederverwendbarer
Teile (engl.: software assets). Dabei werden auch Ergebnisse aus Tests der in mehreren
Applikationen verwendeten Komponenten berücksichtigt. Bei der Implementierung einzel-
ner Applikationen ergeben sich unter Umständen weitere Anforderungen, welche die Evo-
lution der Produktlinie voran treiben.
2.1.2 Application Engineering
Beim Application Engineering werden die im Domain Engineering erstellten Artefakte
durch Erweiterung und Konfiguration, also Anpassung an bestimmte Erfordernisse des Sys-
tems, zu “kunden- oder marktspezifischen Produkten” kombiniert [PoMe08]. Dies
geschieht in drei Teilphasen, dem Application Requirements Engineering, dem Application
Design und der Application Implementation. Ziel ist, gemeinsame Teile der Applikation
(Anforderungen, Design- und Implementierungseinheiten) aus dem Domänen-Engineering
wiederzuverwenden und applikationsspezifische Eigenschaften zu erkennen.
Application Requirements Engineering: In dieser Phase werden die Eigenschaften des
Produkts mit den Interessensbeteiligten (engl.: stakeholdern, zum Beispiel Produkt-Mana-
ger, Kunde, Auftraggeber oder Benutzer) festgelegt. Bei Übereinstimmung mit existie-
renden Anforderungen der Domäne werden bereits entwickelte Artefakte wiederverwendet.
Bei Abweichungen wird eine sogenannte Delta-Analyse durchgeführt, um die Unterschiede
(Deltas) zwischen Anforderungen der Domäne und der Applikation festzustellen. Deltas
führen zu erhöhtem Aufwand (und Kosten) durch Anpassungen in allen Unterprozessen.
Zahlreiche Anpassungen in einer Komponente können ähnlich aufwändig sein wie eine
Neuimplementierung. Um eine Kostenexplosion zu vermeiden, müssen unter Umständen
Anforderungen neu bewertet und ggf. fallen gelassen werden.
Für die Bestimmung der Varianten und wiederverwendbaren Domänenanforderungen
wird das Variabilitätsmodell der Domäne herangezogen. Applikationsspezifische Eigen-
schaften können optional in die Domänenanforderungen integriert werden oder bestehende
Anforderungen entsprechend erweitert werden, falls in anderen Applikationen Bedarf
besteht. Ergebnis des Unterprozesses ist eine Anforderungsspezifikation, die aus dem
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wiederum hat Einfluss auf die Architektur der Applikation.
Application Design: Zur Erstellung einer Architektur für die Applikation wird die im
Domänenentwurf entwickelte Referenzarchitektur spezialisiert. Das bedeutet, aus der Refe-
renzarchitektur wird gezielt Variabilität heraus genommen, indem die dort enthaltenen
Variationspunkte bezüglich des Variabilitätsmodells der Domäne (teilweise) aufgelöst und
applikationsspezifische Teile hinzugefügt werden. 
Teile der Applikationsarchitektur können in einem Rückkoppelungsprozess Eingang in
die Referenzarchitektur finden, falls sie sich für andere Applikationen als nützlich erweisen
[HeRa10], [PoMe08]. 
Application Implementation: Ziel dieses Unterprozesses ist die Enwicklung êines fertigen
Produkts der Produktlinie, das getestet und dem Kunden ausgeliefert werden kann. Diese
Applikation umfasst anwendungsspezifische Komponenten und Schnittstellen sowie aus-
gewählte Varianten wiederverwendeter Komponenten (unter Umständen mit Konfigura-
tionen, mit denen weitere kundenspezifische Anpassungen an der Software vorgenommen
werden können).
Der Implementierungsunterprozess liefert ein Feedback für den Applikationsentwurf
(Application Design) insofern, als Entwurfsfehler erkannt und aufgedeckt werden können.
Weil diese Form der Fehleraufdeckung in einer späteren Entwicklungsphase sehr
kostspielig ist, versuchen viele Autoren, die Korrektheit einer möglichst großen Anzahl von
Varianten schon im entsprechenden Unterprozess des Domänen-Engineerings sicherzu-
stellen (s. Abschnitte Syntaxprüfung, Seite 67 und Abhängigkeitsanalyse zwischen Frames,
Seite 75).
Ähnlich verhält es sich mit Feedback für die Domänen-Implementierung. Fehler in ein-
zelnen wiederverwendbaren (Domänen-) Komponenten können (spätestens) in diesem
Unterprozess entdeckt und dort berücksichtigt werden. Applikationsspezifische Kompo-
nenten können unter Umständen durch geringfügige Anpassung (Konfiguration) von
Domänenkomponenten wiederverwendet werden. Außerdem können applikationsspezi-
fische Komponenten in den Domänen-Implementierungsprozess eingebunden werden, um
in anderen Applikationen Wiederverwendung zu finden.
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Gemeinsamkeiten und Unterschiede (Variabilität) in einer Softwaresystemfamilie sind
wesentliche Ergebnisse der Domänenanalyse. Pohl und Metzger [PoMe08] unterscheiden
Software- von Produktlinienvariabilität. Softwarevariabilität wird dabei definiert als
Fähigkeit einer Software oder allgemein eines Artefakts, effizient an einen geänderten Kon-
text angepaßt (geändert, erweitert, konfiguriert) werden zu können (aus Pohl und Metzger
[PoMe08] nach Svahnberg et al. [SGB05].) Diese Art der Variabilität ist bereits in vielen
Einzelsystemen vorhanden, zum Beispiel durch den Einsatz von Präprozessor-Makros.
Software-Produktlinienvariabilität beschreibt demgegenüber die “geplante und antizi-
pierte Variation zwischen den Produkten einer Produktlinie” [PoMe08]. Beide Arten von
Variabilität können dieselben Mechanismen benutzen. Allerdings ist Softwarevariabilität
erkennbar im Produkt enthalten, während sich Software-Produktlinienvariabilität nur im
Vergleich mit anderen Produkten der Produktlinie offenbart. Variabilität wird dabei durch
einen Mechanismus erreicht, der nicht Teil des eigentlichen Produkts ist. Dies schließt nicht
aus, dass das Produkt wiederum (Software-) Variabilität enthalten kann, wenn dies in den
Anforderungen für die Produktlinie so festgelegt wurde.
In diesem Abschnitt erfolgt eine Erläuterung des Begriffs Variabilitätsmanagement und
mit der Merkmalmodellierung die Beschreibung einer wichtigen Variante zur Behandlung
von Variabilität in Software-Produktlinien.
2.2.1 Variabilitätsmanagement
Nach Pohl und Metzger [PoMe08] ist Variabilitätsmanagement die Handhabung von
Gemeinsamkeiten und Unterschieden in den funktionalen und nichtfunktionalen Eigen-
schaften von Produkten. Variabilitätsmanagement umfasst die folgenden Elemente, die
dementsprechend auch bei der Variabilitätsmodellierung, also der expliziten Dokumenta-
tion von Produktlinien [PoMe08], berücksichtigt werden müssen [Ober08], [SchJ04]: 
• Variationspunkte in Artefakten
• Varianten, die an Variationspunkte gebunden sind und nur bei einer bestimmten
Auswahl ins Produkt aufgenommen werden
• Bedingungen (engl.: constraints), die erfüllt sein müssen, bevor eine Variante in das
Produkt aufgenommen wird
• Verfolgbarkeit von Variabilität durch Erhaltung von Beziehungen zwischen Varia-
tionspunkten und Varianten [PoMe08] sowie zwischen Artefakten derselben oder
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Produktlinie [AGG+08].
• Auswahlmechanismus (Prozess), mit dem Varianten ins Produkt übernommen werden
2.2.2 Merkmalmodellierung
Ein Merkmalmodell verwendet Merkmale als elementare Bausteine zur Beschreibung von
Systemeigenschaften und ihren Variationen in einer Softwareproduktlinie. Ein Merkmal-
modell enthält neben einer Beschreibung der gemeinsamen und unterschiedlichen Merk-
male der Software-Produktlinie auch genaue Angaben über die Beziehung der Merkmale
untereinander und legt Bedingungen (engl.: constraints) fest, unter denen die von einem
bestimmten Merkmal bezeichnete (funktionale) Eigenschaft in ein fertiges Produkt über-
nommen werden darf. Teil des Merkmalmodells sind auch Merkmaldiagramme, mit denen
der Zusammenhang der Merkmale untereinander graphisch dargestellt wird. 
In den folgenden Unterabschnitten werden Merkmale, Merkmaldiagramme und Con-
straints als Teile eines Merkmalmodells beschrieben.
2.2.2.1 Merkmale
Ein Merkmal (engl.: feature) ist eine “funktionale Einheit eines Software-Systems, die eine
Anforderung erfüllt, eine Entwurfsentscheidung repräsentiert und eine mögliche Option bei
der Konfigurierung des Systems darstellt” [ApKa09].
 Zur Konfiguration des Linux-Kernels beispielsweise wird (je nach Distribution) das
Konfigurationswerkzeug kconfig und Direktiven des C-Präprozessors CPP verwendet. Die
in den Direktiven der Form #ifdef LABEL verwendeten Bezeichner (engl.: label) stehen
effektiv für Merkmale: Die Direktiven umschließen Programmcode mit klar umrissener
Funktionalität, mit dem eine bestimmte Systemanforderung (zum Beispiel die optionale
Einbindung eines bestimmten Treibers) erfüllt und eine Entwurfsentscheidung implemen-
tiert wird.
Eine Reihe von Autoren nutzt Linux als Quelle für praxisnahe Merkmale, unter anderem
zur Suche nach strukturellen Problemen in der Konfiguration [TLS+11], zur Überprüfung
der Kompilierbarkeit aller mit #ifdef in der Linux-Codebasis möglichen Konfigurationen
[KKH+10], zur Ermittlung von Abhängigkeiten zwischen Merkmalen [Ber11], [SLB+11]
oder zur Extraktion von Presence Conditions, also logischen Formeln, die angeben, unter
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[Ber10].
2.2.2.2 Merkmaldiagramme
Die Beschreibung des Zusammenhangs zwischen Merkmalen einer Software-Produktlinie
wird graphisch in Form von Merkmaldiagrammen dargestellt. Die hier vorgestellte Nota-
tion ist [CzEi00] entnommen und später um Kardinalitäten für Gruppen und Subfeatures
aus [CHE04] und [Bed02] erweitert worden. Die Darstellung der Notation erfolgt nur
informell. Eine formale Definition findet sich in [CHE05], eine formale Beschreibung der
Semantik als Menge der gültigen Produkte, die durch ein Merkmaldiagramm bezeichnet
werden, ist in [SHT06] beschrieben. Weitere formale Beschreibungen von Merkmaldia-
grammen beruhen auf Prädikatenlogik [Man02], [Bat05] oder formaler Sprachtheorie
[JoVi02], [Bat05], [CHE05].
Merkmale bezeichnen Eigenschaften eines Systems, zum Beispiel
die Anzahl der Räder, den Motorentyp (Verbrennungsmotor, elek-
trisch, hybrid) oder die Farbe der Lackierung für das System KFZ. Sie
sind in Merkmaldiagrammen von oben nach unten oder von rechts
nach links angeordnet. Die von einem Merkmal  abhängigen Merk-
male  (engl.: subfeatures) werden unterhalb oder rechts von 
gezeichnet (s. Abb. rechts). Die Abhängigkeit zwischen  und Merkmalen  und 
( ) wird durch eine Verbindungslinie dargestellt und bedeutet: “wenn  im System
vorhanden ist, dann auch  zwingend“ bzw. “…, dann  optional”.  ist ein Muss-Merk-
mal,  ein optionales Merkmal.
Subfeatures eines Merkmals können gruppiert werden
(s. Abb. rechts). In einer Inklusiv-oder-Gruppe zusam-
mengefasst, bedeutet dies: Bei Auswahl des Merkmals sind
gleichzeitig ein oder mehrere Subfeatures erforderlich.
Eine xor-Gruppe bedingt die Auswahl genau eines Subfea-
tures der Gruppe. Beispielsweise könnte in einem System
Motor die Möglichkeit bestehen, zwischen elektrischem
und Verbrennungsmotor zu wählen. Die Auswahl beider
Varianten wäre in diesem Fall gleichbedeutend mit einem
hybriden Antrieb, in dem der elektrisch betriebene Motor eingesetzt wird, um bei häufigem
f
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f fi fj
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Auswahl zwischen einem Benziner und einem Dieselantrieb.
Subfeatures sind keine Dekomposition eines Merkmals in Teilfunktionalitäten, stehen
also zum Merkmal normalerweise nicht in einer “ist-Teil-von”-Beziehung. Zum Beispiel
könnte in einer sportlichen 6-Zylinder-Version des Systems Verbrennungsmotor ein optio-
nales Subfeature ein Hinterradantrieb sein, der keinesfalls Teil des Motors, sondern des
Fahrwerks ist.
Systemeigenschaften können wiederholt werden, man nennt dies
Klonen. Das System Auto etwa hat 4 Räder. Das entsprechende Sub-
feature ist Rad. Zur exakten Beschreibung der Wiederholbarkeit wer-
den Kardinalitäten verwendet, im Falle der Abhängigkeit zwischen
Auto und Rad lautet die Kardinalität “[4..4]”. In der Verallgemeinerung ist eine Kardinalität
eine Sequenz von Intervallen wie etwa “[2..2], [4..8]” (s. Abbildung rechts), um in einem
System KFZ anzudeuten, dass entweder genau 2 Wiederholungen möglich sind (Motorrad)
oder mindestens 4 bis maximal 8 (Auto oder LKW mit ein- bis zweiachsigem Anhänger).
Ein optionales Merkmal hat die Kardinalität “[0..1]”, ein Muss-Merkmal die Kardinalität
“[1..1]”.
Kardinalitäten können auf Gruppen verallgemeinert werden.
Die Gruppen-Kardinalität gibt an, wieviele (verschiedene) Sub-
features der Gruppe ausgewählt werden können, sowohl mindes-
tens als auch maximal. Wie bei Kardinalitäten von Subfeatures
können mehrere Intervalle angegeben werden. Für die Wiederholung der Merkmale in der
Gruppe wird dann genau eines der Intervalle gewählt. Von den Subfeatures  in der
Gruppe rechts können zum Beispiel entweder genau eines oder mindestens drei bis  ver-
schiedene ausgewählt werden. Zu beachten ist, dass als Maximum der Kardinalitäten die
Anzahl der Merkmale in der Gruppe nicht überschritten werden darf. 
Mit Hilfe von Gruppenkardinalitäten können Inklusiv-
oder-Gruppen definiert werden als Gruppen der Kardi-
nalität “ ”, wobei  die Anzahl der Subfeatures in
der Gruppe ist (s. Abb. rechts). Eine xor-Gruppe mit
Merkmal  und  Subfeatures , …,  hat die Kardinalität “ “. Das bedeutet: Ist 
Teil des Produkts, dann ist genau eines der Subfeatures , …,  zwingend ebenfalls im
Produkt enthalten. Ein Vergleich verschiedener Merkmaldiagrammnotationen in Form
einer Tabelle findet sich in [CHE04].
[2..2],[4..8]
Kardinalität
KFZ
Rad
f
f1 f2 fn…
<1-1>,<3-n>
Gruppenkardinalität
f1 … fn, ,
n
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f1 fn…
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Vorgehensmodelle für die Entwicklung von Software-Produktlinien 132.2.2.3 Constraints
Merkmaldiagramme sind spezielle Sichten auf ein Merkmalmodell, die Dank ihrer Baum-
struktur besondere Übersichtlichkeit bieten. Allerdings kann so nur ein Teil der Informa-
tionen dargestellt werden, die das Modell enthält. Beispielsweise kann die Information, dass
ein Merkmal  ein weiteres Merkmal  erfordert (engl.: requires, aussagenlogisch handelt
es sich um die Implikation [Man02], [Bat05]) direkt im Diagramm durch eine (optionale)
Beziehung (  ist Subfeature von ) ausgedrückt werden. In ähnlicher Weise kann wech-
selseitiger Ausschluss zweier Merkmale durch Zusammenfassung in einer Gruppe mit Kar-
dinalität “<1-1>” ausgedrückt werden. Wenn aber zusätzliche Einschränkungen quer zur
Hierarchie benötigt werden, dann erfolgt der Einsatz weiterer Constraints wie die binäre
requires-Relation.
Binäre Constraints wie die Implikation können (unter Verwendung von Farben für eine
leichtere Unterscheidung) gemeinsam mit Merkmalen in einer graphischen Sicht angezeigt
werden [KBS11]. Schwieriger verhält es sich mit Constraints, in denen Aussagen über
mehrere Merkmale formuliert werden. Hier führt eine textuelle Darstellung mit syntakti-
scher Hervorhebung getrennt von der graphischen Repräsentation im Merkmaldiagramm zu
mehr Übersichtlichkeit.
2.2.3 Produktableitung aus Merkmalmodellen
Ein Merkmalmodell beschreibt eine Menge von Anwendungen mit ihren wesentlichen
funktionalen Eigenschaften und Unterschieden. Zur Produktableitung ist eine Auswahl
bestimmter Merkmale nötig. Die Menge der gewählten Merkmale darf nicht in Konflikt ste-
hen zu den im Modell benannten Constraints. Dieser Prozess der Auswahl wird als Speziali-
sierung bezeichnet und ersetzt das Application Engineering, wobei vorausgesetzt wird, dass
wichtige Eigenschaften wie die fehlerfreie Kompilierbarkeit bereits vorab für alle Produkte
der Produktlinie sichergestellt wurden (s. Abschnitt Automatisierung des Application Engi-
neering-Prozesses, Seite 16).
Zwei Arten der Spezialisierung werden unterschieden, die in den folgenden beiden
Unterabschnitten erläutert werden.
f1 f
f1 f
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Bei der ersten Variante, der vollständigen Spezialisierung, wird in einem Schritt alle Vari-
abilität aus einem Merkmalmodell entfernt [Bed02]. Dazu werden im Prinzip einzelne
Transformationsschritte zur Spezialisierung von Merkmalen, Gruppen und Kardinalitäten
zu einer großen Transformation verknüpft und auf das Merkmalmodell angewendet. 
2.2.3.2 Gestufte Konfiguration
Der Prozess der Spezialisierung kann auch stufenweise erfolgen. In jeder Stufe wird dabei
nur ein Teil der im Merkmalsdiagramm vorhandenen Variabilität aufgelöst. Diese gestufte
Konfiguration [CHE04], [CHE05], [Lang04] erweist sich zum Beispiel beim Customizing
als nützlich, wenn nach der eigentlichen Phase der Produktableitung mit der Bestimmung
der funktionalen Produkteigenschaften noch Variabilität bezüglich kundenspezifischer
Anpassungen (etwa bei der Gestaltung der graphischen Benutzungsoberfläche) aufgelöst
wird. Außerdem wird sie benötigt zur Konfiguration zu verschiedenen Ausführungszeiten
(Generierung, Laufzeit usw., siehe auch [TaSh00]). Sie ist besonders wichtig im Kontext
der Generator-Spezifikation, denn ein unvollständig spezialisiertes Merkmaldiagramm
kann selbst wiederum als Eingabe für einen Generator Verwendung finden, der dann fak-
tisch einen Generator-Generator darstellt.
2.2.4 Variabilitätsmanagement mit Merkmalmodellen
Merkmalmodelle erlauben zunächst nur die Beschreibung von Systemeigenschaften der
Varianten einer Softwareproduktlinie und der Bedingungen, unter denen eine Variante in
das Produkt aufgenommen wird. Mit der gestuften Konfiguration oder der vollständigen
Spezialisierung stellt die Merkmalmodellierung einen Auswahlmechanismus zur Verfü-
gung, mit dem Varianten ins Produkt übernommen werden. Gegenüber den in Abschnitt
Variabilitätsmanagement (Seite 9) genannten notwendigen Elementen fehlt die Möglich-
keit, Variationspunkte in Artefakten zu definieren, sowie die Verfolgbarkeit von Variabi-
lität zwischen Varianten über alle Abstraktionsebenen und Versionen der Softwareprodukt-
linie hinweg.
Zahlreiche Erweiterungen der Merkmalmodellierung füllen diese Lücken. Variations-
punkte in Artefakten und ihre Nachverfolgbarkeit kann hergestellt werden durch Anrei-
cherung mit Verbindungen (engl.: links) zwischen Merkmalen und Artefakten wie in
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Transformation von Merkmalmodellen auf unterschiedlichen Abstraktionsebenen wie in
[SRP06] und die Verwendung von Werkzeugen zur Versionskontrolle für die Speicherung
von Merkmalmodellen wie in [AMO+08] beschrieben, machen im Rahmen der Merkmal-
modellierung die Verfolgbarkeit über alle Abstraktionsebenen und Versionen der Software-
produktlinie hinweg möglich.
Bezüglich der in Abschnitt Variabilitätsmanagement (Seite 9) genannten Kriterien und
mit den zur Verfügung stehenden Erweiterung darf die Merkmalmodellierung demnach als
Vertreter einer Methode zum Variabilitätsmanagement kategorisiert werden.
2.3 Generative und Merkmal-orientierte Softwareentwicklung
Zwei wichtige Modelle für die Entwicklung von Software-Produktlinien sind die Genera-
tive und die Merkmal-orientierten Softwareentwicklung. Beide Modelle folgen der Auftei-
lung in die drei Phasen Analyse, Entwurf und Implementierung während des Domain Engi-
neerings. Im Unterschied zur SPLE zielen beide Entwicklungsmethoden auf die Automa-
tisierung des Application Engineering ab. Im Fall der Merkmal-orientierten
Softwareentwicklung (engl.: feature oriented software development, FOSD) stehen Merk-
male und die Überprüfbarkeit bestimmter Eigenschaften aller Produkte der Produktlinie im
Mittelpunkt der Entwicklungsarbeit. Die Generative Softwareentwicklung (GSE) zielt auf
die weitgehend automatisierte Entwicklung einer Produktlinie, soweit dies technisch und
ökonomisch sinnvoll ist. Ein Produkt zeichnet sich außerdem durch einen hohen Grad an
Customizing aus, also der Möglichkeit der Anpassung an spezielle Erfordernisse des
Kunden. Auch diese Spezifikationsmöglichkeiten sind weitgehend automatisiert. Die für
den Kunden entwickelten Produkte sind hochgradig optimiert [CzEi00].
2.3.1 Generative Domänenmodelle
Ein Generatives Domänenmodell (GDM) ist die Grundlage für die Erstellung einer
Produktlinie im Rahmen der generativen Softwareentwicklung (Abb. 3). Die Aufgabe des
Entwicklers besteht darin, für Konzepte und Merkmale von Anwendungen in der Domäne
des Auftraggebers, dem sogenannten Problemraum, eine Abbildung auf elementare Imple-
mentierungskomponenten im Lösungsraum zu finden, wobei auf minimale Redundanz und
maximale Kombinierbarkeit der Komponenten Wert gelegt wird. 
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und Lösungsraum enthaltene Konfigurationswissen eine entscheidende Rolle. Das Konfigu-
rationswissen konzentriert Informationen über den korrekten Zusammenbau der elementa-
ren Komponenten, über Standardvorgaben, unzulässige Merkmalkombinationen und
Optimierungen. Es ergibt sich gleichermaßen aus Randbedingungen im Problem- wie im
Lösungsraum.
Das GDM liefert das grundlegende Vokabular zur GSE und seine Beziehungen in seiner
kompaktesten und primitivsten Form. Komplexe GDMs können auf unterschiedliche Weise
aus einfacheren GDMs zusammengesetzt sein, die sich wiederum durch eine Reihe grundle-
gender Muster (engl.: basic patterns) beschreiben lassen.
Anspruch der GSE ist, ein wirtschaftlich sinnvolles Höchstmaß an Automatisierung bei
der Erstellung von Anwendungen zu erreichen, also letztlich das Application Engineering
zu automatisieren, indem das zur Entwicklung von Einzelapplikationen notwendige (Kon-
figurations-) Wissen formalisiert wird. Dies ist notwendige Voraussetzung für eine indivi-
duelle Anpassung von Produkten in großer Stückzahl (engl.: mass customization,
[Krue06]).
2.3.2 Automatisierung des Application Engineering-Prozesses
Die Grundidee der Automatisierung bei der FOSD ist, dass Tätigkeiten aus dem Applica-
tion Engineering ins Domain Engineering verlagert und dort gebündelt im Idealfall für alle
Applikationen der Produktlinie durchgeführt werden. Zum Beispiel soll schon vor der
Generierung sichergestellt sein, dass ein Produkt keine syntaktischen Fehler enthält und
typsicher ist, also keine Referenzen auf undefinierte Klassen, Methoden und Variablen
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Abb. 3: Generatives Domänenmodell
Vorgehensmodelle für die Entwicklung von Software-Produktlinien 17enthält [TBK+07]. Um dies zu erreichen, muss die syntaktische Korrektheit und Typsicher-
heit zuvor für alle Produkte der Produktlinie sichergestellt werden. Dies reicht in der Regel
aus, um die Erzeugung eines ohne Fehler kompilierbaren Programms zu garantieren.
Manche Eigenschaften der Produktlinie sind nur sehr aufwändig für alle Produkte fest-
stellbar. Feature-Interaktion bezeichnet ein Verhalten eines Produkts der Produktlinie, das
nicht in Produkten beobachtbar ist, in denen jeweils nur ein einzelnes Merkmal getrennt
ausgewählt worden ist [ApKa09]. Zum Beispiel muss in einem System zur Steuerung von
Gebäudeanlagen mit Feuerschutz und Wasserbruchschutz verhindert werden, dass bei
einem Feuer nach Einschalten der Sprinkleranlage zum Schutz vor Überschwemmung der
Wasserhaupthahn abgedreht wird [LeKa04]. Das Auffinden aller Feature-Interaktionen ist
aufgrund der großen Anzahl möglicher Kombinationen von Merkmalen in der Regel nicht
mit vertretbarem Aufwand zu bewerkstelligen. Allerdings existieren Lösungsansätze, bei
denen zum Beispiel nur paarweise Feature-Interaktionen in der Produktlinie untersucht wer-
den [OMR10]. Dabei können unter Umständen auch Interaktionen zwischen mehreren
Merkmalen erkannt werden, weil diese sich oft bereits in Interaktionen zwischen zwei
Merkmalen bemerkbar machen [MBL+05].
2.3.3 Software-Entwicklungsprozess für FOSD und GSE
Nach [ApKa09] entspricht das Domain Engineering bei der FOSD dem entsprechenden
Prozess bei der Produktlinienentwicklung, wobei als Variabilitätsmechanismus die
Merkmalmodellierung verwendet wird. Die Domänenimplementierung beinhaltet zusätz-
lich, wie bei der generativen Softwareentwicklung auch, die Bereitstellung von Verfahren
zur automatischen Erzeugung der Produkte. Aufgrund dieser zusätzlichen Aktivitäten in der
Abb. 4: Prozess der Merkmal-orientierten Softwareentwicklung.
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Vorgehensmodelle für die Entwicklung von Software-Produktlinien 18Phase der Domänenimplementierung können die Phasen des Application Engineering zu
einer einzigen Aktivität, der Produktableitung (s. Abschnitt Produktableitung aus Merk-
malmodellen, Seite 13), verkürzt werden. Die Produktableitung beinhaltet die Auswahl von
Merkmalen für das fertige Produkt und die Produktfertigstellung.
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Nachdem im letzten Kapitel die allgemeine Vorgehensweise bei der Entwicklung von
Produktlinien speziell bei FOSD und GSE erläutert wurden, stehen in diesem Kapitel die
Techniken zur Implementierung von Variabilität in Produktlinien im Vordergrund. Dabei
erfolgt eine Konzentration auf Frameprozessoren und verwandte Techniken. Diese sind
weit verbreitet und für zwei grundlegende Arten der Codegenerierung gleichermaßen gut
geeignet.
Trotz ihrer einfachen Verwendung haben Frameprozessoren einige Nachteile, die durch
Anwendung noninvasiver Frames beseitigt werden sollen. Die Vorteile der Anwendung
gegenüber herkömmlichen Frameprozessoren werden anhand einer Machbarkeitsstudie
demonstriert.
3.1 Implementierung von Variabilität
Statische Vorgehensweisen, bei denen die Auflösung von Variabilität zur Codegenerie-
rungszeit erfolgt, lassen sich grob in zwei Kategorien einteilen:
1) Hinzufügen oder Entfernen von Teilen einer Codebasis (auch Referenzimplemen-
tierung genannt), einem Bündel von Programmen, welches die komplette Funktionali-
tät der Produktlinie umfasst, oder
2) Komposition unabhängiger Module zu einer Software mit den gewünschten Eigen-
schaften.
Diese beiden Kategorien werden in den folgenden Unterabschnitten genauer beschrie-
ben.
3.1.1 Implementierung von Variabilität mit Codebasis
Die Grundidee laut Czarnecki und Antkiewicz [CzAn05] besteht in der Repräsentation
einer Modellfamilie durch ein Merkmalmodell und ein Modell-Template, das in diesem Fall
die Rolle der Codebasis übernimmt und alle möglichen Varianten der Familie durch Über-
lagerung enthält (Abb. 5). Einzelne Elemente des Templates können durch Presence Condi-
tions (PC) in [CzAn05] oder Selektionskriterien in [ReWe05] markiert werden, mit denen
festgelegt wird, ob und unter welchen Bedingungen das markierte Element in einer Modell-
variante enthalten sein soll. Diese Bedingungen werden formuliert über die Verwendung
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prädikatenlogischer Ausdrücke. Als Spezifikationssprache für PCs dient in [CzAn05]
XPath [XPath].
Die Verwendung einer Codebasis ist sowohl bei textueller als auch bei graphischer
Repräsentation der Programme möglich. Code wird in der Regel mittels sogenannter Anno-
tationen markiert. Dabei werden implizite und explizite Annotation unterschieden
[KTA08].
3.1.1.1 Explizite Annotation
Bei der expliziten Annotation in graphischen Codebasen muss die zugrunde liegende Daten-
struktur (“Metamodell”) für jedes graphische Element um ein entsprechendes Attribut
ergänzt werden, mit dem die für eine Annotierung notwendigen Informationen gespeichert
werden können. Bei der expliziten Annotation in textuellen Codebasen werden spezielle
Befehle an den Beginn und das Ende eines zu markierenden Bereichs eingefügt, die nicht
Teil der Zielprogrammiersprache sind. Dies bedeutet, dass ein Programm verändert wird,
das als Codebasis für einen Generator dient. Bei Verwendung bestimmter Generierungs-
techniken wie Frames [XVCL], [Gie02], [Sau02], [XPan08], [Parr06], [HoEv03] ist sogar
eine strukturelle Reorganisation (Framing) der Codebasis erforderlich, die sich aus dem
Prozess der Software-Generierung mit diesen Werkzeugen ergibt und weitgehend unabhän-
gig von der Software-Architektur ist.
3.1.1.2 Implizite Annotation
Bei der impliziten Annotation werden Codebasis und Markierungen getrennt voneinander
gespeichert. Die Codebasis wird nicht verändert. Eine strukturelle Reorganisation findet
Abb. 5: Superimposition in einem Template mit UML-Notation [OMG] und Annotation der Klassen durch 
Presence Conditions (Beispiel inspiriert durch [Eis05]).
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mengefügt wurden. Sie wird in der Regel ebenfalls durch ein entsprechendes Werkzeug
durchgeführt. Die Markierung von Teilen der Codebasis erfolgt bei impliziter Annotation
indirekt, zum Beispiel über die Anfangs- und Endposition relativ zum Start des Textdoku-
ments. Andere Varianten, zum Beispiel die Verwendung von abstrakten Syntaxbäumen
[Kör07], [KTA08], sind “robuster” insofern, als sie nicht von kleineren Änderungen in der
Codebasis (Leerzeichen oder Leerzeilen, Formatierung) betroffen sind. Andererseits beein-
flussen sie die Granularität der Annotierung negativ, das heisst, bestimmte Elemente der
Zielsprache können nur noch als Ganzes annotiert werden. Markierungen  zum Beispiel
innerhalb von Zeichenketten oder in Kommentaren sind dann nicht mehr möglich (s.
Abschnitt Lokalisation noninvasiver Frames und Platzhalter, Seite 51).
3.1.2 Feature-Komposition
Im einfachsten Fall fällt bei der Implementierung einer Produktlinie eine Komponente
[Szyp02] mit festgelegter Schnittstelle und Protokoll zu ihrer Verwendung auf ein Merk-
mal. Variabilität im Merkmalmodell wird durch Hinzufügen von Komponenten und Glue
Code zur Verbindung der Einzelteile gemäß ihrer Schnittstellenprotokolle erreicht
[ABM00], [GFA98]. Dabei wird allerdings außer acht gelassen, dass die Implementierung
eines Merkmals Auswirkungen auf mehrere in der gesamten Anwendung verstreute Pro-
grammteile haben kann [TOH+99], [KLM+97]. Die Implementierung von Merkmalen kann
aber auch in Form von Aspekten erfolgen [ALS08], für die diese Beschränkung nicht gilt.
Bei der Implementierung der Aspekte werden dann unter Umständen (implizite) Annota-
tionen eingesetzt (s. Abschnitt Implementierung von Variabilität mit Codebasis, Seite 19),
diese sind also keineswegs nur auf die Implementierung von Variabilität unter Verwendung
einer Codebasis beschränkt.
Konzeptuell wird die Komposition von Merkmalen mit Hilfe algebraisch-ähnlicher
Operatoren beschrieben [ALM+08], [BSR04]. Die Komposition zweier Merkmale  und
 kann mittels der Operation  formuliert werden, die dem Vereinigungsoperator der
Mengenlehre nicht unähnlich ist. Zu beachten ist dabei, dass die Kombination zweier Merk-
male unter Umständen zusätzlichen Code in der erzeugten Applikation notwendig macht.
Außerdem ist vor der Komposition der Merkmale ggf. eine Modifikation mit einem zweiten
Operator durchzuführen. Je nach Autor ergeben sich unterschiedliche algebra-ähnliche
Rechenregeln für die verwendeten Operatoren und Strukturen, die zur Prägung des Begriffs
Feature-Algebra geführt haben.
A
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Wird bei der Generierung stetig nur Code zu einem bestehenden Programmfragment hin-
zugefügt, spricht man von monotoner Codeerzeugung.
Operatoren der Feature-Algebra bei Batory [BSR04] und bei Apel et al. [ALM+08] sind
“monoton” in dem Sinn, dass Code zu einem Ergebnis früherer “Berechnungen” (der
Komposition von Merkmalen bzw. des sie implementierenden Codes) hinzu gefügt wird. Es
gibt in diesen Algebren keine Möglichkeit, mit den vorhandenen Operatoren Code heraus-
zunehmen. 
Für eine Reihe von Varianten werden die Unterschiede (Deltas, s. auch Abschnitt Appli-
cation Requirements Engineering, Seite 7) zu verwandten Produkten bestimmt [HRR+11],
[SBB+10]. Anschließend werden die Varianten ausgehend von einem Kernprodukt partiell
so geordnet, dass jede Variante aus dem Kernprodukt durch Anwendung einer Reihe von
Modifikationen in der richtigen Reihenfolge erstellt werden kann. Ein Delta kann eine
beliebige Folge von Einfügungen, Ersetzungen und Löschungen enthalten, ist also in obi-
gem Sinn eine nicht-monotone Operation. Monotonie der Operationen zur Codegenerierung
vereinfacht in der Regel die Entwicklung von Produktlinien und kann zum Beispiel wieder
hergestellt werden, indem herauszunehmende Programmteile aus dem Kernprodukt entfernt
und durch (monotones) Hinzufügen in die Variante eingefügt werden. Offen ist, ob es in der
Praxis immer möglich ist, die Produktlinie so umzustrukturieren, dass bei geändertem
Kernprodukt und Varianten nur noch monotone Modifikationen benutzt werden und die
partielle Ordnung erhalten bleibt.1
3.2 Frame-Prozessoren und verwandte Techniken
In diesem Abschnitt werden Frame-Prozessoren und verwandte Techniken zur statischen
Codegenerierung (Erzeugung eines Programms zur Laufzeit des Generators) erläutert und
es wird gezeigt, dass Frames für beide im vorhergehenden Abschnitt genannten Arten der
Implementierung, also sowohl für die Generierung mit Codebasis als auch für die Komposi-
tion, geeignet sind.
1. Diskussion beim 3. FOSD Workshop in Dresden vom 09.03.–11.03.2011
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Die primitivste Form der Codegenerierung ist die Ausgabe von Codefragmenten der Ziel-
programmiersprache mit Hilfe eines print-Befehls in der Implementierungssprache des
Generators. 
Ein weit verbreitetes Beispiel für diesen Stil sind mit der Extended Stylesheet Language
Transformations (XSLT) geschriebene Generatoren [XSLT]. Text im Rumpf von XSLT-
Elementen wird vom XSLT-Prozessor ausgegeben. XSLT macht regen Gebrauch von for-
each-Schleifen zur Generierung von Code. Die Codeteile werden entweder im Schleifen-
rumpf oder in einem XSLT-Template-Element, einer Art Makro zur Generierung von Text
oder Baumstrukturen, erzeugt. Im zweiten Fall enthält der Schleifenrumpf einen Verweis
auf das entsprechende Template. Der im Template erzeugte Text oder Baum substituiert
den Template-Rumpf. Templates müssen verwendet werden, um rekursiv bestimmte Code-
strukturen erzeugen zu können, machen den Generatorcode aber unübersichtlich, weil
Codestücke über mehrere XSLT-Templates verstreut sind. 
Besteht die Aufgabe für den Generator-Entwickler zum Beispiel darin, Code für Schlei-
fen mit beliebiger Schachtelungstiefe in der Zielsprache zu erzeugen, bietet sich folgender
rekursiver Aufbau für den Generator an:
1) Übergabeparameter für das XSLT-Template zur Erzeugung des Schleifencodes sind
ein Vektor von Tripeln bestehend aus dem initalien Wert  der Schleife, dem
Endwert  und der Schleifenvariable  bei verschachtelten Zählschleifen, sowie ein
Index , der beginnend bei 1 das aktuell zu bearbeitende Tripel markiert.2
2) Bei einem rekursivem Aufruf des Generatorteils und Übergabe eines Vektors  mit
erstem Element  wird ein Schleifenkopf mit den Werten ,  und  wie oben
beschrieben erzeugt. Für die Erzeugung des Schleifenrumpfs erfolgt rekursiv der
Aufruf des Generatorteils mit Vektor , mit dem um 1 erhöhten Index , sowie den
zusätzlichen Elementen zur Erzeugung eines Schleifenrumpfes.
3) Bei Übergabe eines Indexes , wobei  der Länge von Vektor  entspricht,
wird ein zusätzlich übergebener Parameter  herangezogen, der den innersten Schlei-
fenrumpf enthält.  kann selbst durch ein XSLT-Template erzeugt oder manuell
erstellt worden sein.
In diesem Beispiel werden die Befehle zur Erzeugung der Schleife getrennt vom übrigen
Generator in ein separates XSLT-Template geschrieben. Je häufiger Rekursion als Stilmit-
2. Die Verwendung eines Vektors mit Index ist aufgrund der Parameterübergabe by value in XSLT aus Effizientgründen der Verkürzung
des Vektors um ein Element vorzuziehen.
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Darunter leidet die Übersichtlichkeit des Generators.
Ein weiteres Problem dieser Methode ist die feste Codierung der auszugebenden
Programmteile im Generator. Änderungen im Zielcode sind so nur schwer durchführbar.
Zur Lösung dieses Problems bietet sich eine Separierung des generierten Codes von der
Programmlogik des Generators an, der dann universell zur Code-Erzeugung eingesetzt wer-
den kann. Das führt zu Template-basierten Generatoren und Präprozessoren, die im nächs-
ten Abschnitt erläutert werden.
3.2.2 Präprozessordirektiven und Template-basierte Generatoren
Bei der bedingten Kompilierung von Programmteilen werden vor der Übersetzung im Pro-
gramm enthaltene Direktiven durch ein Präprozessor genanntes Werkzeug ausgeführt.
Abhängig von einer Bedingung wird Code in ein zu übersetzendes Programm eingebunden
oder ausgelassen. Beispiele für Programmiersprachen mit Präprozessordirektiven für
bedingte Kompilierung sind Oracle PL/SQL und C/C++.
Vor allem der C/C++ Präprozessor (CPP, siehe z. B. [FSF11]) als fester Bestandteil der
Programmiersprache C/C++ ist weit verbreitet. Mit ihm können Dateien in ein Programm
eingefügt, Makros definiert und Programmfragmente für eine bedingte Kompilierung mar-
kiert werden. Der Makromechanismus basiert auf einfacher Textersetzung, eine lexi-
kalische oder syntaktische Überprüfung des erzeugten Codes findet nicht statt. Zur
Nachverfolgung der Herkunft des erzeugten Codes und für eine bessere Fehlerbehebung
stehen Direktiven zur Verfügung, mit denen Zeilennummern im Quellcode angegeben und
Fehlermeldungen oder Warnungen ausgegeben werden können. Die bedingte Kompilierung
wird zum Beispiel in der Implementierung des Linux-Kernels stark genutzt.
Zur bedingten Kompilierung stellt CPP mehrere Direktiven zur Verfügung. Mit ifdef
beispielsweise wird überprüft, ob ein Makro bei Aufruf des Compilers definiert wurde. Die
entsprechenden Makros werden meist wie boolesche Variablen benutzt, mit denen Code
ein- oder ausgeschaltet werden kann. Mit der Direktive if können komplexere Bedingun-
gen überprüft werden, die ganzzahlige Konstanten, arithmetische Operationen, Vergleiche
und sogar Makroaufrufe enthalten. Der mit einer if-Direktive eingeschlossene Code wird
nur ins übersetzte Programm integriert, wenn der if-Ausdruck einen Wert ungleich 0
ergibt.
Template-basierte Generatoren stellen Befehle zur Verfügung, die der if-Direktive des
C-Präprozessors sehr ähnlich sind. Die Befehle werden in einen beliebigen Text eingefügt,
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Engines liegen in der Regel als zusätzliche Bibliothek für verschiedene Programmier-
sprachen vor und sind aufgrund ihrer einfachen Verwendung für eine Vielzahl von Proble-
men zur Texterzeugung geeignet.
3.2.3 Frame-Prozessoren
Frames [Bas96] sind einfach und flexibel in der Anwendung und unabhängig von einer
bestimmten Programmiersprache. Implementierungen von Frameprozessoren sind leicht zu
bewerkstelligen, weil Frames wie Templates auf Textersetzung basieren. Für die Erstellung
von Generatoren können existierende Programme herangezogen werden. Im Unterschied zu
Templates und Präprozessordirektiven können Frames auch beliebig ineinander verschach-
telt werden. Frames sind deshalb auch für komplexe Generatorprojekte geeignet, in denen
etwa Code rekursiv erzeugt werden soll (Beispiel s. Abschnitt Ausgabe von Code, Seite 23). 
Es existiert eine ganze Reihe unterschiedlicher Implementierungen der Frame-Technolo-
gie. Allen Implementierungen gemeinsam ist die Verwendung von parametrisierten
Codestücken, die nachträglich an einen bestimmten Verwendungszweck angepasst werden
können, sowie die Unabhängigkeit von der verwendeten Zielprogrammiersprache, für die
der Programmcode erzeugt wird. Die Ausgabe von generiertem Code ist entweder fester
Bestandteil der Generatorsprache in Form eines expliziten Befehls wie in FP, Angie und
Xpand oder eines Attributs wie in XVCL, FPL. Alternativ werden I/O-Möglichkeiten der
Zielsprache der Generatorimplementierung ausgenutzt wie bei BitFramer oder bei
StringTemplate.
Normalerweise ist vor der Verwendung von Frameprozessoren ein Framing genannter
Prozess notwendig, bei dem die Codebasis, also das Bündel von Programmen, die als Vor-
lage oder Muster (engl.: template) für die Generierung dienen, in parametrisierte Einzel-
bausteine (Frames) zerlegt und mit Steuerbefehlen der Frame-Prozessorsprache (engl.:
frame processor language, FPL) erweitert wird. 
Weitere Eigenschaften zur Charakterisierung von Frame-Prozessoren erläutern die fol-
genden Abschnitte (Quellenangaben für die einzelnen Implementierungen s. Tabelle 1 in
Anhang A auf Seite viii).
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Zwei unterschiedliche Arten von Variationspunkten werden in den Implementierungen
benutzt. Die eine Form basiert auf Platzhaltern (auch Einschübe genannt, engl.: slots), in die
benutzerdefinierte Daten oder Codestücke “eingefüllt” werden (Angie, BitFramer, Xpand,
StringTemplate). Alternativ wird mit Hilfe eines Befehls der Generatorsprache ein Pro-
grammpunkt (breakpoint) bestimmt, an dem die Programmausführung durch Einfügen von
Code aus einem Frame verändert werden kann (FP, Netron, XVCL, FPL). Die beiden For-
men schließen sich nicht gegenseitig aus, es ist also im Prinzip möglich sie zu mischen.
Die Art, in der an Variationspunkten Code eingebracht wird, hängt natürlich eng mit der
Art der Variationspunkte zusammen, die in der Implementierung zur Verfügung stehen.
Sind Breakpoints die Methode der Wahl, dann stehen zusätzliche Befehle zum Einfügen
von Code vor und hinter dem Breakpoint (FP, Netron, XVCL, FLP) oder sogar um den
Breakpoint herum (FLP) zur Verfügung. Um das Einfügen von Code vor oder hinter einem
Slot zu simulieren, können verschachtelte Frameinstanzen verwendet werden. Das Prinzip
ist ein ähnliches wie die Verarbeitung von Listen in funktionalen Programmiersprachen:
Ein spezieller Frame Before enthält zwei Slots (Abb. 6). Der erste Slot empfängt ver-
schachtelte Instanzen von Frames, der zweite jeweils einen zusätzlichen Inhalt, der vor den
ursprünglichen Inhalt gesetzt wird. Der ursprüngliche Inhalt wird in den zweiten Slot des
äußersten Frames eingefügt. Die verschachtelten Frames werden in einen Slot eingefügt,
der an der Stelle des ursprünglichen Inhalts steht. 
Slot A
Ursprünglicher Inhalt von A
Zusätzliche Inhalte
Instanz von Slot Before mit 2 Slots S1, S2
Abb. 6: Geschachtelte Instanzen eines Frames Before werden in einen Slot A eingefügt, um zusätzliche 
Inhalte vor dem ursprünglichen Inhalt an der Stelle von A in einen zu generierenden Text einzufügen.
Text
S1 S2
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Zwei grundsätzliche Implementierungstypen stehen sich gegenüber. Bei der Adaptions-
strategie (FP, Netron, XVCL, FLP) wird ein Frame bei der Anwendung durch einen
anderen Frame kopiert und dabei an die gegebenen Verhältnisse angepasst, zum Beispiel
durch das Setzen von Variablen oder rekursive Anwendung weiterer (eingebetteter)
Frames. Die Instanzierung (Kopie) des Frames erfolgt implizit bei seiner Anpassung,
danach kann die Instanz üblicherweise nicht mehr verändert werden, was große Ähnlichkeit
mit der funktionalen Programmierung aufweist. Dort kann der Wert einer Variablen nach
ihrer Initialisierung nicht mehr geändert werden, was unter anderem zu Funktionen ohne
Seiteneffekte führt, bei denen ein Funktionsaufruf bei gleichem Wert aller übergebenen
Parameter stets dasselbe Ergebnis liefert.
Bei der Abstraktionsstrategie werden Frames und Funktionen zur Manipulation von
Frame-Inhalten analog zu Klassen in objektorientierten Programmiersprachen in einer
Struktur zusammengefasst. Diese Instanzierung eines Frames erfolgt explizit durch einen
Befehl der Generatorsprache (Angie) oder der Implementierungssprache für den Generator
(BitFramer). Im Unterschied zum Adaptionsstil haben Instanzen von Frames hier einen
Zustand, der die Wirkungsweise des Frames auf die Ausgabe beeinflussen kann.
3.2.3.3 Kontrollstrukturen
Schleifenartige Wiederholungen stehen in allen betrachteten Frame-Prozessoren zur Verfü-
gung. Darüber hinaus gibt es Befehle zur Auswahl alternativer Codestücke (Netron, XVCL,
FPL, Angie, Xpand, StringTemplate). Nur BitFramer und StringTemplate verzichten weit-
gehend auf spezielle Frame-Prozessor-Befehle zur Kontrolle der Codegenerierung und
stützen sich statt dessen auf die Möglichkeiten der Generatorimplementierungssprache.
3.2.3.4 Strukturierung der Frames
Frames sind in der Regel verschachtelt und spiegeln so die Struktur der Applikation wider,
die als Grundlage für den Generator dient. Deshalb ist es naheliegend, die Frames im Gene-
rator selbst wiederum hierarchisch zu organisieren. Dabei instanziert bzw. adaptiert dann
ein sogenannter Kontroll-Frame, der selbst keinen Code erzeugt, alle darin enthaltenen
Frames selbsttätig. Werden zusätzliche Daten in einer Konfiguration zur Verfügung
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der Konfiguration beschaffen.
Dieses Konzept des intelligenten Frames ist sehr nützlich, wenn ein Generator in mehre-
ren Abstraktionsebenen unter Verwendung jeweils elementarerer Generatoren der darunter
liegenden Ebene zusammen gesetzt wird. In einer Fallstudie wurde ein hierarchisch orga-
nisierter Ant-Task-Generator entwickelt, um Möglichkeiten der Wiederverwendung in
Frame-basierten Generatoren zu untersuchen (s. Anhang Anhang C, Ant-Taskgenerator,
Seite xiii). Ant ist ein Werkzeug zur Unterstützung des Software-Entwicklungsprozesses,
mit dem Abhängigkeiten zwischen den einzelnen Bestandteilen eines Systems verzeichnet
werden. Anhand der Abhängigkeiten sorgt Ant dann dafür, dass alle notwendigen Sys-
temteile in der korrekten Reihenfolge erstellt werden. Im Unterschied zu dem aus der Unix-
Welt bekannten make, das demselben Zweck dient, ist das in Java implementierte Ant um
sogenannte Tasks erweiterbar, die beliebig in den Erstellungsprozess des Systems integriert
werden können. Die Implementierung eines neuen Tasks (in der Regel eine Java-Klasse)
muss dazu eine in allen Ant-Tasks wiederkehrende festgelegte Struktur haben. Dies macht
Ant-Tasks zu einem möglichen Ziel für eine automatische Generierung. Die hierarchische
Struktur des Ant-Task-Generators, mit dem einige Standard-Tasks von Ant generiert wur-
den, ist in Abb. 7 zu sehen. Die Implementierung des Task Skeleton Generators als intelli-
genter Frame führt zu einer Entkopplung von den auf ihn aufbauenden Generatoren. Die
Auswirkungen von Änderungen in der Implementierung dieses elementaren Generators auf
die anderen Generatoren sind beschränkt, weil er alle zur Generierung eines Tasks
benötigten Informationen selbständig ermitteln und zusammenfügen kann. Diese “Intelli-
genz” des Frames kann aber nach einer Änderung mit geringem Aufwand angepasst wer-
den. Intelligente Frames könnten zum Beispiel in XVCL und BitFramer als zusätzlicher
Frame implementiert werden, der die eigentliche Task-Erzeugung kapselt. Die Generator-
Core Tasks Generator
Chmod Task Generator Javac Task Generator Zip Task Generator
Task Skeleton Generator
......
Abb. 7: Hierarchisch organisierter Generator. Generatoren einer Ebene benutzen die Generatoren der jeweils 
darunter liegenden Ebene, mit denen sie verbunden sind
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bieten jeweils vielfältige Möglichkeiten zur Programmierung dieser Intelligenz.
Allerdings kann die Codegenerierung auch mit Hilfe “flacher” Frames erfolgen, bei
denen Codestücke einfach wie auf einer Perlenschnur aneinander gereiht werden. Die
Aufteilung in Code-Stücke erfolgt dabei nicht bezüglich der hierarchischen Codestruktur,
sondern entlang von Variationspunkten. Die Implementierung des Ant-Task-Generators aus
Abb. 7 mit flachen Frames führt dazu, dass nach einer Änderung  in einem Generator
entsprechende Anpassungen in allen Generatoren fällig werden, die diesen verwenden, weil
keine Kapselung der Entwicklung stattfindet. Allerdings ist die Entwicklung einer ersten
Version des Generators mit weniger Aufwand behaftet.
Zusammenfassend lässt sich sagen, dass intelligente Frames mehr Möglichkeiten zur
Wiederverwendung bieten, weil sie robust gegenüber Änderungen im generierten Code
sind. Gleichzeitig sind sie aber ähnlich anfällig bei Änderungen in der Funktionalität des
Generators wie Klassen in einer Vererbungshierarchie bei der objektorientierten Program-
mierung. Flache Frames sind robuster bei Änderungen im Generator, aber meist komplett
von einem bestimmten Kontext (Basisprogramm) abhängig und nach Änderungen im gene-
rierten Code kaum wiederverwendbar. Das Thema der Wiederverwendung von Generatoren
wird in Abschnitt Abstraktion von der Implementierungsstruktur der Frames, Seite 40 noch
einmal aus einem etwas anderen Blickwinkel aufgegriffen.
3.2.3.5 Konfigurationsgeneratoren
Konfigurationsgeneratoren verwenden bei der Instanzierung von Frames Daten in einer
zusätzlich zur Verfügung gestellten Datei (“Konfiguration”). Je nachdem, wie die Daten aus
dieser Datei bei der Parametrisierung in die Slots bzw. Breakpoints eingebaut werden,
unterscheidet man die Arten push und pull. 
Beim Pull werden die Platzhalter in der Form spezieller Befehle der Generatorsprache
spezifiziert, mit denen die Daten aus den entsprechenden Stellen der Konfiguration “heraus-
gezogen” werden können (Xpand). Bei dieser Variante ist es also der Frame selbst, der sich
die Daten beschafft.
Beim Push dient der Platzhalter nur als passiver Behälter von Daten, die von außen in
den Frame eingebracht werden (StringTemplate). Dabei wird auch die Instanzierung von
Frames gesteuert, nach der Regel: Nur wenn Daten für die Platzhalter in einem Frame
tatsächlich (in der Konfiguration) zur Verfügung stehen, wird der Frame auch instanziert.
Dies kann beim C/C++-Präprozessor mit Direktiven define und ifdef und bei Pull-
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werden, wobei in der Bedingung überprüft wird, ob Daten zum Befüllen der Slots im jewei-
ligen Frame zur Verfügung stehen.
3.2.3.6 Mechanismen zur Verwendung von Variablen
Einige Frame-Prozessoren stellen zusätzlich zu Slots noch Mechanismen zum Setzen und
zur Verwendung von Variablen zur Verfügung. Die Variablenwerte können zum Beispiel
Teil einer Bedingung sein, die an einem Variationspunkt darüber entscheidet, ob und wie
ein Frame dort instanziert wird.
In XVCL, FPL, Angie und Xpand können Variablenwerte gesetzt und an den durch
Variationspunkte markierten Stellen abgefragt werden. XVCL stellt Arrays zur Verfügung.
In FPL können Datenstrukturen definiert werden, mit denen Variablen unterschiedlichen
Typs aber mit gemeinsamem Bezug gekapselt werden können. 
BitFramer verwendet die Möglichkeiten der Generatorimplementierungssprache (Java
oder C++) zur Definition von Variablen, deren Inhalte dann durch einfache Referenz in
Platzhalter eingefügt werden können.
3.2.4 Generierung durch Komposition oder mit Codebasis bei Frames
Frames können sowohl für die Komposition als auch für die Entwicklung mit Codebasis
eingesetzt werden.
Für eine Komposition werden die Grundbausteine des zu erzeugenden Programms in
parametrisierten Frames zusammengestellt. Übergeordnete Frames implementieren die
Operatoren der Komposition und können für die fertige Applikation benötigten zusätzlichen
(engl.: glue) Code enthalten.
Im anderen Fall werden Frameprozessorbefehle in einer Referenzimplementierung
eingestreut, die als Codebasis für die Generatorentwicklung dient. Der äußerste Frame
umfasst dabei konzeptuell immer die komplette Anwendung. Eingeschachtelte Frames
dienen ähnlich wie bei der bedingten Kompilierung dazu, Codeteile in die fertige Applika-
tion einzubinden bzw. wegzulassen.
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In diesem Abschnitt werden Nachteile erörtert, die sich bei der Verwendung von Frame-
Prozessoren für die Implementierung von Variabilität aus den besonderen Eigenschaften
dieser Technik ergeben.
3.2.5.1 Fragmentierung der Codebasis
Bei Verwendung von Frames wird bereits vorhandener Code fragmentiert und mit Befehlen
der Generatorsprache durchsetzt, um als Vorlage für die Codeerzeugung zu dienen.
Änderungen an der Codebasis müssen jeweils in der Vorlage wiederholt werden. Dies
impliziert eine inkrementelle Programmentwicklung, bei der die Programmierer zuerst ver-
suchen zu eruieren, welche Änderungen im Code vorgenommen werden müssen, um eine
bestimmte Funktionalität zu erhalten oder einen Fehler zu beseitigen. Anschließend müssen
die Vorlagen angepasst und der Code neu erzeugt werden, bevor überprüft werden kann, ob
die Funktionalität in der gewünschten Form implementiert wurde und ob die Änderungen
negative Auswirkungen haben auf Code, der die geänderten Programmteile verwendet. 
Die Lesbarkeit des Codes in den einzelnen Frames ist durch die Fragmentierung und die
zusätzliche Verwendung von Befehlen der Generatorsprache herabgesetzt. Dies erschwert
unter anderem die Suche nach möglichen Klonen, also Kopien eines bearbeiteten Pro-
grammstücks, die ebenfalls geändert werden müssen. Auch die Frage, ob eine Änderung die
Neustrukturierung des Codes begünstigen könnte, ist im fragmentierten Code schwerer
abzuschätzen, weil hier der Zusammenhang zwischen Teilen der Programmarchitektur
fehlt.
Erfahrungsgemäß tendieren Programmierer deshalb dazu, den zusätzlichen
Generierungsschritt auszusparen und Änderungen direkt am Generat und nicht an den
Frames durchzuführen und zwar solange, bis die Applikation in der gewünschten Form
funktioniert. Im nächsten Schritt werden dann die Frames entsprechend den Änderungen im
Generat angepasst. Der Vorteil dieser Vorgehensweise ist, dass nur sehr wenige
Generierungszyklen notwendig sind, um eine Änderung am Generator durchzuführen.
Nachteilig ist allerdings, dass während der Wartung der Quellcode mit den aktuellen
Änderungen und Frames parallel verwaltet werden müssen. Der Einbau von Änderungen im
Quellcode in die Frames ist ein sehr fehleranfälliger Prozess, es kann leicht passieren, dass
Änderungen übersehen werden und verloren gehen. 
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Frames verarbeiten den Code der Zielprogrammiersprache als unstrukturierte Zeichen-
ketten. Oft wird das sogar als Vorteil angesehen, weil dies die Generierung weitgehend
unstrukturierter Non-Code-Artefakte (Kommentare, Zeichenketten in Programmen, Doku-
mentationen, usw) ermöglicht. Andererseits gibt es dadurch keine Möglichkeit, schon bei
der Generierung die Korrektheit des Generats bezüglich syntaktischer oder semantischer
Kriterien zu überprüfen. Optimierungen sind nicht möglich, weil sie nur auf einer struktu-
rierten Zwischenrepräsentation des Codes durchgeführt werden können. Solche Genera-
toren sind deshalb nur von begrenztem Nutzen zum Beispiel bei der Entwicklung domä-
nenspezifischer Sprachen (DSL).
3.2.5.3 Festlegung auf eine bestimmte Generierungstechnik
Nach der Fragmentierung der Codebasis ist die Entwicklung des Generators auf einen
bestimmten Frameprozessor festgelegt, weil Befehle der Generatorsprache Teil der Frames
sind und die Funktionalität und Verwendung der Befehle zwischen den Frameprozessoren
variieren (zum Beispiel Adaption im Unterschied zu Abstraktion als Implementierungstyp
des Frameprozessors). Die Auswahl eines Frameprozessors wird damit zur wichtigen
Entwurfsentscheidung, welche die weitere Entwicklung des Generators für einen langen
Zeitraum beeinflusst. Ein Wechsel zu einem anderen Frameprozessor kann daher ein erneu-
tes Framing notwendig machen. Erfolgt dieses sogenannte Reframing auf der Basis von
Code, der aus dem alten Generator erzeugt wurde, besteht die Gefahr des Informationsver-
lusts, wenn nicht alle für die Codeerzeugung notwendigen Varianten oder Bausteine gene-
riert werden konnten.
3.2.5.4 Verwendung von “Quoting”-Mechanismen
Quoting-Mechanismen sind notwendig zur Coderzeugung, zum Beispiel wenn die Ziel-
sprache mit der Generatorsprache identisch ist, also ein Generator für Frames erstellt wer-
den soll. Die dem Quoting-Mechanismus zugrunde liegende Idee kann so verallgemeinert
werden, dass unterschiedliche Ausführungszeiten für Befehle im Generatorprogramm spe-
zifiziert werden können. Dies ist ein mächtiges Werkzeug, unabdingbar zur Program-
mierung von Generatoren, die selbst wiederum Generatoren erzeugen [HZS05], [TaSh97],
[Rau03].
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schwer lesbaren Programmen führt, weil der gleiche Befehl in der Generatorsprache jetzt
auch ein Befehl in der Zielsprache des Generators und, je nach Ausführungszeit in einem
Generator-erzeugenden System (“Generator-Generator”), unterschiedlichen (Meta-)
Ebenen zugehörig sein kann. 
3.3 Codegenerierung mit noninvasiven Frames
Die Codegenerierung mit noninvasiven Frames wird in diesem Abschnitt anhand eines ein-
fachen Beispiels und anhand einer prototypischen Entwicklungsumgebung demonstriert.
Zum besseren Verständnis ist zu sagen, dass noninvasive Frames sich konzeptuell am
besten als Implementierung eines generativen Domänenmodells beschreiben lassen (s.
Abschnitt Generative Domänenmodelle, Seite 15): Eine abstrakte Beschreibung wird durch
Transformation in eine Konfiguration umgewandelt, auf deren Basis aus Codestücken
durch Einfügen und Konkatenation ein kompilierbares Programm erzeugt wird. Die Trans-
formation ermöglicht zum einen die Verwendung domänenspezifischer Ausdrucksmittel
zur Programmspezifikation und verbirgt zum anderen Details der Implementierung vor dem
Benutzer. Zur Implementierung von Programmgeneratoren können noninvasive Frames
genau wie generative Domänenmodelle verschachtelt werden.
3.3.1 Charakterisierung und strukturelle Eigenschaften noninvasiver Frames
Der Charakterisierung von Frame-Prozessoren aus Abschnitt 3.2.3 folgend lassen sich die
Eigenschaften noninvasiver Frames wie folgt zusammen fassen:
• Noninvasive Frames verwenden Slots anstelle von Breakpoints.
• Sie sind adaptiv (zustandslos, ohne Seiteneffekte).
• Sie verwenden keine expliziten Kontrollstrukturen.
• Sie folgen dem Konzept intelligenter Frames durch die Verwendung von Transforma-
tionen.
• Sie funktionieren nach dem Push-Prinzip für Konfigurationsgeneratoren.
• Je nachdem, welche Möglichkeiten die Transformatorsprache bietet, ist mit noninva-
siven Frames auch die Verwendung von Variablen möglich.
Die wichtigsten Bestandteile noninvasiver Frames zeigt das Merkmaldiagramm in Abb.
8. Das Diagramm wird in den folgenden Unterabschnitten erläutert.
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Implizite Annotationen der Codebasis zur Markierung noninvasiver Frames werden als
Deskriptoren bezeichnet. Die benötigte Anzahl Deskriptoren ist von der verwendeten
Annotationstechnik abhängig. Beispielsweise kann zur Spezifikation eines noninvasiven
Frames die Anfangs- und Enposition in der Codebasis herangezogen werden. Details dazu
werden im Abschnitt Lokalisation noninvasiver Frames und Platzhalter, Seite 51 erörtert.
Nach Bestimmung der Deskriptoren kann die Position des noninvasiven Frames in der
Codebasis eindeutig festgestellt werden. Diese Bestimmung wird im folgenden als Lokali-
sation bezeichnet.
Deskriptoren werden auch verwendet, um Platzhalter in der Codebasis zu lokalisieren.
Ein Platzhalter wird bei der Instanzierung eines noninvasiven Frames durch benutzerspezi-
fizierte Daten oder Instanzen anderer noninvasiver Frames ersetzt. Ein Platzhalter kann
auch durch Instanzen noninvasiver Frames ersetzt werden, die auf entfernte Programmteile
in der Codebasis verweisen. Zur Erzeugung rekursiver Codestrukturen schließlich kann in
einem Platzhalter auch auf den ihn enthaltenen noninvasiven Frame oder einen direkten
oder indirekten “Vater”-Frame verwiesen werden. Allgemein bilden Platzhalter und nonin-
vasive Frames beliebige bipartite Graphen [Val02]. Bipartite Graphen partitionieren die
Knoten in zwei disjunkte Mengen, so dass keine Verbindung zwischen Knoten derselben
Menge besteht. Ein Frame enthält also nur Platzhalter, keine anderen Frames als direkte
Kinder. Ein Platzhalter enthält nur eingeschachtelte Frames, keine Platzhalter.
Noninvasiver Frame
Platzhalter/Slot
Abb. 8: Die wichtigsten Bestandteile noninvasiver noninvasiver Frames notiert als Merkmaldiagramm (s. 
Abschnitt Merkmaldiagramme, Seite 11).
Deskriptor Transformation
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Inhalt strukturiert
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[*]
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In herkömmlichen Frameprozessoren werden Codefragmente in der Zielsprache als
Zeichenketten verarbeitet. Die Codegenerierung erfolgt im Prinzip als Folge von Konkate-
nationen und einfachen Textersetzungoperationen. In diesem Sinne sind die Inhalte der
Frames unstrukturiert (s. Abschnitt Verarbeitung von unstrukturiertem Text, Seite 32).
Frameinhalte können bezüglich einer Grammatik oder einer komplexeren Beschreibung
der Zielsprache strukturiert werden. Diese Strukturierung kann in der Folge auch benutzt
werden, um die Kombinationsmöglichkeiten von Frames und Platzhaltern einzuschränken.
Mit dieser Einschränkung wird sicher gestellt, dass bei der Kombination jeweils syntaktisch
korrekter Code erzeugt wird (s. Abschnitt Syntaxprüfung, Seite 67). Ein Strukturmodell ist
zwangsläufig Zielsprachen-abhängig und nicht Teil eines noninvasiven Frames, kann aber
für verschiedene Sprachen flexibel in den Verarbeitungsprozess eingebaut werden. Die
weitere Verarbeitung der Frameinhalte nach der Strukturierung kann uniform und Ziel-
sprachen-unabhängig erfolgen.
3.3.1.3 Transformation
Die optionale Transformation dient der Umwandlung einer abstrakten Eingabestruktur in
eine auf die Implementierung des Frames zugeschnittene Struktur. Die Idee dabei ist,
Implementierungsdetails wie die interne Struktur des Frames nach außen hin zu verbergen
und eine Schnittstelle für die Benutzung zur Verfügung zu stellen. Die Schnittstelle ist
abstrakt insofern, als Änderungen in der Implementierung des Frames keine oder nur
geringe Auswirkungen auf die Verwendung durch andere Frames haben sollten.
Noninvasive Frames sind damit Implementierungen eines generativen Domänenmodells
(s. Abschnitt Generative Domänenmodelle, Seite 15). Der Frame stellt eine auf einen
bestimmten Verwendungszweck im Problemraum abgestellte Eingabesprache zur Verfü-
gung. Eine Spezifikation in dieser Sprache wird mittels Transformation dann in eine imple-
mentierungsspezifische Konfiguration für den Frame (Lösungsraum) umgewandelt, auf
deren Basis schließlich die Codeerzeugung stattfindet. Die Transformation enthält alle
Informationen über die Elemente des Frames und ihre Beziehungen, um die Gültigkeit einer
Konfiguration zu überprüfen (Konfigurationswissen).
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Über das Untermerkmal verschachtelter Frame von Merkmal Platzhalter in Abb. 8 können
Frames auch hierarchisch organisiert werden, nämlich dann, wenn bei der Ersetzung eines
Platzhalters Alternativen aus mehreren noninvasiven Frames gewählt werden soll. Hierar-
chien von noninvasiven Frames mit jeweils einem optionalen Frame pro Platzhalter
entsprechen Präprozessoren (s. Abschnitt Präprozessordirektiven und Template-basierte
Generatoren, Seite 24). 
Bei der Bildung von Framehierarchien ist im Prinzip für den übergeordneten Frame
transpartent, ob die untergeordneten Frames Transformationen zur Abstraktion von der
internen Struktur verwenden. Ein Kontroll-Frame an der Spitze der Hierarchie (s. Abschnitt
Strukturierung der Frames, Seite 27) könnte zum Beispiel eine Reihe untergeordneter
Frames mit definierter Schnittstelle für die Codeerzeugung steuern und dabei selbst eine
beliebige Schnittstelle zur Verfügung stellen. Eine solche Schnittstelle könnte auch die tex-
tuelle Repräsentation eines Merkmaldiagramms sein, zum Beispiel TVL [BCF+10] oder
Clafer [BCW10], das von der Transformation in geeigneter Weise mit Hilfe eines Parsers
umgesetzt wird, um die Codegenerierung in den untergeordneten Frames zu steuern.
3.3.2 Anwendungsbeispiel: Inneres Produkt
Das innere Produkt zweier Vektoren  und 
ist definiert als
iprod( , , ) =
Eine Implementierung dieser Funktion als Java-Methode ist in Abb. 9 zu sehen. Wie in
[Taha99] wird im folgenden die Funktion iprod unter Verwendung eines konkreten Vektors
mit Hilfe zweier aus dem Compilerbau bekannter Techniken zur Codetransformation
spezialisiert, dem function unfolding [BuDa77] und dem constant folding [ASU86]. Dabei
v v1 … vn, ,( ) |Rn∈= w w1 … wn, ,( ) |Rn∈=
i v w
viwi iprod i 1– v w, ,( )+ i 0>,
0 sonst,

public static double iprod (int i, double[] v, double[] w) 
{
return (i>0) ?  
v[i-1] * w[i-1] + 
iprod(i-1,v,w) : 
0;
}
Abb. 9: Implementierung des inneren Produkts als rekursive Java-Methode
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Ersetzen der rekursiven Methodenaufrufe mit Code im Methodenrumpf bzw. Ersetzung von
konstanten Ausdrücken mit bereits berechneten Werten vereinfacht. Ziel ist die teilweise
Auflösung von Programmstrukturen mit hohen Ausführungskosten (zum Beispiel der
zusätzliche Aufwand zur Zählung der Schleifeninhalte) durch Programmbefehle mit gering-
eren Ausführungskosten (einfache arithmetische Operationen wie Multiplikation und Addi-
tion). Unter Verwendung eines Vektors  entsteht zum Beispiel eine Funktion
=
Diese Funktion ist angepasst an einen Kontext, in dem das innere Produkt häufig von
einem variablen Vektor  (mit 3 Koeffizienten) und einem konstanten Vektor 
errechnet werden soll. Für das einfache Beispiel Inneres Produkt kann die Funktion natür-
lich auch manuell implementiert werden. Aber bei Verwendung großer Vektoren oder für
die Implementierung von Funktionen mit aufwändigeren Berechnungen kann es nützlich
sein, die genannte Spezialisierung automatisch durchzuführen, also zum Beispiel speziali-
sierte Versionen der iprod-Methode zu generieren.
3.3.2.1 Framing für das Beispiel Inneres Produkt
In diesem Abschnitt erfolgt eine Beschreibung, wie die rekursive Implementierung einer
allgemeinen Berechnung des inneren Produkts zweier Vektoren in Java in einen Generator
für spezialisierte Berechnungen dieses inneren Produkts überführt wird. Die Implemen-
tierung des Generators selbst erfolgt noninvasiv mit Hilfe des in [Kör07] beschriebenen
prototypischen Werkzeugs (s. Anhang IProd-Beispiel, Seite xiv).
1 2 3, ,( ) |R3∈
iprod 1 2 3, ,( ) v( ) v1 2v2 3v3+ +
v 1 2 3, ,( )
Abb. 10: “Skelett” für die Generierung einer Klasse mit Spezialisierungen der Methode iprod zur Berech-
nung des inneren Produkts. Zur Darstellung der noninvasiven Frames wurde die Codebasis unter Zuhil-
fenahme der Deskriptoren mit roten und grünen Markern (Platzhalter) versehen.
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mehrere Methoden zur spezialisierten Berechnung des inneren Produkts enthalten sind.
Dieses Skelett ist in Abb. 10 zu sehen. Der zum Klassenskelett gehörige Code ist sehr spar-
sam mit rot gefärbten Markern SpecializedInnerClass und } geklammert. Das
Werkzeug enthält eine Funktion, die dem Benutzer erlaubt, bei verschachtelten Markern
den Text zwischen zwei Markern farblich abzuheben, um eine Zuordnung der Marker zu
erleichtern. Die rot gefärbten Marker definieren noninvasiv einen Frame, der die mit Hilfe
grüner Marker gekennzeichneten Platzhalter CLASSNAME und SPECIPROD enthält. Der
Inhalt dieser Platzhalter wird bei der Codegenerierung ersetzt durch den Namen der Klasse,
die die spezialisierten Methoden enthält, bzw. durch diese Methoden selbst im Fall des
Platzhalters SPECIPROD.
Die noninvasive Spezifikation eines Generators für spezialisierte Methoden ist in Abb.
11 zu sehen. Dort werden noninvasive Frames SpecializedIProd und Sum für einen
gegebenen Vektor  der Länge mindestens 1 spezifiziert. Es ist zu beachten, dass es sich
bei dem zugrunde liegenden Quellcode um denselben Code handelt, der auch als Grundlage
für das Skelett SpecializedInnerClass dient und dort vom Platzhalter SPECIPROD
überdeckt wird. Dies ist eines der hervorstechendsten Merkmale noninvasiver Frametech-
nologie: Derselbe Code kann in beliebiger Zahl von verschiedenen Generatoren als Grund-
lage verwendet werden, ohne dass es dabei zu Codeduplizierung kommt, wie dies bei
herkömmlicher Frame-Technologie innerhalb des Generators der Fall ist.
Um die Verwendung von SpecializedIProd mit seinen verschachtelten Frames
besser zu verstehen, hier anhand des Beispiels von  die Generierung von
Code so, wie sie konzeptionell auch vom Generator durchgeführt wird.
Abb. 11: Noninvasive Spezifikation eines Generators für spezialisierte Methoden zur Berechnung des inneren 
Produkts. Zur Darstellung der noninvasiven Frames wurde die Codebasis unter Zuhilfenahme der Deskrip-
toren mit roten und grünen Markern (Platzhalter) versehen.
w
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Summe aus den Produkten der Vektorkoeffizienten eingetragen. Zum Abschluss der
(rekursiven) Zusammenstellung der Summe ist hier der Eintrag von Frame Zero in
den ersten Sum-Frame notwendig, der als INDEX den Wert 1 und als SPECCOEFF den
Wert von  erhält.
2) Der nächste Sum-Frame erhält für INDEX den Wert 2 und für SPECCOEFF den Wert
von . Darüber hinaus wird in SPECREC der in Schritt 1) erzeugte Sum-Frame
eingetragen.
3) Der in Schritt 2) erzeugte Sum-Frame wird in SPECREC des dritten Sum-Frames einge-
baut, der darüber hinaus für INDEX den Wert 3 und für SPECCOEFF den Wert von 
vorsieht.
4) Der in Schritt 3) erzeugte Sum-Frame wird bei Erzeugung des Frames
SpecializedIProd in Platzhalter SPECEXPR eingetragen. Die Länge 3 des gege-
benen Vektors  wird in Platzhalter SPECVECTLEN, der Name der spezialisierten
Methode, zum Beispiel iprod_123 für den Beispielvektor, in NAME. IPRODPARMS
erhält den Inhalt des Frames FirstParm. Dieser ersetzt den Text double[] v,
double[] w.
5) Die in Schritt 4) erzeugte Instanz von SpecializedIProd wird in Platzhalter SPE-
CIPROC der Frame-Instanz von SpecializedInnerClass eingefügt. Als CLASS-
NAME kann zum Beispiel SpecializedInnerProduct gewählt werden.
3.3.2.2 Strukturelle Sicht auf Frames
Aufgabe des Codegenerators ist es, Frames in der richtigen Reihenfolge zu instanzieren und
dabei die passenden Konfigurationsdaten an den richtigen Stellen (Platzhaltern) ein-
zubauen. Die Konfigurationsdaten, aus denen für das Beispiel eine Klasse mit speziali-
sierten Methoden für die Berechnung des inneren Produkts erzeugt werden, sind im ein-
fachsten Fall in der Form einer Liste unter Angabe des zugehörigen Frames oder Platzhal-
ters und gegebenenfalls mit Index hierfür anzugeben. Im Falle einer rekursiven Anwendung
von Frames wie bei der Instanzierung von Sum ist dies ohne weiteres allerdings gar nicht
möglich. In diesem Fall muss zum Platzhalter, für den die Daten bestimmt sind, auch noch
festgehalten werden, in welcher Rekursionstiefe er sich befindet. Zu diesem Zweck eignen
sich Bäume besser als Listen.
Die Frames des Beispiels Inneres Produkt bilden eine Hierarchie, die sich daraus ergibt,
welcher Frame in welchen Platzhalter eingefügt werden kann (siehe Abb. 12a). Die
w1
w2
w3
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tionsdaten diese Hierarchie nachbilden. Sie liegen dann in Baumform vor, und zum Einle-
sen und zur Steuerung der Codegenerierung kann ein Baum-Parser eingesetzt werden. Die
Bildung eines Konfigurationsbaums passend zur Frame-Hierarchie in Abb. 12a für ein spe-
zialisiertes Inneres Produkt mit Vektor  ergibt sich in wenigen Schritten wie
folgt:
1) Der Frame SpecializedInnerClass entspricht dem Wurzelknoten des Baums.
Alle weiteren Frames und Platzhalter sind direkte oder indirekte Kinder dieses Kno-
tens.
2) CLASSNAME ist ein Platzhalter, der einen Bezeichner für eine Klasse, also nur Text
enthält. Als solches ist er ein spezieller Kindknoten des Wurzelknotens (“Blatt”), der
selbst keine weiteren Kindknoten mehr enthält.
3) SPECIPROD ist ein Kindknoten, der selbst wiederum eine beliebige Anzahl  Instanzen
von SpecializedIProd enthalten kann, aber keinen Text. Kinder dieses Knotens
sind NAME (nur Text), IPRODPARMS (nur eine Instanz von FirstParm als Kind),
SPECVECTLEN (nur Text in Form einer numerischen Angabe) und SPECEXPR.
4) SPECEXPR enthält entweder Instanzen von Zero (für innere Produkte von Vektoren
der Länge 0) oder Instanzen von Sum. Letztere bilden die rekursive Generierungsse-
quenz aus den Koeffizienten des gegebenen Vektors  strukturell ab. Kindknoten
Sum von SPECEXPR enthält Kinder INDEX (mit Wert 2) und SPECCOEFF (mit Wert 3)
sowie SPECREC mit weiteren Kindknoten. 
Der komplette Konfigurationsbaum ist in Abb. 12b zu sehen. Die prototypische Imple-
mentierung verwendet XML [XML] zur Speicherung von Konfigurationsbäumen.
3.3.2.3 Abstraktion von der Implementierungsstruktur der Frames
Die Struktur der Frame-Hierarchie in Abb. 12a ist eng mit der Struktur der Programmbasis
verbunden. Dies gilt auch für Konfigurationsdaten, welche die Hierarchie instanzieren. Das
hat einige negative Auswirkungen auf die Verwendung eines solchen Generators:
• Der Vektor  im Beispiel Inneres Produkt muss der Struktur des
Basisprogramms entsprechend in Form eines Baums angegeben werden. Die Angabe
des Vektors in Form einer Liste wäre der Lesbarkeit der Konfigurationsdatei dienli-
cher. Allgemein verschlechtert eine zu starke Abhängigkeit von Konfigurationsdaten
zur Implementierungsstruktur der Programmbasis die Lesbarkeit des Generators.
w 1 2 3, ,( )=
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schiedlichen Hierarchieebenen, zum Beispiel die Verwendung des Namens der im
Frame SpecializedInnerClass erzeugten Klasse in Frame Specialized-
IProd, erfordert die Deklaration eines zusätzlichen Platzhalters, der letztlich densel-
ben Wert wie CLASSNAME in SpecializedInnerClass erhält. Allgemein können
Konfigurationsdaten mit großer Nähe zur Implementierungsstruktur der Programm-
basis Datenredundanz enthalten.
• Die Konfigurationsdaten enthalten auch Redundanzen auf einer abstrakteren Ebene
durch Angabe der Länge 3 des Spezialisierungsvektors . Die Länge sollte vom
Generator selbst berechnet und an dieser Stelle eingefügt werden. Allgemein bein-
Abb. 12: Frame-Struktur (a) und Konfigurationsbaum (b) für das Beispiel Inneres Produkt (Konfigurations-
daten in Klammern neben den entsprechenden Platzhalternamen).
SpecializedInnerClass
CLASSNAME(“SpecializedInnerProduct”) SPECIPROD
SpecializedIProd
NAME(“iprod_123”) IPRODPARMS SPECVECTLEN(“3”) SPECEXPR
Sum
INDEX(“2”) SPECCOEFF(“3”) SPECREC
Sum
INDEX(“1”) SPECCOEFF(“2”) SPECREC
Sum
INDEX(“0”) SPECCOEFF(“1”) SPECREC
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SpecializedInnerClass
CLASSNAME SPECIPROD
SpecializedIProd
NAME IPRODPARMS SPECVECTLEN SPECEXPR
Sum
INDEX SPECCOEFF SPECREC
(a)
(b)
FirstParm
FirstParm
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Generierungstechniken zur Implementierung von Variabilität 42haltet eine zu große Nähe der Implementierungstruktur des Generators zu den Kon-
figurationsdaten die Gefahr von Inkonsistenzen und die Erzeugung inkorrekter
Programme.
• Die Konfigurationsdaten exponieren die Struktur des Generators. Ist der Generator
Teil eines größeren Generatorprojekts, so entsteht eine starke Abhängigkeit (genannt
Kopplung) zur Implementierung des Generators und dies wiederum zu schwerer wart-
baren Generatoren.
Um von Details der Implementierung des Basisprogramms zu abstrahieren, bietet sich
die Transformation der Konfigurationsdaten an. Typische Anwendungsfälle für eine solche
Transformation sind die Verteilung eines Bezeichners auf mehrere Stellen im Basispro-
gramm und seine Erzeugung entsprechend einem benutzergesteuerten Format oder die
Umwandlung eines intuitiven Formats zur Spezifikation von Konfigurationsdaten in eine
von der Implementierung des Basisprogramms benötigte Form (zum Beispiel die Umwand-
lung des Vektors  von einer Liste in die rekursive Baumstruktur, wie sie vom Beispiel
Inneres Produkt benötigt wird). Zur Implementierung der Transformation kann ein belie-
biges Werkzeug verwendet werden, das in der Lage ist, Bäume ineinander umzuwandeln.
Zu Demonstrationszwecken wurde im Rahmen dieser Arbeit XSLT für die Transforma-
tion von Konfigurationsdatenbäumen verwendet. Zwar weist diese Sprache einige Nach-
teile auf (Performanz-Probleme aufgrund der copy-Semantik von XSLT-Operationen,
tendenziell unübersichtliche Skripte aufgrund XML-basierter Syntax, Implikation einer
Reihenfolge der Verarbeitung von Teilbäumen durch Kompatibilität mit XML Schema,
zuweilen schwierige Fehlersuche in XPath-Ausdrücke zur “Navigation” in Teilbäumen).
Andererseits sind XSLT und XML weit verbreitet und viele Werkzeuge zu ihrer Verarbei-
tung existieren. In dieser Arbeit wurde Saxon, ein Werkzeug zur Ausführung von XSLT-
Skripten, zusammen mit dem in Eclipse eingebauten XML-Editor zur Bearbeitung von
XML- und XSLT-Dokumenten verwendet [Saxon]. Saxon kann mit Hilfe einer Program-
mierschnittstelle (engl. application programming interface, API) mit Java verbunden wer-
den, der Sprache, in der die prototypische Entwicklungsumgebung für noninvasive Frames
entwickelt wurde. XSLT-Skripte sind für kleinere Transformationsprobleme (100-200
Zeilen) einfach zu programmieren. Vorteilhaft für die Verwendung in einer Entwicklungs-
umgebung ist auch, dass XSLT-Skripte interpretiert werden. Änderungen an der Transfor-
mation können deshalb ohne Neucompilierung der Java-Entwicklungsumgebung direkt
überprüft werden. Alle Transformationen können außerdem in einem einzigen Skript
konzentriert werden, was die Wartbarkeit erhöht.
w
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vereinfachten Form in den Baum aus Abb. 12b transformiert und dabei von implemen-
tierungsspezifischen Details abstrahiert. Die Transformation wird als Folge von Instan-
zierungen von Baumknoten mit Berechnung von Werten aus Konfigurationsdaten aus der
vereinfachten Form wie folgt durchgeführt:
1) Vorhandensein des Wurzelknotens SpecializedInnerClass in der vereinfachten
Konfiguration führt zur Instanzierung des Wurzelknotens SpecializedInner-
Class im Ergebnisbaum mit Kindknoten CLASSNAME und SPECIPROD. CLASSNAME
erhält als Wert die konstante Zeichenkette SpecializedInnerProduct.
2) Vorhandensein von SpecializedMethod als Kindknoten von SpecializedIn-
nerClass in der vereinfachten Konfiguration führt zur Instanzierung eines Kindkno-
tens SpecializedIProd von Knoten SPECIPROD im Ergebnisbaum. Der Wert von
Kindknoten SPECVECTLEN berechnet sich aus der Anzahl Kindknoten vom Typ
Coeff. Der Wert von NAME ist die Konkatenation der Zeichenkette iprod und der
Koeffizienten aus den Coeff-Knoten. IProdParms muss aus implementierungs-
spezifischen Gründen immer im Ergebnisbaum vorhanden sein, ebenso wie der Kno-
ten SPECEXPR.
3) Jeder Knoten Coeff führt zur Instanzierung eines Knotens Sum im Ergebnisbaum als
Kind von SPECEXPR. Sum erhält als Kinder wiederum Kindknoten INDEX und SPEC-
COEFF, die als Wert die Position bzw. den Koeffizienten des Vektors  erhalten. 
4) SPECREC erhält für den letzten Koeffizienten 3 als Kind den Knoten Zero. Sum des
Koeffizienten 3 wird Kindknoten von SPECREC in Sum von Koeffizient 2, dieser
wiederum Kind von SPECREC in Knoten Sum des Koeffizienten 1. Mit dieser Abbil-
dung wird die rekursive Struktur der Generatorimplementierung komplett vor dem
Benutzer des Generators verborgen.
5) Die Koeffizienten des Vektors werden auf ihre Gültigkeit überprüft (Zahlen in einem
gültigen Zahlenbereich).
Abb. 13: Vereinfachter Baum zur Spezifikation einer spezialisierten Methode im Beispiel “Inneres Produkt”
SpecializedInnerClass
Coeff(3) Coeff(2) Coeff(1)
SIMethod
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ration zu einer Schnittstelle für die Verwendung des Frames, der damit in die Nähe der
intelligenten Frames rückt (s. Strukturierung der Frames, Seite 27). Darüber hinaus steigern
Transformationen die Robustheit des Frames gegenüber Änderungen in seiner Implemen-
tierungsstruktur. Die vorgeschlagene Lösung ist skalierbar, weil für einen Benutzer der
vereinfachten Form nicht mehr feststellbar ist, ob ein einzelner Frame oder ein kompletter
Generator mit einer ganzen Sammlung an Frames hinter der Eingabe steht.
3.3.3 Vorteile noninvasiver Frames
Noninvasive Frames vermeiden die in Abschnitt Nachteile von Frameprozessoren bei der
Generatorentwicklung, Seite 31 auftretenden Probleme bei der Entwicklung von Software-
generatoren mit herkömmlichen Frameprozessoren. Die Vorteile der Anwendung noninva-
siver Frames wird in den folgenden Unterabschnitten diskutiert. Eine Machbarkeitsstudie
im nächsten Abschnitt illustriert danach die genannten Vorteile.
3.3.3.1 Bearbeitung der Programmbasis
Noninvasive Frames ermöglichen die Weiterentwicklung der Codebasis in der gewohnten
Entwicklungsumgebung, weil die Verwendung von Deskriptoren die Definition von Code-
fragmenten ohne physische Änderung der Codebasis und ohne “Verschmutzung” durch
zusätzlichen Code in der Generatorsprache erlaubt. Der Programmierer ist deshalb nicht
gezwungen, einen anderen Editor zu benutzen, der zuweilen von den Entwicklern des Gene-
ratorsystems zur Verfügung gestellt wird, aber nicht unbedingt den gewohnten Funktions-
umfang bietet. Zum Beispiel wird der Quelltext der Zielprogrammiersprache von solchen
Editoren zuweilen als unstrukturierter Text ohne Auszeichnung von Sprachstrukturen
(engl.: syntax highlighting) behandelt. Gleichzeitig wird verhindert, dass bei obiger Vorge-
hensweise notwendige Änderungen in den Frames übersehen werden, weil durch eine
Delta-Analyse mit anschließendem Abgleich der Deskriptoren die Auswirkungen der
Änderungen auf alle Frames überprüft werden können.
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Dank der Verwendung von Transformationen kann die Verarbeitung auf abstrakter Ebene,
losgelöst von der Implementierungsstruktur der noninvasiven Frames erfolgen (s. Abschnitt
Strukturierung der Frames, Seite 27).
3.3.3.3 Verwendung von “Quoting”-Mechanismen
Noninvasive Frames vermeiden die Vermischung von Code aus unterschiedlichen (Meta-)
Ebenen durch explizite Trennung der entsprechenden Codeteile und Verwendung von
Deskriptoren und Platzhaltern. Noninvasive Frames werden nur noch als abstrakte Ein-
heiten (symbolisch) verwendet, die in der Generatorsprache leicht (zum Beispiel farblich
gekennzeichnet) als zur Zielsprache des Generators zugehörig erkennbar sind.
3.3.3.4 Festlegung auf eine Zielsprache für den Generator
Durch vollständige Trennung von Zielsprache und Generatorsprache sowie durch Verwen-
dung eines Metamodells erreichen noninvasive Frames die von herkömmlichen Framepro-
zessoren gewohnte Unabhängigkeit von einer bestimmten Zielsprache. Diese ist von der
Generatorsprache vollständig getrennt, die Erstellung von Parsern erfolgt also nur für die
Zielsprache und wird nicht durch Elemente der Generatorsprache kompliziert. Zur Pro-
grammierung von Zielsprachencode und für Wartungsarbeiten kann die gewohnte Entwick-
lungsumgebung wiederverwendet werden.
3.3.3.5 Festlegung auf eine bestimmte Generierungstechnik
Die Verwendung noninvasiver Frames führt nicht zu einer frühzeitigen Festlegung auf eine
bestimmte Generierungstechnik. Zum Beispiel kann nach dem Mischen von Deskriptoren
und der Programmbasis auch Code für einen beliebigen Frameprozessor erzeugt werden.
Auch die Erzeugung von AspectJ ist denkbar, wenn die vom Generator benötigte Granula-
rität nicht die Möglichkeiten der PCD von AspectJ übersteigt.
3.3.4 Machbarkeitsstudie: Noninvasiver Parser-Generator
Auf der Basis noninvasiver Frames erfolgte die prototypische Entwicklung eines Bottom-up
Parser Generators [Kör08] für LALR(1)-Parser [HMU01]. Ziel der Entwicklung war neben
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invasiven Frames auch die Untersuchung von Anpassungen des Generators nach Änderun-
gen in der Programmbasis. Außerdem wurde erstmalig eine prototypische Entwicklungs-
umgebung zur noninvasiven Generatorentwicklung eingesetzt [Kör08b].
Die generierten Parser für die Zielsprache Java bestehen aus einem Programmteil für die
lexikalische Analyse (“Scanner”) und einem Teil für die Syntaxanalyse, dem eigentlichen
Parser. Beide Teile basieren auf Zustandsautomaten, nämlich deterministischen endlichen
Automaten (DEA) beim Scanner sowie Kellerautomaten beim Parser [HMU01] und ver-
wenden verschachtelte switch-Anweisungen zur Codierung der Zustandsübergänge anstelle
von Tabellen. Diese Art der Codierung führt vor allem bei kleinen Parsern zu einer
beschleunigten Ausführung der Automaten. 
Der Generator selbst erzeugt aus einer abstrakten Beschreibung der Zielsprachengram-
matik Java-Klassen für den Scanner und den Parser sowie zur Speicherung der geparsten
Informationen in einem Parse-Baum. Der Parsebaum kann Ausdrücke enthalten, deren
Auswertung zur Laufzeit des generierten Parsers verzögert erfolgt (engl.: lazy evaluation),
weshalb die Ausdrücke sich auf bestimmte Informationen beziehen können, die erst zu
einem späteren Zeitpunkt des Parsens tatsächlich zur Verfügung stehen. Die Klassen zur
Auswertung von Ausdrücken im Parsebaum sind invarianter Teil der generierten Parser.
3.3.4.1 Bearbeitung der Codebasis
Die Codebasis für den Parser-Generator ist ein lauffähiger Parser, mit dem ein Text fehler-
frei geparst werden kann, der nur die Ziffer “1” enthält. Dieser extrem einfache Parser
wurde ohne Verwendung eines anderen Parser-Generatorwerkzeugs in der Programmier-
sprache Java mit Eclipse [Ecl] implementiert, einem sehr weit verbreiteten integrierten
Entwicklungswerkzeug (engl.: integrated development environment, IDE) für die Program-
mierung in Java. 
Nach der Implementierung enthielt die Codebasis, die als Vorlage für die Parser-Gene-
rierung dient, keine Compiler-Fehler. Die Compilierbarkeit der Codebasis ist auch nach
allen Änderungen und Ergänzungen durch die Verwendung der Eclipse-IDE sichergestellt.
Teil der Entwicklung der Codebasis, aber nicht Teil der generierten Parser, sind Testpro-
gramme zur Überprüfung der Funktionalität des Evaluierers, mit dem der Parsebaum aus-
gewertet und vereinfacht werden kann.
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Der Generator erzeugt einen Parser aus einer Grammatik-Spezifikation, die aus folgenden
Teilen besteht [HMU01]:
• Definition von Tokens, also regulären Ausdrücken zur Beschreibung der kleinsten
Einheiten (zum Beispiel Befehlsworte, Ziffernfolgen oder Bezeichner für Variablen),
aus denen die Texte besteht, die der beschriebenen Grammatik entsprechen.
• Regeln, mit denen der Zusammenhang und die Reihenfolge der Tokens untereinander
sowie besondere Bedingungen ihrer Benutzung beschrieben werden.
• Ausdrücke, mit denen für je eine Regel das Format eines Knotens des Parsebaums
festgelegt werden kann. Die Ausdrücke können auch an eine Bedingung geknüpft
sein und zur Vereinfachung des Parsebaums genutzt werden.
Die Grammatik liegt aus Gründen der Lesbarkeit in textueller Form vor. Sie wird von
einem Parser verarbeitet und in zwei separaten Schritten transformiert, bis die in ihr enthal-
tenen Informationen der Frame-Struktur entsprechen. Der erste Transformationsschritt ist
aus Performanz-Gründen in Java implementiert und befasst sich mit der Konstruktion und
der Minimierung der Automaten für lexikalische und Syntaxanalyse. Der zweite Transfor-
mationsschritt ist in der Extendend Stylesheet Language (XSLT) implementiert und dient
der Anpassung der Daten für Parser und Scanner an die Frame-Struktur. 
Zusammenfassend kann man also für den Parsergenerator sagen, dass bei der Codeerzeu-
gung Informationen auf abstrakter Ebene (Automaten) verarbeitet werden. Dies ermöglicht
die Durchführung von Optimierungen (Minimierung der Automaten in Hinblick auf die
verwendete Anzahl Zustände und Zustandsübergänge).
3.3.4.3 Quoting
Im Generator wird Java sowohl als Generatorsprache in der ersten Teiltransformation (s.
vorhergehenden Abschnitt Verarbeitung einer Zwischenrepräsentation, Seite 47) als auch
als Zielsprache verwendet. Weil keinerlei Vermischung von Generatorsprache und Ziel-
sprache bei der Definition der noninvasiven Frames stattfindet, sind die beiden Ebenen des
generierten Zielcodes und der Transformation vollständig getrennt. Während des ersten
Transformationsschritts liegen Parser- und Scannerinformationen in abstrakter Form unab-
hängig von der Implementierung in Java vor. 
Der zweite Transformationsschritt übernimmt die Anpassung der Generatordaten an die
Frame-Struktur. Hier werden die Namen von Frames und Platzhaltern verwendet, um auf
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auf Generatordaten. Die Ebenen sind jederzeit unterscheidbar.
3.3.4.4 Flexibilität bei der Generator-Zielsprache
Die Grammatik für die Zielsprache ist in der Java-Spezifikation [GJS05] formal beschrie-
ben. Aus dieser Beschreibung wurde eine Grammatik für Java passend für den Parser-
Genererator erstellt. Der so erzeugte Parser wird im prototypischen Werkzeug zur Defini-
tion der noninvasiven Frames verwendet, um die syntaktische Integrität des Generats
sicherzustellen (s. Abschnitt Syntaktische Integrität bei der Codegenerierung mit Noninva-
siven Frames, Seite 68). Der Parser ist dort allerdings austauschbar durch einen in ähnlicher
Weise erstellten Parser für eine andere Zielsprache.
3.3.4.5 Flexibilität bei der Generierungstechnik
Die Verwendung einer existierenden Code-Generierungstechnik war in der Machbarkeits-
studie nicht sinnvoll unterzubringen, wurde aber im Rahmen eines vom Bundesministerium
für Wirtschaft und Technik finanzierten Forschungsprojektes3 zur Entwicklung von Soft-
ware-Generatoren demonstriert [KBS11]. In diesem Projekt wurde unter anderem aus der
Spezifikation noninvasiver Frames Code zur Generierung von Programmen für den Frame-
prozessor BitFramer ausgegeben.
3.3.5 Prozess der Generator-Entwicklung mit noninvasiven Frames
Der Prozess der Generatorentwicklung mit noninvasiven Frames passt sich ein in existie-
rende Prozesse der Entwicklung von Produktlinien (s. Abschnitt Software-Entwicklungs-
prozess für FOSD und GSE, Seite 17). Die einzelnen Phasen sind in Abb. 14 dargestellt und
werden in diesem Abschnitt erläutert.
Die in den Phasen des Domänen-Engineerings entwickelte Codebasis wird verdichtet,
also auf die zur Generierung von Applikationen unbedingt notwendigen Teile konzentriert.
Die Verdichtung erfolgt unabhängig davon, ob zur Generierung elementare Bausteine
komponiert oder aus einem “Programm-Skelett” durch Hinzufügen und Streichen von
Teilen ein Produkt erstellt wird (s. Implementierung von Variabilität, Seite 19). Ein wesent-
3. Projekt “Entwicklung von Software-Generatoren”, Fördernummer KF2108502LF9, Projektlaufzeit: 01.05.2009 – 31.05.2011, Zu-
wendungsempfänger: Fachhochschule Kaiserslautern, Campus Zweibrücken
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tierenden und lauffähigen Applikationen gebildet werden können. Im Fall der Komposition
erfolgt die Verdichtung im Hinblick auf elementare Funktionsblöcke, Code zur Implemen-
tierung von Operatoren und Glue Code, der bei Anwendung bestimmter Operatoren auf ele-
mentare Funktionsblöcke gegebenenfalls benötigt werden muss. Bei Verwendung einer
Codebasis als “Anwendungsskelett” orientiert sie sich an den Codestücken, die bei
Auswahl bestimmter Eigenschaften des Produkts hinzugefügt oder entfernt werden. Die
Verdichtung kann entfallen, falls die Codebasis nicht bearbeitet werden kann oder darf.
In der (noninvasiven) Framing-Phase werden die für die Programmgenerierung
benötigten Frames und Platzhalter in der Codebasis lokalisiert und die Beziehungen der
Frames untereinander ermittelt. Bestimmte Einschränkungen bei der Verwendung der
Frames ergeben sich aus syntaktischen und semantischen Eigenschaften der Zielprogram-
miersprache. Weitere Einschränkungen ergeben sich aus den Anforderungen an den Gene-
rator bezüglich der zu erzeugenden Produkte. Nicht alle korrekt kompilierbaren und
ausführbaren Produkte sollen dem Benutzer auch wirklich zur Verfügung stehen.
Framing und Verdichtung beeinflussen sich gegenseitig. Auswirkungen von
Anforderungen, die beim Framing auftreten, auf die Referenzimplementierung sind eben-
falls möglich. Im Idealfall wird das Framing jedoch schon bei der Konzeption der Referenz-
implementierung in Betracht gezogen, um später teure Rückschritte beim Domänen-
Engineering zu vermeiden.
Die beim Framing aufgedeckten Beziehungen zwischen Frames und die Einschränkun-
gen bei ihrer Verwendung werden in der darauffolgenden Phase in Transformationen for-
malisiert. Diese Transformationen dienen damit zum einen der Sammlung von
Konfigurationswissen für die Programmgenerierung, zum anderen der Abstraktion von der
Implementierung der Codebasis. Die Transformationen können in jeder beliebigen Sprache
Abb. 14: Phasen der Entwicklung von Programmgeneratoren mit noninvasiven Frames
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Generierungstechniken zur Implementierung von Variabilität 50realisiert werden. Als Eingabesprache kommen deshalb beliebige Formalismen in Betracht,
zum Beispiel eine domänenspezifische Sprache zur Spezifikation von Parsers eines
bestimmten Typs und mit häufig in der Domäne verwendeten Funktionen (s. Machbarkeits-
studie: Noninvasiver Parser-Generator, Seite 45) oder Merkmalmodelle.
Auch die Erstellung der Transformationen kann Auswirkungen auf vorhergehende
Phasen haben, wenn bestimmte Beschränkungen der verwendeten Transformationssprache
eine Änderung in der Frame-Struktur oder der Codebasis erfordern.
Die Phase der Generierung in Abb. 14 bezeichnet die Verwendung des Generators zur
Erzeugung von kompilierbaren und ausführbaren Programmen. Wie zuvor sind Rück-
schritte in vorhergehende Phasen möglich, wenn bei Verwendung der Generate oder des
Generators zusätzliche Anforderungen offenbart werden. Werden Merkmalmodelle als
Eingabe für den Generator verwendet, dann ist der Generierungsschritt gleichbedeutend mit
der Auswahl von Merkmalen für die fertige Applikation (s. Abschnitt Produktableitung aus
Merkmalmodellen, Seite 13).
Je nach Komplexität der Eingabesprache für den Generator findet vor der Generierung
ein Application Engineering statt. Für einzelne Produkte des oben erwähnten Parsergenera-
tors etwa, zum Beispiel einen Java-Parser, der in einem prototypischen Werkzeug zur
Unterstützung des noninvasiven Framing-Prozesses (s. Anwendungsbeispiel: Inneres
Produkt, Seite 36) Verwendung findet, muss zunächst eine Grammatik erstellt werden
(Analyse). Der Funktionsumfang des Produkts wird anschließend mit den Mitteln, die der
Parsergenerator zur Verfügung gestellt, festgelegt (Design). Anschließend wird der Parser
mit Hilfe der vom Generator zur Verfügung gestellten Domänensprache implementiert.
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4.1 Lokalisation noninvasiver Frames und Platzhalter
Beim noninvasiven Framing wird die Codebasis mit impliziten Annotationen für Frames
und Platzhalter versehen. In Verbindung mit noninvasiven Frames werden diese impliziten
Annotationen als Deskriptoren bezeichnet, die vom Generatorentwickler in der Codebasis
spezifiziert werden. Deskriptoren und Codebasis werden getrennt voneinander aufbewahrt,
um die Codebasis nicht mit Befehlen einer Generatorsprache zu “kontaminieren”. Zur
Codeerzeugung und zu Darstellungszwecken werden die Deskriptoren mit der Codebasis zu
den konkreten Grundbausteinen für die Generierung zusammengeführt.
Dieser Abschnitt behandelt die technische Implementierung noninvasiver Deskriptoren
und der Realisierung der Übertragung von Frames beim Reframing. Der Nutzen der einzel-
nen Varianten zur Lokalisation wird mit dem jeweils zu erwartenden Implementierungsauf-
wand in Relation gesetzt, um die Auswahl einer Variante zu begründen.
Voraussetzung für die noninvasive Spezifikation von Frames und Platzhaltern ist die
genaue Angabe der Position aller im Frame enthaltenen Programmelemente, im folgenden
als Lokalisation bezeichnet. Diesbezüglich wurden im Rahmen dieser Arbeit drei ver-
schiedene Ansätze untersucht:
1) Positionsangabe im Text, aufgefasst als eindimensionale Folge von Zeichen, auch
Byte-Strom genannt
2) Verwendung von Pfaden im Syntaxbaum einer strukturierten Textbasis (Programm)
3) Verwendung von Pfaden in einer auf Graphen basierenden Repräsentation des Pro-
gramms mit Programmelementen als Knoten und Beziehungen zwischen Programm-
elementen als Kanten (Programmrepräsentation als Graph)
Die drei untersuchten Ansätze werden in den folgenden Unterabschnitten näher erläutert
und in ihren wesentlichen Eigenschaften miteinander verglichen.
4.1.1 Positionsangabe im Text
Die einfachste Methode zur Lokalisation der Programmelemente eines noninvasiven
Frames oder Platzhalters ist die Angabe der Zeilen- und Spaltennummer einer Anfangs- und
Endposition. Varianten hierzu sind die Angabe einer (Anfangs-) Position im Byte-Strom
plus Länge der Textstelle oder die Angabe von Anfangs- und Endposition jeweils in Form
einer Zeilen- und Spaltennummer. Alle drei Varianten können mit einfachen Mitteln inein-
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liegenden Programmelemente des Frames ermittelt werden. 
Diese Methode und ihre Varianten sind sehr empfindlich gegenüber Änderungen in der
Programmbasis, weil schon das Einfügen von Leerzeichen und -zeilen zu einer falschen
Lokalisation führen kann und ein Reframing notwendig macht. Andererseits ist die
Methode leicht zu implementieren: Um die Codebasis und Deskriptoren zusammen zu
fügen, genügt ein einfaches Programm mit Zählern für Zeilen und Spalten, das an den
entsprechenden Positionen Frames und Platzhalter für die Generierung ermittelt.
4.1.2 Verwendung von Syntaxbäumen
Mit Hilfe eines Parsers für die Zielsprache werden Programme in einen Parsebaum
umgewandelt, der die Struktur der Grammatik der Sprache widerspiegelt [HMU01]. Die
kleinsten in einem Parsebaum darstellbaren Elemente sind lexikalische Einheiten wie
Ziffernfolgen, Bezeichner, Sonderzeichen zur Klammerung und Schlüsselworte für Schlei-
fen und bedingte Ausführung (if), die jeweils mit regulären Ausdrücken beschrieben wer-
den. Diese bilden die “Blätter” des Baums. 
Entsprechend der Zielsprachengrammatik werden die Blätter zu größeren syntaktischen
Einheiten wie arithmetischen Ausdrücken, Funktionsaufrufen, Zuweisungen, bedingter
Ausführung und Schleifen, aber auch Befehlsblöcken, Funktions- und Moduldefinitionen
zusammen gefasst. Die größte syntaktische Einheit bei vielen Programmiersprachen bildet
eine Programmdatei, die durch die Wurzel des Parsebaums (oder dem Startsymbol der Ziel-
sprachengrammatik) repräsentiert wird [Kör07]. Eine weitere Zusammenfassung mehrerer
Programmdateien zu einem größeren Baum ist oft nicht erstrebenswert, weil sich der
Zusammenhang zwischen den Dateien einzig aus den über mehrere Programmteile hinweg
benutzten Programmelementen (zum Beispiel Klassenbezeichner) ergibt. Dieser Zusam-
menhang ist nicht syntaktischer Natur und bedarf einer Programmanalyse, bei der nach
bestimmten Regeln Bezeichner an Programmelemente gebunden werden.
Um ein Programmelement zu lokalisieren, wird der Pfad von der Wurzel des Parsebaums
über die Bezeichner der einzelnen syntaktischen Einheiten bis hin zur lexikalischen Einheit,
dem Blatt, gespeichert. Dieser Pfad ist eindeutig. “Zwillingsknoten”, die denselben Vater-
Knoten im Parsebaum bezeichnen und syntaktisch identische Einheiten bezeichnen, werden
zur Unterscheidung numeriert. In vielen Fällen spielt die Reihenfolge der Elemente in
einem Programm eine Rolle, deshalb ist diese Vorgehensweise in der Praxis keine große
Einschränkung. 
Implementierung noninvasiver Frames 53Programmtext und Pfad des Programmelements werden bei noninvasiven Frames
getrennt gespeichert. Zur Vermischung von Deskriptoren und Codebasis erfolgt das erneute
Parsen des Programmtextes und das “Navigieren” entlang der Knoten des Parsebaums,
wobei der gespeicherte Pfad als “Wegweiser” verwendet wird, mit dem die einzelnen Sta-
tionen im Parsebaum bezeichnet werden. Ein Beispiel für einen Parsebaum und einen Pfad
für ein Programmelement in XPath-Notation [XPath] ist in Abb. 15 dargestellt. Die Position
jedes Elements im Programmtext (zum Beispiel Zeilen- und Spaltennummer) wird bei der
Lokalisierung in den Knoten des Parsebaums gespeichert, um die Verbindung zwischen
Text und Parsebaum zu erhalten. Die gespeicherten Positionen können sich etwa bei einer
Umformatierung ändern, ohne das der Parsebaum selbst sich gegenüber der vorherge-
henden Version verändert. Die Lokalisation eines Elements erfolgt ausschließlich über den
Pfad.
Um einen Frame oder einen Platzhalter im Programm zu spezifizieren, genügt es, jeweils
einen Pfad für das Start- und für das Endelement des entsprechenden Programmfragments
zu bestimmen. Der Frame oder Platzhalter umfasst dann alle Programmelemente ab dem
Start bis einschließlich zum Endelement.
4.1.3 Programmrepräsentation als Graph
In der Repräsentation eines Programms als Graph (s. Seite 51) werden die Programm-
elemente in ihrer semantischen Funktion repräsentiert. Die Darstellung erfolgt gemäß
einem Metamodell, das die Struktur des Graphen zur Programmrepräsentation festlegt und
damit gleichsam eine Beschreibung für alle möglichen modellierbaren Programme liefert.
Nach der Umwandlung eines Programms in einen Graphen können die Programmelemente
nach ihrem Typ, zum Beispiel Methode, Variable, Klasse, Anweisung, eindeutig identifi-
TUnit
java.lang.String VectorList VectorList
ClassT
VectorList Token IdentifierT
“IProd”
…
…
…
/TUnit/VectorList[2]/ClassT/Token
class IProd { … }
Code
Descriptor
Abb. 15: Auszug aus einem Parsebaum mit Pfad zum markierten Programmelement “IProd” (Klassenname, 
links) sowie entsprechender XPath-Ausdruck (rechts)
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Methode hinaus, weil zusätzlich zur (syntaktischen) Art des verwendeten Elements zum
Beispiel auch festgestellt werden kann, ob zwei Bezeichner dasselbe Objekt bezeichnen.
Dementsprechend kann bei der Lokalisation von Programmelementen im Graphen auf
die semantische Funktion des Elements Bezug genommen werden. Pointcut Descriptor
Languages in Aspektorientierten Programmiersprachen wie AspectJ sind ein Beispiel dafür
[KHH+01]. Auch XPath kann für die Lokalisation benutzt werden, obwohl es sich vorran-
gig für baumstrukturierte Daten eignet. Dazu wählt man einen ausgezeichneten Bezugs-
punkt im Graphen als Wurzelknoten und bildet einen Spannbaum [Val02], der alle Knoten
des Graphen umfasst (siehe Abb. 16). Die Pfade zur Lokalisation eines Programmelements
werden dann entlang des Spannbaums gebildet.
Wie im Fall der Verwendung von Syntaxbäumen ist in Programmgraphen die Lokalisa-
tion mehrerer Elemente ohne weiteres möglich, indem zum Beispiel auf eine Gruppe von
Elementen mit vergleichbaren Eigenschaften (zum Beispiel Typ, Zugriff auf ein bestimmes
Objekt) Bezug genommen wird. 
4.1.4 Robustheit und Granularität
In allen drei zuvor genannten Varianten zur Lokalisation erfolgt eine Delta-Analyse, um
sicherzustellen, dass keine noninvasiven Frames bei einer Änderung im Text verloren
gehen, und zur Unterstützung des Reframing-Prozesses.
Gegenüber der direkten Lokalisation mit Anfangs- und Endposition im Text ist die
Lokalisation mit Parsebäumen bzw. in einer graphischen Programmrepräsentation weniger
anfällig gegenüber Änderungen im Code. Leerzeilen, Leerzeichen (engl.: whitespace) oder
eine bestimmte Formatierung des Quellcodes beeinflussen die korrekte Lokalisation eines
Programmelements nicht. Außerdem können mittels entsprechend gewählter XPath-Aus-
Code-Basis
Programm als Graph
E
Spannbaum mit eindeutigem 
Pfad zu E
Abb. 16: Spannbaum in der Repräsentation eines Programms als Graph zur Verwendung der baumorienti-
erten Sprache XPath für die Lokalisation von Programmelementen 
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siv markiert werden. Zusammenfassend kann festgestellt werden, dass die Robustheit
gegenüber Änderungen im Code mit der Komplexität der verwendeten Lokalisationstechnik
steigt: Den geringsten Grad an Robustheit bietet die Methode mit Angabe der Anfangs- und
Endposition im Byte-Strom. Die Robustheit ist am größten bei der Lokalisation von
Programmelementen in der Graphenrepräsentation, weil hier Bezug auf die Funktion eines
Programmelements genommen wird, die gänzlich unabhängig von der Position in einer
Datei ist. Nachteilig ist dabei, dass sich die Implementierung des Codegenerierungspro-
zesses durch Verwendung eines Parsers für jede im Einsatz befindliche Zielsprache aufwän-
diger gestaltet. Bei Verwendung von Graphen muss zusätzlich zum Parser eine Funktion
zur “Bindung” von Bezeichnern an Programmelemente (die Schaffung von zusätzlichen
Kanten im Graphen) aufwändig implementiert werden. 
Die Granularität bezeichnet die Detailiertheit, mit der Programmelemente lokalisiert
werden können. Die Lokalisation mit Anfangs- und Endposition im Text hat maximale
Granularität. Bei der Methode mit Syntaxbäumen wird als kleinste Einheit für markierbare
Elemente das Token, also eine mittels regulärer Ausdrücke beschreibbare Einheit, verwen-
det. Dies kann zum Beispiel eine Zeichenkettenkonstante in Java sein, die beliebigen Text
in doppelten Anführungszeichen enthält. Textstellen innerhalb einer Zeichenkette können
nicht lokalisiert werden. Die kleinsten unterscheidbaren Elemente bei der Lokalisation mit
Programmgraph sind die Kanten (zum Beispiel Variablen, Anweisungen, Parameter in
einem Unterprogrammaufruf). Bei beiden Methoden ist die Granularität geringer und reicht
nicht für alle Generatoranwendungen aus.
Die Granularität der Lokalisation wird bei der Frametechologie höher bewertet als ihre
Robustheit bezüglich Änderungen im Code. Deshalb ist der einfachsten Lokalisationstech-
nik unter Verwendung einer Anfangs- und Endposition im Text (oder einer Variante davon)
der Vorzug zu geben vor aufwändigeren Lokalisationstechniken. Robustheit kann durch
Werkzeugunterstützung des Reframingprozesses wirksamer beschleunigt werden als durch
aufwändige Techniken der Lokalisation. Eine solche Möglichkeit, die Delta-Analyse, wird
im folgenden Abschnitt behandelt.
4.2 Unterstützendes Reframing mit Delta-Analyse
Nach Änderungen in der Codebasis müssen auf der Grundlage der Vorgängerversion
Deskriptoren für Frames und Platzhalter angepasst sowie zusätzliche Frames für neu hin-
zugekommene Funktionalitäten des Generators definiert werden. Bei diesem sogenannten
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dem Generatorentwickler gemeldet werden. Außerdem ist es wünschenswert, nach wie vor
gültige Frames, eventuell nach geringfügigen Anpassungen, in die neue Version der Code-
basis zu übertragen.
Die dazu notwendigen Aktionen sind Teil einer Delta-Analyse und werden in diesem
Abschnitt erläutert.
4.2.1 Delta-Analyse
Bei allen oben beschriebenen Arten der Lokalisation wird nach Änderungen in der Codeba-
sis eine Delta-Analyse durchgeführt, mit der geänderte Frames aufgespürt werden. Die
Delta-Analyse ist unabhängig von der Repräsentation der Codebasis oder der zum Ver-
gleich verwendeten Technik. In allen Fällen ist die Entdeckung geänderter oder fehlender
Frames in der neuen Version der Codebasis garantiert. Die Analyse erfolgt in vier Schritten,
die in den folgenden Unterabschnitten erläutert werden:
1) Dokumentenvergleich
2) Assoziation übereinstimmender Codeteile
3) Detektion geänderter Frames
4) Anpassung der Frames an die geänderte Version
4.2.2 Dokumentenvergleich
Der erste Schritt in der Delta-Analyse dient der Ermittlung von Textpartien, die in alter und
neuer Version der Codebasis übereinstimmen. Technisch kann dies auf zwei Arten erfolgen.
Die erste Möglichkeit geht davon aus, dass alle Änderungen in der Reihenfolge ihres
Auftretens protokolliert werden. Mitprotokollierte Änderungen werden zu größeren Ein-
heiten zusammengefasst. Dies ist zum Beispiel notwendig, wenn der Programmierer zur
Implementierung oder Änderung einer Funktionalität wiederholt zwischen mehreren Stellen
im Code wechselt.
Die zweite Möglichkeit beruht auf einem Vergleich zwischen ursprünglichem und
geändertem Text. Auf Basis dieses Vergleichs werden eingefügte und gelöschte Textstellen
identifiziert. Ein solcher Dokumentenvergleich ist mit einfachen Mitteln zu bewerktstelli-
gen und erfordert keinen Eingriff (Protokollierungsmechanismus) in das zur Texterstellung
verwendete Editor-Werkzeug. Außerdem kann die erneute Lokalisation auf einen belie-
bigen späteren Zeitpunkt nach der Änderung der Codebasis verschoben werden. Das Anle-
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Programmierer der Codebasis werden keinerlei Kenntnisse über die Struktur oder Funk-
tionsweise der Frames vorausgesetzt.
Technisch wird ein Vergleich von Texten durch eine Variation von Hirschbergs Algo-
rithmus [Hir75] zur Berechnung einer längsten gemeinsamen Teilsequenz (engl.: longest
common subsequence, LCS) zweier Zeichenketten realisiert. Bei Verwendung von Bäumen
(syntaktischer Vergleich) sind die übereinstimmenden Einheiten die Blätter der Bäume. Bei
Verwendung von Graphen zur Repräsentation der Codebasis wird eine Übereinstimmung
von Knoten in den Graphen gesucht, welche die alte und neue Codebasis repräsentieren.
Bei der Erkennung von Einfügungen und Löschungen werden syntaktische Programmein-
heiten beachtet. Der Vergleich zwischen Bäumen beziehungsweise Graphen ist allerdings
aufwändiger zu implementieren als der Vergleich auf Basis von LCS [Val02].
Übereinstimmende Teilzeichenketten, Blätter oder Knoten in alter und neuer Version
werden zu Textpartien, Teilbäumen oder Teilgraphen zusammengezogen, je nach verwen-
deter Programmrepräsentation.
4.2.3 Assoziation übereinstimmender Codeteile
Wurden eingefügte und gelöschte Programmteile bei einem Vergleich identifiziert, dann
kann die Neuberechnung der Postionen bestimmter, für die Definition von Frames und
Platzhaltern benötigter Programmelemente erfolgen. Sei  die (Anfangs- oder End-) Posi-
tion eines Platzhalters oder Frames in einem (Programm-) Text. Das Einfügen eines Text-
stücks der Länge  vor der Position  verschiebt diese auf  = . Das Löschen von
 Elementen vor der Position  verschiebt diese auf  = . Die Ersetzung von 
Zeichen durch  Zeichen vor der Position  verschiebt diese auf  = . Nach
einer Folge von  Einfügungen, Löschungen oder Ersetzungen steht dann die Position 
fest.
Sowohl die Protokollierungsmethode als auch die Vergleichsalgorithmen wie der auf
LCS basierende (s. vorhergehender Abschnitt Dokumentenvergleich, Seite 56) bieten
zusätzlich zur Identifikation von eingefügten oder gelöschten Textpartien auch die Mög-
lichkeit, in beiden Quellen unveränderte Textpartien zu assoziieren. Der in Abb. 17 gezeigte
Frame wird in der neuen Version um eine zusätzliche Textstelle am Ende erweitert,
während ein Teilstück weiter vorne entfernt wird. Beim Vergleich zwischen alter und neuer
Version werden nicht nur die eingefügten und gelöschten Programmpartien identifiziert,
sondern auch die unveränderten Programmteile in alter und neuer Version miteinander in
n0
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ermitteln, werden die Textpositionen der assoziierten Programmelemente in der neuen Ver-
sion herangezogen. 
4.2.4 Detektion geänderter Frames
Die im vorhergehenden Schritt gefundenen Frames werden auf Veränderungen überprüft
wie folgt:
a) Alle Programmpartien der alten Version des Frames sind auch in der neuen Version
enthalten.
b) Es sind keine neuen Textpositionen im Frame hinzugekommen.
c) Alle Platzhalter im Frame sind vorhanden und unverändert.
Sind alle drei Bedingungen erfüllt, dann kann der Frame als Baustein für den Generator
auf Grundlage der geänderten Codebasis verwendet werden. Andernfalls wurde der Code,
der dem Frame zugrunde liegt, in irgendeiner Weise bearbeitet und der Entwickler des
Generators sollte die Frame-Definition in der neuen Version einer Prüfung unterziehen und
den Frame gegebenenfalls überarbeiten.
4.2.5 Anpassung der Frames an die geänderte Version
Die Art der Anpassung eines geänderten Frames hängt von der Änderung bezüglich der
Vorgängerversion der Codebasis ab und muss vom Entwickler des Generators von Fall zu
Fall mit dem Programmierer der Codebasis abgesprochen werden. Im folgenden werden
beispielhaft drei mögliche Fälle umrissen.
alt
neu
assoziierte Programmpartien
Abb. 17: Frame in alter und neuer Version der Codebasis mit eingefügten und gelöschten Programmteilen
Lösc
hen
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Code innerhalb des Frames (oder eines Platzhalters) hinzugefügt oder gelöscht, ohne dass
dies Auswirkungen hat auf die Funktion bzw. die Verwendung des Frames hat. Der Frame
kann dann ohne aufwändige Anpassungen in den neuen Generator übernommen werden.
Unter Umständen müssen nur die Start- und Endposition des Frames angepasst werden,
wenn Elemente am Beginn oder Ende gelöscht wurden.
Löschen von Code: Wurde ein Programmteil in der neuen Version der Codebasis gelöscht,
ist ein mit diesem Code verbundener Frame in der neuen Version des Generators entfallen
oder der Code wurde an eine andere Stelle der Codebasis verschoben und muss nun vom
Generatorentwickler wiedergefunden werden. Der Frame und alle darin enthaltenen
Platzhalter werden entsprechend der ursprünglichen Definition (unter Umständen mit
Anpassungen, s.o.) neu in der Codebasis lokalisiert.
Neu hinzugekommene Frames: Eine weitere Möglichkeit sind neu hinzugekommene
Frames, die nicht in der Vorgängerversion enthaltene Anforderungen an den Generator
implementieren sollen.
Zusammenfassend lässt sich sagen, dass keine Änderung an einem Frame der ursprüngli-
chen Version unentdeckt bleibt. Die Delta-Analyse gibt zusätzlich dem Generatorentwick-
ler Hinweise, welche Frames beim Versionsübergang von einer Codebasis zu ihrem
Nachfolger überarbeitet werden müssen. Noninvasive Frames bieten also mit anderen
Worten eine Möglichkeit zur Unterstützung der Wartung eines auf dieser Technik beru-
henden Generators.
4.3 Codeerzeugung gesteuert durch Konfigurationsdatenbäume
Programme sind formale Beschreibungen von Abläufen, die in Dateien zusammen geführt
und in Verzeichnissen organisiert werden. Bei textuellen Repräsentationen muss der Datei-
inhalt erst einmal gewissen syntaktischen Anforderungen entsprechen, die in der Form einer
kontextfreien Grammatik spezifiziert sind. Programmiersprachen wie C/C++ können durch
kontextfreie Grammatiken allein allerdings nicht vollständig beschrieben werden. Zum
Beispiel müssen in dieser Sprache Variablenbezeichner deklariert werden, bevor sie benutzt
werden können. Diese Regel kann nicht in einer kontextfreien Grammatik spezifiziert wer-
den, sondern muss zu einem späteren Zeitpunkt nach Einlesen der Programmdatei sicher-
gestellt werden.
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Eine kontextfreie Grammatik  ist ein Quadrupel , wobei  eine Menge
von Nonterminalen,  eine Menge von Terminalsymbolen,  das Startsymbol und 
eine Menge von Grammatikproduktionen der Form  für  sowie ,
also eine beliebige Folge von Elementen aus  und , ist [HMU01].
Ein Parser ist ein Programm, das einen Eingabetext daraufhin überprüft, ob er strukturell
mit einer gegebenen Grammatik übereinstimmt. Beim Parsen kontextfreier Sprachen wird
dabei als Nebenprodukt auch ein Parsebaum erzeugt, der in komprimierter Form als Zwi-
schenrepräsentation zur Weiterverarbeitung durch einen Übersetzer in ausführbaren Code
Verwendung findet. Es liegt nahe, durch Umkehrung dieses Prozesses in einem Programm,
das einen (Parse-) Baum einliest und daraus kompilierbaren Code erstellt, einen Generator
für Programme zu erstellen.
Die Struktur des Parsebaums ist eng mit der Struktur der zugrunde liegenden Grammatik
verbunden. Dabei sind Instanzen der Nonterminale die inneren Knoten des Baums, Termi-
nale seine Blätter. Als Instanz wird in diesem Kontext ein Objekt (Knoten oder Blatt des
Baums) bezeichnet, das mit dem Nonterminal assoziiert ist, aus dem das Objekt beim
Parsen entstanden ist. Die Kinder einer Instanz von Nonterminal  sind die Instanzen der
Terminale und Nonterminale auf der rechten Seite  einer Produktion  der kontext-
freien Grammatik. Eine Baumgrammatik zur Beschreibung der Struktur von Parsebäumen
passend zu einer kontextfreien Grammatik  kann algorithmisch aus  gewonnen werden
[CDG+02].
4.3.2 Baumgrammatiken für kontextfreie Sprachen
Eine reguläre Baumgrammatik  ist zusammengesetzt aus einem Start-
symbol  aus einer Menge  von Nonterminalen, einer Menge  von Terminalen und
Produktionen in . Produktionen sind Regeln der Form , wobei  und
 ein Baum ist, dessen Knoten und Blätter aus den Elementen von  und 
gebildet werden. 
Die Objekte in  werden auch als Terme bezeichnet und in Funktionenschreib-
weise notiert. Ein Knoten  mit Arität 2, also zwei möglichen Kindern, und Blätter
 können zu einem Baum  zusammengefügt werden. Ein zusätzlicher
Knoten  der Arität 1 kann diesen Baum vergrößern zu , ,
,  oder  usw.
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N F
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Implementierung noninvasiver Frames 61In regulären Baumgrammatiken haben alle Nonterminale die Arität 0 und entsprechen
somit den aus Grammatiken für Zeichenketten bekannten Nonterminalen. Bei allgemeinen
Baumgrammatiken können die Nonterminale sowohl auf der linken als auch der rechten
Seite der Produktionen eine Arität > 0 haben, also Bäume sein. Im Rahmen dieser Arbeit
werden nur reguläre Baumgrammatiken betrachtet. Ist von einer Baumgrammatik die Rede,
wird also eine reguläre Baumgrammatik impliziert. Eine Einführung in Baumgrammatiken
und Baumautomaten bietet [CDG+02].
Die Produktionen in  sind in Normalform, wenn sie die Form  oder
 für Nonterminale  und Terminale  haben. 
Der Zusammenhang zwischen einem Parsebaum und einem Text mit syntaktischer
Gültigkeit bezüglich  ist gegeben durch eine yield genannte Funktion, die den Parsebaum
rekursiv traversiert und dabei die Blätter/Terminale in der korrekten Reihenfolge so ausgibt,
dass wieder der ursprüngliche vom Parser eingelesene Text entsteht. 
Ein Programm zum Einlesen eines Parsebaums und zur Überprüfung seiner syntakti-
schen Struktur bezüglich einer Baumgrammatik heisst Baumparser. Im Ergebnis sind die
Aussagen “Ein vom Parser gelesener Text entspricht der kontextfreien Grammatik ” und
“Ein vom Baumparser eingelesener Baum entspricht der aus  gewonnenen Baumgram-
matik” äquivalent [CDG+02].
4.3.3 Baumgrammatiken für Generatoren mit noninvasiven Frames
Auch die Eingaben für den Generator in Abschnitt Framing für das Beispiel Inneres
Produkt (Seite 37) sind Bäume, deren Struktur in Form einer Baumgrammatik durch die
R A a→
A f A1 … An, ,( )→ A A1 … An, , , N∈ a f, F∈
G
G
G
SpecializedInnerClass→ SpecializedInnerClass (CLASSNAME,
SPECIPROD)
CLASSNAME →CLASSNAME(Code1)
SPECIPROD →*(SPECIPROD)
SPECIPROD → SpecializedIProd (NAME, IPRODPARAM, 
SPECVECTLEN, SPECEXPR)
NAME →NAME(Code2)
IPRODPARAMS →FirstParm
SPECVECTLEN →SPECVECTLEN(Code3)
INDEX →INDEX(Code4)
SPECCOEFF →SPECCOEFF(Code5)
SPECEXPR → Sum (INDEX, SPECCOEFF, SPECREC)
SPECEXPR →  Zero
SPECREC → Sum (INDEX, SPECCOEFF, SPECREC)
SPECREC →  Zero
Abb. 18: Baumgrammatik für das Beispiel Inneres Produkt
Implementierung noninvasiver Frames 62Struktur der noninvasiven Frames determiniert ist. Ein Beispiel für eine solche Baumgram-
matik ist in Abb. 18 zu sehen. Die fett gedruckten Nonterminale darin leiten sich von den
Namen der entsprechenden Frames und Platzhalter ab. Einige Produktionen enthalten (kur-
siv gedruckte) Terminale (Platzhalter) mit Arität 1 und indizierten Parametern Codei
( ). Zulässige Werte für diese Parameter unterliegen gewissen syntaktischen
Einschränkungen, die sich aus der Position der entsprechenden Platzhalter im Basispro-
gramm ergeben (s. Syntaxprüfung, Seite 67). Das Terminal Zero mit Arität 0 leitet sich aus
dem gleichnamigen Frame ohne Platzhalter ab. Die Gewinnung einer Baumgrammatik aus
einer Framehierarchie wird später in Abschnitt Konstruktion eines Top-down Baumparsers
für die Codegenerierung (Seite 64) erläutert.
Im Kontext noninvasiver Frames ist es nützlich, die Menge der Terminale aufzuspalten
in . In  sind die Frames ohne Platzhalter zusammen gefasst, in  die
Frames mit  Platzhaltern.  entsteht aus Termen verschiedener Aritäten 
durch Vereinigung:
=
Es ist zu beachten, dass die Arität nach oben zwar unbeschränkt, aber fix ist. Wiederho-
lungen im Eingabebaum können daher nicht auf die am “natürlichsten” scheinende Weise,
in Form eines Knotens mit beliebig vielen Kindern, erfolgen. In der Baumgrammatik von
Abb. 18 wird die Möglichkeit zur wiederholten Substitutionen für das Nonterminal SPECI-
PROD durch zusätzliche Symbole * mit Arität 2 und  mit Arität 0 geschaffen. Allgemein
können mit Hilfe dieser Symbole und Produktionen ,  für ein Nontermi-
nal  und einen Term  Abfolgen von Termen , …,  als Listen der Form
 erzeugt werden.
Aus einer Baumgrammatik kann algorithmisch ein Automat abgeleitet werden, der zum
einen Eingabebäume auf ihre Gültigkeit hinsichtlich der Struktur der noninvasiven Frames
überprüft. Mit Hilfe der vorgenannten yield-Funktion kann andererseits aus einem gültigen
Eingabebaum ein Programm erzeugt (generiert) werden. In der Implementierung des Auto-
maten können bei Verwendung eines Top-Down Baumparsers, bei dem die Verarbeitung
der Eingabe an der Baumwurzel beginnt, das Parsen und die Anwendung der yield-Funktion
in einem einzigen Arbeitsgang erfolgen. Theoretisch wird die die Menge der möglichen
Baumstrukturen durch die Verwendung eines deterministischen Top-Down Parsers zwar
eingeschränkt, im Kontext der Programmgenerierung mit noninvasiven Frames ergeben
sich in der Praxis dadurch aber keinerlei Einschränkungen, was die Komplexität der
i 1 … 5, ,=
F F0 Fn∪= F0 Fn
i 1 2 … n, , ,= Fn i
Fn Fi
i 1 … n, ,=
∪
⊥
A * A f,( )→ A ⊥→
A N∈ f F∈ f1 fn
* * * ⊥ f, n( ) …,( ) f1,( )
Implementierung noninvasiver Frames 63erzeugten Programm betrifft, zumal ja durch einen Transformationsschritt zusätzlich von
der Generierung abstrahiert wird.
4.3.4 Endliche Baum-Automaten
Die Objekte, auf denen ein Baum-Automat  operiert, sind die glei-
chen Objekte, die von einer Baumgrammatik generiert werden können (s. Abschnitt Baum-
grammatiken für kontextfreie Sprachen, Seite 60). Sie werden gemeinhin als Terme
bezeichnet und in der Menge  der Eingabebäume des Automaten zusammengefasst
[CDG+02]. 
Beim Parsen eines Baums werden Terme mit Zuständen aus einer Menge  assoziiert.
Die Zustände sind kaum mehr als Bezeichner, die in derselben Schreibweise wie die
Objekte in  einen Baum erweitern (d.h. mit der Wurzel eines Teilbaums assoziiert wer-
den), zum Beispiel  für Zustand  und .
Eine Übergangsrelation  beschreibt, wie in Einzelschritten die Knoten und Blätter des
Eingabebaums solange mit Zuständen versehen werden, bis ein bestimmter Endzustand des
Automaten erreicht ist oder kein Übergang mehr in  definiert ist. Bei diesem Übergang
vom Eingabebaum zum Endzustand werden alle Knoten und Blätter des Baums bearbeitet.
Je nach Typ des Baumparsers werden zwei Arten der Verarbeitung unterschieden: 
1) Ein Bottom-up Parser beginnt mit der Verarbeitung der Blätter und arbeitet sich über
innere Knoten des Baums bis zu seiner Wurzel vor. Die Elemente von  haben die
Form . Hier wird der Eingabebaum  vom
Parser akzeptiert, wenn in endlich vielen Schritten ein Übergang von  nach , in
Zeichen: , für einen Endzustand  geschaffen werden kann.
2) Ein Top-down Parser verarbeitet den Baum  in umgekehrter Richtung, beginnend
mit der Wurzel bis hin zu den Blättern. Die Elemente von  haben die Form
. Der Eingabebaum  wird akzeptiert, falls
ein Übergang  für einen Startzustand  existiert. Der Endzustand ist
in diesem Fall der usprüngliche Eingabebaum .
In beiden Fällen kann die Verarbeitung des Eingabebaums vor der Verarbeitung aller
Knoten und Blätter zum Erliegen kommen, wenn keine Folge von Übergängen gefunden
werden kann, die den Baum in den gewünschten Endzustand führt. In diesem Fall wird der
Baum nicht vom Automaten akzeptiert. Bei deterministischen Baumautomaten ist  eine
(mathematische) Funktion. Deterministische Top-down Baumparser haben zusätzlich nur
einen Startzustand.
AB F Q Qf Q⊆ ∆, , ,( )=
F
Q
F
q f a b,( )( ) q Q∈ f F2∈
∆
∆
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f q1 x1( ) … qn xn( ), ,( ) q f x1 … xn, ,( )( )→ t
t qf t( )
t qf t( )→* qf
t
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q f x1 … xn, ,( )( ) f q1 x1( ) … qn xn( ), ,( )→ t
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t
∆
Implementierung noninvasiver Frames 644.3.5 Konstruktion eines Top-down Baumparsers für die Codegenerierung
Zusammenfassend gestaltet sich die Konstruktion eines Top-down Baumparsers für die
Codegenerierung wie folgt:
1) Konstruktion einer Baumgrammatik
2) Normalisierung der Baumgrammatik
3) Konstruktion eines Automaten aus der normalisierten Baumgrammatik
4) Gegebenenfalls Minimierung des Automaten
Ein Frame im Kontext der Codegenerierung mit Hilfe eines Top-down Baumparsers ist
eine Zeichenkette  mit  Platzhaltern , …,  und 
Codestücken , …, , welche durch die Platzhalter getrennt werden. Es ist möglich,
eine Baumgrammatik so zu konstruieren, dass die Codestücke von  die Terminale der zu
konstruierenden Baumgrammatik sind, die Platzhalter und  Nonterminale. Auf diese
Weise kann die yield-Funktion unverändert zur Codegenerierung herangezogen werden.
Die Codestücke , …,  in einem Frame  haben allerdings keinen Einfluss darauf,
ob der Baumparser deterministisch ist, und welcher Sprachklasse die akzeptierten Bäume
angehören. Sie sollten schon aus Platzgründen und um Redundanz zu vermeiden nicht Teil
des Eingabebaums sein. 
Der hier vorgestellte Konstruktionsalgorithmus erzeugt deshalb einen Baumparser mit
Nonterminalen in , die den Platzhaltern entsprechen und Terminalen in , die aus den
Frames gebildet werden. Die Konstruktion des Baumparsers erfolgt für jede Datei, die vom
Generator erzeugt wird und beginnt mit dem Frame  an der Wurzel der Frame-Struktur.
Von dort aus arbeitet sich der Algorithmus rekursiv (Top-down) zu den Blättern des Ein-
gabebaums voran, wobei für jeden Frame die oben genannten Schritte 1–4 durchgeführt
werden.
4.3.5.1 Konstruktion einer Baumgrammatik
Zur Konstruktion der Baumgrammatik  wird für den Frame  an der
Wurzel der Frame-Hierarchie ein Nonterminal  in  angelegt. Die weitere Bearbeitung
erfolgt rekursiv für einen Platzhalter  mit zugehörigem Nonterminal , abhängig davon,
was bei der Codegenerierung für den Platzhalter substituiert werden soll. Zwei Alternativen
sind möglich, die auch in Kombination auftreten können.
C c1h1c2…cnhncn 1+= n h1 hn n 1+
c1 cn 1+
C
C
c1 cn 1+ C
N F
Cw
G S N F R, , ,( )= Cw
ACw N
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Implementierung noninvasiver Frames 65Wird für den Platzhalter  (syntaktisch korrekter) Code  substituiert, der dem Ein-
gabebaum entnommen wird, dann werden ein (parametrisierter) Term  mit Arität 1 zu 
und eine Produktion  zu  hinzugefügt.
Bei Substitution von  durch Frame  wird die Bearbeitung zunächst rekursiv für alle
Platzhalter , …,  fortgesetzt. Danach wird eine Produktion  zur
Menge  hinzugefügt, wobei  ein neuer Term mit Arität  zugehörig zum Frame 
ist. Die bereits bearbeiteten Frames werden markiert oder in einer Menge gesammelt, um
mögliche Endlosrekursionen zu verhindern. Die weitere Bearbeitung hängt davon ab, wie
genau die Frames den Platzhalter  substituieren dürfen:
a) Ist die Substitution optional, dann wird zusätzlich eine Produktion  zu 
hinzugefügt, wobei  einen Baum ohne Blätter und Knoten bezeichnet. Dieser
wird bei Bedarf im Eingabebaum explizit angegeben. Weglassen eines Teilbaums
des Eingabebaums ist nicht zulässig.
b) Ist die Substitution wiederholbar, dann wird ein zusätzliches Nonterminal 
geschaffen und die Produktionen  und  in  eingefügt.
ist ein zur Wiederholung von Teiltermen im Baum verwendeter Term (s.
Abschnitt Baumgrammatiken für Generatoren mit noninvasiven Frames, Seite 61).
Optionale Substitution und Wiederholung können in jeder Kombination auftreten. Ist die
Substitution nicht optional und nicht wiederholbar, so spricht man von den Frames , …,
, die für einen Platzhalter  substituiert werden können, als Alternativen, aus denen
genau eine zur Substitution ausgewählt werden muss.
4.3.5.2 Normalisierung der Baumgrammatik
Alle im vorhergehenden Abschnitt erzeugten Produktionen sind in Normalform, das heisst,
haben die Form  oder  für Nonterminale  und
Terminal . Deshalb kann der im nächsten Absatz vorgestellte Algorithmus zur Kon-
struktion eines Baum-Parsers aus einer normalisierten Baum-Grammatik verwendet wer-
den.
4.3.5.3 Konstruktion eines Baum-Parsers zur Codegenerierung
Die Bestandteile eines Top-down Baumparser  werden wie folgt aus einer
normalisierten regulären Baumgrammatik  konstruiert [CDG+02]:
•
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•  genau dann, wenn
 
Die Übergangsrelation kann in Abwandlung des obigen Algorithmus’ auch direkt aus
der Frame-Hierarchie des Generators abgeleitet werden. Dazu wird zunächst die Zustands-
menge gebildet aus jeweils einem Zustand für jeden Platzhalter in einem Frame des Gene-
rators: . Zustand  ist dabei der Startzustand des
Automaten, also , passend zum obersten (Wurzel-) Frame in der Hierarchie. 
Für jeden Zustand  und Frame  mit Platzhaltern , …,  werden dann analog
zur Vorgehensweise im Abschnitt Konstruktion eines Baum-Parsers zur Codegenerierung
(Seite 65) rekursiv, beginnend mit Zustand  für Wurzel-Frame , folgende Transi-
tionen zu ∆ hinzugefügt:
i) Transition , wobei  Hilfs-
variablen sind.
ii) Im Fall einer optionalen Substitution von Platzhalter , der mit Zustand  assoziiert
ist, enthält ∆ außerdem die Transition .
iii) Für Wiederholungen von  werden die Transitionen 
und  hinzugefügt.
4.3.5.4 Minimierung des Baum-Automaten
Der in den vorangegangenen Abschnitten konstruierte Baumparser ist minimal in dem
Sinne, dass er keine nicht erreichbaren Transitionen und Nonterminale enthält sowie nur die
für die Verarbeitung von Eingabebäumen mit Struktur gemäß zugrundeliegender Baum-
grammatik notwendigen Terminale verwendet. Ein solcher Top-down Baumparser kann
ohne Rückschritte in der Verarbeitung (engl.: backtracking) so implementiert werden, dass
jeder Zustand in  eine Programmfunktion ergibt, vorausgesetzt, der Baum-Automat ist
deterministisch.
Um dies zu garantieren, müssen zunächst die Namen der Zustände eindeutig gewählt
werden. Dies wird durch Verwendung eines Namenspfades erreicht. Dabei werden die
Namen aller Frames und Platzhalter in der Hierarchie von der Wurzel hinab bis zum
entsprechenden Knoten konkateniert. Als Trennzeichen dient ein Sonderzeichen, das nicht
in den Knotennamen vorkommen darf, etwa “/”. Der Name des zum Knoten Sum
gehörenden Zustands aus Abb. 12a auf Seite 41 zum Beispiel würde lauten:
/SpecializedInnerClass/SPECIPROD/SpecializedIProd/SPECEXPR/Sum.
I qS{ }= S N∈
qA f x1 … xn, ,( )( ) f qA1 x1( ) … qAn xn( ), ,( )→ ∆∈
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Q
Implementierung noninvasiver Frames 67Durch Verwendung von Namenspfaden wird der Zustand  und die Transition aus Regel
i) einmalig für Frame  vergeben. Regeln ii) und iii) verwenden jeweils im Kontext von
Zustand  unterscheidbare Symbole ,  und *. Weil die verwendeten Zustandsnamen
eindeutig über den gesamten Baumparser hinweg sind, kann ohne Schwierigkeiten ein
Baumparser ohne Backtracking für die hier betrachteten Frame-Strukturen implementiert
werden, dessen Zustände durch Programmfunktionen realisiert werden.
4.3.5.5 Yield-Funktion
Die Transitionen  werden als Programm-
funktionen  und Parameter vom Typ  implementiert. Innerhalb der Funktion  wird
eine Fallunterscheidung für die einzelnen Terme  durchgeführt. Der rechten Transitions-
seite entsprechend werden dann rekursiv für die Kindknoten von Term  die Funktionen
, …,  aufgerufen.
Ist  ein Term der Arität 0 in einer Transition , dann wird im Funktionsrumpf
von  das Codestück  in einen Puffer ausgegeben. Ist , dann wird nichts (das leere
Wort ) in den Puffer ausgegeben. Der Puffer enthält nach Verarbeitung aller Knoten und
Blätter den generierten Code, falls der Eingabebaum akzeptiert wird.
Wiederholung wird in einer Transition  rekursiv mit Fallunter-
scheidung gelöst. Falls  für , dann erfolgt ein rekursiver Aufruf der
Funktion . Das Ergebnis des rekursiven Aufrufs wird in den Puffer ausgegeben und als
Funktionsergebnis zurückgegeben. Falls  für ein , dann wird  rekursiv ausge-
wertet und anschließend in den Puffer ausgegeben.  wird auch als Funktionsergebnis
zurückgegeben. Insgesamt wird  der Anzahl * entsprechend wiederholt in den Puffer aus-
gegeben und gleichzeitig nur einmal ausgewertet.
Die Codestücke , …,  in einem Frame  sind nicht Teil des Eingabebaums, wer-
den aber bei der Verarbeitung des Terminals  in den Puffer für den generierten Code aus-
gegeben wie folgt:
1) Bei Verarbeitung von Platzhalter  in  wird Codestück  ausgegeben, wobei
.
2) Nach Verarbeitung von  wird zum Abschluss  ausgegeben.
4.4 Syntaxprüfung
Auf der Basis einer kontextfreien Grammatik (s. Abschnitt Codeerzeugung gesteuert durch
Konfigurationsdatenbäume, Seite 59) kann ein Parser erstellt werden, der einen Eingabetext
q
C
q ε ⊥
qA f x1 … xn, ,( )( ) f qA1 x1( ) … qAn xn( ), ,( )→
qA F qA
f
f
qA1 qAn
f q f( ) f→
q f f ε=
ε
q * x( )( ) * q x( )( )→
x * y( )= y F *{ }∪∈
q
x f= f F∈ f
f
f
c1 cn 1+ C
fC
hk fC ck
k 1 … n, ,=
fC cn 1+
Implementierung noninvasiver Frames 68daraufhin überprüft, ob er syntaktisch den Anforderungen der Zielprogrammiersprache
entspricht. Die Partitionierung des Programms in syntaktische Einheiten ist eine Grund-
voraussetzung für seine Übersetzung in maschinenausführbare Befehle. Syntaktische Integ-
rität ist aber auch eine wichtige Hilfe für den Programmierer, wenn es darum geht, die Kor-
rektheit des Programms abzuschätzen. Aus demselben Grund ist es für den Generatorpro-
grammierer wichtig, zu einem möglichst frühen Zeitpunkt schon vor der Laufzeit des
Generators sicherzustellen, dass alle vom Generator erzeugten Programme syntaktisch kor-
rekt sein werden. 
4.4.1 Syntaktische Integrität bei der Codegenerierung mit Noninvasiven Frames
Parsen aller möglichen generierten Programme mit einem Parser für die Zielprogrammier-
sprache ist schon allein deshalb nicht möglich, weil ihre Anzahl beliebig groß ist. Im
Zusammenhang mit noninvasiven Frames und den Elementen Platzhalter und Frame
besteht das Hauptproblem allerdings eher in der Tatsache, dass zum Zeitpunkt der Genera-
torprogrammierung ja noch gar keine vollständigen Programme vorliegen sondern nur Ein-
zelteile von Programmen, die in der Form von Frames vorliegen und Lücken enthalten, mit
denen ein herkömmlicher Parser nicht ohne weiteres umgehen kann. Ein Frame mit
Platzhaltern steht für eine im Prinzip beliebige Anzahl von Programm(stück)en, die daraus
erzeugt werden können. Ein erweiterter Parser, der mit Platzhaltern umgehen kann, wäre
demnach in der Lage, in einem einzigen Ablauf die syntaktische Korrektheit einer belie-
bigen Anzahl von Programmen zu bestimmen.
4.4.1.1 Bedingungen zur Sicherstellung syntaktischer Integrität
Um die syntaktische Integrität aller erzeugten Programme sicherzustellen, müssen drei
Bedingungen eingehalten werden:
1) Platzhalter müssen sinnvoll so eingeschränkt werden, dass sie nur über Teilgebilden
des Programms spezifiziert werden können, die syntaktischen Einheiten der Zielpro-
grammiersprache entsprechen. Beispielsweise sind Zuweisungen, Schleifen, Vari-
ablendeklarationen oder Methodendefinitionen syntaktische Einheiten der
Programmiersprache Java.
2) Text, der in einen Platzhalter eingefügt werden soll, muss einer syntaktischen Einheit
der Zielsprache entsprechen, die an der Stelle im Programm, an der der Platzhalter
definiert ist, auch wirklich vorkommen darf.
Implementierung noninvasiver Frames 693) Ein Platzhalter oder ein Frame, der einen Platzhalter ersetzen soll, darf nur solche
syntaktischen Einheiten enthalten, die in der Zielprogrammiersprache definiert sind. 
4.4.1.2 Zusammenfassung zu syntaktischen Einheiten
Erfolgt die Spezifizierung von Frames und Platzhaltern noninvasiv, kann die Codebasis
ohne Probleme mit einem Parser für die Zielprogrammiersprache geparst werden. Die ele-
mentaren (lexikalischen) Einheiten des Programm, im folgenden Tokens genannt, werden
zu syntaktischen Einheiten zusammen gefasst, die einem bestimmten Bereich des Pro-
grammtextes zugeordnet werden können. Diese Zusammenfassung zu syntaktischen Ein-
heiten wird rekursiv durchgeführt wie folgt:
1) Für das Token kann mit Hilfe eines Positionszählers eine Anfangs- und Endposition
im (Programm-) Text zugeordnet werden.
2) Tokens bilden die “Blätter” im Parsebaum. Beim Aufbau des Parsebaums wird die
Anfangsposition der Knoten ermittelt aus der Anfangsposition des am weitesten links
stehenden Blattes, die Endposition aus der Endposition des am weitesten rechts ste-
henden Tokens.
3) Rekursiv wird für einen Knoten die Anfangsposition aus der Anfangsposition des
ersten Kindknotens (link), die Endposition aus der Endposition des letzten Kindkno-
tens (rechts) ermittelt.
Die Knoten im Parsebaum stimmen nun aber überein mit den Nonterminalen der ver-
wendeten Grammatik für die Zielsprache, und diese bilden die “syntaktischen Einheiten”,
von denen oben bereits die Rede war. Die “sinnvolle Einschränkung” bei der Definition von
Platzhaltern und Frames besteht darin, dass ihre Anfangs- und Endposition mit denen einer
syntaktischen Einheit der Zielsprache übereinstimmen müssen. Gültige Frames bzw.
Platzhalter sind also zum Beispiel in Java eine Zuweisung, eine Schleife, eine Variablende-
klaration oder eine Methodendefinition.
4.4.1.3 Einschränkungen bei der Substitution von Platzhaltern
Nachdem über die Position im Programmtext einem Platzhalter eine syntaktische Einheit
zugeordnet wurde, kann auch sogleich die Menge der syntaktischen Einheiten einge-
schränkt werden, die an die Stelle des Platzhalters treten dürfen. Dies sind zum einen ver-
gleichbare lexikalische oder syntaktische Einheiten, also etwa ein Bezeichner (Token) oder
Zuweisungen, wenn der Platzhalter eine Zuweisung umfasst. Falls der Platzhalter an einer
Implementierung noninvasiver Frames 70Position steht, die im Parsebaum einem Nonterminal (Knoten) entspricht, kann zum
anderen jeder in der vom Nonterminal definierten Sprache gültige Text dort eingefügt wer-
den. Die von einem Nonterminal  definierte Sprache ist die Sprache, die entsteht, wenn
alle auf der rechten Seite einer Produktion mit  als linker Seite stehenden (“erreichbaren”)
Nonterminale sowie alle von diesen rekursiv erreichbare Nonterminale zusammen mit den
in ähnlicher Weise “erreichbaren” Terminalen und einer Teilmenge der Produktionen der
Zielsprachengrammatik eine Grammatik mit  als Startsymbol bilden.
Falls ein Platzhalter mehrere syntaktische Einheiten umfasst, die einem Teilstring einer
rechten Seite einer Zielsprachengrammatik entsprechen, dann ist es legitim anzunehmen,
dass einzufügende Daten eine entsprechende Folge von Einheiten sein müssen, weil sonst
der Generatorentwickler sich für die Markierung einer einzigen Einheit als Platzhalter
entschieden und die überflüssigen Einheiten als “gelöscht” markiert hätte. Zu bemerken ist
allerdings, dass die Teilfolge der syntaktischen Einheiten darauf hin näher zu untersuchen
ist, ob Teile weggelassen werden können. Eine Produktion  mit Terminalen
oder Nonterminalen ,  und  und Folgen von Terminalen und Nonterminalen
 kann zu acht verschiedenen rechten Produktionsseiten führen, je nach-
dem, ob ,  und  auf das leere Wort  abgeleitet werden können, also auf Produktionen
, , , , , , ,
. Fällt ein Platzhalter auf die  entsprechende Teilfolge in der rechten Produk-
tionsseite, dann kann dieser Platzhalter durch Text ersetzt werden, der einer dieser acht
Kombinationen entspricht.
4.4.1.4 Parsen von Codefragmenten mit Lücken
Um Frames zu parsen, die Lücken in Form von Platzhaltern enthalten, wird die Zielgram-
matik der Sprache um spezielle Terminalsymbole oder Token erweitert. Jedes dieser spezi-
ellen Tokens repräsentiert ein Nonterminal. Ein Platzhalter innerhalb des Frames wird
repräsentiert als Terminal, Nonterminal oder gemischte Folge von Terminalen und Nonter-
minalen. Die Repräsentation des Platzhalters ergibt sich wie oben beschrieben aus seiner
Position im Programmtext und aus dem Parsebaum. Wird in den Platzhalter ein Terminal
eingefügt, dann ergibt sich kein Unterschied zu normalem Parsen. Nur wenn der Platzhalter
durch Nonterminal repräsentiert wird, kommen die speziellen Tokens ins Spiel. Dann über-
liest der Parser einen kompletten Zweig der Grammatik, wenn er das spezielle Token
(Repräsentation eines Nonterminals) verarbeitet, das diesen Zweig repräsentiert. Mit
N
N
N
N αxyzβ→
x y z
α β, Σ N∪( )*∈
x y z ε
N αxyzβ→ N αxyβ→ N αxzβ→ N αxβ→ N αyzβ→ N αyβ→ N αzβ→
N αβ→ xyz
Implementierung noninvasiver Frames 71anderen Worten, der Parser überprüft an dieser Stelle eine ganze Reihe mit dem Frame
erzeugbarer Programme auf ihre korrekte Syntax.
Bleibt zu zeigen, dass die erweiterte Grammatik mit derselben Parsertechnologie imple-
mentierbar ist wie die ursprüngliche Grammatik. Stellvertretend für andere Parsertypen
wird die Verwendung einer LL(1)-Grammatik angenommen, also einer left-to-right looka-
head of 1-Grammatik [HMU01]. Ein Parser für diesen Typ von Grammatik liest (“konsu-
miert”) einen Eingabestring von links nach rechts und entscheidet jeweils nach dem Lesen
eines einzigen Zeichens, wie mit dem obersten Symbol auf dem Stapel und dem aktuellen
Eingabezeichen verfahren werden soll. Dazu verwendet er vier grundlegende Operationen
“Symbol auf den Stapel pushen”, “Symbol vom Stapel holen”, “Terminal konsumieren”
und “Eingabe akzeptieren” (Abb. 19). Im Prinzip leitet ein solcher LL(1)-Parser aus dem
Startsymbol die Eingabezeichenkette mittels wiederholter Substitution des am meisten links
stehenden Nonterminals ab.
Der LL(1)-Parser arbeitet wie folgt: Vor dem Lesen des ersten Terminalsymbols wird
das Start-Nonterminal auf den Stapel gelegt. Ein Eingabestring wird akzeptiert, ist also ein
syntaktisch gültiges bezüglich der Eingabesprache genau dann, wenn die accept-Aktion
durchgeführt wurde. Entspricht das oberste Stapelsymbol dem aktuellen Eingabesymbol,
dann wird eine pop-Aktion durchgeführt und das aktuelle Eingabesymbol konsumiert. Ist
das oberste Stapelsymbol ein Nonterminal, dessen rechte Seite das aktuelle Eingabesymbol
als erstes Zeichen enthält, so wird mit einer pop-Aktion das Nonterminal durch eine Folge
von push-Operationen mit den Symbolen auf der rechten Seite der entsprechenden Produk-
tion ersetzt. Nach dieser Ersetzung steht das am weitesten links stehende Symbol der
rechten Produktionsseite zuoberst auf dem Stapel.
Die Verwendung von LL(1)-Parsern setzt zum einen voraus, dass die zugrunde liegende
Grammatik keine Linksrekursionen enthält, also keine Produktionen der Form .
Zum anderen muss die Grammatik so gestaltet sein, dass nach dem Lesen eines einzigen
Abb. 19: Aktionen eines LL(1)-Parsers
Aktion Bedeutung
push x
pop
consume
accept
Symbol x (Terminal oder Nonterminal)  
auf den Stapel schieben
Oberstes Symbol vom Stapel holen
Aktuelles Token (lookahead) in der 
Eingabezeichenkette überlesen, nächstes 
Zeichen wird lookahead
Zeichenkette wird als syntaktisch 
korrekt bezüglich der Grammatik 
akzeptiert
N Nα→
Implementierung noninvasiver Frames 72Zeichens zweifelsfrei die Produktion ausgewählt werden kann, mit der die Ableitung einer
Zeichenkette aus dem Start-Nonterminal fortgeführt werden kann.
Zur Verwendung mit Platzhaltern im Rahmen der noninvasiven Frametechnologie wird
eine gegebene LL(1)-Grammatik wie folgt angepasst: Für jedes Auftreten von Nonterminal
 wird ein spezielles Terminalsymbol  ins Alphabet und eine weitere Produktion
 in die erweiterte Grammatik aufgenommen. Die zusätzliche Produktion führt nur
zu Mehrdeutigkeiten und damit zum Verlust der LL(1)-Eigenschaft für die Grammatik, falls
nicht mehr zweifelsfrei entschieden werden kann, welche Produktion  oder
 für eine beliebige Zeichenkette  aus Terminalen und Nonterminalen ausgewählt
werden soll. Allerdings kann eine solche Produktion in der LL(1)-Grammatik gar nicht
existieren, weil dies eine Linksrekursion  oder  in der ursprünglichen
Grammatik implizieren würde. Deshalb wird das Hinzufügen der Produktion  in
keinem Fall die LL(1)-Eigenschaft der Grammatik zerstören.
4.4.2 Syntaxprüfung in der Automaten-basierten Codegenerierung
Im Abschnitt Codeerzeugung gesteuert durch Konfigurationsdatenbäume (Seite 59) wurde
bereits der Zusammenhang zwischen kontextfreien Sprachen und regulären Baumgramma-
tiken zur Beschreibung regulärer Baumsprachen hergestellt. In diesem Abschnitt erfolgt
eine Erläuterung, wie bei Verwendung von Top-down Baumautomaten, die reguläre Baum-
sprachen akzeptieren, schon zum Zeitpunkt der Codeerzeugung die syntaktische Korrekt-
heit des Generats garantiert werden kann.
Die Quintessenz der drei Bedingungen aus dem vorangegangenen Abschnitt besagt, dass
ein Frame  eine syntaktische Einheit der Zielprogrammiersprache
des Generators mit Grammatik  darstellt. Mit anderen Worten:  ist ein Codestück, dass
aus den Produktionen von  abgeleitet werden kann. Beim Parsen bezüglich der erweiter-
ten Grammatik werden die Platzhalter , , …,  ersetzt durch spezielle Nonterminale
, …, , die wiederum syntaktische Einheiten repräsentieren. Ersetzt man die Defini-
tion von  (rechte Seite der Gleichung) durch das Terminal  mit Arität  und denkt
sich Produktionen  für  sowie  und
 hinzu, ergibt sich (nach “Abstreifen” der Produktionen für die Codestücke im
Frame) die Baumgrammatik, aus der in Abschnitt Konstruktion eines Top-down Baumpar-
sers für die Codegenerierung, Seite 64 der Top-down Baumparser zur Codegenerierung
konstruiert wird. Akzeptiert der Baumparser einen Eingabebaum, dann beschreibt dieser
Eingabebaum also eine syntaktische Einheit. Induktiv lässt sich folgern, dass ein so kon-
N tN
N tN→
N tN→
N tNβ→ β
N N→ N Nβ→
N tN→
C c1h1…cnhncn 1+=
G C
G
h h1 hn
Ah1 Ahn
C fC 2n 1+
Acj cj→ j 1 … n, ,= Ah fC x1 … x2n 1+, ,( )→
Ahi fhi x( )→
Implementierung noninvasiver Frames 73struierter Baumparser ein syntaktisch korrektes Programm genau dann erzeugt, wenn er den
Eingabebaum akzeptiert.
4.4.3 Syntaktische Integrität nach Abstraktion von der Implementierungsstruktur
In Abschnitt Abstraktion von der Implementierungsstruktur der Frames (Seite 40) wird
erläutert, wie von der Implementierungsstruktur eines noninvasiven Frames abstrahiert wer-
den kann. Die zuvor in Syntaktische Integrität bei der Codegenerierung mit Noninvasiven
Frames, Seite 68 gemachten Bemerkungen beziehen sich auf noninvasive Frames mit einer
solchen Struktur. Dies wirft die Frage auf, wie die syntaktische Integrität eines generierten
Programms auch über die Anwendung einer Transformation zur Abstraktion von der Imple-
mentierungsstruktur hinaus sichergestellt werden kann. 
Die Antwort darauf gibt eine Analyse der Transformation. Wenn gezeigt werden kann,
dass zu jeder Eingabe eine korrekte implementierungsspezifische Konfiguration erzeugt
wird, dann ist insgesamt die syntaktische Integrität des generierten Programms für jede Ein-
gangskonfiguration sicher gestellt. 
Zu beachten ist dabei, dass ein Beweis der Korrektheit der Transformation den Entwick-
ler nicht von der Notwendigkeit einer (stichprobenartigen) Überprüfung der korrekten
Funktionsweise ihrer Implementierung entbindet. Dabei wird der Generator auf repräsenta-
tiv ausgewählte Eingabekonfigurationen angewendet und anschließend die Ausgabe mit
einer vorberechneten Sollkonfiguration verglichen. Die Implementierung von Transforma-
tionen aus gut getesteten elementaren Einzeltransformationen in einer speziell darauf zuge-
schnittenen Sprache wie Stratego [Vis04], [Vis01] verringert die Wahrscheinlichkeit von
Fehlern in der Implementierung.
Mit der Transformation  der Eingangskonfiguration  wird ein neuer Generator
 geschaffen. Für das Beispiel Inneres Produkt kann die Korrektheit der Trans-
formation wie folgt gezeigt werden:
1) Falls ein Fehler beim Lesen der Konfiguration  auftritt, wird kein Programm
(folglich auch kein syntaktisch inkorrektes) erzeugt. Falls benutzerspezifizierte Daten
nach ihrer Transformation nicht den syntaktischen Erfordernissen der dafür vorgese-
henen Platzhalter entsprechen, ist dies ebenfalls ein Fehler.
2) Der Wurzelknoten von  muss SpecializedInnerClass sein, ansonsten ist  fehler-
haft. Für SpecializedInnerClass wird in der Ausgangskonfiguration ein Wurzelknoten
mit demselben Namen eingefügt. 
T K
G T°( ) K( )
K
K K
Implementierung noninvasiver Frames 743) Hat SpecializedInnerClass keine Kindknoten, dann wird einfach eine Klasse ohne
spezialisierte Methoden erzeugt, das entsprechende Programm ist aber syntaktisch
korrekt. Ein verbesserter Generator würde dies in der Praxis allerdings erkennen und
dem Benutzer als Fehler anzeigen. Hat der Wurzelknoten andere Kindknoten als
SIMethod, dann ist das ein Fehler. Andernfalls wird in der Ergebniskonfiguration
unterhalb des Wurzelknotens ein Knoten SpecializedIProd mit Kindknoten NAME;
SPECCOEFF, IPRODPARMS, SPECVECTLEN mit Wert  (entspricht der Anzahl
Coeff-Kindknoten) eingehängt.
4) Die  Kindknoten von SIMethod werden nacheinander gelesen. Existiert kein Coeff-
Kindknoten, wird insgesamt die Konfiguration in Abb. 20a ausgegeben. Andere
Kindknoten führen zu einem Fehler. Ansonsten werden die Coeff-Kindknoten nach-
einander abgearbeitet und führen zu der Ausgangstransformation aus Abb. 20b. 
Durch Anwendung obiger Regeln kann die Erzeugung syntaktisch inkorrekter Pro-
gramme ausgeschlossen werden. Von Konfigurationen mit der Struktur in Abb. 20 ist aus
Abschnitt Syntaktische Integrität bei der Codegenerierung mit Noninvasiven Frames,
Seite 68 bekannt, dass sie syntaktisch korrekte Programme erzeugen. 
n
n
Abb. 20: Ausgangskonfiguration nach Transformation a) ohne, b) mit Coeff-Kindknoten
SpecializedInnerClass
CLASSNAME(“SpecializedInnerProduct”) SPECIPROD
SpecializedIProd
NAME(“iprod_1_k_n”) IPRODPARMS SPECVECTLEN(n)
Sum
INDEX(n) SPECCOEFF(wn) SPECREC
Sum
INDEX(k) SPECCOEFF(wk) SPECREC
Sum
INDEX(1) SPECCOEFF(w1) SPECREC
Zero
(b)
...
...
SPECEXPR
(a)
Zero
FirstParm
Implementierung noninvasiver Frames 754.5 Abhängigkeitsanalyse zwischen Frames
Noninvasive Frames können nicht beliebig zu einem Programm hinzugefügt oder weggelas-
sen werden. Neben syntaktischen (siehe vorhergehenden Abschnitt Syntaxprüfung,
Seite 67) müssen auch semantische Einschränkungen berücksichtigt werden. Im einfachsten
Fall verwendet ein Frame  einen Bezeichner, der in einem anderen Frame  definiert ist.
Dies führt zu einer Abhängigkeit von  zu , die bewirkt, dass  nur dann verwendet
werden kann, wenn  verwendet wird. Anders ausgedrückt: Die Verwendung von 
impliziert die Verwendung von , in Zeichen:  . Andererseits kann durchaus 
ohne  verwendet werden.
Ein Analyseprogramm wie das in der Diplomarbeit des Autors [Kör99] prototypisch mit
Hilfe einer SQL-Datenbank für Java implementierte System besteht aus zwei Teilen: Ein
Teil identifiziert die im Frame verwendeten und die dort definierten Bezeichner. Der andere
Teil verbindet Bezeichner mit einem bestimmten Programmelement. Diese Bindung ent-
scheidet letztlich darüber, ob zwei in verschiedenen Teilen des Programms verwendete
Bezeichner identisch sind. Die Java-Spezifikation [GJS05] enthält unter anderem eine
schrittweise Erläuterung, wie ein Bezeichner an eine (lokale oder Klassen-) Variable, eine
Methode oder ein sonstiges Programmelement gebunden werden muss. Das Ergebnis dieser
Analyse entspricht einer Repräsentation des Programms als Graph (s. Programmrepräsen-
tation als Graph, Seite 53).
Die Berechnung der Abhängigkeiten zwischen Frames ist einfach. Zu diesem Zweck
werden für jeden Frame  zwei Mengen  und  geführt, welche die im Programmcode
von  verwendeten bzw. definierten Bezeichner umfassen, kurz: . Dabei wird
Code an den von Platzhaltern eingenommenen Positionen im Frame nicht beachtet, weil
dieser bei der Generierung ersetzt wird. Ist  für  und ,
dann füge  zur Liste der Abhängigkeiten hinzu. Ist andererseits 
dann füge  hinzu. 
Die Berechnung der Schnittmenge zweier Mengen  kann in  erfolgen,
wobei  die Anzahl Elemente in  ist, . Dazu wird jedem Element  eine
feste Position  zugewiesen. Mengen werden als Strings  mit  so codiert,
dass  genau dann, wenn  für . Ist die durchschnittliche Anzahl
Bezeichner in einem Frame gleich , so können die Abhängigkeiten zwischen  Frames in
 berechnet werden. Der Aufwand ist vertretbar, kann doch die Berechnung
von Abhängigkeiten iterativ bei der Spezifizierung oder bei Änderungen der Frames durch
C Cd
C Cd C
Cd C
Cd C Cd→ Cd
C
C B D
C C B D,( )
B1 D2∩ ∅≠ C1 B1 D1,( ) C2 B2 D2,( )
C1 C2→ B2 D1∩ ∅≠
C2 C1→
M1 M2, M⊆ O n( )
n M n M= e M∈
i s1…sn si 0 1,{ }∈
ei M∈ si 1= i 1 … n, ,=
d m
O m 1–( )mnd( )
Implementierung noninvasiver Frames 76den Benutzer erfolgen. Der Aufwand für den -ten Frame ist dann
.
Weil bei Verwendung noninvasiver Frames keine Fragmentierung des Quellcodes und
keine Verschmutzung durch Befehle der Generatorsprache entsteht, kann die gewohnte
Entwicklungsumgebung der Zielsprache weiterverwendet werden. Exemplarisch wurde
dies im Rahmen des bereits angesprochenen Forschungsprojekts zur Entwicklung von Soft-
ware-Generatoren (s. Fußnote 3 auf Seite 48) mit der Entwicklungsumgebung Eclipse
durchgeführt. Eclipse bietet viele Möglichkeiten zur Codeanalyse, zum Beispiel auch die
Bindung von Bezeichnern an ein Programmelement. Diese Möglichkeiten wurden in eine
Eclipse-Erweiterung (genannt Plug-in) für noninvasives Framing integriert, die es erlaubt,
innerhalb einer Programmdatei verwendete Bezeichner eindeutig einem bestimmten Pro-
grammobjekt zuzuordnen, das in dieser Datei definiert wird. Daraus wurden dann Abhän-
gigkeiten zwischen einzelnen Frames abgeleitet. Für die Zuordnung von Bezeichnern über
Dateigrenzen hinweg existieren in Eclipse unterschiedliche Mechanismen. Ihre Einbindung
in ein Eclipse-Plug-in ist mit etwas Aufwand technisch zu bewerkstelligen.4
4.6 Vom noninvasiven Frame zum Feature-Modell
Das Prinzip der Generierung von Programmen mit noninvasiven Frames, wie es in diesem
Kapitel vorgeschlagen wurde, ist in Abb. 21 skizziert. Eine implementierungsunabhängige
(Zwischen-) Repräsentation in Form eines Baums (Abb. 21a mit grauen Knoten) wird mit-
tels Transformation auf ein Bündel von Bäumen abgebildet, bei denen es sich entweder
selbst um  implementierungsunabhängige Repräsentationen (Eingaben für separate mit non-
invasiven Frames entwickelte Generator) oder um implementierungsabhängige Eingaben
für endliche Baumautomaten (s. Codeerzeugung gesteuert durch Konfigurationsdaten-
bäume, Seite 59) zur Codeerzeugung (Abb. 21c) handelt.
4. Mündliche Mitteilung von Christian Kästner am Rande des FOSD-Workshops in Dresden, 2011, wobei er sich auf ein von ihm be-
treutes Projekt zur Entwicklung eines Eclipse-Plug-ins mit Analysefunktionalität bezog.
m
O 2 m 1–( )nd( ) O mnd( )=
Abb. 21: Prinzip der Programmgenerierung mit noninvasiven Frames
Transformation Generierung
b) implementierungs-
abhängig
a) implementierungs-
unabhängig
c) generiertes 
Programm
Implementierung noninvasiver Frames 77Gemäß dem Vorgehensmodell bei der Generatorentwicklung mit noninvasiven Frames
(angelehnt an die Vorgehensweise bei der FOSD, s. Prozess der Generator-Entwicklung
mit noninvasiven Frames, Seite 48) werden beim Domain Engineering verschiedene Merk-
malmodelle und Transformationen geplant und implementiert. Die Realisierung der Trans-
formationen zur Produktableitung erfolgt während der Domänenimplementierung. Dabei
können Rückkopplungen mit den Phasen Domänendesign und Domänenanalyse auftreten,
die eine Änderung der Merkmalmodelle erforderlich machen. Diese Rückkopplung ist
interessant, weil sie auf einen direkt formalisierbaren Zusammenhang zwischen der Ein-
gabestruktur der Transformation und dem Merkmalmodell hinweist, dessen Spezialisierun-
gen transformiert werden sollen. Weil die Eingabestruktur natürlich mit der Transformation
selbst zusammenhängt, ergibt sich ein Ansatz, bei dem Merkmalmodelle aus der Implemen-
tierung der Transformation herausgelesen werden können. Ähnliche Ansätze wurden von
verschiedenen Autoren und in unterschiedlichen Domänen vorgestellt [SLB+11], [Ber11],
[KKH+10], [TLS+11], [CZZ+05]. Der Ansatz spielt vor allem bei der Transition von kon-
figurierbaren Einzelsystemen auf die Entwicklung von Produktlinien eine Rolle, während
hier die Generatorneuentwicklung auf der Basis von Vorgehensmodellen für generative
Softwareentwicklung und FOSD im Vordergrund steht. Deshalb wurde der Ansatz im Rah-
men der vorliegenden Arbeit nicht weiter verfolgt. Trotzdem erfolgt an dieser Stelle eine
skizzenhafte Beschreibung der Umformung baumartiger Eingabestrukturen für Generatoren
auf der Basis noninvasiver Frames in Merkmalmodelle mit dem Ziel, Möglichkeiten der
Rückkopplung zwischen der Domänenimplementierung und vorhergehenden Phasen zu
illustrieren.
4.6.1 XML Schema Definitionen
Die im Rahmen dieser Arbeit verwendete Transformationssprache ist XSLT (s. Abschnitt
Ausgabe von Code, Seite 23). Zur Beschreibung der Struktur ihrer Eingabebäume verfügt
XSLT über die Möglichkeit zur Angabe einer XML Schema Definition. Diese wird vom
Programmierer der XSL Transformationen erstellt, um dem XSL-Prozessor, zum Beispiel
Saxon (s. Abschnitt Abstraktion von der Implementierungsstruktur der Frames, Seite 40),
eine formale Überprüfung der Struktur des Eingabebaums zu ermöglichen. 
Eine XML Schema Definition für eine XSL Transformation definiert die Struktur einer
XML-Datei, die als Eingabe für das XSLT-Skript verwendet werden kann. Die Definition
darf unter anderem die folgenden Elemente umfassen (in Klammern der Name des Ele-
ments in XML Schema):
Implementierung noninvasiver Frames 78• XML-Element eines bestimmten Typs (ELEMENT). Der Typ kann auf einen bestimm-
ten Wertebereich eingeschränkt werden (RESTRICTION). Ein XML-Element kann mit
XML Schema außerdem so definiert werden, dass es weitere XML-Elemente als
“Kinder” enthalten darf.
• Attribut eines Elements (ATTRIBUTE).
• Indikatoren geben an, wie oft und in welcher Reihenfolge ein Element als Kind eines
anderen Elements auftreten darf (CHOICE, SEQUENCE, ALL, MINOCCURS, MAXOC-
CURS).
4.6.2 Umformung einer XSD in ein Merkmalmodell
Eine XML Schema Definition (XSD) zur Beschreibung einer Eingabestruktur für einen
Generator, der noninvasive Frames verwendet, benötigt nicht den vollen Funktionsumfang
von XSD. Die im vorhergehenden Abschnitt angegebenen Elemente reichen zur Beschrei-
bung der Eingabe zur Transformation aus. Die Umwandlung einer implementierungsunab-
hängigen Repräsentation mit diesen Elementen in ein Merkmaldiagramm ergibt sich wie
folgt:
1) Jedes ELEMENT in der XSD für die Transformation wird auf ein Merkmal abgebildet.
2) Enthält ein ELEMENT  mit zugehörigem Merkmal  im Eingabebaum ein Kind-
element  mit Merkmal , dann ist Merkmal  Vater von Merkmal .
3) Ein Element mit MINOCCURS oder MAXOCCURS Indikator hat die entsprechende Kar-
dinalität.
4) Alle Kindelemente  von ELEMENT  mit den entsprechenden Merkmalen
,  innerhalb eines SEQUENCE Indikators sind Merkmale mit Kardinalität
1..1, es sei denn, die Kardinalität wird von MINOCCURS oder MAXOCCURS Indikatoren
im Element überschrieben.
5) Jedes ATTRIBUTE , …,  eines Elements  im Eingabebaum ist ein (möglicher-
weise parametrisiertes) Merkmal . Die Merkmale  sind standard-
mäßig Kinder von Merkmal  mit Kardinalität 1..1. Bei Verwendung eines
Indikators USE=”OPTIONAL” ist die Kardinalität 0..1 (optionales Attribut).
6) Das (optionale) boolesche ATTRIBUTE  von Element  wird abgebildet auf ein
(optionales) Merkmal , das ein Kind von  ist. Numerische und String-Attribute
werden abgebildet auf parametrisierte Merkmale. Hat  nur ein einziges ATTRIBUTE
, dann ist es übersichtlicher,  als Parameter von  direkt zu repräsentieren und
auf ein weiteres Untermerkmal von  zu verzichten. Ist der Definitionsbereich des
EV FV
EK FK FV FK
E1 … En, , E
F F1 … Fn, ,
A1 An E
F1 … Fn, , F1 … Fn, ,
FK
B E
FB FE
E
A A E
E
Implementierung noninvasiver Frames 79Attributs, also die Menge der möglichen Werte, die das Attribut einnehmen darf, mit
Hilfe einer RESTRICTION beschränkt auf wenige Werte, so kann das Attribut als alter-
native Gruppe dargestellt werden.
4.6.3 Beispiel für eine Umformung
Als Beispiel für eine solche Umformung dient die Baumstruktur aus Abb. 12 für das
Beispiel Inneres Produkt. Das Merkmaldiagramm, das aus der Umformung resultiert, ist in
Abb. 22 zu sehen. Die Kardinalitäten kommen dadurch zustande, dass bei mehrfachem
Auftreten von Merkmal SpecializedIMethod mehrere spezialisierte Methoden erzeugt
werden. Dass Merkmal Coeff mehrfach pro spezialisierter Methode auftreten kann, ergibt
sich direkt aus der Funktion des Generators. Wird SpecializedIMethod nicht instan-
ziert, dann existiert in der erzeugten Klasse keine spezialisierte Methode. Ist für eine
Methode kein Coeff-Feature instanziert, dann liegt ein Vektor der Länge 0 vor. Das innere
Produkt ist dann per Definition ebenfalls 0.
Nach Durchlaufen der Domänenimplementierungsphase könnte der Generatorentwickler
feststellen, dass zur sinnvollen Anwendung noch die Möglichkeit fehlt, zwischen ver-
Abb. 22: Feature-Modell für das Beispiel Inneres Produkt
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Abb. 23: Merkmalmodell für das Inneres Produkt-Beispiel mit zusätzlicher alternativer Gruppe
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Noch während der Implementierung würde er das Design der noninvasiven Frames
dahingehend ändern, dass der Wertebereich an allen dafür notwendigen Stellen in der Code-
basis parametrisiert wird. Gleichzeitig würde er die Transformation des implementierungs-
unabhängigen Baums so ändern, dass der Wertetyp aus zwei Alternativen gewählt werden
kann. Die Anpassung des Merkmaldiagramms kann dann schematisch, der oben beschrie-
benen Umwandlung folgend, durchgeführt werden. Erfolgt die Auswahl über ein Attribut
des Wurzelknotens SpecializedInnerClass des Eingabebaums, so ergibt sich aus
Punkt 6) das geänderte Merkmaldiagramm in Abb. 23.
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Dieses abschließende Kapitel fasst die in der Arbeit erzielten Ergebnisse zusammen und
nennt einige verwandte Forschungsthemen, deren Ergebnisse positive Auswirkungen auf
die Verwendbarkeit noninvasiver Frames zur Codegenerierung und zur Entwicklung von
Produktlinien haben. Abschließend werden Ideen für weitere Forschungsanstrengungen
genannt, mit denen die Technik noninvasiver Frames weiter verbessert werden kann.
5.1 Ausgangspunkt und Ergebnisse
Im Rahmen dieser Arbeit wurde die prinzipielle Machbarkeit der Programmgenerierung mit
noninvasiven Frames sowie die praktische Anwendbarkeit der Technik demonstriert. Non-
invasive Frames beseitigen die Nachteile verwandter Generierungstechniken, die mit der
“Verunreinigung” von Code in der Zielprogrammiersprache einhergehen und dazu führen,
dass der Zielsprachencode nach der Umwandlung in einen Generator nicht mehr in der
gewohnten Entwicklungsumgebung und nur von einem im Umgang mit der Framepro-
zessorsprache geschulten Entwickler weiterentwickelt werden kann. Gleichzeitig bleiben
alle Vorteile verwandter Techniken erhalten, vor allem die einfache Anwendbarkeit und die
schnelle Erlernbarkeit.
Noninvasive Frames bieten zusätzlich die Möglichkeit, syntaktische und semantische
Eigenschaften für alle vom Generator erzeugten Programme zu überprüfen. Bei Verwen-
dung noninvasiver Frames ist überdies im Prinzip die Nutzung existierender Funktionen zur
Programmanalyse in der gewohnten Entwicklungsumgebung möglich, weil die Codebasis
nicht verändert wird und als Ganzes einer Analyse unterzogen werden kann. Damit können
bestimmte semantische Einschränkungen der Zielprogrammiersprache wie die aus-
schließliche Verwendung zuvor deklarierter Variablen mit existierenden Funktionen der
gewohnten Entwicklungsumgebung überprüft werden.
Bei Änderungen in der Codebasis kann durch eine Delta-Analyse das Reframing unter-
stützt werden, indem geänderte Frames erkannt und die Lokalisation von Programm-
elementen in der neuen Version der Codebasis auf der Grundlage der alten Lokalisation neu
durchgeführt wird.
Noninvasive Frames basieren auf einer weit verbreiteten Technik zur Codegenerierung.
Die Ergebnisse des Studiums noninvasiver Frames können damit auf eine Vielzahl von Pro-
jekten angewendet werden, in denen diese Generierungstechnik verwendet wird. Sie sind
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den, in denen mehrere Zielsprachen zum Einsatz kommen.
5.2 Synergieeffekte mit anderen Forschungsrichtungen
Dieser Abschnitt fasst einige Forschungsanstrengungen zusammen, welche die Anwend-
barkeit noninvasiver Frames verbessern könnten. Ähnliche Ergebnisse in diesen Bereichen
werden mit hier gemachten Beobachtungen verglichen und bewertet.
5.2.1 Verbesserte Delta-Analyse durch Suche nach Klonen
Bei einem einfachen Textvergleich von alter und neuer Version der Codebasis wie unter
Delta-Analyse (Seite 56) beschrieben werden Frames, deren Code an eine andere Stelle ver-
schoben wurde, an der ursprünglichen Position als gelöscht angezeigt. Nach Ablauf der
Delta-Analyse obliegt es dem Generatorentwickler in Zusammenarbeit mit dem Program-
mierer der Codebasis, den Inhalt des verschobenen Frames neu zu lokalisieren. Diese
Relokalisierung kann erleichtert werden, wenn in der Codebasis nach Mustern gesucht
wird, die dem Inhalt eines gelöschten Frames ähneln. Die gefundenen Muster können dem
Generatorentwickler als Vorschläge zur Relokalisation unterbreitet werden.
Eine Möglichkeit der Suche nach gelöschten Mustern in der Codebasis ist die Verwen-
dung von Baumvergleichsalgorithmen, bei denen die Reihenfolge der Unterbäume keine
Rolle spielt [Val02]. Ein im Code verschobenes Muster kann somit an einer anderen Stelle
des Baums wiedergefunden werden. Solche Vergleichsalgorithmen sind jedoch mit großem
Rechenaufwand behaftet, der bei der Größe und Anzahl Programmdateien in einer Produkt-
linie nicht mehr ignoriert werden kann.
Ein möglicher Ausweg ist die Verwendung von Algorithmen zur Suche nach Klonen in
der Programmbasis, wie sie zum Beispiel in [BaJa05] beschrieben ist. Hier werden Wieder-
holungen von Code in Programmdateien gefunden und ihrer Ähnlichkeit entsprechend in
einzelne Klassen unterteilt. Aus den Vergleichen werden unter Verwendung eines Ähnlich-
keitsmaßes einzelne sich stark ähnelnde Textblöcke, sogenannte Klone, herausgefiltert. Für
die Suche nach verschobenen und geänderten Textblöcken während eines Reframings
könnte aber ebenso gut eine Suche nach Klonen in alter und neuer Version der Codebasis
durchgeführt werden. Damit könnten Kandidaten für fehlende Frames in der neuen Version
der Programmbasis aufgespürt und dem Generatorentwickler vorgeschlagen werden.
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Implizite und explizite Annotation haben den Nachteil, dass Annotierungen nach Änderun-
gen in der Codebasis verloren gehen können und möglichst mit Werkzeugeinsatz rekonstru-
iert werden müssen. Bei aspektorientierten Sprachen wie AspectJ [KHH+01] wird die
implizite Annotation von Ausführungspunkten im Programm (engl.: pointcut) [StHa05] in
Form von Pointcut-Deskriptoren (PCD) unter Verwendung einer eigenen Teilsprache
(engl.: pointcut descriptor language) realisiert. Ein PCD spezifiziert dabei im Allgemeinen
mehrere Ausführungspunkte, die durch Angabe einer bestimmten Eigenschaft identifiziert
werden. Solche Eigenschaften können zum Beispiel ein Bezeichnername mit bestimmtem
Muster, aber auch ein Zustand des Programms sein, zum Beispiel ein bestimmter Vari-
ablenwert. Gerade die Identifikation über Bezeichnernamen ist problematisch. Nach einer
Namensänderung etwa kann der Zusammenhang zwischen Codebasis und PCD verloren
gehen. PCDs, bei denen dieser Zusammenhang wegbricht, werden als fragil bezeichnet
[StGr05]. 
Fragile PCDs können durch einen Vergleich der Menge der Ausführungspunkte in der
Codebasis entdeckt werden, die durch einen gegebenen PCD vor und nach einer Änderung
identifiziert werden. Dieser Vergleich wird in [StGr05] ebenfalls als Delta-Analyse
bezeichnet, beinhaltet aber nur die Ausführungspunkte, nicht die komplette Codebasis wie
bei Delta-Analysen für noninvasive Frames, weshalb, anders als bei der Delta-Analyse im
Zusammenhang mit noninvasiven Frames, auch keine Kandidaten für Ausführungspunkte
in der neuen Version der Codebasis ermittelt werden können.
Die Anzahl fragiler Pointcuts kann verringert werden, wenn einfache Namensmuster
vermieden werden und statt dessen auf semantische Eigenschaften des Ausführungspunkts
Bezug genommen wird. Um dies zu erreichen, wird die Ausdrucksstärke der PCD-Sprachen
erweitert [GyBr03], [EMO04], [RKA06]. Oft werden existierende vollwertige Program-
miersprachen verwendet, zum Beispiel Prolog in [GyBr03] oder XQuery in [EMO04].
5.2.3 Ermittlung einer Eingabestruktur
Noninvasive Frames benutzen Transformationen zur Abbildung einer abstrakten Ein-
gabestruktur auf eine implementierungsspezifische Baumstruktur, die als Grundlage für die
Codegenerierung dient. Normalerweise wird die Eingabestruktur in einer der Phasen des
Domänen-Engineerings entsprechend den Anforderungen an die Software-Produktlinie
festgelegt und dann vom Generatorentwickler in einer Transformation implementiert. Bei
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malmodell sein, das in einer maschinenlesbaren Form zur Transformation in eine imple-
mentierungsspezifische Baumstruktur vorliegt. Die Eingabestruktur kann für ein solches
Merkmalmodell aus der vom Programmierer zur Verfügung gestellten Strukturbeschrei-
bung ermittelt werden (s. Abschnitt Umformung einer XSD in ein Merkmalmodell,
Seite 78).
Feature-Lokalisation bezeichnet sowohl die Suche nach Merkmalen und ihrer Bezie-
hung in einem Software-System als auch die Suche nach Programmcode, mit dem Features
implementiert werden. Eine Reihe von Ansätzen versucht, Merkmalmodelle aus einem Pro-
grammtext oder einer formalen Spezifikation eines Systems zu extrahieren.
In [CZZ+05] werden nach einer Analyse der Abhängigkeiten zwischen einzelnen
Anforderungen Cluster, also Anforderungen mit starkem Zusammenhang, zu Merkmalen
zusammengefasst.
Bei der Feature-Lokalisation nach Eisenbarth et al. in [EKS01] werden mittels Konzept-
analyse von Execution Traces zunächst Merkmale und die zu ihrer Implementierung
benötigten Komponenten in Relation gesetzt. Aus der graphischen Repräsentation dieser
Relation (von den Autoren Konzeptverband genannt) können die Systemanalytiker ablesen,
welche Komponenten zur Implementierung eines Merkmals benötigt werden und welche
Merkmale eine Komponente implementiert. Weil die Merkmale und die von ihnen
benötigten Komponenten erst zur Laufzeit des Systems bestimmt werden, spricht man hier
von einem dynamischen Verfahren zur Feature-Lokalisation.
Ryssel et al. erstellen in [RPK10] aus einer Vielzahl von Matlab/Simulink Funktions-
blockmodellen ein Merkmaldiagramm zur Beschreibung ihrer Variabilität. Dazu werden
die Funktionsblockmodelle zunächst strukturell paarweise verglichen und das Ergebnis des
Vergleichs in eine Ähnlichkeitsmatrix übertragen, auf deren Basis ein Clustering-Algorith-
mus Mengen ähnlicher Subsysteme, also Kompositionen elementarer mathematischer Funk-
tionen und weiterer Subsysteme, bestimmt. Verbindungen zwischen Subsystemen werden,
erneut mittels Konzeptanalyse, in Abhängigkeiten umgewandelt, aus denen letztlich ein
Merkmaldiagramm mit Gruppen, optionalen und Muss-Features erstellt wird. Diese
Methode ist gleichzeitig ein Beispiel für eine statische Methode zur Feature-Lokalisation,
weil die Features allein mit Hilfe von Informationen ermittelt werden, die vor der Laufzeit
eines Programms5 zur Verfügung stehen.
5. im Falle von Funktionsblockmodellen in einer graphischen Repräsentation
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mittels Ähnlichkeitsanalyse der Feature-Beschreibungen halbautomatisch in einem interak-
tiven Prozess eine Feature-Hierarchie und aus den gegebenen Abhängigkeiten unter Ver-
wendung von Graphen-Algorithmen ein Feature-Diagramm mit Gruppen, optionalen und
Muss-Features erstellt werden [SLB+11]. 
5.2.4 Syntax- und Semantikprüfung
Die Erkennung von Fehlern zu einem möglichst frühen Zeitpunkt vor der Erstellung und
dem Test von Einzelapplikationen ist nützlich für eine effiziente und kostengünstige
Produktlinienentwicklung. Eine Reihe von Ansätzen beschäftigt sich mit der Sicherstellung
der syntaktischen und semantischen Korrektheit aller in einer Produktlinie enthaltenen App-
likationen.
Ausgehend von einem syntaktisch korrekten Programm wird in [KAK+09] durch
Anwendung zweier Regeln sichergestellt, dass alle Varianten des Programms syntaktisch
korrekt sind. Zum einen können nur solche Programmteile als optional gekennzeichnet wer-
den, die laut Java-Syntax auch tatsächlich an dieser Stelle im Programm ausgelassen wer-
den können. Zum anderen werden optionale ASTs, die nicht Teil der Variante sind, mit
allen Unter-ASTs komplett gelöscht. Diese Regeln schränken den Generatorbauer anders
als die im Abschnitt Syntaxprüfung (Seite 67) beschriebene Lösung in seiner Flexibilität
ein. Zur Lockerung der zweiten Regel wurde deshalb zumindest die Möglichkeit
geschaffen, bestimmte Kind-Knoten des ASTs vom Löschen auszunehmen. Dadurch kann
zum Beispiel Wrapper-Code in einer if-Anweisung durch den “gewrappten” Code im
Rumpf der if-Anweisung ersetzt werden.
Typsicherheit liegt nach Thaker et al. in [TBK+07] vor, wenn das generierte Programm
keine Referenzen auf undefinierte Klassen, Methoden und Variablen enthält. In vielen
Fällen ist das ausreichend, um die Compilierbarkeit des Programms zu garantieren, voraus-
gesetzt, die Datentypen der Bezeichner sind nicht selbst Parameter. Ist ein solcher Datentyp
zum Beispiel von Integer auf Double änderbar, moniert in diesem Fall der Compiler
nach einer “naiven” Generierung ohne Überprüfung des Variablentyps einen Typfehler.
Metaprogrammiersprachen [WeCr93], [TaSh97] überprüfen bei der Codegenerierung
nicht nur die korrekte Syntax der erzeugten Programme, sondern berücksichtigen auch das
sogenannte Capture-Problem [DHB92]: Durch hygienische Makrosubstitution wird
sichergestellt, dass Variablen aus unterschiedlichen Sichtbarkeits- und Gültigkeitsbereichen
bei der Makrosubstitution nicht aus Versehen identische Namen erhalten. Berechnungs-
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garantieren Metaprogrammiersprachen wie MetaML [TaSh97] die korrekte, ihrem Typ
entsprechende Verwendung von Variablen (echte Typsicherheit) auch über mehrere Aus-
führungsstufen hinweg. Dies erleichtert die Implementierung von Generatoren, bei denen
eine gestufte Konfiguration stattfindet (s. Gestufte Konfiguration, Seite 14). SafeGen
[HZS05] erweitert seine Typüberprüfung so, dass die Codeerzeugung (echt) typsicher ist,
auch wenn zur Generierungszeit noch nicht der komplette zu erzeugende Code zur Verfü-
gung steht.
Die Überprüfung des korrekten Verhaltens einer möglichst großen Zahl von Varianten
einer Softwareproduktlinie ist viel schwieriger sicher zu stellen. Classen et al. [CHS+10],
[CHT+09] verwenden Featured Transition Systems, also Transitionssysteme, deren
Zustandsübergänge mit einem Merkmal assoziiert sind, zur Spezifikation des Verhaltens
der kompletten Produktlinie. Um das Verhalten einer Variante der Produktlinie in Form
eines Zustandsdiagramms zu erhalten, wird das zur Produktlinie gehörige Merkmalmodell
spezialisiert. Die mit den ausgewählten Merkmalen assoziierten Transitionen sind Teil des
Zustandsdiagramms der Variante, nicht zugehörige Zustandsübergänge werden, unter
Umständen unter Zuhilfenahme einer Priorität, aus dem Zustandsdiagramm entfernt. Mit
Hilfe eines Modell-Checkers kann dann überprüft werden, ob eine Reihe von Varianten mit
ausgewählten Eigenschaften (ausgedrückt als prädikatenlogischer Ausdruck über die aus-
gewählten Merkmale) ein festgelegtes Verhalten (bestimmte erreichbare Zustands-
übergänge) implementiert.
5.2.5 Visualisierung von Strukturen
Die (Baum-) Struktur noninvasiver Frames in einer Codebasis kann bei größeren Produkt-
linien schnell anwachsen. Um die Übersichtlichkeit zu bewahren und schnell bestimmte
Teile der Struktur wiederfinden zu können, sind eine visuelle Aufbereitung der Struktur und
Möglichkeiten zur Suche nach Inhalten notwendig. Entsprechende Arbeiten hierzu können
helfen, die Werkzeuge zum noninvasiven Framing zu verbessern.
Um die Darstellung großer Strukturen kompakter zu gestalten, hilft oft bereits die hier-
archische Anordnung in horizontaler Richtung. Große Strukturen können in mehrere Unter-
diagramme und separate Displays aufgeteilt werden. Die Unterdiagramme können über
Diagrammreferenzen in der übergeordneten Struktur zum Beispiel über Mausklick in der
Benutzungsoberfläche erreicht werden.
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niken noch verbessert werden. 2 1/2 D-Techniken werden in [Ware01] so genannt, weil sie
helfen, zweidimensional auf dem Bildschirm angeordneten Objekten Dreidimensionalität
zu verleihen. Diese als depth cues bezeichnete Technik arbeitet zum einen mit Verdeckung,
die zur Anordnung von Objekten verwendet werden kann (Abb. 24). Schattenwurf kann den
relativen Abstand zweier überlappender Objekte andeuten und die Dreidimensionalität von
Objekten unterstreichen (z. B. Bedienelemente wie Knöpfe, Schieber, usw. in Fenster-
basierten graphischen Benutzungsoberflächen). Perspektive ermöglicht die Abbildung von
3D-Szenarien auf eine Fläche. Das Gehirn kompensiert allerdings perspektivische
Größenänderungen. Dabei werden Bildinformationen aktiv unterdrückt. Das ist vielleicht
der Grund, warum kaum Hinweise darauf existieren, dass Perspektive den Informationsge-
halt einer Darstellung wesentlich erhöhen kann [Ware01]. Das Prinzip Struktur aus Bewe-
gung erzeugt oder verstärkt eine 3-dimensionale Wahrnehmung, zum Beispiel durch
Rotation einer Darstellung 3-dimensionaler konus-förmiger Teilbäume (engl.: cone trees)
in [RMC91].
Für eine übersichtlichere Anordung von Merkmaldiagrammen ist die Verwendung drei-
dimensionaler Objekte (zum Beispiel Ellipsoide, Zylinder) für die Datenrepräsentation hilf-
reich, weil diese offenbar einfacher identifizierbar und leichter zu memorisieren sind.
Zweidimensionale Layouts (mit horizontaler und vertikaler Ausrichtung) erleichtern die
Erfassung der dargestellten Objekte. Zusätzlich können depth cues je nach Anwendungsfall
selektiv verwendet werden, um Objekten eine räumliche Dimension oder Anordnung zu
geben. Navigation, also das Aufsuchen bestimmter Knoten im (dreidimensionalen) Dia-
gramm durch Verfolgen von Verbindungen zwischen den Knoten, sollte die natürliche
Bewegung nachahmen, die im täglichen Leben auf links, rechts (x-Achse) und Vorwärtbe-
wegung (z-Achse) beschränkt ist. Die Bildung einer mentalen Landkarte bei der Navigation
wird dadurch unterstützt. Räumliche Integration von Navigationshilfen (z. B. Ausgänge als
“Türen”) sind kontraproduktiv, wenn sie bei der Bewegung im Informationsraum aus dem
Blickfeld des Benutzers geraten. Besser sind künstliche Navigationshilfen (zum Beispiel
Bild 24: Beispiele für depth cues zur Schaffung einer 3-dimensionalen Wahrnehmung
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karten sollten ungefähr denselben Standort und dieselbe Orientierung haben wie das Bild,
durch das sich der Benutzer bewegt, um die Orientierung zu erleichtern.
5.2.6 Variabilitätsmanagement
Ziel beim Variabilitätsmanagement ist die Handhabung von Variabilität in Software-
Produktlinien (s. Abschnitt Modellierung von Variabilität mit Merkmaldiagrammen,
Seite 9). Dabei kommt der Verbindung zwischen dem Variabilitätsmodell und den
Bestandteilen der Softwareproduktlinie eine wichtige Bedeutung zu. Für eine korrekte
Funktionsweise eines Produkts ist es wichtig, dass alle für eine Variante benötigten
Bestandteile und nur diese tatsächlich im Produkt enthalten sind. 
Neben der Merkmalmodellierung existieren noch andere Methoden des Variabilitäts-
managements wie Entscheidungstabellen oder orthogonales Variabilitätsmanagement. In
Entscheidungstabellen wird die Ausführung von Aktionen (zum Beispiel das Hinzufügen,
Ändern oder Entfernen von Teilen einer Referenzarchitektur) an das Eintreffen mehrerer
Bedingungen gekoppelt [Pahn06]. Auf diese Weise wird eine Verbindung zwischen
Produkteigenschaften und den Bestandteilen in den einzelnen Produktvarianten hergestellt.
Entscheidungstabellen können hierarchisch aufgebaut werden, um eine übersichtlichere
Gestaltung zu erreichen.
Elemente des orthogonalen Variabilitätsmanagements (OVM, s. Pohl et al. in [PBL05])
sind neben Variationspunkten und Varianten auch zusätzliche Artefakte zur Beschreibung
der Software und ihrer Funktionalität sowie ihre Beziehung zu den einzelnen Varianten.
Variabilität wird abstrakt in einem zentralen Modell, der Variabilitätssicht, gesammelt und
mit Artefaktelementen in Beziehung gesetzt.
Das Artefaktmodell ist eine Sicht auf das System in einem beliebigen Formalismus, zu
dem eine Beziehung besteht ausgehend von einer bestimmten Variante eines Variations-
punktes. Eine Variante strahlt in viele unterschiedliche Sichten eines Systems aus und legt
somit (in beide Richtungen) fest, welche Systemteile von der Variante abhängen bezie-
hungsweise auf welche Systemteile sich die Auswahl einer bestimmten Variante auswirkt.
Diese Relationierung zwischen OVM und Artefaktmodellen dient der Dokumentation eines
konkreten Produkts aus einer Systemfamilie. Darüber hinaus gewährleistet sie die Konsis-
tenz zwischen OVM und den einzelnen Systemmodellen, indem Änderungen zum Beispiel
in den Anforderungen an eine bestimmte Systemfunktion über die Relationierung zur
entsprechenden Variante und von dort zu den anderen Artefaktmodellen propagiert werden.
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Verwendung von Presence Conditions [CzAn05] erfolgen (s. auch Abschnitt Merkmal-
modellierung, Seite 10). 
5.3 Weiterer Forschungsbedarf
Abschließend werden einige Ideen für weiterführende Forschung aufgezeigt, um die Tech-
nik noninvasiver Frames weiter zu verbessern und ihre Anwendbarkeit für die Codegenerie-
rung zu steigern.
5.3.1 Verbesserte Werkzeugunterstützung
Die bisher beschriebenen Ergebnisse aus anderen Forschungsrichtungen können zur Ver-
besserung der Werkzeuge für das noninvasive Framing eingesetzt werden.
• Integration von noninvasivem Framing in existierende Werkzeuge (zum Beispiel
Eclipse) und Wiederverwendung der dort zur Verfügung stehenden Möglichkeiten zur
syntaktischen und semantischen Analyse (s. Abschnitt Syntax- und Semantikprüfung,
Seite 85).
• Ein integriertes Werkzeug zur Entwicklung von Generatoren (Generator-IDE) auf der
Basis noninvasiver Frames ermittelt Vorschläge zum Reframing geänderter Frames
und führt diese nach Auswahl  durch den Benutzer aus. Die Anzeige geänderter
Frames in einer Übersicht unterstützt den Generator-Entwickler beim automatischen
Reframing (s. Abschnitt Verbesserte Delta-Analyse durch Suche nach Klonen,
Seite 82).
• Die Generator-IDE sorgt für eine übersichtliche Anzeige der Frame-Hierarchien und
stellt somit ein leichtes Auffinden von Frames in großen Generatorprojekten sicher (s.
Abschnitt Visualisierung von Strukturen, Seite 86). Die Generator-IDE ermöglicht die
Verwaltung von aufeinander aufbauenden Generatorprojekten. Die Bearbeitung der
Generatorprojekte erfolgt praktischerweise in einer einzigen Instanz der IDE.
5.3.2 Textuelle, binäre und graphische Frames
Die Verwendung von noninvasiven Frames ist nicht auf textuelle Repräsentationen von
Programmen beschränkt. Vielmehr können auch Frames aus binären Informationen, zum
Beispiel Java-Klassendateien, gebildet werden. Auch diese Gebilde folgen syntaktischen
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überprüfbar ist. 
Auch die Bildung von Frames aus graphischen Repräsentationen ist möglich. Für die
Lokalisation der Frame-Inhalte wird dabei auf die in Abschnitt Programmrepräsentation
als Graph (Seite 53) beschriebene Methode zurück gegriffen. Dabei stellt sich die interes-
sante Frage, ob bestimmte Struktureigenschaften der Graphen schon vor der Generierung
ähnlich wie im textuellen Fall zum Beispiel durch Anwendung von Graphen-Grammatiken
[CDG+02] für alle möglichen Produkte sichergestellt werden können. Wie bei textuellen
Repräsentationen auch ist zu untersuchen, wie beliebige Constraints für alle Produkte der
Graphen-Produktlinie sichergestellt werden können.
5.3.3 Framing und Reframing
Eine Beschleunigung des Framing- und Reframing-Prozesses kann erreicht werden durch
eine verbesserte Werkzeugunterstützung beim Reframing und Fortschritten bei der Erken-
nung von Framing-Möglichkeiten, die gleichzeitig auch die Möglichkeiten des Reframings
verbessern (s. Abschnitte Verbesserte Delta-Analyse durch Suche nach Klonen, Seite 82
und Verbesserte Werkzeugunterstützung, Seite 89).
Ein weiteres, durch wiederkehrende Software-Muster [BMR+96], [GHJV95] zur
Entwicklung von in hohem Maße wiederverwendbarer Software, inspiriertes Konzept, das
im Rahmen dieser Arbeit aus Zeitgründen nicht untersucht werden konnte, sind Framing-
Muster. Unter Einbeziehung der Syntax und semantischer Constraints sollen in der Codeba-
sis bestimmte wiederkehrende funktionale Muster identifiziert werden, die in unterschiedli-
chen Generatorprojekten Verwendung finden. Diese sollen den Aufbau eines Muster-
Katalogs ermöglichen, aus dem heraus wiederum bestimmte Teile einer Codebasis mit
Unterstützung durch ein Framing-Werkzeug in Frames umgewandelt werden. 
Beispiele für solche Muster sind die Spezialisierung von Code (s. Anwendungsbeispiel:
Inneres Produkt, Seite 36), die Wiederholung von Funktionalität, zum Beispiel das Einfü-
gen von Getter- und Setter-Funktionen in eine Java-Klasse, mit denen der Zustand eines
Objekts (Instanz der Klasse) ermittelt und verändert werden kann, oder  die Erweiterung
einer Sprache um neue Eigenschaften wie etwa Typpolymorphie, also der Fähigkeit,
Objekte unterschiedlichen Typs einheitlich zu verarbeiten.
Dabei stellt sich zunächst die Frage, ob diese Muster allgemeingültiger Natur, also für
verschiedene Generatorprojekte wiederverwertbar, sind oder ob ein Vokabular an Framing-
Mustern für jedes Projekt neu erstellt und dann darin wiederholt angewendet wird. Außer-
Fazit und Ausblick 91dem ist zu untersuchen, ob die für ein Generatorprojekt zu definierenden Framing-Muster
auf eine überschaubare Anzahl beschränkt und wie die grundlegenden Elemente einer
abstrakten Programmiersprache genutzt werden können, um das Framing und Reframing
einfacher und schneller zu gestalten.
5.3.4 Customizing
In der Praxis ist ein Customizing, also die Anpassung eines Produkts der Produktlinie an
spezifische Erfordernisse eines Kunden [CzEi00], [Krue06], oft unumgänglich, geht aber in
vielen Fällen über einfach vorhersehbare Entscheidungen wie etwa die Anordung und Farb-
gebung der Elemente einer graphischen Benutzungsoberfläche hinaus. Zum Beispiel ist der
Materialfluss im Intralogistiksektor, also der Transport von Gütern zur (Zwischen-)
Lagerung und Verarbeitung innerhalb eines Gebäudes, hochgradig variabel je nach Art der
bewegten Ware (zum Beispiel Hänge- oder Liegeware), der Branche (Versand oder Produk-
tion) und den Produktionsprozessen (Qualitätskontrolle oder Zwischenlager), um nur einige
Faktoren zu nennen. Dementsprechend müssen zur Erfüllung einzelner Kundenwünsche
unter Umständen Änderungen im Programmablauf eingebaut werden, die nicht in der
Produktableitung automatisiert werden können.
Diese Änderungen werden nach der Generierung entweder manuell programmiert oder
mit Hilfe eines zusätzlichen Generators anhand einer abstrakten Spezifikation erzeugt und
dann an den dafür vorhergesehenen Stellen im generierten Programm eingefügt. Die
Produktableitung erfolgt also in zwei aufeinanderfolgenden Schritten. Im Falle einer manu-
ellen Programmierung kann nicht mehr von einer Merkmal-orientierten oder generativen
Softwareentwicklung gesprochen werden, weil das Application Engineering nicht mehr
vollständig automatisiert ist. Bei Verwendung eines Generators muss ein Variabilitätsme-
chanismus für das zu einem späteren Zeitpunkt durchgeführte Customizing vorgesehen
werden.
Dabei ergibt sich eine Reihe interessanter Fragen, deren Beantwortung den Rahmen
dieser Arbeit sprengt:
• Welcher Variabilitätsmechanismus eignet sich für das Customizing? 
• Wird der kundenspezifische Code nur an dafür vorgesehenen Stellen eingefügt? Wer-
den diese Stellen schon vor der Generierung des “Skeletts” spezifiziert, in das der
kundenspezifische Code eingefügt wird, oder erst während des Customizing?
• Wie wird Customizing in den Reframing-Prozess nach einer Änderung in der Codeba-
sis integriert? Ähnlich wie die Frames sollen sowohl der kundenspezifische Code als
Fazit und Ausblick 92auch die Spezifikation der dafür vorgesehenen Stellen in die neue Version des Genera-
tors übernommen werden können.
• Wie können wiederkehrende Muster in verschiedenen kundenspezifischen Codes
erkannt werden? Wie wird dieser Code in die Codebasis integriert?
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A Eigenschaften von Frameprozessor-Implementierungen in der Übersicht
Die folgende Tabelle zeigt, wie in verschiedenen Frame-Prozessor-Implementierungen
Variationspunkte (VP) gesetzt und Frames adaptiert bzw. instanziert werden. In Spalte
Änderungsbefehle wird außerdem angedeutet, wie ein Frame an einem Variationspunkt
eingefügt werden soll und ob eine Ersetzung von Text stattfindet (s. auch [Emr03]).
Tabelle 1: Eigenschaften von Frame-Prozessoren
Name VP-Markierung Adaptierung oder Instanzierung Änderungsbefehle
“plain” FP 
[PaMu03]
VP vp-name
... opt. (“Default”) Text
VP_END
ADAPT frame-name
... ein oder mehrere 
Änderungsbefehle
INSERT BEFORE vp-nam
INSERT AFTER vp-name
REPLACE vp-name
Netron 
[Emr03]
BREAK ... ENDBREAK ? INSERT /COPY, REPLAC
SELECT, WHILE
XVCL 
[XVCL]
<break name=”...”>
...
</break>
<adapt x-frame=”...”>
...
</adapt>
<insert break=”...”>
...
</insert>
<insert-before>
<insert-after>
<select>
<while>
<ifdef var=”...”>
<ifndef var=”...”>
FPL [Sau02] <break name=”...”>
...
</break>
<adapt frame=”...”>
...
</adapt>
<replace break=”...”>
...
</replace>
<remove>
<around>
<add-before>
<add-after>
<select var=”...”>
Angie 
[Gie02]
<! aSlot !> (Platzhalter) .aFrameInstance = Create-
Frame(“aFrame”)
in Funktionen:
.If aCondition then
...
.Else
...
.EndIf
bzw.
.For aVar=aVal to eVal
...
.Next
ix
ode 
a/
r 
en 
ise):
sse:Weitere Eigenschaften von Frame-Prozessor-Implementierungen, nämlich die Definition
eines Frames und die Initiierung der Ausgabe, sind (aus Platzgründen von der vorherge-
henden Tabelle getrennt) in der folgenden Tabelle dargestellt:
BitFramer 
[Emr03]
<! aSlot !> Je nach Zielprogrammier-
sprache für den Generator: 
frame frame-name {
...
}
In Methoden:
BEGIN_FRAME_TEXT()
...
END_FRAME_TEXT()
klammert zu erzeugenden C
und wird umgeben von Jav
C++-Code zur Kontrolle de
Generierung
Xpand 
[XPan08] 
(OAW)
Einfügen von Frames an der 
bezeichneten Stelle:
«EXPAND frame-name»
Einfügen von Variablen-
werten:
«var-expr»
Instanzierung gesteuert durch 
Daten in einer zusätzlichen 
Konfiguration (pull)
«IF expr»
...
«ELSEIF expr»
...
«ELSE»
...
«ENDIF»
StringTem-
plate 
[Parr06]
Einfügen von Code aus einer 
Templatefunktion für jedes 
Element in arr:
<arr: function()>
Einfügen von Attributwerten 
(u.U. Attribut- / Objektrefer-
enz):
<qualif-varname>
Zusätzliche Konfiguration 
(Modell) in Form von Java-
Objekten im Hauptspeicher 
(push)
<if (...)>
...
<else>
<endif>
Anonyme Templatefunktion
(ähnlich Mengenschreibwe
<arr: {x | ... }>
Tabelle 2: Definition von Frames und Ausgabe bei verschiedenen Frameprozessoren
Name Definition von Frames Ausgabe
“plain” FP 
[PaMu03]
Ein Frame pro Datei OUTPUT
Netron 
[Emr03]
? ?
XVCL 
[XVCL]
<x-frame name=”...”>
...
</x-frame>
outdir- bzw. outfile-Attribute von <x-
frame>
FPL [Sau02] <frame name=”...”>
...
</frame>
outfile-Attribut von <adapt>
Angie 
[Gie02]
.Frame name
...
.EndFrame
.Export
BitFramer 
[Emr03]
Frames sind Instanzen der Klasse “AFramer”:
AFramer frame = new FrameName(...)
Aufruf einer Methode der AFramer-Kla
frame.expToFile(...)
Tabelle 1: Eigenschaften von Frame-Prozessoren
Name VP-Markierung Adaptierung oder Instanzierung Änderungsbefehle
xus-
-B Noninvasiver Parser-Generator
B.1 Beispielgrammatik für den noninvasiven Parser-Generator
Eine Beispielgrammatik für den noninvasiven Parser-Generator ist in Abb. 25 zu sehen. Der
Code zur Erzeugung eines ausführbaren Parsers findet sich im Projekt functional-20070301
Xpand 
[XPan08] 
(OAW)
«DEFINE template(...)» «FILE fnam-expr»
...
«ENDFILE»
StringTem-
plate 
[Parr06]
template-name (parameters) ::= <<
...
>>
Im Controller (Programmteil zur Instan-
zierung einer StringTemplate Virtual 
Machine) erfolgt Codegenerierung und A
gabe unter Verwendung von I/O-Funktio
nalitäten von Java
Tabelle 2: Definition von Frames und Ausgabe bei verschiedenen Frameprozessoren
Name Definition von Frames Ausgabe
/**
 * Test grammar to check for correct type declarations.
 */
token
    NUMBER = ("0"-"9")+ ,
    IDENT = ("a"-"z"|"A"-"Z"|"_")("a"-"z"|"A"-"Z"|"_"|"0"-"9")*
token
    PLUS = "+" ,
    MULTIPLY = "*" ,
    MINUS = "-" ,
    LPAREN = "(" ,
    RPAREN = ")"
ignore
    (" "|"\t"|"\r"|"f")
type
    Term = Add (t1,t2)
    | Mult (t1,t2)
        | Neg(t)
        | Var(n)
        | Num(a)
production
    term -> t=add { t }
    add -> t1=add PLUS t2=mult { Add(t1,t2) }
    add -> t=mult { t }
    mult -> t1=mult MULTIPLY t2=atom { Mult(t1,t2) }
    mult -> t=neg { t }
    neg -> MINUS t=atom { Neg(t) }
    neg -> t=atom { t }
    atom -> n=NUMBER { Num(n) }
    atom -> id=IDENT { Var(id) }
    atom -> LPAREN t=term RPAREN { t }
Abb. 25: Beispielgrammatik für den noninvasiven Parser-Generator
xiauf der beigefügten Daten-CD. Dort ist im Unterordner examples/terms auch das Beispiel
aus Abb. 25 enthalten.
Die Grammatik in Abb. 25 gliedert sich in drei Teile. Im ersten Teil werden unter Ver-
wendung der Schlüsselwörter token und ignore reguläre Ausdrücke angegeben, mit denen
Tokens, also die Terminale der Grammatik, definiert werden. Schlüsselwort type fasst Typ-
vereinbarungen zusammen. Im Beispiel wird ein Typ Term definiert, der die rechts vom
Gleichheitszeichen aufgelisteten Ausprägungen Add, Mult, Neg, Var, Num mit den entspre-
chenden Attributen haben kann. Die Typausprägungen werden in den Produktionen, ein-
geleitet mit Schlüsselwort production im dritten Teil der Beispielgrammatik, wie
Konstruktoren zur Erzeugung einer Typinstanz verwendet. Die Bestimmung des korrekten
Typs einer Produktion erfolgt anhand der Ausprägungen bei der Transformation der Gram-
matikdatei vor der Codeerzeugung.
B.2 Transformation in mehreren Schritten
Die Transformation einer Eingabedatei wie in Abb. 25 erfolgt in mehreren Schritten:
1) Parsen der Eingabegrammatik. Der dazu verwendete Parser wurde mit JavaCC
erzeugt. Eine aktuelle Version dieses Werkzeug ist auf der Daten-CD enthalten.
2) Ein Typ-Checker berechnet anhand der verwendeten Typ-Konstruktoren die Typen
der einzelnen Produktionen und zeigt inkonsistente Typ-Verwendungen an.
3) Danach liegt die geparste Eingabegrammatik in einer baumartigen Zwischenrepräsen-
tation vor. Diese Zwischenrepräsentation wird mit Hilfe eines XSLT-Skripts in eine
Baumstruktur transformiert, die der Struktur der noninvasiven Frames enspricht.
B.3 Noninvasive Frames für den noninvasiven Parser-Generator
Die Definition der Frames erfolgt mit Hilfe eines Werkzeugs. Der Code für das Werkzeug
ist im Eclipse-Projekt New Templation Editor auf der Daten-CD enthalten. Das Werkzeug
verbindet zur Anzeige der noninvasiven Frames die Deskriptoren zur Lokalisierung der
noninvasiven Frames mit der Codebasis.
Die noninvasiven Frames selbst sind im Eclipse-Projekt Noninvasive Scanner Generator
im Unterverzeichnis noninvasive untergebracht. Der Parser-Generator verwendet zur
Erzeugung von Java-Code aus der transformierten Eingabegrammatik die zwei Dateien
Parser_Generator.concept.xml und Scanner_Generator.concept.xml, in denen die Deskrip-
xii
Abb. 26toren für die noninvasiven Frames und die Transformationsskripte definiert sind. Diese
sogenannten Konzept-Dateien können separat mit dem Werkzeug angezeigt werden.
Bei Action und Evaluator in Abb. 26 handelt es sich um Referenzen auf weitere
Konzept-Dateien, in diesem Fall Action.concept.xml und Evaluator.concept.xml. Diese ver-
wenden separate Deskriptoren, die mit eigenen XSLT-Transformationen ausgestattet sind.
Die Verwendung von Konzept-Dateien erleichtert die Dekomposition der Definition nonin-
vasiver Frames, weil die dabei verwendeten Transformationen die Konzepte von der Struk-
tur der darin enthaltenen Frames entkoppeln.
B.4 Verwendung der Programme auf der Daten-CD
Auf der Daten-CD ist eine Beschreibung mit Hinweisen zur Verwendung der beigefügten
Programme enthalten. Diese Beschreibung liegt vor in Form von HTML-Dateien und ist zu
finden im Verzeichnis @readme.
: Ansicht der Datei Parser_Generator.concept.xml (Noninvasiver Parser-Generator) im New Templation Editor
xiiiDie Verwendung der auf der Daten-CD enthaltenen Programme erfordert Kenntnisse in
Java und im Umgang mit der Eclipse-IDE.
C Ant-Taskgenerator
Der Ant-Task-Generator ist in Form eines Eclipse Java Projekts auf der beigefügten Daten-
CD enthalten. Zur Erzeugung von Ant-Tasks wird das Werkzeug im Eclipse-Projekt New
Templation Editor verwendet (s. Noninvasive Frames für den noninvasiven Parser-Genera-
tor, Seite xi, und Abb. 27) wie folgt:
1) NTE starten, am besten mit Arbeitsverzeichnis in den Run Configurations von
Eclipse eingestellt auf das noninvasive Unterverzeichnis des Noninvasive Ant Gene-
rator Projekts. 
2) Konzeptdatei AntGenerator.concept.xml im NTE öffnen.
3) Unter Generate/Process Frames im NTE die Konfigurationsdatei AntTasks.cfg.xml
zur Erzeugung der Ant Tasks verwenden. Die bei der Erzeugung angezeigten Warn-
meldungen können ignoriert werden.
Abb. 27: Noninvasive Frames des Ant-Task-Generators angezeigt im Werkzeug New Templation Editor
xivD IProd-Beispiel
D.1 Codeerzeugung aus einer abstrakten Konfiguration
Das IProd-Beispiel ist in Form eines Eclipse Java Projekts auf der beigefügten Daten-CD
enthalten. Zur Erzeugung von Code wird der New Templation Editor wie folgt verwendet:
1) Laden der Konzeptdatei IProd.concept.xml im noninvasive Unterverzeichnis. Die
Datei (s. Abb. 28a) enthält Referenzen auf das Transformationsskript iprod.xslt und
zwei Deskriptordateien zur Definition der noninvasiven Frames, die vom Generator
verwendet werden.
2) Unter Generate/Process Frames die Datei iprod.abstr-config.xml verwenden (s. Abb.
28b). Diese Datei enthält eine abstrakte Konfiguration für die zu erzeugende speziali-
sierte Methode.
Die Transformationsdatei iprod.xslt ist in Abb. 29 zu sehen.
<?xml version="1.0" encoding="ISO-8859-1"?>
<concept name="IProd"
    constraints="iprod.xslt"
    description="">
    <frame-set name="InClass"
        source="../orig/InnerProduct.java"
        descriptors="InClass.descriptors.xml"/>
    <frame-set name="Iprod"
        source="../orig/InnerProduct.java"
        descriptors="Iprod.descriptors.xml"/>
</concept>
Abb. 28: a) Konzeptdatei und b) abstrakte Konfiguration für das Inner Product Beispiel
<?xml version="1.0" encoding="ISO-8859-1"?>
<SpecializedInnerClass>
<SIMethod>
<Coeff>3</Coeff>
<Coeff>2</Coeff>
<Coeff>1</Coeff>
</SIMethod>
</SpecializedInnerClass>
(a)
(b)
xv<?xml version="1.0" encoding="ISO-8859-1"?>
<xsl:stylesheet xmlns:saxon="http://saxon.sf.net/"
                xmlns:xsl="http://www.w3.org/1999/XSL/Transform"
                xmlns:xs="http://www.w3.org/2001/XMLSchema"
                xmlns:fct="function-namespace"
                version="2.0">
<xsl:output method="xml" version="1.0" encoding="ISO-8859-1" indent="yes"
omit-xml-declaration="no"/>
<xsl:strip-space elements="*"/>
<xsl:template match="/SpecializedInnerClass">
<xsl:variable name="classname">InnerProductCN</xsl:variable>
<SpecializedInnerClass 
output="C:\Users\hans\Documents\workspace\Noninvasive IProd\src\{$classname}.java">
<CLASSNAME><xsl:value-of select="$classname"/></CLASSNAME>
<SPECIPROC>
<xsl:apply-templates select="SIMethod"/>
</SPECIPROC>
</SpecializedInnerClass>
</xsl:template>
<xsl:template match="SIMethod">
<xsl:variable name="length" select="count(Coeff)"/>
<xsl:variable name="methodName">iprod<xsl:value-of select="fct:get-name-suffix($length,Coeff)"/></
xsl:variable>
<SpecializedIProd>
<NAME><xsl:value-of select="$methodName"/></NAME>
<IPRODPARMS><FirstParm/></IPRODPARMS>
<SPECVECTLEN><xsl:value-of select="$length"/></SPECVECTLEN>
<SPECEXPR>
<xsl:call-template name="create-sum">
<xsl:with-param name="index" select="$length"/>
<xsl:with-param name="vec" select="Coeff"/>
</xsl:call-template>
</SPECEXPR>
</SpecializedIProd>
</xsl:template>
<xsl:template name="create-sum">
<xsl:param name="index"/>
<xsl:param name="vec"/>
<xsl:choose>
<xsl:when test="$index > 0">
<Sum>
<INDEX><xsl:value-of select="$index"/></INDEX>
<SPECCOEFF><xsl:value-of select="$vec[$index]"/></SPECCOEFF>
<SPECREC>
<xsl:call-template name="create-sum">
<xsl:with-param name="index" select="$index - 1"/>
<xsl:with-param name="vec" select="$vec"/>
</xsl:call-template>
</SPECREC>
</Sum>
</xsl:when>
<xsl:otherwise>
<Zero></Zero>
</xsl:otherwise>
</xsl:choose>
</xsl:template>
<xsl:function name="fct:get-name-suffix" as="xs:string">
<xsl:param name="idx"/>
<xsl:param name="vect"/>
<xsl:choose>
<xsl:when test="$idx > 0">
<xsl:value-of select="concat(concat('_',$vect[$idx]),fct:get-name-suffix($idx - 1, $vect))"/>
</xsl:when>
<xsl:otherwise><xsl:value-of select="''"/></xsl:otherwise>
</xsl:choose>
</xsl:function>
</xsl:stylesheet>
Abb. 29: Transformationsskript in XSLT für das Inner Product Beispiel
xviD.2 XML Schema Definition
Eine XML Schema Definition (XSD) zur Beschreibung der Struktur der Eingabe ist in Abb.
30 dargestellt. Ein dazu passendes Merkmalmodell ist in Abschnitt Beispiel für eine Umfor-
mung (Seite 79) zu finden.
D.3 Codeerzeugung ohne Transformation
Außerdem im Beispiel enthalten ist eine Konfigurationsdatei iprod_123.config.xml zur
Erzeugung von Code ohne vorherige Transformation. Zu ihrer Verwendung sind folgende
Schritte notwendig:
1) In Datei Iprod.concept.xml den Eintrag constraints="iprod.xslt" löschen.
2) Unter Generate/Process Frames die Datei iprod_123.config.xml verwenden.
Abb. 30: XML Schema Definition zur Beschreibung der Struktur der implementierungsunabhängigen Ein-
gaben für den Generator zum Inner Product Beispiel
<?xml version="1.0" encoding="UTF-8"?>
<schema xmlns="http://www.w3.org/2001/XMLSchema" 
xmlns:tns="http://www.example.org/iprod/"
targetNamespace="http://www.example.org/iprod/">
<element name="SpecializedInnerClass" type="tns:SpecializedInnerClassType"/>
<complexType name="SpecializedInnerClassType">
<sequence>
<element name="SIMethod" type="tns:SIMethodType" 
minOccurs="0" maxOccurs="unbounded" />
</sequence>
</complexType>
<complexType name="SIMethodType">
<sequence>
<element name="Coeff" type="int" 
minOccurs="0" maxOccurs="unbounded" />
</sequence>
</complexType>
</schema>
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