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E-mail address: aaj@unimelb.edu.au (A.J. AndersonSpatial frequency discrimination could simply reﬂect the ability to discriminate local differences in width
when sinusoidal gratings are used. We introduced random ﬂuctuations in the half-cycle widths of both
extended 1 c/ gratings and those restricted to 1.5 cycles (i.e. two bars of identical phase), as we hypoth-
esised that discrimination for large gratings would be more robust to this distortion in the presence of a
genuine spatial frequency sensitive mechanism that averaged information across a wide area. To exclude
the possibility of a local mechanism that averaged through scanning eye movements, experiments were
repeated with a short presentation time. We also repeated the experiment with a ﬁxation point and the
central 4 of the grating masked. Discrimination thresholds were more robust to spatial distortion for
large gratings vs. two bars, and were not signiﬁcantly altered by either a short presentation time or mask-
ing of the central part of the grating. We therefore ﬁnd that spatial frequency discrimination performance
is undistinguishable from width discrimination performance when regular sinusoidal stimuli are used.
When spatial distortion is introduced to make measures of spatial width unreliable, spatial pooling of
information is both possible and results in clear performance beneﬁts.
 2011 Elsevier Ltd. All rights reserved.1. Introduction
The ability to distinguish small changes in spatial frequency is
known as spatial-frequency discrimination. Over a wide range of
spatial frequencies, the Weber fraction for spatial frequency
discrimination (Df/f) is approximately 1.02–1.08 (Campbell,
Nachmias, & Jukes, 1970; Mayer & Kim, 1986), and so changing a
grating’s spatial frequency by 2–8% is sufﬁcient for this increase
to be noticeable.
Confounding factors need to be appropriately controlled in spa-
tial frequency discrimination experiments: for example, the visibil-
ity of a grating will change with spatial frequency, as will the
absolute number of bars present in a ﬁxed presentation window.
Given such controls, it may be thought determining spatial fre-
quency involves judging the density of repeating bars in a grating.
However, spatial frequency discrimination is typically assessed
using sinusoidal gratings, wherein the separation between adjacent
bars of identical phase is directly related to the spatial frequency of
the grating. Therefore it is possible that spatial frequency discrimi-
nation might simply represent a discrimination of local size or sep-
aration, rather than a more global assessment of spatial frequency.
In support of this idea, Hirsch and Hylton (1982) found that spatial
frequency discrimination thresholds did not change as grating size
increased beyond two cycles, and that thresholds were similar toll rights reserved.
).those obtained by discriminating the separation between two line
elements. They concluded that spatial frequency discrimination
was a local task that likely involved assessing the separation be-
tween features (for example, the luminous peaks in the waveform)
separated by one cycle width. Although Heeley (1987) claimed the
data of Hirsch and Hylton were not replicable, the paper cited in
support of this claim seems not to have appeared in print.
Other work suggests that the process of spatial frequency dis-
crimination involves averaging information from across the visual
ﬁeld. Heeley (1987) randomly modulated the width of a sinewave
grating on a cycle-by-cycle basis, and found that discrimination
was impaired less than would be predicted if discrimination was
dependent solely upon an assessment of local separation. Similarly,
when periodic random phase shifts were introduced into a grating,
spatial frequency discrimination improved as the separation be-
tween these shifts increased (Heeley& Thompson, 1989). Increasing
the area of Gabor patches improved spatial frequency discrimina-
tion, giving further support to the role of spatial averaging (Heeley,
1991).
It has been suggested (Heeley & Thompson, 1989) that the
absence of a ﬁxation target in Hirsch and Hylton (1982) may have
allowed for scanning eyemovements and so the averaging of spatial
information across the visual ﬁeld. All experimenters used stimulus
presentation times in excess of 1 s, a time that that would allow
several saccadic eye movements (Carpenter, 1988). Heeley (1987)
and Heeley and Thompson (1989) used gratings of ﬁxed contrast,
and so therefore did not control for changes in grating visibility
Fig. 1. Illustration of the stimulus classes, under no spatial distortion (left column),
moderate spatial distortion (middle column) and moderate spatial distortion plus a
125% increase in the nominal spatial frequency (right column). The above bitmaps
were generated using a contrast of 0.6. Although all grating are shown oriented at
45, in the experiment grating were randomly presented at either 45 or 135. In
our spatial frequency discrimination experiments, the stimulus orientation in the
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this potential cue through the use of contrast jitter. It has been sug-
gested that contrast jitter can alter spatial frequency discrimination
(Heeley et al., 1989), although the work cited in support of this
assertion again appears to have not appeared in print. Although
there have been several subsequent investigations that have pro-
vided insights into the effects of positional uncertainly and integra-
tion on visual functions involving both local separations and
pattern judgements, both in central and peripheral vision (for
example, Levi, Klein, & Sharma, 1999; Levi, McGraw, & Klein,
2000; Wang, Levi, & Klein, 1996), the contrasting results of Hirsch
and Hylton (1982) and Heeley and co-workers (Heeley, 1987;
Heeley & Thompson, 1989) have not been directly addressed.
In this paper we introduce random ﬂuctuations in the half-cycle
width of a grating in order to separate judgements of local separa-
tion from those of overall spatial frequency. Our protocol is similar
to that described by Heeley (1987), except with steps taken to
eliminate potential cues to spatial frequency – such as grating vis-
ibility and the number of cycles presented. In order to more fully
assess the role of eye movements and of local processes in spatial
frequency discrimination, we explored the inﬂuence of using very
brief stimuli and of using stimuli where the central portion of the
stimulus was masked.
2. Material and methods
2.1. Stimuli
We presented targets on a calibrated computer monitor system
(ViSaGe graphics card: Cambridge Research Systems Ltd., Kent, UK,
and Diamond Pro 2070SB monitor, Mitsubishi, Tokyo, Japan; sub-
tending 12  9 at 2 m, frame rate 100 Hz, resolution 800  600,
background luminance 40 cd/m2) in a dimly illuminated room.
Observers viewed the monitor binocularly with their habitual
spectacle correction and natural pupils.
We deformed sinusoidal gratings by altering the nominal width
of eachhalf-cycle (i.e. theportionof thewaveformbetweenadjacent
zero-crossings) by a randomamount. This amountwas equivalent to
the nominal half-cycle width multiplied by a random value drawn
from a normal distributionwith amean of zero and a standard devi-
ationdeemedhereafter as the spatial distortionvalue.Our spatial dis-
tortion values therefore are in units of nominal half-cycle widths,
with a spatial distortion value of zero produced a conventional sinu-
soidal grating. The program reselected spatial distortion values
when the modiﬁed half-cycle width was either negative or zero.
Using an appropriate transform, our spatial distortion values
can be represented as signal-to-noise values for the distance be-
tween bars (e.g. two adjacent white bars), where the signal to be
detected represents the ‘‘true’’ underlying separation and is equal
to the average separation between bars when distortion is present.
Our spatial distortion value is equivalent to the standard deviation
of our modiﬁed half cycle widths (=rhalf-cycle) in our distorted grat-
ings. The standard deviation of the distances between adjacent
white or dark bars (i.e. two half-cycle widths apart), in units of
nominal full-cycle widths, will therefore be:
rcycle ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðrhalf-cycleÞ2
2
s
ð1Þ
The signal-to-noise ratio for the separation between bars is gi-
ven by the mean separation (=1 cycle) divided by the standard
deviation of separations (given in Eq. (1)) (Smith, 1999) and so is:
SNR ¼
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ð2ÞHardware limited the onscreen drawing of gratings to a maxi-
mum of 250 pixels. Examples of the gratings are shown in Fig. 1
(top row). The spatial phase of the grating was randomly selected
to be either 0 or 180 on each presentation.
We also used stimuli containing two adjacent bars of identical
phase (Fig. 1, bottom rows). The two bars, along with the interven-
ing bar of opposite phase, were generated in a way similar to that
described above, except that the proﬁle of the outer borders of the
stimulus were a quarter of a raised cosine (i.e. 0.5 + cos(x)/2; x = p/
2 to p) that commenced when luminance modulation of the outer
bars of the grating fell below half the maximummodulation ampli-
tude. Sensitivity to the edge of an abruptly truncated grating can
exceed that to the grating itself (Campbell, Carpenter, & Levinson,
1969), and so the raised cosine proﬁle was used to reduce the sal-
ience of the stimulus edge. When spatial distortion was added to
these stimuli, the raised cosine edge had an identical waveform
period to that of the bar it abutted.
2.2. Spatial frequency discrimination
We measured spatial frequency discrimination using a two-
interval forced choice procedure in which the subject had to select
which interval contained the stimulus with either the higher spa-
tial frequency (gratings) or the smallest separation between the
luminous peaks or troughs of the two bars (bars). One randomly
determined interval always contained the nominal spatial fre-
quency (1.0 c/, excluding spatial distortion) with the spatial fre-
quency of the higher spatial frequency grating determined by a
two-interval forced choice ZEST procedure (King-Smith et al.,
1994) on the log10 Weber fraction, with a ﬂat prior probability den-
sity function and a ﬁxed presentation length of 30 trials (Anderson,
2003; Anderson & Johnson, 2006). The maximum increase in spa-
tial frequency permitted by the program was 126% (0.1 log10
units). Stimuli were presented in a square-window of average
width 6.3, jittered by ±0.75 on each presentation to prevent
counting the number of bars in a grating as a cue to spatial fre-
quency. All stimuli were presented on average 0.5 log10 units above
grating detection thresholds for that spatial frequency measured
with no spatial distortion. Stimulus presentation time was
600 ms (see below), with a contrast jitter of ±0.2 log10 units usedsecond interval was orthogonal to the ﬁrst.
Fig. 2. Spatial frequency discrimination for the three stimulus classes shown in
Fig. 1, as a function of spatial distortion level. Lines represent linear regressions of
the data (long dash = black bars, short dash = grating, solid = white bars). Data
points are the average of four measurements, ±SEM.
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suprathreshold contrast appearance either from variability in the
measured thresholds, the introduction of spatial distortion into
the stimulus (and the associated introduction of spatial frequen-
cies outside the nominal spatial frequency), or restriction of the
stimulus to two bars. This jitter should also act to reduce any sys-
tematic effects of contrast on spatial frequency discrimination, as
described by Greenlee (1992). All jitter values were drawn from
a rectangular distribution. Pilot data found two bar stimuli to have
slightly higher detection thresholds than grating stimuli, as ex-
pected (Subject 1, threshold difference 0.13log units, based on 8
interleaved threshold measurements per stimulus type), although
the results of our main experiment conﬁrmed that our combina-
tion of suprathreshold stimulus presentation and contrast jitter
produced identical spatial frequency discrimination thresholds
for both two bars and grating stimuli when no spatial distortion
was present. Stimulus orientation was randomly selected to be
either 45 or 135 in the ﬁrst presentation interval, and orthogonal
to this in the second to reduce apparent motion of the bars provid-
ing a cue to a change in spatial frequency. Stimuli were presented
in a raised cosine temporal window, whose nominal durations
were 150 ms rise time, 300 ms at nominal contrast, and 150 ms de-
cay time (=600 ms total). Presentations were demarcated with
auditory tones, and intervals were separated by 1 s. We provided
auditory feedback as to the correctness of each response. Discrim-
ination thresholds were measured four times for each condition,
with stimulus class and spatial distortion level each being counter-
balanced for each observer.
We also performed two variants of the above procedure. To ex-
clude the possibility of scanning eye movements, a shorter presen-
tation time of 80 ms (=20 ms rise time, 40 ms at nominal contrast,
20 ms decay) was used. To exclude foveal mechanisms, the central
portion of the stimulus was masked by a circle of uniform lumi-
nance equivalent to the background luminance surrounding the
grating (40 cd/m2) that contained a central, 0.1 diameter black ﬁx-
ation spot. The average diameter of the circular mask was 4, and
was subject to jitter of ±0.75.
Prior to measuring spatial frequency discrimination, contrast
thresholds were estimated using a similar method to the above, ex-
cept that one interval was blank and the two interval forced-choice
procedure ZEST manipulated log10 contrast. Jitter was also not ap-
plied to the size of the stimulus when measuring contrast thresh-
olds. We averaged four repeated measures for spatial frequencies
of 1.0, 1.32, 1.72 and 2.28 c/, and spatial frequencies were ran-
domly interleaved within each of the four runs. Detection thresh-
olds for intermediate spatial frequencies were obtained by linear
interpolation of the average data for each observer. Log contrast
thresholds at 1.0 c/ were 0.47, 0.21, 0.14, 0.19 and 0.09 for
observers S1–S5, respectively.
2.3. Subjects
We tested ﬁve observers, consisting of both authors (denoted S1
and S2) and three observers (S3–S5) who were naïve to the speciﬁc
aims of the study. All observers were aged under 50. Observers S1,
S3 and S4 had extensive observation experience, that included
maintaining ﬁxation during peripheral observation tasks. Observ-
ers S2 and S5 had more limited observing experience, although
both showed no ﬁxation loss errors when performing frequency-
doubling perimetry (Anderson et al., 2005) (a clinical test of
peripheral contrast sensitivity, that also monitors ﬁxation using
the Heijl–Krakau blind spot method (Anderson & Patella, 1999)
in which a small, high contrast stimulus is episodically presented
at the expected location of the physiological blind spot (Heijl &
Krakau, 1977)). All procedures were in accordance with the 1964
declaration of Helsinki and were approved by our institutionalethics committees. Observers gave informed consent prior to inclu-
sion in the study.
2.4. Analysis
We performed regression analysis using Prism 4.0c for Macin-
tosh (GraphPad Software, La Jolla, CA) and two-way repeated mea-
sures ANOVAs using SPSS 18 (IBM, Somers, NY).
3. Results
Fig. 2 shows spatial frequency discrimination results as a func-
tion of spatial distortion. For all three stimulus types, spatial fre-
quency discrimination decreases as spatial distortion increases.
Linear regression of each observer’s data assuming a common
slope for the three stimulus types was signiﬁcantly worse than if
slopes were assumed to be different (S1: F2,24 = 5.88, p = 0.008;
S2: F2,24 = 6.11, p = 0.007). Separate slopes for the white and black
bar conditions did not signiﬁcantly improve ﬁts (S1: F1,16 = 0.01,
p = 0.94; S2: F1,16 = 0.11, p = 0.74), whereas separate slopes for
the white bar and grating conditions did (S1: F1,16 = 9.42,
p = 0.007; S2: F1,16 = 9.17, p = 0.008). Linear regression assuming
separate y-intercepts was not signiﬁcantly better than if a common
intercept was used for all three stimulus types (S1: F2,24 = 0.38,
p = 0.69; S2: F2,24 = 0.67, p = 0.52).
Fig. 3 (lower panel) shows average spatial frequency discrimina-
tion thresholds when the central portion of the stimulus was either
present or masked by a circle of uniform luminance (lower panel).
When the central portion of the stimuluswas present and therewas
no spatial distortion, there was no signiﬁcant difference between
thresholds for grating stimuli vs. bars (paired t-test, p = 0.88).
Fig. 4 (lower panel) shows the degree to which spatial distortion
of 0.2 raised spatial frequency discrimination thresholds under con-
ditions where the central portion of the stimulus was either present
or wasmasked by a circle of uniform luminance. There was a signif-
icant effect of stimulus type (bars vs. grating) [F1,4 = 16.0; p = 0.02]
although there was no signiﬁcant effect of whether the central por-
Fig. 3. Spatial frequency discrimination thresholds as a function of stimulus
duration (upper panel) or whether the central portion of the stimulus was masked
(lower panel). Data points represent average values from the ﬁve observers, ±1 SE.
Fig. 4. Elevation in spatial frequency discrimination thresholds when spatial
distortion of 0.2 is introduced, for both gratings and two white bars, as a function
of stimulus duration (upper panel) or whether the central portion of the stimulus
was present or was masked by a circle of uniform luminance equivalent to the mean
luminance of the grating (lower panel). Bars show the average data (+1 SE), with
data from each of the ﬁve observers shown by the symbols (S1 = open circles,
S2 = closed circles, S3 = squares, S4 = closed diamonds, S5 = open diamonds).
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signiﬁcant interaction [F1,4 = 0.29; p = 0.62]. Fig. 3 (upper panel)
shows average spatial frequency discrimination thresholds as afunction of stimulus duration. For standard duration stimuli
(600 ms) and no spatial distortion – equivalent to condition in the
lower panel where the central portion of the stimulus was present
and there was no spatial distortion, as analysed above – there was
again no signiﬁcant difference between thresholds for grating stim-
uli vs. bars (paired t-test, p = 0.62). Fig. 4 (upper panel) shows the
degree to which spatial distortion of 0.2 raised spatial frequency
discrimination thresholds, for both regular (600 ms) and short
(80 ms) duration stimuli. The effect of stimulus type (bars vs. grat-
ing) failed to reach signiﬁcance [F1,4 = 6.11; p = 0.07], and there was
no signiﬁcant inﬂuence of test duration (600 vs. 80 ms) [F1,4 = 0.05;
p = 0.84], and no signiﬁcant interaction [F1,4 = 0.07; p = 0.81].4. Discussion
4.1. General discussion
We found that spatial frequency discrimination for extended
gratings was more robust to the introduction of spatial distortion
than was a truncated grating stimulus containing only two bars
of identical phase (Fig 2). Although we took speciﬁc steps to con-
trol non-spatial frequency cues in our discrimination task (e.g.
changes in target visibility and the number of bars in the stimulus
window), our results agree with those of Heeley (1987) who used
no such controls and found that spatial frequency discrimination
for grating targets was more robust to spatial distortion than
would be predicted if discrimination were based purely on an esti-
mate of local separation between bars. Our data in Fig. 2 could be
ﬁt assuming a common y-intercept for each stimulus type, suggest-
ing that when no spatial distortion is present, spatial frequency
discrimination performance is identical for both our extended grat-
ings and for our stimulus of two bars. This was further supported
by our results in Fig. 3, where there was no signiﬁcant difference
between discrimination thresholds for gratings and bars under
conditions of no spatial distortion and standard presentation
parameters (i.e. 600 ms, no masking of the central portion of the
stimulus). These results are similar to those of Hirsch and Hylton
(1982) in that the multiple cycles present in our extended sinusoi-
dal (i.e. no spatial distortion) gratings did not improve spatial fre-
quency discrimination performance, although conﬂict with those
of Greenlee (1992) who found spatial frequency discrimination
thresholds increased with increasing stimulus bandwidth. Taken
together, our results provide evidence for pooling of spatial infor-
mation over a wide area when assessing spatial frequency, but only
when spatial distortion is present.
It has been suggested (Heeley & Thompson, 1989) that averag-
ing of spatial information may occur through scanning eye move-
ments, and so one could hypothesise that our data that suggests
spatial pooling may reﬂects that observers made multiple local
separation judgements when spatial distortion was present. Aver-
aging these judgements would allow the effects of spatial distor-
tion to be partly cancelled in our grating targets where the
inﬂuence of spatial distortion on bar separation is uncorrelated
from one pair of bars to the next. In contrast, in our bar targets
the effect of spatial distortion on separation is constant and so
eye movements would not be expected to reduce spatial distortion.
Our use of very brief targets excludes eye movements and there-
fore the accompanying possibility of spatial averaging, however
(Fig. 4, upper panel): we found no effect of stimulus duration on
the robustness of spatial frequency discrimination to introduced
spatial distortion, either for gratings or for bars. Our results there-
fore support the idea that any averaging in spatial frequency dis-
crimination involves non-foveal operations.
Further conﬁrmation that spatial frequency discrimination can
involve non-foveal mechanisms is given in Fig. 3, where spatial fre-
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the stimulus being masked. Furthermore, the robustness to intro-
duced spatial distortion was not signiﬁcantly altered by the mask
(Fig. 4, lower panel). Our results agree with previous investigations
showing spatial discrimination ability with eccentric targets
(Greenlee, 1992; Itti, Koch, & Braun, 2000). Althoughwe found little
change in spatial frequency discrimination performance in the ab-
sence of central information, previous work has found that discrim-
ination declines with eccentricity for grating targets, particularly at
higher spatial frequencies, independent of any decline in contrast
sensitivity (Greenlee, 1992). Other spatial discrimination tasks,
such as vernier acuity, similarly declines in the periphery in a
way that is not simply predicted by changes in contrast sensitivity
(Levi, McGraw, & Klein, 2000). That performance is poorer peripher-
ally could explain why the extra spatial information obtained in ex-
tended gratings does not automatically act to improve spatial
frequency discrimination when no spatial distortion is present. A
change in bar separation that is at threshold for a foveal mechanism
may be signiﬁcantly subthreshold for a more eccentric mechanism,
thereby limiting the opportunity for probability summation as
probability summation is greatest when the thresholds for each
detecting mechanism are similar (Graham, Robson, & Nachmias,
1978). Similarly, the statistical assumptions regarding the effect
of grating size made by Heeley (1987) – in particular, that the effect
of spatial distortion should be inversely related to the square root of
the number of cycles – may not be fully realised as inherent in the
assumption is that visual performance across all cycles is identical.
That both grating and bar discrimination were equally unaffected
by masking the central portion of the stimulus (Fig. 4, lower panel)
maymean that both discriminations reﬂect the action of a common
mechanism or mechanisms.
It is also possible that the estimation of spatial frequency in-
volves distinct mechanisms, rather than simply the spatial pooling
of local size estimators. Nyman and Rovamo (1980) found that ﬂick-
ering a low spatial frequency grating resulted in an overestimation
of the perceived width of a single period but not over several peri-
ods, suggesting that estimation of separations employed a different
mechanism depending upon the stimulus size. Simple spatial pool-
ing of like mechanisms would not be expected to produce this re-
sult, as averaging responses would not eliminate biases that are
the same in each mechanism. Activity amongst spatial frequency
tuned channels (Blakemore, Nachmias, & Sutton, 1970; Tynan &
Sekuler, 1974) may represent a way for encoding spatial frequency
that is robust to errors in local size estimation. In addition to behav-
ioural data, electrophysiological recordings from areas V1 and V2 in
monkeys shows distinct cells population sensitive to the funda-
mental frequency in extended gratings but not to isolated bars,
and vice versa (von der Heydt, Peterhans, & Dürsteler, 1992). Given
distinct local size and spatial frequency mechanisms, it is possible
that both are available for use simultaneously by an observer: shifts
in the perceived spatial frequency of non-sinusoidal spatial wave-
forms decreases with experience, which may represent a shift in
the criterion used by observers from unreliable local cues to a more
robust global assessment of spatial frequency (Anderson & Johnson,
2002). It is possibly that even this dichotomy is too simplistic: there
is evidence for at least two different types of mechanisms underly-
ing local separation estimation depending upon the size of the sep-
aration to be judged (Wang, Levi, & Klein, 1996). For wider
separations, such as those in the low-spatial frequencies examined
in the current paper, behaviour is consistent with a mechanism
encoding local sign (Wang, Levi, & Klein, 1996).
4.2. Local size discrimination: a straw-man?
Our simplest model for spatial frequency discrimination – that
judgements of spatial frequency might simply represent judge-ments of separation between two adjacent bars – may be seen
by some to represent somewhat of a straw-man. We would reject
this assumption, given that previous work has shown that, under
the conditions spatial frequency discrimination is most commonly
collected (i.e. undistorted sinewave stimuli), local size discrimina-
tion thresholds are not dissimilar to spatial frequency discrimina-
tion thresholds (Hirsch & Hylton, 1982). Indeed, are own data
conﬁrms that there is no difference between local size discrimina-
tion thresholds and spatial frequency discrimination thresholds,
and so rejecting a priori the notion that subjects may rely on local
size cues when performing spatial frequency discrimination tasks
is not justiﬁed (indeed, the law of parsimony may well suggest
the simple ‘‘straw-man’’ should be favoured). That the local size
discrimination model fails under conditions where spatial distor-
tion is present is equally not sufﬁcient grounds for rejecting the
model when spatial distortion is absent, given that evidence exists
for multiple discrimination mechanisms in the visual system (Ny-
man & Rovamo, 1980).
What may be rejected is a model of spatial frequency discrimi-
nation based solely on a spectral analysis of the spatial frequency
components in the stimulus. Our two bar stimulus may be re-
garded as a harshly windowed version of an extended grating, with
such windowing necessarily introducing additional spectral side-
bands (Press et al., 1992) that would be expected to impair dis-
crimination. Our data clearly shows that such impairment does
not occur, at least when no spatial distortion is present.4.3. Conclusions
We ﬁnd that spatial frequency discrimination performance is
undistinguishable from width discrimination performance when
spatially undistorted sinusoidal stimuli are used. When spatial dis-
tortion is introduced to make measures of spatial width unreliable,
spatial pooling of information is both possible and results in clear
performance beneﬁts. Our results suggest that methodological dif-
ferences – primarily the presence or absence of spatial distortion–
may explain the conﬂicting results of Hirsch and Hylton (1982) and
Heeley (1987) regarding whether spatial frequency discrimination
is or is not a local judgement.References
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