We consider the problem of fitting a convex piecewise-linear function, with some specified form, to given multi-dimensional data. Except for a few special cases, this problem is hard to solve exactly, so we focus on heuristic methods that find locally optimal fits. The method we describe, which is a variation on the K-means algorithm for clustering, seems to work well in practice, at least on data that can be fit well by a convex function. We focus on the simplest function form, a maximum of a fixed number of affine functions, and then show how the methods extend to a more general
Convex piecewise-linear fitting problem
We consider the problem of fitting some given data (u 1 , y 1 ), . . . , (u m , y m ) ∈ R n × R with a convex piecewise-linear function f : R n → R from some set F of candidate functions. With a least-squares fitting criterion, we obtain the problem
with variable f . We refer to (J(f )/m) 1/2 as the RMS (root-mean-square) fit of the function f to the data. The convex piecewise-linear fitting problem (1) is to find the function f , from the given family F of convex piecewise-linear functions, that gives the best (smallest) RMS fit to the given data.
Our main interest is in the case when n (the dimension of the data) is relatively small, say not more than 5 or so, while m (the number of data points) can be relatively large, e.g., 10
4 or more. The methods we describe, however, work for any values of n and m. Several special cases of the convex piecewise-linear fitting problem (1) can be solved exactly. When F consists of the affine functions, i.e., f has the form f (x) = a T x + b, the problem (1) reduces to an ordinary linear least-squares problem in the function parameters a ∈ R n and b ∈ R and so is readily solved. As a less trivial example, consider the case when F consists of all piecewise-linear functions from R n into R, with no other constraint on the form of f . This is the nonparametric convex piecewise-linear fitting problem. Then the problem (1) can be solved, exactly, via a quadratic program (QP); see [BV04, §6.5.5 ]. This nonparametric approach, however, has two potential practical disadvantages. First, the QP that must be solved is very large (containing more than mn variables), limiting the method to modest values of m (say, a thousand). The second potential disadvantage is that the piecewise-linear function fit obtained can be very complex, with many terms (up to m).
Of course, not all data can be fit well (i.e., with small RMS fit) with a convex piecewiselinear function. For example, if the data are samples from a function that has strong negative (concave) curvature, then no convex function can fit it well. Moreover, the best fit (which will be poor) will be obtained with an affine function. We can also have the opposite situation: it can occur that the data can be perfectly fit by an affine function, i.e., we can have J = 0. In this case we say that the data is interpolated by the convex piecewise-linear function f .
Max-affine functions
In this paper we consider the parametric fitting problem, in which the candidate functions are parametrized by a finite-dimensional vector of coefficients α ∈ R p . One very simple form is given by F k ma , the set of functions on R n with the form
i.e., a maximum of k affine functions. We refer to a function of this form as 'max-affine', with k terms. The set F k ma is parametrized by the coefficient vector
In fact, any convex piecewise-linear function on R n can be expressed as a max-affine function, for some k, so this form is in a sense universal. Our interest, however, is in the case when the number of terms k is relatively small, say no more than 10, or a few 10s. In this case the max-affine representation (2) is compact, in the sense that the number of parameters needed to describe f (i.e., p) is much smaller than the number of parameters in the original data set (i.e., m(n + 1)). The methods we describe, however, do not require k to be small. When F = F k ma , the fitting problem (1) reduces to the nonlinear least-squares problem
The function J is a piecewise-quadratic function of α. Indeed, for each i, f (u i ) − y i is piecewise-linear, and J is the sum of squares of these functions, so J is convex quadratic on the (polyhedral) regions on which f (u i ) is affine. But J is not globally convex, so the fitting problem (3) is not convex.
A more general parametrization
We will also consider a more general parametrized form for convex piecewise-linear functions,
where ψ : R q → R is a (fixed) convex piecewise-linear function, and φ : R n × R p → R q is a (fixed) bi-affine function. (This means that for each x, φ(x, α) is an affine function of α, and for each α, φ(x, α) is an affine function of x.) The simple max-affine parametrization (2) has this form, with q = k, ψ(z 1 , . . . , z k ) = max{z 1 , . . . , z k }, and φ i (x, α) = a T i x + b i . As an example, consider the set of functions F that are sums of k terms, each of which is the maximum of two affine functions,
This family corresponds to the general form (4) with
Of course we can expand any function with the more general form (4) into its maxaffine representation. But the resulting max-affine representation can be very much larger than the original general form representation. For example, the function form (5) requires p = 2k(n + 1) parameters. If the same function is written out as a max-affine function, it requires 2 k terms, and therefore 2 k (n + 1) parameters. The hope is that a well chosen general form can give us a more compact fit to the given data than a max-affine form with the same number of parameters.
As another interesting example of the general form (4), consider the case in which f is given as the optimal value of a linear program (LP) with the righthand side of the constraints depending bi-affinely on x and the parameters:
Here c and A are fixed; b and B are considered the parameters that define f . This function can be put in the general form (4) using
The function ψ is convex and piecewise-linear (see, e.g., [BV04] ); the function φ is evidently bi-affine in x and (b, B).
Dependent variable transformation and normalization
We can apply a nonsingular affine transformation to the dependent variable u, by forming
where T ∈ R n×n is nonsingular and s ∈ R n . Definingf (
If f is piecewise-linear and convex, then so isf (and of course, vice versa). Provided F is invariant under composition with affine functions, the problem of fitting the data (u i , y i ) with a function f ∈ F is the same the problem of fitting the data (ũ i , y i ) with a functionf ∈ F.
This allows us to normalize the dependent variable data in various ways. For example, we can assume that it has zero (sample) mean and unit (sample) covariance,
provided the data u i are affinely independent. (If they are not, we can reduce the problem to an equivalent one with smaller dimension.)
Outline
In §2 we describe several applications of convex piecewise-linear fitting. In §3, we describe a basic heuristic algorithm for (approximately) solving the max-affine fitting problem (1). This basic algorithm has several shortcomings, such as convergence to a poor local minimum, or failure to converge at all. By running this algorithm a modest number of times, from different initial points, however, we obtain a fairly reliable algorithm for least-squares fitting of a maxaffine function to given data. Finally, we show how the algorithm can be extended to handle the more general function parametrization (4). In §4 we present some numerical examples.
Previous work
Piecewise-linear functions arise in many areas and contexts. Some general forms for representing piecewise-linear functions can be found in, e.g., [KC78, KC90] . Several methods have been proposed for fitting general piecewise-linear functions to (multidimensional) data. A neural network algorithm is used in [GDD02] ; a Gauss-Newton method is used in [JJD98, HB97] to find piecewise-linear approximations of smooth functions. Software for fitting general piecewise-linear functions to data include, e.g., [TB04, SF02] .
The special case n = 1, i.e., fitting a function on R, by a piecewise-linear function has been extensively studied. For example, a method for finding the minimum number of segments to achieve a given maximum error is described in [Dun86] ; the same problem can be approached using dynamic programming [Goo94, BR69, HS91, WHCL93], or a a genetic algorithm [PM00] . The problem of simplifying a given piecewise-linear function on R, to one with fewer segments, is considered in [II86] .
Another related problem that has received much attention is the problem of fitting a piecewise-linear curve, or polygon, in R 2 to given data; see, e.g., [ABO + 85, MS92]. An iterative procedure, closely related to the k-means algorithm and therefore similar in spirit to our method, is described in [PR88, Yin98] .
Piecewise-linear functions and approximations have been used in many applications, such as detection of patterns in images [RDPR85] , contour tracing [DLTW90] , extraction of straight lines in aerial images [VC92] , global optimization [MRT05] , compression of chemical process data [BS96] , and circuit modeling [JJD98, CD86, VdMV89] .
We are aware of only two papers which consider the problem of fitting a piecewise-linear convex function to given data. In [MRT05] Mangasarian et al. describe a heuristic method for fitting a piecewise-linear convex function of the form a + b T x + Ax + c 1 to given data (along with the constraint that the function underestimate the data). The closest related work that we know of is [KLVY04] . In this paper, Kim et al. describe a method for fitting a (convex) max-affine function to given data, increasing the number of terms to get a better fit. (In fact they describe a method for fitting a max-monomial function to circuit models; see §2.3.)
Applications
In this section we briefly describe some applications of convex piecewise-linear fitting. None of this material is used in the sequel.
LP modeling
One application is in LP modeling, i.e., approximately formulating a practical problem as an LP. Suppose a problem is reasonably well modeled using linear equality and inequality constraints, with a few nonlinear inequality constraints. By approximating these nonlinear functions by convex piecewise-linear functions, the overall problem can be formulated as an LP, and therefore efficiently solved.
As an example, consider a minimum fuel optimal control problem, with linear dynamics and a nonlinear fuel-use function,
with variables x(0), . . . , x(T ) ∈ R n (the state trajectory), and u(0), . . . , u(T − 1) ∈ R m (the control input). The problem data are A(0), . . . , A(T − 1) (the dynamics matrices), B(0), . . . , B(T − 1) (the control matrices), x init (the initial state), and x des (the desired final state). The function f : R m → R is the fuel-use function, which gives the fuel consumed in one period, as a function of the control input value. Now suppose we have empirical data or measurements of some values of the control input u ∈ R m , along with the associated fuel use f (u). If we can fit these data with a convex piecewise-linear function, say,
then we can formulate the (approximate) minimum fuel optimal control problem as the LP minimize T −1 t=0f (t) subject to x(t + 1) = A(t)x(t) + B(t)u(t), t = 0, . . . , T − 1,
with variables
Simplifying convex functions
Another application of convex piecewise-linear fitting is to simplify a convex function that is complex, or expensive to evaluate. To illustrate this idea, we continue our minimum fuel optimal control problem described above, with a piecewise-linear fuel use function. Consider the function V : R n → R, which maps the initial state x init to its associated minimum fuel use, i.e., the optimal value of the LP (7). (This is the Bellman value function for the optimal control problem.) The value function is piecewise-linear and convex, but very likely requires an extremely large number of terms to be expressed in max-affine form. We can (possibly) form a simple approximation of V by a max-affine function with many fewer terms, as follows. First, we evaluating V via the LP (7), for a large number of initial conditions. Then, we fit a max-affine function with a modest number of terms to the resulting data. This convex piecewise-linear approximate value function can be used to construct a simple feedback controller that approximately minimizes fuel use; see, e.g., [BBM02] .
Max-monomial fitting for geometric programming
Max-affine fitting can be used to find a max-monomial approximation of a positive function, for use in geometric programming modeling; see [BKVH06] . Given data (z i , w i ) ∈ R n ++ × R ++ , we form u i = log z i , y i = log w i , i = 1, . . . , m.
(The log of a vector is interpreted as componentwise.) We now fit this data with a max-affine model,
This gives us the max-monomial model
where g i are the monomial functions
(These are not monomials in the standard sense, but in the sense used in geometric programming.)
3 Least-squares partition algorithm
The algorithm
In this section we present a heuristic algorithm to (approximately) solve the k-term maxaffine fitting problem (3), i.e.,
with variables a 1 , . . . , a k ∈ R n and b 1 , . . . , b k ∈ R. The algorithm alternates between partitioning the data and carrying out least-squares fits to update the coefficients.
We let P (l) j for j = 1, . . . , k, be a partition of the data indices at the lth iteration, i.e., P (l) j ⊆ {1, . . . , m}, with
(We will describe methods for choosing the initial partition P , from the current partition P (l) j , as follows. For each j = 1, . . . , k, we carry out a least-squares fit of a T j u i +b j to y i , using only the data points with i ∈ P (l) j . In other words, we take a 
In the simplest (and most common) case, there is a unique pair (a, b) that minimizes (8), i.e., a
where the sums are over i ∈ P (l) j . When there are multiple minimizers of the quadratic function (8), i.e., the matrix to be inverted in (9) is singular, we have several options. One option is to add some regularization to the simple least-squares objective in (8), i.e., an additional term of the form λ a 2 2 + µb 2 , where λ and µ are positive constants. Another possibility is to take the updated parameters as the unique minimizer of (8) that is closest to the previous value, (a
Using the new values of the coefficients, we update the partition to obtain P
(This means that the term a
j is 'active' at the data point u i .) Roughly speaking, this means that P This iteration is run until convergence, which occurs if the partition at an iteration is the same as the partition at the previous iteration, or some maximum number of iterations is reached.
We can write the algorithm as Least-squares Partition Algorithm.
given partition P
1 , . . . , P
K of {1, . . . , m}, iteration limit l max for l = 0, . . . , l max 1. Compute a During the execution of the least-squares partition algorithm, one or more of the sets P (l) j can become empty. The simplest approach is to drop empty sets from the partition, and continue with a smaller value of k.
Interpretation as Gauss-Newton method
We can interpret the algorithm as a Gauss-Newton method for the problem (3). Suppose that at a point u ∈ R n , there is a unique j for which f (u) = a T j u + b j (i.e., there are no ties in the maximum that defines f (u)). In this case the function f is differentiable with respect to a and b; indeed, it is locally affine in these parameter values. Its first order approximation at a, b is This approximation is exact, provided the perturbed parameter valuesã 1 , . . . ,ã k ,b 1 , . . . ,ã b  are close enough to the parameter values a 1 , . . . , a k , b 1 , . . . , a b . Now assume that for each data point u i , there is a unique j for which f (u i ) = a
, there are no ties in the maxima that define f (u i )). Then the first order approximation of (f (u 1 ), . . . , f (u m )) is given by
where j(i) is the unique active j at u i , i.e., i ∈ P (l)
j . In the Gauss-Newton method for a nonlinear least-squares problem, we form the first order approximation of the argument of the norm, and solve the resulting least-squares problem to get the next iterate. In this case, then, we form the linear least-squares problem of minimizingĴ
over the variablesã 1 , . . . ,ã k ,b 1 , . . . ,b k . We can re-arrange the sum defining J into terms involving each of the pairs of variables a 1 , b 1 , . . . , a k , b k separately:
Evidently, we can minimizeĴ by separately minimizing eachĴ i . Moreover, the parameter values that minimizeĴ are precisely a
. This is exactly the least-squares partition algorithm described above.
The algorithm is closely related to the k-means algorithm used in least-squares clustering [GG91] . The k-means algorithm approximately solves the problem of finding a set of k points in R n , {z 1 , . . . , z k }, that minimizes the mean square Euclidean distance to a given data set u 1 , . . . , u m ∈ R n . (The distance between a point u and the set of points {z 1 , . . . , z k } is defined as the minimum distance, i.e., min j=1,...,k u − z j 2 .) In the k-means algorithm, we iterate between two steps: first, we partition the data points according to the closest current point in the set {z 1 , . . . , z k }; then we update each z j as the mean of the points in its associated partition. (The mean minimizes the sum of the squares of the Euclidean distances to the point.) Our algorithm is conceptually identical to the k-means algorithm: we partition the data points according to which of the affine functions is active (i.e., largest), and then update the affine functions, separately, using only the data points in its associated partition.
Nonconvergence of least-squares partition algorithm
The basic least-squares partition algorithm need not converge; it can enter a (nonconstant) limit cycle. Consider, for example, the data u 1 = −2, u 2 = −1, u 3 = 0, u 4 = 1, u 5 = 2 y 1 = 0, y 2 = 1, y 3 = 3, y 4 = 1, y 5 = 0, and k = 2. The data evidently cannot be fit well by any convex function; the (globally) best fit is obtained by the constant function f (u) = 1. For many initial parameter values, however, the algorithm converges to a limit cycle with period 2, alternating between the two functions f 1 (u) = max{u + 2, −(3/2)u + 17/6}, f 2 (u) = max{(3/2)u + 17/6, −u + 2}.
The algorithm therefore fails to converge; moreover, each of the functions f 1 and f 2 gives a very suboptimal fit to the data. On the other hand, with real data (not specifically designed to illustrate nonconvergence) we have observed that the least-squares partition algorithm appears to converge in most cases. In any case, convergence failure has no practical consequences since the algorithm is terminated after some fixed maximum number of steps, and moreover, we recommend that it be run from a number of starting points, with the best fit obtained used as the final fit.
Piecewise-linear fitting algorithm
The least-squares partition algorithm, used by itself, has several serious shortcomings. It need not converge, and when it does converge, it can (and often does) converge to a piecewiselinear approximation with a poor fit to the data. Both of these problems can be mitigated by running the least-squares partition algorithm multiple times, with different initial partitions. The final fit is taken to be the best fit obtained among all iterations of all runs of the algorithm.
We first describe a simple method for generating a random initial partition. We randomly choose points p 1 , . . . , p K , and define the initial partition to be the Voronoi sets associated with these points. We have
(Thus, P (0) j is the set of indices of data points that are closest to p j .) The seed points p i should be generated according to some distribution that matches the shape of the data points u i , for example, they can be chosen from a normal distribution with meanū and covariance Σ u (see (6)).
The overall algorithm can be described as which is affine in α. We then choose α (l+1) as the minimizer of
which can be found using standard linear least-squares. To damp this update rule, we can add a regularization term toĴ, by choosing α (l+1) as the minimizer of
where ρ > 0 is a parameter.
Numerical examples
In this section we show some numerical results, using the following data set. The dimension is n = 3, and we have m = 11 3 = 1331 points. The set of points u i is given by V × V × V, where V = {−5, −4, −3, −2, −1, 0, 1, 2, 3, 4, 5}. The values are obtained as y i = g(u i ), where g is the (convex) function
We use the piecewise-linear fitting algorithm described in §3.4, with iteration limit l max = 50, and number of terms varying from k = 0 to k = 20. For k = 0, the fitting function is taken to be zero, so we report the RMS value of y 1 , . . . , y m as the RMS fit. For k = 1, the fit is the best affine fit to the data, which can be found using least-squares. Figure 4 shows the RMS fits obtained after N trials = 10 trials (top curve), and after N trials = 100 trials (bottom curve). These show that good fits are obtained with only 10 trials, and that (slightly) better ones are obtained with 100 trials.
To give an idea of the variation in RMS fit obtained with different trials, as well as the number of steps required for convergence (if it occurs), we fix the number of terms at k = 12, and run the least-squares partition algorithm 200 times, with a limit of 50 iterations, recording both the final RMS fit obtained, and the number of steps before convergence. (The number of steps is reported as 50 if the least-squares partition algorithm has not converged in 50 steps.) Figure 4 shows the histogram of RMS fit obtained. We can see that the fit is often, but not always, quite good; in just a few cases the fit obtained is poor. Evidently the best of even a modest number of trials will be quite good. Figure 4 shows the distribution of the number of iterations of the least-squares partition algorithm required to converge. Convergence failed in 13 of the 200 trials; but in fact, the RMS fit obtained in these trials was not particularly bad. Typically convergence occurs within around 25 iterations. In our last numerical example, we compare fitting the data with a max-affine function with k terms, and with the more general form T k x + b k ). We set the iteration limit for both forms as l max = 100, and take the best fit obtained in N trials = 10 trials. We use the value ρ = 10 −5 for the regularization parameter in the general form algorithm. Figure 4 shows the RMS fit obtained for the two forms, versus k. Evidently the sum-max form gives (slightly) better RMS fit than the max-affine form.
