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Abstract
In cognitive multiple access networks, feedback is an important mechanism to convey secondary transmitter
primary base station (STPB) channel gains from the primary base station (PBS) to the secondary base station
(SBS). This paper investigates the optimal sum-rate capacity scaling laws for cognitive multiple access networks
in feedback limited communication scenarios. First, an efficient feedback protocol called K-smallest channel gains
(K-SCGs) feedback protocol is proposed in which the PBS feeds back the KN smallest out of N STPB channel
gains to the SBS. Second, the sum-rate performance of the K-SCG feedback protocol is studied for three network
types when transmission powers of secondary users (SUs) are optimally allocated. The network types considered are
total-power-and-interference-limited (TPIL), interference-limited (IL) and individual-power-and-interference-limited
(IPIL) networks. For each network type studied, we provide a sufficient condition on KN such that the K-SCG
feedback protocol is asymptotically optimal in the sense that the secondary network sum-rate scaling behavior under
the K-SCG feedback protocol is the same with that under the full-feedback protocol. We allow distributions of
secondary-transmitter-secondary-base-station (STSB), and STPB channel power gains to belong to a fairly general
class of distributions called class C-distributions that includes commonly used fading models. It is shown that
for KN = N δ with δ ∈ (0, 1), the K-SCG feedback protocol is asymptotically optimal in TPIL networks, and
the secondary network sum-rate scales according to 1
nh
log log (N), where nh is a parameter obtained from the
distribution of STSB channel power gains. In this case, it is also shown that the average interference power at
the PBS can be made arbitrarily small without losing anything from this optimal sum-rate scaling behavior. For
IL networks, the K-SCG feedback protocol is asymptotically optimal if KN = O (1). In this case, the secondary
network sum-rate scales optimally according to 1
γg
log (N), where γg is a parameter obtained from the distribution
of STPB channel gains. Finally, for IPIL networks, it is proven that the K-SCG feedback protocol is asymptotically
optimal if KN = O (1), and the secondary network sum-rate scales according to min
(
1, 1
γg
)
log (N). An extensive
simulation and numerical study is also performed to illustrate the established sum-rate capacity scaling laws for
finite networks.
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I. INTRODUCTION
A. Background and Motivation
The electromagnetic radio spectrum is a limited communication resource. This fact makes its allocation and
exploitation one of the prime concerns to accommodate increasingly more data-rate-intense wireless services and
next generation wireless systems in today’s already vastly crowded spectrum. Part of the reason for the perceived
crowdedness of the radio spectrum is the current practice of managing it, which is the legacy command-and-control
regulation [1]. This is a static regulatory approach to the spectrum management based on exclusive usage rights
assigned to a number of licensees. Being static by its nature, the command-and-control approach cannot utilize
spatio-temporal spectrum usage characteristics of the incumbent users (alternatively called: primary users or PUs),
and therefore cannot opportunistically assign radio spectrum to other unlicensed third parties (alternatively called:
cognitive users, secondary users or SUs).
As a response to the sheer pressure of having a more dynamic means of managing spectrum and exploiting
likely spectrum holes, there emerged the idea of cognitive radio technology as a revolutionary “disruptive but
unobtrusive” technique [2]. Roughly speaking, it alleviates the spectrum scarcity problem by allowing cognitive
users to share the same bandwidth with the PUs provided that their transmissions do not cause harmful degradation
to the primary transmission. Various signal processing, information-theoretic and protocol related aspects of the
cognitive radio networks have been investigated extensively over the last decade, e.g., see [3]-[5] and references
therein. Among many other issues, one of the recurrent themes appearing in most of the earlier papers on cognitive
radio is the awareness of cognitive transmitters (or, the awareness of a central entity to perform scheduling and
resource allocation among SUs) about the channel states of PUs and SUs.
Briefly, channel side information at the cognitive transmitters is necessary for the proper completion of the
cognition cycle, and the harmonious operation of PUs and SUs in a given frequency band. However, for large
numbers of SUs, this requirement puts an excessive and impractical feedback burden on the backhaul link between
the primary and secondary networks, which leads to the following research question of interest here: What are the
optimal capacity scaling laws for cognitive secondary networks containing large numbers of SUs when secondary-
transmitter-primary-base-station (STPB) channel states are only partially available? The current paper addresses this
question for the specific case of a cognitive multiple access (CMAC) network in which the sum-rate capacity of the
CMAC network is the primary performance figure of interest, and the STPB channel states are partially available
at the secondary base-station (SBS). Here, “partially available” means only a subset of channel states are available
at the SBS. The SBS performs jointly optimum power control and scheduling policy to extract the maximum
possible sum-rate from the SUs based on the available channel side information and subject to interference power
constraints at the primary base-station (PBS).
3More specifically, we consider a CMAC network in which N SUs transmit data to a common SBS, and interfere
with the signal reception at a PBS at the same time. This is the commonly used underlay paradigm for the
coexistence of primary and secondary networks [4], which is also known as the spectrum sharing technique [6].
For such communication instances, availability of STPB channel gains of all SUs at the secondary network is a
frequent assumption in the cognitive radio literature, e.g., see [7]-[10]. While this assumption is crucial for the
SBS to manage the secondary network interference power at the PBS as well as to implement jointly optimum
power control and scheduling policy, it places an extra burden on the primary network. In order STPB channel
gains to be available at the SBS, the PBS should estimate STPB channel gains for all SUs and convey them to the
SBS by means of a primary-secondary feedback link (PSFL), i.e., backhaul link, or by means of a band manager
mediating communication between primary and secondary networks [6], [11], [12]. In either case, the feedback is
required, and the capacity of the feedback link is limited in general. Hence, for large numbers of SUs, it becomes
impractical for the PBS to convey all STPB channel gains to the SBS within the channel coherence time due to
various physical restrictions on the communication system of interest such as feedback link capacity limitations
and energy constraints.
Here, we show that the capacity of the backhaul link does not act as a primary bottleneck on the sum-rate
capacity scaling behavior of CMAC networks if the user selection for feedback is performed intelligently at the
PBS. That is, we find that the secondary networks can achieve the optimal sum-rate capacity scaling laws even
when the STPB channel gains are partially available at the SBS for some of the strategically chosen SUs, i.e.,
see Theorems 1, 3 and 4 in Section III for greater details. Although the total feedback load (i.e., the number
of SUs whose channel states to be fed back to the SBS) grows large with the total number of SUs, the rate of
increase of the feedback load can be made arbitrarily smaller than the rate of increase of the total number of SUs.
From a practical point of view, this finding implies a significant primary-secondary feedback load reduction for
cognitive radio networks with large numbers of SUs without any significant first-order reduction in the secondary
network data rate. Our results further indicate that secondary networks can coexist with primary networks by
causing almost no interference, i.e., see Theorem 2 in Section III. Through the characterization of the scaling
behavior of the secondary network sum-rate in terms of feedback link capacity, fading parameters and the number
of SUs, our results shed light on the fundamental tradeoffs between the secondary network sum-rate capacity and
the feedback link capacity. They also provide critical engineering insights for the design of primary-secondary
feedback protocols and for cognitive radio network planning.
In this paper, all of our results are derived for a parametrized family of general fading distributions called class
C-distributions. The available tools, in the literature, for analyzing multiuser diversity gain (MDG) in cognitive
radio networks are applicable only if one can find a closed form expression for the joint channel states. This is
not always possible when direct and interference channel gains are arbitrarily distributed, e.g., when direct and
interference channel gains are Nakagami-m distributed. Dealing with a parametrized family of distributions, to
4derive generalized MDGs, requires investigation of more subtle concentration behavior of extreme order statistics
to obtain tail estimates of joint channel states which is technically much more challenging than assuming specific
distributions for direct and interference channel gains.
In addition to being technically challenging, perhaps more importantly, our analysis provides new insights into
the network operation by relating the fading distribution parameters to the pre-log factors in the derived throughput
scaling laws, which is otherwise hidden by assuming specific fading processes such as Rayleigh fading.
B. Main Contributions in Detail
Design of feedback reduction policies for the PSFL is a challenging issue due to dependence of multiuser
diversity gains and the interference management task on the knowledge of STPB channel gains. We consider that
the PBS is able to send the STPB channel gains of at most KN SUs to the SBS, where KN is an integer smaller
than or equal to N and possibly changing as a function of N .1 KN = N case is named as the full-feedback
protocol in which the SBS has the perfect knowledge of all STPB channel gains to implement user scheduling and
power control. KN can be interpreted as our modeling parameter to numerically designate the feedback capability
of the PSFL, i.e., the more capacity the PSFL has, the larger KN is. In the absence of any knowledge about the
secondary-transmitter-secondary-base-station (STSB) channel gains, the best strategy for the PBS is to pick the
least harmful SUs by feeding back the channel gain gi of the SU-i if and only if gi ≤ gKN :N , where gKN :N is the
KN th smallest value in the set {gi}Ni=1. Formally speaking, gKN :N is the KN th order statistic for the collection
of random variables {gi}Ni=1. We refer to this feedback policy as the K-smallest channel gain (K-SCG) feedback
protocol. Hence, using the K-SCG feedback protocol, the PBS feeds back the KN smallest fading gains in the
STPB channel to the SBS as well as the corresponding users indices. To avoid harmful interference at the PBS,
the SBS schedules a SU only if its STPB channel gain is made available at the SBS.
This paper focuses on the effect of the K-SCG feedback protocol on the throughput scaling for three types
of secondary networks: Total-Power-And-Interference-Limited (TPIL), Interference-Limited (IL) and Individual-
Power-And-Interference-Limited (IPIL) networks when transmit powers of SUs are optimally allocated. In the
case of TPIL networks, transmit powers of SUs are limited by an average total power constraint as well as a
constraint on the average total interference power that they cause to the PBS. On the other hand, transmit powers
of SUs are limited by a constraint only on the average total interference power at the PBS for IL networks. In the
case of IPIL networks, transmit powers of SUs are limited by individual average power constraints as well as a
constraint on the average total interference power at the PBS. For each network type studied, we provide a sufficient
condition on KN such that the K-SCG feedback protocol is asymptotically optimal, i.e., the sum-rate capacity
scaling behavior under the K-SCG feedback protocol is the same with that under the full-feedback protocol.
Due to mathematical intractability of the cumulative distribution functions (CDF) of random variables emerging
in secondary network capacity calculations, secondary network capacity scaling laws have been mainly investigated
1Although we do not show the dependence of K on N , it should be understood that K is a function of N in the remainder of the paper.
5for specific fading distributions for STSB and STPB channel gains such as Rayleigh distribution in the literature,
e.g., see [8], [9], [14] and [15]. Different from these works, this paper studies the sum-rate scaling behavior of
secondary networks under both K-SCG and full-feedback protocols when distributions of STSB and STPB channel
gains are arbitrarily chosen from a more general class of distribution functions called class C-distributions (i.e., see
Definition 2.1). The class C-distributions contains distribution functions that decay double-exponentially and vary
regularly around the origin. It covers the most common fading distributions such as Rayleigh, Rician, Nakagami-m
and Weibull distributions. In Appendix A, we show that the concentration behavior of the extreme order statistic of
an independent and identically distributed (i.i.d.) sequence of random variables is characterized by the asymptotic
tail behavior of the CDF common to all of them. This finding enables us to study the capacity scaling laws for
secondary networks under class C distribution functions for STSB and STPB channel gains.
Our results for the TPIL networks indicate that the secondary network throughput under the K-SCG and
full-feedback protocols scales according to 1nh log log(KN ) and
1
nh
log log(N), respectively. nh a is parameter
determined from the asymptotic tail behavior of STSB channel power gains. For example, nh is equal to 1 for
Rayleigh, Rician and Nakagami-m distributions, whereas it is equal to c2
1 for the Weibull distribution. Consequently,
for KN = N δ where 0 < δ < 1, the secondary network throughput scales as 1nh log log(N). Hence, the secondary
network can achieve the same throughput scaling as with the full channel state information (CSI) case for any δ
arbitrarily close to zero. To put it in other words, the rate of growth of the feedback load can be made arbitrarily
small when compared to the rate of growth of the number of SUs without any sacrifice from the optimal sum-rate
scaling behavior.
For KN = o (N), we show that the interference power at the PBS converges to zero almost surely and also
in mean as N tends to infinity. From a practical point of view, this result implies that the interference constraint
cannot be satisfied with equality for N large enough. Hence, we can relax the interference constraint, i.e., the
average amount of total interference power at the PBS due to SU transmissions is not a performance limiting
criterion any more. Once this happens, the SBS just requires the indices of the SUs for which gi ≤ gKN :N rather
than the actual realizations of the STPB channel gains, which further reduces the amount of feedback required
between two networks. Furthermore, our results indicate that the sum-rate scaling behavior of TPIL networks is
mainly affected by the distribution of STSB channel power gains rather than that of the STPB channel power
gains.
In contrast to TPIL networks, the throughput scaling behavior of IL networks under K-SCG and full-feedback
protocols is mainly affected by the distribution of STPB channel power gains rather than that of STSB channel
power gains. More specifically, our results for IL networks signify that the secondary network throughput under
K-SCG and full-feedback protocols scales according to 1γg log (N), where γg is a parameter determined from the
behavior of the CDF of the STPB channel power gains around the origin. For example, γg is equal to 1, m and c2
1c is the Weibull fading parameter.
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THROUGHPUT SCALING BEHAVIOR OF K-SCG AND FULL-FEEDBACK PROTOCOLS FOR DIFFERENT NETWORK MODELS
Network Model
Feedback Protocol
K-SCG Full
Total-Power-And-Interference-Limited lim
N→∞
RN
a
log(log(KN ))
= 1nh
b lim
N→∞
RN
log(log(N)) =
1
nh
Interference-Limited lim
N→∞
RN
log(N) =
1
γg
c lim
N→∞
RN
log(N) =
1
γg
Individual-Power-And-Interference-Limited lim
N→∞
RN
log(N) = min
(
1, 1γg
)
lim
N→∞
RN
log(N) = min
(
1, 1γg
)
aRN is the secondary network sum-rate.
b nh is parameter determined from the asymptotic tail behavior of the CDF of STSB channel power gains.
cγg is a parameter determined from the behavior of the CDF of STPB channel power gains around the origin.
for Rayleigh (as well as Rician), Nakagami-m and Weibull distributions, respectively. Hence, we conclude that the
sum-rate scaling behavior in the IL networks is not affected by KN . That is, even for KN = O (1), the sum-rate
scaling behavior of an IL network under K-SCG and full-feedback protocols will be the same. This implies that
the amount of required feedback between the PBS and SBS can be reduced substantially while keeping the same
scaling behavior with that under the full-feedback protocol.
Finally, our results for IPIL networks indicate that the secondary network throughput under both K-SCG and
full-feedback protocols scales according to min
(
1, 1γg
)
log (N). Similar to IL networks, K-SCG feedback protocol
achieves the same scaling behavior as the full-feedback protocol does even for KN = O (1), which again results
in a substantial amount of feedback reduction at the SBS. The throughput scaling behavior of IPIL networks under
K-SCG and full-feedback protocols is mainly affected by the distribution of STPB channel power gains rather
than that of STSB channel gains. Our results are summarized in Table I.
C. Related Work
Jointly optimal power allocation and spectrum sharing in a cognitive radio setup with single SU has been
extensively studied in the literature under different quality-of-service (QoS) criteria such as SU’s outage probability
and ergodic capacity, and under different constraints on transmit powers of SU and interference power at the
primary receiver such as peak or average power and interference constraints [6], [11], [13]. These papers show that
optimal resource allocation and interference management tasks in cognitive radio networks highly depends on the
knowledge of secondary-transmitter-primary-receiver channel gain. Optimal power allocation and spectrum sharing
policy maximizing sum-rate in CMACs as well as cognitive broadcast channels (CBCs) under various transmit
power and interference constraints has also been recently studied in [7]. It has been shown that the optimal power
allocation for a CMAC under average transmit power and average interference constraints for continuous fading
distributions is to schedule the SU with the best joint power and interference channel state. This result implies that
7the SBS requires interference channel gains of all SUs to perform the optimal scheduling and power allocation.
Similar to these previous works, our performance measure in this paper is also the secondary network sum-rate
capacity under the jointly optimal power control and spectrum sharing policy. Different from them, we focus on
the feedback limited communication environments in which STPB channel states are available only for a subset
of SUs at the SBS, and obtain tight sum-rate capacity scaling laws under such feedback limitations.
Capacity scaling laws in CMACs under the complete knowledge of STPB channel gains has also been investigated
in the literature, e.g., see [8], [9] and [10], under various type of constraints on the transmit powers of SUs. The
authors in [8] studied the capacity scaling laws for a multiple access secondary network for Rayleigh fading
channels under joint peak transmit power and peak interference power constraints. They established logarithmic
and double-logarithmic secondary network capacity scaling behavior under some approximations. Zhang et al.
[9] extended these results to CMACs, CBCs, and cognitive parallel access channels. In [10], the authors studied
throughput scaling behavior of IL and TPIL CMACs under full primary-secondary feedback assumption when
transmit powers of SUs are optimally allocated. For specific communication environments, i.e., specific fading
channel models for STSB and STPB channel gains, they showed that the secondary network sum-rate scales
double logarithmically and logarithmically in TPIL and IL networks, respectively. These previous works did not
consider feedback limited communication environments, and assumed very specific fading distributions to derive
the stated sum-rate capacity scaling laws.
Other related work includes secondary network capacity scaling in a multi-band setup such as [14] and [15].
In [14], the authors studied the multiuser and multi-spectrum diversity gains for a cognitive broadcast network
sharing multiple orthogonal frequency bands with a primary network. Assuming Rayleigh fading channels, they
analytically derived capacity expressions for the secondary network when the transmit power at each band is limited
by a constraint on the peak interference power that the SBS can cause to the primary network. In [15], the authors
considered N secondary transmitter-receiver pairs sharing M frequency bands with a primary network. Under
the optimum matching of M SUs with M primary network frequency bands, they obtained a double-logarithmic
scaling law for the secondary network capacity for Rayleigh fading channels. Although the problem formulation
in the current paper is different than that in these previous works, similar techniques as in [22] are used to derive
capacity scaling laws. We believe some parts of our analysis are expected to find greater applicability to extend
sum-rate capacity scaling laws obtained for the dual broadcast channels with multiple transmission bands beyond
Rayleigh fading communication environments.
Finally, this work is also partially related to the cooperative multiple access channels (CO-MACs) in which ideal
(error-free and infinite-capacity) backhaul links were originally considered to convey the received signal from each
base-station to a remote central processor that performs joint data decoding. Effect of finite-capacity backhaul links
on the capacity of CO-MACs has been studied in the literature, and different multi-cell processing protocols has been
proposed to cope with the backhaul link resource limitations, e.g., see [17], [18] and references therein. From an
8engineering point of view, cognitive radio network planning task, e.g., design of primary-secondary backhaul links
and efficient primary-secondary feedback protocols, highly depends on the knowledge of the secondary network
capacity limitations under resource limited primary-secondary backhaul links. However, it should be noted that
the problem here is fundamentally different from CO-MACs in that SBS and PBS separately perform the signal
decoding, and the backhaul link is only used to convey STPB channel gains to the SBS rather than the PBS
received signal.
D. A Note on Notation and Paper Organization
When we write p(x) = O (q(x)) and p(x) = o (q(x)) for two positive functions p(x) and q(x), we mean
lim supx→∞
p(x)
q(x) < ∞ and limx→∞
p(x)
q(x) = 0, respectively. By p(x) = Θ (q(x)), we mean lim sup→∞
p(x)
q(x) < ∞
lim infx→∞
p(x)
q(x) > 0.
As is standard in the literature [19], when we say a wireless channel is Rayleigh fading channel, we mean the
channel magnitude gain is Rayleigh distributed, or equivalently the channel power gain is exponentially distributed.
By a Rician-Kf fading channel, we mean the channel magnitude gain is Rician distributed with a Rician factor Kf .
For a Rician-Kf fading channel, the channel power gain is non-central chi-square distributed with two degrees of
freedom [20]. When we say a wireless channel is Nakagami-m distributed, we mean the channel magnitude gain is
Nakagami distributed with a Nakagami factor m ≥ 0.5. For a Nakagami-m fading channel, the channel power gain
is Gamma distributed. By a Weibull fading channel, we mean the channel magnitude gain is Weibull distributed
with parameter c > 0. We refer the reader to [19], [20] and [21] for more details about fading distributions.
The rest of the paper is organized as follows. Section II describes the system model and network configuration
along with our modeling assumptions. Section III derives and compares the secondary network sum-rate scaling
under K-SCG and full feedback protocols, discusses the effect of fading channel parameters on the scaling laws,
provides various insights into the derived throughput scaling laws, and illustrates the accuracy of our results by
means of numerical study for cognitive radio networks with finitely many SUs. Section IV concludes the paper.
All proofs are relegated to the Appendix.
II. SYSTEM MODEL, OPERATING CONSTRAINTS AND THE NETWORK TYPES
In this section, we will introduce the details of our system model, the operating constraints on the cognitive
radio environment that go with this model and the classification of the network types studied throughout the paper
based on these operating constraints.
A. System Model
We consider an underlay cognitive uplink in which N SUs transmit data to an SBS and interfere with the
signal reception at a PBS. Let hi and gi represent the fading power gains for the ith direct and interference links,
respectively. The classical ergodic block fading model [16] is assumed to hold to model statistical variations in
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COMMON FADING CHANNEL MODELS AND THEIR PARAMETERS
Channel Model Parameters
α l β n H(x) η γ
Rayleigh 1 0 1 1 0 1 1
Rician-k 1
2
√
πek 4
√
k(k+1)
−14 k + 1 1 2
√
k (k + 1) x k+1ek 1
Nakagami-m mm−1Γ(m) m− 1 m 1 0 m
m−1
Γ(m) m
Weibull-c 1 0 Γ c2
(
1 + 2c
)
c
2 0 Γ
c
2
(
1 + 2c
)
c
2
channel states for all direct and interference links. Further, we assume that hi’s are independent and identically
distributed (i.i.d.) random variables among themselves and gi’s are i.i.d. random variables among themselves, but
direct channel gains hi, i = 1, . . . , N may have a different joint distribution than that of interference channel
gains gi, i = 1, . . . , N . That is, the random vectors h = [h1, h2, . . . , hN ]⊤ and g = [g1, g2, . . . , gN ]⊤ are also
independent, but possibly with different distributions. The explained communication set-up is represented in Fig.
1 pictorially.
To describe the direct and interference channel variations over time, we consider a general class of parametrized
distributions, which is formally introduced in the following definition.
Definition 2.1: We say that the CDF of a random variable X, denoted by FX , belongs to the class-C distributions
if it satisfies the following properties:
• FX (x) is continuous.
• FX(x) has a positive support, i.e., F (x) = 0 for x ≤ 0.
• FX(x) is strictly increasing.
• The tail function 1−F (x) decays to zero exponentially, i.e., there exist constants α > 0, β > 0, n > 0, l ∈ R
and a slowly varying function H(x) satisfying H(x) = o (xn) such that limx→∞ 1−F (x)αxle(−βxn+H(x)) = 1.
• F (x) varies regularly around the origin, i.e., there exist constants η > 0 and γ > 0 such that limx→0 F (x)ηxγ = 1.
Our results in Theorems 3, 4 and 1 in Section III indicate that the channel gain distribution parameters play
important roles in identifying the pre-log factor in the fundamental capacity scaling laws for cognitive radio
networks. In particular, the decay rate of the CDF around zero and that of its associated tail function around
infinity determine the nature of full MDG, which is otherwise hidden by only considering the Rayleigh fading
scenario. We will elaborate on these findings further as we discuss the above theorems in Section III. The parameters
characterizing the behavior of the distribution of fading power gains around zero and infinity are illustrated in Table
II for the commonly used fading models in the literature. To avoid any confusion, we represent these parameters
with subscript h for direct channel gains and with subscript g for interference channel gains, e.g., ηg or ηh, in the
remainder of the paper.
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Fig. 1. N SUs forming a multiple access channel to the SBS and interfering with signal reception at the PBS. The backhaul feedback
link can be implemented by using either a microwave link or a DSL link with limited capacity.
B. Operating Constraints
We consider different operating constraints on the cognitive radio environment introduced above in order to
identify the network types studied throughout the paper more systematically. Specifically, different constraints on
the transmission powers of SUs and the capacity of the feedback link are considered. In each case, we analyze
the throughput scaling behavior of the secondary network when the transmission powers of SUs are allocated
according to an optimum power allocation policy subject to these constraints, where we define a power allocation
policy P (h, g) = [P1 (h, g) , · · · , PN (h, g)]⊤ as a mapping from R2N to RN in which Pi (h, g) is the transmission
power of the ith SU.
The equations (1a), (1b), (1c), (1d) and (1e) below list the operating constraints on the studied cognitive radio
environment formally, and the throughput scaling behavior of the secondary networks are derived systematically
under different combinations of these constraints.

Eh,g
[
1
⊤P (h, g)
]
≤ Pave, (1a)
Eh,g [Pi (h, g)] ≤ Pave 1 ≤ i ≤ N, (1b)
Eh,g
[
g⊤P (h, g)
]
≤ Qave, (1c)
Pi (h, g) 1{gi≥gKN :N} = 0 1 ≤ i ≤ N, (1d)
Pi (h, g) ≥ 0. (1e)
Above, (1a), (1b) and (1c) are average total power, average individual power and average total interference power
constrains, respectively. (1d) is a constraint to guarantee that a SU is allowed to transmit only if its interference
channel gain is available at the SBS, where gKN :N represents the KN th smallest value in the set {gi}Ni=1. (1d)
will be called the feedback constraint in the remainder of the paper as it describes the SUs that are allowed
for transmission as a function of the feedback load KN . Equation (1e) is the usual positivity constraint on the
11
P ⋆i,N (h, g) =


(
1
λN+µNgi
− Whi
)+
if i = arg max
1≤j≤N
hj
λN+µNgj
0 otherwise
. (3)
transmission power, which is added for the sake of mathematical completeness.2
C. TPIL Networks:
In TPIL networks, we examine the secondary network throughput scaling behavior in two communication
scenarios (CoSs) of interest: CoSFTPIL and CoSKTPIL. CoSFTPIL refers to a TPIL network under full cooperation
scenario whereas CoSKTPIL refers to a TPIL network under K-out-of-N feedback protocol. In CoSFTPIL, transmission
powers of SUs are limited by an average total power constraint and an average total interference power constraint
without any restriction on the amount of feedback information to be exchanged between the PBS and SBS. Hence,
transmission powers of SUs are allocated according to the solution of the following optimization problem:
max
P(h,g)
Eh,g
[
log
(
1 + h
⊤P(h,g)
W
)]
subject to : (1a), (1c) and (1e)
, (2)
where W = N0 + I represents the average background noise plus primary interference power at the SBS,
whose realizations are modelled as a circularly symmetric complex Gaussian random variable with slowly varying
variance.3 It is important to note here that our control actions are only on the SUs since we consider the underlay
communication paradigm for the co-existence of primary and secondary networks [4]. Hence, the uncontrolled
variable W just functions as a scaling parameter for the secondary network direct channel gains.4
The solution to (2) was given in [10] as in (3). This result intuitively indicates that the jointly optimum
spectrum sharing and power control policy maximizing information theoretic throughput capacity of a cognitive
uplink with full primary cooperation under average total transmission and interference power constraints is to
schedule the SU with the best joint direct and interference channel state summarized by the random variable
X⋆N (λN , µN ) = max1≤i≤N
hi/W
λN+µNgi
according to a power allocation policy in the form of a water-filling algorithm
with changing water levels. Here, λN and µN are Lagrange multipliers associated with the average total transmission
and interference power constraints, respectively. We note that there is no ambiguity with the solution described in
(3) since direct and interference channel gains are continuous random variables, and there is only one SU achieving
2In addition to feedback, another important issue in this setup is the estimation of interference channel gains by the PBS. This can be
efficiently done by using pilot signals transmitted intermittently by SUs. These pilot signals are heard by the PBS through interference
channels, which can be further utilized to estimate interference channel gains.
3If primary interference power changes at a time scale comparable to the fading process, our throughput scaling results in Section III
should be thought to hold point-wise for each realization of W .
4The joint control of primary and secondary networks is outside the scope of this paper. This will require a central authority that can
oversee all control variables and channel gains, which implies excessive feedback load between primary and secondary networks and does
not serve the purpose of throughput analysis under limited primary-secondary coordination. Further, we can also assume that the SBS can
cancel primary interference to remove the coupling between primary and secondary networks as in [7].
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P ⋆i,KN (h, g) =


(
1
λN+µNgi
− Whi
)+
if i = π
(
arg max
1≤j≤KN
hπ(j)
λN+µNgπ(j)
)
0 otherwise
. (5)
the maximum joint channel state with probability one. Let RFTPIL (N) be the throughput of the secondary network
for the all feedback scenario. Then, it follows directly that
RFTPIL (N) = E
[
log (X⋆N (λN , µN )) 1{X⋆N (λN ,µN )≥1}
]
.
Different from the full primary cooperation scenario, transmission powers of SUs in CoSKTPIL are also limited by
an extra feedback constraint given by (1d), besides the average total transmission and interference power constraints
above. Hence, transmission powers of SUs in this case are allocated according to the solution of the following
optimization problem:
max
P(h,g)
Eh,g
[
log
(
1 + h
⊤P(h,g)
W
)]
subject to : (1a), (1c), (1d), and (1e)
. (4)
Lemma 1: Let π(j) be a mapping from {1, · · · ,KN} to {1, · · · , N} such that
π(j) = i if gi = gj:N .
Then, the solution for (4) is given by (5).
Proof: Follows directly by inspecting the structure of the solution given for (2) in (3).
As an analogy with the solution described in (3), the jointly optimum spectrum sharing and power allocation
policy described in (5) under the limited primary cooperation is to schedule the SU with the best joint channel
state among the ones that are fed back to the SBS. Specifically, the throughput in the CoSKTPIL scenario can be
written as
RKTPIL (KN ) = E
[
log(X⋆KN (λN , µN ))1{X⋆KN (λN ,µN )≥1}
]
,
where X⋆KN (λN , µN ) = max1≤j≤KN
hπ(j)/W
λN+µNgπ(j)
. This expression makes it further clear that the jointly optimum
spectrum sharing and power control policy maximizing information theoretic throughput capacity of a cognitive
uplink under the K-out-of-N feedback protocol with average total transmission and interference power constraints
is to schedule the SU with the best joint direct and interference channel state among the ones whose interference
channel states are fed back to the SBS.
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D. IL Networks:
We study the throughput scaling behavior of IL networks under two CoSs of interest: CoSFIL and CoSKIL. In
CoSFIL, transmission powers of SUs are limited only by an average total interference power constraint. In this case,
the secondary network throughput is given by:
RFIL (N) = E
[
log (X⋆N (0, µN )) 1{X⋆N (0,µN )≥1}
]
.
In addition to the average total interference power constraint, transmission powers of SUs are also limited by the
feedback constraint (1d) in CoSKIL. The secondary network throughput in CoSKIL is given by:
RKIL (KN ) = E
[
log
(
X⋆KN (0, µN )
)
1{X⋆KN (0,µN )≥1}
]
,
where the random variable X⋆KN (λN , µN ) summarizing the best joint channel state under limited primary coop-
eration defined as above.
E. IPIL Networks:
Similar to the above cases, we investigate the secondary network throughput scaling behavior of IPIL networks
under two CoSs of interest: CoSFIPIL and CoSKIPIL. In CoSFIPIL, transmission powers of SUs are limited by individual
average transmission power constraints and an average total interference power constraint. Hence, transmission
powers of SUs are allocated according to the solution of the following optimization problem:
max
P(h,g)
Eh,g
[
log
(
1 + h
⊤P(h,g)
W
)]
subject to : (1b), (1c) and (1e)
.
The throughput in CoSFIPIL is given by:
RFIPIL (N) = E
[
log (X⋆N (λN , µN )) 1{X⋆N (λN ,µN )≥1}
]
,
where λN now represents the Lagrange multiplier associated with individual transmission power constraints. Again,
the definition of X⋆N (λN , µN ) is the same with the one above, except with a change of interpretation of the Lagrange
multiplier λN in this network. Hence, although the functional structure of the power control policy is the same
for both cases of TPIL and IPIL networks, the resulting transmission powers can be much different. In the first
case, λN is chosen to keep the aggregate transmission power around Pave whenever there is a transmission from
the totality of all SUs. Hence, each transmission is expected to occur with power around Pave in TPIL networks.
On the other hand, λN is chosen to keep individual transmission powers around Pave in IPIL networks. Therefore,
considering the spectrum access probability, each transmission is expected to occur with power around Pave times
the probability of being scheduled for transmission in the second case. This difference in turn results in different
throughput scaling behavior for both networks as explained in detail in Section III.
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In CoSKIPIL, in addition to the individual average transmission power and average total interference power
constraints, transmission powers of SUs are also limited by the feedback constraint in (1d). Hence, the transmission
powers of SUs are allocated according to the solution of the following optimization problem:
max
P(h,g)
Eh,g
[
log
(
1 + h
⊤P(h,g)
W
)]
subject to : (1b), (1c), (1d) and (1e)
.
The throughput in CoSKIPIL is given by:
RKIPIL (KN ) = E
[
log
(
X⋆KN (λN , µN )
)
1{X⋆KN (λN ,µN )≥1}
]
.
Again, the definition of X⋆KN (λN , µN ) is the same with the one given above, except with a slight change of
interpretation of the Lagrange multiplier λN in this network type.
Remark 1: Although, the same notations λN and µN are used to represent the Lagrange multipliers for different
network types, their association to the constraints will be clear from the context. In particular, λN will represent
the Lagrange multiplier associated with the total average transmission power constraint in CoSFTPIL and CoSKTPIL,
whereas it will represent the identical Lagrange multipliers associated with individual average transmission power
constraints in CoSFIPIL and CoSKIPIL in the remainder of the paper. Also, µN represents the Lagrange multiplier
associated with the average interference power constraint in all CoSs.
III. RESULTS AND DISCUSSIONS
In this section, we state the main asymptotic sum-rate scaling results of the paper along with numerical analysis
illustrating them for finite networks. We also discuss various insights about the derived sum-rate scaling results.
The proofs are relegated to the appendices for the sake of fluency of the paper. Our first result establishes the
scaling behavior for RFTPIL (N) and RKTPIL (KN ).
Theorem 1: Let KN grow to infinity at a rate KN = o (N). Then, the sum-rates RFTPIL (N) and RKTPIL (KN )
under CoSFTPIL and CoSKTPIL, respectively, scale according to
lim
N→∞
RKTPIL (KN )
log (log (KN ))
= lim
N→∞
RFTPIL (N)
log (log (N))
=
1
nh
.
Proof: Please see Appendix B.
In Appendix B, we give a detailed proof for Theorem 1 for CoSKTPIL, and only the key proof ideas for CoSFTPIL
are illustrated to avoid repetition. Theorem 1 indicates that the secondary network throughput scales double-
logarithmically under CoSFTPIL and CoSKTPIL with N and KN , respectively, when distributions of STPB and STSB
channel power gains belong to class C-distributions. Hence, for KN = N δ and δ ∈ (0, 1), the secondary network
throughput scaling behavior under CoSFTPIL and CoSKTPIL are the same. Since δ can be chosen arbitrarily close
to zero, this result implies that under K-SCG feedback protocol, the amount of feedback in the PSFL can be
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dramatically reduced while the secondary network still achieves the same scaling behavior as the one achieved by
the full-feedback protocol.
The dependence of multiuser diversity gains (MDGs) in CoSKTPIL on KN indicates that the STSB channel gains
are the major source of MDGs in TPIL networks. This is mainly because the Lagrange multipliers λN cannot
be made arbitrarily close to zero (see Lemma 5 in appendix B) in this case, and as a result, the asymptotic
behavior of max1≤i≤KN
hπ(i)
λN+µNgπ(i)
is primarily governed by the distribution of STSB channel gains. Larger KN
implies that more STPB channel gains are available at the SBS, and we observe a corresponding increase in the
MDG. Moreover, the Theorem 1 reveals that the secondary network sum-rate scaling behavior under CoSFTPIL and
CoSKTPIL is controlled by a pre-log factor of 1nh . To put it another way, the available degrees of freedom for the
cognitive multiple access channel in question reversely depends on the tail decay rate of the CDF of the STSB
channel power gains5. The pre-log factor is equal to 2c for the Weibull distributed STSB channel gains, and equal
to 1 for Rayleigh, Rician and Nakagami-m distributed STSB channel gains.
In Appendix B, we show that the Lagrange multipliers λN converge to 1Pave as N becomes large both in CoS
F
TPIL
and CoSKTPIL. This finding is helpful to study the second order effects of the average total power constraint Pave
on the secondary network throughput under CoSFTPIL and CoSKTPIL. Based on our analysis in Appendix B, we
characterize the second order effects of Pave and other fading parameters on the secondary network throughput
under CoSFTPIL for finite number of SUs by bounding RFTPIL (N) from above and below as
(1− ǫ) 1
nh
log log (N) + log (Pave) +
1
nh
log
(
1
βh
)
+O (1) ≤ RFTPIL (N) ≤
(1 + ǫ)
1
nh
log log (N) + log (Pave) +
1
nh
log
(
1
βh
)
+O (1) , (6)
for all ǫ > 0 and N large enough (i.e., see (24)). Therefore, an increase in Pave results in a corresponding
logarithmic increase in RFTPIL (N), implying that Pave has a logarithmic effect on RFTPIL (N). For a given a fading
model for STSB channel gains, the constant term 1nh log
(
1
βh
)
in (6) can be thought of being the second order
effect of the fading model on RFTPIL (N) for finitely many SUs. 1nh log
(
1
βh
)
is equal to log
(
1
Kf+1
)
for the Rician
distributed STSB channel gains, and equal to log
(
1
m
)
for the Nakagami-m distributed STSB channel gains. This
implies that for a fixed number of SUs, as the Rician factor Kf or the Nakagami-m parameter m increases, we
observe a logarithmic reduction in the secondary network throughput. The reason for this behavior is that STSB
channel gains become more deterministic as Kf or m increases, and as a result, the MDG drops since it depends
on the dynamic range of the CDF of the STSB channel gains.
For the Weibull distributed STSB channel gains, 1nh log
(
1
βh
)
is equal to log
(
1
Γ(1+ 2
c
)
)
, which first increases
and then decreases as the Weibull fading parameter c grows large. This behavior can be explained as follows. For
small values of c, the Weibull distribution is concentrated around zero, i.e., it is almost deterministic, whereas its
dynamic range expands as c increases. Thus, the second order term log
(
1
Γ(1+ 2
c
)
)
in sum-rate expression increases
5Note that for distribution functions belonging to the class C-distributions, n mainly controls their tail decay rates (see Definition 2.1).
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Fig. 2. Secondary network throughput scaling under CoSFTPIL (KN = N ) and CoSKTPIL (KN = N0.8) for different communication
environments (a)-(c). Secondary network throughput under CoSFTPIL as a function of the STSB-FM parameter for N = 50 (d). Pave and
Qave are set to 15dB and 0dB, respectively.
as c increases from zero. On the other hand, as c becomes large, after a certain point, the Weibull distribution starts
to concentrate around one, i.e., it becomes deterministic again, and as a result the second order term log
(
1
Γ(1+ 2
c
)
)
drops again. Finally, we note that Pave and STSB fading distribution parameters have the similar logarithmic second
order effects on the secondary network throughput under CoSKTPIL (i.e., see (23)).
Fig. 2(a)-(c) demonstrate the sum-rate scaling behavior of the secondary network under CoSFTPIL and CoSKTPIL as
a function of the number of SUs for different STSB-fading models (STSB-FMs) and STPB-fading models (STPB-
FMs). Pave and Qave are set to 15dB and 0dB, respectively. Similar qualitative behavior continues to hold for other
values of Pave and Qave. In Fig. 2(a)-(c), the curves with KN = N represent the secondary network sum-rate
under CoSFTPIL, and the curves with KN = N0.8 represent the secondary network sum-rate under CoSKTPIL.
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In Fig. 2(a) and Fig. 2(b), STSB and STPB channel gains are distributed according to Weibull and Nakagami-m
fading models, respectively. Weibull fading parameter, c, is set to 4 in Fig. 2(a) and to 1 in Fig. 2(b). In both
figures, Nakagami fading parameter m is set to 0.5. As Fig. 2(a) and Fig. 2(b) demonstrate, the sum-rate of the
secondary network under CoSFTPIL and CoSKTPIL scales according to 2c log log (N) when STSB channel gains are
Weibull distributed. That is, the scaling behavior is 0.5 log log (N) for c = 4 and 2 log log (N) for c = 1, which
is in accordance with the MDGs predicted by Theorem 1. Similar qualitative behavior continues to hold for other
values of m and c.
In Fig. 2(c), the Rayleigh fading model is used to model STSB channel variations, and the Weibull fading
model is used to model STPB channel variations. The Weibull fading parameter c is set to 1. As Fig. 2(c)
shows, secondary network throughput scales according to log log (N) when STSB channel gains are Rayleigh
distributed as predicted by Theorem 1. Similar qualitative behavior continues to hold for other values of c. In
particular, closeness of simulated data rates and 1nh log log (N)+ log (Pave)+
1
nh
log
(
1
βh
)
curves in Fig. 2 further
indicates the logarithmic effect of Pave as well as other second order effects of the STPB fading parameters on
the secondary network throughput under CoSFTPIL and CoSKTPIL. Furthermore, as Fig. 2(a)-(c) show, throughput
loss due to implementing the K-SCG feedback protocol is negligible, which indicates that the K-SCG feedback
protocol is an effective primary-secondary feedback reduction policy even for finitely many SUs.
Fig. 2(d) shows the second order effects of the fading parameters on the secondary network sum-rate under
CoSFTPIL for N = 50. In Fig. 2(d), STPB channel gains are Rayleigh distributed, whereas Weibull, Nakagami and
Rician fading models are considered for STSB channel gains. As the Rician fading parameter Kf or the Nakagami-
m fading parameter m becomes large, the STSB channel gains become more deterministic, and as a result the
secondary network throughput drops as predicted by our discussion above. As the Weibull fading parameter c
becomes large, the secondary network throughput first increases and then decreases, which is also in accordance
with our discussion above.
Remark 2: In Appendix A, we show that the concentration behavior of the extreme order statistic of an i.i.d.
sequence of random variables with the common CDF F (x), which does not have to have a closed form expression,
is characterized by the functional inverse of the function G(x) characterizing the tail behavior of F (x), i.e.,
limx→∞G(x) (1− F (x)) = 1. This is the key result used to establish the secondary network sum-rate scaling
under different CoSs.
Remark 3: In Appendix B, we show that the sum-rate of a primary multiple access network with a total power
constraint RTPL (N) scales according to limN→∞ RTPL(N)log log(N) =
1
nh
when the CDF of the channel gains belong to
the class C-distributions. This result is used to establish the upper bound on the secondary network sum-rate under
CoSFTPIL.
Our next theorem establishes an important convergence behavior for the total interference power at the PBS
under CoSKTPIL as the number of SUs grows large.
Theorem 2: Let IKN be the secondary network interference power at PBS under CoSKTPIL. For KN = o (N),
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limN→∞ IKN = 0 almost surely and limN→∞ E [IKN ] = 0.
Proof: Please see Appendix C.
In Appendix C, we give a detailed proof for the convergence of IKN to zero in mean, and then we use this
result to conclude the almost sure convergence of IKN to zero. These convergence results can be justified by the
fact that gKN :N , i.e., the largest STPB channel gain available at the SBS under the K-SCG feedback protocol,
converges to zero as N becomes large for KN = o (N). An important practical consequence of Theorems 1 and
2 is that for KN = N δ and δ ∈ (0, 1), the secondary network under CoSKTPIL achieves the optimal throughput
scaling behavior while the interference at the PBS becomes negligible as N grows large. To put it in other words,
the secondary network can co-exist with the primary network by virtually causing no interference, and yet still
achieving the optimal data rates.
It is also important to note that Theorem 2 implies the existence of a constant N0 such that for all N ≥ N0,
the average interference power constraint at the PBS cannot be satisfied with equality. Therefore, the Lagrange
multipliers associated with the average interference power constraint become zero for all N large enough, i.e.,
µN = 0 for all N ≥ N0. As a result, the SBS just requires the index set IKN = {i : i = π(j), 1 ≤ j ≤ KN}
to choose the SU with the best STSB channel gain for the optimum power allocation. From a practical point of
view, this phenomenon provides an extra reduction in the total feedback load required to achieve the optimum
throughput scaling for cognitive radio networks.
In Fig. 3, we depict the average interference power at the PBS under CoSKTPIL for KN = N0.5. Pave and Qave
are set to 15dB and 0dB, respectively. The STSB channel gains are distributed according to the Weibull fading
model with c = 1, and the STPB channel gains are Nakagami-m distributed with m = 0.5. As Fig. 3 shows, the
average interference power at the PBS under CoSKTPIL converges to zero when the number of SUs becomes large,
a behavior which was predicted by Theorem 2.
Our next theorem establishes the secondary network scaling behavior under CoSFIL and CoSKIL.
Theorem 3: Let RFIL (N) and RKIL (KN ) be the secondary network throughput under CoSFIL and CoSKIL for
0 < KN ≤ N , respectively. Then,
lim
N→∞
RFIL (N)
log (N)
= lim
N→∞
RKIL (KN )
log (N)
=
1
γg
.
Proof: Please see Appendix D.
Theorem 3 establishes the logarithmic scaling behavior for the secondary network sum-rate with N under CoSFIL
and CoSKIL when the CDFs of STPB and STSB channel gains belong to the class C-distributions. Theorem 3 also
indicates that the secondary network sum-rate scaling behavior under CoSKIL is independent of the scaling behavior
of KN with N . Hence, the optimal secondary network throughput scaling behavior in CoSKIL can be attained even
with KN = O (1). This is primarily because the STPB channel gains turn out to be the main source of MDGs in
IL networks since higi and
1
gi
have the similar tail behavior i.e., see Appendix D. Thus, the common CDF of the
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Fig. 3. The change of average interference power at the PBS with N under CoSKTPIL. KN = N0.5. Pave and Qave are set to 15dB and
0dB, respectively.
STPB channel gains characterizes the asymptotic behavior of maxi higi . As a result, scheduling the SU with the
smallest STPB channel gain for transmission does not change the sum-rate capacity scaling behavior up to a first
order. STSB channel gains only have a second order effect on the secondary network sum-rate.
Furthermore, Theorem 3 reveals that the secondary network throughput scaling under CoSFIL and CoSKIL is
controlled by a pre-log factor of 1γg that is determined from the behavior of the CDF of the STPB channel gains
around zero. The pre-log factor is equal to 2c ,
1
m and 1 for the Weibull, Nakagami-m and Rician-Kf distributed
STPB channel gains, respectively. The effect of γg on RFIL (N) and RKIL (KN ) has an engineering interpretation.
For a given fading model for the STPB channel gains, γg is a measure for the proximity of the STPB channel
power gains to zero. That is, small values of γg implies that the STPB channel gains take values close to zero with
high probability, and vice versa. Thus, as γg increases, the STPB channel gains become large, and consequently
SUs reduce their transmission powers in order to meet the average interference power constraint at the PBS. As a
result, the secondary network throughput decreases as γg becomes large.
In Appendix D, we show that the Lagrange multipliers µN converge to 1Qave in CoS
F
IL. This finding can be used
to study the effect of Qave on the secondary network sum-rate under CoSFIL. Based on our analysis in Appendix D,
we characterize the second order effects of Qave and fading parameters on the secondary network sum-rate under
CoSFIL for finite number of SUs by bounding RFIL (N) from below and above as
(1− ǫ) 1
γg
log (N) + log (Qave) +
1
γg
log (ηgE [h
γg ]) +O (1) ≤ RFIL (N) ≤
(1 + ǫ)
1
γg
log (N) + log (Qave) +
1
γg
log (ηgE [h
γg ]) +O (1) (7)
for all ǫ > 0 and N large enough (i.e., see (35)). Hence, an increase in Qave leads to a logarithmic increase in
RFIL (N), impliying that Qave has a logarithmic effect on RFIL (N). Furthermore, the second order effects of the
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STSB and STPB fading models on RFIL (N) can be thought to be embodied in 1γg log (ηgE [h
γg ]), where h is a
generic nonnegative random variable with CDF Fh(x). Since E [hγg ] term depends on both STPB and STSB fading
models, it is not possible to derive general insights about this term for arbitrary combinations of STSB-FMs and
STPB-FMs. Hence, we discuss the second order effects of the fading models on RFIL (N) when γg is one, i.e.,
Rayleigh or Rician distributed STPB channel gains. In this case, we have E [hγg ] = 1, and (7) suggests that for a
fixed number of SUs, RFIL (N) is predominantly affected by the parameters of the distribution of the STPB channel
gains rather than those of the STSB channel gains. For Rician distributed STPB channel gains, the resulting second
order term can be written as log
(
Kf+1
eKf
)
, which decreases with Kf . Note that larger Kf implies more power in
the line-of-sight component of the Rician fading, which, in turn, implies a larger interference power at the PBS.
Hence, SUs decrease their transmission powers to meet the average interference power constraint at the PBS, which
results in a reduction in the secondary network throughput.
Remark 4: Operating in the IL scenario does not necessary imply that the average transmit powers of SUs are
infinite. It is easy to show that when the distribution of STPB channel gains belong to class C-distributions with
γg > 1, the average transmit powers of SUs are finite.
We plot the sum-rate scaling behavior of the secondary network under CoSFIL and CoSKIL as a function of
the number of SUs for different STSB-FMs and STPB-FMs in Figs. 4(a)-(c). In these figures, the curves with
KN = N represent the secondary network sum-rate under CoSFIL, and the curves with KN = 1 represent the
secondary network sum-rate under CoSKIL. Qave is set to 0dB. Similar qualitative behavior continues to hold for
other values of Qave. In Fig. 4(a), STSB channel gains are distributed according to the Rician fading model with
Kf = 1, and STPB channel gains are distributed according to the Weibull fading model with c = 1.
Fig. 4(a) shows that the secondary network sum-rate scales according to 2c log (N) when STPB channel gains
are Weibull distributed; a behavior which was predicted by Theorem 3. In Fig. 4(b), STSB channel gains are
distributed according to the Rician fading model with Kf = 1, and STPB channel gains are distributed according
to the Nakagami-m fading model with m = 1.2. Fig. 4(b) reveals that the secondary network sum-rate scales
according to 1m log (N) when STPB channel gains are Nakagami-m distributed, which is in accordance with
Theorem 3. In Fig. 4(c), STSB channel gains are distributed according to the Nakagami-m fading model with
m = 0.5, and STPB channel gains are distributed according to the Rician fading model with Kf = 1. As Fig.
4(c) shows, the secondary network sum-rate scales according to log (N) when STPB channel gains are distributed
according to the Rician fading model as predicted by Theorem 3. Fig. 4(a)-(c) demonstrate that the sum-rate loss
due to implementing the K-SCG feedback protocol is within one nats per channel use when compared to the full-
feedback protocol, which signifies that the K-SCG feedback protocol is an effective primary-secondary feedback
reduction policy for interference limited cognitive radio networks.
Fig. 4(d) depicts the dependence of the secondary network sum-rate under CoSFIL and CoSKIL on γg in a CMAC
with N = 50. In this figure, the curves with KN = N represent the secondary network throughput under CoSFIL,
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Fig. 4. Secondary network throughput scaling under CoSFIL (KN = N ) and CoSKIL (KN = 1) for different communication environments
(a)-(c). Secondary network throughput under CoSFTPIL as a function of the STPB-FM parameter γg for N = 50 in different communication
environments (d). Qave is set to 0dB.
and the curves with KN = 1 represent the secondary network throughput under CoSKIL. STSB channel gains
are Rayleigh distributed, and STPB channel gains are Weibull and Nakagami-m distributed. In Fig. 4(d), as γg
increases, STPB channel gains become large, and SUs reduce their transmission powers to meet the interference
constraint. Thus, the secondary network throughput drops as discussed above.
The next theorem establishes the secondary network sum-rate scaling behavior under CoSFIPIL and CoSKIPIL. In
Appendix E, we give a detailed proof for this theorem.
Theorem 4: Let RFIPIL (N) and RKIPIL (KN ) be the secondary network throughput under CoSFIPIL and CoSKIPIL
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for 0 < KN ≤ N , respectively. Then,
lim
N→∞
RKIPIL (KN )
log (N)
= lim
N→∞
RFIPIL (N)
log (N)
= min
(
1,
1
γg
)
.
Proof: Please see Appendix E.
Theorem 4 establishes the logarithmic scaling behavior of the secondary network sum-rate under CoSFIPIL and
CoSKIPIL as a function of the number of SUs when the CDFs of STSB and STPB channel gains belong to class C-
distributions. For CoSKIPIL, the scaling behavior does not depend on the number of STPB channel gains available at
the SBS. Hence, even for KN = O (1), a secondary network under CoSKIPIL can achieve the same scaling behavior
as the one achieved under CoSFIPIL, which implies a tremendous reduction in the primary-secondary feedback load.
Theorem 4 also reveals the effect of parameters of the STPB fading model on the scaling behavior of RFIPIL (N)
and RKIPIL (KN ), which appears as the pre-log factor of min
(
1, 1γg
)
. This effect has the following interpretation.
For γg < 1, random STPB channel gains take values close to zero with high probability. As a result, the average
interference power constraint becomes increasingly looser, and the transmission powers of SUs become mainly
limited by the individual average power constraints, i.e., secondary network behaves as a primary MAC with
individual power constraints only. In Lemma 10 in Appendix E, we show that the sum-rate of a primary MAC
with individual power constraints RIPL (N) scales according to logN . Hence, the secondary network throughput
scales according to log (N) for γg < 1. For γg > 1, random STPB channel gains take large values away from zero
with high probability, when compared with the case of γg < 1. Thus, the average interference power constraint
becomes more stringent, and the secondary network behaves as an IL network. This leads to the result that the
secondary network throughput scales according to 1γg log (N) for γg > 1.
From a more heuristic perspective, the effect of the pre-log factor min
(
1, 1γg
)
has the following interpretation.
By removing the interference power constraint from an IPIL network, we obtain a primary MAC with individual
power constraints whose sum-rate RIPL (N) can be shown to scale according to log (N). On the other hand, by
removing the individual power constraints from an IPIL network, we obtain an IL network whose throughput
RFIL (N) can be shown to scale according to 1γg log (N). Thus, R
F
IPIL (N) is upper bounded by both RFIL (N) and
RIPL (N). Depending on the value of γg , one of the upper bounds bites. That is, for γg < 1, RIPL (N) bound is
tighter than RFIL (N), and as a result the secondary network throughput scales according to log (N). For γg > 1,
RFIL (N) bound is tighter than RIPL (N), and the secondary network throughput scales according to 1γg log (N). It
should be noted these arguments can only provide us with an upper bound. More analysis is needed to establish
the lower bounds with the same scaling behavior, i.e., see Appendix E.
We demonstrate the sum-rate scaling behavior of the secondary network under CoSFIPIL and CoSKIPIL as a function
of the number of SUs in Fig. 5. In this figure, the curves with KN = N represent the secondary network sum-rate
under CoSFIPIL, and the curves with KN = 1 represent the secondary network sum-rate under CoSKIPIL. Pave and
Qave are set to 15dB and 0dB, respectively. Similar qualitative behavior continues to hold for other values of Pave
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Fig. 5. Secondary network throughput scaling under CoSFIPIL (KN = N ) and CoSKIPIL (KN = 1) for different communication environments.
Pave and Qave are set to 15dB and 0dB, respectively.
and Qave. Fig. 5(a) illustrates the secondary network throughput scaling when STSB channel gains are distributed
according to the Rayleigh fading model, and STPB channel gains are distributed according to the Weibull fading
model with c = 1.5. Fig. 5(a) indicates that the throughput of the secondary network scales according to log (N)
for c ≤ 2 as predicted by Theorem 3. The log (N)+log (Pave) curve represents the scaling behavior of the primary
multiple access channel with individual power constraints obtained by removing the interference power constraint
from the original IPIL network. Closeness of this curve to our simulated data rates confirms that an IPIL network
behaves similar to a primary MAC with individual power constraints for γg < 1.
Fig. 5(b) represents the secondary network sum-rate when STSB channel gains are distributed according to
the Rayleigh fading model, and STPB channel gains are distributed according to the Weibull fading model with
c = 2.5. As this figure shows, the secondary network throughput scales according to 2c log (N) in accordance with
the MDGs predicted by Theorem 4. In Fig. 5(b), the 0.8 log (N)+ 1γg log (ηgE [hγg ]) curve quantifies the sum-rate
scaling behavior of the IL network obtained by removing the individual power constraints from the original IPIL
network. Closeness of this curve to our simulated data rates confirms that an IPIL network behaves similar to an
IL network for γg > 1. Finally, Figs. 4(a)-(b) show that the throughput loss arising from implementing the K-SCG
feedback protocol is within one nats per channel use again when compared to the full-feedback protocol, which
signifies that the K-SCG feedback protocol is an effective primary-secondary feedback reduction policy in this
case, too.
IV. CONCLUSION
In this paper, we have analyzed the secondary network sum-rate scaling behavior for cognitive radio multiple
access channels in feedback limited communication scenarios. To this end, we have first introduced an efficient
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primary-secondary feedback protocol called the K-smallest channel gains (K-SCGs) feedback protocol in which
the PBS feeds back the KN smallest STPB channel gains to the SBS (out of N STPB channel gains). The
effect of the K-SCG feedback protocol on the secondary network sum-rate scaling behavior has been studied
for three different network types when the transmission powers of secondary users (SUs) are optimally allocated.
The network types considered are the total-power-and-interference-limited (TPIL), interference-limited (IL) and
individual-power-and-interference-limited (IPIL) networks. In TPIL networks, transmit powers of SUs are limited
by an average total power constraint as well as a constraint on the average total interference power that they cause
to the PBS. On the other hand, transmit powers of SUs are limited by a constraint only on the average total
interference power at the PBS for IL networks. In the case of IPIL networks, transmit powers of SUs are limited
by individual average power constraints as well as a constraint on the average total interference power at the PBS.
For each network type considered, we have derived a sufficient condition on KN such that the K-SCG feedback
protocol is asymptotically optimal. It has been shown that for KN = N δ with δ ∈ (0, 1), the K-SCG feedback
protocol is asymptotically optimal in TPIL networks, i.e., the secondary network sum-rate under K-SCG and full-
feedback protocols scales according to 1nh log log (N), where nh is a parameter obtained from the distribution of
the STSB channel power gains and N is the number of SUs. In TPIL networks, it has also been shown that for KN
growing to infinity at a rate KN = o (N), the interference power at the PBS converges to zero almost surely and
in mean as N becomes large. Once this happens, the secondary network just requires the indices of SUs having
the KN smallest STSB channel gains for the jointly optimal power allocation and scheduling as N becomes large.
For IL networks, It has been shown that having KN = O (1) is enough for the asymptotical optimality of the K-
SCG feedback protocol. In this case, the secondary network sum-rate under K-SCG and full-feedback protocols
scales according to 1γg log (N) , where γg is a parameter controlling the decay rate of the CDF of the STPB
channel gains around zero. KN = O (1) is also enough for the asymptotical optimality of the K-SCG for IPIL
networks. In this case, the secondary network sum-rate under K-SCG and full-feedback protocols scales according
to min
(
1, 1γg
)
log (N).
APPENDIX A
ASYMPTOTIC BEHAVIOR OF EXTREME ORDER STATISTICS
In this appendix, we study the concentration behavior of the extreme order statistic of a sequence of i.i.d.
random variables as the number of elements in the sequence grows large. Later, this result will play a central role
in deriving the cognitive radio throughput scaling behavior in different communication scenarios. To this end, let
{Yi}Ni=1 be a sequence of i.i.d random variables with a common probability distribution function F (x). We assume
that limx→∞ F (x) = 1, F (x) < 1 for x < ∞, and there exists x0 < ∞ such that F (x1) < F (x2) whenever
x0 < x1 < x2 < ∞. We call a CDF possessing these properties an eventually increasing CDF. Let G(x) be a
function such that limx→∞G(x) (1− F (x)) = 1. We say G(x) characterizes the tail behavior of F (x). Without
loss of generality, we assume that G(x) : (C,∞) 7→ R+, and G(x) is strictly increasing on (C,∞). Note that G(x)
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is invertible, and we denote its functional inverse as G−1(x).1 Let Y ⋆N be the extreme order statistic of {Yi}Ni=1,
i.e., Y ⋆N = max1≤i≤N Yi. Let F
⋆
N (x) be the CDF of Y ⋆N .
The next lemma establishes an important concentration property for Y ⋆N . This result will be used to study the
convergence behavior of Y ⋆N . It also shows that the asymptotic behavior of Y ⋆N is characterized by G(x) as N
tends to infinity. Note that the class of eventually increasing distributions covers the class C distributions.
Lemma 2: Let {Yi}Ni=1 be a sequence of i.i.d. random variables with an eventually increasing common CDF
F (x) whose tail behavior is characterized by G(x). Also, let Y ⋆N = max1≤i≤N Yi. Then, for any ǫ belonging to
(0, 1), we have
lim
N→∞
Pr
{
G−1
(
N1−ǫ
)
< Y ⋆N ≤ G−1
(
N1+ǫ
)}
= 1. (8)
Proof: For x large enough, we can express F ⋆N (x) as F ⋆N (x) = e−NΘ
(
−1
G(x)
)
since limx→∞G(x) (1− F (x)) =
1. By using this expression for F ⋆N (x), we have:
Pr
{
Y ⋆N ≤ G−1
(
N1+ǫ
)}
= e−NΘ(
1
N1+ǫ
)
= 1−Θ
(
1
N ǫ
)
, (9)
and
Pr
{
Y ⋆N ≤ G−1
(
N1−ǫ
)}
= e−NΘ(
1
N1−ǫ
)
= e−Θ(N
ǫ). (10)
for all ǫ ∈ (0, 1) and N large enough. Therefore, we have
Pr
{
G−1
(
N1−ǫ
)
< Y ⋆N ≤ G−1
(
N1+ǫ
)}
= 1−Θ
(
1
N ǫ
)
, (11)
which implies that Y ⋆N lies in
[
G−1
(
N1−ǫ
)
, G−1
(
N1+ǫ
)]
with probability approaching 1 as N grows large.
APPENDIX B
THROUGHPUT SCALING IN TOTAL-POWER-AND-INTERFERENCE-LIMITED SCENARIO
In this appendix, without loss of generality, we establish the throughput scaling behaviour of TPIL networks when
the interference plus noise power is equal to 1. The asymptotic behavior of RFTPIL (N) and RKTPIL (KN ) depends
on the asymptotic behavior of X⋆N (λN , µN ) = max
1≤i≤N
hi
λN+µNgi
and X⋆KN (λN , µN ) = max1≤i≤KN
hπ(i)
λN+µNgπ(i)
as a
function of N , respectively. Since Lagrange multipliers λN and µN , which can be different for different commu-
nication scenarios, vary with N ,
{
hi
λN+µNgi
}N
i=1
and
{
hπ(i)
λN+µNgπ(i)
}KN
i=1
form triangular arrays of random variables.
This complicates the analysis to some extent. Hence, to simplify our analysis, we start with the characterization of
1Since F (x) is eventually increasing, G(x) is also eventually increasing and tends to infinity as x tends to infinity. Thus, we can find a
large positive constant C such that G(x) is strictly increasing on (C,∞), and G(x) is invertible on this interval.
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the asymptotic behavior of X⋆N (λ, µ) and X⋆KN (λ, µ) for some fixed non-negative real numbers λ and µ. Then,
we use this result to obtain the asymptotic behavior of RFTPIL (N) and RKTPIL (KN ) for large values of N .
The next three assisting lemmas play a key role in the proof Theorem 1. Recall that all distribution functions
belong to the class C distributions, and therefore, the various parameters such as α, l, β, n,H(x), γ and η appearing
in our analysis below are as defined in Definition 2.1. For specific channel models, they are given in Table II.
Let R˜ (N,λ, µ) = E
[
log (X⋆N (λ, µ)) 1{X⋆N (λ,µ)≥1}
]
. In the next lemma, we establish the asymptotic behavior of
R˜ (N,λ, 0), which will be helpful in upper bounding the sum-rate in CoSFTPIL.
Lemma 3: For λ > 0, limN→∞ R˜(N,λ,0)
log
(
1
λ
(
1
βh
log(αhN)
) 1
nh
) = 1.
Proof: Let X˜⋆N (λ, 0) = log(X
⋆
N (λ,0))
log
(
1
λ
(
1
βh
log(αhN)
) 1
nh
)1{X⋆N (λ,0)≥1}. Hence, to show the desired result, it is enough
to show limN→∞ E
[
X˜⋆N (λ, 0)
]
= 1. Note that X⋆N (λ, 0) =
1
λh
⋆
N , where h⋆N = max1≤i≤N hi. Recall Fh(x) is
the probability distribution function common to all hi, 1 ≤ i ≤ N . From (2.1), the tail behavior of Fh(x) is
characterized as G(x) = x−lhαh e
βhxnh−H(x)
. Hence, we can write G−1 (x) =
(
1
βh
log(αhx)
1− lh log(G−1(x))+H(G−1(x))
β(G−1(x))nh
) 1
nh
. Note
that 1− lh log(G−1(x))+H(G−1(x))βh(G−1(x))nh = 1− o (1). Thus, G−1 (x) =
(
1
βh
log (αhx)
) 1
nh (1 + o (1)). Using Lemma 2, we
have
Pr
{
G−1
(
α−ǫh N
1−ǫ) < h⋆N ≤ G−1 (αǫhN1+ǫ)}
= Pr
{(
1
βh
log (αhN)
) 1
nh
(1− ǫ) 1n (1 + o (1)) < h⋆N ≤
(
1
βh
log (αhN)
) 1
nh
(1 + ǫ)
1
n (1 + o (1))
}
= 1−Θ
(
1
N ǫ
)
(12)
for N large enough. This final result implies that X˜⋆N (λ, 0)
i.p.−−→ 1 as N goes to infinity, where i.p. stands for in
probability.
Since convergence in probability does not alway imply convergence in mean, we need to prove that
{
X˜⋆N (λ, 0)
}∞
N=1
is a uniformly integrable collection of random variables, or equivalently limC→∞ supN≥1 E
[
X˜⋆N (λ, 0) 1{X˜⋆N (λ,0)>C}
]
=
0, to conclude the proof [25]. To prove uniform integrability of
{
X˜⋆N (λ, 0)
}∞
N=1
, it is enough to prove that the
collection of random variables
{
X˜⋆N (λ, 0)
}
N≥N0
is uniformly integrable for some finite positive integer N0 [26].
To this end, we will show that for any given ǫ1, ǫ2 and ǫ3 satisfying ǫ1 > 0, 0 < ǫ2 < βh and ǫ3 > 0, we can find
large enough positive constants N0 and C0 such that
sup
N≥N0
E
[
X˜⋆N (λ, 0) 1{X˜⋆N (λ,0)>C}
]
≤ (1 + ǫ1) (1 + ǫ3)αN0λl
CBlCN0
e(β−ǫ2)λnBnCN0
∞∑
i=0
(i+ 2)BiClN0
eB
niC
N0
(13)
for all C greater than C0, where BN = 1λ
(
1
βh
log (αhN)
) 1
nh
. Observe that
∑∞
i=0
(i+2)BiClN0
eB
niC
N0
is a convergent series for
N0 large enough. Thus, lim
C→∞
sup
N≥N0
E
[
X˜⋆N (λ, 0) 1{X˜⋆N (λ,0)>C}
]
= 0, which implies
{
X˜⋆N (λ, 0)
}∞
N=1
is uniformly
integrable. The rest of the proof is devoted to show that (13) holds.
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For C > 0, E
[
X˜⋆N (λ, 0) 1{X˜⋆N (λ,0)>C}
]
can be upper bounded as
E
[
X˜⋆N (λ, 0) 1{X˜⋆N (λ,0)>C}
]
≤
∞∑
i=1
(i+ 1)CPr
{
iC < X˜⋆N (λ, 0) ≤ (i+ 1)C
}
≤
∞∑
i=1
(i+ 1)CPr
{
λBiCN < h
⋆
N
}
. (14)
For any given ǫ1 > 0, < ǫ2 < βh, ǫ3 > 0 and N large enough, Pr
{
λBiCN < h
⋆
N
}
can be upper bounded as
Pr
{
λBiCN < h
⋆
N
}
= 1− FNh
(
λBiCN
)
(a)
≤ 1− eN log
(
1− (1+ǫ1)αh(λB
iC
N )
lh
e
βh(λBiCN )
nh−H(λBiCN )
)
(b)
≤ 1− eN log
(
1− (1+ǫ1)αh(λB
iC
N )
lh
e
(βh−ǫ2)(λBiCN )
nh
)
(c)
≤ 1− e−(1+ǫ1)(1+ǫ3)
αhN(λBiCN )
lh
e
(βh−ǫ2)(λBiCN )
nh
(d)
≤ (1 + ǫ1) (1 + ǫ3)
αhN
(
λBiCN
)lh
e(βh−ǫ2)(λBiCN )
nh
,
where (a) follows from the fact that for all ǫ1 > 0 and x large enough, Fh(x) can be lower bounded as Fh(x) ≥
1− (1+ǫ1)αxlh
eβhx
nh−H(x) by Definition 2.1, (b) follows from the fact that for all ǫ2 ∈ (0, β) and x large enough, H (x) can
be upper bounded as H (x) < ǫ2xnh since H (x) = o (xnh), (c) follows from the fact that for all ǫ3 > 0 and x > 0
close enough to zero, log (1− x) can be lower bounded as log (1− x) ≥ − (1 + ǫ3)x since limx↓0 log(1−x)x = −1,
and finally (d) follows form the fact that e−x ≥ 1− x for x ≥ 0. Thus, for all ǫ1 > 0, < ǫ2 < βh, ǫ3 > 0 and N
large enough, E
[
X˜⋆N (λ, 0) 1{X˜⋆N (λ,0)>C}
]
can be upper bounded as
E
[
X˜⋆N (λ, 0) 1{X˜⋆N (λ,0)>C}
]
≤
∞∑
i=1
(i+ 1)C (1 + ǫ1) (1 + ǫ3)
αhN
(
λBiCN
)lh
e(βh−ǫ2)(λBiCN )
nh
.
Now, we show that there exist large enough positive constants N0 and C0 such that N(λB
iC
N )
lh
e(βh−ǫ2)(λB
iC
N )
nh is a decreasing
function of N for N ≥ N0 whenever C is fixed but larger than C0. By considering N as a positive real number
with a slight abuse of notation, the first derivative of N(λB
iC
N )
lh
e(βh−ǫ2)(λB
iC
N )
nh with respect to N can be obtained as
∂
∂N
N
(
λBiCN
)ln
e(βh−ǫ2)(λBiCN )
nh
=
iCB
(iC−1)nh
N
(
λBiCN
)lh
e(βh−ǫ2)(λBiCN )
nh
(
1
iCB
(iC−1)nh
N
+
l
nhλnhβhB
iCnh
N
− (βh − ǫ2)
βh
)
.
This final equation implies that we can find large enough positive constants C0 and N0 such that BN0 > 1 and
1
CB
(iC−1)nh
N
+ l
nhλnhβB
iCnh
N
− (βh−ǫ2)βh < 0 for C ≥ C0, N ≥ N0 and i ∈ N. Finally, we have
sup
N≥N0
E
[
X˜⋆N (λ, 0) 1{X˜⋆N (λ,0)>C}
]
≤ sup
N≥N0
∞∑
i=1
(i+ 1)C (1 + ǫ1) (1 + ǫ3)
αhN
(
λBiCN
)lh
e(βh−ǫ2)(λBiCN )
nh
(a)
=
∞∑
i=1
(i+ 1)C (1 + ǫ1) (1 + ǫ3)
αhN0
(
λBiCN0
)lh
e(βh−ǫ2)(λBiCN0)
nh
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= C (1 + ǫ1) (1 + ǫ3)αhN0λ
lhBClhN0
∞∑
i=0
(i+ 2)BiClhN0
e(βh−ǫ2)λnhB
iCnh
N0 B
Cnh
N0
(b)
≤ (1 + ǫ1) (1 + ǫ3)αhN0λlh
CBClhN0
e(βh−ǫ2)λnhB
Cnh
N0
∞∑
i=0
(i+ 2)BiClhN0
eB
iCnh
N0
, (15)
where (a) follows from the fact that N(λBiCN )lh
e(βh−ǫ2)(λB
iC
N )
nh is decreasing with N for N ≥ N0 and C ≥ C0, and (b)
follows from the fact that BiCnhN0 B
Cnh
N0 ≥ BCnhN0 +BiCnhN0 for N0 large enough, which completes the proof.
The next lemma will assist us to upper and lower lower bound the sum-rate in CoSKTPIL.
Lemma 4: For λ > 0, µ > 0 and KN growing to infinity at a rate KN = o (N), we have
lim
N→∞
R˜ (KN , λ, µ)
log
(
1
λ
(
1
βh
log (αhKN )
) 1
nh
) = 1.
Proof: Let X˜⋆KN (λ, µ) =
log(X⋆KN (λh,µ))
log
(
1
λh
(
1
βh
log(αhKN )
) 1
nh
)1{X⋆KN (λ,µ)≥1}. First, we show that X˜⋆KN (λ, µ)
i.p.−−→ 1 as
N grows large. To this end, we will show that gπ(KN ) converges to zero in probability. The CDF of the KN th
smallest value for the collection of random variables {gi}Ni=1, which we denote as F (KN )g (x), is given by
F (KN )g (x) =
∫ Fg(x)
0
xKN−1(1− x)N−KN
B (KN , N −KN + 1)dx, (16)
where B(a, b) =
∫ 1
0 t
a−1(1− t)b−1dt is the beta function [22], and Fg(x) is the CDF common to all gi, 1 ≤ i ≤ N .
We define zKN as zKN = Fg
(
gπ(KN )
)
. Using (16), the CDF of zKN , which we denote as FzKN (x), is given as
FzKN (x) = Pr {zKN ≤ x}
(a)
= Pr
{
gKN :N ≤ F−1g (x)
}
=
∫ x
0
xKN−1(1− x)N−KN
B (KN , N −KN + 1)dx, (17)
where (a) follows from the fact that Fg(x) is invertible and monotone increasing for x > 0 and gπ(KN ) = gKN :N .
Note that the random variable X is said to be Beta distributed with parameters v and w if its CDF is given by
FX (x) =
∫ x
0
tv−1(1−t)w−1
B(v,w) dt. Thus, zKN is indeed a Beta distributed random variable with parameters KN and
N −KN +1. Using the fact that zKN is Beta distributed, we can upper bound the tail probability Pr
{
gπ(KN ) > ǫ
}
of gπ(KN ) for all ǫ > 0 as
Pr
{
gπ(KN ) > ǫ
}
= Pr
{
Fg
(
gπ(KN )
)
> F (ǫ)
}
= Pr {zKN > F (ǫ)}
(a)
≤ E [zKN ]
F (ǫ)
(b)
=
KN
F (ǫ) (N + 1)
, (18)
where (a) follows from the Markov inequality, and (b) follows from the formula E [zKN ] = KNN+1 for the mean
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value of Beta distributed random variables [24]. This implies gπ(KN )
i.p.−−→ 0 as N grows large. We will use this
convergence property of gπ(KN ) while we obtain a tight lower bound for X⋆KN (λ, µ), hence for X˜
⋆
KN
(λ, µ), below.
We note that the collection of random variables
{
hπ(i)
}KN
i=1
are i.i.d. with the common distribution Fh (x) because
h and g are independent, and our selection criterion depends on g. Since gπ(KN ) is the largest value in
{
gπ(i)
}KN
i=1
,
X⋆KN (λ, µ) can be lower bounded as max1≤i≤KN
hπ(i)
λ+µgπ(KN )
≤ X⋆KN (λ, µ). Therefore, we obtain the following upper
and lower bounds for X⋆KN (λ, µ):
h⋆KN
λ+ µgπ(KN )
≤ X⋆KN (λ, µ) ≤
h⋆KN
λ
, (19)
where h⋆KN = max1≤i≤KN hπ(i). From continuous mapping theorem [25], we have 11+µ
λ
g
π(KN )
i.p.−−→ 1 as N grows
large, which implies
1
1+
µ
λ
g
π(KN )
h⋆
KN
λ
1
λ
(
1
βh
log(αhKN)
) 1
nh
i.p.−−→ 1 as N grows large by using Lemma 3. Thus, X
⋆
KN
(λ,µ)
1
λ
(
1
βh
log(αhKN )
) 1
nh
converges to 1 in probability, which, in turn, implies the convergence of X˜⋆KN (λ, µ) to 1 in probability. The proof
of uniform integrability is similar to that in Lemma 3.
In the next lemma, we establish an important convergence property for the Lagrange multiplier λN as N grows
large. This result will be used to obtain lower and upper bounds for the sum-rate in CoSKTPIL and to show the
logarithmic effect of Pave on the secondary network throughput under CoSKTPIL.
Lemma 5: Let λN be the Lagrange multiplier corresponding to the average total transmit power constraint in
CoSKTPIL. Then, limN→∞ λN = 1Pave .
Proof: First, we show that lim infN→∞ λN > 0 by contradiction. Assume that lim infN→∞ λN = 0. This
means that, for any given ǫ > 0, we can find a subsequence {Nj}∞j=1 such that λNj ≤ ǫ for Nj large enough.
Recall P ⋆i⋆KN ,KN (h, g) =
(
1
λN+µNgi⋆
KN
− 1hi⋆
KN
)+
, where i⋆KN = π
(
arg max
1≤i≤KN
hπ(i)
λN+µNgπ(i)
)
. The average total
transmit power of the secondary network for Nj large enough can be lower bounded as
E
[
P ⋆i⋆KNj ,KNj
(h, g)
]
(a)
≥ E




h⋆KNj
λNj+µNj gπ(KNj )
− 1
h⋆KNj


+

= E
[(
1
λNj + µNjgπ(KNj )
− 1
h⋆KNj
)+]
≥ E
[(
1
ǫ+ µNjgπ(KNj )
− 1
h⋆KNj
)+]
, (20)
where h⋆KNj = max1≤i≤KNj hπ(i) and (a) follows from the inequality that gπ(i) ≤ gπ(KNj ) for all i ∈
{
1, . . . ,KNj
}
.
Note that the Lagrange multiplier for the average interference power can be upper bounded as µN ≤ 1Qave for all
N , and also 1h⋆KNj
i.p−→ 0 as Nj grows large. Therefore,
(
1
ǫ+µNj gπ(KNj )
− 1h⋆KNj
)+
i.p−→ 1ǫ as Nj goes to infinity.
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Applying Fatou’s Lemma to, we have
lim inf
Nj→∞
E
[(
1
λNj + µNjgi⋆KNj
− 1
hi⋆KNj
)+]
≥ lim inf
Nj→∞
E
[(
1
ǫ+ µNjgπ(KNj )
− 1
h⋆KNj
)+]
≥ 1
ǫ
.
This implies that the average total transmit power constraint will be violated when Nj is large enough if we choose
ǫ sufficiently small. Thus, we conclude that lim infN→∞ λN > 0.
Now, we will conclude the proof by using the fact that λN cannot be arbitrarily close to zero. The average
total transmit power constraint can be written as Pave = E
[(
1
λN+µNgi⋆
KN
− 1hi⋆
KN
)+]
. This implies λN ≤ 1Pave
for all N , and hence lim supN→∞ λN ≤ 1Pave . Following similar steps that we used to drive (20), λN can be
lower bounded as λN ≥ 1PaveE
[(
1
1+
µN
λN
g
π(KN )
− λNh⋆KN
)+]
. Since lim infN→∞ λN > 0 and µN ≤ 1Qave , we have
1
1+
µN
λN
g
π(KN )
i.p.−−→ 1 as N goes to infinity (i.e., see the proof of Lemma 4 for the convergence of gπ(KN ) to 0 in
probability). We also have λNh⋆KN
i.p.−−→ 0 as N goes to infinity because λN ≤ 1Pave . Thus,
(
1
1+
µN
λN
g
π(KN )
− λNh⋆KN
)+
converges to 1 in probability. Applying Fatou’s Lemma, we have
lim inf
N→∞
λN ≥ 1
Pave
lim inf
N→∞
E
[(
1
1 + µNλN gπ(KN )
− 1
h⋆KN
)+]
≥ 1
Pave
, (21)
which completes the proof.
A. Proof of Throughput Scaling in CoSKTPIL
We first note that R˜ (KN , λ, µ) is a decreasing function of λ and µ. Thus, for any given ǫ > 0, we can find a
constant N0 large enough such that RKTPIL (KN ) can be upper and lower bounded as
R˜
(
KN ,
1 + ǫ
Pave
,
1
Qave
)
≤ RKTPIL (KN ) ≤ R˜
(
KN ,
1− ǫ
Pave
, 0
)
(22)
for all N ≥ N0 since λN converges to 1Pave by Lemma 5 and µN ≤ 1Qave . Using Lemma 4, for any given ǫ > 0
and N large enough, RKTPIL (KN ) can be further upper and lower bounded as
(1− ǫ)
[
log
(
Pave
1 + ǫ
)
+
1
nh
log
(
1
βh
log (αhKN )
)]
≤ RKTPIL (KN ) ≤ (1 + ǫ)
[
log
(
Pave
1− ǫ
)
+
1
nh
log
(
1
βh
log (αhKN )
)]
, (23)
which implies
lim
N→∞
RKTPIL (KN )
log (log (KN ))
=
1
nh
.
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B. Proof of Throughput Scaling in CoSFTPIL
Consider a secondary network under CoSFTPIL with a total average transmit power constraint Pave, total average
interference power constraint Qave and N SUs. By removing the average interference power constraint, we obtain
a primary MAC network with a total average transmit power constraint Pave. Hence, the sum-rate in CoSFTPIL can
be upper bounded by the sum-rate RTPL (N) of the primary MAC network with the same total average transmit
power constraint, i.e., RFTPIL (N) ≤ RTPL (N). In the next lemma, we establish the asymptotic scaling behavior
of RTPL (N), which will also serve as an upper bound for RFTPIL (N).
Lemma 6: RTPL (N) scales according to limN→∞ RTPL(N)log log(N) =
1
nh
. Furthermore, for any given ǫ > 0, there
exists a constant N0 large enough such that
(1− ǫ)
[
log
(
Pave
1 + ǫ
)
+
1
nh
log
(
1
βh
log (αhN)
)]
≤ RTPL (N) ≤ (1 + ǫ)
[
log
(
Pave
1− ǫ
)
+
1
nh
log
(
1
βh
log (αhN)
)]
for all N ≥ N0.
Proof: Since the proof is similar to the analysis given above, we skip it to avoid repetitions.
The proof of throughput scaling in CoSFTPIL is completed if we obtain a lower bound for RFTPIL (N) that also
scales according to 1nh log log (N) as N grows large. To this end, we observe that R
K
TPIL (KN ) serves as a lower
bound for RFTPIL (N) since more information is available at the SBS to perform power control and user scheduling
under CoSFTPIL. Thus, for any given ǫ > 0, 0 < δ < 1 and N large enough, we have
(1− ǫ)
[
log
(
Pave
1 + ǫ
)
+
1
nh
log
(
1
βh
log
(
αhN
δ
))]
≤ RFTPIL (N) ≤ (1 + ǫ)
[
log
(
Pave
1− ǫ
)
+
1
nh
log
(
1
βh
log (αhN)
)]
, (24)
which implies
lim
N→∞
RFTPIL (N)
log (log (N))
=
1
nh
. (25)
APPENDIX C
SCALING BEHAVIOR OF INTERFERENCE IN TOTAL-POWER-AND-INTERFERENCE-LIMITED SCENARIO
Since IKN is a positive random variable, it is enough to show that limN→∞ E [IKN ] = 0 for KN increasing to
infinity at a rate KN = o (N) as N goes to infinity. We can upper bound IKN as
IKN = gi⋆KNP
⋆
i⋆KN ,KN
(h, g)
= gi⋆KN
(
1
λN + µNgi⋆KN
− 1
hi⋆KN
)+
≤ gKN :N
λN
.
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Hence, using the fact that lim infN→∞ λN > 0, it is enough to show that limN→∞ E [gKN :N ] = 0. To this end, for
any given ǫ > 0, we can upper bound E [gKN :N ] as
E [gKN :N ] = E
[
gKN :N1{gK:N<ǫ}
]
+ E
[
gKN :N1{ǫ≤gK:N<N}
]
+
∞∑
i=1
E
[
gKN :N1{N i≤gK:N<N i+1}
]
≤ ǫ+NPr {gKN :N ≥ ǫ}+
∞∑
i=1
N i+1Pr
{
gKN :N ≥ N i
}
. (26)
Below, we will show that Pr {gKN :N ≥ ǫ} and Pr
{
gKN :N ≥ N i
}
can be asymptotically bounded as Pr {gKN :N ≥ ǫ} ≤
e−Θ(N) and Pr
{
gKN :N ≥ N i
} ≤ e−Θ(N in+1). Assuming for a while that these asymptotic bounds hold, E [gKN :N ]
can be upper bounded as
E [gKN :N ] ≤ ǫ+Ne−Θ(N) +
∞∑
i=1
N i+1e−Θ(N
in+1)
≤ ǫ+Ne−Θ(N) +Ne−N
∞∑
i=1
N ie−Θ(N
in),
which implies lim supN→∞ E [gKN :N ] = 0 and completes the proof.
Now, we derive the aforementioned asymptotic expansions for Pr {gKN :N ≥ ǫ} and Pr
{
gKN :N ≥ N i
}
. Note
that Pr {gKN :N ≤ x} =
∑N
i=KN
(N
i
)
F ig (x) (1− Fg (x))N−i [22]. Therefore, for all x > 0 and N large enough,
Pr {gKN :N ≥ x} can be upper bounded as
Pr {gKN :N ≥ x} =
KN−1∑
i=0
(
N
i
)
F ig (x) (1− Fg (x))N−i
(a)
≤ KN
(
N
KN
)
(1− Fg (x))N−KN
(b)
≤ KN
√
N
πKN (N −KN )2
NHb(KNN ) (1− Fg (x))N−KN
≤ N2NHb(KNN ) (1− Fg (x))N−KN , (27)
where (a) follows from the fact that KN < (N + 1)Fg (x)− 1 for x > 0 and N large enough6, (b) follows from(
N
KN
) ≤ 2NHb(KNN )√ NπKN (N−KN) for KN /∈ {0, N}, where Hb(·) is the binary entropy function [29]. Using (27),
Pr {gKN :N ≥ ǫ} can be upper bounded as
Pr {gKN :N ≥ ǫ} ≤ N2NHb(
KN
N
) (1− Fg (ǫ))N−KN
= eN((1−
KN
N
) log(1−Fg(ǫ))+Hb(KNN ) log(2)+
log(N)
N
)
= eΘ(−N). (28)
6Let b (k;n, p) be the Binomial function with parameters n ∈ N and p ∈ (0, 1), which is defined as b (k;n, p) =
(
n
k
)
pk (1− p)n−k.
Then, b (k;n, p) first increases, and then decreases as a function of k, reaching its maximum at k = m⋆, where m⋆ is an integer such that
(n+ 1) p− 1 < m⋆ ≤ (n+ 1) p. If (n+ 1) p is an integer, then m⋆ = (n+ 1) p, and b (m⋆ − 1;n, p) = b (m⋆;n, p) [30].
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Similarly, for any given ǫ > 0 and N large enough, Pr
{
gKN :N ≥ N i
}
can be upper bounded as
Pr
{
gKN :N ≥ N i
} ≤ N2NHb(KNN ) (1− Fg (N i))N−KN
≤ N2NHb(KNN )
(
(1 + ǫ)αhN
ilhe−βhN
inh+H(N i)
)N−KN
= e(log(N)+NHb(
KN
N
) log(2)+(N−KN )(log(1+ǫ)+log(αhN ilh )−βhN inh+H(N i)))
= e
N inh+1
(
(1−KN
N
)
(
−βh+
log(1+ǫ)+log(αhNilh)+H(Ni)
Ninh
)
+
log(N)+NHb(KNN ) log(2)
Ninh+1
)
= eΘ(−N
in+1). (29)
APPENDIX D
THROUGHPUT SCALING IN INTERFERENCE-LIMITED SCENARIO
In this appendix, we first establish the secondary network throughput scaling behavior for CoSFIL. Then, we will
use this result to obtain an upper bound on the secondary network throughput in CoSKIL. Without loss of generality,
we assume that W , i.e., interference plus noise power, is equal to 1, and establish the throughput scaling behavior
of IL networks.
To this end, we need to study the asymptotic behavior of X⋆N (0, µN ) = max1≤i≤N
hi
µNgi
when N grows large.
Similar to our proof for TPIL networks given in Appendix B, we start our analysis by deriving the scaling behavior
of R˜ (N, 0, µ) = E
[
log (X⋆N (0, µ)) 1{X⋆N (0,µ)≥1}
]
, where µ is a fixed positive constant. In the next lemma, we
characterize the asymptotic tail behavior of the random variable Xi (0, µ) = hiµgi , where Xi (λ, µ) is defined as
Xi (λ, µ) =
hi
λ+µgi
. Then, we will use this lemma to establish the concentration behavior of X⋆N (0, µ), and thereby
to obtain the scaling behavior of R˜ (N, 0, µ). Throughout this appendix, we assume that hi’s and gi’s are distributed
according to Fh (x) and Fg (x), respectively, where Fh (x) and Fg (x) belong to the class C distributions.
Lemma 7: Let FXi(0,µ)(x) be the CDF of Xi (0, µ) = hiµgi . Then, limx→∞
1−FXi(0,µ)(x)
ξx−γg
= 1, where ξ = ηgE[h
γg
i ]
µγg ,
and ηg and γg are positive constants derived from the behavior of the distribution function of gi near the origin.
Proof: To prove this lemma, we use some results from [28] characterizing the asymptotic tail behavior for the
product of two independent random variables. Let U and V be two independent random variables with distribution
functions FU (x) and FV (x), respectively. The asymptotic tail behavior of the distribution function FUV (x) of UV
is given by limx→∞ 1−FUV (x)CE[Uθ ]x−θ = 1 if the following conditions hold (i.e., Theorem 4 in [28]): i-) limx→∞
1−FV (x)
Cx−θ =
1 for some positive constants C > 0 and θ > 0, ii-) 1−FU (φ (x)) = o
(
x−θ
)
as x tends to infinity for some φ (x)
such that φ (x) = o (x) as x grows large, and iii-) E [U θ] < ∞. To derive the asymptotic behavior of hiµgi , it is
enough to show that 1µgi and hi satisfy these conditions. Since Fg(x) varies regularly near the origin, the tail of
the distribution function of 1µgi varies regularly, i.e., limx→∞
Pr
{
1
µgi
>x
}
ηg(µx)
−γg = 1, implying C =
ηg
µγg and θ = γg above.
Choosing φ(x) as φ(x) = xδ for some δ ∈ (0, 1), we have 1−Fh
(
xδ
)
= O
(
αhx
δlhe(−βhxδnh+H(xδ))
)
= o (x−γg).
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Since the tail of 1 − Fh(x) decays exponentially to zero, it also follows that E
[
h
γg
i
]
< ∞, which completes the
proof.
Now, we provide a key lemma that will enable us to upper and lower bound the secondary network scaling
behavior in CoSFIL.
Lemma 8: For µ > 0, we have limN→∞ R˜(N,0,µ)1
γg
log(ξN)
= 1.
Proof: Let X˜⋆N (0, µ) = log(X
⋆
N (0,µ))
1
γg
log(ξN)
1{X⋆N (0,µ)≥1} where X
⋆
N (0, µ) = max1≤i≤N Xi (0, µ). It is sufficient to
show that limN→∞ E
[
X˜⋆N (0, µ)
]
= 1. We start our analysis by proving that X˜⋆N (0, µ)
i.p.−−→ 1 as N tends to
infinity. Using Lemma 7, the tail behavior of FXi(0,µ) (x) is characterized by G (x) = x
γg
ξ , where ξ =
ηgE[h
γg
i ]
µγg .
Hence, G−1 (x) = (ξx)
1
γg
. Using Lemma 2, we have
Pr
{
G−1
(
ξ−ǫN1−ǫ
)
< X⋆N (0, µ) ≤ G−1
(
ξǫN1+ǫ
)}
= Pr
{
(ξN)
1
γg
(1−ǫ)
< X⋆N (0, µ) ≤ (ξN)
1
γg
(1+ǫ)
}
= 1−Θ
(
1
N ǫ
)
, (30)
which implies X˜⋆N (0, µ)
i.p.−−→ 1 as N grows large. Since convergence in probability does not always imply
convergence in mean, we need to show that
{
X˜⋆N (0, µ)
}∞
N=1
is uniformly integrable to complete the proof. To
this end, we will show that for all ǫ1 > 0 and ǫ2 > 0, there exist large enough positive constants C0 and N0 such
that
sup
N≥N0
E
[
X˜⋆N (0, µ) 1{X˜⋆N (0,µ)>C}
]
≤ (1 + ǫ1) (1 + ǫ2) ξN0
(ξN0)
C
∞∑
i=0
(i+ 2)
(ξN0)
iC
, (31)
for C ≥ C0. Since the proof of this fact is similar to the proof of (13), we just give the main steps below.
For C > 0, E
[
X˜⋆N (0, µ) 1{X˜⋆N (0,µ)>C}
]
can be upper bounded as
E
[
X˜⋆N (0, µ) 1{X˜⋆N (0,µ)>C}
]
≤
∞∑
i=1
(i+ 1)CPr
{
iC < X˜⋆N (0, µ) ≤ (i+ 1)C
}
≤
∞∑
i=1
(i+ 1)CPr
{
(ξN)
iC
γg < X⋆N (0, µ)
}
. (32)
For ǫ1 > 0, ǫ2 > 0 and N large enough, Pr
{
(ξN)
iC
γg < X⋆N (0, µ)
}
can be upper bounded as
Pr
{
(ξN)
iC
γg < X⋆N (0, µ)
} (a)
≤ 1−
(
1− ξ (1 + ǫ1)
(ξN)iC
)N
= 1− eN log
(
1− ξ(1+ǫ1)
(ξN)iC
)
(b)
≤ 1− e−(1+ǫ1)(1+ǫ2)
ξN
(ξN)iC .
(c)
≤ (1 + ǫ1) (1 + ǫ2) ξN
(ξN)iC
, (33)
where (a) follows from the fact that for all ǫ1 > 0 and x large enough, FX(0,µ)(x) can be lower bounded as
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FX(0,µ)(x) ≥ 1 − ξ(1+ǫ1)xγg (recall limx→∞
1−FX(0,µ)(x)
ξx−γg
= 1), (b) follows form the fact that for all ǫ2 > 0 and x
small enough, log (1− x) can be lower bounded as log (1− x) ≥ − (1 + ǫ2) x since limx↓0 log(1−x)x = −1, and
(c) follows from the fact e−x can be lower bounded as e−x ≥ 1− x for x > 0.
Note that
∑∞
i=1 (i+ 1)C (1 + ǫ1) (1 + ǫ2)
ξN
(ξN)iC
is a decreasing function of N for C > 1. Thus, for given
ǫ1 > 0 and ǫ2 > 0, we can find large enough constants N0 and C0 such that
sup
N≥N0
E
[
X˜⋆N (0, µ) 1{X˜⋆N (0,µ)>C}
]
≤ C (1 + ǫ1) (1 + ǫ2) ξN0
(ξN0)
C
∞∑
i=0
(i+ 2)
(ξN0)
iC
,
for C ≥ C0.
The next lemma characterizes the asymptotic behavior of the Lagrange multiplier µN as N becomes large.
Later, we will use this result to provide upper and lower bounds for R˜ (N, 0, µ). This result will also be helpful
to conclude the logarithmic effect of Qave on the secondary network throughput under CoSFIL.
Lemma 9: Let µN be the Lagrange multiplier corresponding to the average interference power constraint in
CoSFIL. Then, limN→∞ µN = 1Qave .
Proof: First, we show that lim infN→∞ µN > 0 by contradiction. Assume lim infN→∞ µN = 0. This means
that, for any given ǫ > 0, we can find a subsequence {Nj}∞j=1 such that µNj ≤ ǫ for Nj large enough. The average
interference power for Nj large enough can be lower bounded as E
[(
1
µNj
− 1X⋆Nj (0,1)
)+]
≥ E
[(
1
ǫ − 1X⋆Nj (0,1)
)+]
.
Note that
(
1
ǫ − 1X⋆Nj (0,1)
)+
i.p.−−→ 1ǫ . Applying Fatou’s lemma , we have
lim inf
Nj→∞
E
[(
1
µNj
− 1
X⋆Nj (0, 1)
)+]
≥ lim inf
Nj→∞
E
[(
1
ǫ
− 1
X⋆Nj (0, 1)
)+]
≥ 1
ǫ
,
which implies that the average interference power constraint will be violated when Nj is large enough if we choose
ǫ sufficiently small. Thus, we conclude that lim infN→∞ µN > 0. Now, we will complete the proof by using the
fact that µN cannot be arbitrarily close to zero as N grows large. The average interference power constraint can
be expressed as µN = 1QaveE
[(
1− 1X⋆N (0,µN )
)+]
. Since lim infN→∞ µN > 0, the desired result follows from the
dominated convergence theorem.7
A. Proof of Throughput Scaling in CoSFIL
Now, we establish the secondary network throughput scaling behavior under the communication scenario CoSFIL.
First, we note that R˜ (N, 0, µ) is a decreasing function of µ. Therefore, for any given ǫ > 0, we can find a constant
7Note that Lebesgue dominated convergence theorem remains valid if almost sure convergence is replaced with convergence in probability
in its hypothesis [31].
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N0 large enough such that RFIL (N) can be upper and lower bounded as
R˜
(
N, 0,
1 + ǫ
Qave
)
≤ RFIL (N) ≤ R˜
(
N, 0,
1− ǫ
Qave
)
(34)
for all N ≥ N0 since µN converges to 1Qave as N becomes large. Using Lemma 8, for any ǫ > 0 and N large
enough, RFIL (N) can be further upper and lower bounded as
(1− ǫ) 1
γg
log
((
Qave
1 + ǫ
)γg
ηgE [h
γg ]N
)
≤ RFIL (N) ≤ (1 + ǫ)
1
γg
log
((
Qave
1− ǫ
)γg
ηgE [h
γg ]N
)
, (35)
where h is a generic random variable with CDF Fh(x). Thus, we have
lim
N→∞
RFIL (N)
log (N)
=
1
γg
. (36)
B. Proof of Throughput Scaling in CoSKIL
The secondary network sum-rate in CoSFIL serves as an upper bound for the secondary network sum-rate in
CoSKIL, i.e., RKIL (KN ) ≤ RFIL (N), since more information is available at the SBS to perform power control and
user scheduling under CoSFIL. Thus, we have lim supN→∞
RKIL(KN )
log(N) ≤ 1γg .
To prove the other direction, consider a sub-optimum power allocation policy Pˆ ILKN (g), which only depends on
interference channel power gains, for a secondary network under CoSKIL in which SU-i transmits with power
Pˆ ILi,KN (g) =
Qave
gi
1{gi=min1≤i≤KN gπ(i)}. Note that min1≤i≤KN gπ(i) = min1≤i≤N gi = gmin(N). The average
interference power at the PBS using Pˆ ILKN is given by E
[∑N
i=1 Pˆ
IL
i,KN
gi
]
= Qave. Thus, Pˆ
IL
KN satisfies the average
interference power constraint, and therefore it is a feasible power allocation policy for a secondary network under
CoSKIL. Let RˆIL (KN ) be the secondary network sum-rate using Pˆ
IL
KN . RˆIL (KN ) can be lower bounded as
RˆIL (KN ) ≥ log (Qave) + E [log (h)] + E
[
log
(
1
gmin(N)
)]
,
where h is a generic random variable with CDF Fh(x). Using arguments similar to the ones used to prove Lemma
8, it is easy to show that limN→∞
E
[
log
(
1
gmin(N)
)]
log(N) =
1
γg
since 1gmin(N) = max1≤i≤N
1
gi
and the tail behavior of 1gi
is characterized by limx→∞
Pr
{
1
gi
≥x
}
ηgx−γg
= 1. Also, we have |E [log (h)]| < ∞8. Thus, lim infN→∞ RˆIL(KN)log(N) ≥ 1γg .
Since Pˆ ILKN is a sub-optimal power allocation policy for a secondary network under CoS
K
IL, we have RˆIL (KN ) ≤
RKIL (KN ) and therefore lim infN→∞
RKIL(KN)
log(N) ≥ 1γg , which completes the proof.
APPENDIX E
THROUGHPUT SCALING IN INDIVIDUAL-POWER-AND-INTERFERENCE-LIMITED SCENARIO
In this appendix, we first establish the secondary network throughput scaling behavior for CoSFIPIL. Then, we
use this result to obtain an upper bound on the secondary network throughput scaling in CoSKIPIL. Below, we prove
8Using Jensen inequality, we have E [log (h)] ≤ log (E [h]) = 0. Also, E [log (h)] can be lower bounded as E [log (h)] ≥
E
[
log (h) 1{h≤1}
]
. Using integration by part and the fact that Fg (x) varies regularly around origin, it is easy to show that∣
∣E
[
log (h) 1{h≤1}
]∣∣ <∞.
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two key lemmas that will facilitate the proof of Theorem 4. Without loss of generality, it is assumed that the
interference plus noise power is equal to one. The next lemma establishes the throughput scaling behavior for a
primary MAC network. This result in turn leads to an upper bound on the sum-rate for CoSFIPIL.
Lemma 10: Consider a primary MAC network containing N users with symmetric individual average transmit
power constraints equal to Pave and i.i.d. channel power gains {hi}Ni=1 whose common CDF belongs to the class C
distributions. Let RIPL (N) be the sum-rate of this network when transmit powers of users are optimally allocated.
Then, limN→∞ RIPL(N)log(N) = 1.
Proof: RIPL (N) can be expressed as RIPL (N) = E
[
log
(
h⋆N
λN
)
1{ h⋆
N
λN
≥1
}
]
, where λN is the Lagrange
multiplier associated with individual power constraints. As above, we define h⋆N as h⋆N = max1≤i≤N hi. RIPL (N)
can be upper and lower bounded as
log
(
1
λN
)
+ E [log (h⋆N )] ≤ RIPL (N) ≤ log
(
1
λN
)
+ E
[
log (h⋆N ) 1{h⋆N≥1}
]
.
Below, we will show that limN→∞NλN = 1Pave . This will complete the proof since E [log (h
⋆
N )] scales double
logarithmically with N (i.e., see Lemma 3 in Appendix B). The average transmit power of the ith user can be
written as
E
[(
1
λN
− 1
hi
)+
1{hi=h⋆N}
]
=
1
N
E
[(
1
λN
− 1
h⋆N
)
1{h⋆N≥λN}
]
=
1
NλN
(
Pr (h⋆N ≥ λN )− λNE
[
1
h⋆N
1{h⋆N≥λN}
])
(37)
since channel power gains are i.i.d. Note that λN is chosen such that the average tranmit power constraint is satisfied
with equality, i.e., E
[(
1
λN
− 1hi
)+
1{hi=h⋆N}
]
= Pave. Thus, (37) implies that λN ≤ 1NPave , and λN converges to
zero as N becomes large. This convergence result further implies that limN→∞ Pr {h⋆N ≥ λN} = 1. Hence, it
is enough to show that E
[
1
h⋆N
1{h⋆N≥λN}
]
converges to zero as N tends to infinity to complete the proof. From
(12), we directly have 1h⋆N 1{h⋆N≥λN} converging to zero in probability. Using arguments similar to the ones used
in Appendices B and D above, it can also be shown that
{
1
h⋆N
1{h⋆N≥λN}
}∞
N=1
is a uniformly integrable collection
of random variables, which finishes the proof.
In the next lemma, we establish the asymptotic scaling behavior of E [gmin(N)], where gmin(N) = min1≤i≤N gi,
as N grows large. Later, this result will be helpful in the process of obtaining lower bounds for the sum-rate of
secondary networks under CoSFIPIL and CoSKIPIL.
Lemma 11: Let gmin(N) = min1≤i≤N gi. Then,
lim
N→∞
E [gmin(N)]
F−1g
(
1
N
) = Γ(1 + 1
γg
)
,
where Γ (·) is the Gamma function.
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Proof: Observe that F−1g (0) = 0 and limx↓0 Fg(ǫx)Fg(x) = ǫγg for ǫ > 0, i.e., see Definition 2.1. Hence, the
sequence of random variables
{
gmin(N)
F−1g ( 1
N
)
}∞
N=1
converges in distribution to a Weibull distributed random variable
with shape parameter γg and scale parameter 1, i.e., to the CDF F (x) = 1 − e−xγg for x ≥ 0 [27]. Applying
Fatou’s lemma, we have lim infN→∞ E[gmin(N)]F−1g ( 1N )
≥ E [W ] = Γ
(
1 + 1γg
)
.
To show the other direction, we write E [gmin(N)] as
E [gmin(N)] =
∫ ǫ1
0
(1− Fg(x))N dx+
∫ N
ǫ1
(1− Fg(x))N dx+
∞∑
i=1
∫ N (i+1)
N i
(1− Fg(x))N dx (38)
for all ǫ1 > 0. For all ǫ2 belonging to (0, 1) and ǫ1 small enough,
∫ ǫ1
0 (1− Fg(x))N dx can be upper bounded as∫ ǫ1
0
(1− Fg(x))N dx
(a)
≤
∫ ǫ1
0
(1− (1− ǫ2) ηgxγg)N dx
=
∫ ǫ1
0
eN log(1−(1−ǫ2)ηx
γg )dx
(b)
≤
∫ ǫ1
0
e−N(1−ǫ2)ηgx
γg
dx
=
1
γg
∫ ǫγg1
0
x
1
γg
−1
e−N(1−ǫ2)ηgxdx,
where (a) follows from Definition 2.1, and (b) follows from that fact that log (1− x) ≤ −x for 0 ≤ x < 1.
Applying Watson’s lemma [32], we have limN→∞ 1γg
∫ ǫγg
1
0 x
1
γg
−1
e−N(1−ǫ2)ηgxdx
F−1g ( 1
N
)
=
Γ
(
1+ 1
γg
)
1−ǫ2 for all ǫ2 > 0, which
implies lim supN→∞
∫
ǫ1
0
(1−Fg(x))Ndx
F−1g ( 1N )
≤ Γ
(
1 + 1γg
)
. To complete the proof, it is enough to show that the second and
third terms in (38) decay to zero faster than F−1g
(
1
N
)
, i.e., they can be asymptotically expressed as o
(
F−1g
(
1
N
))
.∫ N
ǫ1
(1− Fg(x))N dx can be upper bounded as
∫ N
ǫ1
(1− Fg(x))N dx ≤ N (1− Fg(ǫ1))N
= Ne−Θ(N). (39)
Thus, by recalling that Fg varies regularly around the origin,
∫ N
ǫ1
(1− Fg(x))N dx = o
(
F−1g
(
1
N
))
. Similarly, for
all ǫ3 > 0 and N large enough,
∫ N (i+1)
N i (1− Fg(x))N dx can be upper bounded as∫ N i+1
N i
(1− Fg(x))N dx ≤ N i+1
(
1− Fg
(
N i
))N
(a)
≤ N i+1eN log
(
(1+ǫ3)αhN ilhe
−βhN
inh+H(Ni)
)
= e−NN i+1e−Θ(N
inh ),
where (a) follows from Definition 2.1. Therefore, ∑∞i=1 ∫ N (i+1)N i (1− Fg(x))N = o (F−1g ( 1N )), which completes
the proof.
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A. Proof of Throughput Scaling in CoSFIPIL
We are now ready to establish the sum-rate scaling behavior for secondary networks under CoSFIPIL. By removing
the individual power constraints, we obtain a secondary network under CoSFIL. Thus, the sum-rate of a secondary
network under CoSFIPIL is upper bounded by the sum-rate of the same network under CoSKIL, i.e, RFIPIL (N) ≤
RFIL (N). Hence, we have lim supN→∞
RFIPIL(N)
log(N) ≤ 1γg . Similarly, by removing the average interference power
constraint, we obtain a primary MAC network with individual power constraints. Therefore, the sum-rate under
CoSFIPIL is upper bounded by the sum-rate of a primary MAC network with the same individual power constraints,
i.e., RFIPIL (N) ≤ RIPL (N). Thus, we also have lim supN→∞ R
F
IPIL(N)
log(N) ≤ 1, implying lim supN→∞ R
F
IPIL(N)
log(N) ≤
min
(
1, 1γg
)
.
To show the other direction, consider a sub-optimum power allocation policy Pˆ IPILN in which the transmit power
of SU-i is given by the formula Pˆ IPILi,N = ǫN
min
(
1, 1
γg
)
1{gi=gmin(N)} for some ǫ > 0. We will first show that Pˆ
IPIL
N is
a feasible power allocation policy for N large enough and an appropriate choice of ǫ. The average transmit power
of SU-i under Pˆ IPILN is equal to E
[
Pˆ IPILi,N
]
= ǫN
min
(
1, 1
γg
)
−1
since the interference channel gains are i.i.d. Thus,
for N large enough and a proper choice of ǫ, Pˆ IPILN satisfies individual average power constraints. The average
interference power at the PBS under Pˆ IPILN is given by E
[∑N
i=1 giPˆ
IPIL
i,N
]
= ǫN
min
(
1, 1
γg
)
E [gmin(N)]. Using
Lemma 11, the average interference power at the PBS can be asymptotically expressed as E
[∑N
i=1 giPˆ
IPIL
i,N
]
=
ǫO
(
N
min
(
1, 1
γg
)
− 1
γg
)
. Thus, for N large enough and a proper choice of ǫ, Pˆ IPILN meets the average interference
power constraint as well, and it is a feasible power allocation policy for a secondary network under CoSFIPIL.
Let RˆIPIL (N) be the secondary network sum-rate under Pˆ
IPIL
N . Note that RˆIPIL (N) serves as a lower bound
for RFIPIL (N) for an appropriate choice of ǫ and N large enough, i.e., RˆIPIL (N) ≤ RFIPIL (N) for N large enough.
RˆIPIL (N) can be further lower bounded as
RˆIPIL (N) =
N∑
i=1
E
[
log
(
1 + hiǫN
min
(
1, 1
γg
))
1{gi=gmin(N)}
]
≥ min
(
1,
1
γg
)
log (N) + log (ǫ) + E [log (h)] ,
where h is a generic random variable with CDF Fh(x). Therefore, lim infN→∞ R
F
IPIL(N)
log(N) ≥ min
(
1, 1γg
)
, which
completes the proof.
B. Proof of Throughput Scaling in CoSKIPIL
Since more information is available at the SBS to perform power-control and user scheduling in CoSFIPIL,
we have RKIPIL (KN ) ≤ RFIPIL (N), and therefore lim supN→∞ R
K
IPIL(KN )
log(N) ≤ min
(
1, 1γg
)
. To prove the other
direction, consider a sub-optimum power allocation policy Pˆ IPILKN in which the transmit power of SU-i is given by
Pˆ IPILi,KN = ǫN
min
(
1, 1
γg
)
1{gi=min1≤j≤KN gπ(j)} for some ǫ > 0. Let RˆIPIL (KN ) be the secondary network sum-rate
under Pˆ IPILKN . Similar to our feasibility proof for Pˆ
IPIL
N in CoSFIPIL, we can show that for N large enough and
40
a proper choice of ǫ, Pˆ IPILKN becomes a feasible power allocation policy. Hence, RˆIPIL (KN ) ≤ RKIPIL (KN ). It
also follows that lim infN→∞ RˆIPIL(KN )log(N) ≥ min
(
1, 1γg
)
. Therefore, lim infN→∞ R
K
IPIL(KN )
log(N) ≥ min
(
1, 1γg
)
, which
completes the proof.
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