Almost automorphy of surjective semiflows on compact Hausdorff spaces by Dai, Xiongping
ar
X
iv
:1
80
6.
05
81
1v
3 
 [m
ath
.D
S]
  2
9 M
ar 
20
19
Almost automorphy of surjective semiflows on compact Hausdorff spaces
Xiongping Dai
Department of Mathematics, Nanjing University, Nanjing 210093, People’s Republic of China
Abstract
Let (T, X) with phase mapping (t, x) 7→ tx be a semiflow on a compact T2-space X with phase semigroup T such that
tX = X for each t of T . An x ∈ X is called an a.a. point if tnx → y, x
′
n → x
′ and tnx
′
n = y implies x = x
′ for every net
{tn} in T . In this paper, we study the a.a. dynamics of (T, X); and moreover, we present a complete proof of Veech’s
structure theorem for a.a. flows.
Keywords: Semiflow; almost automorphy; locally almost periodic; almost C-semigroup.
2010 MSC: 37B05 · 37B20 · 20M20
0. Introduction
Standing terminology. Throughout, unless specified otherwise, we assume:
1. X is a non-empty compact T2 space with the compatible symmetric uniform structure UX .
2. Given x ∈ X and ε ∈ UX , write ε[x] = {y ∈ X | (x, y) ∈ ε}.
3. ∆X = {(x, x) | x ∈ X} is the diagonal of X × X.
4. T is a topological semigroup with identity e.
In fact, UX is exactly the family of the symmetric open neighborhoods of ∆X in the product space X × X.
A. We will say that a jointly continuous map (t, x) 7→ tx of T × X to X is the phase mapping of a semiflow with
phase space X and with phase semigroup T , denoted (T, X), if ex = x for all x ∈ X and t(sx) = (ts)x for all
s, t ∈ T, x ∈ X. Here (T, X) will be called a flow with phase group T when T is a group. Based on (T, X),
T x = {tx | t ∈ T } is called the orbit or motion with initial state x ∈ X.
B. As usual, (T, X) will be called a minimal semiflow if and only if clsXT x = X for all x ∈ X; and we could similarly
define minimal subsets of (T, X). See, e.g., [15, 13, 10, 2]. Since X is compact here, the minimality will be
equivalently described by the almost periodicity later.
In this paper, we shall be mostly concerned with a kind of dynamical system—“invertible semiflow” which lies
between flow and semiflow.
Definition 0.1 (cf. [2]). Let (T, X) be a semiflow. Then:
1. (T, X) is said to be surjective if tX = X for all t ∈ T . For example, when (T, X) is minimal admitting an invariant
Borel probability measure, then it is surjective [2, Proposition 3.6].
2. (T, X) is called invertible if for each t ∈ T the transition x 7→ tx is an invertible self-map of X. In this case,
(x, t) 7→ xt := t−1x of X × T to X, denoted (X, T ), is a right-action semiflow [2, Lemma 0.6], which is called the
reflection of (T, X).
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• A “dynamical” property is said to satisfy the reflection principle in case this property holds for (T, X) if
and only if it holds for (X, T ).
3. When (T, X) is invertible, by 〈T 〉 we denote the smallest discrete group of self homeomorphisms of X with
T ⊆ 〈T 〉 where we have identified each t in T with the transition x 7→ tx.
Clearly, (〈T 〉, X) is a flow with discrete phase group 〈T 〉, which has distinct dynamics with (T, X) in general
(cf. [10, 2] for examples).
C. Aminimal flow (T, X) is called “almost automorphic” (a.a. for short) if there exists a point x ∈ X such that tnx → y
and t−1n y → x
′ implies x = x′ for all net {tn} in T . This important notion, as a generalization of almost periodic
point, was first introduced by S. Bochner in 1955. Then fundamental properties of a.a. functions on groups and
a.a. flows on compact T2 spaces have been systematically studied by Veech (cf. [28, 29, 31]) and then others
(see, e.g., [23, 13, 27, 26, 24, 4, 3] and so on).
In this paper, we shall consider “almost automorphy” of surjective/invertible semiflows. In particular, we will
present a complete self-contained proof of Veech’s structure theorem for a.a. flows and a.a. abelian semiflows. More-
over, we will introduce a kind of phase semigroup—“almost C-semigroup” that is fruitful for locally almost periodic
semiflows.
0.1. Three natural invertible semiflows
1. Let ϕ : Z × X → X be a discrete-time flow. Then it naturally induces an invertible semiflow ϕ+ : Z+ × X → X
by (t, x) 7→ ϕ(t, x).
2. Let ϕ : R×X → X be a continuous-time flow. Then it naturally induces an invertible semiflow ϕ+ : R+×X → X.
3. Let G be a discrete group and T a subsemigroup of G with e ∈ T like (G, T ) = (Z,Z+) and (G, T ) = (R,R+);
and let L∞(G) be the set of all bounded Cd-valued functions on G endowed with the pointwise topology, i.e., a
net fn → f if and only if fn(x) → f (x) ∀x ∈ G, where d ≥ 1.
(a) We can define the right translate semiflow τR : T × L
∞(G) → L∞(G) by (t, f ) 7→ t f , where for every t ∈ T ,
t f (x) = f (xt) for all x ∈ G. Here the phase space L∞(G) is not compact in general.
Given any ξ ∈ L∞(G), define HG(ξ), called the hull of ξ, to be the pointwise closure of Gξ. Since ξ is
bounded, HG(ξ) is a compact T2 subspace of L
∞(G). Clearly, (T,HG(ξ)) is an invertible semiflow with
phase semigroup T . However, (T,HT (ξ)) need not be surjective and so not invertible.
(b) Similarly, we can define a left-translate invertible semiflow (L∞(G), T ) with the same phase semigroup T
as follows: τL : L
∞(G) × T → L∞(G) by ( f , t) 7→ f t where f t(x) = f (tx) for all x ∈ G.
(c) Moreover, (T, L∞(G), T ) is a bitransformation semigroup in the sense that (s f )t = s( f t) for all s, t ∈ T and
f ∈ L∞(G).
(i) Motivated by [29, Definition 1.2.1] that is for T = G, here ξ ∈ L∞(G) is called a right (resp. left) T-a.a.
function on G if for all net {tn} in T , tnξ → f ∈ L
∞(G) implies t−1n f → ξ (resp. ξtn → f ∈ L
∞(G) implies
f t−1n → ξ).
0.1(i) Question (cf. [29, Theorem 1.3.1] for T = G). Let f ∈ L∞(G). Does it hold that f is right T-a.a. if and
only if it is left T -a.a. in L∞(G)?
Proof for T = G. (Veech [29]) Suppose f is right T -a.a. and let for a net {tn | n ∈ Λ} in T , f tn → g and gt
−1
n → h
for some g, h ∈ L∞(G). We must prove f = h. To this end, let x ∈ G be any fixed. We will show f (x) = h(x).
At first, since {t−1n x} is a net in T for T = G, without loss of generality we can assume (t
−1
n x) f → g1 and
(t−1n x)
−1g1 → f for some g1 ∈ L
∞(G). Now for each finite subset N of G of cardinality |N| we can choose j and
then k in Λ such that both
(0.1.1) max
t∈N
∣∣ f (t) − (t−1j x)−1(t−1k x) f (t)∣∣ < 1
|N|
(
or max
t∈N
∣∣ f (t) − f (tx−1t jt−1k x)∣∣ < 1
|N|
)
and
(0.1.2)
∣∣h(x) − f tkt−1j (x)∣∣ < 1
|N|
(
or
∣∣h(x) − f (xx−1tkt−1j x)∣∣ < 1
|N|
)
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Let δN = x
−1t jt
−1
k x, k = k(N), j = j(N). Then {δN } is a net indexed by the system of finite subsets of T directed
by inclusion. From (0.1.1) we have δN f → f so that δ
−1
N f → f . It follows from (0.1.2) that δ
−1
N f (x) → h(x). So
f (x) = h(x). Since x ∈ G is arbitrary, f = h.
We note that even if T is a proper subgroup of G, {t−1n x} in the foregoing proof need not be a net in T . Thus the
above question is not obvious for the case T ( G.
(ii) Recall [25, 5, 29] that ξ ∈ L∞(G) is call an right (resp. left) T-a.p. function onG if Tξ (resp. ξT ) is relatively
compact in (L∞(G), ‖ · ‖) where ‖ · ‖ is the supremum norm.
0.1(ii) Question. Let f ∈ L∞(G). Does it hold that f is right T-a.p. if and only if it is left T -a.p. in L∞(G)?
Proof for T = G. (Due to J. von Neumann [25]; also see [22, Lemma 41B]) This follows from the following
Theorem ([25]). If f ∈ L∞(G) is left T -a.p. and ǫ > 0, there exists a finite set of points {bk} in T such that given
any b ∈ T one of the points bk can be chosen so that | f (xby) − f (xbky)| < ǫ for every x in T and y in G.
Indeed, let the finite set { f ai} be ǫ/4-dense in f T . Given b ∈ T and i, f aib is within a distance ǫ/4 of f a j for
some j, and letting i vary we obtain an integer-valued function i 7→ j(i) such that ‖ f aib− f a j(i)‖ < ǫ/4 for every
i. For each such integer-valued function j let us choose one such b ∈ T (if there is any) and let {b j} be the finite
set so obtained. Then, by the very definition of {b j}, for every b ∈ T there exists one of the points bk such that
‖ f aib − f aibk‖ < ǫ/2 for all i. Since for any x ∈ T we can find ai so that ‖ f x − f ai‖ < ǫ/4, we have
‖ f xb − f xbk‖ ≤ ‖ f xb − f aib‖ + ‖ f aib − f aibk‖ + ‖ f aibk − f xbk‖ <
ǫ
4
+
ǫ
2
+
ǫ
4
= ǫ.
That is, for every b ∈ T there exists one of the points bk such that
| f (xby) − f (xbky)| < ǫ ∀x ∈ T and y ∈ G.
Therefore, if f is leftG-a.p. then it is a rightG-a.p. function on G.
The above two questions indicate that some important properties of functions on groups cannot be “obviously”
extended to general flows/semiflows. In particular Question 0.1(i) shows that Veech’s classical theory of a.a. functions
on groups cannot be applied “mechanically” to general flows/semiflows.
0.2. Basic notation
In order to precisely state our main theorems we will prove in this paper, we need to introduce and recall some
basic notions in preparation.
Definition 0.2 (cf. [15, 13, 10, 6, 2]). Let (T, X) be a semiflow, A ⊂ T , and x ∈ X. Then:
1. A is called (right-)syndetic in T if there is a compact subset K of T with Kt ∩ A , ∅ for every t ∈ T . (Notice
that a syndetic set need not be “relatively dense” in T in the sense of Veech (cf. [29, Definition 2.1.1] and also
see Definition 2.11).
2. The x is called almost periodic (a.p.) for (T, X) if for every neighborhoodU of x in X,
NT (x,U) = {t ∈ T | tx ∈ U}
is syndetic in T . If every point of X is a.p., then we say (T, X) is a pointwise a.p. semiflow.
3. (T, X) is called almost periodic (a.p.) if given ε ∈ UX there is a syndetic set A in T such that Ax ⊆ ε[x] for all
x ∈ X.
Since x is an a.p. point of (T, X) if and only if clsXT x is a minimal set of (T, X) [15, 13, 2], whether or not x is an
a.p. point does not depend upon the topology on T . Moreover, any a.p. semiflow is a pointwise a.p. semiflow.
Definition 0.3 (cf. [18, 17]). Let (T, X) be a semiflow. Then:
3
1. An x ∈ X is said to be locally almost periodic (l.a.p. for short) if for all neighborhood U of x there exist a
neighborhood V of x and a syndetic subset A of T with AV ⊆ U.
2. If (T, X) is pointwise l.a.p., then (T, X) is referred to as an l.a.p. semiflow.
Clearly, an l.a.p. point is an a.p. point. Moreover, if (T, X) is a.p., then it is l.a.p. invertible (cf. [9, 2]).
Recall that T is called a “right C-semigroup” if and only if clsT (T \ Tt) is compact in T for all t in T (cf. [21, 2]).
Now we will introduce a kind of more general topological semigroup than C-semigroup.
Definition 0.4.
1. T is called an almost right C-semigroup if and only if {t ∈ T | clsT (T \ Tt) is compact in T } is dense in T .
2. We could similarly define almost left C-semigroup.
3. If T is not only an almost right C-semigroup but also an almost left C-semigroup, then it is referred to as an
almost C-semigroup.
Clearly every topological group is a right C-semigroup and any right C-semigroup is an almost right C-semigroup
like (R+,+) and (Z+,+) with the usual topologies. In fact, there are the following important almost right C-semigroups
which are not right C-semigroups.
Examples 0.5. We now construct some almost C-semigroups which are not C-semigroups.
1. Let Rn×n be the space of all real n×nmatrices endowed with the usual topology. Since the nonsingular matrices
are open dense in Rn×n, thus T = (Rn×n, ◦) is an almost C-semigroup.
2. Let Mn be a compact boundaryless Riemannian manifold of dimension n and let T be the semigroup of C0-
endomorphisms of Mn with the C0-topology. Since Diff1(Mn) is dense in T , thus T is an almost C-semigroup
under the composition of maps.
3. It is known that Diff1(Mn) is open in C1(Mn,Mn) under the C1-topology. Let T be the C1-closure of Diff1(Mn)
in C1(Mn,Mn). Then by the chain rule, T is an almost C-semigroup under the C1-topology.
When T is discrete, then it is a right C-semigroup iff it is an almost right C-semigroup. Next it is easy to verify the
following basic fact (cf., e.g., [17, Theorem 4.11] and [4, p. 98] for T a group).
Lemma 0.6. Let (T, X) be any semiflow with T an almost right C-semigroup or an abelian semigroup. If (T, X) is
l.a.p. at some point x0 ∈ X, then each of clsXT x0 is an l.a.p. point of (T, X).
Proof. First we write G = {t ∈ T | clsT (T \ Tt) is compact in T }, which is dense in T if T is an almost right C-
semigroup. Let x ∈ clsXT x0 and U a neighborhood of x. Then there is an s ∈ T such that sx0 ∈ U so that x0 ∈ s
−1U.
Further there exist a syndetic set A ⊂ T and an open neighborhood V ′ of x0 such that AV
′ ⊂ s−1U and so sAV ′ ⊂ U.
Because clsXT x0 is a minimal set of (T, X), there is a τ ∈ T (with τ ∈ G if T is an almost right C-semigroup) such that
τx ∈ V ′, so there is an open neighborhood V of x such that τV ⊆ V ′. Then (sAτ)V ⊆ U and sA is syndetic in T .
If T is an abelian semigroup, then sAτ = sτA is syndetic in T , so x is an l.a.p. point of (T, X) by Definition 0.3.
Next, suppose T is an almost right C-semigroup and set C = clsT (T \ Tτ), which is compact in T by Definition 0.4.
Since x is also a discretely a.p. point of (T, X), there is a finite subset K of T such that for each t ∈ T , Kt∩NT (x,U) , ∅.
Because T × X → X is jointly continuous and C is compact, we can find a δ ∈ UX with δ[x] ⊆ V such that for each
t ∈ T \ Tτ there is some k = k(t) ∈ K with kt(δ[x]) ⊂ U. Then {t ∈ T | t(δ[x]) ⊆ U} is syndetic in T and thus x is an
l.a.p. point of (T, X). The proof is complete.
Definition 0.7. Let (T, X) be any semiflow and x ∈ X. Then:
1. The x is called an equicontinuous point of (T, X), denoted x ∈ Equi (T, X), if given ε ∈ UX , there is a δ ∈ UX
such that (x, x′) ∈ δ implies (tx, tx′) ∈ ε for all t ∈ T .
2. If Equi (T, X) = X, then (T, X) is called equicontinuous.
By Definitions 0.2, 0.3 and 0.7 we can see that “if x ∈ Equi (T, X) and x is a.p., then x is an l.a.p. point of (T, X).”
Since X is compact here, then “(T, X) is equicontinuous iff given ε ∈ UX there exists δ ∈ UX such that (tx, ty) ∈ ε
for all t ∈ T whenever x, y ∈ X with (x, y) ∈ δ” (cf. [2, Lemma 1.1]). Moreover, any semiflow (T, X) is a.p. iff it is
equicontinuous invertible (cf. [9, 2]). Thus the a.p. property of a semiflow is also independent of the topology of the
phase semigroup T .
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Lemma 0.8 (cf. [14, p. 35] for T a group and [2, 7.5(1)] for T a right C-semigroup). Suppose (T, X) is with T an
almost right C-semigroup. If x0 ∈ Equi (T, X) is an a.p. point, then clsXT x0 ⊆ Equi (T, X).
Proof. Let x ∈ clsXT x0 and ε ∈ UX . There is an α ∈ UX such that if y ∈ α[x0] then t(x0, y) ∈ ε for all t ∈ T . Since
x0 is a.p., there is some s ∈ T with sx ∈ α[x0] so that there is an s in {t ∈ T | clsT (T \ Tt) is compact in T } with this
property and further there exists some β ∈ UX such that s(β[x]) ⊆ α[x0]. Thus, if y ∈ β[x] then ts(x, y) ∈ ε for all
t ∈ T . Moreover, since clsT (T \ T s) is compact in T , there is some δ ∈ UX with δ ⊂ β such that if (x, y) ∈ δ then
t(x, y) ∈ ε for all t ∈ T \ T s and thus t(x, y) ∈ ε for all t ∈ T . This shows x ∈ Equi (T, X).
However, it should be noted that even if (T, X) is invertible, we do not know if (T, clsXT x0) is a.p. or not in the
situation of Lemma 0.8 where T is not a group; see [2, (3) of Remark 3.13] for a counterexample in the case where
(T, X) is not invertible.
Definition 0.9 (cf. Veech [29, p. 741] for T a group). Let (T, X) be a semiflow. Then:
1. An x in X is said to be almost automorphic (a.a. for short), denoted x ∈ Paa(T, X), in case for all net {tn} in T ,
tnx → y, x
′
n → x
′ and tnx
′
n = y implies x = x
′.
2. If x ∈ Paa(T, X) and clsXT x = X, then (T, X) will be called an a.a. semiflow.
3. If Paa(T, X) = X, then (T, X) is called a pointwise a.a. semiflow.
We will show that every a.a. semiflow is point-distal (cf. Lemma 1.8 in §1). Now we can conclude the following
basic properties.
• Let (T, X) be a surjective semiflow. Then:
(i) The set Paa(T, X) is invariant; that is, if x ∈ Paa(T, X) then tx ∈ Paa(T, X) for all t ∈ T .
(ii) If x ∈ Paa(T, X) and tnx → y, then t
−1
n [y]→ {x} in the sense of Hausdorff topology.
(iii) If x ∈ Paa(T, X) where (T, X) is not necessarily surjective, then (T, X) is 1-1 at x, i.e., t
−1[tx] = {x} for all
t ∈ T .
Proof.
(i). Let x ∈ Paa(T, X) and t ∈ T . Assume tn(tx) → y, x
′′
n → x
′′ and tnx
′′
n = y. We need to show x
′′ = tx. For this,
take x′n ∈ t
−1[x′′n ] and we can assume x
′
n → x
′ so tx′ = x′′. Since (tnt)x → y, x
′
n → x
′ and (tnt)x
′
n = y, we have
x = x′ and then tx = tx′ = x′′. This shows tx ∈ Paa(T, X).
(ii). Let x ∈ Paa(T, X) and tnx → y. If x
′′
n ∈ t
−1
n [y], then x
′′
n → x. This implies that t
−1
n [y]→ {x}.
(iii). Let t ∈ T and x ∈ Paa(T, X). For tn = t, tnx → y = tx implies t
−1[tx] = t−1n [y] → {x}. Thus t
−1[tx] = {x}.
The proof is complete.
Clearly, an a.a. semiflow need not be a pointwise a.a. semiflow. It will be proven later that
• A minimal surjective semiflow (T, X) is pointwise a.a. if and only if (T, X) is equicontinuous invertible (cf. The-
orem 4.5).
This theorem in the flows is due to Veech [29, 31] by using his structure theorem (Theorem 0.13 below) and also see
[3, Theorem 7] by using Ellis’ semigroup.
When (T, X) is a flow and x ∈ Equi (T, X) is a.p., then clsXT x ⊆ Paa(T, X). However, this is not obvious in the
invertible semiflows (cf. Lemma 0.8).
Let (T, X) and (T, Y) be two semiflows with the same phase semigroup T . π : (T, X) → (T, Y) is called an “epi-
morphism” if π : X → Y is a continuous surjective map such that π(tx) = tπ(x) for all x ∈ X and t ∈ T . In this case,
(T, Y) is called a factor of (T, X) and (T, X) an extension of (T, Y).
Definition 0.10. An epimorphism π : (T, X) → (T, Y) of two minimal semiflows is said to be of almost 1-1 type if
there exists y ∈ Y such that π−1[y] is a singleton set. In this case, (T, X) is called an almost 1-1 extension of (T, Y).
Definition 0.11 (cf. [2]). Let (T, X) be any semiflow and x, y ∈ X. Then:
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1. We say x is proximal to y, denoted (x, y) ∈ P(X) or y ∈ P[x], if there is a net {tn} in T with limn tnx = limn tny.
2. We say x is regionally proximal to x′, denoted (x, x′) ∈ Q(X) and x′ ∈ Q[x], if there are nets {xn}, {x
′
n} in X and
{tn} in T such that xn → x, x
′
n → x
′ and limn tnxn = limn tnx
′
n.
3. We say that (x, y) ∈ Q−(T, X) provided that given α ∈ UX and neighborhoods U of x and V of y there exist
x1 ∈ U, y1 ∈ V and t ∈ T with (t
−1[x1] × t
−1[y1]) ∩ α , ∅. Then
Q−(T, X) =
⋂
α∈UX
clsX×XTα
Since X is a T2-space, it is easy to check that x, y ∈ Paa(T, X) and x , y implies (x, y) < P(X). We note here
that although Q(T, X) need not be T -invariant for T is only a semigroup, yet Q−(T, X) is a closed invariant subset of
(T, X × X).
Clearly, if Q[x] = {x} then x ∈ Paa(T, X) by Definition 0.9. By Q(X) =
⋂
α∈UX
clsX×X
⋃
t∈T t
−1α, Q(X) is a closed
reflexive symmetric relation on X, but P(X) and Q(X) both are neither transitive nor invariant in general semiflows.
However, we can obtain the following.
Theorem 0.12 (cf. [2, Lemma 1.10] for T a right C-semigroup). If (T, X) is an invertible semiflow with T an almost
right C-semigroup, then Q(T, X) is invariant.
Proof. At first, if t ∈ T is such that T \Tt is relatively compact in T , then tQ(T, X) ⊆ Q(T, X). Since Q(T, X) is closed
and (t, x) 7→ tx is continuous, hence TQ(T, X) ⊆ Q(T, X). The proof is complete.
0.3. Main statements
0.3.1. Veech’s structure theorem
The first main purpose of this paper is to prove the following Theorem 0.13, which is Veech [31, Theorem 2.1.2]
(also cf. [29, p. 741]). Although this theorem is of fundamental importance in the theory of a.a. dynamics, yet no
complete proof has been available in the literature since Veech first claimed it in 1965 [29].
Theorem 0.13 (Veech’s structure theorem for a.a. flows). If (T, X) is an a.a. flow, then (T, X) is an almost 1-1 extension
of an equicontinuous flow (T, Y) via π : (T, X)→ (T, Y) such that Paa(T, X) = {x ∈ X | π
−1[π(x)] = {x}}.
Note. It turns out that Veech’s structure theorem implies that an a.a. flow is l.a.p. [29, 23]; and if a minimal flow
is pointwise a.a. then it is equicontinuous. The latter and Theorem 0.13 together is called the “Principal Structure
Theorem” of a.a. flows (cf. [31, Theorem 2.1.2]).
In Veech 1965 [29], he developed a series of methods for studying a.a. functions on a discrete group G and
he proved Theorem 0.13 in the special case that T = G and X = HG(ξ) for an a.a. function ξ on G as in §0.1.
However, Veech’s argument needs the basic property that a function on G is right a.a. iff it is left a.a. (cf. §0.1(i)).
Since (G, L∞(G),G) as in §0.1 with T = G is a bitransformation group, then if f ∈ HG(ξ) is a.a. NG( f ,U) is “bi-
syndetic” in the much more stronger sense that G = KNG( f ,U) = NG( f ,U)K for some finite subset K of G (cf. [29,
Theorem 2.2.1]).
However, in our general flow setting, although (T, X) gives rise to a natural right action flow (X, T ) by (x, t) 7→ xt
as in Definition 0.1, yet (T, X, T ) is not a bitransformation group when T is not abelian because t−1(sx) , s(t−1x) in
general for s , t in T . Moreover, a right-syndetic set in the sense of Definition 0.2 is in general not left-syndetic. Thus,
from a.a. function on a group to a.a. flow on a compact T2 space, there are some essential differences.
In view of these reasons, our proof of Theorem 0.13 is actually non-trivial. In [4, Theorem 19], Auslander and
Markley proved Theorem 0.13 in the special case that T is an abelian group and X a compact metric space. They
pointed out that “it is not easy to extend [4, Theorem 19] to flows on compact Hausdorff spaces” even for T is an
abelian group (cf. [4, p. 107]).
We will prove Theorem 0.13 in §3 by firstly proving (without using Theorem 0.13) the important fact that: “An
a.a. flow is an l.a.p. flow” (cf. Theorem 2.5 in §2). To prove this, as in [29, 4] we will show the “two syndetic sets”
condition ABx ⊂ Ux where A, B right-syndetic sets in T and Ux a neighborhood of x (cf. Corollary 1.11). In fact, we
can first show the “weak” two syndetic sets condition A−1Bx ⊂ Ux for a kind of semiflows so that A
−1 is left-syndetic
in T ; however, if T is abelian, then A−1 is also right-syndetic and thus x is an l.a.p. point. In addition, comparing with
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[29, 4], no metric on X here will cause some trouble. To overcome this, we will exploit the continuous pseudo-metrics
d on X, although (X, d) is not a T2-space (cf. Proof of Theorem 1.10).
Moreover, the converse of Theorem 0.13 can be generalized to minimal semiflows with any phase semigroups;
see Theorem 3.6 in §3.
0.3.2. Almost periodic and almost automorphic functions
In §4 we will simply prove a classical theorem of Bochner which equivalently describe the almost periodic func-
tions by the almost automorphy on a discrete group. See Theorem 4.10 below.
0.3.3. Veech’s relations
The another main purpose of this paper is to study Veech’s relations V and D on X (cf. Definitions 5.1 and 5.4 in
§5). Veech in [30] proved that when T is an “abelian” group, clsXV[x] = D[x] and moreover if X is a compact metric
space V[x] = D[x]. We will show in §5:
Theorem. Let (T, X) be an invertible minimal semiflow with any phase semigroup T not necessarily
abelian and let x ∈ X. Then V[x] is dense in D[x]; and moreover, V[x] = D[x] if X is a compact metric
space or if T is countable.
Moreover, by using Veech’s relations, we can further characterize almost automorphy by the regional proximity
on X as follows:
Theorem 0.14 (cf. [30] for T an abelian group). Let (T, X) be a minimal flow. Then (T, X) is an a.a. flow if and only
if there exists a point x ∈ X such that Q[x] = {x}.
It should be noted that in view of Ellis’ “two-circle” minimal set the condition that Q[x] is finite non-single for all
x ∈ X does not need to imply that (T, X) is an a.a. flow.
When T is an “abelian” group, Theorem 0.14 is actually [24, (i) ⇔ (ii) of Proposition 1.5] and also [4, Corol-
lary 20]. We will prove in §5 this theorem after Theorem 5.6 that is for invertible minimal semiflows. In fact, Theo-
rem 0.14 still holds if “(T, X) is a minimal invertible semiflow with T an abelian semigroup” instead of “(T, X) be a
minimal flow”; see Theorem 5.8 in §5.
Corollary 0.15 (Inheritance I). Let (T, X) be a minimal flow, S a syndetic subgroup of T , and x ∈ X. Then x ∈
Paa(T, X) if and only if x ∈ Paa(S , X).
Proof. This result follows at once from Theorem 0.14 and Q(T, X) = Q(S , X) (cf., e.g., [11, Lemma 4.16] and [2,
Proposition 6.1]).
Corollary 0.16 (Inheritance II). Let (T, X) be a minimal invertible semiflow with T abelian, S a syndetic subsemigroup
of T , and x ∈ X. Then x ∈ Paa(T, X) if and only if x ∈ Paa(S , X).
Proof. Using Theorem 5.8 and [2, Proposition 6.1] instead of Theorem 0.14 and [11, Lemma 4.16] respectively, we
can easily obtain the conclusion of Corollary 0.16.
Let (T, X) be a flow. Recall that p ∈ X is called a periodic point of (T, X) if {t | tp = p} is a syndetic subgroup of
T . Then by Corollary 0.15, any periodic point of a flow is an a.a. point.
We can define periodic points for semiflows in an obvious manner. Corollary 0.16 follows that any periodic point
is an a.a. point for an abelian semiflow. In fact, we can easily show any discretely periodic point is an a.a. point for
any semiflow by Definition 0.9.
Recall that (X, T ) is the reflection of an invertible (T, X). Finally we will present in §5 a sufficient condition for
almost automorphy of a point by using distality and local almost periodicity as follows.
Theorem 0.17. Let (T, X) be an invertible minimal semiflow with T an almost right C-semigroup and x0 ∈ X. Then
the following two statements hold:
(a) (X, T ) is minimal.
(b) If x0 is a distal l.a.p. point of (T, X), then x0 is an a.a. point of (X, T ).
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Here “distal” at x0 means P[x0] = {x0} (cf. Definition 1.7). If T is a right C-semigroup instead of an almost right
C-semigroup, then (X, T ) is minimal by [2, Theorem 6.31]. Here we will need a lemma (cf. Lemma 5.7 in §5) to
generalize the right C-semigroup case.
Theorem 0.17(a) is in fact a generalization of [2, Reflection principle III]. We now conclude this introductory
section with two open questions:
Question 0.18 (Reflection principle). Let (T, X) be an invertible minimal semiflow with T an almost C-semigroup
and x0 ∈ X. If x0 is a distal l.a.p. point of (T, X), then:
(1) is x0 an l.a.p. point of (X, T )? (Note that x0 is an a.a. point of (X, T ) by Theorem 0.17.)
(2) is x0 an.a.a. point of (T, X)?
The answer of (2) of Question 0.18 is “yes” if so is the answer of (1). See Theorems 3.8 and 5.8 for weak solutions to
(2). Moreover, the minimality of (T, X) is crucial here; otherwise, one can easily construct counterexamples.
Question 0.19 (Existence of invariant measure; [31, Question 2.8.1]). Let (T, X) be an a.a. flow. Does (T, X) have an
invariant Borel probability measure? If (T, X) is distal, the answer is “yes” and was obtained by Furstenberg by using
his structure theorem in [12].
1. Almost automorphy of surjective semiflows
Standing hypothesis and terminoloy. We will keep the following conventions in this section unless specified other-
wise.
1. Let (T, X) with the phase mapping (t, x) 7→ tx be a surjective semiflow.
2. Let T−1 = {t−1 | t ∈ T } and T−1 ◦ T = {t−1s | s, t ∈ T }, where for each t ∈ T , we identify t with the transition map
t : x 7→ tx and t−1 : X  X is the inverse of t : X → X.
3. Write 〈T−1 ◦ T 〉 = {s−11 t1 · · · s
−1
n tn | n ≥ 1 and si, ti ∈ T for i = 1, . . . , n}.
• Here associated to (T, X), t−1 : X  X by x 7→ t−1[x], for t ∈ T , is a upper semi-continuous set-valued
map [2, Lemma 0.6]. That is to say, for x ∈ X and any neighborhoodU of t−1[x], there is a neighborhood
V of x such that t−1[y] ⊂ U for all y ∈ V .
Proof. Let xn → x and we will show t
−1[xn] ⊂ U as n sufficiently big. Suppose the contrary that there is
a (subnet of) net yn ∈ t
−1[xn] \ U with yn → y in X. Then y < t
−1[x] but tyn = xn → x and tyn → ty. So
ty = x implies y = t−1[x] a contradiction.
• In addition, (T, X) need not be invertible in this section. Of course, if (T, X) is an invertible semiflow here,
then 〈T−1 ◦ T 〉 = 〈T 〉.
4. Let f : X → X be a continuous surjective map. We say the set-valued map f −1 : X  X, x 7→ f −1[x] is
continuous if and only if xn → x implies f
−1[xn]→ f
−1[x] in the sense of Hausdorff topology.
Let G be a discrete group; then there are two canonical translate flows on L∞(G) with the same phase group G
under the pointwise topology:
τR : G × L
∞(G)→ L∞(G), (t, f ) 7→ t f and τL : L
∞(G) ×G → L∞(G), ( f , t) 7→ f t.
Clearly, (t f )s = t( f s) for all f ∈ L∞(G) and s, t ∈ G; that is to say, (t, f , s) 7→ t f s is a bitransformation group.
Following [29, Definition 1.2.1], f ∈ L∞(G) is called a right Bochner a.a. function on G in case tn f → g and
t−1n g → f
′ implies f = f ′. Similarly we could define the left Bochner a.a. function on G.
Then, f ∈ L∞(G) is right a.a. if and only if it is left a.a. (cf. [29, Theorem 1.3.1] and §0.1(i)). This symmetric
property plays an important role in Veech’s arguments on a.a. functions on G.
However, given a flow (T, X), since ts−1 , s−1t ∀s, t ∈ T in general, we are unable to obtain a natural bitrans-
formation flow on X. This will cause many essential difficulties for our later discussion. The principal result of the
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discussion in §1 is Theorem 1.10, which asserts that an a.a. point of an invertible semiflow satisfies the so-called “two
syndetic sets” condition.
Recall that x ∈ Paa(T, X) iff for every net {tn} in T , tnx → y, x
′
n → x
′ and tnx
′
n = y implies x = x
′. Such an x is also
called a “Bochner a.a. point” of (T, X) here to distinguish with the “Bohr almost automorphy” of (T, X) that we will
define in §2. At first we here have the following simple observation.
Lemma 1.1. If (T, X) is a.a such that x 7→ t−1[x] is continuous for t ∈ T, then (T, X) is invertible.
Proof. Let x0 ∈ Paa(T, X) such that X = clsXT x0. Since t
−1t : T x0 → T x0 is the identity and x 7→ t
−1tx is continuous in
the Hausdorff topology, hence t−1t is the identity on X. Since tX = X, thus t−1 is 1-1 onto. This proves Lemma 1.1.
Definition 1.2 (cf. [13] for T = Z+).
1. A subset D of T−1 ◦T is called a ∆-set of T if one can find a net {tn} in T such that for all m, t
−1
m tn ∈ D as n > nm
for some nm > m.
2. A subset of T−1 ◦ T is called a ∆∗-set of T if it intersects non-voidly every ∆-set of T .
Here D need not be a subset of T if T is not a group.
Note. A special case of Definition 1.2.1 is [19, (d) of Definition 1.2] where a “∆-set” of T is a set D ⊆ T such that
there exists a sequence {si}
∞
i=1 in T with sn ∈ smD for all m < n.
Recall that a subset A of T is thick if for every compact set F ⊂ T there is some t ∈ T with Ft ⊂ A. A set
H ⊆ T is referred to as an IP-set [8] if there exists a sequence {pn}
∞
n=1 in T such that pn1 pn2 · · · pnk ∈ H for all
1 ≤ n1 < · · · < nk < ∞ and 1 ≤ k < ∞.
(1.2a) If S is a thick subset of T , then it contains an IP-set of T (cf. [13, Lemma 9.1] for T = (Z+,+)).
Proof. Let S be thick and take p1 ∈ S ; then there is some p2 ∈ T with {e, p1}p2 ⊆ S . Further there is some
p3 such that {e, p1, p2, p1p2}p3 ⊆ S and so on, we can choose a sequence {pn} such that pn1 · · · pnk ∈ S for all
1 ≤ n1 < · · · < nk < ∞. This shows that S contains an IP-set of T . (This proof is valid for all topological
monoid.)
(1.2b) Let X0 be an T-invariant subset of X such that t
−1t|X0 = idX0 for all t ∈ T. If H ⊆ T is an IP-set, then H is a
∆-set in T w.r.t. (T, X0).
Proof. Let {pn}
∞
n=1 be a sequence in T with pn1 pn2 · · · pnk ∈ H for 1 ≤ n1 < · · · < nk < ∞ and 1 ≤ k < ∞.
Now set tn = p1p2 · · · pn for n = 1, 2, . . . and then {tn} is a sequence in T such that tn = tmpm+1 · · · pn so that
t−1m tn |X0 = t
−1
m tmpm+1 · · · pn |X0 = pm+1 · · · pn |X0 ∈ H for m < n. Thus H is a ∆-set in T .
We notice here that if (T, X) is not invertible, then “t−1m tn ∈ H” generally makes no sense in the above proof. So
we have to consider t−1m tn |X0 here.
It should be mentioned that a ∆-set and ∆∗-set of T need not be a subset of T if T is not a group in our setting.
However, any IP-set of T is always a subset of T .
Definition 1.3 (cf. [13] for T = Z+). Let (T, X) be any semiflow. Then:
1. An x ∈ X is called a ∆∗-recurrent point if for all neighborhoodU of x the set
NT−1◦T (x,U) = {τ ∈ T
−1 ◦ T | τx ⊂ U}
is a ∆∗-set of T .
2. An x ∈ X is called an IP∗-recurrent point of (T, X) if for all neighborhood U of x, NT (x,U) is an IP
∗-set of T ,
i.e., NT (x,U) intersects non-voidly every IP-set of T .
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We notice here that when T is group, then NT−1◦T (x,U) = NT (x,U). However, in general, it only holds that
NT−1◦T (x,U) ⊃ NT (x,U).
Terminoloy 1.4. Let x ∈ X, N ⊂ 〈T−1 ◦ T 〉; then:
1. For ε ∈ UX write
Cε(N, x) = {t ∈ T
−1 ◦ T | stx ⊆ ε[sx] and ε[stx] ⊇ sx ∀s ∈ N}.
Clearly Cε({e}, x) = NT−1◦T (x, ε[x]).
2. When d : X × X → R is a continuous pseudo-metric on X and ε > 0, set
Bε,d[A] = {y ∈ X | ∃a ∈ A s.t. d(a, y) < ε}
and then write
Cε,d(N, x) = {t ∈ T
−1 ◦ T | stx ⊂ Bε,d[sx] and Bε,d[stx] ⊃ sx ∀s ∈ N}.
By dH(·, ·) we denote the Hausdorff pseudo-metric induced by d on X. Then we have
Cε,d(N, x) = {t ∈ T
−1 ◦ T | dH(sx, stx) < ε ∀s ∈ N}.
It should be noted that the ∆∗-recurrence andCε(N, x) depend on both (T, X) and (X, T ), but IP
∗-recurrence depends
only on (T, X).
Lemma 1.5. Let x ∈ Paa(T, X) and ε ∈ UX . Then NT−1◦T (x, ε[x]) is a ∆
∗-set of T . Moreover, if (T, X) is such that
x 7→ t−1[x] is continuous for t ∈ T and N ⊂ 〈T−1 ◦ T 〉 finite, then Cε(N, x) is a ∆
∗-set of T .
Proof. Assume for a contradiction that there exists an ε ∈ UX such that NT−1◦T (x, ε[x]) is not a ∆
∗-set of T . Let
D ⊆ T−1 ◦T be a ∆-set of T corresponding to a net {tn} in T following Definition 1.2 such that D∩NT−1◦T (x, ε[x]) = ∅.
Passing to a subnet of {tn} if necessary, let tnx → x
′ and t−1n [x
′] → {x} in X in the sense of Hausdorff topology. Then
t−1n [x
′] ⊂ ε[x] as n sufficiently big. From this it follows readily that as m sufficiently large, for some nm, t
−1
m [tnx] ⊆ ε[x]
for all n ≥ nm. This implies D ∩ NT−1◦T (x, ε[x]) , ∅ a contradiction. Thus NT−1◦T (x, ε[x]) must be a ∆
∗-set of T .
Finally we can obtain the second part by a slight modification of the above argument with Cε(N, x) in place of
NT−1◦T (x, ε[x]). The proof is complete.
We now consider the almost automorphy from the point of view of recurrence. The following theorem shows that
an a.a. point has very strong recurrence.
Theorem 1.6 (cf. [13, Theorem 9.13] for T = Z). A point of X is ∆∗-recurrent for (T, X) if and only if it is an a.a.
point of (T, X).
Proof. Let x ∈ X be a ∆∗-recurrent point of (T, X) and suppose that tnx → x
′, x′′n → x
′′ and tnx
′′
n = x
′ for some net
{tn} in T . We need to prove x = x
′′. If x , x′′, let Vx and Vx′′ be two disjoint neighborhoods of x and x
′′, respectively.
Then NT−1◦T (x,Vx) is a ∆
∗-set of T so that it intersects non-voidly every ∆-set of T . Since for m sufficiently big there
is an n0 = n0(m) such that t
−1
m [tnx] ∩ Vx′′ , ∅ for n ≥ n0, hence A = {τ ∈ T
−1 ◦ T | τx ∩ Vx′′ , ∅} is a ∆-set of T by
Definition 1.2. This is a contradiction to A ∩ NT−1◦T (x,Vx) = ∅, and so x = x
′′.
Conversely, suppose that x ∈ Paa(T, X). Then by Lemma 1.5, it follows that x is ∆
∗-recurrent for (T, X). This
proves Theorem 1.6.
Definition 1.7. Let (T, X) be any semiflow, which is not necessarily surjective.
(1) An x ∈ X will be called a distal point of (T, X) if x is proximal only to itself in clsXT x.
(2) If (T, X) is pointwise distal, then (T, X) is said to be distal.
(3) If x ∈ X is a distal point such that clsXT x = X, then (T, X) is called point-distal.
We note here that every distal point is a.p. for all semiflow; see, e.g., [13, 2]. Moreover:
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• A point of X is distal if and only if it is IP∗-recurrent [8, Theorem 4]; and for t ∈ T , t−1tx = x for every distal
point x of a point-distal semiflow (T, X).
By
P(X) =
⋃
ε∈UX
⋂
t∈T
t−1[ε]
it follows easily that
• (T, X) is distal if and only if P(X) = ∆X .
The following is a consequence of Theorem 1.6 and (1.2b). However, we will present an independent proof here.
Lemma 1.8 (cf. Furstenberg [13, Corollary to Theorem 9.13] for T = Z). Every x of Paa(T, X) is a distal point of
(T, X).
Proof. Let x ∈ Paa(T, X) and we will show x is an IP
∗-recurrent point of (T, X). Suppose the contrary that there is a
neighborhood U of x such that NT (x,U) is not an IP
∗-set in T . Then H := T \ NT (x,U) contains an IP-set of T . So
there is a sequence {sn} in T such that sn1 · · · snk ∈ H for 1 ≤ n1 < n2 < · · · < nk < ∞ and 1 ≤ k. Let tn = s1s2 · · · sn
and we can assume (a subnet of) tnx → z. Then there is an m such that t
−1
m [tnx] ⊂ U as n > m sufficiently big. This
implies t−1m [tm(sm+1 · · · snx)] ⊂ U. Thus sm+1 · · · snx ∈ U, a contradiction to sm+1 · · · sn ∈ H = T \ NT (x,U). Hence x is
a distal point of (T, X). The proof is complete.
Corollary 1.9. If x ∈ Paa(T, X) and ε ∈ UX , then NT (x, ε[x]) is discretely syndetic in T and so T ∩ NT−1◦T (x, ε[x]) is
discretely syndetic in T .
It should be noted here that the “onto” condition of (T, X) has played a role in the proof of Lemma 1.8 and so in
Corollary 1.9.
Let N ⊂ 〈T−1 ◦ T 〉; then M is called a superset of N if N ⊆ M. The following important result Theorem 1.10 is a
generalization to Veech [29, Lemma 2.1.2] fromBochner a.a. functions on a discrete group to a.a. points of a surjective
semiflow on a compact T2 space, which shows thatCε(N, x) is a “big” subset of T
−1◦T because T∩Cδ(M, x) is syndetic
in T by Corollary 1.9.
Theorem 1.10. Let (T, X) be such that x 7→ t−1[x] is continuous for all t ∈ T and x ∈ Paa(T, X). Given ε ∈ UX
and a finite set N ⊂ 〈T−1 ◦ T 〉, there exist a δ ∈ UX and a finite superset M of N such that σ
−1τ ∈ Cε(N, x) for all
σ, τ ∈ T ∩ Cδ(M, x).
Proof. Let Σ be the set of continuous pseudo-metrics on X (cf. [20, Theorems 6.19 and 6.29]), which generates the
uniformityUX (cf. [20, Theorem 6.15]). Assume the contrary; and then for some finite set N ⊂ 〈T
−1 ◦ T 〉, some ε > 0
and some d ∈ Σ and every superset M of N and all δ > 0, there must exist σ, τ ∈ T ∩Cδ,d(M, x) with σ
−1τ < Cε,d(N, x).
(Note that given any α ∈ UX , there are a d ∈ Σ and an ǫ > 0 such that Cǫ,d(N, x) ⊆ Cα(N, x).)
Given any sequence {An} of compact subsets of X, for simplicity, write dH- lim An = K for An → K in the sense of
the Hausdorff pseudo-metric dH based on d on X.
Choose a sequence of positive numbers {δn} decreasing to 0 so fast that
∑∞
n=1 δn < ∞. Let an increasing sequence
{Mn} of finite supersets of N together with a sequence (σn, τn) of pairs of elements of T be chosen as follows:
Let L1 = N ∪ {e} and we set M1 = L1 ∪ L
−1
1 . Then M1 is a finite superset of N, and so by the assumption
there exists (σ, τ) = (σ1, τ1) with σ, τ ∈ T ∩ Cδ1 ,d(M1, x) but σ
−1τ < Cε,d(N, x). Having chosen M1, . . . ,Mk and
(σ1, τ1), . . . , (σk, τk) we set Lk+1 = MkMkNk where Nk = {e, σk, τk, σ
−1
k τk}, and define Mk+1 = Lk+1 ∪ L
−1
k+1. Mk+1 is a
finite superset of Mk, and again by the assumption there exists a pair (σ, τ) = (σk+1, τk+1) such that σk+1, τk+1 both are
in T ∩ Cδk+1 ,d(Mk+1, x) but σ
−1
k+1τk+1 < Cε,d(N, x). The construction then proceeds by induction.
Let T0 =
⋃∞
k=1 Mk. If s, t ∈ T0, then s, t ∈ Mk and so t
−1 ∈ Mk for k sufficiently large implying by construction of
{Mn} that st
−1 ∈ Mk+1 ⊂ T0. Thus T0 is a subgroup of 〈T
−1 ◦ T 〉.
A sequence {αk} of elements of T is now defined as follows: Let α1 = τ1 and α2 = σ1, α3 = τ1τ2 and α4 = α1σ2;
for every k ≥ 2 define
α2k+1 = τ1τ2 · · · τk+1 and α2k+2 = α2k−1σk+1.
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If s ∈ Mk, then sα2k−1 ∈ Mk+1, since s, τ1, . . . , τk−1 ∈ Mk and τk ∈ Nk. We have by the triangle inequality of the
pseudo-metric d
dH(sα2k+1x, sα2k+2x) ≤ dH(sα2k−1τk+1x, sα2k−1x) + dH(sα2k−1x, sα2k−1σk+1x) ≤ 2δk+1.
Therefore, if we can show that dH- lim
k→∞
sα2k+1x = sy exists for s ∈ T0, then so will dH- lim
k→∞
sαkx = sy hold for s ∈ T0.
Now if s ∈ Mk and k < j, then sα2 j+1 ∈ M j+2. Hence by triangle inequality
dH(sα2k+1x, sα2 j+1x) ≤
j−k−1∑
i=0
dH(sα2(k+i)+1x, sα2(k+i+1)+1x)
=
j−k−1∑
i=0
dH(sα2(k+i)+1x, sα2(k+i)+1τk+i+2x)
≤
j−k−1∑
i=0
δk+i+2
tends to 0 as k → +∞. Therefore by exploiting a subnet of {α2k+1x} convergent in the topology of UX , there exists
some y ∈ X such that
dH- lim
k→∞
sαkx = sy ∀s ∈ T0.
Since x ∈ Paa(T, X) and X is compact T2, hence there exist a subnet { j} of the sequence {k} and a point y
′ ∈ X such
that
d(y, y′) = 0, lim
j
sα2 jx = sy
′ and lim
j
sα−12 j y
′ = sx ∀s ∈ N.
(Since d is only a pseudo-metric on X, there is no y = y′ in general!) Thus we can choose k > j so big that
max
s∈N
dH
(
sα−12 j α2k+1x, sx
)
<
ε
2
. (1.1)
Now α−12 j = σ
−1
j α
−1
2( j−1)−1 = σ
−1
j τ
−1
j−1 · · · τ
−1
1 and α2k+1 = τ1 · · · τk+1. Therefore σ
−1
j τ j · · · τk+1 ∈ T
−1 ◦ T and by k > j we
have α−12 j α2k+1(x) = σ
−1
j τ j · · · τk+1(x) because (T, X) is 1-1 at every a.a. point and tx ∈ Paa(T, X) for t ∈ T . If s belongs
to N, then
sσ−1j τ j ∈ M j+1, sσ
−1
j τ jτ j+1 ∈ M j+2, . . . , sσ
−1
j τ jτ j+1 · · · τk ∈ Mk+1.
Hence
max
s∈N
dH
(
sα−12 j α2k+1x, sσ
−1
j τ jx
)
≤ max
s∈N
k− j∑
i=0
dH
(
sσ−1j τ j · · · τ j+ix, sσ
−1
j τ j · · · τ j+i+1x
)
≤
k− j∑
i=0
δ j+i+1. (1.2)
Let j be chosen so large that
∑
n≥ j δn <
ε
2
which is possible since
∑∞
n=1 δn < ∞. Then by (1.1), (1.2) and the triangle
inequality of dH ,
dH
(
sσ−1j τ jx, sx
)
< ε ∀s ∈ N,
and this inequality contradicts that (σ j, τ j) was so chosen that σ
−1
j τ j < Cε,d(N, x). This thus completes the proof of
Theorem 1.10.
Corollary 1.11. Let (T, X) be a flow with phase group T and x ∈ Paa(T, X). Given ε ∈ UX , a finite set N ⊂ T
and an integer n > 0, there exists a finite superset M of N and a δ ∈ UX such that if τ1, . . . , τn ∈ Cδ(M, x), then
τ
ǫ1
1 · · · τ
ǫn
n ∈ Cε(N, x) for all choice ǫi = 0,+1 or −1.
Proof. The proof is by induction on n. For n = 1 select a set M ⊃ N and δ ∈ UX by Theorem 1.10. If τ ∈ Cδ(M, x),
then τǫ1 ∈ Cε(N, x) for ǫ1 = 0, 1 or −1, since e ∈ Cδ(M, x) and τ
−1e ∈ Cε(N, x).
Suppose the corollary holds for some integer n ≥ 1, and let M1 ⊃ N and δ1 ∈ UX be chosen by Theorem 1.10 so
that whenever τ, σ ∈ Cδ1 (M1, x), then σ
−1τ ∈ Cε(N, x).
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Using Theorem 1.10 once more let M2 ⊃ M1 and δ2 ∈ UX be chosen when τ, σ ∈ Cδ2(M2, x), then σ
−1τ ∈
Cδ1(M1, x). Note that if τ ∈ Cδ2 (M2, x), then τ
−1 ∈ Cδ1 (M1, x). By our induction assumption we choose a set M ⊃ M2
and δ ∈ UX such that if τ1, . . . , τn ∈ Cδ(M, x), then τ
ǫ1
1 · · · τ
ǫn
n ∈ Cδ2(M2, x) for all choice ǫ j = 0, 1 or −1. Let
τ1, . . . , τn+1 be elements of Cδ(M, x), and suppose γ = τ
ǫ1
1 · · · τ
ǫn+1
n+1 = γ
′γ′′ where γ′ = τ
ǫ1
1 · · · τ
ǫn
n and γ
′ = τ
ǫn+1
n+1 with
again ǫ j = 0, 1 or −1. Then both γ
′ ∈ Cδ2(M2, x) and γ
′′ ∈ Cδ2 (M2, x). By our choice of M2 and δ2, it follows easily
that (γ′)−1 ∈ Cδ1 (M1, x), γ
′′ ∈ Cδ1 (M1, x), and finally γ =
(
(γ′)−1
)−1
γ′′ ∈ Cε(N, x). The corollary then follows by
induction.
Therefore, when (T, X) is a flow and x ∈ Paa(T, X), then for every neighborhood U of x and n ≥ 2 there are
discretely syndetic sets A1, . . . , An in T such that A1 · · · Anx ⊂ U.
2. Bohr almost automorphy of semiflows
In this section we will mainly consider almost automorphy from Bohr’s viewpoint of recurrence. First we will
introduce the basic notion—Bohr a.a. point of surjective semiflows. The principal results of the discussion are Theo-
rems 2.2 and 2.5. Theorem 2.2 asserts that the equivalence of discrete Bohr almost automorphy with Bochner almost
automorphy. This also follows that a discretely periodic point of any semiflow is an a.a. point. Particularly, Theo-
rem 2.5 says that an a.a. point is an l.a.p. point if our phase semigroup T is a group or if T is an abelian semigroup.
Standing hypothesis. Let (T, X) be a surjective semiflow in this section unless specified otherwise.
2.1. Bohr a.a. vs Bochner a.a.
Definition 2.1. Let (T, X) be any semiflow not necessarily surjective. Then:
1. An x ∈ X shall be called a Bohr a.a. point of (T, X) if for all ε ∈ UX , there is a subset B = BT (x, ε) of T such
that:
i) B is syndetic in T .
ii) If t1, t2 ∈ B, then t
−1
2 [t1x] ⊂ ε[x]; i.e., B
−1Bx ⊆ ε[x].
2. If here B is discretely syndetic in T , then x will be called a discrete Bohr a.a. point of (T, X).
See [29, Definition 2.1.2] for Bohr a.a. functions on a discrete group, which requires in addition B−1 = B. Property
ii) is a kind of “two syndetic sets” condition. However, even if T is a topological group, B−1 need not be syndetic in T
in the sense of Definition 0.2.
Theorem 2.2. Let (T, X) be such that x 7→ t−1[x] is continuous for t ∈ T and let x0 ∈ X. Then:
(1) The x0 is a discrete Bohr a.a. point if and only if x0 ∈ Paa(T, X).
(2) If (T, X) is a flow, then x0 ∈ Paa(T, X) iff for all ε ∈ UX there is a subset B = BT (x0, ε) of T such that
i) B is discretely syndetic in T ,
ii) B−1Bx0 ⊆ ε[x0],
iii) B = B−1.
Note. Property (2) implies that every regular a.p. point of a flow is an a.a. point. Here x0 is called a regular a.p. point
if and only if NT (x0,U) contains a syndetic subgroup of T for all neighborhoodU of x0.
Proof. (1): Let x0 be a discrete Bohr a.a. point of (T, X) and {tn} a net in T . Since X is compact T2, there is no loss of
generality in assuming tnx0 → y, x
′
n → x
′
0 and tnx
′
n = y. To prove that x0 ∈ Paa(T, X), it is sufficient to show x
′
0 = x0.
Assume the contrary. Then there is some ε ∈ UX such that (x0, x
′
0) < ε ◦ ε ◦ ε. Now choose a set B = BT (x0, ε)
satisfying Definition 2.1. Since B is syndetic in T , there exist elements s1, . . . , sm of T such that each t ∈ T may be
written s jt = τ where τ ∈ B and 1 ≤ j ≤ m. For each tn we can write s jtn = τn where j = j(n). There are but finitely
many s j, so there will exist a subnet {βk} of {tn} such that s j0βk = τk where j0 is independent of k. It remains true for
{βk} that βkx0 → y and βkx
′
k = y. Then let k then i > k be chosen so large that
ε[x′0] ∩ β
−1
k [βix0] , ∅ and β
−1
k [βix0] ⊆ β
−1
k s
−1
j0
[s j0βix0] = τ
−1
k [τix0].
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Further by condition ii) of Definition 2.1, we can conclude that (x0, x
′
0) ∈ ε ◦ ε ◦ ε, which is a contradiction. Therefore
x0 ∈ Paa(T, X) as was to be proved.
Conversely suppose that x0 ∈ Paa(T, X). By Definition 0.9, x0 ∈ Paa(T, X) in the sense of the discrete T . Given
ε ∈ UX choose a finite superset M of N = {e} and δ ∈ UX as in Theorem 1.10. Define B = T ∩ Cδ(M, x0) which
is discretely syndetic in T by Lemma 1.5. If t1, t2 ∈ B then t
−1
2 t1 ∈ Cε({e}, x0) using Theorem 1.10. Thus x0 enjoys
properties i) and ii) of Definition 2.1. Thus x0 is discrete Bohr a.a. point of (T, X).
(2): We only need to show the “only if” part because of (1). For this, let x0 ∈ Paa(T, X). Applying Corollary 1.11
with N = {e} and n = 2 and then having set B = Cδ(M, x0) ∪ (Cδ(M, x0))
−1, B satisfies conditions i), ii) and iii). Thus
(2) of Theorem 2.2 holds. The proof is complete.
Corollary 2.3 (Pushing-out of almost automorphy).
1. Let π : (T, X)→ (T, Y) be an epimorphism of two invertible semiflows. If x ∈ Paa(T, X), then π(x) ∈ Paa(T, Y).
2. Every invertible factor of an a.a. semiflow is also an a.a. semiflow.
Question 2.4 (Lifting of a.a. points; cf. Sell-Shen-Yi 1998 [26]). Let π : (T, X) → (T, Y) be an epimorphism of
minimal flows and N an integer with N ≥ 2. There are two open questions on a.a. points, which are of general
interests.
1. If π is of almost N-to-1 type and (T, Y) is equicontinuous, when is (T, X) an a.a. flow?
2. If π is of N-to-1 type and (T, Y) is an a.a. flow, when is (T, X) an a.a. flow?
According to Ellis’ “two-circle” minimal set, to obtain positive solutions to these questions, we need to add conditions
on the phase group T or the phase space X.
Recall following Definition 0.3 that x is l.a.p. for (T, X) if and only if for every neighborhood U of x there is a
syndetic set A of T and a neighborhood V of x such that AV ⊂ U.
Based on Veech’s structure theorem any a.a. point is l.a.p. in the flows. However, by independent approaches, the
following theorem asserts that an a.a. point is an l.a.p. point in many important situations.
Theorem 2.5. Let (T, X) be minimal invertible such that T is a group or an abelian semigroup. If x ∈ Paa(T, X), then
x is an l.a.p. distal point of (T, X) in the sense of discrete T .
Proof. Let x ∈ Paa(T, X). Since the almost automorphy still holds under the discrete topology of T , we may suppose
T is discrete. First by Theorem 2.2, x is a Bohr a.a. point of (T, X). Now let U be a closed neighborhood of x. We need
to find a neighborhood V of x and a syndetic set A of T with the property AV ⊆ U.
(a): Let T be an abelian semigroup. Then by Definition 2.1, there is a discretely syndetic set B of T such that
B−1Bx ⊂ U and so BB−1x ⊂ U. Take a finite subset K = {k1, . . . , km} of T with T = K
−1B (i.e. ∀t ∈ T,∃k ∈ K
s.t. kt ∈ A). Therefore T−1 = B−1K = KB−1. Since X = clsXT x = clsXT
−1x (cf. [2]), X =
⋃m
i=1 kiclsXB
−1x. Thus
W := IntXclsXB
−1x , ∅. Choose some s ∈ T with sx ∈ W and then x ∈ s−1W. Having set V = s−1W and A = sB, it
holds that
AV = Bss−1W = BW ⊆ BclsXB
−1x ⊆ clsXBB
−1x ⊆ U.
Since A is syndetic in T and U is arbitrary, thus x is an l.a.p. point of (T, X).
(b): Let T be a group. Then by (2) of Theorem 2.2, we can find a discretely syndetic set B of T such that BBx ⊂ U.
This implies that x is an l.a.p. point of (T, X) by an argument similar to that of the case (a). Indeed, take a finite set
K ⊂ T with T = KB for B is syndetic. ThenW = IntXBx , ∅ so that V = s
−1W is a neighborhood of x for some s ∈ T .
Thus for A = Bs, AV = BW ⊆ clsXBBx ⊆ U.
Finally, since an a.a. point is always a distal point of (T, X) by Lemma 1.8, the proof of Theorem 2.5 is therefore
completed.
Theorem 2.5 is is a generalization to [4, Theorem 19] which is for abelian group acting on compact metric spaces
by different approaches.
In addition it should be noted that if here (T, X) is not minimal, then this statement need not be true. In fact, every
fixed point is an a.a. point but not necessarily an l.a.p. one when (T, X) is not a minimal semiflow. For example, let
T = R and X = R ∪ {∗} the one-point compactification of R where ∗ at infinity. Define (t, x) 7→ t + x then ∗ is an a.a.
but not an l.a.p. point for the flow (T, X).
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Remark 2.6. In [23] McMahon and Wu proved that x ∈ X is an l.a.p. point of a minimal flow iff for every neigh-
borhood U of x there are discretely syndetic sets A, B in T such that ABx ⊂ U. Thus Theorem 2.5 in flows may also
follow from Corollary 1.11.
Question 2.7. Is an a.a. point of any (invertible) minimal semiflow with nonabelian phase semigroup (e.g. amenable
semigroup or almost right C-semigroup) an l.a.p. point?
Question 2.8. Let (T, X) be a flow with non-discrete phase group T . Does it hold that x is a Bohr a.a. point if and
only if x is a discrete Bohr a.a. point?
Let T be a topological group and by Ne we denote the system of neighborhoods of e in T . In two special cases we
can obtain a positive solution to Question 2.8 as follows:
Theorem 2.9. Let (T, X) be a flow with non-discrete phase group T . If T is such that given U ∈ Ne and B ⊂ T there
exists V ∈ Ne with BV ⊆ UB, then x is a Bohr a.a. point if and only if x is a discrete Bohr a.a. point.
Proof. Assume x is a Bohr a.a. point of (T, X) and ε ∈ UX . Then there exists a compact neighborhoodW of x with
W ⊂ ε[x] and a syndetic subset B in T such that B−1Bx ⊆ W. Further there is someU ∈ Ne withUB
−1Bx ⊂ ε[x]. Thus,
there is V ∈ Ne such that B
−1VBx ⊂ ε[x]. Moreover, we can take an N ∈ Ne with N
−1N ⊆ V , so (NB)−1(NB)x ⊆ ε[x].
Note that NB is discretely syndetic in T . Indeed, let K be the compact subset of T such that T = KB. Then there is
a finite subset F = {k1, . . . , kn} of K with FN ⊇ K so that T = F(NB). Thus x is a discrete Bohr a.a. point of (T, X).
Since the other direction is obvious, so the proof of Theorem 2.9 is completed.
Theorem 2.10. Let (T, X) be a flow with non-discrete phase group T . If T is such that given U ∈ Ne and B ⊂ T there
exists V ∈ Ne with VB ⊆ BU, then x is a Bohr a.a. point if and only if x is a discrete Bohr a.a. point.
Proof. First we will show that clsT (B
−1B) =
⋂
N∈Ne
(NB)−1NB for B ⊂ T . Indeed, since for each V ∈ Ne there
is some W ∈ Ne with W
−1W ⊆ V and W−1W ∈ Ne, thus
⋂
W∈Ne
(WB)−1WB =
⋂
V∈Ne
B−1VB. Moreover, since
B−1B ⊂ B−1VB for all V ∈ Ne, clsT (B
−1B) ⊆ B−1VB so that clsT (B
−1B) ⊆
⋂
V∈Ne
B−1VB. On the other hand,
clsT (B
−1B) =
⋂
V∈Ne
B−1BV ⊇
⋂
W∈Ne
B−1WB. Thus clsT (B
−1B) =
⋂
W∈Ne
(WB)−1WB.
Let x be a Bohr a.a. point of (T, X) and ε ∈ UX . Now by clsXB
−1Bx ⊆ clsXB
−1Bx for all B ⊆ T , there exist a
syndetic set B in T and an N ∈ Ne such that (NB)
−1(NB)x ⊆ ε[x]. Since NB is discretely syndetic in T , x is a discrete
Bohr a.a. point of (T, X). The other direction is obvious, so the proof of Theorem 2.10 is completed.
2.2. Bohr-Veech points
Definition 2.11. Let (T, X) be any semiflow not necessarily surjective.
1. A subset A of T is said to be relatively dense in T if there is a finite set F ⊆ T such that Ft ∩ A , ∅ and
tF ∩ A , ∅ for all t ∈ T .
2. An x ∈ X is called a Bohr-Veech point of (T, X) if given ε ∈ UX there is a subset B of T such that:
(a) B is relatively dense in T ;
(b) B−1Bx ⊆ ε[x].
Clearly, any Bohr-Veech point of an invertible semiflow is an a.a. point by Theorem 2.2. When T is a discrete abelian
semigroup, any Bohr a.a. point is a Bohr-Veech point in the invertible case.
Given any τ ∈ T , let Lτ : t 7→ τt be the left translation of T . Since T is only a semigroup, LτT $ T in general.
Thus for B ⊂ T , L−1τ B is possibly an empty subset of T .
Recall the reflection (X, T ) has the phase mapping (x, t) 7→ xt = t−1x by Definition 0.1. Then the following theorem
is a weak solution to Question 2.7.
Theorem 2.12. Let (T, X) be minimal invertible with x ∈ X. If x is a Bohr-Veech point of (T, X), then x is an l.a.p.
point of (X, T ).
Note. It should be interesting to know whether or not x is an l.a.p. of (T, X) in the setting of Theorem 2.12.
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Proof. Given ε, α ∈ UX with α ◦ α ◦ α ⊂ ε, let B be a relatively dense set in T such that B
−1Bx ⊂ α[x] following
Definition 2.11. Since IntXclsXBx , ∅ by a standard argument, we can take some τ ∈ T and some δ ∈ UX such that
B−1τ(δ[x]) ⊂ ε[x]; that is, (τ−1B)−1(δ[x]) ⊂ ε[x]. Let B′ = L−1τ B, which is a subset of T such that (δ[x])B
′ ⊆ ε[x]. To
prove the theorem, it is sufficient to show that B′ is left syndetic in T . Indeed, since B is relatively dense in T , there is
a finite subset F of T with B ∩ tF , ∅ for all t ∈ T . Let t ∈ T be any given and then set t′ = τt. Since B ∩ t′F , ∅,
there are b ∈ B and f ∈ F with t′ f = b so that τt f = b; i.e., t f ∈ L−1τ (b) ⊂ B
′. This shows that B′ ∩ tF , ∅ for all
t ∈ T . So B′ is left syndetic in T and thus x is an l.a.p. point of (X, T ). This then proves Theorem 2.12.
3. Veech’s structure theorem for a.a. flows
This section will be mainly devoted to proving Veech’s Structure Theorem for a.a. flows by using Theorem 2.5.
First we will need an important result due to Ellis and Gottschalk.
Lemma 3.1 (cf. [11, Proposition 5.27]). If (T, X) is an l.a.p. flow with the phase group T , then P(X) = Q(X) and
moreover (T, X/P(X)) is an equicontinuous flow.
In fact, (T, X/P(X)) is actually the maximal equicontinuous factor of an l.a.p. flow (T, X). Lemma 3.1 is a corollary
of the following Lemma 3.2.
Recall from Definition 0.11 that (x, y) ∈ Q−(T, X) if and only if there are nets xn → z, yn → z and {tn} in T such
that tnxn → x and tnyn → y. Thus if (T, X) is invertible, then Q
−(T, X) = Q(X, T ) where (X, T ) is the reflection of
(T, X) (cf. Definition 0.1). Then Lemma 3.1 may be generalized as follows:
Lemma 3.2. If (T, X) is an l.a.p. semiflow, then P(T, X) ⊇ Q−(T, X) and so P[x] ⊇ Q−[x] for all x ∈ X. (Hence if T
is a group P(T, X) = Q(T, X).)
Proof. Let (x, y) ∈ Q−(T, X); then there are nets {tn} in T , {xn, yn} in X × X, and z ∈ X such that (xn, yn) → (z, z),
tnxn → x, and tnyn → y. Since z is an l.a.p. point of (T, X), hence for every ε ∈ UX there are some δ ∈ UX and a
syndetic set A in T such that A(δ[z]) ⊆ ε
3
[z], where ε
3
∈ UX such that
ε
3
◦ ε
3
◦ ε
3
⊆ ε. Then there is a compact subset K
of T such that for all n there are kn ∈ K and an ∈ A with kntn = an. By passing to a subnet of {tn} if necessary, we may
suppose that
kn → k ∈ T and kntnxn = anxn → x
′ ∈ ε[z], kntnyn = anyn → y
′ ∈ ε[z].
Thus k(x, y) = (x′, y′) ∈ ε and Q−(T, X) ⊆ P(T, X). The proof is complete.
Lemma 3.3 ([9, 2]). A semiflow (T, X) is a.p. if and only if it is equicontinuous surjective if and only if Q(T, X) = ∆X .
Lemma 3.4 ([2]). If (T, X) is equicontinuous surjective, then it is distal.
Theorem 3.5 (cf. [16] or [11, Corollary 5.28] for T a group). Let (T, X) be any semiflow. Then (T, X) is a.p. if and
only if (T, X) is l.a.p. and distal.
Proof. Assume (T, X) is a.p.; then (T, X) is l.a.p. and moreover it is equicontinuous surjective by Lemma 3.3. So
(T, X) is distal by Lemma 3.4.
Conversely, suppose (T, X) is l.a.p. distal and so (T, X) is invertible with P(T, X) = ∆X . By Lemma 3.2, it follows
that Q(X, T ) = ∆X and so (X, T ) and then (T, X) is a.p. by Lemma 3.3.
Next using the foregoing preparations we can readily prove Veech’s Structure Theorem for a.a. flows as follows.
Theorem 0.13. If (T, X) is an a.a. flow, then (T, X) is an almost 1-1 extension of an equicontinuous flow (T, Y) via
π : (T, X)→ (T, Y) such that Paa(T, X) = {x ∈ X | π
−1[π(x)] = {x}}.
Proof. Let (T, X) be an a.a. flow and then it is minimal by Lemma 1.8. By Theorem 2.5 and Lemma 0.6, (T, X) is an
l.a.p. minimal flow. Let Y = X/P(X) and (T, X)
π
−→ (T, Y) the canonical projection. Then (T, Y) is an equicontinuous
factor of (T, X) by Lemma 3.1. Now by Lemma 1.8, P[x] = {x} for all x ∈ Paa(T, X) so that π is of almost 1-1 type
such that π−1(π(x)) = {x}.
Finally, let x ∈ X such that π−1(π(x)) = {x}. If tnx → x
′ and t−1n x
′ → x′′ for a net {tn} in T , then by tnπ(x) → π(x
′)
and t−1n π(x
′) → π(x′′), we can see that π(x) = π(x′′) because Q(Y) = ∆Y . Thus x = x
′′ and then x ∈ Paa(T, X). Thus
Paa(T, X) = {x ∈ X | π
−1(π(x)) = {x}}. The proof is thus complete.
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In fact, as far as we have known, this is the first complete proof of Veech’s structure theorem of a.a. flows. The
converse of Theorem 0.13 holds as follows:
Theorem 3.6. Let (T, X) and (T, Y) be two minimal semiflows. If π : (T, X) → (T, Y) is of almost 1-1 type and (T, Y)
is equicontinuous surjective, then (T, X) is an a.a. semiflow such that {x | π−1[π(x)] = {x}} ⊆ Paa(T, X).
Proof I. Let x0 ∈ X be such that π
−1[π(x0)] = {x0}. Let S eq be the equicontinuous structure of (T, X); that is, S eq is the
minimal invariant closed equivalence relation R on X such that (T, X/R) is equicontinuous. Then writing [x]eq = S eq[x]
for all x ∈ X, we have canonical epimorphisms
π : (T, X)
πeq
−−−−−→
x 7→[x]eq
(T, X/S eq)
θ
−−−−−−−→
[x]eq 7→π(x)
(T, Y).
This implies that π−1eq [[x0]eq] = π
−1
eq [πeq(x0)] = {x0}. Since πeq(Q[x0]) ⊆ Q[[x0]eq] = P[[x0]eq] = {[x0]eq} (noting (T, Y)
is distal by Lemma 3.4 and θ−1[θ([x0]eq)] = [x0]eq), Q[x0] = {x0} and thus x0 ∈ Paa(T, X). The proof is complete.
Proof II. (When x 7→ t−1[x] is continuous for t ∈ T .) At first, by Lemma 3.3, (T, Y) is a pointwise a.a. semiflow. Since
π : X → Y is of almost 1-1 type, there exists a point x ∈ X such that π−1(y) = {x}. Further, for every open neighborhood
U of x there is an open neighborhood V of y with π−1(V) ⊆ U. Thus if B ⊂ T such that B−1By ⊆ V , then B−1Bx ⊆ U.
Then Theorem 3.6 follows easily from (1) of Theorem 2.2. The proof is complete.
The following consequence is due to Veech [31], which has been independently proved in [3] by using different
approaches.
Corollary 3.7 (Veech [29, 31]). If (T, X) is a minimal flow, then (T, X) is equicontinuous if and only if Paa(T, X) = X.
Proof. If (T, X) is equicontinuous, then it follows that Q(X) = ∆X and then we can conclude Paa(T, X) = X. Con-
versely, let π : (T, X)→ (T, Y) be an almost 1-1 extension of an equicontinuous flow (T, Y) given by Theorem 0.13. If
Paa(T, X) = X, then π is an isomorphism so that (T, X) is equicontinuous.
In fact, the above important statement still holds for minimal surjective semiflows; see Theorem 4.5 in §4. How-
ever, the minimality is crucial in the proof of Corollary 3.7; see Example 4.7 for a counterexample.
Theorem 3.8. Let (T, X) be invertible point-distal. If (T, X) and its reflection (X, T ) both are l.a.p., then (〈T 〉, X) is an
a.a. flow.
Proof. By Lemma 3.2, P(T, X) ⊇ Q−(T, X) = Q(X, T ) ⊇ P(X, T ) ⊇ Q(T, X). Since tQ(X, T ) ⊆ Q(X, T ) for t ∈ T ,
P(T, X) = Q(T, X) is closed invariant. Further by a standard argument (cf., e.g., [1, Corollary 6.11, p. 88]), we can
see Q(X) is an equivalence relation on X. This implies that π : (T, X) → (T, X/Q(X)) is an almost 1-1 extension such
that (T, X/Q(X)) is minimal equicontinuous invertible. Let 〈T 〉X = 〈T 〉 be associated to (T, X). Then π : X → X/Q(X)
may be naturally extended as an almost 1-1 extension π : (〈T 〉X , X) → (〈T 〉X , X/Q(X)). Noting that (〈T 〉X , X/Q(X)) is
a minimal equicontinuous flow (cf. [2, Theorem 1.15]), it follows from Theorem 3.6 that (〈T 〉, X) is an a.a. flow. The
proof is thus complete.
We note that if “(X, T ) is l.a.p.” is an implication of that (T, X) is l.a.p. in the above theorem, then we can get a
positive solution to (2) of Question 0.18.
4. Equicontinuity and pointwise almost automorphy
Veech proved that a function on a discrete group is a.p. if and only if it is a.a. and each of its limit points is a.a.
(cf. [29, Theorem 3.3.1]). Now we shall show that Veech’s theorem still holds for general surjective semiflows. The
principal result Theorem 4.5 claims that a minimal surjective semiflow is equicontinuous if and only if it is pointwise
a.a., which actually generalizes Veech’s theorem (Corollary 3.7 in §3).
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4.1. Pointwise almost automorphy
By Veech’s structure theorem (Theorem 0.13), we can easily see that a pointwise a.a. minimal flow is a.p. (Corol-
lary 3.7). In fact, this also follows easily from Theorem 3.5. However, for an invertible minimal semiflow, there is no
such a Veech structure theorem at hands and moreover, we do not know if an a.a. point must be an l.a.p. point. In view
of these reasons, we need new ideas for proving that “a minimal pointwise a.a. semiflow is a.p.”
Lemma 4.1. Let (T, X) be a surjective semiflow. If (T, X) is equicontinuous, then Paa(T, X) = X.
Proof I. Since (T, X) is equicontinuous surjective, then by [2] it follows that (〈T 〉, X) is equicontinuous and hence
Paa(〈T 〉, X) = X. This evidently shows that Paa(T, X) = X. The proof is complete.
Proof II. This follows from Theorem 3.6 with (T, Y) = (T, X) and π = idX .
Definition 4.2 ([11, 13, 1, 2]). Let E(X) be the closure of T in XX under the pointwise topology, where each t of
T is identified with the transition map x 7→ tx of X to itself corresponding to (T, X). Then E(X) is called the Ellis
enveloping semigroup of (T, X).
In addition we will need two lemmas for any semiflow (T, X).
Lemma 4.3 (cf. [9, Lemma 5.2]). Let (T, X) be a surjective semiflow. Then Paa(T, X) = X if and only if E(X) is a
compact T2 topological group with e = idX .
Lemma 4.4 (cf. [9, Proposition 5.5]). E(X) is a compact T2 topological group with e = idX if and only if (T, X) is
distal and (T, clsXT x) is equicontinuous for each x ∈ X.
Theorem 4.5. Let (T, X) be a minimal surjective semiflow; then Paa(T, X) = X iff (T, X) is equicontinuous invertible
iff (T, X) is an a.p. semiflow.
Proof. If (T, X) is equicontinuous invertible, then by Lemma 4.1 it follows that Paa(T, X) = X. Conversely, if
Paa(T, X) = X, then E(X) is a compact T2 topological group by Lemma 4.3. Further, since (T, X) is minimal, hence by
Lemma 4.4 (T, X) is equicontinuous invertible. The proof is complete.
Corollary 4.6. Let (T, X) be a minimal surjective semiflow. Then (T, X) is equicontinuous invertible if and only if
each point of X is ∆∗-recurrent for (T, X).
Proof. This follows easily from the consequences of Theorem 4.5 and Theorem 1.6.
It is interesting to find a proof for Theorem 4.5 without using Ellis enveloping semigroup. Moreover, it should be
noted that if (T, X) is not minimal, then the consequence of Theorem 4.5 need not be true. Let us see a simple classical
example.
Example 4.7. Let ϕ be the self homeomorphism of the disk D in the plane such that ϕ(r, θ) = (r, θ + r), where (r, θ)
are polar coordinates of D. Clearly, (ϕ,D), corresponding to a flow on D with phase group Z, is pointwise a.a., i.e.,
Paa(ϕ,D) = D; but it is not equicontinuous.
Let (T, X) be surjective and x ∈ X. We say (T−1 ◦ T, X) is equicontinuous at x if given ε ∈ UX there is a δ ∈ UX
such that t−1[sy] ⊂ ε[t−1[sx]] and t−1[sx] ⊂ ε[t−1[sy]] for all y ∈ δ[x] and s, t ∈ T . The following theorem generalizes
Veech’s [29, v) of Theorem 1.2.1] that is for a.a. functions on discrete groups.
Theorem 4.8. Let (T, X) be a surjective semiflow such that x 7→ t−1[x] is continuous for t ∈ T and let x0 ∈ X. If
Paa(T, X) ∋ xk → x0 in X and (T
−1 ◦ T, X) is equicontinuous at x0, then x0 ∈ Paa(T, X).
Proof. Let (T, X) be invertible. Let tnx0 → x
′, x′tn → x
′′ for a net {tn} in T . We need to show x0 = x
′′. For this, let
δ, ε ∈ UX be any given with δ ⊂ ε such that (T
−1 ◦T )δ[x0] ⊆ ε. Since xk → x0, then (xk, x0) ∈ δ as k ≥ k0. Let a subnet
{si} of {tn} be so chosen that limi s
−1
i limi sixk = xk. Noting that x
′′ = limi s
−1
i limi six0 we have that(
x′′, limis
−1
i limisixk
)
=
(
limis
−1
i limisix0, limis
−1
i limisixk
)
∈ ε.
By the triangle inequality,(
x′′, x0
)
∈
(
limis
−1
i limisix0, limis
−1
i limisixk
) (
limis
−1
i limisixk, x0
)
∈ ε ◦ ε.
Since ε be arbitrary, thus x0 = x
′′. The general case may be similarly proved and we omit the details here. The proof
is complete.
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4.2. Almost periodic and a.a. functions of discrete groups
Standing hypothesis and terminoloy. In this subsection we suppose that
1. G is a discrete group and by L∞ = L∞(G) we denote the set of real-valued bounded functions on G.
2. The pointwise topology on L∞ is the topology for which fn → f ⇔ fn(x) → f (x) ∀x ∈ G. For any T ⊆ G,
HT ( f ) = cls{t f | t ∈ T } under the pointwise topology.
3. The uniform topology on L∞ is the topology for which fn → f ⇔ fn(x) → f (x) uniformly for x ∈ G.
Under each of the pointwise and uniform topologies, we can then define the right-translate flow (G, L∞) as follows:
τR : G × L
∞ → L∞, (t, f ) 7→ t f ,
which is isometric (i.e., ‖t f ‖ = ‖ f ‖ for all t ∈ G and f ∈ L∞) and so which is equicontinuous with respect to the
uniform topology on L∞.
Definition 4.9 (cf. [25, 17, 29, 11] for T = G). Let T be a subgroup of G.
1. f ∈ L∞ is said to be (right) T -a.p. in the sense of Bochner–von Neumann if and only if T f is relatively compact
in (L∞, ‖ · ‖).
2. f ∈ L∞ is called an (right) T -a.a. function onG if and only if tn f → η, f
′
n → f
′ and tn f
′
n = η implies f = f
′ for
every net {tn} in T in the pointwise topology on L
∞.
Now as a consequence of Theorem 4.5, we can concisely obtain the following classical result which is due to
Bochner and Veech.
Theorem 4.10 ([5] and [29, Theorem 3.3.1] for T = G). Let T be a syndetic subgroup of G and ξ ∈ L∞. Then ξ is
Bochner–von Neumann T-a.p. if and only if every element of HT (ξ) is an T-a.a. function on G.
Proof. Necessity: Let ξ be T -a.p. in the sense of Bochner–von Neumann. Let F = cls‖·‖Tξ be the uniform closure
of Tξ. Then (T, F) is a minimal equicontinuous flow and so it is pointwise T -a.a. by Theorem 4.5 under the uniform
topology. If snξ → f , for a net {sn} in T , in the pointwise topology, then f ∈ F. Thus F = HT (ξ). Given f ∈ F, assume
tn f → y and t
−1
n y → f
′ in the sense of the pointwise topology. Since tn f ∈ F, then by passing to a subsequence {αi} of
the net {tn}, it holds that αi f → y and α
−1
i y → f in the sense of the uniform topology. Thus f = f
′. This shows every
f of F is an T -a.a. function onG.
Sufficiency: Assume every element of HT (ξ) is an T -a.a. function on G. Since ξ is bounded, HT (ξ) is compact T2
under the pointwise topology. Moreover, by Lemmas 4.3 and 4.4, (T,HT (ξ)) is minimal. Thus (T,HT (ξ)) is a minimal
equicontinuous flow under the pointwise topology by Theorem 4.5 again. Further the pointwise topology coincides
with the uniform topology on HT (ξ) so ξ is an T -a.p. function. In fact, let G = KT for some finite set K ⊂ G and
assume fn → f in HT (ξ) in the sense of pointwise topology and let ǫ > 0. Then there is some δ > 0 such that whenever
z,w ∈ HT (ξ) such that maxk∈K |z(k) − w(k)| < δ then maxk∈K |tz(k) − tw(k)| < ǫ for all t ∈ T by equicontinuity of T
τR-acting on HT (ξ). This means that as n > n0 for some n0, maxk∈K |t fn(k) − t f (k)| < ǫ for all t ∈ T . Thus
‖ fn − f ‖ = supx∈G | fn(x) − f (x)| = supt∈Tmaxk∈K | fn(kt) − f (kt)| ≤ ǫ.
This implies that fn → f in the sense of uniform topology. Thus Tξ is relatively compact under the uniform topology
and ξ is T -a.p. in the sense of Bochner–von Neumann.
It should be mentioned that if T was only a semigroup not a group in Theorem 4.10, (T,HT (ξ)) would not be
surjective so that Theorem 4.5 would play no role in the foregoing proof.
We can of course define the left T -a.p. and T -a.a. functions on G. In 1965 [29] for the case T = G, Veech’s proof
needs to utilize the left almost automorphy of ξ associated to the left-translate flow τL : L
∞ ×G → L∞ by ( f , t) 7→ f t
where f t(x) = f (tx) for all x ∈ G. Also see [29, Theorem 2.3.1] for the special case G = (Z,+). Then the following
results motivate our Questions 0.1(i) and 0.1(ii).
(V) A bounded function on G is left a.a. if and only if it is right a.a. (cf. Veech [29, Theorem 1.3.1] or §0.1.(i)).
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(L) A bounded function on G is left a.p. in the sense of Bochner–von Neumann if and only if it is right a.p. in the
sense of Bochner–von Neumann (cf. von Neumann [25] or Loomis [22, Lemma 41B]; also see §0.1.(ii)).
It is known that on a complete metric space not locally compact, the orbit of an a.p. point need not be relatively
compact; see [6, Proposition 4.6]. However, for functions on G we can obtain the following simple observation:
• Let f ∈ L∞ and T a subgroup of G. Then f is Bochner-von Neumann T -a.p. if and only if it is a.p. for T in the
sense of Definition 0.2.2, i.e., given ε > 0, NT ( f , ε) = {t ∈ T | ‖t f − f ‖ < ε} is right-syndetic in T .
5. Veech relationships of invertible semiflows
Using Veech’s relations we will prove Theorem 0.14 and Theorem 0.17 in this section and consider invertible
semiflows with abelian phase semigroups. The Veech relations are not only useful for almost automorphy but also
for capturing the equicontinuous structure of flows [30]. Here we will consider two kinds of relations introduced by
Veech in [29, 30].
5.1. Relations V and D
Definition 5.1 (cf. [29, 3] for T a group). Let (T, X) be any semiflow. Then:
1. We say that an ordered pair (x, x′) is in “Veech” relation, denoted (x, x′) ∈ V(T, X) or x′ ∈ V[x], if there exist a
y ∈ X, nets {tn} in T and {x
′
n} in X such that tnx → y, x
′
n → x
′ and tnx
′
n = y.
2. We will say that x is well-proximal to x′ if there is a net {tn} in T such that tn(x, x
′) → (x′, x′).
If (T, X) is surjective and x ∈ Paa(T, X), then x is only well-proximal itself in X. If T is a group or an abelian
semigroup, then V(T, X) is invariant. It is obvious that V[x] = {x} if and only if x ∈ Paa(T, X). Moreover, V(T, X) ⊆
Q(T, X). However, even if (T, X) is a flow, here we cannot in general show that V(T, X) is an equivalence relation. In
fact, V(T, X) is not symmetric in general.
The following theorem in the special case of T = Z is just Furstenberg’s [13, Proposition 9.14].
Theorem 5.2. Let X be a compact metric space, (T, X) a surjective semiflow such that x 7→ t−1[x] is continuous for
t ∈ T, and x ∈ X. If x is well-proximal to x′, then x′ ∈ V[x].
Proof. Since x is well-proximal to x′ and X × X is metrizable, there is a sequence {pn} in T with pm+1 · · · pm+ℓx → x
′
as m → ∞ for all ℓ ≥ 1, following Furstenberg’s construction (cf., e.g., [13, Theorem 2.17]). Set sn = p1p2 · · · pn
for n = 1, 2, . . . and suppose snx → y and s
−1
n [y] → K for some closed subset K (passing to a subsequence if
necessary). We claim x′ ∈ K. Otherwise, let Ux′ and UK be two disjoint neighborhoods of x
′ and K, respectively.
Then s−1m [snx] ⊂ UK for n > m as m sufficiently big. This contradicts that s
−1
m [sm+ℓx] ⊇ pm+1 · · · pm+ℓx → x
′ as
m → ∞. This proves Theorem 5.2.
Since each point of X is well proximal to some a.p. point of a semiflow ([13]), therefore we can conclude that if x
is an a.a. point in Theorem 5.2, then x is an a.p. point by a line different with Lemma 1.8.
Corollary 5.3. Let (T, X) be a surjective semiflow on a compact metric space X such that x 7→ t−1[x] is continuous
for t ∈ T. Then:
(1) If (x, y) ∈ P(X) with y an a.p. point, then (x, y) ∈ V(T, X). Particularly P(T, X) ⊆ V(T, X) if (T, X) is minimal.
(2) If (x, y) ∈ P(T, X), then V[x] ∩ V[y] contains an a.p. point of (T, X).
Proof. (1): Let E(X) be the Ellis enveloping semigroup as in Definition 4.2. If (x, y) ∈ P(T, X), then there is a minimal
left ideal I in E(X) such that p(x) = p(y) for all p ∈ I. Let J = {u ∈ I | u2 = u}. Since y is an a.p. point of (T, X),
u(x) = u(y) = y for some u ∈ J so that x is well proximal well to y. Thus (1) of Corollary 5.3 holds by Theorem 5.2.
(2): Given u ∈ J, let z = u(x) = u(y) and so u(z) = z. Then by Theorem 5.2, it follows that z ∈ V[x] ∩ V[y] and z is
an a.p. point of (T, X). Thus we have proved (2) of Corollary 5.3.
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Note. The metric on X plays a role in our proof of Theorem 5.2. It would be interested to know if this statement holds
for flows with compact T2 non-metrizable phase spaces.
The second Veech relation we will consider in this section is the following one.
Definition 5.4 (cf. [30] for T a group). Let (T, X) be any semiflow. Given x ∈ X, define D[x] for (T, X) by
D[x] =
⋂
ε∈UX
clsX
{⋃
t−1[sx] | s, t ∈ NT (x, ε[x])
}
.
D[x] is closed, and of course x ∈ D[x]. Then we will say (x, y) ∈ D(T, X) if and only if y ∈ D[x]. Clearly, D(T, X) is
invariant when T is a group or an abelian semigroup.
By the definition, it is easy to verify that
• y ∈ D[x]⇔ ∃ {tn}, {sn} in T and {yn} in X s.t. tnx → x, snx → x, yn → y and tnyn = snx.
To show V[x] ⊆ D[x] for all point x ∈ X of any invertible minimal semiflow (T, X), we will need an algebraic
lemma.
Lemma 5.5. Let T be a semigroup of surjective self-maps of X and x ∈ X. If A is a discretely syndetic set of T , then
A−1A is a ∆∗-set of T in the sense that for any net {t′i } in T , there is a subnet {tn} of {t
′
i } such that t
−1
m [tnx] ⊆ A
−1Ax for
all m < n.
Proof. Let {tn} be any net in T . Since A is syndetic, there is a finite subset K = {k1, . . . , km} of T such that T = K
−1A.
Then for n, k jtn = an for some an ∈ A and some j with 1 ≤ j ≤ m. By considering a subnet of {tn} if necessary, we can
assume ktn = an and then t
−1
n k
−1 = a−1n for all n, where k ∈ K is independent of n. Thus by a
−1
m ky = t
−1
m k
−1ky ⊇ t−1m y
for y ∈ X, it follows that
t−1m [tnx] ⊆ a
−1
m [ktnx] = a
−1
m [anx] ⊆ A
−1Ax
for all m < n. This shows that A−1A is a ∆∗-set of T .
Theorem 5.6 (cf. [3, Theorem 16] for T a group). Let (T, X) be a surjective semiflow such that x 7→ t−1[x] is
continuous for t ∈ T. If (T, X) is minimal and x ∈ X, then:
(1) V[x] ⊆ D[x].
(2) D[x] = U[x] ⊆ Q[x], where U[x] = {y | ∃yn → y and {tn} in T s.t. tn(x, yn) → (x, x)}.
Proof. (1). Let x ∈ X and y ∈ V[x]. Then there is a net {tn} in T such that y ∈ limm limn t
−1
m [tnx]. Let ε ∈ UX ; then
A = NT (x, ε[x]) is discretely syndetic in T . Thus A
−1A is a ∆∗-set of T by Lemma 5.5. Obviously this shows that
y ∈ clsXA
−1Ax and thus y ∈ D[x].
(2). Let y ∈ D[x], then there are nets {tn}, {sn} in T and {yn} in X with tnx → x, snx → x, yn → y, and tnyn = snx
by Definition 5.4. Then tn(x, yn) = (tnx, snx) → (x, x). Thus y ∈ U[x]. On the other hand, U[x] ⊆ D[x] follows easily
from the minimality of (T, X). Finally U[x] ⊆ Q[x] is evident. The proof is complete.
5.2. Two applications of Veech’s relations
Theorem 0.14. Let (T, X) be a minimal flow. Then (T, X) is an a.a. flow if and only if there exists a point x ∈ X such
that Q[x] = {x}.
Proof. Let Q[x] = {x} for some point x of X. Then V[x] = {x} by Theorem 5.6 so that x ∈ Paa(T, X). Since (T, X) is
minimal, thus (T, X) is an a.a. flow.
Conversely, assume (T, X) is an a.a. flow. By Theorem 2.5 or by Theorem 0.13, (T, X) is an l.a.p. flow so
P(X) = Q(X) by Lemma 3.1. Moreover, by Lemma 1.8, P[x] = {x} for some x ∈ X. Thus Q[x] = {x}. This proves
Theorem 0.14.
Recall that (X, T ), the reflection of (T, X), is defined by (x, t) 7→ xt = t−1x (see Definition 0.1). The following
lemma is a generalization of [2, (2) of Theorem 5.31 for right C-semigroups].
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Lemma 5.7. Let (T, X) be invertible. Assume T is an almost right C-semigroup. If (T, X) is minimal, then (X, T ) is
also minimal.
Proof. First of all, if T is compact, then the lemma is obviously true. Indeed, let (T, X) be minimal and then for all
x, y ∈ X, Ty = clsXTy = X and so ty = x for some t ∈ T . This implies that for all x, y ∈ X, y = t
−1x = xt for some
t ∈ T and thus clsXxT = xT = X for every x ∈ X. Hence (X, T ) is minimal.
Now suppose T is non-compact and that (T, X) is minimal. Since G := {t | clsT (T \ Tt) is compact in T } is dense
in T , clsXT x = clsXGx for all x ∈ X.
We show (X, T ) is minimal. For this, for x ∈ X, define the α-limit set of x w.r.t. (T, X) by αT (x) =
⋂
F∈F clsXxF
c,
where K is the collection of compact subsets of T and Fc is the complement of F in T . Clearly, αT (x) is closed
non-empty by the “finite intersection property” and αT (x) ⊆ clsX xT .
We will show that αT (x) is an invariant set of (T, X). For this, let y ∈ αT (x) and s ∈ G. Let F ∈ K . Since
K := Fs ∪ clsT (T \ T s) is compact and F
cs ⊇ Kc (for Kc ⊆ T s = (F ∪ Fc)s), then y ∈ clsXxF
cs so there is a net
{tn} in F
c such that xtns → y and xtn → z. Thus zs = y and z ∈ clsXxF
c. This shows that sy = ys−1 ∈ αT (x). Thus
GαT (x) ⊆ αT (x) and then TαT (x) ⊆ αT (x), i.e., αT (x) is an invariant closed set of (T, X).
However, since (T, X) is minimal by hypothesis, αT (x) = X for all x ∈ X. Thus clsXxT = X for all x ∈ X and so
(X, T ) is minimal. The proof is complete.
Theorem 0.17. Let (T, X) be an invertible minimal semiflow with T an almost right C-semigroup and x0 ∈ X. Then
the following two statements hold:
(a) (X, T ) is minimal.
(b) If x0 is a distal l.a.p. point of (T, X), then x0 is an a.a. point of (X, T ).
Proof. First of all, by Lemma 5.7, (X, T ) is minimal. Next by Lemma 0.6, (T, X) is l.a.p. and then it follows from
Lemma 3.2 that Q(X, T ) ⊆ P(T, X). Since x0 is a distal point of (T, X), thus, for (X, T ), Q[x0] = {x0}. Then by
Theorem 5.6, it follows that x0 is an a.a. point of (X, T ). The proof is complete.
5.3. Reflection principles and structure theorem of abelian semigroups
Here the following Theorem 5.8 actually gives us three reflection principles. Here the “abelian” condition will be
needed for (2)⇒ (3) or (b)⇒ (c) and (2)⇔ (b).
Theorem 5.8. Let (T, X) be minimal invertible with T abelian and x ∈ X. Then the followings are pairwise equivalent.
(1) Q(T,X)[x] = {x}.
(a) Q(X,T )[x] = {x}.
(2) x ∈ Paa(T, X).
(b) x ∈ Paa(X, T ).
(3) x is a distal and l.a.p. point of (T, X).
(c) x is a distal and l.a.p. point of (X, T ).
Here Q(T,X)[x] and Q(X,T )[x] stand for the cells of Q(T, X) and Q(X, T ) at x, respectively.
Proof.
(1)⇒ (2) and (a)⇒ (b). This follows immediately from Theorem 5.6.
(2)⇒ (3) and (b)⇒ (c). This follows immediately from Theorem 2.5.
(2)⇔ (b). This follows at once from (1) of Theorem 2.2 and the fact that if B is left syndetic in T then it is also
right syndetic in T .
(c) ⇒ (1). By Lemma 0.6, (X, T ) is l.a.p. with x a distal point. Moreover by Lemma 3.2, P(X, T ) ⊇ Q(T, X).
Further, since x is a distal point of (X, T ), thus Q(T,X)[x] = {x} and so condition (1) holds.
Therefore, it holds that
(1)⇒ (2)⇔ (b)⇒ (c)⇒ (1),
and symmetrically we can show that
(a)⇒ (b)⇔ (2)⇒ (3)⇒ (a).
This completes the proof of Theorem 5.8.
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In fact, Veech’s structure theorem also holds for T in abelian semigroup as follows, which implies Theorem 4.5
when T is abelian.
Theorem 5.9. Let (T, X) be any semiflow. Then
(1) If (T, X) is minimal with T abelian such that x 7→ t−1[x] is continuous for t ∈ T, then (T, X) is a.a. if and only if
(T, X) is an almost 1-1 extension of an equicontinuous invertible semiflow.
(2) Let (T, X) be an almost 1-1 extension of a minimal semiflow (T, Y) via π : X → Y. If (T, X) is point-distal, then
π is 1-1 at every distal point of (T, X).
Proof. (1): The “if” part is evident by Theorem 3.6. So we only show the “only if” part and we can assume by
Lemma 1.1 that (T, X) is an a.a. minimal invertible semiflow. By Theorem 5.8, (T, X) and (X, T ) both are l.a.p. semi-
flows. Thus by Lemma 3.2, it follows that
P(X, T ) ⊇ Q(T, X) ⊇ P(T, X) ⊇ Q(X, T ).
Whence P(T, X) = Q(T, X) is a closed invariant equivalent relation on X. This implies that π : (T, X) → (T, X/Q(X))
is of almost 1-1 type such that (T, X/Q(X)) is an equicontinuous invertible semiflow.
(2): Let y0 ∈ Y such that π
−1[y0] = {x0}. Let x be a distal point of (T, X) and set y = π(x). Take x1, x2 ∈ π
−1[y].
Since (T, Y) is minimal and z 7→ π−1[z] is upper-semi continuous, there is a net {tn} in T such that tn(x1, x2) → (x0, x0).
Then by distality of (T, X) at x, x1 = x2. Thus π is 1-1 at x; that is, π
−1[π(x)] = {x}. The proof is complete.
5.4. The density of V(T, X) in D(T, X)
Next we will show that V(T, X) is dense in D(T, X) for all minimal invertible semiflow (T, X). If T is an abelian
group, this was proved by Veech (cf. [30, Theorem 1.2]).
We first consider a special case as follows. Let G = 〈T 〉 and let X = HT (ξ) which is the pointwise closure of the
T -translates of a given bounded vector-valued function ξ (valued in the d-dimensional complex-space Cd) on G and
(T, X) be as in §0.1.3. Moreover, (T, X) is 1-1 here; i.e., x 7→ tx is 1-1 for t ∈ T . Then:
Lemma 5.10. Let (T, X) be minimal where X = HT (ξ). Then:
(1) Given x ∈ X, x′ ∈ D[x], and a finite set S ⊆ T, there is a net {βi} in T such that limi βix and lim j limi β
−1
j βix = x
′′
exist with x′′(s) = x′(s) for all s ∈ S . Hence V[x] is dense in D[x] for all x ∈ X.
(2) If T is countable, then V[x] = D[x] for all x ∈ X.
Proof. (1). First, for δ > 0 and z,w ∈ X, we shall say that (z,w) ∈ δ or ρ(z,w) < δ if and only if ‖z(s) − w(s)‖ < δ for
all s ∈ S . Let {δn}
∞
n=1 be a sequence of positive numbers such that
∑
n δn < ∞. If x
′ ∈ D[x], then by Definition 5.4
there exist, for each n and ǫ > 0, elements σ, τ ∈ NT (x, δn[x]) such that (τ
−1σx, x′) ∈ ǫ. Moreover, if F is any finite
subset of 〈T 〉 it can also be arranged that (sγx, sx) ∈ δn ∀s ∈ F, for γ = σ and τ.
Since (T, X) is minimal, then NT (x, δ[x]) is syndetic in T for all δ > 0.We can select a sequence (σ1, τ1), (σ2, τ2), . . .
inductively as follows. First we choose σ1, τ1 ∈ NT (x, δ1[x]) and F0 = {e} with ρ(τ
−1
1 σ1x, x
′) < δ1. Having chosen
(σ1, τ1), . . . , (σn, τn) let Fn be the finite set of elements of 〈T 〉 which are representable as
t = τ
ǫ1
1 σ
ǫ′1
1 · · · τ
ǫn
n σ
ǫ′n
n where ǫi = 0 or − 1 and ǫ
′
i = 0 or 1.
Then choose σn+1, τn+1 ∈ NT (x, δn+1[x]) in such a way that
(a) ρ(sγx, sx) < δn+1 ∀s ∈ Fn, where γ ∈ {σn+1, τn+1}; and
(b) ρ(τ−1n+1σn+1x, x
′) < δn+1.
Based on the sequence {(σn, τn)}, we define α1 = τ1, α2 = σ1τ2 in T , and in general,
αn = σ1 · · ·σn−1τn ∈ T (n = 2, 3, . . . ).
If m < n we have from (a) that
ρ(αmx, αnx) ≤
n−m−1∑
j=0
ρ(αm+ jx, αm+ j+1x) ≤
n−m−1∑
j=0
(2δm+ j + δm+ j+1)
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tends to 0 as m → ∞. Thus limn αnx exists under ρ because
∑∞
n=1 δn < ∞. Letting y be the ρ-limit, we now claim
limm→∞ α
−1
m y = x
′ under ρ. To see this we note that if n > m, then
α−1m αn = τ
−1
m σ
−1
m−1 · · ·σ
−1
1 σ1 · · ·σn−1τn = τ
−1
m σm · · ·σn−1τn
and therefore by argument as above, for n > m,
ρ
(
α−1m αnx, τ
−1
m σmx
)
≤
n∑
k=m+1
δk → 0 as m → ∞.
Thus by (b),
lim
m→∞
ρ
(
α−1m y, x
′
)
= lim
m→∞
lim
n→∞
ρ
(
α−1m αnx, x
′
)
= 0
and α−1m y → x
′ under ρ. By choosing a subnet {βi} from the sequence {αn} in T , there are points z, x
′′ ∈ X such that
under the pointwise topology, βix → z, lim j limi β
−1
j βix = x
′′; and moreover, x′′(s) = x′(s)∀s ∈ S . Therefore we have
concluded the statement (1) of Lemma 5.10.
(2). Since T is countable, so G is also countable. Thus X is naturally metrizable. Now use the metric of X in place
of ρ in the above arguments, we can conclude the statement (2) of Lemma 5.10.
We now return to the general invertible semiflow case with arbitrary compact T2 phase space X. Theorem 5.11
below implies D[x] ⊆ Q[x] (cf. (2) of Theorem 5.6).
Theorem 5.11 (cf. [30, Theorem 1.2] for T an abelian group). Let (T, X) be minimal invertible. Then:
(1) V[x] is a dense subset of D[x] for each x ∈ X.
(2) If X is metrizable, then V[x] = D[x].
Proof. (1): First by (1) of Theorem 5.6, V[x] ⊆ D[x] for all x ∈ X. Next, let x0 ∈ X be any fixed. We denote by
{Fα} the collection of n-tuples (n = nα) of continuous functions on X. Each Fα may be considered a vector-valued
function on X, and if we define fα,x0(s) = Fα(sx0) for all s ∈ 〈T 〉, the closure, Xα, of the T -translates of fα,x0 enjoys
the properties of the space X of Lemma 5.10 such that Xα = { fα,x | x ∈ X} where fα,x(s) = Fα(sx) for all s ∈ 〈T 〉 and
x ∈ X. Let πα : X → Xα be the natural mapping x 7→ fα,x. This is an epimorphism from (T, X) onto (T, Xα), since
t fα,x = fα,tx for all t ∈ T and x ∈ X. So (T, Xα) is minimal. We denote by Dα and Vα the sets which play in Xα the role
of D and V . It is obvious that πα(V[x0]) = Vα[πα(x0)], and therefore by Lemma 5.10 if V0[x0] ⊆ D[x0] is the closure
of V[x0], then πα(V0(x0)) = Dα[πα(x0)]. Now X is the inverse limit of the inverse system {Xα} (indexed by the set of
finite subsets of C(X) directed by inclusion), and since πα(D[x0]) ⊆ Dα[πα(x0)] = πα(V0[x0]) ⊆ πα(D[x0]), D[x0] is
the inverse limit of the sets Dα[πα(x0)]. It follows that V0[x0] = D[x0]. Thus (1) has been proved.
(2): Using the construction of the proof of Lemma 5.10 we can easily see that D[x] ⊆ V[x] if X is a compact
metric space. The proof of Theorem 5.11 is therefore complete.
It should be mentioned that when (T, X) is a flow admitting an invariant probability measure, our Theorem 5.11
is actually [3, Theorems 13 and 16] by different approaches. Moreover, when T is countable, we can easily obtain the
following result.
Theorem 5.12. Let (T, X) be minimal invertible with T a countable semigroup. Then V[x] = D[x] for each x ∈ X.
Proof. This follows easily by an argument similar to that of Theorem 5.11 using (2) of Lemma 5.10. So we omit the
details here.
Let us consider an explicit example.
Example 5.13 (Ellis’ “two circle” minimal set). Let Y0 = {0}×T and Y1 = {1}×T, where T is the unit circle regarded
as the real numbers modulo 2π. Let X = Y0 ∪ Y1. X will be topologized by specifying an open-closed neighborhood
basis for each point as follows. For ε > 0 and y ∈ T, let
Uε(0, y) = {0} × [y, y + ε) ∪ {1} × (y, y + ε),
Uε(1, y) = {0} × (y − ε, y) ∪ {1} × (y − ε, y].
24
Then provided X with the topology such that {Uε(0, y)}0<ε<π and {Uε(1, y)}0<ε<π are open-closed neighborhood bases
of each (0, y) ∈ Y0 and (1, y) ∈ Y1 respectively, X is a compact T2 space which is not second-countable and therefore
non-metrizable.
Let T = Z and T × X → X by (n, x) 7→ nx = (0, y + n) if x = (0, y) and (1, y + n) if x = (1, y). Then (T, X) is a
minimal flow with phase group Z such that
P[x] = V[x] = D[x] = {(0, y), (1, y)}
for all x = (i, y) ∈ X, i = 0, 1. Therefore, (T, X) is not an a.a. flow.
Question 5.14.
1. It would be of interest to know whether or not V[x] is dense in Q[x] for all x ∈ X for a minimal invertible
semiflow (T, X); cf. [3] for (T, X) in the flows with invariant measures.
2. Particularly, it is not known to us if (1) of Theorem 5.9 is still true when T is a non-abelian semigroup (e.g. T
is an almost right C-semigroup).
Theorem 5.15. Let (T, X) be minimal invertible, whose phase space X is a compact metric space. If P(T, X) =
Q(T, X), then V[x] = Q[x] for all x ∈ X.
Proof. By hypothesis, P[x] = Q[x] for all x ∈ X. Further by Corollary 5.3 and Theorem 5.6, we see V[x] = Q[x] for
all x ∈ X.
We may consult [7] for some equivalent conditions of “P(X) = Q(X)” in the flows. By Lemma 3.2, P(X) = Q(X)
if (T, X) and (X, T ) both are l.a.p. invertible semiflows.
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