Openness to trade is one factor that has been identified as determining whether a country is prone to sudden stops in capital inflow, currency crashes, or severe recessions. Some believe that openness raises vulnerability to foreign shocks, while others believe that it makes adjustment to crises less painful. Several authors have offered empirical evidence that having a large tradable sector reduces the contraction necessary to adjust to a given cut-off in funding. This would help explain lower vulnerability to crises in Asia than in Latin America. Such studies may, however, be subject to the problem that trade is endogenous. We use the gravity instrument for trade openness, which is constructed from geographical determinants of bilateral trade. We find that openness indeed makes countries less vulnerable, both to severe sudden stops and currency crashes, and that the relationship is even stronger when correcting for the endogeneity of trade.
Does Openness to Trade Make Countries More Vulnerable to Sudden Stops, Or Less? Using Gravity to Establish Causality
A "sudden stop" --and abrupt cut-off in capital inflows --entails a resource transfer to creditor countries, from the debtor country. Often it also entails a financial or currency crisis in the latter, accompanied by a sharp fall in output. 3 Broadly speaking, there are two opposing views on the relationship between a country's openness and whether it is prone to sudden stops. The first view is that openness makes a country more vulnerable to sudden stops. A country highly integrated into world markets is more exposed to shocks coming from abroad. The second view is that countries that are open to international trade are less vulnerable to sudden stops. If the ratio of trade to GDP is structurally high, it is easier to adjust to a cut-off in international financing of a given magnitude. This paper tests the relationship between trade openness and vulnerability to sudden stops to help choose between the two hypotheses. Such tests have been done before, but without fully taking into account the possible endogeneity of trade. Our incremental contribution here is to use the gravity instrument for trade openness --which aggregates geographically-determined bilateral trade across a country's partners --to correct for the possible endogeneity of trade.
The view that openness makes countries more vulnerable to crises comes in a number of forms. The claim is particularly salient if we are talking about openness to capital flows: "you can't have an international debt crisis if you don't have international debt. 4 But the claim is also made with respect to openness to trade. One variant is that a weakening in a country's export markets is sometimes the trigger for a sudden stop in capital flows, so that a high-trade country is more vulnerable. Another variant notes that sudden stops in finance often extend to a loss in trade credit --especially for imports, but sometimes also even for exports --and that the resulting shrinkage in trade is more painful if trade was a larger share of the economy. A third variant says that openness to trade in practice goes hand in hand with openness to financial flows, for example because much trade needs multinational corporations, who in turn need to be able to move money across national borders; or because it is harder to enforce capital controls if trade is free. 5 In the limiting case, a country that is in autarky with respect to trade must have a net capital account of zero due to the balance of payments adding up constraint. Regardless the specific reasoning, the notion that globalization leads to crises is a generalization that appeals to many.
The view that openness to trade makes countries less vulnerable also comes with a number of different specific mechanisms that have been proposed. Rose (2002) argues that the threatened penalty of lost trade is precisely the answer to the riddle "why do countries so seldom default on their international debts?" and offers empirical evidence that strong trade links are correlated with low default probabilities. International investors will be less likely to pull out of a country with a high trade/GDP ratio, because they know the country is less likely to default. A higher ratio of trade is a form of "giving hostages" that makes a cut off of lending less likely.
6
Another variant of the argument that openness reduces vulnerability takes as the relevant penalty in a crisis the domestic cost of adjustment, i.e., the difficulty of eliminating a newly-unfinanceable trade deficit. The argument goes back at least to Sachs (1985) . He suggested that Asian countries had been less vulnerable to debt crises than Latin American countries --despite similar debt/GDP ratios --because they had higher export/GDP ratios.
The relatively worse performance observed in Latin America was due to the lower availability of export revenue to service debt. Guidotti et. al. (2004) make a similar point by providing evidence that economies that trade more recover fairly quickly from the output contraction that usually comes with the sudden stop, while countries that are more closed suffer sharper output contraction and a slower recovery.
Consider first a country that faces a given cut-off in financing, and must adjust without nominal or real exchange rate flexibility. The adjustment must then come through a reduction in spending. To achieve a $1 billion improvement in the trade balance, the contraction has to be $ (1/m) billion, where m is defined as the marginal propensity to import (in a Keynesian model) or the share of spending that falls on tradable goods (in a tradable/nontradable model). The lower is m, the more painful the adjustment. Whether output itself falls depends, of course, primarily on whether wages and prices are flexible.
But even in a full-employment world, sharp reductions in consumption are painful.
Consider, second, a country that does have the option of nominal and real exchange rate flexibility. In traditional textbook models, if the adjustment is achieved in part through nominal and real depreciation, rather than exclusively through expenditure-reduction, the country can accommodate the tougher new financing constraint without necessarily suffering a recession. This is true even if a relatively large devaluation is required to generate the necessary improvement in the trade balance. But since the emerging market crises of 1994-1998, economists have increasingly emphasized contractionary effects of devaluation, particularly via the balance sheet effect: if the country's debts are denominated in foreign currency, the balance sheets of the indebted banks and corporations are hit in proportion to the devaluation. 7 If the economy is starting from a high ratio of trade to GDP the necessary devaluation need not be large, and therefore the adverse balance sheet effect need not be large. But if the economy is not very open to trade to begin with, the necessary devaluation, and the resulting balance sheet impact and recession, will all be large. Again we arrive at the result that whether the necessary adjustment will be large and painful depends inversely on openness.
The balance sheet version of the openness story is modeled formally by Calvo, Izquierdo, and Talvi (2003) and Cavallo (2004) . Both have in mind the example of Argentina, which has traditionally had a low ratio of trade to GDP, and has suffered some 7 The analytical literature on balance sheet effects and output contraction includes: Kiyotaki and Moore (1997) , Krugman (1999) , Aghion, Banerjee and Bacchetta (2000) , Cespedes, Velasco (2000, 2003) , Chang and Velasco (1999) , Caballero and Krishnamurty (2002) , Christiano, Gust and Roldos (2002) , Dornbusch (2001), and Mendoza (2002) . Cavallo, Kisselev, Perri and Roubini (2002) provide empirical evidence of the output cost associated to the balance sheet effect. Looking at the experience of the 1990´s they show that countries entering a crisis with high levels of foreign debt tend to experience large real exchange rate overshooting (devaluation in addition to the long run equilibrium level) and large output contractions.
of the worst sudden stops. 8 But the hypothesis that openness to trade reduces a country's vulnerability to sudden stops transcends any one formal model, causal link, or country example. The same is true of the hypothesis that openness raises a country's vulnerability.
This paper seeks to choose empirically between the two competing hypotheses.
What do we mean by "vulnerability to sudden stops?" Our primary criterion will be a probit model measuring the probability of a sudden reduction in the magnitude of net capital inflows, following closely the definition of Calvo, Izquierdo and Mejia (2003) . But we also consider some other possible definitions. We look at the definition of crisis episodes in Frankel and Rose (1996) and Frankel and Wei (2004) , which is based on the exchange market pressure variable defined as the percentage depreciation plus percentage loss in foreign exchange reserves. In addition to looking at the probability of a sudden stop or currency crisis, we also examine the subsequent output loss and its magnitude. One possibility is that in a country where sudden stops are associated with large recessions, they are more likely to occur, because investors fear that the country will default to avoid the recessions -- Cavallo (2004) . 9 The opposite relationship between the magnitude and probability of crises is also possible, however. Dooley (2000) has suggested that when crises lead to recessions, countries are more likely to take care to avoid them, and so sudden stops are less likely. Calvo, Izquierdo and Mejia (2003) and Edwards (2004) are among the empirical papers that find that openness to trade is associated with fewer sudden stops. On the other hand, Milesi-Ferretti and Razin (1998, 2000) find that openness helps trigger crises and/or Similarly, Guidotti, Sturzenneger and Villar (2003) find evidence that liability dollarization worsen output recovery after a sudden stop in capital inflows. 8 Others who have argued that Argentina's low trade/GDP ratio helps explain why it was such a victim of the global sudden stop after 1999 include Calvo, Izquierdo, and Mejia (2003) , Calvo and Talvi (2004) , Desai and Mitra (2004) and Treasury Secretary Paul O'Neill, who once said it was unsurprising the Argentines had lost the confidence of investors because they don't export anything. 9 Cavallo's model shows first that under a plausible set of assumptions applicable to emerging market economies, closedness is costly in terms of output loss in the aftermath of sudden stops. The reason is that these shocks trigger real exchange rate depreciations and these, in turn, are contractionary in economies that are highly dollarized. The size of the contraction (or, analogously, the "cost of the adjustment") is negatively related to the degree of trade openness. It also shows that foreign investors who foresee this are more likely to pull their money out of these countries, making sudden stops more likely.
sharp reversals of the current account. 10 All these papers --except the first --use the trade/GDP ratio as the measure for openness to trade.
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A critic might argue that the trade/GDP ratio is endogenous. One way in which trade openness could be endogenous is via income: richer countries tend to liberalize trade barriers --in part because their mode of public finance shifts from tariff revenue to income or VAT taxes. A second way is that trade liberalization could be part of a more general reform strategy driven by pro-globalization philosophy or "Washington Consensus" forces.
Other aspects of such a reform program, such as privatization, financial liberalization, or macroeconomic stabilization might affect the probability of crises, and yet an OLS regression analysis might inappropriately attribute the effect to trade. A third way that trade openness could be endogenous is that experience with crises --the dependent variable --may itself cause liberalization, via an IMF program. Or it might have the opposite effect, if a country's response to a crash is disenchantment with globalization and the Washington Consensus.
A fourth way in which trade openness could be endogenous is through the feedbacks between trade and financial openness. Aizenman (2003) shows in the setting of a simple model how more commercial openness increases the effective cost of enforcing financial repression, rendering financial openness a by-product of greater trade integration.
Similarly, one could potentially think of a reverse causality process, whereby for example, greater financial openness may reduce the cost of trade credit and encourage FDI, and both adjustments may facilitate more commercial trade. Aizenman and Noy (2004) empirically investigate the presence of two-way feedbacks between financial and trade integration.
How can the endogeneity of trade be addressed?
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We use gravity estimates to construct an instrumental variable for trade openness. This methodology was developed by Frankel and Romer (1999) in the context of the effect of trade on growth, and was later applied to a variety of settings in which trade and some other variable could potentially be 10 Along with current account balance, terms of trade, world interest rates and other variables. Easterly, Islam and Stiglitz (2001) find that trade openness raises output volatility. 11 Calvo, Izquierdo and Mejia (2003) use a different measure of openness, which they claim to be superior to the trade to GDP ratio because it is not subject to direct valuation effects that occur as a result of changes in the real exchange rate. They use w = (Y*-S)/A*, where Y* is the supply of tradable goods, S are factor payments and A* is the absorption of tradable goods.
jointly determined. 13 Basically, it consists of aggregating up across a country's partners the prediction of a gravity equation that explains trade with distance, population, language, land-border, land-area, and landlocked status. Gravity estimates are a good instrumental variable, because they are based on geographical variables which are plausibly exogenous and yet when aggregated across all bilateral trading partners are highly correlated with a country's overall trade.
In this paper we use capital account (also known as financial account) and current account data for all countries in the world with data available from the IMF International (approximately 30% of GDP), reduces the probability of a sudden stop by 32%. Some may find this result counterintuitive: trade protectionism does not "shield" countries from the volatility of world markets as proponents might hope. On the contrary, less trade openness leads to greater vulnerability to sudden stops. Finally, using a measure of composite output loss from Frankel and Wei (2004) , and instrumental variables techniques, we find evidence 12 Calvo, Izquierdo and Mejia (2003) try to deal with the problem of endogeneity of trade by computing a two-step hierarchical bootstrapped confidence intervals for all variables in the model. 13 For example, Frankel and Rose (2002) shows that currency unions may raise output, via trade. For a survey of the gravity model in general, and applications and extensions, see chapters 4 and 6 of Frankel (1997) . 14 A reduction in the financial account surplus could potentially be the optimal response to a positive trade shock. To rule out such a case as a crisis episode, we require that a sudden stop be accompanied by a recession. As a matter of fact, this assumption is not essential for the results and we later show that all the findings are robust to alternative definitions of sudden stops.
that openness reduces the output cost associated with the crises that occur, although this result is not as strongly robust as the others.
The paper is organized as follows. In the next section we elaborate on the empirical strategy and discuss the estimation method. Next, we present standard probit results using sudden stop episodes as the dependent variable and confirm the negative correlation between trade openness and the probability of sudden stops that has already been noted in the literature. We then present instrumental variable probit results to show that the direction of causality goes from trade openness to reduced vulnerability to sudden stops. We then repeat the exercise using the Frankel and Rose (1996) definition of crisis episodes and confirm the previous results. Next, we perform several robustness checks, including using a composite output loss variable as the dependent variable in the regressions to test the relationship between openness and the cost of crisis that take place. Finally we discuss results and conclude.
II. Empirical Strategy
We begin by testing whether countries that trade more are (all else equal) more or less prone to sudden stops in capital flows. We estimate variants of the following equation: 
where • "SS i,t " takes value 1 if a sudden stop hits country "i" at year "t" and 0 otherwise,
• "CA/GDP" is the current account balance to GDP, and
• "Z" is a set of lagged and contemporaneous regressors included for robustness check purposes. The preferred definition is SS1. This algorithm classifies as a sudden stop a situation in which at a year "t", the financial account surplus of country "i" (prevailing at year "t-1") falls at least two standard deviations below the sample mean; the current account deficit falls by any amount either in "t" or in "t+1"; and GDP per capita falls by any amount either in "t" or in "t+1." The overall global pattern of sudden stops under this criterion is summarized in Figure 1 .
INSERT FIGURE 1 HERE
The total number of episodes captured using this methodology is 86, which is 2.4 percent of total available country/year observations in the dataset. 16 As Figure 1 On the regressors side, trade openness is typically measured as a country's ratio of total trade to GDP --(X + M / Y). All these data are readily available from the IFS and the World Development Indicators CD-ROM (WDI) for almost all countries. But, as argued in the Introduction, the problem of using this measure of trade openness is that it might be 15 Technical details are left to the data appendix. 16 The complete list of crisis episodes per country is in correlated with other unobserved country characteristics, creating identification problems and potentially biased estimators. The contribution we seek to make to the literature is to avoid these problems by using instrumental variables regression techniques. We instrument trade openness by the predicted ratio of trade to GDP based on gravity equations. In its most basic form, the gravity equation captures the intuitive notion that bilateral trade flows are proportional to the product of each country GDP level, and inversely related to the distance between them. Therefore, the "predicted" trade to GDP ratio can be computed from data on countries' geographic characteristics, bilateral trade flows, and GDP. The gravity model has become popular, and there are some very extensive databases that can be used for these computations. We used the dataset at Andrew Rose's webpage, 18 which is perhaps the most complete one available and has been widely used for empirical research.
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Details on the methodology are left to the appendix. The important point is that, to the extent that the "predicted" trade to GDP ratio is highly correlated with the actual trade to GDP ratio 20 , it is a good instrument, because it is less likely that geography is related to economic outcomes through any channel other than trade. In other words, geography is quite plausibly exogenous. A limitation imposed by this methodology is that it does not allow for enough variation in the instrument over time so as to estimate a model with country fixed effects. We don't consider this to be a serious limitation, because most of the variation in trade openness is across countries, not over time.
"Liability Dollarization" introduces the "balance sheet" effects into the empirical model. According to the emerging markets crises literature cited before, the mismatch between the currency denomination of assets and liabilities in the private and public balance sheets of these countries increases the output costs of external shocks that trigger real exchange rate depreciations. Indeed, some sort of "balance sheet" mismatch is required to explain why real depreciations are contractionary in some countries, because in a world 18 http://faculty.haas.berkeley.edu/arose/RecRes.htm 19 The data set consists of 41,678 bilateral trade observations spanning six different years (1970, 1975, 1980, 1985, 1990, and 1995) . All 186 countries, dependencies, territories, overseas departments, colonies, and so forth for which the United Nations Statistical Office collects international trade data are included in the data set. The trade data are taken from the World Trade Database, a consistent recompilation of the U.N. trade data presented in Feenstra, Lipsey, and Bowen (1997) , augmented with data from U.N.'s International Trade Statistics Yearbook. This data set is estimated to cover at least 98% of all trade. 20 The actual correlation between the variable "trade openness" and the instrument used in this paper is 0.52.
without these imperfections real depreciations should be expansionary. 21 We use two alternative measures of "liability dollarization": (i) One is the ratio of foreign liabilities of the financial sector to money (IFS line 26C/Line 34). This is not a direct measure of the extent to which a country's balance sheets present a mismatch in the currency denomination of assets and liabilities. Nevertheless this variable has been used in the literature 22 as a proxy, primarily because it is available for almost all countries since 1970
and because it should be correlated to actual balance sheet mismatches.
(ii) Our alternative proxy is a measure of deposit dollarization from Arteta (2002) and Arteta (2003) . This is "Dollar Deposits / Total Deposits" in the financial system. Intuitively, countries with a high percentage of deposit dollarization, but whose domestic currency is not the U.S. dollar, are (most likely) countries whose public and private sectors tend to borrow heavily in a currency different from their own. In Arteta's database, data on the aggregate volume of foreign-currency-denominated ("dollar") deposits of residents are available for 92
developing and transition economies. The time span varies across countries, with some having data from as early as 1975 and some having data only from about 1995 onwards.
"Foreign Debt /GDP" is included to control for the level of financial openness.
Without debt to service, there are no sudden stops to worry about. Data for "Foreign Debt/GDP" comes from IFS, where foreign debt is line 89a in that database.
"CA/GDP" is "Current Account Balance/GDP." Its presence controls for the "quantity" of the resource transfer required in the aftermath of a sudden stop in inflows.
Data on country's current account balances comes from the WDI CD-ROM.
Finally, "Z" is a set of (lagged and contemporaneous) regressors included for robustness check purposes. These are:
• "the log of Reserves in months of imports" (because reserves could potentially be used as self-insurance against sudden stops), • "the log of GDP per capita" (to control for the stage of economic development),
• "FDI / GDP" (the stability of FDI flows could reduce the likelihood of a sudden stop),
• "institutional quality" (to avoid that "trade openness," whether or not instrumented, is incorrectly appropriating effects on sudden stops that really go through institutions), 21 See Cespedes et. al. (2003) for a thorough discussion. 22 E.g., Alesina and Wagner (2003) and Guidotti et. al. (2003) .
• "The ratio of short term debt to total debt" (to control for the effect of the term structure of the debt in the likelihood of a crisis), and • "ierr", a measure for nominal exchange rate rigidity that is included to test whether monetary policy affects the probability of sudden stops.
All these variables come from WDI CD-ROM, with the exception of the "institutional quality" data, which come from Kaufmann et. al. (2002) and Marshall and Jaggers (2002)'s Polity IV Project, and data on "ierr," which come from Levy Yeyati and
Sturzenegger (2003) and are based on their "de-facto" exchange rate classification.
We first present results without instrumental variables, to confirm the existence of a negative correlation between sudden stops and trade openness. Our specification is Probit.
Then, we present the results based on instrumental variables for Probit (iv probit). We refrain from reporting panel data (country) fixed-effects results because, as already discussed, most important source of variation is across countries, not within. Summary statistics for all the variables are found in the Appendix A.3, and for all variables tabulated by SS1 in Appendix A.4.
We then run similar regressions where the dependent variable is currency crises, from the Frankel-Rose (1996) and Frankel-Wei (2004) definition, instead of the sudden stop measure.
23 They define crisis episodes based on the foreign market pressure index.
This index is defined as the percentage fall in reserves plus the percentage fall in the foreign exchange value of the currency. The idea is that this index measures the fall in demand for the country's currency; it is then up to the monetary authorities to determine whether to accommodate, by letting the money supply fall, or to depreciate. To avoid treating every year of a multi-year high-inflation period as a separate crisis, the approach followed by the authors requires that the increase in exchange market pressure represent an acceleration of at least an additional 10 percent over the preceding period to be considered a crisis episode; and they also adopt an exclusion window of 3 years. The total number of episodes captured using this methodology is 419 which is 13 percent of total available country/year observations in the dataset. This means that the alternative way of computing crisis episodes is much more comprehensive than the sudden stop criterion. The overall global pattern of crises events under this criterion is summarized in Figure 2 . As can be 23 Summary statistics are in Appendix A.3 readily observed in Figure 2 , the peak in the number of episodes captured using this methodology is also centered around well-known crisis periods.
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INSERT FIGURE 2 HERE
III. Results
We begin by estimating non-instrumental variables variants of equation (1), using a stacked cross-section. We compute standard errors robust to clustered heteroskedasticity.
All independent variables --other than trade openness and effectiveness of government--are lagged one period. 25 Results include year fixed effects and regional dummies, but these coefficients are not reported here. 26 The results reported here are based on "SS1," but all estimates are robust to the use of alternative definitions of sudden stops. 27 We do not exclude contiguous crisis episodes, but all the results reported here are robust to the inclusion of a one-year, two-sided omission window around crisis episodes.
The explanatory power of the regressions is not high. This is not surprising; it is consistent with the performance of standard models of crises and the usual inability of leading-indicator exercises to properly predict events. 28 Table 1 summarizes the results for some variants of (1) using non-instrumental variables Probit specification.
As a measure of institutional quality we report the coefficient on "effectiveness of government" which is one of the six proxies of institutional quality in Kaufman et. al. (2002) . 29 The institutional quality data in Kaufman et. al. (2002) are not in panel form, so every country in the sample is assigned a single (time-invariant) value. As additional robustness checks, we also use Marshall and Jaggers (2002)'s Polity IV Project data, which 24 For further details on the methodology and additional summary statistics, please refer to Frankel and Wei (2004) 25 Introducing contemporaneous rather than lagged variables does not affect the results. 26 Further details on the results and robustness checks are available upon request. 27 We use three alternative definitions. The details are in the data appendix. 28 See, for example, Arteta (2003) 29 All the results reported here are qualitatively and quantitatively robust to the inclusion of any of the other five proxies proposed in that paper. These are: "Voice and Accountability", "Control of Corruption", "Rule of Law", "Political Stability/Lack of Violence", and "Regulatory Framework".
is panel (country/year). 30 Using this alternative measure does not change the results, so we don't report them. (2003) and Edwards (2004) . Nevertheless, the methodology employed in these papers can not guarantee the exogeneity of trade openness and therefore, falls short of establishing causality.
INSERT TABLE 1 HERE
As for the other regressors, interestingly, the coefficient on "Foreign Debt / GDP" does not appear statistically significant across most of the variants in Tables 1 or 2 . 31 The last column in Table 1 shows that the result for trade openness is robust to the exclusion of the debtvariable from the regression. This is consistent with the hypothesis that different countries are able to tolerate different levels of debts.
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Similarly, the coefficient that seeks to capture the "balance sheet" effects --Liability Dollarization --is positive but not always statistically significant when definition (i) is used and always insignificant when Arteta's dollarization definition (ii) is used instead. 33 This result suggests that these measures of dollarization appear not to have significant detrimental effects in terms of increased vulnerability to sudden stops. Column 4 30 It provides a measure of the political regime's characteristics [either democracy (high values) or autocracy (low values)] rather that institutional quality per se. In particular: POLITY2 (numeric). Range = -10 to 10 (-10 = high autocracy; 10 = high democracy). Combined Polity Score: Computed by subtracting AUTOC from DEMOC; normal range polity scores are imputed for coded "interregnum" and "transition period" special polity conditions, polities coded "interruption" on the POLITY variable are left blank. 31 Similarly, Calvo, Izquierdo and Mejia. (2003) don't find a significant effect of total public debt in their probit regressions for sudden stops, nor do Frankel and Rose (1996) in their probit regressions of currency crashes. 32 We also tried "Foreign Debt/Exports" in lieu of "Foreign Debt/GDP." In theory, the insignificance of б could be due to the fact that both "Foreign Debt" and "GDP" are measured in domestic currency, but the former potentially has a larger component of foreign currency, so "Foreign Debt/GDP" could be underestimating financial openness before a sudden stop (if the real exchange rate was overvalued) and simultaneously overestimating financial openness after sudden stop (if the real exchange rate overshoots expost). Nevertheless, the results using "Foreign Debt/Exports" do not change from those reported using "Foreign Debt/GDP." [Unfortunately, series for exports in domestic currency are not as widely available as series for GDP, so we have fewer observations for this variable.] 33 Note that when Arteta's definition is used, many data points are lost. Nevertheless, the coefficient on trade openness appears to increase a lot when the sample is restricted using Arteta's dollarization data.
in Tables 1 shows that results are robust to the exclusion of any of the proxies for dollarization from the regressions (as long as some of the other controls remain in place).
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Finally, the coefficient that controls for the size of the transfer in the aftermath of the sudden stop --CA / GDP --is negative and statistically significant across all variants.
The implication is as conjectured: a sudden stop is more likely when a larger resource transfer is expected in its aftermath (i.e., when the initial CA deficit is high).
As for the other controls: the coefficient on short term debt to total debt appears as small and positive, but (weakly) statistically significant only in one of the variants of (1).
This suggests that the term structure of the debt appears not to have a significant effect on the probability of a sudden stop. The coefficient on the index of rigidity of the nominal exchange rate is positive but statistically insignificant in the regressions. The rest of the controls, including institutional quality proxies, never appear as statistically significant and all the results are robust to the inclusion or exclusion of these variables from the regressions. Regional dummies (not reported) are always insignificant.
Now we come to what we hope is our contribution to the state of the art. Table 2 presents instrumental variable estimates for probit.
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The results are qualitatively very similar to those in Table 1 , although the point estimates of the coefficient on trade openness are quantitatively different. Interestingly, when we use gravity estimates as instrumental variables for trade openness, the point estimates are noticeably bigger in absolute value. This means that correcting for the 34 In our preferred model, liability dollarization is part of the story whereby trade openness can be expected to have an effect on the probability of a sudden stop. The fact that the coefficient on trade openness remains statistically significant even after excluding liability dollarization from the regressions, however, may mean that it works through one of the other channels discussed in the introduction. Or it may be due to the fact that some of the other controls (in particular, foreign debt/GDP) also capture liability dollarization if most foreign debt is denominated in foreign currencies as it is usually the case in crisis prone countries. Without any additional control, trade openness does not appear as statistically significant in the non-IV regressions, in spite of the fact that the controls themselves are rarely significant. 35 The STATA module used to run these regressions is due to Gelbach (1999) of GDP (i.e. Australia).
The rest of the point estimates are qualitatively similar to those found in Table 1 .
Two differences are notable. (i) The estimated coefficient on trade openness remains strongly negative and statistically significant even when the variable "Foreign Debt / GDP" is excluded from the regressions.
(ii) The coefficient on "Liability Dollarization" appears positive and statistically significant when the variable "Short Term Debt / Total Debt" is excluded from the regressions. In spite of these results, it is worth reemphasizing that the methodology here only promises the exogeneity of trade openness, so no causal relationship can be derived from the other estimates.
Next, we redo the exercise using the Frankel-Rose and Frankel-Wei definition of crises as the dependent variable. In Table 3 we report standard probit results, and in Table 4 we present IV probit results with gravity estimates as the instrumental variable for trade.
The results are consistent with those reported before.
INSERT TABLE 3 HERE
36 Note that in a linear regression model the slope coefficient of a regressor measures the effect on the average value of the regressand for a unit change in the value of the regressor. In probit the rate of change in the probability is somewhat complicated and given by β j *Ø(Z i ), where β j is the coefficient of the jth regressor and Ø(.) is the density function of the standard normal variable where Z i = βX, that is, the regression model used in the analysis. 37 This average is based on reported and not reported regressions. 38 A 10 percentage point increase in the independent variable "trade openness" is, for example, an increase from the mean value of this variable in the sample, which is 0.63, to 0.73 (see appendix A.3. for summary statistics); or, equivalently, an increase in trade openness of approximately two standard deviations above the sample mean. Given the estimated coefficient on trade openness, this 0.10 increase in the independent variable decreases the left hand side by: 0.10*(-0.077) = -0.0077. The left hand-side variable is either "0's" or "1's". Because 2.39% of the observations in the sample are 1's, a -0.0077 change in the left hand side variable
INSERT TABLE 4 HERE
The main highlights are:
• Openness reduces the probability of a currency crisis. The point estimates are not as large in absolute value as those obtained when using "SS1;" but the new coefficients are always statistically significant at standard confidence levels and the instrumental variables results are still stronger than the standard probit results. This reinforces the point already made, that correcting for the potential sources of endogeneity, the effect of trade openness on the probability of an external crisis is even stronger than what one would be led to conclude from the OLS regressions that use the trade to GDP ratio as a measure of openness.
• The coefficient on "Foreign Debt / GDP" is positive and statistically significant in most of the IV probit regressions, suggesting that the presence of a large stock of foreign debt as a percentage of GDP increases the probability of crisis.
The result is not robust in the standard probit regressions and is idiosyncratic to this particular definition of crisis episodes.
• The coefficient on the log of Reserves, in months of imports, is systematically negative and statistically significant across both, standard and IV probit regressions. This suggests that having a large stockpile of reserves reduces the probability of being hit by a crisis. This result is interesting because this variable is always insignificant in the regressions that use "SS1" as the dependent variable. The most likely reason for the difference is the way in which crises are defined in both cases. Frankel-Rose definition of crisis episodes uses the foreign exchange market pressure index which itself includes change in Reserves in the definition, while "SS1" does not.
• The coefficient on "ierr" is positive and statistically significant across most of the regressions in both tables. This suggests that having a peg increases the chances of being hit by a crisis. This result is also idiosyncratic to this definition of crisis episodes.
means that there is a decrease in the probability of observing a 1 instead of a 0 (i.e. observing a sudden stop) of approximately (-0.0077/0.0239)*100=-32%
• The coefficient on "CA / GDP" is systematically insignificant across all regressions. This is also different from the case in which the dependent variable is "SS1". Once again the most likely reason is the definition of the crisis variable itself. Recall that "SS1" is built upon the assumption that there is an outstanding current account deficit that has to be abruptly reduced in the presence of a crisis; while in the alternative definition of crises, an episode can occur independently of what happens to the current account if the government is willing to give up reserves to finance an outstanding deficit.
• All of the aforementioned results are even stronger in statistical significance when regional dummies are excluded from the regressions.
The rest of the controls never appear as statistically significant, but all the results are robust to the inclusion or exclusion of these variables from the regressions. Regional dummies (not reported) are always insignificant. We find it reassuring that we get very similar results using two very different definitions of crises. We also get some additional results in terms of other variables that increase or reduce the probability of a crisis, but we choose not to emphasize these so strongly because the methodology we propose here only promises the exogeneity of openness.
IV. Robustness Checks
Finally, we perform a variety of robustness checks. We redo all regressions using linear models rather than probit. All of the aforementioned results are robust to this alteration. We report these regressions in Tables 5 and 6 in Appendix A.5. In table 7 in the same appendix we report results for instrumental variables GLS random effects estimates.
Reassuringly, results are both quantitatively and qualitative similar to those in the comparable Table 6 . 39 The next step is to look at an alternative dependent variable, one that combines crisis episodes with the depth of the crisis, where the latter is measured in terms of the recessionary impact of an event. We choose to use the sum of output lost during crises (and 39 Unfortunately, the STATA module used to compute instrumental variables probit (Table 1) does not allow running random effects instrumental variables probit regressions. So there is no table analogous to Table 5 but for probit regressions. Nevertheless, and somewhat reassuringly, random effects non-instrumental variables probit models yield almost identical results to those of plain probit (i.e. Table 4 ). up to three years after the crisis), excluding from that summation cases where crises were associated with output gain. We borrow this variable from Frankel and Wei (2004) . 40 Given the nature of the dependant variable, which is censored to the left of the distribution at zero, the natural candidate for the estimation is a Tobit model. We perform Tobit and iv Tobit regressions and report the typical results in the first two columns in Table 8 in Appendix A.5. 41 We find that openness tends to dampen the contractionary effects of crises, but the effect is not robust in the IV regressions. We also find that the "Foreign Debt / GDP", the "Short Term Debt / Total Debt" and "Liability Dollarization" typically enter regressions with a positive coefficient, meaning that the presence of all these increases the recessionary effect of crises. Finally, the "Lag of reserves in months of imports" is typically negative and statistically significant, meaning that the presence of a large stockpile of reserves tends to dampen the recession that might come in the aftermath of an external crisis. In columns 3 and 4 of Table 8 , we also report IV linear and IV probit results which depict a similar picture. The only noticeable difference is that in the IV probit regressions the coefficient on openness is typically statistically significant. All the other controls are never statistically significant.
The evidence suggests that openness tends to reduce the contractions that might follow crisis episodes, but the results are not as robust as those we obtain using sudden stops or currency crises as the dependent variable. In particular, they are not always strong in IV tobit regressions.
V. Conclusion
In summary, the evidence overall appears to be quite robust. Economies that trade less with other countries are more prone to sudden stops and to currency crashes.
Controlling for other plausible determinants of these shocks and instrumenting trade openness by gravity estimates to avoid identification problems, we find a causal link between lack of openness to trade and the instability of financial flows. In fact out of the set of controls we tried, only trade openness and the size of current account deficit before 40 Summary statistics are in Appendix A.3. 41 The STATA module used to run these regressions is due to Gelbach (1999b) and it implements the method of Whitney Newey, "Efficient Estimation of Limited Dependent Variable Models with Endogenous Explanatory Variables", Journal of Econometrics (1987) .
the shock appear as significant predictors of sudden stops. Trade openness, foreign debt, reserves and the nominal exchange rate rigidity also appear as significant predictors of the other form of external crises analyzed.
The effect of trade openness on the probability of sudden stop appears to be not only qualitatively robust, but also quantitatively significant. A conservative estimate (based on the average point estimate of the reported and unreported coefficients on trade openness) yields the surprising result that, all else equal, increasing the trade to GDP ratio by 10 percentage points (i.e. going from Argentina's current trade share to Australia's average trade share) reduces the probability of a sudden stop by approximately 32%. We also find some evidence that more openness reduces the output cost associated with crises, although these results are not as robust as those that point to the connection between openness and the probability of crises. 1971 1972 1973 1974 1975 1976 1977 1978 1979 1980 1981 1982 1983 1984 1985 1986 1987 1988 1989 1990 1991 1992 1993 1994 1995 1996 1997 1998 1999 2000 2001 2002 Year
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VII. Appendixes
A.1 Sudden Stops
I use four alternative definitions of sudden stops: my preferred definition "SS1", and three alternative "SS2", "SS3" and "SS4". "SS2" and "SS3" are conceptually equivalent to "SS1", but are more restrictive in that they capture fewer episodes. "SS4" is, instead, equivalent to "SS1" but is less restrictive in that classifies as sudden stops events that don't necessarily trigger recessions.
Algorithm used to compute "Sudden Stop 1" (SS1): 1) Use IFS Financial Account Data (Line 78B) annual data for all available countries in the period 1970-2002. 2) Compute the standard deviation of observations for each decade (70´s, 80´s, 90's+) in the sample and then compute the mean standard deviation for by averaging the results obtained for each decade. 3) Compute the year to year changes in the financial account (FA) for all countries in the sample. Unavailable data points are classified as "n.a." 4) Filter to keep observations (country/year) that show reductions in the financial account between years "t" and "t-1" if at "t-1" FA was in surplus (i.e. keep only observations that show reductions in FA surpluses). Observations that don't pass this filter, because they show either a year-to-year increase in the FA; or a year-toyear reduction in an outstanding FA deficit are classified as "0". 5) Filter again to keep (out of the observations already filtered in step (4)) only those that represent a reduction in the FA surplus that is above 2 standard deviations from the mean standard deviation computed in step (2). Observations that don't pass this filter are classified as "0" adding to the "0's" from step (4). 6) Filter again to keep only those observations that are accompanied by a fall in GDP per capita in that country during the same year or the year immediately after.
Observations that don't pass this filter are classified as "0" adding to the "0's" from steps (4) and (5) 7) Filter again to keep only those that are accompanied by a fall in the current account deficit in that country during the same year or the year immediately after.
Observations that don't pass this filter are classified as "0" adding to the "0's" from steps (4), (5) and (6). 8) Classify the observations that survive all filters as "1" indicating that they represent episodes (country/year) when SS took place. The other observations are classified as either "0" which means no episodes were registered during that year in that country, or "n.a" which means that some data is missing. 9) Results:
Number of Observations in the Dataset decade (70´s, 80´s, 90's+) in the sample. 3) Compute the year to year changes in the financial account (FA) for all countries in the sample. Unavailable data points are classified as "n.a." 4) Filter to keep observations (country/year) that show reductions in the financial account between years "t" and "t-1" if at "t-1" FA was in surplus (i.e. keep only observations that show reductions in FA surpluses). Observations that don't pass this filter, because they show either a year-to-year increase in the FA; or a year-toyear reduction in an outstanding FA deficit are classified as "0". 5) Filter again to keep (out of the observations already filtered in step (4)) only those that represent a reduction in the FA surplus that is above 2 standard deviations from the corresponding decade standard deviation computed in step (2). Observations that don't pass this filter are classified as "0" adding to the "0's" from step (4). 6) Filter again to keep only those observations that are accompanied by a fall in GDP per capita in that country during the same year or the year immediately after.
Observations that don't pass this filter are classified as "0" adding to the "0's" from steps (4), (5) and (6). 8) Classify the observations that survive all filters as "1" indicating that they represent episodes (country/year) when SS took place. The other observations are classified as either "0" which means no episodes were registered during that year in that country, or "n.a" which means that some data is missing. 9) Results: Number of Observations in the Dataset "1" sudden stop "0" no episode "n.a." no data 68 3531 1648
Algorithm used to compute "Sudden Stop 3" (SS3):
1) Use IFS Financial Account Data (Line 78B) annual data for all available countries in the period 1970-2002. 2) Compute the year to year changes in the financial account (FA) for all countries in the sample. Unavailable data points are classified as "n.a." 3) Compute the standard deviation the year to year changes for each decade (70´s, 80´s, 90's+) in the sample and then compute the mean standard deviation for by averaging the results obtained for each decade 4) Filter to keep observations (country/year) that show reductions in the financial account between years "t" and "t-1" if at "t-1" FA was in surplus (i.e. keep only observations that show reductions in FA surpluses). Observations that don't pass this filter, because they show either a year-to-year increase in the FA; or a year-toyear reduction in an outstanding FA deficit are classified as "0". 5) Filter again to keep (out of the observations already filtered in step (4)) only those that represent a reduction in the FA surplus that is above 2 standard deviations from the mean standard deviation computed in step (3). Observations that don't pass this filter are classified as "0" adding to the "0's" from step (4). 6) Filter again to keep only those observations that are accompanied by a fall in GDP per capita in that country during the same year or the year immediately after.
Observations that don't pass this filter are classified as "0" adding to the "0's" from steps (4), (5) and (6). 8) Classify the observations that survive all filters as "1" indicating that they represent episodes (country/year) when SS took place. The other observations are classified as either "0" which means no episodes were registered during that year in that country, or "n.a" which means that some data is missing. 9) Results: Number of Observations in the Dataset decade (70´s, 80´s, 90's+) in the sample and then compute the mean standard deviation for by averaging the results obtained for each decade. 3) Compute the year to year changes in the financial account (FA) for all countries in the sample. Unavailable data points are classified as "n.a." 4) Filter to keep observations (country/year) that show reductions in the financial account between years "t" and "t-1" if at "t-1" FA was in surplus (i.e. keep only observations that show reductions in FA surpluses). Observations that don't pass this filter, because they show either a year-to-year increase in the FA; or a year-toyear reduction in an outstanding FA deficit are classified as "0". 5) Filter again to keep (out of the observations already filtered in step (4)) only those that represent a reduction in the FA surplus that is above 2 standard deviations from the mean standard deviation computed in step (2). Observations that don't pass this filter are classified as "0" adding to the "0's" from step (4). 6) Filter again to keep only those that are accompanied by a fall in the current account deficit in that country during the same year or the year immediately after.
Observations that don't pass this filter are classified as "0" adding to the "0's" from steps (4), (5) and (6). 7) Classify the observations that survive all filters as "1" indicating that they represent episodes (country/year) when SS took place. The other observations are classified as either "0" which means no episodes were registered during that year in that country, or "n.a" which means that some data is missing. 8) Results:
Number of Observations in the Dataset "1" sudden stop "0" no episode "n.a." no data 145 3450 1652 (1970, 1975, 1980, 1985, 1990, and 1995) . All 186 countries, dependencies, territories, overseas departments, colonies, and so forth for which the United Nations Statistical Office collects international trade data are included in the data set. The trade data are taken from the World Trade Database, a consistent recompilation of the U.N. trade data presented in Feenstra, Lipsey, and Bowen (1997) , augmented with data from U.N.'s International Trade Statistics Yearbook. This data set is estimated to cover at least 98% of all trade. For each of the six different years for which I have data I compute OLS regressions of the following form:
Where "T i,j " is the bilateral trade value between countries "i" and "j"; "Y i " is the real GDP of country "i"; "c" is a constant term; "logdist i,j " is the log of the distance between the economic centers of countries "i" and "j"; "comlang" is a dummy variable that takes value one if "i" and "j" share a common language and is zero otherwise; "border" is a dummy variable that takes value one if "i" and "j" share a border and is zero otherwise; "areap i,j " is the log of the product of the areas (in km 2 ) of countries "i" and "j"; and "landlock" takes values two if "i" and "j" are both landlocked, one if either "i" or "j" are landlocked, and zero otherwise; and "µ" is the error term. The gravity estimates are generated by taking the exponent of fitted values and summing across bilateral partners j. This yields estimates for six different years: 1970, 1975, 1980, 1985, 1990 and 1995. The missing values of the panel are generated by taking the observation corresponding to the closest year with data. The correlation between trade ratio and generated IV for the entire panel is 0.52. Frankel and Wei (2004) . The approach in Frankel and Wei (2004) is to use the foreign exchange market pressure index. This index is defined as the percentage fall in reserves plus the percentage fall in the foreign exchange value of the currency. The idea is that this index measures the fall in demand for the country's currency; it is then up to the monetary authorities to determine whether to accommodate, by letting the money supply fall, or to depreciate. To avoid treating every year of a multi-year high-inflation period as a separate crisis, the approach followed by the authors requires that for an event to be considered a crisis episode, the increase in exchange market pressure must represent an acceleration of at least an additional 10 percent over the preceding period; and they also adopt an exclusion window of 3 years. (Q) Source: Frankel and Wei (2004 
