Abstract-A hybrid approach for the synthesis of planar thinned antenna arrays is presented. The proposed solution exploits and combines the most attractive features of a particle swarm algorithm and those of a combinatorial method based on the noncyclic difference sets of Hadamard type. Numerical experiments validate the proposed solution, showing improvements with respect to previous results.
I. INTRODUCTION
This communication deals with arrays composed by elements placed on a uniform lattice with half-wavelength spacing between adjacent points. Active elements are fed with equal amplitude currents while the remaining ones are turned off (i.e., connected to a matched or dummy load). For a given lattice size, since the resolution mainly depends on the aperture dimension in wavelength, the thinning operation allows one to obtain an approximately unaltered main lobe width with reduced cost, weight, power consumption, and heat dissipation. On the other hand, for a given number of active elements, narrower beamwidth can be achieved since larger antenna sizes are possible. However, the thinning operation usually implies a reduced antenna gain and a non-negligible loss of the sidelobe level control.
In principle, an exhaustive search is possible to synthesize the thinned configuration with the minimum peak sidelobe level (PSL). As a matter of fact, unlike non-uniformly spaced arrays, which are determined by means of both algorithmic and random placement techniques [1] - [4] , only a finite number of thinned configurations is allowed [i.e., V K , V and K being the number of array elements and of turned on elements, respectively]. Nevertheless, it is evident that an exhaustive sampling of the solution space is feasible only dealing with small arrays [2] , while more sophisticated thinning techniques are needed when large arrays are at hand. In such a framework, the use of optimization approaches has led to significant advancements [5] - [7] . As a matter of fact, simulated annealing [8] , genetic algorithms (GAs) [9] , and particle swarm optimizers (PSOs) [10] allow to manage very large configurations and unlike dynamic programming [11] they are not vulnerable to local minima thanks to their hill-climbing search. However, such algorithms are quite slow when compared with deterministic techniques due to their global nature. In particular, the convergence rate considerably reduces in the neighborhood of the optimal solution.
In order to speed up the optimization process, all the available a-priori information or initial solutions from available combinatorial tools must be taken into account. The hybrid approach proposed in [12] is based on such a philosophy. The efficiency of the GA-based search process has been improved by means of a suitable integration with the deterministic approach proposed by Leeper [13] , [14] . When an array of V elements is thinned according to a cyclic difference set (CDS) [15] , the array power pattern is forced to pass through V uniformly spaced, equal, and constant values that are less than 1=K times the main lobe peak. Unfortunately, the synthesized power pattern presents undesired ripples, the greatest one usually located near the main lobe. Combining combinatorial and stochastic methods has allowed to limit the ripple amplitudes, leading to improved results in terms of PSL with respect to both CDS-and GAs-optimized arrays [12] . CDSs can be applied to thin both linear and planar arrays [14] . As regards to planar arrays, the synthesis has been carried out starting from two-dimensional sequences of ones and zeros generated from linear CDSs by means of ad-hoc placement algorithms [16] . Nevertheless, in order to keep the CDSs' positive features, the two-dimensional sequences can be located only on rectangular grids with coprime side-lengths 1 . Consequently, the CDS-based approaches cannot be applied to square arrays. Leaning upon the same philosophy of [12] (i.e., combining combinatorial and optimization-based methods to exploit their positive features and to compensate their drawbacks at the same time), this contribution is aimed at proposing a hybrid approach for the synthesis of square thinned arrays. The approach is based on the use of noncyclic two-dimensional difference sets of Hadamard type (HSs) [17] to initialize an optimization procedure. In principle, HSs allow to deal also with rectangular arrays [18] . Nevertheless, we focus on square configurations since in this case for each K value such that some HS exists and for K 300 the totality of possible HS-based square thinned arrays has been analyzed and the HS allowing the lowest PSL has been provided [18] .
As far as the optimizer is concerned, taking into account the advantages of PSOs when compared to GAs (i.e., easier implementation and calibration, and ability to control the convergence of the optimization as well as its stagnation), a customized and suitably integrated PSO is used as optimization algorithm.
The communication is organized as follows. Section II briefly resumes some useful array notations. In Section III, the hybrid strategy is detailed pointing out the key features of the HSs and of the standard PSOs (SPSOs) methods. The numerical validation is reported in Section IV, where the hybrid approach is assessed through a comparative analysis. Finally, some concluding remarks are given in Section V. 1 Two integers are said to be coprime or relatively prime if they have no common factor other than 1 or, equivalently, if their greatest common divisor is 1. The integer side-lengths are coprime if the diagonal does not intersect any other lattice point. 2 To simplify the array factor expression and without loss of generality, the steering angles have been set to zero. 
III. HYBRID OPTIMIZATION STRATEGY
The objective of the synthesis is to find in a computationally-efficient way the array configuration that represents the best compromise in terms of PSL and thinning percentage. Towards this end, we propose a hybrid optimization method. In order to point out the arguments that justify an integrated strategy, the key features of the HS-based method and of the PSO-based synthesis technique are firstly discussed. Then, the integrated procedure is carefully described.
A. HS-Based Synthesis Method
By definition, a (V; K; 3)-HS [17] is a set of K points defined on a integer V x 2 V y grid of V elements HS = f(b0;c0); (b1; c1); . . . ; (bK01; cK01)g By placing the array elements at the HS locations, it is possible to synthesize a thinned array with a normalized power pattern that, in the sidelobe region, is forced to take the constant value (K03)=K 2 in correspondence with the points of the lattice whose coordinates are multiple of (2=V x ; 2=V y ) [18] . Therefore, there are some constraints on the sidelobe level, but undesired ripples still verify. Moreover, it is not possible to define a HS whatever (V; K; 3) value, but only if (b) holds true. Accordingly, there is a constraint on the thinning percentage 0 achievable through the HS-based synthesis method.
B. PSO-Based Synthesis Method
PSOs are stochastic multiple-agents optimization algorithms extensively applied in the framework of antenna array optimization (see [19] and the references cited therein). By imitating the social behavior of groups of insect and animals in their food searching activities, they are based upon the cooperation among particles. The ensemble of the particles, referred to as swarm, explores the solution space to find out the best position (i.e., the optimum of a suitably defined cost function). During the optimization process, each particle updates its position on the basis of its own previous best position and of the swarm's previous best position.
In principle, applying PSO-based strategies to the synthesis of thinned arrays allows to effectively explore the whole solution space and to figure out arrays with any thinning percentage. However, if no a-priori information is available and/or exploited, a satisfactory solution can be found only after a non-negligible number of iterations. Clearly, the computational burden grows with the dimension of the solution space (e.g., when large arrays are at hand).
C. Hybrid Synthesis Method
The considerations outlined in the previous Sections suggest that an improvement could be achieved by integrating the HS-based method into the optimization process. More specifically, we expect that the hybrid strategy outperforms the HS-based method in terms of both thinning percentage and PSL, and the PSO-based method in terms of convergence rate and computational costs.
Because of the discrete nature of the problem at hand, a binary PSO is used. The p-th trial solution is a two-dimensional array X p = a p m;n ; m = 0; . . . ; Vx 0 1; n = 0; . . . ; V y 0 1 ; a p m;n 2 f0; 1g (5) p = 0; . . . ; P 01 being the particle index and P the swarm dimension.
Moreover, in order to ensure the best compromise in terms of both PSL and 0, the cost function to be minimized is defined as follows: 
The weighting coefficients and are chosen so that the final solution has both PSL and 0 lower, or equal, than those of the optimal HS-based : (10) In the following, the steps of the hybrid algorithm are summarized.
• Initialization Step (i = 0). The positions of the P particles of the swarm (i.e., the initial trial solutions) are generated according to the optimal HS-based array configuration [H] (V;K;3) OPT , which is known and provided in [18] . More in detail • Evaluation
Step. The optimality of each trial solution at the i-th iteration is evaluated (i.e., T(s i;p m;n ) being the sigmoid function [21] T(s i;p m;n ) = 1 1 + e 0s : (16) The optimization algorithm restarts from the "Evaluation Step."
IV. NUMERICAL RESULTS
This section provides the numerical assessment of the proposed hybrid approach, denoted by the acronym HSPSO. Moreover, a comparative study with the HS-based strategy and the SPSO is discussed. From the exhaustive set of numerical experiments, selected representative results concerned with small arrays (V = 36), medium arrays (V = 144), and large arrays (V = 576) are presented. The initial trial solutions of the HSPSO have been generated by relying on the optimal HSs-based arrays determined by Kopilovich [18] when K = 21, K = 78, and K = 300, respectively. On the other hand, the SPSO has been randomly initialized. As regards to the parameters setup of both the HSPSO and the SPSO, the reference values are given in Table I . For each test case, both the HSPSO and the SPSO have been executed T = 100 times. Figs. 1-3 show the best array configurations obtained by applying the HSs-based strategy, the SPSO, and the HSPSO. In the case of large arrays (i.e., V = 576) the corresponding power patterns are depicted as well (see Fig. 3 ). The values of the PSL and of the thinning percentage 0 are given in Table II . Finally, Table III shows the CPU-time necessary for the initialization 0 , the CPU-time for iteration i, and the iteration number i at which the convergence threshold has been reached. All the reported values have been obtained by averaging on the T trials.
As it can be noticed, the HSPSO significantly outperforms the HSs-based approach in terms of both PSL and thinning percentage 0. The improvements allowed by the PSO are particularly evident when dealing with large arrays as confirmed by the results concerned with the configuration having V = 576 elements (see Fig. 3 and right-hand side of Table II Table III ), but the SPSO and the HSPSO practically allow identical performances in terms of thinning percentage and PSL (Table II and Fig. 3) . However, it must be taken into account that at present the collection of HSs is complete only for V 36 [18] . Thus, HS-based arrays with lower PSL could be found when V > 36, leading to final solutions with improved PSLs and thinning percentages besides the advantages in terms of computational indexes already obtained without fully exploiting the potentialities of the method.
V. CONCLUSION
In this letter, a hybrid approach devoted to the synthesis of square thinned arrays has been presented. The proposed solution exploits and combines the positive features of the combinatorial techniques and of the optimization strategies to obtain in a computationally-effective way the best compromise solution in terms of both peak side-lobe level and thinning percentage. An exhaustive set of numerical experiments has been performed showing that the hybrid approach outperforms both the SPSO and the HSs-based strategy. In particular, when compared to the HS-based synthesis method, the HSPSO allows a massive thinning by improving at the same time the obtained power pattern. Such an event highlights the capability of the integrated stochastic optimization TABLE I  PSO SETUP   TABLE II  PERFORMANCE INDEXES   TABLE III  COMPUTATIONAL INDEXES to control the unwanted ripples that occur when the HSs-based method is applied. Moreover, when compared to the standard PSO-based optimization, the hybrid strategy allows a significant improvement in the convergence rate.
I. INTRODUCTION
Recently a very valuable paper was published [1] , that really paved the way toward a stochastic extension of the uniform theory of diffraction (UTD) [2] , i.e., a ray theory able to predict field statistics on the basis of scatterers/scenario geometrical uncertainty. There, a stochastic description is provided for the field scattered by a half plane with a rough edge, in terms of field mean and variance, corresponding to the coherent and incoherent components, respectively. An expression for the field mean is obtained for any observation aspect, whereas, with regard to the field variance, the same result is obtained in two limit cases, namely for the conditions in (32) and (33) of [1] , i.e., for an observation aspect close to the shadow boundary or far out from the transition, respectively. Then, the result is conjectured to hold at any observation aspect, as confirmed in the shown numerical examples. In this paper we propose an alternative derivation that rigorously obtains the same result in the entire conjectured validity range. The reader can refer to [1] for notation and definition of quantities. We also noticed some typos in [1] : a plus sign (instead of minus) should appear in the phase function in (1); a non vanishing (for oblique incidence) cross diagonal term 0 is missing in D (13); u1 = 0, u2 = 0 (instead of u1s = 0, u2s = 0)
at the end of the paragraph after (30); and kr cos(' + ' 0 ) (instead of 0kr) should be the first term of the expansion in (40). Furthermore, some index terms do not appear appropriate. 
