Abstract
Introduction
The purpose of noisy speech enhancement technique is to improve the naturalness and perceptual quality for the noisy speech signal in order to reduce the fatigue of human listeners. It also aims at achieving a better intelligibility of the noisy speech for listeners or to increase the accuracy of a speech recognition system operating in a noisy environment. Speech enhancement is useful in many applications such as voice communication and automatic speech recognition where efficient noise reduction techniques are required. A crucial component of a practical noisy speech enhancement system is the estimation of the noise power spectrum density (PSD), which can be used to compute the a priori signal-tonoise ratio (SNR) and subsequently the spectral gain function. Thus, the performance of a speech enhancement system highly depends on the accurate PSD estimation of the unknown noise [1] . In a non-stationary noise environment, this task is very difficult to solve since updating the noise PSD estimate during speech pause only is not sufficient to obtain a fast tracking of the noisy PSD. In fact the noise power estimation is still a very challenging problem and there are many algorithms in the literature which shows lots of interests in this topic [2] [3] [4] .
One of the successful noise PSD estimation approach is the minimum statistics (MS), which obtains the noise PSD estimate as the minimum values of a smoothed power estimate of the noisy speech signal [5] . The MS method was originally motivated by the observation that the speech and the disturbing noise are usually statistically independent and the power of a noisy speech frequently reduces to that of the noise. However, this noise PSD estimation is sensitive to its outliers and its variance is about twice as large as the variance of conventional noise estimation. Moreover, this method may occasionally attenuate low energy phonemes, particularly if the minimum search window is too short [6] . Soft decision (SD), the other well known noise power estimation technique adapts the noise statistics based on the uncertainty of speech absence [7] . This method does not rely on voice activity detector (VAD). However, it updates the noise statistics even in the presence of speech, and it is difficult to accurately measure the mixture ratio between speech and noise. The inaccurate measurement of speech absence could seriously distort the enhanced speech. Another state of the art approach to estimate the noise PSD is subspace decomposition based technique called subspace noise tracking algorithm [8] . This method is based on the eigenvalue decomposition of the noisy speech correlation matrices in Fourier transform (DFT) domain and works well in many environments. But, the accurateness of this algorithm depends on the estimation of the eigenvalues numbers in the speech signal subspace.
In this paper, we focus on the MS approach for noise PSD estimation and present an improved method called two-step noise estimation technique in discrete cosine transform (DCT) domain. Our algorithm uses the Gaussian distribution models of speech and noise signals to refine the estimation of the MS approach, and thus, a better estimate can be obtained. The remained of this paper is organized as follows: Section 2 gives the MS algorithm. A novel noise PSD estimate is proposed and evaluated in Section 3. In Section 4, a number quality tests are conducted to evaluate the performance of the algorithms with the minimum mean square error (MMSE) based speech enhancement system, and finally in Section 5, some concluding remarks are drawn.
Minimum statistics in DCT domain
It is assumed that the noise signal ( ) n t is additive, i.e.
( ) ( ) ( ) y t x t v t
with ( ) x t , ( ) y t are the clean speech and noisy speech at time t. Taking the DCT to the observed noisy signal gives us
where ( , ) X k m , ( , ) Y k m and ( , ) N k m denote the DCT transformed components of the clean speech, noisy speech and noise signals respectively, K is the total number of frequency components, k and m represent the frequency and frame index. It is assumed that different DCT components along k and m are statistically independent. In this approach, the minimum values of a smoothed power spectral density estimate of the noisy signal are tracked, and multiplied by a constant that compensates the estimate for possible bias. To search the minimum values of the local energy, the smoothed noisy speech periodogram ( , ) P k m is considered as following
where ∂ is the smoothing parameter, and its value is chosen to be very close to 1. As this smoothing parameter widens the peaks of speech activity of the smoothed PSD estimate ( , ) P k m , a fixed ∂ will lead to inaccurate noise estimates. To overcome this drawback, a time varying smoothing parameter ( , ) k m ∂ need to be searched so that the tracking capabilities of the smoothed periodogram ( , ) P k m and this variance can be 413 better balanced. In [5] , a time varying smoothing parameter ( , ) k m ∂ is given as following ( )
By searching the minimum value within a finite window length of the noisy speech periodogram ( , ) P k m , the estimated noise power can be obtained as following
where D is the window length, and min [.] represents the minimum value operator. As the minimum noise power estimate is smaller than the average value, this method requires a bias compensation as given below
where B is the bias compensation factor and ( , )
is the unbiased noise power estimation.
Two-step Noise PSD Estimation
The MS based noise PSD estimate in Section 2 is based on the assumption that within the observed time span, the speech signals are absent during at least a small fraction of the total time span. The noise PSD is then obtained from the minimum of the estimated power periodogram of noisy speech. However, if the noise PSD rises within the observed time span, it will be underestimated or can only be tracked with a large delay. In order to enhance the performance of the MS method, we propose to estimate the noise PSD in a two-step procedure. This method will be referred to as the Two-Step Noise Estimation (TSNE) algorithm in the following. In the first step, we compute the noise PSD min ( , )
MS N k m B Q k m λ = ⋅ as described in Section 2. Then the result in the first step will be used to refine the noise PSD estimation using the following equation
The numerator of (7) gives a more accurate estimation of the noise PSD. Equation (7) can be rewritten using Bayes theorem, as (for simplicity of notation, the index k and m are dropped)
where ( ) p ⋅ denotes the probability density function (PDF), Under the Gausssian distribution assumptions for speech and noise, ( ) p Y | N and ( ) p N are given by the following equations [9] Copyright ⓒ 2013 SERSC 
Then the proposed TSNE approach for the noise PSD estimation is obtained which can be described as following two steps. 
where the speech PSD 
where max(.) is the maximum function used to ensure that a nonnegative value is obtained as an estimate, ( , 1) X k m λ − is the estimated speech PSD at previous frame, while β is a controller parameter which can be adjusted to achieve the best result, and in our experimental the parameter is chosen as 0.98. From this figure, we can see that the proposed TSNE approach follows the noise level much better than the MS approach. This is due to the fact that the proposed approach can refine the noise estimation of the MS approach in its second step. 
Figure 1. Comparison of Noise Estimation Obtained by MS and TSNE Methods
The normalized relative estimation error is also used to evaluated the noise estimation accuracy of each approach in various background noise environments, and the relative estimation error N ε is defined by [10] 
where
is the actual noise power,  ( , ) N k m λ is the noise power estimated by the two tested methods and M is the number of the frames in the noisy speech signal. The noise signals used in our evaluation are taken from http://spib.ece.rice.edu/, which include the white noise (White), the Factory room noise (Factory), the Pink noise (Pink), the F16 noise (F16), and the Buccaneer jet cockpit noise (Buccaneer). The speech signal is sampled at 8 kHz and degraded by these noises at the SNR of 0dB, 5dB, 10dB and 15dB. Table 1 gives the results of the relative estimation error for the evaluated noise estimation methods under the given noise conditions. From this table, we see that in general for different noise environments the proposed TSNE method achieves a consistent improvement in the relative estimation error over the MS method. Especially for the nonstationary noises (Factory, F16 and Buccaneer), we see that the proposed TSNE method distinctly outperforms the MS method. 
Performance Evaluation with Speech Enhancement System
As an application of the noise estimation technique, we consider a speech enhancement system based on MMSE as follows
where ˆ( , ) X k m is estimated clean speech signal which can computed using Bayes theorem as
Figure 2. Block Scheme of Noise Estimation Speech Enhancement System
To evaluate the performance of the proposed method in speech enhancement system, four type noise signals are used which include White, F16, Destroyer engine room noise (Destroyerengine), and Babble noise. The speech signal is sampled at 8 kHz and degraded by these noises at the SNR of 0dB, 5dB, and 10dB. The number of samples per frame is K=256 with an overlap of 128 samples.
Firstly, the results of the two algorithms for speech enhancement are compared in the frequency domain by means of the spectrogram. Figure 3 shows the spectrogram of clean speech signal, Figure 4 are the spectrograms of noisy speech signals corrupted by the Destroyer noise with SNR=5 dB and F16 noise with SNR=10dB, respectively. Figure 5 and Figure 6 give the results of the enhanced speech signals estimated by MS and TSNE methods. From the obtained results, it is apparent that our proposed approach has a better noise reduction capability, while keeping more of the speech signals energy unchanged than the MS approach. The segmental SNR (SEGSNR) and log-spectral distortion (LSD) measures are also adopted for the objective evaluation. For the segmental SNR, only frames with segmental SNR values greater than -10 dB and less than 35 dB are considered. Table 2 gives the output SEGSNR results of the enhanced speech signals obtained using MS and the proposed TSNE algorithms in various noise conditions and levels. The results of the log spectral distance are showed in Table 3 . From the two tables, we can observe that the proposed algorithm always has a higher SEGSNR and lower LSD as compared to the MS algorithm in all tested environmental conditions. In order to evaluate the subjective quality of the proposed method, a set of informal listening tests are carried out. Opinion scores were recorded by fifteen listeners and averaged to yield mean opinion score (MOS). The results indicate that the MOS of the MS and the proposed methods at the input SNR=18dB are 3.28 and 3.41, respectively. These results confirm that the TSNE approach is an effective approach for noisy speech enhancement. 
Conclusions
In this paper, we have analyzed the conventional approaches applied to noise estimation for noisy speech enhancement in various noise environments. Then we have presented the TSNE algorithm, a novel noise estimation algorithm that refines the result of MS method using two steps under Gaussian distribution assumption. On the basis of the relative estimation error and a number of objective and subjective evaluation tests, the performance of the proposed algorithm was found to be superior to that of the conventional MS approach.
