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Abstract—The larva of wild-type zebraﬁsh is an excellent
model to study clot formation, however, the analysis of respec-
tive microscopic image sequences mainly remains manual, thus
tedious and error-prone. Despite the obvious beneﬁt of automatic
segmentation algorithms for biologists, no satisfactory solution
exists yet, which is mainly due to inherent problems like low
contrast, motion perturbation, and disturbing edges. In this work
we propose a semi-automatic segmentation algorithm, which
combines a novel measure derived from dynamic textures, a
temporal prior, and an edge-based reﬁnement. With this mixture
of time, texture, and gradients, we exploit a large range of
temporal and spatial information and thus drive a contour-based
segmentation to the accurate solution. Tests on a sequence of
hand-labeled microscopic images demonstrate the merit of our
approach.
Index Terms—microscopic image analysis, segmentation, dy-
namic textures, active contour.
I. INTRODUCTION
Cardiovascular diseases are one of the main causes of death
in Western countries and to better understand their underlying
mechanisms would be highly valuable for prophylaxis and
treatment. Wild-type zebraﬁsh larvae are commonly used for
studies aiming at increasing this knowledge as skin trans-
parency makes it possible to noninvasively image thrombus
formation through a microscope [1].
The common workﬂow for thrombosis analysis is as fol-
lows: the anesthetized ﬁsh is placed on a glass slide, put
under a microscope, and the wall of its aorta is injured with
a laser beam to initiate coagulation. Images of the resulting
thrombus are then recorded with a CCD camera (Fig. 1-
A). The segmentation of the thrombus ﬁnally provides the
parameters characterizing its evolution. In many laboratories,
the state of the art segmentation method for clot extraction
consists of manually outlining the thrombus at ﬁxed inter-
vals and presents practical limits. For instance, the analysis
becomes increasingly time-consuming for large-scale studies
for which many animals have to be scanned. Moreover, the
quality of the selection is user-dependent and quantitative
measures are difﬁcult to assess. In this work, we propose to
solve these issues by replacing the manual extraction with a
semi-automatic detection and segmentation algorithm.
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Fig. 1. The method proposes to segment the thrombus under very low contrast
and dynamic condition. (A) represents one image of the video sequence. A
dynamic texture approach is employed to integrate the temporal information
and a clotness measure enhances the thrombus shape (B). After integrating
prior information (C), the resulting image is segmented with an intensity-
based level set. The result (in blue in (C) and (D)) is improved by initializing
an edge-based active contour on the raw images (in red in (D)).
Various in vivo studies on blood microcirculation have
already been conducted either to estimate the blood ﬂow
velocity proﬁles ([2], [3], [4]), to track leukocytes ([5], [6]),
or to segment vessels [7]. To our knowledge, however, the
semi-automatic detection and segmentation of a developing
thrombus in microscopic images of wild-type zebraﬁsh has
not been yet assessed in the literature.
Segmenting the microscopic video sequences is a challeng-
ing task and can hardly be achieved automatically if the images
are analyzed independently. For instance, the segmentation of
single frames by intensity-based methods would be hampered
by low contrast between the thrombus, the cells, the plasma,
and the surrounding tissue. Moreover, edge-based approaches
alone would be inefﬁcient as the edges of the attached cells
forming the thrombus cannot be distinguished from the edges
of the circulating cells (Fig. 2).
Methods based on frame difference are likely to fail since
both thrombus and circulating cells are moving due to blood
ﬂow and would be detected. Common background subtraction
approaches detecting the foreground objects by selecting the
pixels whose new observation value does not match the
distribution of its most recent observation values ([8], [9], [10])
could hardly be applied. Indeed, every pixel in the vessel is
characterized by high intensity variations before the thrombus
develops, and when a cell attaches, the intensity values of the
corresponding pixels would already be contained in the learned
background distribution. Finally, even though computing the2
Fig. 2. The ﬁrst row shows two successive frames taken from a video-
sequence recorded with the initial camera parameters. The frame rate is 5
frames/s and the exposure time is 100ms. The two bottom ﬁgures represent
the respective gradient amplitude images and show that both the circulating
and the coagulated cells are characterized by high gradient values. This is es-
pecially visible on the bottom right ﬁgure which corresponds to a slower blood
ﬂow. To facilitate the interpretation of the images, a white circle indicates the
approximate position of the thrombus. The corresponding video-sequence can
be found at the following address: http://campar.in.tum.de/Main/NicolasBrieu.
blood ﬂow velocities over time with an optical ﬂow constraint
[2] would allow detecting the modiﬁcations induced by the
thrombus, the assumption of small movement is only fulﬁlled
under very high frame rate condition.
Instead, we incorporate the temporal information with a dy-
namic texture formalization [11]. A novel clotness measure is
derived from the parameters estimated during dynamic texture
analysis and comprises the likelihood of a pixel to belong
to coagulated blood. With this measure, clotness maps can be
created over time. An intensity-based segmentation ([12],[13])
is induced on each map, which is additionally improved by
incorporating a temporal prior comprising the thrombus shape
of the next sub-sequence. Finally, an edge-based reﬁnement
of this initial temporal segmentation is performed on the
original images of the sub-sequences using a gradient vector
ﬂow (GVF) active contour [14] whose external energy ﬁeld
is adapted to incorporate the gradient information of several
images and to constrain its evolution. To visually illustrate the
different parts of our algorithm refer to Fig. 1. To summarize,
our contributions consist of:
1) Embedding the thrombus segmentation problem into a
dynamic texture formalization,
2) Introducing a clotness measure representing the local
dynamic behavior of every pixel (Fig. 1-B),
3) Incorporating prior information on thrombus position
and shape (Fig. 1-C),
4) Returning an accurate estimate of the contour by reﬁning
the dynamic segmentation output with an edge-based
active contour (Fig. 1-D).
We ﬁnally qualitatively and quantitatively demonstrate the
accuracy of this method by comparing the segmentation results
Fig. 3. High level block diagram showing how the temporal, the spatial,
and the prior information are used to segment the thrombus in the sth
subsequence. The T images used to compute the clotness map Cs are colored
in light gray, and the Tni images used in the edge-based reﬁnement in dark
gray.
to hand-labeled images on a microscopic video sequence.
II. METHODS
A. Algorithm overview
The video-sequence is divided into S sub-sequences of
Tni = 10 frames. The segmentation workﬂow brieﬂy intro-
duced in this section and described in Fig. 3 is applied from
the last sequence to the ﬁrst sequence. For each sequence
s we compute a dynamic image Ds, which consists of two
components,
Ds = Cs + Ps+1: (1)
Cs is the clotness map of the sequence s, which enhances the
spatio-temporal variations of the pixel intensities, and Ps+1
contains information from the segmentation of the next sub-
sequence (s+1).  2 < is a parameter ﬁxing the importance
of the prior information. A ﬁrst estimate of the thrombus shape
is computed by intensity-based segmentation [12] on Ds. The
result is ﬁnally improved by an edge-based segmentation [14]
of the original images. This section details these different
steps.
B. Pre-processing
As the scene is recorded in vivo, the images are subject
to physiological movements and must be registered. Because
the registration cannot be performed on moving objects, NR
regions of interest containing only rigid features are manually
selected on the ﬁrst frame. The main movement is translation,
and each frame It is registered to the ﬁrst image I0 by ﬁnding
the translation vector [tx, ty] maximizing the average 2D
correlation coefﬁcient over the selected regions.3
C. Deﬁning the clotness map: Cs
Only a given sub-sequence s is considered in this paragraph
as the following method is identically applied to every sub-
sequence. The dynamic image is computed for the center cs of
the sequence s with the (T +1) closest frames (It)jt csjT=2
(Fig. 3). To simplify our notations, t := t + (cs + T=2) and
(It)0tT now represents the (T +1) frames associated to cs.
The temporal average image over the (T + 1) frames
is ﬁrst subtracted to each of these frames before analysis.
Three main regions can then be visually distinguished by
their distinct temporal behavior: the static background only
contains acquisition noise because of the mean subtraction,
whereas the vessel interior and the thrombus are respectively
characterized by fast and slow motions. The slow motion in
the thrombus region originates mainly from the heart beat.
1) Formulation: Given an image It and a pixel p, the
values of its N = n  n neighbors are regrouped into an
observation vector xp 2 <N, xp = [x1;x2;:::;xN]>. This
vector is modeled by a Markov process parameterized by the
state transition matrix Ap 2 <N
2
, Ap = (aij)(i;j)2[1:N]2, and
the driving noise vector b 2 <N, bp = (bi)i2[1:N]:
xp(t) = Apxp(t   1) + b(t): (2)
More intuitively, we assume that the intensity of every pixel
p in a given neighborhood of size N at time t can be
expressed as a linear combination of the pixel values in this
neighborhood [x1;x2;:::;xN] at time (t   1) plus noise:
8k  N;xk(t) =
N X
i=1
aikxi(t   1) + bi(t): (3)
To improve the clarity of the notations, the index p
representing the pixel is dismissed and the following
notations adopted in the rest of the section: xp(t) := xt,
Ap := A, and bp(t) := bt.
2) Learning: If the model is supposed to be static for the
(T +1) frames ([0;1;:::;T]) around cs, Eq. (2) can be written
for every state fxtg0kT with the same transition matrix A:
Xt = AXt 1 + Bt: (4)
where the columns of Xt 2 <NT and of Xt 1 2 <NT
respectively are (xt)(1tT) and (xt)(0tT 1), and the
columns of the noise matrix Bt 2 <NT are built with
(bt)(1tT). The estimation of the state transition matrix ^ A
is obtained by solving the least squares problem [11]:
^ A = argmin
A
kBtk
2
F = argmin
A
kXt   AXt 1k
2
F ; (5)
whose solution is:
^ A = XtX
y
t 1; (6)
where k:kF is the Frobenius norm and X
y
t 1 is the Moore-
Penrose pseudoinverse of Xt 1.
3) Clotness measure: Two terms can be identiﬁed in
Eq. (4). AXt 1 and Bt respectively describe the deterministic
and the noise components of the ﬁtted Markov model. From
this observation, we deﬁne the following clotness measure C:
C =

^ AXt 1


F
kXtkF
; (7)
which quantiﬁes the accuracy of the estimation: the ratio
tends to one if the predicted value AXt 1 overcomes the noise
Bt and to zero otherwise. The three identiﬁed regions are
characterized with different clotness values:
 After registration and mean subtraction, the static back-
ground only contains acquisition noise and is conse-
quently labeled with C << 1.
 In regions of high-speed motion, there is no spatio-
temporal relationship because the cell in a given neigh-
borhood at (t 1) is replaced at t by another cell deﬁned
with different intensities. Xt 1 and Xt are consequently
uncorrelated and high-speed regions labeled with C <<
1.
 At the opposite, in regions of slow motion, the cell
in a given neighborhood at (t   1) stays in the same
neighborhood at t, which implies a linear relationship
between Xt 1 and Xt, and a C close to one.
C is experimentally shown to be strictly smaller than one.
The clotness map of the sequence s, Cs, is built by computing
C for every pixel. In this map, the high intensities correspond
to the slow moving regions and the low intensities to the
static background and to the fast moving regions (Fig. 1-B).
4) Dimensionality reduction: Eq. (4) is constrained by the
number of equations TN and by the number of unknowns to
estimate N2, T  N being the condition to have a determinate
system of equations if the noise is null. To limit the number
of unknowns, we reduce the size of the matrices Xt and Xt 1
by applying a singular value decomposition to the observation
matrix X 2 <N(T+1), X = (xt)(0tT),
X = UV>: (8)
Only the k largest singular values corresponding to the k
most signiﬁcant modes of variations are selected to form the
simpliﬁed observation matrix ~ X = ~ V>, ~ X 2 <kT. Eq. (6)
applied to ~ Xt and ~ Xt 1 then provides the corresponding state
transition matrix ^ A.
5) Relation to previous work: Highly dynamic scenes have
already been segmented with a dynamic texture formalization
([15], [16], [17], [18], [19]) but to our knowledge this work
presents the ﬁrst application to microscopic image analysis.
A parallel can be made with the dynamic texture model and
the closed-form solution given by Doretto in [11]. A hidden
Markov model formalizes the spatio-temporal variations. The
hidden state variable yt encodes the variation of the observed
variable xt corresponding to the image intensities at time t:
(
yt = Ayt 1 + vt
xt = Myt + wt
(9)4
where A is the state transition matrix, M is the observation
matrix, and vt and wt are the driving and the observation noise
vectors. As the observations and the states are continuous,
the state transition probability p(yt=yt 1) and the observation
probability p(xt=yt) are deﬁned by their density functions
[19]:
p(yt=yt 1) =
1
(2)
p
2 jQj
1
2
e  1
2kyt Ayt 1k
2
p(xt=yt) =
1
(2)
p
2 jRj
1
2
e  1
2kxt Mytk
2 (10)
where Q and R are the covariance matrices of v(t) and w(t).
The learning problem consists of estimating the parameters A
and M given the (T + 1) observations of the sub-sequence.
The closed-form solution (Eqs. (6) and (8)) is introduced by
Doretto as an approximate solution of the maximum likelihood
formulation: ^ A; ^ C = argmaxA;C (p(x0;:::;xT)).
In our approach a linear Markov model formalizes the
dynamics of the intensities of neighboring pixels (Eq. (2)).
An intuitive understanding of the temporal relation between
pixel intensities can be maintained (Eq. (3)), which makes the
clotness measure easier to interpret. The two approaches are
nevertheless identical if the dimensional reduction is applied.
D. Deﬁning the temporal prior: Ps+1
The thrombus is not the only slow motion region and its
segmentation can not be achieved with only the clotness map.
The collateral vessels are for instance also characterized with
slow motion and high C values and should not be included
in the extracted result. These perturbations are removed by
incorporating temporal priors on the thrombus shape and
position (Eq. (1)). As the object is nearly constant between
two consecutive sequences, the segmentation of the sequence
(s + 1) provides an information to segment the thrombus in
the sequence s. The prior image is:
Ps+1 =
1
1 +
DT(Ss+1)

; (11)
where DT is the distance map of the input binary image,
Ss+1 is the ﬁnal segmentation at (s + 1), and  2 <
a parameter ﬁxing the decreasing slope of the priors. The
regions belonging to the segmented thrombus in (s + 1) are
consequently promoted and the other regions penalized. The
prior images (Ps)sS are obtained by back-propagating the
object segmentation from the last subsequence to the ﬁrst
subsequence, the temporal priors of the last sequence being
manually selected. Back-propagation is preferred to forward-
propagation because no priors could be provided to correct the
possible errors in the clotness map of the sequence s if the
thrombus has not already been detected in the subsequence
(s   1).
E. Intensity-based segmentation
A region-based active contour initialized with S(s+1) is used
to segment the dynamic image Ds into two homogeneous re-
gions. The functional is composed of a minimal-variance term
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Fig. 4. Inﬂuence of the singular value decomposition and selection on
the clotness measure: in the left column, Eq. (4) is directly solved with the
original observation matrices X; in the right column the simpliﬁed observation
matrices ~ X are used. The respective images are computed for three different
values of T, T=50,100, and 200. The size of the neighborhood is constant:
N = 25.
which is minimized when the homogeneity of the two regions
disjointed by the contour is maximum and of a regularization
term which is minimized when the length of the contour
is minimal [12]. Like in [15], the minimization problem is
approached with the level-set formalization proposed in [13].
Since a clotness map Cs is computed for every sub-sequence s,
the segmentation is repeated S times with the same parameters.
F. Edge-based reﬁnement
Even though the temporal information is theoretically suf-
ﬁcient to detect and segment the thrombus, we observe that
the segmentation of the dynamic map over-estimates the size
of the actual thrombus and should consequently be corrected
(Fig. 6). In fact, as the thrombus is attached to one of the vessel
walls both the coagulated cells and the surrounding tissue are
slowly moving. The hypothesis of a static background thus
becomes locally unsatisﬁed.
We incorporate the spatial information of the original im-
ages to correct the segmentation. The two following observa-
tions:
 The contour of the thrombus should correspond to the
contour of its constituting cells,
 The high gradient information mainly corresponds to
cell contours if the background, built by averaging the
ﬁrst T0 = 50 frames before the thrombus develops, is
subtracted,
encourage us to base the reﬁnement on the gradient infor-
mation. An edge-based active contour is initialized by the
output of Ds segmentation. The active contour is deﬁned by
an internal energy regularizing the length and the curvature
[20], and by an external force based on the GVF ﬁeld [14]
which is modiﬁed to prevent the contour from expending and
being attracted by moving structures with strong edges such as
the vessel walls or the circulating cells. It is only calculated in
the smallest rectangle surface including the initialization and
is set to zero outside the initial contour. In order to estimate
the average segmentation over the Tni frames of the sequence,
the respective GVF ﬁelds are summed. The minimization of
the functional is achieved with an explicit approach.5
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Fig. 5. (A-1), (A-2): Clotness maps for two different sub-sequences. The
dynamic images (C-1 and C-2) are built by linearly combining the clotness
maps with the respective prior images (B-1 and B-2). The black line indicates
the actual thrombus contour. The parameters are set as follows: N = 25,
T = 50,  = 0:5 and  = 5.
III. EXPERIMENTS AND RESULTS
A. Experiments
The thrombosis is initiated by injuring the aorta wall of
wild-type 3 day-old zebraﬁsh larvae with a pulse ablating
laser and is observed through a Leica DMRXA microscope
equipped with a 40x water immersion objective. The video
sequence is acquired with a Leica DFC420-C CCD camera. By
comparison with video sequences used for manual outlining,
the frame rate is increased to 27frames/sec to compute stable
dynamic maps and the exposure is reduced to 15ms to limit
the motion blur that would weaken the edges of the coagulated
cells.
B. Results
To evaluate the performance of the algorithm, we analyzed
a 950 frame video sequence divided into 90 non-overlapping
subsequences of 10 images - S = 90 and Tni = 10. To reduce
the computation time, the original images (696  520 px)
are down-sampled by a factor two and analyzed in a smaller
region (22285 px). This section details the results obtained
at each step of the proposed method.
1) Inﬂuence of the dimensional reduction: Fig. 4 displays
the clotness maps Cs with and without the data dimensional
reduction step for different numbers (T + 1) of learning
frames. The clotness measure is shown to mainly associate
higher values to the slow moving regions than to the fast
moving regions and to the static background. The contrast
between these regions is enhanced when the number of
learning frames and the consecutive number of equations in
Eq. (4) are increased, or when the size of the observation
matrix is reduced with Eq. (8) for a ﬁxed number of frames.
In this case, an accurate clotness map Cs is obtained with
a smaller learning set and can therefore be more locally
interpreted in time. Moreover, the hypothesis of a constant
transition matrix A is better respected as the thrombus shape
is less likely to change within the learning frames. We
consequently choose to apply the dimensional reduction step
B
D C
A
Fig. 6. Results of the edge-based reﬁnement. The blue curve represents the
output of the intensity-based segmentation of the dynamic map Ds, the red
curve the ﬁnal result after gradient reﬁnement, and the green curve the hand
outlined ground truth. The elasticity, the rigidity, the external force, and the
viscosity are respectively 0:1, 0:1, 1, and 1.
and to take T = 50, which empirically corresponds to the
minimal number of frames necessary to get a stable clotness
map Cs.
2) Prior information: Fig. 5 presents two clotness maps
before the incorporation of the temporal prior. The unexpected
high C values outside the thrombus result either from an
inaccurate registration of the background (Fig. 5 A-1) or from
the slow circulation of blood cells in the collateral vessels
(Fig. 5 A-2). By incorporating the prior information which
penalizes both the unstable background and the collateral
vessels (Fig. 5 B), the dynamic maps better represent the
actual position and shape of the thrombus (Fig. 5 C). The most
common case in which only the thrombus is characterized by
high C values is not represented in Fig. 5 as the segmentation
could then be achieved without prior information.
3) Edge-based segmentation: Fig. 6 shows that the edge-
based reﬁnement improves the output of the temporal seg-
mentation by removing misclassiﬁed background regions
(Fig. 6 A). Nevertheless, the size of the thrombus is under-
estimated when the edges of an attached cells are too weak
(Fig. 6 B), or when the initial contour does not include some
part of the thrombus (Fig. 6 C) or no thrombus at all (Fig. 6 D).
C. Performance
This section ﬁrst presents the performance of the proposed
algorithm for both the detection and the segmentation
problems. The importance of incorporating prior information
in the segmentation workﬂow is then discussed in the second
paragraph. The thrombus is manually outlined in half of the
sub-sequences to quantitatively evaluate our method.
The performance of the proposed method is qualitatively
assessed in Fig. 7. Its quantitative performance is moreover
assessed on the two following problems.
First, the detection problem which consists of identifying
the frames in which the thrombus has already developed. This
problem is solved with a speciﬁcity of 1.00, a sensitivity of
0.90, and an accuracy of 0.91, the accuracy being deﬁned
by the proportion of frames that are correctly classiﬁed. The
errors consist of false negatives and occur in the ﬁrst frames6
in which the thrombus only consists of a single cell and is
attached to a different position than in the rest of the sequence.
Second, the segmentation problem which consists of
identifying for each frame the pixels within the thrombus.
This second problem is solved with a speciﬁcity of
1:00  0:001, a sensitivity of 0:52  0:48, and an accuracy
of 0:98  0:01, the accuracy being deﬁned by the proportion
of pixels that are correctly classiﬁed. As the sensitivity of
the segmentation becomes null for the frames in which
the thrombus is not detected, the average sensitivity is
signiﬁcantly reduced to 0:52  0:48. At the opposite, if only
the frames with a detected clot are considered, the sensitivity
rises to 0:69  0:15. The temporal variation of the sensitivity
is plotted in the top left ﬁgure of Fig. 7.
The necessity of incorporating prior-information is demon-
strated by comparing the results under the three following
conditions:
1) the prior information is switched off ( = 0),
2) the prior information is switched off ( = 0) and the
result of the temporal segmentation is reﬁned with the
edge-based segmentation,
3) the prior information is switched on ( = 0:5) and the
result of the temporal segmentation is reﬁned with the
edge-based segmentation.
The parameters of the respective temporal segmentations are
empirically set (Table. I). Though the merit of incorporating
prior information is qualitatively shown in Figs. 7, IV, it can
not be demonstrated by computing the respective accuracies,
speciﬁcities, and sensitivities (Table. II). Indeed, because of
the high number of true negatives, the accuracies and the
speciﬁcities exceed 0:94 and 0:96 under the three conditions
even if only the full version of the algorithm described by
the condition (3) returns a valuable segmentation. Finally, the
average sensitivity is maximum under the condition (1) which
would contradictory indicates better performance (Fig. IV-
blue).
We consequently additionally assessed the performance with
the root mean squared error of the thrombus position (RMSE-
Px and RMSE-Py), the root mean squared error of the throm-
bus surface area (RMSE-SA), and the thrombus surface area
correlation (TSA-C). This last measure evaluates the similarity
between the estimated and the ground-truth thrombus surface
areas over time by calculating the correlation coefﬁcient
between the two signals. These measures all quantitatively
conﬁrm that incorporating the prior image Ps+1 to the clotness
map Cs before segmentation signiﬁcantly improves the result.
Indeed, when the full version of the algorithm (3) is used
instead of the two simpliﬁed versions (1) and (2), the RMSE-
S is decreased by respectively 65% and 51%, the RMSE-Px
by 20% and 11%, and the RMSE-Py by 29% and 24%. At the
opposite, the TSA-C is increased by 26% and 15%.
1The mean and the standard deviation are estimated by computing the
speciﬁcity for each hand-labeled sub-sequence. Both the sensitivity and the
accuracy are similarly analyzed.
Parameter Cases (1) and (2) Case (3)
 0 0.5
 - 5
Contour length 0.1 0.2
Minimum variance 40 20
Step 5 5
TABLE I
PARAMETERS OF THE INTENSITY-BASED SEGMENTATION WHEN THE
PRIOR INFORMATION IS SWITCHED OFF OR SWITCHED ON.
Parameter Cases (1) Case (2) Case (3)
Accuracy 0.940.03 0.980.03 0.980.01
Speciﬁcity 0.960.03 0.990.01 1.000.00
Sensitivity 0.540.49 0.320.42 0.520.48
Sensitivity after detection 0.730.16 0.470.18 0.690.15
RMSE-Px(pixels) 10 9 8
RMSE-Py(pixels) 35 33 25
RMSE-S(pixels) 650 452 222
TSA-C 0.77 0.84 0.97
TABLE II
QUANTITATIVE PERFORMANCE OF THE TWO SIMPLIFIED VERSIONS (1)
AND (2) AND OF THE FULL VERSION (3) OF THE ALGORITHM.
IV. CONCLUSION
In this paper, we proposed the ﬁrst semi-automatic algo-
rithm for the detection and the segmentation of thrombus in
in-vivo microscopic video-sequences of wild-type zebraﬁsh
larvae. We modeled the temporal variations with a dynamic
texture approach [11] and introduced a novel measure to
disjoint the regions of slow motion and the background.
By integrating temporal priors on the thrombus shape and
the gradient information, we quantitatively and qualitatively
improved our segmentation and managed to return an accurate
solution despise the complexity of the scene.
Our approach limits the user interaction to the selection of
regions of interest for the registration (II.B), to the manual
annotation of the last sub-sequence (II.D), and to the choice
of the parameters controlling the formation of the clotness map
(II.C), the weight of the temporal prior (II.D), and the stiffness
of the active contours (II.E and II.F).
The proposed method still has to be improved as follows.
Concerning the algorithm itself, the intensity-based segmen-
tation of Ds and the edge-based segmentation of the original
images could be integrated into a single level-set formaliza-
tion. The acquisition could also be optimized: increasing the
frame rate of the camera would improve the stability of the
clotness maps if the temporal decorrelation of the intensities
in the vessel is preserved, and reducing the exposure of the
camera would limit the motion blur and would allow reducing
the number of false negatives introduced by the edge-based
reﬁnement.
More importantly, the performance of the proposed method
should be conﬁrmed on more video-sequences before being
used in large scale hematological studies.7
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Fig. 7. Evaluation of the proposed algorithm. The accuracy (blue), the speciﬁcity (red), and the sensitivity (green) are plotted on the top left ﬁgure for
each hand-labeled subsequence. The relative surface area of the segmented (red) and of the hand-labeled (green) thrombus are displayed on the top right
ﬁgure. The output of the proposed algorithm (red) and the ground truth segmentation (green) are overlaid to the original images. The ﬁrst number at the
top left corner of each image is the frame, the second number indicates the sub-sequence. The corresponding video can be found at the following address:
http://campar.in.tum.de/Main/NicolasBrieu.
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Fig. 8. Evaluation of the two simpliﬁed versions of the algorithm. The relative surfaces of the hand-labeled thrombus (green), and of the outputs of the
simpliﬁed versions (1) (blue) and (2) (red) of the algorithm are plotted on the left. At the opposite of the results displayed in Fig. 7, no prior-information is
included to the clotness maps before segmentation. Typical inaccurate results are displayed on the right images. The ﬁrst number at the bottom left corner of
each image is the frame, the second number indicates the sub-sequence.8
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