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1. Introduction and the main results
The usual Zakharov system deﬁned in space time R1+d is given by
iEt + E = nE, (1.1a)
ntt − n = |E|2 (1.1b)
where E : R1+d → Cd is the slowly varying amplitude of the high-frequency electric ﬁeld, and n : R1+d → R denotes the
ﬂuctuation of the ion-density from its equilibrium. This system describes the propagation of Langmuir waves in an unmag-
netized plasma which was ﬁrst obtained by Zakharov [28].
In the past decades, the Zakharov system was studied by many authors (see [1,8–10,13,23,25] and the references therein).
In [25], C. Sulem and P.L. Sulem obtained local existence and uniqueness of smooth solution (E,n) ∈ L∞(0, T ; Hm(Rd) ×
Hm−1(Rd)) for m  3 which exists globally in one spatial dimension. H. Added and S. Added [1] established the global
existence in two spatial dimensions for small initial data. Recently, the local well-posedness theory for the Cauchy problem
(1.1a)–(1.1b) was proved in approximate Sobolev spaces in [8], and the results in higher dimension (d  4) are sharp. The
nonlinear Schrödinger limit of the Zakharov equation was discussed in [2,19–21,26].
System (1.1a)–(1.1b) ignores the effect of the magnetic ﬁled which is generated in the laser plasma. However, it is
interesting to consider the self-generated magnetic ﬁeld in the Zakharov system from physical viewpoint, for instance, one
may discuss whether the magnetic ﬁeld can promote the formation of soliton in three dimensions or whether it can affect
the collapse process of wave packet in plasma. In this way, (1.1a) is replaced by
iEt + ∇(∇ · E) − α∇ × (∇ × E) − nE + i(E × B) = 0,
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Landau damp effect, the magnetic ﬁeld B can be taken the form −iβE × E . Hence, in the present paper, we are interested
in studying the following generalized Zakharov system
iEt + ∇(∇ · E) − α∇ × (∇ × E) − nE + βE × (E × E) = 0, (1.2a)
ntt − n = |E|2 (1.2b)
with initial data
E(0) = E0, n(0) = n0, nt(0) = n1, (1.2c)
where the constants satisfy α  1, β  0, and E is the conjugate complex of E . Note that Eq. (1.2a) reduces to Eq. (1.1a)
when α = 1, β = 0. In this paper, we mainly consider the physical dimension.
Now we state the main results of the paper. Our ﬁrst result concerns the local in time existence and uniqueness of
smooth solution for system (1.2a)–(1.2c).
Theorem 1.1. Let the space dimension d = 2, 3, and assume that the initial data (E0,n0,n1) ∈ Hs(Rd) × Hs−1(Rd) × (Hs−2(Rd) ∩
H˙−1(Rd)) with s  3. Then there exists a time T > 0, depending only on the norms of initial data, namely T = T (‖E0‖s,‖n0‖s−1,
‖n1‖s−2), such that the generalized Zakharov system (1.2a)–(1.2c) has a unique solution (E,n) satisfying
(E,n,nt) ∈ C
([0, T ]; Hs(Rd)× Hs−1(Rd)× Hs−2(Rd)).
Moreover, if T ∗ is the time that the solution cannot be continued in the above function spaces to T = T ∗ , then either T ∗ = ∞ or at
least one of the norms ‖E‖s,‖n‖s−1,‖nt‖s−2 tends to inﬁnite as t → T ∗ .
If 2  s − 1  d2 + 2, Theorem 1.1 ensures the existence of strong solution of the generalized Zakharov system, at least
locally. In particular, if s > d2 + 3, the solution is also classical. Furthermore, in two dimensional case, by using Brezis–
Gallouet inequality, we can obtain global solution to this system under the assumption that the L2 norm of E0 is small.
Theorem 1.2. Let α  1, s 3 and (E0,n0,n1) ∈ Hs(R2)× Hs−1(R2)× (Hs−2(R2)∩ H˙−1(R2)) with ‖E0‖0 small. Then there exists
a unique solution (E,n) for the generalized Zakharov system (1.2a)–(1.2c) such that
(E,n,nt) ∈ C
([0,∞); Hs(R2)× Hs−1(R2)× Hs−2(R2)).
For more precise control of ‖E0‖0, see Remark 5.2 in Section 5. The result of Theorem 1.2 is proved in [1] in the case of
α = 1, β = 0 and s =m 3 integer.
Finally, for one dimensional case, we have the following stronger result which states the existence of global smooth
solution without any small assumption for initial data.
Theorem 1.3. Let (E0,n0,n1) ∈ Hs(R) × Hs−1(R) × (Hs−2(R) ∩ H˙−1(R)) with s  3. Then the following generalized Zakharov
system
iEt + Exx − nE + β|E|2E = 0, (1.3a)
ntt −
(
n + |E|2)xx = 0, (1.3b)
E(0) = E0, n(0) = n0, nt(0) = n1 (1.3c)
exists globally a unique solution satisfying
(E,n,nt) ∈ C
([0,∞); Hs(R) × Hs−1(R) × Hs−2(R)).
To study smooth solution of the generalized Zakharov system, we transform it into the following form (notice that
∇(∇ · E) = E + ∇ × (∇ × E)):
iEt + E − (α − 1)∇ × (∇ × E) − nE + βE × (E × E) = 0, (1.4a)
nt = −∇ · V , (1.4b)
Vt = −∇
(
n + |E|2) (1.4c)
with initial data
E(0) = E0, n(0) = n0, V (0) = V0,
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−∇ · V0 = n1. (1.5)
If n1 ∈ Hs−2(Rd) ∩ H˙−1(Rd), then there exists a unique V0 ∈ Hs−1(Rd) such that Eq. (1.5) holds. In fact, we have V0 = ∇ P
with P the solution of equation −P = n1. Under the assumption of Theorem 1.1, it is clear that if (E,n, V ) is a strong
(resp. classical) solution of (1.4a)–(1.4c) with initial data (E0,n0, V0) and V0 satisfying (1.5), then (E,n) is a strong (resp.
classical) solution of our original equation (1.2a), (1.2b) with initial data (E0,n0,n1), and vice versa. Hence, in the following
we are mainly focused on Eqs. (1.4a)–(1.4c).
For nonlinear PDEs of physical origin, it is very important to take advantage of conserved quantities. From mathematical
viewpoint, conservation laws are also very useful in the analysis of the property of a solution. For the smooth solution of
system (1.4a)–(1.4c), we have the following conserved results
Φ(t) := ∥∥E(t)∥∥0 = Φ(0), (1.6)
Ψ (t) := ∥∥∇E(t)∥∥20 + (α − 1)∥∥∇ × E(t)∥∥20 + 12∥∥n(t)∥∥20 + 12∥∥V (t)∥∥20 +
∫
Rd
n(t)
∣∣E(t)∣∣2 dx− β
2
∫
Rd
∣∣E(t)× E(t)∣∣2 dx
= Ψ (0). (1.7)
The conservation of ‖E(t)‖0 is obtained by multiplying (1.4a) by E , integrating and taking the imaginary part. The conser-
vation of Ψ (t) can be obtained by multiplying (1.4a) by Et and taking the real part, and multiplying (1.4b), (1.4c) by n, V
respectively. These two conserved quantities will be used in the proof of Theorem 1.2.
For the sake of convenience of the following contexts, we set some notations. For 1 q∞, we denote Lq(Rd) the space
of all q times integrable functions in Rd equipped with norm ‖·‖Lq(Rd) or simply ‖·‖Lq . When q = 2, we set ‖·‖0 = ‖·‖L2(Rd)
for short. Let J s = (I −) s2 for s ∈ R, and denote Hs,p(Rd) the Banach space with norm ‖ · ‖Hs,p(Rd) = ‖ J s · ‖Lp(Rd) . If p = 2,
we write Hs(Rd) instead of Hs,2(Rd) and denote ‖ · ‖s instead of ‖ · ‖Hs,2 . Besides, H˙ s(Rd) is the homogeneous Sobolev
spaces, i.e. H˙ s(Rd) = {u ∈ S ′(Rd); |ξ |sû ∈ L2(Rd)}, and û is the Fourier transform of u.
This paper is organized as follows. In the next section, by using the molliﬁer operator, we introduce a regularized system
for (1.4a)–(1.4c) for which there exists a unique smooth solution globally. In Section 3, we give a priori estimates for this
regularized system. Section 4 is concerned with the proof of Theorem 1.1. In Section 5, we prove Theorems 1.2 and 1.3.
Finally, some further remarks are stated in Section 6.
2. A regularization of the generalized Zakharov system
In this section, we will prove the existence of solution for a regularized problem of the generalized Zakharov system.
Before doing so, we ﬁrst recall some preliminary results for the molliﬁers.
Deﬁne ρ(x) ∈ C∞0 (Rd) by
ρ(x) =
{
c exp(− 1
1−|x|2 ), |x| < 1,
0, |x| 1,
where the constant c is selected so that
∫
Rd
ρ(x)dx = 1. Let ρ	(x) = 	−dρ(	−1x), and deﬁne the molliﬁcation J	u of
u ∈ L1loc(Rd) by
(J	u)(x) = ρ	 ∗ u(x).
Some properties for molliﬁers are given in Lemma 2.1.
Lemma 2.1. Let J	 be the molliﬁer deﬁned as above, then the following properties hold for J	 :
(1) Molliﬁers commute with distribution derivatives, i.e.
Dγ J	u = J	Dγ u, |γ |m. (2.1)
(2) If u ∈ Lp(Rd), v ∈ Lq(Rd) with 1p + 1q = 1, then∫
Rd
(J	u)v dx =
∫
Rd
u(J	 v)dx. (2.2)
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lim
	→0‖J	u − u‖s = 0, (2.3)
lim
	→0‖J	u − u‖s−1  C	‖u‖s. (2.4)
(4) For all u ∈ Hm(Rd), and m,k ∈ Z+ ∪ {0}, then
‖J	u‖m+k  Cmk
	k
‖u‖m, (2.5)∥∥J	Dku∥∥L∞  Ck	d/2+k ‖u‖0. (2.6)
The proof of this lemma can be found in [18, Lemma 3.5] in which the authors regularize the Navier–Stokes equation
and Euler equation by using this molliﬁer. Here we point out that (2.5) still holds if the integer m is replaced by general
s ∈ R, and the following generalization of (2.1) also holds
J sJ	u = J	 J su, s ∈ R. (2.7)
These two facts can be proved directly through the approach of Fourier transform. As one can see clearly in the proof
of Theorem 2.3 below, the advantage of the molliﬁer operator J	 is to convert unbounded differential operators (e.g. the
Laplacian operator) into bounded operators mainly due to the property (2.5).
We now consider the following regularized equation
E	t = iJ 2	 E	 − i(α − 1)∇ ×
(∇ × J 2	 E	)− iJ	(J	n	J	 E	)+ iβJ	(J	 E	 × (J	 E	 × J	 E	)), (2.8a)
n	t = −∇ · J	V 	, (2.8b)
V 	t = −∇J	
(
n	 + J	
∣∣J	 E	 ∣∣2), (2.8c)
with smooth initial data
E	(0) = E	0, n	(0) = n	0, V 	(0) = V 	0 .
At ﬁrst glance, one may confused why there are different power of J	 appearing in the regularized problem. In fact, by
choosing this form, one can obtain a simple energy estimate for system (2.8a)–(2.8c). Particularly, for the approximate
equation, we have similar conserved quantities as system (1.4a)–(1.4c).
Lemma 2.2. For smooth solutions (E	,n	, V 	) of system (2.8a)–(2.8c), there hold two conserved quantities:
Φ	(t) := ∥∥E	(t)∥∥0 = Φ	(0), (2.9)
Ψ 	(t) := ∥∥∇J	 E	(t)∥∥20 + (α − 1)∥∥∇ × J	 E	(t)∥∥20 + 12∥∥n	(t)∥∥20 + 12∥∥V 	(t)∥∥20
+
∫
Rd
J	n	(t)
∣∣J	 E	(t)∣∣2 dx− β
2
∫
Rd
∣∣J	 E	(t)× J	 E	(t)∣∣2 dx
= Ψ 	(0). (2.10)
In particular, we have∥∥E	(t)∥∥0 + ∥∥n	(t)∥∥0 + ∥∥V 	(t)∥∥0  C(	,∥∥E	(0)∥∥1,∥∥n	(0)∥∥0,∥∥V 	(0)∥∥0). (2.11)
Proof. One can use Lemma 2.1 and the same reasonings that lead to (1.6) and (1.7) to obtain the conservation equalities (2.9)
and (2.10). Now we prove (2.11). It follows from (2.6) that∥∥J	 E	∥∥L∞  C	− d2 ∥∥E	(t)∥∥0 = C	− d2 ∥∥E	(0)∥∥0,
hence by Schwartz inequality we have∣∣∣∣ ∫
Rd
J	n	
∣∣J	 E	 ∣∣2 dx∣∣∣∣ ∥∥J	n	∥∥0∥∥J	 E	∥∥0∥∥J	 E	∥∥L∞  C(	)∥∥n	∥∥0∥∥E	(0)∥∥20,∫
d
∣∣J	 E	 × J	 E	 ∣∣2 dx ∥∥J	 E	∥∥L∞∥∥J	 E	∥∥20  C(	)∥∥E	(0)∥∥30.
R
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 Ψ 	(0) + C(	)∥∥n	∥∥0∥∥E	(0)∥∥20 + C(	)∥∥E	(0)∥∥30  Ψ 	(0)+ 14∥∥n	∥∥20 + C(	)2∥∥E	(0)∥∥40 + C(	)∥∥E	(0)∥∥30
thanks to the elementary inequality |ab| 14a2 + b2. Thus the inequality (2.11) follows. 
Deﬁne the space Bs = Hs × Hs−1 × Hs−1 with norm ‖X‖Bs = ‖E‖s + ‖n‖s−1 + ‖V ‖s−1, where X = (E,n, V ) : Rd →
C
d × R × Rd . Taking r large enough (e.g. r > s + d2 + 100) such that X	0 = (E	0,n	0, V 	0 ) ∈ Br and X	0 → X0 in Bs as 	 → 0,
then we write system (2.8a)–(2.8c) in the form of ODE system⎧⎨⎩
dX	
dt
= F (X	),
X	(0) = X	0
(2.12)
where F (X	) = (F 1(X	), F 2(X	), F 3(X	)), and F 1, F 2, F 3 denote the right-hand side of (2.8a)–(2.8c) respectively.
For regularized system (2.8a)–(2.8c) or (2.12), one can obtain the following global existence result.
Theorem 2.3. For any given 	 > 0 and X	0 ∈ Br , the ODE system (2.12) has a unique solution X	 ∈ C1([0,∞);Br), namely, the
regularized equation (2.8a)–(2.8c) has a unique solution (E	 ,n	, V 	) ∈ C1([0,∞); Hr(Rd) × Hr−1(Rd) × Hr−1(Rd)).
Proof. Our proof is based on the Picard theorem and continuation principle of an autonomous ODE on a Banach space, see
[11] for these results. We split the proof into three steps.
1. We need to show F maps Br into itself, i.e. given X	 ∈ Br , we must verify F (X	) ∈ Br . This claim follows from the fact
Hr−1(Rd) (hence, Hr(Rd)) is a Banach algebra and the properties of the molliﬁers in Lemma 2.1, for example,∥∥J 2	 E	∥∥r  ∥∥J 2	 E	∥∥r+2  C	−2∥∥E	∥∥r by (2.5),∥∥J	(J	n	J	 E	)∥∥r  C	−1∥∥J	n	J	 E	∥∥r−1 by (2.5)
 C	−1
∥∥n	∥∥r−1∥∥E	∥∥r−1  C	−1∥∥n	∥∥r−1∥∥E	∥∥r
and ∥∥∇J 2	 ∣∣J	 E	 ∣∣2∥∥r−1  ∥∥J 2	 ∣∣J	 E	 ∣∣2∥∥r  C∥∥E	∥∥2r .
The other terms can be treated similarly, hence are omitted.
2. One has to prove F is locally Lipschitz continuous in the Banach space Br , i.e. for any Xi = (Ei,ni, V i) ∈ Br (i = 1,2),
we must prove that∥∥F (X1)− F (X2)∥∥Br  C(	,∥∥X1∥∥Br ,∥∥X2∥∥Br )∥∥X1 − X2∥∥Br .
Actually, we have the following stronger estimate∥∥F (X1)− F (X2)∥∥Br  C(	,∥∥Ei∥∥0,∥∥ni∥∥0,∥∥V i∥∥0)∥∥X1 − X2∥∥Br . (2.13)
To this purpose, we again apply Lemma 2.1 and the fact Hr−1(Rd) is a Banach algebra, for instance,∥∥∇ × (∇ × J 2	 E1)− ∇ × (∇ × J 2	 E2)∥∥r  ∥∥J 2	 (E1 − E2)∥∥r+2  C	−2∥∥E1 − E2∥∥r,∥∥J	(J	 E1 × (J	 E1 × J	 E1))− J	(J	 E2 × (J	 E2 × J	 E2))∥∥r
 C
(∥∥J	 E1 × (J	 E1 × (J	 E1 − J	 E2))∥∥r + ∥∥J	 E1 × ((J	 E1 − J	 E2)× J	 E2)∥∥r
+ ∥∥(J	 E1 − J	 E2)× (J	 E2 × J	 E2)∥∥r)
 C	−2r
(∥∥E1∥∥20 + ∥∥E1∥∥0∥∥E2∥∥0 + ∥∥E2∥∥20)∥∥E1 − E2∥∥r
and ∥∥∇J	n1 − ∇J	n2∥∥r−1  ∥∥J	(n1 − n2)∥∥r  C	−1∥∥(n1 − n2)∥∥r−1.
One can estimate the remaining terms in a similar way, hence we obtain (2.13).
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some T	 > 0.
3. The proof of Theorem 2.3 will be ﬁnished once we show that T	 = ∞. From the continuation principle of an au-
tonomous ODE on a Banach space, it suﬃces for us to obtain a priori bound on ‖X	(·, t)‖Br . In fact, by taking X2 = 0 in
inequality (2.13), we have∥∥∥∥dX	(t, ·)dt
∥∥∥∥
Br
 C
(
	,
∥∥E	∥∥0,∥∥n	∥∥0,∥∥V 	∥∥0)∥∥X	∥∥Br .
Then by using (2.11), we arrive at
d
dt
∥∥X	(t, ·)∥∥Br  C(	,∥∥E	0∥∥1,∥∥n	0∥∥0,∥∥V 	0∥∥0)∥∥X	∥∥Br .
Now we deduce from Gronwall’s inequality that ‖X	(t, ·)‖Br  eCt‖X	(0)‖Br which implies T	 = ∞. 
3. A prior estimates
In this section, we will derive a priori estimates for the solution of the regularized system. To this end, as in [16,26] we
set Q 	 = n	 + J	 |J	 E	 |2, then system (2.8a)–(2.8c) can be written in the form
E	t = iJ 2	 E	 − i(α − 1)∇ ×
(∇ × J 2	 E	)− iJ	(J	Q 	J	 E	)+ iJ	(J 2	 ∣∣J	 E	 ∣∣2J	 E	)
+ iβJ	
(J	 E	 × (J	 E	 × J	 E	)), (3.1a)
Q 	t = −∇ · J	V 	 − 2 ImJ	
((
J 3	 E	 − (α − 1)∇ ×
(∇ × J 3	 E	)− J 2	 (J	Q 	J	 E	)
+ J 2	
(J 2	 ∣∣J	 E	 ∣∣2J	 E	)+ βJ 2	 (J	 E	 × (J	 E	 × J	 E	))) · J	 E	), (3.1b)
V 	t = −∇J	Q 	 . (3.1c)
Besides, we need the following calculus inequality, the proof of which can be found, for example in Coifman and Meyer [7]
and Kato, Kenig, Ponce and Vega [14,15].
Lemma 3.1. Assume that s > 0 and p ∈ (1,+∞). If f , g ∈ S(Rd), the Schwartz class, then∥∥ J s( f g)− f ( J s g)∥∥Lp  C‖∇ f ‖Lp1 ‖g‖Hs−1,p2 + ‖ f ‖Hs,p3 ‖g‖Lp4 (3.2)
and ∥∥ J s( f g)∥∥Lp  C(‖ f ‖Lp1 ‖g‖Hs,p2 + ‖ f ‖Hs,p3 ‖g‖Lp4 ) (3.3)
with p2, p3 ∈ (1,+∞) such that
1
p
= 1
p1
+ 1
p2
= 1
p3
+ 1
p4
.
Theorem 3.2. Let X	0 → X0 in Bs with s > d2 + 1, then there exists T > 0 depending only on the norm of ‖X0‖Bs such that the unique
solution (E	,n	, V 	) of the regularized system (2.8a)–(2.8c) satisfying
sup
t∈[0,T ]
(∥∥J	 E	∥∥s + ∥∥n	∥∥s−1 + ∥∥V 	∥∥s−1) C, (3.4)
sup
t∈[0,T ]
(∥∥(J	 E	)t∥∥s−2 + ∥∥n	t ∥∥s−2 + ∥∥V 	t ∥∥s−2) C, (3.5)
where C depends on ‖X0‖Bs , but is independent of 	 .
Proof. The estimate (3.5) follows from (3.3), (2.8a)–(2.8c), (3.4) and Lemma 2.1, hence it is suﬃcient to prove (3.4). Applying
the operator J s−1J	 to Eq. (3.1a), then multiplying the result by J s−1(−J	 E	 + (α − 1)∇ × (∇ × J	 E	)), integrating
over Rd and taking the real part, we have
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dt
∥∥ J s−1∇J	 E	∥∥20 + (α − 1) ddt ∥∥ J s−1∇ × J	 E	∥∥20
= 2 Im
∫
Rd
(− J s−1J 2	 (J	Q 	J	 E	)) J s−1(J	 E	 − (α − 1)∇ × (∇ × J	 E	))dx
+ 2 Im
∫
Rd
J s−1J 2	
(J 2	 ∣∣J	 E	 ∣∣2J	 E	) J s−1(J	 E	 − (α − 1)∇ × (∇ × J	 E	))dx
+ 2β Im
∫
Rd
J s−1J 2	
(J	 E	 × (J	 E	 × J	 E	)) J s−1(J	 E	 − (α − 1)∇ × (∇ × J	 E	))dx
=: I1 + I2 + I3.
From (2.2), it is obvious that
I1 = 2 Im
∫
Rd
(
J s−1
(J	Q 	J	 E	)) J s−1(J 3	 E	 − (α − 1)∇ × (∇ × J 3	 E	))dx.
By Hölder inequality and (2.5) (with k = 0), we get
|I2| + |I3| C
∥∥J	 E	∥∥4s ,
since Hs is a Banach algebra.
Applying the operator J s−1 to (3.1b), (3.1c), and multiplying the results by J s−1Q 	 and J s−1V 	 respectively, then there
holds
1
2
d
dt
∥∥ J s−1Q 	∥∥20 + 12 ddt ∥∥ J s−1V 	∥∥20
= −2 Im
∫
Rd
J s−1
(J	(J 3	 E	 − (α − 1)∇ × (∇ × J 3	 E	)) · J	 E	) J s−1Q 	 dx
− 2 Im
∫
Rd
J s−1
(J	(−J 2	 (J	Q 	J	 E	)+ J 2	 (J 2	 ∣∣J	 E	 ∣∣2J	 E	)) · J	 E	) J s−1Q 	 dx
− 2β Im
∫
Rd
J s−1
(J	(J 2	 (J	 E	 × (J	 E	 × J	 E	))) · J	 E	) J s−1Q 	 dx
=: I4 + I5 + I6.
Again we have
|I5| + |I6| C
∥∥Q 	∥∥2s−1∥∥J	 E	∥∥2s + C∥∥Q 	∥∥s−1∥∥J	 E	∥∥4s .
Combining the above inequalities, we obtain
d
dt
ϕ(t) I1 + I4 + C
(∥∥J	 E	∥∥4s + ∥∥Q 	∥∥2s−1∥∥J	 E	∥∥2s + ∥∥Q 	∥∥s−1∥∥J	 E	∥∥4s ), (3.6)
where
ϕ(t) = ∥∥∇J	 E	∥∥2s−1 + (α − 1)∥∥∇ × J	 E	∥∥2s−1 + 12∥∥Q 	∥∥2s−1 + 12∥∥V 	∥∥2s−1.
Now we estimate I1 + I4. In fact,
I1 + I4 = 2 Im
∫
Rd
(
J s−1
(J	Q 	J	 E	)− ( J s−1J	Q 	)J	 E	) · J s−1(J 3	 E	 − (α − 1)∇ × (∇ × J 3	 E	))dx
− 2 Im
∫
Rd
(
J s−1
((
J 3	 E	 − (α − 1)∇ ×
(∇ × J 3	 E	))J	 E	)
− J s−1(J 3	 E	 − (α − 1)∇ × (∇ × J 3	 E	))J	 E	) · J s−1J	Q 	 dx. (3.7)
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
∥∥∇J	 E	∥∥L∞∥∥J 3	 E	 − (α − 1)∇ × (∇ × J 3	 E	)∥∥s−2
+ ∥∥J	 E	∥∥Hs−1,p∥∥J 3	 E	 − (α − 1)∇ × (∇ × J 3	 E	)∥∥Lq
 C
∥∥J	 E	∥∥2s (3.8)
where the exponents p,q are selected such that
1
p
+ 1
q
= 1
2
(1< p < ∞),
1
p
 1
2
− 1
d
,
1
q
 1
2
− s − 2
d
which implies that Hs(Rd) ↪→ Hs−1,p(Rd) and Hs−2(Rd) ↪→ Lq(Rd).
We also have by commutator estimate (3.2)∥∥ J( J s−1(J	Q 	J	 E	)− ( J s−1J	Q 	)J	 E	)∥∥0

∥∥ J s(J	Q 	J	 E	)− ( J sJ	Q 	)J	 E	∥∥0 + ∥∥( J J s−1J	Q 	)J	 E	 − J(( J s−1J	Q 	)J	 E	)∥∥0

∥∥∇J	 E	∥∥L∞∥∥Q 	∥∥s−1 + ∥∥J	 E	∥∥s∥∥Q 	∥∥L∞ + ∥∥∇J	 E	∥∥L∞∥∥ J s−1Q 	∥∥0 + ∥∥J	 E	∥∥H1,p∥∥ J s−1Q 	∥∥Lq
 C
∥∥J	 E	∥∥s∥∥Q 	∥∥s−1 + ∥∥J	 E	∥∥H1,p∥∥ J s−1Q 	∥∥Lq , (3.9)
where 1p + 1q = 12 (1 < p < ∞). Since s > d2 + 1, there holds Hs(Rd) ↪→ H1,p(Rd) for all p  2. Hence by interpolation
inequality in Lp spaces we obtain
lim
q→2+
∥∥J	 E	∥∥H1,p∥∥ J s−1Q 	∥∥Lq  C∥∥J	 E	∥∥s limq→2+∥∥ J s−1Q 	∥∥Lq  C∥∥J	 E	∥∥s limq→2+∥∥ J s−1Q 	∥∥ 2qL2∥∥ J s−1Q 	∥∥1− 2qL∞
 C
∥∥J	 E	∥∥s∥∥ J s−1Q 	∥∥0.
Thus the left-hand side of (3.9) is less or equal than C‖J	 E	‖s‖Q 	‖s−1.
It concludes from (3.7)–(3.9) and Hölder inequality that
|I1 + I4| C
∥∥J	 E	∥∥2s∥∥Q 	∥∥s−1.
Since we have∥∥J	 E	∥∥s  C(∥∥∇J	 E	∥∥s−1 + ∥∥J	 E	∥∥0) C(∥∥∇J	 E	∥∥s−1 + ∥∥E	0∥∥0),
then inequality (3.6) yields
d
dt
ϕ1(t) C
(∥∥J	 E	∥∥2s ∥∥Q 	∥∥s−1 + ∥∥J	 E	∥∥4s + ∥∥Q 	∥∥2s−1∥∥J	 E	∥∥2s + ∥∥Q 	∥∥s−1∥∥J	 E	∥∥4s ) Cϕ31(t),
where ϕ1(t) = ϕ(t) + 1 and the constant C is independent of 	 . Integrating this inequality, we obtain
ϕ1(t)
(
ϕ21(0)
1− 2Ctϕ21(0)
) 1
2
, (3.10)
for all t ∈ [0, T ] with T < 1
2Cϕ21 (0)
. Note that X	0 → X0 = (E0,n0, V0) in Bs , hence ϕ1(0) depends only on the norm of ‖X0‖Bs ,
so does T . We thus complete the proof of Theorem 3.2. 
4. Local existence and uniqueness
In this section, we formulate the proof of Theorem 1.1. First we give two useful lemmas.
Lemma 4.1. Assume B0 , B, B1 are three Banach spaces and satisfy B0 ⊂ B ⊂ B1 with compact embedding B0 ↪→ B. Let W be bounded
in L∞(0, T ; B0) and Wt := {wt; w ∈ W } be bounded in Lq(0, T ; B1) where q > 1. Then W is relatively compact in C([0, T ]; B).
The proof of Lemma 4.1 can be founded in [24, Corollary 4, p. 85]. Note that this lemma is an extension of the Aubin’s
result, see [3] and [17, Theorem 5.1, p. 68].
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for all m ∈ Z+ ∪ {0}.
Proof. We argue this lemma by induction on m. The case m = 0 is trivial. Assume (4.1) holds for m = k, then∥∥J k+1	 u	 − u∥∥C([0,T ];Hs)  ∥∥J	(J k	 u	 − u)∥∥C([0,T ];Hs) + ‖J	u − u‖C([0,T ];Hs) → 0 as 	 → 0,
thanks to the induction hypothesis, the boundedness property of the molliﬁer operator J	 : Hs → Hs and (2.3). 
Lemma 4.2 says that when considering the convergence of functions in Sobolev spaces such as Hs(Rd), the operation of
the molliﬁer operator J	 is harmless. Now we state the existence and uniqueness result for the system (1.4a)–(1.4c).
Theorem 4.3. Let d = 2, 3. Suppose that (E0,n0, V0) ∈ Hs(Rd)× Hs−1(Rd)× Hs−1(Rd)with s 3. Then there exists T > 0 depend-
ing only on the norm of ‖E0‖s,‖n0‖s−1,‖V0‖s−1 such that (1.4a)–(1.4c) has a unique solution satisfying
(E,n, V ) ∈ L∞(0, T ; Hs(Rd)× Hs−1(Rd)× Hs−1(Rd)). (4.2)
Proof. From a priori estimates (3.4), (3.5) and Lemma 4.1, we know that there exists a subsequence of (J	 E	,n	, V 	) (for
simplicity, we use the same notation) and a triple function (E,n, V ) ∈ L∞(0, T ; Hs × Hs−1 × Hs−1) such that(J	 E	,n	, V 	)→ (E,n, V ) weak star in L∞(0, T ;Bs),(J	 E	t ,n	t , V 	t )→ (Et ,nt , Vt) weak star in L∞(0, T ; Hs−2 × Hs−2 × Hs−2) (4.3)
and (J	 E	,n	, V 	)→ (E,n, V ) in C([0, T ]; B˜sloc) (4.4)
for s˜ < s.
We again infer from (3.4) that∥∥J 2	 (J	n	J	 E	)∥∥s−1  C, ∥∥J 2	 (J	 E	 × (J	 E	 × J	 E	))∥∥s  C, ∥∥J 2	 (∣∣J	 E	 ∣∣2)∥∥s  C
which lead to (up to a subsequence)
J 2	
(J	n	J	 E	)→ χ1 weak star in L∞(0, T ; Hs−1),
J 2	
(J	 E	 × (J	 E	 × J	 E	))→ χ2 weak star in L∞(0, T ; Hs),
J 2	
(∣∣J	 E	 ∣∣2)→ χ3 weak star in L∞(0, T ; Hs). (4.5)
From (4.4), one can easily obtain that
J 2	
(J	n	J	 E	)→ nE strongly in L∞(0, T ; L2loc(Rd)).
On the other hand, (4.5) implies
J 2	
(J	n	J	 E	)→ χ1 weak star in L∞(0, T ; L2loc(Rd)).
Hence, we obtain χ1 = nE , and applying the same argument, we also have χ2 = E × (E × E), χ3 = |E|2.
Now taking 	 → 0 in (2.8a)–(2.8c), using Lemma 4.2 and the convergence property (4.3)–(4.5), we see that (E,n, V ) is a
solution for the system (1.4a)–(1.4c). Thus the existence part of the theorem is proved.
It remains to prove the uniqueness. We again set Q = n + |E|2, note that the real part of E × E is zero, then system
(1.4a)–(1.4c) can be written
Et = iE − i(α − 1)∇ × (∇ × E) − iQ E + i|E|2E + iβE × (E × E),
Qt = −∇ · V − 2 Im
((
E − (α − 1)∇ × (∇ × E)) · E),
Vt = −∇Q .
Now assume (E,n, V ) and (˜E, n˜, V˜ ) both satisfy (1.4a)–(1.4c) with the same initial data, and let e = E − E˜ , q = (n + |E|2) −
(˜n + |˜E|2) and v = V − V˜ , then we have
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(|E|2 − |˜E|2)˜E + iβE × (E × E) − iβ E˜ × (˜E × E˜), (4.6a)
qt = −∇ · v − 2 Im
((
E − (α − 1)∇ × (∇ × E)) · e)− 2 Im((e − (α − 1)∇ × (∇ × e)) · E˜), (4.6b)
vt = −∇q. (4.6c)
From (4.6a)–(4.6c), we can obtain by using Hölder inequality and Sobolev inequality
1
2
d
dt
(‖e‖20 + ‖q‖20 + ‖v‖20) C(‖e‖1‖q‖0 + ‖e‖20)− 2 Im∫
Rd
(
e − (α − 1)∇ × (∇ × e)) · E˜q dx,
where the constant C depends on the L∞(0, T ; H3 × H2 × H2) norm of (E,n, V ) and (˜E, n˜, V˜ ).
Multiplying (4.6a) by −e + (α − 1)∇ × (∇ × e) integrating and taking the real part, we can get
d
dt
(‖∇e‖20 + (α − 1)‖∇ × e‖20) C‖e‖1(‖e‖1 + ‖q‖0 + ‖v‖0)− 2 Im∫
Rd
qE˜
(
e − (α − 1)∇ × (∇ × e))dx
for some constant C > 0 depending also on the L∞(0, T ; H3 × H2 × H2) norm of (E,n, V ) and (˜E, n˜, V˜ ).
If we set φ(t) = 12 (‖e‖20 + ‖q‖20 + ‖v‖20) + ‖∇e‖20 + (α − 1)‖∇ × e‖20, then from the above two inequalities, we have
d
dt
φ(t) Cφ(t).
Because (E,n, V ) and (˜E, n˜, V˜ ) satisfy the same initial data (hence φ(0) = 0), the uniqueness then follows from Gronwall’s
inequality. 
Remark 4.4. Applying the method which is used to prove the uniqueness, one can obtain that the solution depends con-
tinuously on initial data. Namely, if (Ek,nk, V k), (E,n, V ) is the solution of (1.4a)–(1.4c) with initial data (Ek0,n
k
0, V
k
0) and
(E0,n0, V0) respectively, and(
Ek0,n
k
0, V
k
0
)→ (E0,n0, V0) in Bs as k → ∞,
then there exists a common time T > 0 (this fact follows from the estimate (3.10)) such that(
Ek,nk, V k
)→ (E,n, V ) in L∞(0, T ;Bs) as k → ∞.
We deduce from (4.2) and (1.4a)–(1.4b) that
(E,n) ∈ C([0, T ]; Hs1(Rd)× Hs2(Rd)), ∀s1 < s, ∀s2 < s − 1. (4.7)
Our next task is to prove the continuity of the solution (E,n) in their high order norm. To this end, we need the following
lemma.
Lemma 4.5. Assume that f (x) ∈ H˙ s(Rd)(s 0), u(x) ∈ H˙ s+2(Rd) satisﬁes equation
−u + (α − 1)∇ × (∇ × u) = f , α  1,
then there holds
‖u‖H˙ s+2(Rd)  ‖ f ‖H˙ s(Rd).
Using the fact∣∣|ξ |2û − (α − 1)ξ × (ξ × û)∣∣= ∣∣α|ξ |2û − (α − 1)(ξ · û)ξ ∣∣ |ξ |2 |̂u|,
Lemma 4.5 then can be proved easily by taking Fourier transform of the equation.
Theorem 4.6. Under the same hypotheses as stated in Theorem 4.3, the solution (E,n, V ) of (1.4a)–(1.4c) satisﬁes
(E,n) ∈ C([0, T ]; Hs(Rd)× Hs−1(Rd)), (Et,nt) ∈ C([0, T ]; Hs−2(Rd)× Hs−2(Rd)).
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n(t) = cos(t√−)n0 + sin(t
√−)√− n1 +
t∫
0
sin((t − τ )√−)√− 
∣∣E(τ )∣∣2 dτ ,
since n0 ∈ Hs−1(Rd), n1 ∈ Hs−2(Rd) and E ∈ L∞(0, T ; Hs(Rd)), then this expression yields (n,nt) ∈ C([0, T ]; Hs−1(Rd) ×
Hs−2(Rd)).
From (1.4a), we have
i(Et)t +Et − (α − 1)∇ × (∇ × Et) = f (t) := nt E + nEt − β
(
E × (E × E))t .
By Lumer–Phillips Theorem [22, Chapter 1, Corollary 4.4], the linear equation Et = i AE with A = E − (α − 1)∇ × (∇ × E)
generates a unitary group U (t) in Hs(Rd), hence one has
Et = U (t)Et(0) +
t∫
0
U (t − τ ) f (τ )dτ .
From Eq. (1.4a), we know that Et(0) = iE0 − i(α − 1)∇ × (∇ × E0) − in0E0 + iβE0 × (E0 × E0) ∈ Hs−2(Rd). We also infer
from (4.2), (3.3) that f (t) ∈ L∞(0, T ; Hs−2(Rd)). We thus have Et ∈ C([0, T ]; Hs−2(Rd)), then (4.7) and Lemma 4.5 yields
E ∈ C([0, T ]; Hs(Rd)). 
Theorems 4.3 and 4.6 together with the discussion in Section 1, we then get Theorem 1.1.
5. Global existence in the case d= 1,2
In this section, we will prove global existence of smooth solution in the dimension d = 1,2. This result is obtained by
using conservation laws and Brezis–Gallouet inequality in the case d = 2 or the fact H1(R) ↪→ L∞(R) in the case d = 1. We
ﬁrst consider the case d = 2, namely, we study the following equation
iEt + E − (α − 1)∇ × (∇ × E) − nE + βE × (E × E) = 0, (5.1a)
ntt − n = |E|2 (5.1b)
with initial data
E(0) = E0, n(0) = n0, nt(0) = n1.
Lemma 5.1. Assume that d = 2, and (E,n, V ) is the smooth solution of the system (1.4a)–(1.4c) with ‖E0‖0 small, then
‖E‖1 + ‖n‖0 + ‖V ‖0  C (5.2)
where C depending only on ‖E0‖1 , ‖n0‖0 and ‖V0‖0 .
Proof. By Gagliardo–Nirenberg inequality, there holds
‖E‖L4(R2)  K0‖E‖
1
2
L2(R2)
‖∇E‖
1
2
L2(R2)
.
Therefore, we have∫
R2
n|E|2 dx ‖n‖L2‖E‖2L4  K 20‖n‖L2‖E‖L2‖∇E‖L2  δ‖n‖2L2 +
1
4δ
K 40‖E‖2L2‖∇E‖2L2 , 0< δ <
1
2
,
and ∫
2
|E × E|2 dx ‖E‖4L4  K 40‖E‖2L2‖∇E‖2L2 .
R
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‖∇E‖2L2 +
1
2
‖n‖2L2 +
1
2
‖V ‖2L2  Ψ (0) +
∣∣∣∣ ∫
R2
n|E|2 dx
∣∣∣∣+ β2
∫
R2
|E × E|2 dx
 Ψ (0) + δ‖n‖2L2 + K 40
(
1
4δ
+ β
2
)
‖E0‖2L2‖∇E‖2L2 ,
note that Ψ (0) C(‖E0‖1,‖n0‖0,‖V0‖0) and ‖E0‖0 small, we thus get the lemma. 
Remark 5.2. More precisely speaking, inequality (5.2) holds provided that ‖E0‖20 < K−40 ( 12 + β2 )−1. From Sobolev’s best
constant estimations, we know that the constant
K0 =
(
2
‖ψ‖2
L2(R2)
) 1
4
≈
(
1
π · 1.86225 · · ·
) 1
4
and ψ(x) is the ground state solution for the equation ψ − ψ + ψ3 = 0 (see [27]).
Lemma 5.3. Let u ∈ Wk,p(Rd) ∩ Ws,q(Rd), k, s > 0, p > 1, q 1 and kp = d < sq. Then
‖u‖L∞  C‖u‖Wk,p
(
1+ ln
(
1+ ‖u‖Ws,q‖u‖Wk,p
))1− 1p
where C is a constant that depends only on k, s, p,q,d.
This result is proved in [4,5]. Applying Lemma 5.3 in the case d = 2, k = 1, s = 2 and p = q = 2, hence for u ∈ H2(R2),
we have
‖u‖L∞  C‖u‖1
(
1+ ln
(
1+ ‖u‖2‖u‖1
)) 1
2
. (5.3)
Proof of Theorem 1.2. Since the maximal existence time T ∗ depends on the norm of the initial data, i.e. T ∗ =
T ∗(‖E0‖s,‖n0‖s−1,‖n1‖s−2). Hence, it suﬃces to show that ‖E‖s , ‖n‖s−1 and ‖nt‖s−2 are uniformly bounded in t . By ap-
proximating procedure, we may assume the solution is smooth.
First, it follows from Lemma 5.1 that
‖E‖1 + ‖n‖0  C . (5.4)
Then using (5.3), one has
‖E‖L∞  C
(
1+ ln(1+ ‖E‖2)) 12  C(1+ ln(1+ ‖E‖0)) 12 . (5.5)
Now multiplying (5.1b) by nt and integrating over R2, we obtain
d
dt
(‖nt‖20 + ‖∇n‖20)= 2∫
R2
nt|E|2 dx 4
∫
R2
|nt |
(|E| · |E| + |∇E|2)dx
 C‖nt‖0
(‖E‖L∞‖E‖0 + ‖∇E‖2L4) C‖nt‖0‖E‖0(‖E‖L∞ + 1) (5.6)
where we have used
‖∇E‖L4(R2)  C‖∇E‖
1
2
0 ‖E‖
1
2
0  C‖E‖
1
2
0
in the last inequality. Note that from Eq. (5.1a) and Lemma 4.5, one has
‖E‖0  C
(‖Et‖0 + ‖n‖L4‖E‖L4 + ‖E‖3L6) C(‖Et‖0 + ‖n‖ 120 ‖∇n‖ 120 ‖E‖1 + ‖E‖31) C(‖Et‖0 + ‖∇n‖0 + 1).
(5.7)
On the other hand, differentiating equation (5.1a) with respect to t , we get
iEtt +Et − (α − 1)∇ × (∇ × Et) − nt E − nEt + β
(
E × (E × E))t = 0, (5.8)
then multiplying it by Et , and integrating the imaginary part of the result, we have
d ‖Et‖20  C‖nt‖0‖Et‖0‖E‖L∞ + C‖Et‖20‖E‖2L∞ . (5.9)dt
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d
dt
ψ1(t) Cψ1(t)
(
1+ ‖E‖2L∞
)
 Cψ1(t)
(
1+ ln(1+ ‖E‖0)) Cψ1(t)(1+ lnψ1(t)).
Hence by Gronwall’s inequality, we obtain
‖nt‖20 + ‖∇n‖20 + ‖Et‖20  C,
and with (5.4), (5.7), we arrive at
‖E‖2 + ‖n‖1 + ‖Et‖0 + ‖nt‖0  C . (5.10)
Next, we will show that
‖E‖3 + ‖n‖2 + ‖Et‖1 + ‖nt‖1  C . (5.11)
Taking the inner product of (5.1b) with −nt , and using (5.10), we get
d
dt
(‖∇nt‖20 + ‖n‖20)= 2∫
R2
(−nt)|E|2 dx 2
∫
R2
|∇nt | ·
∣∣∇|E|2∣∣dx C‖∇nt‖0∥∥∇|E|2∥∥0
 C‖∇nt‖0
(‖∇E‖0‖E‖L∞ + ‖E‖L4‖∇E‖L4) C‖∇nt‖0(‖∇E‖0 + 1) (5.12)
where we have used Sobolev embedding H2(R2) ↪→ L∞(R2), Hs(R2) ↪→ Hs−1,p(R2) for all p ∈ [2,∞) in the last inequality.
Note that from (5.1a) and Lemma 4.5, we have
‖∇E‖0  C
(‖∇Et‖0 + ‖∇n‖0‖E‖L∞ + ‖n‖L4‖∇E‖L4 + ‖∇E‖0‖E‖2L∞) C(‖∇Et‖0 + 1). (5.13)
Applying the ∇ operator to (5.8), then multiplying it by ∇Et , we then obtain by Hölder inequality, Sobolev inequalities
and (5.10)
d
dt
‖∇Et‖20  C
(‖∇nt‖20 + ‖∇Et‖20 + ‖n‖20 + 1). (5.14)
Putting inequalities (5.12)–(5.14) together, and setting ψ2(t) := ‖∇nt‖20 + ‖n‖20 + ‖∇Et‖20 + 1, we obtain
d
dt
ψ2(t) Cψ2(t),
hence, Gronwall’s inequality and (5.10) yield (5.11).
If s is an integer, then using the same approach step by step, one can obtain the bounds for ‖E‖s , ‖n‖s−1 and ‖nt‖s−1,
thus Theorem 1.2 is proved. In the following we study the case that s is not an integer. In this case, we ﬁrst have
‖E‖[s] + ‖n‖[s]−1 + ‖Et‖[s]−2 + ‖nt‖[s]−2  C, (5.15)
here [s] denotes the largest integer less than s.
Applying the operator J s−2 to Eq. (5.1b), then taking the inner product of the result with J s−2nt , we thus have
d
dt
(∥∥ J s−2nt∥∥20 + ∥∥∇ J s−2n∥∥20)
= 2
∫
R2
J s−2nt · J s−2|E|2 dx 2
∥∥ J s−2nt∥∥0∥∥ J s−2|E|2∥∥0 = 2∥∥ J s−2nt∥∥0∥∥|E|2∥∥s−2.
Note that |E|2 = E · E + E ·E + 2∇E · ∇E , hence by calculus inequality (3.3) and Sobolev inequality, we have∥∥|E|2∥∥s−2  2(∥∥|E| · |E|∥∥s−2 + ∥∥|∇E| · |∇E|∥∥s−2)
 C
(‖E‖s−2‖E‖L∞ + ‖E‖L4‖E‖Hs−2,4 + ‖∇E‖L∞‖∇E‖s−2)
 C
(‖E‖s−2‖E‖2 + ‖E‖3‖E‖s−1 + ‖E‖3‖E‖s−1)
 C
(‖E‖s−2 + 1)
where we have used (5.15) and the fact s − 1< [s]. Therefore, one has
d (∥∥ J s−2nt∥∥20 + ∥∥∇ J s−2n∥∥20) C∥∥ J s−2nt∥∥0(‖E‖s−2 + 1). (5.16)dt
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d
dt
∥∥ J s−2Et∥∥20  ∥∥ J s−2Et∥∥0(∥∥ J s−2Et∥∥0 + ∥∥ J s−2nt∥∥0 + ∥∥∇ J s−2n∥∥0 + 1). (5.17)
Inequality (5.17) can be obtained by using Hölder inequality, Sobolev embedding theorem, (5.15) and the calculus inequal-
ity (3.3), for example,∫
R2
J s−2(nt E) · J s−2Et dx ‖nt E‖s−2
∥∥ J s−2Et∥∥0  C(‖nt‖s−2‖E‖L∞ + ‖nt‖L4‖E‖Hs−2,4)∥∥ J s−2Et∥∥0
 C
(‖nt‖s−2‖E‖2 + ‖nt‖1‖E‖s−1)∥∥ J s−2Et∥∥0  C(‖nt‖s−2 + 1)∥∥ J s−2Et∥∥0,
and ∫
R2
J s−2
(
E × (E × E))t · J s−2Et dx

∥∥(E × (E × E))t∥∥s−2∥∥ J s−2Et∥∥0  C(‖Et‖s−2‖E‖2L∞ + ‖Et‖L4∥∥|E|2∥∥Hs−2,4)∥∥ J s−2Et∥∥0
 C
(‖Et‖s−2‖E‖22 + ‖Et‖1‖E‖2s−1)∥∥ J s−2Et∥∥0  C(‖Et‖s−2 + 1)‖Et‖s−2,
the other terms can be estimated in a similar way, and hence are omitted. From (5.1a) and Lemma 4.5, and we again use
Sobolev embedding theorem, (5.15) and the calculus inequality (3.3), then we have
‖E‖s−2  ‖Et‖s−2 + ‖nE‖s−2 + β
∥∥E × (E × E)∥∥s−2  C(‖Et‖s−2 + 1). (5.18)
Putting inequalities (5.16)–(5.18) together, and setting ψ3(t) := ‖nt‖2s−2 + ‖∇n‖2s−2 + ‖Et‖2s−2 + 1, we obtain
d
dt
ψ3(t) Cψ3(t),
hence, Gronwall’s inequality and (5.15) yield
‖E‖s + ‖n‖s−1 + ‖Et‖s−2 + ‖nt‖s−2  C,
we then complete the proof of Theorem 1.2. 
Proof of Theorem 1.3. The proof of the existence and uniqueness is analogous to two or three dimensional case, so the
details are omitted. Here we only show that the solution can be extended globally in time.
First, for system (1.3a)–(1.3c), there exist two conserved integrals∥∥E(t, ·)∥∥0 = ‖E0‖0,
‖Ex‖20 +
1
2
‖n‖20 +
1
2
‖V ‖20 +
∫
R
n|E|2 dx− β
2
∫
R
|E|4 dx
= ‖E0x‖20 +
1
2
‖n0‖20 +
1
2
‖V0‖20 +
∫
R
n0|E0|2 dx− β
2
∫
R
|E0|4 dx.
Note that H1(R) ↪→ L∞(R), then by Gagliardo–Nirenberg inequality, there holds
‖E‖L∞(R)  C‖E‖
1
2
L2(R)
‖Ex‖
1
2
L2(R)
,
hence we have∫
R
n|E|2 dx ‖n‖0‖E‖0‖E‖L∞  C‖E0‖
3
2
0 ‖n‖0‖Ex‖
1
2
0  C‖E0‖
3
2
0
(
	‖n‖20 + 	−1‖Ex‖0
)
 C‖E0‖
3
2
0
(
	‖n‖20 + 	−1
(
δ‖Ex‖20 + δ−1
))
,
and ∫
|E|4 dx ‖E‖2L∞‖E‖20  C‖E0‖30‖Ex‖0  C‖E0‖30
(
δ‖Ex‖20 + δ−1
)
.R
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‖Ex‖20 +
1
2
‖n‖20 +
1
2
‖V ‖20  C
(‖E0‖1,‖n0‖0,‖V0‖0)+ C‖E0‖ 320 (	‖n‖20 + 	−1(δ‖Ex‖20 + δ−1))
+ C‖E0‖30
(
δ‖Ex‖20 + δ−1
)
,
now we choose 	 > 0 small such that 	C‖E0‖
3
2
0 = 14 , and for such ﬁxed 	 , we select δ > 0 small such that 	−1δC‖E0‖
3
2
0 +
δC‖E0‖30 = 12 , then we obtain
‖E‖1 + ‖n‖0  C (5.19)
without any small assumption of the norm for initial data.
Hence, in one dimensional case, equality (5.6) can be wrote in the form
d
dt
(‖nt‖20 + ‖nx‖20) C‖nt‖0‖Exx‖0(‖E‖L∞ + 1) C‖nt‖0‖Exx‖0
since ‖E‖L∞  C‖E‖1  C . Similarly, equality (5.9) can be taken
d
dt
‖Et‖20  C‖nt‖0‖Et‖0 + C‖Et‖20.
We thus have
d
dt
θ(t) Cθ(t),
where θ(t) = ‖nt‖20 + ‖nx‖20 + ‖Et‖20 + 1, by Gronwall’s inequality and (5.7), (5.19), there holds
‖nt‖0 + ‖n‖1 + ‖Et‖0 + ‖E‖2  C .
The following step is similar to the proof of Theorem 1.2, and these details are omitted, then Theorem 1.3 is obtained. 
6. Conclusions
In this section, we brieﬂy discuss some open problems for the Zakharov system and directions for further work. To
begin with, we summarize our result in the present paper. We prove that for α  1, β  0 and initial data (E0,n0,n1) ∈
Hs(Rd)× Hs−1(Rd)× (Hs−2(Rd)∩ H˙−1(Rd)) with s 3, the generalized Zakharov system (1.2a)–(1.2c) has a unique solution
(E,n) such that
(E,n,nt) ∈ C
([
0, T ∗
); Hs(Rd)× Hs−1(Rd)× Hs−2(Rd)).
Here the existence time T ∗ = +∞ in the case d = 1. In the case d = 2, T ∗ can also be taken +∞ if the quantity ‖E0‖L2 is
small.
For the Zakharov system, many researchers are interested in studying the following form{
i(Ec)t +Ec = nc Ec,
c−2(nc)tt − nc = |Ec|2,
(6.1)
where c > 0 is the ion sound speed. Formally, when c → ∞, we have n∞ + |E∞|2 = 0. Hence by substituting n∞ = −|E∞|2
in the ﬁrst equation for Ec , we get the cubic nonlinear Schrödinger equation
i(E∞)t +E∞ + E3∞ = 0. (6.2)
So the most interesting problem is to discuss the limit c → ∞ from the Zakharov equation (6.1) to the nonlinear Schrödinger
equation (6.2), and we refer for instance to [2,19–21,26]. For the case d = 3, the best result known to now is that
Ec → E∞ in C
([0, T ]; Hs), c → ∞,
for s = 1 and s > 32 , but the case 1< s  32 remains open, see [20]. Therefore, for the equation discussed in our paper, one
direction is to study the limit c → ∞.
Another direction is to study the low regularity theory based on the Bourgain’s method as [6,8]. Though many low
regularity results were obtained for the standard Zakharov equation (1.1a)–(1.1b), the results for system (1.2a)–(1.2c) in the
literature are little. Besides, the blow-up phenomenon for the generalized Zakharov equation in two or three dimensional
case will also be an interesting problem.
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