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CONSTRUCCIÓN DE UN CONJUNTO DE 
IMÁGENES FACIALES CON METADATOS 
BIOMÉTRICOS Y RASGOS ÉTNICOS DE 
ECUATORIANOS 
CONSTRUCTION OF A SET OF FACIAL IMAGES WITH 
BIOMETRIC METADATA AND ETHNIC CHARACTERISTICS 
OF ECUADORIANS 
 




Actualmente, las técnicas de Machine 
Learning son cada vez más usadas en 
diversas áreas de la ciencia y la sociedad, 
su funcionamiento está basado en la 
recolección y análisis sistemático de 
datos que permiten crear modelos de 
predicción.  
Hoy en día existen diversas fuentes para 
adquirir datos/imágenes, como los 
repositorios públicos de gobiernos, 
instituciones académicas, centros de 
investigación y datos generados por 
empresas, entre otros. A pesar de todas 
estas opciones no siempre se tienen los 
datos adecuados para la construcción de 
los modelos, más aún cuando se abordan 
problemas que requieren el uso de 
imágenes. Este artículo propone la 
construcción de un conjunto de imágenes 
faciales pertenecientes a las etnias más 
representativas del Ecuador: afro-
ecuatorianos, mestizos, indígenas y 
blancos (europeo-descendientes).  
Currently, Machine Learning techniques 
are increasingly used in various areas of 
science and society, its operation is based 
on the systematic collection and analysis 
of data that allow create prediction 
models.  
Today, there are several sources to acquire 
data / images, such as public repositories 
of governments, academic institutions, 
research centers and data generated by 
companies, among others. Despite all 
these options, the adequate data for the 
construction of the models are not always 
available, especially when problems that 
require the use of images are addressed.  
This article proposes the construction of a 
set of facial images of Ecuadorians 
belonging to the most representative 
ethnic groups of Ecuador: afro-
ecuadorians, mestizos, indigenous and 
european-descendants.  
    In addition, metadata referring to the 
facial features of each ethnic group 
obtained through the application of a 
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Además, se incluyen metadatos 
referentes a los rasgos faciales 
característicos de cada etnia obtenidos a 
través de la aplicación de una encuesta y 
las biométricas respectivas calculadas 
por medio de la ejecución de modelos 
ssd inception v2 coco y faster rcnn 
inception v2 coco, de la librería 
TensorFlow. El conjunto de imágenes 
resultante cuenta con 430 instancias, 
cada una con 24 atributos. Los resultados 
en la detección y adquisición de las 
biométricas del rostro fueron 
contrastados con mediciones físicas, 
consiguiendo errores inferiores al 10%. 







survey and the respective biometrics, 
calculated through the execution of ssd 
inception v2 coco and faster rcnn 
inception v2 coco, models of the 
TensorFlow library are included. The 
resulting image dataset has 430 instances, 
each with 24 attributes. The results in the 
detection and acquisition of the face 
biometrics were contrasted with physical 
measurements, achieving errors less than 
10%. 
Keywords: Artificial Vision, Neural 





























El desarrollo de sistemas de Machine 
Learning (ML) y Artificial Vision (AV) 
depende en gran parte de la cantidad y 
calidad de datos que utilizan para ser 
precisos [1]. Cuando no existen datos 
suficientes o los datasets presentan 
inconsistencias, los sistemas basados en 
ML producirán resultados erróneos poco 
extrapolables a la realidad [2]. 
En la actualidad, existen muchos 
sistemas de ML y AV orientados al 
reconocimiento de etnias, los cuales 
utilizan datasets específicos para dicho 
propósito [3] [4] [5] [6]. 
Ecuador, a pesar de ser un país 
multiétnico y pluricultural, no cuenta con 
un dataset o conjunto de imágenes faciales 
propias de ecuatorianos pertenecientes a 
las etnias más representativas: afro-
ecuatorianos, mestizos, indígenas y 
europeo-descendientes. 
En este artículo se propone la 
construcción de un conjunto de imágenes 
faciales y sus respectivos metadatos 
biométricos propios de ecuatorianos. 
Además, se propone una metodología 
específica para la recolección de datos, 
mediante una encuesta, la misma que será 
aplicada en regiones con mayor densidad 
demográfica de cada uno de estos grupos 
étnicos. 
Este artículo está organizado de la 
siguiente manera: en la Sección II, se 
presenta el estado del arte de trabajos 
relacionados con la identificación étnica, 
incluyendo la respectiva descripción del 
conjunto de imágenes utilizado para dicho 
propósito. La Sección III, describe la 
metodología empleada para la recolección 
de datos e imágenes mediante una 
encuesta. Además, se describe el 
procedimiento que se llevó a cabo para el 
entrenamiento de una Red Neuronal (RN), 
a través de la herramienta TensorFlow [7], 
así como la toma y estructuración de los 
metadatos biométricos respectivos. Por 
otro lado, en la Sección IV se incluyen los 
experimentos realizados y sus respectivos 
resultados. Finalmente se presentan las 
conclusiones y prospectivas del trabajo. 
2. Trabajos relacionados 
Hoy en día, existen varias técnicas para el 
reconocimiento étnico. Algunas de ellas 
abordan esta tarea mediante el estudio del 
patrón y forma del iris de cada individuo 
[8] [9].  
Otras investigaciones lo resuelven a 
través de la extracción de las características 
geométricas del rostro [10] [11] [12]. 
Ambos enfoques requieren el uso de 
datasets, que pueden ser tomados desde 
repositorios de datos públicos [13] o 
pueden construirse a través de la aplicación 
de entrevistas o encuestas tal como se 
propone en esta investigación. 
En [14], se utilizaron imágenes de  la 
base de datos Iris de la Chinese Academy 
of Sciences Institute of Automation 
(CASIA v2), conformada por 2400 
fotografías de ojos asiáticos, con el 
objetivo de detectar patrones de textura del 
iris que permitan determinar las 
características étnicas y género de cada 
individuo. Para esto se realizó un análisis 
comparativo entre diferentes técnicas y 
algoritmos cuyo rendimiento fue del 
84.95% de acierto. 
En la investigación [15], construyeron 
un dataset específico conformado por más 
de 220 imágenes de rostros para el 
reconocimiento de las principales etnias en 
China. Para la extracción de rasgos étnicos, 
se analizaron las características algebraicas 
y geométrico-faciales más representativas. 
Posteriormente, se aplicaron diferentes 
algoritmos de ML que obtuvieron un 
porcentaje de acierto del 79% al 90.95%.  
De la misma manera en [16], realizaron 
la construcción de un dataset mediante la 
captura de imágenes faciales y la 
recolección de metadatos como: sexo, 
etnia, edad y expresión facial, en total este 
dataset se conformó por 1991 imágenes. 
Esta investigación usó una Support Vector 
Machine (SVM) para la clasificación 
étnica de los individuos, el rendimiento del 
clasificador fue superior al 90%, bajo 
ciertas condiciones de luz. 
En [17], utilizaron un total de 675 
imágenes faciales tomadas desde un plano 
lateral conformadas por 135 sujetos 
multiétnicos con el fin de llevar a cabo una 
clasificación étnica binaria mediante la 
extracción de la geometría facial utilizando 
alrededor de 10 puntos faciales 
antropométricos. El reconocimiento y 
clasificación se lo realizó mediante una 
SVM, obteniendo una precisión del 
76.06%.  
La mayoría de los trabajos relacionados 
con el reconocimiento étnico requieren la 
construcción de un dataset con imágenes 
de rostros con características particulares a 
las de su etnia, ergo, este trabajo propone 
la creación de un dataset mediante una 
metodología específica para recolección de 
datos, toma de imágenes y extracción de 
los respectivos metadatos biométricos de: 
cejas, ojos, nariz y boca. 
3. Metodología 
La metodología utilizada en la 
investigación consta de cuatro fases: 
diseño y aplicación de la encuesta, 
adquisición y corrección de 
imperfecciones de la imagen, 
entrenamiento y evaluación de 
TensorFlow para la identificación de las 
partes del rostro, extracción y 
almacenamiento de los metadatos 
biométricos del rostro a partir de la imagen 
y los resultados de la encuesta. 
3.1. Diseño y aplicación de la 
encuesta 
La encuesta se utilizó para la recolección 
de información personal, características 
faciales y ancestralidad. Para su desarrollo, 
se utilizaron dos tipos de métodos: el 
método objetivo utilizado para obtener 
información como: apellidos, edad, 
género, ciudad y provincia de nacimiento. 
Por otra parte, el método subjetivo 
permitió determinar características faciales 
y ancestralidad [18]. 
3.1.1.   Diseño de la encuesta  
La elaboración de la encuesta consideró las 
características faciales más representativas 
de los ecuatorianos, de acuerdo a la 
Coordinación Nacional de Criminalística, 
Medicina Legal y Ciencias Forenses de la 
Policía Nacional del Ecuador [19] [20] 
[21], se conforma de tres tercios faciales. 
Tercio Superior: cabello y color de piel, 
Tercio Medio: cejas, ojos, nariz y orejas. 
Tercio Inferior: boca y mentón [22]. 
Las preguntas de la encuesta abarcaron 
cada uno de los tercios faciales, sin 
embargo, debido al objetivo de esta 
investigación, para la Sección IV solo se 
tomaron en cuenta cuatro partes del rostro, 
correspondientes al tercio medio e inferior: 
cejas, ojos, nariz y boca. 
La encuesta diseñada para la obtención 
de las características etno-faciales, tomó en 
cuenta tres dimensiones: el lenguaje, la 
redacción y los tipos de preguntas. 
En general, el lenguaje utilizado para la 
elaboración de las preguntas, fue de uso 
coloquial con palabras fáciles de 
comprender, evitando ambigüedad y 
relectura de las preguntas [23], la 
redacción fue desarrollada de tal forma que 
las preguntas son claras y especifican, 
exactamente lo que se desea conocer. 
La encuesta se conformó a través de dos 
tipos de preguntas: abiertas y cerradas de 
alternativa múltiple. A través de las 
preguntas abiertas se obtuvo información 
personal, mientras con las preguntas 
cerradas de alternativa múltiple se obtuvo 
información sobre las características 
faciales  y ancestralidad de cada 
encuestado [24] . 
El método, tipo de pregunta y variables, 
que conforman la encuesta se describen en 
la Tabla 1. 
Tabla 1. Variables en la encuesta. 
 
3.1.2. Aplicación de la encuesta 
El último Censo de Población y Vivienda 
realizado en el Ecuador en 2010 obtuvo 
resultados de la autoidentificación étnica, 
mediante la consulta de costumbres y 
tradiciones de los ciudadanos.  
El Censo determinó que los habitantes 
del Ecuador se identificaban de acuerdo 
con los datos mostrados en la Tabla 2 [25]. 






Blancos  6.1% 
Otros 0.3% 
 
Para la aplicación de la encuesta, se 
tomó en cuenta la distribución étnica de la 
población ecuatoriana del Censo 2010, de 
este modo, se seleccionó el método de 
muestreo aleatorio por conglomerados, 
para dividir la población en las zonas 
geográficas [26], con mayor concentración 
demográfica de cada una de las etnias más 
representativas del Ecuador: afro-
ecuatorianos, mestizos, indígenas y 
blancos (europeo-descendientes). 
El tamaño de la muestra se calculó en 
base a (1) [27], con tamaño de población 
conocido: 
𝒏 =  
𝑍2 𝑝 𝑞 𝑁
𝑒2(𝑁−1)+ 𝑍2 𝑝 𝑞
  (1) 
Donde: 
n = Tamaño de la muestra. 
N = Tamaño de la población. 
p = Probabilidad a favor. 
q = Probabilidad en contra. 
Z = Nivel de confianza. 
e = Error de la estimación. 
 
Con el objetivo de asegurar que la 
encuesta este redactada correctamente y 
sea entendida por los grupos de estudio, se 
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realizó un pretest [28]. El pretest fue 
aplicado en la ciudad de Quito- Ecuador, a 
una población con características 
demográficas similares a las de la muestra.  
El número total de personas encuestadas 
fue de 69 y los resultados arrojaron 
pequeñas inconsistencias de contenido 
como ancestralidad que fueron corregidos 
a-posteriori. 
3.2. Adquisición y corrección de 
imperfecciones de la imagen. 
La imagen del rostro de cada uno de los 
participantes de este proyecto, fueron 
adquiridas por medio de una cámara Canon 
EOS Rebel T3i, bajo condiciones similares 
de: luz, fondo y posición de la cámara. La 
configuración externa para la captura de la 
imagen se detalla en la Figura 1. 
 
La posición horizontal entre el sujeto y 
la cámara se definió en 1.10 metros, así se 
logró que el rostro aparezca bien definido 
y centrado en la escena. La posición 
vertical de la cámara varía de acuerdo con 
la altura del sujeto, sin embargo, se 
consideró que el lente de la cámara se fije 
a la altura de los ojos del individuo.  
El esquema de iluminación empleado 
fue de tipo artificial con tonalidad blanca, 
aplicando técnicas de tipo frontal y lateral 
para evitar la aparición de sombras 
indeseables. Debido a que la fotografía fue 
adquirida en diferentes locaciones, fue 
necesario la utilización de un fondo color 
blanco con el fin de minimizar en lo 
posible los cambios en la escena y evitar 
elementos distractores.  
Por otro lado, para guardar una 
apariencia uniforme entre las imágenes se 
operaron las mismas condiciones de 
postura y vestimenta. Las cuales 
consideran una postura erguida, con 
posición natural de cabeza, hombros 
relajados, y una expresión facial neutra. 
Además, los sujetos utilizaron un mandil 
blanco, con el rostro y cuello descubiertos, 
cabello apartado de la cara, sin lentes y 
ningún elemento que obstaculice el rostro.  
La configuración interna para la captura 
de la imagen, a través de la cámara, 
contempla una distancia focal de 24 
milímetros, con un tiempo de exposición 
de 60 segundos, sobre el individuo. 
Finalmente, tomando en cuenta la 
relación calidad/peso de la imagen se 
seleccionó la resolución y tamaño de esta a 
2.5 Mpx y 1920 x 1280, respectivamente. 
El peso promedio de cada imagen 
resultante fue de 1.3 MB.  
En la etapa de captura de la imagen se 
tomaron tres fotografías por cada 
individuo, de las cuales se seleccionó la de 
mejor calidad en cuanto a nitidez e 
iluminación, como resultado de esta 
actividad se obtiene una imagen principal, 
que será utilizada en etapas posteriores. 
Adicionalmente, en el caso de que la 
imagen principal presente imperfecciones 
en el fondo, se realizan las correcciones 
utilizando el programa Gimp v2.10. A 
continuación, se recorta la imagen, 
enmarcando el rostro de cada encuestado. 
No obstante, hubo fotografías 
deficientes, ajenas al escenario propuesto, 
Figura 1.  Escenario fotográfico. 
por lo cual fue necesario definir ciertos 
parámetros mínimos que ha de cumplir la 
fotografía para no ser descartada. Una 
fotografía es deficiente, porque a pesar de 
haber sido capturada conforme al escenario 
propuesto todavía presenta: 
imperfecciones en el fondo, vestimenta que 
obstaculiza en su totalidad el cuello del 
encuestado, ojos cerrados o postura de 
cabeza inclinada. 
3.3. Entrenamiento y evaluación 
de TensorFlow 
Este apartado describe el procedimiento 
que se llevó a cabo para el entrenamiento y 
evaluación de los modelos usados para la 
identificación de las partes del rostro ssd 
inception v2 coco (SSD) y faster rcnn 
inception v2 coco (FASTER). 
3.3.1. Entrenamiento 
El hardware y software requerido para el 
entrenamiento de TensorFlow se muestran 
en la Tabla 3. 
Tabla 3. Características de hardware y software. 
  
Características   Especificaciones 
Ram  16 GB , 2400 MHz 
Cpu  
4 núcleos, 4 hilos,3.0 MHz, 6MB en 
caché 
Gpu  
6GB , GDDR5, 1280 núcleos cuda, 
1506 MHz 
Disco SSD  
120 GB, Lectura 500 MB/s, Escritura 
450MB/s 
SO  Windows 10 – 1809 x64 
Tensorflow  v1.12 
 
Para lograr la compatibilidad de 
TensorFlow con la Graphics Processing 
Unit (GPU), se utilizaron versiones 
específicas de: Anaconda v1.9.6, Python 
v3.7, Protobuf v3.4.0 y OpenCV v3.4.2. 
De la misma forma, se utilizaron las 
versiones de Compute Unified Device 
Architecture (CUDA) y CUDNN  v9.0 
[29].  
Después de cumplir los requerimientos 
de hardware y software, se siguió el 
diagrama de la Figura 2. 
 
 
La recolección de imágenes para el 
entrenamiento (train dataset) se construyó 
utilizando 1050 imágenes de rostros con 
diferentes rasgos étnicos tomadas de los 
datasets Helen [30] y Figshare [31]  
respectivamente. La postura de los 
individuos en las imágenes es erguida, sin 
objetos que obstaculicen el rostro, con 
expresiones faciales que varían de neutro a 
alegre. La resolución de las imágenes fue 
de 1920 x 1280, en formato JPG de 24 bits 
de profundidad (16.7 millones de 
combinaciones RGB) [32] y con un peso 
promedio de 1.3 MB. 
Las imágenes del train dataset pasaron 
por el etiquetado, que consiste en marcar 
los puntos antropométricos y etiquetarlos 
de acuerdo con cuatro clases: cejas, ojos, 
nariz y boca mostrados en la Figura 3. Este 
proceso se llevó a cabo de forma manual y 







Figura 2. Etapas del entrenamiento. 
Figura 3. Puntos antropométricos faciales [33].  
 
Las descripciones de los puntos 
antropométricos definidos anteriormente 
se muestran en la Tabla 4. 
Tabla 4. Medidas antropométricas faciales [33]. 
 
Región Nombre de la medida 
Ojos Longitud de las fisuras palpebrales 
derecha e izquierda (ex - en) 
 
 
Nariz Anchura de la nariz (al - al), altura de 
la nariz (n - sn) 
 
Labios y boca Altura del labio superior (ls - sto), 
altura del labio inferior (sto - li), 
anchura de la boca (ch - ch) 
Los modelos seleccionados para la 
identificación de las partes del rostro 
fueron: SSD y FASTER. Estos dos 
modelos son usados con frecuencia en la 
detección e identificación de objetos en 
una imagen. Además, son modelos pre-
entrenados basados en redes neuronales 
convolucionales [34]. 
Según el repositorio oficial de 
TensorFlow, ambos modelos fueron 
entrenados sobre el conjunto de imágenes 
COCO [35]. Las características más 
relevantes de los modelos empleados se 
muestran en la Tabla 5 [36]. 
Tabla 5. Características de los modelos. 
 
Característica  SSD  FASTER 
Dataset  COCO COCO 

















  (1<0<2) % (0≤0.05) %  
Los modelos seleccionados fueron re-
entrenados usando el train dataset propio 
hasta lograr que el TotalLoss, se mantenga 
dentro del rango recomendado [29]. 
3.3.2. Evaluación 
Para medir el rendimiento de los modelos 
implementados, se seleccionó una 
submuestra (test dataset) de los individuos 
encuestados, con el fin de tomar sus 
medidas antropométricas faciales como 
ancho y alto de: cejas, ojos, nariz y boca. 
Estas medidas se contrastaron con la 
información entregada por los modelos. 
La submuestra se calculó a través de la 
Ecuación (1), con N igual a 430, p y q igual 
a 0.5, Z igual a 90 y e igual a 10%. El 
tamaño resultante de la submuestra fue de 
60 individuos distribuidos de la siguiente 
manera:  10 afro-ecuatorianos, 30 
mestizos, 10 indígenas y 10 blancos 
(europeo-descendientes). 
La herramienta para obtener las medidas 
en cm fue un calibrador de vernier o pie de 
rey, de precisión 0.05 mm.  
Para validar la biometría obtenida a 
través de la aplicación de los modelos, con 
los medidos, se utilizó la desviación 
estándar, para verificar la dispersión de los 
datos con relación a la media [37]. 
Además, se verificó que la relación de 
aspecto no afecte la determinación de las 
medidas, por lo cual se aplicó un factor de 
corrección (𝑓𝑐) (2) a cada coordenada (x,y) 
de cada clase. El factor de corrección se 
calculó usando el método de mínimos 
cuadrados [37]. 
(𝑥𝑖 , 𝑦𝑖) = (𝑥𝑖 , 𝑦𝑖)  ± 𝑓𝑐    (2) 
3.4. Extracción y almacenamiento 
de los metadatos biométricos 
del rostro. 
La última etapa de la metodología consiste 
en la extracción y almacenamiento de los 
metadatos de cada una de las imágenes 
capturadas. Los metadatos se extrajeron de 
las respuestas de la encuesta y las 
biométricas se calcularon a partir de la 
información entregados por la RN. 
Para la extracción de las medidas 
antropométricas del rostro se siguió el 
diagrama de la Figura 4. 
 
Figura 4.  Detección de las clases. 
Como se puede observar en la Figura 4, 
el proceso comienza con la ejecución de 
los modelos, los cuales devuelven las 
imágenes con la detección de cada parte 
del rostro identificada, tal y como se 
muestra en la Figura 5. 
La ejecución de las modelos genera dos 
imágenes, una por cada una, de las cuales 
se seleccionó aquella que cuente con todas 
las partes del rostro detectadas y con el 
mayor porcentaje de identificación de cada 
clase. 
Para extraer las biométricas del rostro se 
realizó un procedimiento manual de re-
etiquetado de imágenes (Figura 6), en el 
que se marcan las coordenadas (x1,y1) y 
(x2,y2), para calcular el ancho y alto de 
cada clase detectada. 
Las coordenadas en pixeles de cada 
detección fueron almacenadas en un 
archivo con formato XML (Extensible 
Markup Language) y este a su vez se 
transformó en formato CSV (Comma-
Separated Values), para un mejor 
tratamiento de los datos. 
 
Figura 6. Representación de la biometría. 
Para el cálculo del ancho y alto, se 
utilizó (3) [38]. 
𝒅 =  √(𝑥2 − 𝑥1)
2 + (𝑦2 − 𝑦1)
2       (3) 
Por último, se transformó, tanto el 
ancho y el largo en pixeles a centímetros 
(4) [39]. Es importante mencionar que los 
modelos generan imágenes de 100 ppp 
(pixeles por pulgada) este valor se debe 





 × 2.54    (4) 
3.5. Resultados y Discusiones 
Este apartado describe los resultados a 
partir de la ejecución de la encuesta y la 
extracción de las biométricas del rostro. 
La muestra del dataset para una 
población de 17.273.683 (estimación de la 
población ecuatoriana al 2019 [40]), tuvo 
Figura 5. Detección de clases FASTER vs SSD. 
un tamaño de 450 individuos. La Tabla 6 
resume la distribución étnica ponderada de 
la muestra. 
Tabla 6. Muestra étnica ponderada. 
 






Se realizó un total de 520 encuestas, de 
las cuales se llevó a cabo, un filtrado de 
estas, para eliminar aquellas, que no 
cumplieron con los parámetros mínimos 
establecidos en la Sección B. De forma que 
el dataset final [41], se estructuró, 
agrupando las imágenes en 4 subconjuntos 
(etnias) de acuerdo a la auto-identificación 
de cada individuo en la encuesta. Los 
metadatos fueron compilados en un 
archivo CSV.  
De esta forma, el dataset final está 
compuesto de un total de 430 imágenes, 
con sus respectivos metadatos, además 
cuenta con 24 atributos, uno por cada 
pregunta realizada al encuestado, en la 
Figura 7, se presenta un resumen de los 
atributos étnicos de las imágenes, que 
componen el dataset final.  
 
El hiperparámetro learning rate (lr) 
controla directamente el tiempo total de 
entrenamiento de cada modelo, es decir, un 
lr demasiado bajo, aumenta el tiempo en 
que el modelo se adapta a un problema 
mientras que un lr demasiado alto puede 
hacer que el modelo se adapte más rápido, 
pero genera soluciones no viables [42]. En 
el caso de los modelos al ser pre-
entrenados este hiperparámetro estuvo 
configurado por defecto. 
En el modelo FASTER se usó un lr 
diferente a medida que aumentan las 
iteraciones, es decir, a partir de la iteración 
cero el modelo utilizó un lr de 0.00019 y al 
llegar a la iteración 90k usó un lr de 2.000e-
3   ~ 0.0366 (Figura 8), esto implicó que el 
modelo se adaptó al problema en un 
periodo más corto de tiempo [43], 
obteniendo un TotalLoss de 0.02647% 
dentro del rango aconsejable (Figura 10). 
 
Figura 8. Learning rate FASTER. 
A diferencia del modelo FASTER, el 
modelo SSD utilizó un único valor de lr de 
0.00400 para todas las iteraciones (Figura 
9), obteniendo un Total Loss de 1.808% 
dentro del rango recomendado (Figura 10). 
 
Figura 9. Learning rate SSD. Figura 7. Resumen de atributos de encuesta. 
 
Figura 10. TotalLoss de modelos utilizados. 
A través del re-entrenamiento llevado a 
cabo, los modelos se ajustaron a la 
detección de las clases objetivo (cejas, 
ojos, nariz, boca).  
Por otra parte, el TotalLoss alcanzado, 
cantidad de iteraciones y tiempo total del 
re-entrenamiento se describen en la Tabla 
7. 
Tabla 7. Re-entrenamiento de modelos. 
Indicador FASTER SSD 
Iteraciones 100333 105642 




Con el cumplimiento de los parámetros 
descritos en la etapa de entrenamiento se 
garantiza que las clases sean detectadas 
correctamente, logrando un porcentaje alto 
de detección e identificación superior al 
95% para FASTER y 70% SSD.  
Al contrastar la información extraída del 
encuestado, con los datos obtenidos a 
través de la extracción de la biometría 
facial, arrojó, dispersión de estos, tal como 
se muestra en la Figura 11, cabe mencionar 
que la imagen mostrada hace referencia 
solo a una clase en particular (ceja), debido 
a que los resultados obtenidos para las 
otras clases fueron similares. 
El cálculo de la biometría se realizó en 
base a tres coordenadas, siendo (x1, y1) 
común para el alto y ancho (Figura 6) por 
lo cual, el factor de corrección fue aplicado 
a cada una de las coordenadas de las seis 
detecciones, es decir, en el caso específico 
de las cejas se cuenta con dos detecciones: 
Detección Ceja 1 (DC1) y Detección Ceja 
2 (DC2), de igual manera, en el caso de los 
ojos: Detección Ojo 1 (DO1) y Detección 
Ojo 2 (DO2), en general los factores de 
corrección aplicados a cada clase se 
describen en la Tabla 8. 
Tabla 8. Factores de corrección (cm). 
Los errores tras la aplicación de los 
modelos y posterior a la aplicación del 
factor de corrección para la clase ceja, se 
muestran en la Tabla 9. 
Tabla 9. Error cuadrático medio. 
 
Porcentaje de error por clase 
 Alto Ancho 
Cejas 3.67% 7.60% 
Ojos 3.73% 4.62% 
Nariz 9.89% 7.27% 
Boca 3.87% 7.46% 
 
Figura 11. Errores de clase ceja, antes y después 
del factor de corrección. 
       Objeto                  Alto       Ancho 
  (x1, y1) (x2, y2) (x2, y2) 
Cejas 
DC1 0.00523 0.00798 0.00088 
DC2 0.00057 0.00077 0.00035 
Ojos 
DO1 0.00602 0.00107 0.00156 
DO2 0.00080 0.00150 0.00055 
Nariz  0.00123 0.00656 0.00057 
Boca  0.00931 0.01182 0.00316 
3.6. Conclusiones y Prospectivas 
Este trabajo logró la construcción de un 
conjunto de imágenes faciales con 
metadatos biométricos y rasgos étnicos de 
ecuatorianos, a través de la aplicación de 
una encuesta y el uso de algoritmos de ML. 
La efectividad de la biometría de las 
partes del rostro dependió en gran parte de 
la calidad de la imagen, que, a su vez, 
estuvo sujeta a la distancia focal y el 
tiempo de exposición usados en la captura 
de la fotografía (1/60), una distancia focal 
muy grande o baja producirá el 
alargamiento o ensanchamiento del rostro 
afectando la obtención de las biométricas 
faciales. Por otro lado, una distancia focal 
de 24 mm guarda relación con la 
perspectiva y el ángulo de visión 
observado por el ojo humano. 
Si las condiciones de la imagen no son 
las adecuadas, es decir, la calidad de la 
imagen es pobre, con mala iluminación, 
arrugas en el fondo y baja nitidez, a pesar 
de tener una RN correctamente entrenada y 
robusta, las detecciones serán bajas e 
imprecisas. Por tanto, es menester contar 
con una fase de corrección de 
imperfecciones sobre la imagen, antes de 
pasar a la fase de evaluación del modelo. 
Los modelos FASTER y SSD 
seleccionadas en este trabajo son dos de los 
mejores modelos utilizados para la 
detección y clasificación de objetos, 
debido a que presentan un mayor 
rendimiento/velocidad en comparación 
con otros modelos. En general la 
efectividad de los modelos empleados en la 
detección de las partes del rostro fue 
superior al 70%. Siendo el modelo 
FASTER superior a SSD con niveles de 
detección superiores al 90%.  
Las clases detectadas con mayor 
precisión fueron: los ojos y la boca, 
mientras que la que clase que presentó 
mayores inconvenientes en la detección 
fueron las cejas, debido principalmente a 
su estructura, tamaño, color y forma, lo que 
provocó diferencias significativas entre las 
medidas de ancho y alto tomadas por el 
calibrador. Para mejorar la detección de 
esta parte del rostro se recomienda tomar 
imágenes en una postura semi-lateral. 
Otro aspecto relevante que se debe 
considerar en el cálculo de las biométricas 
faciales es el factor de corrección, ya que, 
como se muestra en los resultados, sin la 
aplicación del factor de corrección los 
errores alcanzados estuvieron cercanos al 
18%. Al aplicar el factor de corrección el 
error promedio disminuyó 
significativamente alcanzado un promedio 
menor al 10%. 
La clase que presentó mayor precisión 
en el cálculo de sus medidas de alto y 
ancho corresponde a la de los ojos, 
alcanzado un error cuadrático medio 
menor al 5%. Por el contrario, la clase que 
presenta menor precisión fue la 
perteneciente a la nariz, específicamente en 
la medida de la altura, con un error 
cuadrático medio cercano al 10%. Esto 
podría deberse principalmente a la relación 
de aspecto de la imagen, por lo que sería 
recomendable recalcular el factor de 
corrección para las medidas verticales del 
rostro. 
Generar una nueva versión del dataset, 
tomando en cuenta, todas las etnias 
correspondientes al Ecuador. 
Llevar a cabo un procedimiento para el 
tratamiento y mejora de la imagen 
mediante la utilización de herramientas de 
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