The paper is devoted to the derivation of large deviations principle for the family (µ ε )ε>0 of stationary measures of the Markov process generated by the flow of equation
Introduction
We study the large deviations for the family of probability measures (µ ε ) ε>0 , where µ ε stands for the invariant measure of the Markov process generated by the flow of equation that are given in the next section. The force ϑ(t, x) is a colored white noise of the form ϑ(t, x) = ∞ j=1 b jβj (t)e j (x).
(0.2)
Here {β j (t)} is a sequence of independent standard Brownian motions, {e j } is an orthonormal basis in L 2 (D) composed of the eigenfunctions of the Dirichlet Laplacian, and {b j } is a sequence of positive numbers that goes to zero sufficiently fast (see (1.7) ). The initial point [u 0 , u 1 ] belongs to the phase space
. Finally, h(x) is a function in H 1 0 (D) and satisfies a genericity assumption given in next section. As it was shown in [26] , under the above hypotheses, the Markov process corresponding to (0.1) has a unique stationary measure µ ε which exponentially attracts the law of any solution.
Here we are interested in the asymptotic behavior of the family (µ ε ) as ε goes to zero. We show that this family satisfies the large deviations principle (LDP), which means that there is a function that describes precisely the logarithmic asymptotics of (µ ε ) as the amplitude of the noise tends to zero. More formally, we have the following theorem which is part of the main result of this paper. where Γ is any Borel subset of H, and we denote byΓ andΓ its interior and closure, respectively.
Before outlining the main ideas behind the proof of this result, we discuss some of the earlier works concerning the large deviations of stochastic PDEs. There is now a vast literature on this subject and the theory is developed in several directions. The most studied among them are the large deviations for the laws of trajectories of stochastic PDEs with vanishing noise. The SPDEs considered in this context include the reaction-diffusion equation [29, 5] , the 2D Navier-Stokes equations [8, 31] , the nonlinear Schrödinger equation [17] , the Allen-Cahn equation [19] , the quasi-geostrophic equations [24] , equations with general monotone drift [23] , and scalar conservation laws [25] . See also the papers [21, 10, 4, 11] for results in a more abstract setting that cover a wide class of SPDEs including 2D hydrodynamical type models. Another direction is the study of exit problems for trajectories of stochastic PDEs. The results include [27, 9, 18, 15, 7, 3] .
The situation is completely different if we restrict our attention to the results devoted to the small-noise large deviations for stationary measures of stochastic PDEs. To the best of our knowledge, the only papers where the LDP is derived in this context are those by Sowers [30] and Cerrai-Röckner [6] . These two important works are devoted to the LDP for stationary measures of the reactiondiffusion equation. In the first of them, the force is a non-Gaussian perturbation, while the second one deals with a multiplicative noise. In both papers, the origin is a unique equilibrium of the unperturbed equation and the noise is assumed to be sufficiently irregular with respect to the space variable. To the best of our knowledge, the present paper provides the first result of large deviations for stationary measures of stochastic PDEs in the case of nontrivial limiting dynamics. Moreover, the random force ϑ(t, x) is spatially regular in our case. Both these facts create substantial additional problems which are discussed below.
We now turn to outlining some ideas of the proof of our main result and describing the main novelty of this paper. Our proof relies on a development of Freidlin-Wentzell's approach. In order to explain it, we briefly recall the original method, which relies on three main steps. The first one consists of establishing some large deviations estimates for the family of discrete-time Markov chains (Z ε n ) on the boundary. Next, one considers the family (λ ε ) of stationary measures of these chains and shows that similar estimates hold for (λ ε ). The final step is to use the Khasminskii formula to reconstruct the measure µ ε through λ ε and use the estimates derived for the latter in the second step, to get the LDP for (µ ε ). It turns out that in the PDE setting, this method breaks down already in the second step. Indeed, the existence of stationary measure λ ε for the chain on the boundary is a highly nontrivial fact in this case, since on the one hand the Doob theorem cannot be applied, on the other hand this chain does not possess the Feller property in case of a smooth random force. Moreover, even if we assume that the stationary measure exists, the classical argument does not allow to derive the LDP in this case, since the compactness of the phase space is needed.
To overcome these problems, we introduce a notion of quasi-stationary measure, which is, informally speaking, a measure that is stationary but is not supposed to be σ-additive. We show that any discrete-time Markov chain possesses such a state, thus ensuring existence of stationary measure λ ε for the chain on the boundary in this weaker sense. It turns out that at this point (this corresponds to the second step mentioned above) the argument developed by Freidlin and Wentzell does not use the σ-additivity of λ ε , and once the necessary estimates for (Z ε n ) are obtained, they imply similar bounds for (λ ε ). Here our use of the classical technique ends, and the proof goes in a completely different direction. The reason for this is that the initial measure µ ε cannot be reconstructed through λ ε , since, unlike the previous step, here we do need the σ-additivity of the measure λ ε . To handle this new problem, we use the estimates obtained for (λ ε ) together with the mixing property of µ ε established in [26] , to construct an auxiliary finitely additive measureμ ε defined on Borel subsets of H that satisfies
and such that the family (μ ε ) obeys some large deviations estimates on the balls. The proof of the upper bound in these estimates is not a problem. The lower bound relies on an additional new ingredient, namely the notion of stochastic stability of a set.
We say that a set E ⊂ H is stochastically stable if we have
where E η stands for the open η-neighborhood of E in H.
We use it in the following context. Let us denote by E ⊂ H the set of stationary flows u = [u, 0] of the unperturbed equation
(0.5)
Lemma 0.1. The set E of equilibria of (0.5) is stochastically stable.
This result allows to prove the above mentioned lower bound and to complete the proof of large deviations on balls for the family (μ ε ). Inequality (0.4) implies that similar result holds for the family (µ ε ) of stationary measures. The final step is to prove that this family is exponentially tight and to show that this combined with the above large deviations estimates implies the LDP.
We now present another essential component of the proof which allows, in particular, to get exponential tightness and also prove Lemma 0.1. Let us consider the semigroup S(t) : H → H corresponding to (0.5) and denote by A its global attractor. 
In particular, the family (µ ε ) is exponentially tight and any of its weak limits is concentrated on the set A.
Let us mention that function V A has an explicit interpretation in terms of the quasipotential. Namely, for any u ∈ H, V A (u) represents the minimal energy needed to reach arbitrarily small neighborhood of u from the global attractor in a finite time. It should be emphasized that once the main result of the paper is established, this proposition will lose its interest, since, in general, V A is not the function that governs the LDP of the family (µ ε ), and that much more is proved concerning weak limits of (µ ε ). Let us mention also that some ideas of the proof of Proposition 0.2 are inspired by [30] .
At the end of this section, let us point out that when equation (0.5) has a unique equilibrium, Proposition 0.2 is sufficient to derive the LDP, and in this particular case there is no need to use the Freidlin-Wentzell theory and the above scheme. Indeed, we first note that in this case the attractor A is a singleton {û}, whereû = [û, 0] is the equilibrium position. In view of Proposition 0.2, the family (µ ε ) is tight and any weak limit of it is concentrated on A = {û}. Therefore, µ ε weakly converges to the Dirac measure concentrated atû. A simple argument (see Section 5.6) shows that this convergence and the fact that A = {û} imply that the function V A provides also the large deviations lower bound for (µ ε ). Thus, in the case of the trivial dynamics, the function V A governs the LDP of the family (µ ε ). We note also that this is the only case when that happens.
The paper is organized as follows. In Section 1, we state the main result and present the scheme of its proof. In Section 2, we establish bounds for one-step transition probabilities for the chain on the boundary. The next two sections are devoted to the proof of large deviations estimates on the balls for (µ ε ). In Section 5, we establish Proposition 0.2. Finally, the appendix contains some auxiliary results used in the main text.
Main result and scheme of its proof
In this section we state the main result of the paper and outline its proof. We start by recalling the notion of large deviations.
Large deviations: equivalent formulations
Let Z be a Polish space. A functional I defined on Z and with range in [0, ∞] is called a (good) rate function if it has compact level sets, which means that the set {I ≤ M } is compact in Z for any M ≥ 0. Let (m ε ) ε>0 be a family of probability measures on Z. The family (m ε ) ε>0 is said to satisfy the large deviations principle in Z with rate function I : Z → [0, ∞] if the following two conditions hold.
• Upper bound
This inequality is equivalent to the following (e.g., see Chapter 12 of [12] ). For any positive numbers δ, δ ′ and M there is ε * > 0 such that
This is equivalent to the following. For any z * ∈ Z and any positive numbers η and η ′ there is ε * > 0 such that
The family of random variables (X ε ) ε>0 in Z is said to satisfy the LDP with rate function I, if so does the family of their laws.
Main result
Before stating the main result, let us make the precise hypotheses on the nonlinearity and the coefficients entering the definition of ϑ(t). We suppose that function f satisfies the growth restriction
where C and ρ < 2 are positive constants, and the dissipativity conditions
where F is the primitive of f , ν ≤ (λ 1 ∧ γ)/8 is a positive constant, and λ j stands for the eigenvalue corresponding to e j . The coefficients b j are positive numbers satisfying
Recall that we denote by E ⊂ H the set of stationary flows u = [u, 0] of equation (0.5). It is well known that generically with respect to h(x), the set E is finite (see Section 6.4 for more details). We assume that h(x) belongs to this generic set, so that there are finitely many equilibria, and we write E = {û 1 , . . . ,û ℓ }.
Recall that the equilibriumû is called Lyapunov stable if for any η > 0 there is δ > 0 such that any flow of (0.5) issued from the δ-neighborhood ofû remains in the η-neighborhood ofû for all time. We shall denote by E s ⊂ E the set of Lyapunov stable equilibria.
The following theorem is the main result of this paper.
Theorem 1.1. Let the above conditions be satisfied. Then the family (µ ε ) satisfies the large deviations principle in H. Moreover, the corresponding rate function can vanish only on the set E s ⊂ {û 1 , . . . ,û ℓ } of Lyapunov stable equilibria of (0.5). In particular, (µ ε ) is exponentially tight and any weak limit of this family is concentrated on E s .
Let us mention that in the case when there is only one stable equilibriumû among {û 1 , . . . ,û ℓ } (which is the case, for example, when ℓ ≤ 2) the description of the rate function V : H → [0, ∞] that governs the LDP is quite explicit in terms of energy function (quasipotential). Namely, given u in H, V(u) represents the minimal energy needed to reach arbitrarily small neighborhood of point u fromû in a finite time. In the particular case, when the limiting equation of a stochastic PDE possesses a unique equilibrium that is globally asymptotically stable, this type of description was obtained for stochastic reaction-diffusion equation in papers [30] and [6] .
Scheme of the proof
In what follows we admit Proposition 0.2, whose proof is given in Section 5.
Construction of the rate function. We first introduce some notation following [16] ; see Section 2 of Chapter 6 of that book. Given ℓ ∈ N and i ≤ ℓ, denote by G ℓ (i) the set of graphs consisting of arrows
Further, let us introduce 8) where V (u 1 , u 2 ) is the minimal energy needed to reach arbitrarily small neighborhood of u 2 from u 1 in a finite time (see (2.4 ) for the precise definition). The rate function V : H → [0, ∞] that governs the LDP of the family (µ ε ) is given by
Let us mention that when calculating these minima, we can restrict ourselves to considering only those i for whichû i is Lyapunov stable.
Markov chain on the boundary. What follows is a modification of a construction introduced in [16] (see Chapter 6) which itself is a variation of an argument used in [22] . Letû 1 , . . . ,û ℓ be the stationary points of S(t). Let us fix any u ∈ H\{û 1 , . . . ,û ℓ } and writeû ℓ+1 = u. Given any ρ * > 0 and 0 < ρ ′ 1 < ρ ′ 0 < ρ 1 < ρ 0 < ρ * , we use the following construction. For i ≤ ℓ, we denote by g i andg i the open ρ 1 -and ρ 0 -neighborhoods ofû i , respectively. Similarly, we denote by g ℓ+1 andg ℓ+1 , respectively, the ρ ′ 1 -and ρ ′ 0 -neighborhoods ofû ℓ+1 . Further, we denote by g andg the union over i ≤ ℓ + 1 of g i andg i , respectively. For any ε > 0 and v ∈ H let S ε (t; v) be the flow at time t of (0.1) issued from v. Let σ ε 0 be the time of the first exit of the process S ε (t; ·) from g, and let τ ε 1 be the first instant after σ ε 0 when S ε (t; ·) hits the boundary of g. Similarly, for n ≥ 1 we denote by σ ε n the first instant after τ ε n of exit from g and by τ ε n+1 the first instant after σ n when S ε (t; ·) hits ∂g. Let us mention that all these Markov times are almost surely finite and, moreover, have finite exponential moments (see (6.4) ). We consider the Markov chain on the boundary ∂g defined by Z ε n (·) = S ε (τ ε n , ·). We shall denote byP ε (v, Γ) the one-step transition probability of the chain (Z ε n ), that is
The first step is a result for quasi-stationary measure λ ε ofP ε (v, Γ). We confine ourselves to announcing the result and refer the reader to Section 3 for the definition of this concept. Proposition 1.2. For any β > 0 and ρ * > 0 there exist 0 < ρ
where inequalities hold for any i, j ≤ ℓ + 1, i = j.
This allows to show that for ε << 1, there is a finitely additive measure on H satisfying (0.4) and such that
As a direct corollary of these relations, we get the following result. 
The passage from Proposition 1.2 to 1.3 is the most involved part of the paper and construction ofμ ε is the main idea behind its proof. Without going into details, we describe in few words another key ingredient of the proof, namely Lemma 0.1. Definition 1.4. We shall say that a set E ⊂ H is stochastically stable or stable with respect to (µ ε ) if we have
where E η stands for the open η-neighborhood of E in H. If the above relation holds only along some sequence ε j → 0 (that is ε replaced by ε j ), we shall say that E is stable with respect to (µ εj ).
Let us show how to derive Lemma 0.1 using Proposition 0.2. We then show how the same proposition combined with (1.12)-(1.13) implies the LDP. We admit the following result established in the appendix. Lemma 1.5. Let O be a heteroclinic orbit of S(t) and let u 1 ∈ O. Suppose that u 1 is stable with respect to (µ εj ) for some sequence ε j → 0. Then so is any point u 2 lying on O after u 1 (in the direction of the orbit).
Let us mention that we consider the endpoints of an orbit as its elements, and when saying u is stable with respect to (µ εj ) we mean that so is the set {u}. Now let us assume that Lemma 0.1 is not true. Then we can find two positive constants a and η, and a sequence ε j going to zero such that
where B(u, r) stands for the open ball in H of radius r and centered at u. By Proposition 0.2, the sequence (µ εj ) is tight and any weak limit of it is concentrated on A. So, up to extracting a subsequence, we can assume that µ εj ⇀ µ * , and µ * is concentrated on A. By Theorem 6.1, the global attractor A consists of points (û i ) n i=1 and joining them heteroclinic orbits. Let u * be a point lying on such an orbit that belongs to the support of µ * . By the portmanteau theorem, we have
Therefore, the point u * is stable with respect to (µ εj ). On the other hand, it follows from the previous lemma that so are all points of the attractor that lie on that orbit after u * . In particular so is the endpoint of O, which is in contradiction with (1.14). The proof of Lemma 0.1 is complete.
Derivation of the LDP. We claim that the hypotheses of Lemma 6.3 are satisfied for the family (µ ε ) ε>0 and rate function V. Indeed, let β and ρ * be two positive constants and let u be any point in H. If u is not a stationary point, we denoteû ℓ+1 = u and use Proposition 1.3 to find ρ ′ 1 < ρ 1 < ρ * such that we have (1.12)-(1.13) and we setρ(u) = ρ ′ 1 . Otherwise (u is stationary), we take any non stationary point u ′ and denoteû ℓ+1 = u ′ . We once again use Proposition 1.3 to find ρ ′ 1 < ρ 1 < ρ * such that we have (1.12)-(1.13) and we setρ(u) = ρ 1 . Let us note in this case (u is stationary) the choice of u ′ is not important due to the fact that we are interested in the asymptotic behavior of (µ ε ) only in the neighborhood of u, and we add a new pointû ℓ+1 = u ′ only to be consistent with Proposition 1.3. Thus, the hypotheses of Lemma 6.3 are satisfied and the family (µ ε ) satisfies the LDP in H with rate function V.
Proof of Theorem 1.1
The present section is devoted to the proof of the main result of this paper. We admit Proposition 0.2, which is proved in the next section, and following the scheme presented above establish Theorem 1.1. We shall always assume that the hypotheses of this theorem are satisfied.
Construction of the rate function
Here we define the function V : H × H → [0, ∞] entering relation (1.9) and function V A : H → [0, ∞] from Proposition 0.2. We first introduce some notation. For any t ≥ 0, v ∈ H and ϕ ∈ L 2 (0, T ; L 2 (D)), let us denote by S ϕ (t; v) the flow at time t of equation
issued from v. Let H ϑ be the Hilbert space defined by
For a trajectory u · ∈ C(0, T ; H) we introduce
Let us note that this limit (finite or infinite) exists, since the expression written after the limit sign is monotone in η > 0. As we mentioned in previous section, V (u 1 , u 2 ) represents the minimal energy needed to reach arbitrarily small neighborhood of u 2 from u 1 in a finite time.
Remark. The definition of the quasipotential V using this filtration in η rather than taking directly η = 0 is explained by the lack of the exact controllability of the NLW equation by a regular force, and (2.4) ensures the lower semicontinuity of function V given by (1.9).
The function V
Notice that the compactness of level sets of V A implies that V has relatively compact level sets. Combining this with lower semicontinuity of V (the proof of this fact is identical to that of V A , see Section 5), we see that V is a rate function in H. In what follows, the space H will be endowed with the norm
where α > 0 is a small parameter.
Markov chain on the boundary
In this section we establish a result that implies Proposition 1.2. For the proof of this implication, see Chapter 6 of [16] ; the only difference here is that λ ε is not necessarily σ-additive, which does not affect the proof.
Recall that we denote by V (û i ,û j ) the minimal energy needed to reach any neighborhood ofû j fromû i in a finite time. In what follows, we shall denote byṼ (û i ,û j ) the energy needed to reach any neighborhoodû j fromû i in a finite time without intersecting anyû k , for k ≤ ℓ + 1 different from i and j.
Proposition 2.1. For any positive constants β and ρ * there exist 0 < ρ
where inequalities hold for any v ∈ ∂g i and any i, j ≤ ℓ + 1, i = j.
Comment. In what follows, when proving this type of inequalities, we shall sometimes derive them with β replaced by Cβ, where C ≥ 1 is an absolute constant. Since β > 0 can be taken arbitrarily small, these bounds are equivalent and we shall use this without further stipulation.
Derivation of the lower bound. We assume thatṼ (û i ,û j ) < ∞, since otherwise there is nothing to prove. We shall first establish the bound for i ≤ ℓ. We need the following result, whose proof is given at the end of this section. Lemma 2.2. There existsρ > 0 such that for any 0 < ρ 2 < ρ 1 <ρ we can find a finite time T > 0 depending only on ρ 1 and ρ 2 such that for any point v ∈B(û i , ρ 1 ), i ≤ ℓ, there is an action ϕ v defined on the interval [0, T ] with energy not greater than β such that we have
By definition ofṼ , for ρ * > 0 sufficiently small and ρ ′ 1 < ρ * , we can find a finite timeT > 0 and an actionφ defined on [0,T ] with energy smaller thañ V (û i ,û j ) + β such that Sφ(T ;û i ) ∈ B(û j , ρ ′ 1 /4) and the curve Sφ(T ;û i ) does not intersect ρ * -neighborhood ofû k for k = i, j (note that if a trajectory does not intersectû k then it also does not intersect some small neighborhood ofû k ). Since ρ * > 0 can be taken arbitrarily small, we may assume that ρ * ≤ρ, wherẽ ρ is the constant from the above lemma. Let ρ 2 < ρ * be so small that for any v ∈B(û i , ρ 2 ) we have Sφ(T ; v) ∈ B(û j , ρ ′ 1 /2). We take any ρ 1 ∈ (ρ 2 , ρ * ) and use the following construction. For any v ∈ḡ i , we denote byφ v the action defined on [0, T +T ] that coincides with ϕ v on [0, T ] and withφ on [T, T +T ]. Let us note that for any v ∈ḡ i , we have
Now let us take any ρ 0 ∈ (ρ 1 , ρ * ) and denote by δ any positive number that is smaller than min{ρ 0 − ρ 1 , ρ 2 /2, ρ ′ 1 /2}. Then we have the following: if the trajectory
where we set
Combining this with inequality (2.9) and Theorem 6.2, we derive the lower bound of (2.7) in the case i ≤ ℓ.
We now show that if ρ ′ 0 < ρ 1 is sufficiently small, then the lower bound is also true for i = ℓ + 1. Indeed, letṼ (û ℓ+1 ,û j ) < ∞ and let T > 0 and ϕ be such that S ϕ (T ;û ℓ+1 ) ∈ B(û j , ρ 1 /4) and
Combining this with inequality (2.10) and Theorem 6.2, we derive the lower bound in the case i = ℓ + 1.
Proof of the upper bound. We assume that ρ * > 0 is so small that the energy needed to move the point from ρ * -neighborhood ofû i to ρ * -neighborhood ofû j without intersecting any otherû k is no less thanṼ (û i ,û j ) − β. Let us denote by τ ε g the first instant when the process S ε (t, ·) hits the setḡ. Then, by the strong Markov property, we have
In what follows we shall denote by g ′ the set g\g ℓ+1 , i.e. the union over i ≤ ℓ of ρ 1 -neighborhoods ofû i . We need the following result. Lemma 2.3. For any positive constants ρ 1 , R and M there is T > 0 such that
where τ ε g ′ stands for the first hitting time of the setḡ ′ , and B R is the closed ball in H of radius R centered at the origin.
Note that for any v ∈ ∂g i , we have
where we used the fact that τ ε g ≤ τ ε g ′ . Now notice that the event under the probability sign of the first term of this sum means that the trajectory S ε (t; ·) issued from ∂g i hits the setḡ j over time T and does not intersect anyû k for k different from i and j. It follows from Theorem 6.2 that this event has a probability no greater than exp(−(Ṽ (û i ,û j ) − 2β)/ε). Combining this with Lemma 2.3 and inequality (2.11), we infer
Since M > 0 can be chosen arbitrarily large, we derive the upper bound.
Proof of Lemma 2.2. For any v ∈B(û i , ρ 1 ), letṽ(t; v) be the flow issued from v corresponding to the solution of 0] and P N stands for the orthogonal projection from L 2 to its N dimensional subspace spanned by vectors e 1 , . . . , e N . Let us define
. Then we haveṽ(t; v) = S ϕv (t; v). Moreover, it follows from Proposition 6.5 that for N ≥ N * (|û i | H ) we have 13) where α > 0 is the constant entering (2.6). In particular, if we take T = 2(ln ρ 1 − ln ρ 2 )/α then we get (2.8). Moreover, we have
providedρ > 0 is sufficiently small.
Proof of Lemma 2.3.
Step 1: Reduction. Let the positive constants ρ 1 , R and M be fixed. We claim that it is sufficient to prove that for any R ′ > R we can find positive constants T * and a such that
Indeed, taking this inequality for granted, let us derive (2.12). To this end, let us use Proposition 6.4 to find R ′ > R so large that
Once such R ′ is fixed we find T * > 0 and a > 0 such that we have (2.15). Let us take n ≥ 1 so large that an > (M + 1). For any k ≤ n we introduce
Then, we have
where we denote by q n the first term of this sum and we used inequality (2.16) to estimate the second one. Now note that by the Markov property, we have
where F ε t is the filtration corresponding to S ε (t; ·), and we used inequality (2.15). Combining this with (2.17), we derive
Iterating this inequality, we infer
It follows that inequality (2.12) holds with T = n T * .
Step 2: Derivation of (2.15). We first show that for any positive constants R and η, we have sup 18) where l(v) stands for the first instant when the deterministic flow S(t)v hits the setŌ(η) and where O(η) is the union over i ≤ ℓ of η-neighborhoods ofû i . Indeed, let us suppose that this is not true, and let us findR > 0 and η > 0 for which this inequality fails. Then, there exists a sequence (v j ) ⊂ BR such that
For each j ≥ 1, let us split the flow S(t)v j to the sum u 20) where s < 1 − ρ/2 is any constant (e.g., see [1, 20] ). Using second of these inequalities, let us find (j k ) ⊂ N such that the sequence u 2 j k (j k ) converges in H and denote byũ its limit. Then, in view of first inequality of (2.20), we have
Now let us find t * > 0 so large that
Note that thanks to (2.21) and continuity of S(t), we have
Further, notice that by (2.19) we have S(j k +t * )v j k / ∈Ō(η) for k ≥ 1 sufficiently large. This is clearly in contradiction with (2.22)-(2.23). Inequality (2.18) is thus established.
We are now ready to prove (2.15). Indeed, let us use inequality (2.18) with R = R ′ + 1 and η = ρ 1 /2, and let us set
Let us consider the trajectories u · ∈ C(0, T * ; H) issued from B R ′ +1 \O(ρ 1 /2) and assuming their values outside O(ρ 1 /2). Note that the family L of such trajectories is closed in C(0, T * ; H). Therefore, the infimum
is attained and is positive, since in view of (2.24) there is no deterministic trajectory S(t)v under consideration. Now using Theorem 6.2, we see that (2.15) holds with a = a ′ /2. The proof of Lemma 2.3 is complete.
3 Quasi-stationarity and auxiliary measure
In this section we introduce a notion of quasi-stationary measure and show that any discrete-time Markov chain possesses such a state. This will be used to construct a finitely additive measureμ ε satisfying relation (0.4) and such that the family (μ ε ) satisfies some large deviations estimates (see (4.1) ). This in turn will imply Proposition 1.3.
Quasi-stationary measure
Let X be a metric space and let b(X) the space of bounded Borel measurable functions on X equipped with the topology of uniform convergence. We shall denote by b * (X) the dual of b(X)
for any λ ∈ b * (X) and ψ ∈ b(X)
To any such λ we associate a finitely additive measure defined on Borel subsets of X by λ(Γ) = λ(½ Γ ) for Γ ⊂ X.
Lemma 3.1. Any Markov operator possesses a quasi-stationary measure.
Proof. Let p be a Markov operator defined on a space X. Consider the space
endowed with weak* topology. Note that if λ ∈ F then its norm is equal to 1. In view of the Banach-Alaoglu theorem, F is relatively compact. Moreover, it is easy to see that F is also closed and convex. Since p is a Markov operator, its dual p * maps F into itself. Thanks to the Leray-Schauder theorem (e.g., see Chapter 14 in [32] ), p * has a fixed point λ ∈ F, which means that λ is quasi-stationary for p. It should be emphasized that λ is not stationary in the classical sense, since it is not necessarily σ-additive.
In what follows, given ε > 0, we shall denote by λ = λ ε any of quasistationary states of the operator p = p ε : b(∂g) → b(∂g) defined by
So we have
and λ ∈ b * (∂g) satisfies λ(ψ) ≥ 0 for ψ ≥ 0, λ(1) = 1. We shall always assume that ε > 0 is so small that we have (2.7).
Khasminskii type relation
For each ε > 0, let us define a continuous mapμ =μ ε from b(H) to R bỹ
where λ = λ ε is given by (3.2)-(3.3), and
where P s = P Proof. We use the classical argument (see Chapter 4 in [22] ). Let us fix s ≥ 0. By the Markov property, for any v ∈ H, we have
It follows that
Conditioning with respect to F τ ε 1 and using the strong Markov property together with (3.2)-(3.3), we see that the first two terms are equal. Since s ≥ 0 was arbitrary, we arrive at (3.6).
Auxiliary finitely additive measure
Let us denote by b 0 (H) the space b(H) endowed with topology of uniform convergence on bounded sets in H. That is, given a point ψ ∈ b(H) and a sequence (ψ n ) ⊂ b(H), we shall say that ψ n converges to ψ in b 0 (H) as n → ∞, if for any a > 0 we have sup u∈Ba |ψ n (u) − ψ(u)| → 0 as n → ∞. Proof. For the simplicity, we shall write τ 1 = τ ε 1 and u(t; v) = S ε (t; v). We need to show thatμ(ψ n ) → 0 for any ψ n converging to zero in b 0 (H). Since λ is continuous from b(∂g) to R, it is sufficient to show that Lψ n goes to zero uniformly in B R , where R > 0 is so large that g ⊂ B R . Let us fix any η > 0. Clearly, we may assume that |ψ n (u)| ≤ 1 for any n ≥ 1 and u ∈ H. It follows from the Cauchy-Schwarz inequality and (6.4) that for R 1 > 0 sufficiently large, we have
Once R 1 is fixed, let us use Proposition 3.2 from [26] to find R 2 > R 1 such that P sup
Now we have
Let us note that in view of (3.7), we have I 1 ≤ η. Further, since ψ n converges to zero in b 0 (H), we can find n * (η) ≥ 1 such that for all n ≥ n * (η), we have
Let us denote by A v the event under the probability sign in (3.8). Then
Combining (3.8) with last two inequalities, we get I 2 ≤ 2η, so that we have I 1 + I 2 ≤ 3η. Using this with (3.9), we see that sup v∈BR |Lψ n (v)| ≤ 3η for any n ≥ n * (η).
Since η > 0 was arbitrary, the proof is complete.
Let us note that in view of inequalities (4.8) and (6.4),μ =μ ε satisfies 0 <μ(1) < ∞. We shall denote byμ the normalization ofμ, that iŝ µ(ψ) =μ(ψ)/μ(1). This notation will not lead to a confusion. where µ = µ ε is the stationary measure of the process S ε (·).
Proof. We note that it is sufficient to show that for any closed set F ⊂ H, we haveμ (F ) ≤ µ(F ). (3.13)
Step 1. Let us first show that for any bounded Lipschitz continuous function ψ : H → R, we haveμ (ψ) = (ψ, µ). (3.14)
Indeed, in view of (3.6), we havê
In particular, this relation holds for any bounded Lipschitz function ψ in H. Moreover, it follows from inequality (1.3) in [26] , that for any such ψ, P s ψ converges to (ψ, µ) as s → ∞ in the space b 0 (H). Sinceμ is continuous from
Step 2. Now assume that inequality (3.13) is not true, and let F ⊂ H closed and η > 0 be such thatμ (F ) ≥ µ(F ) + η. Let ½ F ≤ ψ n ≤ 1 be a sequence of Lipschitz continuous functions that converges pointwise to ½ F as n → ∞. For example, one can take
where F r stands for the open r-neighborhood of F . Thanks to relation (3.14), inequality (3.16) and monotonicity ofμ, we have
However, this is impossible, since (ψ n , µ) tends to µ(F ) in view of the Lebesgue theorem on dominated convergence. The proof is complete.
Proof of Proposition 1.3
In view of Lemma 3.4, it is sufficient to prove thatμ =μ ε satisfies
Upper bound
First note that by (3.4)-(3.5), for all j ≤ ℓ + 1, we havẽ
In particularμ
On the other hand, we havẽ
We recall that g ′ stands for the set g\g ℓ+1 . We need the following result proved at the end of this section.
Lemma 4.1. For any ρ * > 0 there exist 0 < ρ
We first note that V(û ℓ+1 ) is positive. Indeed, for any Lyapunov stableû i , the quantity V (û i ,û ℓ+1 ) is positive, and in view of (1.9), we have V(û ℓ+1 ) ≥ min V (û i ,û ℓ+1 ), where the minimum is taken over i ≤ ℓ such thatû i is stable. Therefore, decreasing β > 0 if needed, we may assume that V(û ℓ+1 ) ≥ 2β. In view of (1.10), we have
Combining this with inequalities (4.4) and (4.6), we infer
Further, using inequalities (1.10), (4.3) and (4.5), we get
Finally, combining this with (4.8), we derivê
where inequality holds for all j ≤ ℓ + 1 and ε << 1.
Lower bound
We shall first establish the bound for g j , j ≤ ℓ, and show that this implies the necessary bound for g ℓ+1 . In view of (1.10), (4.2) and (4.6), we havẽ
On the other hand, by (4.9) we havẽ
Note also that thanks to Lemmas 0.1 and 3.4, we have that
Indeed, by definition, g ′ represents the ρ 1 -neighborhood of the set E = {û 1 , . . . ,û ℓ }. It follows from the last two inequalities that
Finally, combing this inequality with (4.10), we infer
where inequality holds for all j ≤ ℓ and ε << 1.
We now show that inequality (4.11) implieŝ
We assume that V(û ℓ+1 ) < ∞. First note that in view of (1.9), we have
Let us find m ≤ ℓ such that
By definition of V , there is a finite time T > 0 and an action ϕ ∈ L 2 (0, T ; H ϑ ) such that
Since the operator S ϕ continuously depends on the initial point, there is κ > 0 such that
It follows from this inequality, relation (3.15) and monotonicity ofμ ε that
In view of Theorem 6.2 (applied to the set B =B(û m , κ)), we can find
It follows thatμ
Combining this with first inequality of (4.15) and (4.16), we get
Further, using this inequality and (4.11) 4 with j = m, we infer
To complete the proof, it remains to note that thanks to (4.14), we have
Proof of Lemma 4.1
Step 1: Derivation of (4.5). Let us fix i ≤ ℓ + 1 and let j ≤ ℓ be an integer different from i. Using Proposition 6.5, it is not difficult to show that V (û i ,û j ) < ∞ (see the derivation of (6.33)). Therefore, if we denote by d the distance betweenû i andû j , we can find a finite time T > 0 and an action ϕ defined on
Let us find t * > 0 so small that
where we setũ i = S ϕ (t * ,û i ). Further, letρ > 0 be so small, that |û i −ũ i | H ≥ 4ρ. And finally, let 0 < ρ * <ρ be such that
Now notice that if the trajectory
Moreover, if we denote by ϕ * the restriction of ϕ on [0, t * ], then for any v in B(û i , ρ * ), we have
Applying Theorem 6.2, we derive sup v∈B(ûi,ρ * )
where we denote by τ ε exit (v) the time of the first exit of the process S ε (·; v) from B(û i , ρ * ). Now using the Markov property, we infer sup v∈B(ûi,ρ * ) 20) which implies (4.5).
Step 2: Proof of (4.6). Let us fix any stationary pointû i and let ρ * > 0. Given any 0 < ρ 1 < ρ * let us find 0 < ρ 2 < ρ 1 such that for any v ∈B(û i , ρ 2 ) we have S(t; v) ∈ B(û i , ρ 1 /2) for all t ∈ [0, 1]. We assume that ρ * > 0 is so small that the conclusion of Lemma 2. 
Now let us take any ρ 0 ∈ (ρ 1 , ρ * ) and let δ < min{(ρ 0 − ρ 1 ), ρ 2 /2)} be any positive number. Then by construction we have the following: if the trajectory S ε (t; v) is in the δ-neighborhood of Sφ v (t; v) in the C(0, T + 1; H) distance, then it remains ing i ≡ B(û i , ρ 0 ) for all t ∈ [0, T + 1] and moreover, it belongs to g i ≡ B(û i , ρ 1 ) for all t ∈ [T, T + 1]. Therefore, we have
where
Combining this with inequality (4.21) and Theorem 6.2, we arrive at (4.6). The proof of Lemma 4.1 is complete.
A priori upper bound
In this section we establish Proposition 0.2. To simplify presentation, we first outline the main ideas.
Scheme of the proof of Proposition 0.2
Compactness of level sets. Let us suppose that we can prove the following: there is a constant s ∈ (0, 1/2) such that .1) is true, we only need to prove that the level sets of V A are closed. Let u j * be a sequence in {V A ≤ M } that converges to u * in H. We need to show that V A (u * ) ≤ M . By definition of V A , we have to show that for any positive constants η and η ′ there is an initial point u 0 ∈ A, a finite time T = T η > 0, and an action ϕ such that
Let us fix j so large that |u
there is a point u 0 ∈ A, a time T = T η > 0 and an action ϕ such that
Combining this with inequality (5.3), we derive (5.2). The proof of inequality (5.1) relies on some estimates of the limiting equation and is carried out in the appendix.
The bound (0.6). Due to the equivalence of (1.1) and (1.2), we need to show that for any positive numbers δ, δ ′ and M there is ε * > 0 such that
From now on, we shall suppose that the constants δ, δ ′ and M are fixed.
Reduction. To prove (5.4), we first show that there is η > 0 such that
where A η stands for the open η-neighborhood of the set A and K δ (M ) is the open δ-neighborhood of the level set {V A ≤ M }. We then show that there is R > 0 such that
Once the constants η and R are fixed, we prove that there is T * > 0 such that
Taking inclusion (5.5) and inequalities (5.6)-(5.7) for granted, let us show how to derive (5.4).
Auxiliary construction. For any n ≥ 1 introduce the set
Let us mention that the idea of this construction is inspired by [30] and E n is a modification of a set introduced by Sowers in that paper. We claim that inequality (5.5) and the structure of the set E n imply that for n sufficiently large we have
Indeed, in view of Theorem 6.2, to this end, it is sufficient to show that
We show that this inequality holds for any n > (M + 1)/a. To see this, let us fix an integer n satisfying this inequality and suppose that (5.9) is not true. Then there is an initial point v ∈ B R and an action ϕ defined on the interval [0, nT * ] such that 1 2
η for all j ∈ {1, . . . , n}. It follows from this inequality that there is j ∈ {1, . . . , n − 1} such that 1 2
Therefore, the restriction of ϕ on the interval [jT * , (j + 1)T * ] is an action whose energy is smaller than a and that steers the point
However, this is in contradiction with (5.7). Inequality (5.8) is thus established.
Completion of the proof. We now show that
10) where we set t * = (n + 1)T * . Once this is proved, we will get (5.4). Indeed, by definition of the set K δ (M ) and stationarity of µ ε , we have
Combining inequalities (5.6), (5.8) and (5.10) we arrive at (5.4), where δ ′ should be replaced by 3δ ′ .
To prove inequality (5.10), we first note that
By the stationarity of µ ε , the first term in the last inequality satisfies
Moreover, using inclusion (5.5) and following [30] , it is not difficult to prove (see Section 5.4) that
and thus to derive (5.10).
Idea of the proof of (5.5)-(5.7). The proof of inequality (5.6) is rather standard and relies on exponential estimates for solutions and a simple application of the Fatou lemma. The derivation of inclusion (5.5) is the most involved part in the proof. Without going into technicalities, we shall describe here the main ideas. We note that inclusion (5.5) clearly holds for η = 0. Indeed, in this case u(0) ∈ A, and since we have
, and therefore we have (5.5) . So what we need to show is that if the initial point is sufficiently close to the attractor, then the inclusion (5.5) still holds. To prove this, we show that there is a flowû(t) issued fromû(0) ∈ A that remains in the δ/2-neighborhood of u(t), and whose action function is δ ′ -close to that of u(t). Once this is proved, the inclusion (5.5) will follow from the fact thatû(t) ∈ {V A ≤ M }, since it is reached from the set A at finite time t with action whose energy is smaller than M . The construction of the flowû(t) relies on Proposition 6.5.
As for the proof of inequality (5.7), we first note that this inequality means the following: if we wait for sufficiently long time, then the energy needed to reach a point outside η-neighborhood of the global attractor A is positive uniformly with respect to the initial point in the ball B R . The intuition behind this is that after sufficiently long time, the image of B R will be near the attractor A, and the energy needed to steer the point close to the set A (say η/2-close) to a point outside its η-neighborhood, is positive. Let us finally mention that the fact that V A vanishes only on the set A follows immediately from the definition of V A and inequality (5.7).
Proof of inclusion (5.5)
Step 1. Let us suppose that (5.5) does not hold. Then there exist two sequences of positive numbers numbers η j → 0 and T j , a sequence of initial points (u j 0 ) ⊂ A ηj , and of action functions (ϕ j ) with
Let us also note that in view (6.9), there is a positive constant M depending only on h and M such that for all j ≥ 1 we have
Step 2. For each j ≥ 1, let us find (5.15) where N ≥ 1 is an integer to be chosen later and u is the first component of u j (t). In view of Proposition 6.5, there is N depending only on M such that for all j ≥ 1 we have
Step 3. Now let us fix N = N (M) such that we have (5.16), and let us show that for j >> 1 we have
where we setφ
By definition of J, we have
We first note that |a + b|
where p > 1 is a constant to be chosen later. Therefore
By the Hölder and Sobolev inequalities, we have
Combining this with inequalities (5.14) and (5.16) we see that
It follows from this inequality and (5.20) , and the fact that N depends only on
Let us take
.
Step 4. We claim that for j >> 1, we have 
Step 5. In view of inequality (5.16), we have
provided j ≥ 1 is large enough. Combining this with (5.21), we see that
which is in contradiction with (5.13). The proof of inclusion (5.5) is complete.
Proof of inequality (5.7)
Let us assume that (5.7) is not true, so for any j ≥ 1 we have
Then for each j ≥ 1 there is an initial point u j 0 ∈ B R and an action ϕ j defined on the interval [0, j] with energy smaller than e −j 2 such that the flow u
Using a priori bounds of the NLW equation it is not difficult to show (see Section 6.6 for the proof) that
Taking t = j in this inequality and using
2 , we get 24) provided j is sufficiently large. Combining this with (5.22), we see that for j >> 1, we have
Since A is the global attractor of the semigroup S(t), we have
This is clearly in contradiction with (5.25) . Inequality (5.7) is established.
Derivation of (5.12)
We follow the argument presented in [30] . Let us fix any v ∈ B R and j ≤ n, and denote by A the event {S
Then, by the Markov property, we have
where F ε t is the filtration corresponding to the process S ε (t; v) and we setv = S ε (jT * ; v). It follows that
For any l > 0, M 1 > 0 and v ∈ H, introduce the level set
Let us show that for any l > 0 and v 0 ∈ A η we have
, and let u · be any function that belongs to
Since u · ∈ K v0,l (M − δ ′ ) was arbitrary, we conclude that inclusion (5.27) holds. It follows from Theorem 6.2 (applied to the time interval [0, l] and the set B = A η ) that there is ε(l) = ε(l, δ, M, η) > 0 such that
(5.28) Let ε 1 (δ, M, T * , n, η) = min{ε(T * ), . . . ε(nT * )}. Then in view of inequalities (5.26) and (5.28) we have
Inequality (5.12) is established with δ ′ replaced by 3δ ′ .
Proof of inequality (5.6)
Let us show that for R = R(M ) sufficiently large and ε * = ε * (M ) > 0 small, we have (5.6). To this end, let us first show that the stationary solutions v(t) of equation (0.1) satisfy 29) for any κ ≤ (ε B) −1 α/2, where Q and B are the quantities entering Proposition 6.4. Replacing b j by b j / √ ε, we see that it is sufficient to prove this inequality for ε = 1. Note that we cannot pass directly to the limit t → ∞ in inequality (6.16), since we first need to guarantee that E exp(κE(v(0)) is finite. This can be done by a simple application of the Fatou lemma. Indeed, for any N ≥ 1, let ψ N (u) be the function that is equal to exp(κE(u)) if E(u) ≤ N , and to exp(κN ) otherwise. Let us denote by µ the law of v(t), and let l be any positive number. Then using the stationarity of µ and inequality ψ N (u) ≤ exp(κE(u)) we see that
where P t stands for the transition function of the Markov process. Note that
where u(t; u 0 ) stands for the trajectory of (0.1) with ε = 1 issued from u 0 , and we used inequality (6.16) . Combining this with (5.30), we obtain
Passing to the limits t → ∞ and then l → ∞, and using the equivalence
Finally, letting N go to infinity, and using Fatou's lemma, we derive (5.29).
We are now ready to establish (5.6). Indeed, it follows from inequalities (
R and R 2 ≥ 8 C. Therefore, by the Chebyshev inequality, we have that
Now taking κ = (ε B) −1 α/2 in this inequality, using (5.29) and supposing that R is so large that R ≥ 16 BM α −1 , we obtain
, provided ε > 0 is small. Inequality (5.6) is thus established.
Lower bound with function V A in the case of a unique equilibrium
The goal of this section is to show that in the case when equation (0.5) possesses a unique equilibrium, the function V A given by (2.4)-(2.5) provides also a lower bound for (µ ε ) and thus governs the LDP. The proof is almost direct and in this case there is no need to use the Freidlin-Wentzell theory.
So letû be the unique equilibrium of (0.5). It follows that the attractor A of the semigroup corresponding to (0.5) is the singleton {û}. Combining this with the fact that (µ ε ) is tight and any weak limit of this family is concentrated on A = {û}, we obtain µ ε ⇀ δû.
We now use this convergence to establish the lower bound. Due to the equivalence of (1.3) and (1.4), we need to show that for any u * ∈ H and any positive constants η and η ′ , there is ε * > 0 such that we have
We assume Vû(u * ) < ∞, since the opposite case is trivial. By definition of V , there is a finite time T > 0 and an action ϕ ∈ L 2 (0, T ; H ϑ ) such that
Since the operator S ϕ continuously depends on the initial point, there is κ > 0 such that |S ϕ (T ; u) − u * | H < η/2, provided |u −û| H ≤ κ. It follows that (see (4.16)-(4.17))
Combining this inequality with convergence (5.31) and using the portmanteau theorem, we infer
Replacing η ′ by η ′ /3, we arrive at (5.32).
Appendix

Global attractor of the limiting equation
In this section we recall some notions from the theory of attractors and an important result concerning the global attractor of the semigroup S(t) generated by the flow of equation (0.5).
• Equilibrium points
We say thatû ∈ H is an equilibrium point for S(t) if S(t)û =û for all t ≥ 0.
• Complete trajectory A curve u(s) defined for s ∈ R is called a complete trajectory of the semigroup (S(t)) t≥0 if S(t)u(s) = u(t + s) for all s ∈ R and t ∈ R + . (6.1)
• Heteroclinic orbits
A heteroclinic orbit is a complete trajectory that joins two different equilibrium points, i.e., u(t) is a heteroclinic orbit if it satisfies (6.1) and there exist two different equilibriaû 1 andû 2 , such that u(−t) →û 1 and u(t) →û 2 as t → ∞.
• The global attractor
The set A ⊂ H is called the global attractor of the semigroup (S(t)) t≥0 if it has the following three properties:
2) A is an attracting set for (S(t)) t≥0 , that is
for any bounded set B ⊂ H, where d H (·, ·) stands for the Hausdorff distance in H.
3) A is strictly invariant under (S(t)) t≥0 , that is
The following result gives the description of the global attractor of the semigroup S(t) corresponding to (0.5). We assume that the nonlinear term f satisfies (1.5)-(1.6). We refer the reader to Theorem 2.1, Proposition 2.1 and Theorem 4.2 in Chapter 3 of [1] for the proof.
Theorem 6.1. The global attractor A of the semigroup (S(t)) t≥0 corresponding to (0.5) is a connected set that consists of equilibrium points of (S(t)) ≥0 and joining them heteroclinic orbits. Moreover, the set A is bounded in the space
Large deviations for solutions of the Cauchy problem
In this section we announce a version of large deviations principle for the family of Markov processes generated by equation (0.1). Its proof is rather standard, and relies on the contraction principle and the LDP for the Wiener processes. 
, and is equal to ∞ otherwise.
We refer the reader to the book [12] and the paper [11] for the proof of similar results. Let us note that in the announced form, Theorem 6.2 is slightly more general compared to the results from mentioned works, since they concern the case when the set B is a singleton B ≡ {u 0 }. However, recall that the LDP is derived by the application of a contraction principle to the continuous map
Using the boundedness of B, it is not difficult to show that the mapG from
is also continuous. This allows to conclude.
Lemma on large deviations
Lemma 6.3. Let (m ε ) ε>0 be an exponentially tight family of probability measures on a Polish space Z that possesses the following property: there is a good rate function I on Z such that for any β > 0, ρ * > 0 and z ∈ Z there are positive numbersρ < ρ * and ε * such that m ε (B Z (z,ρ)) ≤ exp(−(I(z) − β)/ε), m ε (B Z (z,ρ)) ≥ exp(−(I(z) + β)/ε) for ε ≤ ε * .
Then the family (m ε ) ε>0 satisfies the LDP in Z with rate function I.
Proof. We first note that in view of equivalence of (1.3) and (1.4), we only need to establish the upper bound, that is inequality (1.1). Moreover, since the family (m ε ) ε>0 is exponentially tight, we can assume that F ⊂ Z is compact (see Lemma 1.2.18 in [13] ). Now let us fix any β > 0 and denote byρ(z) and ε * (z) the constants entering the hypotheses of the lemma. Clearly, we have F ⊂ z∈F B Z (z,ρ(z)).
Since F ⊂ Z is compact, we can extract a finite cover Letting β go to zero, we arrive at (1.1).
Proof of some assertions
Genericity of finiteness of the set E. By genericity with respect to h(x) we mean that E is finite for any h(x) ∈ C, where C is a countable intersection of open dense sets (and therefore C is dense itself) in H 1 0 (D). This property is well known, and the proof relies on a simple application of the Morse-Smale theorem, see e.g., Chapter 9 in [1] . Here we would like to mention that there are also genericity results with respect to other parameters. Namely, it is known that in the case h(x) ≡ 0 and f (0) = 0 the property of finiteness of the set E is generic with respect to the boundary ∂D; we refer the reader to Theorem 3.1 in [28] . Finally, let us mention that in the one-dimensional case, the genericity holds also with respect to the nonlinearity f , see [2] . (qe δt * ) n < ∞,
Exponential moments of Markov times
where we set q = 1 − exp(−β/ε) and choose δ > 0 such that qe δt * < 1. Thus, the first inequality in (6.4) is established. By the strong Markov property, to prove the second one, it is sufficient to show that there isδ ∈ (0, δ] such that where we set
Step 2. By definition of S ϕ (t; v), we have S We claim that E(u(t)) ≤ C( h 1 , M ) for t ∈ [0, T j ], (6.8) where E(u) is given by (6.15) . Indeed, let us multiply equation (6.7) byu + αu and integrate over D. Using some standard transformations and the dissipativity of f , we obtain ∂ t E(u(t)) ≤ −αE(u(t)) + C 1 ( h 2 + ϕ j (t) 2 ) t ∈ [0, T j ].
Applying the Gronwall lemma to this inequality, we get E(u(t)) ≤ E(u(0))e −αt + C 1
Some a priori estimates
Exponential moment of solutions. Let v(t) be a solution of equation (0.1) with ε = 1. We shall denote by E : H → R the energy function given by E(u) = |u| The next result on the boundedness of exponential moment of E(v(t)) is taken from [26] . where we used Theorem 6.2 with inequality (6.33). Moreover, since the point u 1 is stable with respect to (µ εj ), we have µ εj (B(u 1 , κ)) ≥ exp(−a/ε j ) for j >> 1.
Combining last two inequalities, we arrive at (6.28), with a replaced by 3a. Lemma 1.5 is established.
