Abstract. Importance Sampling (IS) is a well-known Monte Carlo method which is used in order to estimate expectations with respect to a target distribution π, using a sample from another distribution g and weighting properly the output. Here, we consider IS from a different point of view. By considering the weights as sojourn times until the next jump, we associate a jump process with the weighted sample. Under certain conditions, the associated jump process is an ergodic semiMarkov process with stationary distribution π. Besides its theoretical interest, the proposed point of view has also interesting applications. Working along the lines of the above approach, we are allowed to run more convenient Markov Chain Monte Carlo algorithms. This can prove to be very useful when applied in conjunction with a discretization of the state space.
Introduction
One of the most common and difficult to handle problems in computational stastistics and especially in Bayesian analysis is the estimation of integrals of the form E π (h) := X h(x)π(dx), for a measurable space (X , B(X )), a probability distribution π and a function h ∈ L 1 (π). For this purpose, many Monte Carlo (MC) and Markov chain Monte Carlo (MCMC) methods have been developed. A well-documented introduction to this topic is presented by Robert and Casella [Robert and Casella, 1999] and Gilks et al. [Gilks et al., 1996] .
Importance sampling (IS) [Marshall, 1956] is one of the most popular and well-known MC methods for handling succesfully such problems. The basic idea behind IS is that instead of sampling directly from the target distribution π, a sample (x 1 , . . . , x n ) is generated from another distribution g which is easy to sample from and with support at least the same as π.
Then, E π (h) is estimated bȳ
, where w(x i ) := π(x i )/g(x i ), which is called importance weight.
The most frequently used estimator isĥ IS n since it can be used in more general settings, such as cases where π is known up to a multiplicative constant. Moreover, it can be mentioned here that the assumption of independent samples is not so crucial. IS estimators converge to E π (h) even if the sequence of x's forms a Harris ergodic MC, due to the Ergodic theorem.
On the other hand, since all draws are from the proposal distribution g, IS seems at a first glance to fail obtaining samples from π. This makes IS not to be a proper method for the cases when the aim is to estimate features of the distribution that cannot be expressed as expectations, such as quantiles. Recently, it has been proven in [Malefaki and Iliopoulos, 2007] that under certain conditions the g-sample converges in a sense to the target distribution π. By considering the importance weights as sojourn times until the next jump, a jump process is associated with the weighted sample. In the case that the original sample sequence forms an ergodic Markov chain, the associated jump process is an ergodic semi-Markov process with stationary distribution π. From this point of view IS does not differ much from MCMC schemes, in that it exhibits convergence to the target distribution as well. Some of the well-known MCMC procedures are special cases of the above mentioned jump processes (e.g. the Metropolis-Hastings algorithm, see Subsection 3.1). This is also true for general properly weighted samples with respect to a target distribution π.
Behind the theoretical interest of the above approach, it can be used in order to facilitate MCMC approximates. Combining the above approach with the discretization of the state space, one is allowed to run a more convenient MCMC algorithm with a different target distribution and then weight properly the obtained output. This paper is organised as follows: In Section 2, we give some basic definitions and the main results of the paper. In Section 3, Metropolis-Hastings is connected with the context of jump processes. Moreover, we give a toy example to illustrate the method and then this method is applied to a benchmark example in Bayesian analysis. Finally, we conclude this paper by providing a short discussion.
Main results
The concept of a properly weighted sample has been introduced by Liu and Chen [Liu and Chen, 1998 ] as a generalisation of the standard IS method. An equivalent and more convenient definition is Definition 1. A set of weighted random samples (X i , ξ i ) 1 i n is called proper with respect to π if
for some positive constant κ, where X i ∼ g.
In the sequel, Malefaki and Iliopoulos [Malefaki and Iliopoulos, 2007] associated a jump process with any infinite weighted random sequence in the following sense.
Definition 2. Consider a weighted sequence (X n , ξ n ) n∈Z+ , where the ξ's are strictly positive weights. Define S 0 = 0, S n = n−1 i=0 ξ i , n 1, and let N t := sup{n : S n t}, t 0.
Then, the stochastic process Y = (Y t ) t 0 defined by Y t := X Nt , t 0, will be called the jump process associated with the weighted sequence (X n , ξ n ) n∈Z+ .
The definition ensures that the process Y has right continuous sample paths which also have left hand limits. However, if the support of ξ n 's is a subset of N = {1, 2, . . .}, we will consider the process Y only for t ∈ Z + , i.e.
If this is the case, limits of quantities related to Y t should be suitably interpreted.
Proposition 1. Assume that the sequence X = (X n ) n∈Z+ is a homogeneous Harris ergodic Markov chain with state space (X , B(X )) having an invariant probability distribution g and the distribution of ξ n depends solely on X n with E{ξ n |X n = x} = κw(x) = κπ(x)/g(x) for some κ > 0. Then, for the jump process (Y t ) t 0 associated with the weighted sequence (X n , ξ n ) n∈Z+ , it holds that lim
Proof. The result follows from the standard theory of semi-Markov processes [Limnios and Oprişan, 2001 ]. Under the above assumptions, Y is an ergodic semi-Markov process with embedded Markov chain X and respective sojourn times (ξ n ) n∈Z+ . Thus,
as is claimed.
Setting deterministically ξ n ≡ w(X n ), we have the following: Corollary 1. If (X n ) n∈Z+ forms a Harris ergodic Markov chain with stationary distribution g, then the jump process associated with the weighted sequence (X n , w(X n )) n∈Z+ has π as limit distribution.
Any sequence of independent g-distributed random variables trivially forms an ergodic Markov chain with stationary distribution g. Thus, Corollary 1 covers also the original importance weighted sequence.
The requirement that the distribution of ξ n depends only on x n seems rather restrictive. However, x n could be a block of specific size allowing ξ n to depend on more than one term of the original sequence. (Note that the standard definition of a semi-Markov process allows the sojourn time of X n depending on both X n and X n+1 .)
As already mentioned in the Introduction, some of the well-known sampling schemes are special cases of this context. Moreover, another potential application of Proposition 1 is the following: Let π be a target distribution of which some full conditional distributions are difficult to sample from. Instead of hybridizing Gibbs sampler using suitable Metropolis steps, one can replace π by another target distribution g of which all full conditional distributions are easily handled, run the Gibbs sampler and finally weight the output. The weighted sample will be the realization of a converging jump process (see Section 3).
Examples
In this section we connect Metropolis-Hastings (MH) alorithm with the context of jump processes. Moreover, we give a simple example of how one can facilitate MCMC algorithms by discritization of the state space followed by proper weighting of the sample, so that the associated jump process converges to the target distribution.
The Metropolis-Hastings algorithm
Consider an arbitrary MH algorithm [Metropolis et al., 1953; Hastings, 1970] with target distribution π and proposal q(·|·), that is, at time t + 1 given Y t = y, draw Z ∼ q(z|y) and set Y t+1 = z with probability a(y, z) = min 1, π(z)q(y|z) π(y)q(z|y)
or Y t+1 = y with probability 1 − a(y, z). Although it is well-known that the algorithm defines a reversible Markov chain with stationary distribution π, let us consider it from a different point of view. Let X = (X n ) n∈Z+ be a Markov chain with transition density
(Notice that this is exactly the density of the accepted states of the above MH algorithm.) It can be easily verified that g(x i |x i−1 ) satisfies the detailed balance condition g(
. This function, when normalized, results in a probability density function, hence it is the stationary distribution of the Markov chain X. Weight now x i by ξ i drawn from the geometric distribution with success probability a(x i , z)q(z|x i )µ(dz). Since
the sequence (X n , ξ n ) n∈Z+ is properly weighted with respect to π. It is immediately seen that the associated jump process is the original MH output (Y t ) t∈Z+ which is known to be a pure Markov chain (rather than a general discrete time semi-Markov process).
The above analysis suggests that we are allowed to use any distribution (beyond the geometric) for the weights provided that (1) is satisfied. In particular, if ξ i ∝ w(x i ) = π(x i )/g(x i ) is chosen, the variance of estimators of certain expectations of interest will be minimized. However, direct calculation of this importance weights is in general computationally demanding or even infeasible making such a task hard to accomplish. Moreover, the geometric distribution comes out naturally since each simulation from g(·|·) automatically generates the corresponding geometric weight.
A toy example
Consider a random variable X ∼ Beta(2, 2), 0 ≤ x ≤ 1. The density function of X, up to the normalizing constant is:
We discretize the interval [0, 1] into m = 10 equal length bins and choose as target distribution the
where x [m] = ( mx + 0.5) /m. In order to sample from g, first draw a bin from the discrete distribution
and then simulate U ∼ U (0, 1) and set x = (j + u − 1)/m. In the above scheme the importance weights are w(x) = π(x)/g(x) and according to the Proposition 1 the jump process associated with the weighted output converges to π. Fig.1 shows the histogram and the convergence of the weighted mean
w(x i ) with m = 10, computed from an output of 10000 updates after a burn-in period of 1000 iterations to the mean E(X). In this connection, it may be remarked that this method does not require a large m in order to converge. Moreover, we note the fast convergence of x IS n . Finally, we can point out that the convergence ofx IS n is not worse than the corresponding one of the sample mean of an iid sample from the target distribution, as we can see in Fig.1. 
Dugongs dataset
The proposed method has also been applied to the well known dugongs dataset which was originally analyzed by Ratkowsky [Ratkowsky, 1983] . This particular dataset is among the standard examples which is used by many authors in order to illustrate and compare several sampling techniques. The data consist of length (y) and age (x) measurements for n = 27 dugongs captured near Townsville, Queensland. Carlin and Gelfand [Carlin and Gelfand, 1991] modelled the data using a nonlinear growth curve with no inflection point and an asymptote as x tends to infinity. Specifically, they assumed that
where α, β, τ > 0 and 0 < γ < 1. We consider the following relatively vague prior for the parameters:
with τ α = τ β = 10 −4 and k = 10 −3 . The posterior distribution of θ = (α, β, γ, τ ) is
Sampling from the full conditional (posterior) distributions of α, β (truncated normal) and τ (gamma) is a straightforward task but this is not the case for γ. Instead of using a Metropolis step, we can adopt the following strategy. We choose a different target distribution, namely, g(θ|data) by discretizing the sample space of γ into m equal length bins, with γ being uniformly distributed within each bin. The form of the new target distribution is
where γ [m] is the point that the maximum of π(θ|data) with respect to γ, is achieved in each bin. In the above scheme the importance weights are
These points are selected in order for the weighted sample mean to have finite variance. Sampling from the full conditional distribution of γ is now an easy task: one can first draw a bin from the discrete distribution p(j|α, β, τ, data) ∝ g(α, β, γ [j] , τ |data), j = 1, . . . , m, and then simulate U ∼ U(0, 1) and set γ = (j+u−1)/m. According to Proposition 1, the jump process associated with the weighted output converges to π. Fig.2 shows the histogram and the convergence of the weighted mean γ
, with m = 20, computed from the output of 10000 updates after a burn-in period of 1000 iterations to the posterior mean E{γ|data}. The graphs for the rest of the parameters are similar.
An interesting feature arising from the above weighted scheme is that the autocorrelations almost vanish (see Fig.2 ). Hence, the standard errors of the estimates of the parameters can be calculated easily. The decrement in autocorrelations is also similar to all the parameters of the model. 
Discussion
The aim of this paper is to stress out that the proper weighting of a Markov chain's output can be used in order to obtain samples from the target distribution. This is accomplished by considering it from a different point of view, namely, associating an appropriate weakly convergent jump process to the weighted sample. Many well known simulation schemes, including the MH algorithm, fall in this context. Moreover, contrary to what is thought, this is the case for the standard IS output. Hence, IS can also be used in order to obtain (approximate) samples from the target distribution. Besides its theoretical interest, the benefit of the proposed point of view is significant if it is applied in conjunction with the discretization of the state space in order to facilitate MCMC algorithms (as in Subsection 3.3).
