Symmetric ideals and numerical primary decomposition by Krone, Robert Carlton








of the Requirements for the Degree
Doctor of Philosophy in the
School of Mathematics
Georgia Institute of Technology
August 2015
Copyright c© 2015 by Robert C. Krone
SYMMETRIC IDEALS AND NUMERICAL PRIMARY
DECOMPOSITION
Approved by:
Professor Anton Leykin, Advisor
School of Mathematics
Georgia Institute of Technology
Professor Stavros Garoufalidis
School of Mathematics
Georgia Institute of Technology
Professor Josephine Yu
School of Mathematics
Georgia Institute of Technology
Professor Santosh Vempala
College of Computing
Georgia Institute of Technology
Professor Greg Blekherman
School of Mathematics
Georgia Institute of Technology
Date Approved: 26 May 2015
ACKNOWLEDGEMENTS
There are many people who deserve recognition for their parts in my completion
of the Ph.D. thesis. First I thank my advisor Anton Leykin for his guidance and
support, for supplying interesting and fruitful research problems, for pushing me to
go to conferences, give talks and meet potential collaborators, and for putting up
with my procrastination and habitual tardiness.
I would also like to acknowledge the other research collaborators who contributed
to the work that appears in this thesis. These are Jan Draisma, Rob Eggermont, Jon
Hauenstein, Chris Hillar and Thomas Kahle. Thanks to Jan Draisma for giving the
me the opportunity to work with him and his group at TU Eindhoven during the
spring of 2013.
Thanks to my thesis committee members Greg Blekherman, Stavros Garoufalidis,
Anton Leykin, Santosh Vempala and Josephine Yu, for taking the time to be a part
of this process.
Gratitude goes to all of my friends at Georgia Tech who worked very hard to make
my graduate school experience interesting, both mathematically and otherwise. This
includes Albert Bush, Peter Whalen, Krista Whalen, Steven Ehrlich, Geehoon Hong
and many others.
Finally, special thanks to my parents and brother for their unconditional love,
support and encouragement. I also recognize here my parents’ integral role in my
being, without which this thesis would not be possible.
iii
TABLE OF CONTENTS
ACKNOWLEDGEMENTS . . . . . . . . . . . . . . . . . . . . . . . . . . iii
LIST OF FIGURES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vi
SUMMARY . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vii
I INVARIANT IDEALS . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.1 Invariant ideal preliminaries . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Truncations and FI-modules . . . . . . . . . . . . . . . . . . . . . . 4
1.3 Π-Noetherianity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.4 Toric ideals in algebraic statistics . . . . . . . . . . . . . . . . . . . . 11
II NOETHERIANITY OF SYMMETRIC TORIC IDEALS . . . . . 18
2.1 Statement of main theorem . . . . . . . . . . . . . . . . . . . . . . . 18
2.2 Reduction to matching monoids . . . . . . . . . . . . . . . . . . . . 21
2.3 Relations among matchings . . . . . . . . . . . . . . . . . . . . . . . 24
2.4 Noetherianity of matching monoid rings . . . . . . . . . . . . . . . . 28
III EQUIVARIANT MARKOV BASES AND LATTICE BASES . . 35
3.1 Equivariant Markov bases . . . . . . . . . . . . . . . . . . . . . . . . 35
3.2 Equivariant lattice generators . . . . . . . . . . . . . . . . . . . . . . 42
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SUMMARY
The thesis explores two distinct strategies for algebraic computation with
polynomial systems in high dimension. Chapters 1-4 address symmetric ideals, while
the topic of Chapters 5-7 is numerical algebraic geometry.
The first topic is the use of symmetry to describe and compute with high di-
mensional or infinite dimensional polynomial ideals and varieties in many variables.
Chapter 1 introduces the topic of S∞-invariant ideals: ideals which are closed un-
der an action of the infinite symmetric group S∞. These objects can be used to
study families of increasingly large ideals with Sn symmetry, and often provide fi-
nite descriptions which allow for computations. This chapter also summarizes some
of the previous work in the area, much of which has focused on S∞-invariant toric
ideals. This interest has been driven by their applications to algebraic statistics,
and this connection is explained. Chapter 2 presents a result which is joint work
with Jan Draisma, Rob Eggermont and Anton Leykin, showing that a broad class of
S∞-invariant toric ideals are generated by the S∞-orbits of only a finite number of
binomials. This result generalizes several past finite generation results, and settles
some open questions. Chapter 3 begins to tackle the problem of explicitly computing
generating sets for the class of S∞-invariant toric ideals considered in the previous
chapter. This chapter is joint with work Thomas Kahle and Anton Leykin, and we
find success on some simple cases suggesting a way forward on the more general prob-
lem. Chapter 4 describes equivariant Gröbner bases and algorithms to compute them.
We address some questions of when invariant ideals have finite equivariant Gröbner
bases, and when these algorithms will terminate, in particular for the toric ideals of
Chapter 3.
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The second topic covers an assortment of problems in numerical algebraic geome-
try. Numerical algebraic geometry offers strategies to approximately solve polynomial
systems efficiently that would be infeasible for symbolic algorithms. These algorithms
can compute all roots of a zero dimensional system, or even categorize the irreducible
components of a positive dimensional variety. However, a weakness of numerical algo-
rithms has been dealing with singular solutions and describing multiplicity structure
of an ideals components. We develop algorithmic solutions to some of these prob-
lems in the paradigm of numerical algebraic geometry. Chapter 5 introduces the
topic Macaulay dual spaces and how it can be used as a tool for computing local
multiplicity information about an ideal at an approximate zero. Chapter 6 describes
the relationship between the dual space of an ideal at a point and the local Hilbert
function there. This relationship is used to give an algorithm for computing the local
Hilbert polynomial and regularity of an ideal from the dual space. This also leads to
an algorithm to test if a given polynomial is in the ideal, even if the point of interest
has been computed numerically. Finally Chapter 7 applies these tools to solve a crit-
ical problem in numerical primary decomposition: determining if a given point in the
zero set (computed numerically) lies on an embedded prime of an ideal. This work




The focus of the first part of the thesis is on ideals with an action of the infinite sym-
metric group. Such objects have been rediscovered multiple times, arising in several
different areas. Cohen first proved finite generation results for certain polynomial
ideals with symmetry in 1967 in studying metabelain groups [10]. These ideas later
resurfaced in the 2007 work of Aschenbrenner and Hillar [3] with a focus on algebraic
computational for questions coming from chemistry and other applications. Invariant
toric ideals meanwhile were implicitly being utilized as a tool in problems concerning
integer lattices from both algebraic statistics [18] and optimization [13]. Simultane-
ously a more categorical approach to studying families of modules with symmetry
has been developed recently to study problems of representation stability in algebraic
topology [9], as well as other problems in representation theory, and the study of
tensor rank [54][20]. Problems from other diverse areas readily admit descriptions
in the language of invariant ideals, such as the Hadwiger-Nelson problem [25] from
graph theory, and the cap-set problem [22] coming from additive combinatorics.
1.1 Invariant ideal preliminaries
Let R be a commutative K-algebra where K is a Noetherian ring (typically a field),
and let Π be a monoid. Suppose that Π acts on R by K-algebra homomorphisms,
Π→ End(R). In other words R is a Π-algebra: a functor from the category Π to the
category of K-algebras.
Definition 1.1.1. A Π-invariant ideal I ⊆ R is an ideal that is closed under the
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action of Π.
σI ⊆ I for all σ ∈ Π.
Morphisms of Π-algebras are called Π-equivariant maps. A K-algebra homomor-
phism φ : R→ S is Π-equivariant if it commutes with the action of Π, σφ(f) = φ(σf).
Note that if φ is a Π-equivariant map then kerφ is a Π-invariant ideal of R and imφ
a Π-subalgebra of S.
We focus on the case where Π = S∞ with S∞ defined here to be the group of
all permutations of N that fix all but a finite number of elements, S∞ =
⋃
nSn. We
also will typically have R a polynomial algebra over K, or a sub- or quotient-algebra.
The framework of Π-invariant ideals was developed to study the limiting behavior
of families of ideals with symmetry in increasingly many (but finite) variables [3][7].
Example 1.1.2. Let In be the ideal of equations on the entries of n × n matrices
A = (aij) that vanish when rankA ≤ 1. Note that In is invariant under the Sn
action which simultaneously permutes rows and columns. This ideal is generated by
the two-by-two minors,
aijakl − ailakj for i, j, k, l ∈ [n].
Although the number of minors grows in n they are all in the Sn-orbits of a fixed set
of polynomials,
F = {a12a34 − a14a32, a11a23 − a13a21, a11a22 − a12a21}.
where Sn acts by simultaneously permuting rows and columns. There are natural
containments In ⊆ In+1, so one can define the ideal I =
⋃
n∈N In, which is S∞-
invariant and is generated by the S∞-orbits of F .








This description of I captures the structure of the entire family {In}n∈N of truncations.
In general we will denote a Π-invariant ideal I that is generated by the Π-orbits
of a set F as 〈F 〉Π. In the above example,
I = 〈a12a34 − a14a32, a11a23 − a13a21, a11a22 − a12a21〉S∞ .
If X is a set of variables, then [X ] will denote the free commutative monoid
generated by X , and K[X ] the polynomial ring with variables from X . Note that
the monomials in K[X ] form a monoid under multiplication which is exactly [X ].
More generally for an commutative monoid M, we can consider the monoid ring of M
with coefficients in K, which will be denoted KM to maintain consistency with the
previous notation. We will primarily consider the case the Π action on R is through
a Π action on M by monoid endomorphisms.
Ring R has right action of both R and Π, which can together be considered as the
action a single ring R ∗Π referred to as the twisted monoid ring of Π with coefficients
in R. The additive structure of R ∗Π is that of the monoid ring, with elements of the
form
∑
σ∈Π rσσ with only a finite number of non-zero terms. Multiplication is defined
term-wise by
(rσ) · (sτ) = rσ(s) στ
where σ(s) denotes the element of R obtained by applying σ to s. R is then a R ∗Π-
module and a Π-invariant ideal I is exactly an ideal which is an R ∗Π-submodule of
R.
In the case where R = KM and Π acts through an action on M, it is also useful
to define the monoid M ∗Π. This is a semi-direct product of M and Π, although we
will represent pair (m, σ) as mσ. The monoid operation is defined by
(mσ) · (nτ) = mσ(n) στ.
Then M is a M ∗Π-module.
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Definition 1.1.3. A Π-invariant ideal I is Π-finitely generated (or “finitely generated
up to symmetry”) if I = 〈F 〉Π for a finite set F . Equivalently I is finitely generated
as an R ∗ Π-module.
This is the situation that we hope for, since it allows a finite description of the
ideal, which can be used in computation.
1.2 Truncations and FI-modules
A S∞-invariant ideal I is often used to study the limiting behavior of a sequence of
“truncated” ideals I0, I1, I2, . . ., each In beingSn-invariant (such as in Example 1.1.2).
We can formalize this notion through the language of FI-modules introduced in [8].
Define FI as the category with objects the sets [0], [1], [2], . . . where [n] := {1, . . . , n}
and morphisms being all injective maps. In [8] FI is defined to include all finite sets,
but restricting to these representatives will be more convenient for us.
Definition 1.2.1. An FI-module (or FI-algebra) is a functor R from FI to the
category of K-modules (resp. K-algebras).
Each K-module R([n]) is a Sn-representation by applying R to the automor-
phisms of [n]. There are also maps from R([n]) to R([m]) for n ≤ m given by the
injections [n] → [m], which respect these symmetric group actions. Given an FI-
algebra R, an FI-ideal is defined as an FI-module I with each I([n]) an ideal of
R([n]).
Given an FI-algebra R, applying R to the sequence of natural inclusions
[0] →֒ [1] →֒ [2] →֒ · · ·
and then taking the colimit produces a S∞-algebra R. This process defines a functor
F from FI-modules (or algebras) to S∞-modules (resp. algebras). An FI-ideal I of
R corresponds to a S∞-invariant ideal FI of R = FR. We can similarly move in the
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other direction, starting with a S∞-object, and producing its truncations, which will
define an FI-object.
Definition 1.2.2. For f ∈ R, the index support of f is the minimal set M ⊆ N such
that all permutations σ that fix M also fix f . The width of f , denoted w(f) is the
smallest integer n such that M ⊆ [n]. If no such integer exists, w(f) =∞.
The multiplicative identity always has w(1) = 0 because S∞ acts trivially on it.
The following example demonstrates a ring with elements that have infinite width.
Example 1.2.3. Let R be the polynomial ring with variables indexed by the elements
of S∞, K[yσ | σ ∈ S∞], with S∞ acting on variables by τyσ = yτσ. Each variable yσ
(and each non-constant polynomial) has index support N, and so infinite width.
Definition 1.2.4. For M ⊆ N, the truncation of R corresponding to M is
RM := {f ∈ R | index support of f ⊆M}.
We will denote R[n] as Rn, the nth truncation of R, which consists of the elements
with width bounded by n.
We will apply the term width to other objects besides algebra elements. The
width of a S∞-algebra or module R is the smallest n such that R = S∞Rn. The
width of a S∞-equivariant map is the width of its domain.
Proposition 1.2.5. RM is a subalgebra of R. Moreover RM is closed under the
action of SM , the permutations of M considered as a subgroup of S∞.
Proof. Any σ ∈ S∞ that fixes M also fixes any f, g ∈ RM . Because σ acts on R by
K-algebra homomorphism, it also fixes f + g, fg and sf for any s ∈ S, so RM is a
K-algebra.
For τ ∈ SM , τ fixes N \M , and so τ commutes with any σ that fixes M . For
f ∈ RM ,
σ(τf) = τσf = τf,
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which implies τf ∈ RM .
For I a S∞-invariant ideal, IM := I ∩RM is a SM -invariant ideal of RM . We will
primarily consider the sequence of truncations I1, I2, . . . since IM is isomorphic to In
for n = |M |.
Proposition 1.2.6. The truncations of a S∞-invariant ideal I define an FI-module
F by F ([n]) = In.
Proof. Any injective map α : [n] → [m] can be factored into α = σ ◦ ι where ι :
[n] →֒ [m] is the natural inclusion, and σ is a permutation of [m]. Then F (α) is the
composition of the inclusion In →֒ Im and the map on Im induced by σ. It can be
checked that F (βα) = F (β)F (α).
This gives a functor G from S∞-modules (or algebras) to FI-modules (resp. alge-
bras). This G is right adjoint to F defined earlier. Note that any element of R with
infinite width will not appear in any of the truncations of R. As a result FGR is the
subalgebra of R consisting of only the finite width elements.
For the remainder of the work we will require R to have finite width, which implies
that every f ∈ R has finite width. In other words R = FR for some FI-algebra R,
or equivalently R = FGR.
Remark 1.2.7. Let S̃∞ denote the group of all permutations of N, which contains
S∞ as a subgroup. Suppose that R is a S̃∞-algebra. For any polynomial f ∈ R of
finite width, the orbits of f under S̃∞ and S∞ are identical. Therefore in the case
where all elements of R have finite width, S̃∞ and S∞ are interchangeable.
If I is finitely generated up to symmetry, then I has a generating set F in bounded
degree, F ⊂ Rn. In this case the truncations of I stabilize in the sense that Im = SmIn
for all m ≥ n. If R has the property that each Rn is a Noetherian ring (which is
the case in most examples we will consider), then the converse is also true: if the
truncations of I stabilize in this sense, then I is finitely generation up to symmetry.
6
1.3 Π-Noetherianity
Definition 1.3.1. Π-algebra R is Π-Noetherian if every Π-invariant ideal is Π-finitely
generated.
The property of Π-Noetherianity is closed under taking quotients, but not neces-
sarily under taking subalgebras.
When computing with S∞-invariant ideals, it will be useful to introduce a related
monoid Inc(N) which we will define as the set of all strictly increasing functions
N→ N with cofinite image. (Note that as in the case of S∞ versus S̃∞, the cofinite
image condition will turn out not to matter for our purposes.)
Although the elements of Inc(N) are not permutations, a S∞-algebra R is also an
Inc(N)-algebra in a natural way. Given f ∈ R with width k and ρ ∈ Inc(N), there
exists σ ∈ S∞ such that ρ and σ agree on [k]. Define ρf := σf . It can be checked
that this gives a well-defined action of Inc(N) on R.
It also follows that Inc(N)f ⊆ S∞f , so any S∞-invariant ideal is also Inc(N)-
invariant. While the orbit S∞f is generally larger than Inc(N)f , S∞f can be ex-





Proposition 1.3.2. A S∞-invariant ideal I is S∞-finitely generated if and only it
is Inc(N)-finitely generated. If S∞-algebra R is Inc(N)-Noetherian, then it is S∞-
Noetherian.
Theorem 1.3.3 (Cohen [11]; Aschenbrenner-Hillar-Sullivant [4][35]). Let R = K[xi,j |i ∈
[k], j ∈ N] with Inc(N) action on the set of variables by acting on the second index,
σxi,j = xi,σ(j). Then R is Inc(N)-Noetherian.
The proof of this theorem is recounted later in the section, as the ideas will be
used later.
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However for R = K[xi,j |i, j ∈ N] with Inc(N) acting simultaneously on both
indices σxi,j = xσ(i),σ(j), R is not S∞-Noetherian. This is demonstrated by the
following example.
Example 1.3.4 (Aschenbrenner-Hillar [4]).
C = 〈y11, y12y21, y12y23y31, y12y23y34y41, . . .〉S∞ .
Note each monomials in this ring corresponds to a finite directed (multi-)graph on
vertex set N, by taking each variable yi,j to represent an edge (i, j). With that
interpretation in mind, C is the ideal containing the monomials corresponding to
graphs with a directed cycle. Because a cycle of length k does not have any shorter
cycles as subgraphs, no finite set of the family of generators listed above suffices to
generate C.
To prove Theorem 1.3.3, we first need some basic results from order theory.
Definition 1.3.5. A partial order  on a set P is a well-partial-order (or wpo) if for
every infinite sequence p1, p2, . . . in P, there is some i < j such that pi  pj ; see [42]
for alternative characterisations.
For instance, the natural numbers with the usual total order ≤ is a well-partial-
order. The product of a finite collection of partially ordered sets is also a well-partial-
order. This yields Dickson’s Lemma.
Lemma 1.3.6 (Dickson’s Lemma). Nk0 with the entry-wise partial order given by
(a1, . . . , ak) ≤ (b1, . . . , bk) ⇔ ai ≤ bi for all i ∈ [k],
is a well-partial order.
Remark 1.3.7. Dickson’s Lemma implies Hilbert’s basis theorem: thatR = K[x1, . . . , xk]
is Noetherian. Note that the monoid of monomials in R ordered by divisibility is iso-
morphic to (Nk0,≤) as a partially ordered set. Dickson’s Lemma implies then that
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every monomial ideal of R is finitely generated. To extend this result to any ideal I,
fix a monomial order on R. The initial ideal in≥ I is finitely generated by monomials
{m1, . . . , ms}. For each mi, choose polynomial gi ∈ I with in≥ gi = mi. The set
G = {g1, . . . , gs} is a Gröbner basis of I so I is finitely generated.
It is this relationship between Noetherianity and well-partial orders that we will
exploit. Let R be the monoid ring KM of commutative monoid M, and suppose Π
acts on M by monoid endomorphisms. We will refer to the elements of M as the
monomials of R.
Definition 1.3.8. A Π respecting monomial order ≤ on R = KM is a total well-order
on M such that for any pair a < b,
γa < γb for all γ ∈ M ∗Π.
In general, Π respecting monomial orders on R are not guaranteed to exist.
Proposition 1.3.9. If Π is a group and acts non-trivially on M, then R = KM has
no Π respecting monomial orders.
Proof. Assume the contrary and choose m ∈ M and α ∈ Π such that αm 6= m.
Either αm < m or α−1m < m, and assume the former without loss of generality.
Then m > αm > α2m > · · · is an infinite descending chain, contradicting the fact
that ≤ is a well-order.
This immediately excludes the possibility of S∞ respecting orders (unless S∞
acts trivially). Another consequence of the proof is that if ≤ is a Π respecting order
then m ≤ αm for all m ∈ M and α ∈ Π.
The divisibility relation | defined by a|b if there exists a c ∈ M with ac = b is
another partial order on M. Define a third order (which may only be a quasi order),
the Π-divisibility order,  on M by a  b if there exists a γ ∈ M ∗Π such that γa = b.
In the case that R admits a Π respecting monomial order ≤ then  is, indeed, a
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partial order because ≤ refines . To see that, if a  b then b = cσa for c ∈ M and
σ ∈ Π, so then a ≤ σa ≤ cσa.
Proposition 1.3.10. If R = KM admits a Π respecting monomial order, and the
Π-divisibility order  is a well-partial-order, then R is Π-Noetherian.
Proof. This statement was proved in [35] for the case where K is a field.
It is essentially the same as the argument for Hilbert’s Basis Theorem from Dick-
son’s Lemma. For any Π-invariant ideal I, the initial ideal in≥ I is also Π-invariant.
Because  is wpo, in≥ I is Π-finitely generated. For each generator of in≥ I, choose
an element of I with the same lead term. The resulting set is a finite Π-equivariant
Gröbner basis of I and therefore generates I. (See Chapter 4 for definition and details
on equivariant Gröbner bases.)
The more general case of K a Noetherian ring can be proved with the same
argument by incorporating work done in [4].
To work with  we will need Higman’s Lemma [32] which can be seen as a gen-
eralization of Dickson’s Lemma. For a nice proof of Higman’s Lemma we refer to the
paper of Nash-Williams [50].
Lemma 1.3.11 (Higman’s Lemma). Let (P,) be a well-partial-order and let P ∗ :=
⋃∞
l=0 P
l, the set of all finite sequences of elements of P . Define the partial order ′
on P ∗ by (a1, . . . , al) ′ (b1, . . . , bm) if and only if there exists a strictly increasing
function ρ : [l] → [m] such that aj  bρ(j) for all j ∈ [l]. Then ′ is a well-partial-
order.
Proof of Theorem 1.3.3. For R = K[X ] with X = {xi,j | i ∈ [k], j ∈ N}, the monoid




0. For a ∈ [X ] let ã denote the element of
(Nk0)
w(a) obtained by cutting off the trailing zero vectors. By Dickson’s Lemma (Nk0,≤)
is a wpo, and by Higman’s Lemma ((Nk0)
∗,≤′) is then a wpo. Suppose that ã ≤′ b̃ and
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strictly increasing function ρ : [w(a)] → [w(b)] witnesses this relationship. Extend ρ
to a function σ : N→ N in Inc(N). Then σa|b implying a  b. Therefore the Inc(N)-
divisibility order  is also a wpo, and by Proposition 2.4, R is Inc(N)-Noetherian.
1.4 Toric ideals in algebraic statistics
A major driver of the study of S∞-invariant toric ideals is applications to statistics.
Toric ideals naturally arise in the study of log-linear statistical models. We briefly
describe this connection below, and a more detailed account can be found in [21].
We can consider a discrete random variable P with k possible outcomes with
probabilities p1, . . . , pk as a point in Rk. A log-linear model M is the set of such
random variables where the probabilities are parameterized by variables θ1, . . . , θd
according to fixed log-linear relations,
log pi = ai1 log θ1 + · · ·+ aid log θd for i = 1, . . . , k.
When all coefficients aij are non-negative integers, this relationship describes a mono-
mial map
φA : C[p1, . . . , pk]→ C[θ1, . . . , θd]
pv 7→ θAv
where A is the d × k matrix (aij). Let ∆ ⊆ Rk denote the “probability simplex”
defined by pi ≥ 0 for all i and
∑
i pi = 1. Then M = V(ker φA) ∩∆.
The defining ideal kerφA is a toric ideal, generated by binomials in the following
way
ker φA = 〈pv − pw | Av = Aw〉.
Example 1.4.1. Suppose P = (X, Y ) is a joint distribution of two random variables
each of which has possible outcomes from the set [n]. Let pij = Pr(P = (i, j)),
xi = Pr(X = i) and yi = Pr(Y = i). The “independence model” is the set of such
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random variables P where X and Y are independent, in which case pij = xiyj. This
is a log-linear model with parameters x1, . . . , xn, y1, . . . , yn.
Let φ : R → S be the map pij 7→ xiyj where R = C[pij | i, j ∈ [n]] and S =
C[xi, yi | i ∈ [n]]. There is an action of Sn on R and S by permuting indices of
the variables, and φ is Sn-equivariant. Therefore the toric ideal In = kerφ is Sn-
invariant. In fact, In is exactly the ideal defining rank 1 n × n matrices given in
Example 1.1.2.
Suppose one wishes to test if a random variable P belongs to log-linear model
M specified by a d × k matrix A with non-negative integer entries. One might
perform a statistical trial taking N independent samples from P arriving at a data
set u = (u1, . . . , uk) of the number of occurrences of each outcome. The vector b = Au
is called the “sufficient statistic” of u and determines the point in the model that was
most likely to produce sample data u. The fiber of b, F(b) := A−1(b) ∩ Nk0 is the set
of all points with the same sufficient statistic. To test the likelihood of the model
producing u a Monte Carlo Markov chain (MCMC) process called the Metropolis-
Hastings algorithm is used to randomly sample points of F(b). To perform this
algorithm we require a set of vectors in kerA that can be used to walk from point to
point in the fiber. A set of vectors B ⊂ kerA that connects the fiber of any point
b ∈ Nd0 is called a Markov basis of A.
The lattice Nk0 can be related to the monomials of K[y1, . . . , yk], and a binomial
yv − yw ∈ ker φA corresponds to a vector v − w ∈ kerA.
Theorem 1.4.2 (Diaconis–Sturmfels [18]). A set of binomials {yv1 − yw1, . . . , yvs −
yws} with gcd(vi, wi) = 1 generates kerφA if and only if {v1 − w1, . . . , vs − ws} is a
Markov basis for A.
According to this theorem, if we can compute a generating set for the toric ideal of
a log-linear model, we have a Markov basis with which to use the Metropolis-Hastings
algorithm to perform statistical tests.
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Example 1.4.3. Continuing from Example 1.4.1, two n× n matrices have the same
sufficient statistic in the independence model if all corresponding row and column
sums are equal. By Theorem 1.4.2, a Markov basis for the independence model
for two random variables is the set of vectors of the form eij + ekl − eil − ekj with
i, j, k, l ∈ [n] where eij is the unit vector for the (i, j)th entry of an n × n matrix.
(This is the vector corresponding to binomial yijykl−yilykj.) These are matrices with







So for any two matrices with non-negative integer entries that have the same row
and column sums b, there is a path from one to the other in F(b) by adding and
subtracting vectors of the above form.
Many useful families of log-linear models have natural Sn-invariance. If we can
compute a generating set up to symmetry for the corresponding S∞-invariant toric
ideal, then we obtain a Markov basis for all of the truncations.
Definition 1.4.4. For matrix A that defines a S∞-equivariant toric map φA, a S∞-
equivariant Markov basis of A is a set of vectors B such that the S∞-orbits of B form
a Markov basis of A.
Even when n is so large that the full Markov basis becomes intractably large, we
can still efficiently sample Markov moves from a S∞-equivariant Markov basis. For
example this technique was used in [2], with the toric ideal family in Theorem 1.4.9,
to analyze how chromosomes are arranged in the cell nucleus.
S∞-invariant toric ideals in S∞-Noetherian rings (such as in Theorem 1.3.3) nec-
essarily have finite S∞-equivariant Markov bases. However many toric ideals in S∞-
algebras that are not S∞-Noetherian still prove to have finite S∞-equivariant Markov
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bases. In Example 1.1.2 it was shown that the toric ideal corresponding to the inde-
pendence model of two random variables is finitely generated up to symmetry. This
generalizes to any k random variables.
Theorem 1.4.5 (Independence model).
φ : K[y(α1,...,αk) | α1, . . . , αk ∈ N]→ K[zi,j | i ∈ [k], j ∈ N]
y(α1,...,αk) 7→ z1,α1 · · · zk,αk .
ker φ is generated by binomials of degree 2 (corresponding to 2×2 minors of an order
k tensor). A consequence is that ker φ is finitely generated up to symmetry.
The following fact is useful for understanding when S∞-invariant toric ideals are
S∞-finitely generated.
Proposition 1.4.6. Let R = K[Y ] with S∞ acting on Y , and Y having a finite num-
ber of S∞ orbits. For S∞-invariant binomial ideal I ⊆ R, the following statements
are equivalent.
1. I is S∞-finitely generated.
2. I has a binomial generating set of bounded degree.
3. For some d ≥ 0 every truncation In has a binomial generating set of degree ≤ d.
Proof. It is clear that (1) implies (2). Also (2) and (3) are equivalent since a union
over n ∈ N of the generators of the truncations In forms a generating set of I. To
show that (2) implies (1), let k = maxy∈Y |index support of y|, which is finite since
Y has a finite number of orbits. A degree d binomial f contains at most 2d distinct
variables, so the index support of f has size at most 2kd. Therefore σf ∈ I2kd for
some σ ∈ S∞. Note that R2kd is a Noetherian ring, so I2kd is finitely generated by
binomials. The S∞ orbits of such a generating set of I2kd generate I.
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A family of models generalizing independence models are hierarchical models. Let
V = (V1, . . . , Vm) be a finite collection of random variables with each Vi taking values
from the set Ci and let C = C1 × · · · × Cm be the set of outcomes of V . Let Γ
be a collection of subsets of [m] (i.e. a hypergraph on vertex set [m]) representing
dependence relations among the variables. For F ∈ Γ let CF denote the set of
outcomes of the variables in F and for c ∈ C let c|F ∈ CF be the vector of entries of





with parameters qF,d for each F ∈ Γ and d ∈ CF . This gives rise to monomial map





If Γ consists of only the singleton sets {1}, . . . , {m} then the hierarchical model is
exactly the independence model of V1, . . . , Vm.
Theorem 1.4.7 (Independent Set Theorem; Hillar–Sullivant [35]). Suppose T ⊆ V
is an independent set of hypergraph Γ (every edge of Γ contains at most one vertex in
T ). Suppose that for each i ∈ T , Ci = N, while for i /∈ T , Ci is a finite set. Let S∞
act on C[pc | c ∈ C] by permuting each Ci for i ∈ T . Then kerφΓ is finitely generated
up to symmetry.
Conversely, when the graph Γ has an edge containing more than one vertex with
an infinite number of outcomes, the corresponding ideal is typically not S∞-finitely
generated. This is illustrated in the following “no hope” theorem of de Loera and
Onn, where the underlying graph Γ is the triangle {1, 2}, {2, 3}, {1, 3}.
Theorem 1.4.8 (de Loera–Onn [14]). Let φ be the following S∞-equivariant mono-
mial map, with S∞ acting on indices i and j,
φ : K[yi,j,k | i, j ∈ N, k ∈ [3]]→ K[wi,j, xj,k, zi,k | i, j ∈ N, k ∈ [3]]
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yi,j,k 7→ wi,j, xj,k, zi,k.
The S∞-invariant toric ideal kerφ is not S∞-finitely generated.
Some other examples of S∞-finite generation results are given below.
Theorem 1.4.9 (de Loera–Sturmfels–Thomas [15]). Let φ be the following S∞-
equivariant monomial map, with S∞ acting on indices i and j.
φ : K[y{i,j} | i, j ∈ N distinct]→ K[zi | i ∈ N]
y{i,j} 7→ zizj .
Then ker φ = 〈y{1,2}y{3,4} − y{1,4}y{2,3}〉S∞.
Theorem 1.4.10 (Aoki–Takemura [1]). Let φ be the following S∞-equivariant mono-
mial map, with S∞ acting on indices i and j.
φ : K[yi,j | i, j ∈ N distinct]→ K[zi | i ∈ N]
y(i,j) 7→ zizj .
Then ker φ = 〈y1,2y2,3y3,1 − y2,1y3,2y1,3, y1,2y3,4 − y1,4y3,2〉S∞.
A proof of the above theorem is given after Corollary 2.3.3. The statement was
recently generalized to allow the variables of the domain ring to have an arbitrary
number of indices, stated below. These two theorems will be very useful to us later
on, as many more general S∞-equivariant toric maps factor through maps of this
form.
Theorem 1.4.11 (Ogawa–Takemura–Yamaguchi [59]). Let φ be the following S∞-
equivariant monomial map, with S∞ acting on indices α1, . . . , αk in the domain ring
and on j in the codomain ring,
φ : K[y(α1,...,αk) | α1, . . . , αk ∈ N distinct]→ K[zi,j | i ∈ [k], j ∈ N]
y(α1,...,αk) 7→ z1α1 · · · zk,αk .
ker φ is generated by binomials of degree ≤ 3.
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They did not originally state their result in this language, instead proving the
degree bound for the truncations of kerφ, but by Proposition 1.4.6 this is equivalent.
A trend in these results is that in each case the orbits of variables in the codomain
ring each have at most one index that runs to infinity, similar to the rings considered
in Theorem 1.3.3. Several other examples where this occurred were also conjectured




NOETHERIANITY OF SYMMETRIC TORIC IDEALS
2.1 Statement of main theorem
Let R = K[Y ] where Y is a set of variables with an action of S∞. Assume that Y
consists of a finite number of S∞-orbits, and that every variable has finite width. Let
K[Z] have variable set Z = {zi,j | i ∈ [k], j ∈ N} with S∞ acting on the second index
(the same form described in Theorem 1.3.3).
Theorem 2.1.1. Let φ : K[Y ] → K[Z] be a S∞-equivariant homomorphism that
maps each y ∈ Y to a monomial in the zij. Then kerφ is generated by finitely many
Inc(N)-orbits of binomials, and imφ ∼= K[Y ]/ ker φ is an Inc(N)-Noetherian ring.
The proof of Theorem 2.1.1 is joint work with Jan Draisma, Rob Eggermont
and Anton Leykin, and occupies the remainder of the section. This work originally
appeared in [19].
If an ideal isS∞-invariant, then it is Inc(N)-invariant, so the last statement implies
that K[Y ]/ kerφ is S∞-Noetherian. The conditions in the theorem are sharp in the
following senses.
1. The ringK[Y ] itself is typically notS∞-Noetherian, let alone Inc(N)-Noetherian,
as shown by Example 1.3.4.
2. The R-algebra K[Z] is S∞-Noetherian, and even Inc(N)-Noetherian [11, 35]—
this is the special case of our theorem where Y = Z and φ is the identity—but
S∞-stable subalgebras of K[Z] need not be, even when generated by finitely
many S∞-orbits of polynomials. For instance, an (as yet) unpublished theorem
18
due to Krasilnikov says that in characteristic 2, the ring generated by all 2× 2-
minors of a 2×N-matrix of variables is not S∞-Noetherian. Put differently, we
do not know if the finite generatedness of ker φ in the Main Theorem continues
to hold if φ is an arbitrary S∞-equivariant homomorphism, but certainly the
quotient is not, in general, S∞-Noetherian.
3. Moreover, subalgebras of K[Z] generated by finitely many Inc(N)-orbits of
monomials need not be Inc(N)-Noetherian; see Krasilnikov’s example in [35].
However, our Main Theorem implies that subalgebras of K[Z] generated by
finitely many S∞-orbits of monomials are Inc(N)-Noetherian.
Our Main Theorem applies to many problems on Markov bases of families of point
sets. In such applications, the following strengthening is sometimes useful.
Corollary 2.1.2. Assume that S∞ has only finitely many orbits on Y, and let S be
an K-algebra with trivial S∞-action. Let φ : K[Y ] → S[Z] be a S∞-equivariant K-
algebra homomorphism that maps each y ∈ Y to an element of S times a monomial
in the zij. Then kerφ is generated by finitely many Inc(N)-orbits of binomials, and
imφ ∼= K[Y ]/ kerφ is an Inc(N)-Noetherian ring.
Proof of the Corollary given Theorem 2.1.1. Let yp, p ∈ [N ] be representatives of the
S∞-orbits on Y. Then for all p ∈ [N ] and π ∈ S∞ we have φ(πyp) = spπup for some
monomial up in the zij and some sp in S. Apply the Main Theorem to Y
′ := Y × N
and Z ∪ Z ′ with Z ′ := {z′p,j | p ∈ [N ], j ∈ N} and φ′ the map that sends the variable
(πyp, j) to z
′












of S∞-equivariant R-algebra homomorphisms. By the Theorem 2.1.1, imφ
′ is Inc(N)-
Noetherian, hence so is its image under ψ; and this image equals imφ because ρ is
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surjective. Similarly, ker(ψ ◦ φ′) is generated by finitely many Inc(N)-orbits (because
this is the case for both ker φ′ and kerψ|imφ′), hence so is its image under ρ; and this
image is ker φ because ρ is surjective.
Here are some consequences of Theorem 2.1.1.
1. Theorem 2.1.1 implies [4, Conjecture 5.10] that chains of ideals arising as kernels
of monomial maps of the form yi1,...,ik 7→ za1i1 · · · z
ak
ik
, where the indices i1, . . . , ik
are required to be distinct, stabilize. In [4] this is proved in the squarefree case,
where the aj are equal to 1. In the Laurent polynomial setting more is known
[33].
2. A consequence of [16] is that for any n ≥ 4 the vertex set {vij := ei + ej | i 6=
j} ⊆ Rn of the (n − 1)-dimensional second hypersimplex has a Markov basis
corresponding to the relations vij = vji and vij + vkl = vil + vkj. Here is a
qualitative generalisation of this fact. Let m and k be fixed natural numbers.
For every n ∈ N consider a finite set Pn ⊆ Zm × Zk×n. Let Sn act trivially on
Zm and by permuting columns on Zk×n. Assume that there exists an n0 such
that SnPn0 = Pn for n ≥ n0; here we think of Zk×n0 as the subset of Zk×n
where the last n−n0 columns are zero. Then Corollary 2.1.2 implies that there
exists an n1 such that for any Markov basis Mn1 for the relations among the
points in Pn1, SnMn1 is a Markov basis for Pn for all n ≥ n1. For the second
hypersimplex, n0 equals 2 and n1 equals 4.
3. A special case of the previous consequence is the Independent Set Theorem of
[35]. We briefly illustrate how to derive it directly from Corollary 2.1.2. Let m
be a natural number and let Γ be a family of subsets of a finite set [m]. Let T
be a subset of [m] and assume that each F ∈ Γ contains at most one element of
T . In other words, T is an independent set in the hypergraph determined by Γ.




and Z := {zF,α | F ∈ Γ, α ∈ NF∩T ×
∏
F\T [rt]}, and let φ be the homomorphism
Z[Y ] → Z[Z] that maps yα to
∏
F∈Γ zF,α|F , where α|F is the restriction of α
from [m] to F . Then φ is equivariant with respect to the action of S∞ on
the variables induced by the diagonal action of S∞ on NT , and (a strong form
of) the Independent Set Theorem boils down to the statement that ker φ is
generated by finitely many S∞-orbits of binomials. By the condition that T is
an independent set, each z-variable has at most one index running through all
of N. Setting S to be Z[zF,α | F ∩T = ∅], we find that Y, S, the remaining zF,α-
variables, with |F ∩T | = 1, and the map φ satisfy the conditions of the corollary.
The conclusion of the corollary now implies the Independent Set Theorem.
The remainder of the proof is organized as follows: In Section 2.2 we reduce
Theorem 2.1.1 to a particular class of maps φ related tomatching monoids of complete
bipartite graphs. For these maps, finite generation of the kernel follows from recent
results on the Birkhoff model [59]; see Section 2.3, where we also describe the image
of φ. In Section 2.4 we prove Noetherianity of imφ, still for our special φ. As in
[11, 35], the strategy in Section 2.4 is to prove that a partial order on certain monoids
is a well-partial-order. In our case, these are said matching monoids, and the proof
that they are well-partially-ordered is quite subtle.
2.2 Reduction to matching monoids
In this section we reduce the Theorem 2.1.1 to a special case to be treated in the next
two sections. To formulate this special case, let N ∈ N0 and for each p ∈ [N ] let kp ∈
N0. First, introduce a set Y ′ of variables y′p,J where p ∈ [N ] and J = (jl)l∈[kp] ∈ N[kp]
is a kp-tuple of distinct natural numbers. The group S∞ acts on Y
′ by πy′p,J = y
′
p,π(J)
where π(J) = (π(jl))l∈[kp]. This action has finitely many orbits and every variable
has finite width. Second, let X be a set of variables xp,l,j with p ∈ [N ], l ∈ [kp], j ∈ N
and let S∞ act on X by its action on the last index.
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xp,l,jl. Then Theorem 2.1.1 implies that ker φ
′ is generated by finitely
many Inc(N)-orbits of binomials, and that imφ′ is an Inc(N)-Noetherian ring. Con-
versely, if these two statements hold for all choices of N, k1, . . . , kN ∈ N0, then The-
orem 2.1.1 holds.
Proof. The first statement is immediate—note that the pair (p, l) comprising the first
two indices of the variables xp,l,j takes on finitely many, namely,
∑
p kp values.
For the second statement, consider a monomial map φ : K[Y ] → K[Z] with
Z = {zi,j | i ∈ [k], j ∈ N} as in the Main Theorem. Let N be the number of S∞-
orbits on Y and let yp, p ∈ [N ] be representatives of the orbits. Set kp := kyp for
p ∈ [N ], so that πyp depends only on the restriction of π ∈ S∞ to [kp]. We have thus
determined the values of N and the kp, and we let Y
′, X be as above.
Let ψ : K[Y ′] → K[Y ] be the K-algebra homomorphism defined by sending y′p,J
to πyp for any π ∈ S∞ satisfying π(l) = jl, l ∈ [kp]. This homomorphism is S∞-
equivariant. The composition φ′′ := φ ◦ ψ : K[Y ′] → K[Z] satisfies the conditions of
the Main Theorem. Since ψ is surjective, it maps any generating set for kerφ′′ onto
a generating set for ker φ; moreover, we have imφ′′ = imφ. Hence the conclusions of
the Main Theorem for φ′′ imply those for φ.




i,j . Observe that dp,i,j = 0 whenever j 6∈ J ,
using the fact that any permutation that fixes J also fixes yp,J , and hence must also
fix φ′′(yp,J) by S∞-equivariance. Now let φ
′ : K[Y ′] → K[X ] be as above and define




i,j . By construction, we have ρ ◦ φ′ = φ′′.
Now imφ′′ is a quotient of imφ′ and ker φ′′ is generated by ker φ′ together with
pre-images of generators of ker(ρ|imφ′), hence the conclusions of the Main Theorem
for φ′ imply those for φ′′, as desired.
In what follows, we will drop the accents on the y-variables and write Y for
the set of variables yp,J , X for the set of variables xp,l,j, and φ for the R-algebra
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homomorphism




Monomials in the xp,l,j will be denoted x
A where A ∈ ∏p∈[N ]N
[kp]×N
0 is an [N ]-tuple
of finite-by-infinite matrices Ap. Note that φ(yp,J) equals x
A where only the p-th
component Ap of A is non-zero and in fact has all row sums equal to 1, all column
sums labelled by J equal to 1, and all other column sums equal to 0. Thus Ap
can be thought of as the adjacency matrix of a matching of the maximal size kp in
the complete bipartite graph with bipartition [kp]
⊔
N. Thus the monomials in imφ
form the commutative monoid generated by such matchings (with p varying). We
call a monoid like this a matching monoid. In the next section we characterize these
monomials among all monomials in the xp,l,j, and find a bound on the relations among
the φ(yp,J).
0 1
0 1 2 3 4 5
· · ·
0 1
0 1 2 3 4 5
· · ·
0 1
0 1 2 3 4 5
· · ·
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1 0 1 0 0 0 · · ·




Figure 1: A bipartite graph on [2]
⊔
N and its corresponding monomial x
Ap
p (top).





2.3 Relations among matchings
We retain the setting at the end of the previous section: Y is the set of variables yp,J
with p running through [N ] and J ∈ N[kp] running through the [kp]-tuples of distinct
natural numbers; X is the set of variables xp,l,j with p ∈ [N ], l ∈ [kp], j ∈ N, and φ is
the map in (2.2.1). In this section we describe both the kernel and the image of φ.
Note that if some kp is zero, then the corresponding (single) variable yp,() is mapped
by φ to 1. The image of φ does not change if we disregard those p, and the kernel
changes only in that we forget about the generators yp,() − 1. Hence we may and
will assume that all kp are strictly positive. The following lemma gives a complete
characterization of the xA in the image of φ.
Proposition 2.3.1. For an [N ]-tuple A ∈∏p∈[N ]N
[kp]×N
0 the monomial x
A lies in the
image of φ if and only if for all p ∈ [N ] the matrix Ap ∈ N[kp]×N0 has all row sums
equal to a number dp ∈ N0 and all column sums less than or equal to dp.
We call the cone of such A satisfying these inequalitiesM. Proposition 2.4.1 can
then be restated as imφ ∼= KM, by consideringM with addition as a monoid.
Note that dp is unique since all kp are strictly positive. We call the vector (dp)p
the multi-degree of A and of xA.
Remark 2.3.2. By replacing N with [n] for some natural number n greater than or
equal to the maximum of the kp, the proposition boils down to the statement that for





i aij ≤ 1 is normal (in the case where n = kp this is the celebrated Birkhoff
polytope). This is a not new result; in fact, this polytope satisfies a stronger property,
namely, it is compressed. This follows, for instance, from [58, Theorem 2.4] or from
the main theorem of [51]; see also [59, Section 4.2]. For completeness, we include a
proof of the proposition using elementary properties of matchings in bipartite graphs.
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Proof. Let xp denote the vector of variables xp,l,j for l ∈ [kp] and j ∈ N. By definition
of φ, the monomial xA lies in imφ if and only if the monomial x
Ap
p lies in imφ for all
p ∈ [N ]. Thus it suffices to prove that xApp lies in imφ if and only if all row sums of
Ap are equal, say to d ∈ N0, and all column sums of Ap are at most d. The “only if”
part is clear, since every variable yp,J is mapped to a monomial x
B
p where B ∈ N[kp]×N0
has all row sums 1 and all column sums at most 1. For the “if” part we proceed by
induction on d: assume that the statement holds for d− 1, and consider a matrix Ap
with row sums d and column sums ≤ d, where d is at least 1. Clearly, the “if” part
is true in the case d = 0.
Think of Ap as the adjacency matrix of a bipartite graph Γ (with multiple edges)
with bipartition [kp]
⊔
N (see Figure 1). With this viewpoint in mind, we will invoke
some standard results from combinatorics, and refer to [53, Chapter 16]. The first
observation is that Γ contains a matching that covers all vertices in [kp]. Indeed,









with A11 ∈ N[l]×[l−1]0 for some l, 1 ≤ l ≤ kp. But then the entries of A11 added row-wise
add up to ld, and added column-wise add up to at most (l − 1)d, a contradiction.
Hence Γ contains a matching that covers all of [kp]. Next, let S ⊆ N be the set of
column indices where Ap has column sum equal to the upper bound d. We claim
that Γ contains a matching that covers all of S. Indeed, otherwise, again by Hall’s








with A11 ∈ N[l−1]×[l]0 for some l, 1 ≤ l ≤ |S|; here the first l columns correspond to a
subset of the original S. Now the entries of A11 added columnwise yield ld, while the
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entries of A11 added rowwise yield at most (l − 1)d, a contradiction.
Finally, we invoke a standard result in matching theory (see [53, Theorem 16.8]),
namely that since Γ contains a matching that covers all of [kp] and a matching that
covers all of S, it also contains a matching that covers both. Let B be the adjacency
matrix of this matching, so that B has all row sums 1 and all column sums ≤ 1,
with equality at least in the columns labelled by S. Then A′p := Ap − B satisfies the
induction hypothesis for d − 1, so xA
′
p
p ∈ imφ. Also, xBp = φ(yp,J), where ja ∈ N is
the neighbour of a ∈ [kp] in the matching given by B. Hence, xApp = xA
′
p
p xBp ∈ imφ as
claimed.
This concludes the description of the image of φ.
Next we show that the kernel of φ is finitely generated. Variables from Y in
separate orbits are mapped by φ to monomials of separate sets of variables in X , so
there are no relations in ker φ between variables from different orbits. Therefore we
can compute generating sets in each orbit separately and then take the union. Fixing
p and letting k = kp, the restriction of φ to the pth orbit of variables is a map of the
form





Note that this map φ(k) is exactly the one treated in Theorem 1.4.11 [59], which
states that kerφ(k) is generated by binomials of degree at most 3. A consequence is
that the kernel is finitely generated up to symmetry.
Taking the union over all p of sets of generators for each individual p yields a set
of generators for the kernel of φ. Bounding the degree of the generators is sufficient
to show that there are finitely many up to S∞ action. Each variable yp,J has index
support of size kp, so a degree d binomial in the pth orbit has index support of size
≤ 2dkp. The binomial has a S∞ orbit representative in width ≤ 2dkp and there are
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only a finite number of binomials in bounded width of bounded degree.
Corollary 2.3.3. The kernel of φ from (2.2.1) is generated by finitely many Inc(N)-
orbits of binomials.
In the cases of k = 2 a generating set up to symmetry of kerφ(2) is given in
Theorem 1.4.10, which consists of the 3-cycle cubic y1,2y2,3y3,1 − y2,1y3,2y1,3 and the
basic quadric y1,2y3,4 − y1,4y3,2 generate ker φ(2) up to symmetry.
We give a short proof here due to Jan Draisma and Jan-Willem Knopper, for the
sake of completeness.
Proof of Proposition 1.4.10. Representing a variable yi,j as a directed edge i → j,
monomials in K[yi,j] correspond to finite loop-free directed multigraphs on N. For
each such graph G, let yG denote corresponding monomial. A binomial yG − yH ∈
ker(φ) corresponds to a pair of graphs with the same in-degree and out-degree on
each vertex. The proof is by induction on the degree d of the binomial. If G and H
share an edge, we can divide by that edge and are done by induction. If they don’t
share an edge, then it suffices to find an applicable 3-cycle cubic or basic quadric to
either G or H and obtain a new graph G′ or H ′ which shares an edge with H or G,
respectively.
Without loss of generality, let (1, 2) ∈ G be an edge. Then H has an edge out
from 1, which we can assume is (1, 3), and an edge (i, 2) with i 6= 1. If i 6= 3, apply
the basic quadric to the edges (1, 3) and (i, 2) to get a graph H ′ with edges (1, 2)
and (i, 3). Now G and H ′ share the edge (1, 2). If i = 3, then G has edges (3, j) and
(k, 3) with j 6= 2 and k 6= 1. If j 6= 1 then apply the basic quadric to (3, j) and (1, 2)
to get G′ with (3, 2) and (1, j), sharing (3, 2) with H . Similarly, if k 6= 2, apply the
basic quadric to (k, 3) and (1, 2). Finally, if j = 1 and k = 2, then G has a 3-cycle
(1, 2), (2, 3), (3, 1). Applying the 3-cycle cubic to reverse the direction produces G′
with (2, 1), (3, 2), (1, 3) which has edges in common with H .
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2.4 Noetherianity of matching monoid rings
By Corollary 2.3.3 and Proposition 2.2.1, Main Theorem follows from the following
proposition.
Proposition 2.4.1. The ring S = K[xA | A ∈ M] ∼= KM is Inc(N)-Noetherian,
whereM⊆∏p∈[N ]N
[kp]×N
0 is the cone defined in Proposition .
The actions of S∞ and Inc(N) on M must be such that πxA = xπA so they act
by permuting or shifting columns. The π(j)-th column of the matrix (πA)p equals
the j-th column of Ap. Let dA = (dA,p)p ∈ N[N ]0 denote the multi-degree of A; recall
that this means that all row sums of Ap are equal to dA,p. To prove Noetherianity we
will prove that the Inc(N)-divisibility partial order  onM is a well-partial-order.
Note that KM can be given a monomial order which respects the Inc(N)-action.
For example, take the lexicographic order, where the variables xp,i,j are ordered by
their indices: xp,i,j < xp′,i′,j′ if and only if p < p
′; or p = p′ and j < j′; or p = p′,
j = j′, and i < i′. Therefore if we can show  is a wpo then Proposition holds.
Note that A  B if and only if there is π ∈ Inc(N) such that B − πA ∈ M.
Note that A  B not only implies there is some π ∈ Inc(N) such that all Ap,i,j ≤
Bp,i,π(j), but additionally that all (N -tuples of) column sums of B − πA are at most
dB−dA ∈ N[N ]0 . This prevents us from applying Higman’s Lemma directly to (M,).
To encode this condition on column sums, for any A ∈ M, let Ã ∈ ∏p∈[N ]N
[kp+1]×N
0
be the N -tuple of matrices such that for all p ∈ [N ], the first kp rows of Ãp are equal





Ap,i,j for i < kp, and
dA,p −
∑kp−1
l=0 Ap,l,j for i = kp.
We let M̃ be the set of N -tuples of matrices of the form Ã with A ∈M. It is precisely
the set of N -tuples of matrices of the form Ã ∈ ∏p∈[N ]N
[kp+1]×N
0 with the property
that there exists a dA ∈ N[N ]0 such that for each p ∈ [N ] the first kp row sums of Ap
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are equal to dA,p and all column sums of Ap are equal to dA,p. Since A ∈ M has
only finitely many N -tuples of non-zero columns, Ã will have all but finitely many
N -tuples of columns equal to ((0, . . . , 0, dA,p)
T )p∈[N ]. Such N -tuples of columns will
be called trivial (of degree dA). The N -tuple of jth columns of Ã will be denoted Ã··j.
We define the action of Inc(N) on M̃ as π(Ã) = π̃(A). Note that for any j /∈ im(π),
the column (πÃ)··j is trivial of degree dA, rather than uniformly zero.
Proposition 2.4.2. For A,B ∈ M, A  B if and only if there is π ∈ Inc(N) such
that πÃ ≤ B̃ entry-wise.
Proof. The condition that (πÃ)p,i,j ≤ B̃p,i,j for all p ∈ [N ], all i < kp, and all j ∈ N
is equivalent to the condition that B − πA is non-negative. Using the fact that




the condition that B̃p,kp,j − (πÃ)p,kp,j ≥ 0 for all p ∈ [N ] and all j ∈ N is equivalent
to the condition that every N -tuple of column sums of B − πA is less than or equal
to dB − dA. Therefore πÃ ≤ B̃ if and only if B − πA ∈M.




3 0 0 0 0 · · ·
0 1 1 1 0 · · ·

 , B =


3 1 0 0 0 · · ·
0 2 1 1 0 · · ·

 .




3 0 0 0 0 · · ·
0 1 1 1 0 · · ·






3 1 0 0 0 · · ·
0 2 1 1 0 · · ·




and note that there is no π ∈ Inc(N) such that πÃ ≤ B̃.
We will work with finite truncations of N -tuples of matrices in M̃. Let H be the




0 such that there exists dA ∈ N[N ]0
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such that for all p, all column sums of Ap are equal to dA,p and the first kp row sums
are at most dA,p; we call dA the multi-degree of A. Note that the condition on row
sums is relaxed, which will allow us to freely remove columns from matrices while
still remaining in the set H. For A ∈ H the number of columns of A is called the
length of A and denoted ℓA. We give H the partial order  defined as follows. For
A,B ∈ H, A  B if and only if there is a strictly increasing map ρ : [ℓA]→ [ℓB] such
that ρA ≤ B. Just as in M̃, here ρA is defined by (ρA)··j = A··ρ−1(j) for j ∈ im(ρ),
and (ρA)··j trivial (of degree dA) for j ∈ [ℓB] \ im(ρ). For an N -tuple of matrices A
and a set J ⊂ N, let A··J denote the N -tuple of matrices obtained from A by taking
only the columns A··j with j ∈ J .
Some care must be taken in the definition of H since we allow matrices with no
columns. In all other cases, the degree of A ∈ H is uniquely determined by its entries.
However for the length 0 case the degree is arbitrary, so we will consider H as having
a distinct length 0 element Zd with degree d for each d ∈ N[N ]0 , and we define Zd  A
if and only if d ≤ dA. Additionally, define A··∅ = ZdA.
Definition 2.4.4. For A ∈ H, the N -tuple of jth columns of A is bad if for some
p ∈ [N ], we have Ap,kp,j < dA,p/2. If Ap,kp,j < dA,p/2, we will call j a bad index of A
(with respect to p). Let Ht denote the set of N -tuples of matrices in H with exactly
t bad indices.
We will use induction on t to show that (Ht,) is well-partially ordered for all
t ∈ N0. This will in turn be used to prove that (H,) and then (M̃,) are well-
partially ordered. First we prove the base case:
Proposition 2.4.5. (H0,) is well-partially ordered.
Proof. Let A(1), A(2), . . . be any infinite sequence in H0. We will show that there are
r < s such that A(r)  A(s).
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Fix p ∈ [N ]. There are now two possibilities: either the degrees of the elements




p , . . . are bounded by some dp ∈ N0, or they are not. In the
former case, it follows that the number of non-trivial columns in any A
(r)
p is bounded








p , . . . such that every










p , . . . with the property that dB(s+1),p ≥ 2dB(s),p for all s ∈ N.
In either case, without loss of generality, we replace A(1), A(2), . . . by B(1), B(2), . . ..
We repeat this procedure for all p ∈ [N ], and we find that A(1), A(2), . . . contains a sub-
sequence B(1), B(2), . . . such that for all p ∈ [N ], one of the following two statements
holds.
1 Both dB(t),p and the number of non-trivial columns in Bp are constant.
2 We have dB(t+1),p ≥ 2dB(t),p for all t.
It now suffices to show that there are r < s such that B(r)  B(s) for all r <
s. Define the partial order ⊑ on H0 by A ⊑ B if and only if there exists strictly
increasing ρ : [ℓA]→ [ℓB] such that A··j ≤ B··ρ(j) for all j ∈ [ℓA]. By Higman’s Lemma
(Lemma 1.3.11), ⊑ is a wpo. This means that there exist r < s such that B(r) ⊑ B(s).
Fix such a pair r < s. We will show that B(r)  B(s).
Let ρ : [ℓB(r)]→ [ℓB(s) ] be a strictly increasing map that witnesses B(r) ⊑ B(s). We
claim that it also witnesses B(r)  B(s). For this, we have to show that ρB(r) ≤ B(s).
By the properties of ⊑, we already have (ρB(r))··ρ(j) ≤ B(s)··ρ(j), which is to say that it
suffices to show that for all j /∈ im(ρ), we have dB(r) ≤ (B(s)p,kp,j)p∈[N ].
Let p ∈ [N ]. Suppose we are in the case that both dB(t),p and the number of
non-trivial columns in Bp are constant. Since ρ must map non-trivial columns of B
(r)
p
to non-trivial columns of B
(s)




p is trivial, and hence (B
(s)
p,kp,j
) = dB(s),p. But the latter equals dB(r),p, so certainly
dB(r),p ≤ (B(s)p,kp,j).








This is exactly what we wanted to show.
So in both cases, we find that dB(r),p ≤ B(s)p,kp,j for all j /∈ im(ρ). This is true for
all p, so we have dB(r) ≤ (B(s)p,kp,j)p∈[N ]. We conclude that B(r)  B(s), as we wanted
to show.
Proposition 2.4.6. (Ht,) is well-partially ordered for all t ∈ N0.
Proof. The base case, t = 0, is given by Proposition 2.4.5. For t > 0, assume by
induction that (Ht−1,) is well-partially ordered. For any A ∈ Ht, let jA be the
largest bad index of A. Then A can be decomposed into three parts: the N -tuple of
matrices of all N -tuples of columns before jA, A··jA itself, and the N -tuple of matrices
of all N -tuples of columns after jA. This decomposition is represented by the map






A 7→ (A··{0,...,jA−1}, A··jA, A··{jA+1,...,ℓA−1}).




0 × H0 be the product order of the
wpos (Ht−1,), (N[k+1]0 ,≤) and (H0,). Note that the product order of any finite
number of wpos is also a wpo. Suppose for some A,B ∈ Ht that δ(A) ⊑ δ(B). This
implies that A··jA ≤ B··jB and that there exist strictly increasing maps ρ and σ such
that ρ(A··[jA]) ≤ B··[jB] and σ(A··{jA+1,...,ℓA−1}) ≤ B··{jB+1,...,ℓB−1}. We combine these





ρ(j) for 0 ≤ j < jA
jB for j = jA
σ(j − jA − 1) + jB + 1 for jA < j < ℓA
,
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Figure 2: δ(A) ⊑ δ(B) implies A  B.
Proposition 2.4.7. (H,) is well-partially ordered.




Ap,i,j. Letting Jp ⊂ N be the set of bad indices of A with respect to















with the last inequality due to the row sum condition on Ap. Therefore |Jp| ≤ 2kp−1,
and hence |J | ≤ 2∑p∈[N ] kp −N .
Let A(1), A(2), . . . be any infinite sequence in H. Since the numbers of bad N -tuples
of columns of elements of H are bounded by 2
∑
p∈[N ] kp−N there exists a subsequence
which is contained in Ht for some 0 ≤ t ≤ 2
∑
p∈[N ] kp − N . By Proposition 2.4.6
there is r < s with A(r)  A(s).
Proposition 2.4.8. (M,) is well-partially ordered.
Proof. Let A(1), A(2), . . . be any infinite sequence in M. Each A(r) has some jr > 0
such that all N -tuples of columns A
(r)







, . . . in H obtained by truncating each Ã(r) to the first jr N -tuples of
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The remaining N -tuples of columns of πÃ(r) and Ã(s) are trivial, so πÃ(r) ≤ Ã(s)
follows from the fact that dA(r) ≤ dA(s). Therefore A(r)  A(s) by Proposition 2.4.2.
Applying Proposition 2.4 to the monoidM proves that the ring KM is Inc(N)-
Noetherian. This concludes the proof of Proposition 2.4.1.
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CHAPTER III
EQUIVARIANT MARKOV BASES AND LATTICE BASES
3.1 Equivariant Markov bases
In light of the Independent Set Theorem (Theorem 1.4.7) of Hillar and Sullivant [34]
and Theorem 2.1.1 that generalizes it, many symmetric toric ideals are known to be
finitely generated up to symmetry. However computing generating sets of such ideals
is still a difficult task in general. One strategy is to use equivariant Gröbner basis
algorithms, but often much smaller generating sets exist. We make some preliminary
progress on the problem by producing explicit formulas for the minimal generating
sets of the first family of equivariant ideals for which they were not previously known.
The work in this chapter is joint with Thomas Kahle and Anton Leykin, and appears
in [37]
The case we consider is the kernel of S∞-equivariant monomial map π : K[Y ]→
K[Z] where Y has one S∞ orbit with k1 = 2. Here Y := {yij | i, j ∈ N, i 6= j} and
Z := {zij | i ∈ [k], j ∈ N} with S∞ acting on Y and Z by
σ(zij) = ziσ(j) and σ(yij) = yσ(i)σ(j).
One could hope to compute an equivariant Markov basis of ker(π) by computing a
(usual) Markov basisMn for some n-th truncation ker(π)n = ker(π)∩K[Yn] and check
if it Sn+l-generates ker(π)n+l, for sufficiently many l. Unfortunately it is unknown
how large l needs to be to guarantee stabilization.
We factor the map π as in the previous chapter
π : K[Y ]




where Aψ is a k × 2 matrix with non-negative integer entries.
Since ker π is completely determined by kerAψ, there are three cases to consider
based on the rank of Aψ. If rankAψ = 0 then ker π = 〈y12 − 1〉S∞ . If rankAψ = 2
then ker π = ker φ and this case has been solved in Theorem 1.4.10.
The outstanding non-trivial case is when rankAψ = 1. Here kerAψ will be spanned
by a vector (b,−a)T where a, b are non-negative integers. The case that a = 0 is also
trivial with ker π = 〈y21 − y31〉S∞ and similarly for b = 0. We then assume without




for relatively prime positive integers a, b. This is
the case that Z = {zi | i ∈ N} and
π : yij 7→ zai zbj . (3.1.2)
The union of a Markov basis for ker(φ) and the pullback of a Markov basis of
im(φ) ∩ ker(ψ) forms a Markov basis for ker(π). Generators of ker(φ) are proved in
Theorem 1.4.10 to be {y12y23y31 − y21y32y13, y12y34 − y14y32}.
It remains to find generators for im(φ)∩ker(ψ). For the remainder of this section,
we consider the restriction of ψ to im(φ), the matching monoid ring:
im(φ) = K[x1ix2j | i, j ∈ N, i 6= j] ⊆ K[X ].
Proposition 3.1.1. As an ideal in the matching monoid ring, ker(ψ) is generated by
the S∞-orbits of the binomials x
A − xB from the following two finite families:




b+ n n c13 c14 · · ·
0 a c23 c24 · · ·

 , B =


n b+ n c13 c14 · · ·





j≥3 c1j = a− b− n and
∑
j≥3 c2j = n.
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b 0 a− b+ n 0 · · ·
0 a n 0 · · ·

 , B =


0 b a− b+ n 0 · · ·
a 0 n 0 · · ·

 .
Additionally, all these binomials are minimal with respect to division in the matching
monoid ring.
The remainder of this section comprises the proof of Proposition 3.1.1. To deal
with divisibility in the matching monoid, recall that a monomial xA ∈ K[X ] is con-
tained in the matching monoid if and only if there is some d such that both row
sums of A are equal to d and all column sums of A are ≤ d (the matching monoid is
normal). Consequently, a monomial is divisible by a generator if we can subtract one
in two different columns (reducing the row sum), without violating the new column
bound d− 1.
Proposition 3.1.2. As an ideal in the matching monoid ring, ker(ψ) is generated up




b −b 0 · · ·
−a a 0 · · ·

 .
Proof. Let xA − xB ∈ ker(ψ). The map π sends each variable in Y to a monomial of
degree a+ b > 0, so ker(π) is homogeneous. Therefore A−B has row sums equal to




so each column is a multiple of (b,−a)T .








n1 n2 · · ·
]
where the row vector n = [n1 n2 . . .] has entries summing to zero. Such a vector
can be expressed as a sum n = v1 + · · · + vs where each vi is in the S∞-orbit of
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[
1 −1 0 . . .
]
. Even more, the decomposition can be chosen sign-consistently, that
is, each vi has 1 in a position j where nj > 0 and has −1 where nj < 0.
Consider the sequence B = B0, B1, . . . , Bs = A of matrices in ψ
−1(B) defined by






 (v1 + · · ·+ vi).
The sequence is monotonic in each entry, and every column sum is also monotonic.
Note that the all row sums of all Bi are equal to d. Since A and B are in the
matching monoid, they have non-negative entries and all column sums ≤ d. By the
monotonicity of the sequence, each Bi also satisfies these properties and therefore is








 vi = σi


b −b 0 · · ·
−a a 0 · · ·


for some σi ∈ S∞.
To prove Proposition 3.1.1 we need to intersect the matching monoid ring with




b −b 0 · · ·
−a a 0 · · ·

 .




c11 + b c12 c13 c14 · · ·





c11 c12 + b c13 c14 · · ·
c21 + a c22 c23 c24 · · ·

 .
Let Cj = c1j + c2j and Ri =
∑∞
j=1 cij be the column and row sums, respectively,
excluding the contributions a and b in the first two columns.
We show that either the pair (A,B) is on the list in Proposition 3.1.1, or A and
B are both divisible (in the matching monoid ring) by a common generator. Let
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d = R1 + b = R2 + a be the degree of A and B which gives a bound on column sums:
Cj ≤ d − a for j = 1, 2 and Cj ≤ d otherwise. We say that a column is loaded if it
achieves its bound. Loaded columns are obstacles to dividing by a common factor,
since the degree can’t be decreased without also decreasing the loaded columns by
the same amount. A and B have a common factor if there exist positive c1j and c2k
such that j 6= k and there are no loaded columns outside of j and k.
Proof of Proposition 3.1.1. We distinguish four cases depending on the locations of
the (at most two) loaded columns.
Case 1: No columns are loaded. We have d > a, so R1 and R2 are both positive.
The monomials xA and xB have a common factor if there are positive c1j and c2k in
different columns j 6= k, therefore cij > 0 only for one particular column j. If j = 1,
then C1 = R1 + R2 = 2d − a − b > d − a which is a contradiction, and similarly for
j = 2. Consequently j ≥ 3 and thus A,B are of the second type for some 1 ≤ n < b.
Case 2: Column j ≥ 3 is loaded. Let Cj = d. Since
∑
j Cj = 2d − a − b, any other
column has Ck ≤ d−a− b and is not loaded. Because of the bounds c1j ≤ R1 = d− b
and c2j ≤ R2 = d− a and the sum c1j + c2j = d, both c1j and c2j are positive. Again,
all other values of c must be zero or else A and B have a common factor. Then we
have d = c1j + c2j = b+ c1j = a+ c2j and thus c1j = a and c2j = b. Up to symmetry,
this is the binomial of type 2 with n = b.
Case 3: Exactly one of Columns one and two is loaded. Say column one is loaded.
In this case no column j can be loaded for j ≥ 3: If c11 > 0 then by the divisibility
argument c2j = 0 for all j 6= 1, and similarly if c21 > 0, then c1j = 0 for j 6= 1.
Thus either Cj = 0 for j > 1 or one of R1 or R2 is zero. The first case leads to a
contradiction as in Case 1. So all positive c values are in one row, which must be
the first row since R1 > R2. This implies d = a and thus that column one is loaded
contradicting the assumption. By the same argument, we cannot have column two
loaded and column one not loaded.
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Case 4: Columns one and two are loaded. Either xA, xB are divisible by a common
generator or we are in one of the following four situations: c11 = c12 = 0; c21 =
c22 = 0; C1 = 0; or C2 = 0. However since both column 1 and column 2 are loaded,
C1 = C2 = d − a, so C1 = 0 if and only if C2 = 0, and these cases are subsumed by




c2j = R2 = d− a





c1j = R1 = d− b.
Therefore
∑
j≥3 c1j = a − b − (d − a) and
∑
j≥3 c2j = R2 = d − a. With n = d − a
this yields the binomials of type 1.
Proposition 3.1.3. The S∞-orbits of the generators in Proposition 3.1.1 form a
universal Gröbner basis of ker(ψ) as an ideal in the matching monoid ring.
Proof. Fix any monomial xB in the matching monoid ring and a monomial order ≤.
Let xA be the standard monomial in the equivalence class of xB (that the normal form
of xB). From the proof of Proposition 3.1.2, we have a path B = B0, B1, . . . , Bs = A
which is monotonic in each entry and such that each xBi+1−xBi is a monomial multiple
of an element in S∞G where G is the generating set in Proposition 3.1.1.
Suppose this path is not strictly decreasing in the monomial order, so there is some
xBi+1 > xBi . Let C = A + Bi − Bi+1. Because of the monotonicity of the sequence,
the entries of C are between A and B so xC is in the matching monoid, and xA > xC .
This contradicts the assumption that xA is a standard monomial. Therefore S∞G is
a Gröbner basis for this order.
Remark 3.1.4. In the theory of equivariant Gröbner bases, only monomial orders
that respect the monoid action are considered. However the set S∞G is a Gröbner
basis for any monomial order.
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To get a generating set for ker(π) we combine the results of Theorem 1.4.10
and 3.1.1. In particular, for each generator g of ker(ψ), we find a representative
of φ−1(g) ⊂ K[Y ], and then combine the resulting list with the two generators of
ker(φ). Interestingly, each generator of ker(ψ) has a unique binomial preimage in
K[Y ].
Theorem 3.1.5. In the setup of (3.1.2) with coprime a > b, the following binomials
form a Markov basis of ker(π).
1. y12y34 − y14y32;
2. y12y23y31 − y21y32y13;


















j≥3 c1j = a− b− n and
∑∞
j≥3 c2j = n;





32 − yb−n21 yn23ya−b+n31 .
The maximum degree of binomials above is max(a + b, 2a− b) and
w(ker(π)) = max(4, a− b+ 2).
Proof. The only open items, the upper bound on the degree and the width formula,
are easily checked: first is achieved by generators of type (3) or (4), second – by the
basic quadric (1) or a generator of type (3).
To see the sharpness we show that for n = 0, the two monomials of the binomial
in (3) are the only two elements in their multidegree. This multidegree is
d = (ab, ab, a, a, . . . , a, 0, . . . )
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where there are a− b entries equal to a. Let m ∈ k[Y ] be any monomial of multide-
gree d. The total degree of m equals a since 2ab+(a− b)a = a(a+ b). Because of the
a entries in d, m must divisible by y3j3y4j4 · · · yaja where each ji is either one or two.
Now since the first two entries of d both equal ab, the only possibility is that all ji
are equal. Consequently the only two monomials of multidegree d are two monomials
in the type (3) binomial for n = 0 and whenever there are only two monomials of a
given multidegree, their difference appears in every Markov basis.
Remark 3.1.6. As in Proposition 3.1.1 the list of binomials of the third type in
Theorem 3.1.5 is finite up to S∞-action. In particular, we need a representative for
each partition of the pair (a − b − n, n) into a sum of pairs of nonnegative numbers
such that in no pair both entries are zero.
Remark 3.1.7. The maximal degree of the generators in Theorem 3.1.5 matches the
degrees in Table 1 of [33]. However, we stop short of proving that our generating
set is an equivariant Gröbner basis and we doubt that there needs to exist a term
order for which it is one. According to our experiments in truncations, we expect the
degrees in Gröbner bases to exceed those in Theorem 3.1.5. For instance in width
five for a = 2, b = 1, the Markov complexity in Theorem 3.1.5 is three, while among
many thousand random weight orders we have not found one with complexity smaller
than five. In fact, we don’t even know if kernels of the form considered here always
admit finite equivariant Gröbner bases.
3.2 Equivariant lattice generators








Z, Aπ(eij) = aei + bej







denotes the direct sum of modules. Each v ∈⊕N×N Z translates to a binomial
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yv+−yv− ∈ K[Y ] where (v±)i = max{±vi, 0} are the positive and negative parts of v,
respectively. The binomials of this form are exactly those whose terms have greatest
common divisor equal to one. All minimal generators of toric ideals are of this form.
The kernel L = ker(Aπ) is an infinite-dimensional (integer) lattice. We call V ⊂
⊕
N×N Z an equivariant lattice generating set (or equivariant lattice generators) if the
S∞-orbits of its elements generate L. This happens if and only if the S∞-orbits of
{yv+−yv− | v ∈ V } generate the extension of ker(π) in the ring of Laurent polynomials
K[Y ±]. Note that any equivariant Markov basis also spans ker(π)K[Y ±] and so is an
equivariant lattice generating set as well.
The goal of this section is to compute equivariant lattice generators for certain
S∞-invariant toric ideals of the form appearing in Theorem 2.1.1. This is a strictly
easier problem than computing Markov bases, but we will be able to push the results
further. We consider S∞-equivariant maps π : K[Y ] → K[Z] where Y has one
S∞ orbit with general k1 = k and Z with a general number of orbits m. Here
Y := {y(α1,...,αk) | α1, . . . , αk ∈ N distinct} and Z := {zij | i ∈ [m], j ∈ N} with S∞
acting on Y and Z by
σ(zij) = ziσ(j) and σ(yα1,...,αk)) = y(σ(α1),...,σ(αk)).
Remark 3.2.1. Ideally, one would like to define an equivariant lattice basis, a gen-
erating set whose orbits freely generate the lattice. However, already in the finite-
dimensional case this seems hard: Consider the sublattice of Z3 generated by S3
acting on (1,−1, 0). One would like to call {(1,−1, 0)} an equivariant lattice basis,
but there is a nontrivial linear relation among the elements of the orbit:
(1, 0,−1) + (−1, 1, 0) + (0,−1, 1).
Even if there are no relations among elements of the orbit, one has the problem that
lattice bases can not be defined by inclusion minimality (the integers 2 and 3 span
Z, but no subset does). One remedy (in the finite-dimensional setting) are matroids
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over rings as defined by Fink and Moci [23]. There each subset of the base set is
assigned a module, instead of just its rank.
A width bound is given in [33] on lattice generators when m = 1 where π is defined
by
yα 7→ za1α1 · · · zakαk .
Their bound is 2d− 1, where d = a1 + · · ·+ ak is the degree of the image monomial.
We improve this bound and give an explicit construction of the equivariant lattice
generators (Theorem 3.2.6) which generalizes to any m. The width of our basis is
k + 2 and thus independent of m and degree d (Corollary 3.2.7). We proceed by the
same general strategy as the previous chapter, factoring π as
π : K[Y ]
φ−→ K[X ] ψ−→ K[Z],
yα 7→ x1α1 · · ·xkαk
xB 7→ zAψB,
where Aψ is a m× k matrix with non-negative integer entries. We compute a lattice
generating set for ker(ψ) ∩ im(φ), pull it back to K[Y ] and add in lattice generators
for ker(φ).
We first consider the case of width two (k = 2) to compare with the Markov bases
discovered in the previous section. That is, consider the map π : K[Y ] → K[X ],
defined by
yij 7→ xai xbj .
Proposition 3.2.2. For π with width two, ker(π)K[Y ±] is generated up to symmetry
by two binomials:
y12y34 − y14y32 and yb21ya−b31 − yb12ya−b32 .
Proof. The basic quadric y12y34− y14y32 suffices to generate ker(φ)K[Y ±] up to sym-
metry. This is a classic result in commutative algebra (see [52] for the early history)
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and used often in algebraic statistics: (2 × 2)-minors are a Markov basis for the in-
dependence model (see Remark 3.2.4 and [21, § 1.1] ). The non-existing diagonal
variables pose no problem for us since we only need the Laurent case.
By Proposition 3.1.2 ker(ψ) ∩ im(φ) is generated as an ideal in φ(K[Y ]) by all




b −b 0 · · ·
−a a 0 · · ·

 .
Thus they also generate the lattice. Unlike in the Markov case, we need not find all
minimal binomials with this difference. Instead, a single representative is enough.




13 − xb11xa22xa−b13 which has preimage
yb21y
a−b
31 − yb12ya−b32 .
Remark 3.2.3. A generating set in K[Y ] for the kernel of φ(2) requires the 3-cycle
cubic y12y23y31−y21y32y13 (see Theorem 1.4.10). However in the Laurent ring K[Y ±],
this binomial is redundant modulo the basic quadric y12y34 − y14y32.
y12y23y31 − y21y32y13 =
y12y23y
−1
24 (y24y31 − y21y34)
+y21y23y
−1
24 (y12y34 − y14y32)
+y21y32y
−1
24 (y14y23 − y13y24).
We now generalize Proposition 3.2.2 to arbitrary k. When necessary, we write φ(k)
instead of φ to emphasize the width of the image monomial but usually the level of
generality is clear from the context and we avoid overloading the notation too much.
Elements of
⊕
Nk Z should be thought of as k-dimensional tables of infinite size with
integer entries. Our setup additionally requires that these tables be zero along their
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diagonals (defined as entries indexed by (i1, . . . , ik) with any ij = il for j 6= l). Let
ei1...ik denote the standard basis elements of
⊕
Nk Z. Then Y consists of indeterminates
yi1...ik = y
ei1...ik . The factorization (3.1.1) gives a map φ(k) as follows:
φ(k) : K[Y ±]→ K[Z±], φ(k)(yi1...ik) = z1i1z2i2 · · · zkik .
Remark 3.2.4. In algebraic statistics, the independence model on k factors is (the
non-negative real part of) the image of the monomial map yi1...ik 7→ z1i1z2i2 · · · zkik
where ij ∈ [lj ] for some integers lj [21]. In algebraic geometry, this map represents
the Segre embedding Pl1−1 × · · · × Plk−1 →֒ Pl1l2···lk−1. The coordinate ring of the
Segre embedding is presented by quadrics of the form
yi1...ir ...is...ikyi1...i′r...i′s...ik − yi1...i′r ...is...ikyi1...ir ...i′s...ik ,
where ij , i
′
j ∈ [lj ]. This setup differs from ours because diagonal entries like y11 are
forbidden for us. In the analysis of contingency tables, this restriction is known as
a specific subtable-sum condition, namely the sum over all diagonal entries equals
zero [28]. Subtable-sum models have more complicated Markov bases than just inde-
pendence models, but their lattice bases are still quadratic.
Proposition 3.2.5. The lattice elements
Quad(k) := {ei1...ir ...is...ik + ei1...i′r...i′s...ik − ei1...i′r ...is...ik − ei1...ir ...i′s...ik , | il, i′l ∈ [k + 2]}
are an equivariant lattice generating set of ker(Aφ(k)).
The elements of Quad(k) are moves which take two elements differing in their
indices at exactly two positions and then swap the values in one of those positions.
Proof of Proposition 3.2.5. It is easy to see that Quad(k) ⊆ ker(φ(k)). To see 〈Quad(k)〉 ⊇
ker(φ(k)), we first show that 〈Quad(k)〉 contains all elements of the form
ea1...ak + eb1...bk − ea1...ak−1,bk − eb1...bk−1,ak
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where a1, . . . , ak, bk are distinct and also b1, . . . , bk, ak are distinct. Now denote N =
max{a1, . . . , ak, b1, . . . , bk} and consider the following telescopic sum in Quad(k):
ea1...ak − ea1...ak−1bk − (e(N+1)a2 ...ak − e(N+1)a2 ...ak−1bk)
+e(N+1)a2...ak − e(N+1)a2...ak−1bk − (e(N+1)(N+2)a3 ...ak − e(N+1)(N+2)a3 ...ak−1bk)
...
+e(N+1)...(N+k−2)ak−1ak − e(N+1)...(N+k−2)ak−1bk − (e(N+1)...(N+k−1)ak − e(N+1)...(N+k−1)bk)
= ea1...ak − ea1...ak−1bk − (e(N+1)...(N+k−1)ak − e(N+1)...(N+k−1)bk).
Similarly, eb1...bk − eb1...bk−1ak − (e(N+1)...(N+k−1)bk − e(N+1)...(N+k−1)ak ) ∈ 〈Quad(k)〉 and
taking the sum of the two yields the claim.
Now let C :=
∑
I∈Nk cIeI ∈ ker(φ(k)). For any m ∈ N let Cm denote the slice of C
of entries whose last index value is m, so Cm :=
∑
I∈Nk−1 cImeIm. The sum of the entries
of Cm is zero, so Cm can be decomposed into a sum of terms of the form ea1...ak−1m −
eb1...bk−1m. For each such summand, there is a corresponding element ea1...ak−1m−eb1...bk−1m−
(ea1...ak−1M−eb1...bk−1M ) ∈ 〈Quad(k)〉, where M is some fixed constant larger than any index





Summing over m shows that C − D ∈ 〈Quad(k)〉 where D := ∑I∈Nk cIei1...ik−1M . Since
〈Quad(k)〉 ⊆ ker(φ(k)), also D ∈ ker(φ(k)). All non-zero entries of D have M as their last
index entry and dropping it we get an element D′ ∈ ker(φ(k−1)). In the base case k = 2,
φ(k−1) is an isomorphism, so D′ and then D are 0 and therefore C ∈ 〈Quad(k)〉. For k > 2,
we can assume by induction that 〈Quad(k−1)〉 = ker(φ(k−1)), so D′ can be decomposed into
moves in Quad(k−1). SinceD′ doesn’t depend of the the choice ofM , we can chooseM larger
than any index value used in this decomposition. Therefore appending M as the k-th index
value produces a decomposition of D in Quad(k), which proves that C ∈ 〈Quad(k)〉.
To describe ker(π)K[Y ±], we proceed to describe ker(ψ) and its intersection
with im(φ), working directly with the respective linearizations Aπ, Aφ, and Aψ. The
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lj acts on lattice elements by left multiplication
with the m × k matrix Aψ = (aij). We will assume that rankAψ > 0. The kernel
of Aψ is a p-dimensional sublattice of Zk for some 0 ≤ p < k. Let B = (b1, . . . , bp)
be a k × p matrix whose columns b1, . . . , bp are a lattice basis of that kernel. Any
element in ker(ψ ◦ φ) is homogeneous: the entries of its exponent vector sum to zero.
Consequently the columns of any C ∈ Aφ(ker(Aψ◦φ))) = im(Aφ) ∩ ker(Aψ) also sum
to zero. With the basis B, if C = BC ′ with C ′ ∈ ⊕[k−1]×N Z, then the columns of
C ′ sum to zero as well. The lattice of matrices in
⊕
[k−1]×N Z with zero row sums is
generated by the matrices with a 1 and −1 in any two entries of a particular row,
and zero elsewhere. Therefore im(Aφ)∩ ker(Aψ) is contained in the lattice generated
by the orbits of
Bi :=
[
bi −bi 0 · · ·
]
for i = 1, . . . , p. More specifically im(Aφ) ∩ ker(Aψ) ⊆ 〈B1, . . . , Bp〉S∞ ⊆ ker(Aψ).
We show constructively that Bi ∈ im(Aφ), so in fact the orbits of B1, . . . , Bp generate
im(Aφ) ∩ ker(Aψ). For each 1 ≤ j ≤ k consider the lattice element
fj := eα1...αj−11αj+1...αk − eα1...αj−12αj+1...ak ∈
⊕
Nk
Z with αl ≥ 3 arbitrary.
Applying Aφ, all entries cancel except for the two in the j-th row, producing the
matrix with 1 in the (j, 1) entry and −1 in the (j, 2) entry. Any Bi can be expressed
as a linear combination of such matrices. In particular if bi has entries c1, . . . , ck then
wi := c1f1 + · · ·+ ckfk ∈ A−1φ (Bi).
This proves the following theorem.
Theorem 3.2.6. Up to symmetry, Quad(k) ∪{w1, . . . , wp} is an equivariant lattice
generating set of ker(Aπ), where k is the width of the map π and p < k.
Corollary 3.2.7. The lattice ker(Aπ) has an equivariant lattice generating set con-
sisting of at most (k2 + k − 2)/2 elements of width k + 2.
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Proof. Up to S∞-action, each element of Quad
(k) is determined by the two index






tionally we have w1, . . . , wk−1, which totals (k
2 + k − 2)/2. Choosing every fj with
α1, . . . , âj , . . . , αk being 3, . . . , k + 1 produces the width bound.
This generating set is often not minimal in size. In fact, we can do away with all
of Quad(k) at the expense of increasing the width of the wi.
Corollary 3.2.8. The lattice ker(Aπ) has an equivariant lattice generating set con-
sisting of k − 1 elements of width 2k.
Proof. Suppose bl is a generator of ker(Aψ) which is non-zero in the i-th coordinate
for some 1 ≤ i ≤ k. Choose wl as in Corollary 3.2.7, except that one copy of fi is
replaced by
f ′i := eα′1...α′i−11α′i+1...α′k − eα′1...α′i−12α′i+1...α′k
which has α′1, . . . , α̂
′
i . . . , α
′
k equal to k + 2, . . . , 2k. Then for any j 6= i consider the
lattice element wl − σwl where σ ∈ S∞ is the permutation switching α′j and 2k + 1.
All terms cancel except for f ′i − σf ′i which (up to permutation) is the element of
Quad(k) which switches the indices at positions i and j.
For any generating set b1, . . . , bp of ker(Aψ), by Hall’s marriage theorem we can
assign to each bl a distinct il such that the the il-th coordinate of bl is non-zero. Then
i1, . . . , ik−1 include all but k − p of the values from 1 to k. Construct each wl as
above so that it generates the elements of Quad(k) corresponding to all pairs (il, j)
with j 6= il. Let ip+1, . . . , ik be the values of i not included in i1, . . . , ip. For p < l ≤ k
let wl = f
′
i − σf ′i where σ ∈ S∞ is the permutation switching α′j and 2k + 1. Then
w1, . . . , wk generates all of Quad
(k) but in fact we can leave out wk since every pair
of distinct elements (i, j) includes at least one of i1, . . . , ik−1, Therefore w1, . . . , wk−1
is a lattice generating set.
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Note that neither the bounds in Corollary 3.2.7 nor 3.2.8 are sharp: For example,
the kernel of yij 7→ x2ixj in K[Y ±] is generated by a single binomial of width three:
y12y32 − y21y31.
We would like to be able to extend these techniques to a more general domain
ring K[Y ±] with Y = {yiα | i ∈ [N ], α ∈ Nk, αj distinct} for N > 1, but there are
obstacles. Here the lattice Z± is represented by Nk×N matrices, with k rows in the
image of each of the N orbits of Y . Our previous argument breaks down because the
matrices corresponding to binomials in φ(ker(π)) need not have all row sums equal
to zero, which was critical to the construction used when N = 1. Binomials in ker(π)
need not be homogeneous, and even homogeneous binomials need not correspond to




Gröbner bases are a ubiquitous tool in computational algebraic geometry. First in-
troduced by Buchberger in 1965, they now play a crucial role in symbolic algorithms
for solving polynomial systems, testing ideal membership of polynomials, intersecting
ideals, variable elimination, primary decomposition, computing syzygies and much
more. Cohen and later Aschenbrenner, Hillar, Brouwer and Draisma [11][3][7] devel-
oped the notion of Π-equivariant Gröbner bases, which we can define as follows. We
will assume throughout this chapter that K is a field.
Definition 4.0.9. Let R = KM be a monoid ring with Π action on M, and let ≤
be a Π respecting monomial order. Given a Π-invariant ideal I ⊆ R, a Π-equivariant
Gröbner basis of I is a set G ⊆ I such that the Π orbits of G form a Gröbner basis
of I,
〈in≥ΠG〉 = in≥ I.
We require ≤ to be a Π respecting order because it is equivalent to the condition
that
in≥ σf = σ in≥ f
for all f ∈ R and σ ∈ Π. Therefore with such an order, the lead terms of G determine
in≥ I in that
〈in≥G〉Π = 〈in≥ΠG〉 = in≥ I.
This also implies that in≥ I is a Π-invariant ideal. Note that since the Π orbits of G
are a Gröbner basis of I, they also generate I, and so 〈G〉Π = I.
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Recall that R with non-trivial S∞ action has no S∞ respecting monomial or-
ders, but that any S∞-invariant ideal is naturally Inc(N)-invariant. When comput-
ing Gröbner bases of S∞-invariant ideals we will work exclusively with the Inc(N)
action instead. Generally the rings we are interested in will have Inc(N) respecting
monomial orders.
If R is Π-Noetherian with a Π respecting monomial order, then any Π-invariant
ideal I ⊆ R will have a finite Π-equivariant Gröbner basis. This follows from the
fact that in≥ I is Π-finitely generated. When R is not Π-Noetherian, we do not
know in general if a Π-finitely generated ideal I has a finite Π-equivariant Gröbner
basis, or if so, for which monomial orders. However we will prove in Section 4.2
that S∞-invariant toric ideals of the type considered in Theorem 2.1.1 do have finite
Inc(N)-equivariant Gröbner bases for specifically chosen monomial orders.
Analogous to the usual Gröbner basis theory, Π-reductions and Π-normal forms
can defined as follows. Suppose f, g ∈ R and in≥ g  in≥ f where  is the Π-
divisibility partial order (Definition 1.3.5). We say that g Π-reduces f . There exists
c ∈ M ∗Π such that cLM g = LM f , and a Π-reduction of f by g is
f − LC f
LC g
cg
which cancels the lead term of f . Here LM f and LC f denote the lead monomial
and lead coefficient of f respectively. Note that unlike usual reductions, c is not
necessarily unique, and the reduction may depend on the choice of c.
For f ∈ R and G ⊆ R, a Π-normal form of f with respect to G, NFG(f) is an
element obtained by performing Π-reductions of f by elements of G until no further
reductions are possible. By definition in≥ NFG(f) /∈ 〈in≥G〉Π and NFG(f) ≡ f
mod 〈G〉Π. If G is a Π-equivariant Gröbner basis of 〈G〉Π then NFG(f) is uniquely
determined and is zero if and only if f ∈ 〈G〉Π, but this is not true for general G.
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4.1 Equivariant Buchberger algorithm
An equivariant version of Buchberger’s algorithm for computing equivariant Gröbner
bases was first proposed in [3] with the details worked out in [7].
Let R = KM with Π acting on M, and let ≤ be a Π respecting monomial order.
The input will be a finite set F which generates Π-invariant ideal I up to symmetry,
and the output (if the algorithm terminates) will be G, a finite Π-equivariant Gröbner
basis of I. The algorithm starts with G = F , forms S-polynomials from all pairs of
elements f, g ∈ G, which are polynomials of the form
cf − LC f
LC g
dg
for c, d ∈ M ∗Π such that in≥ cf = in≥ dg. For each S-polynomial s the algorithm
computes the Π-normal form of s by G. If NFG(s) 6= 0 then it is appended to G, and
the additional S-polynomials are formed between this new element and the old ones.
Once all S-polynomials are reduced to 0 by G, the algorithm returns G.
The main departure from the usual Buchberger algorithm is that for a given pair
f, g ∈ R there will be many S-polynomials rather than just one. Given f, g, consider
the set of pairs
Sf,g = {(cf, dg) | c, d ∈ M ∗Π, in≥ cf = in≥ dg}.
This set is closed under the diagonal action of M ∗Π making Sf,g a M ∗Π-module.
When Π is trivial andR is a polynomial ring (the context of the usual Buchberger algo-
rithm), Sf,g is generated by a single pair ( mLM(f)f, mLM(g)g) wherem = lcm(in≥ f, in≥ g).
This corresponds to the usual S-polynomial S(f, g). In the more general situation,
a generating set of Sf,g may be much larger. If Sf,g is not finitely generated, the
Equivariant Buchberger algorithm cannot check the set in finite time. Therefore the
following condition will be necessary to apply the algorithm.
Definition 4.1.1. A Π-algebra R = KM has the finite S-pair condition if for any
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f, g ∈ R, the set Sf,g is finitely generated as a M ∗Π-module. In [7] this condition is
referred to as “EGB4.”
Proposition 4.1.2. If Π = Inc(N) and R is a finite width polynomial ring R = K[Y ]
then R has the finite S-pair condition.
Proof. Fix f, g ∈ R. Since R is a polynomial ring, for fixed σ1, σ2 ∈ Inc(N), all
elements of Sf,g of the form (m1σ1f,m2σ2g) withm1, m2 ∈ M are monomial multiplies









where m = lcm(in≥ σ1f, in≥ σ2g).
Any f, g ∈ R have finite width so σ1f depends only on where σ1 sends [w(f)], and
similarly for σ2g. In fact we can always factor the pair as
(σ1f, σ2g) = τ(ρ1f, ρ2g)
for some τ ∈ Inc(N), while ρ1 : [w(f)]→ [w(f)+w(g)] and ρ2 : [w(g)]→ [w(f)+w(g)]
are strictly increasing functions. Here ρ1 and ρ2 are chosen to “interlace” the variables
of f and g in the same way as σ1, σ2. (To consider ρ1, ρ2 as elements of Inc(N), take
any choice of extensions to maps on N.)









with ρ1 : [w(f)] → [w(f) + w(g)] and ρ2 : [w(g)] → [w(f) + w(g)] where m =
lcm(in≥ ρ1f, in≥ ρ2g).
Assuming R satisfies the finite S-pair condition, let Of,g denote the set of S-
polynomials formed from a finite minimal generating set of Sf,g. Then we can precisely
describe the algorithm.
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Algorithm 4.1.3 (Brouwer–Draisma [7]). G = Buchberger(F )
Require: F is a finite set of elements in R = KM with Π acting on M and satisfying
the finite S-pair condition.
Ensure: G is Π-equivariant Gröbner basis of 〈F 〉Π.
1: G← F
2: S ← ⋃f,g∈GOf,g
3: while S 6= ∅ do
4: pick f ∈ S
5: S ← S \ {f}
6: h← NFG(f)
7: if h 6= 0 then
8: G← G ∪ {h}






proof of correctness. Suppose G satisfies the equivariant version of Buchberger’s cri-
terion: that for all f, g ∈ G, every s ∈ Of,g has NFG(s) = 0. The criterion implies
that all S-polynomials s formed from pairs in ΠG have Π-normal form equal to 0,
which is to say they are reduced to zero by the set ΠG. By the usual Buchberger’s
criterion this means ΠG is a Gröbner basis of 〈F 〉Π, and so G is a Π-equivariant
Gröbner basis.
We note that Algorithm 4.1.3 is not guaranteed to terminate, except in particular
situations such as when R is Π-Noetherian. In the Noetherian case, let G0, G1, . . . be
the value of G at each step. The initial ideals of these sets form a strictly increasing
chain of Π-invariant monomial ideals
〈in≥G0〉Π ( 〈in≥G1〉Π ( · · ·
which must terminate.
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In general, it may be that 〈F 〉Π does not have a finite Π-equivariant Gröbner basis
for the chosen monomial order. But even when a finite Π-equivariant Gröbner basis
is known to exist, we have no guarantee for termination of the algorithm as stated
above. We can fix this when Π = Inc(N) and certain conditions on R are met, which
is addressed below.
4.1.1 Termination of Inc(N)-equivariant Buchberger
Let R = KM with Inc(N) action on M, with R satisfying the finite S-pair condition,
and with each truncation Rn a Noetherian ring. (These conditions are satisfied for
example when R = K[Y ] where Y consists of a finite number of orbits of variables, as
in Theorem 2.1.1.) Let I ⊆ R be a Inc(N)-invariant ideal which is Inc(N)-generated
by finite set F , and moreover has finite Inc(N)-equivariant Gröbner basis G. Define
the generator truncation of I to be ĨF,n := 〈Inc(N)F ∩Rn〉 ∩Rn. Note that ĨF,n ⊆ In
but in general equality does not hold. For f ∈ I define wF (f) to be the minimum
value of n for which f ∈ ĨF,n.
Consider the following variation of the equivariant Buchberger algorithm on input
F . For each successive n ≥ w(F ), compute a set Gn such that Inc(N)Gn ∩ Rn is a
Gröbner basis for ĨF,n. Then check if Gn is a Inc(N)-equivariant Gröbner basis of I
using the equivariant Buchberger criterion, and if so return Gn.
Algorithm 4.1.4. G = TruncatedEGB(F )
Require: F is a finite set of elements in R = KM with Inc(N) acting on M, R
satisfies the finite S-pair condition, and each Rn is Noetherian.
Ensure: G is a Inc(N)-equivariant Gröbner basis of I := 〈F 〉Inc(N).
1: G← F
2: n← w(F )
3: while G not a Inc(N)-equivariant Gröbner basis of I do
4: G← Gröbner basis of ĨF,n
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5: n← n+ 1
6: end while
proof of termination. For each n, let Gn denote the value of G after that step. Com-
puting Gn is a finite process since it takes place in Rn which is Noetherian. Gn is
a finite set and so it has a finite number of S-pairs to be checked. Therefore testing
whether Gn is a Inc(N)-equivariant Gröbner basis is finite.
It remains to be proved that Gn is a Inc(N)-equivariant Gröbner basis for some
value of n. If H is a Inc(N)-equivariant Gröbner basis of I, for any h ∈ H we
have h ∈ ĨF,n for all n ≥ wF (h), so LM(h) ∈ LM(ĨF,n). Therefore there is some
element g ∈ Gn with LM(g)|Inc(N) LM(h). For n = maxh∈H wF (h), the initial ideal
〈LM(Gn)〉Inc(N) contains 〈LM(H)〉Inc(N) and so Gn is a Inc(N)-equivariant Gröbner
basis of I.
In practice, Gn can be computed either using a traditional Gröbner basis algorithm
on input Inc(N)F ∩Rn, or using an equivariant Buchberger algorithm on input F with
the following two caveats:
• consider only S-pairs (cf, dg) with cf and dg both having width ≤ n,
• perform only reductions such that the outcome has width ≤ n.
Moreover we do not need to restart the algorithm from scratch at each n. Instead
Gn−1 ∪ F can be used as the input for the nth step instead of F .
Suppose R has the form S[Y ] and each Rn = S[Yn] for some Yn ⊆ Y . If ≤
is a width order (a monomial order such that w(a) < w(b) implies a < b), the
second condition is satisfied automatically since reductions cannot increase the width.
Therefore the normal form of a given S-pair does not depend on n, and does not need
to be recomputed each time. As a result we can use Algorithm 4.1.3, queuing S-
pairs by width so that the smallest width S-pairs are considered first. The algorithm
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terminates once the queue is empty. A separate check for whether Gn is a Inc(N)-
equivariant Gröbner basis for I is not needed since this is equivalent to reducing all
S-pairs in the queue.
4.2 Symmetric Gröbner bases of toric ideals
The previous section an algorithm was given that is capable of computing a n Inc(N)-
equivariant Gröbner basis of an ideal in a ring of the form K[Y ] with Inc(N) action
on Y and Y having a finite number of orbits, with guaranteed termination if a finite
Gröbner basis for the ideal exists. In this section we prove that any S∞-invariant
toric ideal kerφ of form in Theorem 2.1.1 has a finite Gröbner basis with respect to
a particularly chosen monomial order. We then show that a Gröbner basis can be
computed given the monomial map φ, using elimination (so generators of ker φ are
not needed as input).
This gives a general algorithm to compute a generating set up to symmetry of
such toric ideals.
4.2.1 Existence of equivariant Gröbner bases of toric ideals
For S∞-equivariant monomial map π : R[Y ] → R[X ] factor the map as in Chapter
2,
R[Y ]
φ−→ R[Z] ψ−→ R[X ].
LetM denote the monoids of monomials φ[Y ] ⊆ [Z]. Choose an Inc(N)-compatible
monomial order ≤1 on M and an Inc(N)-compatible reverse lexicographic order ≤2
on [Y ]. Let ≤ be the monomial order on [Y ] defined by a < b if φ(a) <1 φ(b) or
φ(a) = φ(b) and a <2 b.
Theorem 4.2.1. ker π has a finite Inc(N)-equivariant Gröbner basis H with respect
to ≤.
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To prove this, we will first prove the existence of a Inc(N)-equivariant Gröbner
basis of kerφ for order ≤. Recall that φ is determined by a sequence of integers
(k1, . . . , kN) corresponding to the number of indices in each orbit of variables in Y .
The map φ restricted to the pth orbit of variables has the form of φ(kp) defined by




Proposition 4.2.2. The kernel of φ has a Gröbner basis for order ≤ consisting of
binomials of degree at most 2maxp kp − 1.
Note that this implies that ker φ has finite Inc(N)-equivariant Gröbner basis. The-
orem 1.4.11 already showed that kerφ is Inc(N)-finitely generated (and in fact gives
a better degree bound for k > 2), but the generating set produced here is also a
Gröbner basis. The argument of the following proof is due to Jan Draisma, originally
used to show a degree bound on generators of ker φ.
Proof. It suffices to prove the theorem for a single orbit p ∈ [N ]. Given monomial v in
the variables yp,J , J ∈ N[kp], let u be the minimal monomial with φ(u) = φ(v) =: xAp ,
i.e. the standard monomial of ker φ in the fiber of φ(v). It suffices to show that there
exists a chain v = v0 > v1 > . . . > vt = u such that φ(vs) = φ(u) for all s and vs, vs+1
differ in at most 2kp − 1 variables.
Proceed by induction on the degree of v. Suppose v and u have a variable yp,J in
common. By the induction hypothesis there is a chain from v/yp,j to u/yp,J satisfying
the desired conditions, since u/yp,J is also a standard monomial. This gives a chain
from v to u.
Assume then that v and u have no variables in common and let yp,J be the smallest
variable in u. Then φ(v) is divisible by φ(yp,J) =: x
B
p , and in fact v has a divisor v
′
of v of degree e ≤ kp such that φ(v′) =: xA′p is already divisible by xBp . Let S be
the set of columns of A′ where the column sum is equal to e, and let J be the set
of column indices where B is non-zero. If S is contained in J, then A′ − B has all
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· v′1 · yp,J . By construction, φ(v1) = φ(v) and v1 shares the variable yp,J with
u. Note that since u < v and ≤ is reverse lexicographic on each fiber of φ, every
variable in v is larger than yp,J , so v > v1 as well. Since deg v1 = deg v but v1 and u
share a variable, by the induction hypothesis there is a chain from v1 to u satisfying
the desired conditions.
If, on the other hand, S \ J is non-empty, then for each j ∈ S \ J the monomial
v has a variable yp,J ′ with j not among the entries of J
′ (since otherwise all variables
yp,J ′ in u would have j among the entries of J
′, which contradicts that yp,J is in u).
Since |S \ J | ≤ kp− 1, we find by multiplying v′ with at most that many variables in
v a divisor v′′ of v such that φ(v′′)/φ(yp,J) ∈ imφ, and we can proceed as above. The
degree of v′ is bounded by kp so the degree of v
′′ is bounded by 2kp − 1.
Let F denote such a finite Inc(N)-equivariant Gröbner basis of ker φ. We also
know there exists G, a finite Inc(N)-equivariant Gröbner basis of kerψ ∩ imφ with
respect to ≤1, because imφ is Inc(N)-Noetherian by Theorem 2.1.1. The goal is to
combine F with a “lift” of G to form a Gröbner basis of ker π, and then show that
this Gröbner basis has bounded degree.
Here we will use reductions (not Inc(N)-reductions). We say g ∈ Inc(N)G reduces
a ∈M if LM≤1(g)|a, and the reduction is
b = a− a
LM≤1(g)
g.
For each such pair a, g let ua denote the minimal monomial in the fiber φ
−1(a) (a
standard monomial of ker φ) and let va,g be the monomial in φ
−1(b) that is closest to





Note that ua > va,g and φ(ha,g) = mg for some monomial m ∈ M so ha,g is a lift of
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g. Let
H = Inc(N)F ∪ {ha,g | a ∈M, g ∈ Inc(N)G reducing a}.
Proposition 4.2.3. H is a Gröbner basis of ker π with respect to ≤.
Proof. It’s clear that H ⊆ ker π. For a monomial m ∈ [Y ], if m is not a standard
monomial of ker φ then m is reduced by some f ∈ Inc(N)F . Assume then that m is a
standard monomial of ker φ so m = ua for some a ∈M. If a is a standard monomial
of kerψ then m is a standard monomial of ker π. Otherwise a is reduced by some
g ∈ Inc(N)G, so m is reduced by ha,g.
If we can show that the elements ofH have bounded degree, thenH is contained in
the Inc(N)-orbits of a finite set H , which is then a finite Inc(N)-equivariant Gröbner
basis of ker π, proving Theorem 4.2.1. This is shown in Proposition 4.2.4, below.
For monomial zA ∈M, define the degree of zA to be d = (d1, . . . , dN) if zA = φ(m)
with degm = d, or equivalently if ‖Ap‖1 = kpdp for all p = 1, . . . , N .
Proposition 4.2.4. For every pair a, g with g reducing a, deg ha,g ≤ (d1(3k1 +
1), . . . , dN(3kN + 1)) where d = (d1, . . . , dN) bounds the degree of G.
Proof. Express ha,g as y
U − yV where yU and yV have degrees n and m respectively,
and g as zC − zD with C, D in the matching monoid each of degree ≤ d. Note that
φ(U)− φ(V ) = C −D, and as a consequence |np −mp| ≤ dp for each p ∈ [N ].







If there is some (p, i) such that φ(yp,Jp,i) divides b := φ(y
V ), then there is some other
monomial yV
′ ∈ φ−1(b) which is divisible by yp,Jp,i. Then yV
′
has the same degree as
yV but it has a common factor with yU , contradicting the fact that va,g was chosen
to make deg ha,g minimal. Therefore no φ(yp,Jp,i) divides b for any (p, i).
61
On the other hand, φ(U) and φ(V ) can’t be too far apart because of the degree
bound on G. Fix any p ∈ [N ]. Since φ(Vp) = φ(Up) − Cp + Dp and ‖Cp‖1 ≤ kpdp,
there are at most kpdp values of i for which φ(ep,Jp,i) 6≤ φ(V ). The remaining ep,Jp,i
must have φ(ep,Jp,i) ≤ φ(V ), but not φ(yp,Jp,i) dividing φ(yV ). We will bound the
number of variables in yU that can satisfy this.
For A in the matching monoid, let Ap,+l denote the lth column sum of Ap. Let
Sp ⊂ N be the set of indices l such that φ(V )p,+l = mp (the maximum possible
value). Note that if yp,J has φ(yp,J) ≤ φ(V ), then φ(yp,J) divides b if and only if Sp
is a subset of the support of J . For any given l, exactly φ(U)p,+l of the elements of
Jp,1, . . . , Jp,np have l in their support and φ(U)p,+l = φ(V )p,+l + Cp,+l −Dp,+l. When
l ∈ Sp, φ(U)p,+l ≥ mp − Dp,+l so there are at most np − mp + Dp,+l ≤ dp + Dp,+l




Dp,+l which fail at some l ∈ Sp. Clearly
∑
l∈Sp
Dp,+l ≤ ‖Dp‖1 ≤ kpdp
so the number of elements Jp,i of the sequence which do not have Sp as a subset in
their support is bounded by 2kpdp. Combining these with the set of Jp,i such that
φ(ep,Jp,i) 6≤ φ(V ), in total there are at most 3kpdp elements Jp,i of Jp,1, . . . , Jp,np such
that φ(yp,Jp,i) fails to divide b. Since no factor of y
Up divides b, it must be that
np ≤ 3kpdp.
Since degp ha,g = max{np, mp} and |np−mp| ≤ dp, then degp ha,g ≤ 3kpdp+dp.
This concludes the proof of Theorem 4.2.1. It is not known if ker π has finite
Inc(N)-equivariant Gröbner bases monomial orders other than those of the form in
Theorem 4.2.1.
4.2.2 Computing equivariant Gröbner bases of toric ideals
To compute a Gröbner basis of ker π from the description of π we first compute a
Gröbner basis of the graph of π, denoted Γπ ⊆ R[Y ][X ], with respect to an elimination
order for X . Therefore we must prove that the graph has a finite Inc(N)-equivariant
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Gröbner basis with respect to such an elimination order. Algorithm 4.1.4 would then
provide a way to compute the Gröbner basis.
Γπ := 〈y − π(y) | y ∈ Y 〉 is itself a S∞-invariant toric ideal. It is the kernel of
the monomial map π′ : R[Y ][X ] → R[X ] defined by π′(yAxC) = π(yA)xC for any
monomial yAxC . Factoring π′ in the prescribed way produces
R[Y ][X ]
φ′−→ R[Z][X ] ψ
′
−→ R[X ]
where φ′(yAxC) = φ(yA)xC and ψ′(zBxC) = ψ(zB)xC for all monomials yA ∈ [Y ],
zB ∈ [Z] and xC ∈ [X ].
The monoid order ≤1 on imφ can be extended to an order ≤′1 on imφ′ = (imφ)[X ]
that eliminates X . Define ≤′ to be the order on [Y ][X ] such that yAxC < yBxD if
φ(yA)xC <′1 φ(y
B)xD or φ(yA)xC = φ(yB)xD and yA <2 y
B. The restriction of ≤′
to [Y ] is the hybrid order ≤ constructed previously from ≤1 and ≤2. The order
≤′ eliminates [X ], and satisfies the hypotheses for Theorem 4.2.1 so there exists a
finite Inc(N)-equivariant Gröbner basis H ′ for Γπ with respect to ≤′. Using the above
algorithm, H ′ can be explicitly computed from the Inc(N)-generators of Γπ, which
are
{σyp − π(σyp) | p ∈ [N ], σ ∈ Skp}
where y1, . . . , yN are representatives of the S∞-orbits of Y . Then H := H
′ ∩R[Y ] is




5.1 Dual spaces in numerical algebraic geometry
An algorithmic approach to complex algebraic geometry known as numerical alge-
braic geometry (see [57, 56]) provides fast approximate methods to solve systems of
polynomial equations. In case when the solution set is a finite set of points polynomial
homotopy continuation techniques are able to find approximations to all solutions. In
case when the solution set is positive-dimensional, it is a union of irreducible complex
affine varieties and numerical irreducible decomposition [55] is performed to capture
the information about the irreducible pieces with numerical data stored in the so-
called witness sets. In ideal-theoretic terms, given a generating set of an ideal I in
the polynomial ring R = C[x] = C[x1, . . . , xN ], the numerical irreducible decompo-
sition gives a numerical description of the components corresponding to the prime
ideals Pi in the decomposition of the radical
√
I = P1 ∩ · · · ∩ Pr.
Our goal is to use the same numerical algebraic geometry approach to solve the
problem of numerical primary decomposition [44]. That is to find a generic point
on every component of the affine scheme Spec(R/I); in ideal-theoretic terms, find a
generic1 point on the component V(P ) for every associated prime ideal P ∈ Ass(R/I).
In general a primary decomposition will include embedded components not found
in an irreducible decomposition, whose corresponding primes strictly contain other
associated primes of I.
1Here and throughout the paper we say a “generic point on component” to refer to a point in the
complement of a proper Zariski closed subset of the component containing the “degeneracy locus”
dictated by the context. One can trust numerical methods mentioned so far to produce random
points on components that avoid a the degeneracy locus “with probability 1”.
64
A major tool we will use to compute information about the local algebraic struc-
ture of ideal I at a point is the Macaulay dual space. Given generators of I and a
point p in its vanishing set, the dual space of I at p is the vector space dual of the
extension of I in the local ring at p, and it uniquely encodes the local properties
of I there. Certain combinatorial information about the dual space, such as dimen-
sion, can be accurately computed even when p is only known approximately but with
high enough precision. Many computations are reduced to linear algebra, allowing
numerical linear algebra techniques to be applied.
The idea of studying systems of polynomials through dual spaces dates back to
Macaulay [47]. Most of the recent work using Macaulay’s machinery concerns zero-
dimensional ideals or, geometrically speaking, isolated points. This includes algo-
rithms for computing a basis of the dual space [49, 12] and the local Hilbert function
at an isolated point [27], as well as various deflation procedures [43, 45, 31]. Sev-
eral studies depart from the zero-dimensional setting: the local dimension test [6],
computations using dual spaces for homogeneous ideals [30].
In this work dual spaces will be used in several numerical algorithms. First it is
used to compute local Hilbert polynomials in the general case, which is work originally
published in [41]. We will also give an algorithm for determining ideal membership
of a polynomial in an ideal in a local ring. Additionally dual space algorithms will
play a key role in the embedded component test algorithms for numerical primary
decomposition.
For α ∈ (Z≥0)N and y ∈ CN , define
• xα = xα11 · · ·xαNN ,
• |α| = ∑Ni=1 αi,
• α! = α1!α2! . . . αN !,






• ∂α[y] : R→ C defined by ∂α[y](g) = (∂αg)(y).
The differential functional ∂α[y] sometimes would be written ∂x
α
[y] (e.g. ∂1 − ∂y +
∂x
2yz) and when the point y is implied ∂α[y] would be written as ∂α. For y ∈ CN , let
Dy = spanC
{
∂α[y] | α ∈ (Z≥0)N
}
be the vector space of differential functionals at y.




ord q = max
cα 6=0
|α|.
The homogeneous part of order i of q ∈ Dy is referred to as qi. This grading is the
associated graded linear space of the filtration D∗y :
D0y ⊂ D1y ⊂ D2y ⊂ . . . , where Diy = {q ∈ Dy | ord q ≤ i}}.
Definition 5.1.1. The Macaulay dual space, or simply dual space, of differential
functionals that vanish at y for an ideal I ⊂ C[x] = C[x1, . . . , xN ] is
Dy[I] = {q ∈ Dy | q(g) = 0 for all g ∈ I}. (5.1.1)
The dual space Dy[I] is a linear subspace of Dy, a basis of Dy[I] is called a dual basis
for I.
The following theorem of Macaulay describes the dimension of the dual space
at an isolated solution y. The following statement appears in the classical text of
Macaulay [47].
Theorem 5.1.2. A solution y ∈ V(I) is isolated with multiplicity m if and only if
dimCDy[I] = m.
Definition 5.1.3. A subspace S ⊂ Dy is homogeneous if it is spanned by homoge-
neous functionals q ∈ Dord qy \Dord q−1y . If, in addition, S is spanned by ∂α[y], α ∈ A
for some subset A ⊂ (Z≥0)N , then S is called monomial.
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5.2 Local ring vs. Dual space
For the purpose of this section, without a loss of generality, we may assume y = 0 ∈
CN . Consider the local ring R0 = Rm where m = (x1, . . . , xN ). Let the space of dual
functionals be defined as above replacing R (polynomial) with R0 (rational functions
with denominators not vanishing at 0).
Remark 5.2.1. Ideals in R with no primary components away from the origin are
in one-to-one correspondence with ideals in the local ring R0:
• an ideal I ⊂ R defines the extension IR0 ⊂ R0;
• an ideal I ⊂ R0 corresponds to the ideal I∩R ⊂ R with no primary components
away from the origin.
Proposition 5.2.2. For ideal I ⊂ R, the dual space D0[I] is identical to the dual
space of its extension in R0, D0[IR0].










so q ∈ D0[IR0]. For q not in D0[I] there is some f ∈ I with q(f) 6= 0, and f is also
in IR0.
As a result we will speak interchangeably about the dual space of an ideal I at
the point 0 and the dual space of its extension in the localization of R at 0, IR0.
The following lemma provides another characterization of the extension of an ideal
I in the local ring, which will help describe the close connection between IR0 and the
Macaulay dual space.
Lemma 5.2.3. For any ideal I ⊂ R,





Proof. Let R̂ denote the completion of R with respect to the maximal ideal m (the
formal power series ring R̂ = C[[x1, . . . , xN ]]). The kernel of the map of R-modules
R/I → R̂/I is ⋂kmk(R/I), and by the exactness of completion R̂/I ∼= R̂/IR̂ (see
[5] Chapter 10). Composing the quotient map R→ R/I with the above, we see that
IR̂ ∩ R, which is the kernel of natural map R→ R̂/IR̂, is ⋂k(I +mk).
For any f ∈ IR̂ ∩ R, there is h ∈ I, g ∈ R̂ such that f = hg, so g = h/f is a
rational function in R0. Therefore f ∈ IR0 ∩ R, and so IR0 ∩ R = IR̂ ∩ R.
Proposition 5.2.4. For ideal I ⊂ R, f ∈ IR0 ∩ R if and only if q(f) = 0 for all
q ∈ D0[I].
Proof. It follows from the definition that f ∈ I implies q(f) = 0 for all q ∈ D0[I].
Let Rk be the space of polynomials with degree ≤ k, let fk denote the truncation
of f to degree k and let Ik ⊂ Rk be the set {fk : f ∈ I}. Since Rk is a finite
dimensional vector space,
(Ik)⊥ = Dk0 [I] = D0[I +m
k+1].





(Ik)⊥⊥ = Ik, we have fk ∈ Ik which implies f ∈ I + mk+1. By Lemma 5.2.3,
f ∈ IR0 ∩ R.
Corollary 5.2.5. For ideals J1, J2 ⊂ R0, J1 ⊂ J2 if and only if D0[J1] ⊃ D0[J2].
Proof. It’s clear that J1 ⊂ J2 implies D0[J1] ⊃ D0[J2]. Suppose J1 6⊂ J2, so there
is polynomial f ∈ J1 with f /∈ J2. By Proposition 5.2.4 there is q ∈ D0[J2] with
q(f) 6= 0, so D0[J2] 6⊂ D0[J1].
An immediate consequence of this corollary is that an ideal J ⊂ R0 is uniquely
determined by its dual space D0[J ].
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Corollary 5.2.6. The dual space D0[J ] is homogeneous (respectively, monomial) iff
the ideal J ⊂ R0 is homogeneous (respectively, monomial), i.e., generated by homo-
geneous elements with respect to filtration {mk}k≥0 (respectively, by monomials).
Proof. Given a homogeneous (respectively, monomial) dual space L = D0[J ] of an
ideal J ⊂ R0 it is straightforward to write down homogeneous (respectively, mono-
mial) I ⊂ R such that D0[I] = L. Namely, its homogeneous part of order k is the
set of polynomials orthogonal to Lk/Lk−1; for the monomial case, it is particularly
explicit: a monomial xα belongs to I iff ∂α /∈ L. The extension IR0 is determined by
L uniquely according to Proposition 5.2.5, hence, IR0 = J .
Remark 5.2.7. One could easily extend the definition of homogeneous and monomial
ideals to the local ring Ry for an arbitrary point y ∈ CN : in particular, an ideal is
called monomial if it is generated by elements of the form (x− y)α, α ∈ (Z≥0)N .
Macaulay dual bases allow for testing ideal membership at a solution [48] as stated
in the following proposition. This can be readily generalized for homogeneous ideals
using the following corollary, Remark 5.2.1, and Proposition 5.2.5.
Corollary 5.2.8 (Lemma 11 of [30]). A polynomial f ∈ R of degree d is a member
of a homogeneous ideal I ⊂ R iff f is annihilated by Dd0[I].
Proof. It follows from the proof of Corollary 5.2.6 thatDd0[I] determines J = IR/m
d+1.
Now, f ∈ I iff its image f̄ ∈ J iff f is annihilated by Dd0 [I].
The statement of Corollary 5.2.8 corrects that of Theorem 4.6 of [44] where the
assumption of homogeneity was missed as shown in [29]. The local membership test
without the assumption of homogeneity is a much harder task, addressed in [41].
5.3 Action of differentiation on the dual space
An alternative characterization of the dual space can be given via Proposition 5.3.2.
There is a natural action of R0 on D0 by pre-multiplication. Specifically for q ∈ D0
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and g ∈ R0 let g · q ∈ D0 denote the functional defined by (g · q)(f) = q(gf). It can
be checked that this gives D0 an R0-module structure. The action of each variable xi
can also be considered as differentiating functionals in D0 by ∂i (up to normalization).
Let σxi : D0 → D0 denote the map defined by the action of xi.
σxi : D0 → D0
∂α 7→ ∂α−ei , (i = 1, . . . , N),
where ∂β is taken to be 0 when any entry of β is less than zero.
The following statements (from Proposition 5.3.1 to Corollary 5.3.5) appear, per-
haps in alternative phrasing, in many works addressing the duality at hand (see, for
example, [49]). We collect the essential pieces, stated in our language, and complete
with our own short proofs to guide reader’s intuition for this paper.
Proposition 5.3.1. For a subspace L ⊂ D0 the following are equivalent:
• L is the dual space of some ideal JL ⊂ R0.
• L is closed under differentiation by each variable: xi · L ⊂ L for all 1 ≤ i ≤ N .
• L is an R0-submodule of D0.
Proof. For any L ⊂ D0 define
JL = {f ∈ R0 : q(f) = 0 for all q ∈ L}.
If L is closed under differentiation, then JL is closed under multiplication by each




α. Then if f ∈ JL and q ∈ L, q(gf) =
∑
α cαq(x
αf) and each term is
zero, so gf ∈ JL. Therefore JL is an ideal and D0[JL] = L. Conversely if L = D0[JL]
and q ∈ L then (xi · q)(f) = q(xif) = 0 for all f ∈ JL so xi · q ∈ L.
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Consider the map
Dual : {ideals of R0} → {R0-submodules of D0}
defined by Dual(J) = D0[J ]. By Corollary 5.2.5 and Proposition 5.3.1, this map is a
bijection. This provides another way to characterize the dual space.
Proposition 5.3.2. For ideal J = 〈f1, . . . , fn〉 ⊂ R0, let L be the maximal R0-
submodule of D0 that satisfies q(fi) = 0 for all q ∈ L and all 0 ≤ i ≤ n. Then
L = D0[J ].
Proof. D0[J ] is closed under differentiation and satisfies q(fi) = 0 for all q ∈ D0[J ]
and 0 ≤ i ≤ n, so D0[J ] ⊆ L. The ideal JL contains {f1, . . . , fn}, so J ⊆ JL which
implies L ⊆ D0[J ].
Remark 5.3.3. For an ideal J ⊂ R0, the dual space D0[J ] is finitely-generated as
an R0-module only when it is a finite dimensional vector space. If D0[J ] is generated
by a single functional p, then J is exactly the apolar ideal of p (see, for instance, [36]
for the definition).
A result of Proposition 5.3.2 is that for I = 〈f1, . . . , fn〉, a dual element q is in
D0[I] if and only if q(fi) = 0 and xj · q ∈ D0[J ] for each 0 ≤ i ≤ n and 0 ≤ j ≤ N .
Note that this leads to a completion scheme for computing Dky [I] proposed in [49],
assuming y is in the vanishing set of I:
D0y[I]← spanC(∂0)
for i = 1→ k do
Diy[I] ← {q ∈ Dy | xj · q ∈ Di−1y [I] for all j = 1, . . . , N and q(fi) = 0 for all i =
1, . . . , n}
end for
Moreover, the above algorithm makes apparent that if Diy[I] = D
i+1
y [I] for some i ≥ 0
then Diy[I] is equal to all higher truncations, and so is equal to Dy[I]. This gives an
effective stopping criterion for computing Dy[I] when it is finite dimensional.
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Proposition 5.3.4. For ideals J1, J2 ⊂ R0,
• D0[J1 + J2] = D0[J1] ∩D0[J2].
• D0[J1 ∩ J2] = D0[J1] +D0[J2].
Proof. The first statement follows from the definition of the dual space, as does
D0[J1] +D0[J2] ⊂ D0[J1 ∩ J2].
Let L = D0[J1] +D0[J2]. It’s clear that L is an R0-submodule, so it is the dual
space of an ideal JL. The fact that D0[J1] ⊂ L implies JL ⊂ J1 and similarly JL ⊂ J2.
Therefore D0[J1 ∩ J2] ⊂ L.
Corollary 5.3.5. If J1 and J2 are homogeneous ideals of R0, then the equality holds
for the truncated dual spaces:
Dd0 [J1 ∩ J2] = Dd0 [J1] +Dd0[J2], for all d ∈ N0.
Proof. This follows from the fact that if q ∈ D0[J ] for a homogeneous J , then qd, the
part of q of order d, is also in D0[J ].
Remark 5.3.6. For truncated dual space, in general, only one inclusion holds:
Dk0 [J1 ∩ J2] ⊃ Dk0 [J1] +Dk0 [J2].
However, because Dk0 [J1 ∩ J2] is finite dimensional, it follows that
Dk0 [J1 ∩ J2] ⊂ Dl0[J1] +Dl0[J2]
for l large enough.
Example 5.3.7. Let I1 = 〈x1〉 and I2 = 〈x1 − x22〉 in R = C[x1, x2]. Then
D10[I1] +D
1
0[I2] = span{1, ∂2},




0[I2] = span{1, ∂2, ∂22 , ∂22 + ∂1}.









In this chapter, the tools relating to the Macaulay dual space from Chapter 5 are used
to produce algorithms for computing local properties of an ideal I at a point p. In
particular we give algorithms for the local Hilbert polynomial and Hilbert regularity
of I at p and for testing local membership of a polynomial in I. We also introduce
the notion of “eliminating dual spaces,” which can be used to compute dual spaces
of quotient ideals in some situations.
These algorithms take as input a generating set of the ideal I and a point p, and
are consistent with respect to numerical error of p. This means that they will give
the correct output even if the value of p is not given exactly, but instead a numerical
approximation of p with sufficiently high precision. This makes these algorithms
compatible with other tools from numerical algebraic geometry.
The algorithms developed in this chapter will in turn be used toward solving
problems in numerical primary decomposition in Chapter 7.
6.1 Numerical Hilbert function
6.1.1 Primal and dual monomial order
Let ≥ be a local monomial order (1 is the largest monomial), which we shall refer
to as a primal order. For g =
∑
α aαx
α, a nonzero polynomial, the initial term with




{xα | aα 6= 0}.
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For an ideal I, the initial terms of I with respect to ≥ is the set of initial terms with
respect to ≥ of all the elements of I, namely
in≥(I) = {in≥(f) | f ∈ I}.
A monomial is called a standard monomial of I with respect to ≥ if it is not a member
of in≥(I).
We shall order the monomial differential functionals via the dual order:
∂α  ∂β ⇔ xα ≤ xβ,
the order opposite to ≥.
The initial term in(q) of q is the largest monomial differential functional that
has a nonzero coefficient. The initial support of a dual space with respect to  is the
set of initial terms with respect to  of all the elements in the dual space (which can
be considered as a subset of (Z≥0)N).
A dual basis that has distinct initial terms is called a reduced dual basis. Using a
(possibly infinite dimensional) Gaussian elimination procedure, it is easy to see that
any dual basis can be transformed into a reduced dual basis.
Theorem 6.1.1 (Theorem 3.1 of [45]). Let I0 be a 0-dimensional ideal of R0. The
initial support of the dual space D0[I0] is the set of standard monomials for I = I0∩R,
i.e.,
in(D0[I0]) = in(D0[I]) = {∂α | xα /∈ in≥(I)}. (6.1.1)
Proof. Note that D0[I] is finite dimensional. Choose a monic reduced basis B for
D0[I] such that the lead term of each element does not occur in any other element
(using Gaussian elimination).
Suppose ∂α ∈ in(D0[I]) so some p ∈ B has in(p) = ∂α. For any monic polyno-
mial f with in≥(f) = x
α, f and p have no terms with the same exponent except their
respective lead terms, so p(f) = 1 and f /∈ I.
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Suppose ∂α /∈ in(D0[I]). Let {p1, . . . , ps} ⊂ B be the basis elements with ∂α in
their monomial support. For each pi let ci be the coefficient of ∂
α and let ∂βi = in(pi).
The following polynomial





has p(f) = 0 for all p ∈ B, and in≥(f) = xα. By Proposition 5.2.4, f ∈ I0 so
xα ∈ in≥(I0) = in≥(I).








m = 〈x1, . . . , xN〉.
Proof. Choosing a graded primal order≥, a vector space basis for the quotient R0/(I+
mk+1) is the set of monomials
{xα | xα /∈ in≥(I), and |α| ≤ k}.
By Theorem 6.1.1 this is corresponds to a basis for in(D
k
0 [I]) which has the same
dimension as Dk0 [I].
We can extend Theorem 6.1.1 to ideals of arbitrary dimensions.
Theorem 6.1.3. For an ideal I ⊂ R the monomial lattice NN0 is a disjoint union of
inD0[I] and in≥ I.

















k+1) = in≥(IR0 ∩ R) = in≥(I) .
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6.1.2 Hilbert function and regularity index
The Hilbert function of an ideal I ⊂ R0 provides combinatorial information about I
that can be computed numerically using truncated dual spaces.
Definition 6.1.4. For an ideal I ⊂ R0 define the Hilbert function as















This is the same as HSR0/I,m, the Hilbert-Samuel function of the R0-module R0/I
where R0 is filtered by {mk}.
The Hilbert function is determined by the initial ideal with respect to the primal
monomial order (that respects the degree).
Proposition 6.1.5. For an ideal I ⊂ R0
HI(k) = HI,0(k) = Hin≥(I∩R)(k), for all k ∈ N0.
Alternatively, truncated dual spaces determine the Hilbert function. By Corol-
lary 6.1.2 it can be seen that
HI(k) = dimCD
k
0 [I]− dimCDk−10 [I], for k ≥ 0,
where dimCD
−1
0 [I] is taken to be 0.
For some m ≥ 0 the Hilbert function is a polynomial in k for all k ≥ m (see, e.g.,
[26, Lemma 5.5.1]), the Hilbert polynomial HPI(k). If the dimension of I ⊂ R0 is d,
then HPI(k) is a polynomial of degree d− 1. In particular if I is 0-dimensional then
HPI(k) = 0 since R0/I is finite dimensional.
Definition 6.1.6. The regularity index of the Hilbert function is
ρ0(I) = min{m : HI(k) = HPI(k) for all k ≥ m }.
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The regularity index of an ideal is used as a stopping criterion for many algo-
rithms which work iteratively by degree. In particular we will make use of it in
Algorithm 7.2.1.
The Hilbert polynomial is closely tied to the notion of multiplicity.
Definition 6.1.7. For a 0-dimensional ideal I, the multiplicity µ(I) is defined as
dimC(R0/I). For I of dimension d > 0 with Hilbert polynomial HPI(k) = ad−1k
d−1+
· · ·+ a0 the multiplicity is defined as
µ(I) = ad−1(d− 1)!.
The multiplicity of I can be interpreted geometrically as follows. For I ⊂ R0 with
dimension d, let L ⊂ R be a system of affine hyperplanes with codimension d. If L
is chosen generically, then J = (I ∩R) + L is a 0-dimensional ideal and the points of
V(J) are smooth points of V(I ∩ R). The multiplicity µ(I) is equal to dimC(R/J).
It follows that if Q1, . . . , Qs are the primary components of I that have maximal
dimension, then µ(I) =
∑s
i=1 µ(Qi). For detailed discussion of multiplicity see [26,
Sec 5.5].
Definition 6.1.8. The regularity index of the Hilbert function is
ρ0(I) = min{m : HI(k) = HPI(k) for all k ≥ m }.
Let us refer to the minimal monomial generators of a monomial ideal M as g-
corners. We call a monomial xα an s-corner ofM when xix
α ∈M for all i = 1, . . . , n.
For a general ideal I, the g-corners and s-corners of I will refer to the g-corners and
s-corners of the monomial ideal in≥ I, respectively.
1
The Hilbert function of I can be computed in terms of the set C of g-corners of
1g- and s- stand for generators of in≥ I and monomials spanning the socle of the quotient























Figure 3: The “staircase” of monomial ideal I = 〈x31, x21x22, x42〉 in the lattice of
monomials. The regularity index of the Hilbert function is ρ0(I) = 5.















is taken to be 0 for all k < deg lcm(S). For k− deg lcm(S) +
N −1 ≥ 0 this binomial coefficient is a polynomial in k of degree N −1. The formula
provides a way to explicitly produce the Hilbert polynomial from the set of g-corners.
It also provides a bound on the regularity index,
ρ0(I) ≤ deg lcm(C)−N + 1.
Remark 6.1.9. For a 0-dimensional ideal I, The Hilbert regularity index
ρ0(I) = max{|α| : xα is an s-corner of in≥ I}+ 1.
6.1.3 Computing the Hilbert polynomial of an ideal
We will compute the Hilbert polynomial of an ideal I by computing the set of g-
corners, which in turn will be done by computing truncated dual spaces. The algo-
rithm given here that accomplishes this was originally published in [38]. Theorem
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6.1.3 shows that inD
k
0 [I] determines the monomials of in≥ I of degree ≤ k. If mono-
mial m ∈ in≥ I is not divisible by any lower degree monomials in in≥ I, then m is a
g-corner of I. This gives a procedure to find g-corners degree by degree. We need
only a stopping criterion for when all g-corners have been found.
When I is homogeneous, the following proposition suggests such a stopping crite-
rion.
Proposition 6.1.10. Let I be a homogeneous ideal given by homogeneous generating
set F , let G be a homogeneous minimal standard basis for I, and let Gk = {g ∈ G :
deg g ≤ k}. For any k ≥ maxf∈F (deg f), one of the following must be true:
• Gk = G,
• or there is f ∈ G \Gk with
deg f ≤ max
g,h∈Gk
(deg lcm{in≥ g, in≥ h}) ≤ 2k.
Proof. This statement follows from Buchberger’s criterion for a standard basis. Since
k is chosen larger than the degrees of the generators, Gk generates J . If Gk is not a
standard basis, then there must be some g, h ∈ Gk with S-polynomial S(g, h) that does
not reduce to 0. Since g and h are homogeneous, deg S(g, h) = deg lcm{in≥ g, in≥ h},
and the normal form of S(g, h) has the same degree.
Note that the assumption of homogeneity of I is necessary. With a local order,
an S-polynomial may in general have higher degree than the LCM of the lead terms
of it’s constituent polynomials.
For the non-homogeneous case let F ⊂ R be a finite set of generators of I and
let F h ⊂ R[h] denote the homogenization of F . The above ideas will be applied
to the homogeneous ideal 〈F h〉 to find its g-corners. Note that 〈F h〉 ⊆ Ih but in
general equality does not hold. However for any g ∈ I, there is hkgh ∈ 〈F h〉 for some
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sufficiently large k. Letting ϕ : R[h]→ R denote the dehomogenization map sending
h to 1, then ϕ(〈F h〉) = 〈F 〉.
We equip R[h] with the unique graded local order ≥ such that for monomials
a, b ∈ R[h] with the same total degree, a ≥ b if and only if ϕ(a) ≥ ϕ(b). This
monomial order ensures the following relation between g-corners of 〈F h〉 and of 〈F 〉.
Proposition 6.1.11. If C is a set of monomial generators of in≥〈F h〉 then ϕ(C)
generates in≥〈F 〉.
Proof. It is sufficient to prove that ϕ(in≥〈F h〉) = in≥〈F 〉. The monomial order on
R[h] is chosen so that for any homogeneous polynomial f ∈ R[h],
in≥ ϕ(f) = ϕ(in≥ f).
For any g ∈ 〈F 〉, there is tkgh ∈ 〈F h〉 for some k and ϕ(in≥ tkgh) = in≥ g. Therefore
ϕ(in≥〈F h〉) ⊇ in≥〈F 〉.
For any polynomial f ∈ 〈F h〉, the graded pieces of f are also in 〈F h〉 because it
is a homogeneous ideal. Let f̂ be the non-zero graded piece of f of smallest degree
so in≥ f̂ = in≥ f . Since f̂ is homogeneous,
ϕ(in≥ f) = ϕ(in≥ f̂) = in≥ ϕ(f̂)
and ϕ(f̂) ∈ 〈F 〉. Therefore ϕ(in≥〈F h〉) ⊆ in≥〈F 〉.
By calculating a reduced dual basis of Dk0 [〈F h〉] for a given k, we find the mono-
mials not represented in inD
k
0 [〈F h〉], which by Theorem 6.1.1 correspond to the
monomials of in≥〈F h〉 of degree ≤ k, and from these deduce the g-corners of 〈F h〉
of degree ≤ k. Each time we find a new g-corner of 〈F h〉, we revise our bound on
what degree to stop at according to Proposition 6.1.10. If we ever reach the bound
without finding any new g-corners then all g-corners are guaranteed to be found and
the algorithm stops. If C is the set of g-corners of 〈F h〉 then ϕ(C) generates in≥ I.
Throwing out non-minimal elements of ϕ(C) produces the g-corners of I.
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Algorithm 6.1.12. C = gCorners(F )
Require: F = {f1, . . . , fs} ⊂ R.
Ensure: C is the set of g-corners of 〈F 〉.
k ← 0
kmax ← 2maxi{deg fhi }
while k ≤ kmax do
B ← reduced basis of Dk0 [〈F h〉]
Ck ← minimal monomials of {xα | |α| ≤ k, ∂α /∈ inB}
if Ck 6= Ck−1 and kmax < 2k then
kmax ← 2k
end if
k ← k + 1;
end while
C ← minimal monomials of ϕ(Ck−1)
6.2 Testing ideal membership with quotient ideals
6.2.1 Dual spaces of quotient ideals
Recall that for g ∈ R0, the map σg : D0 → D0 denotes the action of g on D0 by
pre-multiplication, or equivalently by “differentiation” with respect to g.
Proposition 6.2.1. For all non-zero g ∈ R0, the map σg : D0 → D0 is surjective
and ker σg = D0[〈g〉].
Proof. Note g ·D0 is closed under differentiation. If σg is not surjective, then g ·D0
is the dual space of some non-trivial ideal I ⊂ R0 by Proposition 5.3.1. Choose some
non-zero f ∈ I. Since gf 6= 0, there exists some functional q with q(gf) 6= 0. Then
g · q(f) = q(gf) 6= 0, which is a contradiction since g · q should annihilate f . To
show ker σg = D0[〈g〉], if q ∈ D0[〈g〉] then g · q(f) = q(gf) = 0 for all f ∈ R0. The
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only functional that is zero on all elements of R0 is the zero functional so g · q = 0.
Conversely if q /∈ D0[〈g〉] then g · q(f) = q(gf) 6= 0 for some f ∈ R, so g · q 6= 0.
Theorem 6.2.2. D0[I : 〈g〉] = g ·D0[I].
Proof. For I homogeneous, the statement is shown in [30, Theorem 22]. Here we
consider the general case.
If p ∈ D0[I], then g · p(f) = p(gf) = 0 for all f such that gf ∈ I. These are
precisely the polynomials f in I : 〈g〉, and so g · p ∈ D0[I : 〈g〉].
For any q ∈ D0[I : 〈g〉], because σg is surjective we can choose some p ∈ D0 such
that g · p = q. Then for all f ∈ I : 〈g〉, we have q(f) = p(gf) = 0, so
p ∈ D0[g(I : 〈g〉)] = D0[I ∩ 〈g〉] = D0[I] +D0[〈g〉].
Therefore p = p′+u for some p′ ∈ D0[I] and u ∈ D0[〈g〉]. Then q = g ·p = g ·p′+ g ·u
but g · u = 0 so q ∈ g ·D0[I].
6.2.2 Ideal membership test
Let > be a primal order on the monomials of the local ring R0, and ≻ be the dual
order for the dual monomials of D0. For any p ∈ D0, we must have deg in(x1 · p) ≤
deg in(p) − 1, since differentiation reduces the degree of each monomial by 1, but
may also annihilate the lead term. Therefore taking the derivative of the dual space
truncated at degree d+ 1 we have x1 ·Dd+10 [I] ⊂ Dd0[I : 〈x1〉]. Equality may not hold
since there may be some functionals q ∈ Dd0 [I : 〈x1〉] with q = x1 ·p for some p ∈ D0[I]
with lead term having degree higher than d+ 1 and is annihilated by x1. In general,
finding Dd0[I : 〈x1〉] from the truncated dual space of I may require calculating Dc0[I]
up to a very high degree c.
Some of these issues can be side-stepped through homogenization. As in Section
6.1.3, for f ∈ R, let fh ∈ R[h] denote the homogenization of f . Let ϕ : R[h]→ R be
the dehomogenization map, which sends h to 1.
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Proposition 6.2.3. ϕ(〈F h〉 : 〈gh〉) = I : 〈g〉.
Proof. Suppose j ∈ 〈F h〉 : 〈gh〉, so jgh ∈ 〈F h〉. Then by dehomogenizing, ϕ(j)g ∈ 〈F 〉
so ϕ(j) ∈ I : 〈g〉.





h for some non-negative integers c and cf . Therefore h
cjh ∈
〈F h〉 : 〈gh〉 and ϕ(hcjh) = j.
Since 〈F h〉 and gh are both homogeneous,
gh · (Dd0[〈F h〉]) = Dd−e0 [〈F h〉 : 〈gh〉]
where e is the degree of gh.
We will make use of this for an ideal membership test using the homogenized dual
space. Let I be an ideal of the local ring R0. If g is not in I then at some degree the
Hilbert functions of I and I+〈g〉 will differ. We can compute the values of the Hilbert
function for successive degrees using the dual space. If g is in I then I : 〈g〉 = R0.
This can be checked by computing Dd0[〈F h〉 : 〈gh〉] for some d and seeing that hd is
in its initial ideal. This implies that there is some f ∈ 〈F h〉 : 〈gh〉 with ϕ(in≥ f) = 1.
Running both tests simultaneously for successive degrees d guarantees termination.
Algorithm 6.2.4. B = IdealMembership(F, g)
Require: I = 〈F 〉, an ideal of R;
g, a polynomial in R.





D2 ← Dd0[I + 〈g〉];
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if D1 6= D2 then
return false;
end if
C ← gh ·Dd+e0 [〈F h〉];





Algorithm 6.2.4 fills in the gap left by the local membership test proposed in
Theorem 4.6 of [44], which missed the necessary assumption of homogeneity.
6.3 Eliminating dual spaces
Section 6.2.1 described the relationship between the dual space of an ideal D0[I], and
the dual space of the quotient ideal by a principal ideal D0[I : 〈g〉]. For applications
(such as in Section 7.2) it is useful to compute information even about the simplest
case, where g = x1. We would like to find bases for the truncated dual spaces
Dd0[I : 〈x1〉] but this proves difficult.
Let > be a graded primal order on the monomials of the local ring R0, and
≻ be the dual order for the dual monomials of D0. For any p ∈ D0, we must
have ord in(x1 · p) ≤ ord in(p)− 1, since differentiation reduces the degree of each
monomial by 1, but may also annihilate the lead term. Therefore taking the derivative
of the dual space truncated at degree d+1 we have x1·Dd+10 [I] ⊂ Dd0[I : 〈x1〉]. Equality
may not hold since there may be some functionals q ∈ Dd0 [I : 〈x1〉] with q = x1 · p for
some p ∈ D0[I] with lead term having degree higher than d+ 1 and is annihilated by
x1. In general, finding D
d
0[I : 〈x1〉] from the truncated dual space of I may require
calculating Dc0[I] up to a high degree c.
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To overcome the difficulty of computing truncated dual spaces of colon ideals, we
consider other filtrations of D0 corresponding to gradings on R0 other than the total
degree grading. For A ⊂ {x1, . . . , xn} define ordA ∂α =
∑
xi∈A
αi, the total order of
all ∂i with xi ∈ A. For general q ∈ D0 define ordA q to be the maximum order of the
terms of q.
Definition 6.3.1. Fixing A ⊂ {x1, . . . , xN}, the eliminating truncated dual spaces of
I are
Ed0 [I, A] = {q ∈ D0[I] : ordA q ≤ d}
for all d ∈ N0.
We often drop the word truncated when talking about eliminating dual spaces.
The truncated dual spaces Dd0[I] give a filtration of D0[I] corresponding to the
maximal ideal m of R0
Dd0[I] = D0[I +m
d+1].
Similarly, the eliminating truncated dual spaces for A correspond to the ideal 〈A〉 in
that
Ed0 [I, A] = D0[I + 〈A〉d+1].
To see this, note thatEd0 [I, A] is the intersection ofD0[I] with E
d
0 [0, A] = D0[〈A〉d+1].
By Propositon 5.3.4, the intersection of these two dual spaces is D0[I + 〈A〉d+1].
For which ever grading of R0 (and corresponding filtration of D0) is chosen, it is
useful to pick a local order ≥ (and corresponding dual order ) that is compatible
with the grading. An order is compatible if for xα ∈ (R0)i and xβ ∈ (R0)j with i < j
then xα > xβ . In the case of the total degree grading, such an order is a graded
order. For the grading given by 〈A〉 a compatible local order is an elimination order,
eliminating the variables in A. In particular this is a block order in which the most
significant block is a degree order on the variables in A and the second block is an
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arbitrary order on the variables not in A. Such an order ensures that p ∈ Ed0 [0, A] if
and only if in p ∈ Ed0 [0, A].
Remark 6.3.2. Dual spaces offer analogs to many operations in elimination theory.
The dual space of I ∩ C[xm+1, . . . , xN ] is equal to D0[I]|∂1=0,...,∂m=0. The eliminating
dual E00 [I, A] is the dual space of I + 〈A〉, the variety of which is the intersection of
V(I) with the coordinate subspace in which the variables in A are zero. For a more
detailed discussion in the case if homogeneous ideals see [30].
Let ≥ be an local elimination order for x1, . . . , xm with dual order  and con-
sider ring extension R′ := C(xm+1, . . . , xN)[x1, . . . , xm] ⊃ R. In this extension with
′ the corresponding dual order, the monomials in in′ D0[IR′] are the monomials
of inD0[I] considering only the x1, . . . , xm parts. These can be computed from
inE
d
0 [I, {x1, . . . , xm}] for sufficiently large d.
Note that the eliminating dual space generalizes the usual truncated dual space
since Ed0 [I, {x1, . . . , xN}] = Dd0[I]. For general A, we have Ed0 [I, A] ⊃ Dd0[I]. Unlike
Dd0[I], the eliminating truncated dual space can be infinite-dimensional.
Proposition 6.3.3. If I is an m-dimensional ideal that is in general position with
respect to x1, . . . , xm then dimCE
d
0 [I, {x1, . . . , xm}] <∞.
Proof. For I satisfying these hypotheses the intersection of V(I) with the space
V(x1, . . . , xm) is 0-dimensional. By Theorem 5.1.2, I+ 〈x1, . . . , xm〉d+1 has dual space
of finite dimension.
In particular, if I is a curve, after a generic change of coordinates one can finitely
compute its eliminating dual spaces for A = {x1}. The following proposition provides
a method to compute eliminating dual spaces of the quotient ideal I : 〈x1〉 as well.
Proposition 6.3.4. Ed0 [I : 〈x1〉, {x1}] = x1 · Ed+10 [I, {x1}] for all d ∈ N0.
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Proof. Let  be a dual order on D0 eliminating x1. For any functional p ∈ D0,
either in(p) is divisible by ∂1, or p has no terms divisible by ∂1. In the first case,
in(x1 · p) = in(p)/∂1. In the second case x1 · p = 0. Therefore, in the view of
Theorem 6.2.2, any non-zero q ∈ Ed0 [I : 〈x1〉, {x1}] must be the derivative of some
p ∈ Ed+10 [I, {x1}].
This proposition is used in Algorithm 7.2.1; see Example 7.2.4.
Proposition 6.3.4 for curves does not hold in general (only a weaker Proposi-
tion 6.3.5 does) and we are unable to use the eliminating dual spaces outside the
specialized Algorithm 7.2.1.
Proposition 6.3.5.
Ed0 [I : 〈x1, . . . , xm〉, {x1, . . . , xm}] ⊃
m∑
i=1
xi · Ed+10 [I, {x1, . . . , xm}] (6.3.1)
for all d ∈ N0.
Proof. The inclusion (6.3.1) holds, since I : 〈x1, . . . , xm〉 =
⋂m
i=1 I : 〈xi〉 and, by
Theorem 6.2.2,
D0[I : 〈x1, . . . , xm〉] =
m∑
i=1




Remark 6.3.6. Assuming it is finite, a basis for Ed0 [I, {x1, . . . , xm}] can be computed
by finding a basis of the dual space of I + 〈x1, . . . , xm〉d+1. The dual space of a 0-





7.1 Numerical primary decomposition
There is a handful of methods for symbolic primary decomposition with implementa-
tions carried out for decomposition over Q. For a good overview see [17].
A method for numerical primary decomposition (NPD) was introduced in [44] and
is intended to compute an absolute primary decomposition, i.e., decomposition over C.
Conceptually it relies on the numerical oracles mentioned in the Introduction and is
very different from the symbolic techniques such as Gröbner bases and characteristic
sets. There are several components of the NPD algorithm that are not detailed in
[44]; here we fill in the gaps.
The following construction, inspired by the higher-order deflation [46], computes a
superset of the primary components of an ideal. Consider an ideal I = (f1, . . . , fN) ⊂
R = C[x]. Let q =
∑
|β|≤d aβ∂
β ∈ C[a][∂] be a linear differential operator of order at
most d with coefficients in the polynomial ring C[a]. Note there is a natural action
of C[a][∂] on C[a][x].
The ideal generated by f1, . . . , fN and q(x
αfi) for all |α| ≤ d− 1 and i = 1, . . . , N
is called the deflation ideal of I of order d and denoted by I(d).
We also refer to the deflated variety of order d,
X(d) = V(I(d)) ⊂ CB(n,d),





is the number of variables in C[x, a].
The deflation ideal I(d) and, therefore, the deflated variety X(d) does not depend
on the choice of generators of the ideal I (see [44, Proposition 2.7]).
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Denote by πd : X
(d) → X the restriction of the natural projection from CB(n,d) to
Cn. Note that this map is a surjection onto X = X(0) = V(I).
Remark 7.1.1. For every point x ∈ Cn the fiber of πd is isomorphic to the truncated
dual space of order d, i.e.,
π−1d (x) ≃ Ddx(I).
The following statement enables us to compute all (including embedded) compo-
nents associated to I.
Theorem 7.1.2 (Theorem 3.8 of [44]). Every component is visible at some order
d, i.e., for every prime P ∈ Ass(R/I), there exists d such that the preimage Y (d) =
π−1d (Y ) of the variety Y = V(P ) is an irreducible (isolated) component of the variety
X(d) = V(I(d)).
The term “visible” reflects the tool that is used to “see” components: numerical
irreducible decomposition (NID) algorithms such as in [55], which can detect isolated
components numerically.
We call an isolated component Y (d) of X(d) a pseudocomponent if πd(Y
(d)) is not
a component of X . We call pseudocomponents and embedded components of X
collectively suspect components.
Here is an outline of Algorithm 5.3 of [44] that computes a superset of all associated
components.
Algorithm 7.1.3. N = NPD(I)
Require: I, ideal of R.








Y ∈ C1 | πd(Y ) 6= Z for all Z ∈ N
}
for all Y ∈ C2 do
if Y is not a pseudocomponent then
N ← N ∪ {Y }
end if
end for
d = d+ 1;
until a stopping criterion holds for d
There are two parts of the algorithm that need clarification:
• a routine to determine whether a subvariety of X is a pseudocomponent;
• a stopping criterion.
A stopping criterion can be provided by a bound on the regularity index of the
(global) Hilbert function. However, this a priori bound doubly exponential in the
number of variables is not practical.
The problem we solve in this chapter is that of distinguishing embedded com-
ponents from pseudocomponents. The problem statement can be condensed to the
following.
Problem 7.1.4. Consider an ideal I ⊂ R and a prime ideal P ⊃ I. Let Q1, . . . , Qr ⊃
I be the primary ideals in a primary decomposition of I such that
√
Qi ( P .
Given generators of I and generic points y0 ∈ V(P ) and yi ∈ V(Qi) (i = 1, · · · , r),
determine whether P is an associated prime of R/I.
Equivalently, let y0 = 0 ∈ V(P ) be a sufficiently generic point (we may assume
the origin is a generic point without a loss of generality), determine whether
IR0 = Q1R0 ∩ · · · ∩QrR0. (7.1.1)
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In Section 7.2 we first present a relatively simple algorithm for answering Question
7.1.4 in the special case when I has dimension 1, and thus any suspect component
P has dimension 0. In Section 7.3 we present a different algorithm which puts no
restriction on the dimension of I, but still assumes the suspect component P has
dimension 0. Finally we adapt this algorithm to the fully general case in Section
7.3.1. These results are joint work with Anton Leykin and originally appeared in
[40][41].
7.2 Embedded component test for a curve
We consider the case when the variety is locally a curve, namely, dimy0 I = 1. That
means dimPi = 1 for i 6= 0 and V(P0) = {y0} is a point that may or may not be an
embedded component.
Let an ideal I be given by its generators F and suppose, without a loss of gener-
ality, that the point in question is y0 = 0. Let the 1-dimensional primary components
in the problem be P1, . . . , Pr with Vi = V(Pi) containing the origin. Saturating I by
the ideal 〈x1〉 eliminates all the components of I that contain 〈x1〉. After a generic
linear change of coordinates, we may assume that no Vi is contained in the hyper-
plane x1 = 0 except for V0 = V(Q0), so I : 〈x1〉∞ 6= I if and only if the origin is an
embedded component.
This leads to the following algorithm that employs the eliminating dual spaces.
Algorithm 7.2.1. B = IsOriginEmbeddedInCurve(I)
Require: I, a 1-dimensional ideal of R in regular position relative to x1.
Ensure: B = “origin is an embedded component of I”, a Boolean value.
r ← ρ0(I);
m← µ0(I);
k ← max(r,m− 1);
E ← Ek0 [I, {x1}];
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return x1 · E ( Ek−10 [I, {x1}]
Here µ0(I) denotes the multiplicity (or degree) of I at the origin. For I a curve,
note the (local) Hilbert polynomial of I is the constant polynomial HPI(k) = µ0(I).
To compute ρ0(I) and µ0(I) we can use Algorithm 6.1.12 from which we can produce
the Hilbert function of I from a set of generators, and in the process the Hilbert
regularity index and the Hilbert polynomial of I.
The following two lemmas are used in the proof of correctness of Algorithm 7.2.1.
Lemma 7.2.2. Suppose ideals I, J ⊂ R0 satisfy I ⊆ J and dimC J/I is finite. Then
I = J if and only if
Dr−10 [I] = D
r−1
0 [J ]
where r = max{ρ0(I), ρ0(J)}.
Proof. Since I ⊆ J , to show I = J it is enough to show that HI(k) = HJ(k) for
all k ≥ 0. Because dimC J/I is finite, HPI = HPJ so the Hilbert functions agree for
k ≥ r. If additionally Dr−10 [I] = Dr−10 [J ], then the Hilbert functions also agree for
0 ≤ k < r.
Lemma 7.2.3. If J is a one-dimensional monomial ideal that is saturated at the
origin (J = J : m∞), then
ρ0(J) ≤ µ0(J)− 1.
Proof. We consider a monomial cone decomposition of the standard monomials of J .
For monomial m ∈ R0 and a set of variables v = {xi1 , . . . , xik} the monomial cone
Cm,v is
Cm,v := {xa1i1 · · ·x
ak
ik
m | (a1, . . . , ak) ∈ Nk0}.
A monomial cone decomposition of R0/J is a finite list of pairs
(m1, v1), . . . , (ms, vs)
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such that the standard monomials of J are a disjoint union of the cones
Cm1,v1 , . . . , Cms,vs.
The dimension of a cone Cm,v is defined to be the size of v. A cone decomposition
is closely related to the Hilbert function of J : the maximum dimension of a cone in
the decomposition is the dimension of the ideal; the number of maximal dimensional
cones is the multiplicity µ0(J); and the maximum degree of the monomialsm1, . . . , ms
bounds the regularity ρ0(J). For J a one-dimensional monomial ideal saturated at the
origin, there is a cone decomposition (m1, {xi1}), . . . , (ms, {xis}) of R0/J consisting
only of dimension 1 cones.
Modify this decomposition slightly by letting m′j := mj|xij=1, the monomial ob-
tained from mj by removing xij . The cones Cm′1,v1 , . . . , Cm′s,vs also have the standard
monomials of J as their union, but are generally not disjoint. To prove the propo-
sition, it is sufficient show that for all d ≥ µ0(J) − 1 each cone contains exactly one
monomial of degree d and these monomials are distinct, and therefore HJ(d) = µ0(J).
Let Mk := {m′j | ij = k}. Note that
∑
k |Mk| = µ0(J). For each k, Mk is
closed under differentiation. This follows from the fact that Mk is the set of standard
monomials of π(J) where π : C[x1, . . . , xN ] → C[x1, . . . , x̂k, . . . , xN ] is the projection
sending xk to 1. If Mk has a monomial of degree d, it also has at least one monomial
of each degree < d. Therefore
max
m∈Mk
degm ≤ |Mk| − 1 ≤ µ0(J)− 1.
So for d ≥ µ0(J)− 1, each cone contains a monomial of degree d.







j 6= l and xij 6= xil . Then xaij divides m′l so a ≤ degm′l.
deg n = degm′j + a ≤ degm′j + degm′l ≤ |Mil|+ |Mij | − 2 ≤ µ0 − 2.
No two cones have a monomial in common of degree d ≥ µ0(J)− 1.
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Proof of correctness of Algorithm 7.2.1. By Proposition 6.3.4 x1·E = Ek−10 [I : 〈x1〉, {x1}].
If this dual space is not equal to Er−10 [I, {x1}] then I : 〈x1〉 6= I. This implies there
is an embedded component at the origin.
Suppose instead x1 · E = Ek−10 [I, {x1}]. We will use Lemma 7.2.2 to prove that
I : 〈x1〉 = I. The truncated dual space of degree r− 1 is contained in the eliminating
dual space of degree r, so Dr−10 [I : 〈x1〉] = Dr−10 [I]. We know that I ⊆ I : 〈x1〉.
Because they differ by at most a zero-dimensional component, dimC(I : 〈x1〉)/I is
finite.
Finally it must be shown that k ≥ max(ρ0(I), ρ0(I : 〈x1〉)). It is clear that
k ≥ ρ0(I). To show k ≥ ρ0(I : 〈x1〉), let J = in(I) : m∞, which has the same Hilbert
polynomial as I and I : 〈x1〉 and satisfies
in(I) ⊆ in(I : 〈x1〉) ⊆ J,
HI ≥ HI:〈x1〉 ≥ HJ .
By Lemma 7.2.3, ρ0(J) ≤ µ0(I)− 1. Since HI:〈x1〉 is sandwiched between HI and HJ ,
once they stabilize to µ0(I), so must HI:〈x1〉. This implies the regularity of I : 〈x1〉 is
bounded by k.
Example 7.2.4. Let I = 〈x2 − z3, y − z2〉 ⊂ C[x, y, z] which defines a curve in C3
with a singular point at the origin. The deflation algorithm from [44] will identify
the origin as a possible embedded component. Note that ρ0(I) = 1, µ0(I) = 2 and
no irreducible component of V(I) is contained in the plane x = 0. To test whether
the origin is embedded, we compute the eliminating dual E10 [I, {x}]. This is the set
of all dual functionals with all terms having ∂x-degree ≤ 1.
E10 [I, {x}] = span{1, ∂2z + ∂y, ∂z, ∂x, ∂x∂2z + ∂x∂y, ∂x∂z},
x · E10 [I, {x}] = span{1, ∂2z + ∂y, ∂z}.
Since x · E10 [I, {x}] = E00 [I, {x}] we conclude that the origin is not an embedded
component of I.
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Example 7.2.5. For this example we compute with an implementation of Algorithm
7.2.1 in Macaulay2. Let I be the ideal of the cyclic4 system, generated by
{x1 + x2 + x3 + x4, x1x2 + x2x3 + x3x4 + x4x1,
x2x3x4 + x1x3x4 + x1x2x4 + x1x2x3, x1x2x3x4 − 1}.
I is a curve with several singular points, which are discovered using the algorithm





approximately (i, i,−i,−i). Let I ′ denote the ideal obtained from I by a random affine
change of coordinates that fixes p. This ensures that I ′ is in general position with
respect of x1. Using the algorithm of Section 6.1.3, the regularity index is ρp(I
′) = 2
and the multiplicity is µp(I
′) = 1, so k = max(2, 0) = 2.
Computing E1p [I
′, {x1}] and x1·E2p [I ′, {x1}] the dimensions are 3 and 2 respectively,
so they are not equal. Therefore the point being approximated by p is an embedded
component of I. The code for this example can be found at [39].
7.3 Suspect component of dimension 0
We now turn to the case where I has general dimension, rather than being a curve,
but first consider when the suspect component is of dimension 0. Without the loss of
generality we may assume that it is the origin and also that I = IR0 ∩R because we
may ignore components away from the origin. To simplify our notation, let I = Q0∩J
where J = Q1 ∩ · · · ∩Qr (as in Problem 7.1.4) and either
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• Q0 = R, i.e., V0 is a pseudocomponent;
• Q0 is a primary ideal with
√
Q0 = 〈x1, . . . , xn〉 ∈ Ass(R/I) and Q0 does not
contain J = Q1 ∩ . . . ∩Qr, i.e., V0 is a (true) component.
The goal is to distinguish the two cases above. Is I = J or not?
For a generic linear form ℓ (so ℓ /∈
√
I) we have
I ⊆ (I : 〈ℓ〉) ⊆ J
with equality at the first inclusion if and only if there is no embedded component of
I at the origin. Our general strategy will be to compute information about I : 〈ℓ〉
and J and compare to I in order to certify either that I = I : 〈ℓ〉 in which case there
is no embedded component, or that I 6= J in which case there is.
A major stumbling block is that we cannot get our hands directly on I : 〈ℓ〉 or J ,
or even on their truncated dual spaces. In the former case, as discussed in Section
6.3, we can compute Sd := ℓ ·Dd+10 [I] which is a subspace of Dd0[I : 〈ℓ〉]. If for large
enough d, Sd contains all s-corners of D0[I], then we conclude that D0[I : 〈ℓ〉] = D0[I],
certifying that the origin is not embedded, but we cannot use this test to certify the
origin is embedded. On the other side, we compute subspaces Jd := J ∩ Rd of J ,
where Rd denotes the space of polynomials with all terms of degree ≤ d. If Jd 6⊂ I for
some d then this certifies that the origin is embedded. Similarly as Jd is only a subset
of J , we cannot use it to certify the origin is a pseudocomponent. Both procedures
are simultaneously iterated over d until one terminates.
This algorithm is below, with the procedure IdealTruncation to compute Jd defined
later as Algorithm 7.3.9. To find in≥ I (in particular, the s-corners of the staircase)
we use the algorithm of Section 6.1.3.
Algorithm 7.3.1. B = IsOriginEmbedded(I)
Require: I = 〈F 〉, an ideal of R.
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Ensure: B = “origin is an embedded component of I”, a boolean value.
1: compute in≥ I
2: d← 0
3: ℓ← a generic linear form
4: loop
5: Jd ← IdealTruncation(F, d)
6: if in≥ Jd 6⊂ in≥ I then
7: return true
8: end if
9: Sd ← ℓ ·Dd+10 [I]
10: if ∂α ∈ in Sd for all s-corners xα of in≥ I then
11: return false
12: end if
13: d← d+ 1
14: end loop
Proof of correctness and termination. If the condition in Line 6 holds then there is
some f ∈ Jd ⊂ J such that f /∈ I. Hence J 6= I which implies the origin is an
embedded component. Because J =
⋃
d Jd, if J 6= I then there is large enough d for
which Jd will provide such a certificate.
Suppose I 6= J and let MI denote the set of standard monomials of I. Because I
and I : 〈ℓ〉 differ only by a component at the origin, (I : 〈ℓ〉)/I has finite C dimension,
and so MI \MI:〈ℓ〉 is also finite. MI:〈ℓ〉 is closed under division, so MI \MI:〈ℓ〉 contains
a monomial which is maximal in MI , which is an s-corner of I. Therefore if the
condition in Line 10 holds then I = I : 〈ℓ〉. Because D0[I : 〈ℓ〉] =
⋃
d Sd, if I = I : 〈ℓ〉
then there is large enough d for which Sd will provide such a certificate.
One way to think about the algorithm is as follows. The staircases of J and I : 〈ℓ〉
sit “below” the staircase of I. Since Jd is a subset of J , it provides an upper bound on
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the staircase of J , which can bound it away from I, proving that J 6= I. On the other
hand, since Sd is a subset of D0[I : 〈ℓ〉], it provides a lower bound on the staircase of
I : 〈ℓ〉. If it includes the s-corners of I, then the staircases must agree. See Figure 4.
Figure 4: Both I (green) and 〈Jd〉 (blue) are contained in J (red). In general, no
other containments hold. For d≫ 0, 〈Jd〉 = J . The set in≥ J \ in≥ I of monomials is
finite.
7.3.1 Ideal truncation algorithm
To complete Algorithm 7.3.1 it remains to produce an algorithm for ideal truncations.
Problem 7.3.2 (Local Interpolation). Let d > 0 and J = Q1 ∩ · · · ∩ Qr with each
Qi a primary ideal such that each Vi = V(Qi) contains the origin (equivalently J =
JR0 ∩ R). Compute Jd = J ∩Rd.
We assume access to oracle OJ which can sample random generic points x on any
Vi, and for any such x and any e ≥ 0 can compute Dex[J ].
Remark 7.3.3. We can use the tools of NPD to sample points on the suspect com-
ponents of I = J ∩ Q0, which in particular means generic points on V(Qi) can be
produced. We can also compute truncated dual spaces Dex[I] using the generators
of I. The local properties of J and I agree away from the origin and the origin is
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not a primary component of J . Therefore simply by excluding the origin from con-
sideration, we have access to the tools promised by OJ and our oracle assumption is
justified.
To solve Problem 7.3.2 we will use a form of interpolation. We will sample generic
points x on the components of J , and compute dual spaces Dex[J ], which provide
certain linear constraints on the evaluation and derivatives of polynomials f ∈ JRx.
Finally we require a check to know when we have enough constraints to exactly define
Jd.
We first consider the double truncations of J :
Jed = {f ∈ Rd | for all i, Dex[Qi]f = 0 for any generic point x ∈ Vi}. (7.3.1)
The following is a probabilistic algorithm to compute Jed whenever we have a procedure
to compute Dex[J ] for any sufficiently generic point x ∈ Qi and any e. In our case we
have access to such a procedure because for any point x away from the origin Dex[J ] =
Dex[I]. Note D
e
x[I] can be computed by the usual methods since the generators of I
are known.
Algorithm 7.3.4. Jed = TruncatedTruncation(OJ , d, e)
Require: OJ an oracle as in Problem 7.3.2;
d, e ∈ N0.




with OJ choose generic points xi ∈ Vi for i = 1, . . . , r.
K ← K ∩ (Dex1[J ])⊥ ∩ · · · ∩ (Dexr [J ])⊥
until oldK = K
return Jed = K
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Proof of correctness and termination. Note that at every step K ⊇ Jed . Suppose at
some step that K 6= Jed . There is f ∈ K such that for some Vi and any generic point
x ∈ Vi, f is not orthogonal to Dex[J ] by the definition of Jed . The point xi chosen on Vi
is chosen generically, so the new value of K is strictly contained in oldK. Therefore
when K stabilizes, it must be equal to Jed . Since K is finite dimensional at every step,
termination is guaranteed.
Proposition 7.3.5. For any d, the chain
J0d ⊇ J1d ⊇ J2d ⊇ · · ·
stabilizes to Jd. That is, J
e
d = Jd for all e sufficiently large.
Proof. For any point x recall from Proposition 5.2.4 that polynomial f has p(f) = 0








d is the set of polynomials f ∈ Rd
orthogonal to each dual space Dxi [I]. Because every Vi contains at least one of the









d = Jd. Since Jd has finite C-dimension, there must be some e at which
stabilization occurs.
This fact suggests an algorithm for computing Jd from the double truncations, in
particular for each value of e ≥ 0 compute Jed until some Jed ⊆ J . A naive stopping
criterion for this procedure might be when Jed = J
e+1
d for some e, but this will not
work as the following example illustrates.
Example 7.3.6. Let I = 〈xk+y, yk〉 ⊂ R = C[x, y, z], a positive-dimensional primary
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Ik1 = I1 = 0
This example shows that equality of two subsequent Ied and I
e+1
d is not a valid stopping
criterion. Also, note that Ie1 6⊂ I for e < k.
Instead we require an method to check if Jed ⊆ J . First note that for any finite
dimensional C-vector subspace V and any subspace W , a generic vector v ∈ V is in
W if and only if V ⊆ W . Therefore it is sufficient for our purposes to check if a
randomly chosen polynomial g ∈ Jed is contained in J . Such a membership test was
described in Algorithm 6.2.4 when generators for the ideal were known, but in this
case we do not know generators of J , only for I, so the algorithm must be modified.
Proposition 7.3.7. Let I = Q0 ∩Q1 ∩ · · · ∩Qr be an irredundant primary decompo-
sition with V(Qi) ∋ 0 for all i and dimQ0 = 0. Let J = Q1 ∩ · · · ∩Qr.
Then g ∈ J if and only if I : 〈g〉 is a zero-dimensional ideal.
Proof. If g /∈ J , then g /∈ Qi for some i > 0, so I : g ⊂ Pi where Pi is the prime
associated to Qi. Since Pi has positive dimension, so does I : 〈g〉. Conversely if I : 〈g〉
is positive-dimensional, it is contained in some positive-dimensional prime P . Then I
has a primary component Qi with Qi ⊂ P and g /∈ Qi. Since Qi ⊂ P , it has positive
dimension so g /∈ J .
To check that this condition holds we use the dual space of 〈F h〉 : 〈gh〉, where
I = 〈F 〉, to find g-corners of I : 〈g〉, just as in Algorithm 6.2.4. I : 〈g〉 is zero-
dimensional if and only if for every variable xi there is a g-corner of I : 〈g〉 of the
form xai .
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We do not know a method to show when I : 〈x〉 is not zero-dimensional. As a
result, our algorithm to determine if g ∈ J will stop at some cutoff degree c, return
true if it can certify that g ∈ J , and return false if the cutoff value is reached.
Algorithm 7.3.8. B = IsWitnessPolynomial(F, g, c)
Require: I = 〈F 〉, an ideal of R;
g, a polynomial in R;
c, a degree cutoff.
Ensure: B = false if g /∈ J and true if g ∈ J and c sufficiently large.
(Here J and I differ by a component at the origin as in Proposition 7.3.7.)
e← deg gh
d← 0
G← {} (the g-corners of I : 〈g〉)
repeat
C ← new g-corners of I : 〈g〉 computed from gh ·Dd+e0 [〈F h〉]
append C to G




until d > c
return false
Equipped with this algorithm for checking if a polynomial g is in J , and the double
truncation algorithm above, we can now compute Jd as follows.
Algorithm 7.3.9. Jd = IdealTruncation(F, d)





Jed ← TruncatedTruncation(OJ , d, e)
g ← random polynomial chosen from Jed
if IsWitnessPolynomial(F, g, e) then




e← e + 1
end loop
Proof of correctness and termination. If IsWitnessPolynomial(F, g, e) returns true then
g must be in Jd. By Proposition 7.3.5 J
e
d ⊇ Jd, so randomly chosen g from Jed has
g ∈ Jd if and only if Jed = Jd almost surely. This proves correctness.
To prove termination, first note that there is e0 such that J
e
d = Jd for all e ≥ e0 by
Proposition 7.3.5. It remains to show that IsWitnessPolynomial(F, g, e) will return
true for some e ≥ e0.
For any g ∈ Jd, let c(g) denote the minimum cutoff value c such that IsWitnessPolynomial(F, g, c)
returns true. Let {b1, . . . , bs} be a C-basis for Jd, so we can express g ∈ Jd as
g =
∑s
i=1 aibi. For any given value of c, the set of polynomials
Wc = {g ∈ Jd | c(g) = c}
can be described by a finite set of algebraic conditions on a1, . . . , as, so Wc is a
constructible set. In particular, there is some c0 such that Wc0 is Zariski open, so
IsWitnessPolynomial(F, g, c0) will return true for generic g ∈ Jd. For e ≥ max{e0, c0},
a generic polynomial g sampled from Jed will be a in Jd, and IsWitnessPolynomial(F, g, e)
will certify this fact.
This completes Algorithm 7.3.1 for determining if the origin is a zero-dimensional
embedded component of ideal I.
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Example 7.3.10. We again consider the cyclic4 system as in Example 7.2.5, but
apply the algorithm for varieties of general dimension.
Computing numericalIrreducibleDecomposition of the first-order deflated va-
riety X(1) = V(I(1)) we obtain witness sets representing isolated components of X(1)
that project to
• two irreducible curves, isolated components that are visible and can be discov-
ered by numericalIrreducibleDecomposition of X = V(I), and
• eight points, approximations to {(a, b,−a,−b) | a ∈ {±1,±i}, b = ±a} which
are suspect components.
For an approximation of the point (i,−i,−i, i), isPointEmbedded produces a
witness polynomial,
witness poly: (d’,d) = (1, 4)
(.586169+.361093*ii)*x_1+(.776351+.36685*ii)*x_2+
(.586169+.361093*ii)*x_3+(.776351+.36685*ii)*x_4
showing that this point is an embedded component. Same conclusion holds for all
suspect points.
The associated primes (computed over Q with a symbolic Macaulay2 routine) are
Ass(R/I) =
{
(x2 + x4, x1 + x3, x3x4 + 1),
(x2 + x4, x1 + x3, x3x4 − 1),
(x4 − 1, x3 + 1, x2 + 1, x1 − 1),
(x4 − 1, x3 − 1, x2 + 1, x1 + 1),
(x4 + 1, x3 + 1, x2 − 1, x1 − 1),
(x4 + 1, x3 − 1, x2 − 1, x1 + 1),
(x3 + x4, x2 + x4, x1 − x4, x24 + 1),
(x3 − x4, x2 + x4, x1 + x4, x24 + 1)
}
confirming the numerical results.
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7.4 Suspect component of positive dimension
Let P0 be the vanishing (prime) ideal of suspect component V0; let d0 = dimV0 > 0.
We would like to deduce and rely on a Bertini-type theorem (Theorem 7.4.4)
that, roughly, says that given an ideal I ⊂ R with minP∈Ass(R/I) dimP ≥ d0 we
have a correspondence between Ass(R/I) and Ass(R/(I + L)) where L is a generic
affine plane of codimension d0. This correspondence is one-to-one for components of
dimension d0+1; there could be multiple 0-dimensional components in Ass(R/(I+L))
“witnessing” components of dimension d0 in Ass(R/I).
Lemma 7.4.1. Let I be an ideal and f be an element of R. Then for a generic
(affine) linear function h ∈ R
(I +H) : F = (I : F ) +H, where F = 〈f〉, H = 〈h〉.
Proof. (The proof follows closely the argument at mathoverflow.net/questions/143076
given by Hailong Dao.)
If I+F = R then I : F = I and (I+H) : F = I+H ; therefore, assume I+F 6= R.
The set of associated primes A = Ass(R/(I + F )) is finite, hence, a generic h would
be a non-zerodivisor on R/(I + F ). To see that it is enough to notice that the set of
zerodivisors is exactly
⋃
P∈A P and that n + 1 generic linear functions generate R.
Consider the exact sequence
0→ R/(I : F )→ R/I → R/(I + F )→ 0
with first map being the multiplication by f . Tensoring with R/H we get another
exact sequence,
0→ R/(I : F +H)→ R/(I +H)→ R/(I + F +H)→ 0,
coming from a long exact sequence for TorR(·, R/H) and the fact that TorR1 (R/(I +
F ), R/H) = 0 as H is a non-zerodivisor on R/(I +H).
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On the other hand, the first exact sequence with I replaced by I + H says that
the leftmost term in the second sequence should be isomorphic to R/((I +H) : F ),
which proves the Lemma.
Lemma 7.4.2. In the notation of the previous proposition, if I defines a scheme with
no embedded components, then so does I +H for a generic H.
Proof. See [24, Example 3.4.2(6)]: the condition of “having no embedded compo-
nents” satisfies the Generic Principle [24, Theorem 3.3.10].
Lemma 7.4.3. Let I = Q1∩ ...∩Qr be a primary decomposition. Then for a generic





In particular, Ass(R/(I +H)) ⊂ {P +H | P ∈ Ass(R/I)}.




(R/Qi)→ C → 0.
As in the proof of Lemma 7.4.1 we see that Tor1(C,R/H) = 0 for a generic hyperplane
H . Indeed, this follows from a generic H being a non-zerodivisor due to the finiteness
of AssC.
Theorem 7.4.4. Let I be an ideal of R = C[x1, . . . , xn] and let L be the vanishing
ideal for a generic affine (n− k)-plane. Then




Ass(R/(P + L)) .
Proof. Lemma 7.4.2 says, in particular, that for a primary ideal Q the ideal Q + L
has no embedded components; therefore, Q + L is either primary or 0-dimensional
(in case dim(Q) = codim(L)).
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Now, on one hand, Lemma 7.4.3 says that I + L has no extraneous associated
primes: all components have to come from Q + L where Q is an ideal in a primary
decomposition of I. On the other hand, Lemma 7.4.1 implies that every P ∈ Ass(R/I)
is witnessed by Ass(R/(P + L)), since one can arrange an f ∈ R so that Ass(R/(I :
f)) = {P}.
Finally, Ass(R/(P + L)) contains one element P + L when dim(P ) > k, is empty
when dim(P ) < k, and is a finite set of maximal ideals when dim(P ) = k.
Using this theorem we can reduce the case of a component of positive dimension
to the embedded component test in the 0-dimensional case, i.e., the algorithms in
previous subsections of this section. Indeed, for a suspect component V of dimension
k one can intersect the scheme with a random affine plane V(L) of codimension k and
ask whether a point of V ∩ V(L) is an embedded component of that intersection.
Example 7.4.5. The radical ideal
I = 〈x, z〉 ∩ 〈x2 − y2, y + z〉 ∩ 〈x2 − z2, x+ 2y〉 ∩ 〈(x− 1)y〉
describes a union of 5 lines and 2 planes.
A Macaulay2 script that takes a set of generators of I proceeds to construct the
first deflation ideal I(1) discovering 13 isolated components of V(I(1)) that project to
suspect components in C3. Its summary reads
total: 13 suspect components
true components: {0, 3, 6, 9, 10, 11, 12}
displaying the correct list of 7 true components and correctly discarding all pseu-
docomponents.
This example is built primarily to test various scenarios for pseudocomponents:
there is a positive-dimensional pseudocomponent – the intersection of two isolated
planes – and several 0-dimensional pseudocomponents. For the former, Theorem 7.4.4
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is utilized to reduce to the 0-dimensional case. One of the latter – the origin – has a
non-empty set of s-corners, which engages non-trivially one of the termination modes
of Algorithm 7.3.1. Here is the corresponding excerpt:
2
-- s-corners: {y z}
3 2 2 3 2 2 ...
-- LM(dual of colon ideal): {x , x y, x*y , y , x z, x*y*z, y z, ...
V(z, y, x), contained in 6 other components, is a PSEUDO-component
The output can be interpreted to say that ∂2y∂z belongs to ℓ ·D40[I], for a generic
linear form ℓ, hence the conclusion.
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