Abstract. A goodness-of-fit test for positive stable law is proposed. For this mean, the Kullback-Leibler distance measure, as a basic tool in entropy theory, is considered. A simulation study is performed to compare the performance of the proposed method and old ones that suggested by Shkol'nik [6] . The results reveal that the introduced approach here shows more performance, in the sense of the test statistic empirical power, than the Shkol'nik [6] treatment in both cases: 1-both exponent and scale parameters of positive stable law are unknown and sample size is small; 2-exponent parameter is known. Real data application is illustrated to show proposed approach's superior performance versus the old method.
INTRODUCTION
The class of positive stable distributions received much interest in some fields as economics, finance and insurance. This is primarily due to the fact that observations found in such fields follow a heavy tail. For being familiar with the theory and applications of stable distributions, we refer the readers to see [8] . By definition, the characteristic function of a positive stable random variable takes the form,
where parameters 0 < α < 1 and σ ∈ (0, ∞) represent the tail index and scale respectively. We write S(α, σ ) to denote a positive stable random variable. Generally, positive stable distributions have not been a closed-form expression for their probability density function. The only member of positive stable laws which has closed-form probability density function (pdf) is Lévy for α = 0.5. The concept of entropy, which has its origin in Shannon [2] , is a fundamental tool to measure the uncertainty associated with a distribution. Let X be a non-negative continuous random variable with pdf f (.). The Shannon entropy is defined by
This concept is widely used in information theory, statistical mechanics and statistics. For comprehensive accounts of the theory and application of Shannon's entropy, we refer the readers to [7] . A fundamental tool associated with H(.) in (2) is the Kullback-Leibler divergence measure. This measure can be used for goodness-of-fit test. To test
measure is introduced as:
To construct the test function K mn , firstly, we estimate I 1 through the m−spacing method which has been developed by Song [3] as:
where m is spacing order and x (i) denotes the ith order statistic in the random sample. Here, we define x ( j) = x (1) if j < 1 and x ( j) = x (n) if j > n. Also, an estimator of I 2 is given by:
where,Θ is maximum likelihood estimation of vector space Θ based on observations x 1 , x 2 , ..., x n . Thus, K mn = − I 1 − I 2 . We reject the null hypothesis in significance level γ if K mn > C mn , where the critical value C mn is determined by the quantile (1 − γ) × 100 of the distribution of K mn under H 0 . Here we note that if the distribution under H 0 is location-scale one, then C mn is location and scale invariant. So, C mn can be computed in a simple tabulation form which depends only on m, n and significance level γ.
TESTING WHEN BOTH EXPONENT AND SCALE ARE UNKNOWN
Let X 1 , X 2 , ..., X n iid ∼ S(α, σ ). Using the Mellin transform, see [8] , one can see that:
where, E and W (α) are, respectively, the standard exponential and Weibull with pdf f (w) = αx α−1 exp(w α ); w > 0 random variables. It is known that log X − log E ∼ EV (1/α, log σ ). Here; EV (µ, λ ) denotes an extreme value random variable with cdf F EV (y) = exp{− exp{− y−µ λ }} for y ∈ (−∞, ∞). Thus, using a log-transformation, the original random sample X 1 , X 2 , ..., X n can be converted to an independent sample from EV family. Pérez-Rodríguez et al. have discussed the goodness-of-fit test for EV family. Since EV is a location-scale family, we used the critical values C mn tabulated by these authors when the maximum likelihood estimations of parameters under H 0 are used, (see [4] , page 846, Table 1 ). Shkol'nik [6] proposed an exponent and scale invariant goodness-of-fit test for positive stable distributions. His method is also based on log-transformation of representation (6) . There, as Author claimed, the distribution of proposed test function is asymptotically normal. In contrast, our method works even the sample size is so small. Comparisons based on 15 alternatives (of unity scale and zero location, if there exist and for Pareto law the support is (1, ∞)) proposed by Shkol'nik [6] reveal that our method is more powerful in rejecting the false H 0 . The empirical powers of our and Shkol'nik method, based on N = 15000 samples of size n = 5, 10, 15, ..., 35, 40, are depicted in Fig. 1 . To compute the power of the test statistic K mn , we used the simple algorithm proposed in [4] . For samples of size larger than n = 40, both approaches show the same performance, in the sense of empirical power, approximately. Here, we note that the result of Shkol'nik's method is not reliable for n < 30 since the test statistic does not follow the Gaussian law. The following results are concluded from Fig. 1 .
• Proposed method's power increases with increasing the sample size n.
• Except for Pareto alternatives which correspond to cases (d)-(f), the Shkol'nik's method power increases with increasing the sample size n.
• Our method exhibits significantly greater powers than the Shkol'nik's method.
• Both approaches show lower performance when Pareto alternatives are used.
GOODNESS-OF-FIT TEST WHEN EXPONENT IS KNOWN
Consider the situation in which α is known. The methodology used here is similar to that proposed in previous section. We need to tabulate the critical values of K mn for each α ∈ (0, 1). This process not only is time consuming, but also needs many pages to save tabulation. To solve this obstacle, we seek a way to reduce, as much as possible, critical values tabulation space. For this mean, let S(α , σ ) and S(α, 1) are independent. The Laplace transform of a positive stable random variable is
where t > 0. Setting X = S(α, 1),Y = S(α , σ ) and Z = S(αα , σ 1 α ), one can see where, α ∈ (0, 1) ∪ (1, 2] and α < 1. Upon (9), for 0.05 ≤ α < 1, we have:
This means that, given that α is known, a vector of size n of S(α, σ ) observations can be converted to S 0.1, σ α 0.1 . Now the problem is reduced to a goodness-of-fit test of a positive stable distribution with exponent α = 0.1. We refer to the methodology employed in the previous section with this advantage that we need just to tabulate the critical values C mn for α = 0.1. Table 1 
Asymptotic behavior of test statistic
As noted in [4] , the Ev family satisfies the required conditions of Theorem 1 of [3] . In other word, if m/ log n −→ ∞ and m(log n) 2/3 /n 1/3 −→ 0 as n −→ ∞ then, under H 0 , the statistic S mn = √ 6mn(K mn − log(2m) − 0.5772156 + R 2m−1 ) follows a standard normal variate, where R m = ∑ m i=1 1/i. The exact and asymptotic critical values of test statistic K mn are presented in Table 2 for samples of large size such as: n = 100, 120, 140, ..., 220, 240. For sufficiently large n, it is assumed that the limiting distribution of K mn is normal, see [4] . Hence, critical values calculated in limiting case λ mn , are compared with those obtained from the empirical distribution of K mn . Comparisons show that differences at four selected significance levels γ = 0.01, 0.025, 0.05, 0.10 are negligible. As we claimed in the previous subsection, since α is known, we are free to consider the problem of goodness-of-fit test for α = 0.1. In the following, we make a comparison between the empirical powers of tests: Frosini (B n ), Cramer-von Mises (W 2 n ), Kolmogorov-Smirnov (D n ) and the K mn . The power of the first three tests had been calculated in Shkol'nik [6] for γ = 0.1 when n = 30 observations come from S(0.25, σ ). Readers are referred to Shkol'nik [6] and references therein for being familiar with these tests. Simulation results, based on N = 15000 samples of size n = 30 when m = 4, show that K mn highlights surely any violation from stable law with exponent α = 0.25. Further studies indicate that the K mn shows sufficiently large power for rejecting some other heavy-tailed alternatives at above mentioned significance levels. (1) 1.000 1.000 1.000 1.000 W (2) 1.000 1.000 1.000 1.000 P(0.25) 0.372 0.363 0.333 1.000 P (1) 1.000 1.000 1.000 1.000 P (2) 1.000 1.000 1.000 1.000 Γ(0.50) 0.976 0.972 0.952 1.000 Γ(1.50)
1.000 1.000 1.000 1.000 Γ (2) 1.000 1.000 1.000 1.000 F (1,1) 0.537 0.527 0.471 1.000 F (2, 2) 0.999 0.998 0.996 1.000 half-normal(0,1)
1.000 1.000 1.000 1.000 half-Cauchy(0,1)
1.000 1.000 1.000 1.000 half-Laplace(0,1)
1.000 1.000 1.000 1.000 lognormal(0,1)
1.000 1.000 1.000 1.000
Test size 0.092 0.086 0.096 0.1001
Application
Here, we illustrate applicability of the proposed goodness-of-fit test using real data. We use the Danish fire insurance (DFI) data set for the years from 1980 to 1990. These data were collected at Copenhagen Reinsurance and analyzed by McNeil [1] . The general shape of data set is totally skewed to the right with positive support and long tail. Usually insurance data are fitted by heavy-tailed distributions. For this mean, first, we generated a vector of size n = 2492 form standard exponential distribution. Then, we fitted the EV distribution to the log-ratio whose numerator and denominator are exponential and DFI data set, respectively. A density plot compares the fitted pdf of the EV model with the empirical histogram of the DFI data set. As it is seen from Fig. 2 , the EV pdf appears to capture the general pattern of the empirical histograms best. Some descriptive statistics associated with DFI data set are given in Table 4 . Form fitted EV distribution, the parameters are estimated as: α = 0.8532 and σ = 0.5585 via the maximum likelihood approach. We obtained 0.0042 for test statistic K mn . A number of N = 15000 samples of size n = 2492 for m = 35 have been used to calculate C mn . For some significance levels, C mn as well as the λ mn which obtained through the normal approximation are presented in Table 5 .
By comparing the critical values in both cases with the calculated test statistic in any given significance level, we accept strongly that the positive stable law could be used to model the DFI data set. We test DFI data set by Shkol'nik In the usual case that both parameters of positive stable law are unknown, comparisons based on simulation studies between the old methods that suggested by Shkol'nik [6] and the new approach introduced here, reveal that the new method is more powerful than the old one for samples of small size. In asymptotic case, when sample size gets large, both approaches have approximately equal power. When the exponent parameter is known, we get rid of tabulation of test statistic critical values for all levels of an exponent parameter α ∈ (0, 1). Instead, this problem is easily solved by tabulating critical values just for α = 0.1 and a given significance level. As it is seen, for a significance level γ = 0.10, our test statistics rejects almost surely all other 15 selected alternatives in favor of positive stable law at size 0.1001 while the old method presents low power when the used alternatives are coming from W (0.25), P(0.25), F(1, 1). One of the other advantages of our method over the old one is that our methodology is the scale invariant. In other words, being known or unknown, the scale parameter has no effect on the proposed test statistic structure. The applicability of entropy-based goodness-of-fit test, which illustrated through a real data set, can be considered as its attractive feature comparison with other one. We note that all programs have been implemented using codes written in R software.
