Abstract-Function approximation has been found in many applications. The radial basis function (RBF) network is one approach which has shown a great promise in this sort of problems because of its faster learning capacity. A traditional RBF network takes Gaussian functions as its basis functions and adopts the least-squares criterion as the objective function. However, it still suffers from two major problems. First, it is difficult to use Gaussian functions to approximate constant values. If a function has nearly constant values in some intervals, the RBF network will be found inefficient in approximating these values. Second, when the training patterns incur a large error, the network will interpolate these training patterns incorrectly. In order to cope with these problems, an RBF network is proposed in this paper which is based on sequences of sigmoidal functions and a robust objective function. The former replaces the Gaussian functions as the basis function of the network so that constantvalued functions can be approximated accurately by an RBF network, while the latter is used to restrain the influence of large errors. Compared with traditional RBF networks, the proposed network demonstrates the following advantages:
I. INTRODUCTION

I
T is important in many scientific and engineering applications to seek a function which can describe adequately a set of input-output pairs such as system identification. One widely used method is function approximation. In general, function approximation can be accomplished by either parametric or nonparametric methods. A parametric method assumes that the relationship between input and output patterns can be represented by a given functional model with specific parameters so that the approximation problem can be simplified to finding these parameters. In contrast, a nonparametric method does not assume a priori knowledge for the set of input-output pairs, even though in real world, these input-output pairs generally exhibit a highly nonlinear relationship.
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Publisher Item Identifier S 1083-4419(99) 09703-4. ping in input-output pair may be constructed and learned by examples. This reduces the complexity of model selection.
There exist many types of feedforward neural networks in the literature, for example, multilayer perceptron (MLP), radial basis function (RBF) network [2] etc. Among them is the RBF network which is considered as a good candidate for approximation problems because of its faster learning capability compared with other feedforward networks. In traditional RBF networks, the Gaussian function and the least squares (LS) criterion are selected as the activation function of network and the objective function, respectively. A network adjusts iteratively parameters of each node by minimizing the LS criterion according to gradient descent algorithm. Since a neural network can accomplish a highly nonlinear mapping from input space to output space, the approximate curve generated by the network may be able to interpolate all training patterns. Nevertheless, there still exist some problems in this approach. First, if an underlying curve representing training patterns is nearly constant in a particular interval, it is difficult to utilize a Gaussian function to approximate this constant valued function unless its bandwidth (i.e., variance) is very large approaching to infinite. In this case, an RBF network will be found inefficient in approximating constant valued functions. Second, when some of the training patterns encounter large errors resulting from the presence of outliers, the network will yield inadequate responses in the neighborhood of outliers due to the LS criterion. In order to take care of these two problems, a new activation function and objective function are presented in this paper.
The new proposed activation function is a composite of a set of sigmoidal functions [3] and aims at approximating a given function with nearly constant values. Because of that, the new activation function will work better in approximating constant valued functions. The objective function is derived from robust statistics [4] in order to reduce the influence of outliers in training patterns. It has a type of Hample's Mestimator with robust property against large errors of training patterns. Nonetheless, they are different in certain aspects. First, our objective function is a single smooth function, but Hample's M-estimator is not. Second, the shape of Hample's M-estimator cannot be changed, but ours is adjustable during training phases. Advantages of adjustable shape and some important properties in robust objective function were discussed in [4] . By means of this new activation function along with the robust objective function, the RBF networks can improve approximation to constant valued functions and outliers.
In some case, the proposed RBF networks may diverge because the number of nodes used in the network is not properly chosen. Of course, the optimal size of network for a given problem is usually unknown. In [5] , [6] adaptive growing techniques were developed in RBF network to determine an appropriate number of nodes. However, these techniques generally assume that training patterns do not have outliers. When training patterns contain outliers, the number of nodes determined by traditional growing techniques can only grow to a certain number beyond which a desired number cannot be reached. So traditional techniques will fail if outliers occur. In order to avoid influence of outliers, a memory queue is incorporated into traditional growing techniques. By so doing, the network can produce a proper size for a given problem. This paper is organized as follows. Section II reviews RBF networks and discusses some related problems. Section III constructs the new activation function of RBF networks based on a set of sigmoidal functions. Section IV presents the idea to obtain the robust objective function. Section V discusses the learning algorithm of the network. The experimental results are conducted in Section VI. Finally, conclusions are included in Section VII.
II. RBF NETWORKS AND FUNCTION APPROXIMATION
A. Basic Architecture of Radial Basis Function Networks
The basic architecture of an RBF network with inputs and a single output is shown in Fig. 1 . The RBF network is a two-layer network. The nodes in adjacent layers are fully connected. Such a network can be represented by the following parametric model (1) where is an input vector, is the basis function of the network from to 's are weights of network, is called the center vector of the th node, is called the bandwidth vector of the th node, and denotes the Euclidean norm. If the basis function of the network is a Gaussian function, then
B. Some Problems in RBF Networks
In most of RBF networks, Gaussian functions and the LS criterion are widely used as basis function and criterion for optimality, respectively. However, this type of RBF networks suffers from some problems. One problem which has not been addressed yet by other researchers is to approximate a function with nearly constant values or constant values in some intervals under the considered domain. This problem is analogous to Fourier expansion of a periodic constant function where the neighborhood of endpoints in each period still produces ripples even if a great number of terms are used. To eliminate this phenomenon, more terms must be added to the expansion. However, this will increase computational complexity. Fig. 2(a) shows the result of approximating a piecewise constant function. The network uses sixty training patterns and twenty nodes. The solid curve indicates the underlying curve and the dashed curve is the approximate curve generated by an RBF network with a Gaussian activation function. In this example, the training procedure is terminated when learning cycles reach 3000. From Fig. 2(a) , it can be seen that the underlying curve still cannot be well represented by the approximate curve constructed by the neural network. As expected, the network produces ripples in the endpoints of the each line segment.
Another problem occurs when some of the training patterns incur large errors due to the presence of outliers. These errors will cause some training patterns moving far away from the underlying position. As a result, approximation will not be good since all training patterns must be interpolated. Fig. 2(b) shows a poor approximation result when training patterns contain outliers. These large errors pull approximate curve toward outliers because of inaccurate responses for networks in the neighborhood of outliers.
III. RADIAL BASIS FUNCTION BASED ON COMPOSITE OF SIGMOIDAL FUNCTIONS
As stated previously, the RBF networks using Gaussian activation function cannot effectively approximate a constant valued function. To deal with this problem a composite of a set of sigmoidal functions is proposed to replace Gaussian functions.
Let us first consider a one-dimensional case. Let which is a sigmoidal function with To obtain an activation function for RBF networks, we combine two sigmoidal functions as follows: (2) where Three cases all with the same are plotted in Fig. 3(a) . From Fig. 3(a) , an observation can be made: the shape of is approximately rectangular if or is very large. This implies that the should be a good candidate used to approximate one-dimensional constant functions. Moreover, as shown in Fig. 3(a) , has a unique maximum at radial symmetry, and local support property which meet fundamental properties of radial basis functions used in neural networks. So we may use as activation function of RBF network.
To extend to higher dimensions, the proposed RBF function can be defined based on a composite of sigmoidal functions as follows: (3) where is an input vector, is the center vector, is the bandwidth vector, and is the shape vector of A two-dimensional case of (3) is plotted in Fig. 3 (b). Since (3) is generated from a composite of a set of sigmoidal functions, (3) can be viewed as a sigmoidal radial basis function (SRBF). Using the SRBF as the activation function of an RBF network, the network, to be called SRBF network yields the following parametric form: (4) where is the th composite of sigmoidal functions given by (3), is an input vector, is referred to as the shape vector of the th node, is the th component of the center vector in the th node and is the bandwidth vector with in the th node.
IV. ROBUST OBJECTIVE FUNCTION FOR FUNCTION APPROXIMATION
A. Influence Function
As mentioned previously, when some of the training patterns are outliers, the RBF network using the LS criterion will not approximate the underlying curve quite well. The reasons are as follows. Consider a network with a single output node (Note that the same idea may be applied to a network with multiple-output node.) Assume that is the parameter set of the network whose parameters are adjusted at each time step by minimizing a given function , i.e.,
where is the residual for the th training pattern with desired value is a step size parameter, and often is referred to as the objective function of the network. The objective function generally requires evensymmetric property, and continuity. The gradient in (5) can be obtained as (6) where is called influence function [7] . In order that the performance of a network be accepted, the difference between output of a network and desired output should approach zero for all training patterns, i.e., all
Referring to (5), the criterion of terminating training is , i.e., the value of parameters of network tend to nearly the same. In the LS criterion, is equal to If outliers disappear, all training patterns will be positioned accurately with their residuals close to zero, i.e., However, when outliers are present, their position will be far away from their underlying position so that each residual of outliers becomes very large and is far above zero. According to (5) , this network will keep adjusting parameters. As a consequence, the underlying curve cannot be approximated by minimizing the LS criterion.
In order to alleviate the outlier problem, M-estimators are used as the objective function of the networks. An M-estimator is of the following form: (7) where is a function and are samples. In neural network applications, and can be treated as the residual and objective function of network, respectively. Suppose that is the derivative of Then obtaining the solution to (7) 
where and are constants with
B. Construction of Robust Objective Functions
In theory, Hample's M-estimator is a good candidate to be used as a base to construct a robust objective function. As a matter of fact, if a function has similar shape [ Fig. 4(b) ] to that of Hample's M-estimator, it can be also chosen as a robust objective function for a network. As such, we can construct a class of functions which generate the similar shapes to Fig. 4(b) so that the selection of a robust objective function is not necessary to limit to Hample's M-estimators. The next step is how to obtain such a class of functions. Observing Fig. 4(b) , the functions in the class should possess the following properties: 1) they pass through the origin; 2) they have a unique maximizing point for ; 3) they have a unique minimizing point for Notice that the interval with these two extreme points as endpoints can be considered to be the confidence interval of the residual. From Fig. 5(a) , it includes some special functions which can be found in many applications such as data analysis, inventory control etc. The and are complements each other and and The former is strictly increasing and the latter is strictly decreasing. Their product generates a new function If the rate of the increase of is larger than the rate of decrease of as i.e.
can be obtained as an asymmetric shape with a distinct minimum. Without loss of generality, let the minimum be the intersection of and On the contrary, if (10) approaches zero instead of infinity, i.e.,
a function with a distinct maximum will be also obtained. Since has only a maximizing point, it is of interest. Let denote this point. Examining carefully, we find that its curve looks similar to the part of in Fig. 4(b) . The interval can be used as the confidence interval of the residual corresponding to the interval in Hample's M-estimator. However, we need To satisfy this condition, we must modify and in Fig. 5(a) . Assume that only the case of is considered. The still maintains a strictly increasing function in with The also remains a strictly decreasing function in but has which is a maximum. Their product is plotted in Fig. 5(b) . Similarly, a composite function can be also obtained for with its shape similar to that of Hample's M-estimator.
Having the above discussions, we are ready to define a class of robust objective functions for the SRBF network with the form given as follows: (12) where is a continuous function, is a constant, and is the total number of inputs. Note that becomes the LS criterion when and The derivative function will be written as should have an adjustable parameter which can be used to adjust its shape when there is a need; in other words, positions of and in should be flexible subject to change during a training procedure.
Basically, a priori knowledge gives a reasonable initial guess for confidence interval of residual in a given problem from which the endpoints of the confidence interval, or positions of cutoff points will be adjusted based on training. The update rules for the cutoff points are solutions to the equation of setting the differential of to zero. Because is made up of and it is sufficient to require one of these two functions to be adjustable parameters, say,
The adjustment of the endpoints of the confidence interval can be done with either of the following two methods. Since it is expected that the confidence interval should shrink as a training or learning procedure carries on, the first method is to use a decreasing function with a proper decreasing rate for confidence interval of residuals where how to choose is the key issue. The second method of reducing the confidence interval of residuals is based on the rate of change in the objective function. When the objective function of a network changes drastically between two time steps in approximation, this implies that the approximate curve is pulled more closer to the underlying curve in the current time step than in the previous time step. Hence, the confidence interval of the residuals is reduced. In general, the number of outliers is very small compared to the number of training patterns. The average of the residuals of all training patterns should be capable of representing the residual distribution. Based on this assumption, the average of all residuals represent the error incurred by approximation. This is very similar to noise considered in communications and signal processing applications. What we do to reduction of the confidence interval of the residuals is the same as what we design a low-pass filter to reduction of noise effect.
The average of all residuals can be estimated by
Here, is the total number of training patterns. Let be a constant.
can be considered as two cutoff points of the influence function and is confidence interval of the residual. Generally speaking, is smaller than the largest residual of network. A simple method is to set As soon as cutoff points are determined, the adjustable parameter in the influence function can be calculated immediately. The corresponding objective function is therefore obtained as
The here can be adjusted adaptively during a training procedure to improve the accuracy of approximation. Fig. 6 shows the shape of with and its corresponding robust objective function V. LEARNING OF NETWORK PARAMETERS The algorithm described in this section is based on the gradient decent method and an adaptive growing technique for networks. While the former provides update rules for parameters, the latter suggests a method to grow the network until its size reaches the optimum.
A. Parameters Update Rules
To determine all parameters of the network, the robust objective function described in (12) must be minimized. For convenience, the following notations are used. See (24)-(26) at the bottom of the page.
Including all the parameters in a vector the learning rule can be rewritten as (27) where is the time step and is the learning rate of network.
B. Adaptive Growing Technique of Network
Ideally, an RBF network with a robust objective function should be capable of approximating accurately a given function. However, this can be only accomplished when a proper size of the network is used. But, in most cases, we do not know what size is adequate for a given problem. In order to overcome this problem, an adaptive growing technique is suggested, which dynamically adjusts the number of nodes based on the following rules.
1) When the objective function value is larger than the termination criterion or/and the network is not converging, a node will be added. The center of the newly added node is placed on the position of the training pattern with the largest residual and other parameters may be initialized randomly. 2) When the outgoing weight of a node is smaller than a prescribed threshold after a certain number of learning iterations, this node will be deleted because it would not provide significant contribution to the network.
Although this method had been proved to be successful in seeking a proper size of network for a given problem, its success depends on the quality of training patterns. When there are no outliers, the adaptive growing technique using the above two rules work very well. But, if training patterns contain outliers, such rules may suffer from some problems. We first consider this case of initial nodes. If an RBF network has too many initial nodes, the outliers will be interpolated by some of these initial nodes in early stage of training. As a result, using the LS criterion cannot improve the accuracy of approximation .
As mentioned above, a network should not use too many initial nodes. An alternative approach is to start out with a small size of a network. As the number of nodes increases gradually, the approximate curve will be more accurate to represent the underlying function so as to distinguish outliers and normal training patterns. If a training pattern has a large residual, it will be regarded as an outlier. However, according to rule 1) of adaptive growing technique, the network will select a training pattern with the largest residual as the center of newly added node and place it in the position of the outlier. As a result, the residual in this position will be beyond confidence interval of residual. However, as indicated in Section IV, the confidence interval of the residual in a robust objective function must be smaller than the residual of outlier. Consequently, the parameter of this newly added node will not be updated. Thus, the node will be deleted according to rule 2) because it has not made contribution to the network. However, this node will be eventually selected again even it was deleted before. As a result, the algorithm will repeat a whole cycle again and never ends.
In order to avoid the above problem, a memory queue is introduced to record positions of nodes added to the network during the training. Before a new node is added to network according to rule 1), the memory queue is checked. If the position of the node to be added has not been recorded in the memory queue, this node is then added to the network. Otherwise, a pattern with the second larger residual is sought for a new node.
C. Algorithm Implementation
In this section, the algorithm of implementing the SRBF network with a robust objective function and proposed adaptive growing technique is presented. First of all, we introduce the following useful notations which will be used in the description of the algorithm. 1) Check period if the number of iterations between consecutive updates of the objective function is a multiple of the period, we should check the state of the network. 2) Objective function the value of the objective function in the th iteration. 3) Threshold if the difference between the current and previous values of the objective function is larger than the threshold, it implies that the SRBF network moves more closer to underlying function; hence the confidence interval of the residual is reduced. 4) Threshold if the difference between the current and previous values of objective function is smaller than the threshold, it means that the number of nodes of network is insufficient in approximating the underlying function; hence a new node needs to be added to the network
5) Threshold
Nodes with weights smaller than this threshold will be deleted. 6) Threshold criterion of terminating the learning process. With all necessary notations defined, we are ready to describe the algorithm as follows.
Step 1: Set up the network initial conditions.
Step 1-1. Select an initial number of nodes for the network.
Step 1-2. Set initial parameter values of each node.
Step 1-3. Set to a small value, where is used for recording the value of the objective function.
Step 1-4. Set and initialize the check period Step 2: Construct the robust objective function.
Step 2-1. Select proper and .
Step 2-2. Compute extrema of by solving the equation of
The extrema positions represent the two cutoff points. Let this two cutoff points be
Step 2-3. Let be the initial confidence interval of the residual.
Step 2-4. Compute the corresponding robust objective function by integrating Step 3: Compute output of the network for all training patterns.
Step 4: Compute the value of robust objective function of the network.
Step 5: If the iteration number of is a multiple of 
where is the decreasing rate and is the lower bound of the confidence interval of residual.
Step 5-2. If (objective function does not change rapidly), then add a new node to the network by the adaptive growing technique with a memory queue.
Step 5-3. Check the outgoing weight of each node and remove those nodes with outgoing weights smaller than prescribed threshold
Step 5-4. Store the current objective function to Step 6: If stop then terminate the learning procedure; otherwise, goto step 7.
Step 7: Update parameters of the network and set goto step 3.
VI. EXPERIMENTAL RESULTS
In this section, several experiments are conducted to evaluate the performance of the proposed new RBF with the SRBF activation function and the robust learning algorithm. Let be input-output pairs of a selected function. The input is generated by a uniform distribution under the considered domain
The corresponding output is taken as For some 's, is incurred by a large error, i.e., where is an error. In this case, 's will be considered as outliers.
It is often the situation that networks terminate their training procedures when the values of the objective functions approach zero. However, if training patterns happen to be outliers or contain outliers which are far away from the underlying function, the value of objective function of outliers will not approach zero. In Section IV, we had addressed this issue and suggested that the average of all residuals could well represent the desired residual distribution Thus, (12) can be modified by the following condition. subject to
Here, is the average of all residuals. Example 6.1: In the example, the underlying function defined on is used. One hundred data samples are randomly selected from and used as training patterns of which nine are outliers. The initial value of in the objective function is five which will be reduced gradually according to a proper decrement rate. Furthermore, we also assume that the number of nodes in the example is fixed during the training phase. Fig. 7(a) shows the result when a robust objective function is used. For the purpose of comparison we also show the result using the LS criterion in Fig. 7(b) . The solid lines represent the function and dashed lines show the LS approximation. From Fig. (7) , we can see that with the robust objective function, the network generates a better approximation for underlying function in the neighborhood of outliers.
Example 6.2: In the example, we will verify the effect of the suggested adaptive growing technique with a memory queue. The function used in this example is
The number of initial nodes is two. Check period is set to 300. For comparison we also approximate the same function by the same growing technique without a memory queue. Fig. 8 shows the results of these approximations. As shown in the figure, with using the traditional adaptive growing technique without a memory queue the number of nodes can only grow to the maximum number six which is obviously insufficient for this example. However, if the technique is used in conjunction with a memory queue, the number of nodes may grow to nine and all training patterns are successfully interpolated.
Example 6.3:
In the example, we verify that the SRBF is indeed a good candidate to be used to approximate constant valued functions. The network is similar to that used in Example 6.2. The objective function is with The learning algorithm uses the proposed adaptive growing technique with a memory queue. Check period is 300. Initial number of nodes is 2. The underlying function is (30) Fig. 9(a) shows the results. The result obtained by using an RBF network with Gaussian activation functions are also plotted in Fig. 9(b) . Apparently, the SRBF generates better approximation in the neighborhood of and than does a Gaussian function-based RBF network.
Example 6.4: To demonstrate its applicability to real applications, the SRBF network is also tested for the segmentation of head-skull magnetic resonance (MR) images. Samples obtained from the skull and the soft tissues of a head skull MR image are used to train the SRBF network. The trained network is then applied to segmenting each test image into skull, soft tissues, and background. The initial number of nodes is set to two, and the proposed adaptive growing technique with a memory queue is used during the training. Check period is set to 100. After 3000 learning cycles, the number of network nodes is grown to 21, and the image is segmented into three classes. The segmentation result is illustrated in Fig. 10 where Fig. 10(a) is the original image while Fig. 10(b) is the segmentation results classifying the image into background, skull and soft tissues. The result shows that the proposed method can be applied in the medical image classification problems.
VII. CONCLUSIONS
Traditionally, the sigmoidal function is considered to be not suitable for the activation function of RBF networks. However, it is shown in this paper that a composite of a proper set of sigmoidal functions may still be good for RBF networks. In addition, a network with this type of activation function presents powerful capability for function approximation, especially for constant valued functions.
In order to reduce the influence of outliers, a robust objective function is proposed for RBF networks so that the outlier problem can be taken care of and the underlying functions can be approximated more accurately. Since outliers occur in the real world applications, it is our belief that using a robust objective function is better than the LS criterion in most of practical applications.
An adaptive growing learning algorithm is also proposed to find an appropriate size of an RBF network. Furthermore, in order to avoid the effects of outliers, a memory queue is used to store the positions of nodes previously added to the network so that the network can eventually achieve a proper size for a given problem when outliers occur.
The advantages of the proposed robust RBF networks are 1) better capability of approximation to underlying functions, particularly, constant valued functions; 2) faster learning speed; 3) better size of the network; 4) higher robustness to outliers.
APPENDIX
The derivation of parameter update rule (31) (32)
The derivation of and is same as
