Mechanisms underlying sound source distance localization are not well understood. Here we tested the hypothesis that a novel mechanism can create monaural distance sensitivity: a combination of auditory midbrain neurons' sensitivity to amplitude modulation (AM) depth and distance-dependent loss of AM in reverberation. We used virtual auditory space (VAS) methods for sounds at various distances in anechoic and reverberant environments. Stimulus level was constant across distance. With increasing modulation depth, some rabbit inferior colliculus neurons increased firing rates whereas others decreased. These neurons exhibited monotonic relationships between firing rates and distance for monaurally presented noise when two conditions were met: (1) the sound had AM, and (2) the environment was reverberant. The firing rates as a function of distance remained approximately constant without AM in either environment and, in an anechoic condition, even with AM. We corroborated this finding by reproducing the distance sensitivity using a neural model. We also conducted a human psychophysical study using similar methods. Normal-hearing listeners reported perceived distance in response to monaural 1 octave 4 kHz noise source sounds presented at distances of 35-200 cm. We found parallels between the rabbit neural and human responses. In both, sound distance could be discriminated only if the monaural sound in reverberation had AM. These observations support the hypothesis. When other cues are available (e.g., in binaural hearing), how much the auditory system actually uses the AM as a distance cue remains to be determined.
Introduction
Localization of sound source has been extensively studied both neurally in animals and psychophysically in humans (for review, see Middlebrooks and Green, 1991; Grothe et al., 2010) . However, localization of sound source distance has been much less investigated than azimuth and elevation (for review, see Zahorik et al., 2005; Ahveninen et al., 2014) . Localizing the distance of a sound source is important because avoiding a danger or understanding ongoing environmental events often requires recognizing sound source distances. A sound in a near-field (Ͻ1 or 2 m), peripersonal space (Holmes and Spence, 2004; Dramas et al., 2008; Guipponi et al., 2013) , such as a looming sound (Maier et al., 2008) , is particularly salient because the event may require the listener's immediate response (e.g., in a fight-or-flight situation) (Cannon, 1915) . Furthermore, speech communication often takes place in such a nearby space in reverberant environments and benefits from a listener's ability to localize distances of sound sources (Shinn-Cunningham et al., 2005) .
Humans (Brungart et al., 1999; Zahorik, 2002a; ShinnCunningham et al., 2005; Kopčo and Shinn-Cunningham, 2011; Kopčo et al., 2012) and animals (Naguib and Wiley, 2001; Kuwada et al., 2015) can localize sound distance with varying accuracy in different conditions. Particularly, localization of sound distance is better in reverberant than in anechoic conditions (Mershon et al., 1989; Nielsen, 1993; Kolarik et al., 2013) . When the distance between a sound source and a listener is varied in a reverberant environment, the direct signal energy changes, whereas the reverberant energy remains approximately constant. This fact led to the suggestion that direct-to-reverberant (D/R) energy ratio may mediate the ability of the auditory system to localize sound distance (Mershon and Bowers, 1979; Hartmann, 1983; Bronkhorst and Houtgast, 1999; Zahorik, 2002b; Larsen et al., 2008; Kolarik et al., 2013) . However, how a varying D/R ratio may be converted into a distance-representing neural signal is not known. Here we propose a novel monaural mechanism whereby such neural coding of sound distance may be achieved.
Reverberation produces loss of amplitude modulation (AM) depth (Houtgast and Steeneken, 1985; Zahorik et al., 2012; Kim et al., 2013; Kuwada et al., 2014) , and the modulation loss in-creases with distance as the D/R ratio decreases. This is one part of the proposed mechanism. The other part is that many neurons in the inferior colliculus (IC) in the midbrain are sensitive to AM depth; some neurons increase firing rates with AM depth, whereas others decrease rates (Krishna and Semple, 2000; Joris et al., 2004; Nelson and Carney, 2007) . We hypothesize that a combination of these two parts constitutes a novel mechanism for IC neurons' ability to code the distance of sound sources. We tested this hypothesis both neurally in the unanesthetized rabbit IC and psychophysically in humans. We address here monaural processing of sound distance because understanding monaural processing is a good initial step toward an eventual understanding of the more complex binaural processing of sound distance. We present neural and psychophysical evidence that supports the hypothesis.
Materials and Methods
The neural portion of this study was approved by the University of Connecticut Health Center Animal Care Committee and was conducted according to the National Institutes of Health guidelines. The human psychophysics portion of this study was approved by the University of Louisville Institutional Review Board.
Virtual auditory space and neural recording methods. The procedures for neural recording in the present study were the same as those reported by Kuwada et al. (2014) . Briefly, extracellular action potentials were recorded in the right IC of unanesthetized Dutch-Belted rabbits with custom-made tungsten-in-glass microelectrodes. We rejected neural responses if the observed response contained very short interspike intervals (Ͻ0.95 ms) constituting Ͼ1% of the total sample (similar to Slee and Young, 2013) .
Head-related impulse responses (HRIRs) were measured with the unanesthetized rabbit positioned in an anechoic chamber that met the specifications of ISO 3745 (1977) and had the inner walls lined with fiberglass wedges designed to be anechoic for low frequencies down to 110 Hz. The chamber's free inner dimensions were 9 ϫ 4 ϫ 4 m. Binaural room impulse responses (BRIRs) were measured with the rabbit positioned in a highly reverberant chamber that had hard walls and inner dimensions 6.5 ϫ 5.7 ϫ 5 m. This chamber's reverberation time (T60), averaged for 1 octave bands centered between 0.25 and 10 kHz and spaced at 1 octave intervals, was 2.2 s. The procedures for measuring HRIRs were described previously (Kim et al., 2010) . The procedures for measuring BRIRs and HRIRs shared common elements, such as a point sound source, and a blocked-meatus method of recording signals with miniature microphones (Knowles FG-3329) embedded in ear-mold tips placed deep inside the rabbit's ear canals. The main difference is that the length of a logarithmically swept (0.05-49 kHz) chirp source sound was considerably longer, 3.6 s, for BRIRs than for HRIRs, 0.67 s. The reason for this difference is that the impulse response of a reverberant room decays much more slowly than the anechoic counterpart. The impulse responses were measured at 9 distances with an equal spacing on a logarithmic scale (10, 14, 20, 28, …, 160 cm) , and at 21 azimuths (Ϯ150°in 15°steps) all at 0°elevation.
As source signals, we used two types of 1 octave band noise: unmodulated noise and AM noise. The carrier center frequency (CCF) was set at the neuron's best frequency. Different noise tokens were used in testing different neurons. The modulation envelope was either a sinusoid or a "raised-sine" (Bernstein and Trahiotis, 2010) . We express AM depth in decibels (dB) as follows:
AM_depth_dB ϭ 20 ‫ء‬ log 10 ((AM_depth_%)/100).
(
At the source, AM depth was 0 dB (i.e., 100%). The modulation frequency was varied logarithmically from 2 to 512 Hz in octave steps. We kept the modulation frequency lower than 12% of the center frequency of the carrier noise band. The 12% corresponds to the difference between the upper cutoff and center frequency of a third octave band filter that approximates auditory filtering (Moore, 1997) . Each source signal consisted of a 1000 ms noise burst (4 ms rise/fall, raised-cosine gate) and an 800 ms silence. VAS stimuli were created by convolving the source signals with the rabbit's HRIRs and BRIRs for each sound-source location and each acoustic environment. These VAS stimuli were delivered monaurally to the left ear (contralateral to the recorded IC) through a custom cone enclosure that housed a Beyer DT-770 earphone coupled to a sound tube embedded in custom-fitted ear mold to form a closed system. The sounds were presented to the rabbit using TDT System 3 hardware and custom software written in MATLAB (MathWorks). From the impulse responses, we also derived the acoustic modulation transfer function (MTF) of the system that consists of the rabbit (pinna, head, and body), the sound source at a specific location, and the environment. The acoustic MTF represents modulation loss as a function of modulation frequency. Neural firing rate versus distance functions were measured typically at the neuron's best azimuth and at additional azimuths, time permitting. We converted the absolute firing rate in spikes/s into a normalized firing rate such that 0% and 100% corresponded to the minimum and maximum firing rates across all conditions tested for the neuron. Thus, a 100% change of normalized firing rate tended to correspond to a change between the responses to an unmodulated stimulus and to a fully modulated (AM depth ϭ 100%) stimulus at a close distance, averaged for the anechoic and reverberant environments. We normalized firing rate because it facilitates comparing different neurons, and also comparing the models with neurons.
Neural modeling. To facilitate the understanding of how the observed neural distance sensitivity may arise, we used a model for IC neurons that was adapted from Nelson and Carney (2004) The auditory-nerve (AN) inputs were high-spontaneous-rate fibers simulated using the model of Zilany et al. (2014) . The best frequency was specified for the AN fiber and inherited by higher-level cells. The IC band-enhanced (BE) cell model was based on the Same-Frequency Inhibitory-Excitatory model of Nelson and Carney (2004) with parameters based on cell "C" in their Figure 8 . The present model is an extension of the Nelson-Carney model in that it includes the band-suppressed cell model. Each synaptic activation was represented by an ␣ function with a time constant, . The "delay" value represents the relative delay between excitatory and inhibitory synaptic signals converging on a common target. BS, Band-suppressed; IN1 and IN2, interneuron 1 and 2; NA, not applicable.
(personal communication). A schematic neural circuit for the model is shown in Figure 1 . The auditory nerve responses were simulated with the model of Zilany et al. (2014) . The Nelson and Carney (2004) model achieves band-enhanced rate MTFs by combining the dynamics of fast excitatory input with a relatively large, slower and delayed inhibitory input. Inputs with these dynamics and amplitudes are convolved with the time-varying rates of the cochlear nucleus (CN) inputs to the model IC neurons. Each excitatory and inhibitory synaptic input was described by an ␣ function (Jack et al., 1975) , with a relative strength (corresponding to the area of the ␣ function), delay, and time constant (Table 1 ). The present model and the L.H. Carney et al. model contain a band-suppressed IC neuron in addition to the band-enhanced IC neuron. The band-suppressed model cell received a large, slow, and delayed inhibitory input from the band-enhanced model cell and fast excitatory input from the CN model cell (Fig. 1) . The values of all model parameters are provided in Table 1 . Human psychophysical methods. Six subjects (4 female, 2 male) participated in the experiment. All had audiometrically verified normal hearing (pure tone, air-conductive thresholds Յ25 dB HL from 125 to 8000 Hz). Subject age ranged from 18.1 to 22.5 years (median age, 20.7 years). Subjects received course credit for participation in the experiment.
Listeners were presented with sounds at different simulated source distances and asked to estimate the egocentric distance of each sound, using methods broadly similar to those described by Zahorik (2002a) . Virtual auditory space techniques were used to represent sound field listening to sources at distances ranging from 0.35 to 2.0 m. The BRIRs were simulated using techniques described previously (Zahorik, 2009) and used nonindividualized HRIRs measured from a fixed distance of 1.4 m in anechoic space. Two types of sound fields were simulated: anechoic and reverberant (room volume: 500 m 3 , approximate broadband T60 ϭ 3 s). The source incidence angle was 90°to the listener's right, at ear level. The source carrier signal was a 1 octave band of noise with a CCF of 4 kHz, 2 s in duration (500 ms rise/fall raised-cosine gate). In certain conditions, sinusoidal AM was imposed on this signal (100% AM depth) at a frequency of 32 Hz. With the selected CCF and modulation frequency, loss of AM depth across distance was substantial and systematic for the VAS stimuli used for the human study (data not shown).
To limit listener's use of level cues in performing the distance estimation tasks, two types of level controls were implemented. First, sound pressure level was equalized for distance by adjusting the gain of the simulated source to compensate for the 6 dB loss per distance doubling observed in anechoic space. Additionally, sound pressure level was randomly varied (roved) over Ϯ 6 dB from trial to trial. Listeners were also explicitly instructed to ignore any loudness differences between trials. The sound was presented monaurally to the ear facing the sound source. Listeners provided 10 estimates for each target distance (presentation order randomized).
Results
We evaluated the hypothesis that the following novel mechanism creates a neural sensitivity to auditory distance: a combination of a neural sensitivity to AM depth of a sound and distancedependent loss of AM depth in reverberation. This concept is illustrated in Figure 2 with responses of an example IC neuron, designated as Neuron 1. The solid line of Figure 2A displays normalized firing rate of Neuron 1, under anechoic conditions, versus modulation frequency (rate MTF). The firing rate of this neuron was enhanced when the sound was modulated ( Fig. 2A , solid line) compared with the unmodulated stimulus condition ( Fig. 2A , "᭛" on the y-axis). The enhancement was strong in a band of modulation frequencies wherein the rate MTF showed a peak. Accordingly, we refer to this class of neurons as band-enhanced neurons. At the best modulation frequency, Neuron 1's firing rate increased monotonically with AM depth (Fig. 2B, solid line) .
When the sound-source distance increased in the presence of reverberation, the firing rate to the modulated sound decreased (Fig. 2C , solid magenta), whereas that to the unmodulated sound remained nearly constant at low rates (Fig. 2C , solid blue). To reveal neural distance sensitivity that is independent of stimulus level, we kept the stimulus level essentially constant across distance. In the anechoic condition, the firing rate remained nearly constant across distance regardless of whether the sound was modulated (Fig. 2D, solid lines ). These results demonstrate that the neuron's sensitivity to sound distance required both reverberation and AM of the sound.
To ascertain whether a plausible neural circuit may account for the observed neural sensitivity to sound distance, we used a model for the AM tuning of IC neurons (see Materials and Methods; Fig. 1 ). We set the best frequency of the band-enhanced model equal to that of Neuron 1 (2.5 kHz) and applied the same VAS stimuli as those used for Neuron 1. Normalized firing rates of the model are shown in Figure 2 as dash-dot lines. The model exhibited similar response features to those of Neuron 1. The similarity between the model and the neuron's responses supports the following: (1) neural distance sensitivity can arise from a combination of distance-dependent loss of AM depth and the neural sensitivity to AM depth; and (2) the synaptic mechanisms (i.e., dynamic interactions between fast excitatory and slow inhibitory synaptic potentials) assumed by the model of Figure 1 are a viable hypothesis, as are other models for IC neurons that exhibit modulation-depth sensitivity (Davis et al., 2010).
The effect of reverberation on a sound depends on the distance between the sound source and the listener's ear. One can predict the neuron's distance sensitivity from the following: (1) the distance-dependent acoustic loss of AM depth and (2) neural sensitivity to AM depth. Such a prediction is provided in Figure 3 for the response of Neuron 1. Figure 3 (green curve) describes increasing loss of AM depth in the acoustic stimulus across distance. The AM envelope of the stimulus was extracted by performing the Hilbert transform of the acoustic stimulus signals. Figure 3 (blue and magenta curves) shows the predicted and actual responses of Neuron 1, respectively. The prediction reproduced the salient feature of the response (i.e., a decrease of response with distance).
Our approach to quantifying a neuron's distance sensitivity is illustrated in Figure 4 using the responses of the example neuron in Figures 2 and 3 (Neuron 1). We performed a linear regression of the normalized firing rate versus log-distance for each neuron's response to modulated sounds in reverberation (Fig. 4 , green curve). The regression was applied to a region of distances where the actual response differed by Ͻ10% from the regression line. We chose this procedure because neural responses often varied systematically over a limited range of distances with saturation outside the range. From this fitted regression line, we derived response range, distance range, slope, and correlation coefficient between the response and distance (Fig. 4) . A good distance-coding neuron should have a large response range, a large distance range, and a high correlation between the response and distance. The example Neuron 1 exhibited these properties (Fig. 4) .
There was variability among band-enhanced IC neurons regarding their rate-distance functions as illustrated by four additional band-enhanced neurons in Figure 5 . The four neurons, with BFs ranging from 1.6 to 10.1 kHz, all showed normalized firing rates that decreased with distance when the stimulus sound had AM in reverberation (left column), whereas the responses remained approximately constant across distance in the anechoic condition regardless of whether the sound was amplitude modulated (right column). The response and distance ranges, slope, and correlation coefficient of these four neurons along with those of Neuron 1 are listed in Table 2 . The absolute values of the correlation coefficients of all five neurons were high (Ͼ0.96), indicating that these neurons were able to represent sound distance. Neuron 5 with the highest BF (10.1 kHz) showed a smaller response range, a shallower slope, and a lower correlation coefficient than those of the other neurons. The four neurons with BFs of 1.6 to 4.0 kHz showed large response ranges (Ն55%), large distance ranges (Ն3.2 doublings), and considerable slopes (ՅϪ16%/doubling).
To visualize how AM depth was degraded in reverberation at different distances and with different CCFs of 1 octave noise, we display in Figure 6 the acoustic waveforms that led to the responses of Neuron 1 to Neuron 5. The columns are ordered such that CCF increased from left to right. The AM envelope was clearly visible at 10 cm (Fig. 6 , top row) for all five CCFs. However, the AM envelope became increasingly more obscure as distance increased beyond 10 cm. The modulation loss tended to start at closer distances for lower CCF such that the AM envelope was degraded at 80 cm for CCFs of 1.6 and 2.5 kHz but clear even at 160 cm for 10.1 kHz. To help discern the dependence of acoustic AM depth in reverberation on sound distance and CCF, we show a color contour plot describing this relationship in Figure 7 . The loss of AM depth was greater at farther distances and lower CCFs with a nonmonotonic pattern in a region surrounding 160 cm and ϳ1 kHz showing the greatest loss of AM depth. These acoustic properties predict that neurons with high BFs (Ͼ6.3 kHz) would show lower distance sensitivities than those with lower BFs. A shallow slope and a small response range of Neuron 5 (BF ϭ 10.1 kHz) is consistent with this prediction. In the anechoic condition, AM depth was close to 0 dB (i.e., 100%) for all distances and CCFs examined (data not shown).
Another class of IC neurons has responses to amplitude modulated sounds that are opposite to those of band-enhanced neurons. Responses of such a neuron (designated as Neuron 6) are shown in Figure 8 using the same format as Figure 2 . Figure 8A , B shows firing rate versus modulation frequency and AM depth, respectively. This neuron's rate is suppressed by amplitude modulated sounds as indicated by the fact that the neuron's response to the unmodulated noise (Fig. 8 A, B , "᭛" on the y-axis) is higher than the rates to the modulated sounds. The suppression was strong in a band of modulation frequencies wherein the rate MTF showed a trough. Accordingly, we refer to this class of neurons as band-suppressed neurons. The neuron's firing rate decreased monotonically with AM depth (Fig. 8B, solid line) . When the sound-source distance increased in reverberation, the firing rate to the modulated sound increased (Fig. 8C, solid magenta) , whereas that to the unmodulated sound remained nearly constant at low rates (Fig. 8C, solid blue) . In the anechoic condition, the firing rate remained nearly constant across distance regardless of whether the sound was modulated (Fig. 8D) . As in the band-enhanced neurons described above, the band-suppressed neuron in Figure 8 also required reverberation and AM of the sound for distance sensitivity.
Analogous to the band-enhanced model (Fig. 2) , we used a model for band-suppressed IC neurons for the purpose of ascertaining whether a plausible neural circuit may account for the band-suppressed neuron's sensitivity to sound. We set the best frequency of the band-suppressed model equal to that of Neuron 6 (3.2 kHz) and applied the same VAS stimuli as those used for Neuron 6. The responses of this model are shown in Figure 8 in dash-dot curves. The model responses exhibit remarkably similar features to those of Neuron 6. As before, the close similarity between the model and the neuron's responses supports the following: (1) neural distance sensitivity arises from a combination of distance-dependent loss of AM depth and the neural sensitivity to AM depth; and (2) the synaptic mechanisms assumed by the model of Figure 1 are a viable hypothesis.
As shown in Figure 3 above, one can also predict a bandsuppressed neuron's distance sensitivity from the following: (1) the distance-dependent acoustic modulation loss and (2) neural sensitivity to AM depth. Such a prediction is provided for Neuron 6 in Figure 9 , which shows loss of AM depth in the acoustic stimulus across distance (green), the predicted (blue), and actual (magenta) responses of Neuron 6. The prediction reproduced the salient feature of the response (i.e., an increase of response with distance).
There was variability among rate-distance functions of bandsuppressed IC neurons, analogous to that of the responses of band-enhanced neurons. This variability is illustrated with responses of four additional neurons in Figure 10 . These four neurons, with BFs ranging from 2.0 to 8.0 kHz, all showed responses that increased with distance when the stimuli were amplitudemodulated sounds in reverberation (left column) whereas the responses remained approximately constant across distance in the anechoic condition, regardless of whether the sound was modulated (right column). Measures of rate-distance functions of the five band-suppressed neurons of Figures 8 and 10 are listed in Table 3 . The correlation coefficients of all five were high (Ͼ0.98). All five neurons showed large response ranges (Ն61%), distance ranges Ն2.1 doublings, and slopes Ն15%/doubling. Even with a high BF (8.0 kHz), Neuron 10 showed distance-coding properties that were comparable with the neurons with lower BFs.
How diverse are the distance-coding properties of IC neurons? This question is addressed using distributions of the four measures derived from rate-distance functions of our sample of 54 IC neurons (Fig. 11) . The neurons were divided into two groups: low and mid BFs (0.3-6.2 kHz) and high . For this purpose, we inverted the responses of the bandenhanced neurons and combined them with those of the bandsuppressed neurons. The mean values of each measure are indicated by vertical arrows in each panel. The response range of the low-mid-BF group (Fig. 11A ) was higher (71.0 Ϯ 15.5%, mean Ϯ SD) than that of the high BF group (mean ϭ 50.1 Ϯ 14.1%; Fig. 11E ). This difference was statistically significant (t (52) ϭ 5.10, p Ͻ 0.001; 2 (8) ϭ 20.5, p Ͻ 0.01). Distributions of the distance range of the two BF groups (Fig. 11 B, F ) were irregular, and their difference was not significant ( p Ͼ 0.05). Likewise, distributions of slope of the two BF groups (Fig. 11C,G) were also irregular, and their difference was not significant ( p Ͼ 0.05). The correlation coefficient between the normalized rate and logdistance of the low-mid BF group (Fig. 11D ) was higher (0.986 Ϯ 0.009) than that of the high BF group (0.978 Ϯ 0.014; Fig. 11H ). This difference was significant in the t test (t (52) ϭ 2.35, p ϭ 0.02) but not significant in the 2 test ( p Ͼ 0.05). Overall, the results of Figure 11 support the view that band-enhanced and -suppressed IC neurons have varying degrees of ability to represent sound distance and that distance sensitivities of low-mid BF neurons are high than those of high BF neurons.
Strong reverberation is associated with a long reverberation time (T60) (Allen and Berkley, 1979; Beranek, 1986). T60 of an acoustic environment depends, in general, on sound frequency (Nielsen, 1993; Zahorik, 2002a) . The T60 of the reverberant chamber of the present study, averaged over the low-mid frequency band and the high-frequency band, were 2.5 s and 1.3 s, respectively. Furthermore, our acoustic analysis showed that loss of AM depth was small for high CCFs (Fig. 7) . Thus, our finding that response ranges and correlation coefficients of the high-BF neurons were smaller than the low-mid BF counterparts (see Fig. 13 ) is consistent with the acoustics.
How well can IC neurons represent sound source distance individually and collectively, and what distances can they discriminate? To address these questions, we determined mean and SD of each neuron's normalized firing rate across distance and derived dЈ (Green and Swets, 1974) versus distance as follows:
where x ϭ sound source distance, x 0 ϭ reference sound source distance, ϭ mean of normalized firing rate, and ϭ SD of normalized firing rate. For this purpose, each neuron's response to two repetitions of 1000 ms noise bursts were divided into six 300 ms epochs by removing the initial 100 ms portion (to remove onset discharges) and dividing the remaining 900 ms portion into 300 ms epochs. Thus, mean and SD of a neurons firing rate at each distance were derived from the six samples of firing rates.
Additionally, the firing rates of band-enhanced neurons were inverted and pooled with those of band-suppressed neurons so that the firing rates of both types of neurons would change in the same direction across distance. Among our total sample of 54 neurons, 35 neurons showed a correlation coefficient between dЈ and log(distance ratio) Ͼ0.9 for distance ratios of 1.0, 1.4, and 2.0 with a reference distance of 14 cm, indicating that their responses varied consistently with log(distance ratio). The functions of dЈ versus log(distance ratio) of the 35 neurons were then fit with linear regression lines, and we rank-ordered them based on the slope of the regression line. As the slope and threshold distance ratio for a constant dЈ are inversely related, this rank ordering is the same as that based on threshold.
The procedure of deriving dЈ is illustrated in Figure 12 for two neurons that exhibited the highest and median slopes of dЈ versus log(distance ratio). The top row shows mean and SD of normalized firing rates as functions of log(distance ratio), in magenta for Figure 9 . Comparison of predicted (blue) and actual (magenta) responses of Neuron 6 (described in Fig. 8C ) versus distance. The prediction was based on the acoustic loss of AM depth (green) and the rate-AM depth function shown in Figure 8B . AM noise and in blue for unmodulated noise. The dЈ measure (bottom row) increased with distance ratio when the sound had AM but remained near zero when the sound was unmodulated. Discrimination threshold at 71% correct performance in a oneinterval psychophysical test corresponds to dЈ of 1.09 (Macmillan and Creelman, 2005) . The neurons' threshold distance ratios, defined this way, were 1.18 and 1.49 for the AM noise. These results indicate that, when the AM noise is presented monaurally in the reverberant environment, individual IC neurons could discriminate sound distances with a separation greater than the thresholds. In contrast, when the noise was unmodulated, dЈ values remained negligible (Fig. 12 B, D, blue) , indicating the inabilities of the neurons to discriminate sound distances. Thus, AM is essential for AM-depth-sensitive IC neurons to discriminate distances of a monaurally presented 1 octave noise in reverberation. How diverse are IC neurons regarding their abilities to discriminate sound distances? This information is provided in Figure 13 in terms of distribution of threshold distance ratios among the 35 neurons. The most frequently observed threshold distance ratios were clustered ϳ1.4 with a median threshold distance ratio of 1.49. How may the auditory system combine distance-conveying information provided by multiple neurons? Specifically, how may the auditory system combine dЈ measures of multiple neurons? The optimal decision theory (Siebert, 1970; Colburn et al., 2003) assumes independence among the neurons and predicts the following:
where dЈ opt and dЈ i correspond to optimally combined dЈ and an individual neuron's dЈ, respectively. We used this prediction in obtaining dЈ opt based on a varying number of neurons. Figure 14 (left column) describes dЈ opt versus log(sound distance ratio) based on the highest-ranking 1, 4, and 32 neurons of our sample. Figure 14 (right column) displays the same information in the region near the crossing of the dЈ opt function across the threshold line (dЈ of 1.09). The results indicate that the discrimination performance improved with increasing number of neurons with the optimal threshold distance ratio decreasing from 1.18 to 1.06 for the three cases examined. Further results with more cases of number of neurons displayed in Figure 15 indicate that the optimal threshold decreased more noticeably when the number of neurons were few (i.e., 1, 2, and 4) and the threshold decreased more slowly with log(number of neurons) when the number of neurons were greater (i.e., 16, and 32).
Are the rabbit IC neurons' sensitivities to sound source distance consistent with human listeners' abilities to localize sound source distance? To address this question, we measured human listeners' perception of sound source distance using VAS implementation of similar stimuli as used for the rabbit. Human listeners' responses are illustrated with those of one listener in Figure 16A , B in the form of perceived distance versus sound distance on log-log axes. The perceived distance in response to modulated sound tended to increase with sound distance (Fig.  16A , average response as magenta line), whereas the response to unmodulated sound tended to be independent of sound distance (Fig. 16B) . We characterized the perceived distance versus sound distance with a linear regression fit in a log-log plot of the perceived and sound distances (Fig. 16 A, B, green lines) . This yielded the following:
and
where x and y corresponded to sound and perceived distances in meters, respectively, and (x/2 m), a normalized distance relative Figure 14 . A, C, Optimal dЈ versus log(sound distance ratio) for 1 (A) and 32 (C) neurons that were rank-ordered according to the slope of dЈ versus log(distance ratio). B, D, Zoom-in plots of each curve near the origin that describe the threshold distance ratio corresponding to dЈϭ1.09 (dotted lines). Sound: amplitude modulated 1 octave noise; reference distance: 14 cm. Figure 15 . Threshold sound distance ratio achieved by an optimal combination of individual neurons' dЈ across a varying number of high-ranking neurons that were ordered according to the slope of dЈ versus log(distance ratio). Sound: amplitude modulated 1 octave noise; reference distance: 14 cm. , where x and y correspond to sound-source and perceived distances in meters, and (x/2 m) a normalized distance relative to 2 m. Stimulus: 1 octave noise centered at 4 kHz; sinusoidal amplitude modulation frequency 32 Hz, 100% depth. B, Same as A, except that the noise was unmodulated. C, The value of the "a" parameter of modulated sound versus unmodulated sound for 6 listeners. Star represents average of the listeners. D, Same as C, except for k in meters on log-log axes.
to 2 m. A similar analysis method has been used in several past studies of distance perception (e.g., Zahorik, 2002a) .
The dimensionless parameter "a" corresponds to the slope, providing a measure of relative sensitivity of distance perception independently of an overall scale factor (the vertical position of the curve in the log-log plot). The intercept, log 2 (k), corresponds to an overall scale factor of the perceived distance with the parameter "k" having units of meters. The "a" and "k" parameters derived from the responses of six listeners are shown in Figure  16C , D, respectively, for the modulated condition versus the unmodulated condition. In Figure 16C , D, the average value is shown with the "star" symbol. The number next to each data point is an identifier. Listener 1 corresponds to the one represented in Figure 16A , B. In Figure 16C , except for one listener, the data points were above the diagonal line, indicating that the value of "a" was higher (i.e., higher distance sensitivity) in the modulated case than in the unmodulated case. This difference in "a" was significant in a paired t test (t (5) ϭ 2.91, p ϭ 0.033). In contrast, the "k" values fell close the diagonal line. The difference in log 2 (k) was not significant in a paired t test (t (5) ϭ 0.25, p ϭ 0.8).
One may wonder how the variability seen among the present group of 6 listeners compares with what is reported in other studies of human distance perception. For this purpose, we compared the present study with a larger study that tested perceived distances of 62 listeners in response to binaurally presented wideband VAS sounds . The latter found SD of "a" to be 0.30, whereas the present study's counterpart was smaller, 0.10. When we express the variability of the intercept of the two studies in the same way as the present study, SD of log 2 (k) in the study of Anderson and Zahorik (2014) and present study were 1.1 and 0.82, respectively. Thus, the variabilities in both the slope and intercept measures of the present study were smaller than those of the larger study.
To verify that the observed pattern was significant, we performed a two-way repeated-measures ANOVA on the present human responses with factors of log-transformed sound distance (6 distances) and stimulus condition (modulated/unmodulated). The dependent variable in this analysis was log-transformed perceived distance. A statistically significant interaction between distance and stimulus condition was found (F (5,25) ϭ 2.71, p ϭ 0.043). Follow-up simple-effects testing confirmed that the interaction resulted from a significant distance effect for the modulated signal (F (5,25) ϭ 7.094, p Ͻ 0.001), but not for the unmodulated signal (F (5,25) ϭ 0.782, p ϭ 0.573). This finding supports the view that humans can perceive different distances of the sound monaurally if the sound has AM but not if the sound has no AM.
We also analyzed the human listeners' responses in terms of dЈ analogous to the dЈ analysis of the neural responses shown above. Figure 17A shows dЈ versus sound distance for Listener 1 with a reference distance of 35 cm for the modulated sound. Figure 17B shows average dЈ of the 6 listeners (ϮSEM) versus sound distance for the modulated sound. The values of dЈ (Fig. 17 A, B) generally increased with distance. In contrast, when the sound was unmodulated, dЈ remained close to zero across sound distance (Fig.  17C,D) . A dЈ of 1.09 was obtained at a distance ratio of 5.3, a much higher threshold than the rabbit optimal neural threshold distance ratio for 32 neurons, 1.06. The optimal neural threshold represents a model prediction of a lower bound of threshold that can be achieved when the sampled neurons are independent (Colburn et al., 2003) . Because IC neurons are components of interconnected neural networks, their responses properties may not be independent. To that extent, the actual threshold achieved by the sampled neural population would be higher than the predicted optimal threshold. Furthermore, the optimal decision theory assumes no loss of information. Actual behavioral thresholds should always be worse than the optimal neural predictions based on IC neurons because more processing is needed between IC neurons and behavior and because further processing comes with loss of information (Blahut, 1987; Sinanovic and Johnson, 2000) . Additional possible explanations for the difference between the neural and human thresholds include the following: (1) a species difference (see further comments in Discussion), (2) a distance estimation task is more difficult than a distance discrimination task, and (3) only in the human testing, sound pressure level was randomly varied (roved) over Ϯ6 dB from trial to trial. Despite this difference, the human listeners' responses exhibit parallels to those of rabbit neurons (Fig. 12) . That is, in both, sound source distance of a monaurally presented 1 octave noise in reverberation can be discriminated only if the sound is amplitude modulated.
Discussion
There were three main findings in this study: (1) Band-enhanced and band-suppressed IC neurons of the rabbit exhibited monotonic relationships between firing rates and distance of a monaurally presented 1 octave band noise when two conditions were met: (a) the sound had AM, and (b) the environment was reverberant. (2) A model comprising excitatory and inhibitory synapses in a neural circuit of the monaural auditory pathway between the auditory nerve and IC was able to reproduce the AM and distance coding properties of the two types of IC neurons. (3) Human distance localization performance to monaural 1 octave 4 kHz sounds showed parallels to the rabbit IC neurons (i.e., in both) sound distance could be discriminated only if the monaural sound in reverberation had AM. These observations provide evidence in support of a novel mechanism for monaural distance coding (i.e., a combination of neural sensitivity to AM depth and distance-dependent loss of AM depth in reverberation). When other cues are available (e.g., in binaural hearing), how much the Figure 17 . A, One human listener's dЈ versus sound-source distance for modulated noise with a reference distance of 35 cm. The dЈ was derived from the data in Figure 16A . B, Same as A, except that dЈ was averaged for 6 listeners. Error bar ϭ SEM across 6 listeners. C, D, Same as A and B, respectively, except that the noise was unmodulated.
auditory system actually uses the AM as a distance cue remains to be determined.
In order for the proposed mechanism to operate, sounds must have AM, as is the case for many natural sounds (Singh and Theunissen, 2003; McDermott and Simoncelli, 2011) , including speech (Shannon et al., 1995) , and the AM depth of the source sound must be known. These requirements would be met when the source sound is a natural sound familiar to a listener. Neural sensitivity to AM depth is the other requirement for the proposed mechanism. Previous studies found that rate MTFs of IC neurons include bandpass, low-pass, and band-reject types (Krishna and Semple, 2000; Joris et al., 2004; Nelson and Carney, 2007) . The present band-enhanced neurons correspond to the bandpass type, and the band-suppressed neurons include the band-reject and low-pass types. The findings that the rates of band-enhanced and -suppressed neurons increase and decrease, respectively, with AM depth fulfills the requirement of the proposed mechanism. Krishna and Semple (2000) , and we found that rate MTFs of some IC neurons have a mixture of enhancement and suppression in different regions of modulation frequency. We refer to this as a hybrid type. We found that the vast majority of IC neurons fall into one of the three MTF types: band-enhanced, bandsuppressed, and hybrid. Thus, the proposed distance coding mechanism can operate in the bulk of neurons.
The literature on neural representation of sound distance is limited. In a ground-breaking study, Graziano et al. (1999) found that many neurons in the ventral premotor cortex of the macaque monkey represented nearby (Ͻ30 cm) auditory distance by means of level-independent cue(s). In a study of functional imaging of human brain, Kopčo et al. (2012) found that specific areas of the brain were activated by sound distance-representing cues, such as D/R ratio and interaural level difference, that were independent of level. Neural coding of a looming (i.e., approaching) auditory and multisensory stimulus is a related subject (Ghazanfar et al., 2002; Hall and Moore, 2003; Guipponi et al., 2013) . Whether/how the above mentioned cortical regions are interconnected and how they acquire distance sensitivities remain to be determined.
In the brainstem, Jones et al. (2013) found that IC neurons could represent ILDs present in near-field sound distances. However, that study did not directly address whether IC neurons could represent sound distance. The present study is the first to describe a level-independent representation of sound source distance in subcortical neurons. How information about sound distance is transmitted from the brainstem auditory pathways to the distance-sensitive cortical regions remains to be investigated.
How can the auditory system make sense of the outputs of the band-enhanced and -suppressed neurons that change their firing rates in opposite directions across distance? This situation is analogous to two opposing types of neurons in various neural systems (e.g., on and off cells in the visual system) (Hurvich and Jameson, 1957; Schiller, 1992) , and opponent processes in the motivation system (Solomon and Corbit, 1974) . Like these systems, the combined activities of the opposing auditory neurons may lead to better representation of sound distance. For example, if the enhanced and suppressed midbrain neurons provide excitatory and inhibitory inputs onto a neuron in the medial geniculate body, such a thalamic neuron may show increased distance sensitivity. This type of circuit is compatible with the observed inhibitory and excitatory colliculogeniculate projections (Winer et al., 1996; Oliver, 2005) .
Although the model described in Figure 1 reproduced salient features of IC neurons' distance sensitivities, one aspect of the model response was different from the responses of bandenhanced IC neurons: that is, the model response to the modulated stimulus in the anechoic condition (Fig. 2D , dash-dot magenta) was higher than the maximum response in reverberation (Fig. 2C, dash-dot magenta) , whereas the two response measures in band-enhanced IC neurons were rather similar (Figs. 2C,D, solid magenta, and 5). We anticipate that this discrepancy between the model and IC neurons may be mitigated if a future version of the model incorporates dynamic-range adaptation (e.g., Dean et al., 2005; because such adaptation tends to reduce firing rates when a neuron is highly active at all of the tested conditions, multiple distances in the anechoic condition in this case.
Our group (Kuwada et al., 2015) tested the rabbit's binaural behavioral discrimination of the distance of a sound source using a one-interval psychophysical procedure and a sound-field stimulation. The source sound was 250 ms bursts (50% duty cycle) of unmodulated noise. The study found that rabbit's binaural discrimination threshold distance ratios were ϳ1.6. These thresholds were somewhat lower than human binaural discrimination thresholds (ϳ2.3) inferred from distance estimate data for unmodulated noise from Zahorik (2002a) , following the logic described by Zahorik (2002b) . These findings suggest that rabbits may have similar or slightly higher distance sensitivities than do humans.
The findings of binaural distance sensitivity for unmodulated sounds are in stark contrast to the present findings of monaural distance insensitivity for unmodulated 1 octave band sounds. Even without AM, these findings suggest that binaural mechanism(s) can extract sound distance information, whereas monaural mechanism(s) cannot for 1 octave band sounds. The rabbit's monaural behavioral distance sensitivity is not available. Further studies are needed to provide this information.
How well can humans discriminate AM depth? It was found that, on average, a change of 1.3 dB could be discriminated for a reference depth of 0 to Ϫ13 dB (Ozimek and Sek, 1988; Wakefield and Viemeister, 1990; Ewert and Dau, 2004) . When combined with the relationship between AM depth and distance, the AM threshold predicts a threshold distance ratio of 1.7 for a dЈ of 1.09. Although this is considerably more sensitive than the observed threshold distance ratio of 5.3, it nevertheless indicates there is sufficient change in the AM depth to convey different distances. The lower than predicted distance sensitivity is not surprising, however, considering that an estimation/classification task is inherently more difficult (i.e., involves greater internal noise) than a discrimination task and that level was randomly roved in this study.
Although D/R ratio has been frequently considered to underlie sound-distance localization as stated above, the auditory system may not be able to separate direct sound from reverberant sound (Bronkhorst and Houtgast, 1999) when the two components are mixed together as is the case in general. Therefore, several candidate cues that covary with D/R ratio have been suggested as cues for sound distance localization. Monaural candidate cues are the early-to-late power ratio (Bronkhorst and Houtgast, 1999) , spectral centroid, and spectral variance (Larsen et al., 2008) . Depth of AM that covaries with D/R ratio and sound distance, as addressed in the present study, is a novel example of such a cue. Our findings that rabbit IC neurons and human listeners could not discriminate the distance of monaurally presented unmodulated 1 octave band noise suggest that the monaural spectral centroid and spectral variance may have minimal contributions to distance processing of such sounds. Our human finding is consistent with Kopčo and Shinn-Cunningham (2011) who also found poor distance sensitivity for a binaural 5 kHz narrow-band noise. When the stimulus is a monaural wideband unmodulated noise, however, spectral centroid and spectral variance may provide effective distance information as Larsen et al. (2008) observed good sensitivity to D/R to such a sound. Because binaural cues, such as interaural coherence, were also shown to covary with D/R (Larsen et al., 2008; Kuwada et al., 2012) , it is possible that the auditory system may use a combination of binaural and monaural cues to encode distance, as suggested by Bronkhorst (2002) . Further study is needed to understand the dependence of all D/R-related distance cues, such as AM depth, on the acoustics of the listening environment. Along this line, a direct comparison of the performance of binaural versus monaural discrimination of distance of sounds of various bandwidths, with and without AM, both behaviorally and neurally, should help advance the understanding of the mechanisms underlying distance perception.
