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Chapter 1
Introduction
1.0 Int roduct ion
Imagine that you are a handicapped person. How would
you communicate with the outside world? If you had no
verbal communication, how would you order a pizza? If you
had little or no dexterity, how would you use traditional
methods available to type out your instructions? You may
not even be able to use sign language.
A person does not have to have a physical disability to
be handicapped. You could be handicapped by your
environment. A jet pilot who is racing through the sky at
Mach 2, with his hands firmly on the controls, is
handicapped. He cannot easily communicate with devices
other than those involved with flying the plane.
A person who works in a darkroom is also handicapped by
the environment. This person has lost most sight for the
present time. Can this person properly operate the controls
needed in this environment? How could a deaf person
communicate with another person in this setting?
There are many devices on the market to overcome some
of these challenges [1]; but, in general they all have two
distinct short comings. First, they address only one
specific problem. That is, they are designed for one
specific type of individual to do one specific function. It
may be difficult to adapt such devices to aid another
individual or to perform another function.
Secondly, few of these devices incorporate any kind of
intelligence to aid the user by predicting the input. There
may not seem to be a big need for a prediction system, and
in some cases it is not needed at all. In general, a
prediction system should decrease effort while increasing
throughput. If you were a quadriplegic with plenty of time
on your hands, you might be willing to spend a large amount
of time just to enter a few words of information. But if
you are trying to hold a conversation with someone, this
could be very frustrating, to the point that you might
decide it was not worth the effort. Frustration is not
limited to the handicapped person but would also include the
other participants in the conversation. Studies indicate
that a person's interest and enthusiasm in a conversation
can be greatly influenced by the rate of speech [2]. A
later chapter shows how the prediction system can help to
reduce the time it takes for an individual to input an
entire thought.
1.1 The Modular Communication Device
The title of this paper implies three things. The first is
that the system is modular. The modularity implies that
there are components parts, each having known interfaces to
the others. Each module can be independently replaced with
another one of the same type to perform the same function
while using different input/output criteria. The second
implication is that the system will be communicating with
something, and the third that it uses a prediction scheme of
s ome sort.
The modularity of the device is essential and for that
reason it is called the "Modular Communication Device".
There are four modules that comprise the device (refer to
Figure 1). These four modules are the Receiver Module, the
Display Module, the Driver Module and the Prediction System.
Each of these will be briefly described later in this
chapter, and there is a chapter devoted to each. The reason
modularity is so essential is to overcome one of the "short
comings"
of other devices mentioned above. This device
should be all things to all people and not be limited to the
one specific application designed for an individual user.
While this may seem very "pie in the
sky"
thinking, a
greater degree of universality can be achieved. There is a
need to have a way for different people (for example one
with no dexterity and another with no sight) to be able to
use this same Modular Communication Device. The only way to
tailor the input (and output) to meet these eclectic needs
is to have many different input/output modules that can be
"plugged"
in and out.
Communication is mentioned in the title because the
device is intended to help people communicate with each
other, with machines such as computers, and with their
environment. The latter implies a way of operating controls
that change our environment, such as turning on a light,
opening a window, answering the doorbell, etc. The Modular
Communication Device, because of its modularity, is not
limited in the way in which it can communicate and, thus,
provide access to controls like these, as well as to people
and machines. The Receiver Module provides the user the
interface needed to communicate. The Display Module allows
the user to understand through sight, sound, or touch what
he has entered into the system, as well as what the
predicted input is. The Driver Module is the interface
between the entire system and the person, machine, or
control device that is participating in the communication.
The Prediction System of the Modular Communication
Device is the one major difference between this device and
most other devices for use by the handicapped. As stated
before, time is usually relevant, although it may not matter
to some people in some situations. One of the greatest
sources of frustration to a handicapped person is the amount
of time and effort it takes to communicate one simple
thought. As people begin to know one another, it is often
easy to anticipate what the other person will say, based
upon just a few words. This prediction is very context
sensitive, and not always completely accurate, but with
"tuning"
and learning more of the other person, it can be
accurate enough. The concept suggested here is that the
Modular Communication Device can be
"taught"
within a
specific context, to predict what the person is trying to
communicate from just a few words or even characters
entered. If a whole message was predicted from just a few
characters, a person who can only input a few characters a
minute could still output messages at a more normal rate.
Keeping with the concept of modularity in the input and
output, the Prediction System could be programmed with the
contexts specific to the user and a data base that could be
updated to
"learn"
the style of the individual user's
communication patterns.
The modules that comprise this device can be
implemented through hardware, software, or both. The hardware
approach requires that a new board be developed for every
implementation of that particular module. The software
approach assumes that there is an intelligent device (such
as a microcomputer) controlling the software modules and
interfacing with the hardware. It may be reasonable to
attack the problem in a software approach, and then design
some specialized hardware for some specific tasks. This
paper will deal only with the implementation of a software
approach for designing the modules. Interfaces to the
physical devices will be achieved through standard I/O
devices on the microcomputer, or specially designed devices
that plug into the microcomputer.
1.2 Chapter Descriptions
Chapter 2 of the paper will discuss the Receiver
Module. Examples of different kinds of physical input
devices and the reasons that they would be employed are
discussed. The chapter also deals with the concept of
converting the physical input signal to an ASCII character
for transfer to the Display Module and the Prediction
System. Chapter 3 discusses the Display Module. Some
different types of
"displays"
are suggested and possible
problems noted. The Driver Module is outlined in Chapter 4.
This module takes the ASCII characters from the Prediction
System and sends them to the appropriate communication
device. Examples of these devices will include display
devices, speech synthesizers, control drivers and keyboard
simulators. The Prediction System, Chapter 5, is the heart
of the Modular Communication Device. The Prediction System
interfaces to all three of the modules. Some different
approaches to predicting text are discussed, as well as some
ideas on how different contexts can be managed. Chapter 6
is a Case Study. This chapter introduces Ben, a fictional
handicapped person who has the desire to write syntactically
correct COBOL programs with the least amount of physical
effort on his part. Chapter 7 is the epilogue. It presents
conclusions and also offers some future theses based upon











































































To activate the keyboard, the
user most hold the key down for
a preset number of inputs (LIMIT)
otherwise the input is assumed










2.0 The Receiver Module
No two people are alike. There are vast differences in
the needs, desires and abilities of all individuals. You
cannot expect a group of handicapped people, who are also
individuals, to have the same abilities, even if they are
labeled as having the same general disability. There must
be a careful evaluation of the needs and capabilities of
each individual [3,4,5]. For example, not all people
confined to a wheelchair can be treated the same way. That
is, all people who are confined to a wheelchair will not
necessarily be able to use the same device. One may have
good hand-eye coordination and good manual dexterity. This
person would probably be able to use a standard keyboard.
The second person may have a reasonable amount of dexterity
but be missing the coordination and control required to
depress a given key and that key only. For that person, a
joystick with a fire button may be the appropriate device.
The individual's hand may need to be
"fastened"
around the
stick, but it could be a reasonable alternative. In the
third case, the person may have no controlled movement of
any limb. This person will probably require use of a binary
switch operated by some other part of the body. An example
of this is a chin switch that is operated by the individual
nodding his head.
The Receiver Module is the interface between the user
and the Modular Communication Device. There is always a
physical piece of hardware providing input to the Receiver
Module, and the module always produces a character in a
standard format e.g.: ASCII, as output. Since the system
uses a modular approach, there can be many different
Receiver Modules to connect to the Prediction System. The
appropriate one can be employed to meet a given user's
needs. Clearly, there is a need for many different kinds of
input devices so that the needs of each individual user can
be met [6,7]. Just as there are different input devices,
there must be an individual Receiver Module for each class
of input device that generates a distinct signal. The goal
of this chapter is to describe some different input devices
and how a Receiver Module might be implemented for each of
them (see Figures 2,3,4). A designer should be able to
build a Receiver Module that would interface to existing
hardware and produce the standard format character that the
Prediction System expects.
To illustrate the concept of the Receiver Module, this
chapter focuses on just a few input methods: binary and
ternary switches, addressable (location dependent) switches,
multiple switches (keyboards) and voice input.
2. 1 Binary and Ternary Switches
A binary switch method of input is one method that can
be adapted for use by most anyone with any handicap. It is
also among the slowest input methods that exist [50]. Very
simply, the binary switch has two states, OFF and ON. These
two states can be labeled 0 and 1 and, thus form binary
digits. Some of the kinds of devices that could be
considered binary switches are: a single lever switch that
is activated by pressure from some part of the body (hand,
finger, foot, knee, etc.), an optical switch that notices
movement in part of the body (eyes opening and closing, hand
waving, head nodding, etc.),
a sound activated switch that
will close the contact when a specific sound is made (this
is also used in the voice input described later), a mercury
switch that detects a change in direction of a part of the
body, and a switch that is
sensitive to changes in air
pressure caused by sucking or blowing at it (see Figure 5).
There are two basic ways that a binary switch can be
used for entering information. In one method the user
can
input a binary code using a series of the O's and l's. The
code could be something standard like Morse code or ASCII,
or it could be a user defined code [8]. There are some
drawbacks to this method. First, the user must be skilled
at keying in the proper code for each character. This
requires training and a high cognitive level. In addition,
since the amount of time that the key remains in the 0 or 1
position determines the number of occurrences of that value,
the user must be able within the required time period to
change the switch setting from one state to the other, or
an







Not everyone agrees that encoding is a poor method of
input. Bolton and Taylor feel that over time once the user
is experienced with the input- device thai, he tends to encode
the input data regardless of the input method. This has the
effect of frustrating the user since he would like to enter
information faster than the device can handle [9].
The second method for which a binary switch could be




to a given question.
It is assumed that the question has only two possible
responses and that both the inquisitor and the subject
understand the question. The subject then responds in
either the affirmative or the negative. Probably the most
common use of a binary switch in this fashion is with a
Linear Character Scan. This is really just an automated way
of asking, "is the character you are thinking of an 'A'?,
No, a
'B'?"
and so forth. When the response is a "Yes",
then you record the character and start over again. In the
automated Linear Character Scan, the computer displays
characters one at a time. When the character the user
desires is displayed, he activates the switch. This sends
the message to the Receiver Module that the last character
displayed is the one to pass to the Prediction System (see
Figure 2).
There are many "variations on the
theme"
of Linear
Character Scanning. In the above example, there is a
specific, preset amount of time that the computer waits for
a "Yes", or activation of the switch, before it displays the
next character. This is called the scan rate. The scan
rate can be controlled to give the shortest possible
interval in which this individual can easily recognize the
character and operate the switch. Without tuning the scan
rate, much time could be wasted either by waiting for the
next character to appear or by missing the character as it
flew by [28] .
Other variations deal with the order of the characters
in the scan list and where to restart after a character is
selected. Most people are familiar with the English
alphabet. The characters in the alphabet are not in order





frequently used letters in any English text, but they are
the fifth and twentieth letters in the alphabet
respectively. To increase the likelihood of the desired
letter being in the first few choices offered, a reordering
of the alphabet may be needed. Additionally, there is some
disagreement as to where to restart after a character has
been chosen. Is it better to start at the beginning every
time or to start with the character after the last one
picked? There does not seem to be a definitive answer to
this question.
The Modular Communication model (Figure 1) shows a
dashed line coming from the Prediction System back to the
Receiver Module. The purpose of this line is for feedback
to the Receiver Module from the Prediction System. In this
case this feedback could be a reordered character list. Let
us assume that, the first time the character list is to be
displayed the Prediction System gives the Receiver Module a
list ordered by normal character usage. That means that
characters most often used would be at the beginning of the
list and least used characters would be at the end. At some
point the user taps the switch, indicating a "Yes". If the
letter
"T"
were selected, the Prediction System would send a
new character list that might begin
"EHAR..."
and end with
"...PQZ". The Prediction System, knowing that the selection
was the letter "T", responds with the most likely characters
to follow a
"T"
in the beginning of the list and the least
likely characters to follow a
"T"
at the end of the list.
There is another variety of character scan that can be
used to save time entering information but doubles the
number of times the user must activate the switch. This
method is known as a Row Column Scan [10,11]. The linear
character scan requires one switch closure per character
while the row column scan requires two switch closures per
character. In a row column scan the character list is
broken into rows, with an equal number of characters on each
row. The characters in the rows and columns can be ordered
by the Prediction System as above to increase the chances of
the desired character being first on the list (see Figure
6). The user must activate the switch when the scan is on
the correct row for the desired character. The scanning
then changes axis and the user must again activate the
switch when the scan is on the correct column for the
desired character. The character that is at that specific
row/column location is then passed to the Prediction System,
This method does require more user training to be accurate
but can greatly reduce the amount of time waiting to scan
through a long character list.
Figure 6 The Tufts
Interactive Communicator
Some individuals may not be able to use a specific scan
rate [50]. The time it would take the person to recognize
the character and act upon it (activate the switch) might
vary from one moment to the next. For this person it might
be better to start and stop the scan at each character. A
ternary switch could be a better choice (see Figure 7). A




state. This can also be thought of as
"No",
"Yes"
and "I'm thinking (wait)". With a ternary





every choice. When the
switch is in the third (neutral)
state, no action is taken by the Receiver Module. The same
implementations of linear character scanning or row column
scanning from the binary switch could be applied to a
ternary switch with the scan rate effectively being zero.
Button Switch Chin Switch
Touch Switch Puff-Sip Switch
Figure 7 Ternary Switches
2.2 Addressable Switches
Addressable (location dependent) switches are another
way to enter data without a great amount of effort from the
user. Many wheelchair-confined people already use a form of
this switch, a joystick, to control the movement of their
electric wheelchairs. These switches are ones that
"inform"
the Receiver Module of the location of some control object
(like a cursor). When the desired value is pointed to by
the control object, a binary switch is closed which
instructs the Receiver Module to accept this location (see
Figure 3)- The character at the location of the control
object's address is passed on to the Prediction System.
Some examples of these switches are a joystick, a mouse, and
a track-ball (see Figure 8).
One method for using a joystick with the
Receiver
Module would be to display a keyboard through the Display
Module and move the cursor around until it was on top of the
desired character. The user would then press the "fire
button"
to have the Receiver Module accept this character
[6,12,25]. The keyboard displayed could be a standard QWERTY,
a DVORAK or any pseudo keyboard that is comfortable to the
user .
Figure 8 Various Joystick Devices
2.3 Keyboards
The standard keyboard can actually be of most value to
some handicapped individuals. The question might be raised:
"Why use the Modular Communication Device if the input media
is a standard keyboard?". Some individuals may not need
special accommodations for providing input to the system but
may need to use some
or all of the remaining modules. For
example a blind person may be able to use a
standard typing
keyboard, but require the vocal feedback that could come
from the Display Module. While some handicapped people may
have the control and dexterity required to use a keyboard,
it may still be a very time consuming task to use it.
People who use a mouth-stick may be very accurate in their
typing; but, unless they are very skilled at this task, it
will take considerable time (see Figure 9). A person with a
muscle control problem, like cerebral palsy, may be able to
type with the help of a control stick and a keyguard [6,13,27]
The keyguard covers the keyboard and has tiny holes above
each key. This allows only the key that the control stick
is placed into to be pressed, saving a possible multi-key
input mistake (see Figure 10). Again this person needs the
help of the Prediction System to improve the throughput.
There are other possible ways to assist people with
coordination problems. Keyboards that require no shifting
for upper case letters and CONTROL functions help those with
single digit movement [13,14]. Keyboards that can rearrange
the keys from the standard QWERTY to other layouts can help
those with limited mobility [13,15].
Head Stick Mouth Stick
Figure 9 Keyboard Pointer Sticks
When a standard keyboard is used, the Receiver Module
accepts the character and passes it on to the Prediction
System (see Figure 4). As in the case of the binary switch,
the Prediction System can give some feedback to the Receiver
Module to assist the user's input. The Prediction System
could predict the next most likely characters, words or
phrases to be input. If the keyboard has function keys, the
predictions could be associated with the function keys by
being shown through the Display Module as the current
meaning of the keys. The Receiver Module, upon seeing a
specific function key depressed, would send the current
value for that key to the Prediction System. The meanings
(values) of the function keys would be constantly updated to









Figure 10 Use of a Keyguard with an Apple Computer
A keyboard is generally thought of as a group
of
pushbutton switches arranged in a matrix with characters
printed on the keycaps. The user depresses the key(s)
desired in the correct sequence. There is no reason that
the
"keys"
must be pushbutton switches that are depressed.
There are popular devices that use optical keyboards. The
OAKS [16] uses a light pointer attached to the users head.
The user directs the light at the desired character on the
receiver
"keyboard"
for a set amount of time. The character
is accepted and sent to the computer after the time period
has completed. The EyeTyper [17] and a device by Heynen, et
al [18] use light beamed off the user's eye to detect where
the user is looking. The user simply stares at the desired
character on the
"keyboard"
for a set time period and the
"keyboard"
senses which character to accept.
2.4 Voice Input
Voice input is a new method being evaluated as a tool
for entering information into an electronic device. Most
versions of voice input devices were originally designed to
allow a person simply to speak into the machine and have it
understand. Many voice input devices are very limited in
the number of words that they can comprehend; and, thus,
they have not proven to be a true consumer joy [19,20]. As
is the case with many devices not originally designed for
the handicapped, voice input devices are being adapted for
use by disabled people, especially those with no motor
skills. The voice input devices do not require that the
person have good speech. The device digitizes the sound
that is entered and associates it with a text command that
has been entered into its memory. Thus, as long as the user
can repeat the same sound when needed and can remember what
that sound means, the sound does not have to be meaningful








value. In this case we will construct a multiple
switch (keyboard) by using a fixed set of distinct sounds.
Many voice input devices will accept from 50 to 200
different sounds. This would be enough to simulate a whole
keyboard and even have some special
"key"
words or phrases.
The output of most voice input devices is standard RS-232C
ASCII text. Thus, the Receiver Module for this class of
device would actually just pass the text straight through to
the Prediction System (see Figure 11).
INTRO VOICE System KEY TRONIC
y
Figure 11 Voice Inpu
2.5 Summary
This chapter has tried to show that there are a great
many possibilities available to the user for entering
information. Evaluating the user to determine which device
and, thus, which Receiver Module would be correct for him is
not a trivial task [22,23,24,26,50]. There is a great burden
placed on the Vocational Rehabilitation counselor and others
to properly determine the method of communication and the
device that will be best suited to that individual. There
are some agencies that provide extensive assessment and
evaluation of the individual to try and determine their
needs. One such place is the Ontario Crippled Children's
Center, which uses automated assessment routines to assist









3.0 The Display Module
Everyone needs cues and feedback. We all need to know
that what we are doing is correct. Sometimes we just want
to know that what we are doing is noticed. In the case of a
user of the Modular Communication Device, the person may
need to know what he just entered. With non-traditional
input devices, e.g. binary switches and joysticks, the user
cannot be completely sure that the character he desired is
actually what was received. Thus, there is a need for the
Modular Communication Device to give feedback to the user
telling him what he just entered. In general, this feedback
can he visually displayed; but visually handicapped people
would not be able to take advantage of this feedback. For
this reason, display devices other than visual must be
available to the Modular Communication Device.
The Display Module is the interface between the
feedback source and the device that will inform the user.
The presence of this module allows the Modular Communication
Device to incorporate one of many display alternatives.
Thus, the Display Module, like the Receiver Module, can
actually have many versions. While the options for the type
of display are limited: visual, tactile (braille) [29] and
synthesized speech [30]; there still is a need for all three
(see Figures 12 and 13). The term
"display"
throughout this
paper will mean: "to provide the user some information in
the mode that the physical device supports".
3.1 Presentation of the Display
The Display Module is directly connected to both the
Receiver Module and the Prediction System. It provides
three functions: to display the current input, to display
any predictions, and to display status information or cues
that may be needed by the user to make a valid entry-
BRAILINK Terminal VERSABRAILLE
Figure 12 Braille Input/Output Devices
The user is not always sure of the entry he has just
made. In displaying the current input, the Receiver Module
sends the text input to the Display Module at the same time
that it is sent to the Prediction System. The input is then
displayed on the display device. Depending on the
implementation of the Receiver Module and the Display
Module, this text may be displayed with certain attributes,
such as bold print. This is done to offset the text entered
by the user from any generated by the Prediction System.
The Prediction System also interfaces with the Display
Module. Predicted text is sent to the Display Module and
displayed on the display device. This text may also have
some attribute associated with it, such as reverse video.
When predicted text is displayed, the user must then inform
the Prediction System through the Receiver Module whether it
is the desired text or not.
Some functions that are easily available in a visual
environment (such as holding and reverse video) are
difficult to implement in a speech or tactile device. The
decision to implement all such features would be left up to
the individual designers of the Display Modules. How you
make such attributes available in a non-visual display would
be a good thesis project in itself.
Status information may also be sent from the Prediction
System to the Display Module. When a character scan list is
displayed, this is really status information from the
Prediction System. A keyboard layout for use with the
joystick and current values for the keyboard function keys
are other examples. The status information may be messages
that indicate the user has done something wrong. They could
also be messages providing positive reinforcement to the
user for making the correct choice.
VOTRAX DECTALK
Figure 13 Speech Synthesizers
3.2 Information Displayed
Up to this point the concept of entering information
has only been concerned
with character text because this is
what the Prediction System expects as input from the
Receiver Module. There does not have to be a limitation of
character input only. An illiterate person still has the
need to communicate. There is no reason that the Prediction
System could not present icons to the Display Module for the
user's choice. Blissymbols are a very effective way for
people with no written language skills to communicate
[31,32] (see Figure 14). When the output device is a
control system (described later in the Driver Module), a
pictorial representation may be the best form of input.
Moving a joystick to place the cursor on top of the TV
symbol, and pressing the fire button, may be a much better
way to turn the TV on/off than by entering characters.
There exist many possibilities for enhancements to the
Display Module that will not be listed here. It is
sufficient to say that the method of informing the user is
not limited to just character text that is visually, orally
or tactilely displayed.
There is also no reason to restrict the system to
English text only. It should be possible to use any language
that can be represented in a computer data base. With
bit-mapped graphics, pictorial languages such as Chinese
could be used in this system.
3 . 3 Summary
Since there is a very limited choice of the class of
devices that interface with the Display Module, a long
assessment process of the needs of the user may not he
necessary. It may be helpful, however, to have more than
one Display Module and their associated devices running in
parallel. A blind person for example may prefer synthesized
speech as a display device and at the same time need the
braille output for long term storage and retrieval.
Some individuals may still require a detailed assessment
of their needs. For example, some visually impaired people
are able to read certain typeface and font sizes better than
others. This simple change in visual presentation may be
significant change for the better for the individual.
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4.0 The Driver Module
The main goal of the Modular Communication Device is
communication. Up to this point, the major emphasis has
been how to get information into the system. This chapter
will look at how information is sent out of the system.
Just as with the Receiver and Display Modules, the
Driver Module can be designed to have many different
versions. The version of the Driver Module that would be
used would depend on with what or whom the user is trying to
communicate. It is conceivable that more than one Driver
Module could be installed simultaneously, with a method of
switching from one to another by entering some commands
through the Receiver Module, or with the assistance of an
intelligent controller. This may be especially helpful or
necessary for a bedridden person who wants to work with a
computer, answer the phone and control both the TV and air
conditioner. While there may be a large variety of classes
of devices that could be connected to the Driver Module,
this paper will focus on three; standard interface devices,
simulated devices and custom made devices. How you might
best implement the switching of contexts for the devices
connected to multiple Driver Modules would be a good future
thesis topic.
4.1 Standard Communication Interfaces
Most of the devices that will be used for communication
with the Driver Module will use a standard interface. That
is to say that most of these devices, such as a computer,
speech synthesizer, braille producing machine, etc., will
expect a standard ASCII character delivered over an RS-232C
line. A large number of possible connections could thus be
achieved with one specific Driver Module. This version of
the module would take the character presented to it from the
Prediction System and output it to the hardware I/O through
a standard UART . Most information processing systems
(microcomputers) on the market today contain standard UARTs
and have selections for baud rate, word size, parity bits




It may be an over-simplification to say that all of the
devices that expect an RS-232 connection would merely get
the character that was output from the Prediction System. A
speech synthesizer, for example, might need more information
than just the single character [30]. Some speech
synthesizers have a high degree of intelligence built in
and, thus, can properly pronounce the string of characters
that form a word [33]. Others lack this intelligence and
must be tricked into the correct pronunciation. These less
sophisticated devices will usually produce sounds that are a
collection of phonemes based on a two or three letter
combination [34]. English, especially American English,
often does not sound like it is spelled. It may be
important to have the Driver Module incorporate the
artificial intelligence that is required to output the word
phonetically. Much research has already been done on this
topic, but it still could be of interest in a future thesis.
There is another case where the Driver Module may need
to slightly alter the characters delivered to a speech
synthesizer. The user of the system should have the option
to have words
"spoken"
or "spelled out". In the case of the
"spelled
out"
choice, the Driver Module would need to place
the proper control codes or spaces between the characters
to force the spelling to occur.
4.2 Simulated Devices
In some cases the device to communicate with requires
a n interface that many not be considered "standard". To
drive such a device, it may be necessary for the Driver
Module to simulate a specific device. One example of this
is an interface to a personal computer [35] such as an IBM
PC. While it is possible to use the "standard
interface"
described above plugged into a COMM port of the PC, this
approach will not always give the desired effect. If the
user wants to make the PC think that all input received is
coming from the keyboard, then the Driver Module must
simulate an IBM PC keyboard. This would be done by taking
the character delivered by the Prediction System and doing a
table lookup to get the row/column scan number for that
character. The IBM PC keyboard is logically broken up into
rows and columns of keys [36]. Each key on the keyboard has
a specific row/column scan number. This scan number is what
is sent from the PC keyboard to the hardware I/O within the
PC. Once the table lookup is done, the row/column scan
value can be output through existing hardware I/O or
possibly through custom built hardware I/O to the socket
that the PC keyboard plugs into. If properly implemented,
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4.3 Custom Built Interfaces
Custom built devices can cover a wide range. The type
of devices that the Driver Module can support is only
limited by the implementations that the designers decide to
produce. This area is such an open one that it will be just
barely skimmed.
In general, the custom built interfaces would be used
to control something. A person with little controlled
movement may still want the independence of doing things for
himself [37]. Many of the tangible items that we come in
contact with every day can be controlled mechanically. The
TV, radio, lights and garage door can all be operated by a
simple signal. Changing the temperature around you can be
achieved by a simple control. Answering the phone, opening
the door and starting your shower can all be controlled by
mechanical devices that can take signals from the Driver
Module. Many such devices have already been adapted from
existing devices rigged to perform a special task [38-41],
The actual hardware (motors, pumps, relays, electromagnets,
etc.) and the way in which they expect the signal to be
transmitted will vary greatly from item to item. That is
why this area is such an open one. There could be thousands
of different Driver Modules needed to control a given
environment. An existing device, the BSR control module
(see Figure 16) is an example of an integrated device to
control many other devices.
The BSR X-10 control module is a device that can
control the state (on/off) of up to 16 devices [42,43]. The
BSR module can also vary the intensity of variable speed/
intensity devices, such as motors, lights, etc. The control
module plugs into a standard AC outlet and transmits a radio
frequency signal throughout the electrical system of the
house. A switch module is set to the correct device number
(via a thumbwheel numbered switch setting) and is plugged
into any AC outlet. The device to be controlled is plugged
into the switch module and placed in the
"on"
state.
Control of the device is now accomplished by the user
selecting the number on the control module that corresponds
to the desired device. The user then selects the function
(on or off) or the intensity (increase or decrease) for that
device. A computer peripheral that takes the place of the
Each module has a rotary dial num
bered from 1 to 1 6. Just dial in a number
to match one of the 1 6 number buttons
on the console.
Figure 16 BSR Command module and Switch Modules
control module exists and can be used with a variety of
popular computers [38,53]. A Driver Module could be
designed to interface with such a peripheral. This would
allow the user to control many functions with just one
Driver Module.
4.4 Summary
Designing and building these Driver Modules and
hardware interfaces would not be a trivial task, but
possibly one of the most rewarding tasks in the whole








5.0 The Prediction System
The Prediction System has the goal of increasing the
throughput of the message to be communicated. Since many
handicapped people would be unable to enter a message at a
rate of speed that might be considered "normal", the
Prediction System attempts to eliminate some of the physical
input required to produce the desired output. This
elimination can be expressed as "reducing keystrokes". A
keystroke can be defined as the physical effort required to
activate a switch. This switch can be such things as a key
on a standard keyboard, a chin switch or the fire button on
a joy s t ick .
Two important terms must be introduced at this time:
fluency and articulation. Heckathorne and Childress [44]
define fluency as the rate of communication. They define
articulation as the closeness of the match between the
message elements of the (communication) aid and the user's
needs. It is important to understand that as the fluency is
increased the articulation usually decreases. For example,
it would be easy to construct a menu of 100 phrases and
sentences, giving each a number that the user would chose
from. Although the fluency could be high, the articulation
level would be very low- The user might be able to express
a whole concept in a few keystrokes, but he would have to
pick phrases that are at best close to the idea he wants.
There would not be any way to express the exact words that
he is thinking.
As previously stated the main goal of the Prediction
System would be increased fluency, but there should not need
to be a sacrifice of articulation. This chapter will show
methods for attaining high fluency while maintaining the
level of articulation required.
There are a few factors that can increase fluency. The
user must be fitted to the most appropriate input and
display devices. These were discussed in Chapters 2 and 4.
There are also aids that can assist the user in reducing
keystrokes thus increasing fluency. Much of the literature
on communication devices for the handicapped discusses aids
for reducing keystrokes [44-60]. These aids can be
categorized as Static or Dynamic aids.
Static aids are devices that present input choices to the
user that are optimized to require the fewest keystrokes.
In addition the choices are in a fixed pattern. This allows
the user to learn the pattern over a period of time. Once
the user has learned the pattern, he may be able to increase
the speed at which decisions are made, and selections input.
This will also increase fluency.
Dynamic aids are devices that change their input
options based upon some previous input. The basic concept
is that the device will try to
"think"
like the user. Some




user (based upon many studies as to what
"average"
is).
Other devices can be adapted to the needs of the specific
user. The most sophisticated dynamic devices can actually
"learn"
from the user and thus be optimized to the specific
user's pattern of input.
5.1 Static Aids for Increasing Fluency
Static communication aids increase fluency by reducing
the time required to enter the desired character and by
reducing the keystrokes needed to enter the desired message.
Static aids by nature are fixed in the choices offered the
user. This offers the user the opportunity to learn all of
the options and then react quicker. The negative side to
this is that the user may get bored waiting for the choice
to be available.
The implementations of static aids that will be
discussed in this paper are: Abbreviated Text, Templates,
Static Choice Ordering and Augmentative Communication.
5.1.1 Abbreviated Text Input
A very common approach for reducing keystrokes seems
to
be abbreviated t ext [ 45 , 46 , 48 ] . Roa and Riley [45] are
representative of this method. They use 1 and 2 keystroke
mnemonics to represent words. The user assigns the text
values to the mnemonics and is responsible for remembering
their contents. It is thus important that the mnemonics are
meaningful. This requirement can severely limit the number
of usable mnemonics. The total number of 1 and 2 letter
combinations are 702 (26 single letter and 26 x 26 double
letter). When strange combinations that might have little
meaning to the user are eliminated, such as "QZ", the actual
number of text expansions is in the area of 300 to 400
words. This may not be a significant limitation, however,
since most people would have a hard time remembering that
many meaningful combinations in any case.
The user must include a space after every word entered,
either the mnemonic representation of the word or the actual
spelling of the word. After entering the space, the program
determines if immediately preceding the space there is a one
or two character sequence. If there is more than two
characters preceeding the space, it is considered a word
spelled out by the user. Otherwise the expansion from the
mnemonic to its stored text value takes place. The user
must have programmed all one and two letter words in their
corresponding mnemonics, or he will not be able to input
them.
The ten most commonly used words in English speech are
"the", "of", "and", "to", "a", "in", "that", "is",
"was"
and
"he". They account for 24% of all English text [45], When
these words are programmed into single keystroke mnemonics, the
keystroke reduction is most significant because the total
saving to the user
is the keystrokes saved multiplied by
the number of times that the word has occurred.
Another approach, SPEEDKEY [46], uses 2, 3 and 4
keystrokes for expansion of mnemonics to a given text.
Digits, spaces and special characters can also be used to
form mnemonics. This gives the user more combinations of
meaningful mnemonics, but this may not be useful, as was
explained above. SPEEDKEY does have an interesting approach
to its expansion, however. The program encourages the user
to enter large sections of often used text as the expansion
of a mnemonic. Thus, a salutation in a letter that might
take 15 keystrokes and be on 3 or more lines of print could
be reduced to just a few keystrokes.
SPEEDKEY also allows the user to easily enter single
characters, thus allowing the user to spell words not stored
in the "expansion keys". All mnemonics must have unique
sequences of 2, 3 or 4 characters. Thus a mnemonic
"IHV"
would not be valid if there already existed a mnemonic "IH".
The user might find it helpful to place the 10 most common
words (listed above) in mnemonics of single digits. While
this would require additional keystrokes when entering
digits (such as one, two, thre, etc.), digits are used far
less often than character text [46]. This could further
reduce overall keystrokes. As the user enters characters
the program compares the input string to the list of
"expansion keys". If it finds a match then the expansion
takes place. If there is no match by the fourth character
entered, the program assumes that the user wanted to spell a
word and continues accepting characters until the start of
the next word. At the start of the next word the whole
process of looking for a match begins again. SPEEDKEY also
automatically places a
space at the end of every expansion.
200% to 300% increases in fluency are not uncommon with
SPEEDKEY. An example of this is given in Figure 17.
In general abbreviated text input can greatly increase
fluency, with little or no decrease in articulation.
Text :
Dear sirs,
I was very happy to hear from you on your plan to develop a
communication aid for handicapped individuals.
SPEEDKEY keystrokes:





expands to not only "Dear
sirs,"
but also to the blank lines following it and the
[TAB] on the first line.
The [BACKSPACE] character is required because the is
a space automatically placed after each word. This
allows the
"."
to immediately follow the last word.




Templates provide another method to reduce keystrokes.
The method is really a combination of using mnemonics that
expand into text and taking advantage of an input context to
avoid or detect input errors. Avoidance and detection of
errors are critical since errors require correction and,
thus, more keystrokes.
Templates can be stored and recalled by entering a
mnemonic in a similar fashion to abbreviated text, described
above. They contain fixed information, locations for
variable information (called "place holders") and syntax
rules for the use of the template. When the template is
expanded from its mnemonic, the user sees the fixed
information and the place holders which show the location
and type of the variable information. The user cannot make
any changes to the fixed information nor to the structure of
the template. Additionally, syntax rules can be stored with
the template for each place holder. These rules are applied
as the variable information is entered. This greatly
reduces errors.
Because templates are inflexible, with predefined
syntax rules, this method of input works best with a very
structured environment. This would probably preclude the
use of templates with less structured languages such as
FORTRAN or the English language in conversational speech.
A good example of the use of templates is the Cornell
Program Synthesizer [61]. The CPS is designed to expand a
mnemonic into a complete program unit that is syntactically
correct. The user is sequentially prompted for all variable
portions of the program unit and each is verified upon
input. The fixed portions of the unit cannot be altered in
any way. This has the effect
of both reducing keystrokes and
guaranteeing correct syntax.
When the template is displayed, the program positions
the cursor at the first place holder. The place holders are
shown in lower case text and they tell the user what
variable information is expected to be entered there. The
user enters text on top of the place holder. In some cases
another mnemonic may be entered at the place holder to add
another program unit at that location. The text input is
verified for correct type and syntax. Some variable
information may also be verified for correct value. An
example of this is a data-name which must be defined before
being used in an
"IF"
statement. If the user entered a
un-defined data-name at the place holder, an error message
would be displayed. A similar response would appear if the
used entered a statement that was syntactically incorrect
after the "THEN". Figure 18 shows an example of the
expansion of the mnemonic "IF". Once the template is
displayed, the cursor would be positioned at the place
holder
"condition"
waiting for the user to input text.
Templates tend to keep a high level of articulation,
within the structure of the context, while still allowing
some improvement in fluency.
IF( [c ] ondition)
THEN statement
ELSE statement




5.1.3 Static Choice Ordering
In 1978, over fifty percent of all commercial and
experimental communication aids used some form of row/column
scanning as the input
method [44]. Since this is a very
popular method for entering information and it tends to be
very slow,
improvements in fluency are helpful. The first
improvement was introduced in a machine call the TIC (for
Tufts Interactive Communicator) in the early 1970s by R.A.
Foulds et al [11,44,50]. A similar device is now
commercially available called the TETRA scan II [50]. The
main improvement in these devices over any previous
row/column scan device was the ordering of the letters on
the matrix. Figure 19 shows the number of keystrokes
required to get to any particular character in the matrix
prior to selection of that character. By placing the
characters most frequently used in the upper left portion of
the matrix the number of keystrokes required to get to the
desired character can be reduced. The TIC is shown in
Figure 6 and the TETRA scan II in Figure 20. Both of these
devices show a matrix ordered by the most commonly used
characters; "space", "E", "T", "N", "0", "A", ... "Z".
1 2 3 4 5 6
2 3 4 5 6 7
3 4 5 6 7 8
4 5 6 7 8 9
5 6 7 8 9 10
6 7 8 9 10 11
Keystrokes required to get to a
specific location in the matrix
Figure 19
The TETRA scan II is designed to increase fluency above
that of the TIC. It addresses two major problems that
occurred in the TIC, as in most row/column scan units.
First, the user concentrates so much on which character the
cursor is currently on that he often miss activating the
switch when the cursor is on the desired character. The
TETRA scan II has horizontal and vertical lines that appear.
The user fixates on the desired character and when the
horizontal line is on that character, he activates the
switch. He continues to watch the character, not the
cursor, until the vertical line forms a cross with the
horizontal line on top of the desired character. The switch
is then activated again, and the character is accepted.
The second problem has to do with the reaction time of
the user after selecting a character. The reaction time
(time required to decide which character to select next and
then respond), is usually longer immediately after accepting
a character, then it is as the scan is proceeding [50].
Thus the most frequently used characters placed in the
beginning of the matrix may be missed the first time through
the matrix because the user did not react fast enough. The
TETRA scan II places a short pause after a character is
selected, and continues at a slower scan rate for a few
characters. Once a few characters have passed the scan, the
rate increases to the constant scan rate chosen by the user.
Another way to increase fluency with row/column
scanning is to introduce frequently used words as elements
of the matrix. Young [52] and Gaylord et al [53] both use
words as elements of their matrixes. Young orders the
matrix with a combination of words and characters, both in
the order of their usages. Gaylord et al use one matrix for
characters, and then upon selection of the character switch
to another matrix that contains words starting with that
character, this time in alphabetic order.
The MOD Keyboard System [54] uses a sorted row/column
scan similar to the TIC, but has a floating cursor. The
cursor is displayed moving from one character to the next.
As the cursor moves it touches a character and gradually it
surrounds the entire character before it moves off to the
next character. This continuous movement allows the user to
select the character at any time that the cursor is in
contact with the character. This operation is quicker than
most video screen representations where the cursor "jumps
This can decrease the wait time that is inherent with the
row/column scan rate, and also reduce input errors.
Static choice ordering will give some improvement
in
fluency while maintaining a high level of articulation.
This is because the user spells everything.
Figure 20 The TETRA scan II
5.1.4 Augmentative Communication
Hillinger [47] and Till and Maier [48] have taken the
approach that it is important to have meaningful complete
communication. At the same time they strive for reduced
keystrokes. Hillinger's system takes a simple word such as
"BATHROOM"
and can create a sentence such as "I WANT TO GO
TO THE BATHROOM". The user selects items from menus of
verbs, subjects
and objects. Some objects, such as
"BATHROOM"
have default subjects and verbs so that the
complete sentence can be formed without having to pick from
the verb and subject menus. The user can also build
relatively complex sentences. Prior to choosing the
subject, verb and object, the user has the option for
grammatical transformations. The transformations can be
used alone or in any combination. They include: question,
past tense, negation and emphatic.
An example of the choice "BATHROOM", as above, would
produce quite different sentences when using the grammatical
transformations. When negation and question are specified
the sentence would be: "DON'T I WANT TO GO TO THE
BATHROOM?". The past tense would produce: "I WANTED TO GO TO
THE BATHROOM". The emphatic transformation would add an
action word like
"DO"
and place exclamation marks to the end
of the sentence. An example of this would be: "I DO WANT TO
GO TO THE BATHROOM!
!"
Till and Maier use an approach of word arrays and
modes. There are seven arrays labeled: answer, ask, person,
place, thing, present tense verb and past tense verb. There
are 150 core words stored in the seven arrays, and desired
words not stored can be spelled out. The five modes are:
answer, ask, tell, spell and numbers.
The answer and ask modes work with the corresponding
array and are used for one or two word questions or answers.
The tell mode is used to construct sentences. The verb is
the first selected item in the
"tell"
mode. Some
restrictions may be placed on the subject depending on the
verb selected. For example, if the verb
"am"
is selected,
than the subject is assumed to be "I". When the
"tell"
mode
is selected, the word
"doing"
is displayed, along with the
options "before",
"now"
and "later". This allows the user
to select which tense the verbs will be. In the example
shown in Figure 21, the user had selected the
"later"
or
future tense. After selecting the verb "EAT", the display
is "WILL
EAT"
and the user is questioned as to who will eat.




can select from there the correct subject. The user is now
asked what John will eat. The user may print the
sentence
out or continue with the
"thing"
menu. The user may always
stop at any time and print the selected sentence or continue
building a more complex sentence.
Augmentative communication devices like these will
increase fluency somewhat and may increase articulation,
depending on your definition of articulation. For the users
of these systems, including a 10 year old with C.P., being
able to speak a sentence is not a reality. The entries
accepted by these devices will produce a complete, correct
and articulate sentence. Whether or not it was the exact
words that the user wanted to say may not be important in
this environment.
Tens e : future
Core Word Entered: EAT
Displayed: who? WILL EAT
Next Input: JOHN
Displayed: JOHN WILL EAT what?
etc.
Figure 21
5.2 Dynamic Aids for Increasing Fluency
Dynamic aids give the user an ever changing menu of
input choices. The current choice(s) are the result of a
prediction based upon previous input. This paper will
discuss four methods for dynamic input choices: Dynamic
Choice Ordering, Dictionaries, Modeling and Combinations.
Dynamic choice ordering like static choice ordering arranges
characters or words in the expected frequency of use, but
the ordering changes with each character or word entered.
Dictionaries are included to allow the user to select words
and phrases quickly with just a few keystrokes. Modeling
attempts to predict what will happen next based on what has
happened recently and the model of possible happenings. Some
aids use combinations of these three.
5.2.1 Dynamic Choice Ordering
As was described in 5.1.3 (Static Choice Ordering),
row/column scanning is very popular and needs to be as
efficient as possible. While a frequency sorted matrix is a
definite improvement over alphabetic ordering for the first
character, the same order may be ineffective for the
following characters [51]. For example the letter
"E"
is
the most frequently used letter in written English. But the
letter
"E"
does not often follow an "E". The letter
"X"
on
the other hand is one of the least frequently used letter in
written English, but it often follows the letter "E". It is
important then that the order of the matrix displayed for
the second character be based on the frequency of characters
that follow the (first) character already selected. This is
known as a digram ordering and is a specific example of
n-gram predictions [44,51,53,55,56,57]. Shannon [62]
described n-gram prediction in 1950 as a means of
eliminating bits needed to transmit
a message. This same
method of prediction is used to eliminate keystrokes.
The TIC communicator describer in chapter 2 and in
section 5.1.3 was adapted in the mid 1970's into the ANTIC
[44] which was the name given to the ANticipatory TIC. This
device initially displays the same matrix layout as the TIC.
The matrix ordering changes as each character is entered.
After the first character is entered, the order is changed
to reflect the digram prediction for that selected character
(eg: the order of probability that a given character of the
26 characters will follow the current character). After the
second character entered, the order of the ANTIC display is
changed again to now reflect the trigram prediction based on
the two characters. The quadgram is the highest prediction
the ANTIC will make. If the word is longer than four
characters, then the last three characters of the word are
used for a quadgram prediction order. Most devices will not
go above quadgram prediction due to the large amount of
memory required to store pentagrams and above. An example
of the data used for the quadgram ordering in the ANTIC is
shown in Figure 22.
According to calculations with the ANTIC, it would take
on average 6.13 keystrokes to enter a desired character from
a alphabetically sorted static matrix, 4.42 keystrokes for a
frequency sorted static matrix like that used on the TIC
(monogram), 3.73 keystrokes when using a digram reordering
as on the ANTIC and as low as 3.12 keystrokes with a
quadgram. This indicates a 50% reduction of keystrokes when
using a quadgram reordering as compared to an alphabetically
sorted static matrix [44]
Another factor in n-gram prediction is word length.
Shannon [62] calculated that the average word in written
English is 4.5 characters in length. Most n-gram
predictions are based on 26 characters. To be really
accurate, however, one should include the space as a
character and, thus, have 27 characters in the n-gram
prediction. Taking the space into account, the probability
of a space occurring is influenced not only by the
character(s) already selected but also by the current word
length. As each character is selected, the probability of a
space (end of the word) increases by 20% until the word is
five or more characters long, at which point the space
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S D R E M N
Sample data from the ANTIC
development effort.
Analysis of a large amount
of text was performed to
determine the quadgrams.
In the example to the left,
the quadgram AGA? appeared
in the text 79 times. Of
the 79, 67 times the
quad-
gram was AGAI , 6 times it
was AGAN, and so on.
courtesy Tufts University
Medical Center
Figure 22 ANTIC Quadgrams
It is important to note that n-gram predictions are
usually based upon a data base of information that has been
collected by many researchers over a long period of time
from many samples of written English. While this is usually
a very good prediction method, it is very inflexible. That
is, it is unable to learn the style of the user. It also
may not perform
well in contexts other than written English,
such as a programming language context. A better approach
might be to start with the n-gram prediction data base
available from this research and within a given context
continually update
the data base with the n-grams used. Over
time the user will receive predictions based upon his style
of language usage in the particular context [47].
Like static choice ordering, dynamic choice ordering
maintains a high level of articulation since the user spells
everything. The fluency can be greatly increased in dynamic
choice ordering though since the average number of
keystrokes per selected character is much lower for dynamic
than for static choice ordering.
5.2.2 Dictionaries
A dictionary lookup is an effective way to reduce
keystrokes. The dictionary contains words that are likely
to be used. As characters are entered the dictionary is
searched for words that begin with the charact er ( s ) . Some
dictionary searches will start with just one character [53].
Nelson et al [54] state that the first two characters often
are enough to find the desired word (from the list of words
that start with those two characters) if it is in the
dictionary. Gibler et al [56] and Heckathorne et al [44]
both use the first two selected characters for their
dictionary search.
Gibler et al at state "In a qualitative evaluation of
the dictionary approach, two disabled subjects commented
that the dictionary could improve communication rates by
reducing typographical errors. Also they thought less
mental effort was required to construct text with a




Dictionaries are dynamic because they are easy to
update which allows them to learn the language of the user.
As the user enters a word he is given choices from the
dictionary. If the desired word is not on the list, the
user spells it out and it is added to the dictionary. There
are different approaches to handling an overflow of words in
the dictionary. A common approach is to keep a count of
usage and then to drop words that are not often used,
similar to a paging algorithm in a virtual memory management
system [44]. Another approach is to keep a data structure
similar to a stack. As a new word is added to the
dictionary it is placed on the top of the stack. As an
existing word is selected it is removed from the stack and
placed on the top of the stack as if it were a new word.
When the stack is full lessor used words drop off the bottom
[54]. This approach is known as the move-to-front method
and uses the least recently used replacement rule. Sleator
and Tarjan [63] assert that move-to-front is more efficient
than transpose or frequency count methods.
Levinsky [60] asserts that the menu options must be
kept short to allow the user to make quick decisions. Since
some first two letter combinations can produce many words it
is important to list the words in the order most likely for
them to occur. The frequency count method will display
words in the order of descending order of frequency. The
move-to-front method will display choices in the order that
they are on the stack, from the top to the bottom. Since it
is common for the same word to reappear in a given piece of
writing, the move-to-front method would be superior to the
frequency count method.
The size of the dictionary is often a function of the
amount of memory available. Most research [44,53,54,56]
indicates that the size of the dictionary should be between
500 to 2000 words. The average seems to be about 750 words.
Till and Maier [48] are successful with a dictionary of 150
words. Roa and Riley [45] state that "... on vocabularies
consisting of many thousands of words, more than half of the
words we write down are drawn from a set of approximately
200
words."
Fluency with a dictionary method can be very high if
the dictionary
"learns"
often used words. Articulation is a
two sided coin though. On one side, the articulation could
be considered low since the user must select a word from the
dictionary choices, otherwise spell it out. The other side of the
coin is that the user may find words offered as choices that
better convey his thoughts than the original word be
searched for. This would really increase the fluency and
maintain good articulation.
5.2.3 Modeling
Modeling is the one method that comes the closest to
the thinking and reasoning power of the human brain. With
modeling the user programs the machine to expect a certain
pattern of information. When information is presented to
it, the machine tries to reason what the next input might be
based upon the model that was supplied. When more than one
possible input exists, the program must make a decision. The
decision is based upon the probability percentage for each
possible input. If the model has not been informed about a
possible input, either through the initial model or though
"learning"
the input, then the probability for that input to
occur is near zero [59].
A Markov model [59] is defined to be: "a model that
assumes each symbol in a sequence is effected by a fixed
number of directly preceeding
symbols."
A simple Markov
model might be the numbers 1 to 10. If the sequence of
numbers 1, 2, 3, 4 were presented to you, your natural
reaction would be to think "5". The machine would react the
same way because the model it was presented was the sequence
1, 2, 3, 4, 5, 6, 7, 8, 9, 10.
Now use a sequence of the letters A, B and C. If you
were presented the sequence "A B A C A B A C A B A C
A"
you
would probably guess that the
next input would be the letter
"B". If the sequence was "ABACACABACAB A", you
would probably realize
from the model you had constructed
that the next letter would be either a
"B"
or a "C", but you
are not sure which. In this case the probability that
either would occur is the same. That would make it very
difficult to predict one of them. Some programs will not
make a prediction when the probability for one distinct
answer is below a certain percentage [55]. Some spelling
checkers for example, when asked to guess the correct
spelling of a misspelled word, will not make a guess if
there are too many possible choices that all have the same
probability of being correct. It is sometimes better to
make no prediction at all than a wrong one [55].
In the last sequence, the next character will probably
be either a
"B"
or a "C". What if it is a "D"? The machine
cannot predict this because the model that it has
"learned"
did not include a
"D"
and thus the probability of a
"D"
occurring is near zero. Should a
"D"
be the actual next
character entered, the model would have to be readjusted to
allow it to predict a
"D"
in the future. The probability
percentage for the
"D"
would start out low and increase as
more "D"s were entered.
A model could be applied to contexts that are fairly
structured, such as a programming language, but would not
work well in a loosely structured context like English.





but there are many variations that can be used. Spoken
English often ignores this structure for ease of speaking.
It would be very difficult to construct a model that would
be able to predict the next word the person would want to
say based upon some previous
"spoken"
words.
In a programming language context the rules are very
specific. Producing a model of the programming language's
grammar could be a good way to allow the machine to predict
the next entry as the user is typing. Two drawbacks to this
are that the model may need to be very large and there may
be times when no good prediction can be made. The latter
is true when variable names are to be entered. The large
number of choices could produce too many possibilities to
allow a good prediction to be made. To help with this
situation, the model should be able to be adapted
"on-the-fly"
to learn the variable information used in this
application and then
"forget"
it when starting another
application.
If the model is large enough and properly implemented,
then use of it could increase both fluency and articulation.
5.2.4 Combinat ions
A possible way to increase both fluency and
articulation at the same time is to combine many of these
methods in the same
"prediction"
program. For example, a
Markov model could be constructed based on the n-gram
probabilities for the set of the 26 letters and the space.
Dictionaries could be searched in many ways. The
dictionary would initially be searched by the first letter
entered. If the desired word is not in the menu choices,
then a search could be done on the first two letters, and
then the first three and so on until the word is found or
spelled out. These first
"n"
letters could be entered with
the assistance of a dynamic choice ordering [44].
Abbreviations and templates could be combined with a
model. In a programming context it might be possible to
construct a model that would anticipate which program unit
you would use next based upon the previous program units.
The template for this unit could then be displayed at the
appropriate time.
The concept of Artificial Intelligence is based on
modeling. As A.I. becomes more popular and widely used, the
modeling method
will become the most viable method for
aiding the
user's input to attain high fluency and
articulation. There will also always be a need at times for
the user to enter the information in a word by word or
character by character mode though.
5.3 The Modular Approach to Prediction
From the diversity of methods described in current
literature, and listed above, it has become obvious that not
one method is best for all people at all times. For this
reason the Prediction System must be modular, just as the
Receiver, Display and Driver portions of the Modular
Communication Device are.
Some of the methods listed will work much better for a
specific input device. For example the fluency increase
that was noted with the choice ordering method, either
static or dynamic, would only be of value to a person with
an input device that limits the number of distinct inputs,
like a ternary switch. A person who has the range of
movement to type on a keyboard would probably lose most of
the benefit derived from a choice ordering method.
In a similar fashion, abbreviation is much more suited
to keyboard input that a binary switch input. This is not
to say that a binary switch user could not use an
abbreviation method, but he may not receive as much fluency
benefit as the keyboard user.
It has also become obvious that some methods work
better with a structured context, such as a programming
language, while others would work as well and possibly
better with written or spoken English. This would indicate
that the Prediction System must not only be modular but
must allow the possibility of more than one method of
"prediction"
to be included at one time. A given user may
want to have a model based system when writing a COBOL
program, a template
based system when writing PASCAL, an
n-gram and dictionary combination method for written and
spoken English and a combination of abbreviation and
dictionary method for environmental control.
As was the case with the input devices in the receiver
module, careful evaluation of the users needs,
abilities and
preferences must be made to determine which method(s) would
be used in the Prediction System.
Chapter 6
A Case Study
6.0 A Case Study
This chapter is a case study that will look at a
possible use for the Modular Communication Device. The
chapter will introduce Ben, a fictional character who is
really a composite of many real handicapped people from the
Rochester area. This composite was developed with the
help of the United Cerebral Palsy Association of the
Rochester Area.
Ben will use the Modular Communication Device to help
him learn programming with a goal of a career in data
processing. This chapter will describe Ben, the training
program he hopes to attend, and how the Modular Communication
Device can assist him in his goal.
6.1 Introduction of Ben
Ben is a young man of 24 years. He was born with
severe cerebral palsy and is confined to a wheelchair. He
has little voluntary control over most of his muscles and,
thus, must be strapped into his wheelchair. His arms and
legs are loosely fasten to the chair to prevent injuries to
himself and others. His wheelchair is a motorized model
that is controlled by a chin switch. He is able to control
direction and speed by different head movements that
activate the switch.
Like most people with cerebral palsy, Ben has no brain
damage, and he is very intelligent. All of his senses are
keen, and he has a sharp wit. Ben is somewhat of a
practical joker in his group at the rehabilitation center.
He is a happy and highly motivated individual. This has
helped him achieve many goals in his life, including a high
school diploma and an AAS degree from Monroe Community
College. Ben has always required, and will continue to
require, special
assistance in many aspects of his life.
Common everyday tasks, from getting out of bed to going
to
the bathroom require assistance from other people. He also
needed the assistance of a notetaker in his school
environment. During most of his schooling, a secretary who
was trained to understand his poor speech was required to
transcribe his class work to a form that could be submitted
for grading. In later years, with the help of a typewriter
and a mouthstick, Ben has been able to
"write"
for himself
in a slow, arduous manner. Ben places his need to be
independent above all things.
Ben is an avid reader. With the help of an automatic
page turner Ben is able to escape reality and engulf himself
in a world where physical limitations are not a liability.
Lately his interest has been in the direction of electronic
"gadgets"
and computing. He has recently replaced his
typewriter with a personal computer. He feels that the word
processing software will help him reduce mistakes and, thus,
increase his typing speed. He has found as a side benefit
that he can program the computer to play games that amuse
him. The programming has come naturally to Ben. His
aptitude to the logical processes required in programming
are evident, even though it is trapped within his
body-
Ben has now set a new goal in his life. He wants to
learn more about the computer and actively seek employment
as a programmer. While this goal may seem like he is
"tilting windmills", it is a real vision in his mind. Ben
sees the day when the only financial assistance he will need
from the government will be that which is required to pay
for his physical aids. His goal is not only to become an
independent individual himself, but to be able to write
computer programs that may someday help other handicapped
people attain their goals. Ben knows that in the business
community
acceptance of a handicapped person, especially one
as severely afflicted
as himself, is difficult. The more
visible the handicap, the lower the acceptance by managers
and fellow employees seems to be. Ben has told himself that
this is a fact and that he must he ready for disappointment
but that he will continue working towards his goal no matter
what happens.
6.2 DP
Ben has begun the process of training himself to be
a programmer. He quickly realizes that a self-taught
programmer has little chance of employment in today's
market. "How can I receive the appropriate training that I
need?"
is the question running through his head. He also
wonders how he could be competitive with non-handicapped
workers who can work much faster than he. Through a friend
at the rehabilitation center, Ben learns of a new program
2 2
called DP . DP or Data Processing for Disabled Persons was
formed in Rochester in 1985. In their first graduating
class, in July 1986, there were 10 students who completed
the nine month course. Many of these students were hired by
local companies in good-paying programming positions.
2
DP is a part of the Projects With Industry program
started with the assistance of IBM in 1972. Since then over
thirty independent programs have been started across the
2
nation. The goal of DP is to provide intense data
processing training to handicapped adults with the objective
of employment in that field. DP is sponsored by the New
York State Office of Vocational Rehabilitation, which shares
funding for the program with local businesses. The training is
administered by the Rochester Rehabilitation Center in its
training center at Monroe
Square. The program is overseen
by a Business Advisory
Committee and receives suggestions
from the liaison from IBM. All course work is defined by the
BAC and is geared to the needs of employers in the
Rochester area. The nine month program includes hands-on
instruction in the classroom, 35 hours a week, as well as a
ten week internship program. Tuition is completely paid for
all students and supplemental payments for other needs can be
applied for.
2
Ben has received a copy of DP 's information brochure
that outlines the program and the requirements for admission
[64], In addition to being handicapped, a person must meet
the basic requirements for admission to DP : an IQ of 110 or
above, 12th grade-level reading, high school diploma or GED ,
aptitude for computer programming, a and good attitude. The
attitude of the students are of prime importance. They must
be highly s elf -mot ivated , psychologically stable,
enthusiastic and cooperative. Training in a profession will
be of little value if the person does not have the proper
attitude for finding and keeping a job. Another condition
to admission is the applicant's background, including
education and work history, outside interests and medical
stability. Ben is concerned that he will not be considered
medically stable. A common problem with cerebral palsy
individuals is variable muscle tone. On some days Ben can
have some control over many of his muscles, while on other
days he can barely operate his wheelchair.
2
Ben has applied for admission to DP 's next class and
has an entrance interview scheduled. During the interview
session, Ben encounters his first major disappointment in
pursuing his goal. He cannot type fast enough with his
mouthstick to keep up with the rest of the class. He has
met all criteria for admission except one. Ben's physical
therapist suggests an intelligent communication aid to meet
this deficiency, and the Modular Communication Device is
chos en.
Since most of Ben's muscle control is in his head, a
three position chin switch is chosen as an input device. One
position of the switch will toggle his wheelchair control
on/off while the two remaining switch positions will form a
ternary switch for entering
information. The Receiver
Module selected will accept the signals from this ternary
switch and interface with the Prediction System and Display
Module for the appropriate cues that must be displayed. The
Display Module chosen is a color visual display with each
color representing the source of the information, ie:
Prediction System,
"keyboard"
input or the row/column scan.
The Driver Module was chosen to be a standard terminal
emulator so that Ben will appear to the computer to be the
same class of user as other students. The Prediction System
selected is quite complex. There are actually many
different Prediction Systems included, each of which can be
called from a main menu. An option in all the Prediction
modules is to return to the main menu. The Prediction
modules selected include conversational speech generation,
environmental control, and COBOL program generation. (Only
the COBOL program generator will be discussed in this
chapter.) COBOL was selected since this is the major
2
language emphasis at DP .
Ben has quickly learned how to use the Modular
Communication Device and has been given a trial admission
2
to the DP program. He is now on his way to achieving his
goal of becoming more independent and gainfully employed.
6.3 The Modular Communication Device within a COBOL Context
Ben has a three position head switch attached to his
wheelchair. When he moves his head to the left he indicates
the
"0"
state. When he moves his head to the right the
"1"
state is indicated. Moving his head forward is the toggle
between using the switch
for the Modular Communication
Device and control of his wheelchair. In this way Ben can
at any time suspend
use of the Modular Communication Device
and move his wheelchair. Toggling the center position of
the switch again will resume use of the Modular










will become clearer as they are used.
The Prediction System that is used in this environment
is actually a combination of word/phrase prediction, a
dictionary and a dynamic row/column scan. In addition,
the COBOL syntax and
"grammar"
rules are used to assist in
the prediction.
The Display Module that was selected for Ben uses a
color video display screen. The screen is broken into three
areas. The top area is a one line section where up to twelve
characters or functions will be displayed in yellow. The
functions include <return>, <delete> and <tab>- This area
is used when Ben needs to spell words out. The bottom area
is a sixteen line section that contains the fifteen most
probable words to be used at this point in the program.
These words are displayed in red. The middle area shows the
text as it is being entered. Any predicted text is shown in
green, and the characters and words selected from the top and
bottom areas are shown in yellow and red respectively.
The top section is actually an implementation of a
dynamic row/column scan. When Ben wants to spell out a word
he first positions the cursor in the top section. The first
character displayed on the line is always a solid block.
With the cursor positioned on the block, Ben must decide if
the desired character or function has been displayed on this
line. If it has been, Ben moves his head to the right to
indicate "accept". If the desired character of function is
not displayed on this line, Ben moves his head to the left
to indicate "reject". If Ben
"rejects"
this line, a new
line is displayed, and Ben must now decide if the desired
character of function is displayed on the new line. Once a
line has been "accepted", the cursor is placed on the first
character or function of that line. Ben uses his
"reject"
switch to move to the desired character or function and then
he "accepts" it. If a character was selected, it is appended
to the current line; otherwise the selected function is
performed at this time. The order of the characters and
functions will change every time this area of the screen is
used so that the characters/functions with the highest
probability of occurring in the current context are placed
towards the beginning of the line. This probability will be
constantly updated as Ben uses the system. In this way the
system will start to
"think"
like Ben. The characters
displayed include the 26 letters, 10 numbers, the space, the
valid COBOL special characters and some special functions
such as "return to main menu".
Whenever a word or phase is expected for proper COBOL
syntax, a dictionary is invoked. After Ben selects the
first character of the word, the cursor moves to the bottom
display area. This area contains a solid block and up to
fifteen words that all begin with the selected character.
The order of the words is again in the probability of use
order. If the desired word is on the displayed list, Ben
"accepts"
the solid block. Similar to the top area, Ben now
continues by
"rejecting"
words until the cursor is on the
desired word. This word can now be "accepted". The
"accepted"
word is appended to the current line. If the
desired word is not on the list Ben
"rejects"
the solid
block. The previously selected character is appended to the
current line, and the cursor moves back to the top area
allowing him to continue spelling out the word. Using an
approach like this may require the spelling out of long
datanames. But, once Ben uses a dataname it, will become
part of the dictionary and may be displayed in future uses.
The list in the bottom area will show only the fifteen most
probable words. The order of the words and the actual words
themselves will change depending on the context of the
current COBOL sentence and the amount of usage the words
receive .
After every word or phrase entered, the Prediction
System will display in green on the current line the next
word or phrase that has been predicted. If the predicted




it, and the cursor moves to the top area ready for
Ben to start spelling. At times when a dataname is
expected, the system will not predict anything but instead
will move the cursor to the top area ready for the input of
the first character.
6.4 Dialog of A Sample COBOL Program
Below is a dialog illustrating how Ben might enter a
small COBOL program. The actual program is listed in
section 6.5. It may be helpful to refer to this program
while reading the dialog. Predictions that are input to the
program will be underlined in the dialog. The COBOL used
here will be standard VAX/VMS COBOL [65].
Once Ben has selected the COBOL program generator from
the main menu the Prediction System will ask him to enter
the program name. This is done by spelling the name out
using the row/column scan in the top area of the display.
The dictionary list in the bottom display area may also be
of some use here. Ben enters SAMPLE. He now sees
IDENTIFICATION DIVISION., he
"accepts"
it. The next display
is PROGRAM-ID. SAMPLE., again he
"accepts"
it. Note that
the program id (SAMPLE) was predicted here since it is the
program name. The next line shows AUTHOR. BEN XXXXX. , and
again he
"accepts"
this. The author's name in the prediction




SOURCE -COMPUTER. VAX- 11.




Ben must now enter a dataname for the file to SELECT. The
Prediction System is aware of this and places the cursor in
the top area ready to start spelling. Ben
"accepts"
the
letter I and the cursor is moved to the bottom area for the
dictionary list. The word Ben wants to enter is not on the
list so he
"rejects"
the list and continues spelling;
N-FILE<return> The ASSIGN TO phrase is now displayed and
"accepted". Again Ben must spell out the filename.
After the second SELECT /ASSIGN TO, Ben is ready for the
DATA DIVISION. Since the Prediction System does not know
how many files Ben will be working with, he is prompted with
the SELECT again. This time Ben
"rejects"
it and starts
spelling with the letter D. The first item on the
dictionary list in the bottom display area is DATA. Ben
"accepts"





Each is "accepted". The Prediction System now displays
IN-FILE, and Ben
"accepts"
it. This prediction was made
because it was the first file listed in the SELECTS above.
The next prediction is RECORD CONTAINS ,
and it is
"accepted". The correct response now is a numeric value.
The cursor is moved to the top display area and the line
displayed contains the solid block, the ten numbers from 1
to 9 and 0, and a space. These are the only valid responses
in the current context and, thus, are all that need be
displayed. This same line will be displayed and numbers
"accepted"
until the space is "accepted". The Prediction
System will then display CHARACTERS, which would be
"accepted".
The predictions made for the rest of program would be
done in a similar manner as those above. In each sentence
of the PROCEDURE DIVISION the first word predicted would be
MOVE since this is the most often used verb in COBOL. If
another verb is desired, Ben
"rejects"
MOVE and starts to
spell the other verb. The dictionary list will provide Ben
with all possible verbs that begin with that letter. This
is a quick way to enter common verbs. Since datanames may
appear on the dictionary list, there may not be a need to
spell them out everywhere they are needed. The Prediction
System is aware enough of the context of the current line to
know whether the next word should be a dataname or a verb.
The context will effect the order of words on the dictionary
list.
6.5 Sample COBOL Program Produced
o
Since the students in DP are just learning COBOL, a
certain amount of structure is imposed on their programs.
This includes using standard paragraph names, placing the
paragraphs in a specific order and using standard
prefixes
for data names. These rules can be taught to the COBOL
generator in the Prediction System to help improve the
predictions made and, thus, increase fluency. The
underlined areas in the text below indicate where
predictions were made or items were selected from the

















RECORD CONTAINS 39 CHARACTERS
LABEL RECORDS ARE STANDARD
DATA RECORD IS IN-RECORD.
01 IN-RECORD,
05 IN-STUDENT-NAME PIC X(20).
05 IN-STUDENT-NUMBER PIC X(9)
05 IN-STUDENT-GRADE PIC X,
05 IN-STUDENT-COURSE PIC 9(7)
05 IN-STUDENT-SECTION PIC 99,
FD OUT-FILE
RECORD CONTAINS 132 CHARACTERS
LABEL RECORDS ARE STANDARD
DATA RECORD IS OUT-RECORD.
01 OUT-RECORD PIC X(l 3 2).
WORKING-STORAGE SECTION.
01 WS-TIME-TO-STOP PIC X.
01 WS-DETAIL-LINE.
05 "FILLER PIC X(5) VALUE SPACES
05 WS-DET-NUMBER PIC X(9 ) .
05 FILLER PIC X(ll)
05 WS-DET-NAME PIC X(20)
05 FILLER PIC X(ll)
05 WS-DET-COURSE PIC X(7)
05 FILLER PIC X(ll)
05 WS-DET-SECTION PIC X(2).
05 FILLER PIC X(ll)
05 WS-DET-GRADE PIC X.


























MOVE IN-STUDENT-NUMBER TO WS-DET-NUMBER.
MOVE IN-STUDENT-NAME TO WS-DET-NAME.
MOVE IN-STUDENT-GRADE TO WS-DET-GRADE ,
MOVE IN-STUDENT-COURSE TO WS-DET-COURSE ,
MOVE IN-STUDENT-SECTION TO W S
- D E T -SECTION .
WRITE OUT-RECORD FROM WS-DETAIL-LINE











This paper attempts to illustrate the need for a device
like the Modular Communication Device and to show that it is
possible to design such a device. The main points of the
paper are summarized below in section 7.1.
Throughout the paper, questions were raised and
problems were discussed. In section 7.2 these questions and
problems are restated so that readers might be encouraged to
expand upon the initial research of this paper in future
work .
7.1 Conclusions
Handicapped people need the opportunity to communicate
and to be independent. In certain circumstances,
"able-
bodied"
people may be handicapped by their environment and
have similar needs. Since many possibilities for input and
output devices exist and individuals have a variety of
capabilities, careful evaluation of the needs and abilities
of the individual must be made. The results of this
evaluation should be the driving force in selecting the
modules which are used in the system.
Communication rate can be an important factor in
reducing frustration and increasing productivity. Some
Prediction System should be used to increase the throughput,
since prediction will increase the effective communication
rate regardless of the input rate. For most individuals,
input rate is a non-variable factor that cannot be
increased. More than one Prediction System may be employed
depending on the contexts in
which the individual
communi cat es .
The Modular Communication Device is a realistic
approach to meeting a large
population of handicapped
people's needs for efficient communication since it allows
the individual user to chose the combination of input,
output and prediction modules that best suit him.
7.2 Future Work
Chapter 1 describes the possibility of implementing the
different modules in either Software or Hardware. Much
research could be done to decide whether one approach, or a
combination of both, would prove to be the best.
In chapter 2 concern is raised about how to evaluate
the potential users for the specific input device and, thus,
specific Receiver Modules. A reference is made to automated
assessment routines. Development of evaluation criteria and
implementation of related evaluation methods would be
useful .
The discussion of the Display Module, described in






non-visual format. These non-visual formats, braille and
speech, typically are thought of as being a mono-format
output medium.
The end of chapter 4 states that the designing and
building of Driver Modules to make a handicapped person more
independent is probably one of the most rewarding tasks in
implementing this device. The need for a variety of
useful Driver Modules could foster many challenging
projects.
The many different
methods of predicting what
information would be entered next was described in chapter
5. Both chapter 5 and chapter 6 show the possibility of
combining some of
these methods. The development of
Prediction System modules that are both efficient and easily
tailored to the user's needs could be a large project in
itself.
Finally, the actual
production of a working prototype
of the Modular Communication
Device for use by clients in an
"real
life"
environment would prove most rewarding. The
ultimate future project, however, would be to assemble a
collection of modules and make them available (with assembly
instructions) to be combined and recomhined as aids to a
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