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EXTREMUM PRINCIPLE FOR THE HADAMARD
DERIVATIVES AND ITS APPLICATION TO
NONLINEAR FRACTIONAL PARTIAL DIFFERENTIAL
EQUATIONS
MOKHTAR KIRANE and BERIKBOL T. TOREBEK∗
Abstract. In this paper we obtain new estimates of the Hadamard
fractional derivatives of a function at its extreme points. The ex-
tremum principle is then applied to show that the initial-boundary-
value problem for linear and nonlinear time-fractional diffusion equa-
tions possesses at most one classical solution and this solution depends
continuously on the initial and boundary conditions. The extremum
principle for an elliptic equation with a fractional Hadamard deriva-
tive is also proved.
1. Introduction
One of the most useful and best known tools employed in the study
of ordinary and partial differential equations is the extremum principle.
It enables to obtain information about solutions without knowing their
explicit forms.
Recently, with the development of fractional differential equations, the
extremum principles for fractional differential equations have started to
draw attention. This motivates us to consider the extremum principle for
the Hadamard derivatives.
In [N2010], Nieto presented two new maximum principles for a linear
Riemann-Liouville fractional ordinary differential equation with initial or
periodic boundary conditions. Nieto has proved the following results:
• Let α ∈ (0, 1), λ ∈ R, and t1−αu ∈ C([0, T ]) be such that
RLD
αu(t)− λu(t) ≥ 0,
lim
t→+0
t1−αu(t) ≥ 0.
Then u(t) ≥ 0 for t ∈ (0, T ].
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• Let α ∈ (0, 1), λ ∈ R, and Eα,α(λ) < 1Γ(α) . Suppose t
1−αu ∈
C([0, 1]) is such that
RLD
αu(t)− λu(t) ≥ 0,
lim
t→+0
t1−αu(t) = u(1),
where Eα,α(λ) is a Mittag-Leffler function. Then u(t) ≥ 0 for
t ∈ (0, 1].
Luchko [L2009] proved an extremum principle for the Caputo fractional
derivative in the following form:
• Let f ∈ C1((0, T )) ∩ C([0, T ]) attain its maximum over the in-
terval [0, T ] at the point t0 ∈ (0, T ]. Then the Caputo fractional
derivative of the function f is non-negative at the point t0 for any
0 < α < 1 : CD
αf(t0) ≥ 0.
• Let f ∈ C1((0, T )) ∩ C([0, T ]) attain its minimum over the in-
terval [0, T ] at the point t0 ∈ (0, T ]. Then the Caputo fractional
derivative of the function f is non-positive at the point t0 for any
0 < α < 1 : CD
αf(t0) ≤ 0.
Based on an extremum principle for the Caputo fractional derivative
he proved a maximum principle for the generalized time-fractional dif-
fusion equation over an open bounded domain. The maximum principle
was then applied to show some uniqueness and existence results for the
initial-boundary-value problem for the generalized time-fractional diffu-
sion equation [L2010]. He also investigated the initial-boundary-value
problems for the generalized multi-term time-fractional diffusion equa-
tion [L2011] and the diffusion equation of distributed order [L2009], and
obtained some existence results for the generalized solutions in [L2011,
L2009]. For the one dimensional time-fractional diffusion equation, the
generalized solution to the initial-boundary value problem was shown to
be a solution in the classical sense [L2011].
In [Al2012] Al-Refai generalized the results of Luchko as follows:
• Let f ∈ C1([0, 1]) attain its maximum at t0 ∈ (0, 1), then
CD
αf(t0) ≥
t−α
Γ(1− α)
(f(t0)− f(0)) ≥ 0,
for all 0 < α < 1.
• Let f ∈ C1([0, 1]) attain its maximum at t0 ∈ (0, 1), then
RLD
αf(t0) ≥
t−α
Γ(1− α)
f(t0),
for all 0 < α < 1. Moreover, if f(t0) ≥ 0, then RLD
αf(t0) ≥ 0.
These inequalities were used to prove the extremum principle for lin-
ear and nonlinear time-fractional diffusion equations in works of Al-Refai
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and Luchko [AlL2014, AlL2015], and in other papers [CL2016, JL2016,
LZB2016, LY2017, YLAT2014].
Maximum and minimum principles for time-fractional diffusion equa-
tions with Caputo-Katugampola derivative
CKD
α,ρf(t) =
ρα
Γ(1− α)
t∫
a
(tρ − sρ)−α f ′(s)ds, ρ > 0, 0 < α < 1
are proposed in [CKZ2017] by Cao, Kong and Zeng. In [AlL2017, Al2018,
BKT2018, BT2018, ZAW2017] it is proved a maximum principle for the
generalized time-fractional diffusion equations, based on an extremum
principle for the fractional derivatives
CFD
αf(t) =
1
1− α
t∫
a
exp
(
−
α
1− α
(t− s)
)
f ′(s)ds, α ∈ (0, 1)
and
ABD
αf(t) =
1
1− α
t∫
a
Eα,1
(
−
α
1− α
(t− s)α
)
f ′(s)ds, α ∈ (0, 1)
with non-singular kernel.
An investigation of the maximum principle for fractional elliptic equa-
tions is devoted to [CS2014, CDDS2011, CHL2017, DQ2017].
Note also that in [A2017, AAK2015, MAH2017] using the maximum
principle were obtained an upper bound of the sup norm in terms of the
integral of the solution.
The present paper is devoted to the study of the extremum principle
of the Hadamard derivative; some of its applications are presented.
The aim of this article is:
• to prove the estimates for the Hadamard and Hadamard-type frac-
tional derivatives at the extremum points;
• to prove the maximum and minimum principles for the time-
fractional diffusion equations with Hadamard derivative;
• to prove the maximum and minimum principles for the time-
fractional diffusion equations with Hadamard-type derivative;
• to prove the uniqueness of solution and continuous dependence of a
solution on the initial conditions of the initial-boundary problems
for the nonlinear time-fractional diffusion equations;
• to prove the maximum and minimum principles for the elliptic
equation with Hadamard derivative;
• to prove the uniqueness of solution of the boundary-value problems
for the elliptic equation with fractional derivative.
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2. Some definitions and properties of fractional operators
In this section, we recall some basic definitions and properties of the
Hadamard fractional operators.
Definition 2.1. [KST2006] Let f ∈ L1loc([a, b]), where −∞ ≤ a < t <
b ≤ +∞. The Hadamard fractional integral Iα of order α ∈ R (α > 0) is
defined as
Iαf (t) =
1
Γ (α)
t∫
a
(
log
t
s
)α−1
f (s)
ds
s
,
where Γ denotes the Euler gamma function.
Definition 2.2. [KST2006] Let f ∈ L1([a, b]), −∞ ≤ a < t < b ≤ +∞
and I1−αf ∈ W 12 ([a, b]), 0 < α < 1 where W
1
2 ([a, b]) is the Sobolev space.
The Hadamard fractional derivative Dα of order α is defined as
Dαf (t) = t
d
dt
I1−αf (t) =
1
Γ (1− α)
t
d
dt
t∫
a
(
log
t
s
)
−α
f (s)
ds
s
.
Definition 2.3. [KST2006] Let 0 < α < 1 and f ∈ W 12 ([a, b]) . The
Hadamard type fractional derivative of order α is defined by
Dα
∗
f (t) = I1−α
(
t
d
dt
f (t)
)
=
1
Γ (1− α)
t∫
a
(
log
t
s
)
−α
f ′ (s)ds.
Property 2.4. [KST2006] If f ∈ W 12 ([a, b]) , then the Hadamard frac-
tional derivative of order α can be represented in the form
Dαf (t) =
f(a)
Γ(1− α)
(
log
t
a
)
−α
+Dα
∗
f (t) .
Property 2.5. [KST2006] If f ∈ L1([a, b]) and I1−αf ∈ W 12 ([a, b]), then
IαDαf (t) = f(t)− I1−αf(a)
(
log t
a
)α−1
Γ(α)
.
Property 2.6. [KST2006] If β > α > 0, and −∞ < a < b < +∞, then
Dα
(
log
t
a
)β−1
=
Γ(β)
Γ(β − α)
(
log
t
a
)β−α−1
.
Property 2.7. [KST2006] If 0 < α < 1 and −∞ < a < b < +∞, then
Dα
(
log t
a
)α−1
= 0.
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3. Main Results
Proposition 3.1. Let a function f (t) ∈ C1 ([1, T ]).
(i): If f (t) attains its maximum value over [1, T ] at a point t0 ∈
[1, T ], then for 0 < α < 1, we get
Dα
∗
f (t0) ≥
1
Γ(1− α)
(log t0)
−α (f (t0)− f (1)) ≥ 0. (3.1)
(ii): If f (t) attains its minimum value over [1, T ] at a point t0 ∈
[1, T ], then for 0 < α < 1, we have
Dα
∗
f (t0) ≤
1
Γ(1− α)
(log t0)
−α (f (t0)− f (1)) ≤ 0. (3.2)
Proof. For the proof of part (i), we define the auxiliary function
g (t) = f (t0)− f (t) , t ∈ [1, T ] .
It follows then that g (t) ≥ 0, on [1, T ] , g (t0) = g
′ (t0) = 0 and
Dα
∗
g (t) = −Dα
∗
f (t) .
Integrating by parts, we have
Dα
∗
g (t0) = −
1
Γ(1 − α)
(log t0)
−α g (1)
−
α
Γ (1− α)
t0∫
1
g (s)
(
log
t0
s
)
−α−1
ds
s
.
Since g (t) and log t0
s
are nonnegative on [1, T ], the integral in the last
equation is nonnegative, and thus
Dα
∗
g (t0) ≤ −
1
Γ(1− α)
(log t0)
−α g (1)
= −
1
Γ(1− α)
(log t0)
−α (f(t0)− f(1)) .
The last inequality yields
−Dα
∗
f (t0) ≤ −
1
Γ(1− α)
(log t0)
−α (f(t0)− f(1)) ,
which proves the result. By applying a similar argument to −f (t), we
obtain part (ii). 
Proposition 3.2. Let I1−αf (t) ∈ C1 ([1, T ]) .
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(i): If f (t) attains its maximum value over [1, T ] at a point t0 ∈
[1, T ], then for 0 < α < 1, we get
Dαf (t0) ≥
1
Γ(1− α)
(log t0)
−α f (t0) . (3.3)
Moreover, if f(t0) ≥ 0, then D
αf(t0) ≥ 0.
(ii): If f (t) attains its minimum value over [1, T ] at a point t0 ∈
[1, T ], then for 0 < α < 1, we have
Dαf (t0) ≤
1
Γ(1− α)
(log t0)
−α f (t0) . (3.4)
Moreover, if f(t0) ≤ 0, then D
αf(t0) ≤ 0.
Proof. Let a function I1−αf (t) ∈ C1 ([1, T ]) and f (t) attains its maxi-
mum value over [1, T ] at a point t0 ∈ [1, T ] . From Property 2.4, we have
Dαf (t) =
f(1)
Γ(1− α)
(log t)−α +Dα
∗
f (t) .
Using the result in Proposition 3.1, we obtain
Dαf (t0) =
f(1)
Γ(1− α)
(log t0)
−α +Dα
∗
f (t0)
≥
f(1)
Γ(1− α)
(log t0)
−α +
1
Γ(1− α)
(log t0)
−α (f (t0)− f (1))
=
1
Γ(1− α)
(log t0)
−α f (t0) ,
so Dαf(t0) ≥ 0 provided f(t0) ≥ 0. The part (i) of Proposition 3.2 is
proved.
By applying a similar argument to −f (t), we obtain part (ii). 
4. Time-fractional diffusion equation with Hadamard type
derivative
In this section, we consider the nonlinear time-fractional diffusion equa-
tion
Dα
∗,tu(x, t) = ν∆xu(x, t) + F (x, t, u) , (x, t) ∈ G× (1, T ] = Ω, (4.1)
subject to the initial condition
u (x, 1) = ϕ(x), x ∈ G¯, (4.2)
and boundary condition
u (x, t) = ψ(x, t), x ∈ ∂G, 1 ≤ t ≤ T, (4.3)
EXTREMUM PRINCIPLE FOR THE HADAMARD DERIVATIVES... 7
where ν > 0, the functions F (x, t, u) , ϕ (x) , ψ (x, t) are continuous and
∆x is a Laplace operator
∆xu(x, t) =
n∑
j=1
∂2u
∂x2j
(x, t).
Here G ⊂ Rn is a bounded domain with smooth boundary ∂G.
4.1. Maximum principle for the linear time-fractional diffusion
equation. In this subsection we shall present the extremum principle for
the linear case of equation (4.1).
Theorem 4.1. Let u (x, t) satisfy the equation
Dα
∗,tu(x, t) = ν∆xu(x, t) + F (x, t) , (x, t) ∈ G× (1, T ] , (4.4)
with initial-boundary conditions (4.2)-(4.3). If F (x, t) ≥ 0 for (x, t) ∈ Ω,
then
u (x, t) ≥ min
(x,t)∈Ω
{ψ (x, t) , ϕ (x)} for (x, t) ∈ Ω.
Proof. Let m = min
(x,t)∈Ω
{ψ (x, t) , ϕ (x)} and u˜ (x, t) = u (x, t)−m. Then,
from (4.2), we obtain
u˜ (x, t) = ψ (x, t)−m ≥ 0, x ∈ ∂G, t ∈ [1, T ] ,
and
u˜ (x, 0) = ϕ (x)−m ≥ 0, x ∈ G¯.
Since
Dα
∗,tu˜(x, t) = D
α
∗,tu(x, t)
and
∆xu˜ (x, t) = ∆xu (x, t) ,
it follows that u˜ (x, t) satisfies (4.4):
Dα
∗,tu˜(x, t) = ν∆xu˜ (x, t) + F (x, t) ,
and initial-boundary conditions{
u˜ (x, 1) = ϕ (x)−m ≥ 0, x ∈ G¯,
u˜ (x, t) = ψ (x, t)−m ≥ 0, x ∈ ∂G, t ∈ [1, T ].
Suppose that there exits some (x, t) ∈ Ω such that u˜ (x, t) is negative.
Since
u˜ (x, t) ≥ 0, (x, t) ∈ ∂G× [1, T ] ∪ G¯× {0},
there is (x0, t0) ∈ Ω such that u˜ (x0, t0) is the negative minimum of u˜ over
Ω. It follows from Proposition 3.1 that
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Dα
∗,tu˜ (x0, t0) ≤
1
Γ(1− α)
(log t0)
−α (u˜ (x0, t0)− ϕ (x0) +m)
≤
1
Γ(1− α)
(log t0)
−α u˜ (x0, t0) < 0. (4.5)
Because ∂
2u˜
∂x2
j
(x0, t0) ≥ 0, j = 1, 2, ..., n, we get the inequality
∆xu˜(x0, t0) ≥ 0.
Therefore at (x0, t0), we get
Dα
∗,tu˜ (x0, t0) < 0 and ν∆xu˜ (x0, t0) + F (x0, t0) ≥ 0.
This contradiction shows that u˜ (x, t) ≥ 0 on Ω, whereupon u (x, t) ≥ m
on Ω. 
Theorem 4.2. Suppose that u (x, t) satisfies (4.4), (4.2), (4.3). If F (x, t) ≤
0 for (x, t) ∈ Ω, then
u (x, t) ≤ max
Ω
{λ (t) , µ (t) , ϕ (x)}, (x, t) ∈ Ω.
Theorem 4.1 and 4.2 imply the following assertions.
Corollary 4.3. Suppose that u (x, t) satisfy (4.4), (4.2), (4.3). If F (x, t) ≥
0 for (x, t) ∈ Ω, ϕ (x) ≥ 0, x ∈ G¯, and ψ (x, t) ≥ 0, x ∈ ∂G, t ∈ [1, T ],
then
u (x, t) ≥ 0, (x, t) ∈ Ω.
Corollary 4.4. Suppose that u (x, t) satisfies (4.4), (4.2), (4.3). If F (x, t) ≤
0 for (x, t) ∈ Ω, ϕ (x) ≤ 0, x ∈ G¯, and ψ (x, t) ≤ 0, x ∈ ∂G, t ∈ [1, T ],
then
u (x, t) ≤ 0, (x, t) ∈ Ω.
Theorems 4.1 and 4.2 are similar to the weak maximum principle for
the heat equation. Similar to the classical case, the fractional version of
the weak maximum principle can be used to prove the uniqueness of a
solution.
Theorem 4.5. The problem (4.4), (4.2), (4.3) has at most one solution.
Proof. Let u1 (x, t) and u2 (x, t) be two solutions of the problem (4.1)-
(4.2). Then,
Dα
∗,t (u1 (x, t)− u2 (x, t)) = ν∆x (u1 (x, t)− u2 (x, t)) ,
with zero initial and boundary conditions for u1 (x, t)−u2 (x, t). It follows
from Theorems 4.1 and 4.2 that
u1 (x, t)− u2 (x, t) = 0, on Ω.
We have a contradiction. The result then follows. 
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Theorems 4.1 and 4.2 can be used to show that a solution u (x, t) of
the problem (4.4), (4.2), (4.3) depends continuously on the initial data
ϕ (x) .
Theorem 4.6. Suppose u (x, t) and u (x, t) are the solutions of the prob-
lem (4.4), (4.2), (4.3) with homogeneous boundary conditions correspond-
ing to the initial data ϕ (x) and ϕ (x) , respectively.
If
max
x∈G¯
{|ϕ (x)− ϕ (x)|} ≤ δ,
then
|u (x, t)− u (x, t)| ≤ δ.
Proof. The function u˜ (x, t) = u (x, t)− u (x, t) satisfies the equation
Dα
∗,tu˜ (x, t) = ν∆xu˜ (x, t) ,
with initial condition u˜ (x, 1) = ϕ (x)−ϕ (x) and homogeneous boundary
condition. It follows from Theorems 4.1 and 4.2 that
|u˜ (x, t)| ≤ max
G¯
{|ϕ (x)− ϕ (x)|}.
The result then follows. 
4.2. Uniqueness theorems for the nonlinear time-fractional diffu-
sion equation. We consider the nonlinear time-fractional diffusion equa-
tion of the form (4.1), subject to the initial and boundary conditions (4.2),
(4.3). We start with the following uniqueness result.
Theorem 4.7. If F (x, t, u) is nonincreasing with respect to u, then the
nonlinear fractional diffusion equation (4.1), subject to the initial and
boundary conditions (4.2), (4.3), admits at most one solution u ∈ C2(G¯)∩
H1((1, T ])
Proof. Assume that u1 (x, t) and u2 (x, t) are two solutions of the equa-
tion (4.1) subject to initial and boundary conditions (4.2), (4.3), and let
v (x, t) = u1 (x, t)− u2 (x, t) . Then v (x, t) satisfies the equation
Dα
∗,tv (x, t)− ν∆xv (x, t) = F (x, t, u2)− F (x, t, u1) , (x, t) ∈ Ω, (4.6)
with homogeneous initial and boundary conditions (4.2), (4.3). Applying
the mean value theorem to F (x, t, u) yields
F (x, t, u2)− F (x, t, u1) =
∂F
∂u
(u∗) (u2 − u1) = −
∂F
∂u
(u∗) v,
where (u∗) = (1− µ)u1 + µu2 for some 0 ≤ µ ≤ 1. Thus,
Dα
∗,tv (x, t)− ν∆xv (x, t) = −
∂F
∂u
(u∗) v(x, t).
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Assume by contradiction that v is not identically zero. Then v has either
a positive maximum or a negative minimum. At a positive maximum
(x0, t0) ∈ Ω and as F (x, t, u) is nonincreaing, we have
∂F
∂u
(u∗) ≤ 0
and
−
∂F
∂u
(u∗) v (x0, t0) ≥ 0,
then
Dα
∗,tv (x0, t0)− ν∆xv (x0, t0) ≥ 0.
By using results of Theorems 4.1 and 4.2 for a positive maximum and
a negative minimum, respectively, we get u1 = u2. 
Theorem 4.8. Let u1 (x, t) and u2 (x, t) be two solutions of the time-
fractional diffusion equation (4.1) that satisfy the same boundary condi-
tion (4.3) and the initial conditions u1 (x, 1) = g1(x) and u2 (x, 1) = g2(x),
x ∈ G¯. If F (x, t, u) is nonincreasing with respect to u, then it holds that
‖u1 (x, t)− u2 (x, t)‖C(Ω) ≤ ‖g1 (x)− g2 (x)‖C(G¯).
Proof. Let v (x, t)=u1(x, t)− u2(x, t). Then v (x, t) satisfies the equation
Dα
∗,tv (x, t)− ν∆xv (x, t) = −
∂F
∂u
(u∗) v(x, t), (x, t) ∈ Ω, (4.7)
the initial condition
v (x, 0) = g1 (x)− g2 (x) , x ∈ G¯, (4.8)
and the homogeneous boundary condition (4.3). Let
M = ‖g1 (x)− g2 (x)‖C(G¯),
and assume by contradiction that the result of the Theorem 4.8 is not
true. That is,
‖u1 − u2‖C(Ω¯) M.
Then v either has a positive maximum at a point (x0, t0) ∈ Ω with
v (x0, t0) =M1 >M,
or it has a negative minimum at a point (x0, t0) ∈ Ω with
v (x0, t0) =M2 < −M.
If
v (x0, t0) =M1 >M,
using the initial and boundary conditions of v, we have (x0, t0) ∈ Ω¯.
An analogous proof of those of Theorem 4.1 and Theorem 4.2 leads to
‖v (x, t)‖ ≤ M; this proves the result. 
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5. Time-fractional generalized diffusion equation with
Hadamard derivative
In this section, in the bounded domain G ⊂ Rn with smooth boundary
∂G, we consider the time-fractional diffusion equation
ut(x, t) = νD
1−α
t ∆xu(x, t) + F (x, t, u) , (x, t) ∈ G× (1, T ] = Ω, (5.1)
with Cauchy data
u (x, 1) = ϕ(x), x ∈ G¯, (5.2)
and a Dirichlet boundary condition
u (x, t) = ψ(x, t), x ∈ ∂G, 1 ≤ t ≤ T, (5.3)
where ν > 0, the functions F (x, t, u) , ϕ (x) , ψ (x, t) are continuous. Here
G ⊂ Rn is a bounded domain with smooth boundary ∂G.
5.1. Maximum principle for the linear generalized diffusion equa-
tion with Hadamard derivative. In this section, we shall present the
extremum principle for the linear case of equation (5.1).
Theorem 5.1. Let u (x, t) satisfies the equation
ut(x, t) = ν∆xD
1−α
t u(x, t) + F (x, t) , (x, t) ∈ Ω, (5.4)
with initial-boundary conditions (5.2)-(5.3). If F (x, t) ≥ 0 for (x, t) ∈ Ω,
ψ(x, t) ≥ 0 for x ∈ ∂G, 1 ≤ t ≤ T and ϕ(x) ≥ 0 for x ∈ G¯, then
u (x, t) ≥ 0 for (x, t) ∈ Ω.
Proof. For any µ ≥ 0, let
u˜(x, t) = u(x, t) + µ(log t)α.
Then, we have
u˜t(x, t) = ut(x, t) + µα
(log t)α−1
t
, (x, t) ∈ Ω,
u˜(x, 1) = u(x, 1) = ϕ(x), x ∈ G¯,
u˜(x, t) = u(x, t) + µ(log t)α = ψ(x, t) + µ(log t)α, x ∈ ∂G, t ∈ [1, T ].
Since ∆xu˜(x, t) = ∆xu(x, t), we get
∆xD
1−α
t u˜(x, t) = ∆xD
1−α
t u(x, t).
Hence, u˜(x, t) satisfies the equation
u˜t(x, t) = ν∆xD
1−α
t u˜(x, t) + F (x, t)
+ µα
(log t)α−1
t
, (x, t) ∈ G× (1, T ] .
Suppose that there exists some u˜(x, t) ∈ Ω¯ such that u˜(x, t) < 0. Since
u˜(x, t) ≥ 0, (x, t) ∈ ∂G× [1, T ] ∪ G¯× 0,
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there is (x0, t0) ∈ G× (1, T ] such that u˜(x0, t0) is the negative minimum
of u˜ over Ω¯.
It follows from Proposition 3.2 (ii) that
D1−αt u˜ (x0, t0) ≤
1
Γ(α)
(log t0)
α−1 u˜ (x0, t0) < 0. (5.5)
Let w (x, t) = D1−αt u˜ (x, t) . Since u˜ (x, t) is bounded in Ω, then we have
Iαt u (x, t) =
1
Γ (α)
t∫
1
(
log
t
s
)α−1
u (x, s)
ds
s
→ 0 as t→ 1. (5.6)
It follows from Property 2.6 that
Dαt w (x, t) = D
α
t D
1−α
t u˜ (x, t) = u˜t(x, t).
From Property 2.7, for any t > 1, we get
D1−αt u˜ (x, t) = D
1−α
t u (x, t) + µD
1−α
t (log t)
α
= D1−αt u (x, t) + µ
Γ(α + 1)
Γ(2α)
(log t)2α−1.
It follows from Property 2.4 that
D1−αt u (x, t) =
1
Γ(1− α)
ϕ(x) (log t)α−1 +Dα
∗,tu (x, t) for t > 1. (5.7)
Since the left-hand side of (5.7) and the first term of the right-hand side
of (5.7) exist, it follows that the second term on the right-hand side exists
and tends to 0 as t→ 1. As t→ 1, ϕ(x) (log t)α−1 ≥ 0. Therefore,
D1−αt u(x, t) > 0 when t→ 1.
Hence, we obtain
w(x, t) = D1−αt u˜(x, t) = D
1−α
t u (x, t) + µ
Γ(α+ 1)
Γ(2α)
(log t)2α−1.
Furthermore, it follows from the boundary condition of u˜(x, t) that
w(x, t) = D1−αt u˜(x, t) = D
1−α
t ψ(x, t)
+ µ
Γ(α+ 1)
Γ(2α)
(log t)2α−1 ≥ 0, t ≥ 1.
Therefore, w(x, t) satisfies the problem
Dαt w(x, t) = ν∆xw(x, t) + F˜ (x, t), (x, t) ∈ Ω,
w(x, 1) ≥ 0, x ∈ G¯,
w(x, t) ≥ 0, x ∈ ∂G, 1 ≤ t ≤ T,
where F˜ (x, t) = F (x, t) + µα(log t)α−1/t.
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From (5.5), we have w(x0, t0) < 0. Since w(x, t) ≥ 0 on the boundary,
there exists (x∗, t∗) ∈ Ω such that w(x∗, t∗) is the negative minimum of
function w(x, t) in Ω¯. It follows from Proposition (3.2) part (ii) that
Dαw (x∗, t∗) ≤
1
Γ(1− α)
(log t∗)
−αw (x∗, t∗) < 0.
Since w(x∗, t∗) is a local minimum, we obtain
∂2w
∂x2
j
w(x∗, t∗) ≥ 0, j =
1, 2, ..., n, and ∆xw(x∗, t∗) ≥ 0.
Therefore at (x∗, t∗), we get
Dα
∗,tw (x∗, t∗) < 0 and ν∆xw (x∗, t∗) + F (x∗, t∗) ≥ 0.
This contradiction shows that w (x, t) ≥ 0 on Ω, whereupon
u (x, t) ≥ −µ(log t)α on Ω
for any µ. Since µ is arbitrary, we have u(x, t) ≥ 0 on Ω¯. 
A similar result can be obtained for the nonpositivity of the solution
u(x, t) by considering −u(x, t) when F (x, t) ≤ 0, ϕ(x) ≤ 0 and ψ(x, t) ≤
0.
Theorem 5.2. Let u (x, t) satisfy the equation (5.4) with initial-boundary
conditions (5.2)-(5.3). If F (x, t) ≤ 0 for (x, t) ∈ Ω, ψ(x, t) ≤ 0 for
x ∈ ∂G, 1 ≤ t ≤ T and ϕ(x) ≤ 0 for x ∈ G¯, then
u (x, t) ≤ 0 for (x, t) ∈ Ω.
Theorem 5.1 and 5.2 imply the following assertions.
Theorem 5.3. Suppose that u (x, t) satisfies (5.4), (5.2), (5.3) If F (x, t) ≥
0 for (x, t) ∈ Ω, then
u (x, t) ≥ min
(x,t)∈Ω¯
{ϕ(x), ψ(x, t)} , (x, t) ∈ Ω.
Proof. Let m = min
(x,t)∈Ω¯
{ϕ(x), ψ(x, t)} and u˜(x, t) = u(x, t)−m. Then,
u˜(x, 1) = ϕ(x)−m ≥ 0, x ∈ G¯,
u˜(x, x) = ψ(x, t)−m ≥ 0, x ∈ ∂G, 1 ≤ t ≤ T.
Since
u˜t(x, t) = ut(x, t),
∆xD
1−α
t u˜(x, t) = ∆xD
1−α
t u(x, t),
it follows that u(x, t) satisfies (5.4). Thus, it follows from an argument
similar to the proof of Theorem 5.1 that
u˜(x, t) ≥ 0, (x, t) ∈ Ω¯.
That is,
u (x, t) ≥ min
(x,t)∈Ω¯
{ϕ(x), ψ(x, t)} , (x, t) ∈ Ω.
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The theorem 5.3 is proved. 
A similar result can be obtained for the nonpositivity of the solution
u(x, t) by considering −u(x, t).
Theorem 5.4. Suppose that u (x, t) satisfies (5.4), (5.2), (5.3). If F (x, t) ≤
0 for (x, t) ∈ Ω, then
u (x, t) ≤ max
(x,t)∈Ω¯
{ϕ(x), ψ(x, t)} , (x, t) ∈ Ω.
5.2. Uniqueness results for the Linear and Nonlinear time-fractional
diffusion equation. The maximum principle for the time-fractional dif-
fusion equation (5.4) can be used to prove the uniqueness of a solution.
Theorem 5.5. The problem (5.4), (5.2), (5.3) has at most one solution.
Proof. Let u1 (x, t) and u2 (x, t) be two solutions of the initial-boundary
value problem (5.4), (5.2), (5.3) and uˆ(x, t) = u1 (x, t)− u2 (x, t). Then,
uˆt (x, t) = ν∆xD
1−α
t uˆ (x, t) ,
with homogeneous initial and boundary conditions (5.2), (5.3) for uˆ (x, t).
It follows from Theorems 5.1 and 5.2 that uˆ (x, t) = 0 on Ω. Consequently
u1 (x, t) = u2 (x, t) . The result then follows. 
Theorems 5.1 and 5.2 can be used to show that a solution u (x, t) of
the problem (5.4), (5.2), (5.3) depends continuously on the initial data
ϕ (x) .
Theorem 5.6. Suppose u (x, t) and u¯ (x, t) are the solutions of the equa-
tion (5.4) that satisfy the same boundary condition (5.3) and the initial
conditions u (x, 1) = ϕ(x) and u¯ (x, 1) = ϕ¯(x), x ∈ G¯.
If
max
x∈G¯
{|ϕ (x)− ϕ¯ (x)|} ≤ δ,
then |u (x, t)− u¯ (x, t)| ≤ δ.
Proof. The function u˜ (x, t) = u (x, t)− u¯ (x, t) satisfies the equation
u˜t (x, t) = ν∆xD
1−α
t u˜ (x, t) ,
with initial condition u˜ (x, 1) = ϕ (x) − ϕ¯ (x) and boundary condition
(5.3). It follows from Theorems 5.1 and 5.2 that
|u˜ (x, t)| ≤ max
G¯
{|ϕ (x)− ϕ¯ (x)|}.
The result then follows. 
Theorem 5.7. If F (x, t, u) is nonincreasing with respect to u, then the
nonlinear fractional diffusion equation (5.1) subject to the initial and
boundary conditions (5.2), (5.3) admits at most one solution u ∈ C2(G¯)∩
H1((1, T ])
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Theorem 5.8. If u1 (x, t) and u2 (x, t) are two solutions of the time-
fractional diffusion equation (5.1) that satisfy the same boundary condi-
tion (5.3) and the initial conditions
u1 (x, 1) = g1(x) and u2 (x, 1) = g2(x), x ∈ G¯
and if F (x, t, u) is nonincreasing with respect to u, then it holds that
‖u1 (x, t)− u2 (x, t)‖C(Ω) ≤ ‖g1 (x)− g2 (x)‖C(G¯).
Theorems 5.7 and 5.8 are proved similarly as Theorems 4.7 and 4.8 in
Section 4.2.
6. Maximum principle for an elliptic equation with
fractional derivative in a multidimensional cube and its
applications
In this section, we consider an elliptic equation with the Hadamard
derivative in a multidimensional cube
∆xu(x) +
n∑
j=1
aj(x)
∂u
∂xj
(x) +
n∑
j=1
bj(x)D
α
xj
u(x)
+ c(x)u(x) = F (x), x ∈
n∏
j=1
(1, hj) = Ω, (6.1)
where aj(x), bj(x), c(x) and F (x) are given functions.
6.1. Weak and strong maximum principle. We start with a weak
maximum principle that is formulated in the following theorem.
Theorem 6.1. Let a function u(x) ∈ C2(Ω)∩C1(Ω¯) satisfy the equation
(6.1) and bj(x) < 0, c(x) ≤ 0, x ∈ Ω¯. If F (x) ≥ 0, then the inequality
max
x∈Ω¯
u(x) ≤ max
x∈∂Ω
{u(x), 0} (6.2)
holds true, where ∂Ω is a boundary of Ω.
Proof. To prove the theorem, let us assume that the inequality (6.2) does
not hold true under the conditions that are formulated in Theorem 6.1,
i.e. that the function u(x) attains its positive maximum, say M > 0 at a
point x∗ = (x∗1, ..., x
∗
n) ∈ Ω.
Because
c(x∗) ≤ 0,
∂u
∂xj
(x∗) = 0 and
∂2u
∂x2j
(x∗) ≤ 0,
we first get the inequality
∆xu(x
∗) + c(x∗)u(x∗) ≤ 0.
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Then, it follows from Proposition 3.2 that
Dαxju (x
∗) ≥
1
Γ(1− α)
(
log x∗j
)
−α
u (x∗) > 0.
As bj(x
∗) < 0, then we obtain
n∑
j=1
bj(x
∗)Dαxju(x
∗) < 0.
The last two inequalities lead to the inequality
∆xu(x
∗) +
n∑
j=1
bj(x
∗)Dαxju(x
∗) + c(x∗)u(x∗) < 0
that contradicts the following one:
∆xu(x) +
n∑
j=1
aj(x)
∂u
∂xj
(x)
+
n∑
j=1
bj(x)D
α
xj
u(x) + c(x)u(x) ≥ 0, x ∈ Ω
of Theorem 6.1. A contradiction. The theorem is proved. 
The following theorem is proved similarly.
Theorem 6.2. Let a function u(x) ∈ C2(Ω)∩C1(Ω¯) satisfy the equation
(6.1) and bj(x) > 0, c(x) ≤ 0, x ∈ Ω¯. If F (x) ≤ 0, then the inequality
min
x∈Ω¯
u(x) ≥ min
x∈∂Ω
{u(x), 0} (6.3)
holds true.
Remark 6.3. In the proof of the weak maximum principle, we have in fact
deduced a statement that is stronger than the inequality (6.2), namely,
we proved that a function u that fulfills the conditions of Theorem 6.1
cannot attain its positive maximum at a point x∗ ∈ Ω.
The statement of Remark 6.3 is now employed to derive a strong max-
imum principle for the elliptic equation (6.1).
Theorem 6.4. Let a function u(x) ∈ C2(Ω)∩C1(Ω¯) satisfy the homoge-
neous elliptic equation (6.1) and c(x) ≤ 0, x ∈ Ω. If the function u attains
its maximum and its minimum at some points that belong to Ω, then it is
a constant, more precisely
u(x) = 0, x ∈ Ω.
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Proof. The proof of Theorem is a very simple one. Indeed, according to
Remark 6.3,
u(x) ≤ 0, x ∈ Ω¯
for a function u(x) that attains its maximum at a point x∗ ∈ Ω. Now let
us consider the function −u(x) that satisfies the homogeneous equation
(6.1) and possesses a maximum at the minimum point of u(x) and thus
at a point that belongs to Ω. The maximum of −u(x) cannot be positive
according to Remark 6.3 and we get the inequality
−u(x) ≤ 0, x ∈ Ω.
Putting the two last inequalities together, we get the statement of Theo-
rem 6.4. 
6.2. Applications of the maximum principles. In this section, we
start with the boundary-value problem
u(x) = ϕ(x), x ∈ ∂Ω, (6.4)
for the elliptic equation (6.1). The following result is a direct consequence
of the weak maximum principle
Theorem 6.5. Let F (x), aj(x), bj(x), ϕ(x) and c(x) ≤ 0 be smooth func-
tions. Then the boundary-value problem (6.4) for the equation (6.1) pos-
sesses at most one solution u(x) in the functional space C2(Ω) ∩ C1(Ω¯).
The following two theorems follow directly from Theorem 6.1 and The-
orem 6.2.
Theorem 6.6. Let u(x) ∈ C2(Ω) ∩ C1(Ω¯) fulfill the equation (6.1) and
c(x) ≤ 0, x ∈ Ω. If u(x) satisfies the boundary condition (6.4) and ϕ(x) ≥
0, x ∈ ∂Ω, then
u(x) ≥ 0, x ∈ Ω¯.
Theorem 6.7. Let u(x) ∈ C2(Ω)∩C1(Ω¯) is the solution of elliptic equa-
tion (6.1) and c(x) ≤ 0, x ∈ Ω. If u(x) satisfies the boundary condition
(6.4) and ϕ(x) ≤ 0, x ∈ ∂Ω, then
u(x) ≤ 0, x ∈ Ω¯.
We now consider a non-linear elliptic equation in the form
∆xu(x) +
n∑
j=1
aj(x)
∂u
∂xj
(x) +
n∑
j=1
bj(x)D
α
xj
u(x)
+ c(x)u(x) = F (u, x), x ∈
n∏
j=1
(1, hj) = Ω. (6.5)
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Under some suitable conditions on the non-linear part F (u, x), the maxi-
mum principle for the elliptic equation (6.5) leads to an uniqueness result
for the boundary-value problem (6.4) for the equation (6.5).
Theorem 6.8. Let F (u, x) be a smooth and non-increasing function with
respect to the variable u. Then the boundary-value problem (6.5), (6.4)
possesses at most one solution u(x) ∈ C2(Ω) ∩ C1(Ω¯).
Proof. Again we employ a proof by contradiction and first suppose that
u1(x) and u2(x) are two solutions of boundary-value problem (6.5), (6.4)
that belong to the functional space C2(Ω) ∩ C1(Ω¯). Then the auxiliary
function u(x) = u1(x)− u2(x) satisfies the equation
∆xu(x) +
n∑
j=1
aj(x)
∂u
∂xj
(x) +
n∑
j=1
bj(x)D
α
xj
u(x)
+ c(x)u(x) = F (u1, x)− F (u2, x), x ∈ Ω
and the homogeneous boundary condition (6.4), i.e.,
u(x) = 0, x ∈ ∂Ω.
Applying the mean value theorem to the smooth function F (u, x) yields
the equation
∆xu(x) +
n∑
j=1
aj(x)
∂u
∂xj
(x) +
n∑
j=1
bj(x)D
α
xj
u(x)
+ c(x)u(x) =
∂F
∂u
(u∗)u(x), x ∈ Ω,
where u∗(x) = (1 − µ)u1(x) + µu2(x), for some µ ∈ [0, 1] that can be
rewritten in the form
∆xu(x) +
n∑
j=1
aj(x)
∂u
∂xj
(x) +
n∑
j=1
bj(x)D
α
xj
u(x)
+ c(x)u(x)−
∂F
∂u
(u∗)u(x) = 0, x ∈ Ω.
Because F (u, x) is a non-increasing function with respect to the variable
u, we get the inequality
∂F
∂u
(u∗) ≤ 0, x ∈ Ω.
Now we are in a position to apply Theorem 6.6 that produces the inequal-
ity
u(x) ≤ 0, x ∈ Ω¯.
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The reasoning we employed for the function u(x) is also valid for the
auxiliary function −u(x) = u2(x)− u1(x) that leads to the inequality
−u(x) ≤ 0, x ∈ Ω¯.
Combining the last two inequalities, we arrive at the formula
u(x) = 0, x ∈ Ω¯
that means that any two solutions of the boundary-value problem (6.5),
(6.4) coincide and thus the statement of the theorem is proved. 
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