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Abstract
A reduction method is introduced to explore the quasi-linear DAE. On the basis of reduction, three
kinds of singularities of quasi-linear DAE are discussed.
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1. Introduction
In application fields, many mathematical models such as circuit systems can be depicted
by quasi-linear differential–algebraic equation (DAE) of the form
A(t, y)y˙ = b(t, y), (1)
where y ∈ Rn, t ∈ R, A(t, y), and b(t, y) are an (n × n)-matrix and an n-vector. Further-
more, we assume that every component of A(t, y) and b(t, y) of system (1) is a polynomial
in the polynomial ring R[t, y] [9]. In this paper we will discuss several kinds of sin-
gularities of system (1) with the assumption by using analysis and algebraic geometry
tools.
Generally speaking, a singularity of the autonomous quasi-linear DAE
A(y)y˙ = b(y) (2)
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degenerate degree of a singularity can be described by the dimension of the kernel of the
coefficient matrix A at the singularity. Recent discussion of singularities of system (2) has
been mainly focused on impasse points as in [1,6–8]. In addition, Chua [2] pointed out that
almost all singularities of the system{
x˙ = f (x, y),
0 = g(x, y) (3)
are impasse points. Sotomayor [8] proposed three different kinds of impasse points for
system (2) and gave the corresponding normal forms near those impasse points.
In the nonautonomous case, Tuomela [10] classified singularities of system (1) into
s-algebraic and s-geometric singularities and generalized the solution as one dimension
integral manifold of certain distribution. Meanwhile the solution may pass the singularity
but generally without more physical sense. For the system (1) with the polynomial as-
sumption, Thomas explored three classes of singularities of the constraint variety over the
complex field.
In the paper, the singularities of system (1) are discussed over the real field in two cases:
detA(t, y) = 0 and detA(t, y) = 0 in R[t, y]. Through a series of reductions, the system
of the first case is equivalent to a finite number of differentially stable systems with cor-
responding initial values. Since most differentially stable systems have the form of the
second case, so we firstly discuss the singularities of the latter. In the second case, it is
not appropriate to consider only one point when we explore the singularity. Actually, if
we have detA(t0, y0) = 0 while detA(t, y0) = 0 for 0 < |t − t0| < , where  is a posi-
tive number small enough, then system (1) may still have one solution of through (t0, y0).
Therefore we should consider the point y0 such that detA(t, y0) = 0 for t ∈ I , where I ⊂R
is an interval. Among those singularities, there exist singularities of the same properties as
impasse points of system (2), which also called impasse points here. On the other hand,
in the case of detA(t, y) = 0, system (1) implicitly includes algebraic equations, so the
system can be regarded as consisting of two parts: differential part and constraint vari-
ety part. Some singularities of the reduced differentially stable systems are just caused by
those of the constraint variety. Following the regular singularity definition of function, we
discuss two classes of singularities for constraint variety. In particular, for the first class,
since an algebraic variety does not have a manifold structure near this kind of singularities,
the local properties of those points cannot be characterized by tangent space. However,
although the real field is not algebraically closed, we can still introduce the concept of
tangent cone to explore the property of local solutions of system (1), and an equivalent
system is deduced near those singularities. The second singularity is an important factor
such that system (1) is different from ODE. We will explain further the reason in Sec-
tion 5.2.
The paper is organized as follows. Firstly the basic concepts are introduced in Section 2,
then the process of reduction over the real field is conducted in Section 3. On the basis of
the reduction, the singularities of the system of the second case are discussed in Section 4.
Finally in Section 5, we explore the singularities of constraint variety, which partly reveal
the relations between the singularities of constraint variety and the original system.
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Suppose A is an (n × n)-matrix with entries in R[y1, . . . , yn], its rows can be regarded
as elements in R[y1, . . . , yn]n. The submodule of R[y1, . . . , yn] generated by the rows of A
is called the row module of A. A relation of the rows of A is a nonzero vector c ∈ KerAT,
i.e., cTA = 0, where AT is the transpose of A. The kernel of AT is then a R[y1, . . . , yn]-
submodule of R[y1, . . . , yn]n, which is denoted by Rel(A). If {r1, . . . , rl} is a minimal set
of generators of Rel(A), then the matrix with rows riT, i = 1, . . . , l, is called the relation
matrix of A. For j ∈ {1, . . . , n}, we denote by Ij (A) the ideal generated by all the (j × j)-
minors of A.
H is a multiplicatively closed subset of R[y1, . . . , yn]. For a R[y1, . . . , yn]-submodule
W of R[y1, . . . , yn]n, the module{
w ∈ R[y1, . . . , yn]n: ∀h ∈ H, ∃k ∈ N, such that hkw ∈ W
}
called the saturation of W with respect to H , which is denoted by W : H∞. It is apparent
W : H∞ ⊃ W . W is saturated with respect to H if W : H∞ = W .
For a subset V of Rn, write
I(V ) = {f ∈ R[y1, . . . , yn]: ∀y ∈ V, f (y) = 0},
which is an ideal of R[y1, . . . , yn].
For a subset B of R[y1, . . . , yn], write
Z(B) = {y ∈Rn: ∀f ∈ B,f (y) = 0},
which is called an algebraic variety defined by B . Here we call it constraint variety since
the solutions of system (1) must lie in it.
It is easy to see V¯ = Z(I(V )), where V¯ is the closure of V in the sense of Zariski
topology.
An algebraic set V ⊂ Rn is irreducible, if whenever V is written in the form V =
V1 ∪ V2, where V1 and V2 are algebraic sets, then either V1 = V or V2 = V .
Since the differential part of quasi-linear DAE is related to the derivative of a solution
curve at a certain point of the solution space included in R×Rn, we should introduce the
tangent space of algebraic variety.
Definition 2.1 [3]. Let V ⊂ R × Rn be an algebraic variety. The tangent space of V at
(t0, y0) is defined by
T(t0,y0)V =
{
(u+ t0, q + y0) ∈ R×Rn:
∂f
∂t
(t0, y0)u+Dyf (t0, y0)q = 0, ∀f ∈ I(V )
}
.
3. Reduction of quasi-linear DAE
If (1) has a solution y(t) satisfying detA(t, y) = 0, then there is a relation c(t, y) ∈
R[t, y]n such that At(t, y)c(t, y) = 0 which implies 〈c(t, y), b(t, y)〉 = 0, where 〈·, ·〉 de-
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algebraic variety
Z
(〈
Rel
(
A(t, y)
)
, b(t, y)
〉)
. (4)
By Hilbert Basis Theorem, the corresponding ideal of variety (4) is finitely generated.
Definition 3.1. A simple quasi-linear system is a quasi-linear DAE
A(t, y)y˙ = b(t, y),
where each entry of A(t, y) and b(t, y) belongs to the ring R[t, y], such that the following
conditions (i) and (ii) are satisfied:
(i) The rows of the matrix (A | −b) are the minimal generators of the R[t, y]-submodule
W generated by these rows.
(ii) W is saturated with respect to ∆, i.e., W : ∆∞ = W , where ∆ is the ideal generated
by the maximal nonzero minors of A.
Remark 1. Condition (ii) ensures that the simple system has the simplest form. For in-
stance we consider the system(
y1 y1y2
0 0
)(
y˙1
y˙2
)
=
(
y1
t + y2
)
(5)
which satisfies the condition (i). Since the R[y1, y2]-submodule generated by the genera-
tors (y1y1y2 − y1) and (00 − t − y2) is not saturated with respect to the ideal ∆ = 〈y1〉, it
does not satisfy the condition (ii). Therefore (5) is not a simple system.
For the simple system, we have the following proposition:
Proposition 3.1. For the quasi-linear DAE system (1): A(t, y)y˙ = b(t, y), its solutions are
the union of the solutions of a finite number of simple systems.
Proof. By Theorem 4 in [3, p. 203], the algebraic variety Z〈Rel(A), b(t, y)〉 can be de-
composed into a finite number of irreducible branches. Then on each irreducible branch,
we can reduce the differential part of the original system into a simple system through
the Gaussian elimination. Therefore the solutions of original system are the union of the
solutions of a finite number of simple systems.
Example 3.1. Consider system (5)(
y1 y1y2
0 0
)(
y˙1
y˙2
)
=
(
y1
t + y2
)
.
From the differential part we get one solution{0 = y1,
0 = y2 + t,
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1 y2
0 0
)(
y˙1
y˙2
)
=
(
1
y2 + t
)
.
According to Definition 3.1, both systems above are simple quasi-linear DAE systems and
solutions of system (5) are the union of two systems.
From Proposition 3.1 we consider the simple quasi-linear DAE with the constraint va-
riety V . For g ∈ I(V ), differentiating equation g(t, y) = 0 with respect to t we have
∂g
∂t
+
n∑
j=1
(
∂g
∂yj
)
y˙j = 0. (6)
Apparently, solutions of the original system must satisfy Eq. (6). Combining Eq. (6) with
the differential part of original system, we obtain a new system
A1(t, y)y˙ = b1(t, y), (7)
where A1(t, y) =
(
A(t,y)
Dyg
)
, b1(t, y) =
(
b(t,y)
−∂g/∂t
)
. The system (7) is called augment quasi-
linear DAE, and the process to obtain the augment system is called prolongation.
Definition 3.2. Let V ⊂Rn+1 be an irreducible algebraic variety. The R[t, y]/I(V )-module
generated by the vectors(
∂f
∂y1
· · · ∂f
∂yn
∂f
∂t
)
, f ∈ I(V ),
is called Jacobian module, denoted by Jac(V ).
From the above discussion, it is obvious that{(
∂g
∂y1
· · · ∂g
∂yn
∂g
∂t
)
: ∀g ∈ I(V )
}
= Jac(V ).
Through a finite number of generators of the Jacobian module Jac(V ), we have an augment
quasi-linear system denoted by
Aaug(t, y)y˙ = baug(t, y), (t, y) ∈ V.
From Proposition 3.1, the augment system can be decomposed into a finite number of
simple systems:
Ai(t, y)y˙ = bi(t, y), (t, y) ∈ Vi,
where i = 1, . . . , k. If above steps results in new constraint varieties, then repeat the pro-
cedure. Using this idea we naturally introduce the concept of differentially stable system.
Definition 3.3. A simple quasi-linear DAE system A′(t, y)y˙ = b′(t, y) is called a differen-
tially stable system if A′(t, y) is of full rank in R[t, y].
Remark 2. If RankA′(t, y) = n, then the simple system has the second form. However, it
is true for most circumstances.
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differentially stable systems with corresponding initial values.
Proof. We only consider the case of detA(t, y) = 0 in R[t, y]. Through the relations of
A(t, y) we can get a finite number of constraint variety of solutions. Then a new quasi-
linear DAE can be deduced by differentiating the defining equations of constraint varieties.
Repeat the above procedure in finite steps, the simple system is equivalent to a finite num-
ber of differentially stable systems with corresponding initial values due to the finiteness
of defining equations.
From the above discussion, we have obtained the following theorem:
Theorem 3.1. For a constraint variety V if the smooth function t → y(t) satisfies
A(t, y(t))y˙ = b(t, y(t)), (t, y(t)) ∈ V , then y(t) satisfies a differentially stable system
Ai
(
t, y(t)
)
y˙ = bi
(
t, y(t)
)
with the initial value (t0, y(t0)) ∈ Vi , where Vi is an irreducible variety in V . On the con-
trary, the solutions of the differentially stable systems Ai(t, y(t))y˙ = bi(t, y(t)) defined on
any variety Vi all satisfy the original system A(t, y)y˙ = b(t, y) defined on the variety V .
Proof. By Proposition 3.1 we can decompose the original system into a finite number of
simple systems. Then from Proposition 3.2 the conclusion holds.
Example 3.2. Consider the system(
3t + y1 −2(3t + y1)y2
y1(3t + y1) −2y1y2(3t + y1)
)
y˙ =
(
y1 + y2
(y1 + y2)
(
y22 + t
)) .
It has a relation matrix (y1 − 1), so the constraint variety is
Z
(
(y1 + y2)
(
y1 − y22 − t
))= Z(y1 + y2)∪ Z(y1 − y22 − t).
For the two different irreducible constraint varieties, the original system is reduced into(
3t + y1 − 2(3t + y1)y2
)
y˙ = y1 + y2.
For the constraint variety V10 = Z(y1 + y2), the Jacobian module Jac(V10) is generated by
(1 1 0), so the augment system is(
3t + y1 −2y2(3t + y1)
1 1
)
y˙ =
(
y1 + y2
0
)
.
Because
( 3t+y1 −2y2(3t+y1)
1 1
)
is of full rank in R[t, y]/I(V10), which is a differentially stable
system and corresponding initial value is y1(t0) = −y2(t0), for some t0 ∈ R.
For the constraint variety V20 = Z(y1 − y22 − t), the Jacobian module Jac(V20) is gener-
ated by (1 − 2y2 − 1), so the augment system is(
3t + y1 −2y2(3t + y1)
1 −2y
)
y˙ =
(
y1 + y2
1
)
.2
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Combining with the original constraint variety, we have V21 = Z(3t − y2, y1 − y22 − t) =
V20. Consequently we get the augment system(
3t + y1 −2y2(3t + y1)
0 −1
)
y˙ =
(
y1 + y2
−3
)
.
Since the relation matrix is of full rank in R[t, y]/I(V ). Therefore the augment system is
a differentially stable system and corresponding initial value is y1(t0) = 9t20 + t0, y2(t0) =
3t0, for some t0 ∈ R.
Consider the simple system chain obtained from the original quasi-linear system. We
denote by Ai the matrix corresponding to the differential part of the simple system, by
bi(t, y) the constant term of the simple system, and by Vi the constraint variety. Assume
that V0, b0, and A0 are determined by a simple system defined over an irreducible branch
decomposed from the original system, and that Vi , bi , and Ai are obtained from the ith
step prolongation of the simple system.
Let A(t, y)y˙ = b(t, y) be a quasi-linear polynomial system, and {Vi}i0 be the sequence
of algebraic sets corresponding to the simple system chain. If V0 =R×Rn or V0 = ∅, then
the original system is differentially stable by the definition of differentially stable system,
so the number of derivatives is 0. If there exists k ∈ N such that Vk = Vk−1, then the
maximal nonnegative number is the number of the derivatives of the simple system chain.
Proposition 3.3. The index of each branch is the derivative number of the simple system
chain to get it.
Proof. According to [7], we know that such k exists and k  n. In addition, from Proposi-
tion 2 in [7] the derivative number of the branch is just its index.
4. Singularity discussion of second case
In the following we consider the singularities of quasi-linear DAE system
A(t, y)y˙ = b(t, y), (8)
where detA(t, y) = 0 in R[t, y].
Let B(t, y) be the adjoint matrix of A(t, y) and k(t, y) = detA(t, y). Then we have
k(t, y)y˙ = c(t, y), (9)
where c(t, y)= B(t, y)b(t, y).
If detA(t0, y0) = 0, then there exists a neighborhood U of (t0, y0) in R × Rn such
that detA(t, y) = 0 for any (t, y) ∈ U . Hence if k(t0, y0) > 0 (< 0), then system (9) is
topologically equivalent to y˙ = c(t, y)(−c(t, y)) [4].
We then consider system (9) in the neighborhood of (t0, y0) satisfying
k(t0, y0) = 0 and k(t, y0) = 0, for 0 < |t − t0| < , (10)
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where  is a positive number small enough.
If c(t0, y0) = 0, there may exist two solutions with initial values y(t0) = y˜(t0) = y0
(Fig. 1).
Example 4.1. Consider the system(
t + 1 y2 + 1
t t + y2
)(
y˙1
y˙2
)
=
(
(t + 1)y1 + (y2 + 1)
(
t2 + y2
)
ty1 + (t + y2)
(
t2 + y2
) ) ,
which can be changed into
(
t2 + y2
)( y˙1
y˙2
)
=
((
t2 + y2
)
y1(
t2 + y2
)2
)
.
It is easy to see the trivial solutions t2 + y2 = 0. Another solution through (0,0) must
satisfy the system{
y˙1 = y1,
y˙2 = t2 + y2.
So at least two solutions pass through (0,0).
From Example 4.1, there are solutions through point y0 even if k(t0, y0) = 0, there-
fore, sometimes, we cannot call the point satisfying (10) singularity. In fact, we have the
following theorem.
Theorem 4.1. Assume that (t0, y0) satisfies (10) and 1k(t,y)c(t, y) exists in the small neigh-
borhood of y0 except y0 (if necessary, we can redefine its vector values). If there exists a
component ci(t, y) of c(t, y) such that
lim
(t,y)→(t0,y0)
ci(t, y)
k(t, y)
= ∞,
then system satisfying (10) has not solution passing through y0 in the sense of topological
equivalence. If
lim
(t,y)→(t0,y0)
∣∣∣∣ci(t, y)k(t, y)
∣∣∣∣< +∞, (11)
i = 1, . . . , n, then at least one solution of system pass through y0 in the sense of topological
equivalence.
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respect to t at t0 is infinity, which results in contradiction.
If condition (11) holds, then system (9) is actually a C0-differential equation. By the
existence theorem of ODE we have the conclusion.
Let S be the singular surface
S = {y ∈ Rn: k(t, y)= 0, for t ∈ Iy},
where Iy ⊂R is an interval.
Consider the system (9)
k(t, y)y˙ = c(t, y), t ∈R, y ∈Rn.
For y0 ∈ S, if c(t, y0) = 0 for I1 ⊂ I , then y(t) = y0 (t ∈ I1) is a fixed point of system. If
c(t0, y) = 0 for I1 ⊂ I , then y0 may be the singularity of system (9).
In the following we will prove that there exists a kind of singularities of the same prop-
erties as the impasse points of system (2).
Definition 4.1. A point y0 is called impasse point of system (9), if y0 satisfies the following
conditions:
[1] k(t, y0) = 0, for t ∈ I ;
[2] k′y(t, y0) · c(t, y0) = 0, for t ∈ I .
Proposition 4.1. A point y0 satisfying condition [1] and [2] of system (9) if and only if y0
satisfying the following conditions of system (8)
[a] dim kerA(t, y0) = 1, for t ∈ I ;
[b] DA(t, y0)(e0t , e0t ) /∈ RangeA(t, y0), e0t ∈ kerA(t, y0), t ∈ I ;
[c] b(t, y0) /∈ RangeA(t, y0), for t ∈ I .
Proof. By Proposition 2.1 in [5] the claim holds for any fixed t ∈ I . Then we have the
proposition due to the arbitrariness of t .
In the neighborhood of impasse point y0, solutions of system (8) can reach the point in
the finite time but cannot pass through the point.
Theorem 4.2. Let y0 be an impasse point of system (8). For any t0 ∈ I , there exist two
solutions y1(t) and y2(t) of the initial value problem
A(t, y)y˙ = b(t, y), y(t0) = y0
meeting with
(1) its definition interval is [t0, t0 + ξ) ((t0 − ξ, t0]), for some ξ > 0;
(2) limt→t+0 ‖y˙i(t)‖ = ∞, for [t0, t0 + ξ) (limt→t−0 ‖y˙i (t)‖ = ∞, for (t0 − ξ, t0]), i = 1,2.
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resistor, where VR = i3R − iR , iL = iR , VC = VR + VL .
Proof. System (8) can be written as(
A(t, y) 0
0 1
)(
y˙
t˙
)
=
(
b(t, y)
1
)
. (12)
Let detA(t, y)= k(t, y),B(t, y) = adjA(t, y), c(t, y)= B(t, y)b(t, y). Then we have
k(z)z˙ =
(
c(z)
k(z)
)
, z =
(
y
t
)
.
For t0 ∈ I, k(z0) = k(t0, y0) = 0. Furthermore, k′t (t0, y0) = 0 since k(t, y0) = 0 for t ∈ I.
Therefore
k′z(z0) ·
(
c(z0)
k(z0)
)
= k′y(t0, y0)c(t0, y0) = 0.
According to Proposition 4.1, y0 is an impasse point of system (12). Then by Theorem 2.1
in [6] the conclusion holds.
5. Singularities of constraint variety
In the singularity discussion, some singularities of differentially stable system are in
fact caused by the singularities of constraint variety of the origin system.
Example 5.1. Let us consider the example of simple RC circuit in [1], which can be char-
acterized by the differential–algebraic equation{
dVC
dt
= −iR,
VC = i3R − iR.
The system can be changed into the differentially stable system(
1 0
1 1 − 3i2R
)(
v˙c˙iR
)
=
(−iR
0
)
.
Through a simple calculation, we know that (0,− 2
3
√
3
, 1√
3
), (0, 2
3
√
3
,− 1√
3
) are impasse
points in [1]. But if we remodel it by inserting a small parasitic line inductance L in series
with the nonlinear resistor as shown in Fig. 2.
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
dvC
dt
= − iL
C
,
diL
dt
= VL
L
,
0 = VC − i3L + iL − VL,
which can be reduced into the differentially stable system(1 0 0
0 1 0
1 1 − 3i2L −1
)(
V˙C
i˙R
V˙L
)
=

−
iL
c
VL
L
0


defined over the constraint variety Z(VC − i3L + iL + VL). It is apparent no singularity
exists.
So it is important to explore how the singularities of constraint variety affect the prop-
erties of the reduced differentially stable system.
5.1. Singularities of first kind
For a given algebraic set V ⊂ R × Rn we below assume that dimV = d , and c is the
codimension of V .
Remark 3. From the dimension theorem of algebraic set in [3], the dimension of V equals
to that of the maximal subspace in the algebraic set V(〈LT(I(V )〉), where 〈LT(I(V )〉 is a
monomial ideal generated by the leading term of elements in the ideal I(V ) under certain
order.
Following the definition of singularity in algebraic geometry, we define the singularity
of first kind as following:
Definition 5.1. Let g1, . . . , gl be generators of the ideal I(V ). We call (t0, y0) ∈ V the
singularity of first kind if the rank of Jacobian matrix of (g1, . . . , gl) with respect to y and
t is less than c. Denote by V1 the set of singularities of first kind.
Remark 4. Apparently, c  l. In addition, from the definition of the singularity of first
kind, we have dim T(t0,y0)V  d .
For a singularity of first kind because the constraint variety is not of manifold struc-
ture in a neighborhood of the singularity, the geometric meaning of tangent space is not
apparent. We may then introduce the concept of tangent cone.
Definition 5.2. For algebraic variety V ⊂R×Rn the tangent cone of V at (t0, y0) is
C(t0,y0)V = Z
{
f(t0,y0),min: f ∈ I(V )
}
.
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the homogeneous term of order i and f(t0,y0),min denotes the nonzero term of lowest order
in the Taylor expansion.
From the definition of tangent cone, C0(V ) can be regarded as the affine cone in Pn(R)
[3]. According to the following propositions about tangent cone we can see that the tangent
cone well characterize the constraint variety near a singularity. For convenience we assume
that the origin 0 is a singularity.
Proposition 5.1. Let V ⊂Rn+1 be an algebraic variety. If there exists a sequence {qk}∞k=1
of points in V \ {0} converging to the origin such that the secant line Lk connecting with
the origin and qk converges to a line L. Then L ⊂ C0(V ).
Proof. See Theorem 6 of Chapter 9 in [3].
Proposition 5.2. Let V ⊂Rn+1 be an algebraic set containing the origin and
Γ = {(v,λ) ∈Rn+2: λv ∈ V, λ = 0}.
For λ ∈ R construct the slice (Rn+1 × {λ})∩ Γ , then
(i) (Rn+1 × {λ})∩ Γ = Vλ × {λ}, where Vλ = {v ∈ Rn+1: λv ∈ V, λ = 0},
(ii) V1 = V and Vλ ∼= V, ∀λ = 0,
(iii) V0 = C0(V ), where V0 is the limit of Vλ as λ converges to zero.
Proof. It is easy to prove (i) and (ii). Now we prove (iii).
For arbitrary f ∈ I(V ) if f has total degree d , then the Taylor expansion of f is f =
fl + fl+1 + · · · + fd , where fl = fmin. Let
f˜ = fl + λfl+1 + · · · + λd−1fd .
We have the following claim:
I(Γ ) = 〈f˜ : f ∈ I(V )〉.
In fact, for arbitrary f ∈ I(V ), (v,λ) ∈ Γ , if f (λv) = 0, then f˜ (v, λ) = 0. On the contrary,
if g ∈ I(Γ ), we can write g =∑i giλi , where gi ∈ R[t, y1, . . . , yn]. Furthermore, gi can
be decomposed into the sum of its homogeneous components, i.e., gi =∑j gij . Thus for
all ρ ∈ R \ {0}, from (ρ−1λ) · (ρv) = λv ∈ V it follows that (ρv,ρ−1λ) ∈ Γ . So we have
g
(
ρv,ρ−1λ
)=∑
j
gij (ρv)
(
ρ−1λ
)i =∑
i,j
ρjgij (v)ρ
−i t i =
∑
i,j
ρj−igij (v)λi = 0.
Assume j − i = m, then ∑m(∑i gi,m+i (V )λi)ρm = 0. Since this holds for all ρ = 0, it
follows that
∑
i gi,m+i (V )λi = 0, hence
∑
i gi,m+i (v)λi ∈ I(Γ ). Let fm =
∑
i gi,m+i (v) ∈
R[t, y1, . . . , yn], then for all v ∈ V , fm(v) = 0. So fm ∈ I(V ). Let i0 be the smallest integer
such that gi,m+1 = 0 and suppose that
fm = gi0,m+i0 + gi0+1,m+i0+1λ+ · · · ,
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Z(I(Γ )), we have Γ¯ = Z(〈f˜ : f ∈ I(V )〉). For all (v,λ) ∈ Rn+2, f˜ (v, λ) = 0 if and only if
f (λv) = 0. Therefore we have
Γ¯ ∩ {(v,λ): λ = 0}= Γ.
Furthermore, f˜ (v,0) = 0 if and only if fl(v) = 0. From the definition of C0(V ) we have
Γ¯ ∩ {(v,λ): λ = 0}= C0(V )× {0},
which follows from
Γ¯ = Γ ∪ (C0(V )× {0}),
where Γ¯ is the Zariski closure of Γ . We have V0 ⊂ Γ¯ when λ converges to zero. It is easy
to see that V0 ∩ Γ = {0}, therefore V0 = C0(V ).
Proposition 5.3. The differentially stable system after reduction is equivalent to a new
system of the form{
A(t, y)z = b(t, y),
G(z) = 0, (13)
in the small neighborhood of the origin, where z = y˙ .
Proof. According to the above two propositions, for an algebraic variety over the real
field we also regard a line in C0(V ) as the limit of line sequence in V . Then for the quasi-
linear DAE system A(t, y)y˙ = b(t, y) defined over the algebraic variety V , if (t, y(t)) ∈ V
is a solution of system, then (1, z) ∈ C0(V ), where y˙ = z. Because C0(V ) can be re-
garded as the affine cone in Pn(R) [3], we may say z ∈ C0(V ). Assume that homogeneous
polynomials g1, . . . , gs are generators of C0(V ), then the solutions of system must read
gi(z) = 0, i = 1, . . . , s. Suppose that the homogeneous polynomial system formed by
gi(z) = 0 is G(z)= 0, then we obtain the system (13).
Example 5.2. Assume that
z1 − z2 = λ, y31 − y32 + t4 = 0, (14)
where zi = y˙i , and λ ∈ R is a parameter. The original system can be transformed into a
differentially stable system
z1 − z2 = λ, 3y21z1 − 3y22z2 = −4t3,
which is defined over the algebraic variety V = Z(y31 − y32 + t4). According to Remark 8
we have dimV = 2. The Jacobian matrix of the algebraic variety V is (3y21 − 3y22 4t3),
and from Definition 4.1 the singularity of first kind for the system is (0 0 0). The tangent
cone at this point is
z31 − z32 = (z1 − z2)
(
z21 + z1z2 + z22
)= 0.
Note that z21 + z1z2 + z22  0 in the real field, so z1 − z2 = λ = 0. If the system (14)
has a solution through (0,0), then the solution (φ(t), ϕ(t)) must satisfy φ′(t) = ϕ′(t) in a
neighborhood of t = 0. Since φ(0) = ϕ(0), we have φ(t) = ϕ(t), which contradicts φ3(t)−
ϕ3(t) = −t4. Therefore there is no solution through the origin.
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The singularity of first kind is related to the Jacobian matrix of generators of I(V ) about
t and y . Now we consider the singularity of second, which concerns the derivative of
generators only with respect to y .
Definition 5.3. Let g1, . . . , gl be generators of I(V ), g = (g1, . . . , gl) ∈ R[t, y]l . If
(t0, y0) ∈ V \ V1 such that
Rank
(
Dyg(t0, y0)
)
< c,
then we call (t0, y0) is a singularity of second kind of the quasi-linear DAE system (8).
Denote by V2 the set of singularities of second kind.
If V2 is nonempty, then at least one of {gi}i=1,...,l must depend on t , otherwise it is a
singularity of first kind.
Proposition 5.4. Suppose (t0, y0) ∈ V2, then there is no differentiable solution through
(t0, y0).
Proof. According to the definition of V2, if RankDyg(t0, y0) < c, then the matrix
Dyg(t0, y0) is not of full rank, otherwise (t0, y0) ∈ V1. Thus there exists f ∈ I(V ) such that
Dyf (t0, y0) = 0. In addition, since (t0, y0) /∈ V1, we can pick f such that ∂f/∂t (t0, y0) =
0. From the definition of tangent space
T(t0,y0)V =
{
(u+ t0, q + y0) ∈ R×Rn: ∂f
∂t
(t0, y0)u+Dyf (t0, y0)q = 0,
∀f ∈ I(V )
}
,
and using f selected above we have u = 0, i.e., T(t0,y0)(V ) is orthogonal to the t-axis,
which implies that there is no solution through (t0, y0).
Consider the constraint variety V . Suppose that V can be represented by y1, y2, . . . , yd
in an open neighborhood U of (t0, y0) ∈ V , i.e.,
t = ψ(y1, . . . , yd), (15a)
yd+i = φi(y1, . . . , yd), (15b)
where i = 1, . . . , n− d, ψ and φi are differentiable functions. We have then the following
proposition.
Proposition 5.5. U ∩ V2 = Z{∂ψ/∂y1, . . . , ∂ψ/∂yd} ∩U .
Proof. Let g1, . . . , gl be generators of I(V ) and g = (g1, . . . , gl). Let t = t0 + λu and
y = y0 + λq . Differentiating t and yd+i with respect to λ we get the system{
qd+i =∑dj=1(∂φi/∂yj )qj ,
u =∑d (∂ψ/∂y )q , (16)j=1 j j
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the system (16) is equivalent to the system
(Dyg)q + (∂g/∂t)u = 0. (17)
If (t0, y0) ∈ W such that the gradient of ψ in (15a) is 0, then u = 0, so the number
of equations for q1, . . . , qn is n − d . Note that system (16) is equivalent to (17), then
Rank(Dyg) < c, i.e., (t0, y0) ∈ V2.
On the contrary, if (t0, y0) ∈ V2 ∩ W , then T(t0,y0)V is orthogonal to the u-axis, i.e.,∑d
j=1(∂ψ/∂yi)qj = 0. Since qj is linearly independent, the gradient of ψ is 0.
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