INTRODUCTION
Marine oil spills, a form of pollution, caused by releases of crude oil from tankers, offshore platforms, drilling rigs and wells, etc. can seriously affect the fragile marine and coastal ecosystem and cause political and environmental concern. The amount of oil spilled annually worldwide has been estimated at more than 4.5 million tons (Bava et al., 2002) . The Deepwater Horizon oil spill (also referred to as the Gulf of Mexico oil spill) happened on April 20, 2010, is the largest accidental marine oil spill in the history of the USA petroleum industry. The resulting oil slick quickly expanded to cover hundreds of square miles of ocean surface, being a threat to marine life and adjacent coastal wetlands and to the Gulf's fishing and tourism industries.
For rapid emergency response activities, four basic issues; i) prevention ii) alarm, iii) monitoring and iv) damage quantification, should be planned carefully (Bava et al., 2002) . In order to lessen its effect, the improvement of its detection and continuous monitoring are the most important issues to effectively plan countermeasures responses. Today, remote sensing technology is being used for this purpose over the past decade. Synthetic Aperture Radar (SAR) satellites are often preferred to optical sensors due to the all weather and all day capabilities and being used to detect the oil spills discharged into the sea with sufficient accuracies (Solberg et al., 2007) . Oil-Spill detection procedures in SAR data generally comprise segmentation, feature extraction and classification stages (Solberg et al., 2007; Brekke and Solberg, 2005) . The backscatter energy level for oil-spilled areas received in SAR systems is too low since the oil dampens the capillary waves of the sea surface. However, there is a serious problem that the other natural phenomenas also dampen the short waves and create dark areas on the sea surface due to suspension of Bragg scattering mechanism depending to ocean and/or atmospheric conditions, (Solberg et al. 2007 ). Thus, the dark image regions of which the probabilities of being either oil spill or alike are high must be segmented. These segmented parts of original images are used to obtain the features of shape, contrast and textural characteristics. In terms of these features, some classification algorithms based on statistical, neural, fuzzy, rule based, boosting algorithms etc. are used for identification of the dark areas in a manner of binary classification, i.e. oil or alike (Fiscella et al., 2000; Del Frate et al., 2000; Solberg et al., 1999; Keramitsoglou et al., 2006; Ramalho and Medeiros, 2006) .
In this study, segmentation of dark objects was done by eCognition software. Among many geometrical, physical and textural features, some more distinctive ones were selected to distinguish oil and look alike objects from each others. The tested classifier was constructed from a Multilayer Perceptron Artificial Neural Network trained by Artificial Bee Colony (ABC), Levenberg-Marguardt (LM) and Backpropagation (BP) optimization algorithms. The training data to train the classifier were constituted from SAR data consisting of oil spill originated from Lebanon in 2007. The classifier was then applied to the Deepwater Horizon oil spill data in the Gulf of Mexico on RADARSAT-2 and ALOS PALSAR images to demonstrate the generalization efficiency of oil slick classification algorithm.
STUDY AREA and DATA USED
The Deepwater Horizon is a 9-year-old semi-submersible mobile offshore drilling unit that could operate in waters up to 2,400 m deep and drill down to 9,100 m. At the time of the explosion, it was drilling an exploratory well at a water depth of approximately 1,500 m in the Gulf of Mexico about 66 km off the Louisiana coast of the United States (Figure 1) . Figure 1 . Map of the study area (Encyclopaedia Britannica).
In this study, as an active sensing system, 2 SAR (Radarsat -2 and ALOS PALSAR) images acquired on the same date were used in the analyses (Table 1) . Table 1 . The characteristics of the radar dataset used.
METHODOLOGY
Radar images have an advantage for oil spill detection due to the dampening effect of oil on capillary waves causing them to be detectable as black patches on images. However, SAR images must be processed carefully since the dark areas might occur because of some natural phenomena without oil like smooth water (low wind areas), organic films, wind front areas, areas sheltered by land, rain cells, grease ice, internal waves and shallow bathymetric features (Sabins, 1997; Alpers et al., 1991; Hovland et al., 1994) . The procedure steps of oil spill detection in SAR data can be generalized as segmentation (dark object extraction), feature extraction and classification (determination oil) stages (Pavlakis et al., 2001; Brekke and Solberg, 2005; Solberg et al., 2007; Shi et al., 2008; Topouzelis et al., 2009 ).
Before the procedure steps, all SAR imagery used in this study was calibrated to obtain Normalized Radar Cross Section (NRCS, σ0) values. The NRCS calibrations correct the radar imagery for the effects of antenna pattern and local incidence angle. Calibration of ALOS SAR images was done using Gamma Interferometric SAR Processor, while the RADARSAT-2 images were calibrated using the look-up table provided in the products meta-data.
 Segmentation
Segmentation can be defined as the subdivision of original image into small and homogeneous regions that correspond to individual surfaces, objects, or natural parts of objects ( Figure 2 ). Since the segments, composed by pixels, provide spectral and geometric information, the parameters extracted from shape (area, length, etc.) and neighbor's relationship can be included on classification strategies to promote better discrimination of objects with similar spectral responses. In this study, segmentation of dark objects from the others was done by object-based classification using eCognition software.
Figure 2. Objects from ALOS PALSAR (left) and
RADARSAT-2 (right).
In the segmentation process, "multi-resolution segmentation" procedure of object based image analysis concept (OBIA) was applied. For the SAR images used, scale factor was chosen very small to obtain correct oil spill features in the images; (25 for ALOS and 15 for RADARSAT-2). After segmentation process, classification process was done by using class features defined in class hierarchy. For classifications of the oil objects, mean layer value of each object was used with a defined threshold. By using process based classification tree, all processes were programmed in a suitable order and then the mask image of oil objects was exported as a final step.
 Feature Extraction
In general, the features of oil spill are its geometric characteristics (such as area, perimeter, complexity), physical behaviours (such as mean, standard deviation or max backscatter value) and context (such as number of other dark formations, presence of ships and proximity to and route of ships) (Del Frate et al., 2000 , Karathanassi et al., 2006 , Brekke and Solberg, 2005 . Moreover, Haralick textural features computed based on Haralick's cooccurence matrix are widely used (Haralick, 1979) , such as angular second moment, contrast, correlation, dissimilarity, entropy, mean and standard deviation (Assilzadeh and Mansor, 2001 ).
The widely used textural features are; -SP2 (Shape factor 2) describes the general shape of the object which is also called as 'first invariant planar moment', 'form factor', and 'asymmetry'. International Archives of the Photogrammetry, Remote Sensing and Spatial Information Sciences, Volume XXXIX-B7, 2012 XXII ISPRS Congress, 25 August -01 September 2012, Melbourne, Australia to the region of interest, selected by the user surrounding the object. -ConLa (Local area contrast ratio) is the ratio between the mean backscatter value of the object and the mean backscatter value of a window centred at the region. -Opm (Object power to mean ratio) is the ratio between standard deviation of the object and the mean of the object. -Opm/Bpm (Power to mean ratio) is the ratio between the object power to mean ratio and the background power to mean ratio. -OSd (Object standard deviation) is the standard deviation of the object. -P/A (Perimeter to area ratio) which is the ratio between the perimeter (P) and the area (A) of the object. -C (Object complexity) describes how simple (or complex) the geometrical objects. -THm (Mean Haralick texture) is computed based on the average of the grey level cooccurrence matrices of the sub-objects.
In this study SP2, P/A, and C were used for geometrical characteristics; BSd, ConLa, Opm, Opm/Bpm, and OSd were used for physical characteristics, and THm was used for textural characteristic (Topouzelis et al., 2009 , Ozkan et al., 2011 . Totally 7 oil objects from RADARSAT-2 and 8 oil objects from ALOS PALSAR were extracted. All of these objects are used for the testing purpose. The statistics of oil objects are given in Table 2 . (Karaboga and Basturk, 2007; Karaboga and Akay, 2009 ). Later on, ABC has been used for ANN classifier training and clustering problem (Karaboga and Ozturk, 2009) where some benchmark classification problems were tested and the results were compared with those of other widely-used techniques.
APPLICATION and RESULTS
The artificial neural network models used in this study are the ones that were used in the earlier study (Ozkan et al., 2011) related to oil spill detection in the Lebanon coast in 2007.
Since the main purpose of the paper is to examine the generalizing capability of different ANN learning algorithms, no training process was applied. The network topology used is 9-6-2 consisting one hidden layer with 6 neurons. Input and output layers are fixed by the dimension of input and output patterns. Two classes (oil and look-alike) are represented by 2 neurons in the output layer and nine different features are represented by 9 neurons in the input layer. The logarithmic sigmoid transfer function is employed at hidden and output layer neurons. In total, 74 parameters are used. The details of the parameters of the optimization algorithms ABC, LM and BP and other application features can be found in Ozkan et al. (2011) .
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CONCLUSIONS
For the rapidly-growing oil spill as is in the Gulf of Mexico, the improvement of detection and continuous monitoring are the most important issues to effectively plan rapid emergency response activities, and lessen its effects. In this context, remote sensing technology is being used as an important tool for both oil spill detection and monitoring the changes in its direction.
In this study, testing the generalization ability of ANN MLP classifier for oil spill classification and examining the capacity of a very new heuristic optimization technique (ABC) were aimed. The generalization ability of the classifier was tested using a different regional SAR data. While the training phase (optimization of model parameters) of the ANN was done by using the objects extracted from the Lebanon oil spill event, the objects from a different case area, Gulf of Mexico, were used in the testing phase. In addition to the regional variation, the effect of using different SAR sensor (i.e. ALOS PALSAR) was also taken into consideration.
The conclusions are mainly based on the means of the producer accuracies computed from 30 different runs. The multiple runs are significant for the algorithms initialized randomly as in ANN in order to determine the robustness. Each run was iterated both 1000 epochs and predetermined optimum epochs. The means of the procedure accuracies show that the generalization ability of ANN with LM and BP for unseen oil data is not good enough. The best results from optimum epochs are 41.9% for RADARSAT-2 and 35.4% for ALOS PALSAR. But, ANN with ABC is relatively the best algorithm and gave moderate results, i.e. 72.4% for RADARSAT-2 and 57.9% for ALOS PALSAR. Although LM and BP are the well known algorithms, showing off the capacity of the ABC which is the first time used for oil spill classification is very important.
Since the oil slicks imaged with C-and L-band sensors show different amounts of dampening under the same imaging conditions, this will reduce the effect of look-alikes and false positive alarms. The differences in Bragg scattering at different microwave bands will allow for development of better oil spill detection algorithms. In this paper, RADARSAT-2 and ALOS PALSAR data were compared showing different performances of the sensors for oil spill detection. The results are attractive because the difference between RADARSAT-2 and ALOS PALSAR is so evident. The reason might be due to the original training data extracted from RADARSAT-1 data, i.e. it works in same band (C band, whereas ALOS PALSAR works in L band) and have similar calibration parameters and similar normalized radar cross section values.
Although results from ANN with ABC are significant enough for oil data, since look-alike data is absent, which is the main drawback of the study, it cannot be easily concluded that ANN with ABC method could be effectively used in a semiautomatic determination process of any oil spill data.
