Let Ax = B be a system of m x n linear equations with integer coefficients. Assume the rows of A are linearly independent and denote by X (respectively Y) the maximum of the absolute values of the m x m minors of the matrix A (the augmented matrix (A, B) ). If the system has a solution in nonnegative integers, it is proved that the system has a solution X = (xi) in nonnegative integers with xi <~ X for n -m variables and xi ~< (n -m + 1)Y for m variables. This improves previous results of the authors and others.
Introduction
Given a system of linear equations with integral coefficients which is assumed to have a non-trivial integral solution, can one guarantee the existence of a "small" solution? Answers to this question have had many applications in various branches of mathematics and theoretical computer science.
In the case of a homogeneous system Siegel's Lemma [5] uses the pigeonhole principle to give such a bound in terms of the coefficients. This bound has been used repeatedly in work in Diophantine approximation and transcendence theory such as the proof of Roth's theorem [5] and Baker's estimates for linear forms of logarithms [1] .
In [11] the problem of guaranteeing nontrivial, small non-negative integral solutions to a system of linear Diophantine equations arose in connection with a topological question. In [3] a bound depending on the minors of highest order was obtained. This bound was improved in [4] to nY, where n is the number of variables and Y is the maximum minor of order equal to the rank. In [7] the authors considered the more general problem of integer solutions to a system of linear equations and inequalities. They obtained a representation of all rational solutions and derived from that a bound similar to the one obtained in [4] .
The bounds in [3] , [4] , as well as rougher estimates established by Cook in an unpublished manuscript, were used [6] to prove that the problem of obtaining nonnegative solutions to a system of linear Diophantine equations is NP. Recently, several related problems were found to be solvable in polynomial time. example, Kachian [9] (see [8] also) showed that the linear programming problem can be solved in polynomial time. Lenstra [10] then showed that the integer linear programming problem with a bounded number of variables is polynomial.
In this paper, we continue the study of the size of small solutions to a system of linear Diophantine equations. The new results are given in Theorems 1 and 2. We precede the statements of these results with the establishment of some notation and a discussion of their usefulness in obtaining small solutions.
Notation and results
We let Ax = B be a matrix equation of the form
where each a~j is an integer. Given distinct integers 1 ~<Ja,
Given distinct integers 1 ~<Jl <"" <J,,, <~ n + 1 let dr/1 ..... j.,) = [dj., ..... j,.I. Since [2] shows the theorems of this paper hold if B = 0, we assume B ~: 0.
In [2] 
Proofs of theorems

I. Borosh, M. Flahive, B. Treybig
We continue now with the proof of Theorem 1. By way of contradiction suppose that w >m. By the above Remark, for some 1 ~Jl <" " " <Jm ~ W, d = dj, ..... jm is not zero, so without loss of generality let d > 0. Taking Jm+~ {1,..., w}-{j~,...,jm} and h =m+ 1, y defined as in (6) is an integral solution to (5) for any integer q. Since d > 0, there is a positive integer q for which y is a nontrivial nonnegative integral solution to (1) with at most w-1 coordinates larger than X. This contradiction implies that w ~< m.
To complete the proof of Theorem 1 now suppose that x = (xi) is a nontrivial nonnegative solution to (1) Proof. Let h be a nontrivial nonnegative integral solution to Ax = 0 with a minimum number of nonzero coordinates. Reorder the variables, if necessary, to obtain h = (hi, • •., h,, 0, 0,..., 0) with each hj > 0. Since t I> 1, the system (5) with {jl,..., Jm} = { 1, ..., m} implies that t I> m + 1.
Suppose that t > m 4-1 and let A' be the matrix consisting of the first t columns of A. Then, h' = (h~,..., hi) is a nontrivial solution to A'x = 0. Since t -m >i 2, there is an integral solution h" to A'x =0 such that h' and h" are linearly independent. For l = min(hT/hi, i = 1,..., t}, h"-lh' is a nonnegative rational solution to A'x = 0 with at least one zero coordinate. The linear independence of h', h" implies h" -lh' is nontrivial, so by multiplying by an appropriate integer we contradict the minimality of t. Hence t = m 4-1.
