S1. SUPPORTING METHODS
(MC/FEP) simulations. [3] [4] [5] [6] [7] All small molecule calculations were performed using the BOSS software package. 8 For each molecule, eleven λ-windows of simple overlap sampling (SOS) 5, 9 were employed to perturb OPLS-AA Lennard-Jones non-bonded parameters 10, 11 and 1.14*CM1A partial atomic charges 4, 7, 12 (OPLS/CM1A) into non-bonded parameters derived from AIM electron density partitioning. Within a thermodynamic cycle, 5 million configurations of equilibration and averaging were performed in gas (5 M/5 M) and 10 M/15M configurations were performed in water. The TIP4P water model was used to represent the aqueous environment. 13 All simulations were run in the isothermal-isobaric ensemble at 25 ºC and 1 atm.
For aqueous simulations, molecules were placed within boxes of 500 TIP4P water molecules with periodic boundary conditions. Solvent-solvent and solute-solvent cutoff distances were set to 10 Å for all non-hydrogen atom pairs and non-bonded interaction energies were quadratically smoothed to zero over the last 0.5 Å. Solute and volume moves were attempted every 100 and 3125 configurations, respectively. Solvent molecules were constrained to be rigid, with no intra-molecular degrees of freedom sampled, and were subject to translations and rotations within ranges of ±0.15 Å and ±15.0º. Solutes were translated within ranges of ±0.06 Å and ±6.0º. Solute bonded interactions were represented by the OPLS-AA force field, and were fully sampled. For select solutes, extra off-center charges were added to account for anisotropy in the electron density (Section S3). The positions of the extra sites were constrained to be rigid in the MC/FEP simulations. Introducing flexibility for these sites did not change free energy results above the statistical noise. Final uncertainties were calculated by the batch means S3 method with batch sizes of 1M configurations and were less than 0.25 kcal/mol. 14 Finally, a long range correction was added post hoc to computed free energies to account for long-range solutesolvent van der Waals interactions neglected beyond the cutoff. 15, 16 Pure Liquid Simulations. To further examine the accuracy of AIM non-bonded parameters, Metropolis Monte Carlo 1 (MC) pure liquid simulations were performed for a set of 36 neutral organic molecules for 20 M/20 M configurations. Each simulation was run in the isothermal-isobaric ensemble at 1 atm and 25 ºC or at the solvent's boiling point, if the boiling point is below 25 ºC; N-methylacetamide was run at 100 °C. Pure liquids consisted of 267 solvent molecules arranged in cubic cells with periodic boundary conditions. AIM parameters were used for Coulombic and Lennard-Jones non-bonded interactions, while bonded interactions were described by the OPLS-AA force field. All intra-and inter-molecular degrees of freedom were fully sampled, excepting extra point sites which were constrained in their optimized positions. Translations and rotations were performed within ranges of ±0.12 Å and ±12.0º, respectively. Non-bonded solvent-solvent cutoffs ranged between 11-15 Å depending on molecular sizes. In general, aromatic compounds employed 15 Å cutoffs, carbonyl compounds used 13 Å cutoffs, and all other molecules used 11 Å cutoffs. Quadratic smoothing was again performed over a final cutoff distance of 0.5 Å and solvent-solvent long range corrections were added. 15, 16 Corresponding gas phase MC simulations of a single solvent molecule were performed with 4 M/4 M configurations. Averaged gas phase and condensed phase energies were subsequently used in eq S1 to compute heats of vaporization for each pure liquid. 10 Average liquid volumes were used to compute pure liquid densities.
Protein-Ligand Simulations. The initial coordinates of the complex between indole and the L99A mutant of T4 lysozyme were constructed from the 185L PDB file 17 using the MCPRO software.
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The 105 amino acids closest to the ligand were retained, and solvated in a 20 Å water cap using the JAWS algorithm. 18 No water molecules were placed in the binding pocket by JAWS, as expected. The protein energetics were described using the OPLS-AA force field, the ligands with OPLS/CM1A, and water with TIP4P. Following the JAWS equilibration stage, the water molecules and ligand were removed from the structure, and the protein coordinates were input to the ONETEP software for force field derivation as described in the main text.
Free energy calculations were performed using a modified version of MCPRO the energy change required to distort the electronic wave function from its gas phase ground state to ψ is given by:
where Ĥ 0 represents the DFT Hamiltonian in the gas phase and ψ is the wave function of the molecule computed in a dielectric medium with 1 < ε < 80. Similarly, the energy gained by polarizing the wave function from ψ to ψ' in water is:
where Ĥ' is the Hamiltonian representing the DFT implicit solvent model described in the main text. Equating the two transfer processes shown in Figure S1 (a) and (b), the best estimate of the experimental free energy of hydration is:
which becomes equal to the free energy of hydration computed using FEP and a fixed charge model when: Figure S2 shows this quantity plotted as the dielectric medium of the intermediate states (that is, as the extent of polarization of ψ) is varied. The first point to note is that for very small or very large values of ε, the magnitude of the sum of the distortion and polarization energies quickly becomes greater than 1 kcal/mol. Thus methods that compute charges in the gas phase are likely to strongly under-estimate polarization effects and, conversely, methods that compute charges in the water phase are likely to strongly under-estimate distortion effects. Fortunately, Figure S2 reveals that for a range of functional groups and molecular sizes, the distortion and polarization energies approximately cancel out when ε = 4. Therefore, charges computed in a dielectric medium with ε = 4 should provide a reasonable estimate of the experimental free energy of hydration that accounts in an effective manner for induction effects. Figure S3 . Comparison between DFT, using the PBE exchange-correlation functional and an NGWF basis set, and MP2/cc-pVTZ gas phase dipole moments for the small molecule benchmark set. S11
S3. EXTRA POINT CHARGE SITE DERIVATION
In cases where the atomic electron density is close to spherically-symmetric, the electrostatic potential (ESP) outside the charge distribution is described well by an equivalent point charge placed at the center of the charge distribution. In other well-documented cases, such as atoms that possess lone pairs or σ-holes, the atomic electron density is anisotropic and an atom-centered point charge model will fail to reproduce the true ESP. 25 In order to identify cases where there is a strong anisotropy in the electron density, we begin by defining for each atom a simple error function:
where units of e and Å have been used. Δμx is the difference between the x-component of the dipole moment of the partitioned atomic electron density and the dipole moment of the point charges assigned to the atom of interest, using the nucleus as the center of the coordinate system. , we identified 15 atoms in the test set with an anisotropic electron density (Table S3) .
A commonly used technique for modeling anisotropy in the electron density is through the use of extra point sites, with extra site charge and positional parameters fit to reproduce ab initio or empirical data. [26] [27] [28] In keeping with our aims of reducing the number of adjustable Table S2 compares the molecular dipole moment of 12 molecules, before and after the addition of extra sites, with the QM dipole moment. Table S3 shows the differences between the multipole moments of the partitioned QM electron density and the corresponding multipole moments of the off-center point charges following optimization. In general, the residual multipole moments are significantly reduced
) compared to the simple atom-centered point charge model. For some sulfur atoms, there is a high quadrupole moment that cannot be modeled using two or three extra point sites. Following extensive minimization for S in dimethyl sulfide, the quadrupole moment was successfully reproduced using four extra sites, but the free energy of hydration and liquid properties were largely unchanged, so we limit ourselves to a maximum of three extra sites.
Benzamines showed no change in properties with extra point sites, so they were excluded for simplicity. 
S13

