This paper studies a stochastic optimal control problem with state constraint, where the state equation is described by a controlled stochastic evolution equation with jumps in Hilbert Space and the control domain is assumed to be convex. By means of Ekland variational principle, combining the convex variation method and the duality technique, necessary conditions for optimality are derived in the form of stochastic maximum principles.
Introduction
In this paper, we study the optimal control for the following stochastic evolution equation with jumps
dX(t) = [A(t)X(t) + b(t, X(t), u(t))]dt + [B(t)X(t) + g(t, X(t), u(t))]dW (t)
+ E σ(t, e, X(t−), u(t))μ(de, dt), X(0) = x, t ∈ [0, T ], (1.1) with the cost functional J(u(·)) = E T 0 l(t, X(t), u(t))dt + Φ(X(T )) , (1.2) and state constraint E[φ(X(T ))] = 0, (1.3) in the framework of a Gelfand triple V ⊂ H = H * ⊂ V * , where H and V are two given Hilbert spaces. Here on a given filtrated probability space (Ω, F , {F t } 0≤t≤T , P ), W is a one-dimensional Brownian motion andμ is a Poisson random martingale measure on a fixed nonempty Borel measurable subset E of R 1 , A :
× Ω × H × U ad −→ H and σ : [0, T ] × Ω × E × H × U ad −→ H are given random mappings, where the control variable u takes value in a nonempty convex subset U ad of a real Hilbert space U . Here we denote by L (V, V * ) the space of bounded linear transformations of V into V * , by L (V, H) the space of bounded linear transformations of H into V. An adapted solution of (1.1) is a V -valued, {F t } 0≤t≤T -adapted process X(·) which satisfies (1.1) under some appropriate sense. The optimal control problem is to find an admissible control to minimize the cost functional (1.2) over the set of admissible controls.
One of the basic method to solve stochastic optimal control problems is the stochastic maximum principle whose objective is to establish necessary (as well as sufficient) optimality conditions of controls. For optimal control problems of infinite dimensional stochastic systems, many works are concerned with the stochastic systems and the corresponding stochastic maximum principles, see e.g.( [9, 5, 14, 2, 1, 4, 3, 10, 8, 6] .
In contrast, there have not been a number of results on the optimal control for stochastic partial differential equations driven by jump processes. In 2005, Øksendal, Proske, Zhang [12] studied the optimal control problem of quasilinear semielliptic SPDEs driven by Poisson random measure and gave sufficient maximum principle results, not necessary ones. In 2017, Tang and Meng [13] studied the optimal control problem for a controlled stochastic evolution equation (1.1) with the cost functional (1.2) , where the control domain is assumed to be convex. [13] adopt the convex variation method and the first adjoint duality analysis to show a necessary maximum principle. And Under the convexity assumption of the Hamiltonian and the terminal cost, a sufficient maximum principle for this optimal problem which is the so-called verification theorem is obtained
The purpose of this paper is to establish the maximum principle for the optimal control problem where the state process is driven by a controlled stochastic evolution equation (1.1) with the cost functional (1.2) and the state constraint (2.5) by Ekland variational principle, combining the convex variation method and the duality technique.
The paper is organized as follows. In section 2 we formulate the problem and give various assumptions used throughout the paper. In section 3, we present a penalized optimal control problem. Section 4 is devoted to derive necessary optimality conditions in the form of stochastic maximum principles in a unified way. Some basic results on the SEE and the BSEE with jump are given in the Appendix which will been used in this paper.
Problem formulation
In this section, we introduce basic notation and standing assumptions, and state an optimal control problem with state constraint under a stochastic evolution equation with jumps in Hilbert space, which was considered by Tang and Meng [13] .
Let (Ω, F , P) be a complete probability space equipped with a one-dimensional standard Brownian motion {W (t), 0 ≤ t ≤ T } and a stationary Poisson point process {η t } t≥0 defined on a fixed nonempty Borel measurable subset E of R 1 . Denote by E[·] the expectation under the probability P. We denote by µ(de, dt) the counting measure induced by {η t } t≥0 and by ν(de) the corresponding characteristic measure. Then the compensatory random martingale measure is denoted byμ(de, dt) := µ(de, dt) − ν(de)dt which is assumed to be independent of the Brownian motion {W (t), 0 ≤ t ≤ T }. Furthermore, we assume that ν(E) < ∞. Let {F t } 0≤t≤T be the P-augmentation of the natural filtration generated by {W t } t≥0 and {η t } t≥0 . By P we denote the predictable σ field on Ω×[0, T ] and by B(Λ) the Borel σ-algebra of any topological space Λ. Let X be a separable Hilbert space with norm · X . Denote by M ν,2 (E; X) the set of all X-valued measurable functions r = {r(e), e ∈ E} defined on the measure
Throughout this paper, we let C and K be two generic positive constants, which may be different from line to line.
In what follows, we set up a Gelfand triple (V, H, V * ), based on which the state process and the adjoint process is defined. Indeed, the state process is governed by a SEE with jumps, while the adjoint process is governed by a BSEE with jumps. We provide the existence, uniqueness and continuous dependence theorems for SEEs with jumps and BSEEs with jumps in the appendix.
Let V and H be two separable (real) Hilbert spaces such that V is densely embedded in H. We identify H with its dual space by the Riesz mapping. Then we can take H as a pivot space and get a Gelfand triple (V, H, V * ) such that V ⊂ H = H * ⊂ V * . Let (·, ·) H denote the inner product in H, and ·, · denote the duality product between V and V * . Moreover, we write L (V, V * ) for the space of bounded linear transformations of V into V * . The state process is governed by the following controlled SEE with jumps in the Gelfand triple (V, H, V * ):
where the space of controls U ad is given by a nonempty closed convex subset of a separable real Hilbert space U . The cost functional is given by
We assume that the control system (2.1)-(2.2) is subject to the following state constraint
Here the coefficients (A, B, b, g, σ, l, Φ, φ) of the control system (2.1)-(2.5) Assumption 2.1.
are weakly predictable; i.e., A(·)x, y and (B(·)x, y) H are both predictable process for every x, y ∈ V, and satisfy the coercive condition, i.e., there exist some constants C, α > 0 and λ such that for any x ∈ V and each (t, ω)
with continuous Gâteaux derivatives l x and l u , and Φ and φ are Gâteaux differentiable in x with continuous Gâteaux derivative Φ x and φ x . Moreover, for almost all (t, ω)
and
Under Assumption 2.1, it can be shown from Lemma A.6 that for any u(·) ∈ A, the state equation (2.1) admits a unique solution
We also denote this solution as X u (·) whenever we want to emphasis its dependence on the control u(·). Then we call X(·) the state process corresponding to the control process u(·) and (u(·); X(·)) the admissible pair. Furthermore, from Assumption 2.1 and the a priori estimate (A.7), we can easily validate that
Now we state formally the optimal control problem Problem 2.1. Find an admissible controlū(·) such that
subject to (2.1) and (2.3), where the cost functional is given by (2.2). Anyū(·) ∈ A satisfying the above is called an optimal control process of Problem 2.1; the corresponding state processX(·) is called an optimal state process; correspondingly, (ū(·);X(·)) is called an optimal pair of Problem 2.1.
Penalized optimal control problem
In this section, we relate the original constrained control problem with one without state constraint.
The results relies on the following Ekeland's principle.
Lemma 3.1 (Ekeland's principle, [7] ). Let (S, d) be a complete metric space and ρ(·) : S → R be lower-semicontinuous and bounded from below. For ε ≥ 0, suppose u ε ∈ S satisfies
Then for any λ > 0, there exists u λ ∈ S such that
Define a metric d on the admissible controls set A as
We can assume that A is a bounded closed convex set in the sense of (3.1), the unbounded case can be reduced to the bounded case.
Under this assumption of boundedness and closedness of A, we have the following basic lemma which will be used in the sequence.
Proof. Since the control space U is a Hilbert space M 2 F (0, T ; U ) is also a Hilbert space under (3.1). Therefore, A is complete under the distance defined by (3.1). since A is a closed subset of M 2 F (0, T ; U ). The proof is complete. The next lemma shows that a mapping from the control process in A to the state process in M 2 F (0, T ), to be defined below, is bounded and continuous. To simplify our notation, we write
3)
The next lemma shows that a mapping from the control process in A to the state process in M 
is bounded and continuous.
Proof. By the a priori estimate of SEE (Lemma A.7), it can be shown that for any u(·) ∈ Λ,
Here K is a positive constant independent of u(·) and may change from line to line. On the other hand, let {v n (·)} n≥1 be a sequence in A such that it converges an admissible v(·) ∈ A under the metric d. Suppose that X n (·), for each n = 1, 2, · · · , and X(·) are the state processes corresponding to v n (·) and v(·), respectively. By making use of the a priori estimate of SEE (Lemma A.7), we can deduce that
Sending n → ∞ in (3.5) yields
This validates the continuity of I.
Lemma 3.4. Let Assumption 2.1 be satisfied. Then the cost functional J(u(·)) is bounded and continuous on A under the metric (3.1).
Proof. For any u(·) ∈ A, under Assumption 2.1 and from Lemma 3.3 we have
Here K is a positive constant independent of u(·) and may change from line to line. This implies the cost functional J(u(·)) is bounded on A.
To show the continuity of the cost functional, as in the proof of Lemma 3.3 we pick up the sequence {v n (·)} n≥1 and its converging point v(·) in A as well as the corresponding state processes X n (·) and X(·). Thus using Lemma 3.3 and the Lebesgue dominated convergence theorem, we obtain
The completes the proof.
Define a penalized cost functional associated with Problem (2.1) as
It is worthwhile to point out that we will study this functional over A.
Lemma 3.5. J ε (v(·)) is bounded and continuous on A under the metric (3.1).
Proof. The proof can be obtained by Lemma 3.4 and Lemma 3.3 immediately.
Now we introduce an auxiliary optimal control problem without state constraint:
where the state process is given by (2.1) and the cost functional J ε (v(·)) is given by (A.7).
From the definition of the penalized cost functional (3.10), we see that
An application of Ekeland's variational principle shows that there is a u ε (·) ∈ A such that
(3.13)
Define a convex perturbed control of u ε (·) as 14) where u (·) is an arbitrary admissible control in A and 0 ≤ ρ ≤ 1. It is easy to verify that u ε,ρ (·) is also in A. Suppose that X ε,ρ (·) and X ε (·) are the state processes corresponding to u ε,ρ (·) an u ε (·), respectively. By (3.13) and the fact
we have
On the other hand, from the definition of J ε (ū(·)), we have
where
Then it follows from Lemma 3.4 and Lemma 3.5 that
Note that
Therefore, there exists a subsequence {(λ ε , µ ε )} ε>0 ( still denoted also by {(λ ε , µ ε )} ε>0 , such that 
Stochastic Maximum Principle
In this section, we first drive a variational formula for the penalized cost functional J ε (u(·)). To simplify our notation, we write partial derivatives of b, gσ and l as ϕ ε,ρ
where ϕ = b, g, σ and l.
Define the Hamiltonian
(σ(t, e, x, u), r(t, e)) H ν(de) + λl(t, x, u).
Using Hamiltonian H, the adjoint equation (4.4) can be written in the following form:
where we denoteH
(t) H(t,x(t),ū(t),p(t),q(t),r(t, ·)). (4.3)
Similarly, for notational simplify, we write partial derivatives of H as
X(t),ū(t),p(t),q(t),r(t, ·), λ).
where a = x or u. For the admissible pair (u ε,ρ (·); X ε,ρ (·)) and (u ε (·); X ε (·)) and the optimal pair (ū(·);X(·)), the corresponding adjoint processes are denoted by {(p ε,ρ (t), q ε,ρ (t), r ε,ρ (t, ·)), 0 ≤ t ≤ T }, {(p ε (t), q ε (t), r ε,ρ (t)), 0 ≤ t ≤ T } and {p(t),q(t),r(t, ·)), 0 ≤ t ≤ T }. We now define the adjoint equations for Hence by Lemma A.8, it is easy to check that these three adjoint equations have unique solutions, respectively.
Lemma 4.1. Under Assumptions 2.1, the following convergence results hold
Proof. By the continuous dependence theorem of BSEE (i.e., Lemma A.9), we derive
Then using (3.21) and (3.23) gives the desired result (4.7). The proof of (4.8) is similar and omitted here.
In the next lemma, we give a representation of the difference
) and other relevant expressions associated with the admissible pair (u ε,ρ (·); X ε,ρ (·)).
Lemma 4.2. Under Assumptions 2.1, it holds
Proof. From the definition of the Hamiltonian H and J ε (u(·)) (see (3.17)), we deduce
On the other hand,
Putting (4.12) into (4.10) leads to the desired representation (4.9).
We have the following basic Lemma.
Recalling Lemma 4.3 and Assumption 2.1 and using the Taylor Expansion for H and the dominated convergence theorem, we obtain
On the other hand, similarly, using Lemma 4.1, Lemma 4.3 and Assumption 2.1 and using the Taylor Expansion for H and the dominated convergence theorem, we deduce
Hence, putting (4.17) and (4.18)into (4.16) and combing (3.16), by the dominated convergence theorem we conclude that
Now we are ready to give the necessary condition of optimality for the existence of the optimal control of Problem 2.1.
Theorem 4.5. Let Assumptions 2.1 be satisfied. Let (ū(·);X(·)) be an optimal pair of Problem 2.1. Then there exist a (λ, µ) satisfying |λ| 2 + |µ| 2 = 1 such that (H u (t,X(t),ū(t),p(t),q(t),r(t, ·), λ), u −ū(t)) U ≥ 0, ∀u ∈ U ad , a.e. a.s.. Here {p(t),q(t),r(t, ·)), 0 ≤ t ≤ T } be the solution of the corresponding adjoint equation (??) associated with (ū(·);X(·)).
Proof. From (3.28), there exists a pair (λ, µ) satisfying |λ| 2 + |µ| 2 = 1. Note that
From 4.1, Lemma 4.3 and Assumption 2.1 and (3.27), sending ε to 0 on the both sides of (4.15) and using the dominated convergence theorem, we conclude that 
Appendix
In this appendix, we introduce some preliminary results of SEEs and BSEEs, including existence, uniqueness and continuous dependence theorems.
Consider a SEE in the Gelfand triple (V, H, V * ):
where A, B, b, g and σ are given random mappings which satisfy the following standard assumptions. H) are weakly predictable; i.e., A(·)x, y and (B(·)x, y) H are both predictable process for every x, y ∈ V, and satisfy the coercive condition, i.e., there exist some constants C, α > 0 and λ such that for any x ∈ V and each (t, ω)
. And there exists a constant C such that for all x,x ∈ V and a.s.
or alternatively, X(·) satisfies the following Itô's equation in V * : σ(t, e,X(t)) −σ(t, e,X(t)) 2 H ν(de)dt .
Next we consider a BSEE in the Gelfand triple (V, H, V * ): where K is a positive constant depending only on T and the constants C, α, λ in Assumption A.3. In particular, if (A * , B * ,f ,ξ) = (A * , B * , 0, 0), the following a priori estimate holds
