Abstract
Introduction
The manual modeling of technical systems with network elements is a challenging and time-consuming process. Considerable experience and knowledge on the working principles is necessary. Commercial software systems such as Dymola, Matlab/Simulink, SimulationX, etc. provide ready-to-use model libraries for this approach. However, they do not support the elaboration of an adequate network structure. In order to achieve a sufficient accuracy of the models, an expensive parameter identification has to be performed frequently. This can be achieved by comparing the simulation results with those from experimental investigations and then adjusting the network parameters. An increasing demand for automatic model generation emerges from this ( Fig. 1) . Two ways are possible. The first way uses measurement data from a real product or process as a basis of the model. It is not necessary that the working principles or mathematical relations which describe the system are known. The system is assumed to be a black box. The second way models the system rigorously, starting from real system geometry, discretizing the system in time and space and using partial differential equations. Mostly, the finite element method is used. Both approaches allow automatic model code generation for the usage in system simulation. When the equation system is known and the finite element method is applied than a model order reduction (MOR) is possible [7] . However, MOR is not applicable on experimental data or black box models. Alternatively, in such cases, the adaptive Gaussian process [1] [2] [3] [4] [5] can be used to generate model codes automatically as we demonstrate in this paper. Meta or surrogate models are derived from these black box systems. Therefore, this approach is more general than MOR. 
Gaussian Process
The Gaussian process, also known as Kriging, extends a multivariate normal distribution to infinite dimensionality [1, 2, 3] . The Gaussian process model Y(x) is composed of the global function f(x) and the stochastic process Z(x) representing the deviation from the global function: 
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] is the (n, p)-matrix of regression functions for the training data or support points.
T is the (n, 1)-vector of correlation functions of Y n with Y(x 0 ), and R = R(x i , x j ) is the (n, n)-matrix of correlation functions among Y n . Therefore, the best linear unbiased predictor for Y(x 0 ) is the mean value of the multivariate normal distribution. It represents the response surface, also known as meta-or surrogate model, of the real system:
The uncertainty of the predicted value is characterized by the variance of the multivariate normal distribution:
Correlation Function
The correlation function is the crucial ingredient in the Gaussian process predictor because it contains assumptions about the function to be predicted. It interpolates between support points in which its value smoothly changes between 0 and 1. Several stationary correlation functions have been investigated to approximate a lot of real functions or systems [1] :
w, λ and α are hyper-parameters, which have to be identified using optimization methods in order to maximize the likelihood function of the multivariate normal distribution. In some cases, the Gammaexponential correlation function is either exponential (γ=1) or square exponential (γ=2). For the Matérn class, the correlation functions with ν=3/2 and ν=5/2 are frequently used.
Adaptive Gaussian Process
With the variance σ 2 of the multivariate normal distribution, the confidence interval (3σ) of the response surface is available at any point. Thus, it is possible to measure the accuracy of the meta model. Besides the variance, the expected improvement (EI) has been introduced as a second factor for meta model evaluation purposes [4] . EI is defined as a potential improvement which is achieved by investigating the input parameter x:
Φ(•) and (•) are commulative distribution functions and probability density function of the normalized normal distribution. A third evaluation factor is the statistical low bounding (SLB) [5] :
.. Based on these three factors, the accuracy of the meta model can be improved by using additional support points, which are suggested by the optimization procedures to:
 maximize EI,  maximize 3σ and  minimize SLB.
Meta modeling is an adaptive process, which involves several loops of the Gaussian process. Starting from the initial sampling points, the response surface of the modeled system is built. Based on this response surface, additional support points are suggested and make possible that the new response surface is rebuilt more accurately. The process comes to an end either if a predetermined number of support points is computed or if a specified value of maximum EI is achieved. The necessary number of support points for a specific accuracy of the surrogate model depends on:  the number of input parameters x,  the correlation between input parameters and  the degree of nonlinearity of the surrogate model. The adaptive Gaussian process is very efficient for meta modeling. It requires less support points when compared with other design of experiment (DoE) methods in order to achieve a comparable accuracy.  easy usage and quick handling of the software,  availability of expert knowledge,  detailed and accurate component behavior modeling,  small number of model parameters, which have to be identified. For the system simulation, different component models created by different software programs have to be coupled. In general, this is difficult to arrange. System models contain component models having a large number of degrees of freedom. This results a high computing effort for system simulation. Using surrogate models in form of Modelica codes instead of the underlaying component models reduces computation time and cost drastically. Such fast system models allow robust design optimization (RDO), e. g. design for six sigma, and reliability based design optimization (RBDO) which both require a large number of runs of system models. The multitude of software tools normally used for component modeling makes automatic computation of the meta models desirable. The multidisciplinary design software OptiY® supports the automatic generation of meta models in form of Modelica code used in system models (Fig. 2) [7] . This software provides generic and direct interfaces to many commercial software systems for CAD, FEA, electronic circuit simulation, CFD, multi body simulation, inhouse codes etc. Furthermore, user can easy selfintegrate external CAD/CAE-software for ease of use later with a predefined user element and script template using Visual Basic or C# based on the NET. Framework® technology.
Fig 2: Auto-extraction of Modelica code with OptiY
The numerical algorithms of the adaptive Gaussian process presented in last section are also implemented in OptiY. For this reason an easy and quickto-use connection to external component models is supported. Combined with the adaptive Gaussian process, this allows the automatic extraction of Modelica codes from external models or data. With other implemented numerical algorithms in OptiY, following valuable possibilities are also available for the design process:
model computes the dynamic behavior of the actuator. In the second step, we replace the magnetic network elements by a finite element model applying the software FEMM [10] (Fig 4) .
Fig 4: System model of the Braille printer; network model (left) and finite-element model (right) of the magnetic parts of the actuator
OptiY controls the FEMM tool, provides the input vector of the sampling points and collects the simulation results. After the simulation is finished, the surrogate model of the magnetic part of the actuator is computed by the adaptive Gaussian process and exported as Modelica code. All magnetic network elements (yellow block in Fig. 4 ) are replaced by surrogate Modelica codes of the magnetic force F m (x, i) and the flux density linkage (x, i) (Fig. 5) . x is the working air gap, i is the coil current. These codes are used to build a new system model in SimulationX. These modeling steps have to be performed manually and only once. Each update of the surrogate Modelica code can be performed automatically inside of OptiY using the graphical workflow editor. 
Conclusions
Modeling technical systems with network elements is an adequate approach, however, challenging and time-consuming if performed manually. The adaptive Gaussian process is an approach that allows an efficient and automatic generation of precise component models for system modeling. It requires only few support points of the black box system. With additional support points, the accuracy of the computed meta model can be improved step by step if necessary. The mathematical meta model can be written as Modelica code. The algorithms which are needed for this procedure are implemented in the multidisciplinary design software OptiY ® . It provides generic and direct interfaces to many specialized commercial CAD/CAE-software tools and also in-house codes. Within, user can easily create fast surrogate models and export them as Modelica code automatically. The study case shows that the meta modeling process is very fast and useful. The amount of identified parameters is smaller in comparison to the network model. The system behavior is more accurate. The application of a Braille printer with an electromagnetic actuator has been demonstrated. Simulation results of a network model and a surrogate model have been compared. The use of fast meta models allows computationally intensive optimization and test procedures, e. g. robust design optimization.
