I
n crop variety trials and other experiments, suitable experimental designs are chosen to segregate the observed variability in the trait of interest, such as grain yield, into those due to systematic patterns in the experimental units, varieties or treatments, and (uncontrollable) experimental errors. The basics of experimental design and analysis of data are detailed in several standard texts (Cochran and Cox, 1957; Kempthorne, 1983; Fisher, 1990; Hinkelmann and Kempthorne, 2005) . A number of standard statistical software packages such as Genstat (Payne, 2013) , SAS (SAS Institute, 2011) , and CycDesigN (Whitaker et al., 2009 ) and websites such as Design Resource Server (Parsad and Gupta, 2007) can generate the randomized plans for various experimental designs and carry out statistical analysis using linear models under the frequentist approach. Variety trials are generally conducted in complete or incomplete block designs such as an a design (Patterson and Williams, 1976; John and Williams, 1995) . Experimental designs for elimination of heterogeneity in two dimensions are also frequently used, such as resolvable rowcolumn designs known as lattice squares and lattice rectangles (Federer, 1955; Cochran and Cox, 1957; Hinkelmann and Kempthorne, 2005) . The p-rep designs with variable replications on
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ABSTRACT
Block designs are normally used in evaluation of crop varieties. The responses or yield data arising from designed trials in a crop variety improvement program are generally analyzed using linear mixed models under the frequentist paradigm. Such analysis ignores information on the genotypic parameters available from previous similar trials. Another approach with a relatively wider inferential framework is Bayesian, which integrates the prior information with the likelihood of current data. While the Bayesian approach has been implemented in numerous situations, stepwise presentation of its application in routine crop variety trials is not available. Illustrated with a dataset from a resolvable incomplete block design, this study provides a working tool for Bayesian analysis based on priors available from a series of crop variety trials. The posterior estimates of predicted values of mean of genotypes and precision, coefficient of variation, heritability, and genetic gain due to selection were obtained. The a posteriori mean of experimental error variance, coefficient of variation, and genotypic variance were lower for the Bayesian than the frequentist approach. The precision of a posteriori means was higher than that of predicted means under the frequentist approach. Accounting for incomplete blocks, rather than ignoring them, using a Bayesian approach showed a large reduction in estimates of error variance components and large increases in heritability and genetic gain. The current a posteriori distributions also serve as updated priors for future analysis. The stepby-step procedure presented here is recommended for routine analysis of variety trials. rectangular layouts were developed for spatially correlated errors (Cullis et al., 2006) and can be generated using the DiGGer package (Coombes, 2009) . Augmented p-rep designs based on one-way incomplete blocks and suitable for multienvironment trials (Williams et al., 2011) can be generated by the CycDesigN software (Whitaker et al., 2009) . Because the crop improvement process is long, varieties are evaluated in a series of trials over multiple locations and years, where in a current year only some varieties from previous years are retained and some new varieties are included in the trials. Considered over the multiple environments, suitably chosen mixed models are used to analyze the resulting unbalanced datasets. Smith et al. (2005) gives a detailed description on handling such trials using a frequentist approach. In well-established crop improvement programs, information on genotypic and environmental variability is available from the statistical analysis of routinely conducted variety trials. The frequentist paradigm does not focus on using such prior information gathered from previous or other trials on similar genotypic material. However, the Bayesian paradigm is oriented to use such prior information to further empower the statistical inference that could be drawn from the current trial. For instance, data on the same genotypes evaluated on earlier occasions and or along with other genotypes drawn from a germplasm pool or population can be used. Commonly used prior information, in terms of statistical distribution of the various parameters associated with experimental design and genetic material, can be obtained using a Bayesian method. The parameters of a priori distributions may be known or may themselves follow distributions with known parameters and so on along a hierarchy of parameters. The series of already-conducted trials may provide information on mean and variance components of the random factors involved in an experimental design to evaluate the set of genotypes. In this context, the distributions of estimates of variance components of various effects available from a set of 20 trials provided a basis for Bayesian analysis. Although the Bayesian approach makes use of prior information, in the form of statistical distribution of the parameters while the frequentist approach does not, a question arises as to what degree of difference can be seen. The answer depends on the choice of priors and the dataset. Illustrative examples (Lindley, 1971; Gelman et al., 2004 [page 47]) show that the Bayesian estimate or posterior expectation of the parameter of interest is derived as a weighted estimate that lies between the frequentist estimate and the prior and thus, shows the usefulness of the Bayesian approach (see also Leonard, 1975; Edwards and Jannink, 2006) .
The Bayesian approach is well described in the literature and standard texts (Gelman et al., 2004; Carlin and Louis, 2009 ). In short, it is an integration of prior information with current data to obtain posterior information in terms of statistical distribution and can be described as follows. Let a single parameter  be inferred using an observed data vector , and probability distribution or the likelihood of observing based on a value of  be denoted by
as a function of . The prior information on  that might result from a series of already-observed datasets serves as a degree of belief in  and is described in terms of its probability distribution function, for example g(), called an a priori distribution of  or simply a prior for . The inference on  is obtained in terms of the probability distribution of  given the data and is expressed as 
g f y , called the a posteriori or simply a posterior density function of , obtainable from the famous Bayes' Theorem available in standard texts (Gelman et al., 2004) . Thus, the a posteriori distribution is an integration of prior information with likelihood of the current data. This integration distinguishes the Bayesian from the frequentist approach. This a posteriori density is used to obtain the conditional expected value of  as an estimate of , standard error, and its confidence intervals. Powerful computing algorithms easily extend this approach to more than one parameter.
Furthermore, there might be more than one source of prior information in a breeding program, including classes of priors recommended for variance or standard deviation components. A question naturally arises as to which is the best prior among the set of priors considered and a suitable criterion is required for the selection. As the crop improvement process is normally long, prior information for a future investigation could be enhanced by the current posterior distribution and thus, in an ongoing breeding program, the Bayesian priors would continue going through regular and possibly more informative updates. implemented a Bayesian approach to predict regional and local-area yields from crop variety trials. introduced a full Bayesian formulation for choosing the crop variety and fertilizer level using the enhanced knowledge of the crop and soil conditions. Recent trends in quantitative genetic data analysis have been to incorporate the Bayesian paradigm. Based on local factors in the fieldadjusted means of wheat (Triticum aestivum L.) genotypes from an experimental design, de los Campos et al. (2009) and Crossa et al. (2010) applied a Bayesian approach involving independent priors for linear effects and associated variance components parameters to predict the genetic value using pedigree and molecular marker information in a high dimension. Edwards and Jannink (2006) applied the Bayesian approach to model heterogeneity of error variances and genotype ´ environment interaction variances, since, in a frequentist approach for exploring multienvironment trials data, the true variances would be generally unknown and replacing them by their estimates of the best priors from chosen candidate priors. It also aims to provide a working example for Bayesian analysis of data from an IBD and a RCBD to estimate the experimental error variance, coefficient of variation, predicted means of genotypes (with standard errors and confidence intervals), broad-sense heritability on mean basis, genetic gain due to selection, realized gain due to selection, and ranking of genotypes for selection. The necessary codes of the WinBUGS (Spiegelhalter et al., 2003) and R-package (R Development Core Team, 2009) are provided.
MATERIALS AND METHODS
We used the following dataset on grain yield.
Dataset (Incomplete Block Designs)
A set of 30 barley (Hordeum vulgare L.) genotypes, including two common checks, were evaluated in an a design in six blocks of size five each and with three replications. 
Data for A Priori Information
A series of 20 trials with similar experimental designs was available, which provided the prior information. These datasets were analyzed using the restricted maximum likelihood (REML) method, a frequentist approach. The dataset on trial means, estimates of variance components for replication, blocks within replications, genotype, and experimental errors were obtained. Since we also wanted to illustrate the example for RCBD, the same 20 sets were reanalyzed by ignoring the incomplete blocks and estimates of variance components were tabulated.
Data Analysis

A Priori Distributions
With the availability of 20 sets of values on trial mean and variance components, statistical distributions were fitted to them. For the square root of the variance components, that is, standard deviation components (SDC), a normal distribution was fitted in Genstat software (Payne, 2013) . The goodness-of-fit statistics derived as chi-square statistics were obtained from observed frequencies and normal distribution-based fitted frequencies available in the DISTRIBUTION directive of Genstat software and p-values for deviance as shown in Table 1 . The distribution of each SDC was normal (p > 0.01) except for the SDC for replication effects in IBD data. These resulted in deciding on the a priori distributions. Since SDCs are positive, we assigned the positive part of the normal distributions as the a priori distribution for all SDCs with respective variances or precision estimated from the IBD data and for RCB data obtained by ignoring incomplete blocks. Further, since a priori information may arise from several sources, and one may be interested in selecting the most suited prior, we also included a number of priors explored or recommended in Gelman (2006) . A number of such priors evaluated in this study are also included in Table 2. introduces errors of estimation in the parameters. The logarithms of interaction variances were first expressed as an additive model of random effects of the classifications, genotype, and environment, and the variances of these effects were assigned suitable priors. For data from small complete block designs, Forkman and Piepho (2012) found that Bayesian analysis resulted in the smallest root meansquare error and more accurate coverage of prediction intervals for means compared with best linear unbiased estimators and empirical best linear unbiased predictors (BLUPs). For relatively more complicated situations, using decomposition of a multivariate normal distribution in terms of univariate conditional distributions, Hallander et al. (2010) developed a Bayesian tool and estimated genetic parameters of complex pedigrees of Scots pine (Pinus sylvestris L.) with additive and dominance polygenic relationships and simulated pedigree with genomic relationships calculated from a dense marker map. Mathew et al. (2012) proposed a fast adaptive Markov chain Monte Carlo sampling algorithm for the estimation of genetic parameters using a linear mixed model with several random effects and illustrated with simulated data.
The major points in genotypic evaluation are the estimation of predicted values of genotypic mean, broadsense heritability on a mean basis, and genetic advance (GA) or gain due to selection. The expression of heritability for randomized complete block designs (RCBDs) was adopted for incomplete block designs (IBDs) by Singh et al. (2012 Singh et al. ( , 2013 in terms of genotypic variance, ploterror variance, and number of replications. The bias of such an estimator on a plot basis was studied by Singh and Ceccarelli (1995) . Piepho and Möhring (2007) noted that the heritability expression of Singh et al. (2013) was overestimated for IBDs and suggested using an alternative expression given by Cullis et al. (2006) in terms of genotypic variance and average pair-wise variance of BLUPs. However, the properties of such an estimator have not been studied. Genetic advance is obtained by the same expression in terms of heritability and selection intensity. Piepho and Möhring (2007) also studied the realized gain through simulation. Since the distribution of parameters of interest is obtained in terms of simulated values of the parameters, these expressions are included in the Bayesian model section and the R-codes section of the appendix (A.7 and A.9, respectively).
While there are many applications of Bayesian approaches in crop improvement trials, we believe there are limited worked examples available for the Bayesian version of data analysis from routinely implemented block designs. The objectives of this study is to systematically present, along with an extraction of prior information based on an observed series of crop variety trials other than the current trial, the methodology of analyzing data from experiments designed in RCBDs and one-way IBDs, including selection
In the following, we describe the main steps of the Bayesian analysis for data from an IBD. The related statistical models and choice of parameters, Win2BUGS, and R-language codes are detailed in the appendix.
Step 1. Identify the model for analysis of data. For IBD data, a linear model was described in terms of general mean, effects of replications, effects of incomplete blocks within replications, genotype effects, and experimental errors. These effects and errors were assumed to be random variables and thus had variance or standard deviation components.
Step 2. Identify the parameters of interest. The parameters studied were two expressions of heritability, three parameters measuring GA, or gain at 20% selection intensity (Singh et al., 2013 , Cullis et al., 2006 , and realized gain as per Piepho and Möhring (2007) .
Step 3. Begin with a prior set given for the mean and standard distributions, for example from Table 1 .
Step 4. Prepare a text file, with extension 'bug,' containing the codes for data model, priors, and parameters to be evaluated (Steps 1-3). These are shown in Appendix, A.7.
Step 5. Prepare another file with R-codes including (i) access to the required libraries for running the Win2BUGS model file, (ii) reading the vectors on replications, incomplete blocks, genotypes and response vectors from IBD data file, (iii) set the initial values of random numbers generated, (iv) set up parameters, and (v) set up 'bugs()' function using data, initial values, parameters, the model file 'IBD.bug,' number of chains, number of iterations, and simulations in the R-package. These lines are shown in Appendix A.9.
Step 6. Run Steps 4 and 5 for each set of priors (see Appendix A.8) and note the deviance information criterion (DIC) values for selecting the best prior. Select the prior set with the lowest DIC value.
Step 7: For the prior set selected, modify the 'bug' extension file (Step 4) and again run Step 5 to save the simulated values of various parameters (e.g., predicted means, heritability, and GA) and to carry out calculations on ranks and heritability using simulated values (Cullis et al., 2006) . The R-package (boot) with 1000 bootstrap replications was used to generate standard errors of heritability and GA using the method of Cullis et al. (2006) .
For RCBDs, the effects and variance components for incomplete blocks can be ignored in the above steps.
RESULTS
Selection of Priors
The frequentist (non-Bayesian) approach was followed using the REML method for analysis of the IBD dataset. By ignoring the effects of incomplete blocks within replications, the results for RCBD were obtained. The various statistics computed are presented along with the statistics using the Bayesian approach.
The choice of priors for Bayesian analysis was made from the statistics for the IBD and RCBD models (Table 2) . For the IBD, of the six prior sets, P 0 through P 5 , the DIC value was smallest for P 0 (49.68), the prior set based on the means, and variances from data of the 20 trials of winter barley. The prior set derived from past data was more suitable to assign belief for the parameters than the priors based on large variances (Gelman, 2006) . When the incomplete blocks were ignored (i.e., the RCBD data was modeled), the prior set based on previously collected data also gave the smallest DIC value (99.05), although in this case, DIC values for the other prior sets were very close. Therefore, the prior set P 0 for IBD and Q 0 for RCB were used to predict performance of genotypes and to estimate genetic parameters.
Error Variability Using Selected Priors
For the prior set P 0 for the IBD model accounting for the effects of the incomplete blocks and Q 0 for the RCB model obtained by ignoring the incomplete blocks from IBD model. Table 3 gives estimates of error variances, trial means, and coefficients of variation measuring the field heterogeneity under the Bayesian and frequentist approaches. Table 3 also gives estimates of genotypic variance and heritability on mean basis using expressions h 2 or , GA due to selection of the top 20% of genotypes using each of the two heritability estimates, as well as based on simulations. For the IBD data, the Bayesian estimate of experimental error variance, that is, a posteriori expected value of the were very small, indicating reliable numerical approximation based on 1 million iterations. The genotypic variance, heritability estimates and GA estimates of the Bayesian approach were lower than for the frequentist approach. Since the Bayesian concept allows inferring soundly in error variance given the plot-wise response data under the assumed linear model and a priori distributions set P 0 , was lower (0.0628  0.0125) than the frequentist error variance estimate (0.0704  0.0153). The Monte Carlo errors in all parameters of Table 3 (and also other tables to follow) terms of probability statements on the parameters of interest, their 95% Bayesian confidence intervals, called credible intervals, are also given. The two a posteriori estimates of broad-sense heritability on mean basis, h 2 and , were very close to each other (0.64 vs. 0.63, respectively), while in the frequentist approach, h 2 was slightly higher than (0.66 vs. 0.62, respectively). The GAs based on h 2 and were close (11.2 vs. 11.7%, respectively), but the simulated value was considerably higher (14%).
One advantage of a resolvable design-where a set of incomplete blocks can be physically grouped to form a full replication, for example a lattice design or an a design-is that one can assess role of the incomplete blocks by analyzing the data after ignoring the incomplete blocks. There was a considerable reduction in error variance ( ) and increase in genetic variance ( ) when the incomplete blocks were accounted for (i.e., the IBD model) compared to when they were ignored (i.e., the RCBD model). As a result, there was a substantial increase in estimates of heritability of grain yield (27 or 28 to 64% for the two expressions, respectively) and the GA (5.4-9.1 to 13.9% for the three estimates of GA), reflecting the effectiveness of conducting experiments with incomplete blocks (Table 3) .
Predicted Values and Ranks of the Entries
For the IBD dataset, the a posteriori means of the genotypes, 95% credible intervals, and their a posteriori ranks from alternative methods are presented in Table 4 , along with the predicted means for the frequentist approach as well as the RCB model. The precision of the means was higher for the Bayesian than the frequentist approach (average standard error of 0.128 vs. 0.160 for IBD and 0.130 vs. 0.168 for RCBD). Correlation between the predicted values under the two approaches was 0.994 (p < 0.001) for the IBD model, while the maximum difference in the predicted means was up to 4.6%. Correlation between the means of the Bayesian approach for IBD and RCBD data was 0.817 (p < 0.001), reflecting the substantial difference in predicted values by accounting for the incomplete block differences. The performance of the genotypes for the Bayesian approach was also given in terms of percentiles of the predicted values and of their ranks. This was possible due to availability of a large number of simulated values under the Bayesian model (see Appendix A-9 for the R-codes). Denoting the genotypes numbered 1 through 30 by G1 through G30, the top six genotypes were G14, G19, G18, G5, G20, and G2 (G2 and G20 had equal means) using the Bayesian approach on IBD, which were also selected under the frequentist approach. Selection based on quantiles of ranks of the genotypes appeared quite desirable, instead of using only means, which is possible due to the availability of distribution of ranks from the computation process. When selecting the genotypes based on distribution of ranks, the top six genotypes using the a posteriori mean ranks or median of the ranks were also G14, G19, G18, G5, G2, and G20. While the selection of genotypes would be based on a posteriori mean rank or mean value, the distribution of ranks at the extreme quantiles could also be useful. Those genotypes that did not reach a high rank (toward one), near 2.5 or 5% percentiles, such as G10, G22, G29, or even G30, may not be selected. The ranks at percentiles 95 or 97.5% show how poor a good genotype, selected on average, could be-for example, G14's rank could go down to eight (95% percentile) or 11 (97.5% percentile), and similarly, G19 could, at worst, be ranked 12 (95% percentile) or 15 (97.5% percentile). Such a rank perspective assessment of genotypes is not possible in the frequentist approach as distributions of genotypes ranks are not applicable.
Updating the Priors
Current trial estimates of variance components can be used along with prior trials to develop prior distributions of the SDCs for similar future trials; however, the a posteriori distributions of the parameters naturally provide an update of the a priori distributions in the light of current datasets. The a posteriori means and precision (variance -1 ) of SDCs (Table 5 ) compare with their a priori versions ( Table 2 ). The precision parameters of the SDCs were considerably increased in the a posteriori distributions for the IBD as well as for RCBD datasets. This update, when implemented as a priori information for analysis of data collected in future trials on winter barley, may be expected to provide an even more realistic assessment of the barley genotypes. While the a posteriori distribution variance for the trial mean m will also be available from the Bayesian computation, such an estimate would not be an appropriate prior for variance of mean m for a new trial, which, in reality, would have no possibility of being implemented in exactly the same location and year. However, a reasonable prior variance on the mean of a new trial (e.g., the 22nd trial) would be the variance among means of the trials available so far (e.g., the first 21 trials in this case).
DISCUSSION
Germplasm improvement programs routinely conduct field experiments to estimate the performance of fixed genotypes or varieties and compare with a control or local check genotypes (comparative viewpoint) or to estimate parameters of the population such as heritability using a frequentist approach with a comparative or exploratory view (exploratory viewpoints). The data generations under these two views are based on assumed fixed effects for the genotypes and random effects, respectively (Hinkelmann, 1975) . Crop breeders and geneticists keep changing the genotype base in their evaluation over time by including new or promising genotypes in evaluation and by discarding the poorly performing ones. The interest lies in prediction of the performance of genotypes in future and from various considerations the assumption of random effects of genotypes becomes more admissible. Using random effect models, the various linear effect parameters were assumed normally distributed with their own variances that were assigned prior distributions. The linear models are as described in standard approaches in textbooks (Cochran and Cox, 1957; Hinkelmann and Kempthorne, 2005) . Singh et al. (2010 Singh et al. ( , 2012 Singh et al. ( , 2013 modeled the heterogeneity of error variances in field situations. The error variances are usually assumed constant, while in reality they may vary over the layout. This results in a distribution of indices measuring the heterogeneity of a field or even estimates of broad-sense heritability. In this light, it is more realistic to develop procedures to draw inferences when there is a distribution of error variances and the Bayesian approach is better suited to model such a reality of field experimentation. The analysis of multienvironment trials is another area requiring the strong scope of a Bayesian approach. For example, in the combined analysis of trials, instead of using estimates of generally found heterogeneous error and interaction variances, Edwards and Jannink (2006) Table 4 . Predicted values of the genotypes means and their ranks for a Bayesian approach and means for a frequentist approach for the dataset using incomplete block design (IBD) and randomized complete block design (RCBD) models. modeled heterogeneity using an exponential of an additive model followed by assigning suitable priors to the variance components of the effects terms of the model. The choice of priors suited for variance parameters is discussed in Gelman (2006) . The inverse g distributions were used as priors for variance parameters but the R2Win-BUGS-generated computational errors in several of the fixed values of the hyperparameters in the hierarchy. Further, Gelman (2006) also recommended that g priors not be used for variances. Polson and Scott (2011) recommended that half-Cauchy should replace an inverse-g distribution as a default prior for scale parameters. The performance of the g priors varied over the two designs in the present study and was not the best. With some lower values of g distribution parameters than considered in the present study, Win-BUGS could not proceed with the sampling of parameters. The set of priors used in the present study did vary in distribution form and parameters; however, the DIC values were not very different. Thus, in effect, any other priors could be used for a posteriori estimation purposes. However, priors derived from the series of already conducted trials were best to strengthen our belief in the seen SDCs or variance components. This study clearly demonstrates the steps involved in using the data collected from previous trials, which adds a new value to past investment.
In the Bayesian approach, due to its computational nature in every situation, simple or complex, the whole distribution is available in a well-established tool such as R2Win-BUGS, and the summary statistics are conveniently available for the parameters of interest including derived ones in terms of model parameters. Such statistics often required are estimates, standard errors, and confidence intervals or quantiles. In many cases, variance components showed substantial differences in their respective means and medians, indicating their skewed distributions. The derived expressions for standard errors under the frequentist approach generally hold good for large samples while we obtain exact values in the Bayesian method, of course with known degree of accuracy depending on the parameters set for convergence. The posterior distributions of the parameters (e.g., SDCs) could be used as priors for analyzing the data that would become available after the next season of the trial. Therefore, these steps provide a successive way of updating the priors with availability of future trial datasets. Since the posteriors use the models describing the plot-wise data, the updated priors based on these posteriors provide a better alternative to priors obtained by fitting the distributions for SDCs, which are based only on the variance component estimates from the trials used for the (current) priors and the current dataset. However, the prior for the trial mean may be evaluated by fitting the distribution to the set of trial means when available.
The rich suites of R-codes facilitate assessing genotypes for their relative performances in terms of ranks and their distributions. While one would like to select the high-ranking genotypes using predicted means, one would also like to see the merit in retaining high ranks in all occurrences or samplings. For the IBD dataset (Table 4) , while there were high correlations between the ranks of frequentist and Bayesian approaches, more datasets are needed to evaluate how the selection of high-yielding genotypes is affected.
CONCLUSIONS
Crop improvement is a continuous process involving regular evaluation of varieties in designed field trials and generating data on responses of the varieties. Thus, valuable information on the varieties' effects and variance components of error and factors with random effects is gathered. Fitting of linear models in crop variety trials evaluated under IBD or RCBD conditions is normally by ANOVA or REML. The frequentist approach is too restrictive in the sense that it is based on the likelihood of the current dataset and uses models where linear parameters and variance parameters are treated as fixed constants and ignores any prior information concerning these parameters. However, the Bayesian approach integrates the prior information available from previous trials with that of the current dataset and provides a more realistic and wider coverage for statistical inference. It also provides an update on the prior information for use in future trials. The illustrative step-by-step procedure presented here is recommended for routine use in statistical analysis of crop genotype evaluations.
APPENDIX A.1 Models and Priors for Bayesian Analysis of Data from Incomplete Block Design
Let y ijk be the response, that is, grain yield, from the ith genotype in the kth incomplete block of the jth replication. It can be modeled as: 
where the parameter m is general mean,  j is the effect of jth replication, b jk is the effect of kth block in jth replication, Cochran and Cox, 1957; Hinkelmann and Kempthorne, 2005) . Using matrix notation, where '~' under a symbol denotes a matrix and an underscore a vector, the model (1) can be written as:
where the vector is vector of observations (y ijk ); vectors  , b , and g are vectors of replication effects, block effects within replications, and genotype effects, respectively; vector is a vector of all 1s; and matrices , , and are incidence matrices of replication, block, and genotype effects, respectively. For estimation of heritability and genetic gain due to selection, we assume that vector g has a multivariate normal distribution,   2 g MN( , ) 0 I , where is an identity matrix of appropriate order, in this case of order v. We further assume that the vector of replication effects,
0 I . All sets of random variables used here are assumed independent. The variance-covariance matrix of in (2) is x a b stands for the probability density function of the normal random vector with mean vector and variance covariance matrix and evaluated at point vector . The expression of this density is available in standard texts (Gelman et al., 2004) .
A.2 Heritability and Genetic Advance Due to Selection
Expressing also the estimates of genotypic variance by
and experimental error (environmental) variance by  2 e , the broad-sense heritability on a mean-basis is given by
where r is the number of replications. Another expression for heritability was proposed by Cullis et al. (2006) , which corrects for the bias better than h 2 (Piepho and Möhring, 2007) , is  = - h , and Y is mean response (Kempthorne, 1983; Singh et al., 2012) . The quantity C is 1.4 for 20% intensity of selection. We also obtained the realized gain without using any heritability expression (Piepho and Möhring, 2007) . While the standard error of heritability, h 2 , and associated genetic gain was obtained from Win2BUGS standard output, the standard errors of 2 C h and associated gain were obtained using bootstrap procedure in the R-package on the simulated values of BLUPs as the 2 C h expression being complicated could not be included in the WinBUGS model file.
A.3 Priors
In this study, we pursue the Bayesian approach where all parameters are assumed to follow some joint marginal or independent statistical distributions known as priors. Gelman (2006) reviewed a number of options for noninformative priors for scale parameters in hierarchical models, and his recommendation included the use of uniform, half-t, half-Chauchy, and half-normal families of distributions. Crossa et al. (2010) used an inverse-g distribution as a prior for variance components; however, Gelman (2006) suggested not using an inverse-g family as priors due to the resulting sensitivity of results. To choose the best priors among a set of candidate priors, criteria given in the following have been presented in standard texts such as Gelman et al. (2004) and Carlin and Louis (2009) .
There might be multiple sources of prior information including classes of priors recommended for variance or SDCs. A question naturally arises as to which would be the best priors among the set of priors considered.
A number of a priori distributions have been used for the variance components:
1. P 0 : the priors obtained from analysis of series of 20 datasets (Table 1) Here, c is noncentrality parameter and  is the degree of freedom of the t-distribution. The values of c and  are set at 5 and 2, respectively. 5. P 4 : the priors of P 3 with c = 2 and  = 4. 6. P 5 : the priors for precision parameters (i.e., inverse of the variances,  e ,  g ,  r , and  b ) follow a g distribution (0.5, 0.5).
The sets of a priori distributions P 0 through P 5 were used for analysis of IBD data. For analysis of RCBD data, a priori distributions would be needed only for m,  e ,  g , and  r , (Table 1 , 2). The a priori distribution sets for m,  e ,  g , and  r will be denoted by Q 0 through Q 5 corresponding to P 0 through P 5 distributions.
A.4 A Posteriori Distribution
To express various terminologies in the Bayesian context, standard texts may be consulted (Gelman et al., 2004; Carlin and Louis, 2009 ). The joint prior, based on individual priors, will be assumed as:
where
f stands for the probability density function of hyperparameters assumed as random variable denoted by  x and evaluated at  x where  0x is the associated scalar or vector of the parameters of known value. The joint a posteriori density of can be written, given y, as:
For RCBD datasets, the above expressions can be modified by dropping the terms corresponding to incomplete blocks within replications.
A.5 Computations using R2WinBUGS
The R2WinBUGS software (Spiegelhalter et al., 2003) uses a text file containing the data model with parameters, and information on the parameters' a priori distributions. It can also include derived parameters, such as, contrasts for comparisons of genotypic effects, genotypic variance components, heritability and genetic gain due to selection. Based on the derived a posteriori density of the parameters, R2WinBUGS provides various statistics: the goodness-of-fit or discrepancy statistics, deviance information criterion (DIC), effective number of parameters (p D ), and the expected values (a posteriori estimates) of the parameters of interest, Monte Carlo (MC) error, and quantiles of their posterior distribution. The DIC, the smaller the better, was used to choose the prior. In the BUGS function, the iterations were set at 1 million, simulations at 10,000 and chains at three. These served the purpose of convergence. The R-codes (R Development Core Team, 2009) were used to carry out calculations of standard error of differences and the posterior average and quantiles of ranks distribution. For the IBD and RCBD datasets, the associated codes are given in the following.
A.6 Bayesian model under R2WinBUGS
The discrepancy statistics DIC and effective number of parameters p D are computed. The DIC, the smaller the better, was used to choose the prior.
The posterior distribution of the quantities of interest, including heritability, experimental error coefficient of variation and genetic gain, were obtained using the R2WinBUGS and R-package and the summary in terms of mean and confidence intervals. Selection of genotypes was based on mean predicted values, and the average rank of the genotypes. The models using WinBUGS notations and R-codes for an example dataset are given in the following. 
