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Abstract
We canonically quantize the τ -functions for the birational Weyl group action arising
from a nilpotent Poisson algebra proposed by Noumi and Yamada. We also construct
the q-difference deformation of the canonical quantization of the τ -functions. Using
the translation functors for the symmetrizable Kac-Moody algebras, we prove the
regularity of the quantum τ -functions, namely, we show that the quantum τ -functions
are polynomials in dependent variables.
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0 Introduction
In the previous paper [16], the author canonically quantized the birational Weyl group action
arising from a nilpotent Poisson algebra proposed by Noumi and Yamada [25]. But he did
not quantize their τ -functions. In this paper, we shall quantize the τ -functions and prove
that the quantized τ -functions are polynomials in dependent variables.
Let [aij ]i,j∈I be any symmetrizable generalized Cartan matrix (GCM for short) with
positive integers di (i ∈ I) satisfying diaij = djaji. Denote by W the Weyl group of the
GCM [aij ]i,j∈I generated by the simple reflections si (i ∈ I).
0.1 Classical case
Following Noumi and Yamada [25], we define a nilpotent Poisson algebra to be a Poisson
commutative integral domain generated by {fi}i∈I as a Poisson algebra with the following
nilpotency property of the Poisson bracket:
(ad{,} fi)
1−aij (fj) = {fi, {· · · , {fi, {fi︸ ︷︷ ︸
1− aij times
, fj}} · · · }} = 0 (i 6= j),
where (ad{,} f)(g) = {f, g}. We call fi’s the dependent variables.
In Theorem 1.1 of [25], introducing the Poisson central parameter variables α∨i (i ∈ I),
they construct the birational Weyl group action by
si(α
∨
j ) = α
∨
j − aijα
∨
i , si(fi) = fi,
si(fj) = exp(ad{,} α
∨
i log fi)(fj) =
−aij∑
k=0
(α∨i )
k
k!
(ad{,} fi)
k(fj)f
−1
i (i 6= j). (0.1)
These formulas shall be canonically quantized by (1.2), (1.5), and (1.6), respectively.
Moreover, in Theorem 1.2 of [25], they introduce Laurent τ -monomials τµ for integral
weights µ ∈ P and extend the birational Weyl group action to the τ -monomials by
si(τ
µ) = f
〈α∨i ,λ〉
i τ
si(µ) = f
〈α∨i ,λ〉
i τ
µ−〈α∨i ,µ〉αi , (0.2)
where α∨i ’s are identified with the simple coroots, αi’s are the simple roots, and 〈 , 〉 denotes
the canonical pairing between the coroot lattice Q∨ and the weight lattice P . This action
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on the Laurent τ -monomials shall be quantized by (1.4), the appearance of which is same
as (0.2).
They deal with the τ -cocycle in [25]. However, for the compatibility with the quantum
case, we equivalently introduce the τ -functions τ(w(µ)) for w(µ) ∈ WP+ by
τ(w(µ)) = w(τ
µ) (w ∈ W,µ ∈ P+).
Note that each w(τµ) depends only on w(µ) because si(τ
µ) = τµ if 〈α∨i , µ〉 = 0. For any
w(µ) ∈ WP+, there exists a unique rational function φw(µ) of fi’s and α
∨
i ’s such that
τ(w(µ)) = φw(µ)τ
w(µ), where φw(µ) is called the τ -cocycle in [25]. Since the quantized version
of φw(µ) does not commute with the quantized τ -monomials in general, we shall deal with
the quantized version of τ(w(µ)) in Section 2.
In this paper, for the fundamental weights Λi, we call τi = τ
Λi the τ -variables. Although
they call only τi’s the τ -functions in [25], we call all τ(w(µ)) (w ∈ W , µ ∈ P+) the τ -functions.
One should not be confused by the difference of terminologies.
The main result of [25] is the regularity of φw(µ) for any dominant integral weight µ ∈ P+
(Theorem 1.3 of [25]). In other words, they prove that, for any µ ∈ P+ and any w ∈ W , the
τ -function τw(µ) is a polynomial in fi’s and α
∨
i ’s.
In [32], one of the author of [25] finds the determinant formulas of the τ -functions for
the birational Weyl group actions of type A
(1)
n−1 and A∞, and interprets them as Plu¨cker
coordinates of the universal Grassmann manifolds in the Sato theory of soliton equations
[30]. The determinant formulas immediately lead to the regularity of the τ -functions of type
A. In [25], they generalize the Sato theoretic interpretation of the A-type τ -functions to the
case for any symmetrizable GCM and show the regularity of the τ -functions for any type.
The regularity of the τ -functions proved by Noumi and Yamada [32], [25] has many
corollaries which state polynomiality of certain special rational functions. In particular,
polynomialities of rational functions, which give special solutions of the bilinear forms of
the Painleve´ equations and are generated by the Ba¨cklund transformations, are corollaries
of the regularity of the τ -functions for the birational Weyl group actions.
For example, let Qm(x) (m ∈ Z≧0) be the rational functions defined by the following
recurrence equation:
Qm−1Qm+1 = Q
′′
mQm − (Q
′
m)
2 + (x2 + 2m− 1)Q2m, Q0 = Q1 = 1. (0.3)
In [27], using the analysis of the Painleve´ equations in [26], Okamoto proves that all Qm(x)
are polynomials in x (Proposition 5.6 of [27]). The polynomials Qm(x) are called the
Okamoto polynomials. The polynomiality of Qm(x) is a corollary of the regularity of the
τ -functions for the birational Weyl group action of type A
(1)
2 (Theorem 4.3 of [24]). It is
non-trivial to show that the right-hand side of the recurrence equation (0.3) is divisible
by Qm−1(x). The original proof of Okamoto is not purely algebraic. On the other hand,
the regularity of τ -functions for the birational Weyl group action has a purely algebraic
proof. For other examples of special polynomials for the Painleve´ equations, see also [33]
and references therein.
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0.2 Quantization
In this paper, we shall introduce the quantum τ -functions (Section 2.1) and prove their
regularity. But the method to prove the regularity is completely different from the one in
the classical case of [25]. In order to prove the regularity of the quantum τ -functions, we
shall use the translation functors in the representation theory (Section 2.5).
The regularity in the quantized case implies the regularity in the classical case through
the classical limit. Therefore we obtain another purely algebraic proof of the regularity of
the classical τ -functions. In particular, the polynomiality of the special rational functions for
the Painleve´ equations generated by the Ba¨cklund transformations can be derived from the
theory of the translation functors for the Kac-Moody algebras. This could be a surprising
relationship.
We summarize the implications as below:
∃ exact functor T (M) ⊂M ⊗ L(µ) with T (M(w ◦ λ)) =M(w ◦ (λ+ µ))
=⇒ regularity of the quantum τ -functions
=⇒ regularity of the classical τ -functions
=⇒ polynomiality of special rational solutions of the Painleve´ equations.
Here we denote by w ◦ λ the shifted action of w ∈ W on λ ∈ P+, by M(w ◦ λ) the Verma
module with highest weight w ◦ λ, by L(µ) the simple quotient of M(µ) for µ ∈ P+, and by
T = T λ+µλ the translation functor.
The major difficulty of quantizing the τ -functions was the fact that we did not have a
natural Poisson algebra which contains the τ -variables τi (or the τ -monomials τ
µ). Roughly
speaking, “canonical quantization” stands for replacement of the Poisson brackets in a
Poisson algebra with the commutators in the corresponding non-commutative associative
algebra. But we did not have Poisson brackets for the τ -variables. We should find the
appropriate commutation relations for the quantum τ -variables under the situation where
the Poisson brackets are unknown.
The answer is very simple. The τ -variables τi (i ∈ I) are defined to be the exponentials of
the canonical conjugate variables of the parameter variables α∨i (i ∈ I). More precisely, we
define τi by τi = exp(∂/∂α
∨
i ) (i ∈ I). Then we have τiτj = τjτi, τiα
∨
j = (α
∨
j + δij)τi (i, j ∈ I)
and τifj = fjτi. The quantum τ -variables are difference operators of the parameter variables.
More generally we assume that τλτµ = τλ+µ, τµα∨j = (α
∨
i + 〈α
∨
i , µ〉)τ
µ, and τµfj = fjτ
µ for
integral weights µ, λ ∈ P .
In the classical case, we assume that {τλ, τµ} = 0, {τµ, α∨j } = 〈α
∨
i , µ〉τ
µ, and {τi, fj} = 0.
Then the formula (0.2) can be derived as follows:
si(τ
µ) = exp(ad{,} α
∨
i log fi)(τ
si(µ)) = exp(〈α∨i , µ〉 log fi)τ
si(µ) = f
〈α∨i ,µ〉
i τ
si(µ). (0.4)
See also (0.1). Therefore the birational action of si is uniformly written in the form si(a) =
exp(adα∨i log fi)(s˜i(a)), where s˜i stands for the Weyl group action on the parameter variables
(or coroots) and the integral weights which trivially acts on fi’s.
In the quantum case, we shall construct the quantum birational Weyl group action by
si(a) = f
α∨i
i s˜i(a)f
−α∨i
i , where fi’s are the generators of the associative algebra the fundamen-
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tal relations of which are the Serre (or q-Serre) relations, and are called the (quantum) de-
pendent variables. (For details, see Section 1.2.) This is an almost straightforward canonical
quantization of the classical birational Weyl group action si(a) = exp(adα
∨
i log fi)(s˜i(a)).
The fractional powers f
α∨i
i shall be constructed in Section 1.5. The parameter variables
are identified with the simple coroots also in the quantum case. For λ ∈ P and a function
a of the parameter variables α∨i (i ∈ I) which contains the fractional powers of fi (i ∈ I),
we denote by φλ(a) the value of a at λ, which is obtained by the substitution of 〈α
∨
i , λ〉
into α∨i . We shall define the fractional powers so that a = 0 if and only if φλ(a) = 0 for all
integral weights λ ∈ P . For any rational function a of fi’s and α
∨
i ’s, it is sufficient for a = 0
that φλ+ρ(a) = 0 for all dominant integral weights λ ∈ P+, where ρ denotes the Weyl vector∑
i∈I Λi. Therefore the calculations of the quantum birational Weyl group action reduces
to those of f
〈α∨i ,λ+ρ〉
i φλ+ρ(a)f
−〈α∨i ,λ+ρ〉
i for dominant integral weights λ ∈ P+.
For the proof of the regularity of the quantum τ -functions, we can assume that fi’s
generate the lower triangular part of U(g) or Uq(g), where g is the Kac-Moody Lie algebra
of type [aij]i,j∈I . Let M(λ) be the Verma module over U(g) or Uq(g) with highest weight
λ ∈ P . Denote by vλ a highest weight vector of M(λ). Then, for each λ ∈ P with
〈α∨i , λ〉 ≧ 0, the vector f
〈α∨i ,λ+ρ〉
i vλ is a singular vector with weight si ◦ λ = si(λ+ ρ)− ρ. In
this way, we can relate the quantum birational Weyl group action with the singular vectors
in the Verma modules with dominant integral highest weights. For details, see Section 2.4.
Consequently, we can reduce the regularity of the quantum τ -functions to the divisibility
(from the right) of the singular vectors in M(λ + µ) by the corresponding singular vectors
in M(λ) for any λ, µ ∈ P+ (Proposition 2.9). The translation functor T
λ+µ
λ for the sym-
metrizable Kac-Moody algebra g makes a connection between the singular vectors in M(λ)
and those in M(λ + µ) and then proves the divisibility of the singular vectors in the Kac-
Moody case (Section 2.5). The equivalence (shown by Etingof and Kazhdan in [6]) between
the category O for g and that of Uq(g) shows that the divisibility of the singular vectors
in the Verma modules over Uq(g) also reduces to the theory of the translation functor for
the symmetrizable Kac-Moody algebra (Section 2.6). Thus the regularity of the quantum
τ -functions is proved both in the Kac-Moody case and in the q-difference case. This is the
main result of this paper.
0.3 Conventions
We adopt the following conventions.
The term “quantization” stands for “canonical quantization”, not for “q-difference de-
formation”. For example, “the quantum q-Hirota-Miwa equation” does not mean “the
q-difference deformation of the Hirota-Miwa equation” but “the q-difference deformation of
the canonically quantized Hirota-Miwa equation”. (See Section 2.2 for details.)
We shall deal with both canonical quantizations and their q-difference analogues. For
example, for a symmetrizable Kac-Moody Lie algebra g, the universal enveloping algebra
U(g) can be regarded as the canonical quantization of the symmetric algebra S(g), and
the q-difference deformation of U(g) is denoted by Uq(g). We shall construct the quantum
τ -functions both for U(g) and for Uq(g).
6 1 QUANTIZATION OF BIRATIONAL WEYL GROUP ACTIONS
A field is always commutative. A skew field stands for a possibly non-commutative field.
An associative algebra over a field shall be always with the unit 1. Denote the set of all
non-negative integers by Z≧0.
Acknowledgements. The author would like to thank Koji Hasegawa for valuable discus-
sions on the topics of this paper. This work was supported by Grant-in-Aid for Scientific
Research No. 23540003.
1 Quantization of birational Weyl group actions
In this section, we extend the quantized birational Weyl group action on the dependent
variables fi and the parameter variables α
∨
i (Theorem 4.3 of [16]) to the τ -variables τi.
1.1 Symmetrizable GCM and Weyl group
Throughout this paper, a matrix [aij ]i,j∈I stands for a symmetrizable generalized Cartan
matrix (GCM for short) symmetrized by positive integers {di}i∈I . In other words, we
assume that [aij ]i,j∈I is an integer matrix with
aii = 2; aij ≦ 0 if i 6= j; aij = 0 if and only if aji = 0; diaij = djaji.
Let Q∨ be a free Z-module and set P = Hom(Q∨,Z). Denote by 〈 , 〉 : Q∨ × P → Z
the canonical pairing. Assume that α∨i ∈ Q
∨ and αi ∈ P (i ∈ I) satisfy the following
conditions: (1) 〈α∨i , αj〉 = aij (i, j ∈ I); (2) {α
∨
i }i∈I is linearly independent over Z; (3)
αi 6= αj if i 6= j. We call Q
∨ the coroot lattice, P the weight lattice, α∨i ’s the simple coroots,
and αi’s the simple roots. We set P+ = { λ ∈ P | 〈α
∨
i , λ〉 ≧ 0 (i ∈ I) }, Q =
⊕
i∈I Zαi, and
Q+ =
⊕
i∈I Z≧0αi. We call an element of P+ a dominant integral weight and Q the root
lattice. Assume that weights Λj ∈ P+ (j ∈ I) satisfy 〈α
∨
i ,Λj〉 = δij (i, j ∈ I). We call Λj’s
the fundamental weights. The Weyl vector ρ is defined by ρ =
∑
i∈I Λi.
Let W be the Weyl group of the GCM [aij]i,j∈I , namely W is defined to be the group
generated by {si}i∈I with following fundamental relations: sisj = sjsi if (aij , aji) = (0, 0);
sisjsi = sjsisj if (aij , aji) = (−1,−1); (sisj)
2 = (sjsi)
2 if (aij , aji) = (−1,−2); (sisj)
3 =
(sjsi)
3 if (aij , aji) = (−1,−3); s
2
i = 1. The Weyl group W acts on Q
∨ and P by
si(β) = β − 〈β, αi〉α
∨
i , si(λ) = λ− 〈α
∨
i , λ〉αi.
In particular, we have si(α
∨
j ) = α
∨
j − ajiα
∨
i and si(Λj) = Λj − δijαi. The Weyl group action
preserves the canonical pairing 〈 , 〉 between Q∨ and P :
〈w(β), w(λ)〉 = 〈β, λ〉 for β ∈ Q∨, λ ∈ P , w ∈ W.
1.2 Quantum algebras of dependent variables
Let h be the vector space over C isomorphic to Q∨
C
= Q∨ ⊗ C. Denote by hi (resp. hβ) the
element of h corresponding to α∨i ⊗ 1 ∈ Q
∨
C
(resp. β ∈ Q∨
C
). Note that we shall not identify
hβ with β ∈ Q
∨
C
.
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Let g be the Kac-Moody Lie algebra of type [aij ]i,j∈I over C, namely g is defined to be
the Lie algebra over C generated by { ei, fi, h | i ∈ I, h ∈ h } with fundamental relations:
[hβ , hγ] = 0, hβ + hγ = hβ+γ (β, γ ∈ Q
∨
C
),
[hβ , ej] = 〈β, αj〉ej, [hβ, fj] = −〈β, αj〉fj (β ∈ Q
∨
C), [ei, fj] = δijhi,
1−aij∑
k=0
(−1)ke
(1−aij−k)
i eje
(k)
i = 0,
1−aij∑
k=0
(−1)kf
(1−aij−k)
i fjf
(k)
i = 0 if i 6= j,
where e
(k)
i = ei/k! and f
(k)
i = fi/k!. The last two relations are called the Serre relations.
Let n− (resp. n+) be the Lie subalgebra of g generated by {fi}i∈I (resp. by {ei}i∈I). Denote
by U(a) the universal enveloping algebra of a Lie algebra a.
Note that Q∨ is not regarded as a subset of h. We shall assume that elements of Q∨
commute with fi’s.
In order to deal with q-difference analogues, we introduce the q-numbers, q-factorials,
and the q-binomial coefficients by
[a]q =
qa − q−a
q − q−1
, [k]q! = [1]q[2]q · · · [k]q,[
a
k
]
q
=
[a]q[a− 1]q[a− 2]q · · · [a− k + 1]q
[k]q!
(k ∈ Z≧0).
Put qi = q
di for i ∈ I.
Let Uq(g) be the q-difference analogue of U(g), namely Uq(g) is defined to be the as-
sociative algebra over C(q) generated by { ei, fi, q
β | i ∈ I, β ∈ Q∨ } with fundamental
relations:
qβqγ = qβ+γ, q0 = 1 (β, γ, 0 ∈ Q∨),
qβejq
−β = q〈β,αj〉ej , q
βfjq
−β = q−〈β,αj〉fj (β ∈ Q
∨), [ei, fj] = δij [hi]qi,
1−aij∑
k=0
(−1)ke
(1−aij−k)
i eje
(k)
i = 0,
1−aij∑
k=0
(−1)kf
(1−aij−k)
i fjf
(k)
i = 0 if i 6= j,
where e
(k)
i = ei/[k]qi! and f
(k)
i = fi/[k]qi!. The last two relations are called the q-Serre
relations. Let Uq(n−) (resp. Uq(n+)) be the subalgebra of Uq(g) generated by {fi}i∈I (resp.
{ei}i∈I).
The case where we deal with the Kac-Moody Lie algebra g (resp. the q-difference defor-
mation Uq(g) of U(g)) shall be called the Kac-Moody case (resp. the q-difference case).
In the Kac-Moody (resp. q-difference) case, let A be a residue class algebra of U(n−)
(resp. Uq(n−)) and assume that A is an integral domain, namely an associative algebra
without non-zero zero divisors. Denote the images of fi’s in A by the same symbols. We
also assume that fi 6= 0 in A for all i ∈ I. We call fi’s the dependent variables. We shall
construct the quantum birational Weyl group action on certain extensions of A.
We denote by Q(R) the skew field of fractions of an Ore domain R. Any element of
Q(R) can be expressed as as−1 and t−1b for some a, b, s, t ∈ A with s 6= 0 and t 6= 0. We
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denote by F (x1, . . . , xn) the the skew field of fractions of the polynomial ring F [x1, . . . , xn]
over a skew field F .
If the GCM is of finite or affine type, then A is always an Ore domain (Theorem 2.12 of
[16]). When A is an Ore domain, we denote Q(A) by K.
Remark 1.1. We refer [31], [11], [18], [7], Section 3.6 of [3], and Section 2 of [16] for the
theory of localization of non-commutative rings.
A Noetherian domain is always an Ore domain (2.1.15 of [18], Corollary 6.7 of [7]). The
universal enveloping algebra of a finite dimensional Lie algebra is a Noetherian domain and
hence an Ore domain. The q-difference deformation Uq(g) of U(g) and its lower triangular
part Uq(n−) are always integral domains (Section 7.3 of [13]). If the GCM is of finite type,
then Uq(g) and Uq(n−) are Noetherian (Section 7.4 of [13]) and hence Ore domains.
Let R be an associative algebra over a field with a increasing filtration R =
⋃∞
k=0Rk
such that each Rk is a finite dimensional subspace of R and 1 ∈ R0. We call R the tempered
domain if R is an integral domain and the convergence radius of
∑∞
k=0 dim(Rk)z
k is not
less than 1. A tempered domain is always an Ore domain (Lemma 2.9 of [16], Lemma 1.2
of [29]). This result is very useful for proving that a given algebra is an Ore domain. In
particular, it follows that, if the GCM is of finite or affine type, then U(g), Uq(g), and their
all subquotient domains are Ore domains (Theorem 2.12 of [16]).
Consider the polynomial ring R = F [x1, . . . , xn] over a skew field F and assume that
m = 0, 1, 2, . . . , n and c1, . . . , cm are central elements of F . Then, applying Theorem 2.1 of
[31] to R, we obtain that S = { f ∈ R | f(c1, . . . , cm, xm+1, . . . , xn) 6= 0 } is an Ore set in
R.
Example 1.2. Assume that εij ∈ {0,±1}, εji = −εij , and εij 6= 0 if and only if aij 6= 0
and i 6= j. Set cij = εijdiaij for i, j ∈ I. If A is the associative algebra over C generated by
{fi}i∈I with fundamental relations [fi, fj] = cij (i, j ∈ I), then A is a quotient Ore domain
of U(n−). If A is the associative algebra over C(q) generated by {fi}i∈I with fundamental
relations fjfi = q
cijfifj (i, j ∈ I), then A is a quotient Ore domain of Uq(n−). In the both
cases, we have the skew field K = Q(A) of fractions of A.
If R is an associative algebra and S is an Ore set in R, then we have the localization
R[S−1] of R with respect to S. For any c ∈ R[S−1], there exist some a, b ∈ R and s, t ∈ S
such that c = as−1 = t−1b.
The multiplicative subset of A generated by {fi}i∈I is an Ore set in A owing to the Serre
and q-Serre relations. Therefore we have the localization A˜ = A[f−1i |i ∈ I] of A with respect
to it.
We have A ⊂ A˜ in any case and A˜ ⊂ K = Q(A) in the case where A is an Ore domain.
Example 1.3. Assume that the GCM is of type A2: I = {1, 2}, aii = 2, a12 = a21 = −1,
di = 1. Then the Weyl algebra A = C[x, ∂], where ∂ = d/dx, can be regarded as a quotient
Ore domain of U(n−). The surjective algebra homomorphism from U(n−) onto A = C[x, ∂]
is given by f1 7→ x and f2 7→ ∂. Then the multiplicative subset of A = C[x, ∂] generated by
x and ∂ is an Ore set in A = C[x, ∂] and we obtain A˜ = C[x±1, ∂±1]. For any polynomial
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f ∈ C[x], we have
∂−1f =
∞∑
k=0
(−1)kf (k)∂−k−1 = f∂−1 − f ′∂−2 + f ′′∂−3 − · · · in A˜ = C[x±1, ∂±1].
The right-hand side reduces to a finite sum.
Example 1.4. The Weyl algebra A = C[x, ∂], ∂ = d/dx, can be regarded as a quotient Ore
domains of U(n−) of various affine types:
D
(1)
4 : f2 = ∂, fi = x− ai (ai ∈ C, i = 0, 1, 3, 4),
B
(1)
3 : f1 = ∂, f2 = x, f3 = x− a, f0 = (x− b)
2 (a, b ∈ C),
A
(1)
3 : f1 = ∂, f2 = x, f3 = x− a, f0 = ∂ − b (a, b ∈ C),
G
(1)
2 : f1 = ∂, f2 = x, f0 = (x− a)
3 (a ∈ C),
A
(1)
2 : f1 = ∂, f2 = x, f0 = ∂ + x,
D
(2)
5 : f1 = ∂, f2 = x
2, f0 = (x− a)
2 (a ∈ C),
C
(1)
2 : f1 = ∂, f2 = x
2, f0 = ∂ − a (a ∈ C),
A
(2)
2 : f1 = ∂, f0 = x
4,
A
(1)
1 : f1 = ∂, f0 = ∂ + x
2.
The GCM’s of type D
(1)
4 , A
(1)
3 , and A
(1)
2 are simply-laced, those of C
(1)
2 and A
(1)
1 are sym-
metric, and those of B
(1)
3 , G
(1)
2 , D
(2)
5 , and A
(2)
2 are not symmetric but foldings of D
(1)
4 .
For example, in the case of G
(1)
2 , from f1 = ∂, f2 = x, and f0 = (x− a)
3, it follows that
[f1, [f1, f2]] = 0, [f2, [f2, f1]] = 0, [f1, [f1, [f1, [f1, f0]]]] = 0, [f0, [f0, f1]] = 0, and [f2, f0] = 0.
These are the Serre relations of type G
(1)
2 .
Recall that the Painleve´ equations PVI, PV, PIV, PIII, and PII have the birational Weyl
group symmetries of type D
(1)
4 , A
(1)
3 , A
(1)
2 , C
(1)
2 , and A
(1)
1 , respectively. By Proposition 5.13
of [34], we have the following isomorphisms of the affine Weyl groups:
W (B
(1)
3 )
∼= W (A
(1)
3 )⋊ Z/2Z, W (G
(1)
2 )
∼= W (A
(1)
2 )⋊ Z/2Z,
W (D
(2)
5 )
∼= W (C
(2)
2 )⋊ Z/2Z, W (A
(2)
2 )
∼= W (A
(1)
1 )⋊ Z/2Z.
In fact, the above list is related to the canonical quantization of the Painleve´ equations.
For the construction of the quantum Painleve´ equations, see [12], [22], [20], and [21]. The
Weyl group symmetry of the quantum Painleve´ equations are naturally interpreted from
the perspective of the quantum birational Weyl group actions defined in this paper or in
[16].
1.3 Quantum algebras with parameter variables
In the Kac-Moody case, we consider the polynomial rings Apa = A[β|β ∈ Q∨] and A˜pa =
A˜[β|β ∈ Q∨] generated by any free basis of the coroot lattice Q∨ over A and A˜ respectively,
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where β ∈ Q∨’s are central in them:
βfj = fjβ, βγ = γβ (β, γ ∈ Q
∨).
We naturally regard the coroot lattice Q∨ as a subset of Apa and A˜pa. We call β ∈ Q∨ the
parameter variables.
In the q-difference case, we consider the Laurent polynomial rings Apa = A[qβ |β ∈ Q∨]
and A˜pa = A˜[qβ|β ∈ Q∨] spanned by {qβ}β∈Q∨ over A and A˜ respectively, where q
β’s are
central in them:
qβfj = fjq
β, qβqγ = qβ+γ (γ, β ∈ Q∨).
We call qβ’s the parameter variables.
In the both cases, if A is an Ore domain, then Apa is also an Ore domain. We denote
Q(Apa) by Kpa shortly, namely, Kpa = K(β|β ∈ Q∨) in the Kac-Moody case and Kpa =
K(qβ|β ∈ Q∨) in the q-difference case. We have Kpa = Q(A˜pa).
We call Apa, A˜pa, and Kpa the quantum algebras with parameter variables. Also in the
following, the symbol “( )pa” stands for “with parameter variables”.
In the Kac-Moody (resp. q-difference) case, for each λ ∈ P , we define the algebra homo-
morphism φλ : A˜
pa → A˜ by
φλ(a) = a, φλ(β) = 〈β, λ〉 (resp. φλ(q
β) = q〈β,λ〉) (a ∈ A˜, β ∈ Q∨).
This homomorphism φλ substitutes 〈β, λ〉 into β ∈ Q
∨. Thus we obtain the injective
algebra homomorphism φ : A˜pa → A˜P by φ(a) = (φλ(a))λ∈P (a ∈ A˜
pa) and identify A˜pa
with its image in A˜P . Since φ(Apa) ⊂ AP , we obtain the injective algebra homomorphism
φ : Apa → AP and identify Apa with its image in AP .
In this paragraph, we assume that A is an Ore domain. For each λ ∈ P , define the
multiplicative subset Sλ of A
pa by Sλ = { a ∈ A
pa | φλ(a) 6= 0 }. Then Sλ is an Ore set in
Apa. (See the last paragraph of Remark 1.1.) Thus we obtain the subalgebra Apa[S−1λ ] ofK
pa
and φλ : A
pa → A is uniquely extended to the algebra homomorphism φλ : A˜
pa[S−1λ ] → K.
Any element of A˜pa[S−1λ ] can be expressed as as
−1 by some a, s ∈ Apa with φλ(s) 6= 0 and
φλ(as
−1) = φλ(a)φλ(s)
−1. Let Apa(P ) be the intersection of A
pa[S−1λ ] for all λ ∈ P . Then
φλ : A
pa → A is uniquely extended to the algebra homomorphism φλ : A
pa
(P ) → K. Thus we
obtain the injective algebra homomorphism φ : Apa(P ) → K
P by φ(a) = (φλ(a))λ∈P (a ∈ A
pa
(P ))
and identify Apa(P ) with its image in K
P .
We have Apa ⊂ A˜pa ⊂ A˜P in any case and A˜pa ⊂ Apa(P ) ⊂ K
P in the case where A is an
Ore domain.
1.4 Quantum difference operator algebras and τ-variables
In this subsection, we shall introduce difference operators acting on the parameter variables
and call them τ -variables.
In the Kac-Moody case, for each µ ∈ P , let τµ be the difference operator acting on
quantum algebras with parameter variables given by
τµ(fi) = fi, τ
µ(β) = β + 〈β, µ〉 (i ∈ I, β ∈ Q∨).
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Thus we obtain the difference operator algebras D(Apa) = Apa[τµ|µ ∈ P ], D(A˜pa) =
A˜pa[τµ|µ ∈ P ], D(Kpa) = Kpa[τµ|µ ∈ P ]. In these algebras, we have
τλτµ = τλ+µ, τµfi = fiτ
µ, τµβ = (β + 〈β, µ〉)τµ (λ, µ ∈ P, β ∈ Q∨).
In the q-difference case, for each µ ∈ P , let τµ be the q-difference operator acting on
quantum algebras with parameter variables given by
τµ(fi) = fi, τ
µ(qβ) = qβ+〈β,µ〉 (i ∈ I, β ∈ Q∨).
Thus we obtain the q-difference operator algebras D(Apa), D(A˜pa), D(Kpa), similarly as in
the Kac-Moody case. In these algebras we have
τλτµ = τλ+µ, τµfi = fiτ
µ, τµqβ = qβ+〈β,µ〉τµ (λ, µ ∈ P, β ∈ Q∨).
Note that D(Kpa) is defined only in the case where A is an Ore domain.
For any algebra R and any µ ∈ P , the algebra automorphism τµ of RP is defined by the
translation τµ((aλ)λ∈P ) = (aλ+µ)λ∈P ((aλ)λ∈P ∈ R
P ). Thus we obtain the extended algebra
D(RP ) = RP [τµ|µ ∈ P ].
The injective algebra homomorphism φ : A˜pa → A˜P commutes with τµ for any µ ∈ P .
Therefore φ is naturally extended to the injective algebra homomorphism φ : D(A˜pa) →
D(A˜P ). We identify D(A˜pa) with its image in D(A˜P ).
Similarly, when A is an Ore domain, φ : Apa(P ) → K is naturally extended to the injective
algebra homomorphism φ : D(Apa(P )) → D(K
P ). We identify D(A˜pa(P )) with its image in
D(KP ).
We have D(Apa) ⊂ D(A˜pa) ⊂ D(A˜P ) in any case and D(A˜pa) ⊂ D(Apa(P )) ⊂ D(K
P )
in the case where A is an Ore domain. These algebras are called the quantum difference
operator algebras.
We call τµ’s the quantum Laurent τ -monomials. We define the quantum τ -variables τi
(i ∈ I) by τi = τ
Λi.
1.5 Quantum algebras with fractional powers
For each β ∈ Q∨, we define the fractional power fβi by f
β
i = (f
〈β,λ〉
i )λ∈P ∈ A˜
P . Let A be
the subalgebra of A˜P generated by A˜pa = φ(A˜pa) and the fractional powers fβi (β ∈ Q
∨),
and D(A) the subalgebra of D(A˜P ) generated by D(A˜pa) = φ(D(A˜pa)) and the fractional
powers fβi (β ∈ Q
∨):
A = A˜pa[fβi |β ∈ Q
∨], D(A) = A[τµ|µ ∈ P ].
These algebras are called the quantum algebra with fractional powers and the quantum dif-
ference operator algebra with fractional powers, respectively. In D(A), we have
τµfβi = f
β+〈β,µ〉
i τ
µ (µ ∈ P, β ∈ Q∨, i ∈ I).
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For λ ∈ P , let φλ : A → A˜ be the restriction on A of the canonical projection from A˜
P onto
its λ-factor. Then we have φλ(f
β
i ) = f
〈β,λ〉
i .
Similarly, when A is an Ore domain, we can construct the algebras
A(P ) = A
pa
(P )[f
β
i |β ∈ Q
∨], D(A(P )) = A(P )[τ
µ|µ ∈ P ]
as subalgebras of KP and D(KP ), respectively. For λ ∈ P , let φλ : A(P ) → K be the
restriction on A(P ) of the canonical projection from K
P onto its λ-factor.
1.6 Tilde action of the Weyl group
For any algebra R and any w ∈ W , the algebra automorphism w˜ of D(RP ) is given by
w˜((aλ)λ∈P ) = (aw−1(λ))λ∈P , w˜(τ
µ) = τw(µ) ((aλ)λ∈P ∈ R
P , µ ∈ P ).
This is called the tilde action of the Weyl group.
In the case of R = A˜, the tilde action of w ∈ W on D(A˜P ) preserves D(A) and its action
on D(A) is characterized by
w˜(f±1i ) = f
±1
i (i ∈ I),
w˜(β) = w(β) (β ∈ Q∨) in the Kac-Moody case,
w˜(qβ) = qw(β) (β ∈ Q∨) in the q-difference case,
w˜(fβi ) = f
w(β)
i (i ∈ I, β ∈ Q
∨),
w˜(τµ) = τw(µ) (µ ∈ P ).
Similarly, when A is an Ore domain, the tilde action on D(KP ) preserves D(A(P )).
1.7 Quantum birational Weyl group action
We are ready to construct the quantization of the birational Weyl group action arising from
a nilpotent Poisson algebra proposed by Noumi and Yamada [25].
Lemma 1.5 (Verma identities). In D(A), for any β, γ ∈ Q∨, we have
• If (aij , aji) = (0, 0), then f
β
i f
γ
j = f
γ
j f
β
i .
• If (aij , aji) = (−1,−1), then f
β
i f
β+γ
j f
γ
i = f
γ
j f
β+γ
i f
β
j .
• If (aij , aji) = (−1,−2), then f
β
i f
2β+γ
j f
β+γ
i f
γ
j = f
γ
j f
β+γ
i f
2β+γ
j f
β
i .
• If (aij , aji) = (−1,−3), then
fβi f
3β+γ
j f
2β+γ
i f
3β+2γ
j f
β+γ
i f
γ
j = f
γ
j f
β+γ
i f
3β+2γ
j f
2β+γ
i f
3β+γ
j f
β
i .
Proof. It is sufficient to show that the identities obtained by substituting (m,n) to (β, γ)
in the above identities hold for all integers m,n. But it reduces to the cases where m,n are
non-negative. The proof of the non-negative cases is found in Proposition 39.3.7 of [17].
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Remark 1.6. The Verma identities (Proposition 39.3.7 of [17]) can be regarded as a corol-
lary of the uniqueness (up to scalar multiples) of homomorphisms between Verma modules.
See 4.4.16 of [13].
Example 1.7. Under the setting of Example 1.3 and Q∨ = Zα∨1 ⊕ Zα
∨
2 , the following
formula holds in Apa = C[x, ∂, α∨i , x
±α∨i , ∂±α
∨
i |i = 1, 2]:
xa∂a+bxb = ∂bxa+b∂a, (1.1)
where a = β, b = γ, and β, γ ∈ Q∨. Although this is a special case of Lemma 1.5, we shall
show the direct proof to help understanding the proof of Lemma 1.5. It is sufficient to prove
that the formula (1.1) holds for any a, b ∈ Z. Using the Leibnitz formula
∂nf =
n∑
k=0
(
n
k
)
f (k)∂n−k in C[x, ∂] (f ∈ C[x], n ∈ Z≧0),
we can show that for any a, b ∈ Z≧0, the both-hand sides of (1.1) are equal to
b∑
k=0
k!
(
a + b
k
)(
b
k
)
xa+b−k∂a+b−k.
The formula (1.1) for a, b ∈ Z≧0 has been proved. Replacing (a, b) with (a+ b,−b), we find
that the formula (1.1) for a, b ∈ Z≧0 is equivalent to the one for a ∈ Z≧0 and b ∈ Z≦0 with
a+ b ≧ 0. Replacing (a, b) with (−a− b, a), we find that the formula (1.1) for a, b ∈ Z≧0 is
equivalent to the one for a ∈ Z≧0 and b ∈ Z≦0 with a + b ≦ 0. We can similarly obtain the
other cases and prove the formula (1.1) for any a, b ∈ Z.
The fractional power ∂β of ∂ = d/dx is related to the fractional calculus and the Kats
middle convolution. See [28], [21], and references therein.
Remark 1.8. For c = qβ (β ∈ Q∨), define eci by e
c
i(a) = f
β
i af
−β
i . Then Lemma 1.5
immediately leads to the Verma identities of eci (i ∈ i): for c = q
β and d = qγ,
• If (aij , aji) = (0, 0), then e
c
ie
d
j = e
d
je
c
i .
• If (aij , aji) = (−1,−1), then e
c
ie
cd
j e
d
i = e
c
je
cd
i e
c
j .
• If (aij , aji) = (−1,−2), then e
c
ie
c2d
j e
cd
i e
d
j = e
d
je
cd
i e
c2d
j e
c
i .
• If (aij , aji) = (−1,−3), then e
c
ie
c3d
j e
c2d2
i e
c3d2
j e
cd
i e
d
j = e
c
je
cd
i e
c3d2
j e
c2d
i e
c2d
j e
c
i .
These identities mean that {eci}i∈I can be regarded as a quantum version of geometric crystal
defined by Berenstein and Kazhdan [1].
For any associative algebra R and an invertible element a ∈ R×, the inner algebra
automorphism Ad(a) of R is defined by
Ad(a)(x) = axa−1 for x ∈ R.
Then the multiplicative group R× acts on R via Ad.
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Definition 1.9. For each i ∈ I, the algebra automorphisms si of D(A) (and of D(A(P ))
when A is an Ore domain) by si = Ad(f
α∨i
i )s˜i.
Lemma 1.10. The set {si}i∈I of algebra automorphisms of D(A) (and of D(A(P )) when
A is an Ore domain) satisfies the fundamental relations of the Weyl group: sisj = sjsi if
(aij , aji) = (0, 0); sisjsi = sjsisj if (aij , aji) = (−1,−1); (sisj)
2 = (sjsi)
2 if (aij , aji) =
(−1,−2); (sisj)
3 = (sjsi)
3 if (aij , aji) = (−1,−3); s
2
i = 1.
Proof. The relation s2i = 1 follows from s˜i(f
α∨i
i ) = f
−α∨i
i :
s2i = Ad(f
α∨i
i )s˜iAd(f
α∨i
i )s˜i = Ad(f
α∨i
i ) Ad(f
−α∨i
i )s˜is˜i = Ad(f
α∨i
i f
−α∨i
i )s˜
2
i = 1.
The other fundamental relations are no more than rewrites of the Verma identities (Lemma
1.5). For example, in the case of (aij , aji) = (−1,−1), the relation sisjsi = sjsisj is proved
as below. Using the formula w˜(fβk ) = f
w(β)
k (w ∈ W , k ∈ I, β ∈ Q
∨), we obtain
sisjsi = Ad(f
α∨i
i f
α∨i +α
∨
j
j f
α∨j
i )s˜is˜j s˜i, sjsisj = Ad(f
α∨j
j f
α∨i +α
∨
j
i f
α∨i
j )s˜j s˜is˜j .
Therefore the relation sisjsi = sjsisj follows from the Verma identity for (aij, aji) =
(−1,−1). The other relations are proved by the same argument.
This lemma immediately leads to the following theorem.
Theorem 1.11. The mapping si 7→ si (i ∈ I) induces the Weyl group actions on D(A)
(and on D(A(P )) when A is an Ore domain).
This theorem can be regarded as a both q-difference and canonically quantized version
of Theorem 1.1 and Theorem 1.2 of [25].
Definition 1.12. We call the Weyl group actions obtained in Theorem 1.11 the quantum
birational Weyl group actions and denote by w(x) the quantum birational action of w ∈ W
on x.
Remark 1.13. In [8], using the quantum dilogarithm, Hasegawa quantizes certain birational
Weyl group actions of q-difference type proposed by Kajiwara, Noumi, and Yamada [15].
Although the quantum birational Weyl group actions of Hasegawa are different from ours,
they can be also reconstructed by the method of fractional powers (Section 5 of [16]). The
quantum τ -functions for the Hasegawa actions are not discovered at the present time.
1.8 Explicit formulas for the action
The following formulas immediately follow from the definition of si and the quantum bira-
tional Weyl group action (Definition 1.12):
si(β) = β − 〈β, αi〉α
∨
i (β ∈ Q
∨) in the Kac-Moody case, (1.2)
si(q
β) = qsi(β) = qβ−〈β,αi〉α
∨
i (β ∈ Q∨) in the q-difference case, (1.3)
si(τ
µ) = f
〈α∨i ,µ〉
i τ
si(µ) = f
〈α∨i ,µ〉
i τ
µ−〈α∨i ,µ〉αi (µ ∈ P ), (1.4)
si(fi) = fi. (1.5)
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The second last formula follows from τµf
α∨i
i = f
α∨i +〈α
∨
i ,µ〉
i τ
µ and 〈α∨i , si(µ)〉 = −〈α
∨
i , µ〉:
si(τ
µ) = f
α∨i
i τ
si(µ)f
−α∨i
i = f
α∨i
i f
−α∨i +〈α
∨
i ,µ〉
i τ
si(µ) = f
〈α∨i ,µ〉
i τ
si(µ).
In particular, we have si(τi) = fiτ
Λi−αi and si(τj) = τj (i 6= j)..
Remark 1.14. Since fj = sj(τj)τ
−Λj+αj , we have
si(fj) = sisj(τj)si(τ
−Λj+αj ) (i, j ∈ I).
This means that the quantum birational Weyl group action on the dependent variables
fi (i ∈ i) is described by the action on the quantum Laurent τ -monomials τ
µ (µ ∈ P ).
This observation is one of the motivation of introducing the quantum τ -functions. For the
definition of them, see Section 2.1.
We shall write down the explicit formulas of si(fj) for i 6= j as follows.
In the Kac-Moody case, we define the commutator [A,B] by [A,B] = AB − BA and
ad f : U(g)→ U(g) for f ∈ g by
(ad f)(a) = fa− af (a ∈ U(g)).
Then the Serre relations are rewritten in the form (ad fi)
1−aij (fj) = 0 (i 6= j). More
generally, we have
(ad f)k(a) =
k∑
s=0
(−1)s
(
k
s
)
fk−saf s (k ∈ Z≧0).
By induction on |n|, we can obtain
fni fjf
−n
i =
−aij∑
k=0
(
n
k
)
(ad fi)
k(fj)f
−k
i (i 6= j, n ∈ Z).
It immediately follows that
fβi fjf
−β
i =
−aij∑
k=0
(
β
k
)
(ad fi)
k(fj)f
−k
i ∈ A˜
pa (i 6= j, β ∈ Q∨).
In particular, we have
si(fj) = f
α∨i
i fjf
−α∨i
i =
−aij∑
k=0
(
α∨i
k
)
(ad fi)
k(fj)f
−k
i ∈ A˜
pa (i 6= j). (1.6)
This result is a canonically quantized version of the formula (1.9) of [25] specialized by
ψ = ϕj .
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In the q-difference case, we define the q-commutator [A,B]q by [A,B]q = AB−qBA and
ad fi : Uq(g)→ Uq(g) by
(ad fi)(a) = fia− q
−hi
i aq
hi
i fi (a ∈ Uq(g)).
Then the q-Serre relations are also rewritten in the form (ad fi)
1−aij (fj) = 0 (i 6= j). More
generally, we have
(ad fi)
k(fj) = [fi, [· · · , [fi, [fi, fj]qaij
i
]
q
aij+2
i
· · · ]
q
aij+2(k−2)
i
]
q
aij+2(k−1)
i
=
k∑
s=0
(−1)sq
s(k+aij−1)
i
[
k
s
]
qi
fk−si fjf
s
i (k ∈ Z≧0).
By induction on |n|, we can obtain
fni fjf
−n
i =
−aij∑
k=0
q
(k+aij)(n−k)
i
[
n
k
]
qi
(ad fi)
k(fj)f
−k
i (i 6= j, n ∈ Z).
For the derivation of this formula, see also Chapter 7 of [17]. It immediately follows that
si(fj) = f
β
i fjf
−β
i =
−aij∑
k=0
q
(k+aij)(β−k)
i
[
β
k
]
qi
(ad fi)
k(fj)f
−k
i ∈ A˜
pa (i 6= j, β ∈ Q∨).
In particular, we have
si(fj) = f
α∨i
i fjf
−α∨i
i =
−aij∑
k=0
q
(k+aij)(α
∨
i −k)
i
[
α∨i
k
]
qi
(ad fi)
k(fj)f
−k
i ∈ A˜
pa (i 6= j). (1.7)
This result is a both q-difference and canonically quantized version of the formula (1.9) of
[25] specialized by ψ = ϕj.
Thus we obtain the following lemma.
Lemma 1.15. For any β ∈ Q∨ and i, j ∈ I, we have fβi fjf
−β
i ∈ A˜
pa. More precisely,
fβi fjf
−β
i belongs to the subalgebra of A˜
pa generated by {f±1i , fj, β} in the Kac-Moody case
and by {f±1i , fj, q
±β
i } in the q-difference case. In particular, we have si(fj) ∈ A˜
pa.
Example 1.16. Suppose that aij = −1 and di = 1. In the Kac-Moody case, we have
si(fj) = fj + α
∨
i [fi, fj]f
−1
i = (1− α
∨
i )fj + α
∨
i fifjf
−1
i .
In the q-difference case, we have
si(fj) = q
−α∨i fj + [α
∨
i ]q[fi, fj]q−1f
−1
i = [1− α
∨
i ]qfj + [α
∨
i ]qfifjf
−1
i .
This formula shall be used in Example 2.1.
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Remark 1.17. Suppose that A is an Ore domain. It follows from Lemma 1.15 that the
quantum birational Weyl group action preserves D(Apa(P )) and A
pa
(P ). Therefore W acts on
them. This result is an extended version of Theorem 4.3 of [16]. Since the algebra D(Apa(P ))
does not contain the fractional powers fβi , the quantum birational Weyl group action on
D(Apa(P )) is characterized by the explicit formulas written down in this subsection.
Example 1.18. Under the setting of Example 1.7, we have
s1(x) = x, s1(∂) = x
α∨1 ∂x−α
∨
1 = ∂ −
α∨1
x
,
s2(x) = ∂
α∨2 x∂−α
∨
2 = x+ α∨2 ∂
−1, s2(∂) = ∂,
si(α
∨
i ) = −α
∨
i , s1(α
∨
2 ) = s2(α
∨
1 ) = α
∨
1 + α
∨
2 .
These formulas define the action of W = S3 = 〈s1, s2〉 on A
pa
(P ) = C[x, ∂, α
∨
1 , α
∨
2 ](P ). A
non-commutative rational function a ∈ C(x, ∂, α∨1 , α
∨
2 ) is an element of C[x, ∂, α
∨
1 , α
∨
2 ](P ) if
and only if, for any λ ∈ P , there exist some b, s ∈ C[x, ∂, α∨1 , α
∨
2 ] such that a = bs
−1 and s
does not vanish even if 〈α∨i , λ〉’s are substituted into α
∨
i ’s.
2 Quantum τ-functions
2.1 Definition of quantum τ-functions
The Tits cone is defined to be WP+ = {w(µ) | w ∈ W,µ ∈ P+ } ⊂ P . For each ν ∈ WP+,
we define the quantum τ -function τ(ν) by
τ(ν) = w(τ
µ), ν = w(µ), w ∈ W, µ ∈ P+.
Note that w(τµ) depends only on ν = w(µ) owing to the property si(τj) = τj (i 6= j) of the
quantum birational Weyl group action.
Example 2.1. In the q-difference case, if i 6= j, then we have
τ(Λj) = τj , τ(sj(Λj)) = sj(τj) = fj τ
sj(Λj),
τ(sisj(Λj)) = sisj(τj) = f
α∨i
i fjτ
sisj(Λj)f
−α∨i
i = f
α∨i
i fjf
−α∨i −aij
i τ
sisj(Λi)
=
(
−aij∑
k=0
q
(k+aij)(α∨i −k)
i
[
α∨i
k
]
qi
(ad fi)
k(fj)f
−aij−k
i
)
τ sisj(Λi).
Note that the quantum τ -function τ(sisj(Λj)) is a polynomial in fi, fj and a Laurent polyno-
mial in q
α∨i
i . In particular, when aij = −1 and di = 1, we have
τ(sisj(Λj)) = sisj(τj) =
(
q−α
∨
i fjfi + [α
∨
j ]q[fi, fj ]q−1
)
τ sjsi(Λi)
= ([1− α∨i ]qfjfi + [α
∨
i ]qfifj) τ
sjsi(Λi).
The last expression shall be used for the proof of the quantum q-Hirota-Miwa equation in
Section 2.2.
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Example 2.2. Assume that the GCM is of type A3: I = {1, 2, 3}, aii = 2, ai,i+1 = ai+1,i =
−1 (i = 1, 2), aij = 0 (|i−j| ≧ 2), di = 1. Let A be the associative algebra over C generated
by f1, f2, f3 with fundamental relations [f1, f2] = [f2, f3] = 1, [f1, f3] = 0.
We set (i1, i2, . . . , i6) = (1, 2, 3, 1, 2, 1), wk = sik · · · si2si1 ∈ W , and βk := w
−1
k−1(α
∨
ik
) =
si1 · · · sik−1(α
∨
ik
) (k = 1, 2, . . . , 6). We have β1 = α
∨
1 , β2 = α
∨
1 + α
∨
2 , β3 = α
∨
1 + α
∨
2 + α
∨
3 ,
β4 = α
∨
2 , β5 = α
∨
2 + α
∨
3 , and β6 = α
∨
3 .
Then the quantum τ -functions τ(wk(Λ1)) (k = 1, 2, . . . , 6) can be written in the form
τ(wk(Λ1)) = w˜k(Xk)τ
wk(Λ1), where Xk (k = 1, 2, . . . , 6) are calculated as follows:
X1 = f
−β1
1 f
β1+1
1 = f1,
X2 = f
−β2
2 X1f
β2+1
2 =
(
f1 +
β2
f2
)
f2 = f1f2 + β2,
X3 = f
−β3
3 X2f
β3+1
3 =
(
f1
(
f2 +
β3
f3
)
+ β2
)
f3 = f1f2f3 + β3f1 + β2f3,
X4 = f
−β4
1 X3f
β4
1 = f1
(
f2 −
β4
f1
)
f3 + β3f1 + β2f3 = f1f2f3 + β3f1 + (β2 − β4)f3,
X5 = f
−β5
2 X4f
β5
2 =
(
f1 +
β5
f2
)
f2
(
f3 −
β5
f2
)
+ β3
(
f1 +
β5
f2
)
+ (β2 − β4)
(
f3 −
β5
f2
)
= f1f2f3 + (β3 − β5)f1 + (β2 − β4 + β5)f3 + (−β2 + β4 − β5 + β3︸ ︷︷ ︸
cancels out
)β5
f2
,
= f1f2f3 + (β3 − β5)f1 + (β2 − β4 + β5)f3,
X6 = f1f2f3 + β6f1 + (β3 − β6)f3.
Thus the all quantum τ -functions τ(wk(Λ1)) (k = 1, 2, . . . , 6) are polynomials in fi and α
∨
i
(i ∈ I).
2.2 The quantum q-Hirota-Miwa equation
In this subsection, as a supporting evidence for the correctness of the definition of the
quantum τ -functions in the previous subsection, we shall show that the quantum τ -functions
of type A
(1)
n−1 satisfy the quantum q-Hirota-Miwa equation (2.1) in the q-difference case.
Assume that n ≧ 3 and the GCM [aij ]i,j∈I is of type A
(1)
n−1: I = Z/nZ, aii = 2, ai,i±1 =
−1, aij = 0 (j 6= i, i±1), and di = 1. Denote the image of k ∈ Z in I = Z/nZ by k. Assume
that the algebra automorphism of A can be defined by fi 7→ fi+1 for i ∈ I.
We define the coroot lattice Q∨ to be the free Z-module generated by δ∨ and ε∨k (k =
1, 2, . . . , n). We set ε∨k (k ∈ Z) by the quasi-periodicity ε
∨
k+n = ε
∨
k − δ
∨. Define the simple
coroots by α∨k = ε
∨
k − ε
∨
k+1 (k ∈ Z). Then we have α
∨
k+n = α
∨
k and put α
∨
k
= α∨k . Since
α∨0 = δ
∨ + ε∨n − ε
∨
1 , the set {α
∨
k}
n−1
k=0 is linearly independent over Z and
∑n−1
k=0 α
∨
k = δ
∨.
The weight lattice P is given by P = Hom(Q∨,Z). Denote by Λ0, εk (k = 1, 2, . . . , n)
the dual basis of δ∨, ε∨k (k = 1, 2, . . . , n). We set εk (k ∈ Z) by the periodicity εk+n = εk.
We define ̟k (k ∈ Z) by ̟k = ε1 + ε2 + · · · + εk (k ∈ Z≧0) and the quasi-periodicity
̟k+n = ̟k + ̟n. Then Λ0 and ̟k (k = 1, 2, . . . , n) span the weight lattice P . We define
Λk (k ∈ Z) by Λk = Λ0 +̟k. Then Λk+n = Λk +̟n. Since 〈α
∨
k , ̟n〉 = 0 (k ∈ Z), we have
〈α∨k ,Λl〉 = δk,l.
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We define the simple roots αk (k ∈ Z) by αk = −Λk−1 + 2Λk − Λk+1 = εk − εk+1. Then
we have αk+n = αk and 〈α
∨
k , αl〉 = ak,l. Put αk = αk. In this setting, we have
∑n−1
k=0 αk = 0.
Set sk = sk and fk = fk for k ∈ Z. The Weyl group actions onQ
∨ and P are characterized
by the following formulas:
sk(δ
∨) = δ∨, sk(ε
∨
k ) = ε
∨
k+1, sk(ε
∨
k+1) = ε
∨
k , sk(ε
∨
l ) = ε
∨
l (l 6= k, k + 1),
s0(Λ0) = Λ−1 − Λ0 + Λ1 = Λ0 − εn + ε1, sk(Λ0) = Λ0 (k 6= 0),
sk(εk) = εk+1, sk(εk+1) = εk, sk(εl) = εl (l 6= k, k + 1).
We define the τ -variables τk (k ∈ Z) by τk = τ
Λk . Then τk+n = τkτ
̟n. Note that τ̟n
commutes with all qα
∨
k .
Lemma 2.3. For any k ∈ Z, we have
[α∨k+1]qτk sksk+1(τk+1) + [α
∨
k ]qsk+1sk(τk) τk+1 = [α
∨
k + α
∨
k+1]qsk(τk) sk+1(τk+1).
Proof. The definition of the quantum birational Weyl group action immediately leads to
the following formulas:
sk(τk) = fk
τk−1τk+1
τk
, sk+1(τk+1) = fk+1
τkτk+2
τk+1
,
sksk+1(τk+1) = ([1− α
∨
k ]qfk+1fk + [α
∨
k ]qfkfk+1)
τk−1τk+2
τk
,
sk+1sk(τk) =
(
[1− α∨k+1]qfkfk+1 + [α
∨
k+1]qfk+1fk
) τk−1τk+2
τk+1
.
See Example 2.1. Using τkq
α∨
k = qα
∨
k
+1τk, we obtain
[α∨k+1]qτksksk+1(τk+1) = [α
∨
k+1]q ([−α
∨
k ]qfk+1fk + [α
∨
k + 1]qfkfk+1) τk−1τk+2,
[α∨k ]qsk+1sk(τk)τk+1 = [α
∨
k ]q
(
[1− α∨k+1]qfkfk+1 + [α
∨
k+1]qfk+1fk
)
τk−1τk+2.
Add the right-hand sides of the two formulas. Then the fk+1fk-terms cancel out and we get
[α∨k + α
∨
k+1]qfkfk+1τk−1τk+2 = [α
∨
k + α
∨
k+1]qsk(τk)sk+1(τk+1).
The lemma has been proved.
Remark 2.4. In the quantum case, we must be careful to non-commutativity. In the above
lemma, we have the following commutativity and non-commutativity:
1. Although τk and sksk+1(τk+1) does not commute, each of them commutes with [α
∨
k+1]q.
2. Although sk+1sk(τk) and τk+1 does not commute, each of them commutes with [α
∨
k ]q.
3. sk(τk) and sk+1(τk+1) commutes. Although each of them does not commutes with
[α∨k + α
∨
k+1]q, their product sk(τk)sk+1(τk+1) commutes with [α
∨
k + α
∨
k+1]q.
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The extended Weyl group W˜ is defined by the semi-direct product W˜ = W ⋊ 〈π〉 with
defining relations πsk = sk+1π (k ∈ Z). The actions of π on Q
∨ and P are given by
π(δ∨) = δ∨, π(ε∨k ) = ε
∨
k+1, π(Λ0) = Λ1 = Λ0 + ε1, and π(εk) = εk+1. These formulas define
the extended Weyl group action on Q∨ and P which preserves the canonical pairing between
them. Then we have π(α∨k ) = α
∨
k+1, π(̟k) = ̟k+1 − ε1, and π(Λk) = Λk+1.
We define the actions of π on fk and τk by π(fk) = fk+1 and π(τk) = τk+1. Then we
have π(τµ) = τπ(µ) (µ ∈ P ).
We define Tk ∈ W˜ (i ∈ Z) by Tk = sk−1 · · · s2s1πsn−1sn−2 · · · sk (k = 1, 2, . . . , n) and the
periodicity Tk+n = Tk. Then Tk (k ∈ Z) mutually commute and we have
skTks
−1
k = Tk+1, skTk+1s
−1
k = Tk, skTls
−1
k = Tl (l 6= k, k + 1), πTkπ
−1 = Tk+1,
Tk(δ
∨) = δ∨, Tk(ε
∨
l ) = ε
∨
l − δk,lδ
∨, Tk(εl) = εl, Tk(Λ0) = Λ0 + εk.
For m =
∑n
k=1mkεk ∈ L =
⊕n
k=1Zεk, we put T
m =
∏n
k=1 T
mk
k . Then we have T
m(Λk) =
Λk +m.
We define ε∨k (m), α
∨
k (m), and τk(m) for m ∈ L by
ε∨k (m) = T
m(ε∨k ) = ε
∨
k −mkδ
∨, α∨k (m) = T
m(α∨k ) = α
∨
k + (mk+1 −mk)δ
∨,
τk(m) = T
m(τk) = τ(Λk+m).
Here we assume that mk+n = mk for k ∈ Z. Then we have
Λk = Λk−1 + εk, Λk+1 = Λk−1 + εk + εk+1,
sk(Λk) = Λk−1 + εk+1, sk+1sk(Λk+1) = Λk−1 + εk+2,
sk+1(Λk+1) = Λk−1 + εk + εk+2, sksk+1(Λk+1) = Λk−1 + εk+1 + εk+2.
Therefore, applying Tm to the both-hand sides of the formula in Lemma 2.3, we obtain
[α∨k+1(m)]qτk−1(m+ εk)τk−1(m+ εk+1 + εk+2)
+ [α∨k (m)]qτk−1(m+ εk+2)τk−1(m+ εk + εk+1)
= [α∨k (m) + α
∨
k+1(m)]qτk−1(m+ εk+1)τk−1(m+ εk + εk+2).
This equation is rewritten in the following cyclically symmetric form:
[ε∨k+1(m)− ε
∨
k+2(m)]qτk−1(m+ εk)τk−1(m+ εk+1 + εk+2)
+ [ε∨k (m)− ε
∨
k (m)]qτk−1(m+ εk+2)τk−1(m+ εk + εk+1) (2.1)
+ [ε∨k+2(m)− ε
∨
k (m)]qτk−1(m+ εk+1)τk−1(m+ εk + εk+2) = 0.
We call this equation the quantum q-Hirota-Miwa equation. The original (non-quantum)
Hirota-Miwa equation is found in Equation (2.1) of [10] and in Equation (2.6) of [19].
Although the method for the above derivation is same as the one in Section 4.5 of [23], we
must be careful to the non-commutativity mentioned in Remark 2.4.
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2.3 Definition of regularity of the quantum τ-functions
Definition 2.5. For each ν ∈ WP+, the quantum τ -function τ(ν) is said to be regular if
τ(ν) ∈ A
pa, namely, if τ(ν) is a polynomial in {fi, α
∨
i }i∈I for the Kac-Moody case, and if τ(ν)
is a polynomial in {fi, q
±α∨i }i∈I for the q-difference case.
As mentioned in the introduction, the regularity of the classical τ -functions is shown by
Noumi and Yamada in [25]. The rest of this paper is devoted to the proof of the regularity
of the quantum τ -functions.
It is sufficient for the proof of the regularity of the quantum τ -functions for any A
to obtain the regularity for A = U(n−) in the Kac-Moody case and for A = Uq(n−) in
the q-difference case. Therefore, in the following subsections, we set A = U− = U(n−),
Apa = Upa− = U−[β|β ∈ Q
∨], A˜pa = U˜pa− = U−[f
−1
i , β|i ∈ I, β ∈ Q
∨], U = U(g) in the
Kac-Moody case, and A = U− = Uq(n−), A
pa = Upa− = U−[q
β|β ∈ Q∨], A˜pa = U˜pa− =
U−[f
−1
i , q
β|i ∈ I, β ∈ Q∨], U = Uq(g) in the q-difference case. Moreover we assume that
{αi}i∈I is also linearly independent over Z.
2.4 Relation to singular vectors in Verma modules
In the following we fix µ ∈ P+ and assume that wn = sin · · · si2si1 is a reduced expressions
of wn ∈ W for each n = 0, 1, . . . , N . We set βn = w
−1
n−1(α
∨
in
) = si1si2 · · · sin−1(α
∨
in
) for
n = 1, 2, . . . , N .
By the definition of the quantum birational Weyl group action (Definition 1.12), for
n = 0, 1, . . . , N , we have
w˜−1n τ(wn(µ)) = w˜
−1
n Ad(f
α∨in
in
)s˜in · · ·Ad(f
α∨i2
i2
)s˜i2 Ad(f
α∨i1
i1
)s˜ii(τ
µ)
= Ad(f−βnin ) · · ·Ad(f
−β2
i2
) Ad(f−β1i1 )(τ
µ)
= f−βnin · · · f
−β2
i2
f−β1i1 τ
µfβ1i1 f
β2
i2
· · · fβnin
= f−βnin · · · f
−β2
i2
f−β1i1 f
β1+〈β1,µ〉
i1
f
β2+〈β2,µ〉
i2
· · · f
βn+〈βn,µ〉
in
τµ.
Thus we obtain
w˜−1n τ(wn(µ)) = Φ
−1
n Ψnτ
µ,
where Φn and Ψn are given by
Φn = f
β1
i1
fβ2i2 · · · f
βn
in
, Ψn = f
β1+〈β1,µ〉
i1
f
β2+〈β2,µ〉
i2
· · · f
βn+〈βn,µ〉
in
.
This is equivalent to τ(wn(µ)) = w˜n(Φ
−1
n Ψn)τ
wn(µ).
Remark 2.6. In general, for w ∈ W and µ ∈ P+, there exists a unique φw(µ) ∈ A with
τ(w(µ)) = φw(µ)τ
w(µ). In [24], the classical version of φw(µ) is called the τ -cocycle. In the
quantum case, φw(µ) does not commute with τ
µ in general. This is the reason why we does
not deal with φw(µ) but τ(w(µ)).
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Let σ : U− → U− be the anti-algebra involution of U− which sends fi to fi (i ∈ I).
That is, the linear transformation σ reverses the order of products of fi’s in U−. Denote
the unique extension of σ to the anti-algebra involution of U˜− = U−[f
−1
i |i ∈ I] by the same
symbol.
Assume that λ ∈ P . The Verma module M(λ) is defined to be the left U -module
generated by vλ with fundamental relations eivλ = 0 (i ∈ I) , hivλ = 〈α
∨
i , λ〉vλ (i ∈ I) in
the Kac-Moody case and eivλ = 0 (i ∈ I) , q
hivλ = q
〈α∨i ,λ〉vλ (i ∈ I) in the q-difference case.
The vector vλ is called the highest weight vector of M(λ).
For λ ∈ P , the highest weight simple module L(λ) is defined to be the unique simple
quotient of the Verma module M(λ). The highest weight vector uλ of L(λ) is defined to
be the image of vλ ∈ M(λ) in L(λ). The simple module L(λ) is integrable if and only if
λ ∈ P+.
Recall that the Weyl vector ρ ∈ P+ satisfies 〈α
∨
i , ρ〉 = 1 (i ∈ I). Define the shifted action
of the Weyl group on P by w ◦ λ = w(λ+ ρ)− ρ (w ∈ W , λ ∈ P ).
Assume that λ ∈ P+ and w ∈ W . We define Fw,λ ∈ U− by
Fw,λ = f
〈α∨jm ,sml−1 ···sj2sj1◦λ〉+1
jm
· · · f
〈α∨j2
,sj1◦λ〉+1
j2
f
〈α∨j1
,λ〉+1
j1
,
where w = sjm · · · sj2sj1 is a reduced expression of w. Note that Fw,λ is independent on the
choice of the reduced expression of w owing to the Verma identities, and Fw,λvλ is a singular
vector with weight w ◦λ in the Verma module M(λ), which is unique up to scalar multiples.
(For the uniqueness, see 4.4.15 of [13].) For λ ∈ P+, the kernel of the canonical projection
from M(λ) onto L(λ) is generated by {Fsi,λvλ = f
〈α∨i ,λ〉+1
i vλ}i∈I .
Using 〈βk, λ+ ρ〉 = 〈α
∨
ik
, sik−1 · · · si2si1 ◦ (λ)〉+ 1 for k = 0, 1, . . . , N , we obtain
σ(φλ+ρ(Φn)) = Fwn,λ, σ(φλ+ρ(Ψn)) = Fwn,λ+µ.
The quantum τ -function τ(wn(µ)) and the singular vectors Fwn,λvλ ∈ M(λ), Fwn,λ+µvλ+µ ∈
M(λ + µ) are related in this way.
For each i ∈ I, the multiplicative subset of U− generated by the single fi is an Ore
set in U− owing to the Serre and q-Serre relations. Therefore we obtain the localization
U−[f
−1
i ] ⊂ U˜− of U− with respect to it.
For each i ∈ I, we set U−[f
−1
i ]
pa = U−[f
−1
i ][β|β ∈ Q
∨] in the Kac-Moody case and
U−[f
−1
i ]
pa = U−[f
−1
i ][q
β|β ∈ Q∨] in the q-difference case. Then U−[f
−1
i ]
pa is a subalgebra of
U˜pa− .
For each λ ∈ P , the algebra homomorphism φλ : U−[f
−1
i ]
pa → U−[f
−1
i ] is defined to be
the restriction of φλ : U˜
pa
− = A˜
pa → A˜ = U˜− on U−[f
−1
i ]
pa.
Lemma 2.7. For any a ∈ U−[f
−1
i ]
pa, if φλ+ρ(a) ∈ U− for all λ ∈ P+, then a ∈ U
pa
− .
Proof. Let U−[i] be the subalgebra of U− generated by σ((ad fi)
k(fj)) for j ∈ I r {i}
and k = 0, 1, . . . ,−aij . Then U− =
⊕∞
k=0U−[i]f
k
i (Section 38.1 of [17]). Therefore we
have U−[f
−1
i ] =
⊕
k∈Z U−[i]f
k
i . Put U−[i]
pa = U−[i][α
∨
j |j ∈ I] in the Kac-Moody case
and U−[i]
pa = U−[i][q
β|β ∈ Q∨] in the q-difference case. Then we have U−[f
−1
i ]
pa =⊕
k∈ZU−[i]
pafki . Therefore any a ∈ U−[f
−1
i ]
pa is uniquely expressed as a =
∑
k∈Z akf
k
i where
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all ak ∈ U−[i]
pa (k ∈ Z) are zero except for finite number of k. Then φλ(a) =
∑
k∈Z φλ(ak)f
k
i .
Therefore φλ+ρ(a) ∈ U− for all λ ∈ P+ implies ak = 0 for all k < 0. Thus we obtain
a ∈ Upa− .
Lemma 2.8. If Fwn,λ+µ ∈ U−Fwn,λ for all λ ∈ P+ and n = 0, 1, 2, . . . , N , then the quantum
τ -function τ(wn(µ)) is regular for each n = 0, 1, . . . , N .
Proof. The quantum τ -function τ(wn(µ)) is regular if and only if Φ
−1
n Ψn ∈ U
pa
− . Inductively
we assume that 1 ≦ n ≦ N and Φ−1n−1Ψn−1 ∈ U
pa
− . Lemma 1.15 leads to
Φ−1n Ψn = f
−βn
in
Φ−1n−1Ψn−1f
βn+〈βn,µ〉
in
∈ U−[f
−1
in
]pa.
We have σ(φλ+ρ(Φ
−1
n Ψn)) = Fwn,λ+µF
−1
wn,λ
. By Lemma 2.7, if Fwn,λ+µ ∈ U−Fwn,λ for all
λ ∈ P+, then Φ
−1
n Ψn ∈ U
pa
− .
Lemma 2.8 immediately leads to the following proposition.
Proposition 2.9. If Fw,λ+µ ∈ U−Fw,λ for all λ, µ ∈ P+ and w ∈ W , then the all quantum
τ -functions τ(w(µ)) are regular.
In this way, we can reduce the regularity of the quantum τ -functions to the divisibility
(from the right) of Fw,λ+µ by Fw,λ for λ, µ ∈ P+ and w ∈ W .
2.5 Proof of regularity in the Kac-Moody case
In this subsection, we assume that A = U− = U(n−) and shall use the integral weight part
(P -part) of the results of [2] on the BGG category for the Kac-Moody algebra g.
A left g-module M is said to be integrally h-diagonalizable if M =
⊕
ν∈P Mν where
Mν = { v ∈ M | hiv = 〈α
∨
i , ν〉v (i ∈ I) } for ν ∈ P . We call Mν ’s the weight subspaces of
M and ν a weight of M if Mν 6= 0.
Let OP be the category of left g-modules M satisfying the following conditions:
(A) M is integrally h-diagonalizable with finite-dimensional weight spaces;
(B) There exists finitely many weights µ1, . . . , µn ∈ P such that any weight of M belongs
to
⋃n
k=1(µk −Q+).
Then we have the Verma module M(λ) and its simple quotient L(λ) are objects of OP if
λ ∈ P . The simple module L(λ) is integrable if and only if λ ∈ P+.
Define the subset KgP of the weight lattice P by
KgP = W ◦ P+ = W (P+ + ρ)− ρ = {w ◦ λ = w(λ+ ρ)− ρ | w ∈ W,λ ∈ P+ }.
Let OgP be the full subcategory of OP consisting of OP -objects all simple subquotients of
which are isomorphic to L(ν) for some ν ∈ KgP . Then the Verma modules M(w ◦ λ) for
w ∈ W and λ ∈ P+ are objects of O
g
P .
For λ ∈ P+, let Oλ be the full subcategory of O
g
P consisting of O
g
P -objects all simple
subquotients of which are isomorphic to L(w ◦ λ) for some w ∈ W . Then any OgP -object
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decomposes uniquely as a direct sum of Oλ-objects for λ ∈ P+ (the integral part of Theorem
5.7 of [2]). For any OgP -object M , denote by prλ(M) the Oλ-component of M .
For µ, λ ∈ P+, the translation functor T
λ+µ
µ : Oλ → Oλ+µ is defined by T
λ
λ+µ(M) =
prλ+µ(M ⊗ L(µ)) for M ∈ ObOλ. This functor is exact. The following lemma is the
integral part of Theorem 5.13 of [2].
Lemma 2.10. For λ, µ ∈ P+ and w ∈ W , the g-module T
λ+µ
λ (M(w ◦ λ)) is isomorphic to
M(w ◦ (λ+ µ)).
For details of the theory of translation functor for the Kac-Moody Lie algebras, see [2].
(See also Section 2 of [14].)
The following theorem is a canonically quantized version of Theorem 1.3 of [25].
Theorem 2.11. In the Kac-Moody case, the all quantum τ -functions τ(ν) for ν ∈ WP+ are
regular. More precisely they are polynomials in {fi, α
∨
i }i∈I .
Proof. By Proposition 2.9 it is sufficient to show Fw,λ+µ ∈ U−Fw,λ for λ, µ ∈ P+ and
w ∈ W . Fix λ, µ ∈ P+ and w ∈ W . Denote T
λ+µ
λ by T .
Since Fw,λvλ is a singular vector with weight w ◦ λ, we can identify M(w ◦ λ) with
U−Fw,λvλ ⊂ M(λ). We can also identify M(λ + µ) with U−(vλ ⊗ uµ) ⊂ M(λ) ⊗ L(µ), and
M(w ◦ (λ+ µ)) with ⊂ M(λ+ µ).
By the exactness of the translation functor, we can regard T (M(w ◦ λ)) as a submodule
of T (M(λ)). By Lemma 2.10 and the uniqueness (up to scalar multiples) of the non-zero
homomorphism fromM(w◦(λ+µ)) toM(λ+µ), we obtain T (M(w◦λ)) = M(w◦(λ+µ)) =
U−Fw,λ+µ(vλ ⊗ uµ). Therefore
Fw,λ+µ(vλ ⊗ uµ) ∈M(w ◦ (λ+ µ)) = T (M(w ◦ λ)) ⊂M(w ◦ λ)⊗ L(µ).
On the other hand, we can rewrite Fw,λ+µ(vλ ⊗ uµ) in the following form:
Fw,λ+µ(vλ ⊗ uµ) = (Fw,λ+µvλ)⊗ uµ +
∑
k
ak ⊗ uk,
where {uk} is a basis of
⊕
ν 6=µ L(µ)ν and ak’s are some elements ofM(λ). Therefore Fw,λ+µvλ
and ak’s belong to M(w ◦ λ) = U−Fw,λvλ. In particular, Fw,λ+µ ∈ U−Fw,λ.
Remark 2.12. The classical limit of Theorem 2.11 gives another proof of the regularity
of the classical τ -functions (Theorem 1.3 of [25]). In [25], Noumi and Yamada proves the
regularity of the classical τ -functions by using the idea of the Sato theory of soliton equations
[30]. Our method is completely different from it.
2.6 Proof of regularity in the q-difference case
In this subsection, we fix an arbitrary complex number ~ which is not a root of unity. In
order to prove the regularity of the quantum τ -functions in the q-difference case, it is enough
to show the regularity in the case where q is specialized at e~.
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Let U~(g) be the associative algebra over C generated by { ei, fi, q
β | i ∈ I, β ∈ Q∨ } with
the same fundamental relations of Uq(g) specialized at q = e
~. For each λ ∈ P , the Verma
module M~(λ) over U~(g) and its simple quotient L~(λ) are similarly defined as in the case
of Uq(g). The simple module L~(λ) is integrable if and only if λ ∈ P+. For λ ∈ P+ and
w ∈ W , there exists a non-zero U~(g)-homomorphism from M~(w ◦ λ) to M~(λ), which is
injective and unique up to scalar multiples. For the uniqueness, see 4.4.15 of [13]. Although
it deal with the case where q is an indeterminate, its proof holds for q = e~ ∈ C× not a root
of unity (Section 2.4 of [9]). We regard M~(w ◦ λ) as a submodule of M~(λ).
In the following, we assume that λ, µ ∈ P+ and w ∈ W .
Since the analogue of Proposition 2.9 for U~(g) also holds, the regularity of the quantum
τ -functions in the q-difference case specialized at q = e~ can be also obtained by the same
argument as in Section 2.5 if there exists U~(g)-modules T~(λ) and T~(w ◦ λ) satisfying the
following conditions:
(a) T~(λ) is a submodule of M~(λ)⊗ L~(µ) and isomorphic to M~(λ+ µ).
(b) T~(w ◦ λ) is a submodule of M~(w ◦ λ)⊗ L~(µ) and isomorphic to M~(w ◦ (λ+ µ)).
(c) T~(w ◦ λ) is a submodule of T~(λ).
Under the conditions above, replacing T (M(λ)) and T (M(w ◦ λ)) in the proof of Theorem
2.11 with T~(λ) and T~(w◦λ) respectively, we obtain the regularity of the q-difference version
of the quantum τ -function τ(w(µ)) = w(τ
µ) specialized at q = e~.
A left U~(g)-module M is said to be integrally h-diagonalizable if M =
⊕
ν∈P Mν where
the weight subspaces are defined by Mν = { v ∈ M | q
βv = e~〈β,ν〉v (β ∈ Q∨) } for ν ∈ P .
Let O~,P be the category of left U~(g)-modules M satisfying the conditions (A) and (B) in
Section 2.5. Then, for each λ ∈ P , the Verma module M~(λ) over U~(g) and its simple
quotient L~(λ) are objects of O~,P .
Let {gk} and {g
k} be the dual bases of the symmetrizable Kac-Moody algebra g with
respect to the canonical non-degenerate symmetric invariant bilinear form on g. Set Ω =∑
k gk ⊗ g
k. Following Drinfeld [4], using the associator, we can define on OP the structure
of a braided tensor category with braiding e~Ω. (For details, see [4] and [5].) Since ~ is not
a root of unity, the universal R-matrix R for U~(g) is well-defined and the category O~,P is
also a braided tensor category with braiding defined by R.
By Theorem 4.10 of [6], there exists a braided tensor functor F~ : OP → O~,P , which is
the identity functor at the level of P -graded vector spaces and preserves the Verma modules
and the integrable simple modules. In particular, we have
F~(M(λ)) = M~(λ), F~(M(w ◦ λ)) =M~(w ◦ λ), F~(L(µ)) = L~(µ),
F~(M(λ)⊗ L(µ)) =M~(λ)⊗ L~(µ), F~(M(w ◦ λ)⊗ L(µ)) = M~(w ◦ λ)⊗ L~(µ),
F~(M(λ + µ)) = M~(λ+ µ), F~(M(w ◦ (λ+ µ))) = M~(w ◦ (λ+ µ)).
Define the U~(g)-modules T~(λ) and T~(w ◦ λ) by
T~(λ) = F~(T
λ+µ
λ (M(λ))), T~(w ◦ λ) = F~(T
λ+µ
λ (M(w ◦ λ))).
Then the conditions (a), (b), and (c) are satisfied. It concludes the following theorem.
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Theorem 2.13. Also in the q-difference case, the all quantum τ -functions τ(ν) (ν ∈ WP+)
are regular. More precisely they are polynomials in {fi, q
±α∨i }i∈I .
This theorem is not only a canonically quantized version of Theorem 1.3 of [25] but also
its q-difference analogue.
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