Abstract. Monotone operator splitting is a powerful paradigm that facilitates parallel processing for optimization problems where the cost function can be split into two convex functions. We propose a generalized form of monotone operator splitting based on Bregman divergence. We show that an appropriate design of the Bregman divergence leads to faster convergence than conventional splitting algorithms. The proposed Bregman monotone operator splitting (B-MOS) is applied to an application to illustrate its effectiveness. B-MOS was found to significantly improve the convergence rate.
1. Introduction. Mathematical optimization is commonly used in a wide range of applications including image classification, speech recognition, and natural language processing. In recent years, the performance of optimization algorithms has improved drastically through the use of big data and large computing resources. Although we cannot provide a detailed overview of optimization theory because of the breadth of the field, we can provide a rough categorization on the basis of the three perspectives used in [1] .
The first perspective is that of the problem formulation. Different formulations of the problem are often possible and lead to different solution methods. Optimization problems are commonly formulated as a cost minimization subject to a set of constraints. Linearly constrained minimization forms are particularly ubiquitous. Moreover, a dual formulation [2] forms an alternative that makes the optimization problem more tractable. A famous example dual formulation is the Lagrangian dual ascent problem [3] , which is described in Sec. 2.1. For certain optimization problems, the cost function can be formulated as a summation of components. This is the problem formulation used in monotone operator splitting (MOS) e.g., [4, 5] .
The second perspective is that of the solver method. In constructing a solver that applies to the defined problem, its convergence rate is an important factor. If we use a deterministic solution method, possible approaches are first order gradient descent (GD) [7] , accelerated gradient descent (AGD) [8] , and the Newton method and quasi-Newton method [9] . To handle large amounts of data, minibatch based stochastic optimization was introduced [10] . A method to estimate the convergence rate of stochastic optimization was provided in [11] . Recent algorithms, e.g., [12] , [13] , [14] , [15] , [16] , are often combinations of a particular problem form and a particular solver. For example, stochastic dual coordinate ascent (SDCA) [17] applies first order stochastic gradient descent (SGD) to a risk minimization problem [18] , whereas stochastic dual Newton ascent (SDNA) [19] applies second order SGD. If the cost function admits a formulation as a sum of two suitable convex functions, then this naturally leads to MOS approaches, e.g., [4, 5] . The alternating direction method of multipliers (ADMM) [20] is an example of MOS that applies Douglas-Rachford splitting [21] to the Lagrangian dual ascent problem.
The third perspective is how to run the solver effectively over multiple processors.
Recent progress on parallel computing architectures in the context of cloud computing and graphics processing unit (GPU) clusters has resulted in a large research effort towards running solvers in parallel on many processing nodes, usually for big data. Numerous parallel computing methods have been proposed. Pioneering methods include parallelized SGD [22] , [23] , the hogwild! algorithm [24] , elastic averaging SGD [25] , and communication-efficient coordinate ascent (COCOA) [26] , which is a parallelization form of SDCA. The class of MOS based methods is particularly attractive for running over multiple processors as MOS naturally facilitates parallel computation. Many parallel algorithms based on MOS are variants of ADMM [27] , [28] . Although ADMM is effective, its convergence rate is often relatively slow because it is based on Douglas-Rachford splitting. The primal-dual method of multipliers (PDMM) [29] , [30] inherently converges faster as it is based on Peaceman-Rachford splitting [31] .
In this paper, we focus on MOS methods. Several MOS solvers are well known, such as Peaceman-Rachford splitting [31] , Douglas-Rachford splitting [21] , forwardbackward splitting [32] and Davis-Yin three-operator splitting [33] . Their variable update procedures are basically composed of operators such as the resolvent and Cayley operators as summarized in [4, 5] . The convergence rates of MOS solvers generally follow from the contractive property of the aforementioned operators. Penalty terms based on the L 2 norm are included in the variable update cost. This fact indicates that the variables are updated with a pre-determined step-size in a Euclidean metric and its convergence rate corresponds to that of first order GD. This suggests that we may obtain a faster convergence rate with MOS based solvers that correspond to, for example, Newton or accelerated gradient descent (AGD).
Our contribution is a generalization of MOS solvers to using Bregman divergence [34] . We aim at obtaining faster convergence rates in MOS solvers on the basis of a principle that similar to Newton or AGD methods in a conventional context. The Bregman divergence generalizes the Euclidean metric. Although the resolvent operator has been generalized using the Bregman divergence [35] , the generalization of MOS solvers to include an appropriate Bregman divergence design has not been studied thus-far. We show that if the MOS solvers are generalized and the Bregman divergence is designed appropriately, then a faster convergence rate can be obtained. As discussed in the theory of Newton, AGD, and GD [36] , their convergence rate differences are basically due to the eigenvalue range of a second order gradient (Hessian) of a convex cost. The eigenvalues should approach 1 for fast convergence. To manipulate the eigenvalue range, an approximation of the cost by a quadratic function is effective for Bregman divergence design. By means of a convergence rate analysis and numerical experiments, we show how the convergence rates are affected by the design of the Bregman divergence.
In Sec. 2, the theory of the new Bregman MOS (B-MOS) is described in the context of deterministic optimization. After Bregman MOS algorithms are constructed, their convergence rates are predicted. We explain how to design Bregman divergence to achieve fast convergence. In Sec. 3, the B-MOS solver is applied to a constrained minimization problem to illustrate the effectiveness of B-MOS as an example.
THEORY.
In this section, we generalize the conventional monotone operator splitting algorithms to use Bregman divergence. The resulting formulation has additional degrees of freedom that can be optimized to minimize bounds on convergence rate. After defining the problem, we derive the basic algorithms in Sec. 2.2. The optimization of the Bregman divergence for fast convergence is discussed in Sec. 2.3.
We investigate the convergence rates for a set of algorithms in Sec. 2.4.
Problem Definition.
We consider the problem of finding an infimum of a convex closed proper (CCP) function that can be split into two CCP functions as
where w ∈ R m is the latent variable to be optimized and
. A fixed point w * can be found by requiring that the subdifferential of (2.1) includes the zero vector,
where ∂ is the subdifferential operator [37] , and ∈ reflects that its output can be multi-valued. As each G i (w) is a CCP function, ∂G i (w) is maximally monotone [38] .
To show that various relevant problems are of the form (2.1), we provide two examples.
Ex. 1: Constrained minimization problem
Let us suppose the constrained minimization problem is composed of a CCP function F 1 : R m → R ∪ {∞} and a CCP penalty term
where p ∈ R m is the latent variable. It is well known that solving the problem (2.3) is equivalent to solving the following problem [39] :
where µ > 0. By replacing p → w, and setting G 1 (w) = F 1 (w), G 2 (w) = µF 2 (w), the constrained minimization problem (2.4) is of the form (2.1).
Ex. 2: Lagrangian dual ascent problem
For another constrained minimization problem, let us suppose the cost function to be minimized is composed of two CCP functions, F 1 : R p → R ∪ {∞} and F 2 : R q → R ∪ {∞}, and let the variables be linearly constrained as inf p,q
where the variables are p ∈ R p , q ∈ R q and where A ∈ R m×p , B ∈ R m×q , c ∈ R m specify the linear constraint parameters that relate the variables. Given the Lagrangian function L
When the dual problem exists [2] , solving it instead of the primal problem is a natural strategy. The dual problem takes the form:
where λ ∈ R m is a dual variable, T denotes the transposition, and F i : R m → R ∪ {∞} is the convex conjugate (the Legendre transformation for the scalar case) of F i [2] as
By replacing λ → w, and setting G 1 (w) = F 1 (A T w), G 2 (w) = F 2 (B T w) − λ, c , the Lagrangian dual ascent problem, which reformulates (2.7a) into the minimization (2.7b), is of the form (2.1).
Bregman Monotone Operator Splitting (B-MOS).
In this section, we generalize MOS solvers with the aim to obtain faster convergence. MOS methods have been studied as solvers for the problem (2.2) and are summarized well in [4, 5] . In the present paper, we focus on three well-known monotone operator splitting methods: namely Peaceman-Rachford (P-R) splitting [31] , Douglas-Rachford (D-R) splitting [21] , and forward-backward (F-B) splitting [32] .
We generalize the conventional Euclidean distance metric used in MOS methods to the Bregman divergence (B-MOS). The motivation for the generalization is that our Bregman divergence based approach can be used to obtain significantly faster convergence rates than conventional Euclidean distance based solvers. (We will explain how to obtain fast convergence rates on the basis of Bregman divergence in Sec. 2.4. )
The Bregman divergence of a first point w ∈ R m and a second point z ∈ R m [34] is defined as
where D is any continuously differentiable strictly convex function, e.g., [40] , and ∇D denotes the gradient of D. Note that for D(w)= 1 2κ w, w , (κ>0) the Bregman divergence reduces to the Euclidean distance.
Associated with the Bregman divergence, we introduce the D-resolvent operator [35] 
When the Bregman divergence is based on the Euclidean distance, i.e., D(w) = 1 2κ w, w and then ∇D = 1 κ I, ∇D −1 = κI, then the well-known (Euclidean) resolvent operator is obtained because R i = (I + κ∂G i ) −1 , and the metric of C i is then also Euclidean (e.g., [4] ). The properties of the D-resolvent and D-Cayley operator are investigated in more detail in Appendix A.
We first derive Peaceman-Rachford splitting generalized using Bregman divergence (Bregman Peaceman-Rachford splitting) by reformulating the fixed-point condition (2.2): (2.13) where I and −1 are the identity operator and the inverse operator, respectively. Since D is a strictly convex function, ∇D and its inverse ∇D −1 are monotone operators that have a unique relation between input and output vectors. By setting w∈R 1 (z), the fixed point condition (2.13) can be written as
Hence, we obtain the condition for a fixed point
Appendix A shows that the D-Cayley operator C i is nonexpansive under relevant conditions. Hence, the iterative application of (2.14) generates a Cauchy sequence, and the iterations follow Banach-Picard fixed-point iterations, e.g., [41] . The iteration specified by (2.14) can be decomposed into simpler steps by introducing additional auxiliary variables x ∈ R m and y ∈ R m :
where (2.15) corresponds to the Bregman proximal point algorithm, e.g., [42] . This can be seen by first writing
Assuming the minimum exists, then the integral of (2.19) gives
From (2.20), we see that the metric of the cost function is generalized by using the Bregman divergence. By using (2.12a), the variable update using the D-Cayley operator can be obtained with (2.16). However, to show that the update cost is based on the Bregman divergence, we rewrite it with another formulation. By using (2.12b), the update procedure from w ∈ R 1 (z) to x ∈ C 1 (z) can be reformulated as
Assuming that the minimum exists, then the integral of (2.21) gives Bregman Douglas-Rachford splitting, a generalization of Douglas-Rachford splitting, is obtained by introducing the averaging operator (e.g. [4] ) into (2.14):
where α∈(0, 1). (2.23) can be decomposed into (2.15)-(2.17), augmented by
The Bregman Douglas-Rachford splitting algorithm is summarized in Algorithm 2.2.
For another reformulation of (2.2), we derive forward-backward splitting generalized using the Bregman divergence (Bregman forward-backward splitting):
Therefore, the update procedure is given by
The Bregman forward-backward splitting algorithm is summarized in Algorithm 2.3.
In this subsection, several monotone operator splitting algorithms were generalized using the Bregman divergence. To exploit this generalization and make the algorithms converge faster, an appropriate B D (w z t ) must be selected. Preliminary steps for selecting an appropriate metric B D (w z t ) are provided in the next subsection.
2.3. Bregman Divergence Design Using a Quadratic Function. We now introduce the main idea of how to design B D (w z t ) for fast convergence. As explained in Sec. 2.2, the metric of variable space was generalized by using Bregman divergence instead of the Euclidean distance used in the traditional MOS solvers. As is shown in Appendix A and similar to the theory of conventional Newton, AGD, and GD [36] , the convergence rate basically depends on the eigenvalue range of the second order gradient (Hessian) of a convex cost. This property is also applicable to overall MOS solvers because the contractive ratios of D-resolvent and D-Cayley operators vary with the eigenvalue range. Thus, we aim to find methods to control the eigenvalue range through Bregman divergence design.
Although there may be various methods to design B D (w z t ), we will use a general quadratic function and write
Note that M D (z t ) can vary with the input vector z t , allowing us to select the best quadratic metric around z t for each update of the optimization algorithm. To model the eigenvalue range of a convex cost Hessian even if G i is not strictly convex, we characterize it with an upper/lower bound pair that is represented by locally quadratic functions around the present variable z t that satisfies
where M Gi (z t ) and K Gi (z t ) are, respectively, a positive definite matrix and a semipositive definite matrix, i.e.,
is allowed to include zero, G i (z t ) does not need to be strongly convex (e.g. [37] ) but is assumed to be Lipschitz continuous (e.g., [37] ) to have a majorization function of the original cost as in (2.30) . If G i is continuously differentiable, we can make the replacement ∂G i (z t ) = ∇G i (z t ) and M Gi (z t ) = ∇ 2 G i (z t ) + εI, where ε > 0 is used to ensure the Lipschitz smoothness condition. Now, we can model the eigenvalue range of the Hessian when we generalize the cost metric to Bregman divergence. Since convexity of the original cost was modeled using a pair of locally quadratic functions as seen in (2.30) and (2.31), Even if M Gi (z t ) and K Gi (z t ) are apart from an identity matrix, our Bregman divergence in (2.28) will modify it as much as possible. As illustrated in Appendix A, the eigenvalue range of the Hessian can be modeled, by using σ t UB,i in (A.8) and σ t LB,i in (A.9), as
where Λ max and Λ min are the maximum and minimum eigenvalues, respectively. The result of Appendix A shows that the optimal choice is that both σ t max,i and σ t min,i are 1.
In the following, we provide three Bregman divergence design methods. To obtain a scenario where both σ t max,i and σ t min,i approximate 1, we attempt to match M D (z t ) with M Gi (z t ). In addition, since our cost function is composed of two CCP functions as in (2.1), we distinguish two scenarios: i) designing M D (z t ) such that it matches only M G1 (z t ) (case 1) and ii) designing M D (z t ) so as to match both M G1 (z t ) and M G2 (z t ) (case 2).
Newton.
If quadratic assumption as seen in (2.30) and (2.31) is true or a good approximation in practice, the Newton method is an optimal approach for designing a full matrix M D (z t ) so as to match M Gi (z t ):
An advantage of this method is that, at least in principle, a learning rate does not need to be set. Although not discussed here, the usage of quasi-Newton methods such as BFGS [9] to approximate M Gi (z t ) with a gradient of G i falls in the same category.
Accelerated Gradient Descent (AGD).
Although the fastest convergence is expected for the Newton method, the computational cost for calculating M D (z t ) and its inverse may be high. To overcome this problem, accelerated gradient descent (AGD) methods can be used such as AdaGrad [43] , Adam [44] , and RMSProp [45] . In many of these methods, M Gi (z t ) is approximated with a diagonal matrix whose elements vary adaptively. For the case of RMSProp, M D (z t ) is represented by
where L Gi (z t ) is assumed to be a diagonal matrix
where β ∈(0, 1) is a moving average coefficient and Diag(·) generates a diagonal matrix whose diagonal elements are the same in it.
Gradient Descent (GD).
When M Gi (z t ) is approximated as a scaled identical matrix, the Bregman divergence is identical to the Euclidean distance. For this case our generalized approach corresponds to the gradient descent (GD) method [7] with a specific learning step size,
Although its computational cost in each update iteration is be very low, this approach may not be included in the strategy to reduce the dynamic range of eigenvalues in M Gi (z t ). This case corresponds to the usage of the traditional (Euclidean) resolvent and (Euclidean) Cayley operators (e.g. [4] ) and hence conventional MOS solvers.
It is difficult to provide a model of the eigenvalue dynamic range differences for the three methods. It is reasonable to assume that, in general,
Moreover, it is reasonable to assume that σ t UB,i and σ t LB,i will be closest to 1 with the Newton method.
Convergence Rates on B-MOS Algorithms.
In this subsection, the convergence rates of B-MOS algorithms in Sec. 2.2 are derived. Since these algorithms are based on the D-resolvent and D-Cayley operators, B-MOS convergence rates depend strongly on their contractive ratio investigated in Appendix A. As discussed in Appendix A, the CCP function G i is assumed to be Lipschitz continuous as in (A.4) but need not be strongly convex as in (A.5) and the monotone operator ∇D is restricted by the form (A.2) through this subsection.
We first discuss the convergence rate of Bregman Peaceman-Rachford splitting. From Theorem A.2 in Appendix A, we obtain find that the contractive ratio of the Bregman Cayley operator C i is given by
where η t i will approach 0 when the eigenvalues approach 1. For the input/output pairs of Bregman Peaceman-Rachford splitting, z t+1 =C 2 C 1 (z t ), z t =C 2 C 1 (z t−1 ), and the contractive ratio is represented by
By using η max,i = max{η 1 i , . . . , η t i }, the contractive ratio for each iteration can be represented as a constant:
The difference between variable z t and its fixed point z * is represented by
Similarly, we obtain
From (2.41) and (2.42), the following inequality is satisfied as
Thus, the convergence rate on Bregman Peaceman-Rachford splitting satisfies
Next, we discuss the convergence rate of Bregman Douglas-Rachford splitting. From Theorem A.2 in Appendix A, we obtain that the contractive ratio of the D-Cayley operator given by
Thus, the convergence rate on Bregman Douglas-Rachford splitting is bounded by
Finally, we bound the convergence rate of Bregman forward-backward splitting. We have input/output pairs given by
By subtracting these, we obtain
Lipschitz continuous of (I −∇D −1 ∂G 1 ) is represented by
Since R 2 is Lipschitz continuous with
from Theorem A.1, the contractive ratio through the Bregman forward-backward splitting is
By using σ max,FB = max
, the contractive ratio can be represented as a constant:
Thus, the convergence rate on Bregman forward-backward splitting satisfies
The theory of this section can be used to predict the convergence rate of the three B-MOS solvers discussed in Sec. 2.3. The convergence rate will be fast for the Newton and AGD methods because the eigenvalue range is concentrated near 1.
3. APPLICATION EXAMPLE. In this section, B-MOS solver is applied to a cross-entropy minimization problem with L 1 norm regularization as in [46] . We first briefly formulate the problem in Sec. 3.1 and the provide its B-MOS solver implementation in Sec. 3.2. Through numerical experiments in Sec. 3.3, we will illustrate the effectiveness of B-MOS.
Problem Definition.
The problem form is of the constrained minimization as explained in Sec. 2.1. We aim to solve the multi-class classification problem, using the cross-entropy as an error term:
where w = w T 1 , . . . , w T K T , U is the number of data samples, K ≥ 2 is the number of classes to be discriminated, and s k,u ∈ {0, 1} is a one-hot-function that indicates whether a data sample belongs to class k. d k,u (w k ) is obtained through nonlinear transformation using observed data φ u ∈R m and variable to be optimized w k ∈R m as:
F 2 is a regularization term in the form on an L 1 norm:
where µ > 0. The problem to be solved in this section is inf w (F 1 (w) + F 2 (w)).
As a preliminary step towards constructing a B-MOS solver, we provide the first and second order gradients of F 1,k :
3.2. Algorithm Implementation. As a B-MOS solver, Bregman PeacemanRachford splitting is applied to the problem defined in Sec. 3.1. Following the description in Sec. 2.2, the update procedure is
where
As noted in Sec. 2.3, M D k (z t k ) must be designed appropriately to obtain a fast convergence rate (e.g., Newton in (2.34) or AGD in (2.35)). Since the Hessian of the regularization term (L 1 norm) is a zero matrix except at discontinuity points, it is natural to design M D k (z t k ) such that it matches only with the error term (the cross-entropy), case 1 in (2.34) and (2.35) . We now summarize the implementation of M D k (z t k ) for the three methods illustrated in Sec. 2.3:
3. Since the L 1 -norm includes discontinuous points, we will write down the y k -update procedure in (3.11) as
where ∂ y k 1 corresponds to the nonlinearly modified soft-threshold, i.e., its i-th component is calculated as
where χ k,i is the i-th component of χ
k . The update procedures are summarized in Algorithm 3.1. Through the numerical experiments in the next subsection, we will show how the convergence rates change with the design of Bregman divergence and other conventional algorithms.
3.3. Numerical Experiments. We compared convergence rates for B-MOS with that of conventional ADMM [20] for the MNIST data set [47] . This data set is composed of images of K = 10 handwritten digits (U = 60, 000 training and 10,000 evaluation data). Each input image φ u is composed of 784 (= 28 × 28) pixels and a bias for a total dimensionality of m=785.
Four solvers were compared: (i) ADMM [20] Variable update
4:
Dual variable update
However, since our aim is to achieve fast convergence rates, only B-MOS with AGD and Newton are included in our experiments. All variables, such as z 0 k were initialized by drawing from a normal distribution Norm(0, 0.1). The algorithms have adjustable parameters and their values were selected to make the algorithms perform well. The selected values are shown in Table 1 . We evaluated B-MOS with three evaluation measures. To evaluate the convergence rates, we measured the variable error E where z * k is obtained by averaging the optimized results obtained by 10 trials of B-MOS with Newton. In total T =1, 000 iterative updates were computed on a GPU (NVIDIA Tesla K40) and both the variable error and processing time were recorded. In addition the overall cost for the training data set to be minimized was measured as
As a third measure, the classification accuracy for evaluation data sets was also used. Figure 1 shows the relationships between four kinds of methods and three kinds of evaluation measures. These results were drawn separately by the iteration number and the processing time. The experimental results show that B-MOS with Newton had the fastest convergence rates followed by B-MOS with AGD. Since B-MOS with GD is conventional Peaceman-Rachford splitting in this experiment and ADMM essentially follows the performance of Douglas-Rachford splitting [20] , ADMM was the slowest of the discussed algorithms for this task. Although the computational cost per iteration was higher when using B-MOS with Newton or AGD than when using conventional methods, the Newton B-MOS method is also significantly faster according to the processing time results. A major advantage of the new method is that we do not have to set a learning rate.
CONCLUSION.
We considered the use of operator splitting to find the infimum of G(w) = G 1 (w) + G 2 (w), where G 1 and G 2 are convex, closed proper functions. We proposed a generalization of monotone operator splitting (MOS) based on Bregman divergence (B-MOS). The convergence rates of the generalized approach depend on the choice for the Bregman divergence. We found that a fast convergence rate can be achieved by designing the function D that characterizes the Bregman divergence B D (w z) such that the eigenvalues of ∇D −1 G i are near 1. The fastest method introduces principles similar to those used in the Newton method in MOS. A major advantage of the new method is it eliminates the need to carefully set learning rates. The outcomes of our numerical experiments, in which the B-MOS solvers were applied to a constrained optimization problem, revealed that B-MOS solvers can significantly improve the convergence rate in practical optimization problems.
