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This paper deals with systems of polynomial dierential equations, ordinary or with
partial derivatives. The embedding theory is the dierential algebra of Ritt and Kolhin.
We desribe an algorithm, named Rosenfeld{Grobner, whih omputes a representation
for the radial p of the dierential ideal generated by any suh system . The omputed
representation onstitutes a normal simplier for the equivalene relation modulo p (it
permits to test membership in p). It permits also to ompute Taylor expansions of




The following system  (whih has no physial signiane) is a system of three poly-










































u(x; y) = 0:
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The Rosenfeld{Grobner algorithm that we present in this paper omputes a representa-
tion of the radial p of the dierential ideal
z
generated by . This representation tells us
in partiular that the solutions of  (whih turn out to be polynomials) depend on three
arbitrary onstants and permits us to ompute Taylor expansions of these solutions. If we
expand them in the neighborhood of the origin then the arbitrary onstants are u(0; 0),
v(0; 0) and v
x
(0; 0). For u(0; 0) = 5, v(0; 0) = 421 and v
x
(0; 0) =  our algorithm gives
us (omputations are detailed in setion 8)




























































The applied mathematial theory is alled dierential algebra. It was initiated mostly
by Frenh and Amerian researhers at the early twentieth entury (Riquier (1910), Janet
(1920) and (1929) and Ritt (1932)) and really developed by the Amerian teams of Ritt
(1950) and Kolhin (1973). Dierential algebra aims at studying dierential equations
from a purely algebrai point of view. It is muh loser to ordinary ommutative algebra
than to analysis.
The Rosenfeld{Grobner algorithm represents the radial of the dierential ideal gen-
erated by any nite system  of polynomial dierential equations as a nite intersetion
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erential ideal r
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redues to zero a dierential polynomial p if and only if p 2 r
i
.
Therefore, the set of the C's onstitutes a normal simplier for the equivalene relation
modulo p (i.e. an algorithm whih deides membership in p). The simplier is not anon-
ial for the representation may ontain redundant omponents: every dierential prime
ideal whih is minimal over p is minimal over at least one of the regular dierential ideals
produed but the onverse is not true.
Assume the solutions of p depend on nitely many arbitrary onstants. The algorithm
separates the solutions whih do not depend on the same number of arbitrary onstants.
In our introdutory example, only one regular dierential ideal was produed. This proves
that all the solutions of p depend on three arbitrary onstants.
An implementation of this algorithm was realized for the MAPLE V omputer algebra
software. It is embedded in a pakage named diffalg.
z
We make preise in further setions some of the notations and the terminology used in this
introdution
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Used theorems
The Rosenfeld{Grobner algorithm relies mainly on three theorems:
1 a theorem of zeros (Hilbert's Nullstellensatz), whih states that a polynomial p
belongs to the radial of an ideal presented by a basis  if and only if every solution
of  is a solution of p ; we apply this theorem in the algebrai and in the dierential
ase,
2 a lemma of Rosenfeld, whih gives a suÆient ondition so that a system of poly-
nomial dierential equations admits a solution if and only if this same system,
onsidered as a purely algebrai system admits a solution,
3 a lemma of Lazard, whih establishes that eah regular ideal r is radial and that
all its prime omponents have a same parametri set (this property is stronger than
\dening an unmixed algebrai variety").
It utilizes only the operations and the equality test with zero in the base eld of the
equations: we refer to Ritt's redution algorithms, omputations of Grobner bases and
splittings similar to those in the elimination methods of Seidenberg (1956). In partiular,
it does not need any fatorization.
New results
The Rosenfeld{Grobner algorithm was rst desribed by Boulier (1994) and improved
by Boulier et al. (1995). This paper ontains new results.
We give in setion 2 a proof of Lazard's lemma whih is more preise than the one we
gave in Boulier et al. (1995), lemma 2, page 161.
We give an original presentation of the fundamental Rosenfeld's lemma. We present it
as a property of some lass of systems of polynomial dierential equations and inequations
instead of a property of some lass of sets of dierential polynomials.
We give a version of Rosenfeld's lemma more general than the one of Rosenfeld (this
was already proven by Boulier (1997)) and not ontained in Kolhin's version. Briey,
our version only imposes to the ideals to be saturated by the separants of the dierential
polynomials (and no more by the initials). It also only imposes to the set of equations to
be triangular instead of autoredued (but this is anedoti). Sine Lazard's lemma also
holds in suh a situation, we formulate our theorems without onsidering the initials of
dierential polynomials (though we do it in our implementation for eÆieny reasons).
This is an improvement w.r.t. Kolhin's theory.
We prove new results for regular ideals: theorems 4.2 and 6.1. The former permits to
ompute the minimal dierential prime omponents of regular ideals and provides also
informations about these prime ideals without having to ompute them ; the latter gives
us an original presentation of a well known proof about formal power series.
The algorithm presented is muh more eÆient than the one of 1995. It applies for
polynomial dierential equations an analogue of the seond riterion proven by Buh-
berger (1979) for Grobner bases. Our implementation of this riterion was designed after
the method of Gebauer and Moller (1988).
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Comparison with other methods
There is a strong relationship between our algorithm and Seidenberg's work. Anton
Seidenberg (1956) designed elimination algorithms for systems of ODE and PDE in
harateristi zero and non zero. His PDE elimination algorithm in harateristi zero
atually solves the same problem we are solving: deiding membership in the radial
of a nitely generated dierential ideal. He proved (theorem 6, page 51) an analogue of
Rosenfeld's lemma whih is a bit weaker (restrition to orderly rankings on the derivatives
of a single dierential indeterminate) and more tehnial (note Rosenfeld (1959) presents
his lemma as a new version of Seidenberg's theorem). In his theorem 11, page 59 he shows
that, if  is a system whih satises the hypotheses of his theorem 6 then every algebrai
solution of  furnishes a unique dierential solution. He showed later (Seidenberg, 1969)
how dierential solutions an be onverted as formal power series.
There are dierenes between Seidenberg's algorithm and ours. The most important
is the following: the Rosenfeld{Grobner algorithm omputes a representation of radial
dierential ideals whih an be used afterwards for testing membership in the ideal many
times afterwards while Seidenberg's deides if a dierential polynomial p belongs to the
radial of the dierential ideal generated by a nite family  by eliminating suessively
all the dierential indeterminates whih our in the system  = 0; p 6= 0 in order to test
if this system admits solutions (Hilbert's theorem of zeros). The answer of his algorithm
is a boolean.
Another important dierene: Seidenberg's elimination algorithms are restrited to
elimination rankings between dierential indeterminates whih indue very explosive
omputations, while orderly rankings are handled by the Rosenfeld{Grobner algorithm
(this is the ase for instane in our introdutory example).
Ritt (1950) gave a method to deompose the radial of an ordinary dierential ideal
as an intersetion of prime dierential ideals, providing a harateristi set for eah
of these ideals. This deomposition is not the minimal one beause of the redundany
problem (still open). That algorithm is inonvenient beause it is only partially eetive:
it proeeds by fatorization over a tower of algebrai eld extensions of the eld of
oeÆients. To our knowledge, it has not been implemented. It only applies for ODE.
Wu Wen Tsun (1987) designed a variant of Ritt's algorithm for ordinary dierential
equations, with a notion of harateristi set weaker than Ritt's (e.g. a harateristi set
in the sense of Wu may have no solution). Other authors (e.g. Wang (1994)) developed
later Wu's and Seidenberg's ideas. These algorithms only apply for ODE.
Ollivier (1990) and Carra-Ferro (1987) have independently tried to generalize Grobner
bases to systems of ordinary polynomial dierential equations. These dierential Grobner
bases are in general innite, even for ODE systems.
Another denition of dierential Grobner bases was attempted by Manseld (1991).
The algorithm DIFFGBASIS, implemented in MAPLE, utilizes Ritt's algorithm of re-
dution and then always terminates. It handles PDE systems. In general however, it
annot guarantee its output to be a dierential Grobner basis. Note that the member-
ship problem in an arbitrary dierential ideal is undeidable (Gallo et al., 1991), and the
membership problem of a nitely generated dierential ideal is still open.
Bouziane et al. (1996) and Maa^rouf (1996) designed reently a variant of the Rosenfeld{
Grobner algorithm. They started from the algorithm of Kalkbrener (1993) whih ompute
deompositions of radials of ideals in non dierential polynomial algebras. They desribe
Computing representations for radials of nitely generated dierential ideals 5
a method for omputing harateristi sets of prime dierential ideals dierent from our
methods given in Ollivier (1990), Boulier (1994) and Boulier et al. (1995), setion 5, page
164.
Reid et al. (1994) and Reid et al. (1996) developed algorithms for studying systems
of PDE and omputing Taylor expansions of their solutions. These methods are based
more on dierential geometry than on algebra. They do not laim to be as general as the
Rosenfeld{Grobner algorithm.
Organization of the paper
Setions 1 and 2 deal with ommutative algebra. The former ontains preliminaries; in
the latter, we prove Lazard's lemma and show how some omputations an be performed
in dimension zero. Setion 3 ontains dierential algebra preliminaries. In setion 4 we
prove our version of Rosenfeld's lemma and some tehnial results whih will be used for
eÆiently testing the oherene hypothesis of this lemma (in partiular, we show there
our analogue of Buhberger's seond riterion). Setion 5 shows how to represents radi-
al dierential ideals as intersetions of regular dierential ideals. This is the ore of the
Rosenfeld{Grobner algorithm. In the next setion, we show how to ompute anonial
representatives for regular dierential ideals and we state the Rosenfeld{Grobner algo-
rithm as a theorem (theorem 6.4) with an eetive proof. The algorithm is obtained by
translating the proof in any programming language. In setion 7 we explain how alge-
brai solutions of regular dierential ideals an be expanded as formal power series. A
few examples are developed in the last setion.
1. Commutative algebra preliminaries
Let R = K[X ℄ be a polynomial ring where K is a eld and X is an alphabet (possibly
innite) endowed with an ordering R. Let p 2 R nK be a polynomial. The leader of p
is the greatest indeterminate x 2 X w.r.t. R whih appears in p. It is denoted ld p. Let
d = deg(p; x) be the degree of p in x. The initial i
p





of p is the polynomial p=x. The rank of p is the monomial x
d
. It is
denoted rank p. The rank of a set of polynomials is the set of ranks of the elements of
the set.




) denotes the set of the











then q < p if y < x or y = x
and e < d.
Let A = fp
1











g be two nonempty subsets of R n K.










for all i < n, j < n
0
. The set A is said to be less than A
0




















for 1  j  n
0
. Two sets of polynomials suh that none of them is less than the other
one are said to have the same rank.
A subset A of R nK is said to be triangular if the leaders of its elements are pairwise
dierent.
If A  R then (A) denotes the smallest ideal of R ontaining A. If a is an ideal of R
then the radial
p
a of a is the ideal of all the elements of R, a power of whih lies in a.
An ideal equal to its radial is said to be radial. Any radial ideal r of a polynomial
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ring R = K[X ℄ (X nite) is a nite intersetion of prime ideals whih is unique when
minimal.
A omponent (say p
1




is said to be redundant w.r.t. r
if r = p
2
\    \ p
n
. An element p of a ring R is said to be a divisor of zero if p 6= 0 and
there exists in R an element q 6= 0 suh that the produt p q = 0.





S is the ideal of all the polynomials p 2 R suh that there exists a power produt h of




In this setion R = K[X ℄ denotes a polynomial ring over a eld. We only reall some
properties of Grobner bases. The books of Cox et al. (1992) and Beker and Weispfenning
(1991) provide a real presentation.
If B is a Grobner basis of an ideal r of a polynomial ring R = K[X ℄ for an ordering R.




preserves the equivalene relation mod r and we have
1 r = (B),
2 when it is redued, a Grobner basis is a anonial representative of r (it only depends
on the ideal and on the ordering),
3 the ideal r is equal to R if and only if 1 2 B (Beker and Weispfenning, 1991,
orollary 6.16, page 257),





p. This polynomial is a anonial representative of the residue lass of p
modulo r (it only depends on the ideal and the ordering). In partiular, if p 2 r
then p = 0,
Even if X is innite, one an ompute Grobner bases of nitely generated ideals of
K[X ℄. This remark is important sine we are going to ompute Grobner bases of (non
dierential) ideals in dierential polynomial rings. The theoretial justiation is given
by the following lemma.
Lemma 1.1. Let r be an ideal of a ring R and x be transendental over R. If  denotes
the anonial ring homomorphism  : R! R[x℄ then 
 1
(r) = r.
Let A = fp
1
; : : : ; p
n
g and S = fs
1
; : : : ; s
m
g be nite sets of polynomials of R. Let
fz
1
; : : : ; z
m







R by omputing a Grobner basis of the set
fp
1






















, ompute rst B
0





\ R (Beker and Weispfenning, 1991, proposition 6.15, page 257).
2. Lazard's lemma
Lazard's lemma (theorem 2.1) is a result of ommutative algebra, interesting in itself.
It was rst published in (Boulier et al., 1995, lemma 2, page 161) with a proof relying on
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basi arguments. During the Speial Year in Dierential Algebra and Algebrai Geometry
organized in 1995 at the City College of New York by Prof. Hoobler and Sit, a weakness
in the proof was pointed out
y
: there was a laim whih was true but not proven. Morrison
(1995) proved then a generalized version of the lemma whih is presented in Morrison
(1997). Another proof was written later by Shiho and Li (1995). The one we give here
only relies on elementary ommutative algebra (say van der Waerden (1966), hapter 15).
In this sense, it is simpler than the other ones. The knowledge of Morrison's proof helped
us to x ours. Setion 2.2 ontains the argument (Ollivier, 1998) missing in (Boulier
et al., 1995).
Definition 2.1. (regular algebrai systems)
A system A = 0; S 6= 0 of a polynomial ring R is said to be a regular algebrai system
(for an ordering R) if
1 A is triangular,





is alled the regular algebrai ideal dened by the system. The system




= R. It is said to be onsistent otherwise.
Theorem 2.1. (Lazard's lemma)
Let A = 0; S 6= 0 be a onsistent regular algebrai system of a polynomial ring R =
K[X ℄. Denote L the set of the leaders of the elements of A and N = X n L. Then









then dim p = jN j and p \K[N ℄ = (0).


















and whih do not meet S (van der Waerden, 1966, setion 15.6).






dim p = jN j and p \K[N ℄ = (0). This proves the point 2.






. The elements of S
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R = K(N)[L℄ and

A denotes the image of A by the anonial ring homorphism
R !







) is isomorphi to a produt of elds by proposition 2.1. Aording to the



















The rst author would like to thank Prof. Hoobler, Sit and in partiular Prof. Sally Morrison for
many fruitful omments and email ommuniations.
y
If R is a ring then Fr(R) denotes the total ring of frations of R, obtained by making invertible all
the non divisors of zero of R.
z
An element g of a ring R is said to be nilpotent if g 6= 0 and g
n
= 0 for some n 2 N .
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. We denote L the set of leaders of the












2.1. Lazard's lemma in dimension zero









(A) the ideal generated by the image
of (A) in S
 1
A
R (van der Waerden, 1966, setion 15.9) or (Eisenbud, 1995, setion 2).
Lemma 2.1. Let K[x℄ be a polynomial ring in one indeterminate over a eld. Let p 2




(p) is isomorphi to
a produt of algebrai eld extensions of K.
Proof. The ideal s
 1
(p) is generated by the produt of the irreduible simple fators
of p. These fators generate omaximal ideals inK[x℄. The lemma omes from the Chinese
remainders theorem (Eisenbud, 1995, setion 2, exerise page 79). 2
Lemma 2.2. If R
0
is a ring isomorphi to a produt of algebrai eld extensions of K
and x is a new inderminate, p 2 R
0












    K
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(A) is isomorphi to a produt of algebrai eld
extensions of K.
Proof. Apply lemma 2.2 indutively on jAj. 2
2.2. Non leaders form a parametri set
If i and j are two ideals of R then the quotient i
:
j of i by j (van der Waerden, 1966,
setion 15.2) is dened by i
:
j = fp 2 R j 8q 2 j; p q 2 ig

















Proof. Denote D the determinant of the jaobian matrix J of A, whih is the produt
of the elements of S
A
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Assume q 2 i
:
(h). Then there exists some   0 and some m
p









Assume x 2 L. Dierentiating w.r.t. x, multiplying by D and h and applying the fat











J the ofators matrix of J and I the identity matrix. Using the fat that J
~
J =








(h) for eah p 2 A
whene q=x 2 i
:
(h) for any x 2 N . 2










(h) \K[N ℄ = (0).
Proof. If q 2 i
:
(h) \K[N ℄ then for any x 2 L we have q=x = 0. Using lemma 2.3
we see i
:
(h) \ K[N ℄ is stable under the ation of the partial derivations w.r.t. all the
indeterminates. This ideal is therefore either equal to K[N ℄ (in whih ase i
:
(h) = R)
or to (0). 2





then dim q = jN j
and q \K[N ℄ = (0).





but not to the assoiated prime of q. This polynomial exists for q is isolated (van der
Waerden, 1966, setion 15.6). For   0 great enough, h

belongs to all the primary




) = q. Corollary 2.1 implies q\K[N ℄ = (0)
whene dim q  jN j.
Now, denote

R = K(N)[L℄ and denote

A the image of A by the anonial ring homor-
phism  : R!

R. If p is a prime ideal minimal over i then

p = (p) is minimal over the








(van der Waerden, 1966, setion 15.9). The proposition 2.1 implies
that dim

p = 0 whene dim p = jN j. 2





then q is isolated.





admits an imbedded primary omponent q. By proposi-
tion 2.2 we have dim q < jN j whene q \K[N ℄ 6= (0). There exists some polynomial h
(taken in all the isolated omponents of i but not in q) suh that i
:
(h) 6= R. Sine i
:
(h)
ontains an intersetion of imbedded primary omponents of i we have i
:
(h)\K[N ℄ 6= (0).
This ontradits orollary 2.1. 2
Definition 2.2. (assoiated Grobner basis)
Let A = 0; S 6= 0 be a onsistent regular algebrai system of a ring R = K[X ℄.
Denote L the set of the leaders of the elements of A and N = X nL. The redued Grobner




, omputed in the ring K(N)[L℄ for the elimination ordering
given by the ordering over X is alled the Grobner basis assoiated to A = 0; S 6= 0.
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Corollary 2.2. If A = 0; S 6= 0 is a onsistent regular algebrai system of a polyno-
mial ring R = K[X ℄ and x
i




is the leader of some element of A,
2 x
i
is the leader of some element of the Grobner basis assoiated to A = 0; S 6= 0,
3 x
i
is the leader of a harateristi set (for the ordering dened over X) of any





2.3. Computing in dimension zero
Let A = 0; S 6= 0 be a regular algebrai system of a polynomial ring R
0
= K[X ℄ for









the redued Grobner basis of r
0
w.r.t. the elimination
ordering given by R.
Let R
1
= K(N)[L℄ be the polynomial ring obtained by extending the ground eld K












the Grobner basis assoiated to A = 0; S 6= 0. The basis B
1












is injetive and there
is a one{to{one orrespondene between the prime ideals p
1





and the prime ideals q
1
; : : : ; q
m
whih are minimal of r
1
. The q's are dimension





is not a Grobner basis of r
0
, many omputations an be performed
using the latter sine
1 for any p 2 R
0
we have p 2 r
0






2 a polynomial p 2 R
0
is a divisor of zero modulo r
0




3 minimal triangular subsets of B
0






turns out to be muh smaller and faster to ompute than B
0
. It is
sometimes faster to ompute Grobner bases of regular algebrai ideals in dimension
zero in MAPLE than to ompute the Grobner bases in dimension d > 0 using the GB
software of Faugere (whih runs usually one thousand times faster than the MAPLE's
implementation of the Buhberger's algorithm).
3. Dierential algebra preliminaries
The referene book is the one of Kolhin (1973), hapters I{IV. Readers who disover
the theory had probably better however to start with the book of Ritt (1950).
A dierential ring is a ring endowed with nitely many derivations Æ
1
; : : : ; Æ
m
whih








where the a's are nonnegative integers. The sum of the exponents a's is the order of ,
denoted ord . The identity operator has order 0. All other operators are said to be
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. The monoid of derivation operators is
denoted .
If R is a dierential ring and S  R then S denotes the smallest subset of R ontaining









fSg denotes the smallest dierential ring ontaining R
0
and S i.e. R
0
[S℄.
We deal with a dierential polynomial ring R = Kfu
1
; : : : ; u
n
g where K is a dier-
ential eld of harateristi zero. The u's are alled dierential indeterminates and the
u's are alled derivatives. The set of the derivatives is denoted U .
The dierential ring R an be viewed as a non dierential polynomial ring K[U ℄
whose indeterminates are the derivatives of R. The denitions given for non dierential
polynomial rings hold therefore for dierential ones.
If u and u are derivatives of some same dierential indeterminate u, we denote
ld(u; u) the least ommon derivative between u and u. It is equal to lm(; )u.
A ranking R is an ordering over U ompatible with the ation of the derivations
over U (Kolhin, 1973, page 75):
1 Æv > v (for all derivation Æ and v 2 U),
2 v > w ) Æv > Æw (for all derivation Æ and v; w 2 U).
Rankings suh that ord  > ord ) v > w (for all derivations operators ,  and
all dierential indeterminates v; w) are said to be orderly. Rankings suh that v > w )
v > w (for all derivations operators ,  and all dierential indeterminates v; w) are
said to be elimination rankings. Any ranking is a well{ordering (Kolhin, 1973, page 75).
Properties of rankings imply that the separant of a dierential polynomial p 2 R nK
is also the initial of all the proper derivatives of p.
If A  RnK is a set of dierential polynomials and v is any derivative then A
v
denotes
the set of the derivatives of the elements of A whose leaders are less than or equal to v:
A
v
= fp j p 2 A;  2  and ld p  vg:
Aording to this notation, R
v
denotes the ring of the dierential polynomials whose
leaders are less than or equal to v. Therefore
A \ R
v
= fp 2 A j ld p  vg:
Let p 2 R n K and q 2 R be dierential polynomials. Denote rank p = v
d
. The
dierential polynomial q is said to be partially redued w.r.t. p if no proper derivative
of v appears in q; it is said to be redued w.r.t. p if q is partially redued w.r.t. p and
deg(q; v) < d.
A set A  R nK is said to be autoredued if any element of A is redued w.r.t. any
other element of the set.
Definition 3.1. A set A  RnK is said to be dierentially triangular if it is triangular
and if its elements are pairwise partially redued.
Every autoredued set is nite (Kolhin, 1973, page 77). The proof holds also for
dierentially triangular sets. A harateristi set of a set
y
S  R is an autoredued
y
This denition orresponds to Ritt's one (Ritt, 1950, I, 5, page 5) and oinides with Kolhin's when
S is a dierential ideal. Kolhin only dened harateristi sets for ideals (Kolhin, 1973, I 10, page 81
and III, 2, page 124).
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subset of S whih has lowest rank among the autoredued subsets of S. It is also a
minimal (aording to our denition) element in the set of the autoredued subsets of S.
If S  R admits autoredued subsets then S admits a harateristi set.
A dierential ideal of a dierential ring R is an ideal of R stable under derivation. If
A  R then [A℄ = (A) denotes the smallest dierential ideal of R ontaining A. Sine R
has harateristi zero, the radial of a dierential ideal is a dierential ideal. Any radial
dierential ideal r of a dierential polynomial ring R is a nite intersetion of dierential
prime ideals whih is unique when minimal (Kolhin, 1973, III, Theorem 1, page 126)
or (Ritt, 1950, I, Theorem, page 10). The following is a dierential analogue of Hilbert's
theorem of zeros (Seidenberg, 1952, Nullstellensatz, weak form) or (Kolhin, 1973, hapter
IV, setion 2).
Theorem 3.1. (theorem of zeros)
Let R = KfUg be a dierential polynomial ring over a dierential eld of harateristi
zero and r be a dierential ideal of R. A dierential polynomial p vanishes on every
solution of r, in any dierential eld extension of K, if and only if p 2
p
r:
Proof. The impliation from right to left is immediate. The impliation from left to
right: if p =2
p
r then p does not belong to at least one dierential prime ideal p minimal
over
p
r. The anonial ring homorphism whih maps R to the eld of frations of R=p
furnishes a solution of r whih is not a solution of p. 2
Corollary 3.1. A dierential polynomial p vanishes on every solution of a system of














if and only if there exists a produt h of elements of S suh that
hp 2
p
[A℄. Aording to the theorem of zeros, hp 2
p
[A℄ if and only if hp vanishes on
every solution of the system A = 0 i.e. if and only if p vanishes on every solution of the
system A = 0; S 6= 0. 2
The following tehnial lemma is lassial. See Ritt (1950), page 30 for instane. We
are going to use it many times.
Lemma 3.1. Let A be a nite subset of some dierential polynomial ring R. Let q =
s v + r be a dierential polynomial with leader v, suh that deg(q; v) = 1 and v does not
appear in s, r nor any element of A. For any p 2 R, if p 2 (A; q) and v does not appear
























Computing representations for radials of nitely generated dierential ideals 13
and multiply by some power of s to erase denominators. Sine v does not appear in p
and the p
i


























3.1. Ritt's redution algorithms
Ritt's redution algorithms are pseudo{division (Knuth, 1966, vol. 2, page 407) al-
gorithms, extended to dierential algebra. Many suh algorithms exist (Kolhin, 1973,
page 77) (Ritt, 1950, I, 6, page 5) whih may produe dierent results. We x one of
them.
Let q be a dierential polynomial and A be any nite subset of RnK. Denote v = ld q.
Let

A = fp 2 A j rank p  rank qg. We distinguish the Ritt's partial redution (purely
dierential, denoted partial{rem) from Ritt's full redution (denoted full{rem).
Speiation of the partial redution algorithm.
If q = q partial{rem A denotes the partial remainder of q by A then
1 q is partially redued w.r.t. all the elements of A,
2 there exists a power produt h of elements of S

A





The following instrutions provide an algorithm to ompute h and q from q. Build a




). Initially, set h
0
= 1 and q
0
= q and stop at the rst index n
suh that q
n
is partially redued w.r.t. A (then take h = h
n
and q = q
n
). If i is an index
suh that q
i
is not partially redued w.r.t. A then let w be the highest derivative whih
ours in q
i
whih is also a proper derivative of the leader of some p 2 A. If there are
many dierent possibilities for p, take whih one you want. Now, let  be the derivation
operator suh that ld p = w. Take for q
i+1
the pseudo{remainder of q
i
by p. There













Speiation of the full redution algorithm.
If q = q full{rem A denotes the full remainder of q by A then
1 q is redued w.r.t. all the elements of A,
2 there exists a power produt h of elements of H

A





The following instrutions provide an algorithm to ompute h and q from q. Build a




). Initially, set h
0
= 1 and q
0
= q and stop at the rst index n
suh that q
n
is redued w.r.t. A (then take h = h
n
and q = q
n
). If i is an index suh that
q
i
is not redued w.r.t. A then let w be the highest derivative whih ours in q
i
suh
that one of the following onditions holds:
1 w is a proper derivative of the leader of some p 2 A,
2 w is the leader of some p 2 A and deg(q
i
; w)  deg(p; w).
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If the rst ase arises then proeed as for the partial redution algorithm else if the
seond ase arises then take for q
i+1
the pseudo{remainder of q
i
by p There exists then























. In partiular, q full{rem
















4. Regular dierential systems
All the denitions given in this setion are new (e.g. the denitions of \pairs" and
\solved pairs"). We dene the oherene as a property of systems of dierential polyno-
mial equations and inequations (ondition C3 of denition 4.4) instead of the traditional
property of systems of dierential polynomials. This important hange turns out to be
very onvenient and permits us to formulate Rosenfeld's lemma for regular systems in-
stead of oherent autoredued sets. Though this lemma only needs {polynomials to
be dened between elements of dierentially triangular sets, we give a more general def-











have ommon derivatives. If A is a set of dierential polynomials then pairs(A) denotes
the set of all the pairs whih an be formed between any two elements of A.













g be a pair. It may happen that the leader of (say) p
2
is a (non neessarily
proper) derivative of the leader of p
1




g is alled a redution
pair.


















































































If D is a set of pairs then (D) denotes the set of all the {polynomials of its elements.










u and there exist some
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The notation  for {polynomials omes from Rosenfeld's paper
y
. Seidenberg, Rosen-
feld and Kolhin never onsidered redution pairs. Our denition oinides with theirs
in the other ase.
4.1. Solved pairs





g is said to be solved by a dierential system of equations and inequations


















In our algorithm, we shall apply the following riterion to test whether a pair is solved
by a dierential system.








. Let A = 0; S 6= 0 be a
dierential system suh that H
A









is solved by A = 0; S 6= 0.



















)g. Aording to the speiations of Ritt's
algorithms of redution, there exist then h
1





suh that, for some positive
integers 
1











































and the pair is solved by the dierential
system A = 0; S 6= 0. 2
The next lemma is a generalization to a non triangular situation of a lemma already
proven by Seidenberg (1956), inside theorem 6, page 51, Rosenfeld (1959), inside the
lemma page 397 and Kolhin (1973), page 167.













their separants. Let () denote a dierential







































The proof is done by indution on the order of . If the order is zero then the lemma is
satised beause of H2 else, deompose  = Æ where Æ is a mere derivation and denote
 = 
12




g is solved by ().











) there exist some  2 N and a dierential














Consider the dierential polynomial Æ(h

). The seond axiom of rankings implies
that it belongs to (A
Æv




Note the symbol  has a dierent meaning in Kolhin's text: it denotes the set of derivations.





whose rst term is in (A
v













































































(i = 1; 2) have both u < u for leaders. If w = max(u; Æv)
then w < u and the term (4.2) is in (A
w


















. The term (4.3)




















 u  w, for some power produt h
0
of elements


































g is solved by (). 2
4.2. Rosenfeld's lemma
Definition 4.4. (regular dierential systems)
A dierential system A = 0; S 6= 0 of a dierential polynomial ring R is said to be a
regular dierential system (for a ranking R) if
C1 A is dierentially triangular,
C2 S ontains the separants of the elements of A and is partially redued w.r.t. A,
C3 all the pairs fp; p
0
g 2 pairs(A) are solved by A = 0; S 6= 0 (oherene property).




is alled the regular dierential ideal dened by the system.
The following lemma is a generalization of Rosenfeld (1959), lemma, page 397. whih
was already proven by Boulier (1997). The rst version is due to Seidenberg (1956),
theorem 6, page 51. Another version was proven in Kolhin (1973), lemma 5, page 137
but the part of Kolhin's lemma whih is not in Rosenfeld's is not proven algorithmi.
Kolhin's proof onsists in a very nie transnite indution (van der Waerden, 1966,
hapter 9). We apply the idea in the proof of theorem 4.1.
Theorem 4.1. (Rosenfeld's lemma)
If A = 0; S 6= 0 is a regular dierential system of a dierential polynomial ring R




whih is partially redued





Proof. Let A = fp
1
; : : : ; p
n




be a dierential polynomial partially
redued w.r.t. A. Denote F (q) the set of all the formul (f) suh that, for some power
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. In eah formula (f) 2 F (q) appears therefore some (at least
one) proper derivatives of some leaders of elements of A. Denote v(f) the greatest of
them aording to the ranking R. Among all the formul (f) 2 F (q) let us onsider
one suh that v(f) is minimal w.r.t. R. Suh a formula exists for all rankings are well{
orderings. We laim there exists another formula (f
0
) 2 F (q) suh that v(f
0
) < v(f).
This ontradition will prove the lemma.
By lemma 1.1 and the minimality hypothesis, v(f) is the derivative of the leader of at
least one element of A. Let v(f) = u be a proper derivative of the leaders 
1
u; : : : ; 
i
u
of the dierential polynomials p
1
; : : : ; p
i


















(as in lemma 3.1) and multiply by some power s

i












































suh that only derivatives less than v(f) appear in the terms of the sums (4.5) and (4.6).
Sine the elements of S and q are partially redued w.r.t. A, the derivative v(f) only




. Therefore D = 0.
If A is a system of ODE the sum (4.5) is empty and there exists a derivative w < v(f)







Assume A = 0; S 6= 0 is a PDE system. Sine it is regular, ondition C3 of deni-








g are solved. There exists







Corollary 4.1. If A = 0; S 6= 0 is a regular dierential system of a dierential poly-
nomial ring R then






















if and only if
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Let p 2 R be a dierential polynomial. The seond point relies on the two following









the dierential polynomial (p partial{rem A) is partially redued w.r.t. A.
The third point. Let p; q 2 R be dierential polynomials. Denote p = p partial{rem A





















































Theorem 4.2. (lifting of Lazard's lemma)
If A = 0; S 6= 0 is a onsistent regular dierential system of a dierential polynomial
ring R and R
0
 R denotes the ring of the dierential polynomials partially redued
w.r.t. A then





2 there is a bijetion between the minimal dierential prime omponents p
1






and the minimal prime omponents b
1













) ; moreover, if C
i



































. By the orollary













. Let's assume (H1)
that b
1




and seek a ontradition. Let f 2 p
2
\    \ p
n
be a dierential polynomial and g = f partial{rem A. Sine A  p
i
we have g 2 p
i
for every 2  i  n. Sine g 2 R
0
we have g 2 b
2
\    \ b
n









. By the orollary (point 2)

















). Let p 2 p
i
and denote q = p full{rem C
i
.
We have q 2 p
i
. By Lazard's lemma, ldA = ldC
i
thus q 2 R
0







we have q = 0. Therefore C
i













If A = 0; S 6= 0 is a regular dierential system then the set of leaders of the ele-





. All these dierential prime ideals have therefore the same dier-
ential Hilbert's funtion. The omputation of this funtion is then a purely ombinatorial
problem (Kolhin, 1973, hapter II, setion 12).









. Charateristi sets for




an then be omputed using the
method given by Boulier et al. (1995), Theorem 6, page 164.
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4.3. Testing the oherene
Let A = 0; S 6= 0 be a dierential system of R whih satises onditions C1 and C2 of
denition 4.4. If A is dierentially triangular, H
A
 S and (p; p
0
) full{rem A = 0 for all
pairs fp; p
0
g 2 pairs(A) then the dierential system A = 0; S 6= 0 is regular (lemma 4.1).
This riterion is useful for pratial purposes but only gives a suÆient ondition.
Consider the next dierential system A = 0; S
A
6= 0 for any elimination ranking suh





















+1) is a multiple fator of p
3
, it is also a fator














. Therefore A = 0; S
A
6= 0 is
a regular dierential system. However, the {polynomial v
y
























Given a dierential system and a ranking, one may deide whether the system is regular
or not. The deision algorithm is quite expensive and not very useful: the following
example (borrowed from Boulier (1997)) shows that the oherene property is only a
suÆient ondition for Rosenfeld's lemma.
Consider the following system A of Qft; u; v; wg endowed with derivations w.r.t. x



























































































































solved by A = 0; S 6= 0. This dierential system is thus regular and Rosenfeld's lemma
applies.













. It an be proven (Boulier, 1997, lemma 6)

















is not solved by A = 0; S 6= 0. This dierential system is not regular w.r.t. this latter
ranking. However, sine the leaders and the families S
A
are the same for both rankings,
the onlusion of Rosenfeld's lemma still holds.
4.3.1. Buhberger's riteria
Most of the results of this setion are borrowed from Boulier (1997). Buhberger (1979)
established a few riteria whih predit that some S{polynomials (Beker and Weispfen-
ning, 1991, def. 5.46, page 211) are redued to zero without having to atually redue
them. They turn out to be very important in pratie sine most of the CPU time is
spent in S{polynomials redutions. Remark however they do not hange the theoretial
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omplexity of Grobner bases sine this omplexity expresses the size of the Grobner basis
(whih does not depend on the algorithm) in terms of the size of the input system.
Buhberger's rst riterion (Beker and Weispfenning, 1991, lemma 5.66, page 222)
states that if the leading terms of two polynomials p and q are disjoint (i.e. their least





In dierential algebra, we might onjeture that if p and q are two dierential polynomi-
als with leaders u and u respetively and if  and  are disjoint then the {polynomial
(p; q) full{rem fp; qg = 0. This onjeture is false in general but true in the next ase.
Proposition 4.1. (analogue of Buhberger's rst riterion)
If p and q are two dierential polynomials whih are linear, homogeneous, in one
dierential indeterminate, with onstant oeÆients and if (denoting ld p = u and ld q =
u) we have ld(u; u) = u then (p; q) full{rem fp; qg = 0.
Proof. Let R = Kfug be a dierential polynomial ring endowed with a ranking and a
set of derivations fÆ
1






; : : : ; x
m
℄ be a non dierential polynomial
ring.
To eah dierential polynomial f = 
1
u +    + 
s
u whih is linear, homogeneous
and with onstant oeÆients we may assoiate a polynomial f 2

R dened by f =

1
u +    + 
s

















monoid of terms over the alphabet fx
1
; : : : ; x
m
g is endowed with the admissible ordering
(Beker and Weispfenning, 1991, def. 4.59, page 167) given by the ranking.
Let p; q; r 2 R satisfying the hypotheses of the proposition. On one hand, (p; q) =

 1









0 so (p; q) full{rem fp; qg = 0. 2
The following example shows that the onjeture is false if the equations are not
homogeneous: take p = u
x
+ 1 and q = u
y
+ u. The {polynomial (p; q) = u
x
is
redued to 1 by the set fp; qg.
This one shows that the onjeture is false if the oeÆients of the equations are not
onstants: assume the oeÆient  is suh that 
y
= 1 and take p = u
x
+ u and q = u
y
.
The {polynomial (p; q) = u
y
+ u is redued to u by fp; qg.
In proposition 4.2, we prove an analogue of Buhberger's seond riterion. However
we impose restritions on the dierential polynomials whih have no ounterpart in the
Grobner bases theory. This makes the proof of its implementation in the Rosenfeld{
Grobner algorithm more painful than in the non dierential ase.



















is a derivative of 
2
u and (H3) one of the following onditions holds:
1 ld p
i
is not a derivative of ld p
j
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Lemma: if there exist dierential polynomials B, C and D and a power produt h of























g is solved by A = 0; S 6= 0. Proof: by H4 and lemma 4.2 there
exists a derivative v < 
13












. By H5 there exists a
power produt h
0

















max(ldh; v) < 
13




). Beause of H1 we have w < 
13
u.

















by A = 0; S 6= 0. 2
If ld p
i
is not a derivative of ld p
j



































































































































































































































In the general ase, one annot apply our lemma for q
3
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g is solved by A = 0; S 6= 0.


























































































































by the system A = 0; H
A




is a derivative of the leader of p
2




g is solved by the system.
5. Computing a regular deomposition
This setion aims at proving the theorem 5.1 whih onstitutes the ore of the Rosenfeld{
Grobner algorithm. Our implementation of the algorithm an be viewed as a mere trans-
lation in the MAPLE programming language of the eetive proof of this theorem.
Our implementation arries the analogue of Buhberger's seond riterion out. It is a
lifting for the dierential algebra of the version of Buhberger's algorithm by Gebauer
and Moller (1988). The book of Beker and Weispfenning (1991), pages 230{232 furnished
us many important informations on that subjet. It is muh more eÆient than the ones
given by Boulier (1994) or Boulier et al. (1995).





6= 0 is a dierential system of a dierential polynomial ring R then it is






























This deomposition may ontain omponents redundant w.r.t. p. Operations needed are
addition, multipliation, dierentiation and equality test with zero in the base eld of R.
A quadruple G = hA; D; P; Si is a data struture whih ontains a dierential system
being proessed until it is regular. The set A  R ontains equations already proessed.
The set P  R ontains the equations whih are not yet proessed. The set D ontains
pairs whih have to be solved and S  R ontains the inequations.
Initially, P = P
0
, S = S
0
and A = D = ;. If P 6= ; orD 6= ; then the urrent quadruple
is rewritten as nitely many quadruples by a ompletion and splitting proess. If P =
D = ; then an autoredution proess transforms the dierential system A = 0; S 6= 0
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S 6= 0. The autoredution proess








beomes one of the omponents of intersetion 5.1; in the latter, the system is
disarded.
Let G = hA; D; P; Si be a quadruple. We denote P(D) the set of all the dierential




g 2 D with rank p > rank p
0
.






. The solutions of a quadru-
ple G are dened as the solutions of the dierential system F(G) = 0; S 6= 0. A pair
is said to be solved by G if it is solved by the system F(G) = 0; S 6= 0. The following
axioms give the denition of pairs nearly solved by G.
A1 Every pair whih is solved by G is nearly solved by G.





















is nearly solved by G.
We are now ready to state some properties whih will beome loop invariants of our
implementation of the Rosenfeld{Grobner algorithm. Let G = hA; D; P; Si be a quadru-
ple.
I1 The rank of the set A is autoredued.
I2 If fp; p
0


















I3 Every pair fp; p
0
g 2 pairs(A) is nearly solved by G.





I5 If fp; p
0
g 2 D is not a redution pair then (p; p
0
) 2 I(G).
I6 If fp; p
0
g 2 D is a pair then rank p 6= rank p
0
.
5.1. The final autoredution proess
Let G = hA; D; P; Si be a quadruple satisfying the invariants and s.t. D = P = ;.
The dierential system is not neessarily regular. We present here one possible way
to transform it as an equivalent regular dierential system. This proess may show







Let k  0 be an index. If A
k
is not dierentially triangular then let u be the greatest
derivative ouring in some p 2 A
k







. Denoting  = =
0













































24 F. Boulier, D. Lazard, F. Ollivier, M. Petitot
Proposition 5.1. The autoredution proess terminates.
Proof. The sequene of the rewritten derivatives u is stritly dereasing and rankings
are well orderings. 2











Proof. The rst statement is lear. The seond one is due to the fat that, sine

A
is dierentially triangular, the initials and the separants of its elements are partially
redued w.r.t. it, and are thus left inhanged by the nal partial redution. 2
















then some initial i
p
of some element of A
k
has been re-











































































































. If v  ld p, it suÆes
























. Using proposition 5.2 and








































omes from lemma 5.1. The onverse

























. By relations (5.3)

















Lemma 5.2. Assume all the sets A
k













where E = A
k
.
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Proof. The proof is an indution on k. Basis of the indution. Beause of I3, the fat










The general ase. Let k  0 be an index. We assume (indution hypothesis) that
all pairs in pairs(A
k






















6= p and p
2

















































































Expanding the value of (p; p
2




we see there exists a derivative v < 
12











By the fat that the pair fp; p
2




6= 0 (indution hypothesis) and
lemma 5.1 the pair fp; p
2





Proposition 5.5. Every pair in pairs(






Proof. By lemma 5.2 every pair in pairs(

A) is solved by

A = 0; S
k



































be not partially redued w.r.t. A and s = s partial{rem A. There exists a




suh that h s  s (mod (A
v





S and the proposition is proved. 2
By propositions 5.3 and 5.4, if the rank of the set A
k
hanges during the autoredution
proess then the dierential system A = 0; S 6= 0 is proved to be inonsistent and an




S 6= 0 is a regular
dierential system. Indeed







(proposition 5.2) and is partially redued w.r.t.

A (onditionC2 is satised);




S 6= 0. Computing a Grobner basis












S 6= 0 is onsistent (orollary below Rosenfeld's lemma, point 1). If it is







by theorem 4.2 (point 1).
5.2. The ompletion proess
We onsider a quadruple G = hA; D; P; Si satisfying the invariants and suh that
D 6= ; or P 6= ;. Roughly, we pik a new equation q = 0 from these sets, redue it by A
and enlarge A with it (if non zero of ourse). Applying the analogues of Buhberger's
riteria, we do not only try to generate as few pairs as possible but also to remove as
many pairs as possible from D. The method is not optimal. Gebauer and Moller's version
of the Buhberger algorithm is not either.
Pik either a dierential polynomial q
0





g 2 D. In the former
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ase, let P





= D and q = q
0


























i any quadruple satisfying:
A
0












= ffp; qg j p 2 A and ld p has ommon derivatives with ld qg
A pair fp; qg 2 D
0
is not kept in D
1
only if ondition (a) or (b) holds:
(a) p and q are linear homogeneous dierential polynomials in one dierential
indeterminate with onstant oeÆients and lm(; ) = 
(where ld q = u and ld p = u),
(b) there exists a pair fp
0
; qg 2 D
1
suh that the triple hq; p
0
; pi satises the










is not kept in D
2
only if the triple hp; q; p
0
i satises
the hypotheses H1, H2 and H3 of proposition 4.2 and ld(ld p; ld p
0
)




















Proof. It suÆes to show that if p 2 A is suh that ld p is a derivative of ld q then the




. By the hypothesis H2 of proposition 4.2, if fp; qg is
not kept in D
1
, there exists a dierential polynomial p
0
2 A suh that ld(ld p; ld q) = ld p
is a derivative of ld p
0
. This is impossible for p; p
0
2 A and rankA is autoredued. 2









Proof. Assume rank p > rankp
0
. Sine fp; p
0
g is a redution pair we have ld(ld p; ld p
0
) =
ld p. Thus, if the triple hp; q; p
0
i satises the hypothesisH2 of proposition 4.2 then ld p is
a derivative of ld q hene ld(ld p; ld q) = ld p = ld(ld p; ld p
0




Lemma 5.5. If v
d




= fp 2 F(G
0
) j




























j rank p  v
d





. We thus have two ases to onsider.
First ase: P

6= P . More preisely, we assume q = q
0
full{rem A with q
0
2 P and we


















This omes from lemma 5.3, the fat that the elements of A involved in the redution
proess of q
0




 S  S
0
that q 2 A
0




Atually, the lemma is false when p; q are linear homogeneous dierential polynomials, in one
dierential indeterminate u, with onstant oeÆients and when ld q = u. In that ase, the equation p
is lost. However, this does not matter for q := u = 0 makes superuous all other linear homogeneous
dierential polynomials in u alone and with onstant oeÆients.
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Seond ase: P(D
























































g is a redution pair, there exists some derivation




























































































)  v thus, aording to the speiations of Ritt's algorithms of re-




















we have q 2 F
0
v
. Using the laim above,






















) is a orollary of lemma 5.5. Let's prove
the onverse inlusion and rst that q 2 I(G). For this, we onsider three ases:
First ase: q = q
0
full{rem A with q
0
2 P . It is lear for q
0














g is not a redution pair. It omes
from I5 and the fat that A  I(G) and H
A
 S.
















). It omes from the fat that p
0
0
2 I(G) by I2 (applied to G), p
0
2 P(D)  I(G),
A  I(G) and H
A
 S.
Sine q 2 I(G), we have A
0
 I(G). If p 2 P(D
0
) does not belong to P(D) then p
belongs to a redution pair fp; qg 2 D
0
with p 2 A ; thus P(D
0
)  I(G). The lemma
omes now from the fat that P
0
 P and S
0











Proof. This omes from the fat that all the pairs in D
0
whih are not redution pairs




), that I(G)  I(G
0




Proof. Invariant I2 is satised for all redution pairs in D
0
whih are not in D sine
those pairs have the form fp; qg with rankp > rank q and q 2 A
0
. Invariant I2 is satised
for all redution pairs in D
0
whih belong also to D by lemma 5.5. 2
Lemma 5.6. If v is any derivative then every fp; p
0
g 2 pairs(A[fqg) whih is suh that
ld(ld p; ld p
0
) < v is nearly solved by G
0
.
Proof. By indution on v. Basis of the indution: if v is less than or equal to the
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minimum v
0
of ld(ld p; ld p
0
) for all fp; p
0
g 2 pairs(A [ fqg) then the lemma is trivially
satised. In the general ase, let us assume that v > v
0
and (indution hypothesis) that
every fp; p
0
g 2 pairs(A [ fqg) suh that ld(ld p; ld p
0
) < v is nearly solved by G
0
.
First ase: p 6= q and p
0
6= q.
First subase: if fp; p
0





. It is thus nearly solved by G
0
aording to A1.




then either it belongs toD
0
or it does not. In the former
ase, it is nearly solved by G
0
aording to A2. In the latter, the triple hp; q; p
0
i satises
the hypotheses H1 to H3 of proposition 4.2 and ld(ld p; ld p
0
) is a proper derivative
of both ld(ld p; ld q) and ld(ld p
0
; ld q). By the indution hypothesis and A3, the pair
fp; p
0
g is nearly solved by G
0
.












) full{rem A then fp; p
0
g is
solved by the dierential system A [ fqg = 0; S
0
6= 0 (speiations of Ritt's redution
algorithms). By lemma 5.3 and the fat that q 2 A
0
, the pair fp; p
0
g is solved by G
0
. It
is thus nearly solved by G
0
aording to A1.
Seond ase: the pair is formed by q and some p 2 A.




then fp; qg is nearly solved by G
0
aording to A2.
Seond subase: If fp; qg =2 D
0
then either it is solved byG
0
aording to proposition 4.1
or there exists a pair fp
0




suh that the triple hq; p
0
; pi satises the
hypothesesH1 toH3 of proposition 4.2. In this latter ase, ld(ld p; ld q) is a derivative of
ld(ld p; ld p
0
) and, aording to the rst ase onsidered above, the pair fp; p
0
g 2 pairs(A)
is solved by G
0






Proof. This is a onsequene of lemma 5.6 and of the fat that A
0
 A [ fqg. 2
5.3. Splittings
When the ompletion proess enlarges A with a new equation q = 0, the set S is




6= 0. In order not to loose solutions of
the urrent quadruple, we must also onsider its solutions whih anel the initial or the
separant of q. This we do by splitting ases as in Seidenberg's elimination algorithms. The
argument relies on the dierential analogue of Hilbert's theorem of zeros (theorem 3.1).
Lemma 5.7. If A = 0; S 6= 0 is a dierential system and h is a dierential polynomial
then every solution of A = 0; S 6= 0 is a solution of A[ fhg = 0; S 6= 0 or a solution of




















Proof. The orollary omes from lemma 5.7 and the orollary 3.1 of the theorem of
zeros. 2
Let's ome bak to the quadruples G, G
0
and to the dierential polynomial q of se-


































g; S [ fi
q
gi:
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Proof. Using lemma 5.7, every solution of F(G) = 0; S 6= 0 is a solution of F(G) [
fi
q
g = 0; S 6= 0 (denoted 
i
) or a solution of F(G) = 0; S [ fi
q
g 6= 0 and onversely.
Using lemma 5.7 again, every solution of the latter system is a solution of F(G)[fs
q
g =
0; S [ fi
q
g 6= 0 (denoted 
s

















). By proposition 5.6, the system 
0
has the same solutions as the quadruple G
0
.
The proposition follows now from orollary 5.1. 2
Observe that if a dierential polynomial h does not divide zero modulo
p
[℄ then








. This is the ase
for instane if h 2 K (h 6= 0).
5.3.1. The system G
i
satisfies all the invariants
Note: the proofs are simpler variants of the ones given for G
0
in setion 5.2. They rely

















< rank q the same proofs hold for G
s








Lemma 5.8. If v
d




= fp 2 F(G
i
) j





















Proof. We only have to onsider two ases.
First ase: P

6= P . More preisely, we assume q = q
0
full{rem A with q
0
2 P and we

















This omes from the fat that the elements of A involved in the redution proess of q
0
have rank lower than or equal to that of q
0
, the fat that H
A
 S  S
0































































g is a redution pair, there exists some derivation

























































































)  v thus, aording to the speiations of Ritt's algorithms of re-



























) we have q 2 (F
i;v
).
Using the laim above, the lemma is proved. 2
Proposition 5.12. G
i
satises invariants I1, I4 and I6.




Proof. This omes from the fat that I(G)  I(G
i








Proof. Beause of lemma 5.8, all the pairs in D solved by G whih still belong to D

are also solved by G
i
.










g is solved by G
i
.
This pair is solved by the dierential system A [ fqg = 0; S
i
















g is solved by G
i
. 2
5.4. Proof of theorem 5.1














< A then G
0
is said to be less than G.
O2 If A
0
= A and D
0
has fewer elements than D then G
0
is said to be less than G.
O3 Assume A
0
= A and D
0
= D. If there exists a dierential polynomial p 2 P and a
nite set E (possibly empty) of dierential polynomials all less than p suh that
P
0
= P n fpg [ E then G
0
is said to be less than G.
Lemma 5.9. The ordering dened above is artinian (i.e. every stritly dereasing se-
quene of quadruples is nite).
Proof. We assume there exists an innite stritly dereasing sequene (G
n
) of quadru-










i. Sine the ordering on
autoredued sets of dierential polynomials is artinian, (G
n




) of quadruples suh that all A
i




) ontains itself an innite subsequene (G
j
n
) of quadruples suh that all A
j
's have
the same rank and all D
j
have the same number of elements. By an argument of graph
theory (Konig, 1950, Satz 6.6) (i.e. every innite loally nite
y
tree ontains a branh of
innite length) there exists (taken from the P
j
) an innite stritly dereasing sequene
of dierential polynomials. This annot be for rankings are well{orderings. This nal
ontradition proves the lemma. 2
Proof of theorem 5.1. Dierential systems are represented using quadruples. Let
G = hA; D; P; Si be a quadruple of R satisfying the invariant properties I1 up to I6.




i satises them. We assume indutively that the
theorem holds for any quadruple G
0
< G satisfying the invariants. The indution is
transnite (lemma 5.9).
y
A tree is said to be loally nite if only nitely many branhes start from eah of its nodes.
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Assume D and P are empty (basis of the indution). Applying the method desribed in
setion 5.1, one deides whether the dierential system A = 0; S 6= 0 is onsistent or not.



























= D and q = q
0
full{rem
A. In the latter let P

= P , let D


















; Si. The quadruple G

satises the invari-




< G by O2 or O3 the
quadruple G

an be disposed of by indution.
Assume q 6= 0. Let G
0
be any quadruple obtained following setion 5.2. The quadru-
ple G
0
satises the invariants and is less than G aording to O1. It an be disposed of
by indution.










= d q   v s
q

















than G aording to O2 or O3. They satisfy the invariants. They an be disposed of by
indution.
The proof of the theorem is now ompleted by proposition 5.11. 2
5.5. About the implementation
The following pseudo{ode furnishes the method arried out by implementation of the






. Note the rst loop
keeps the pairs whih ould be disarded using the analogue of Buhberger's rst riterion
(proposition 4.1). Let's pseudo{quote Beker and Weispfenning (1991), page 231: if two
or more pairs have the same least ommon derivative of leaders, so that there is a hoie
as to whih one(s) should be deleted, then it is advantageous to try and keep one whih
will be disarded later by the analogue of Buhberger's rst riterion. That way, one














if p; q are linear homogeneous dierential polynomials in one dierential
indeterminate and with onstant oeÆients or if there does not
exist any pair fp
0




suh that the triple hq; p
0
; pi satises










all pairs fp; qg suh that p; q are linear homogeneous dierential
polynomials in one dierential indeterminate and with onstant oeÆients
Let D
2




suh that hp; q; p
0
i does not satisfy
the hypotheses H1, H2 and H3 of proposition 4.2 or ld(ld p; ld p
0
) is equal to
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5.5.1. Avoiding splittings










then there is nod need of splitting on h.
Here is a way to apply this idea: before omputing a deomposition of p w.r.t. to some
desired ranking R rst ompute a deomposition of p w.r.t. another ranking R
0
hosen
heuristially so that the representation involves only few omponents. Afterwards, use
it while omputing the deomposition of p w.r.t. R: eah time the algorithm is about
to split omputations between (say) h = 0 and h 6= 0, test whether h is a divisor of
zero modulo p. If h is proven not to be a divisor of zero, the splitting an be avoided
and the branh h = 0 disarded. The dierential polynomial h 2 p if and only if the
branh h 6= 0 only leads to inonsistent regular dierential systems. Suh branhes an
therefore always be deteted and disarded. If h is proven to be a divisor of zero or if
nothing an be proven then the splitting must be generated.
The method above is partiularly interesting when p an be represented by a unique
regular dierential system C = 0 whih is orthonomi (i.e. all the initials and separants
of C belong to the base eld of R). In that ase (whih turns out to happen quite
often) p = [C℄ is prime. No dierential polynomial an divide zero modulo a prime ideal.
The implementation of the Rosenfeld{Grobner algorithm in the diffalg pakage ap-
plies this improvement.
5.5.2. Reduing the inequations
It is interesting to keep S partially redued w.r.t. A for inequations are usually small
dierential polynomials (for problems whih an be handled): reduing them is not very
CPU expensive and an point out inonsistenies. Note invariant I4must then be hanged
and proofs modied.
5.5.3. Linear equations
If our implementation is given linear dierential polynomials then the analogue of
Buhberger's seond riterion always applies ; moreover, no splittings are generated. In
partiular, if the given system is a set of non dierential polynomials, oded as dier-
ential polynomials linear, homogeneous, in one dierential indeterminate with onstant
oeÆients then this implementation behaves exatly (up to the implementation over-
head) as a good implementation of the Buhberger's algorithm (the one of Gebauer and
Moller (1988)).
6. Computing anonial representatives
Aording to the results of the previous setions any regular dierential ideal may be
presented by a regular dierential system and by its assoiated Grobner basis. This was
the hoie in (Boulier et al., 1995). This representation is not only heavy but also non
anonial for dierent regular dierential systems may dene the same regular dierential
ideal. In this setion, we dene better representatives of regular dierential ideals that
we all harateristi presentations. Theorem 6.3 then shows how to ompute harater-
isti presentations from regular dierential systems. The Rosenfeld{Grobner algorithm
(theorem 6.4) an then be stated.
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6.1. Charateristi presentations
The impliation from left to right in the proof of the following theorem was already
proven in Boulier et al. (1995), lemma 5, page 162.









6= 0 are two regular dierential systems of some



































































<    < q
m
the Grobner bases assoiated to the algebrai regular ideals.




. There exists an index i  n suh that p
i
is not redued















. By the orollary




(1  j < i), the dierential polynomial p
i
is partially redued w.r.t. q
1
; : : : ; q
i 1
. It is also partially redued w.r.t. q
i











is a Grobner basis w.r.t. an elimination ordering dened
by a ranking. By the orollary of Lazard's lemma, p
i









































. Let q = (p partial{rem A
2
). There
exists thus a power produt h of elements of S
2
suh that h p  q modulo [A
2
℄. Aording









thus h p  q modulo this latter ideal. Beause of H2 we







. By the orollary below Lazard's lemma and H1 again q is partially
redued w.r.t. A
1
























. By the orollary (point 2) below Rosenfeld's








In the next denition, the only purpose of onditions C2 and C3 is to ensure the
anoniity property of harateristi presentations.
Definition 6.1. (harateristi presentations)
Let A = 0; S 6= 0 be a onsistent regular dierential system of a dierential polynomial





, omputed in dimension zero.
A dierentially triangular set C = p
1
<    < p
n
is alled a harateristi presentation




if it satises the following onditions:




if and only if (p full{rem C) = 0,






<    < p
0
n
is another set whih satises C1 and C2 and i  n is the


















is not exatly a
harateristi set in the sense of Ritt of the ideal sine it is not autoredued. However,
y
The term ordering used is the elimination one given by the ranking.
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it has the same rank as the harateristi sets of the ideal and it ould easily be made














is not neessarily a harateristi presentation of this
ideal sine it may redue to zero more than the ideal.
Theorem 6.2. (anoniity of harateristi presentations)
If it exists, the harateristi presentation of a regular dierential ideal is a anonial
representative of this ideal (it only depends on the ideal and on the ranking).
Proof. It is an easy onsequene of theorem 6.1, onditions C2 and C3 and the anon-
iity property of redued Grobner bases. 2
Here is an algorithm to extrat a minimal dierential triangular subset C from the
assoiated Grobner basis B of a onsistent regular dierential system A = 0; S 6= 0: for
eah derivative v whih is the leader of some element of A, pik from B a dierential
polynomial with leader v and with minimal degree in v (among the elements of B whose
leader is v).
If C is suh a set of dierential polynomials then C is a triangular subset of B. By
Lazard's lemma, a derivative v is the leader of some element of B if and only if it is
the leader of some element of A. Thus C is a minimal triangular subset of B. Sine A is
dierentially triangular, so is C.
Lemma 6.1. (algorithmi test for ondition C1)
Let A = 0; S 6= 0 be a onsistent regular dierential system of a dierential polynomial
ring R for a ranking R and B be its assoiated Grobner basis.
If C is a minimal dierentially triangular subset of B and no element of H
C
is a




then C satises C1.
Proof. By the hypothesis and the orollary (point 3) below Rosenfeld's lemma, no
element of H
C








, the set C only
redues to zero elements of this dierential ideal.
By the orollary of Lazard's lemma, a derivative v is the leader of some element of C
if and only if it is the leader of some element of B. Thus if p is a non zero dierential
polynomial redued in the sense of Ritt w.r.t. C then p is partially redued w.r.t. A on
one hand; on the other hand, the terms of p are not divisible by the leading terms of the













is redued to zero
by C. 2
Lemma 6.2. Let A = 0; S 6= 0 be a onsistent regular dierential system of a dierential
polynomial ring R for a ranking R, B be its assoiated Grobner basis and C be a minimal
dierentially triangular subset of B.
An element h 2 H
C





(omputed in dimension zero) is dierent from B.
Proof. First note h =2 (B) for h is irreduible by B. Now, the ideal (B) is radial by




are the minimal prime
ideals of (B) whih do not ontain h; a polynomial h is a divisor of zero modulo a radial
Computing representations for radials of nitely generated dierential ideals 35
ideal r if and only if it belongs to some but not all of the prime ideals whih are minimal
over r; redued Grobner bases are anonial representatives of the ideals they generate.
2
Theorem 6.3. (omputing harateristi presentations)
If A = 0; S 6= 0 is a onsistent regular dierential system for a ranking R of a dier-
ential polynomial ring R then it is possible to ompute nitely many regular dierential
ideals given by harateristi presentations C
i



























needed are addition, multipliation and equality test with zero in the base eld of R.









paragraph above lemma 6.1 shows how to extrat minimal dierentially triangular sub-
sets C from B. Lemmas 6.1 and 6.2 show how to test if one of them is a harateristi
presentation of r.
The proof is an indution on the number of prime omponents of (B). If (B) is prime
and C is a minimal dierentially triangular subset of B then no element of H
C
divides





admits no harateristi presentation. Let C be a minimal dier-
entially triangular subset of B and p 2 H
C
























have fewer omponents than r. The latter ideal is a regular dieren-
tial system whene is disposed of by indution. Using theorem 5.1, one an ompute a
representation of r
1
as an intersetion of regular dierential ideals. Moreover, one an
manage to ompute an irredundant intersetion by using the tehnique desribed in
paragraph 5.5.1 2
The method desribed in the proof above is the one applied in the diffalg pakage.
It is not very eÆient. The Lextriangular algorithm of Lazard (1992) (see also Moreno
Maza (1997)) would be muh more eÆient and would even permit us to ompletely
avoid the use of Grobner bases.
6.1.1. An example
Some regular dierential ideals (quite unusual in pratie) have no harateristi pre-
sentation. An example is given by the following triangular set A, for the elimination
ordering x
5
>    > x
1
. The example is purely algebrai but an be easily transformed
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g, whih is not a harateristi









is a divisor of zero modulo r.
Moreover, r ontains no dierentially triangular subset satisfying C1. Let us assume
the existene of suh a set C and seek a ontradition. This set redues b
2
to zero. So




℄ of degree 1 in x
2
(impossible) or a
polynomial p 2 r \ K[x
1
; : : : ; x
4
℄ of degree 1 in x
4






. In this latter




) is a multiple of x
2
and so is a
1
whih is thus a divisor of zero modulo r
(ontradition).
Aording to theorem 6.3, the regular ideal an be deomposed as an intersetion

























































6.2. The main theorem





6= 0 is a dierential system of a dierential polynomial ring R then it
is possible to ompute nitely many regular dierential systems given by harateristi
presentations C
i



























Operations needed are addition, multipliation, dierentiation and equality test with zero
in the base eld of R. This deomposition may ontain omponents redundant w.r.t. p. It
provides a normal simplier for the equivalene relation modulo this ideal i.e.
p 2 p () p full{rem C
i
= 0 (1  i  n):
Proof. The rst laim is proven by theorems 5.1 and 6.3. The property of being a
normal simplier is an immediate onsequene of ondition C1 of denition 6.1. 2
By applying a primary deomposition algorithm over the regular deomposition of p,
one would get a (redundant) dierential prime deomposition of p (see a remark below
theorem 4.2). This algorithm would probably be muh more eÆient than the harater-
isti sets algorithm of Ritt (1950) and would provide the same result.
Remark that deomposition of radial dierential ideals in regular dierential ideals
does not depend on the base eld whereas the deomposition in prime dierential ideals
does.
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The omputed representation of a radial dierential ideal p is not anonial beause of
the regular omponents whih may be redundant w.r.t. p. Moreover, even if r is a regular
dierential ideal whih is not redundant w.r.t. p, there may exist among the minimal
dierential prime omponents of r some dierential ideals redundant w.r.t. p.
Deiding whether a regular dierential ideal is redundant or not w.r.t. a deomposition
of type (6.2) is related to a famous open problem in dierential algebra (Kolhin, 1973,
page 166).
The omputed representation of p is therefore not a anonial simplier for the equiv-
alene relation modulo p. However, being a normal simplier is enough for deiding
whether two given dierential polynomials p and q are equivalent modulo p for p  q if
and only if p  q  0 modulo p.
In the ase of dierential ideals generated by only one dierential polynomial, the
problem of the omputation of the minimal prime deomposition is solved by the Low
Power Theorem (Kolhin, 1973, hapter IV, setion 15), muh studied by Ritt (1950)
and Levi (1945). See also Hubert (1997) for an implementation of this theorem based
on the Rosenfeld{Grobner algorithm and a generalization of it to regular dierential
deompositions.
7. Formal power series solutions of regular dierential ideals
The ontent of this setion is a variant of Seidenberg's results (Seidenberg, 1956, the-
orem 11, page 59) (Seidenberg, 1958, Embedding theorem) and (Seidenberg, 1969). We
give proofs for the sake of ompleteness and beause the hypotheses of Seidenberg's the-
orems are slightly dierent from ours. This setion was also partly inspired by (Peladan-
Germa, 1997).
Let A = 0; S 6= 0 be a dierential system of a dierential polynomial ring R =
Kfu
1








be any algebrai solution of A = 0; S 6= 0, viewed as a non dierential system
of R
0
. The solution 
0




! G where G is
some eld extension of K. Note 
0
maps the elements of S to nonzero elements of G.
We prove rst (proposition 7.1) that 
0





. Then we prove  is uniquely dened (proposition 7.2) and provides the





Let v 2 U be a derivative and let p = v partial{rem A. There exist then a power
produt h of elements of S and a dierential polynomial p 2 R
0
suh that
h v  p (mod [A℄): (7.1)





Lemma 7.1. The map  is well dened (i.e. the denition does not depend on the dif-
ferential polynomials h and p).
Proof. Let h; p be the dierential polynomials dened in ongruene (7.1). Assume
there exists another power produt h
0
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The map  extends to a unique K{algebra homomorphism K[U ℄ ! G that we
denote  also.




then (p) = 0.
Proof. First observe that if p is a proper derivative of some element of A then there
exists a possible partial redution suh that p partial{rem A = 0 ; aording to lemma 7.1
we have (p) = 0.









whene (p) = 0. Moreover, there exists a power produt h of elements of S suh that
h p   p is equal to a linear ombination of proper derivatives of elements of A ; thus
(p) = (p)=(h) = 0. 2
















to zero. Let v 2 U be a derivative and h; p be the dierential polynomials dened in






(h) = (v). 2
If  = (
1




is a multi{index, and  = (
1






































To eah dierential indeterminate u 2 U we an assoiate a formal power series ( is the





















= 0; (i 6= j):
Lemma 7.2. The substitution u! u denes a dierential homomorphism of K{algebra
R! G[[x  ℄℄.
We omit the proof whih is purely omputational.
Proposition 7.3. The n{uple (u
1
; : : : ; u
n





Proof. Using lemma 7.2, for any dierential polynomial p 2 R we have
p(u
1














; : : : ; u
n
) = 0 if and only if (Æ

p) = 0 for eah  2 N
m

















p) = 0 whene p(u
1
; : : : ; u
n
) = 0. 2
A regular dierential ideal may have a formal power series solution for initial onditions
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whih annihilate some elements of S. The simplest example is probably u
2
x
 4u = 0 with
u
x




) = 0 (the solution being u(x) = x
2
).
The formal power series dened here do not belong to G[[x℄℄ but to G[[x  ℄℄. Fixing
the ring of formal power series where we seek solutions would x the expansion point.
Denef and Lipshitz (1984) showed that there does not exist any algorithm whih deides
whether systems of polynomial dierential equations have solutions in a given ring of
formal power series (see however their artile for exat statements).
8. Examples
We detail the resolution of the system presented in the introdution with the help of



















The following instrutions load the pakage and store in R the dierential polynomial
ring Q (x; y)fu; vg endowed with derivations w.r.t. x and y and an orderly ranking over
fu; vg suh that
1 if ord() = ord(') then u > 'v
2 if ord() = ord(') and  > ' for the lexial order x > y then u > 'u (idem for v).
> with ( diffalg ):
> R := differential_ring ( derivations = [x,y℄, ranking = [[u,v℄℄ ):
The Rosenfeld{Grobner algorithm is alled and returns a list (understand \intersetion")
of regular dierential ideals presented by harateristi sets. The ideals are stored in
MAPLE tables. Only the names of the tables (i.e. \regular") get printed. Over this
example, the list only involves one table.
> Sigma := [ u[x℄^2 - 4*u[℄, u[x,y℄*v[y℄ - u[℄ + 1, v[x,x℄ - u[x℄ ℄:
> ideal := Rosenfeld_Groebner ( Sigma, R );
bytes used=1002848, allo=851812, time=1.48
ideal := [regular℄
The following instrution displays the harateristi presentation of the regular ideal
as rewrite rules for Ritt's redution algorithms: let p be a dierential polynomial with
rank v
d








+   + a
0
for some dierential polynomials a's (the
initial of p is a
d
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Looking at the leaders of the dierential polynomials we see that there are only three
derivatives (i.e. u, v and v
x
) whih are not derivatives of the leader of any equation of
the harateristi presentation. The solutions of  depend therefore on three arbitrary
onstants (the symbols starting with undersores denote initial onditions).
> initial_onditions ( ideal [1℄ );
[ Cu; Cv; Cv x℄
The following funtion all omputes two objets from the omputed representation whih
give us formal power series solutions of .
1 a \generi" formal power series solution of  expanded at the origin and up to
order 100 (the series turn out to be a polynomial) ; this is the returned value of the
funtion all,
2 a triangular system of non dierential polynomial equations and inequations over
the initial onditions (this is returned in the output parameter syst).
> generi_series := power_series_solution ([x=0,y=0℄,100,ideal[1℄,'syst');
generi series := [u(x; y) = Cu+ 2
x Cu y Cv y
 1 + Cu






( 128 Cv y Cu
3
+ 384 Cv y Cu
2
  384 Cv y Cu+ 128 Cv y)
64 Cv y Cu
3
  192 Cv y Cu
2
+ 192 Cv y Cu  64 Cv y
 
x y (48 Cu
2
  48 Cu  16 Cu
3
+ 16)







; v(x; y) = Cv+ x Cv x
+ y Cv y+
x
2
Cu y Cv y
 1 + Cu












( 128 Cv y Cu
3
+ 384 Cv y Cu
2
  384 Cv y Cu+ 128 Cv y)
64 Cv y Cu
3
  192 Cv y Cu
2








  48 Cu  16 Cu
3
+ 16)







( 128 Cv y Cu
2
+ 256 Cv y Cu  128 Cv y)
128 Cv y Cu
2










  384 Cu+ 128)
256 Cv y Cu
2
  512 Cv y Cu+ 256 Cv y
℄
> syst;
[  Cv xx+ Cv xx Cu  2 Cu y Cv y = 0;





+ 2 Cu+ 2 Cv y
2
  1 = 0; Cv y 6= 0; Cu y 6= 0;  1 + Cu 6= 0℄
Aording to setion 7, every solution of syst furnishes a unique formal power series
solution of . Aording to Lazard's lemma Cu, Cv and Cv x furnish a family of
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abitrary parameters. Let's take Cu = 5, Cv = 421 and Cv x = . The speialized
system has now only nitely many solutions. Here is one of them, omputed from bottom
up.








2; Cu y =
p
10; Cv y = 2
p
2;
Cu = 5; Cv = 421; Cv x = 
The orresponding solutions of  are obtained by speializing the formal power series of
generi series at algebrai solution.
> subs ( algebrai_solution, generi_series );




























































8.1. Lie symmetries with automati disussion
This example onsists in solving a system of linear partial dierential equations de-
pending on a parameter. By splitting ases, the Rosenfeld{Grobner algorithm atually
disusses the solutions w.r.t. the parameter. The example and a part of its analysis are
borrowed from Reid (1991). It deals with Lie symmetries of dierential equations. See
Olver (1993) and (1995) for the mathematial theory. The following dierential equation
is a variant of the wave equation. The symbol H denotes an arbitrary funtion of u(x; y)

















We are onerned with the Lie symmetries of the equation (E
H
). Indeed, the graph of a
solution of the equation (E
H
) is a set of points (x; y; u) 2 R
3
; a Lie symmetry of this
equation is a transformation (a loal dieomorphism) whih maps the graphs of solutions





























whose ows are the desired symmetries. The set of these vetor elds form a Lie algebra
i.e. a vetor spae endowed with a Lie braket.
With the help of the liesymm pakage of MAPLE, we build a system 
H
of linear
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Derivatives of the parameter H appear in the oeÆients of the linear dierential equa-
tions. We enlarge the system with the two following equations, to express the fat that H






We want to disuss w.r.t. H the struture of the Lie algebra (in partiular, its di-
mension as a vetor spae). For this reason, we onsider 
H
as a system of polynomial






and H and we all
the Rosenfeld{Grobner algorithm with a ranking whih eliminates the V 's. By split-
ting ases, the Rosenfeld{Grobner algorithm disusses the struture of the Lie algebra
w.r.t. H . Four regular systems are generated.
In the paragraphs below, omputations of regular dierential systems and Taylor
expansions of solutions are performed using the diffalg pakage. Outputs are pretty
printed. Taylors expansions are omputed in the neighborhoud of x = 0; y = 0; u = 0.
The symbols starting with a C denote the onstants appearing in these developments




(0; 0; 0); : : :).
8.1.1. First system


























There is no dierential equation in H alone (exept the two ones we have introdued
above). This ase orresponds to the general ase. The solutions of the V 's are
V
1










(x; y; u) = 0:
The allowed transformations are translations in the (x; y) plane (;  denote onstants):
X = x+ ; Y = y + ; U = u:
8.1.2. Seond system









































































This ase orresponds to any funtion H whih satises the third order dierential equa-
tion above. Computing Taylor expansions of solutions we get
V
1
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V
3























(the onstants whih appear in the Taylor expansion of H



















































Remark we nd again (setting CV
3
= 0) the Lie symmetries of setion 8.1.1. Some
other symmetries exist however in this partiular ase. A lass of funtions H whih
satisfy the third order dierential equation above is given by
H(u) = u+ 
where ;  are onstants (atually  = CH
u
and  = CH here sine solutions have been
expanded at the origin). Setting CH
u




























The ows generated by the two rst vetor elds are translations in the (x; y) plane. The







; U + 1 =  (u+ 1):
8.1.3. Third system






















































The solutions of the V 's are
V
1
























































+   




generate the translations we already met
in the general ase. The vetor eld assoiated to CV
2
x























= 1. The vetor eld assoiated to CV
3
u
generates the group of dilatations
U = u. The other symmetries depend on an arbitrary solution (x; y) of the equation
E
H
sine it is linear in this ase (see Olver (1993), page 124):





The fourth system orresponds to the wave equation (H(u) = 0). There are still more









































= 0; H = 0:
Conlusion
We have desribed an algorithm whih omputes a representation of the radial p of
any nitely generated dierential ideal as an intersetion of radial dierential ideals.
The representation separates the minimal dierential prime omponents of p whih do
not have the same dimension. It permits to ompute Taylor expansions of solutions of p
and the Hilbert's polynomials assoiated to its minimal dierential prime omponents.
The algorithm is implemented in MAPLE within a pakage. Its implementation is quite
triky: it applies an analogue of Buhberger's seond riterion, it manages to perform
Grobner bases omputations in dimension zero and is able to reuse a representation of p
for a ranking to simplify the omputation of a representation of p for another ranking.
Quite surprisingly, the algebrai omputations turn out to be muh easier to handle than
one might fear.
In order to prove and present our algorithm, we had to improve some of Kolhin's
theorems. Our results (e.g. Lazard's lemma) do not only apply in dierential algebra but
also for the non dierential ommutative algebra. Remark this phenomenon is not new:
Ritt's harateristi sets theory, rst developed for dierential equations, has beome
later very popular for systems of usual polynomials.
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