Networks of chaotic dynamical systems are present in a wide range of situations, so that the study of their behavior is a very important matter. The synchronization is a relevant feature of that behavior [1] [2] [3] [4] [5] . Moreover, a relevant feature of chaotic dynamical system is its vulnerability or resistance to be controlled, with several ways that the control may be done [6] [7] [8] [9] [10] [11] [12] [13] . So, it is also relevant to study the possibility that network synchronizes in a controlled way. In a previous paper [14] , we considered that the control is made by adding a new node. In fact, if the new node is connected in an appropriate way to the network and if the network has some special properties, the new node can control the network. We considered that the new node is connected in what we called a full-commanded way. In "Full-commanding a network", we recall the results presented in that paper, while in "Examples of full-commanding and another result" we illustrate them by their application to some particular situations that provide us more insight into how a network is more vulnerable or resistant to a full-command, suggesting us a new result.
where n is the number of identical systems connected, f is their free dynamic, − → x (t) = x 1 (t) x 2 (t) . . . x n (t)
. . . f (x n (t)) T , a ii = − n j=1 j� =i a ij and A = a ij . Such a network admits the completely synchronized solution s(t) · − → 1 , with − → 1 = [11...1] T and s(t) such that s(t + 1) = f (s(t)) . In fact, since = 0 is an eigenvalue of the coupling matrix A, corresponding to the eigenvector − → 1 , we have Adding a new identical dynamical system, y, to the network, we want to analyze the possibility that, after a transient period, this new node imposes its iterates to all the others. In a coupling, we obtain that using a one-way connection with a coupling strength greater than 1 − e −h , where h is the Lyapunov exponent of the coupled systems [17] . So, we consider that the new node is one-way connected to all nodes of the network, i.e., we consider the new network where − → x 0 (t) = x 1 (t) x 2 (t) ... x n (t) y(t) T and A 0 = A − ǫI n − → 1 ǫ − → 0 T 0 and we say that the new node y is full-commanding the network A.
(1)
(2)
In order that the new node imposes its free evolution to all the others nodes, it is needed that y(t) · − → 1 , with y(t) such that y(t + 1) = f (y(t)) , be an exponentially stable solution of (2). The following proposition determines conditions for that to happen.
for all the eigenvalues i of the diagonalizable coupling matrix A of the network (1), then the network is full-commanded by a new node y, i.e., − → x 0 (t) = y(t) · − → 1 , with y(t) such that y(t + 1) = f (y(t)), is an exponentially stable solution of (2). If |ǫ − (1 + i )| > e −h for an eigenvalue i , then network (1) is not fullcommanded by a new node.
As proved in [14] this is just the result of applying the following proposition (a variation of similar others [15, 16] ) to network (2), i.e., the result of considering that the matrix A of the following proposition is A 0 . Proposition 2 Considering the dynamical network (1) with A a diagonalizable matrix such that 1 = 0 is an eigenvalue of multiplicity 1, if all the other eigenvalues
All the same, we define full-command-window and full-commandable network, in the following way.
Definition 1
We define full-command-window (FCW) of the network (1) as the open set of values of the commanding coupling strength ǫ ∈ [0, 1] for which the synchronized solution − → x 0 (t) = y(t) · − → 1 is an exponentially stable solution of (1). If FCW = ∅ , we say that network (1) is full-commandable.
Proposition 1 determines that
As we noted in [14] , there are networks that are not full-commandable, for instance the ones that have a diagonalizable coupling matrix A with an eigenvalue such that Im( ) > e −µ or such that its distance to another eigenvalue is greater than 2e −µ . We also presented in that paper the following results that are useful for obtaining the ones we add in this paper. (1) such that A is diagonalizable, all its eigenvalues are real and n is the smallest one, then the network is full-commandable if n > −2e −h and FCW reduces to
Proposition 3 Considering a network
Proposition 4 A completely disconnected network, i.e., a network (1) with a zero matrix A, is full-commandable and its full-command-window is 1 − e −h , 1 ..
We note that for a network satisfying the conditions of any of the these propositions in order to be full-commandable, the smallest commanding coupling constant is ǫ = 1 − e −h , a value that does not depend on the structure of the network, it only depends on the dynamic of the nodes. This value is exactly the same that it is needed in a one-way linear coupling for a dynamical system to command the other one [17] . Further, a completely connected network is as more resistant to a full-command as greater is the network (i.e., as greater is n) and as stronger are the connections between the dynamical systems (i.e., as greater is c).
Examples of full-commanding and another result
Now we consider several examples of networks, not only to illustrate the previous results, but also to get insight into some aspects of the behavior of such a way of commanding a network. In doing so, there is a practical problem related to the fact that when dynamical systems with bounded iteration intervals are connected, some iterations may assume values outside the iteration interval. Instead of restricting the coupling strength ǫ of the new node so that does not happen, we adopt a more permissive strategy: we let that coupling strength assume any value in [0, 1] and when there are iterations that leave the iteration interval, we put them again in the iteration interval in a random way. This way we do not discard any exponentially stable full-commanded solutions due to the boundness of the iteration interval.
We consider networks of four logistic dynamical systems [18] and we start by analyzing the two referred extreme situations: a completely disconnected network and a completely connected one. For the completely connected network, we use three values of the coupling strength, namely c = 0.1 , c = 0.2 and c = 0.27 . In Figs. 1 and 2 , we sketch the network and present the graphs of the iterates
. If the network is fully commanded by the new node, then after a transient period D(t) ≃ 0 , and that is why we just register the iterates after that period, namely for t > 100 . So, we are able to visualize the full-commanded windows that this numerical approach provides, i.e., the values of ǫ for which D(t) ≃ 0 . As determined by Proposition 4, the completely disconnected network is full-commandable and the smallest coupling strength that is required to the new node is ǫ = 0.5 . In fact, since the Lyapunov exponent of the logistic map is h = ln 2 , that value is 1 − e −h = 0.5 . This is also its value for Fig. 1 Iterates D(t) for a completely disconnected network as a function of ǫ the completely connected network, as Proposition 5 states, but this other network is only full-commandable if c < 2e −h n , i.e., if c < 0.25 . That is why, in Fig. 2 , the full-command-window disappears for c = 0.27 . For c = 0.1 and c = 0.2 , the full-commandwindows are ]0.5, 1] and ]0.5, 0.7[, respectively, as determined by Proposition 5. Now, we consider two other networks with four nodes, neither as disconnected as a completely disconnected one nor as connected as a completely connected one, namely a network "in line" and a network "in star", corresponding to the sketches shown in Figs. 3   and 4 and, respectively, to the coupling matrixes [16] ). They have both three connections, but the way they are done determines a different resistance to a full-command. To highlight this, we considered for both of the networks the same three values of the coupling strength c that we used for the completely connected network, namely c = 0.1 , These examples show that for networks with the same number of nodes, the same value of the coupling strength and the same number of connections, the resistance to a full-command depends on the way those connections are made, namely a network "in star" is more resistant to a full command than a network "in line". Further, the similarity between the results of Figs. 2 and 4 suggests that a network connected "in star" seems to be as resistant to a full command as a completely connected network where there are many more connections. This is in fact true and results from the following proposition.
Proposition 6 A network "in star" i.e., a network that has a node connected to all the other nodes, corresponding to a coupling matrix
Proof A S has as eigenvalue = −nc , since
Conclusions
A network of linearly connected identical chaotic dynamical systems may be fullcommanded by a new identical node if its coupling matrix satisfies some conditions. Namely, if the coupling matrix is a diagonalizable matrix with real eigenvalues the full-commandability is determined just by its smallest eigenvalue and by the Lyapunov exponent of the dynamical systems. In that case, the smallest value of the coupling strength ǫ that determines the full-command only depends on the Lyapunov exponent of the dynamical systems. While a completely disconnected network is always fullcommandable, a completely connected one is as more difficult to command, as larger is the network (larger n) and as stronger are the connections between nodes (larger c).
Even if a network has the same number of connections between nodes with the same coupling strength, a network "in line" is more vulnerable to a full-command than a network "in star". In fact, a network "in star" is as resistant to a full-command as a completely connected one.
