ABSTRACT Photo privacy protection has recently received increasing attention from the public. However, the overprotection of photo privacy by hiding too much visual information can make photos meaningless. To avoid this, visual information with different degrees of privacy sensitivity can be filtered out using various image-processing techniques. Objects in a photo usually contain visual information that can potentially reveal private information; this potential depends on both the visual saliency of the objects and on the specific categories to which the objects belong. In this paper, we aim to quantitatively evaluate the influence of visual saliency information on privacy and objectively evaluate the levels of visual privacy that objects contain. Meeting this objective faces two challenges: 1) determining a method of effectively detecting generic objects in a photo for the extraction of saliency information and 2) determining a scientific method for assessing the visual private information contained in objects. To cope with these challenges, we first propose a hierarchical saliency detection method that combines a patch-based saliency detection strategy with an objectness estimation strategy to effectively locate salient objects and obtain the saliency information of each object. The proposed method results in a small set of class-independent locations with high quality and a mean average best overlap score of 0.627 at 1150 locations, which is superior to the score of other saliency detection methods. Second, we build a computational privacy assessment system to scientifically calculate and rank the privacy risks of objects in a photo by creating an improved risk matrix and using the Borda count method. The proposed computational privacy assessment method matches human evaluations to a relatively high degree.
I. INTRODUCTION
The advent of intelligent devices and the broad-range use of computer vision technology have provided convenience to our lives. However, these technological developments have generated several social problems, such as privacy concerns and infringement issues. With the advancement of social networking sites (SNSs), photo sharing services have gradually become popular. Users prefer to upload and share their daily self-portraits and travel photos to SNSs, including Facebook, WeChat, Weibo, Google+ and Twitter, which have large user bases.
Because of the openness of the internet and the immediacy of information sharing, the photos uploaded on SNSs are viewed not only by their expected viewers but also by unwanted users who can reproduce the photos. Embarrassing or inappropriate photos can be widely distributed because of the carelessness of senders. In certain cases, users might not be concerned about privacy or could be unaware of the implications of their actions. These users disclose private information without hesitation and are oblivious to the true visibility of the uploaded content [1] . SNSs have radically transformed the online behavior and activities of users. Unfortunately, events in which private photos have leaked from a prominent photo sharing site [2] have occurred, and privacy issues have caught the attention of both the research community and data protection agencies [3] . Despite these privacy threats, whether the usage of photo sharing services will diminish in the near future remains unclear.
Thus, privacy concerns will definitely draw more widespread attention.
The balance between preserving useful visual information in a photo and eliminating privacy threats has attracted increasing research attention. Ilia et al. [1] changed the granularity of access control from the level of the photo to that of a user's personally identifiable information, and they employed facial recognition to automatically identify the users depicted within a photo, which had the restricted faces blurred out. Thomaz et al. [4] provided a privacysaliency matrix framework to quantitatively assess the effectiveness of the four automated techniques for reducing the privacy-infringing content of images while still maintaining evidence of the eating behavior. Yu et al. [5] introduced a privacy-protected system that adaptively protects a subject's privacy according to their privacy policy for each viewer, and they used various abstraction operators to control the disclosure of the subjects' visual information. However, the above methods merely focused on specific privacy information, such as face information and eating behavior in a photo. Zezschwitz et al. [6] considered the problem based on image content expression, and they used specific methods to obfuscate photos in a way that does not negatively influence the users' identification ability while improving the user's privacy. Nevertheless, their approach assumed that device owners have no difficulty in recognizing photos. Ra et al. [7] created a privacy-preserving photo-encoding algorithm based on image data information, and it used a selective encryption that extracts and encrypts a small but significant component of the photo while preserving the remainder in a public standards-compatible component.
Privacy is the ability of an individual or group to seclude themselves (or information about themselves) and thereby express themselves selectively [8] . The boundaries and content of what is considered private differ among cultures and individuals, but share common themes. When something is private to a person, it usually means that something is inherently special or sensitive to him/her [8] . Objects are independent items with well-defined closed boundaries and centers, such as cows, cars and telephones, as opposed to amorphous background entities, such as sky, grass and road [9] . Within the range of human cognition, objects may be privacy sensitive, because they usually contain considerable visual information with the potential to disclose private information.
To the best of our knowledge, some existing works focus on quantitatively evaluating the visual privacy of objects in a photo. In previous studies, Nakashima et all [10] mainly discussed the influence of various image-processing techniques on visual privacy protection quantitatively for facial regions. And they further measured the capability of visual privacy protection for facial regions by manually scoring the degree of familiarity and conspicuousness with the subject in [11] . Yu et all [12] learned the correspondences between the object classes and their privacy setting via deep multitask learning, and aimed to automatically recommend the best-matching privacy settings for privacy-sensitive object by identifying their classes. However, automatic privacy level measurement for individual object in a photo has not been addressed previously. Privacy levels, which describe the privacy sensitive degree of objects, are used to provide a privacy-protection policy by which each user can control the disclosure of objects' visual information by using various image-processing techniques. On this basis, privacy threats tend to be eliminated by analyzing and processing scientifically privacy sensitive objects in a photo while preserving as much useful visual information as possible. Thus, according to the definition of privacy, this paper intends to measure the visual privacy levels of objects in a photo by using their categorical specificities and visual sensitivities. This is a novel and promising research topic in computer network security and artificial intelligence fields.
Visual saliency, being closely related to how regions stand out and what kind of visual stimuli human respond to most, is investigated by multiple disciplines including cognitive psychology, neurobiology and computer vision [13] , [16] . Saliency detection is a selective attention mechanism in the human visual system (HVS), which has the remarkable ability to automatically and efficiently select informative regions in the visual field for in-depth processing while ignoring noninformative regions [14] . Saliency has played an important role in many computer vision and pattern recognition problems [15] . Salient objects in a photo usually contain visual information that can potentially reveal private information. The saliency information of objects, such as the saliency probability value, reflects a visual attention possibility on visual sensitive regions of the entire visual scene. In this paper, we estimate a saliency map from a given image for searching objects that possess visual saliency information, and then objectively estimate the object's visual sensitivity. Although many saliency detection methods [14] , [16] - [18] are available to detect the salient regions of an image, they are especially adaptive for single-object images; however, do not consider the distribution of multiple salient objects, and cannot detect all the salient regions in a photo. In this work, an effective algorithm is designed for detecting salient objects in a photo and obtaining saliency information about those objects.
By analyzing the privacy issues during the photo sharing on SNSs, people are mainly concerned with the privacy information conveyed by facial and textual information. Therefore, this article focuses on assessing objects containing facial and textual information. Measuring privacy threats is difficult because privacy is subjective to some degree, and it varies from person to person and from culture to culture. Thus, we require an objective assessment method. Inspired by the risk matrix method, which is widely used in programs to rate and rank the risks posed by processes to help in making risk reduction decisions [19] , we aim to evaluate the potential privacy risks of objects in a photo by using the risk assessment idea that underlies the risk matrix. A risk matrix provides the risk level for an event using its severity and likelihood levels. In this paper, we propose an improved risk matrix that uses VOLUME 5, 2017 an object's categorical impact value and saliency probability value as objective criteria to assess an object's privacy level. Here, the categorical impact, which represents the privacy sensitive severity of an object's categorical specificity, is determined by the results of object recognition and classification, while the saliency probability, which represents the visual sensitivity, is based on our proposed saliency detection method. More specifically, privacy is assessed quantitatively using the Borda count method, which produces a set of objects' privacy levels, and then ranking them. The topranked objects are more likely to expose privacy and, thus more of the visual information in those objects should be hidden.
A computational privacy assessment method based on the saliency information of objects is proposed in this paper, and it achieves the effective detection of salient objects in a photo and scientifically and quantitatively assesses their visual privacy. Our solution automatically generates a ranking list of objects' visual privacy levels and is intended to function as a privacy protection policy for further object processing with adaptive image-processing techniques. The main contributions of this work are as follows:
1) This research proposes a new perspective for solving the problem of balancing the privacy threat elimination with the goal of preserving as much useful visual information in an image as possible. We quantitatively evaluate the influence of visual saliency information on privacy and objectively evaluate the levels of visual privacy that objects contain. 2) An innovative practical hierarchical saliency detection algorithm for searching salient objects is proposed.
In the first layer, we detect the saliency in an appropriate region via image traversal, and in the second layer, we organically combine the results of objectness estimations with the saliency detection results. With the algorithm, the salient objects in a photo are effectively detected and the saliency probability values of those objects are obtained. 3) A mathematical model on privacy assessment is built and a proof-of-concept system is implemented to quantitatively and objectively assess the visual privacy levels of objects in a photo. The model uses an improved risk matrix method and the Borda count method to provide a relatively scientific computational privacy assessment. Traditional saliency detection methods are mainly applied when an image contains only one or two salient objects are relatively concentrated and occupy a large space. However, in real situations, an object can be located at any position and scale in a photo, and multiple salient objects are always included. Therefore, the expected salient objects in a photo cannot be completely detected using traditional saliency detection.
II. METHODOLOGY
A patch-based saliency detection algorithm is proposed as the first layer of our hierarchical detection framework, which can better abstract multiple salient regions in a general image. Compared with traditional saliency methods that invariably take the whole image as the detection field, we implement superpixel segmentation and saliency measures in a certain patch of a photo that represents a subset of the image after applying the image traversal algorithm.
The saliency of a superpixel is traditionally defined by comparing its features, such as color and position, to the features of all other superpixels in the whole image. For example, the saliency value of a superpixel i in image I is defined as follows:
where D(i, j) is the feature distance metric between the superpixels i and j [16] . Usually, superpixel j belongs to the whole image. However, in our method, we focus on general images that contain multiple salient objects. When the dissimilarities of superpixels are calculated, several superpixels will differ more significantly within a smaller range than within the whole image based on a comparison with other salient regions. In other words, the saliency depends on the detection range: if several salient objects are observed within a large range, then some of these objects could be salient in a part of the range but non-salient within the whole range. Thus, the parameter L no longer represents the global region but rather a certain local region.
A rapid window traversal program is designed to abstract image patches in succession and obtain a set of image patches. In the implementation, the traversal step is applicable to general images.
Next, we separately calculate the saliency matrix of each patch and assemble the set of all saliency matrices as the total saliency map. The number of image patches is m * n, and the saliency matrix of each patch is denoted by S i ; thus, the final saliency map S can be expressed as follows:
At the same time, the Simple Linear Iterative Clustering (SLIC) superpixel [20] method is adopted to segment a single image patch into perceptual elements. We calculate the matrix dissimilarities of each element within a certain range instead of the dissimilarities from all the other elements within the whole image. In the process, contrast-based filtering for the salient region detection method [17] is used to measure the saliency of each image patch. The saliency filter method proposes two significant cues for calculating the saliency value. One cue is the element uniqueness U j , which is the rarity of a segment based on its position and color compared with other segments, and the other cue is the element distribution D j , which uses the spatial variance of a segment's color. Based on U j and D j , we can obtain the saliency of each element of an image patch S(j). In addition, the saliency matrix of an image patch is obtained based on range image up-sampling [21] as follows:
where L represents a certain image patch and w ij represents a Gaussian weight. Finally, we obtain the generic object saliency map by integrating all the processed image patches in the set as the first layer detection result.
2) OBJECTNESS ESTIMATION AS THE SECOND LAYER
As previously mentioned, salient regions are detected by narrowing the detection region based on the image-traversal method. However, those regions likely are non-salient or do not meet the definition of generic objects from a global perspective. The objectness estimation measurement includes an algorithm that can quickly capture the objectness of an image window, and it uses proposal windows to produce rough segmentations while obtaining an intensity distribution map as the objectness estimation performance. Thus, objectness estimation is exploited as the second layer of our framework to generate likely objectness regions within the range of the whole image. Generic object detection methods are performed to quantify and grade every position of the windows and measure the objectness of an image window. Inspired by the capability of the HVS to efficiently perceive objects before identifying them, Cheng [22] proposed the norm of gradients (NG) as a feature to help search for objects using objectness scores. Cheng [22] presented a fast and high-quality objectness measure that needs only a few atomic operations and provides outstanding performance on the most widely used benchmark (VOC2007); therefore, we exploit their method to process objectness estimations on test samples in this section. Fig. 1 shows that there is a certain relationship between the positions of proposal windows and the salient regions after they are manually abstracted.
Observations of several samples indicated that the position information of a single window apparently cannot contain all the objects, and the windows' scores also cannot represent the effect of the windows that contain objects. Occasionally, windows that have higher scores might not provide better coverage of the generic objects than windows with lower scores, and the windows may also cover too much, which decreases the meaning of object detection. Additionally, the proposal windows could overlap in such a way that the overlapping areas are always concentrated around salient objects. Therefore, an intensity map is obtained by calculating a certain number of multiple windows, and it represents a weight calculation of the salient object regions. For a sample image I , we assume that the number of proposal windows is N w , and we use w k ij to represent the weight matrix of window K , which has the same number of rows and columns as image I . Therefore, the cumulative weight matrix W of candidate windows of the sample image I is defined as follows:
where
. We normalize the weight values to the range [0,1] and obtain the intensity distribution of generic objects in a photo. 
3) SALIENCY DETECTION OF GENERIC OBJECTS AND SALIENCY INFORMATION EXTRACTION
The patch-based saliency detection strategy focuses on searching all the salient regions in a photo from a local perspective, whereas the objectness measurement is taken from a global perspective to provide the likely objectness distribution. To abstract the regions of salient objects in terms of bounding boxes, we designed a hierarchical detection framework by combining the saliency detection method and the objectness estimation. The framework is shown in Fig. 2 . On this basis, saliency probability values can be obtained as saliency information in generic objects for privacy assessments, and the details are as follows.
Step 1: The results of saliency detection are denoted by S i , which is a gray-scale image. The purpose is to restrain nonsalient regions while highlighting salient regions.
Step 2: The results of objectness estimation are denoted by O i , and the areas that have greater gray values are more likely to have salient objects.
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Step 3: The matrices from the former two steps are multiplied by dot products. The weighted computational formula is defined as follows:
The experimental findings indicated that the multiplication results can differ under different weighted coefficients, and a large effect is observed when α = 1 and β = 2.
To better highlight the salient objects and effectively weaken the non-salient objects, we exploit a sectional threshold segmentation method when multiplying the matrices. S i and O i are segmented by the image-dependent adaptive threshold proposed by [23] , which is defined as follows:
where W and H are the width and height of the sample image, respectively; and F(x, y) represents the gray value of (x, y).
The threshold adapts dynamically according to the size of the image and the saliency map. After obtaining the threshold T1 of S i and the threshold T2 of O i , we use our sectional threshold segmentation method to segment the final image, and the formula is defined as follows:
Step 4: The saliency probability value of each generic object is obtained by segmenting the final image. First, we transform the gray-scale image into a binary image by a proper threshold according to Otsu's method [24] . Further, a region measuring function is used to obtain all connected regions, including the area value of each region and the coordinate of the smallest rectangular region. However, several connected regions with small areas appear in an image, and the generic objects with possible saliency information typically have certain areas. Thus, we select rectangular regions that have a larger area value than a set threshold. We define each selected connected region as the salient objects, and the probability, which is determined by the area value of a region divided by the total value of all regions, is the saliency probability value of an object and considered a parameter for assessment. The number of connected regions is assumed to be N c , and the area value of a region i is denoted by A i . Thus, the saliency probability value of a salient object is calculated as follows:
The categorical impact of an object is used to represent the privacy sensitive severity of an object's categorical specificity. In this section, an object classification and scoring model is built to assign different values to various object categories. These values are then used to quantify the categorical impacts of objects. Because the privacy information considered in this paper consists of the facial and textual information in a photo, we classify detected salient objects into three categories: objects with facial information, objects with textual information, and objects with neither facial nor textual information. We exploit the state-of-the-art methods reported in [25] - [27] to detect facial and textual information in an image and to classify all the salient objects.
We use a statistical technique to quantify the privacy risks that these three categories expose, based on common themes in privacy considerations: security, social disclosure, identity and convenience. The details of this scoring method for providing objects' categorical impact values are described in Section III.
C. PRIVACY ASSESSMENT OF OBJECTS
The Risk Matrix [28] is a structured approach that identifies the risks that are more critical to a program and provides a methodology for assessing the potential impacts of a risk or a set of risks across the lifetime of a program. In our method, a photo uploaded on a SNS is considered a program, and the salient objects contained in the photo are regarded as risks in the program. According to the saliency information features of objects, we exploit the risk matrix method and Borda count method to quantify privacy risks in terms of privacy levels.
Our proposed improved risk matrix considers the features listed below.
1) OBJECTS
Identify and describe the salient objects that have the potential to pose a privacy exposure risk in an image.
2) IMPACT (I)
Assess the categorical impact of an object in the program. A default scale of 5 levels is defined in Table 1 .
3) QUANTIZATION VALUE OF IMPACT (Q)
Quantify an object's categorical impact with a real number between 0 and 5 so that the quantization value can be compared to two or more risks that have the same impact level; this action serves as one of the criteria for the Borda calculation. 
4) SALIENCY PROBABILITY (P)
The saliency probability values of objects obtained in previous section serve as the other criterion for the Borda calculation. A default scale is defined in Table 2 . 
5) RISK RATING (R)
The risk rating (Low, Medium, or High) is determined by mapping each (I , P) pair into the default matrix as shown in Table 3 .
6) BORDA COUNT
When applied to the Risk Matrix, the Borda count method ranks the risks from the most to the least critical based on multiple evaluation criteria as described below.
Let N r be the total number of risks, which is the same as the number of rows in the Risk Matrix. Let the index i denote a particular risk and the index k denote a criterion. The original Risk Matrix has only two criteria: the impact Q is denoted by k = 1 and the probability assessment P is denoted by k = 2. If r ik is the rank of risk i under criterion k, then the Borda count for risk i is determined as follows:
The Borda count is used to quantitatively represent the privacy assessment of an object.
7) BORDA RANK
The Borda rank represents the privacy assessment ranking according to the Borda count, and the Borda rank of an object is the number of objects with a greater Borda count.
8) MANAGE/MITIGATE
This step is the final step for documenting the object processing strategy to manage/mitigate the risk according to the ranking order.
In this paper, our computational privacy assessment method considers two objective criteria. One criterion is the categorical impact level (Q i ), which is defined as the privacy sensitive severity of object's categorical specificity.
The other criterion is the saliency probability of an object, which is the probability that the object will be noticed and represents the value derived from the saliency probability value (P i ) of each salient object as described in the previous section. Analyzing and calculating the characteristics of the generic objects in a photo show that when P i is above 30%, the corresponding object is salient based on the statistical results. This finding indicates that the object has a high risk of privacy exposure. Therefore, we adjust the traditional risk probability scale division to perform adaptive optimization by mapping the original scale division to a new distribution. Based on this adjustment, the improved risk matrix better satisfies the requirements of a program in the image-processing field.
III. EXPERIMENTAL EVALUATION AND DISCUSSION
We set up a database that is composed of photos to illustrate the validity and rationality of our proposed method. We randomly download to the database 200 photos from the challenging PASCAL VOC 2007 dataset and general photos from personal SNSs that contain certain privacy information. Because our focus is on the privacy concerns related to SNS photos, 20 SNS users are recruited for a user study to assess privacy. First, the participants manually abstract salient objects as ground truth, and then they evaluate the extent of privacy exposure for each salient object in a photo. Finally, we average the scores to obtain a privacy measurement of each object in a photo and manually rank the objects to obtain the ranking results.
To quantitatively assess the privacy of the salient objects, we develop a computational privacy assessment system based on the categorical specificity and visual sensitivity of objects. This system is built on the Integrated Development Environment eclipse technique using the JAVA language, and it is cross-platform compatible and can be used on Macintosh and PC platforms.
A. LOCATIONS OF SALIENT OBJECTS 1) OUR PROPOSED SALIENCY DETECTION METHOD
In the experiment, we compare our image traversal-based salient object detection method with traditional saliency detection methods. The results confirm our hypothesis that our algorithm can uniformly highlight multiple salient objects; however, the traditional methods show a loss of saliency for certain salient objects at a global scope (Fig. 3) .
The step size has a certain influence on the saliency detection results. For example, if the step size is smaller than the width of the window, part of the image will overlap when we integrate the images, and then the visual saliency value of the overlapping area will be modified, which will lead to different detection results. However, the influence of the scope of the overlapping regions on the results is still under discussion; thus, in the experiment, we set the traversal steps to be equal to the window widths to eliminate the uncertainties caused by the appearance of overlapping regions.
In the objectness estimation experiments, we discover that the number of selected proposal windows has an influence on the results of the intensity map. Below, we demonstrate the different performances of superposition calculations using various proposal window numbers (Fig. 4) .
In Fig. 4, (a) is the source image and (b)-(e) are the intensity maps of the superposition calculations using different numbers of candidate windows. In these pictures, a heavier red color means a greater weight value and vice versa. In addition, Fig. 4(f) is the ground truth. These pictures show that most of the proposal windows concentrate around generic objects in which the highlighted areas that have great weight values nearly overlap with the salient objects abstracted by humans. These results indicate that the salient objects are more likely to appear in regions that have high weight values.
Our proposed method of locating salient objects is implemented in the database, and then the eleventh image is shown as an example to demonstrate the experimental performance of each individual phase of our method (Fig. 5) .
Our hierarchical framework effectively realizes the detection process. The first layer is the patch-based saliency detection results, and the second layer is the generic object detection results combined with the objectness estimation results. After proper threshold segmenting, the salient regions are well highlighted in the final image.
We compare our proposed method with previous saliency detection approaches [17] , [18] , [29] - [32] using the database. Fig. 6 illustrates a visual comparison of the experimental results. Traditional saliency detection methods perform well at handling photos with a single salient object because these methods calculate the contrast within the whole image. Our approach can better uniformly highlight distributed salient generic objects because of the optimizing detection range and the combined objectness estimation for generic object detection.
The same image segmentation method is implemented for different detection results to abstract the generic objects, and the performance is compared with the ground truth. The abstraction results are shown in Fig. 7 . An analysis of the experimental results indicated that previous approaches only abstract several large regions that may contain salient objects, and these results lack pertinence and accuracy; however, our method can well-abstract multiple generic objects that are distributed saliently in a photo. Thus, we can obtain more accurate saliency information of salient objects, which will benefit privacy assessments.
The purpose of our method is to locate potential salient objects in a photo. Analogous to [33] , we evaluate the quality of our method by measuring its Mean Average Best Overlap (MABO) score, which is a slight generalization of the method used in [34] . To calculate the Average Best Overlap (ABO) for a photo, we calculate the best overlap between each ground truth annotation g j (g j ∈ G) and objectness region r i (r i ∈ R), and then we calculate the average:
The overlap score [35] is calculated as the area of the intersection of two regions divided by their union, with A r i indicating the set of pixels that belong to region r i :
MABO is defined as the mean ABO scores over all test photos. Moreover, to further evaluate the performance of our generic object locations, we can redefine the recall rate, which corresponds to the fraction of detected salient pixels in relation to the ground truth, as follows:
The results indicate that the quality of our hierarchical strategy for locating salient objects is better than that of traditional saliency detection methods, with our method resulting in a MABO score of 0.627 with 1150 locations and yielding a recall rate of 93.5%. Traditional saliency detection methods tend to locate a large area of salient regions, which achieves a high recall rate at the expense of reduced precision; thus, discussing the recall rate of these methods is meaningless. Table 4 shows the MABO scores of our method and other salient detection methods as well as the corresponding numbers of bounding boxes, which locate the generic objects in a photo. In Fig. 8 , the MABO and location numbers of the generic objects are intuitively demonstrated to compare our method with other methods.
2) COMPUTATIONAL TIME
In Table 5 , we compare the average running time of our method to several classical saliency detection methods. Our procedures are performed on a workstation with an Intel Core i7-2720QM at 2.20 GHz with 8 GB RAM, and the experiments are performed using MATLAB and the Visual Studio platform. Our method usually has high time efficiency. Although we exploit a hierarchical detection framework, neither the saliency detection strategy nor the objectness estimation strategy nor consume much time. The CA method is slower because it requires an exhaustive nearest-neighbor search among the patches.
B. SCORING CATEGORICAL IMPACT
We surveyed 20 SNSs users using a questionnaire survey. The participants are asked to score the privacy sensitive severity VOLUME 5, 2017 of the facial and textual information in photos. They scored the categorical impact on a five-point Likert scale, where 1=''The object's category has no effect on the privacy if it occurs,'' 2='' The object's category that would cause a major probability of privacy leakage if it occurs,'' 3=''The object's category that would cause a moderate probability of privacy leakage if it occurs,'' 4='' The object's category that would cause only a small probability of privacy leakage if it occurs,'' and 5='' The object's category that would definitely cause privacy leakage if it occurs.'' After the questionnaires were completed, we aggregated all the responses and averaged the scores for each category. As a result, we used Q face = 4.5, Q text = 3.9 and Q other = 1 to denote the quantization values of the three categories respectively. Fig. 9 shows the questionnaire results.
C. PRIVACY ASSESSMENT IMPLEMENTATION
In this section, we build a proof-of-concept system to realize privacy assessments. After obtaining the saliency detection results of the generic objects in a photo, we describe all the detected salient objects and input the corresponding parameters of each object into the system; then, the object risk rating, the Borda count and the Borda rank will be intelligently determined by the system. The designed application demonstrates powerful functioning and maneuverability for quantitatively assessing object privacy. Our system has two interfaces: the input interface and the query interface. Fig. 10 shows our PC-based interfaces.
For the input interface, the users must enter photo serial numbers, assessors, object names, object impacts, impact quantization values, and object saliency probability values successively. The system will create a risk matrix and generate the risk rating value automatically when the users click the ''OK'' button. After entering all features of the objects, the crucial values of the Borda count and the Borda rank can be calculated by clicking the ''Calculation'' button. Thus, users can obtain the privacy exposure risk ranking results of generic objects in a photo. Smaller Borda ranks correspond to higher privacy levels. Notably, we designed the query interface to enable users to search assessment histories according to key words as well as the assessment start date and end date. Additionally, the details of a certain risk matrix can be shown by clicking a term in the query results list.
In the manage/mitigate column, different image-processing techniques [5] can be exploited to reasonably mitigate the privacy exposure risk according to the ranking results. For example, landmarks can be hidden by the ''Transparency'' function based on the specific outline and large spatial extent of the landmark in the photo. Furthermore, certain information, such as road signs, can easily expose private information because they contain textual information; thus, using the ''Border'' function represents a good method of maintaining the integrality of the image by abstracting the rectangular shape of the signs. With regard to human face characteristics, the ''Mosaic'' function can be used to shield detailed information contained in faces. These artistic imageprocessing approaches are worthy of further discussion in a future study.
The third photo in the database is used as an example. Eight salient objects are detected: face, body, traffic sign, telephone, poster, plate 1, plate 2 and tree. Then, the parameters of these objects are successively input according to the corresponding description and the calculated results. After VOLUME 5, 2017 running the application, the final risk matrix is obtained (Table 6) , and it demonstrates the privacy assessment results of objects. We have accounted for two criteria of the objects: the categorical impact, which is related to the characteristics of the object itself, and the saliency information. Therefore, objects with minor privacy exposure impacts, such as the 'body' object, will have a high risk rating because of their high saliency. This approach follows human biological visual properties and is consistent with our analysis and judgment methods.
The Borda ranking results are compared with the manual ranking tables. Here, we adopt the MMR assessment mechanism [36] to grade the ranking results of a photo. The matching score of the first ranking result is 1, the second is 1/2 and the n th is 1/n. The final score is the sum of all matching scores. We denote the score of each image as S(i), and the matching rate of each image in the database is determined as follows:
where N o is the number of generic objects. The chart (Fig. 11 ) exhibits the number of photos in different matching rate periods. In total, 143 photos are included in the matching rate period of 80-100%, which account for 71.5% of the photos in the dataset, and 175 photos are included in the matching rate period upon 60%, which account for 87.5% of the total pictures. These findings show that the computational privacy assessment method using the risk matrix and Borda count method, which follows human biological perception and judgment abilities, has great applicability.
IV. CONCLUSIONS AND FUTURE WORK
The main impetus of this work is the desire to tackle the privacy problem of SNS photos, which is a valuable field that deserves further research. Although several studies have worked on this domain in a practical and quantifiable manner, the progress has been very slow. This paper is undoubtedly an innovative exploration of privacy assessments in the computer network security field. The proposed computational privacy assessment method for salient objects in a photo could provide technical support to protect the privacy of SNS photos.
This paper builds a privacy assessment mathematical model to quantitatively assess the visual privacy measurements of different objects in a photo based on their saliency information. In this paper, we propose a hierarchical saliency detection method that combines a saliency detection strategy based on image traversal and an objectness estimation strategy, and it effectively locates possible salient objects in a photo to obtain saliency information. In addition, a computational privacy assessment system is built to assess the extent of privacy exposure for each object. As expected, the detection technique and assessment method in this paper effectively meet the needs of privacy protection for SNS photos, and the assessment mechanisms are rational and applicable.
For future work, we must further optimize the salient object detection method and propose additional privacy assessment models. Additionally, classification and recognition approaches for privacy information should be studied, and the ability to hide objects via different image-processing techniques should be discussed. 
