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Abstrat: Fix p > 1, not neessarily integer, with p(d − 2) < d. We study the p-fold self-intersetion loal time of a simple random walk on the lattie Zd up to time t. This is the



















2is equal to the p-fold self-intersetion loal time of the walk, i.e., the amount of time tuples that itspends in p-fold self-intersetion sites. For p = 2, this is usually alled the self-intersetion loal time.For p = 1, ‖ℓt‖pp is just the number t, and for p = 0, it is equal to #{Sr : r ∈ [0, t]}, the rangeof the walk. It is ertainly also of interest to study ‖ℓt‖pp for non-integer values of p > 1, see forexample [HKM06℄, where this reeived tehnial importane.The typial behaviour of ‖ℓt‖pp for ontinuous-time random walks annot be found in the literature,to the best of our knowledge, but we have no doubt that it is, up to the value of the prefator, equalto the behaviour of the self-intersetion loal time, ‖ℓn‖pp, of a entred random walk in disrete time.This has been identied as
E[‖ℓn‖pp] ∼ Cad,p(n), where ad,p(n) = n(p+1)/2 if d = 1,n(log n)p−1 if d = 2,













p(1 − γ)1−j if d ≥ 3, (1.5)where γ = P(Sn 6= 0 for any n ∈ N) denotes the esape probability and Σ the ovariane matrix of therandom walk. See [Ce07℄ for d = 2 and [BK09℄ for d ≥ 3, but we ould nd no referene for d = 1.1.2 Main resultsIn this paper, we study the behaviour of the random walk when the walker produes extremely manyself-intersetions. We restrit to the subritial dimensions, where d(p− 1) < 2p. Before we formulateour results, let us informally desribe the optimal behaviour to produe many self-intersetions in thesedimensions. It is a homogeneous self-squeezing strategy: the walker does not leave a box with radiuson a partiular sale αt ≪ √t (we write bt ≪ ct if limt→∞ ct/bt = ∞), and the sizes of all the loaltimes are on the same sale t/αdt within this box. Furthermore, their resaled shape approximates aertain deterministi prole, whih is given in terms of a harateristi variational formula.In our result, we do not prove this path piture, but we derive preise logarithmi asymptotis, as












θ‖µ‖p − J(µ) : µ ∈ M1(Zd)
}
∈ (0, θ], (1.7)and J(µ) = 12 ∑x∼y (√µ(x) − √µ(y))2 denotes the Donsker-Varadhan rate funtional.












‖∇g‖22 : g ∈ H1, ‖g‖2 = 1
}


























‖∇√µ‖22, µ ∈ M1(Zd),where ∇ here denotes the disrete gradient. Hene, we see that ρ(c)p,d(θ) is the ontinuous version of
ρ(d)d,p(θ). An important step in our proof of Theorem 1.1(ii) is to show that the ontinuous version ofthis formula desribes the small-θ asymptotis of the disrete one, i.e.,
ρ(d)d,p(θ) ∼ θ1/λρ
(c)























‖∇g‖22 : g ∈ L2p ∩ L2 ∩H1 : ‖g‖2 = 1 = ‖g‖2p
}
. (1.15)It turned out in [GKS07, Lemma 2.1℄ that χd,p is positive if and only if d(p−1) ≤ 2p, i.e., in partiularin the ases onsidered in the present paper. This implies in partiular, that ρ(c)p,d(θ) is nite andpositive for any θ > 0. Beause of (1.12), also ρ(d)p,d(θ) is nite and positive, for any suiently small
θ ∈ (0,∞). By monotoniity, it is positive for any θ ∈ (0,∞). It is also nite (even not larger than θ),sine J(µ) ≥ 0 and ‖µ‖p ≤ 1 for any µ ∈ M1(Zd).
4 Let us now prove (1.14). In the denition (1.9) of ρ(c)p,d(θ), we replae g, for any β ∈ (0,∞), with































.Note that the term in square brakets remains invariant under the transformation g 7→ βd/2g(β ·),whih keeps the L2-norm xed. Thus we may freely add the ondition that ‖g‖2p = 1. Reall (1.15)to see that the proof of (1.14) is nished. 3Remark 1.4 (Relation to the Gagliardo-Nirenberg onstant). In dimensions d ≥ 2, the onstant χd,pin (1.15) an be identied in terms of the Gagliardo-Nirenberg onstant, Kd,p, as follows. Assume that






























. (1.17)Clearly, the term over whih the inmum is taken remains unhanged if ψ is replaed by ψβ(·) =
β
d

























t . (1.19)Applying this to urt instead of rt, one obtains that ‖ℓt‖p/(trt) satises a large-deviation priniple on thesale tr2p/(d(p−1))t with stritly onvex and ontinuous rate funtion (0,∞) ∋ u 7→ χd,p d(p−1)2p u2p/(d(p−1)).













e−trtθt .Finally use (1.11) and summarize to see that the upper bound in (1.19) is true. The lower bound isderived in a standard way using an exponential hange of measure, like in the proof of the Gärtner-Ellis theorem. The point is that the limiting logarithmi moment generating funtion of θt‖ℓt‖p isdierentiable throughout (0,∞), as is seen from (1.10) and (1.11).However, it is not lear to us from Theorem 1.1(i) whether or not ‖ℓt‖p/t satises a large-deviationpriniple. Indeed, it is unlear if the map ρ(d)d,p is dierentiable sine the map µ 7→ θ‖µ‖p − J(µ) isa dierene of onvex funtions and therefore not neessarily stritly onvex. As a result, we do notknow if the maximiser is uniquely attained. 3Remark 1.6. One might wonder what (1.19) might look like in the ritial ase p = dd−2 . Notethat the right-hand side is then equal to −χd,d/(d−2)rt, whih is nontrivial aording to [GKS07,Lemma 2.1℄, reall Remark 1.3. However, in d ≥ 3, [Ca10, Theorem 2℄ shows that (1.19) holds,for any t 1p−1 ≪ rt ≪ 1, with χd,d/(d−2) replaed by sup{‖∇f‖22 : f ∈ ℓ2p(Zd), ‖f‖2p = 1}, whih is adisrete version of χd,d/(d−2). This interestingly shows that the ritial dimension d = 2pp−1 seems toexhibit a dierent regime and is not the boundary regime of the ases onsidered here. 3Remark 1.7 (Restritions for rt). We believe that the large-deviations priniple in (1.19) shouldhold for more funtions (rt)t>0 than those that satisfy (1.18), more preisely for all rt satisfying
ad,p(t) ≪ (trt)p ≪ tp, reall (1.4). In d ≥ 3, this would mean t(1−p)/p ≪ rt ≪ 1. Likewise, we believethat also Theorem 1.1(ii) should be true for the orresponding θt, i.e., for θt of order rλ/(1−λ)t .This restrition in our Theorem 1.1(ii) is neessary for a tehnial reason that omes from the errorterms in [BHK07, Theorem 2.1, Prop. 3.6℄, whih is an important ingredient of our proof of the upperbound, see (2.7). Our proof of the lower bound in (1.10) does not use this and is indeed true in greatergenerality. 3Remark 1.8 (Restrition in the dimension). Certainly, we expet also the upper bound in (1.11) tobe true for any p > 1 satisfying d(p− 1) < 2p. However, for some tehnial reason, the method of ourproof does not seem to give this. The point is that in the proof of the statement in (1.12), we have toapproximate a ertain step funtion with its interpolating polygon line in L2p-sense, and the diereneis essentially equal to the gradient of the polygon line. A ontrol in L2-sense is possible by omparisonto the energy term, but the required L2p-ontrol represents a problem that we did not overome to fullextent, see (2.23). 3Remark 1.9. A partial result in diretion of the statement in (1.10) has been derived by Xia Chen[Ch04℄. Let ψ : Rd → [0,∞) be an L1-normalized, smooth funtion, and use ψε(·) = εdψ( · ε) as anapproximation of the Dira measure at zero as ε ↓ 0. Then [Ch04, Theorem 3.1, (3.3)℄ states that, for






















‖∇g‖22 : g ∈ H1, ‖g‖2 = 1
}
, (1.20)where αt = θ−1/(2λ)t and Lt(x) = αdtt ℓt(⌊xαt⌋) for x ∈ Rd. It is elementary to derive that the right handside of (1.20) for ε = 0 (interpreting ‖g2 ∗ ψ0‖p as ‖g2‖p) is equal to ρ(c)d,p(θ) on the right hand side of(1.10). In Setion 1.5 we see that the whole statement in (1.20) for ε = 0 and θ = 1 is equivalent to ourstatement in (1.10) and (1.11). Hene, (1.20) an be seen as a smoothed version of Theorem 1.1(ii).

















−ε ≪ θt ≪ 1 for some ε > 0,whih is slightly less restritive than our assumption in (1.8). The method of the proof is based onombinatoris; high polynomial moments of ‖ℓt‖p where asymptotially evaluated. 31.4 Literature remarksFor deades, and partiularly in this millenium, there is an ative interest in the deviations of self-intersetion loal times and their onnetions with the theory of large deviations. See the reentmonograph [Ch09℄ for a host of related results and onepts. This subjet is a rih soure of variousphenomena that arise, depending on the dimension d, the intersetion parameter p and the sale of thedeviation, rt. In spite of this interest, there are not many results that identify the preise logarithmiasymptotis of exponential expetations or of the deay of the probability of a large value of this loaltime. The reason is that it is diult to get a preise ontrol on the p-norm of the loal times, whihis a highly disontinuous objet, and furthermore unbounded. Most of the available results identifythe logarithmi rate only, but not the preise prefators. In Theorem 1.1, we identify this prefator,on the ost of some loss of generality in the sale and in the dimension. In many other investigations,the parameter p is assumed to be an integer, whih we do not do.Various methods have been employed in this eld. Le Gall [Le86℄ introdued a tehnique of suessivedivision of the path into equally long piees and ontrolling the mutual interation. This method hasbeen further developed by Asselah in a series of papers, out of whih we want to mention [A08℄, [A09℄,and [AC07℄. Another strategy was developed by Xia Chen, who made the appliation of Donsker-Varadhan's large-deviation tehnique possible by a sophistiated ompatiation proedure, whihuses a lot of abstrat funtional analysis and goes bak to de Aosta. See [Ch09℄ for a thorough and self-ontained presentation of the eld and of his method and results. As mentioned in Remark 1.10 above,a ombinatorial method was applied in [HKM06, Prop. 2.1℄. Reently, Castell [Ca10℄ used Dynkin'sisomorphism for deriving preise logarithmi asymptotis for the deviations of the intersetion loaltimes in d ≥ 3 for the ritial parameter p = dd−2 , whih is the boundary of our restrition d(p−1) < 2p.See the introdution of [Ca10℄ for an extensive but onise summary of related results.The present paper uses a new strategy that goes bak to a formula for the joint density of the loaltimes of any ontinuous-time nite-state spae Markov hain. The kernel is an expliit upper bound forthis density, whih basially implies the upper bound in Donsker-Varadhan's large-deviation priniplefor these loal times without using any topology. In this way, one obtains a disrete, t-dependentvariational formula, and the main task is to nd its large-t asymptotis. This is done via tehniquesin the spirit of Γ-onvergene. An example of this tehnique was arried out in [HKM06, Setion 5℄.1.5 Heuristi derivation of Theorem 1.1We now give a heuristi derivation of Theorem 1.1(ii), whih is based on large-deviation theory.









, for x ∈ Rd. (1.21)Then Lt is a random element of the set
F =
{
f ∈ L1 : f ≥ 0,
∫
Rd
f(x) dx = 1










if √f ∈ H1(Rd),
∞ otherwise. (1.23)Roughly, this large-deviation priniple says that,




























































‖∇g‖22 : g ∈ L2 ∩ L2p ∩H1, ‖g‖2 = 1
}
= ρ(c)d,p(1).
(1.26)This ends the heuristi derivation of Theorem 1.1(ii). In the same way, one an derive also Theo-rem 1.1(i); this is similar to the line of argument used in [GM98℄.Hene, we see informally that, in Theorem 1.1(ii), the main ontribution to the exponential momentsshould ome from those random walk realisations that make the resaled loal times, Lt, look like theminimiser(s) of the variational formula ρ(c)d,p(1). In partiular, the random walk should stay within aregion with diameter αt ≪ t1/d, and eah loal time should be of order t/αdt ≫ 1. That is, thereis a time-homogeneous sqeezing strategy. In Theorem 1.1(i), the interpretation is analogous, but thediameter of the preferred region is now of nite order in t. This is why a disrete piture arises in thevariational formula ρ(d)d,p(1).
8 There are several serious obstales to be removed when trying to turn the above heuristis into anhonest proof: (1) the large-deviation priniple only holds on ompat subsets of Rd, (2) the funtional
Lt 7→ ‖Lt‖p is not bounded, and (3) this funtional is not ontinuous. Removing the obstale (1) iseasy and standard, but it is in general notoriously diult to overome the obstales (2) and (3) forrelated problems. 2. Proof of Theorem 1.1We prove Theorem 1.1(i) (that is, (1.6)) in Setion 2.1, the lower-bound part (1.10) of Theorem 1.1(ii)in Setion 2.2 and the upper-bound part (1.11) in Setion 2.3.2.1 Proof of (1.6)This is analogous to the proof of [GM98, Theorem 1.2℄; we will sketh the argument. First we explainthe lower bound. Let QR denote the box [−R,R]d∩Zd and insert an indiator on the event {supp(ℓt) ⊂


























































. (2.3)In the same way as in the proof of [GM98, Lemma 1.10℄, one shows that the dierene between thevariational formulas on the right-hand sides of (2.3) and (2.1) vanish in the limit as R → ∞. Thisends the proof of (1.6).2.2 Proof of the lower bound (1.10)Fix q > 1 with 1p + 1q = 1, and onsider a ontinuous bounded funtion f : Rd → R suh that ‖f‖q = 1.Aording to Hölder's inequality, we have
‖Lt‖p ≥ 〈f, Lt〉.

















, (2.4)where we denote BR = [−R,R]d. Aording to [GKS07, Lemma 3.2℄, the distributions of Lt under thesub-probability measure P(· , supp(Lt) ⊂ BR) satisfy, as t → ∞, a large-deviation priniple on the setof probability densities on Rd with support in BR. The rate funtion is
g2 7→ 1
2

















.Certainly we an restrit the supremum over g to g ∈ L2p. Sine the left-hand side does not depend on
f , we an take on the right-hand side the supremum over all ontinuous bounded f : BR → R satisfying




















.Letting R → ∞ and using another elementary approximation argument, we see that the right-handside onverges to ρ(c)d,p(1). This ends the proof of the lower bound in (1.10).2.3 Proof of the upper bound (1.11)Fix θt ∈ (0,∞) satisfying (1.8). Reall from Setion 1.5 that λ = (2p − dp + d)/2p ∈ (0, 1) and that
αt = θ
−1/(2λ)























. (2.5)Note that ℓ(Rαt)t is the loal time vetor of the ontinuous-time random walk on QRαt with generator
ARαt , whih is 12 times the Laplae operator in QRαt with periodi boundary ondition.Now we employ a reently developed method for eetively deriving large-deviation upper boundswithout ontinuity and boundedness assumptions. The base of this method has been laid in [BHK07℄and has been applied rst in [BHK07, Theorem 3.7℄ and [HKM06, Setion 5℄. The main point isthe identiation of a joint density of the loal time vetor ℓ(Rαt)t and of an expliit upper bound forthis density. In this way, no ontinuity or boundedness is required, whih is a great improvementover lassial large-deviations arguments. The upper bound is in terms of a disrete-spae variationalformula and additional error terms involving the box size. Let us remark that these error terms giveus the lower restrition for θt in (1.8). The main work after the appliation of the upper bound is toderive the large-t asymptotis of the disrete variational formula, whih requires Gamma-onvergenetehniques.


























+ log |QRαt | +
|QRαt |
4t
(2.6)Here we have used that ηQRαt , dened in [BHK07, (3.2)℄, is equal to 2d.Let us rst show that the terms in the seond line on the right-hand side are asymptotially negligibleon the sale t/α2t = tθ1/λt . Indeed, these terms are of order αdt log t, and we see that
































≤ ρ(c)p,d(1). (2.8)Proof. We will adapt the method desribed in [HKM06, Prop. 5.1℄. First, we pik sequenes Rn → ∞,
tn → ∞ and µn ∈ M1(BRnαtn ) suh thatL.h.s. of (2.8) ≤ αd(p−1)/ptn ‖µn‖p − α2tn∥∥ (−ARnαtn )1/2 √µn∥∥22 + 1n , n ∈ N. (2.9)We may assume that µn is a probability measure on Zd with support in BRnαtn .In the following, we will onstrut a sequene (hn)n in H1 suh that (1) hn is L2-normalized, (2)the term α2tn‖(−ARnαtn )1/2√µn‖22 is approximately equal to its energy, 12‖∇hn‖22, and (3) the term
α
d(p−1)/p
tn ‖µn‖p is approximately equal to ‖h2n‖p. Having onstruted suh a series, the proof is quiklynished.We are using nite-element methods to onstrut suh funtion hn, see [B07℄ for the general the-ory. We split Rd along the integer grid into half-open unit ubes C(k) = ×di=1(ki, ki + 1] with
k = (k1, . . . , kd) ∈ Zd. Eah suh ube is split into d! `tetrahedra' as follows. For σ ∈ Sd, theset of permutations of 1, . . . , d, we denote by Tσ(k) the intersetion of C(k) with the onvex hull gen-erated by k, k + eσ(1), . . . , k + eσ(1) + . . . + eσ(d), where ei denotes the i-th unit vetor in Rd. Up tothe boundary, the tetrahedra Tσ(k) with σ ∈ Sd are pairwise disjoint. One an easily see that, for
x ∈ C(k),











⌊y⌋ + eσ(1) + · · · + eσ(i−1)
) ]
















fn,σ2,i(y). (2.12)For sake of simpliity, we do this only for the speial ase

























































(y1 − ⌊y1⌋).This is equal to zero, sine y1−⌊y1⌋ = y2−⌊y2⌋. Hene, we know that gn is well-dened. Furthermore,this also shows that gn is ontinuous within eah C(k). From now on, we abbreviate fn,σ(y),i(y) by
fn,σ,i(y).Similarly, we see that gn is also ontinuous at the boundary of eah of the ubes. Indeed, a site
y ∈ Rd belongs to this boundary if and only if it has at least one integer oordinate. For the sake ofsimpliity assume that only for i = 1 it holds that yi−⌊yi⌋ = 1. It is lear that y ∈ Tσ1(k)∩Tσ2(k + e1)where σ1, σ2 ∈ Sd are given by






















⌊y⌋ + e1 + eσ2(1) + · · · + eσ2(i−1)
) ]
.Note that the summand for i = d onverges to zero, sine limm→∞(y(m)σ2(d) − ⌊y(m)σ2(d)⌋) = 0. In theremaining sum on i = 1, . . . , d− 1, we shift the sum by substituting i = j − 1 and replae σ2(j − 1) by



























⌊y⌋ + eσ1(1) + eσ1(2) + · · · + eσ1(j−1)
)]













⌊y⌋ + eσ1(1) + · · · + eσ1(j−1)
)]
× (y(m)σ1(j) − ⌊yσ1(j)⌋) + o(1).







, n ∈ N. (2.13)Furthermore, we will prove at the end of the proof of this lemma that, for any n ∈ N,
α
d(p−1)/p




















, (2.14)where C depends on d and p only. Our assumption d(p− 1) < 2 implies that the exponents at αtn onthe right-hand side are negative. Realling that αtn tends to innity as tn → ∞ we have (at the ostof hoosing a subsequene of (Rn, tn, µn)n):
α
d(p−1)/p
tn ‖µn‖p ≤ ‖g
2




. (2.15)Note that gn asymptotially satises periodi boundary ondition in the box [−R,R]d. Now weompare it to some version that satises zero boundary ondition. To this end, introdue ΨRn =⊗d
i=1 ψRn : R
d → [0, 1], where ψRn : R → [0, 1] is zero outside [−Rn, Rn], one in [−Rn +Rεn, Rn −Rεn]and linearly interpolates between −Rn and −Rn + Rεn and between Rn − Rεn and Rn. Here ε > 0 ispiked so small that p < dd−1+ε , where we point out that our assumption d(p − 1) < 2 also implies
















≤ 1 + Cα−1tn ‖∇gn‖2.Analogously we derive ‖gn‖2 ≥ 1 −Cα−1tn ‖∇gn‖2 and thus we get
∣∣‖gn‖2 − 1








≤ ‖∇gn‖22 + 2R−εn ‖gn‖2‖∇gn‖2 + dR−2εn ‖gn‖22





















.Hene, we have (probably by hoosing again a subsequene of (Rn, tn, µn)n):
‖∇gn‖22 ≥ ‖∇(gnΨRn)‖22(1 − 1n) − 1n , n ∈ N. (2.17)Furthermore, we note that, without loss of generality, we may assume that
∫
BRn\BRn−Rεn





g2pn (x) dx, n ∈ N. (2.18)This an be easily derived using the shift invariane of the seond integral due to periodi boundaryonditions. To see this, assume that for every shift θz(x) = x+ z modulo BRn with z ∈ BRn it holds
13that: ∫
BRn\BRn−Rεn





g2pn (x) dx. (2.19)Now, integrate both sides over all z ∈ BRn , to get a ontradition by hanging the order of theintegration. Hene, for some z ∈ BRn , the opposite of (2.19) holds, and we ontinue to work with
gn ◦ θz instead of gn. All properties onsidered so far are preserved by periodiity.Note that the quotient on the right-hand side of (2.18) an be estimated against CRε−1n where Cdoes not depend on n. Thus, we have:
‖g2n‖pp − ‖(gnΨRn)2‖pp ≤ CRε−1n ‖g2n‖ppwhih leads (after probably hoosing again a subsequene of (Rn, tn, µn)n) to
‖g2n‖p ≤ ‖(gnΨRn)2‖p(1 + 1n), n ∈ N. (2.20)Summarizing, substituting (2.13) and (2.15), and using (2.17) and (2.20), for any n we haveR.h.s. of (2.9) ≤ ‖g2n‖p(1 + 1n) − ‖∇gn‖22(1 − 2n) − 1n‖∇gn‖22 + 2n











(1 − 3n)‖gnΨRn‖22 − 1n‖∇gn‖22 + 3n .





1−3/n ). Using this in the last display, we arrive for all n, atR.h.s. of (2.9) ≤ ρ(c)d,p(1+3/n1−3/n) + 3n .Realling (1.14), we see that the right-hand side onverges to ρ(c)d,p(1) as n ↑ ∞. This ends the proof ofthe lemma.Now we give the proof of (2.14). Reall (2.10) and (2.11) and that we write fn,σ,i(y) instead of
fn,σ(y),i(y). The triangle inequality gives that




































































p ≤ ‖gn‖2p + dα[d(p−1)−2]/2ptn ‖∇gn‖
1
p
2 .Now square both sides and use the estimates ‖∇gn‖ 1p2 ≤ 1 + ‖∇gn‖2 and ‖gn‖2p‖∇gn‖2 ≤ 12(‖gn‖22p +
‖∇gn‖22) and summarize to arrive at (2.14).
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