Abstract 
Introduction
Media streaming over Internet is becoming increasingly popular. Currently, most media is delivered using global content-delivery networks, providing a scalable and robust client-server model. For example, Youtube handle more than one billion hits per day 1 . However, content delivery infrastructures have very high cost, and an approach to reduce the cost of media delivery is to use peer-to-peer (P2P) overlay networks, where nodes share responsibility for delivering the media to one another. The darker the node is, the higher upload bandwidth it has. The media source is located at the center of the overlay.
Live media streaming using overlay networks is a challenging problem. Nodes should receive the stream with minimal delay over a best-effort network with varying bandwidth capacity, while adapting to other nodes joining, leaving and failing. From a system perspective, the overlay network should continuously optimize its structure to minimize the playback latency and maximize the timely delivery of the stream, by adapting to system and network dynamics. Furthermore, nodes should be intentivized to contribute and share their resources, through improved relative performance.
In this paper, we present GLive, a P2P streaming overlay network that uses both the Gradient overlay network and a distributed market mechanism to adaptively optimize its topology to minimize playback latency and maximize the timely delivery of the stream. The Gradient overlay network constructs a topology where (i) nodes with higher available upload bandwidth are positioned closer to the media source, and (ii) nodes with similar upload bandwidth become neighbours, producing logical layers (see Figure 1 ). As nodes with relatively higher upload bandwidth can forward more copies of the stream to more nodes, positioning them closer to the media source will reduce the average number of hops from nodes to the media source, reducing both the probability of streaming disruptions and playback latency at nodes. Nodes are also incentivized to provide relatively more upload bandwidth, as nodes that contribute more upload bandwidth will have relatively higher playback continuity and lower latency than the nodes in lower layers.
In GLive, we divide the media stream into a sequence of blocks, and each node pulls the blocks of the stream from a set of nodes called parents. Nodes use a distributed market model, first introduced in [16] , to choose parents from among the nodes in the system. A major problem with market-based approaches that select parents from random nodes is that they exhibit slow convergence properties. We improve the speed of convergence by nodes selecting from a small number of neighbouring nodes with similar upload bandwidth, i.e., a node either in its layer or in a layer closer to the media source (see Figure 1 ). The gossip-generated Gradient overlay network [19, 20] is used to enable nodes to sample neighbours with similar upload bandwidth, and, thus, it acts as a market-maker for our market model.
We evaluate GLive by comparing its performance with Sepidar [17] and the state-of-the-art NewCoolstreaming [8] . We show in simulation that GLive provides better playback continuity and lower playback latency than these systems under churn, flash-crowd, and massive-failure scenarios. We also evaluate the performance of GLive and Sepidar when a high percentage of nodes are free-riders. Finally, we evaluate the convergence of our market model when the node samples are taken from the Gradient overlay compared to a random overlay.
Our work is an extension of our previous work on multiple-tree live streaming [17, 16] , and the contributions of this paper include:
• GLive, a distributed market-based solution to create a mesh overlay for P2P live media streaming,
• how mesh-based streaming outperforms multiple-tree streaming through comparing GLive and Sepidar [17] ,
• how the Gradient overlay can improve the convergence time of a mesh overlay in comparison with a random network,
• a scoring model to solve the free-rider problem in mesh overlays.
Related work
Many different overlay network topologies have been used for data delivery in P2P media streaming systems, but the two most widely used approaches are multiple-tree [16, 3, 13, 17] and mesh-based overlays [8, 6, 5] . Multipletree overlay networks use push-based content delivery over multiple tree-shaped overlays with the media source as a root of all trees. While multiple-tree overlay networks have the advantage of low latency data delivery, they are vulnerable to the failure of interior nodes. Rajaee et al. have shown in [10] that mesh overlays have consistently better performance than tree-based approaches for scenarios where there is node churn and packet loss.
Mesh-based approaches use swarming content delivery over a typically random overlay network. In meshbased overlays, unlike tree-based structures that data is pushed through the tree, nodes pull data from their neighbours in the mesh. The mesh structure is highly resilient to node failures, but it is subject to unpredictable latencies due to the frequent exchange of notifications and requests [26] . Gossip++ [6] , NewCoolStreaming [8] , Chainsaw [14] , and PULSE [18] are the systems that use random overlay meshes for data dissemination. Recently, there has been work on using gossiping to build non-random mesh topologies, where the topology stores implicit information about node characteristics, such as upload bandwidth. In [5] , Fortuna et al. attempt to organize nodes with decreasing upload bandwidth at increasing distance from the source. As such, these systems have similarities with how GLive uses the Gradient overlay to structure nodes. However, GLive also uses a market model to optimize its partners for media streaming.
The problem of reducing free-riding in P2P systems has been solved by many existing incentive mechanisms and reputation models [13, 21, 11] . Of particular relevance to GLive are Give-to-Get [12] and Sepidar [17] that use transitive dependencies to a child's children in order to audit children nodes. In contrast, GLive uses a scoring mechanism to identify free-riders.
Our market model is an example of a distributed auction algorithm with partial information. Our model differs from existing work, such as [27] amd [15] , in that all nodes are decision makers, the set of tasks and resources are homogeneous and auctions are restartable. Finally, our block selection strategy is similar to BiTOS for video-on-demand [23] .
Problem description
We assume a network of nodes that communicate through message passing. New nodes may join the network at any time to watch the video. Existing nodes may leave the system either voluntarily or by crashing. The video is divided into a set of B blocks of equal size without any coding. Every block b i ∈ B has a sequence number to represent its playback order in the stream. Nodes can pull any block independently from any other node that can supply it.
Each node has a partner list, a view of a small subset of nodes in the system. A node can create a bounded number of download connections to partners and accept a bounded number of upload connections from partners over which blocks are downloaded and uploaded, respectively. We define a node q as the parent of the child node p, if an upload connection of q is bound to a download connection of p. Children nodes continuously attempt to improve their download connections by changing to parents that are both closer to the media source and able to deliver blocks on time. Parents, who can accept or reject connection attempts, prefer children who have forwarded the most blocks within a recent time window. The result of these preference functions is that nodes who forward more blocks on time have shorter paths to the media source.
Nodes store a list of blocks that are available for download in a buffer map. Nodes periodically send their buffer map to their children (via their upload connections) to advertise their available blocks. Children can then pull any blocks they require from the node. As such, advertisements are not random, but rather are directed away from the source and down the gradient.
For each block, we now represent the problem of finding the best mapping of upload connections to download connections as an assignment problem [22] . We define the set of all download and upload connections as D and U , respectively. In order to receive the block, a node requires one of its download connection needs to be assigned to an upload connection over which the block will be copied. We define an assignment or a mapping m ijk , from a node i to a node j for block b k , as a triplet containing one upload connection at i and one download connection at j for block b k :
where N is the set of all nodes, b k is block k from the set of all blocks B, and the connection from i to j is between two different nodes. A cost function is defined for a mapping m ijk as the minimum distance from node i to the media source in terms of numbers of hops, that is, c(m ijk ) : m ijk → number of hops f rom i to source.
(2) We define a complete assignment A for a block b as a set of mappings, where, there exists at least one download connection at every node that is assigned to an upload connection over which b is downloaded. That is, for a block b, each node has a download connection over which it can pull the block before the block expires. The total cost of a complete assignment is calculated as follows:
The goal of our system is to minimize the cost function in equation 3 for every block b ∈ B, such that a shortest path tree is constructed over the set of available connections for every block.
If the set of nodes, connections, and the upload bandwidth of all nodes is static for all blocks B, then we can solve the same assignment problem | B | times. However, P2P systems, typically have churn (nodes join and fail) and available bandwidth at nodes changes over time, so we have to solve a slightly different assignment problem every time a node join, exits or a node's bandwidth changes.
Centralized solutions, such as the auction algorithm [2] , are possible in principle, where nodes bid to connect their download connections to better upload connections using the amount of blocks they forward as currency. However, nodes that offer upload connections may not deliver a block over a connection in time. As such, the problem can be viewed as a restartable auction, where the auction is restarted because a bidder did not have sufficient funds to complete the transaction. But, in general, it is not feasible to use centralized solutions in large and dynamic networks with real-time constraints. An alternative naive decentralized implementation of the auction algorithm that communicates will all nodes through flooding would not scale either. Approximate decentralized solutions, based on random walks or sampling from a random overlay, have slow convergence time, as we show in our evaluation.
In the next section, we introduce our market model that finds approximate solutions to the assignment problem using partial views sampled from the Gradient overlay (to improve convergence time compared to a random overlay). Nodes are not assumed to be cooperative; nodes may execute protocols that attempt to download the stream without forwarding it to other nodes. We do not, however, address the problem of nodes colluding to receive the video stream.
GLive system
We now present our distributed market-model, a modified version of the distributed auction algorithm with partial information introduced for tree-based live streaming in [17] . The following properties are used by the model and calculated locally at each node:
1. Money: the total number of blocks uploaded to children during the last 10 seconds. A node uses its money to bid for a binding to a partner's upload connection.
2.
Price: the minimum amount of money that should be bid when binding to an upload connection. The price of a node that has an unbound upload connection is zero, otherwise the node's price equals the lowest amount of money at its existing children. For example, if node p has three upload connections and three children with monies 2, 3 and 4, the price of p is 2.
3. Cost: the cost of a node is the distance from that node to the media source via its shortest path. The shorter the path length (i.e., the lower its cost), the more desirable a parent it is.
Our market-model is based on minimizing costs (the path length of nodes to the media source) through nodes iteratively bidding for upload connections. Each node periodically sends its money, cost and price to all its partners. The partners of a node include all the nodes in its similar-view and finger-list in the Gradient overlay, see subsection 4.2. For each of its download connections, a child node p sends a bid request to nodes that: (i) have lower cost than one of the existing parents assigned to download connections in p, and (ii) the price of a connection is less than p's money. Nodes bid with their entire money (although the money is not used up, it can be reused for other bids for other connections).
A parent node who receives a bid request accepts it, if: (i) it has a free upload connection (its cost is zero), or (ii) it has assigned an upload connection to another node with a lower amount of money. If the parent re-assigns a connection to a node with more money, it abandons the old child who must then bid for a new upload connection. When a child node receives the acceptance message from another node, it assigns one of its download connections to the upload connection of the parent. Since a node may send more connection requests than its has download connections, it might receive more acceptance messages than it needs. In this case, if all its download connections are already assigned, it checks the cost of all its assigned parents and finds the one with the highest cost. If the cost of that parent is higher than the new received acceptance message, it releases the connection to that parent and accepts the new one, otherwise it ignores the received message.
Although there is no guarantee that the parent will forward all blocks over its connection to a child, parents who forward a relatively lower number of blocks will be removed as children of their parents. Nodes that claim that they have forwarded more blocks than they actually have forwarded are removed as children, and, an auction is restarted for the removed child's connection. Nodes are incentivized to increase the upper bound on the number of their upload connections, as it will help increase their upload rate and, hence, their attractiveness as children for parents closer to the root.
Auction restarting -free-rider detection and punishment
Whenever a node assigns a download connection to the upload connection of another node, it sends the address of its current children to its parent. It subsequently informs its parents of any changes in its children. Thus, a parent node knows about its childrens' children, or grandchildren for short.
Free-riders are nodes that forward a much lower number of blocks than they claimed they forward when connecting to a parent. We implment a scoring mechanism to detect free-riders, and thus motivate nodes to forward blocks. Each child assigns a score to each of its parents, which is initially set to zero, for a time window covering the last 10 seconds. When a child requests and receives a non-duplicate block from a parent within the last 10 seconds, it increments the score of that parent. Thus, the more blocks a parent node sends to its children, the higher score it has among its children. We chose 10 seconds as it is the same as the choking period in BitTorrent [4] and does not unneccessarily punish nodes because of variance in the rate of block forwarding.
Each node periodically sends a score request to its grandchildren, and the grandchildren nodes send back a score response containing the scores of the original node's children. The node sums up the received scores for each child. Freerider nodes forward a lower number of blocks, and hence they have lower scores compared to others.
When a node with no free upload connection receives a connection request, it sorts its children based on their latest scores. If an existing child has a score less than a threshold s, then the child is identified as a free-rider. The parent node abandons the free-rider nodes and accepts the new node as its child. If there is more than one child whose score is less than s, then the lowest score is selected. If all children have a score higher than s, then the parent accepts the connection if the connecting node has offers more money than the lowest money of its existing children. When the parent accepts such a connection, it then abandons (removes the connection to) the child with the lowest money. The abandonned child then has to search for and bid for a new connection to a new parent.
A crucial difference between our market-model and the classical auction algorithm is that our solution is decentralized; nodes have only a partial (changing) view of a small number of nodes in the system with whom they can bid for upload connections. We use the Gradient overlay to provide nodes with a constantly changing partial view of other nodes that have a similar number of upload connections. Thus, rather than have nodes explore the whole system for better parent nodes, the Gradient enables us to limit exploration to the set of nodes with a similar number of upload connections.
Gradient overlay construction
Nodes search for parents by sampling partners from the Gradient overlay. The Gradient overlay is a gossipgenerated overlay, where nodes are arranged according to their local utility function, such that the highest utility nodes are located topologically in the centre of the overlay, while lower utility nodes are located at increasing distance from the centre [19, 20] .
Each node in the Gradient overlay maintains two sets of neighbours: similar-view and random-view. Similar-view is a partial list of the nodes in the system whose utility values are close to, but slightly higher than the utility value of the node. However, the nodes in the random-view are sampled from a random overlay network. We use Cyclon [24] to create and update the random-view. Nodes periodically gossip with each other and exchange their views. Upon receiving the views from a neighbour, a node merges it with its own similar-view and retains those entries that have closer (but higher) utility to its own utility value. The connections to the random nodes in random-view allow nodes to explore the network in order to discover other potentially similar neighbours.
In GLive, the utility value of a node is calculated using two factors: (i) a node's upload bandwidth, and (ii) a disjoint set of discrete utility values that we call marketlevels. A market-level is defined as a range of network upload bandwidths. For example, in figure 2, we define 5 example market-levels: mobile broadband (64-127 Kbps) with utility value 1, slow DSL (128-511 Kbps) with utility value 2, DSL (512-1023 Kbps) with utility value 3, fiber (>1024 Kbps) with utility value 4, and the media source with utility value 5. A node measures its available upload bandwidth (e.g., using a server or trusted neighbour) and calculates its utility value as the market-level that its upload bandwidth falls into. For instance, a node with 256 Kbps upload bandwidth falls into slow DSL market-level, so its utility value is 2. Nodes may also choose to contribute less upload bandwidth than they have available, causing them to join a lower market level.
A node prefers to fill its similar-view with nodes from the same market-level or one level higher. As a result, the nodes with similar utility value (almost the same upload bandwidth) become the neghibours of each other. In addition to similar-view and random-view, nodes maintain finger-list that contains at most one node from higher market levels (if one is available). Finger list reduces the probability of the overlay partitioning due to excessive clustering. Moreover, low bandwidth nodes often do not have enough upload bandwidth to simultaneously deliver all the stream. Therefore, in order to enable low bandwidth nodes to utilize To update the similar-view, each node p periodically chooses one random node q from its similar-view, and sends it a random subset of the nodes from its similar-view. Upon receiving the list of nodes, q sends back a random subset of the nodes from its similar-view. When node p receives the q's view, first merges the received view with its existing similar-view by iterating through the received list of nodes, and preferentially selecting those nodes in the same marketlevel or at most one level higher. If its similar-view is not full, it adds the node, otherwise, it replaces one of the nodes it had sent to q with the selected node. Moreover, to allow nodes to find other potentially similar neighbours, p repeat the same procedure by merging its similar-view with its own local random-view.
The fingers to higher market-levels are also updated periodically. Node p goes through its random-view, and for each higher market-level, picks a node from that marketlevel if there exists such a node in the random-view. If there is not, p keeps the old finger. For more details, you are kindly referred to our work in [16] .
Data dissemination
Each parent node periodically sends its buffer map and its load to all its assigned children. The buffer map shows the blocks that a node has in its buffer, and the load shows the ratio of the number of blocks that a node has forwarded to the number of its upload connections.
A child node, uses the information received from its parents to schedule and pull the required blocks in different iteration. We define a sliding window that shows the number of blocks that a child node can request in each iteration. If the playback point of a node is t, and the sliding window size is n, the node can request the blocks from t to t + n in each iteration.
One important question in pulling blocks is the order of requests. The main constraint in data dissemination in live media streaming is that the blocks should be received before their playback time. Therefore, a node should pull the missing block with the closest playback time first, that is, blocks should be pulled in-order. Another potential strategy, as used by BitTorrent, is to pull the rarest blocks in the system, as this is known to increase aggregrate network throughput [23] .
We have designed a download policy that attempts to marry the benefits for playback latency of in-order downloading with the improved network throughput of rarestblock policy. We divide the sliding window into two sets: an in-order set and a rare set. The first m blocks in the sliding window are the blocks in the in-order set and the rest of the blocks of the sliding window are the rare set blocks. As the names of these sets imply, blocks from the in-order set are requested in order and the least popular block (from among the node's partners) is chosen from the rare set. A node selects a block from the in-order set with probability h% and from the rare set with (100 − h)%, where h is a system parameter. If multiple parents can provide a block, the child node chooses the parent that has the lowest load.
Experiments and evaluation
In this section, we compare the performance of GLive with P2P live-streaming systems Sepidar [17] and NewCoolstreaming [8] under simulation.
Sepidar has a multiple-tree architecture and NewCoolstreaming has a random mesh-based architecture.
Experiment setup
We have used Kompics [1] to implement GLive, Sepidar and NewCoolstreaming. Kompics is a framework for building P2P protocols and it provides a discrete event simulator for simulating them using different bandwidth, latency and churn models. We have implemented Sepidar and NewCoolstreaming based on the system descriptions from [17] and [25] .
In our experimental setup, we set the streaming rate to 512Kbps, which is divided into blocks of 16Kb. Nodes start playing the media after buffering it for 15 seconds, which compares favourably to the 60 seconds of buffering used by state-of-the-art (proprietary) SopCast [9] . The size of similar-view in GLive and Sepidar and the partner list in NewCoolstreaming is 15 nodes. We assume all the nodes have the same number of download connections, which is set to 8. To model upload bandwidth, we assume that each upload connection has available bandwidth of 64Kbps and that the number of upload connections for nodes is set to 2i, where i is picked randomly from the range 1 to 10. This means that nodes have upload bandwidth between 128Kbps and 1.25Mbps. As the average upload bandwidth of 704Kbps is not much higher than the streaming rate of 512Kbps, nodes have to find good matches as parents in order for good streaming performance. The media source is a single node with 40 upload connections, providing five times the upload bandwidth of the stream rate. This setting is based on SopCast's requirement that the source has at least five times the upload capacity of the stream rate [9] . In our simulations we assume 11 market-levels, such that the nodes with the the same number of upload connections are located at the same market-level. For example, nodes with two upload connection (128Kbps) are the members of the first market-level, nodes with four upload connections (256Kbps) are located in the second market-level, and the media source with 40 upload connections (2.5Mbps) is the only member of the 11th market-level. Latencies between nodes are modeled using a latency map based on the King data-set [7] .
We assume the size of sliding window for downloading is 32 blocks, such that the first 16 blocks are considered as the in-order set and the next 16 blocks are the blocks in the rare set. A block is chosen for download from the inorder set with 90% probability, and from the rare set with 10% probability. In the failure detector settings, we set the threshold of the score, s, to zero. The window used for our scoring mechanism is set to 10 seconds.
In the experiments, we measure the following metrics:
1. Playback continuity: the percentage of blocks that a node received before their playback time. We consider two metrics related to playback continuity: where nodes have a playback continuity of (i) greater than 90% and (ii) greater than 99%;
2. Playback latency: the difference in seconds between the playback point of a node and the playback point at the media source.
GLive vs. Sepidar vs. NewCoolstreaming
In this section, we compare the playback continuity and playback latency of GLive with Sepidar and NewCoolstreaming in the following scenarios:
1. Flash crowd: first, 100 nodes join the system following a Poisson distribution with an average inter-arrival time of 100 milliseconds. Then, 1000 nodes join following the same distribution with a shortened average inter-arrival time of 10 milliseconds;
2. Catastrophic failure: 1000 nodes join the system following a Poisson distribution with an average interarrival time of 100 milliseconds. Then, 500 existing nodes fail following a Poisson distribution with an average inter-arrival time 10 milliseconds; 
3.
Churn: 500 nodes join the system following a Poisson distribution with an average inter-arrival time of 100 milliseconds, and then till the end of the simulations nodes join and fail continuously following the same distribution with an average inter-arrival time of 1000 milliseconds;
Figures 3 shows the percentage of the nodes that have playback continuity of at least 90% and 99%. We see that all the nodes in GLive receive at least 90% of all the blocks very quickly in all scenarios, while it takes more time in Sepidar. That is because in Sepidar, at the beginning, nodes spend time constructing the trees, while in GLive the nodes pull blocks quickly as soon as at least one of their download connections is assigned. As we see in figure 3 , both GLive and Sepidar outperform NewCoolstreaming in playback continuity for the whole duration of the experiment in all scenarios. GLive and Sepidar use the Gradient overlay for node discovery. The Gradient overlay arranges nodes based on their number upload bandwidth capacity, and so the neighbours of a node are those with the same upload bandwidth capacity, or slightly higher. This helps the high capacity nodes to quickly discover the media source. In contrast, NewCoolstreaming uses a random overlay, and it takes more time for nodes to find appropriate parents. The result is a higher number of changes in parent connections, causing lower playback continuity in NewCoolstreaming compared to GLive and Sepidar.
As we see in figure 3 , the difference between GLive and Sepidar increases, when we measured the percentage of the nodes that receive 99% of the blocks in time. Again, the tree structure used in Sepidar causes this difference. Although, Sepidar has a multiple-tree structure, which is resilient to the failures, it has a lower playback continuity than GLive when nodes crash. In a multiple-tree structure, a stream is split into a number of sub-streams, and a node receives each sub-stream from a parent. Although, a node typically receives the blocks of each sub-stream independently, if the parent providing a sub-stream fails, then it loses the block from that sub-stream. While the node is trying to find a new parent for that sub-stream, it will miss the blocks for that sub-stream. However, this problem does not apply to the mesh overlay, because the nodes pull the blocks independently of each other. Therefore, if a node loses one of its parents, it can pull the required blocks from other parents. Figure 7 shows the playback latency of the systems in different scenarios. As we can see, GLive keeps its playback latency relatively constant, close to 15 seconds, which is the initial buffering time. The playback latency of Sepidar also converges to 15 seconds, but it takes longer to converge than GLive. The reason for this delay is, again, the time needed to construct the trees. The playback latency of GLive and Sepidar, are both less than NewCoolstreaming. In NewCoolstreaming, the higher playback latency is a result of nodes only reactively changing parents when their playback latency is greater than a predefined threshold.
Another difference between GLive, Sepidar and NewCoolstreaming is the behavior of the systems when playback latency increases. In GLive and Sepidar, if playback latency exceeds the initial buffering time and enough blocks are available in the buffer, nodes are given a choice to fast forward the stream and decrease the playback latency. In contrast, NewCoolstreaming jumps ahead in playback by switching parent(s) even it misses several blocks, thus negatively affecting playback continuity [8] .
Free-rider detector settings
Here, we compare the playback continuity of GLive and Sepidar in the free-rider scenario. In this scenario, 1000 nodes join the system following a Poisson distribution with an average inter-arrival time of 100 milliseconds, such that 30% of the nodes are free-riders, and the total amount of upload bandwidth in the system is less than total amount of download bandwidth required by nodes. Figure 5 shows the percentage of the nodes that receive 99% of the blocks before their playback time. It shows this value for all the nodes in the system, including the strong nodes (top 10% of upload bandwidth nodes), the free-riders, and the weak nodes (the bottom 10% of upload bandwidth nodes). Figure 5 shows that all the strong nodes in both systems receive all the blocks in time, however, GLive converges faster than Sepidar. In GLive, we are using the scoring mechanism to find the nodes who contribute less bandwidth than they claim when bidding for connections, while Sepidar uses a free-rider detector module that identifies nodes that do not meet their contractual requirement to forward the stream to their child nodes [17] . In GLive, at the beginning, a high percentage of weak nodes and free-riders receive all the blocks in time, which shows that free-riders have not been detected yet. That is because nodes need time to update and validate the scores of their parents, and, thus, identify freeriders. Meanwhile, the free-riders use the resources of the system. However, after enough time has passed and the nodes' scores have been updated, the free-riders are detected. Thus, after about 100 seconds the percentage of the free-riders who have a high playback continuity decreases. As figure 5 shows, after about 600 seconds from the beginning of the experiment, in both GLive and Sepidar the free-riders and weak nodes receive roughly the same quality of stream, that is, they have the same percentage of playback continuity. As the playback continuity of the weak nodes and free-riders keeps decreasing in GLive, we can also see that the playback continuity decreases for all nodes in GLive. After 500 seconds, playback continuity even decreases below Sepidar.
Importantly, as we can see in figure 5 , the existing freeriders in the system have a very low effect on the playback continuity of the strong nodes in GLive. Strong nodes have consistently higher playback continuity than weak nodes and free-riders. This is due to the fact that weak nodes have a lower amount of money compared to strong nodes, which makes them take longer to find good parents. Also, the punishment of free-riders negatively affects their playback continuity. As such, nodes are strongly incentivized to contribute more upload bandwidth through receiving improved relative performance.
Comparing the Gradient with random neighbour selection
In this experiment, we compare the convergence speed of our market model for the Gradient overlay and a random overlay. We use the churn scenario in this experiment, as this is the most typical environment for P2P streaming systems on the Internet. Our market model is run using (i) samples taken from the Gradient overlay, where the sam- pled nodes have similar upload bandwidth or money, and (ii) samples taken from a random network, where the sampled nodes have random amounts of money. As nodes in the Gradient overlay receive bids from a set of nodes with almost the same money, the difference between received bids is less than the expected difference for the random network. Figure 6 shows that in the case of using the Gradient overlay, more nodes can quickly receive high playback continuity. As such, the Gradient overlay can be said to be a more efficient market maker for our distributed market model than a random overlay.
Varying buffering time
Finally, we compare the performance of GLive for different buffering times. We compare three different settings: 0, 3 and 15 seconds of buffering time in the churn scenario. Buffering 0 seconds of blocks, means nodes start playing the media as soon as they receive the first block. As we see in figure 7 (a), the higher the buffering time, the higher the percentage of the nodes who receive blocks in time. However, higher initial buffering times increase the playback latency ( figure 7(b) ). As such, there is a trade-off between increasing playback continuity and decreasing playback latency. (a) 99% of playback continuity. 
Conclusions
In this paper, we presented GLive, a P2P live streaming system that uses a distributed market-model to construct a mesh overlay with two properties: (i) nodes with increasing upload bandwidth are located closer to the media source, and (ii) nodes with similar upload bandwidth are the neighbours of each other. Our distributed marketmodel leverages the structure of the Gradient overlay to efficiently assign suitable connections to other nodes. We addresse the problem of free-riding in GLive through parent nodes auditing the behaviour of their children nodes by querying their grandchildren. We showed in simulation that the mesh-based implemention of our market-model has better performance in different scenarios compared to both a multiple-tree implementation of the system in Sepidar and NewCoolstreaming.
