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DIFFUSION LIMIT FOR THE RADIATIVE TRANSFER EQUATION
PERTURBED BY A WIENER PROCESS
A. Debussche∗, S. De Moor∗ and J. Vovelle†
Abstract
The aim of this paper is the rigorous derivation of a stochastic non-linear diffusion equation
from a radiative transfer equation perturbed with a random noise. The proof of the convergence
relies on a formal Hilbert expansion and the estimation of the remainder. The Hilbert expansion
has to be done up to order 3 to overcome some difficulties caused by the random noise.
Keywords: Kinetic equations, diffusion limit, stochastic partial differential equations, Hilbert
expansion, radiative transfert.
1 Introduction
In this paper, we are interested in the following non-linear equation
df ε +
1
ε
a(v) · ∇xf
ε dt =
1
ε2
σ(f ε)L(f ε)dt + f ε ◦QdWt,
f ε(0) = ρin, t ∈ [0, T ], x ∈ T
N , v ∈ V.
(1.1)
where V is an N -dimensional torus, a : V → V and σ : R→ R. The notation f stands for the
average over the velocity space V of the function f , that is
f =
∫
V
f dv.
The operator L is a linear operator of relaxation which acts on the velocity variable v ∈ V
only. It is given by
L(f) := f − f. (1.2)
The random noise term W is a cylindrical Wiener process on the Hilbert space L2(TN ). The
covariance operator Q is a linear self-adjoint operator on L2(TN ). The precise description
of the problem setting will be given in the next section. In this paper, we investigate the
behaviour in the limit ε→ 0 of the solution f ε of (1.1).
Concerning the physical background in the deterministic case (Q ≡ 0), the equation (1.1)
describes the interaction between a surrounding continuous medium and a flux of photons
radiating through it in the absence of hydrodynamical motion. The unknown f ε(t, x, v) then
stands for a distribution function of photons having position x and velocity v at time t. The
function σ is the opacity of the matter. When the surrounding medium becomes very large
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compared to the mean free paths ε of photons, the solution f ε to (1.1) is known to behave like
ρ where ρ is the solution of the Rosseland equation
∂tρ− divx(σ(ρ)
−1K∇xρ) = 0, (t, x) ∈ [0, T ]× T
N .
with K :=
∫
V
a(v)⊗a(v) dv. This is what is called the Rosseland approximation. In this paper,
we investigate such an approximation where we have perturbed the deterministic equation by
a smooth multiplicative random noise of the form f ε ◦ QdW . Note in particular that the
noise is independant of the scaling ε of the equation. In the deterministic case, the Rosseland
approximation has been widely studied. In the paper of Bardos, Golse and Perthame [1], they
derive the Rosseland approximation on a slightly more general equation of radiative transfer
type than (1.1) where the solution also depends on the frequency variable ν. Using the so-called
Hilbert’s expansion method, they prove a strong convergence of the solution to the radiative
transfer equation to the solution to the Rosseland equation. In [2], the stationary and evolution
Rosseland approximation are proved in a weaker sense with weakened hypothesis on the various
parameters of the radiative transfer equation, in particular on the opacity function σ.
In the stochastic setting, the paper of Debussche and Vovelle [9] deals with the problem of
the radiative transfer equation where the opacity function is constant (σ ≡ 1) and with a
multiplicative noise of the form 1εf
εmε where mε(t, x) = m(t/ε2, x) with m a stationary
Markov process. Note that in this setting, the noise also depends on the scaling ε of the
equation and that formally 1εm
εdt converges in law to some Wiener process QdWt where Q is
a covariance operator which can be expressed in terms of the driving process m. In the paper
[9], the authors prove the convergence in law of the solution to (1.1) to a limit stochastic fluid
equation by mean of a generalization of the perturbed test-functions method.
In this present work, we consider a non-linear operator σ(f)Lf , which can be seen as a simple
non-linear perturbation of the classical linear relaxation operator L considered in [9]. Never-
theless, we consider that the noise is already in its limit form QdW . In particular, we point
out that the fact that the noise is already in an Itoˆ form permits the application of the Itoˆ
formula. As a consequence, we are able to prove in this paper a stronger result of convergence
of f ε to ρ, namely a strong convergence in the space X := L∞(0, T ;L1(Ω;L1x,v)) with rate
ε. The proof relies on the so-called Hilbert expansion method: we expand the solution f ε to
(1.1) as f ε = ρ + εf1 + ε
2f2 + ε
3f3 + r
ε where ρ is the solution to the limit problem, f1, f2,
f3 are three correctors to be defined appropriately and where r
ε denotes the remainder of the
expansion. First, we prove that the correctors (fi)1≤i≤3 behave correctly in the space X so
that εf1 + ε
2f2 + ε
3f3 = O(ε) in X . This step requires some regularity on the limit solution ρ
and we make use of the regularity result in [8]. Then, to conclude the proof, we estimate the
remainder by mean of an Itoˆ formula to show that rε is of order ε in X . Note that an Hilbert
expansion up to order 2 is usually sufficient in many well-known deterministic cases; here we
need to push the expansion up to order 3 to overcome some difficulties caused by the noise
term.
We point out that, in the sequel, when proving existence and uniqueness for the problem (1.1),
we use a stochastic averaging lemma which can be interesting by itself. It provides a better
regularity for the average over the velocity space of solutions to kinetic stochastic equations,
see Lemma 4.3. The proof of this lemma is detailed in Appendix B; it is mainly based on an
adaptation to a stochastic setting of the paper of Bouchut and Desvillettes [3].
The paper is organized as follows. In Section 2, we introduce the setting and the notations
and give the main result to be proved, Theorem 2.2. In Section 3, we derive formally the limit
2
equation. Finally, in Section 4, we provide the proof of the main result, which is divided in
three main steps. First, we study the existence, uniqueness and regularity of the solutions
to the radiative transfer equation (1.1) and to the stochastic Rosseland problem. Then we
define and study the correctors of the Hilbert expansion. Finally, we estimate the remainder
to conclude the proof.
Aknowledgements: This work is partially supported by the french government thanks to the
ANR program Stosymap. It also benefit from the support of the french government “Investisse-
ments d’Avenir” program ANR-11-LABX-0020-01.
2 Preliminaries and main result
2.1 Notations and hypothesis
Let us now introduce the precise setting of equation (1.1). We work on a finite-time interval
[0, T ], T > 0, and consider periodic boundary conditions for the space variable: x ∈ TN where
T
N is the N -dimensional torus. Regarding the velocity space V , we also consider periodic
boundary conditions, that is V = TN , but we keep the notation V to distinguish the velocity
space from the space one.
For p ∈ [1,∞], the Lebesgue spaces Lp(TN × V ) will be denoted by Lpx,v for short. The
associated norm will be written ‖ · ‖Lpx,v . Similarly, we define the Lebesgue spaces L
p
x, L
p
v and,
if k ∈ Z, the Sobolev spaces W k,px,v and W
k,p
x or H
k
x,v and H
k
x when p = 2. The scalar product
of L2x,v will be denoted by (·, ·). We finally introduce, for k ∈ N, the space C
0,k([0, T ]× TN )
constituted by the functions of the variables (t, x) ∈ [0, T ]× TN which are continuous in time
and k-times continuously differentiable in space.
Concerning the velocity mapping a : V → V , we shall assume that it is C1b . Furthermore, we
suppose that the following null flux hypothesis holds∫
V
a(v) dv = 0. (2.1)
We also define the following matrix
K := a(v)⊗ a(v) (2.2)
and assume that K is definite positive. Furthermore, we use a stochastic version of averaging
lemmas to prove the existence of the solution f ε to (1.1). To do so, we need to assume the
following standard condition:
∀ε > 0, ∀(ξ, σ) ∈ SN−1× R, Leb ({v ∈ V, |a(v) · ξ + σ| < ε}) ≤ εα, (2.3)
for some α ∈ (0, 1] and where Leb denotes the normalized Lebesgue measure on V = TN .
Regarding the opacity function σ : R→ R, we assume that
(H1) There exist two positive constants σ∗, σ
∗ > 0 such that for almost all x ∈ R, we have
σ∗ ≤ σ(x) ≤ σ
∗;
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(H2) the function σ is C3b , in particular σ is Lipschitz continuous;
(H3) the mappings x 7→ σ(x) and x 7→ σ(x)x are respectively non-increasing and non-
decreasing.
Finally, the initial condition ρin is supposed to be a smooth non-negative function which does
not depend on the variable v ∈ V .
2.2 The random noise
Regarding the stochastic term, let (Ω,F , (Ft)t≥0,P) be a stochastic basis with a complete,
right-continuous filtration. The random noise dWt is a cylindrical Wiener process on the
Hilbert space L2(TN ). We can define it by setting
dWt =
∑
k≥0
ek dβk(t), (2.4)
where the (βk)k≥0 are independent Brownian motions on the real line and (ek)k≥0 a complete
orthonormal system in the Hilbert space L2(TN ). The covariance operator Q is a linear self-
adjoint operator on L2(TN ). We assume the following regularity property∑
k≥0
‖Qek‖
2
W 4,∞x
<∞. (2.5)
In particular, we define
κ0,∞ :=
∑
k≥0
‖Qek‖
2
L∞x
<∞, κ1,∞ :=
∑
k≥0, 1≤i≤N
‖∂xiQek‖
2
L∞x
<∞. (2.6)
As a consequence, we can introduce
G :=
1
2
∑
k≥0
(Qek)
2,
which will be useful when switching Stratonovich integrals into Itoˆ form. Precisely, we point
out that for Equation (1.1) we can write f ε ◦QdWt = f εQdWt +Gf εdt where
QdWt =
∑
k≥0
Qek dβk(t).
In the sequel, we will have to consider stochastic integrals of the form hQdWt where h ∈ Lpx,v,
p ≥ 2, and we should ensure the existence of the stochastic integrals as Lpx,v-valued processes.
We recall that the Lebesgue spaces Lpx,v with p ≥ 2 belong to a class of the so-called 2-smooth
Banach spaces, which are well suited for stochastic Itoˆ integration (see [4], [5] for a precise
construction). So, let us denote by γ(L2(TN ), X) the space of the γ-radonifying operators
from L2(TN ) to a 2-smooth Banach space X . We recall that Ψ ∈ γ(L2(TN ), X) if the series∑
k≥0
γkΨ(ek)
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converges in L2(Ω˜, X), for any sequence (γk)k≥0 of independent normal real valued random
variables on a probability space (Ω˜, F˜ , P˜). Then, the space γ(L2(TN ), X) is endowed with the
norm
‖Ψ‖γ(K,X) :=
(
E˜
∣∣∣∣∣∑
k≥0
γkΨ(ek)
∣∣∣∣∣
2
X
)1/2
(which does not depend on (γk)k≥0) and is a Banach space. Now, if h ∈ Lpx,v, p ≥ 2, hQdW
can be interpreted as ΨdW where Ψ is the following γ-radonifying operator from L2(TN ) to
Lpx,v:
Ψ(ek) := hQek.
Let us compute the γ-radonifying norm of Ψ. We fix (γj)j∈N a sequence of independent
N (0, 1)-random variables.
‖Ψ‖2γ(L2(TN ),Lpx,v) = E˜
∥∥∥∑
k
γkh(ek)
∥∥∥2
Lpx,v
= E˜
∥∥∥∑
k
γkhQek
∥∥∥2
Lpx,v
≤
(
E˜
∥∥∥∑
k
γkhQek
∥∥∥p
Lpx,v
)2/p
=
(
E˜
∫
TN×V
∣∣∣∑
k
γkhQek
∣∣∣p)2/p.
Observe that, almost everywhere in TN × V ,
∑
k γkhQek is a real centered Gaussian with
covariance
∑
k |hQek|
2. As a consequence, there exists a constant Cp ∈ (0,∞) such that
E˜
∣∣∣∑
k
γkhQek
∣∣∣p = Cp(∑
k
|hQek|
2
)p/2
.
We use this equality in the computations of the γ-radonifying norm to obtain, thanks to (2.6),
‖Ψ‖2γ(L2(TN ),Lpx,v) ≤ C
2/p
p
(∫
TN×V
(∑
k
(Qek)
2
)p/2
|h|p
)2/p
≤ C2/pp κ0,∞‖h‖
2
Lpx,v
.
(2.7)
2.3 Properties of the operator σ(·)L(·).
Similarly as in the deterministic case, we expect with (1.1) that σ(f ε)L(f ε) tends to zero with
ε, so that we should determine the equilibrium of the operator σ(·)L(·). In this case, since
σ > 0, they are clearly constituted by the functions independent of v ∈ V .
In the space L2x,v, the operator σ(·)L(·) is dissipative. Namely, we have, for f ∈ L
2
x,v,
(σ(f)Lf, f) = −‖σ(f)1/2Lf‖2L2x,v ≤ 0. (2.8)
In the space L1v we have some accretivity properties for the operator σ(·)L(·). Namely, (see
[1]), if f , g ∈ L1v with f ≥ 0, we have∫
V
sgn+(f − g)
[
σ(f )L(f)− σ(g)L(g)
]
dv ≤ 0, (2.9)
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where sgn+(x) := 1x≥0. In the deterministic setting, the quantity above is involved when
deriving the equation satisfied by (f − g)+ where f and g are solutions to the equation (1.1)
without noise and where x+ := max(0, x) stands for the positive part of x. This is the main
argument that permits to prove uniqueness for equation (1.1) without noise. In our stochastic
setting, this procedure will be replaced by the application of Itoˆ formula with the function
x 7→ x+ to the process f − g. To make this plainly rigorous, we have to approximate the map
x 7→ x+ by regular (at least C2) functions. Therefore, we have to investigate what we have
lost in the bound (2.9) above when replacing sgn+ by some smooth approximation. To this
end, take ψ a smooth (at least C2) non-decreasing function such that ψ(x) = 0, x ∈ (−∞, 0],ψ(x) = 1, x ∈ [1,+∞),
0 < ψ(x) < 1, x ∈ (0, 1).
and define
ϕδ(x) :=
∫ x
0
ψ
(y
δ
)
dy, x ∈ R. (2.10)
Then, we have the following lemma.
Lemma 2.1. Let δ > 0. Suppose that f, g ∈ L1v with f ≥ 0. We have the two following
estimates ∫
V
ϕ′δ(f − g)
[
σ(f)L(f)− σ(g)L(g)
]
dv ≤ C
(
1 + ‖f‖L1v
)
δ, (2.11)∫
V
ϕ′δ(g − f)
[
σ(g)L(g)− σ(f)L(f)
]
dv ≤ C
(
1 + ‖f‖L1v
)
δ. (2.12)
Proof. The proof is given in Appendix A.
2.4 Main result
We may now state our main result, the proof of which will be given throughout this paper.
Theorem 2.2. Let f ε denote the solution of the kinetic problem (1.1) in the sense of Propo-
sition 4.1 and ρ the solution of the non-linear stochastic partial differential equation{
dρ− divx
(
σ(ρ)−1K∇xρ
)
dt = ρ ◦QdWt,
ρ(0) = ρin,
(2.13)
in the sense of Proposition 4.5 and where K denotes the matrix (2.2). Then, the solution f ε
converges as ε tends to 0 to the fluid limit ρ and we have the estimate
sup
t∈[0,T ]
E‖f εt − ρt‖L1x,v ≤ Cε. (2.14)
3 Formal Hilbert expansion
In this section, we derive formally the limit equation satisfied by f ε as ε goes to 0. To do so,
we classically introduce the following Hilbert expansion of the solution f ε:
f ε = f0 + εf1 + ε
2f2 + ...
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Then, discarding the terms with positive power of ε, equation (1.1) reads
df0 = −
1
ε
a(v) · ∇xf0 dt− a(v) · ∇xf1 dt+
1
ε2
σ(f0 + εf1 + ε
2f2)L(f0 + εf1 + ε
2f2) dt
+ f0 ◦QdWt +O(ε).
Putting the terms with the same power of ε together and omitting once again those with
positive power of ε, we have
df0 =
1
ε2
σ(f0)L(f0) dt+
(
−
1
ε
a(v) · ∇xf0 +
1
ε
σ(f0)L(f1)
+
1
ε2
[
σ(f0 + εf1)− σ(f0)
]
L(f0)
)
dt
+
(
−a(v) · ∇xf1 + σ(f0)L(f2) +
1
ε2
[
σ(f0 + εf1 + ε
2f2)− σ(f0 + εf1)
]
L(f0)
+
1
ε
[
σ(f0 + εf1)− σ(f0)
]
L(f1)
)
dt+ f0 ◦QdWt +O(ε).
Next, we identify the terms having the same power of ε. At the order ε−2, we find σ(f0)L(f0) =
0, which implies L(f0) = 0; thus we have f0 = f0 =: ρ. Then, at the order ε
−1, with the fact
that L(f0) = 0, we find
L(f1) = σ(ρ)
−1 a(v) · ∇xρ.
Since the integral with respect to v ∈ V of the right-hand side vanishes thanks to (2.1), this
equation can be solved by
f1 := −σ(ρ)
−1 a(v) · ∇xρ, (3.1)
and we point out that f1 = 0. Finally, at the order ε
0, we get
dρ = −a(v) · ∇xf1 dt+ σ(ρ)L(f2) dt+ ρ ◦QdWt. (3.2)
By integration with respect to v ∈ V and with
∫
V
L(f2)dv = 0, we discover
dρ = −divx(a(v)f1) dt+ ρ ◦ dWt,
that is, thanks to the expression of f1 given by (3.1),
dρ− divx
(
σ(ρ)−1K∇xρ
)
dt = ρ ◦QdWt, (3.3)
where K = a(v)⊗ a(v). Furthermore, if ρ satisfies equation (3.3), equation (3.2) now reads
σ(ρ)L(f2) = divx
(
σ(ρ)−1(K −K)∇xρ
)
,
and since the integral with respect to v ∈ V of the right-hand side vanishes, this can indeed
be solved by setting
f2 := −σ(ρ)
−1divx
(
σ(ρ)−1(K −K)∇xρ
)
. (3.4)
To conclude, the solution f ε of the kinetic problem (1.1) formally converges to an equilibrium
state ρ which satisfies the non-linear stochastic partial differential equation (3.3) given above.
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4 Convergence of f ε
In this section, we now give a rigorous proof of the convergence of f ε. The main difficulty is
that the remainder rε := f ε−ρ− εf1− ε2f2 can only be appropriately estimated in L1x,v. As a
result, in our stochastic case, we will need to apply Itoˆ formula in L1x,v. This gives rise to some
difficulties. So, in the sequel, we will need to push the Hilbert expansion of f ε up to order 3 to
overcome these problems. To begin with, we solve the kinetic problem (1.1) and the limiting
equation (2.13) and investigate the regularity and properties of the solutions.
4.1 Resolution of the kinetic problem
Let us study the kinetic problem (1.1). We solve it using a standard semigroup approach
combined with a regularization of the random noise term. Let p ∈ [1,∞]. We introduce the
contraction semigroup (U(t))t≥0 generated by the linear operator −a(v) ·∇x on the space Lpx,v.
Proposition 4.1. Let ρin be a smooth non-negative function which does not depend on v ∈ V .
Then there exists a unique non-negative strong Itoˆ solution f ε to the kinetic problem (1.1)
which belongs to L2(Ω;L2(0, T ;L2x,v)) with ∇xf
ε ∈ L2(0, t;L2x,v) a.s. for all t < T , that is,
P−a.s. for all t ∈ [0, T ],
f ε(t) = ρin −
1
ε
∫ t
0
a(v) · ∇xf
ε
s ds+
1
ε
∫ t
0
σ(f εs )L(f
ε
s ) ds+
∫ t
0
Gf εs dt+
∫ t
0
f εs QdWs.
Furthermore, we have the following uniform bound
sup
t∈[0,T ]
E‖f ε(t)‖2L2x,v ≤ C. (4.1)
Before giving the proof of the proposition, we recall a classical result about the regularization
of the stochastic convolution.
Lemma 4.2. Let p ∈ (2,∞). Let Ψ ∈ Lp(Ω;Lp(0, T ;Lpx,v)). We define
z(t) :=
∫ t
0
U(t− s)Ψ(s)QdWs, t ∈ [0, T ].
Then z ∈ Lp(Ω;C([0, T ];Lpx,v)) and
E sup
t∈[0,T ]
‖z(t)‖p
Lpx,v
≤ C E‖Ψ‖p
Lp(0,T ;Lpx,v)
,
for some constant C which depends on p and κ0,∞.
The proof relies on the so-called factorization method (see [12, Section 11]) combined with
the application of the Burkholder-David-Gundy inequality for martingales with values in a
2-smooth Banach space (see [4] and [5]) and the bound (2.7).
Proof. Existence and uniqueness part. In this part of the proof, for the sake of convenience,
we set ε = 1.
Step 1: Uniqueness. We first begin with the proof of uniqueness for equation (1.1). So let
f and g be two non-negative solutions of (1.1) with the same initial condition ρin and which
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at least belong to L1(Ω;L1(0, T ;L1x,v)). We set r := f − g and estimate r in L
1
x,v by applying
the Itoˆ formula with the C2 function ϕδ defined by (2.10) which approximates x 7→ x
+. This
gives (note that the term relative to a(v) · ∇xrε cancels)
E
∫
TN×V
ϕδ(rt) = E
∫ t
0
∫
TN×V
ϕ′δ(fs − gs)
[
σ(fs)L(fs)− σ(gs)L(gs)
]
ds
+ E
∫ t
0
∫
TN×V
ϕ′δ(rs)Grs ds+ E
∫ t
0
∫
TN×V
ϕ′′δ (rs)G|rs|
2 ds.
Since x+ ≤ ϕδ(x) + δ, we have
E‖(rt)
+‖L1x,v ≤ E
∫
TN×V
ϕδ(rt) + δ.
Then, for the next term, we use the accretivity property of the operator σ(·)L(·). Namely,
with Lemma 2.1, we get
E
∫ t
0
∫
TN×V
ϕ′δ(fs − gs)
[
σ(fs)L(fs)− σ(gs)L(gs)
]
≤ Cδ
(
1 + E
∫ T
0
‖fs‖L1x,vds
)
≤ Cδ.
For the following term, we just observe that |ϕ′δ| ≤ 1 and that ‖G‖L∞x <∞ with (2.6) so that
E
∫ t
0
∫
TN×V
ϕ′δ(rs)Grs ds ≤ C E
∫ t
0
‖rs‖L1x,v ds.
For the last term of the Itoˆ formula, we point out that ϕ′′δ is zero on [0, δ]
c and that |ϕ′′δ | ≤ 1/δ
on [0, δ]. Thus, we obtain
E
∫ t
0
∫
TN×V
ϕ′′δ (rs)G|rs|
2 ds ≤ Cδ.
Summing up all the previous bounds now yields
E‖(rt)
+‖L1x,v ≤ Cδ + C E
∫ t
0
‖rs‖L1x,v ds.
A similar work can be done for (r)− = (−r)+. As a result we obtain the estimate
E‖rt‖L1x,v ≤ Cδ + C E
∫ t
0
‖rs‖L1x,v ds.
Since this inequality holds true for all δ > 0, an application of the Gronwall lemma yields
f = g in L1(Ω;L1(0, T ;L1x,v)).
Step 2: Resolution of a regularized equation. For δ > 0, we will denote by ξδ a mollifier
on TN × V as δ → 0. This step is devoted to the proof of existence of a solution f δ to the
regularized equation
df + a(v) · ∇xf dt = σ(f)L(f) dt + Gf dt + f ∗ ξδ QdWt, (4.2)
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with δ > 0 being fixed. Let us fix p > N . We will apply a fixed point argument in the space
Lp(Ω;C([0, T0];L
∞
x,v)) with T0 sufficiently small. Before doing this, we first need to truncate the
equation to overcome with the non-linear term f 7→ σ(f)Lf which is not Lipschitz. Following
for example [7] or [10], we introduce θ ∈ C∞0 (R) whose compact support is embedded in
(−2, 2) and such that θ(x) = 1 for x ∈ [−1, 1] and 0 ≤ θ ≤ 1 on R. Then, for R > 0, we set
θR(x) = θ(x/R). We are now considering the following equation:
df + a(v) · ∇xf dt = θR(‖f‖L∞x,v)σ(f )L(f) dt + Gf dt + f ∗ ξδ QdWt, (4.3)
and we are looking for a mild solution fR,δ, that is,
f(t) = U(t)ρin +
∫ t
0
U(t− s)θR(‖fs‖L∞x,v)σ(fs)L(fs) ds+
∫ t
0
U(t− s)Gfs dt
+
∫ t
0
U(t− s)fs ∗ ξδ QdWs.
(4.4)
Here, as usual, if f ∈ Lp(Ω;C([0, T0];L∞x,v)), we denote by T f the right-hand side of the
previous equation and we shall verify that the Banach fixed-point Theorem applies. We refer
the reader to [7, Proof of Proposition 3.1] for a precise proof in a similar setting. Here, we
just prove the contraction property of the stochastic integral. Thanks to Lemma 4.2 and with
Young’s inequality, we easily obtain
E sup
t∈[0,T0]
∥∥∥∥∫ t
0
U(t− s)(fs − gs) ∗ ξδ QdWs
∥∥∥∥p
Lpx,v
≤ C T0 E sup
s∈[0,T0]
‖fs − gs‖
p
L∞x,v
,
where the constant C depends on p and κ0,∞. Now, since ∇xU(t)g = U(t)∇xg, we can similarly
obtain
E sup
t∈[0,T0]
∥∥∥∥∇x ∫ t
0
U(t− s)(fs − gs) ∗ ξδ QdWs
∥∥∥∥p
Lpx,v
≤ C T0 E sup
s∈[0,T0]
‖fs − gs‖
p
L∞x,v
,
where the constant C now depends on p, κ0,∞, κ1,∞ and ‖∇xξδ‖L1x,v . Furthermore, with
the identity ∇vU(t)g = −ta′(v)U(t)∇xg + U(t)∇vg, a similar bound can be proved for the
derivatives of the stochastic integral with respect to v ∈ V . To sum up, we are led to
E sup
t∈[0,T0]
∥∥∥∥∫ t
0
U(t− s)(fs − gs) ∗ ξδ QdWs
∥∥∥∥p
W 1,px,v
≤ C (T0 + T
2
0 )E sup
s∈[0,T0]
‖fs − gs‖
p
L∞x,v
,
for some constant C which depends on p, κ0,∞, κ1,∞, ‖∇xξδ‖L1x,v and ‖∇vξδ‖L1x,v . Finally,
with the Sobolev embedding W 1,px,v ⊂ L
∞
x,v which holds true since p > N , we can conclude that
the contraction property of the stochastic term is satisfied in Lp(Ω;C([0, T0];L
∞
x,v)) provided
T0 is sufficiently small. The Banach fixed-point Theorem then applies and gives us a mild
solution fR,δ of (4.4) in Lp(Ω;C([0, T0];L
∞
x,v)). Iterating this argument yields a solution in the
space Lp(Ω;C([0, T ];L∞x,v)). Let us introduce, for R > 0 and δ > 0, the following stopping
times
τR,δ := inf{t ∈ [0, T ], ‖f
R,δ
t ‖L∞x,v > R}.
We can show, with a similar method as in [7, Lemma 4.1], that τR,δ is nondecreasing with R so
that we can define τ∗δ := limR→∞ τR,δ. The next step is devoted to the proof of some estimates
on the solution fR,δ.
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Step 3: Estimates on the solution fR,δ. In this step, we emphasize the dependence through
the parameters R and δ of the constants C appearing in the estimates. For instance Cδ depends
on δ but not on R. With the mild formulation (4.4), using the boundedness of θR, σ and G,
the contraction property of the semigroup U in L∞x,v and evaluating the stochastic integral in
L∞x,v similarly as above, we can obtain the following bound
E sup
t∈[0,T ]
‖fR,δt ‖
p
L∞x,v
≤ Cδ. (4.5)
Note that the dependence with respect to δ of this bound is due to the evaluation of the
stochastic integral in L∞x,v by estimating its W
1,p
x,v -norm: this gives rise to the terms ‖∇xξδ‖L1x,v
and ‖∇vξδ‖L1x,v which depend on δ. Nevertheless, estimating the solution f
R,δ in Lpx,v with
p > 2 gives a uniform bound with respect to R and δ. Precisely, with the mild formulation
(4.4), using the boundedness of θR, σ and G, the contraction property of the semigroup U in
Lpx,v and evaluating the stochastic integral in L
p
x,v, p > 2, thanks to Lemma 4.2, we can obtain
the following bound
E sup
t∈[0,T ]
‖fR,δt ‖
p
Lpx,v
≤ C. (4.6)
Finally, we point out that we can also estimate ∇xfR,δ in Lpx,v, p > 2, by differentiating
equation (4.4). We obtain the bound
E sup
t∈[0,T ]
‖∇xf
R,δ‖p
Lpx,v
≤ CR. (4.7)
Step 4: Definition of f δ. From (4.5) we easily deduce that for all δ > 0, τ∗δ = T a.s.
Thus, we define f δ on [0, T ] = ∪R>0[0, τR,δ] by f δ = fR,δ on [0, τR,δ]. Note that this definition
makes sense since we have proved uniqueness for the equation (4.4) satisfied by fR,δ. Since
fR,δ is a mild solution of (4.3) and since for all t ∈ [0, T ) we have that ∇xf
δ exists a.s. in
Lp(0, t;Lpx,v)), p > 2, thanks to (4.7), we get that f
δ is a strong solution of (4.2), that is,
P−a.s. for all t ∈ [0, T ],
f δ(t) = ρin −
∫ t
0
a(v) · ∇xf
δ
s ds+
∫ t
0
σ(f δs )L(f
δ
s ) ds+
∫ t
0
Gf δs ds+
∫ t
0
f δs ∗ ξδ QdWs. (4.8)
Furthermore, with (4.6) and the fact that τ∗δ = T a.s., we deduce that for p > 2,
E sup
t∈[0,T ]
‖f δt ‖
p
Lpx,v
≤ C.
Thanks to the Ho¨lder inequality, the previous bound holds true when p = 2, that is
E sup
t∈[0,T ]
‖f δt ‖
2
L2x,v
≤ C. (4.9)
Finally, note that, thanks to the equation (4.8), we can show that f δ ≥ 0. Indeed, it suffices
to apply the Itoˆ formula with the function ϕδ defined by (2.10) to the process −f δ. Similarly
as in Step 1, since ρin ≥ 0, this yields (f
δ)− = 0, hence the result.
Step 5: Convergence δ → 0. Thanks to (4.9), up to a subsequence, the sequence (f δ)δ>0
converges weakly in L2(Ω;L2(0, T ;L2x,v)) to some f . This is not sufficient to pass to the limit
in (4.8) due to the non-linear term. Thus we use the following stochastic averaging lemma, the
proof of which in given in Appendix B.
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Lemma 4.3. Let α ∈ (0, 1]. We assume that hypothesis (2.3) is satisfied. Let f be bounded in
L2(Ω;L2(0, T ;L2x,v)) such that
df + a(v) · ∇xfdt = hdt+ g QdWt, (4.10)
with g and h bounded in L2(Ω;L2(0, T ;L2x,v)). Then the quantity ρ = f verifies
E
∫ T
0
‖ρs‖
2
H
α/2
x
ds ≤ C.
With (4.8) and (4.9), we apply this lemma to the process ρδ := f δ to obtain
E
∫ T
0
‖ρδs‖
2
H
α/2
x
ds ≤ C. (4.11)
Furthermore, thanks to (4.8) and (4.9), we get that
E
∫ T−h
0
‖f δs+h − f
δ
s ‖
2
H−1x,v
ds ≤ Ch, (4.12)
which also implies
E
∫ T−h
0
‖ρδs+h − ρ
δ
s‖
2
H−1x
ds ≤ Ch. (4.13)
Then, with the bounds (4.9) and (4.12) and [13, Theorem 1] we obtain that the sequence of
the laws of the processes (f δ)δ>0 is tight in L
2(0, T ;H−1x,v). With the bounds (4.11) and (4.13)
and [13, Theorem 4] we also get that the sequence of the laws of the processes (ρδ)δ>0 is tight
in L2(0, T ;L2x,v). As a consequence, with Prokhorov’s Theorem, we can assume that, up to a
subsequence, the laws of the processes (ρδ)δ>0 converges weakly to the law of some process ρ in
the space of probability measures on L2(0, T ;L2x,v). Then, using then the Skorohod represen-
tation Theorem, there exist a new probability space (Ω̂, F̂ , P̂) where lives a cylindrical Wiener
process Ŵ on the Hilbert space L2(TN ) and some random variables f̂ δ, f̂ with respective
laws P(f δ ∈ ·) and P(f ∈ ·) such that
∫
V f̂
δ dv converges P̂−a.s. in L2(0, T ;L2x,v) to
∫
V f̂ dv.
Furthermore, we recall that we have the weak convergence of f̂ δ to f̂ in L2(Ω̂;L2(0, T ;L2x,v)).
We also point out that, with (4.7), we can suppose that ∇xf̂ exists a.s. in L2(0, t;L2x,v) for all
t ∈ [0, T ). We now have all in hands to pass to the limit δ → 0 in (4.8) to discover that P̂−a.s.
for all t ∈ [0, T ],
f̂(t) = ρin −
∫ t
0
a(v) · ∇xf̂s ds+
∫ t
0
σ(f̂s)L(f̂s) ds+
∫ t
0
Gf̂s dt+
∫ t
0
f̂sQdŴs. (4.14)
Step 6: Conclusion. In this final step, we want to get rid of the change of probability space.
To this purpose, we recall that we proved pathwise uniqueness for positive solutions to the
equation (4.14) above in Step 1. As a consequence, we will make use of the Gyo¨ngy-Krylov
characterization of convergence in probability introduced in [11]. We recall here the precise
result
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Lemma 4.4. Let X be a Polish space equipped with the Borel σ-algebra. A sequence of X-
valued random variables {Yn, n ∈ N} converges in probability if and only if for every subse-
quence of joint laws {µnk,mk , k ∈ N}, there exists a further subsequence which converges weakly
to a probability measure µ such that
µ ((x, y) ∈ X ×X, x = y) = 1.
Thanks to the pathwise uniqueness of equation (4.14), we can make use of this characterization
of convergence in probability here (see for instance [10, Proof of Theorem 2.1] for more details
about the arguments) to deduce that, up to a subsequence, the sequence (f δ)δ>0 defined on
the initial probability space (Ω,F ,P) converges in probability in L2(0, T ;L2x,v) to a process f .
Without loss of generality, we can assume that the convergence is almost sure. Then, using
again the method used above in Step 5, we deduce that P−a.s. for all t ∈ [0, T ],
f(t) = ρin −
∫ t
0
a(v) · ∇xfs ds+
∫ t
0
σ(fs)L(fs) ds+
∫ t
0
Gfs dt+
∫ t
0
fsQdWs. (4.15)
Thus f is a non-negative strong solution of the kinetic problem (1.1) and belongs to the
expected spaces.
Uniform bound part. The bound (4.1) is easily obtained with an application of the Itoˆ
formula with the C2 function f 7→ ‖f‖2L2x,v
to the process f ε. We then make use of the
dissipation property (2.8) of the operator σ(·)L(·) in L2x,v and of the Gronwall lemma.
4.2 Existence and regularity for the limiting equation
Let us now study the limiting stochastic fluid equation (2.13) and the regularity of its solution.
Precisely, we have the following result.
Proposition 4.5. Let p ≥ 1. There exists a strong solution ρ which belongs to Lp(Ω;C0,3([0, T ]×
T
N )) to the limit equation (2.13){
dρ− divx
(
σ(ρ)−1K∇xρ
)
dt = ρ ◦QdWt,
ρ(0) = ρin,
that is, P−a.s. for all t ∈ [0, T ],
ρ(t) = ρin +
∫ t
0
divx
(
σ(ρ)−1K∇xρ
)
ds+
∫ t
0
ρ ◦QdWs.
Proof. Note that the Stratonovich integral ρ◦QdWt rewrites in Itoˆ form Gρ dt+ρQdWt. As a
consequence, with the hypothesis made on σ (H1)−(H3), a, and the noise (2.5), we can easily
show that the results of [8] apply so that the proof is complete.
4.3 Definition of the two first correctors
Following the computations done in a formal way in section 3, we define:
f1 := −σ(ρ)
−1 a(v) · ∇xρ,
f2 := −σ(ρ)
−1divx
(
σ(ρ)−1(K −K)∇xρ
)
.
(4.16)
We state two propositions giving the properties of the processes f1 and f2.
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Proposition 4.6. Let p ≥ 1. The first corrector f1, defined by (4.16), satisfies
σ(ρ)L(f1) = a(v) · ∇xρ (4.17)
with the estimate
E sup
t∈[0,T ]
‖f1(t)‖
p
L∞x,v
<∞, E sup
t∈[0,T ]
‖a(v) · ∇xf1(t)‖
p
L∞x,v
<∞. (4.18)
Furthermore, we have
df1 = f1,d dt+ f1
(
1− σ(ρ)−1σ′(ρ)ρ
)
QdWt, (4.19)
where f1,d satisfies
E sup
t∈[0,T ]
‖f1,d(t)‖
p
L∞x,v
<∞. (4.20)
Proof. The equation (4.17) is a straightforward consequence of the definition of L and f1 and
of (2.1). The estimate (4.18) is a consequence of the regularity of ρ given in Proposition 4.5,
the bounds (H1) on σ and the boundedness of a. One can easily verify that equation (4.19)
holds true; then the bound (4.20) comes once again from the regularity of ρ, the bounds (H1)
on σ, the regularity (H2) of σ and the boundedness of a.
Similarly, we can prove the following properties of the second corrector f2.
Proposition 4.7. Let p ≥ 1. The second corrector f2, defined by (4.16), satisfies
σ(ρ)L(f2) = divx
(
σ(ρ)−1(K −K)∇xρ
)
= divx
(
σ(ρ)−1K∇xρ
)
+ a(v) · ∇xf1 (4.21)
with the estimates
E sup
t∈[0,T ]
‖f2(t)‖
p
L∞x,v
<∞, E sup
t∈[0,T ]
‖a(v) · ∇xf2(t)‖
p
L∞x,v
<∞. (4.22)
Furthermore, we have
df2 = f2,d dt+ f2,s QdWt, (4.23)
where f2,d and f2,s satisfy
E sup
t∈[0,T ]
‖f2,d(t)‖
p
L∞x,v
<∞, E sup
t∈[0,T ]
‖f2,s(t)‖
p
L∞x,v
<∞. (4.24)
4.4 Equation satisfied by the remainder
From now on, f ε denotes the solution to problem (1.1) and ρ the solution of the limiting
equation (2.13). We define the remainder rε by
rε := f ε − ρ− εf1 − ε
2f2 − ε
3f ε3 ,
where the correctors f1, f2 have been defined above. The third corrector f
ε
3 will be defined
below; its aim will be to cancel all the noise terms of order O(ε) so that the remainder has a
noise term of order O(ε2). Let us write the equation satisfied by rε. We have
drε = −
1
ε
a(v) · ∇xf
ε dt+
1
ε2
σ(f ε)L(f ε) dt+ f ε QdWt+Gf
ε dt− dρ− εdf1− ε
2df2− ε
3df ε3 .
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We recall that L(ρ) = 0 so that we have
drε = −
1
ε
a(v) · ∇xf
ε dt+
1
ε
σ(ρ)L(f1) dt+ σ(ρ)L(f2) dt+ εσ(ρ)L(f
ε
3 ) dt
+
1
ε2
[
σ(f ε)L(f ε)− σ(ρ)L(f ε − rε)
]
dt
+ f ε QdWt +Gf
ε dt− dρ− εdf1 − ε
2df2 − ε
3df ε3 .
Using the equations satisfied by f1, f2 and ρ, that is (4.17), (4.21) and (2.13), we obtain
drε = −
1
ε
a(v) · ∇xf
ε dt+
1
ε
a(v) · ∇xρ dt+ a(v) · ∇xf1 dt+ divx
(
Kσ(ρ)−1∇xρ
)
dt
+ εσ(ρ)L(f ε3 ) dt+
1
ε2
[
σ(f ε)L(f ε)− σ(ρ)L(f ε − rε)
]
dt
+ f ε QdWt +Gf
ε dt− divx
(
Kσ(ρ)−1∇xρ
)
dt− ρ QdWt −Gρ dt
− εdf1 − ε
2df2 − ε
3df ε3 .
After simplification, we have,
drε +
1
ε
a(v) · ∇xr
ε dt = −εa(v) · ∇xf2 dt− ε
2a(v) · ∇xf
ε
3 dt
+
1
ε2
[
σ(f ε)L(f ε)− σ(ρ)L(f ε − rε)
]
dt+ (f ε − ρ)QdWt
+G(f ε − ρ) dt− εdf1 − ε
2df2 − ε
3df ε3 + εσ(ρ)L(f
ε
3 ) dt.
Using the expression (4.19) of df1, we discover
drε +
1
ε
a(v) · ∇xr
εdt = −εa(v) · ∇xf2 dt− ε
2a(v) · ∇xf
ε
3 dt
+
1
ε2
[
σ(f ε)L(f ε)− σ(ρ)L(f ε − rε)
]
dt+ (f ε − ρ)QdWt
+G(f ε − ρ) dt− εf1,d dt− εf1
(
1− σ(ρ)−1σ′(ρ)ρ
)
QdWt
− ε2df2 − ε
3df ε3 + εσ(ρ)L(f
ε
3 ) dt.
In the sequel, when estimating the remainder, we need the noise term to be of order O(ε2), see
Section 4.6. As a consequence, we would like to choose f ε3 to delete the terms of order O(ε) in
front of the noise. Namely, we would like to impose
ε2df ε3 − σ(ρ)L(f
ε
3 ) dt = f1σ(ρ)
−1σ′(ρ)ρ QdWt, (4.25)
so that the equation satisfied by the remainder rε is finally given by
drε +
1
ε
a(v) · ∇xr
εdt = −εa(v) · ∇xf2 dt− ε
2a(v) · ∇xf
ε
3 dt
+
1
ε2
[
σ(f ε)L(f ε)− σ(ρ)L(f ε − rε)
]
dt
+ (f ε − ρ− εf1)QdWt +G(f
ε − ρ) dt− εf1,d dt− ε
2df2.
Note that f1 and f2 do not depend on ε. In the following, we shall prove that f
ε
3 is of order
O(ε−1) with respect to ε. As a consequence, the drift term (excepted the singular one) is of
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order O(ε). We also recall that we precisely added f ε3 in the development of f
ε to get a term of
order O(ε2) in front of the noise; this will be necessary further in the estimate of the remainder.
We point out that L1x,v is indeed the appropriate space in which the estimate of the remainder
will give a favourable sign to the singular term ε−2
[
σ(f ε)L(f ε)− σ(ρ)L(f ε − rε)
]
thanks to
the accretivity property of the operator σ(·)L(·), see section 2.3. The next section is devoted
to the definition of the third corrector by solving the equation (4.25).
4.5 Definition of the third corrector.
In this part, we study the following equation for the third corrector which was suggested in a
formal way in the computations done just above:
ε2df ε3 − σ(ρ)L(f
ε
3 ) dt = f1σ(ρ)
−1σ′(ρ)ρ QdWt. (4.26)
We solve this equation thanks to a stochastic convolution with the semigroup generated by
the non-autonomous operator σ(ρ)L on Lpx,v where p ≥ 1. Let us begin with the study
of this semigroup. We point out that we only need to know its behaviour on the subspace
{g ∈ Lpx,v, g = 0}.
Proposition 4.8. Let p ≥ 1 and g ∈ Lpx,v such that g = 0. For s ∈ [0, T ], the problem{
ε2u′(t)− σ(ρ(t))L(u(t)) = 0, t ∈ [s, T ],
u(s) = g,
(4.27)
admits a.s. a unique classical solution in C1([s, T ];Lpx,v) that we write u(t) = U
ε(t, s)g. It is
given by
Uε(t, s)g = g exp
(
−ε−2
∫ t
s
σ(ρ)(r) dr
)
, t ∈ [s, T ]. (4.28)
Furthermore, we have the bound
‖Uε(t, s)g‖Lpx,v ≤ ‖g‖Lpx,v exp
(
−ε2σ∗(t− s)
)
. (4.29)
Proof. Note that with (4.27) and
∫
V σ(ρ)L(u) dv = 0, we immediately have that u
′ = 0 so
that u is constant and equals g, which is zero. Then equation (4.27), with the definition of L,
rewrites
ε2u′(t) = −σ(ρ(t))u(t),
which gives easily (4.28). This proves existence and uniqueness in C1([0, T ];Lpx,v) for the
problem (4.27). The bound σ ≥ σ∗ (H1) immediately yields (4.29). This concludes the
proof.
Before stating the main result about the third corrector, we need the following lemma about
the regularity of the stochastic convolution.
Lemma 4.9. Let p ≥ 2. Suppose that ϕ ∈ Lp(Ω;L∞(0, T ;Lpx,v)) satisfies ϕ = 0. We define
z(t) := ε−2
∫ t
0
Uε(t, s)ϕ(s)QdWs, t ∈ [0, T ].
Then, we have the bound
sup
t∈[0,T ]
E‖z(t)‖p
Lpx,v
≤ Cε−p E‖ϕ‖p
L∞(0,T ;Lpx,v)
.
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Proof. Here, we recall that a.s. and for s, t ∈ [0, T ], Uε(t, s)ϕ(s) is an element of Lpx,v. The
stochastic integral Uε(t, s)ϕ(s)QdWs can be interpreted as Ψ
ε(t, s)dWs where Ψ
ε(t, s) is the
following γ-radonifying operator from L2(TN ) to Lpx,v (see Subsection 2.2)
Ψε(t, s)(ek) := U
ε(t, s)ϕ(s)Qek.
Then, we use the Burkholder-Davis-Gundy’s inequality for martingales with values in Lpx,v (see
[4] and [5]) and the bound (2.7) to obtain
E‖z(t)‖p
Lpx,v
≤ Cε−2p E
(∫ t
0
‖Ψε(t, s)‖2γ(L2x,L
p
x,v)
ds
)p/2
≤ Cε−2p E
(∫ t
0
‖Uε(t, s)ϕ(s)‖2Lpx,v ds
)p/2
.
Next, thanks to (4.29) with the hypothesis ϕ = 0, we have
E‖z(t)‖p
Lpx,v
≤ Cε−2p E‖ϕ‖p
L∞(0,T ;Lpx,v)
(∫ t
0
exp
(
−ε−2σ∗(t− s)
)
ds
)p/2
≤ Cε−p E‖ϕ‖p
L∞(0,T ;Lpx,v)
,
which concludes the proof.
The existence and the properties of the third corrector f ε3 are collected in the following propo-
sition.
Proposition 4.10. Let p ≥ 1. There exists a process fε3 with values in L
∞(0, T ;Lp(Ω;Lpx,v))
which satisfies f ε3 = 0 and
ε2df ε3 − σ(ρ)L(f
ε
3 ) dt = f1σ(ρ)
−1σ′(ρ)ρ QdWt, (4.30)
that is, P−a.s. for all t ∈ [0, T ],
f ε3 (t) = ε
−2
∫ t
0
σ(ρ(s))L(f ε3 (s)) ds+ ε
−2
∫ t
0
f1(s)σ(ρ(s))
−1σ′(ρ(s))ρ(s)QdWs.
Furthermore, we have the estimates
sup
t∈[0,T ]
E‖f3(t)‖
p
Lpx,v
≤ Cε−p, sup
t∈[0,T ]
E‖a(v) · ∇xf3(t)‖
p
Lpx,v
≤ Cε−p. (4.31)
Proof. We fix p ≥ 2. We set ϕ := f1σ(ρ)−1σ′(ρ)ρ and we define
f ε3 (t) := ε
−2
∫ t
0
Uε(t, s)ϕ(s)QdWs, t ∈ [0, T ].
Observe that with the definition (4.16) of f1 we have ϕ = −σ(ρ)−2 σ′(ρ)ρ a(v) ·∇xρ. Thanks to
the regularity of ρ, σ and a, we obviously have that ϕ belongs to Lp(Ω;L∞(0, T ;L∞x,v)) which
is embedded in Lp(Ω;L∞(0, T ;Lpx,v)). As a consequence, since ϕ = 0, we can apply Lemma
4.9 to find that
sup
t∈[0,T ]
E‖f ε3 (t)‖
p
Lpx,v
≤ Cε−p. (4.32)
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This proves in particular the existence of the stochastic integral which defines f ε3 . Next, for
t ∈ [0, T ], we can easily compute the quantity∫ t
0
σ(ρ(s))L(f ε3 (s)) ds,
by using the stochastic version of Fubini’s Theorem and the fact that, when g ∈ Lpx,v,
∂sU
ε(s, r) = ε−2σ(ρ(s))L(Uε(s, r)g) by Proposition 4.27; we obtain that f ε3 is a strong so-
lution of (4.30), that is, P−a.s.,
f ε3 (t) = ε
−2
∫ t
0
σ(ρ(s))L(f ε3 (s)) ds+ ε
−2
∫ t
0
ϕ(s)QdWs. (4.33)
With this expression of f ε3 , it is clear that f
ε
3 = 0. To conclude the proof, it remains to bound
a(v) · ∇xf ε3 in L
∞(0, T ;Lp(Ω;Lpx,v)). Let i ∈ {1, ..., N}, we differentiate equation (4.33) with
respect to the space variable xi to discover
∂xif
ε
3 (t) = ε
−2
∫ t
0
∂xiρsσ
′(ρ(s))L(f ε3 (s)) ds+ ε
−2
∫ t
0
σ(ρ(s))L(∂xif
ε
3 (s)) ds
+ ε−2
∫ t
0
∂xiϕ(s)QdWs + ε
−2
∫ t
0
ϕ(s)Qd∂xiWs.
As a consequence, we see that we can write ∂xif
ε
3 into the following mild form
∂xif
ε
3 (t) = ε
−2
∫ t
0
Uε(t, s)∂xiρsσ
′(ρ(s))L(f ε3 (s)) ds+ ε
−2
∫ t
0
Uε(t, s)∂xiϕ(s)QdWs
+ ε−2
∫ t
0
Uε(t, s)ϕ(s)Qd∂xiWs.
Let us deal with the first term of the last equality. We set φ = ∂xiρsσ
′(ρ(s))L(f ε3 (s)). Thanks to
the regularity of ρ, σ and the bound (4.32), it clearly belongs to the space Lp(Ω;Lp(0, T ;Lpx,v))
with
E‖φ‖p
Lp(0,T ;Lpx,v)
≤ Cε−p.
Therefore, since φ = 0, we can use (4.29) to write, with the Young and Ho¨lder inequalities,
E
∥∥∥∥ε−2 ∫ t
0
Uε(t, s)φ(s)ds
∥∥∥∥p
Lpx,v
≤ E
(∫ t
0
ε−2‖Uε(t, s)φ(s)‖Lpx,vds
)p
≤ CE‖φ‖p
Lp(0,T ;Lpx,v)
≤ Cε−p.
For the two remaining terms, we can easily verify that Lemma 4.9 applies (even with the noise
d∂xiW thanks to the hypothesis (2.6)
∑
k ‖∂xiQek‖
2
∞ < ∞). Finally, we combine the two
applications of Lemma 4.9 with the previous bound to obtain
sup
t∈[0,T ]
E‖∇xf
ε
3 (t)‖
p
Lpx,v
≤ Cε−p,
which concludes the proof of the second estimate of (4.31) due to the boundedness of a. It
remains to prove the proposition when p ∈ [1, 2) but it is a straightforward consequence of the
Ho¨lder’s inequality. This concludes the proof.
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4.6 Estimate of the remainder
Finally, we estimate the remainder rε in the space L1x,v; this will conclude the proof of Theorem
2.2. We point out that the correctors f1, f2 and f
ε
3 are now properly defined in the previous
sections. We recall that we set:
rε := f ε − ρ− εf1 − ε2f2 − ε
3f ε3 .
Thanks to the calculations made in Subsection 4.4, rε now satisfies:
drε +
1
ε
a(v) · ∇xr
εdt = −εa(v) · ∇xf2 dt− ε
2a(v) · ∇xf
ε
3 dt
+
1
ε2
[
σ(f ε)L(f ε)− σ(ρ)L(f ε − rε)
]
dt
+ (f ε − ρ− εf1)QdWt +G(f
ε − ρ) dt− εf1,d dt− ε
2df2.
We will estimate rε in L1x,v by estimating (r
ε)+ and (rε)− in L1x,v using the Itoˆ formula, where
x+ = max(0, x) and x− = (−x)+. We write the equation verified by rε as follows:
drε +
1
ε
a(v) · ∇xr
ε = Dt dt+
1
ε2
D∗t dt+Ht QdWt,
where 
D := −εa(v) · ∇xf2 − ε
2a(v) · ∇xf
ε
3 +G(f
ε − ρ)− εf1,d − ε
2f2,d,
D∗:= σ(f ε)L(f ε)− σ(ρ)L(f ε − rε),
H := (f ε − ρ− εf1)− ε
2f2,s.
Since f ε−ρ = εf1+ ε2f2+ ε3f ε3 + r
ε, thanks to (4.18), (4.20), (4.22), (4.24), (4.31) with p = 1
and with ‖G‖L∞ <∞, we have the bound
E
∫ t
0
∫
TN×V
|Ds| ds ≤ Cε+ E
∫ t
0
∫
TN×V
|rεs| ds. (4.34)
Similarly, for any δ > 0, with f ε − ρ − εf1 = ε2f2 + ε3f ε3 + r
ε and thanks to (4.22), (4.24),
(4.31) with p = 2 and with ‖G‖L∞ <∞, we have the bound
E
∫ t
0
∫
TN×V
G|Hs|
21|rεs|≤δ ds ≤ C(ε
4 + δ2). (4.35)
Now, δ > 0 being fixed, we apply the Itoˆ formula with the C2 approximation ϕδ of the
function x 7→ x+ defined by (2.10) to the process rε to obtain (note that the term relative to
ε−1a(v) · ∇xrε cancels)
E
∫
TN×V
ϕδ(r
ε
t ) = E
∫
TN×V
ϕδ(r
ε
in) + E
∫ t
0
∫
TN×V
ϕ′δ(r
ε
s)Ds ds
+
1
ε2
E
∫ t
0
∫
TN×V
ϕ′δ(r
ε
s)D
∗
s ds + E
∫ t
0
∫
TN×V
ϕ′′δ (r
ε
s)G|Hs|
2 ds.
Since x+ ≤ ϕδ(x) + δ, we have
E‖(rεt )
+‖L1x,v ≤ E
∫
TN×V
ϕδ(r
ε
t ) + δ
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and thanks to ϕδ(x) ≤ x+, we get
E
∫
TN×V
ϕδ(r
ε
in) ≤ E‖(r
ε
in)
+‖L1x,v .
With |ϕ′δ| ≤ 1 and (4.34), we have
E
∫ t
0
∫
TN×V
ϕ′δ(r
ε
s)Ds ds ≤ Cε+ E
∫ t
0
‖rεs‖L1x,vds.
Next, we study the term∫
V
ϕ′δ(r
ε
s)D
∗
s dv =
∫
V
ϕ′δ(r
ε
s)
[
σ(f εs )L(f
ε
s )− σ(ρs)L(f
ε
s − r
ε
s)
]
dv.
To this end, we define gε := f ε − rε; note that gε = ρ. The term we are interested in thus
rewrites
J :=
∫
V
ϕ′δ(f
ε − gε)
[
σ(f ε)L(f ε)− σ(gε)L(gε)
]
dv,
so that, with the positivity of f ε, we can apply the accretivity bound (2.11) of Lemma 2.1 to
find
J ≤ C(1 + ‖f ε‖L1v)δ.
We immediately deduce, using Cauchy-Schwarz’s inequality and the uniform bound (4.1) of f ε
in L2(Ω;L2(0, T ;L2x,v)), that we have
1
ε2
E
∫ t
0
∫
TN×V
ϕ′δ(r
ε
s)D
∗
s ds =
1
ε2
E
∫ t
0
∫
TN
Js dxds ≤
Cδ
ε2
(
1 + E
∫ t
0
‖f εs‖L1x,vds
)
≤
Cδ
ε2
.
Let us now study the last term of the Itoˆ formula. We point out that ϕ′′δ is zero on [0, δ]
c and
that |ϕ′′δ | ≤ 1/δ on [0, δ]. Thus, with (4.35), we may write
E
∫ t
0
∫
TN×V
ϕ′′δ (r
ε
s)G|Hs|
2 ds ≤
1
δ
E
∫ t
0
∫
TN×V
G|Hs|
21|rεs|≤δ ds ≤
C
δ
(ε4 + δ2).
Summing up all the previous bounds now yields
E‖(rεt )
+‖L1x,v ≤ E‖(r
ε
in)
+‖L1x,v + δ + Cε+ E
∫ t
0
‖rεs‖L1x,vds+
Cδ
ε2
+
C
δ
(ε4 + δ2).
Now observe that (rε)− = (−rε)+ = (gε − f ε)+ to obtain similarly (making use of the bound
(2.12) instead of (2.11) when applying Lemma 2.1)
E‖(rεt )
−‖L1x,v ≤ E‖(r
ε
in)
−‖L1x,v + δ + Cε+ E
∫ t
0
‖rεs‖L1x,vds+
Cδ
ε2
+
C
δ
(ε4 + δ2).
Summing the two previous bounds and applying the Gronwall’s lemma, we get
E‖rεt ‖L1x,v ≤ C
(
E‖rεin‖L1x,v + δ + ε+
δ
ε2
+
ε4
δ
+ δ
)
.
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Since this bound is valid for all δ > 0, we choose δ = ε3 to discover
E‖rεt ‖L1x,v ≤ C
(
E‖rεin‖L1x,v + ε
)
.
We point out that rεin = −εf
1(0)− ε2f2(0), so that
E‖rεt ‖L1x,v ≤ Cε.
Finally, thanks to (4.18), (4.22) and (4.31) with p = 1, we have
sup
t∈[0,T ]
E‖εf1 + ε
2f2 + ε
3f ε3‖L1x,v ≤ Cε
so that we obtain the estimate
sup
t∈[0,T ]
E‖f εt − ρt‖L1x,v ≤ Cε,
which concludes the proof of Theorem 2.2.
Appendix A
Proof of Lemma 2.1.
Proof. Let us prove the first estimate; the second one is proved similarly. We are interested in
the term
J :=
∫
V
ϕ′δ(f − g)
[
σ(f)L(f)− σ(g)L(g)
]
dv.
Here, we observe that
0 = ϕ′δ(f − g)
[
σ(g)(g − g)− σ(f )(f − f)
]
=
∫
V
ϕ′δ(f − g)
[
σ(g)(g − g)− σ(f )(f − f)
]
dv.
As a consequence, we can write
J =
∫
V
ϕ′δ(f − g)
[
σ(f )f − σ(f)f − σ(g)g + σ(g)g
]
dv
+
∫
V
ϕ′δ(f − g)
[
σ(g)(g − g)− σ(f )(f − f)
]
dv
=
∫
V
[
σ(f)f − σ(g)g
] [
ϕ′δ(f − g)− ϕ
′
δ(f − g)
]
dv
+
∫
V
[
σ(f )f − σ(g)g
] [
ϕ′δ(f − g)− ϕ
′
δ(f − g)
]
dv
=: J1 + J2.
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We will now bound J1 and J2 separately. Let us begin with the case of J1. We decompose J1
as:
J1 =
∫
V
[
σ(f)f − σ(g)g
] [
ϕ′δ(f − g)− ϕ
′
δ(f − g)
]
1f−g≤0dv
+
∫
V
[
σ(f)f − σ(g)g
] [
ϕ′δ(f − g)− ϕ
′
δ(f − g)
]
1f−g≤0dv
+
∫
V
[
σ(f)f − σ(g)g
] [
ϕ′δ(f − g)− ϕ
′
δ(f − g)
]
1f−g∈[0,δ],f−g∈[0,δ]dv
+
∫
V
[
σ(f)f − σ(g)g
] [
ϕ′δ(f − g)− ϕ
′
δ(f − g)
]
1f−g∈[0,δ],f−g≥δdv
+
∫
V
[
σ(f)f − σ(g)g
] [
ϕ′δ(f − g)− ϕ
′
δ(f − g)
]
1f−g≥δ,f−g∈[0,δ]dv
+
∫
V
[
σ(f)f − σ(g)g
] [
ϕ′δ(f − g)− ϕ
′
δ(f − g)
]
1f−g≥δ,f−g≥δdv
=: J
(1)
1 + J
(2)
1 + J
(3)
1 + J
(4)
1 + J
(5)
1 + J
(6)
1 .
Study of J
(1)
1 : Note that when f − g ≤ 0, we have ϕ
′
δ(f − g) = 0. If f ≤ g, we also
have ϕ′δ(f − g) = 0, and if f ≥ g, we have σ(f )f − σ(g)g ≥ 0 thanks to the monotonicity of
x 7→ σ(x)x (see (H3)) and ϕ′δ(f − g) ∈ [0, 1]. As a result, we conclude
J
(1)
1 ≤ 0.
Study of J
(2)
1 : Note that when f − g ≤ 0, we have ϕ
′
δ(f − g) = 0, σ(f)f −σ(g)g ≤ 0 thanks
to the monotonicity of x 7→ σ(x)x and ϕ′δ(f − g) ∈ [0, 1] so that we obtain
J
(2)
1 ≤ 0.
Study of J
(3)
1 : First, we write
J
(3)
1 =
∫
V
[
(σ(f )− σ(g))f + σ(g)(f − g)
] [
ϕ′δ(f − g)− ϕ
′
δ(f − g)
]
1f−g∈[0,δ],f−g∈[0,δ]dv.
Since ϕ′δ(f − g) − ϕ
′
δ(f − g) ∈ [−1, 1], we obtain with (H1) and the Lipschitz continuity of σ
(see (H2)) that
J
(3)
1 ≤
∫
V
(
|f |‖σ‖Lipδ + σ
∗δ
)
1f−g∈[0,δ],f−g∈[0,δ]dv
≤ C(1 + |f |)δ.
Study of J
(4)
1 : Note that when f − g ≥ δ we have ϕ
′
δ(f − g) = 1 and σ(f)f − σ(g)g ≥ 0
thanks to the monotonicity of x 7→ σ(x)x. Since ϕ′δ(f − g) ∈ [0, 1], we thus get
J
(4)
1 ≤ 0.
Study of J
(5)
1 : Exactly as in the case of J
(3)
1 , we get
J
(5)
1 ≤
∫
V
(
|f |‖σ‖Lipδ + σ
∗δ
)
1f−g≥δ,f−g∈[0,δ]dv
≤ C(1 + |f |)δ.
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Study of J
(6)
1 : When f − g ≥ δ and f − g ≥ δ we have ϕ
′
δ(f − g) = ϕ
′
δ(f − g) = 1 so that
J
(6)
1 = 0.
Now, let us study the case of J2. Similarly, we decompose J2 as:
J2 =
∫
V
[
σ(f)f − σ(g)g
] [
ϕ′δ(f − g)− ϕ
′
δ(f − g)
]
1f−g≤0dv
+
∫
V
[
σ(f)f − σ(g)g
] [
ϕ′δ(f − g)− ϕ
′
δ(f − g)
]
1f−g≤0dv
+
∫
V
[
σ(f)f − σ(g)g
] [
ϕ′δ(f − g)− ϕ
′
δ(f − g)
]
1f−g∈[0,δ],f−g∈[0,δ]dv
+
∫
V
[
σ(f)f − σ(g)g
] [
ϕ′δ(f − g)− ϕ
′
δ(f − g)
]
1f−g∈[0,δ],f−g≥δdv
+
∫
V
[
σ(f)f − σ(g)g
] [
ϕ′δ(f − g)− ϕ
′
δ(f − g)
]
1f−g≥δ,f−g∈[0,δ]dv
+
∫
V
[
σ(f)f − σ(g)g
] [
ϕ′δ(f − g)− ϕ
′
δ(f − g)
]
1f−g≥δ,f−g≥δdv
=: J
(1)
2 + J
(2)
2 + J
(3)
2 + J
(4)
2 + J
(5)
2 + J
(6)
2 .
Study of J
(1)
2 : When f−g ≤ 0, we have ϕ
′
δ(f−g) = 0. If f ≤ g, we also have ϕ
′
δ(f−g) = 0;
and if f ≥ g, we have σ(f)f − σ(g)g ≤ 0 thanks to the monotonicity of σ (see (H3)) and the
positivity of f . Since ϕ′δ(f − g) ∈ [0, 1], we conclude
J
(1)
1 ≤ 0.
Study of J
(2)
2 : When f − g ≤ 0, we have ϕ
′
δ(f − g) = 0 and σ(f) − σ(g) ≥ 0 thanks
to the monotonicity of σ. If f ≤ g, we also have ϕ′δ(f − g) = 0. If f ≥ g ≥ 0, we have
σ(f )f − σ(g)g ≥ 0. If f ≥ 0 ≥ g, we still have σ(f)f − σ(g)g ≥ 0 since σ ≥ 0. Note that the
case 0 ≥ f ≥ g is impossible by positivity of f . Finally, since ϕ′δ(f − g) ∈ [0, 1], we conclude
J
(2)
2 ≤ 0.
Study of J
(3)
2 : First, we write
J
(3)
2 =
∫
V
[
(σ(f )− σ(g))f + σ(g)(f − g)
] [
ϕ′δ(f − g)− ϕ
′
δ(f − g)
]
1f−g∈[0,δ],f−g∈[0,δ]dv.
Since ϕ′δ(f − g) − ϕ
′
δ(f − g) ∈ [−1, 1], we obtain with (H1) and the Lipschitz continuity of σ
that
J
(3)
2 ≤
∫
V
(|f |‖σ‖Lipδ + σ
∗δ)1f−g∈[0,δ],f−g∈[0,δ]dv
≤ C(1 + |f |)δ.
Study of J
(4)
2 : We write
J
(4)
2 =
∫
V
[
(σ(f )− σ(g))f + σ(g)(f − g)
] [
ϕ′δ(f − g)− ϕ
′
δ(f − g)
]
1f−g∈[0,δ],f−g≥δdv.
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Note that when f − g ≥ δ we have ϕ′δ(f − g) − ϕ
′
δ(f − g) = 1 − ϕ
′
δ(f − g) ∈ [0, 1] and
σ(f )− σ(g) ≤ 0 thanks to the monotonicity of σ. With the positivity of f , we thus get
J
(4)
2 ≤ σ
∗δ.
Study of J
(5)
2 : We have
J
(5)
2 =
∫
V
[
(σ(f)− σ(g))f + σ(g)(f − g)
] [
ϕ′δ(f − g)− ϕ
′
δ(f − g)
]
1f−g≥δ,f−g∈[0,δ]dv.
Note that when f − g ≥ δ we have ϕ′δ(f − g) − ϕ
′
δ(f − g) = ϕ
′
δ(f − g)− 1 ∈ [−1, 0]. We thus
get
J
(5)
2 ≤ ‖σ‖Lip|f |δ.
Study of J
(6)
2 : When f − g ≥ δ and f − g ≥ δ we have ϕ
′
δ(f − g) = ϕ
′
δ(f − g) = 1 so that
J
(6)
2 = 0.
To sum up, we get the following bound on J
J ≤ C(1 + ‖f‖L1v)δ,
which concludes the proof.
Appendix B
Proof of Lemma 4.3. We recall the Lemma to be proved.
Lemma. Let α ∈ (0, 1]. We assume that hypothesis (2.3) is satisfied. Let f be bounded in
L2(Ω;L2(0, T ;L2x,v)) such that
df + a(v) · ∇xfdt = hdt+ g QdWt, (4.36)
with g and h bounded in L2(Ω;L2(0, T ;L2x,v)). Then the quantity ρ = f verifies
E
∫ T
0
‖ρs‖
2
H
α/2
x
ds ≤ C.
Proof. We adapt in our stochastic context the proof of [3, Theorem 2.3]. We recall that
QdWt =
∑
k≥0Qekdβk(t) but, in order to simplify the notations, we assume in the proof that
the noise is one-dimensional, namely of the form Qeldβl(t), l ≥ 0, the generalization to an
infinite dimensional noise being straightforward. We set θl = Qel. Let k ∈ ZN 7→ f̂(k) denote
the Fourier transform of f with respect to the space variable x ∈ TN . We take the spatial
Fourier transform in Equation (4.36) and we add artificially on both sides of the equation a
term λf̂ for some constant λ > 0 to be chosen later. We obtain, for k ∈ ZN ,
df̂(k)− ia(v) · kf̂(k)dt+ λf̂(k) = ĥdt+ ĝθldβl(t) + λf̂ (k).
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Using Duhamel’s formula, we have
f̂(t, k, v) = e−(λ−ia(v)·k)tf̂(0, k, v) +
∫ t
0
e−(λ−ia(v)·k)(t−s)[ĥ+ λf̂ ](s, k, v) ds
+
∫ t
0
e−(λ−ia(v)·k)(t−s)ĝθl(s, k, v) dβl(s).
Integrating in the velocity variable v ∈ V , we get
ρ̂(t, k) = e−λt
∫
V
eia(v)·ktf̂(0, k, v)dv +
∫ t
0
e−λ(t−s)
∫
V
eia(v)·k(t−s)[ĥ+ λf̂ ](s, k, v) dv ds
+
∫ t
0
e−λ(t−s)
∫
V
eia(v)·k(t−s)ĝθl(s, k, v) dv dβl(s)
= Td(t, k) + Ts(t, k),
where
Td(t, k) := e
−λt
∫
V
eia(v)·ktf̂(0, k, v)dv +
∫ t
0
e−λ(t−s)
∫
V
eia(v)·k(t−s)[ĥ+ λf̂ ](s, k, v) dv ds
and
Ts(t, k) :=
∫ t
0
e−λ(t−s)
∫
V
eia(v)·k(t−s)ĝθl(s, k, v) dv dβl(s)
denote respectively the deterministic and stochastic part of ρ̂(t, k). Let k ∈ ZN , k 6= 0. The
deterministic term can be handled exactly as in the proof of [3, Theorem 2.3] and we obtain,
up to a real multiplicative constant,
E
∫ T
0
|Td|
2(t, k) dt ≤
1
λ1−α|k|α
E
∫
V
|f̂ |2(0, k, v) dv +
1
λ2−α|k|α
E
∫ T
0
∫
V
|ĥ+ λf̂ |2(s, k, v) dv ds.
So let us now focus on the stochastic term Ts. First, using the Itoˆ isometry, we have
E|Ts|
2(t, k) = E
∫ t
0
e−2λ(t−s)
∣∣∣ ∫
V
eia(v)·k(t−s)ĝθl(s, k, v) dv
∣∣∣2 ds
= E
∫ t
0
e−2λs
∣∣∣ ∫
V
eia(v)·ksĝθl(t− s, k, v) dv
∣∣∣2 ds,
so that, by the Fubini Theorem and the change of variable τ := t− s, we have
E
∫ T
0
|Ts|
2(t, k) dt = E
∫ T
0
∫ T−τ
0
e−2λs
∣∣∣ ∫
V
eia(v)·ksĝθl(τ, k, v) dv
∣∣∣2 ds dτ
≤ E
∫ T
0
∫
R
e−2λs
∣∣∣ ∫
V
eia(v)·ksĝθl(τ, k, v) dv
∣∣∣2 ds dτ
=
1
|k|
E
∫ T
0
∫
R
e−
2λs
|k|
∣∣∣ ∫
V
eia(v)·
k
|k|
sĝθl(τ, k, v) dv
∣∣∣2 ds dτ.
We use the bound
e−
2λs
|k| ≤
1
1 + 4λ|k|2 s
2
, s ≥ 0,
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and estimate the oscillatory integral thanks to [3, Lemma 2.4] and (2.3); we therefore get
E
∫ T
0
|Ts|
2(t, k) dt ≤
C
λ1−α|k|α
E
∫ T
0
∫
V
|ĝθl|
2(τ, k, v) dv dτ.
As a result, summing up the previous bounds, we have, up to a real multiplicative constant,
E
∫ T
0
|ρ̂|2(t, k) dt ≤
1
λ1−α|k|α
E
∫ T
0
∫
V
|ĝθl|
2(τ, k, v) dv dτ +
1
λ1−α|k|α
E
∫
V
|f̂ |2(0, k, v) dv
+
1
λ2−α|k|α
E
∫ T
0
∫
V
|ĥ+ λf̂ |2(s, k, v) dv ds.
We choose λ ≡ 1, multiply the last equation by |k|α and sum over k ∈ ZN to find
E
∫ T
0
‖ρ(t)‖2
H
α/2
x
dt ≤ CE
[
‖gθl‖
2
L2(0,T ;L2x,v)
+ ‖h+ f‖2L2(0,T ;L2x,v) + ‖f(0)‖
2
L2x,v
]
≤ CE
[
‖Qel‖
2
L∞x
‖g‖2L2(0,T ;L2x,v) + ‖h+ f‖
2
L2(0,T ;L2x,v)
+ ‖f(0)‖2L2x,v
]
.
This concludes the proof when the noise is finite dimensional. For the infinite dimensional
case, we recall that, thanks to (2.6), we have κ0,∞ =
∑
l≥0 ‖Qel‖
2
L∞x
<∞.
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