This article empirically investigates the role of investor sentiment as a determinant of financial contagion during crises periods. The focus is on developed equity markets as well as emerging equity markets during 1990-2015. By using a multivariate GARCH methodology, cross-equity market correlations are documented to be substantially increasing during financial crises. Investor sentiment is negatively related to cross-equity market correlation. This inverse relationship becomes even stronger during times of financial crises, indicating the existence of financial contagion. This finding can be motivated by loss-averse and ambiguity-averse investors in equity markets. The relationship between investor sentiment and cross-equity market correlation persists after controlling for trade linkages, financial linkages, and other macroeconomic similarities between countries. The findings are robust to changes in crises definition.
Introduction
The true value of financial stability is best exposed in its absence, namely in periods of system-wide failures of financial markets. For example, the recent global financial crisis (GFC) has led to sharp declines in international equity markets. The U.S. equity market lost about 40% of its market capitalization during this crisis. One remarkable observation was how rapidly this country-specific shock sequentially transmitted from one market to another, around the globe. Not only did asset prices plunge around the globe, but the crisis also jeopardised real economic growth.
The financial turmoil of [2007] [2008] [2009] has increased the need for financial stability among investors, and policy makers alike. Simultaneously, cross-financial market linkages strengthened over time due to global financial integration. This development makes the global financial system more prone to spill-over and contagion effects, thereby increasing the likelihood of a financial crisis. In addition, financial markets tend to exhibit increased return co-movement during episodes of high market volatility (Longin & Solnik, 2001 ). This suggests the existence of time-varying correlations between financial markets. This suggestion poses a serious challenge for the asset management industry, regulators, and academics since the underlying nature of the correlation provides practical value for them. For asset managers, diversification benefits that can be achieved for asset portfolios are impacted by the correlation between assets. The lower the correlation between assets, the higher the diversification benefit and the lower the portfolio risk. In the presence of time-varying correlation, these diversification benefits may unsolicited fluctuate with the state of the market, leaving large asset portfolios exposed to cross-border -and cross-asset shocks. From the perspective of a regulator, it might be possible that a destabilising country-specific shock spills over through another country, thereby negatively affecting the financial stability. In addition, policy responses to crisis heavily depend on the nature of the transmission channel across financial markets.
A challenge for academia lies in the estimation and conceptualisation of such (dynamic) asset market linkages and correlations between asset markets. Previous, both theoretically and empirically, researchers have taken the challenge to model as well as to identify contagion effects between asset markets. The theory on contagion effects, firstly, shows no universally acceptable definition of contagion. In general, contagion is defined as a significant increase in cross-market linkages after a shock (Longin & Solnik, 1995) . It conveys the idea that transmission mechanism is discontinuous due to financial panics. In addition, the theoretical work on financial crises considers an extensive amount of reasons for crises to contagiously appear in clusters and identifies several transmission channels (Masson, 1999) . Some models are based on behavioural aspects of individuals and assume that the investor behaviour changes after a large negative shock. On the other hand, it can be argued that such shocks are propagated via "economic fundamentals".
Although there exists a certain degree of ambiguity on what contagion exactly contains, empirical work has been focused on measuring contagion effects using various econometric procedures. Especially this area shows sharp disagreement on the existence of contagion effects during crises periods. In a seminal study, King & Wadhwani (1990) measured contagion as a significant increase in the correlation coefficient between stock returns. Their findings suggest that the degree of correlation had increased after October 1987, after analysing US, UK, and Japanese equities. Lee & Kim (1993) extend this analysis to other major markets and provides similar results. Forbes & Rigobon (2002) argue that simple correlation analysis provide biased results (in presence of heteroscedasticity), in the context of financial contagion. Using an adjusted correlation coefficient, Forbes & Rigobon (2002) find that increases in correlation are due to increased interdependence, and not due to contagion. In a different fashion, Dungey & Martin (2001) estimate a factor model of correlation analysis, while Hartmann, Straetmans & De Vries (2004) use an extreme dependence measure.
This study also accepts the challenge to investigate contagion effects between asset markets over time in order to provide a deeper understanding of the dynamics between equity markets. The purpose of this article is multiple. First, this paper models time-varying correlations by using a multivariate GARCH model to assess whether equity markets show increased return co-movement during 1990-2015. Second, the aim is to assess the explanatory power of investor sentiment in explaining financial contagion, while controlling for macroeconomic fundamentals. Earlier literature has been focused on examining the fundamental determinants of contagion (such as trade). For example, Syllignakis & Kouretas (2011) find that macroeconomic fundamentals and monetary variables have substantial explanatory power in explaining time-varying correlations between financial markets. Fluctuations in investor sentiment are often mentioned as an element that could explain financial crises (White, 1990; De Long & Shleifer, 1991) . Baker & Wurgler (2006) document that investor sentiment systematically affects the cross-section of asset returns. Especially assets that are hard to arbitrage are prone to investor sentiment. Baker, Wurgler & Yuan (2012) document that investor sentiment in one market may affect investor sentiment through private capital flows. In addition, the authors find that high current sentiment predicts low future returns. Following this line of reasoning, one might argue that during financial crises, when current investor sentiment is low, asset prices are decreasing. Since investor sentiment is contagious, asset prices may decrease in other markets as well. This line of reasoning is consistent with financial contagion and hints the potential role of investor sentiment in explaining financial contagion. Yet, the role of investor sentiment with respect to contagion remains unexplored. Third, this article touches upon the question whether contagion effects are stronger in emerging markets than developed markets. Only Celik (2012) specifically analysed this and finds that emerging equity markets are more sensitive to contagion effects than developed markets.
The main results reveal that cross-equity market correlations increase substantially during financial crises. Such increases can potentially be motivated by changes in fundamentals (interdependence) and by changes in investor behaviour (contagion). This article documents that the latter motivation explains increases in cross-equity market correlations during periods of financial crises. This finding persists after the inclusion of a broad set of control variables, allowing for endogenously determined crises periods, and the use of left tail dependence instead of correlations. These results are weaker for the sovereign bond market, where it is documented that the role of investor sentiment in explaining sovereign bond correlations is limited. However, changes in correlations between equity markets (and also for the sovereign bond market) is not solely driven by financial contagion. Common random shocks and interdependence do also exhibit explanatory power. It is documented that the Fed fund rate, the U.S. Terms of Trade, and exchange volatilities are negatively related to the dynamic conditional correlations. Lastly, there is not sufficient evidence in favour of stronger contagion effects in emerging markets. Only during the GFC, it is found that contagion effects between the U.S. and emerging equity markets are significantly stronger than contagion effects between the U.S. and developed equity markets.
The outline of the paper is structured as follows. In section 2the related literature is presented, in conjunction with the hypotheses of interest. Section 3 elaborates on the data analysed during this research project. Section 4 elaborates on the research methodology that has been deployed. Section 5 presents the results and the corresponding economic interpretation. Section 6 is centred on robustness checks. Section 7 offers conclusive and reflective remarks.
Literature Overview
This section shortly addresses the theoretical causes and transmission of contagion. The set of theoretical work can be, broadly speaking, divided into a set of "fundamental" theories and a set of "behavioural" theories. These two sets of theories are not necessarily mutually exclusive. The first set of theories assume that transmission mechanisms are the same during a crisis as during more stable periods. Thus, cross-market linkages do not change after a shock according to these theories. In that case, financial crises resulting from interdependency should be predictable using macroeconomic fundamentals. On the other hand, behavioural theories aim to explain why transmission channels change during volatile periods and thus why contagion occurs. Any test of contagion should be supportive of the latter set of theories. Afterwards, an empirical literature review will be provided with respect to the quantification of contagion effects in financial markets. This article draws clear-cut testable predictions from both the theoretical as well as the empirical literature.
Theoretical Overview

Fundamental Causes
Fundamental theories stress out that spill-over effects result from the interdependence among economies. Thus, transmission channels after a shock do not differ significantly than before shock. Cross-market correlations are rather a persistency of linkages that existed even before the shocks. Shocks will be transmitted across economies due to real and financial linkages between these economies.
The most obvious form of interdependence between markets is caused by trade linkages. First, given high levels of bilateral trade between two trade partners, an adverse shock in one country is likely to affect its trading partners, via the loss of competitiveness and through the fall in demand in the country where the adverse shock was initiated (Gerlach & Smets, 1995) . The trading partner may experience crashes in asset prices, significant capital outflows or become the target of a speculative attack because investors predict a deterioration in the trade accounts of an economy. Another trade linkage is third-market competition, whereby a financial crisis in one country is contagious to other countries that export to the same third market. Lastly, interdependence may occur due to competitive devaluation. In this scenario, an economy loses competitiveness when the currency of a major trading partner is devalued. Such devaluations may especially put pressure on economies that have pegged currencies. Regulators and policy-makers may attempt to restore the competitiveness of an economy by also devaluing its currency, in response to the initial devaluation. If investors predict that such strategic interactions are probable, they are likely to withdraw capital from these countries. Thereby bringing a fall in asset prices and further declination in the currency value. Eventually, this may trigger a crisis.
Fundamental causes also include shocks that are transmitted through financial linkages. Financial linkages stem from the process of increasing globalisation as countries try to be more economically integrated with global financial markets, thereby causing a higher level of interdependencies. The first linkage is the "common lender" effect, which was proposed by Kaminsky & Reinhart (2000) . It asserts that a country that shares a common lender as a country struck by a crisis is more likely also to experience a crisis. The crisis in the latter country creates a need to reassess and rebalance the overall risk exposure of the creditor's asset portfolio. The former country might face withdrawal and retrenchment from these common creditors induced by a crisis in the latter country. The second financial linkage is the cross-border capital flow between two countries. Similar to multilateral trade, more capital flows between economies lead directly to more interdependence.
Lastly, common random shocks is often mentioned as a fundamental cause. A common random shock is a change in the global economic environment, which adversely impacts the fundamentals of several countries simultaneously. For example, variation in the U.S. interest rate adversely affected the funding of emerging market economies, potentially resulting in a crisis in some of these economies (Moser, 2003) . In addition, the strengthening of the U.S. dollar against the yen in 1995-1996 has been shown to play a significant role in the weakening of East-Asian economies and its crisis in 1997 -1998 (Corsetti et al. 1999 . Such commonalities lead to co-movement of asset prices or capital flows in those affected economies such that cross-country correlations could increase. Therefore, proxies for common random shocks (such as oil prices) may to explain variation in the correlation between two equity indices. Such evidence would favour interdependence rather than contagion.
Behavioural Causes
Behavioural theories pertain the transmission of financial crises which is not attributable to observed disruptions in macroeconomic or other fundamental variables. These theories argue that such transmission is solely due to investor behaviour of financial agents. This type of contagion is often said to be the result of irrational behaviour, such as financial panic, herding behaviour, and investor sentiment. Several theories explain investor-based contagion from different angles and can be classified into three groups: multiple equilibria, liquidity problems, and herding behaviour. Below the latter two groups are discussed.
With respect to liquidity shocks, Goldfajn & Valdes (1997) propose a theoretical model whereby a crisis in a country may reduce the liquidity of market participants. This results in investors recomposing their portfolio of financial assets and sell assets in other markets in order to satisfy margin calls, or to meet regulatory requirements. If the liquidity shock is large enough, a crisis in one country may increase the extent of credit rationing and force investors to sell their holdings in other countries that were not affected by the initial crisis. Brunnermeier & Pedersen (2008) show that funding liquidity and market liquidity are mutually reinforcing and might induce liquidity spirals during crises periods.
Traders become reluctant to take on positions when funding liquidity is low, which in turn lowers market liquidity, leading to higher price sensitivity. When investors do not meet their margin calls, they will sell their assets. Since liquidity is low, the prices of these assets drop substantially, thereby decreasing the value of these assets in other portfolios. This results in other investors selling assets to meet their margin requirements, thus creating a negative spiral of fire-sales. Kodres & Pritsker (2002) explain financial market contagion using a rational expectation model of asset prices. In this model, the long-run value of assets is determined by systematic risks and country-specific factors. According to Kodres & Pritsker (2002) , contagion occurs when informed investors act, due to the arrival of private information on a country-specific factor, by rebalancing the exposure of portfolios to the shared macroeconomic risks in other countries. In the other countries, uninformed investors are not able to identify the source of the change in the asset demand. Thus, these investors rebalance as if the information is related to the own country-specific factor. That being said, an idiosyncratic shock generates excess co-movement across countries' asset markets. The model, empirically, implies that economies with larger liquid markets should be more vulnerable to contagion. Small and illiquid markets are likely to have a lower weight in international portfolios and are thereby shielded from contagion as generated in the model of Kodres & Pritsker (2002) .
Lastly, explanations for financial contagion are based on herding behaviour of investors. Uninformed investors frequently make investment decisions based on the actions of others, causing rational herding behaviour. In a seminal paper, Bikhchandani, Hirshleifer & Welch (1992) model mass behaviour due to informational cascades. According to the authors, information cascade arises when it is optimal for an agent, after observing another agent ahead of him, to follow the behaviour of the agent ahead of him without any regard to the own information of the individual. These cascades occur under mild conditions and often will go in the wrong direction. In these cases, a few early individuals have a disproportionate impact on others. The decisions of others in itself may reflect private information and that individuals also consider the decisions of other people. Under sequential decision making, there exists a herding externality with a positive feedback loop. If agents join the crowd, there is more incentive for outsiders to join the crowd too. The decisions of the first few decision makers, which are not per se correct, determine where the crowd forms and grows, thereby amplifying the impact of the decision made by the initial individuals. Devenow & Welch (1996) argue that herding is an irrational phenomenon. They propose that investors disregard their own information set and follow others due to an intrinsic preference for conformity with the market consensus and certainty. Christie & Huang (1995) argue that herding behaviour is more pronounced during market stress and extreme market return movements. In times of uncertainty, following the market consensus reduces the concern of making incorrect decisions. This suggests that behavioural herding patterns play a role in explaining financial crisis. Chiang & Zheng (2010) study herding behaviour in global stock markets. The evidence shows that a financial crisis induces herding behaviour, which in turn produces contagion effects. Thus, herding behaviour drives contagion effects. Another documentation is that herding behaviour is more likely in emerging markets in comparison with developed markets (Economou, Kostakis & Philippas, 2011; Celik, 2012) . The relative lack of transparency, weak reporting requirements, lower accounting standards, lax enforcements of regulations, and costly information acquisition inevitably lead to herding behaviour in emerging markets. This raises the following hypothesis:
Contagion effects are stronger in emerging markets
Hwang & Salmon (2009) propose a model which incorporates the interaction between sentiment and herding to show that herding activity increases with (global) sentiment. According to the authors, individual asset returns decrease when market-wide sentiment is lower, regardless of systematic risk. There exist several channels through which financial contagion due to investor sentiment occurs. One, pessimistic international investors may sell-off securities from different markets simultaneously, thereby rapidly declining prices across markets. Second, sentiment in a foreign market affects sentiment in the domestic market directly due to herding behaviour of noise traders, through which market prices are affected. It is documented that "word-of-mouth" social interactions can affect sentiment and investment decisions (Brown, Ivkovic, Smith & Weisbenner, 2008) . Therefore, it is likely that proxies for investor sentiment might drive contagion. Baker, Wurgler & Yuan (2012) investigate whether sentiment is contagious across countries. The absolute value of U.S. capital flows with other countries is used to obtain cross-sectional variation in the extent of integration between these markets. They do not only find that local and global sentiment predict the cross-section of those countries' returns, but also that capital flows appear to be one mechanism by which sentiment spreads across markets and affects global sentiment. These findings imply that any quantifications of return comovement between equity markets should (partially) be driven by proxies for investors. Therefore, the following hypothesis will be tested as well.
Contagion is driven by proxies for investor sentiment during crises periods.
However, it is challenging to distinguish both conceptually and empirically whether contagion occurs due to innovations in the fundamentals of a country or to changes in investor behaviour.
Econometric Overview
Testing for contagion implies a number of econometric challenges, especially with respect to the identification and empirical conceptualisation of contagion. The simplest methodology is static correlation analysis.A significant increase in the correlation in returns between two markets after a shock can be interpreted as an increase in the transmission mechanism between the two markets, indicating the occurrence of contagion. In a seminal study, King & Wadhwani (1990) measured contagion as a significant increase in the correlation coefficient between stock returns. These authors find that the degree of correlation had increased after October 1987, after analysing US, UK, and Japanese equities. Lee & Kim (1993) find evidence of the existence of contagion in twelve major stocks markets after the 1987 U.S. stock market crash. On average, the correlation increased from 0.23, before the crash, to 0.39 after the crash. Calvo et. Al (1996) document a significant increase in the correlation between stock prices and in Asian and Latin-American countries. Correlations during calm periods were significantly lower than the correlations in crisis periods in debt markets, and currencies markets. All these researchers provide evidence that shocks originating from one market can be transmitted to other markets, resulting in a source of substantial financial instability and turmoil. Therefore, the last hypothesis of this paper is as follows:
Cross-market correlations between equity markets increase substantially during crisis periods.
To test this hypothesis, correlation analysis will be used as an intuitive starting point. However, this article will rely on more advance methodologies as simple correlation analysis has severe limitations. First, static correlations are biased upwards in presence of heteroscedasticity (Forbes & Rigobon, 2002) . Second, correlation tests may not be reliable when it comes to assessing the stability of a dependence structure (Rodriguez, 2007) . Third, static correlations do not take volatility continuously into account, while time-varying volatility can be perceived as a stylized fact of stock returns (Tse & Tsui, 2002) . Fourth, the use of correlations as dependence measures is only justified for multivariate normal distributions. It is generally accepted that financial time series do not meet the criteria of multivariate normality, causing correlations to fail to reveal the underlying dependence structure.
By now, it is well accepted that correlation analysis needs further refinements in order to estimate contagion effects. One strand of literature focuses on stochastic modelling of time-varying volatility processes in financial time series using GARCH class specifications. Such specifications allow capturing the dynamic nature of the contemporaneous correlation coefficient. Several parsimonious multivariate GARCH specifications have been used in the literature. Longin & Solnik (1995) were among one of the first to apply a multivariate GARCH model in the context of modelling cross-market linkages. Using monthly excess returns for seven major economies over the period , the authors show that the international correlation matrices are time-varying and that the correlations have been increasing in times of crises. Engle & Sheppard (2001) developed the DCC-GARCH (Dynamic conditional correlation -GARCH) to examine time-varying correlations. DCC-GARCH is able to directly adjust the correlation for time-varying volatility continuously. Chiang, Jeon & Li (2007) and Celik (2012) both utilise the DCC-GARCH to estimate time-varrying correlations between financial markets. Both studies find support for contagion as measured by increase correlations during financial crises. In this article, the DCC-GARCH will also be adopted.
Data
Stock Market Returns
In order to provide a measure of comovement over time, first the stock market returns needs to be defined. The sample consists of monthly dollar denominated stock market index returns retrieved from Thomson Reuters Datastream. Monthly returns are defined as = ( ) − ( −1 ). There are 11 countries in the sample, consisting of seven developed countries and four other emerging markets (as classified by Dow Jones): The United States of America (US, S&P 500), Germany (DE, DAX), France (FR, CAC 40), United Kingdom (UK, FTSE 100), Japan (JP, Nikkei 225), Netherlands (NL, AEX) and Canada (CN, TSX). The emerging markets consist of China (SSE composite), Russia (MICEX), India (NSE), and Mexico (MEXBOL). The sample spans the period from January 1, 1990, till September 30, 2015. It covers known episodes of global crisis and contagion periods, such as the Asian Flu (1997), the Russian crisis (1998), the Dot-com bubble (2001), the GFC (2007), and the European debt crisis (2009). Due to limited data availability, the sample for China and Russia starts in 1/1/1991 and 22/9/1997 respectively. Table 1 presents the descriptive statistics of the examined stock market index returns. There is some variation in the average monthly return, with Japan exhibiting the lowest return (-19.9%) and China the highest (101.5%). A notable observation is the dispersion in the standard deviation between emerging markets and developed countries. The former group has a larger standard deviation. This possible could imply that emerging markets are more prone to contagion. All countries face negative skewness, implying fat left tails. The null hypothesis of normality is rejected in all cases, using the Shapiro Wilk test. Most countries do not exhibit significant autocorrelations, as indicated by the Ljung-Box test statistic. The null hypothesis of no ARCH effects is rejected for all countries, except China. Table 1 also provides some preliminary support for the hypothesis that the correlation between two equity markets increases during crises periods. During periods of crises, the correlation (between the U.S. stock market and other markets) increases. It seems to be that the change in correlations is larger for emerging markets, compared to developed markets. Lastly, note that the level of the correlation for emerging markets is substantially lower than for developed countries, on average. The table presents the summary statistics for the stock market indices in the dataset, using monthly return series. "From" is the start date of the return series of a particular index. "SD" denotes the standard deviation. "SW" denotes the Shapiro-Wilk test statistic for non-normality. "LB" denotes the Ljung-Box statistic for autocorrelation with 10 lags. "ARCH" is Engle's test for Arch effects. denotes the correlation during non-crises periods between the S&P500 and the equity market from the j'th row. Likewise, shows the correlation during crises periods. ***, **, and * denote statistical significance at the 1%, 5% and 10% levels, respectively. The data ends 30/9/2015.
Investor Sentiment
To test whether contagion in stock indices returns is driven by investor sentiment, several proxies are utilized as investor sentiment is not directly observable. First of all, Baker & Wurgler's investor sentiment index (2006) is used to identify investor sentiment on a monthly frequency. Data is retrieved from the website of Jeffrey Wurgler. This composite index equals the first principal component extracted from six indirect measures of U.S. focused investor sentiment: trading volume (NYSE turnover), dividend premium, closed-end fund discount, the P/E ratio, the equity share in new issues, the number of IPOs, and their first-day returns. Specifically, the orthogonalized sentiment index is deployed which is free from business cycle related variations. Therefore, this sentiment index is expected to be uncorrelated with macroeconomic fundamentals. Positive values of this index are associated with a high level of investor sentiment.
However, Baker & Wurgler's index is an indirect measure of investor sentiment. The investor sentiment indicator from the American Association of Individual Investors (AAII) offers a more direct measure to capture investor sentiment. This metric is directly obtained from the investors that participate in the weekly AAII's survey on their expectations pertaining the stock market performance in the next six months. The sentiment survey provides three variables, , , and , which measures the proportion of individual investors who are bullish, bearish, and neutral on the U.S. stock market, respectively. is excluded in the regression analysis to avoid perfect multicollinearity.
Lastly, the CBOE's Volatility Index of the S&P 500 (VIX) is used as a proxy of investor sentiment. The VIX index is a measure of implied volatility, which is the expectation of the volatility for the S&P500 over the next 30 days. The VIX index is perceived as a leading barometer of investor sentiment in global capital markets, and is often referred as the "fear index". This index is obtained from Datastream.
Control Variables
Several control variables are used in order to distinguish contagion from interdependence. Oil and gold price returns are used as proxies for common random shocks since any change in these prices affects all countries simultaneously (Edison, 2003) . In addition, the overnight discount rate of the FED is used as a proxy for the international interest rate. The international interest rate is a determinant of international capital flows. Countries that depend on these flows are sensitive to changes in the international interest rate, which may give rise to triggering a financial crisis (Frankel & Rose, 1996) .
Monthly import and export flows (in USD) between the U.S. and all other countries are obtained from the Direction of Trade Statistics of the IMF to account for trade linkages. Rather than using the current account, separating export flows and import flows allows to reveal a more detailed description of the source of time-varying cross-equity market correlations. For each country, the monthly change in import from / export to the U.S. is calculated by using a log-transformation. To directly take the relative competitive advantage due to relative price changes into account, the Terms of Trade (ToT) of the U.S. relative to all other countries will be used. A loss in competitiveness may deteriorate the current account and thereby hurt the real sector. Lastly, to take competitive devaluation into account, (conditional) exchange rate volatilities are obtained via a GARCH(1,1) model. Unstable exchange rates are partially due to strategic and competitive devaluations between countries. Lower exchange rate volatility is therefore expected to be associated with higher co-movement between markets. In addition, from a financial perspective, investors price currency risk, which is determined by (expected) exchange rate volatility. Exchange rate changes alter the return a foreign investor's yields in terms of domestic currency. However, if currency volatility is lower, the costs of rebalancing portfolios is lower. This implies a higher co-movement of equity markets as well. Monthly exchanges rates relative to the USD are obtained from Datastream for the countries in the sample. For European countries, the exchange rates are corrected for the introduction of the Euro.
To control for macroeconomic similarities, monthly inflation rates (via the CPI) and industrial production growth data for each country is obtained. The inflation rate is likely to be correlated with high nominal interest and may proxy macroeconomic mismanagement, which negatively affects the real sector and the banking system (Semlali, Collyns, 2002) . Negative growth in the industrial production may induce a crisis in the real sector which precedes financial crises (Edison, 2002) .
For each country, the monthly aggregate sales (purchase) flows of bonds and stocks, to (from) that corresponding country, to U.S. citizens is identified. These monthly aggregates (expressed in billion dollars) are obtained from the U.S. Department of the Treasury. The reason to utilise these variables is that they are indicators of cross-border capital flows and foreign participation in the U.S. financial market. These variables thereby contribute to financial linkages (through cross-border capital flows) and financial integration (through domestic participation) simultaneously. High values of these flows are associated with a higher level of interdependence between financial markets, due to increased financial integration. The M2 supply growth is used as a simple proxy for funding liquidity, which is the ease at which funding is obtained. High levels of growth in M2 may lead to excess funding liquidity, thereby amplifying the growth of asset bubbles. Monthly M2 data is obtained from all corresponding domestic central bank from the countries in the sample. For European countries, the time series are adjusted for their contribution to the ECB's M2 supply after the EMU. Lastly, the liquidity factor of Pastor & Stambaugh (2003) is used as a proxy of U.S. market liquidity, which is the ease at which assets are traded. This factor is based on order flows and expected return reversals. According to Brunnermeier & Pedersen (2008) funding -and market liquidity are important drivers of bubbles and crashes.
Methodology
Modelling Co-Movement between Equity Markets
The DCC GARCH model is used to estimate time-varying correlation between markets. In such models, the conditional variances and covariances of the residuals follow an ARMA-structure. A nonlinear combination of univariate GARCH models with time-varying cross-equation weights is used to compute the conditional covariance matrix of the residuals. Thus, by employing the DCC GARCH model, one is able to capture the information of time-varying characteristics of the correlation matrix. In addition, the DCC GARCH model offers several benefits. Firstly, the DCC GARCH estimates correlation coefficients of the standardised residuals, thereby accounting for heteroscedasticity directly. Moreover, the model offers flexibility in the mean equation to specify the model correctly. Lastly, and most importantly, it allows to examining multiple asset returns simultaneously in a parsimonious manner. In a single representation, multiple pair-wise correlations coefficient series can be obtained through this methodology. Let the multivariate return equation be specified in each separate equation, as:
Where represents a × 1vector with the 'th element denoting the 'th dependent variable corresponding to the 'th equation.
represents a × 1 vector of parameters, and denotes a × data-matrix. The multivariate conditional variance is modelled as = .
Estimating involves a two-step estimation procedure. is a × diagonal matrix containing time-varying standard deviations (√ℎ , ) on its diagonals. Each time-varying standard deviation comes from a univariate GARCH model in the first step of the estimation procedure. In the second step, each equity index return residual , is rescaled by its time-varying standard deviation from step one, which provides a parameters , . , in turn is used to estimate the conditional time-varying covariance matrix of . The evolution of this time-varying covariance matrix is given by:
time-varying covariance matrix of , and Σ * is the expected value of the outer product of . Σ can be rescaled into a time-varying correlation matrix P t by simply observing that
2 . The aim is to estimate this matrix . In this paper, for each country, the time-varying correlation between the corresponding equity market and the U.S. equity market is estimated. In the mean equation, a constant-only model will be specified for simplicity. In the variance equation, a (2,2) structure is specified. Student's T-distribution will be used in the log-likelihood function, thereby taking the fat tails into account.
Seemingly Unrelated Regression
To analyse the determinants and the dynamics of the estimated dynamic conditional correlations, the following general system of equations is estimated through the use of seemingly unrelated regression (SUR) since dynamic conditional correlations are likely to be contemporaneously correlated. , is a matrix consisting of the control variables. ∑ , is a set of time dummies, also including the NBER recession time dummy. In SUR, the larger the contemporaneous correlation between the errors( , ), the larger is the information gain of FGLS compared to OLS (Moon & Perron, 2006 ). This will result in SUR being more efficient than OLS. Contemporaneous correlation is assessed by the Breusch-Pagan LM test.
To test hypothesis 3, the SUR regression is estimated only with time dummies. First, the NBER time dummy is simply used. Afterwards, separate time dummies are employed for each different crisis in the sample, including the Mexican peso crisis (1994), the Asian currency crisis (1997), the Russian rubble crisis (1998), the Dot-com Bubble (2000), the GFC (2007) and the European debt crisis (2010). This will not only allow to assess whether cross market correlations increase substantially during crisis periods, but also provide insight whether this change differs by crisis. Furthermore, these separate time dummies are merged to one new time dummy ( , ) which denotes whether a crisis occurred in month . This dummy will be used in the further analysis unless specified otherwise. To test hypothesis 2, the full SUR equation is estimated with all variables of interests and control variables. To test hypothesis 1, the coefficients of the sentiment indicators will be tested for joint equality during crisis periods. If these effects do differ across developed and emerging markets, there is evidence in favour of hypothesis 1. Figure 1 shows the predicted in-sample dynamic conditional correlation between the U.S. and all other developed markets (left), and between the U.S. and all emerging markets (right). There are three striking patterns, in both figures, that can be observed. First, the correlation between the U.S. and other countries increases during known episodes of high financial stress. An increase in the correlations can be observed for each pair in the period between 2000-2003 and 2008-2009 . These episodes correspond to the Dot-Com bubble and the GFC. Between the U.S. and European countries, an increase can be observed around 2013, consistent with the European sovereign debt crisis. Second, there seems to be an upward trend in the time-varying correlations over time. This observation is consistent with the financial integration of markets over time. Lastly, there exists heterogeneity in these correlations across the pairs. European countries, Canada, and Mexico, have a higher level of correlation with U.S. in general. Again, this finding is consistent with the high interdependence between these countries and the U.S. For the emerging markets, the level of correlations seem to be lower. These figures suggest that the DCC-GARCH estimates are able to capture dynamic correlations that are consistent with historical events and patterns. , is positive across all countries, however not always significant across the countries. The Germany equity market, for example, becomes significantly more correlated with the U.S. equity market. The correlation increases, approximately, by 6.4 percent point during NBER recessions. Yet, for the Netherlands, the correlation increases by an insignificant 2.1 percent point. It might be possible that the NBER recession dates imperfectly proxies the dates of financial crises or that the correlation between specific markets only increases for specific financial crises. To take the latter notion into account, Model (2) provides the estimates of the effect of six different crisis dummies on the dynamic conditional correlation. Indeed, the effects of crisis periods on correlations differ by crisis and by country. Cross-equity market correlations are mostly insignificant and negative for the Mexican 'Tequila' crisis and the Asian currency crisis. The correlation between U.S. equity markets and the Mexican equity market is significantly lower at the 1% level during the Mexican crisis. This finding, however, is not consistent with hypothesis 3, as a positive effect of the crisis period was expected. Possibly this has to do with the nature of the crisis, which occurred in the Mexican FX market and subsequently in the Mexican real sector. During this period the Mexican trade -and financial linkages were predominantly disrupted by the increasing volatility of the Mexican Peso rather than irrational causes. A similar explanation also holds for the Asian currency crisis in 1997. All other crises exhibit a consistent positive pattern with respect to the cross-equity market correlations. Especially the GFC and the European debt crisis seems to have the most consistent pattern: each dynamic conditional correlation increases significantly at the 1% level during these periods. Model (3) uses the aggregated time dummy. For this model, the effect of crisis periods on dynamic correlations is estimated to be positive and significant at the 5% for each pair. Table 3 provides reasonable evidence in favour of hypothesis 3: cross-equity market correlations seem to increase during periods of high volatility. However, the estimated effect differs by crisis and country.
Results
In order to test whether the increase in correlations is attributable to investor sentiment, these correlations are regressed against four proxies of investor sentiment. In addition, interaction terms between the crisis dummy and these proxies are included. In this setting, contagion occurs when the effect of investor sentiment is significantly stronger during crisis periods. Table 3 contains the results for the three estimated equations. Equation (4) regresses the dynamic correlation on the NBER time dummy, investor sentiment proxies, and the interaction of sentiment with the time dummy. The results show that Baker & Wurgler's sentiment index has a negative effect on the dynamic correlations (for most cases) at the 1% significance level. This implies that high investor sentiment on the U.S. stock market is associated with lower correlation during non-crises periods, on average. In addition, this effect seems to be economically sizable. For instance, an increase of one point in the index is associated with a 12.8 percent point decrease in the dynamic correlation between Germany and the U.S.. For the bullish sentiment indicator, a similar finding is obtained. An increase in the proportion of investors that indicate to be bullish on the U.S. stock market is associated with a decrease in the dynamic correlation during non-crisis periods, on average. A one percentage point increase in the bullish indicator is associated with a 0.6 percentage point decrease in the US-German dynamic correlation. Consistent with this line of reasoning, the bearish indicator has a significantly positive effect on the dynamic correlations in seven out of the ten cases. All three investor sentiment indicators seem to have a systematic effect on the dynamic correlations over time. What is more striking, is that this relationship seems to become stronger during periods of crisis. During crisis periods, the effect of becomes significantly more negative as indicated by the coefficients of the corresponding interaction term. In ten out of the eleven correlations, this effect is statistically significant at the 5% level. The hypothesis that these coefficients are jointly zero is rejected at the 5% level ( = 5.42). Therefore, during crisis periods, when investor sentiment is low on average, the dynamic correlations will increase substantially. This finding suggests that the increase in cross-equity market correlations is driven by investor sentiment. This evidence suggests the existence of financial contagion, since it represents changes in financial conditions that are likely to be driven by changes in the behaviour of investors or preferences unrelated to fundamentals. Model (5) replaces the NBER recession dummy with the broader crisis dummy. These results are quantitatively and qualitatively the same, implying that the findings of model (4) also holds when a different crisis specification is considered.
These findings can be motivated by behavioural patterns. When crises unravel with the arrival of a series of negative news, investors with non-bayesian beliefs will negatively overreact to this news (Barberis, Shleifer & Vishny, 1998) . This decline forces loss-averse investors to endure painful losses and deteriorate their sentiment. Thaler & Johnson (1990) suggest that these losses may have made investors more loss averse, resulting them to rebalance the share of risky assets in their portfolio and thereby causing further price declines. Such portfolios may be internationally diversified, thereby also inducing price declines in foreign assets. Losses can generate contagion between assets when those assets are held by common investors. This will result in portfolio rebalancing of loss averse foreign investors, creating a negative spiral. This negative spiral will result in joint losses in several markets simultaneously, thereby generating a higher co-movement of these markets by definition. Thus, investor overreaction can cause small negative shocks to trigger market-wide panics that can spread internationally. A second explanation of the results lies in the "competence hypothesis" (Heath & Tversky, 1991) : an individual's feeling of competency in a given situation is determined by what is known relative to what can be known. During crises periods, market volatility increases. This results in a lower competency of investor to assess the market environment and lowers investor sentiment. According to (Heath & Tversky, 1991) will increase ambiguity aversion of individuals. In turn, due to this increase in ambiguity aversion, investors are more likely to show herding behaviour. When investors exhibit pessimistic expectations on the market and don't feel sufficiently competent to assess the market environment, the best thing to possibly do is to follow the market consensus. Herding behaviour by ambiguity (and loss) averse investors will increase cross-equity market correlations in crisis periods. These two potential interpretations are not mutually exclusive, but rather reinforce each other simultaneously.
To verify that the effect of investor sentiment on cross-equity markets is not biased, the control variables are included in the SUR regressions. These results of three different models can be found in table 4. For brevity, the bullish and bearish indicator are excluded from the analysis 1 . Model (6) controls for a range of variables that proxy common random shocks that affect all countries in the sample simultaneously, such as gold and oil returns, and the Fed Fund rate ( ). The gold -and oil return estimates are not statistically significant in any case. However, a striking finding is the significant (at the 1% level) negative effect of the on dynamic correlations. The FED especially decreases its base rates during a recession as an attempt to promote aggregate demand growth and interbank lending, but also induces higher risk-taking behaviour, not only in the domestic market per se. Furthermore, such decreases may directly cause capital outflows, thereby increasing financial linkages. Model (6) shows that such expansionary policy substantially increases all cross-equity market correlations in the sample. The coefficients of in model 6 seem to be higher than those of model (4) and (5). This indicates that the latter estimates are downward biased and that and are positively correlated during non-crises periods. This is consistent with the empirical finding that an interest rate hike can signal a healthy economy, thereby increasing investor sentiment (Kurov, 2010) . More important, in 9 out of the 10 correlations, the hypothesis of no sentiment effect during crisis periods is rejected. Thus the evidence of financial contagion persists, even after controlling for common random shocks. Equation (7) controls for various trade-related and macroeconomic characteristics. The results show that the importand export growth of the U.S. has no statistical significance in explaining the dynamic correlations. Industrial production and inflation rates seem not to exhibit significant explanatory power either. Exchange rate volatility has a significant negative effect on most of the dynamic correlations. This indicates that stable exchange rates result in higher cross-equity market correlations, which is consistent with financial and economic integration. In addition, the U.S. terms of trade (ToT) is negatively associated with dynamic correlations in most countries. A decreasing U.S. ToT implies that price of U.S. exports falls relative to U.S. imports. Therefore, to maintain at least the same level of imports, the U.S. must export more. This will increase trade linkages and economic integration between U.S. and other countries. In addition, consistent with the documented patterns in model (6), the estimated equation (7) in table 5 shows that investor sentiment remains to exhibit a significant adverse effect on the dynamic correlations during crisis periods. A statistically significant negative effect is found at the 1% level for most correlation time series. Thus, even after controlling for trade linkages and macroeconomic characteristics, the negative effect of investor sentiment on dynamic correlations during crises persists. Model (8), table 4, adds several financial control variables, such as Pastor's liquidity factor ( ), Growth of the M2 money supply ∆ 2 , , stocks and bonds purchases/sales from/to the U.S. by foreign investors. In addition, an interaction term between and , and an interaction term between this liquidity factor and the crisis dummy is expected. When market liquidity and sentiment is low, it could be expected that pessimistic loss averse investors are not able to sell their assets without fire-sales (Brunnermeier & Pedersen, 2008) . The results, however, show that U.S. the liquidity factor, has no significant effect on the dynamic correlations for any of the countries. Similarly, the growth of M2 money supply of the U.S. and the other countries are not significantly different from zero. Neither a statistically significant effect of the interaction between market liquidity and investor sentiment is documented. The effect of bond and stock flows from and to the U.S. are sporadically significant. In addition, the sign of the effect is not consistent across the countries. The coefficients of the sentiment index remain statistically significant in 9 out of the 10 cases. In addition, this negative effect is significantly stronger during crises periods for all countries except India and Mexico. Thus, the results suggest that controlling for financial linkages does not alter the documented relationship between investor sentiment and cross-equity market correlations.
In sum, it is documented that cross-equity market correlations increase substantially during periods of crises. Thus hypothesis 3 is not rejected. Furthermore, the regressions indicate that the economically sizable and statistically significant negative relation between investor sentiment and dynamic conditional cross-equity market correlation persists after controlling for a large set of control variables. This result shows that financial contagion is driven by investor sentiment. Therefore, hypothesis 2 is not rejected. Despite these results, contagion is not the sole determinant of cross-equity market correlations. Interdependence and common shocks do play a role. Finally, the hypothesis that the coefficients of the interaction between sentiment and the crises dummy are greater in emerging market than developed markets is rejected for all models. Based on these coefficients tests, there is not sufficient evidence to accept hypothesis 1.
Robustness Checks
The choice of the sample period may give rise to a sample selection bias due to the fact that crisis months are specified ex post, rather than a priori. In this paper, the crisis months are specified ex-post using the time dummies. It must be mentioned that correctly defining the crises periods is to some degree arbitrary, even when official data sources are used. Fong (2003) alleviate this sample selection problem by allowing crisis states to be determined endogenously by using Markov regime switching models. Following these authors, two regimes of contagion risk are identified via a Markov switching model, which takes endogenous structural breaks into account. This allows the data to statistically determine the beginning and the end of each regime/crisis. Model 6-8 will be re-estimated in this Markov regime switching setting.
To illustrate the added value of the Markov switching model, the smoothed transition probability of being in the volatile regime is shown below for US-Germany. Figure ( e) reveals that the volatile regime is mostly located within the crises periods based on the exogenously determined time dummies. However, there some small differences. For instance, the length of the crises according to the smoothed probability is relatively smaller compared to the time dummies. In addition, the transition probabilities capture crises regimes that are not included in the time dummies, so the Markov switching model might provide other insights. Table 5 provides the Markov regime switching regression estimates for the equation that includes control variables for common random shocks and Baker & Wurgler's sentiment index. The upper panel provides the estimates during high volatility periods (crisis state), while the lower panel provides the estimates for low volatility periods (normal state). Similar to model (6) from, oil and gold returns do not drive dynamic conditional correlations in both states. Consistently, a statistically significant (at the 1% level) negative effect of the Fed Fund Rate on 10 out of the 11 dynamic conditional correlations, in both states. In addition, investor sentiment seems to be negatively associated in both states. However, this association is stronger and consistent during the high volatility regime, since all coefficients are negative and statistically significant. The last row of table 9 reports the 2 Wald test statistic for investor sentiment equality across both states. All Wald test statistics indicate that the investor sentiment coefficient differs statistically significant (at the 5%) across the regimes for each country in the sample. This supports the second hypothesis that investor sentiment drives contagion during crisis periods. Lastly, the hypothesis that this effect differs for developed markets, compared to emerging markets, is rejected for the high volatility regime ( = 1.56). Therefore, there is not sufficient evidence to claim that contagion is stronger in emerging markets. Controlling for common random shocks, in a Markov regime switching model, does not alter the results presented in the previous section. Table 6 provides the Markov regression estimates for investor sentiment, controlled for trade related variables. Consistent with equation 7 (table 4), inflation rates, growth in industrial production, import and export growth exhibit no significant explanatory power with respect to dynamic conditional correlations. This finding holds across both regimes. The U.S. Terms of Trade and exchange rate volatility have a negative and significant effect on dynamic correlation for most countries in both regimes. More importantly, in line with the previous results, is that the effect of investor sentiment in the volatile regime becomes significantly stronger than in the normal regime (as indicated by the Wald test in the last row). Furthermore, there is no evidence that contagion effects are stronger in emerging markets after controlling for trade related characteristics. Thus, table 6 presents results in favour of hypothesis 1 and 2. Table 7 presents the Markov switching regression estimates for investor sentiment, controlled for a set of financial characteristics. Similar to the other Markov switching regression estimates, there exists a large similarity between table 7 and its SUR variant in table 4 (model 8). The VIX is documented to be insignificant in explaining the dynamic conditional correlation across each country for both regimes. A similar inference can be made for Pastor's liquidity factor, the interaction between liquidity and investor sentiment, and the M2 money supply growth. Furthermore, sales and purchases of bonds and stocks to and by U.S. citizens have no significant impact on the left tail dependence. The Wald test statistics indicate that the effect of investor sentiment on the dynamic correlation differs significantly by regime. More specifically, this effect is documented to be larger in magnitude during crises periods. This effect, however, is not larger for emerging markets within the volatility regime ( = 0.63). Therefore, based on this robustness check, the results are not qualitatively different when crisis periods are endogenously determined. A sample selection bias seems not to be substantial enough to becloud the initial results.
Conclusion and Discussion
The occurrence of financial crises is an unavoidable and unfortunate byproduct of our modern economic system. A stylized fact is that financial crashes are often clustered. Several explanations have been put forward to explain this stylized fact, such as interdependence and contagion. The aim of this article is to investigate the presence of contagion effects in equity markets during 1990-2015. Specifically, this article contributes to the literature by exploring the role of investor sentiment as a determinant for financial contagion. It is found that equity markets become more dependent during crises periods. In addition, a strong negative relationship between investor sentiment and cross-equity market correlations is documented, which becomes even stronger during crises periods. This finding implies the existence of contagion effects in equity markets. This finding persists after the inclusion of a broad set of control variables and after allowing for endogenously determined crises periods.
During financial crises, when investor sentiment is low, domestic loss-averse investors will rebalance the share of risky assets in their portfolio and become more loss-averse. Such rebalancing may induce a declining price spiral in both the domestic as well as foreign market, creating a joint crash. In addition, during financial crises, investors tend to become more ambiguity averse. This causes them to feel less competent to assess the financial environment, resulting in herding behaviour. Herding behaviour, in turn, causes financial contagion. However, changes in correlations between equity markets is not solely driven by investor sentiment. Interdependence does also exhibit explanatory power: the Fed fund rate, the U.S. Terms of Trade, and exchange volatilities are negatively related to the time-varying correlations between equity markets. Some limitations, however, of this paper needs to be addressed. First, the sample consisted of major developed equity markets, major emerging asset markets, and a time-span of 25 years, the results might not hold in other settings that were not explored here. Second, and more important, is the internal validity. One possible threat to the internal validity is an endogeneity issue embodied as an omitted variable bias. This article deploys a large set of control variables to limit omitted variable bias. In addition, the orthogonalized Baker & Wurgler's sentiment index is used, which is uncorrelated with a large set of macro-fundamentals. Yet, the existence of unobserved heterogeneity correlated with the variables of interest can not be fully ruled out. In addition, there might exist an endogeneity problem in the form of a measurement error. No perfect proxies, without measurement error, for investor sentiment exist. To what extent endogeneity is problematic is unknown, but should be kept in mind.
Irrespective of the above-mentioned limitations, the presented results provide practical implications for financial regulators, and practitioners in the risk -and asset management industry. First, financial practitioners should become aware that international diversification of asset portfolios comes at an additional cost, namely contagion risk. During periods of low sentiment, contagion is likely to occur, which decreases diversification benefits due to co-crashes in different markets. The results of this article rationalizes the local equity preference of investors. Asset managers may exploit such preferences through the use of domestic mutual funds since such funds are expected to exhibit lower contagion risk. From the perspective of policy makers, this article suggests going beyond "classical" measures to mitigate contagion. Traditional expansionary monetary policy, via lower base interest rates, increases the dependency between markets substantially, increasing the risk for contagion. A question for policy makers is how to manage investor sentiment to avoid herding behaviour and panic selling in times of financial crises, since our global economic system is both too linked to fail and too contagious to ignore. Model (1) only considers NBER recession dates. Model (2) considers six crises using six time dummies. Model (3) uses an aggregated time dummy which equals 1 if one of the 6 crises occurs in month t. * , * * , and * * * indicate significance at the 10%, 5%, and 1% levels, respectively. Robust standard errors are shown between parentheses Model (4) regresses the correlations on the proxies for investor sentiment and NBER time dummy. Model (5) replaces the NBER time dummy by the general crises dummy. * , * * , and * * * indicate significance at the 10%, 5%, and 1% levels, respectively. Robust standard errors are shown between parentheses. Model (6) controls for common random shocks. Model (7) controls for trade linkages. * , * * , and * * * indicate significance at the 10%, 5%, and 1% levels, respectively. Robust standard errors are shown between parentheses. Model (8) controls for financial linkages. * , * * , and * * * indicate significance at the 10%, 5%, and 1% levels, respectively. Robust standard errors are shown between parentheses Dynamic conditional correlations are regressed on investor sentiment and proxies for common random shocks. The upper panel provides the estimates in the high volatility regime. The lower panel shows the estimates in the low volatility regime. provides the Wad test statistic of the hypothesis that differs by regime. *, **, and *** indicate significance at the 10%, 5%, and 1% levels, respectively. Dynamic conditional correlations are regressed on investor sentiment and proxies for trade linkages. The upper panel provides the estimates in the high volatility regime. The lower panel shows the estimates in the low volatility regime. provides the Wad test statistic of the hypothesis that differs by regime. Russia is excluded due to optimisation issues. *, **, and *** indicate significance at the 10%, 5%, and 1% levels, respectively. Dynamic conditional correlations are regressed on investor sentiment and proxies for financial linkages. The upper panel provides the estimates in the high volatility regime. The lower panel shows the estimates in the low volatility regime. provides the Wad test statistic of the hypothesis that differs by regime. *, **, and *** indicate significance at the 10%, 5%, and 1% levels, respectively.
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