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Abstract
Deep learning methods have played a more and more important role in hyper-
spectral image classification. However, general deep learning methods mainly
take advantage of the sample-wise information to formulate the training loss
while ignoring the intrinsic data structure of each class. Due to the high spec-
tral dimension and great redundancy between different spectral channels in hy-
perspectral image, these former training losses usually cannot work so well for
the deep representation of the image. To tackle this problem, this work de-
velops a novel deep manifold embedding method (DMEM) for deep learning in
hyperspectral image classification. First, each class in the image is modelled
as a specific nonlinear manifold and the geodesic distance is used to measure
the correlation between the samples. Then, based on the hierarchical cluster-
ing, the manifold structure of the data can be captured and each nonlinear
data manifold can be divided into several sub-classes. Finally, considering the
distribution of each sub-class and the correlation between different sub-classes
under data manifold, the DMEM is constructed as the novel training loss to
incorporate the special class-wise information in the training process and ob-
tain discriminative representation for the hyperspectral image. Experiments
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over three real-world hyperspectral image datasets have demonstrated the ef-
fectiveness of the proposed method when compared with general samples-based
losses and also shown the superiority when compared with the state-of-the-art
methods.
Keywords: Manifold Embedding, Deep Learning, Convolutional Neural
Networks (CNNs), Hyperspectral Image, Image classification
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1. Introduction
Recently, hyperspectral images, which contain hundreds of spectral bands to
characterize different materials, make it possible to discriminate different objects
with the plentiful spectral information and have proven its important role in
the literature of remote sensing and computer vision [1, 2, 3]. As an important
hyperspectral data task, hyperspectral image classification aims to assign the
unique land-cover label to each pixel and is also the key technique in many
real-world applications, such as the urban planning [4], military applications
[5], and others. However, hyperspectral image classification is still a challenging
task. There exists high nonlinearity of samples within each class due to the
high spectral channels, which makes the representation under Euclidean distance
cannot work well. Therefore, how to effectively model and represent the samples
of each class tends to be a difficult problem. Besides, great overlapping which
occurs between the spectral channels from different classes in the hyperspectral
image [6, 7], multiplies the difficulty to obtain discriminative features from the
samples.
Deep models have demonstrated their potential to model and represent the
samples in various tasks, including the field of hyperspectral image classifica-
tion [8, 9]. It can learn the model adaptively with the data information from
the training samples and extract the difference between different classes. Due
to the good performance, this work takes advantage of the deep model to ex-
tract features from the hyperspectral image. However, large amounts of training
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samples are required to guarantee a good performance of the deep model while
there usually exists limited number of training samples in many computer vi-
sion tasks, especially in the literature of hyperspectral image classification [7].
Therefore, how to construct the training loss and fully utilize the data infor-
mation with a certain limited number of training samples becomes the essential
and key problem for effectively deep learning.
General deep learning methods mainly construct the samples-wise losses for
the training process. The softmax loss, namely the softmax cross-entropy loss,
is widely applied in prior works. It is formulated by the cross entropy between
the posterior probability and the class label of each sample [10], which mainly
takes advantage of the point-to-point information of each sample itself. Several
variants which try to utilize the distance information between each sample pair
or among each triplet have been proposed. These losses, such as the contrastive
loss [11] and triplet loss [12] have made great strides in improving the represen-
tational ability of the CNN model. However, these prior losses mainly utilize
the data information of sample itself or between samples and ignore the intrinsic
data structure. In other words, these samples-wise methods only consider the
commonly simple information and ignore the special intrinsic data structures
within each class for the task at hand.
Due to the high spectral dimensions and great spectral overlapping in hy-
perspectral image, these samples-wise losses in prior works usually cannot be
well fit for hyperspectral image classification. Therefore, this work will take
advantage of the spectral properties of hyperspectral image and construct the
specific loss for better deep representation of hyperspectral image. Establishing
a good model for the hyperspectral image is the premise of making use of the
intrinsic data structure in the deep learning. Considering the characteristics of
hyperspectral image, nonlinear manifold model, which plays an important role
in the nonparametric models, is applied to model the image for the current task.
Generally, a data manifold follows the law of manifold distribution: in real-
world applications, high-dimensional data of the same class usually draws close
to a low dimensional manifold [13]. Therefore, hyperspectral images, which
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provide a dense spectral sampling at each pixel, possess good intrinsic manifold
structure. This work aims to develop a novel manifold embedding method in
deep learning (DMEM) for hyperspectral image classification to make use of the
data manifold structure and preserve the intrinsic data structure in the obtained
low dimensional features.
In addition to the law of manifold distribution, data manifold also follows
another law of cluster distribution: The different subclasses of a certain class in
the high-dimensional data correspond to different probability distributions on
the manifold [14]. However, these probability distributions should be far enough
to distinguish these subclasses. Therefore, under the geodesic distances between
the samples, we divide each class of the hyperspectral image into several sub-
classes. Then, we develop the DMEM for deep learning following two principles.
1. Based on multi-statistical analysis, deep manifold embedding can be con-
structed to encourage the features from each sub-class to follow a certain
statistical distribution and further preserve the intrinsic statistical struc-
ture in the low dimensional feature space.
2. Motivated by the idea of maximizing the “manifold margin” by the mani-
fold discriminant analysis [15], additional diversity-promoting term is de-
veloped to increase the margin between sub-classes from different data
manifold.
Overall, the main contributions of this work are threefold. Firstly, this work
models the hyperspectral image with the nonlinear manifold and takes advan-
tage of the intrinsic manifold structure of the hyperspectral image in the deep
learning process. Secondly, this work formulates a novel training loss based on
the manifold embedding in deep learning for hyperspectral image classification
and thus the spectral information can be fully utilized in the deep learning
process. To the authors’ best knowledge, this paper first develops the specific
training loss using the manifold structure of the hyperspectral image. Finally,
a thorough comparison is provided using the existing samples-based embedding
and losses.
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The rest of the paper is organized as follows. We review the related works
to the our approach in Section 2. Section 3 details the construction of proposed
deep manifold embedding method for hyperspectral image classification. In
Section 4, experiments on three real-world hyperspectral images demonstrate
the effectiveness of the proposed method. Finally, Section 5 summarizes this
paper with some discussions.
2. Related Work
In this section, we will review two topics that closely related to this paper.
First, deep learning methods for hyperspectral image classification are briefly
introduced, which promote the generation of motivations of this work. Then,
manifold learning in prior works is investigated, which is directly the related
work of the proposed method.
2.1. Deep Learning for Hyperspectral Image Classification
General deep learning methods for hyperspectral image classification mainly
introduce the existed samples-based losses or their variants for the training pro-
cess. These loss functions can be divided into two classes according to different
criterions.
For hyperspectral image classification task, most of the prior works focus on
the design of network architectures to capture multi-scale information [16] or
the combination with other methods, such as Conditional Random Field (CRF)
[17], to capture additional spatial information. These works [18, 19, 20] mainly
improve the performance of the deep representation for hyperspectral image
following this way. Therefore, simple one-to-one correspondence criterion, which
measures the difference between the predicted and the corresponding label of
each sample, is used for the training of the deep model [21]. The commonly
used loss is the softmax cross entropy loss, which utilizes the information from
different samples independently.
Due to the high intraclass variance and low interclass variance within the
hyperpectral image, many works take advantage of the inter-sample information
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for the training of deep model. Generally, these works use metric learning in the
deep learning process for hyperspectral image classification. The principle is to
decrease the Euclidean distances of the samples with the same class label while
increasing the distances of samples from different classes [22]. For example,
Dong et al. [23] uses the maximum margin approach in metric learning process
for hyperspectral image classification. Our prior work [1] uses and further im-
proves the structured loss [24] which takes advantage of the intrinsic structure
within the mini-batch. Guo et al. [25] introduces center loss [26] in hyperspec-
tral image classification which utilizes the center point of each class to formulate
the image pairs within the class. Liang et al. [27] combines general pairwise
information with conditional random field. These losses for the training of deep
model consider the inter-sample information and take advantage of more useful
information in the training process, and therefore the learned model can obtain
a better representation for hyperspectral image.
However, the former losses only consider the commonly existed information
from the training samples and ignore the intrinsic structure information of each
class. Especially, for the task at hand, there exist high nonlinearity and great
overlapping of the spectral signature in the high dimensional hyperspectral data.
These spectral information cannot be fully utilized under these existing samples-
based training losses. Under these circumstances, constructing a novel training
loss for hyperspectral image which can be better fit for the hyperspectral image
would be particularly important in the deep representation of the image. This
is also the direct motivations of the developed method in this work.
2.2. Manifold Learning
Manifold learning is the research topic to learn from a data a latent space
representing the input space. It can not only grasp the hidden structure of
the data, but also generate low dimensional features by nonlinear mapping. A
large amount of manifold learning methods have already been proposed, such
as the Isometric Feature Mapping (ISOMAP) [28, 29], Laplacian Eigenmaps
[30, 29], Local linear Embedding (LLE) [31], Semidefinite Embedding [32], Man-
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Figure 1: Flowchart of the proposed deep manifold embedding for hyperspectral image clas-
sification.
ifold Discriminant Analysis [15, 33], RSR-ML [34]. With the development of the
deep learning, some works have incorporated the manifold in the deep models
[35, 36, 37, 38]. Zhu et al. [36] develops the automated transform by manifold
approximation (AUTOMAP) which learns a near-optimal reconstruction map-
ping through manifold learning. Lu et al. [37] and Aziere et al. [35] mainly
apply the manifold learning in deep ensemble and consider the manifold similar-
ity relationships between different CNNs. Iscen et al. [38] utilizes the manifolds
to implement the metric learning without labels.
Few of the prior works consider the merits of both the deep learning and
the manifold learning. Besides, these prior works are mainly applied in natural
image processing tasks, such as face recognition [34], natural image classification
[33], image retrieval [35]. Only few works, such as [39], [40], focus on the hyper-
spectral image classification task. Among these works, Ma et al. [39] combines
the local manifold learning with the k-nearest-neighbor classifier. Wang et al.
[40] uses the manifold ranking for salient band selection. Faced with the current
task, this work tries to develop a novel training loss with the spectral manifold
structure of hyperspectral image which can promote the learned deep model to
capture the data intrinsic manifold structure of the image and further improve
the representational ability of the deep model. In the following, we’ll introduce
the developed deep manifold embedding in detail.
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3. Manifold Embedding in Deep Learning
Denote X = {x1,x2, · · · ,xn} as the training samples of the hyperspectral
image and yi is the corresponding class label of xi where n defines the number
of the training samples. yi ∈ Γ = {1, 2, · · · ,Λ} where Γ stands for the set of
class labels and Λ represents the number of the class of the image.
The flowchart of the proposed deep manifold embedding methods for hyper-
spectral image classification is shown in Fig. 1. The main process can be divided
into three parts: manifold modelling, the construction of the deep manifold em-
bedding, and the training process of the CNN with the developed training loss.
3.1. Manifold Modelling
Let Cs = {xh1 ,xh2 , · · · ,xhns } denote the set of samples from the s−th class
among the whole training samples, where ns is the number of samples from the
s−th class and hi describes the subscript of the training sample.
Following the law of manifold distribution, samples of each class from the
hyperspectral image are assumed to satisfy a certain nonlinear manifold. Then,
according to the law of cluster distribution on nonlinear manifold, each class
can be divided into several sub-classes and each sub-class is supposed to follow
a certain probability distribution.
Given the s−th class in the image. To separate the samples of each class
into different sub-classes, all the samples of each class is used to formulate an
undirected graph. Let Gs = (Vs, Es) denote the graph over the s−th class,
where Vs = {xh1 ,xh2 , · · · ,xhns} is the set of nodes in the graph and E =
(
Vs
2
)
is the set of edges in the graph.
As shown in Fig. 1, the closer samples are on the manifold, the higher
probability the samples have of belonging to the same sub-class. Therefore,
the distance between the sample xhi and its b nearest neighbors Nb(xhi) is
assumed to distribute on a certain linear manifold and can be calculated under
the Euclidean distance,
D(xhi ,xhj ) = ‖xhi − xhj‖, if xhj ∈ Nb(xhi) (1)
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Algorithm 1 Manifold Modelling via Hierarchical Clustering
Input: X = {x1,x2, · · · ,xn}, Cs = {xh1 ,xh2 , · · · ,xhns } (s = 1, 2, · · · ,Λ), k, b
Output: T
(s)
1 , T
(s)
2 , · · · , T (s)k ,s = 1, 2, · · · ,Λ
1: for s = 1, 2, · · · ,Λ do
2: Construct the undirected graph over s−th class with the node of Cs.
3: Compute the weights of edges on the graph using Eq. 2.
4: Compute the distance matrix S over the manifold using Eq. 3 through
Dijkstra algorithm.
5: while obtain the k sub-classes do
6: Combine the nearest two set points in distance matrix as a new set.
7: Update the distance matrix S with the newly established set.
8: end while
9: end for
10: return T
(s)
1 , T
(s)
2 , · · · , T (s)k ,s = 1, 2, · · · ,Λ
Then, the weights of the edges on the undirected graph on the s−th class
are defined as follows:
W (xhi ,xhj ) =
D(xhi ,xhj ), if xhj ∈ Nb(xhi)∞ , if xhj /∈ Nb(xhi) (2)
In the data manifold, the geodesic distance [41] can be used to measure the
distance between different samples on the manifold. The geodesic distance on
the manifold can be transformed by the shortest path on the graph Gs. Then,
the distance between the sample xhp and xhq on the manifold can be calculated
by
S(xhp ,xhq ) = min
l
min
xγ1 ,··· ,xγl∈Cs
l∑
i=2
‖xγi − xγi−1‖ (3)
where xγ1 = xhp ,xγl = xhq ,xγi ∈ Nb(xγi−1)(i = 2, · · · , l).
This work uses the Dijkstra algorithm [42] to solve the optimization in Eq.
3. Then, the distance matrix S over the data manifold of the s−th class can be
formulated by the pairwise distance S(xhp ,xhq ) between different samples.
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Here, for each class, we divide the whole training samples of the class into
k sub-classes. Denote T1, T2, · · · , Tk as the k sub-classes of the s−th class.
The samples in each sub-class are supposed to be close enough. Then, these k
sub-classes are constructed under the following optimization:
min
T1,T2,··· ,Tk
max
i∈{1,2,··· ,k}
max
xm,xn∈Ti
S(xm,xn) (4)
Under the optimization in Eq. 4, we can obtain the k sub-classes with the
smallest geodesic distances between the samples in each sub-class. Hierarchical
clustering can be used to solve the optimization. The whole procedure is outlined
in Algorithm 1.
3.2. Deep Manifold Embedding for Training Loss
This work selects the CNN model as the features extracted model for hy-
perspectral image. Denote ϕ(xi) as the extracted features of sample xi from
the CNN model. Then, the obtained features can be looked as the global low
dimensional coordinates under the nonlinear CNN mapping. Besides, as Fig.
1 shows, the deep manifold embedding constructs the global low dimensional
coordinates to preserve the estimated distance on the manifold.
As processed in former subsection, suppose T
(s)
1 , T
(s)
2 , · · · , T (s)k as the k sub-
classes from the s−th class. Given T (s)e = {xz1 ,xz2 , · · · ,xznTe }(1 ≤ e ≤ k)
where zi(i = 1, · · · , nTe) is the subscript of the training sample and nT (s)e is the
number of samples in the sub-class T
(s)
e . If not specified, in the following, we
use Te to represent the T
(s)
e . Then, Re = {ϕ(xz1), ϕ(xz2), · · · , ϕ(xznTe )} is the
set of the learned features.
Following the law of cluster distribution, a sub-class follows a certain prob-
ability distribution over the manifold. It can be transformed to the one that
∀ϕ(xzi) ∈ Re, ϕ(xzi) follows the distributions constructed by all the other fea-
tures in Re under a certain degree of confidence.
Therefore, given ϕ(xzo) ∈ Re, suppose all the other features in Re follow the
multi-variant Gaussian distribution Re ∼ Np(µ,Σ) where p is the dimension of
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the learned features. Then,
(Re − µ)TΣ−1(Re − µ) ∼ χ2(p) (5)
Under the confidence α, when
(ϕ(xzo)− µ)TΣ−1(ϕ(xzo)− µ) < χ2p(α), (6)
ϕ(xzo) can be seen as the sample from distribution Re ∼ Np(µ,Σ). For simplic-
ity, we assume that different dimensions of the learned features are independent
and have the same variance [7], namely the covariance Σ = σ2I0 where I0 rep-
resents the identity matrix. Besides, the unbiased estimation of the mean value
µ can be calculated as
µˆ =
1
nTe − 1
∑
zi 6=zo
ϕ(xzi). (7)
Then, the penalization from Te can be formulated by
LTe = η
nTe∑
o=1
(
nTe∑
i=1
(ϕ(xzo)− ϕ(xzi)))T (
nTe∑
i=1
(ϕ(xzo)− ϕ(xzi))) (8)
where η is the constant term. Since
(
nTe∑
i=1
(ϕ(xzo)− ϕ(xzi)))T (
nTe∑
i=1
(ϕ(xzo)− ϕ(xzi))) ≤
2
nTe∑
i=1
(ϕ(xzo)− ϕ(xzi))T (ϕ(xzo)− ϕ(xzi))
(9)
Ignore the constant term and we can use the following penalization to optimize
Eq. 8,
LTe =
nTe∑
o=1
nTe∑
i=1
(ϕ(xzo)− ϕ(xzi))T (ϕ(xzo)− ϕ(xzi)) (10)
Then, the loss for manifold embedding in the deep learning process can be
written as
L0 =
Λ∑
s=1
k∑
e=1
L
T
(s)
e
. (11)
To further improve the performance for manifold embedding, we introduce
the diversity-promoting term to enlarge the distance between the sub-classes
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from different classes. The distance between the sub-classes can be processed by
the set-to-set distance between different sets. This work will use the Hausdorff
distance which is the maximum distance of a set to the nearest point in the
other set [43] to measure the distance between different sub-classes since the
measurement considers the whole shape of the data set and also the position of
the samples in the set.
Suppose T
(s)
m as the m sub-class from s−th class and T (t)n as the n sub-class
from t−th class, then the Hausdorff distance between the two sub-classes can
be calculated by
DH(T
(s)
m , T
(t)
n ) = max
xp∈T (s)m
min
xq∈T (t)n
‖ϕ(xp)− ϕ(xq)‖2 (12)
Then, the diversity-promoting term [44] can be formulated as
Ld =
Λ∑
s=1
Λ∑
t=1
k∑
m=1
k∑
n=1
[∆−DH(T (s)m , T (t)n )], (13)
where ∆ is a positive value which represents the margin.
Based on Eq. 11 and 13, the final loss for the proposed DMEM can be
written as
L = L0 + βLd (14)
where β stands for the tradeoff parameter.
3.3. Training
Just as general deep learning methods, stochastic gradient descent (SGD)
methods and back propagation (BP) [45] are used for the training process of
the developed deep manifold embedding 1. The key process is to calculate the
derivation of the loss L with respect to (w.r.t.) the features ϕ(xi).
Based on the chain rule, gradients of L w.r.t. ϕ(xi) can be calculated as
∂L
∂ϕ(xi)
=
∂L0
∂ϕ(xi)
+ β
∂Ld
∂ϕ(xi)
(15)
1The code for the implementation of the proposed method will be released soon at http:
/github.com/shendu-sw/deep-manifold-embedding.
12
Algorithm 2 Calculate Gradient for DMEM
Input: Features {ϕ(x1), ϕ(x2), · · · , ϕ(xn)}, C = {C1, C2, · · · , CΛ}, sub-classes
{T (s)1 , T (s)2 , · · · , T (s)k }(s = 1, 2, · · · ,Λ), Hyperparameter ∆, β.
Output: L0, Ld,
∂L0
∂ϕ(xi)
, ∂Ld∂ϕ(xi)
1: Compute the loss for deep manifold embedding in each sub-class in the
mini-batch using Eq. 10.
2: Compute the loss L0 =
∑Λ
s=1
∑k
e=1 L(T
(s)
e ).
3: Compute the Hausdroff distance DH(T
(s)
m , T
(t)
n ) between sub-classes from
different classes using Eq. 12.
4: Compute the diversity-promoting term by Ld =∑Λ
s=1
∑Λ
t=1
∑k
m=1
∑k
n=1[∆−DH(T (s)m , T (t)n )].
5: Compute ∂L0∂ϕ(xi) using Eq. 16.
6: Compute ∂Ld∂ϕ(xi) using Eq. 17.
7: return L0, Ld,
∂L0
∂ϕ(xi)
, ∂Ld∂ϕ(xi) .
Then, we have
∂L0
∂ϕ(xi)
=
Λ∑
s=1
k∑
e=1
I(xi ∈ T se )
∑
xp∈T se
(ϕ(xi)− ϕ(xp)) (16)
where I(·) represents the indicative function.
∂Ld
∂ϕ(xi)
=
Λ∑
t=1
k∑
n=1
∑
xq∈T (t)n
(ϕ(xq)− ϕ(xi))I((‖ϕ(xq)−
ϕ(xi)‖2 = DH(T (s)m , T (t)n )) ∩ (xi ∈ T (t)n )),
(17)
We summarize the computation of loss functions and gradients in Algorithm 2.
4. Experimental Results
In this section, intensive experiments are conducted to prove the effectiveness
of the proposed method. First, the datasets used in this work are introduced.
Then, the experimental setups are detailed and the experimental results are
shown and analyzed.
13
(a) (b)
asphalt
meadows
gravel
trees
metal sheet
bare soil
bitumen
brick
shadow
(c)
Figure 2: Pavia University dataset. (a) 3-D Data cube; (b) ground truth; (c) map color.
4.1. Datasets
To further validate the effectiveness of the proposed method, this work con-
ducts experiments over three real-world hyperspectral images [46], namely the
Pavia University, the Indian Pines, and the Salinas Scene data.
1. The Pavia University was acquired by the reflective optics system imag-
ing spectrometer (ROSIS-3) sensor during a flight campaign over Pavia,
Northern Italy. The image consists of 610 × 340 pixels with a geometric
resolution of 1.3 m/pixels. A total of 42,776 labelled samples divided into
9 land cover objects are used for experiments and each sample is with 103
spectral bands ranging from 0.43 to 0.86 µm. The corresponding data
cube and ground truth map are shown in Fig. 2.
2. The Indian Pines was gathered by 224-band AVIRIS sensor ranging from
0.4 to 2.5 µm over the Indian Pines test site in North-western Indiana.
It consists of 145 × 145 pixels with a spatial resolution of 20 m/pixel.
Removing the 24 water absorbtion bands, the 200 bands are retained.
16 classes of agriculture, forests and vegetation with a total of 10,249
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Figure 3: Indian Pines dataset. (a) 3-D Data cube; (b) ground truth; (c) map color.
labelled samples are included for experiments. The hyperspectral image
in 3-D data cube and its ground truth map are shown in Fig. 3.
3. The Salinas Scene was also collected by the 224-band AVIRIS sensor with
a spectral coverage from 0.4 to 2.5 µm but over Salinas Valley, California.
The image size is 512×217 with a spatial resolution of 3.7 m/pixel. As the
Indian Pines scene, 20 water absorption bands are discarded. 16 classes of
interest, including vegetables, bare soils, and vineyard fields with a total
of 54,129 labelled samples are chosen for experiments. The data cube and
the ground truth map of the dataset are shown in Fig. 4.
4.2. Experimental Setups
There are four parameters in the experiments to be determined, namely the
balance between the optimization term and the diversity-promoting term α,
and the balance between the manifold embedding term and the softmax loss
λ,the number of sub-classes k, the number of the neighbors b. The first two are
empirically set as λ = 0.0001, α = 0.0001. As for k and b, a lot of experiments
have been done to choose the best parameters. We set the two variables as
different values and then check their performance under various k and b.
Caffe [47] is chosen as the deep learning framework to implement the de-
veloped method for hyperspectral image classification. This work adopts the
simple CNN architecture as Fig. 5 shows to provide the nonlinear mapping for
15
(a) (b)
Brocoli_green_weeds_1
Brocoli_green_weeds_2
Fallow
Fallow_rough_plow
Fallow_smooth
Stubble
Celery
Grapes_untrained
Soil_vinyard_develop
Corn_senesced_green_weeds
Lettuce_romaine_4wk
Lettuce_romaine_5wk
Lettuce_romaine_6wk
Lettuce_romaine_7wk
Vinyard_untrained
Vinyard_vertical_trellis
(c)
Figure 4: Salinas scene dataset. (a) 3-D Data cube; (b) ground truth; (c) map color.
the low dimensional features of the data manifold. The CNN is jointly trained
by the softmax loss and the developed manifold embedding loss. The learning
rate, epoch iteration, training batch are set to 0.001, 60000, 84, respectively.
The tradeoff parameter β in the deep manifold embedding is set to 0.0001. Just
as Fig. 5, this work takes advantage of the 5× 5 neighbors to extract both the
spatial and the spectral information from the image.
In the experiments, we choose 200 samples per class for training and the
remainder for testing over Pavia University and Salinas scene data while over
Indian Pines data, we select 20 percent of samples per class for training and
the others for testing. To objectively evaluate the classification performance,
metrics of the overall accuracy (OA), average accuracy (AA), and the Kappa
coefficient are adopted. All the results come from the average value and standard
deviation of ten runs of training and testing.
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Figure 5: Architecture of CNN model for hyperspectral image classification. In the figure, c
denotes the channel bands of the image.
4.3. General Performance
At first, we present the general performance of the developed manifold em-
bedding for hyperspectral image classification. In this set of experiments, the
number of sub-classes k is set to 5, the number of neighbors b is set to 5.
Very common machine with a 3.6-GHz Intel Core i7 CPU, 64-GB memory and
NVIDIA GeForce GTX 1080 GPU was used to test the performance of the pro-
posed method. The proposed method took about 2196s over Pavia University
data, 2314s over Indian Pines data, and 2965s over Salinas scene data. It should
be noted that the developed manifold embedding is implemented through CPU
and the computational performance can be remarkably improved by modifying
the codes to run on the GPUs.
Table 1, 2, and 3 show the general performance over the Pavia University,
Indian Pines, and salinas scene data, respectively. These tables show the clas-
sification accuracies of each class and the OA, AA as well as the Kappa by
SVM-POLY, the CNN trained with softmax loss and the CNN trained with the
proposed method. From these tables, we can easily get that the CNN model
provides a more discriminative representation of the hyperspectral image than
other handcrafted features. Furthermore, we can find that the performance
of the CNN model can be significantly improved when trained with the pro-
posed method other than only with the softmax loss. Over the Pavia University
data, the CNN model with the manifold embedding can obtain an accuracy of
99.52%± 0.10% which is higher than 98.61% ± 0.35% by the CNN with soft-
max loss only. Over the Indian Pines and the Salinas scene data, the proposed
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method which can also achieve 99.51%± 0.13% and 97.80%± 0.21% outper-
forms the CNN with general softmax loss.
It should be noted that constructing the data manifold structure requires
a certain amount of samples. Over the Salinas scene and the Pavia University
data, the classification accuracies from each class are improved by the proposed
method. However, over the Indian Pines data, some classification accuracies
from the classes, such as the alfalfa, corn, grass pasture mowed, oats, and wheat,
are decreased by the developed method. The reason is that the training samples
in these classes are quite small while the training samples of other samples are
quite large when compared with these classes. Especially, only four samples from
the oats class are used for training. Few training samples cannot model the data
manifold structures and may even show negatively effects on the classification
performance.
To further validate the effectiveness of the developed method, this work
uses the McNemar’s test [48], which is based on the standardized normal test
statistics, for deeply comparisons in the statistic sense. The statistic can be
computed by
Fij =
fij − fji√
fij + fji
(18)
where fij describes the number of correctly classified samples by the ith method
but wrongly by the jth method. Therefore, Fij measures the pairwise statistical
significance between the ith and jth methods. At the widely used 95% level of
confidence, the difference of accuracies between different methods is statistically
significant if |Fij | > 1.96.
From these tables, it can also be noted that when compared the proposed
method with the CNN trained by general softmax loss, the Mcnemar’s test value
|Fij | achieves 20.80, 4.48, and 12.67 over Pavia University, Indian Pines, and
salinas scene data, respectively. This indicates that the improvement of the
developed deep manifold embedding on the performance of CNN is statistically
significant.
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Table 1: Classification accuracies (Mean ± SD) (OA, AA, and Kappa) of different methods
achieved on the Pavia University data. The results from CNN is trained with the Softmax
Loss. |Fij | represents the value of McNemar’s test.
Methods SVM-POLY CNN Proposed Method
C
la
ss
ifi
c
a
ti
o
n
A
c
c
u
ra
c
ie
s
(%
)
C1 83.01± 1.30 98.50± 0.49 99.68± 0.17
C2 86.61± 1.80 99.02± 0.59 99.75± 0.12
C3 85.96± 1.04 95.92± 2.84 97.33± 1.56
C4 96.36± 0.92 98.78± 0.55 99.21± 0.47
C5 99.62± 0.18 100.0± 0.00 100.0± 0.00
C6 90.96± 1.57 99.36± 1.00 99.68± 0.34
C7 93.92± 0.80 99.56± 0.36 99.81± 0.17
C8 87.27± 1.56 95.90± 3.31 98.87± 0.50
C9 99.93± 0.13 100.0± 0.00 100.0± 0.00
OA (%) 88.07± 0.82 98.61± 0.35 99.52± 0.10
AA (%) 91.52± 0.26 98.56± 0.36 99.37± 0.17
KAPPA (%) 84.35± 1.01 98.14± 0.47 99.35± 0.14
|Fij | 63.95 20.80 −
4.4. Effects of Different Number of Training Samples
Since the number of training samples can significantly affect the construction
of the data manifold, this subsection will further validate the performance of the
developed deep manifold embedding under different number of training samples.
For the Pavia University and the Salinas Scene data, the number of training
samples per class is selected from {10, 20, 40, 80, 120, 160, 200}. For the Indian
Pines data, we choose 1%, 2%, 5%, 10%, and 20% of samples for training,
respectively. In this set of experiments, the number of the sub-classes k and the
neighbors b is set to 5, 5, respectively.
Fig. 6 shows the classification performance of the developed method with
different number of training samples and Fig. 7 shows the corresponding Mcne-
mar’s test value |Fij | between the CNN trained with the proposed method and
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the CNN trained with the softmax loss only. From the figures, we can obtain
the following conclusions.
1. The developed manifold embedding method can take advantage of the
data manifold property in deep learning process and preserve the mani-
fold structure in the low dimensional features which can improve the rep-
resentational ability of the CNN model. Fig. 6 shows that the proposed
method obtains better performance over all the three datasets under dif-
ferent number of training samples. Moreover, Fig. 7 also shows that
the corresponding Mcnemar’s test value over the three datasets is higher
than 1.96 which means that the improvement of the proposed method is
significant in statistic sense.
2. With the decrease of the training samples, the effectiveness of the de-
veloped method would be limited. Fig. 6 shows that the curves of the
classification accuracy over each data set tend to be close to each other.
Besides, from the Fig. 7, it can be find that when the samples is limited,
the value |Fij | is fluctuate which indicates that the effectiveness is neg-
atively affected by the limited number of training samples. Just as the
former subsection shows, this is because that constructing the data man-
ifold requires a certain number of training samples. In contrary, too few
samples may construct the false data manifold and show negative effects
on the performance.
4.5. Effects of the Number of Sub-Classes k
This subsection will show the performance of the developed method under
different k. In the experiments, the k is chosen from {1, 2, 3, 4, 5, 6, 7, 8, 9}. The
parameter b is set to 5. Fig. 8 presents the experimental results over the three
data sets, respectively.
From the figure, we can find that a proper k can guarantee a good perfor-
mance of the developed manifold embedding method. From Fig. 8(a), it can be
find that when k = 5, the classification accuracy over Pavia University data can
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Figure 6: Classification performance of the proposed method under different number of train-
ing samples over (a) Pavia University; (b) Indian pines; (c) Salinas scene data.
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Figure 7: The value of Mcnemar’s test between the CNN trained with deep manifold embed-
ding and the softmax loss under different number of training samples over (a) Pavia University;
(b) Indian pines; (c) Salinas scene data.
achieve 99.52% OA while k = 1 can only lead to an accuracy of 99.35% OA. For
Indian Pines data, just as Fig. 8(b) shows, k = 3 can make the classification
accuracy reach 99.51% OA while when k = 9, the accuracy can only achieve
99.31% OA. Besides, as Fig. 8(c)shows, for Salinas Scene data, when k = 5, the
proposed method performs the best. Generally, cross validation can be applied
to select a proper k in real-world application.
4.6. Effects of the Number of neighbors b
Just as the parameter k, the number of neighbors b also plays an important
role in the developed method. Generally, extremely small b, such as b = 1,
would lead to the extremely “steep” of the constructed data manifold. While
extremely large b would lead to the overly smoothness of the data manifold.
21
1 2 3 4 5 6 7 8 99 9 . 2
9 9 . 3
9 9 . 4
9 9 . 5
9 9 . 6
Cla
ssif
icat
ion 
Acc
ura
cy (
%)
N u m b e r  o f  S u b - C l a s s e s
 P a v i a  U n i v e r s i t y
(a)
1 2 3 4 5 6 7 8 9
9 9 . 2
9 9 . 4
9 9 . 6
Cla
ssif
icat
ion 
Acc
ura
cy (
%)
N u m b e r  o f  S u b - C l a s s e s
 I n d i a n  P i n e s
(b)
1 2 3 4 5 6 7 8 9
9 7 . 0
9 7 . 5
9 8 . 0
Cla
ssif
icat
ion 
Acc
ura
cy (
%)
N u m b e r  o f  S u b - C l a s s e s
 S a l i n a s  S c e n e
(c)
Figure 8: Classification performance of the proposed method under different choices of the
number of sub-classes over (a) Pavia University; (b) Indian pines; (c) Salinas scene data.
This subsection would discuss the performance of the developed method un-
der different number of neighbors b. In the experiments, the b is chosen from
{3, 5, 7, 9, 11}. We also present the results when b approaches infinity, namely
all the samples are measured by Euclidean distance. In this set of experiments,
the parameter k is set to 5. Fig. 9 shows the classification results of the pro-
posed method under different choices of b over the three data sets, respectively.
Inspect the tendencies in Fig. 9 and we can note that the following hold.
Firstly, different b can also significantly affect the performance of the devel-
oped method. Coincidentally, the performance of the proposed method achieves
the best performance when b is set to 5. Besides, the application of the Geodesic
distance other than the Euclidean distance can improve the performance of the
deep manifold embedding method. As Fig. 9(a) shows, the proposed method
can achieve 99.52% over Pavia University data under Geodesic distance which
is higher than 99.35% under Euclidean distance. Over Indian Pines, just as
Fig. 9(b) shows, the proposed method under Geodesic distance obtains an ac-
curacy of 99.51% outperforms that under Euclidean distance (99.32%). From
Fig. 9(c), it can be noted that over Salinas scene data, the proposed method
under Geodesic distance can achieve 97.80% which is better than 97.51% under
Euclidean distance.
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Figure 9: Classification performance of the proposed method under different choices of the
number of neighbors over (a) Pavia University; (b) Indian pines; (c) Salinas scene data. “-”
represents that all the samples are measured by Euclidean distance.
4.7. Comparisons with the Samples-based Loss
This work also compares the developed deep manifold embedding with other
recent samples-based loss. Here, we choose three representative loss in prior
works, namely the softmax loss, center loss [26], and structured loss [24]. Table
4 lists the comparison results over the three data sets, respectively.
From the table, we can find that the proposed deep manifold embedding
which can take advantage of the data manifold property within the hyperspec-
tral image and preserve the manifold structure in the low dimensional features
can be more fit for the classification task than these samples-based loss. Over
the Pavia University data, the proposed method can obtain an accuracy of
99.52% outperform the CNN trained with the softmax loss (98.61%), center
loss (99.28%), and the structured loss (99.27%). Over the Salinas Scene and
Indian Pines data, the proposed method also outperforms these prior samples-
based loss (see the table for details).
Furthermore, we present the classification maps in Fig. 10, 11, and 12 by
different methods over the Pavia University, Indian Pines, and Salinas Scene
data, respectively. Compare Fig. 10(c) and 10(f), 11(c) and 11(f), 12(c) and
12(f), and it can be easily noted that the CNN model trained with the deep
manifold embedding can improve the performance of the CNN model. Besides,
compare Fig. 10(d) and 10(f), 11(d) and 11(f), 12(d) and 12(f), and we can find
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Figure 10: Pavia University classification maps by different methods with 200 samples per
class for training (overall accuracies). (a) groundtruth; (b) SVM (86.54%); (c) CNN with
softmax loss (98.91%); (d) CNN with center loss (99.25%) ; (e) CNN with Structured loss
(99.42%); (f) CNN with developed manifold embedding loss (99.66%); (g) map color.
that the deep manifold embedding which can take advantage of the manifold
structure can better model the hyperspectral image than the center loss. When
compared 10(e) and 10(f), 11(e) and 11(f), 12(e) and 12(f), we can also note
that the proposed method can significantly decrease the classification errors
obtained by the structured loss.
4.8. Comparisons with the State-of-the-Art Methods
To further validate the effectiveness of the proposed manifold embedding
method for hyperspectral image classification, we further make comparison with
a number of the state-of-the-art methods. Tables 5, 6, and 7 list the comparison
results under the same experimental setups over the three data sets, respectively.
It should be noted that the results in these tables are from the literatures where
the method was first developed.
Over Pavia University data, the developed method can obtain 99.52% OA
outperforms D-DBN-PF (93.11% OA) [2], CNN-PPF (96.48% OA) [49], Con-
textual DCNN (97.31% OA) [50], ML-based Spec-Spat (99.34% OA) [51], and
DPP-DML-MS-CNN (99.46% OA) [1]. Besides, over Salinas Scene data and
Indian Pines data, the developed method can also provide competitive results
(see tables 6 and 7 for detail). To sum up, the joint supervision of the developed
manifold embedding loss and softmax loss can always enhance the deep models’
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Figure 11: Indian Pines classification maps by different methods with 20% of samples per class
for training (overall accuracies). (a) groundtruth; (b) SVM (88.77%); (c) CNN with softmax
loss (98.72%); (d) CNN with center loss (99.38%); (e) CNN with Structured loss (99.45%);
(f) CNN with developed manifold embedding loss (99.61%); (g) map color.
ability to extract discriminative representations and obtain comparable or even
better results when compared other state-of-the-art methods.
5. Conclusion and Discussion
Based on the intrinsic manifold structure of the hyperspectral image, this
work develops a novel deep manifold embedding method (DMEM) for deep
learning. This method aims to solve the problem of general samples-based losses
ignoring the intrinsic structure of hyperspectral image. Considering the char-
acteristics of hyperspectral image, especially the characteristic of the spectral
signature, the DMEM constructs the special training loss using the manifold
structure of the image and incorporates the structure information in the learn-
ing process. Therefore, the learned model by DMEM can be better fit for deep
representation of the hyperspectral image. The proposed method have been
evaluated over three datasets and compared to several related works to verify
its performance and significance. Using the intrinsic data structure in the deep
learning process does help to improve the performance of the deep model and
experimental results have validated the effectiveness of the developed DMEM.
As future work, it would be interesting to investigate the effectiveness of the
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Figure 12: Salinas Scenes classification maps by different methods with 200 samples per class
for training (overall accuracies). (a) groundtruth; (b) SVM (90.69%); (c) CNN with softmax
loss (97.06%); (d) CNN with center loss (97.05%); (e) CNN with Structured loss (97.41%);
(f) CNN with developed statistical loss (98.03%); (g) map color.
manifold embedding on other hyperspectral imaging tasks, such as hyperspectral
target detection. Besides, further consideration should be given to embed the
manifold structure in other forms. Finally, other data structures which can
significantly affect the deep learning performance is another important future
topic.
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Table 2: Classification accuracies (OA, AA, and Kappa) of different methods achieved on the
Indian Pines data.
Methods SVM-POLY CNN Proposed Method
C
la
ss
ifi
c
a
ti
o
n
A
c
c
u
ra
c
ie
s
(%
)
C1 82.78± 6.11 96.11± 3.26 94.44± 4.14
C2 82.65± 1.89 99.27± 0.37 99.47± 0.48
C3 77.15± 2.22 98.86± 1.13 99.64± 0.33
C4 74.29± 5.65 98.68± 1.50 98.57± 0.79
C5 91.79± 2.15 98.47± 1.12 98.94± 1.10
C6 97.50± 1.31 99.69± 0.28 99.98± 0.05
C7 85.45± 7.67 99.09± 1.92 98.64± 4.31
C8 99.63± 0.31 99.87± 0.41 100.0± 0.00
C9 55.00± 12.4 99.38± 1.98 95.00± 9.68
C10 84.52± 1.60 98.69± 0.75 99.34± 0.64
C11 90.73± 0.78 99.04± 0.51 99.84± 0.17
C12 88.25± 2.55 98.78± 0.84 99.32± 0.38
C13 97.99± 2.05 99.57± 0.58 99.15± 0.77
C14 96.50± 0.56 99.66± 0.33 99.79± 0.23
C15 67.66± 3.75 96.07± 2.95 97.86± 2.03
C16 88.92± 6.07 99.32± 0.96 99.73± 0.57
OA (%) 88.20± 0.51 99.03± 0.28 99.51± 0.13
AA (%) 85.05± 1.26 98.79± 0.45 98.73± 0.61
KAPPA (%) 86.49± 0.58 98.89± 0.32 99.44± 0.15
|Fij | 30.16 4.48 −
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Table 3: Classification accuracies (Mean ± SD) (OA, AA, and Kappa) of different methods
achieved on the Salinas Scene data.
Methods SVM-POLY CNN Proposed Method
C
la
ss
ifi
c
a
ti
o
n
A
c
c
u
ra
c
ie
s
(%
)
C1 99.65± 0.15 99.89± 0.15 99.98± 0.07
C2 99.87± 0.09 99.91± 0.09 99.91± 0.11
C3 99.61± 0.17 99.98± 0.07 100.0± 0.00
C4 99.53± 0.16 99.69± 0.27 99.77± 0.16
C5 98.37± 0.51 99.53± 0.35 99.63± 0.47
C6 99.77± 0.24 100.0± 0.00 99.99± 0.04
C7 99.62± 0.23 99.86± 0.15 99.88± 0.09
C8 79.13± 2.73 92.76± 1.85 94.86± 1.00
C9 99.47± 0.39 99.90± 0.10 99.94± 0.08
C10 93.25± 0.70 98.54± 0.66 99.19± 0.44
C11 98.65± 0.80 99.38± 0.49 99.78± 0.21
C12 99.93± 0.05 99.91± 0.15 100.0± 0.00
C13 99.05± 0.45 99.92± 0.19 99.97± 0.09
C14 97.06± 0.74 99.75± 0.37 99.90± 0.15
C15 73.77± 1.96 91.10± 2.70 92.99± 1.22
C16 99.09± 0.33 99.52± 0.48 99.63± 0.35
OA (%) 91.07± 0.42 97.01± 0.22 97.80± 0.21
AA (%) 95.99± 0.13 98.73± 0.12 99.09± 0.07
KAPPA (%) 90.01± 0.46 96.65± 0.25 97.54± 0.23
|Fij | 52.04 12.67 −
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Table 4: Comparisons with other sample-wise loss. This work selects the softmax loss, the
center loss [26] and the structured loss [24]. PU, IP, SA stands for the Pavia University, the
Indian Pines, and the Salinas Scene data, respectively.
Data Methods OA(%) AA(%) KAPPA(%) Fij
PU
Softmax Loss 98.61 98.56 98.14 15.77
Center Loss 99.28 99.13 99.03 6.03
Structured Loss 99.27 99.12 99.02 6.22
Proposed Method 99.52 99.37 99.35 −
IP
Softmax Loss 99.03 98.79 98.89 4.48
Center Loss 99.23 98.97 99.12 3.01
Structured Loss 99.13 98.75 99.01 3.83
Proposed Method 99.51 98.73 99.44 −
SA
Softmax Loss 97.01 98.73 96.65 12.67
Center Loss 97.43 98.95 97.12 6.42
Structured Loss 97.40 98.93 97.09 7.05
Proposed Method 97.80 99.09 97.54 −
Table 5: Classification performance of different methods over Pavia Unviersity data in the
most recent literature (200 training samples per class for training).
Methods OA(%) AA(%) KAPPA(%)
SVM-POLY 88.07 91.53 84.35
D-DBN-PF [2] 93.11 93.92 90.82
CNN-PPF [49] 96.48 97.03 −
Contextual DCNN [50] 97.31 95.77 −
ML-based Spec-Spat [51] 99.34 99.40 99.11
DPP-DML-MS-CNN [1] 99.46 99.39 99.27
Proposed Method 99.52 99.37 99.35
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Table 6: Classification performance of different methods over Indian Pines data in the most
recent literature. The percent in the brackets demonstrates the training samples per class.
Methods OA(%) AA(%) KAPPA(%)
R-ELM [52] 97.62 97.26 97.29
DEFN [53] 98.52 98.32 97.69
DRN [54] 98.36 98.13 97.62
MCMs+2DCNN [55] 98.61 96.94 98.42
Proposed Method (10%) 98.50 95.80 98.29
SVM-POLY 88.20 85.05 86.49
SSRN [56] 99.19 98.93 99.07
MCMs+2DCNN [55] 99.07 99.04 98.94
Proposed Method (20%) 99.51 98.73 99.44
Table 7: Classification performance of different methods over Salinas Scene data in the most
recent literature(200 training samples per class for training).
Methods OA(%) AA(%) KAPPA(%)
SVM-POLY 91.07 95.99 90.01
CNN-PPF [49] 94.80 97.73 −
Contextual DCNN [50] 95.07 98.28 −
Spec-Spat [57] 96.07 97.56 96.78
DPP-DML-MS-CNN [1] 97.51 98.85 97.88
Proposed Method 97.80 99.09 97.54
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