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Abstract
Decision support systems developers face diculties in formulating decision models
that represent decision makersÕ subjective problem-solving knowledge. Decision makers
expect that formulated models are easy to understand and that those models incorpo-
rate their subjectivity in decision making. Although it is understood that knowledge
discovery techniques can be used to support the processes of model formulation, there is
little empirical evidence on the eectiveness of such approaches. In this paper, we in-
vestigate the eectiveness of a knowledge discovery technique in automated modeling of
subjective classification problem-solving knowledge. We identify two measures of
agreement and similarity to evaluate the eectiveness of a neuro-fuzzy classifier in this
task. Findings from the experiment show that the neuro-fuzzy classifier can eectively
model subjective classification problem-solving knowledge from a small set of examples,
and it can represent the formulated models as a concise and intuitive set of fuzzy
rules. Ó 1999 Elsevier Science Inc. All rights reserved.
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1. Introduction
Model formulation is an important and yet dicult task that needs to be
conducted when eliciting and representing decision making processes from
decision makers. The complexity of this task depends, to a large extent, on the
nature of the underlying decision problem. Decision making processes em-
ployed in solving well-structured decision problems are less subjective and such
processes can be relatively easily elicited and represented. On the other hand,
decision making processes associated with solving ill-structured or semi-
structured problems are more subjective because decision makers tend to em-
ploy their intuition and experience in decision making. When such processes
are to be modeled, during the development of decision support systems (DSS)
to assist decision makers in their subsequent decision making, the decision
makers expect that the formulated models are easy to understand and that their
own subjectivity in decision making is incorporated into these models. Such
expectations and complexities render the task of eliciting and representing the
subjective decision making processes from decision makers dicult, laborious
and time consuming. Eective support in overcoming the diculties associated
with the model formulation can facilitate ecient and eective development of
DSS.
Recent developments in the field of knowledge discovery in databases can be
exploited to automate the model formulation task to a large extent in certain
problem areas. Traditionally, knowledge discovery techniques (KDT) are used
to support the decision making process in dicult tasks [25]. Numerous ap-
plications of these techniques have been deployed in domains such as mar-
keting, finance, banking, manufacturing and telecommunications [2]. Grupe
and Owrang report some high return applications of KDT across a wide range
of domains [8]. Common applications of these techniques are generally limited
to supporting the discovery of interesting patterns during the problem identi-
fication phase of decision making processes. Although the utility of KDT be-
yond this form of support to assist in the task of decision modeling in building
DSS has been identified [9], little research has been reported on the eectiveness
of such approaches.
It is necessary to understand the dierences in assumptions and emphasis in
applying KDT specifically to automate the model formulation task. Most
KDT require large data sets for finding interesting patterns; many operational
databases do provide such data. Emphasis in such application is largely placed
on eciency, accuracy, interestingness of discovered patterns, etc. When KDT
are used for the purpose of automated decision modeling of decision processes,
typical decision making environments provide only a limited amount of data
on past decisions and that data is often filled with noise and inconsistencies.
Because of such dierences, we need to identify alternative measures to eval-
uate the eectiveness of KDT when used for model formulation purposes.
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In this paper, we investigate the eectiveness of a neuro-fuzzy classifier in
modeling the subjective classification problem-solving knowledge of a number
of decision makers. This investigation is expected to provide a better under-
standing of the role of KDT in automated decision model formulation in
contrast to their role in classification problem-solving or discovering interesting
patterns in large databases. Positive results from this investigation can lead to
the application of KDT for ecient and eective development of DSS. Fur-
ther, we expect that DSS built using such an approach have a better chance of
acceptance by decision makers because those systems incorporate the subjec-
tivity in their decision making and the models in those systems are easily un-
derstandable to typical decision makers.
Since a large number of decision problems can be modeled as classification
problems, we have selected a subjective classification decision problem for this
investigation. We review the characteristics of classification problems and
discuss the suitability of neuro-fuzzy classification types of KDT for automated
modeling in Section 2. In Section 3, we elaborate on the need for alternative
measures of eectiveness for model formulation and introduce the agreement
and similarity measures for this purpose. In Section 4, we present the research
questions and associated hypotheses for measuring the eectiveness of KDT in
modeling classification problem-solving knowledge. In Section 5, we provide
details of an experiment that was conducted to evaluate the eectiveness of a
neuro-fuzzy classifier, NEFCLASS [17,18]. We present the results and discuss
the implications of these results for further research and practice in Sections 6
and 7.
2. Modeling of classification problem-solving knowledge
In this section, we briefly review the characteristics of classification prob-
lems, typical approaches employed to model classification problems, and the
suitability of neuro-fuzzy classification types of KDT for the purpose of au-
tomated modeling of classification problem-solving knowledge.
Classification of a set of alternatives into a set of distinct classes is a
generic type of problem solving approach that can be employed in many
real life decision making environments. Credit approval, securities trading,
product selection, risk estimation, personnel selection, etc. are some typical
examples of classification problems. In making credit approval decisions, for
example, decision makers subjectively classify various credit applications into
categories such as approve, pending, and disapprove based on criteria such
as credit history and current credit balance. In classifying a set of securities
into categories of buy, keep, and sell, the dealers make subjective judgments
based on criteria such as credit ratings, expected returns, and risk involved
[3].
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Typical classification problem solving processes are commonly modeled
using approaches such as statistical techniques, knowledge based techniques,
machine learning and artificial neural networks. In this paper we focus on the
neuro-fuzzy classification technique, because such a technique does not require
decision makers to articulate their problem-solving processes. We assume that
data on past decisions with relevant attribute values are available for this
purpose. Since many operational decision problems are recurrent, it is possible
to gather such data in a short period of time.
Piramuthu et al. [19] present a brief review of statistical, inductive learning
and neural network classifiers with pointers to a large number of comparative
studies. Hill and Remus [9], based on their experimental results, conclude that
neural networks can be used to model decision makers as eectively as re-
gression rules. However, they caution that the regression based systems have
diculties in incremental learning and integration into intelligent support
systems. Mechitov et al. [15] discuss various problems associated with decision
rule elicitation and the requirement of assistance to deal with the problems of
inconsistencies and incompleteness in the decision rules. Neural networks, in
general, lack the explanation capability which is required for accountability of
decisions in many business classification problems [20]. Some researchers (e.g.,
[21,24]) address this issue by extracting the details from the trained network
and presenting them as discovered rules. Lu et al. [12] present an approach to
extract concise symbolic rules with high accuracy from neural networks.
Comparison between neural network rule extraction and decision tree algo-
rithms is made in terms of predictive accuracy, the number of rules and the
average number of conditions for a rule [21].
Strengths and advantages of combining neural networks and fuzzy logic
have been identified and demonstrated for ecient on-line adaptation [22],
for improved performance [23], and for obtaining compact fuzzy knowledge
[7]. Neuro-fuzzy systems complement each otherÕs weaknesses in creating new
approaches to solve problems [16]. Munakata and Jani argue that fuzzy
systems are more suitable for modeling complex problems or applications
that involve human descriptive or intuitive thinking compared to conven-
tional methods [16]. Further, commenting on the strengths of fuzzy systems
in describing control rules, they point out that the fuzzy rule representation
is usually simpler and easier, and often requires fewer rules. Diculties
in defining rules and membership functions can also be overcome using
this hybrid approach. Eectiveness of FuNN, a particular model of fuzzy
neural network, is demonstrated in learning, generalization and explanation
[10,11].
We can summarize, from the above discussion, that the neuro-fuzzy clas-
sification approach oers a number of advantages for automated modeling of
classification problem-solving knowledge. These advantages address the
desirable characteristics of automated modeling such as generating easily
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understandable models represented using simpler and fewer rules, generating
models that adapt to changes, availability of ecient and autonomous tools,
and capability to handle noise and inconsistencies, etc.
3. Eectiveness measures for automated decision modeling
In this paper, we dierentiate the application of KDT for automated de-
cision modeling of classification problem-solving knowledge from the appli-
cations of KDT for classification problem-solving or discovering interesting
patterns in large databases. In this section, we first describe some limitations
of using conventional measures, which are traditionally used for problem-
solving or discovering interesting patterns, for the purpose of automated de-
cision modeling and then introduce two measures of eectiveness for this
purpose.
Essential requirements of knowledge discovery approaches in databases are
identified as a high-level language for representation, accuracy, interesting
results, and eciency [6]. Matheus et al. [14] propose that an ideal knowledge
discovery system (in databases) should score high on both versatility and au-
tonomy. Among these measures, accuracy and eciency are easily quantifiable
and popular measures used in evaluating KDT in performing, for example,
classifications.
Accuracy of classification is often measured in terms of the percentage of
correctly classified patterns. This form of measurement of accuracy requires a
set of known and consistent classifications against which classifications made
by a KDT can be compared. It is a common practice to use commonly
available data sets for comparison purposes (e.g., FisherÕs IRIS data set).
Classification accuracy of over 95% has been achieved by many approaches
using the IRIS data set which has a known and consistent classification (e.g.,
see Refs. [22,17]). Other data sets such as the loan evaluation data set [19], the
oil quality data set and the bank failure data set [13] have resulted in varying
degrees of accuracy from 70% to 100%. Similarly, eciency of a KDT is
evaluated by comparing either the time required or the complexity of the
discovery algorithms.
In this paper, we argue that the accuracy and eciency measures are not
entirely relevant for the purpose of automated model formulation. First, the
accuracy measure results in highly optimistic values particularly when the
number of classes is small. We illustrate this aspect using an example clas-
sification problem of separating a set of loan applications into approve and
disapprove classes. Let us assume that this set of applications is classified
manually by a decision maker with 50% in each class. A classification tech-
nique, for example, can result in 50% of agreement merely by classifying all
the applications into approve group. In other words, it is possible to achieve
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50% classification accuracy merely by chance in a two-class classification.
This form of chance agreement, however, will reduce if there are more classes.
However, in practice, the majority of classification problems are either two or
three class problems. Second, the accuracy measure requires large numbers of
correctly known and fairly consistent classifications. In many business clas-
sification problems we do not have a correct set of classifications for mea-
suring accuracy because of the subjectivity in decision making, exceptions,
and erroneous or inconsistent decisions. Some of this can be partially due to
the human inability to verify the consistency of a current decision with re-
spect to previous decisions. Further, we normally do not have a large number
of past decisions available for training and testing purposes. This aspect of a
small number of past decisions also makes the eciency measure less rele-
vant.
Therefore, we need to define alternative measures for determining the ef-
fectiveness of a KDT in discovering classification problem-solving knowledge
rather than performing classifications. Such measures of eectiveness should
indicate how well the formulated model represents the decision makersÕ sub-
jective problem-solving knowledge and how consistent are the classifications
produced by the model. In fact, it is quite natural to expect that the classifi-
cations made by the KDT will be more consistent. In this regard, it is im-
portant to measure the agreement between the classifications made by the
decision maker and the classifier because such a measure indicates the degree to
which the subjectivity of the decision maker is incorporated in the model.
Further, the eectiveness measure should also address the issue of consistency
in the classifications made. Measures related to the representation such as
conciseness, readability and understandability of the discovered knowledge are
also relevant.
In line with the above discussion on the requirements of eectiveness
measures for automated decision modeling, we propose to use two measures
of agreement and similarity. We adopt CohenÕs kappa [4] as the measure of
agreement. CohenÕs kappa measures the agreement between two raters (e.g., a
decision maker and a KDT) rating the same set of objects. CohenÕs kappa
defines the measure of agreement as the ratio of the percentage of agreement
minus the chance agreement to the largest possible non-chance agreement.
This measure, thus, takes into account the classifications that could match
merely by chance. The chance agreement actually depends upon the per-
centage of matches in each class, and it reduces as the number of classes in-
creases.
Using the above definition, a kappa value of 1 indicates a perfect agreement,
and a kappa value of 0 indicates that agreement is no better than chance. The
measure of agreement in the above example (with the second method classi-
fying all applications into one group) will be 0 (50% agreement – 50% chance
agreement/largest possible non-chance agreement 100–50%). Application of
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this measure to the above example with 100, 90, 80, 70, 60, 50 percent of
agreement will result in kappa values 1, 0.8, 0.6, 0.4, 0.2, 0, respectively. That is,
a 90% agreement in classification actually results in a kappa value of 0.8 which
takes into account the chance agreement. In other words, kappa values are
more widely spread out and not as optimistic as those generated using the
accuracy measure.
The similarity measure, the second measure of eectiveness, is derived from
the theory of cluster analysis. In cluster analysis, a data point is classified as
belonging to a specific class based on the nearness to the cluster centroids of
each class. Consequently, shorter distances between the data point and the
associated cluster centroid imply better measures of similarity of classification.
There are dierent ways of computing this distance, and Euclidean distance is
one of them. Considering the comments on the suitability of Euclidean distance
as a measure of similarity in classification [5], we use it as the similarity measure
in our experiment. Consistency in the classification decisions can be verified
using this measure.
We believe that these two measures adequately represent the eectiveness
because the measure of agreement represents the subjectivity and the measure of
similarity represents consistency. Assuming that the decisions are both subjec-
tive and inconsistent, a high agreement will result in low similarity and vice versa.
4. Research questions and hypotheses
The measures defined in the previous section can be used either for evalu-
ating the eectiveness of a KDT in automated modeling of classification
problem-solving knowledge using dierent data sets, or for evaluating the ef-
fectiveness of dierent KDT using a given data set. In this paper, we use the
former method to evaluate a neuro-fuzzy classifier using dierent manual
classification data sets. We consider that a specific neuro-fuzzy classifier is
eective for this purpose if there is a reasonable agreement (say over 80%) and
comparable or superior similarity across all these data sets. It is also important
to measure consistency among the classifications where the results are dierent,
in addition to the overall similarity. This measure indicates the extent of su-
periority of the model discovered by the classifier over the inconsistent manual
classifications. Thus, we are specifically interested in finding answers to the
following research questions:
Q1: What is the level of agreement that can be achieved with neuro-
fuzzy classification using a small number of cases for training?
Q2: Is the classification by neuro-fuzzy classifier superior across all the
cases used for training? How does it compare among those cases
where the classification results are dierent?
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Question Q2 can be best answered by testing the following hypotheses:
5. Method
In order to test the hypotheses presented in the previous section, a classifi-
cation problem was designed and an experiment was conducted to collect data
for measuring the eectiveness of a neuro-fuzzy classifier in discovering models
of subjective decision making processes. A small number of decision cases were
provided to the decision makers for manual classification (see Appendix A).
Manual classifications to be made by decision makers are expected to be
subjective and inconsistent. A group of 21 final year undergraduate students of
Information Systems, attending a two-semester DSS course, was selected as
subjects for this experiment. At the time of the experiment, all these subjects
were close to completion of their undergraduate programme, and they were in
the process of selecting suitable employment. This problem, therefore, was
quite realistic to this group of subjects.
The subjects independently classified a set of 20 artificially generated em-
ployment oers into three exclusive classes: accept, hesitate and reject. The
classification was based on three factors: salary, organization status (a measure
of prestige associated with working for the organization), and job relevance
(relevance of the oer to the information systems discipline). Since this clas-
sification was dependent on individual preferences, dierences in classifications
across the subjects were expected. No support was provided to the subjects in
identifying inconsistencies, if any, in their classification. The simplicity of this
decision problem places less cognitive load and complexity on the subjects.
Consequently, we expect that the manual classifications and neuro-fuzzy
classifications are comparable.
The experiment was carried out in a two-hour laboratory session after the
subjects were trained on the use of the NEFCLASS tool [17,18]. In addition,
they were provided with two templates (i.e., files with common data) to min-
imize the data entry required for setting up the environment. The classifications
HO1: There is no significant dierence in the average similarity between
the manual and neuro-fuzzy classifications.
HA1: The average similarity in the classification by neuro-fuzzy classifier
is better than that of manual classification.
HO2: There is no significant dierence in the average similarity between
the manual and neuro-fuzzy classifications among the cases where
the classification results are dierent.
HA2: The average similarity in the classification by neuro-fuzzy classifier
is better than that of manual classification among the cases where
the classification results are dierent.
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were used as the data for training and testing the neuro-fuzzy classifier. The
subjects, individually, have minimized the number of misclassifications by
varying the number of hidden nodes and retraining the network. Although the
subjects in our experiment performed these changes, such changes can be au-
tomated easily. Classification results and the corresponding discovered rules of
one of the subjects are presented in Appendix B.
The network was trained with the default epochs parameter 500 (though no
significant improvement was noticed beyond 200 epochs). The time required
for training, using the data set of 20 cases, was between 20 s for 5 rule units and
50 s for 15 rule units on an IBM PC. The training was controlled by varying the
number of rules, from 5 to 15, which corresponded to the number of hidden
nodes. For each subject, the minimum number of rules that had resulted in the
least number of mismatches was selected for the analysis.
6. Results
Table 1 summarizes the results of the experiment including the average
number of rules discovered and the average number of misclassifications across
the 21 subjects. The average number of rules was found to be about 8 (mean
8.29 and standard deviation 1.82) and the average number of mismatches was
about 16% (3.24 out of the 20 cases and standard deviation 1.58). It was also
observed, as pointed out in Ref. [17], that increasing the number of rules, in
general, did not produce better results of accuracy.
The accuracy of the classification during the training is 84.2%
(37.6 + 34.0 + 12.6) averaged across the 420 cases (20 cases ´ 21 subjects) as
shown in Table 2. The average training time for each set of data was about 30
seconds.
Research Question Q1: From Table 4, we can compute the agreement by
chance as 38.92% (42.4% ´ 43.3% + 41.4% ´ 41.2% + 16.2% ´ 15.5%). Therefore,
the value of kappa is (84.2ÿ 38.92)/(100ÿ 38.92) 0.7468. This measure of
agreement is reasonably high (kappa 0.7468) considering that it represents
Table 1
Descriptive statistics
n 21 Mean Standard deviation
Number of rules discovered 8.29 1.82
Number of misclassifications or mismatches 3.24 1.58
Agreement between the decision maker and
NEFCLASS (kappa) 0.73 0.14
Average similarity in the manual classifications 4.11a 0.24
Average similarity in the NEFCLASS classifications 3.94a 0.33
a Lower values of similarity indicate better similarity in the classifications.
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the agreement over and above the chance agreement. Thus, we conclude that
the neuro-fuzzy classifier has generated a reasonable level of agreement using a
small number of cases for training in a reasonable time.
Research Question Q2: The analysis of similarity of the classification was
performed using a paired t-test on the Euclidean distances MCDIST (manual)
and NCDIST (neuro-fuzzy). Table 3 shows the summaries of the distance
Table 3
t-Test for similarity across all cases
t-Tests for paired samples
Variable Number
of pairs
Corr 2-tail sig Mean SD SE of
mean
MCDIST 4.1060 1.300 0.063
420 0.752 0.000
NCDIST 3.9412 1.284 0.063
Paired Dierencess
Mean SD SE of Mean t-value df 2-tail Sig
0.1648 0.910 0.044 3.71 419 0.000
95% CI (0.077, 0.252)
Table 2
Manual and NEFCLASS classifications
NFCLS
Count
Row Pct Accept Hesitate Reject Row
Col Pct
Tot Pct 1 2 3 Total
MANCLS
Accept 1 158 21 3 182
86.8 11.5 1.6 43.3
88.8 12.1 4.4
37.6 5 .7
Hesitate 2 18 143 12 173
10.4 82.7 6.9 41.2
10.1 82.2 17.6
4.3 34 2.9
Reject 3 2 10 53 65
3.1 15.4 81.5 15.5
1.1 5.7 77.9
5 2.4 12.6
Column 178 174 68 420
Total 42.4 41.4 16.2 100
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measures for all the 420 cases along with the results of the t-test for paired
samples. These results of this test (t 3.71, p < 0.001) provide strong evidence
for rejecting the null hypothesis (HO1) in favor of the alternate hypothesis (HA1)
which states that the similarity of the classification using the neuro-fuzzy
classifier is superior. This result supports our expectation that the similarity of
classification using the neuro-fuzzy classifier should be better when compared
to that of manual classification.
The t-test (Table 4) performed using the 66 misclassified cases shows a
comparatively significant result of 13% (0.6145/4.7523) with p < 0.01. Based on
this result, we reject the null hypothesis (H02) and accept the alternate hy-
pothesis (HA2) indicating that the mean similarity of classification using the
neuro-fuzzy classifier is better than the manual classification in the cases where
the classification results are dierent.
7. Discussion and implications
In this paper, we investigated the eectiveness of a neuro-fuzzy classifier in
automated model formulation of subjective classification problem-solving
knowledge. Two measures of eectiveness were identified for this purpose and
an experiment was conducted to evaluate the eectiveness of a neuro-fuzzy
classifier, NEFCLASS, using a simple classification problem with manual
classifications obtained from a group of 21 subjects. The results of the exper-
iment show that considerable agreement was achieved between the manual and
neuro-fuzzy classifier classifications, and the classifications by the neuro-fuzzy
classifier exhibited better similarity. Based on these findings, we conclude that
such techniques can be eectively employed in automated modeling of sub-
jective classification problem-solving knowledge. The results of this experiment
Table 4
t-Test for similarity across the misclassfied cases
t-Tests for paired samples
Variable Number
of pairs
Corr 2-tail sig Mean SD SE of
Mean
MCDIST 4.7523 1.492 0.184
66 0.237 0.055
NCDIST 4.1377 1.045 0.129
Paired dierences
Mean SD SE of Mean t-value df 2-tail Sig
0.6145 1.606 0.198 3.11 65 0.003
95% CI (0.220, 1.010)
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also show that the neuro-fuzzy classifier can learn from a small set of examples,
and it represents the formulated model using a concise and intuitive set of fuzzy
rules.
The experiment, intentionally designed to be simple, may be viewed as a
limitation because it has only three attributes. This study can be extended a
larger number of attributes. Inputs from the decision makers during the
training process can further improve the measures of agreement and similarity.
For example, it is possible to start the training of NEFCLASS with partial
knowledge about patterns such as initial definition of rules and/or fuzzy
membership functions. Inputs, in the form of proper selection of parameters
and specification of the number of fuzzy membership functions for each in-
dependent variable, also can bring in improvements in the eectiveness mea-
sures. Thus, it is possible to extend this approach in modeling more complex
classification decision problems.
Possible extensions to this research can be identified towards generalized
adaptations of knowledge discovery techniques for DSS. First, the measures
defined can be used for performing comparative studies using other KDT for
modeling other types of classification problems. Second, further investigation
may be carried out for identifying a more complete set of measures of eec-
tiveness. Third, research using similar experiments involving a large number of
variables would make the results applicable to more complex situations. A
large number of variables can be handled by discovering dependencies or
causal relationships between variables using the dependency analysis technique
[14] prior to the discovery of decision rules representing the causal relation-
ships. Last, this paper considered a case of individual decision making. In
reality, it is possible that there are multiple decision makers involved in sepa-
rate, but similar or identical, decisions [1]. We are working on extensions in the
direction of aggregation of individual decisions and discovery of decision rules
that represent the combined problem-solving knowledge [1]. The merits of
combining the problem-solving knowledge of several decision makers are
discussed elsewhere [9].
This research has significant implications for the field of DSS in bridging the
gap between the theory and practice. A major implication is that the process of
model formulation can be automated to a large extent in the classification type
of problems. This can lead to minimizing various problems associated with
formulating subjective decision problems. Thus, the development process of
DSS can be supported eectively and eciently. Approaches that accommo-
date the subjectivity of decision makers can positively aect the acceptance of
assistance provided by such DSS, and the acceptance of DSS itself. In this
direction, foundation studies defining a comprehensive set of requirements of
knowledge discovery in DSS, rather than directly adopting those from
knowledge discovery in databases, would help in setting a direction for further
research.
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Appendix A. Employment oers data used for classification decisions
Table 5 shows the employment oer data provided to the subjects for
their classification decisions and subsequent training using the NEFCLASS.
The salary column lists the monthly salary oered in thousands of Hong
Kong dollars in the range of 7–16. The third and fourth columns show the
rank values in the range of 1–10 with higher values representing better
status and better relevance respectively. Column 5 (mancls) is for the
manual classification decisions made by a subject, with the values 1, 2 and 3
Table 5
Employment oers data used for classification decisions
JobID Salary
(salary)
Organization
status
(orgstat)
Job relevance
(jobrel)
Manual
classification
(mancls)
Neuro-fuzzy
classification
(nfcls)
1 11 8 4 – –
2 14 4 8 – –
3 7 10 7 – –
4 11 3 9 – –
5 12 1 6 – –
6 7 3 6 – –
7 14 8 4 – –
8 12 10 2 – –
9 15 1 6 – –
10 8 5 2 – –
11 9 8 9 – –
12 13 7 1 – –
13 10 5 10 – –
14 14 9 5 – –
15 15 2 2 – –
16 16 4 4 – –
17 11 1 8 – –
18 9 7 5 – –
19 8 8 3 – –
20 9 3 1 – –
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representing the classes accept, hesitate and reject respectively. The last
column (nfcls) is used for recording the classifications made by NEF-
CLASS.
Appendix B. Classification results of a subject
The fifth column of Table 6 represents the manual classification decisions of
one of the subjects. Columns 2–5 of this table were used as the inputs to train
the 3-layer fuzzy perceptron (Fig. 1) of the neuro-fuzzy classifier (NEFCLASS)
and the classifications reported by the classifier are recorded in the last column.
Fig. 1 depicts the resultant 3-layer fuzzy perceptron with the rule units (R1 to
R6). The classifications made by this trained network are listed under column 6
(nfcls) of Table 5. It can be observed that the job identifiers 4, 8, 16 and 17 of
Table 6 have been misclassified.
The set of discovered rules, corresponding to the classification data pre-
sented in Table 5, is listed in Fig. 2. The discovered definitions of membership
functions (MF) of the linguistic constants (e.g., small, medium) are also shown
Table 6
Manual and NEFCLASS classification decisions of one of the subjects
JobID Salary
(salary)
organization
status
(orgstat)
Job relevance
(jobrel)
Manual
classification
(mancls)
Neuro-fuzzy
classification
(nfcls)
1 11 8 4 1 1
2 14 4 8 1 1
3 7 10 7 2 2
4 11 3 9 1 3
5 12 1 6 2 2
6 7 3 6 3 3
7 14 8 4 1 1
8 12 10 2 2 1
9 15 1 6 2 2
10 8 5 2 3 3
11 9 8 9 2 2
12 13 7 1 2 2
13 10 5 10 2 2
14 14 9 5 1 1
15 15 2 2 2 2
16 16 4 4 2 1
17 11 1 8 2 3
18 9 7 5 2 2
19 8 8 3 2 2
20 9 3 1 3 3
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in Fig. 2. Each membership function is defined as a four-tuple [a, b, c, d]
which corresponds to the four points of the commonly used trapezoidal
representation of membership functions. The degree of membership is 0 for all
values below a and above d, 1 for all values between b and c. It linearly in-
creases from 0 to 1 for values from a to b, and decreases from 1 to 0 for
values from c to d.
Fig. 2. Model formulated using data in Table 6.
Fig. 1. Trained 3-layer fuzzy perceptron for the above results.
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