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Abstrakt
Tato bakala´rˇska´ pra´ce se zaby´va´ problematikou implementace pluginu˚ pro open source
monitorovacı´ syste´m Hyperic HQ. Prvnı´ cˇa´st pra´ce je veˇnovana´ teoreticke´mu u´vodu
do samotne´ho syste´mu Hyperic HQ. V druha´ cˇa´sti jsou informace o vnitrˇnı´ch struk-
tura´ch monitorovacı´ho syste´mu a zpu˚sobu komunikace jednotlivy´ch cˇa´stı´. Podrobneˇ je
take´ naznacˇen postup vytva´rˇenı´ pluginu. Na´sledujı´cı´ cˇa´st se veˇnuje jizˇ konkre´tnı´ imple-
mentaci pluginu˚. Je rozdeˇlena na dveˇ cˇa´sti. Jako prvnı´ je uveden na´vrh a implementace
pluginu pro monitorova´nı´ dat v SQL databa´zi. Na´sleduje na´vrh a implementace druhe´ho
pluginu, ktery´ slouzˇı´ pro sledova´nı´ stavu URL dle vra´cene´ho obsahu.
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Abstract
This bachelor’s thesis describes problem of implementation plugins for open source mon-
itoring system Hyperic HQ. First chapter describes theory about Hyperic HQ system.
Second chapter describes information about inside structure of system, communication
between parts of system. There is also described how to create plugin. Next chapter is
dedicated to implementation of plugins and have two parts. First part describes design
and implementation of plugin for monitoring SQL data in database. Second part de-
scribes design and implementation of plugin, which serves to monitor return content
from URL.
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Seznam pouzˇity´ch zkratek a symbolu˚
API – Application Programming Interface
CPU – Central Processing Unit
DNS – Domain Name System
HTML – HyperText Markup Language
HTTP – Hyper Text Transfer Protocol
IP – Internet Protocol
JDBC – Java Database Connectivity
JMX – Java Management Extensions
POP3 – Post Office Protocol
RAM – Random Access Memory
SNMP – Simple Network Management Protocol
SQL – Structured Query Language
URL – Uniform Resource Locator
VM – Virtual Machine
XML – Extensible Markup Language
XPath – XML Path Language
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Tato bakala´rˇska´ pra´ce se veˇnuje vytvorˇenı´ pluginu˚ do open source projektu Hyperic HQ.
Samotny´ projekt Hyperic HQ je monitorovacı´ na´stroj, ktery´ je rozdeˇleny´ na dveˇ cˇa´sti.
Prvnı´ cˇa´stı´ je administracˇnı´ server, kde je mozˇne´ zobrazit si statistiky, ovla´dat a nas-
tavovat vsˇe potrˇebne´. Druhou cˇa´stı´ je agent, ktery´ se prˇeva´zˇneˇ instaluje na servery, ktere´
chceme monitorovat. Agent sbı´ra´ a odesı´la´ data do administracˇnı´ho serveru. A tam jsou
pote´ prˇehledneˇ zobrazeny ve formeˇ grafu˚.
Hyperic HQ sa´m o sobeˇ poskytuje velke´m mnozˇstvı´ pluginu˚, ktere´ rozsˇirˇujı´ jeho
funkcionalitu. Existujı´ ale prˇı´pady, kdy je potrˇeba monitorovat zdroje, ktere´ nejsou po-
kryty zˇa´dny´m dostupny´m pluginem. V takove´mto prˇı´padeˇ se prˇı´mo nabı´zı´ mozˇnost
naprogramovat si vlastnı´ plugin na mı´ru. Tato mozˇnost je prˇı´mo v Hypericu podporova´na.
Nahra´nı´ vlastnı´ho pluginu na administracˇnı´ server a jednotlive´ agenty je ota´zkou okam-
zˇiku. Stacˇı´ si vybrat pozˇadovany´ plugin a Hyperic se uzˇ o vlastnı´ distribuci postara´.
Jako za´klad pro na´vrh a implementaci pluginu slouzˇı´ dokumentace na stra´nka´ch pro-
jektu a hlavneˇ dokumentace ke komercˇnı´mu projektu vFabric Hyperic 4.6. V teˇchto ma-
teria´lech je celkem na´zorneˇ popsa´na samotna´ tvorba pluginu at uzˇ s pomocı´ podpu˚rny´ch
trˇı´d nebo skriptovacı´ho jazyka, poprˇı´padeˇ JMX. Dalsˇı´ du˚lezˇitou cˇa´stı´ je vytvorˇenı´ XML
deskriptoru, ktery´ se stara´ o samotne´ nastavenı´ a reprezentaci metriky.
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2.1 Za´kladnı´ informace
Spolecˇnost Hyperic se historicky soustrˇedila na vy´voj open source na´stroje pro spra´vu IT
prostrˇedı´. Dı´ky neˇmuzˇ lze efektivneˇ spravovat servery s jaky´mkoli beˇzˇny´m operacˇnı´m
syste´mem, a to v roli aplikacˇnı´ch, webovy´ch cˇi databa´zovy´ch serveru˚. Nynı´ patrˇı´ Hyperic
do portfolia spolecˇnosti VMware a nabı´zı´ open source na´stroj Hyperic HQ a komercˇnı´
Hyperic HQ Enterprise [5].
Syste´m Hyperic HQ slouzˇı´ pro monitorova´nı´ a rˇı´zenı´ vy´konu pro virtua´lnı´, fyzickou a
cloudovou infrastrukturu. Automaticky doka´zˇe rozpoznat zdroje vı´ce nezˇ 75 technologiı´
zahrnujı´cı´ vSphere. Sbı´ra´ informace o dostupnosti, vy´konu a vytva´rˇı´ jejich metriky [2].
Hyperic dovoluje IT manazˇeru˚m rozsˇı´rˇit klasicke´ monitorovacı´ cˇinnosti k rˇı´zenı´ dos-
tupnosti a k zlepsˇenı´ celkove´ho ”zdravı´“ jejich IT infrastruktury. Ta je u´cˇeloveˇ urcˇena´
pro webovou infrastrukturu a navrzˇena´ tak, zˇe jsou bra´ny v potaz vsˇechny vrstvy in-
frastruktury vcˇetneˇ hardware, middleware, virtualizace a aplikacı´. HQ poskytuje syste´m
sledova´nı´, trendu˚ a analy´zy s jednı´m kliknutı´m. Hyperic HQ je prvnı´ a jedine´ podnikove´
open source softwarove´ rˇesˇenı´ pro spra´vu syste´mu˚.Tı´mto umozˇnˇuje spra´vci IT tech-
nologiı´ spravovat tyto technologie jak nyneˇjsˇı´, kterou jsou momenta´lneˇ dostupne´ na trhu,
tak budoucı´ [4].
2.1.1 Mozˇnosti pouzˇitı´
Syste´m Hyperic HQ ma´ neprˇeberne´ mnozˇstvı´ pouzˇitı´. Zde je uvedeno jen neˇkolik za´-
kladnı´ch mozˇnostı´:
• automaticke´ prohleda´nı´ vsˇech komponent virtualizovany´ch aplikacı´ vSphere
• automaticke´ prohleda´nı´, monitorova´nı´ a rˇı´zenı´ softwaru a sı´t’ovy´ch zdroju˚
• monitorova´nı´ aplikacı´ na jake´koliv platformeˇ vcˇetneˇ Unixu, Linuxu, Windows, So-
laris, AIX, HPUX, VMware a Amazon Web Services
• podpora 75 beˇzˇny´ch komponent (vcˇetneˇ databa´zı´, aplikacˇnı´ch serveru˚, middle-
waru, webovy´ch serveru˚, sı´t’ovy´ch zarˇı´zenı´ a dalsˇı´ch)
• optimalizace pro virtua´lnı´ prostrˇedı´ s integracı´ pro vCenter a vSphere
2.1.2 Za´kladnı´ funkcionalita Hyperic HQ
Hyperic HQ monitoruje a rˇı´dı´ webove´ aplikace prˇes sˇirokou sˇka´lu platforem a technologiı´
vcˇetneˇ cloudove´. HQ poskytuje tuto za´kladnı´ rˇı´dı´cı´ funkcionalitu pro uzˇivatelu˚v soft-
ware a sı´t’ove´ zdroje:
• Prohleda´va´nı´ – HQ agent automaticky prozkouma´va´ softwarove´ zdroje a naplnˇuje
databa´zi klı´cˇovy´mi informacemi o dostupne´m softwaru. Agentem jsou sbı´ra´na za´-
kladnı´ fakta o kazˇde´m softwarove´m zdroji, naprˇ. jeho typ, vy´robce, verze a umı´steˇnı´.
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Vzhledem k typu zdroje jsou agentem sbı´ra´ny informace jako je architektura plat-
formy, velikost RAM, rychlost CPU, IP adresa a dome´nove´ jme´no. Agent pouzˇı´va´
zabudovany´ plugin zdroju˚ k automaticke´mu prohleda´nı´ beˇzˇneˇ pouzˇı´vany´ch ope-
racˇnı´ch syste´mu˚, aplikacˇnı´ch serveru˚, HTTP serveru˚, databa´zı´, dalsˇı´ho softwaru a
sı´t’ovy´ch zdroju˚. Je mozˇno naprogramovat vlastnı´ plugin zdroju˚ k rˇı´zenı´ softwaru,
ktery´ HQ nepodporuje a vyuzˇı´t take´ mozˇnosti pouzˇitı´ pluginu˚ zdroju˚ od Hyperic
komunity.
• Organizova´nı´ – Zdroje, ktere´ agenti HQ objevili jsou ulozˇeny v HQ databa´zi vzh-
ledem k hierarchicke´mu inventa´rnı´mu modelu. Inventa´rnı´ model ma´ smysl pro
usporˇa´da´nı´ velke´ho pocˇet softwarovy´ch zdroju˚ a vztahy mezi nimi.
• Monitorova´nı´ – HQ agenti shromazˇd’ujı´ metriky, ktere´ odra´zˇejı´ dostupnost, vy´kon,
vyuzˇitı´ a propustnost. Agenti sbı´rajı´ standardnı´ soubor metrik pro kazˇdy´ podpo-
rovany´ typ zdroje. Lze prˇesneˇ nastavit, jake´ metriky je mozˇno shromazˇd’ovat ve
webove´m uzˇivatelske´m rozhranı´ a vybrat si, ktere´ metriky zobrazit na informacˇnı´m
panelu (obra´zek cˇ. 1) nebo doma´cı´ stra´nce v uzˇivatelske´m rozhranı´. Kromeˇ metrik
agenti sledujı´ logy, uda´losti a zmeˇny konfigurace.
• Ovla´da´nı´ – HQ lze pouzˇı´t pro vzda´lene´ ovla´da´nı´ a administraci syste´movy´ch zdro-
ju˚. Dostupne´ ovla´dacı´ akce za´visı´ na typu zdroje. Na aplikacˇnı´m serveru je mozˇne´
prova´deˇt u´koly jako spousˇteˇnı´, zastavova´nı´ a uvolneˇnı´ zdroju˚. Pro databa´zovy´ ser-
ver lze vykonat analy´zu nebo u´drzˇbu.
5• Vy´strahy, upozorneˇnı´, stupnˇova´nı´ – Lze nastavit vy´strahy na metriky a na´sledne´
konfiguracˇnı´ akce ktere´ HQ provede jakmile se objevı´ vy´straha. V prˇı´padeˇ objevenı´
vy´strahy, mu˚zˇe HQ reagovat neˇkolika zpu˚soby:
– zasla´nı´m emailove´ho upozorneˇnı´,
– nastavenı´m SNMP pasti,
– komunikacı´ s jiny´mi rˇı´dı´cı´mi syste´my.
Lze rovneˇzˇ definovat soubor reakcı´ na vy´strahu – eskalacˇnı´ sche´ma – kdy proble´my
nejsou propusˇteˇny bez povsˇimnutı´.
• Prezentace, vizualizace, analy´za – Webove´ uzˇivatelske´ rozhranı´ je vysoce kon-
figurovatelny´ na´stroj pro vy´kon a dostupnost. Informacˇnı´ panel (obra´zek cˇ. 1) je
poskla´da´n z portletu˚. Portlety lze prˇida´vat, odebı´rat, prˇemist’ovat a nastavit jake´
informace budou zobrazovat [3].
2.2 Rozdeˇlenı´ inventa´rnı´ struktury
• Aplikace – kolekce platforem, serveru˚ a sluzˇeb organizovana´ ke splneˇnı´ jednoho
u´cˇelu. Aplikace veˇtsˇinou majı´ mnoho serveru˚ a sluzˇeb. Mohou take´ beˇzˇet na vı´ce
nazˇ jedne´ platformeˇ. Typicky J2EE aplikacˇnı´ model v HQ mu˚zˇe sesta´vat z virtua´lnı´-
ho hosta Apache, Tomcat Webapps, JBoss sdı´leny´ch prostrˇedku˚ prˇipojenı´ a instance
Oracle.
• Platforma – kombinace stroje a operacˇnı´ho syte´mu nebo jake´koliv sı´t’ove´ cˇi u´lozˇne´
zarˇı´zenı´. Platformy jsou na nejnizˇsˇı´ u´rovni spra´vy. Zahrnujı´ komponenty jako CPU,
sı´t’ova´ rozhranı´ a souborove´ syste´my.




– aplikacˇnı´ a webove´ servery
jsou vsˇechno prˇı´klady serveru˚. Servery jsou spousˇteˇny na platforma´ch. Platformy
hostujı´ neˇkolik serveru˚. Prˇı´klad serveru˚ zahrnuje jakoukoliv instalaci JBoss, Tomcat
nebo MySQL na dane´ platformeˇ.
• Sluzˇba – komponenta serveru vyhrazena´ ke specificke´mu u´cˇelu. Sluzˇby jsou typ-
icky reprezentova´ny jednotkami pra´ce dane´ho serveru. Ru˚zne´ typy serveru˚ definujı´
seznam jednoho nebo vı´ce typu˚ sluzˇeb, ktere´ poskytujı´. Jako naprˇı´klad:
– vy´voj Webapps v Tomcat,
– konfiguraci virtua´lnı´ho hosta v Apache.
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Sluzˇby mohou by´t take´ spojeny prˇı´mo s platformou v prˇı´padeˇ CPU, sı´tove´ho roz-
hranı´ a syste´mu souboru˚.
• Typ zdroje – kategoricky´ popis typu zdroje, ktery´ mu˚zˇe by´t spravova´n. Po instalaci
Hyperic HQ popisuje tisı´ce typu˚ zdroju˚, ktere´ jsou specifikova´ny pomocı´ jme´na,
verze, dostupne´ metriky a dostupny´ch ovla´dacı´ch akcı´. Typy zdroju˚ pokry´vajı´ plat-
formy, servery a sluzˇby.
• Spravovany´ zdroj – prˇı´klad typu zdroje v ra´mci spravovane´ho prostrˇedı´ [4].
2.3 Architektura Hyperic HQ
2.3.1 HQ agent
HQ agent je spusˇteˇn na kazˇde´m stroji, kde je vyzˇadova´na spra´va od Hyperic HQ. Prˇi
prvnı´m spusˇteˇnı´ agent automaticky prozkouma´ software beˇzˇı´cı´ na dane´m stroji, a pote´
periodicky zkouma´ zmeˇny. HQ agent sbı´ra´ informace o dostupnosti, vyuzˇitı´, vy´konu a
propustnosti, prova´dı´ logova´nı´ a zaznamena´va´nı´ uda´lostı´, dovoluje prova´deˇt ovla´da´nı´
nad softwarem, naprˇı´klad spusˇteˇnı´ a ukoncˇenı´ webovy´ch aplikacˇnı´ch serveru˚. Agent
odesı´la´ inventa´rnı´ data a metriky, ktere´ nasbı´ra´ do centra´lnı´ho HQ serveru.
2.3.2 HQ server a HQ databa´ze
HQ server prˇijı´ma´ inventa´rnı´ a metricka´ data od HQ agenta a ukla´da´ je do HQ databa´ze.
Server poskytuje zarˇı´zenı´ na spra´vu inventarizace softwaru - implementova´no pomocı´
HQ inventa´rnı´ho a prˇı´stupove´ho modelu, seskupenı´ softwarovy´ch aktiv uzˇitecˇny´m zpu˚-
sobem k usnadneˇnı´ monitorova´nı´ a rˇı´zenı´. HQ server prova´dı´ detekci vy´strah a vykona´
7upozornˇujı´cı´ a eskalacˇnı´ proces, ktery´ je definova´n. Take´ prova´dı´ akce, ktere´ jsou ini-
ciova´ny prˇes uzˇivatelske´ rozhranı´ nebo API webove´ sluzˇby Hyperic HQ. Server posky-
tuje autentizaci sluzˇeb pomocı´ vnitrˇnı´ funkcı´ nebo externı´ autentifikacˇnı´ sluzˇby.
2.3.3 Uzˇivatelske´ rozhranı´
Hyperic HQ ma´ bohate´ webove´ uzˇivatelske´ rozhranı´. Jeho doma´cı´ stra´nka je HQ in-
formacˇnı´ panel, jednostra´nkovy´ prˇehled zmeˇn v softwarove´m inventa´rˇi, proble´movy´ch
zdroju˚, poslednı´ch vy´straha´ch a metricky´ch grafech pro du˚lezˇite´ zdroje. Nad informacˇnı´m
panelem jsou za´lozˇky pro zobrazenı´ inventa´rˇe, prohlı´zˇenı´ a vizualizaci metrik a logiku
vy´strah.
2.3.4 HQ API
HQ API je webova´ sluzˇba, ktera´ poskytuje programovy´ prˇı´stup ke vsˇem datu˚m a funkci-
onaliteˇ na HQ serveru. Toto je uzˇitecˇne´ pro zefektivneˇnı´ beˇzˇny´ch implementacı´ a konfig-
uracı´, ktere´ Hyperic prova´dı´. Naprˇı´klad je mozˇne´ za pomoci prˇı´kazove´ rˇa´dky prova´deˇt
hromadne´ aktualizace a konfigurace. HQ API take´ dovoluje implementovat rozhranı´
mezi Hyperic a jiny´mi rˇı´dı´cı´mi syste´my. Je mozˇne´ napsat na´stroj, ktery´ pomocı´ vola´nı´
API extrahuje inventa´rnı´ data a prˇipravı´ je pro import do syste´mu˚ sledova´nı´ majetku.
2.3.5 Pluginy
Je mozˇne´ rozsˇı´rˇit schopnosti Hyeric HQ dveˇma typy pluginu˚:
• HQ agent pouzˇı´va´ zdrojove´ pluginy pro prozkouma´nı´, monitorova´nı´ a ovla´da´nı´
softwarovy´ch zdroju˚. HQ ma´ mnoho zabudovany´ch zdrojovy´ch pluginu˚. Je mozˇnost
naprogramovat si vlastnı´ plugin zdroje, ktery´ HQ nepodporuje.
• Je mozˇne´ naprogramovat rozsˇirˇujı´cı´ plugin pro prˇida´nı´ mozˇnostı´ HQ uzˇivatelske´ho
rozhranı´, skripty pro automatizaci beˇzˇneˇ prova´deˇny´ch postupu˚ a rozhranı´ pro we-
bove´ sluzˇby dalsˇı´ch rˇı´dı´cı´ch syste´mu˚ [3].
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3.1 Za´kladnı´ u´daje
Hyperic poskytuje proaktivnı´ rˇı´zenı´ vy´konu s u´plnou a trvalou viditelnostı´ do aplikacı´
a infrastruktury. Produkuje vı´ce nezˇ 50 000 vy´konnostnı´ch metrik na vı´ce nezˇ 75 tech-
nologiı´ch v kazˇde´ vrstveˇ.
Hlavnı´ komponenty Hypericu zahrnujı´ Hyperic server, agent, databa´ze a Hyperic
uzˇivatelske´ rozhranı´ take´ zna´me´ jako Hyperic Porta´l.
3.1.1 Hyperic Porta´l
Uzˇivatelske´ rozhranı´ Hyperic Porta´l se da´ lehce nakonfigurovat, rozsˇı´rˇit pro monitorova´nı´
a analy´zu vy´konnosti a dostupnosti. Hlavnı´ funkce uzˇivatelske´ho rozhranı´ zahrnujı´:
• Informacˇnı´ panel. Informacˇnı´ panel je prvnı´ stra´nka ktera´ je zobrazena po spusˇteˇnı´
uzˇivatelske´ho rozhranı´. Informacˇnı´ panel obsahuje neˇkolik portletu˚ – Poslednı´ vy´-
strahy, Dostupnost, Proble´move´ zdroje a dalsˇı´. Na kazˇde´m portletu je zobrazen
souhrn uda´lostı´ a zdroju˚ za´jmu˚. Je mozˇne´ nastavit informacˇnı´ panel pro kazˇde´ho
uzˇivatele zvla´sˇteˇ. Lze odebrat a prˇeorganizovat portlety na informacˇnı´m panelu a
nastavit jaka´ data bude portlet zobrazovat.
• Rozcestnı´k zdroju˚. Je mozˇne´ prˇejı´t na za´lozˇku zdroju˚ cˇasto nazy´vanou take´ roz-
cestnı´kem zdroju˚ k vyhleda´nı´ pozˇadovane´ho zdroje, zobrazenı´ mozˇnostı´ zdroju˚,
zobrazenı´ metricky´ch dat a grafu˚ a take´ zaha´jit rˇı´zenı´ zdroju˚. Administra´torˇi Hy-
peric pouzˇı´vajı´ rozcestnı´k zdroju˚ pro nastavenı´ monitorova´nı´ a definice vy´strah na
zdrojı´ch.
• Globa´lnı´ monitorovacı´ zobrazenı´. Uzˇivatelske´ rozhranı´ Hyperic obsahuje na´sle-
dujı´cı´ stra´nky, ktere´ prezentujı´ vy´sledky monitorova´nı´ zdroju˚:
– Centrum Operacı´. Celkovy´ pohled zahrnujı´cı´ vy´strahy, uda´losti a soucˇasne´
odpojene´ zdroje.
– Centrum Vy´strah. Pohled na vy´strahy a jejich definici.
– Centrum Uda´lostı´. Pohled na logova´nı´ uda´lostı´, konfiguracˇnı´ uda´losti a vy´-
strahy.
– Nagios data. K dispozici v nasazenı´, ktere´ majı´ integrovany´ Hyperic s Nagios.
– Momenta´lneˇ odpojen. Seznam momenta´lneˇ nedostupny´ch zdroju˚.
• Pohled na typy zdroju˚. Neˇktere´ stra´nky v uzˇivatelske´m rozhranı´ Hyperic jsou
specificke´ pro konkre´tnı´ typ zdroje, naprˇı´klad vSphare pohled pro vCenter a vCen-
ter spravovane´ zdroje a GemFire pro monitorova´nı´ cˇa´stı´ vFabric GemFire distribuo-
vane´ mezipameˇti prostrˇedı´.
93.1.2 Za´kladnı´ fakta pro nove´ uzˇivatele
Zdroje, ktere´ se uzˇivateli zobrazujı´ a u´rovenˇ opra´vneˇnı´ se rˇı´dı´ danou rolı´.
Neˇktere´ zdroje je nutne´ nakonfigurovat pro monitorova´nı´. Acˇkoliv Hyperic zacˇne
monitorovat veˇtsˇinu zdroju˚ jakmile jsou prˇida´ny do inventa´rˇe, urcˇite´ typy zdroju˚ je po-
trˇeba nakonfigurovat, aby agent mohl sbı´rat metriky. Naprˇı´klad JMX URL adresa a prˇı´-
stupove´ u´daje musı´ by´t zada´ny v Hypericu pro to, aby byl agent schopny´ monitorovat
skrz JMX. Metriky shroma´zˇdeˇne´ pro zdroj se rˇı´dı´ vy´chozı´m nastavenı´m pro metricke´
kolekce typu prostrˇedku.
3.2 Platformy, Servery a Sluzˇby
Kazˇda´ zdrojova´ instance v Hypericu ma´ jeden z na´sledujı´cı´ch inventa´rnı´ch typu˚: plat-
forma, server nebo sluzˇba.
3.2.1 Hierarchie Platforma-Server-Sluzˇba
Platforma, server a sluzˇba jsou vy Hypericu hierarchicky propojeny.
• Platforma je prˇeva´zˇneˇ stroj s operacˇnı´m syste´mem, na ktere´m je spusˇteˇn HQ agent.
Jsou take´ platformnı´ typy pro virtua´lnı´ a sı´tove´ hosty.
• Server je softwarovy´ produkt, ktery´ je spusˇteˇn na platformeˇ.
• Sluzˇba je zdroj, ktery´ je nedı´lnou soucˇa´stı´ nebo beˇzˇı´ na platformeˇ cˇi serveru. Je
jedno jestli je sluzˇba sva´za´na s platformou nebo serverem, pro Hyperic je to sluzˇba.
Acˇkoliv sluzˇby asociovane´ s platformou jsou veˇtsˇinou povazˇova´ny za platformnı´
sluzˇbu.
Hyperic automaticky prozkouma´ veˇtsˇinu platforem, serveru˚ a sluzˇeb a naplnı´ Hy-
peric databa´zi klı´cˇovy´mi informacemi o kazˇde´ objevene´ polozˇce a jejı´m vztahu s os-
tatnı´mi zdroji.
Na obra´zku 3 je zobrazena konkre´tnı´ hierarchie platforma-server-sluzˇba. (Jenom neˇ-
ktere´ servery a sluzˇby jsou zobrazeny z celkove´ hierarchie.) Na´pis na kazˇde´m zdroji
naznacˇuje jeho typ. Hierarchie obsahuje na´sledujı´cı´:
• platformu jejı´zˇ typ je ”MaxOSX“
• dveˇ platformnı´ sluzˇby, jejichzˇ typy jsou ”Souborovy´ syste´m“ a ”CPU“
• dva servery, jejichzˇ typy jsou ”JBoss 4.2“ a ”Tomcat 6.0“
• cˇtyrˇi sluzˇby, ktere´ jsou spusˇteˇny na serverech, jejichzˇ typy jsou ”JMS Topic“, ”JMS
Destination“, ”Webapp“ a ”Connector“
10
Obra´zek 3: Hierarchie Platforma-Server-Sluzˇba
3.2.2 Platformy
V Hypericu jsou dva hlavnı´ druhy platforem:
• Platformy operacˇnı´ch syste´mu˚. Platforma operacˇnı´ho syste´mu je pocˇı´tacˇ a operacˇnı´
syste´m, ktery´ je na neˇm spusˇteˇn. Hyperic automaticky prozkouma´ platformu ope-
racˇnı´ho syste´mu pomocı´ syste´move´ho pluginu Hyperic. Nenı´ mozˇne´ prˇidat manu-










• Virtua´lnı´ a sı´t’ove´ platformy. Hyperic podporuje ru˚zne´ typy platforem ktere´ ne-
souvisı´ s konkre´tnı´m fyzicky´m strojem a tradicˇnı´m operacˇnı´m syste´mem. Tyto jsou:
– Zdroje, ktere´ Hyperic agent monitoruje vzda´leneˇ prˇes sı´t, jako je sı´tovy´ host a
zarˇı´zenı´,
– virtua´lnı´ zdroje, jako je VMware vSphere host a VM
– a distribuovany´ soubor zdroju˚ jako GemFire distribuovane´ syste´my.
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Hyperic agent nepodporuje automaticke´ prozkouma´nı´ a monitorova´nı´ virtua´lnı´ch
a sı´tovy´ch platforem. Typicky se tyto platformy vytva´rˇejı´ manua´lneˇ (pouzˇitı´m prˇı´-
kazu Nova´ platforma), nebo prˇinejmensˇı´m poskytnou nastavenı´ dat pro zdroje,








– VMware vSphere Host
– VMware vSphere VM
– Xen Host
3.2.3 Servery
V Hypericu je server softwarovy´ produkt, ktery´ je spusˇteˇn na platformeˇ. Servery posky-
tujı´ komunikacˇnı´ rozhranı´ a prova´deˇjı´ specificke´ u´koly na za´kladeˇ pozˇadavku˚. Prˇı´klady
serveru˚ jsou TomCat, JBoss a Exchange. Veˇtsˇina typu˚ severu˚ jsou automaticky objeveny
pomocı´ serverovy´ch Hyperic pluginu˚. Jestlizˇe plugin, ktery´ spravuje server nepodporuje
automaticke´ prozkouma´nı´, nebo kdyzˇ automaticke´ prozkouma´nı´ selzˇe, je mozˇne´ manu-
a´lneˇ vytvorˇit server.
3.2.4 Sluzˇby a platformnı´ sluzˇby
Sluzˇba je softwarova´ komponenta v Hypericu, ktera´ se veˇnuje konkre´tnı´mu u´kolu, ktery´
je prova´deˇn na serveru nebo platformeˇ. Sluzˇba, ktera´ je spusˇteˇna na serveru je oznacˇovana´
jako sluzˇba. Zatı´mco sluzˇba, ktera´ je spusˇteˇna na platformeˇ je oznacˇova´na jako platformnı´
sluzˇba. Zdrojovy´ plugin, ktery´ ma´ na starosti prozkouma´nı´ platformy nebo serveru take´
prozkouma´ klı´cˇove´ sluzˇby – jako je CPU, sı´t’ova´ rozhranı´, souborovy´ syste´m a dalsˇı´ –
beˇzˇı´cı´ na platformeˇ.
Kromeˇ toho mu˚zˇe autorizovany´ uzˇivatel jasneˇ nakonfigurovat platformnı´ sluzˇby na
platformeˇ, ktere´ slouzˇı´ jako proxy pro zdroje, ktere´ Hyperic agent mu˚zˇe monitorovat prˇes
sı´t’, naprˇı´klad DNS nebo POP3 sluzˇbu [6].
3.3 Pluginy
Pluginy jsou rozhranı´ mezi Hyperic HQ a produkty na sı´t’i, ktere´ je mozˇne´ spravovat.
Hyperic doka´zˇe detekovat tisı´ce produktu˚ dı´ky jeho standardnı´m pluginu˚m, ale je take´
12
mozˇne´ rozsˇı´rˇit funkcionalitu Hypericu o produkty, nebo cˇa´sti produktu˚, ktere´ nejsou
zatı´m pokryty, za pomoci vlastnı´ch pluginu˚.
Vy´voj pluginu˚ vyzˇaduje pochopenı´ inventa´rnı´ho modelu HQ popsane´ho zdroji, typy
zdroju˚ a inventa´rnı´mi typy a funkcemi, ktere´ plugin implementuje.
Je mozˇne´ pluginy pouzˇı´t pro prohleda´va´nı´, sbeˇr dat a ovla´da´nı´ zdroju˚. Pluginy nemo-
hou by´t ale pouzˇity na zmeˇnu vy´strah, reportova´nı´ nebo podobnou serverovou funkcio-
nalitu.
Pluginy v Hyperic HQ jsou samostatne´ .jar nebo .xml soubory, ktere´ jsou nasazeny na
server a kazˇde´ho agenta, ktery´ plugin spousˇtı´. Kazˇdy´ plugin minima´lneˇ obsahuje popis
v XML, ktery´ je ulozˇen bud’ samostatneˇ nebo zabudovany´ do .jar souboru.
3.3.1 Role serveru a agenta v pluginech
Je potrˇeba plugin nasadit, jak na server, tak soucˇasneˇ na agenta. Server a agent zastupujı´
kazˇdy´ ru˚zne´ role v souvislosti s pluginy:
Agent shromazˇd’uje vsˇechna data ze zdroju˚ a vsˇeobecneˇ komunikuje se zdroji. Po-
mocı´ pluginu agent mu˚zˇe:
• Automaticky objevit zdroje.
• Shromazˇd’ovat metriky ze zdroje.
• Prova´deˇt podporovane´ ovla´dacı´ akce.
Server se zaby´va´ meta-daty, cozˇ znamena´, zˇe vı´ o:
• Platformeˇ, serveru a typech sluzˇeb zdroju˚, a jak plugin mapuje cı´lene´ zdroje do
inventa´rnı´ho modelu.
• Konfiguracˇnı´m sche´matu pro kazˇdy´ zdroj.
• Zobrazova´nı´ dat od zdroju˚ a metricky´ch dat v uzˇivatelske´m rozhranı´ Hypericu.
• Definici kontrolnı´ch akcı´.
3.3.2 Implementace pluginu˚
Pluginy mohou by´t vytvorˇeny pro ru˚zne´ druhy zdroju˚. V za´vislosti na druhu zdroje,
jak komunikuje a poskytuje data mohou by´t napsa´ny ru˚zne´ typy implementace pluginu˚.






3.3.3 Pouzˇitı´ podpu˚rny´ch trˇı´d ke zjednodusˇenı´ pluginu˚
Hyperic HQ poskytuje mnoho podpu˚rny´ch trˇı´d (jsou to pluginy), na ktere´ je mozˇne´ se
odvolat v ra´mci vlastnı´ch pluginu˚ a zjednodusˇit si implementaci. Hyperic HQ poskytuje
na´sledujı´cı´ podpu˚rne´ trˇı´dy (tabulka cˇ 1):
Kategorie Podpu˚rne´ trˇı´dy Kdy je mozˇno tuto trˇı´du pouzˇı´t
Skriptova´nı´ qmail, Sendmail,
Sybase






K shromazˇd’ova´nı´ metrik z databa´zovy´ch
tabulek
Win-Perf Counters IIS, Exchange,
DS, .NET




Pro komunikaci s operacˇnı´m syste´mem.
SIGAR je proprieta´rnı´ API neza´visle´ na
OS
Sı´t’ove´ protokoly HTTP, FTP,
SMTP, a dalsˇı´
Pro komunikaci s platformnı´mi sluzˇbami,
ktere´ ma´ HQ zabudovane´, ale je potrˇeba
shromazˇd’ovat dalsˇı´ metriky od nich
Vendor Citrix, DB2,
VMware
Tabulka 1: Podpu˚rne´ trˇı´dy v Hyperic HQ a jejich vyuzˇitı´
Rozhranı´ HQ pluginu˚ je jednoduche´. Naprˇı´klad meˇrˇı´cı´ HQ plugin ma´ jenom jednu
metodu (getValue). Autoinventa´rnı´ plugin ma´ jenom jednu metodu pro kazˇdou u´rovenˇ
v inventa´rˇi. Nejteˇzˇsˇı´ cˇa´st prˇi psanı´ pluginu je rozmyslet si:
• Jak je mozˇne´ dostat data ze spravovane´ho zdroje?
• Kde majı´ by´t tyto data umı´steˇna v hierarchii inventa´rnı´ho modelu? Na jake´ in-
venta´rnı´ u´rovni (platforma, server, sluzˇba)?
3.4 XML Deskriptor
Deskriptor pluginu je XML soubor, ktery´ je definovany´ jako co mu˚zˇe plugin deˇlat a
jak to ma´ deˇlat - typy zdroju˚, ktere´ spravuje a pro kazˇdy´ typ jakou funkci vykona´va´,
data zdroju˚, ktere´ pozˇaduje a prozkouma´va´ a metriky, ktere´ vracı´. Kazˇdy´ plugin ma´
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soubor deskriptoru. Plugin, ktery´ pouzˇı´va´ podpu˚rne´ trˇı´dy Hyperic nebo skript ktery´
vykona´nı´ funkce spra´vy potrˇebuje take´ svu˚j deskriptor soubor. Deskriptor pro plugin,
ktery´ pouzˇı´va´ vlastnı´ rˇı´dı´cı´ trˇı´dy je zabalen se trˇı´dami v souboru JAR pro nasazenı´.
XML deskriptor je v podstateˇ plugin, ktery´ obsahuje informace o tom jaky´m zpu˚so-
bem je plugin realizovana´. V prˇı´padeˇ skriptu, musı´ by´t v deskriptoru uvedena cesta ke
skriptu, ktery´ se ma´ spousˇteˇt.
3.4.1 Nahra´nı´ pluginu do syste´mu Hyperic HQ
K pouzˇitı´ pluginu je potrˇeba vlastnı´ plugin nejdrˇı´ve nahra´t na server, ktery´ provede au-
tomatickou distribuci jednotlivy´m agentu˚m. Toto je mozˇne´ z uzˇivatelske´ho rozhranı´ Hy-
peric HQ. Nad informacˇnı´m panelem je za´lozˇka Administration. Po jejı´m zobrazenı´ je
potrˇeba jesˇteˇ kliknout na na odkaz Plugin Manager v sekci HQ Server Settings.
Zobrazı´ se stra´nka se vsˇemi nainstalovany´mi pluginy a dalsˇı´mi informacemi o nich. Po-
mocı´ tlacˇı´tka Add/UpdatePlugin(s) v prave´ spodnı´ cˇa´sti stra´nky se prova´dı´ samotne´
nahra´nı´ pluginu. V dialogove´m okneˇ je potrˇeba vybrat soubor, ktery´ obsahuje plugin a
ten pomocı´ tlacˇı´tka Upload nahra´t do syste´mu.
3.4.2 Hierarchie spravovany´ch typu˚ zdroju˚
Deskriptor pluginu definuje kazˇdy´ zdrojovy´ typ, ktery´ bude spravovat, v neˇktery´ch prˇı´-
padech jeden typ, ale cˇasteˇji hierarchii typu˚. Naprˇı´klad server (Tomcat 6.0) a jeho sluzˇby
(Vhosts). Plugin mu˚zˇe spravovat neˇkolik typu˚ zdrojovy´ch hierarchiı´, naprˇı´klad Tomcat
plugin v Hypericu spravuje Tomcat 5.5 a take´ Tomcat 6. Deskriptor pro takovy´to plugin
definuje hierarchii pro kazˇdou z verzı´.
Acˇkoliv plugin mu˚zˇe spravovat platformu a jednu nebo vı´ce u´rovnı´ za´visly´ch zdroju˚,
v praxi prakticky vsˇechny zdroje na platformnı´ u´rovni jsou spravova´ny jednı´m Hyperic
pluginem - syste´movy´m pluginem (system-plugin.jar). Syste´movy´ plugin prozkouma´va´
a spravuje vsˇechny podporovane´ platformy operacˇnı´ch syste´mu˚ (Unix, Linux, Win32,
Solaris, MacOSX, AIX, HPUX, a FreeBSD) a platformnı´ sluzˇby (jako je sı´tove´ rozhranı´,
CPU, souborovy´ syste´m).
Jedine´ dalsˇı´ pluginy Hypericu, jenzˇ spravujı´ zdroje, ktere´ Hyperic povazˇuje za plat-
formy jsou ty, jenzˇ spravujı´ virtua´lnı´ nebo sı´tove´ hosty.
3.4.3 Shromazˇd’ovane´ metriky pro kazˇdy´ typ zdroje
Deskriptor specifikuje kazˇdou metriku, kterou plugin zı´ska´va´ pro kazˇdy´ typ zdroje, ktery´
spravuje. Naprˇı´klad plugin Tomcat zı´ska´va´ ”Dostupnost“, ”Momenta´lnı´ pocˇet vla´ken“
a ”Momenta´lnı´ zanepra´zdneˇna´ vla´kna“ pro sluzˇbu ”Vla´kna“. Pravidla pro zı´ska´va´nı´
metrik jsou definovana´ ve strukturovane´m vy´razu definovane´m jako sˇablona metriky.
Sˇalona metriky identifikuje cı´lovou metriku podle jme´na na´vratove´ souvisejı´cı´ meˇrne´




Struktura deskriptoru pluginu je stejna´ jako hierarchie zdrojovy´ch typu˚, ktere´ plugin
spravuje, vyja´drˇena´ podmı´nkami inventa´rnı´ho modelu Hyperic. Deskriptor pluginu ob-
sahuje element typu zdroje - <platform>, <server> nebo <service> - pro kazˇdy´ typ
zdroje, ktery´ je spravova´n. Hierarchie zdrojovy´ch elementu˚ v deskriptoru musı´ odra´zˇet
vztahy mezi spravovany´mi typy zdroju˚. Naprˇı´klad element <server> pro Tomcat ob-
sahuje (je rodicˇem) element <service> pro typ Vhost.






3.4.5 Fakta o sˇabloneˇ metrik
Kazˇdou metriku, kterou plugin shromazˇd’uje ma´ sˇablonu metriky, ktera´ vyjadrˇuje po-
zˇadavek na specifickou metriku pro specificky´ zdroj ve forma´tu ktere´mu Hyperic agent
rozumı´. Sˇablona metriky ma´ formu: Domain:Properties:Metric:Connection
Sˇablona metriky poskytuje informace pro meˇrnou trˇı´du, ktere´ potrˇebuje k zı´ska´nı´
metriky. Tyto informace zahrnujı´ parametry zdroje (data spojenı´, typ zdroje a jme´na a
tak da´le) a parametry metriky (kategorie, jednotky meˇrˇenı´, jestli je to indika´tor, a tak
da´le). Tyto zdrojove´ a metricke´ parametry jsou definova´ny v elementech <option>,
<property> a <metric> pro typ zdroje. Sˇablona zdroje sjednocuje tato data pro kon-
kre´tnı´ metriku jako strukturovany´ ”pozˇadavek metriky“, ktery´ Hyperic agent doka´zˇe
splnit.
Plugin Hypericu spravujı´cı´ hierarchii serverovy´ch sluzˇeb cˇasto sbı´ra´ prˇes tisı´c je-
dinecˇny´ch metrik. K usnadneˇnı´ procesu definice sˇablon metrik, vy´voja´rˇi pluginu˚ typ-
icky definujı´ sˇablonu z hlediska promeˇnne´, ktera´ vracı´ hodnoty relevantnı´ s <option>,
<property> a <metric> parametry [7].
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4 Implementace pluginu˚ pro monitorova´nı´
Existuje mnoho pluginu˚ pro monitorova´nı´, ale zˇa´dny´ nesplnˇuje dana´ krite´ria pro moni-
torova´nı´ prˇiby´vajı´cı´ch dat v tabulka´ch databa´zı´ch nebo pro monitorova´nı´ stavu URL dle
vra´cene´ho obsahu, proto je na´vrh a implementace teˇchto pluginu˚ cı´lem te´to pra´ce.
Plugin pro monitorova´nı´ dat v databa´zovy´ch tabulka´ch bude implementova´n po-
mocı´ podpu˚rny´ch trˇı´d Hyperic. A plugin, ktery´ monitoruje stav URL dle vra´cene´ho ob-
sahu bude implementova´n pomocı´ skriptu, aby bylo mozˇne´ porovnat oba dva prˇı´stupy
k tvorbeˇ pluginu˚.
4.1 Plugin pro monitorova´nı´ dat v SQL databa´zi
Plugin pro monitorova´nı´ dat v SQL databa´zi je navrzˇen tak, zˇe pouzˇı´va´ trˇi druhy metrik.
Prvnı´ druh je vzˇdy vyzˇadovany´ u Hyperic pluginu˚ a musı´ by´t bezpodmı´necˇneˇ prˇı´tomen,
jedna´ se o dostupnost sluzˇby. Tato dostupnost se mu˚zˇe zjisˇt’ovat ru˚zny´m zpu˚sobem.
Je du˚lezˇite´, ale aby vzˇdy doka´zala vra´tit 0 nebo 1. Podle toho se vlastneˇ vyhodnocuje,
jestli je sluzˇba dostupna´ nebo nedostupna´. Pote´ se tato metrika zobrazuje v uzˇivatelske´m
rozhranı´ Hyperic jako procentua´lnı´ hodnota (naprˇ. 85% dostupnost). Da´ se podle toho
velice dobrˇe urcˇit v jake´m je sluzˇba stavu, a jak cˇasto u nı´ docha´zı´ k vy´padku.
Druha´ metrika spocˇı´va´ v SQL dotazu do databa´ze, ktery´ zjisˇtuje celkovy´ pocˇet za´zna-
mu˚ v tabulce. Tı´mto se da´ celkem snadno zjistit, jestli data do tabulky prˇiby´vajı´ nebo se
nemeˇnı´. Hodnota je celocˇı´selna´ a zobrazuje se pote´ v uzˇivatelske´m rozhranı´ Hyperic a
generujı´ se pomocı´ nı´ grafy, kde je videˇt prˇı´ru˚stek dat.
Poslednı´ metrika je navrzˇena tak, aby doka´zala z tabulky podle jme´na sloupce odecˇı´st
poslednı´ hodnotu typu datetime a tuto hodnotu vra´tit. Toto je velice du˚lezˇite´ pro tab-
ulky, ktere´ si zaznamena´vajı´ datum a cˇas ulozˇenı´ za´znamu˚ do sloupcu˚. Je potom mozˇne´ si
tyto data z databa´ze vyvolat a nechat si je pohodlneˇ zobrazit a zjistit, jestli data prˇiby´vajı´.
Plugin je mozˇne´ pouzˇı´t pro sledova´nı´ prˇiby´va´nı´ dat do tabulky a s pomocı´ nastavenı´
ru˚zny´ch vy´strah se nechat informovat o pozˇadovane´m stavu. Takto je mozˇne´ docı´lit
naprˇı´klad toho, zˇe prˇi neplneˇnı´ tabulky daty se po urcˇite´ dobeˇ odesˇle email s informacemi
o neplneˇnı´ na pozˇadovanou emailovou adresu.
4.1.1 Na´vrh rˇesˇenı´
Nejdrˇı´ve bylo potrˇeba stanovit, jaky´m zpu˚sobem zjisˇtovat, jestli data v tabulka´ch prˇi-
by´vajı´. Toto je mozˇne´ zjistit pomocı´ dotazu, ktery´ vra´tı´ celkovy´ pocˇet za´znamu˚ z tab-
ulky (naprˇ. SELECT * FROM tabulka;). Tı´m zajistı´me, zˇe se na´m do metriky dostane
celkovy´ pocˇet za´znamu˚ z tabulky. Toto je za´kladnı´ prˇı´stup k proble´mu. Jestlizˇe jsou v
tabulce sloupce, ktere´ majı´ typ datetime a do nich se zaznamena´va´ datum a cˇas, kdy se
do tabulky za´znam ulozˇili, je mozˇne´ tyto sloupce monitorovat a zjistit si poslednı´ zadany´
datum a cˇas a tento u´daj vra´tit jako metriku. Toto je mozˇne´ prova´deˇt SQL prˇı´kazem,
ktery´ doka´zˇe vyfiltrovat dany´ sloupec a na neˇm prove´st rˇadı´cı´ funkci a vybrat poslednı´
za´znam.
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Bylo potrˇeba take´ vyrˇesˇit spra´vu prˇipojenı´ do databa´ze. Hyperic ma´ vsˇak pro tento
prˇı´pad prˇichystane´ podpu˚rne´ trˇı´dy, ktere´ je mozˇne´ vyuzˇit pro ru˚zne´ implementace plu-
ginu˚. Tyto trˇı´dy se hodı´ pro ru˚zne´ pouzˇitı´ a je dobre´ je vyuzˇı´t, protozˇe doka´zˇı´ usnadnit
neˇktere´ u´koly, ktere´ by trvali prˇı´lisˇ dlouho. V me´m prˇı´padeˇ byla pouzˇita jenom jedna.
Trˇı´da org.hyperic.hq.plugin.sqlquery.SQLQueryMeasurementPlugin se sta-
ra´ o spojenı´ s databa´zı´ a prova´deˇnı´m SQL dotazu˚. Pro jejı´ pouzˇitı´ je nutne´ specifiko-
vat jaky´ se pouzˇije JDBC driver. Tyto drivery jsou implementova´ny te´meˇrˇ pro kazˇdou




Da´le je potrˇebu uve´st prˇipojovacı´ url adresu databa´ze pouzˇı´vajı´cı´ vlastnı´ JDBC forma´t.
MySQL pouzˇı´va´ na´sledujı´cı´ forma´t: jdbc:mysql://localhost/jmenoDatabaze.
Nutne´ jsou take´ prˇihlasˇovacı´ u´daje do databa´ze, jako je jme´no a heslo.
Prˇi na´vrhu pluginu byla bra´na v poraz rozdı´lnost jednotlivy´ch databa´zovy´ch pro-
duktu˚ a jejich databa´zı´, proto jsem implementoval plugin pro na´sledujı´cı´ databa´ze: My-
SQL, MSSQL a PostgreSQL. Pro kazˇdy´ typ databa´ze je implementova´n samostatny´ plu-
gin, ktery´ se stary´ o sbeˇr dane´ metriky. Bylo potrˇeba takto pluginy rozdeˇlit, protozˇe kazˇdy´
pracuje jinak s typem datetime, ktery´ je nutne´ jesˇteˇ pro meˇrˇenı´ metrik prˇeve´st na typ
timestamp. Tento se pote´ zobrazuje v uzˇivatelske´m rozhranı´ Hyperc. Kde je mozˇne´ sle-
dovat jeho ru˚st.
Pro tento typ pluginu je pozˇit pouze jeden XML soubor, ktery´ obsahuje jak samotny´
deskriptor, tak vlastnı´ implementaci. Tı´mto bylo docı´leno vy´razne´ho zjednodusˇenı´ plug-
inu. Nebylo by to vsˇak mozˇne´, bez pouzˇitı´ podpu˚rne´ trˇı´dy pro pra´ci s SQL, kterou Hy-
peric poskytuje.
4.1.2 Vlastnı´ implementace
Implementace probı´hala pro kazˇdy´ typ databa´ze samostatneˇ. Zde bude uka´za´na imple-
mentace pro databa´zi MySQL. Implementace pro ostatnı´ databa´ze je obdobna´.
Plugin growth of table mysql obsahuje dveˇ platformnı´ sluzˇby, ktere´ se zobrazujı´ v
uzˇivatelske´m rozhranı´ jako NumOfRec MySQL cozˇ je zkra´ceny´ na´zev pro pocˇet za´znamu˚
a LastRecInCol MySQL cozˇ je zkra´ceny´ na´zev pro poslednı´ za´znam ve sloupci. Kazˇda´
sluzˇba ma´ svojı´ jedinecˇnou metriku a svoje nastavenı´.
Sluzˇba NumOfRec MySQL je implementova´na pomocı´ podpu˚rne´ trˇı´dy, ktere´ nabı´zı´
zjednodusˇenou pra´ci s SQL dotazy pomocı´ za´pisu do atributu template. Syntaxe prˇı´ka-
zu je na´sledujı´cı´: sql:Query:MetricName. Konkre´tnı´ prˇı´klad pro zjisˇteˇnı´ dostupnosti
sluzˇby je: sql:SELECT COUNT(*) FROM table WHERE 1=1:Availability. Tento
prˇı´kaz je nutne´ zadat do ohranicˇene´ho elementu metric v XML deskriptoru pluginu.
Konkre´tnı´ prˇı´klad pluginu je na vy´pisu cˇ. 1.
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<plugin>
<property name=”PLUGIN VERSION” value=”4.6.6”/>















description=”Name of desired table”/>
</config>
<metric name=”Availability”
template=”sql:SELECT COUNT(∗) FROM %tableName% WHERE 1=1:${name}”
indicator=”true”/>
<metric name=”Number of records”






Vy´pis 1: XML plugin pro sbeˇr dat z databa´zovy´ch tabulek
Jednotlive´ metriky jsou v XML deskriptoru popsa´ny na na´sledujı´cı´ch stra´nka´ch.
<metric name="Availability"
template="sql:SELECT COUNT(*) FROM %tableName% WHERE 1=1:${name}"
indicator="true"/>
V prˇı´kladu je uveden na´zev metriky name="Availability" vlastnı´ sˇablona template
a indika´tor, zda se bude zobrazovat v uzˇivatelske´m rozhranı´ indicator="true".
Metrika pro vlastnı´ meˇrˇenı´, jestli do tabulky prˇiby´vajı´ data pomocı´ zjisˇteˇnı´ celkove´ho
pocˇtu za´znamu˚ v tabulce je na´sledujı´cı´:
<metric name="Number of records"





Vy´znamy jednotlivy´ch atributu˚ jsou stejne´ jako v prˇedchozı´m prˇı´padeˇ, ale jsou zde neˇ-
ktere´ navı´c. Atribut collectionType="dynamic" znacˇı´, zˇe se metrika mu˚zˇe libovolneˇ
meˇnit, stoupat i klesat. Toto mu˚zˇe by´t trochu zava´deˇjı´cı´, ale v tomto konkre´tnı´m prˇı´padu
je nutnı´ mı´t nastaven takovy´to typ, aby se v grafech v uzˇivatelske´m rozhranı´ objevili
pozˇadovane´ pocˇty za´znamu˚. Atribut interval="6000" znacˇı´, jak cˇasto se bude metrika
zaznamena´vat, cozˇ je v tomto prˇı´padeˇ 6000 ms.
Kazˇdy´ plugin obsahuje konfiguracˇnı´ element <config> do ktere´ho se zapisuje nas-
tavenı´ pluginu, ktere´ se potom objevuje v uzˇivatelske´m rozhranı´ na stra´nce vytva´rˇenı´
monitorovacı´ sluzˇby. Za´pis elementu <config> pro nastavenı´ sluzˇby je na´sledujı´cı´:
<config>
<option name="jdbcDriver" type="hidden"











description="Name of desired table"/>
</config>
Element <option> obsahuje naprˇı´klad atributy name="jdbcDriver", kde je ulo-
zˇeno jme´no, type="hidden", ktery´ rˇı´ka´, zˇe tato mozˇnost se nema´ zobrazovat v uzˇivate-
lske´m rozhranı´ Hyperic, description="JDBC Driver Class Name", kde je uveden
popis polozˇky a default="com.mysql.jdbc.Driver" ktery´ rˇı´ka´, jak se ma´ nastavit
vy´chozı´ hodnota. Jak vypada´ konfiguracˇnı´ element zobrazeny´ v uzˇivatelske´m prostrˇedı´
Hyperic je videˇt na obra´zku 4.
Toto vsˇechno je ulozˇeno v XML deskriptoru a obaleno elementem <service>, ktery´
rˇı´ka´, zˇe se jedna´ o plugin pro sluzˇbu.
Sluzˇba LastRecInCol MySQL je implementova´na podobneˇ jako prˇedchozı´ sluzˇba s tı´m
rozdı´lem, zˇe byl pouzˇit jiny´ atribut template pro zı´ska´nı´ informace o poslednı´ hodnoteˇ
zadane´ho sloupce, ktery´ ma´ na´sledujı´cı´ podobu:
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Obra´zek 4: Konfiguracˇnı´ formula´rˇ sluzˇby NumOfRec MySQL
template="sql:SELECT UNIX_TIMESTAMP(%columnName%)
FROM %tableName%
order by %columnName% desc limit 1:${name}"
Tento prˇı´kaz provede vy´beˇr dane´ho sloupce serˇazene´ho podle data a zı´ska´nı´ poslednı´
cˇasove´ hodnoty, ktera´ je na´sledneˇ prˇevedena na typ timestamp. Pro tuto sluzˇbu je jesˇteˇ
potrˇeba nastavit, jaky´ sloupce z tabulky chceme sledovat.
4.1.3 Otestova´nı´ pluginu
Otestova´nı´ pluginu˚ probı´halo na vlastnı´ instalaci Hyperic HQ s agentem nainstalovany´m
na tom same´m stroji. Byla vytvorˇena databa´ze testdb a v nı´ byla vytvorˇena tabulka
test_table, do ktere´ byla vytvorˇena inicializacˇnı´ data. Tabulka test_table se skla´da´
ze trˇı´ sloupcu˚. Prvnı´ sloupec se jmenuje id, je typu int a je v neˇm ulozˇeno id za´znamu,
ktere´ se automaticky doplnˇuje po prˇida´nı´ za´znamu do tabulky. Dalsˇı´ sloupec se jmenuje
name, je typu varchar a je zde ulozˇeno jme´no za´znamu. Poslednı´ sloupec se jmenuje
date, je typu datetime a je v neˇm ulozˇena informace o cˇase a datu prˇida´nı´ za´znamu do
tabulky.
Na zacˇa´tku byly do databa´ze ulozˇeny cˇtyrˇi za´znamy s jedinecˇny´m id a vlastnı´m
cˇasem ulozˇenı´ ve sloupci date. Pote´ bylo provedeno nastavene´ pluginu˚ na sluzˇby Nu-
mOfRec MySQL a LastRecInCol MySQL s nastavenı´m te´to konkre´tnı´ databa´ze a jejı´ tab-
ulky. V prˇı´padeˇ sluzˇby LastRecInCol MySQL byl jesˇteˇ nastaven sloupec date pro moni-
torova´nı´ cˇasu a data.
Postupneˇ se tabulka plnila daty a kontroloval se jejı´ stav pomocı´ pluginu˚. Jak se meˇnili
grafy v pru˚beˇhu testova´nı´ je mozˇne´ si prohle´dnout na obra´zku cˇ. 5. Z obra´zku je pa-
trne´ jak sluzˇba pro sbeˇr celkove´ho pocˇtu za´znamu˚ vykazuje ru˚st, kdyzˇ jsou za´znamy
do databa´ze prˇida´va´ny. U sluzˇby ktera´ zobrazuje cˇas poslednı´ho za´znamu je patrny´ ne-
linea´rnı´ a skokovy´ ru˚st. To je zpu˚sobeno tı´m, zˇe za´znamy byli do databa´ze vkla´da´ny s
ru˚zny´m datem, ne vzˇdy bezprostrˇedneˇ za sebou na´sledujı´cı´m.
Testovacı´ data jsou zna´zorneˇna v tabule cˇ. 2
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Obra´zek 5: Uka´zka grafu˚ monitorovacı´ sluzˇby s prˇiby´vajı´cı´ dobou a dalsˇı´mi za´znamy
4.2 Pluginu pro sledova´nı´ stavu URL dle vra´cene´ho obsahu
Tento plugin obsahuje celkem sedm metrik pro rozlicˇne´ pouzˇitı´. Jako za´kladnı´ je zde
metrika dostupnosti, ktere´ je vyzˇadovana´ u kazˇde´ho pluginu. Tato metrika urcˇuje, jestli
je sluzˇba v provozu nebo nenı´. Jedna´ se o metriky, ktere´ se zjisˇt’ujı´ pomocı´ http dotazu.
Je tedy potrˇeba zjisˇt’ovat na´vratovy´ ko´d tohoto dotazu, proto je to jedna z metrik. Plugin
take´ obsahuje metriku pro zjisˇteˇnı´ velkosti obsahu, ktera´ uda´va´ velikost odpoveˇdi v Byte.
Pro spra´vnou funkcionalitu na´sledujı´cı´ch metrik je trˇeba prove´st dodatecˇna´ nastavenı´ v
uzˇivatelske´m rozhranı´ pro uprˇesneˇnı´ metriky. Dodatecˇne´ metriky jsou:
• Typ obsahu (Content-Type)
• Klı´cˇove´ slovo v HTML tagu <meta name="keywords"/> (Keyword status)
• Pocˇet nalezeny´ch elementu˚ pomocı´ XPath (Number of elements by XPath)
• Vyhleda´nı´ rˇeteˇzce ve viditelne´m HTML (String found)
Typ obsahu je metrika, pro kterou je potrˇeba zadat, jaky´ typ ma´ vyhleda´vat v HTTP
odpoveˇdi. Jako prˇı´klad je mozˇne´ uve´st Content-Type: text/html. Toto je za´kladnı´ typ,
ktery´ se zobrazı´ po nacˇtene´ beˇzˇne´ HTML stra´nky. Typu˚ je velke´ mnozˇstvı´ a tato metrika
pocˇı´ta´ s tı´m, zˇe je bude uzˇivatel nastavovat. Je mozˇne´ sledovat, jestli se zobrazujı´ pozˇado-
vane´ obra´zky pomocı´ Content-Type: image/png. V prˇı´padeˇ, zˇe je typ obsahu v odpoveˇdi
nalezen do metriky se uvede cˇı´slo 1, v opacˇne´m prˇı´padeˇ se uvede cˇı´slo 0.
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id name date
1 a 2013-04-05 13:20:00
2 b 2013-04-15 13:20:00
3 c 2013-04-25 13:20:00
. . . . . . . . . . . . . . . . . . . . . . . . . .
10 j 2013-06-05 13:20:00
11 k 2013-06-06 13:20:00
12 l 2013-06-07 13:20:00
Tabulka 2: Testovacı´ data v tabulce test table
Klı´cˇove´ slovo v HTML tagu <meta name="keywords"/>+ je metrika pro vyh-
leda´va´nı´ klı´cˇovy´ch slov v HTML stra´nce. Tento HTML tag slouzˇı´ pro vyhleda´vacˇe a
uva´deˇjı´ se zde klı´cˇova´ slova pro zobrazenou stra´nku z du˚vodu kategorizace za´znamu˚.
Hleda´ se vzˇdy jenom jedno klı´cˇove´ slovo. V prˇı´padeˇ, zˇe je pozˇadovane´ slovo nalezeno do
metriky se uvede cˇı´slo 1, v opacˇne´m prˇı´padeˇ se uvede cˇı´slo 0.
Pocˇet nalezeny´ch elementu˚ pomocı´ XPath slouzˇı´ pro vyhleda´va´nı´ v HTML pomocı´
XPath a vra´cenı´ pocˇtu nalezeny´ch elementu˚. Je mozˇne´ zada´vat jednoduche´ za´pisy po-
mocı´ XPath, ale nenı´ proble´m vytvorˇit i slozˇiteˇjsˇı´ konstrukce, pro nalezenı´ pozˇadovany´ch
elementu˚, ktere´ majı´ vı´ce atributu˚ a dalsˇı´ parametry. Jako prˇı´klad lze uve´st na´sledujı´cı´
XPath: //div[starts-with(@id, "photo_") and @class="new"], ktery´ prohle-
da´va´ cely´ dokument a hleda´ element div, jenzˇ ma´ v sobeˇ atribut id, jehozˇ hodnota zacˇı´na´
na photo_ a za´roven obsahuje atribut class, ktery´ ma´ hodnotu new.
Vyhleda´nı´ rˇeteˇzce ve viditelne´m HTML je metrika, kterou je mozˇno pouzˇı´t na hleda´nı´
textu v HTML, ktere´ se zobrazı´ v prohlı´zˇecˇi. To znamena´, zˇe z hleda´nı´ jsou vypusˇteˇny
vsˇechny HTML tagy, ponecha´n je pouze textovy´ obsah. Jestlizˇe je hledane´ slovo nalezeno
do metriky se uvede cˇı´slo 1, jinak se uvede cˇı´slo 0.
4.2.1 Vlastnı´ implementace
Plugin je implementova´n ve skriptovacı´m jazyce Python, ktery´ byl pouzˇit pro jeho velke´
rozsˇı´rˇenı´, cˇitelnost ko´du a mnoho podpu˚rny´ch knihoven. V jazyce Python je napsa´n
skript, ktery´ se vola´ pomocı´ samotne´ho pluginu. Plugin obsahuje deskriptor, kde je po-
psa´no, ktera´ metrika pouzˇı´va´ jaky´ prˇı´kaz. Samotna´ skript se skla´da´ z jedne´ metody, ktera´
se prˇipojuje na zadanou url a pomocı´ podpu˚rny´ch metod sbı´ra´ a filtruje pozˇadovana´













# Prirazeni vstupnich parametru
url = sys.argv [1][3:]
contentType = sys.argv [2][3:]
keyword = sys.argv[3][3:]
xpath = sys.argv [4][3:]
stringToFind = sys.argv [5][3:]
request = urllib2 .urlopen(url )
# Response code
responseCode = request.getcode()




if contentType != ’ ’ :




# Hledani klicoveho slova v tagu meta name=”keywords”
result = html.xpath(’ // meta[@name=”keywords”]’)
keywords = result [0]. get( ’content’ ) . split ( ’ , ’ )
if keyword != ’ ’ :
for key in keywords:











# String to find
if stringToFind != ’ ’ :
position = html. text content () . find (stringToFind)





# Predani metriky agentovi
print ’ code=%s’ % responseCode
print ’ length=%s’ % contentLength
print ’ content−type−status=%s’ % contentTypeStatus
print ’ keyword−status=%s’ % keywordStatus
print ’ xpath−elements=%s’ % xpathElements




Vy´pis 2: Skript http-content.py v jazyce Python
Na zacˇa´tku jsou definova´ny promeˇnne´ metrik a jsou nastaveny na pocˇa´tecˇnı´ hodnoty.
Pote´ dojde k prˇecˇtene´ vstupnı´ch parametru˚. Tyto parametry jsou oznacˇeny vzˇdy dveˇma
alfanumericky´mi znaky na´sledovany´mi znakem rovno ”=“ a hodnotou. Toto rozdeˇlene´
je du˚lezˇite´ pro spra´vne´ prˇirˇazenı´ hodnot metrika´m. Ze vstupnı´ch parametru˚ jsou odstra-
neˇny pocˇa´tecˇnı´ trˇi znaky a prˇirˇazeny k odpovı´dajı´cı´m promeˇnny´m.
Otevrˇe se HTTP spojenı´ na zadanou url adresu pomocı´ knihovny urllib2 a jejı´
metody urlopen(). Vy´sledek spojenı´ je ulozˇen do promeˇnne´ request, se kterou se
pote´ da´le pracuje.
Nejdrˇı´ve je nutne´ zı´skat na´vratovy´ ko´d spojene´. Toto je provedeno pomocı´ metody
getcode(), ktera´ vracı´ HTTP ko´d odpoveˇdi. Z hlavicˇky odpoveˇdi je mozˇne´ take´ zı´skat
informace o velikosti obsahu pomocı´ metody info() a pote´ get("Content-Length").
Take´ je zde zı´ska´na informace o typu obsahu. Toto se provede pomocı´ metody gettype().
Provede se porovna´nı´, jestli zadany´ typ odpovı´da´ typu z odpoveˇdi. Jestlizˇe ano, poznacˇı´
se informace o shodeˇ do promeˇnne´ contentTypeStatus.
Na´sleduje nacˇtenı´ samotne´ho obsahu cozˇ mu˚zˇe by´t HTML kod, vlastnı´ data obra´zku
a dalsˇı´. Obsah je parsova´n pomocı´ knihovny lxml.html a jejı´ metody fromstring()
kde je nahra´n obsah cele´ odpoveˇdi. Hleda´nı´ klı´cˇovy´ch slov probı´ha´ tak, zˇe se vyhleda´
prˇı´slusˇny´ HTML element, v tomto prˇı´padeˇ <meta name="keywords"/> a jeho atribut
content se rozdeˇlı´ pomocı´ metody split(’,’) do seznamu, kde jsou ulozˇena jed-
notliva´ klı´cˇova´ slova. Tato klı´cˇova´ slova se pak porovna´vajı´ s hledany´m klı´cˇovy´m slovem,
a jestli dojde ke shodeˇ, je toto ulozˇeno do promeˇnne´ keywordStatus.
Hleda´nı´ elementu˚ pomocı´ XPath je realizova´no podobneˇ jako hleda´nı´ klı´cˇovy´ch slov.
Podle zadane´ cesty XPath se prohleda´va´ obsah a a prˇi shodeˇ je element ulozˇen do sez-
namu. Zjisˇteˇnı´ velkosti seznamu se prova´dı´ pomocı´ metody len(), ktera´ vracı´ celkovy´
pocˇet polozˇek. Toto cˇı´slo uda´va´ celkovy´ pocˇet nalezeny´ch elementu˚ se zadanou XPath.
Prˇi hleda´nı´ textove´ho rˇeteˇzce v obsahuje je pouzˇita metoda text_content, ktera´
zajistı´, aby se pracovalo pouze s viditelny´m textem. Vsˇechny HTML tagy a jejich atributy
jsou z obsahu odstraneˇny. Pro samotne´ prohleda´va´nı´ je zavola´na metody find(), jenzˇ
vracı´ prˇi u´speˇchu cˇı´selnou pozici zacˇa´tku hledane´ho textu, prˇi neu´speˇchu vracı´ -1.
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Nakonec je provedeno vytisˇteˇnı´ dvojic na´zevMetriky=hodnota na standardnı´ vy´-
stup odkud je potom pluginem metrika nacˇtena do agenta a da´le zpracova´na.
<plugin>
<property name=”version” value=”1.0”/>
<property name=”PLUGIN VERSION” value=”4.6.6”/>




























































Vy´pis 3: XML soubor pluginu s deskriptorem
Samotny´ XML deskriptor je rozdeˇlen na dveˇ cˇa´sti. V prvnı´ cˇa´sti je uvedena konfigu-
race pluginu, ktera´ se bude zobrazovat v uzˇivatelske´m rozhranı´ Hyperic. Do te´to konfig-
urace je zahrnuta i cesta k samotne´mu skriptu, ktery´ sbı´ra´ metriku. V tomto prˇı´padeˇ je
cesta nastavena na pdk/scripts/http-content.py a ma´ prˇı´znak skryta´, takzˇe nenı´
prˇı´mo v uzˇivatelske´m rozhranı´ videˇt a ani jı´ nejde prˇenastavit.
URL adresa je jediny´ povinny´ u´daj a musı´ by´t zada´na, jinak nebude sbeˇr metriky fun-
govat. Tvar adresy s protokolem ve forma´tu: http://dome´na/jme´noStra´nky.html.
Je mozˇne´ zadat Content-Type, ktery´ se ma´ objevit v odpoveˇdi. Tato mozˇnost je vo-
litelna´ dı´ky atributu optional="true" a vy´chozı´ prˇedvyplneˇna´ hodnota ve formula´rˇi
je nastavena na text/html, cozˇ je beˇzˇna´ hodnota pro webovou stra´nku.
Mozˇnost klı´cˇove´ho slova znamena´, zˇe zadane´ slovo se bude hledat v HTML ele-
mentu <meta name="keywords"/>. Toto je take´ volitelna´ polozˇka a nema´ zˇa´dnou
prˇednastavenou hodnotu.
Stejne´ je to u polozˇky xpath a findString. Prvnı´ slouzˇı´ k vyhleda´nı´ a na´vratu pocˇtu
elementu˚ podle zadane´ho XPath. Druhou metodu je mozˇne´ pouzˇı´t, kdyzˇ na stra´nce je
text, ktery´ je potrˇeba sledovat, jestli se pokazˇde´ zobrazı´.
Zajı´mave´ je pouzˇitı´ filtru, jehozˇ konstrukce je trochu slozˇiteˇjsˇı´. Je rozdeˇlena na neˇkolik
cˇa´stı´. Jme´no filtru je template, na´zev slouzˇı´ pro dalsˇı´ pouzˇitı´ v ra´mci samotny´ch metrik.
Atribut value obsahuje definici spousˇteˇnı´ skriptu. Prvnı´ polozˇka exec: na´m rˇı´ka´, zˇe se
jedna´ o skript, ktery´ se budou spousˇteˇt. atribut file slouzˇı´ pro nacˇtenı´ skriptu, uda´va´
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Obra´zek 6: Uka´zka grafu˚ pro plugin http-content
se zde cesta ke spustitelne´mu souboru. V tomto prˇı´padeˇ je cesta zada´na jako promeˇnna´,
ktera´ dokazuje na konfiguracˇnı´ element script. Nejdu˚lezˇiteˇjsˇı´ v tomto prˇı´padeˇ jsou vs-
tupnı´ argumenty pro skript, zde zadane´ v atributu args. Jedna´ se o argumenty, ktere´ jsou
prˇeda´ny z uzˇivatelske´ho rozhranı´ skriptu i s jejich trˇı´znakovy´m prefixem, ktery´ slouzˇı´ pro
identifikaci.
Samotne´ metriky jsou uvedeny v elementech metric. Majı´ hodneˇ spolecˇny´ch rysu˚,
ale neˇktery´ se lisˇı´. Vsˇechny pouzˇı´vajı´ stejna´ template, ktery´ je slozˇen z cˇa´sti z filtru a je k
neˇmu prˇida´n na´zev metriky, kterou vracı´ skript. U metriky se jme´nem Length je uveden
atribut units s jednotkou B, cozˇ znamena´, zˇe zadane´ metriky se budou v uzˇivatelske´m
rozhranı´ zobrazovat v Byte.
4.2.2 Otestova´nı´ pluginu
Plugin byl testova´n s HTML stra´nkou na ktere´ byly vsˇechny hledane´ parametry dos-
tupne´. Parametry nastavene´ v uzˇivatelske´m rozhranı´ Hyperic pro spusˇteˇnı´ testova´nı´ jsou
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na´sledujı´cı´:




• Find String: softwaru
Testovacı´ stra´nka test_page.html ma´ na´sledujı´cı´ podobu:
<!DOCTYPE html PUBLIC ”−//W3C//DTD XHTML 1.0 Strict//EN” ”http://www.w3.org/TR/xhtml1/
DTD/xhtml1−strict.dtd”>
<html xmlns=”http://www.w3.org/1999/xhtml” xml:lang=”en” lang=”en”>
<head>
< title>test page</title>
<meta http−equiv=”content−type” content=”application/xhtml+xml; charset=UTF−8” />
<meta name=”author” content=”Martin Pape” />
<meta name=”description” content=”Testovac strnky ” />
<meta name=”keywords” content=”test, zkouska, testing,” />
<meta name=”robots” content=”index, follow, noarchive” />
<meta name=”googlebot” content=”noarchive” />











Vy´pis 4: Obsah testovacı´ HTML stra´nky
Na obra´zku cˇ. 6 jsou zobrazeny grafy pro jednotlive´ metriky pluginu http-content.
Z grafu˚ je patrne´, zˇe v pocˇa´tecˇnı´m stavu jsou nalezeny vsˇechny pozˇadovane´ prvky na
stra´nce i v HTTP hlavicˇce. Na´vratovy´ kod odpoveˇdi je 200. Typ obsahu (Contetn-Type)
odpovı´da´ hledane´mu vy´razu text/html cozˇ je naznacˇeno hodnotou 1 v grafu. Velikost
obsahuje je 2,3kB. Klı´cˇove´ slovo test je nalezeno v:
<meta name="keywords" content="test, zkouska, testing," />
A proto se v grafu zobrazuje 1. Pocˇet nalezeny´ch elementu˚ je celkem 6, jak je patrne´
z grafu pro XPath. Hledanı´ textu softwaru ve viditelnı´ cˇa´sti stra´nky je zobrazeno na
grafu String found, ktery´ vykazuje hodnotu 1.
Po tomto pocˇa´tecˇnı´m testu byla provedena editace na souboru test_page.html,
a odstraneˇny dva poslednı´ META tagy, zmeˇneˇno klı´cˇove´ slovo z test na testovaci
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a byla provedena zmeˇna vyhleda´vane´ho slova softwaru na softwwwaru. Tı´mto bylo
zaprˇı´cˇineˇno, zˇe hledany´ viditelny´ text nebyl nalezen, cozˇ je naznacˇeno na grafu hodnotou
0, prohleda´va´nı´ elementu˚ pomocı´ XPath objevilo jen 4 elementy a klı´cˇove´ slovo test
nebylo nalezeno, protozˇe je v grafu zobrazena 0.
Jesˇteˇ bylo provedeno neˇkolik samostatny´ch testu˚, aby se proka´zalo zˇe funguje spra´vneˇ




Cı´lem te´to pra´ce bylo navrhnout a implementovat rozsˇirˇujı´cı´ pluginy pro monitorovacı´
syste´m Hyperic HQ. Jeden plugin se meˇl zaby´vat sbeˇrem dat z databa´zove´ tabulky a kon-
trolou jestli data prˇiby´vajı´. Druhy´ plugin meˇl za u´kol shromazˇdovat informace o HTTP
prˇipojenı´ na zadanou URL adresu.
Plugin pro sbeˇr dat z databa´ze byl implementova´n pomocı´ podpu˚rny´ch trˇı´d Hyperic,
cozˇ se uka´zalo jako velice prˇı´nosne´ pro vytvorˇenı´ cele´ho pluginu sesta´vajı´cı´ho pouze
z XML souboru za velice kra´tkou dobu. Omezenı´m vsˇak je nı´zka´ mozˇnost rozsˇı´rˇenı´
funkcionality a je potrˇeba dodrzˇovat pozˇadavky podpu˚rne´ trˇı´dy. Prˇi tvorbeˇ tohoto plug-
inu bylo potrˇeba prove´st implementaci pro kazˇdy´ typ podporovane´ databa´ze samostatneˇ.
Take´ bylo potrˇeba zajistit korektnı´ zobrazenı´ databa´zove´ho typu datetime v uzˇivatel-
ske´m rozhranı´ Hyperic. Bylo proto potrˇeba prˇeve´st tento cˇasovy´ u´daj na typ timestam,
ktery´ je pote´ zobrazova´n bez proble´mu˚. Tento plugin by se v budoucnu mohl da´t jesˇteˇ
rozsˇı´rˇit, ale povazˇuji jeho funkcionaluti pro dostacˇujı´cı´ pro zadany´ u´kol.
Plugin pro sledova´nı´ stavu URL dle vra´cene´ho obsahu byl implementova´n pomocı´
skriptovacı´ho jazyka Python, ktery´ dovoluje prova´deˇt slozˇite´ akce ve srozumitelne´ formeˇ
za´pisu. Ma´ velke´ mnozˇstvı´ rozsˇirˇujı´cı´ch knihoven a je dostupny´ pro vsˇechny platformy.
Hyperic HQ dovoluje prˇi implementaci pluginu˚ vyuzˇı´t vlastnı´ skripty, ale je potrˇeba
striktneˇ dodrzˇet forma´t prˇeda´va´nı´ metrik. Tento forma´t je vytisˇteˇn na standardnı´ vy´stup,
odkud je prˇeda´n HQ agentovi. V zada´nı´ pro tento plugin bylo uvedeno, zˇe ma´ velikost
obsahu, mime-type a obsazˇena´ klı´cˇova´ slova. K teˇmto funkcı´m byly prˇida´ny jesˇteˇ dalsˇı´
pro monitorova´nı´ na´vratove´ho kodu odpoveˇdi, zjisˇteˇnı´ pocˇtu elementu˚ pomocı´ zadane´
XPath a vyhleda´nı´ viditelne´ho textu na stra´nce. Pro spra´vnou funkci skriptu je potrˇeba
mı´t nainstalovanou knihovnu lxml jejı´zˇ instalace se provede snadno pomocı´ prˇı´kazu:
pip install lxml. Tato knihovna je pouzˇita pro parsova´nı´ HTML obsahu a hleda´nı´
pomocı´ XPath. Jako nejveˇtsˇı´ proble´m prˇi implementaci se uka´zalo spra´vneˇ napojenı´ XML
deskriptoru na vlastnı´ skript, ktere´ je realizovane´ pomocı´ prˇeda´va´nı´ neˇkolika vstupnı´ch
parametru˚ a musı´ by´t uvedeno ve spra´vne´ formeˇ v atributu template v XML deskrip-
toru. Tento plugin je jesˇteˇ mozˇne´ urcˇiteˇ da´le rozsˇirˇovat prˇida´nı´m pozˇadovany´ch funkcı´.
Za´lezˇı´ uzˇ potom na konkre´tnı´ch pozˇadavcı´ch.
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