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本文实证研究运用 2006 年 3 月至 2015 年 6 月间的月度数据, 通过我国的劳动收
入增长率、消费增长率和国债利率三个因子对我国股票市场收益率进行预测. 基于传统
的回归方程预测的种种弊端, 通过整理 VAR 模型的逻辑结构, 设置了各参数的先验分
布, 依据贝叶斯理论对模型中各参数的后验分布进行推断. 并利用 MCMC 方法、Gibbs
抽样算法和 Kalman 滤波器理论对 VAR 模型中的参数进行迭代抽样, 以精确地估计各
参数值, 进而完成对市场收益率的预测.
本文主要的贡献点包括三点: (1) 完善和补充了传统的回归方程, 通过引入股票市场
收益率的条件期望 𝜇𝑡 , 建立了 VAR(1) 模型, 意图通过控制 𝑟𝑡 和 𝜇𝑡 两个序列的残差间
相关系数 𝜌𝑢𝑤 的先验分布的信息含量, 来解决传统回归方程预测时因子选择不当、拟合
精度低、估计参数较多的问题. (2) 本文在对 𝜇𝑡 进行迭代抽样时, 用到了 Kalman 滤波
器理论, 可以避免原始序列的噪声对预测的影响, 获得更精准的估测值. (3) 通过自身模
型与相同预测因子下回归方程的 𝑅2 进行对比, 定义新的指标 𝑅2 比来判断模型的有效


















In recent years, the stock has gradually been one of the most popular finance tools in
financial markets, and forecasting the China’s stock return helps people a lot in optimizing
asset allocation in their hands. So predicting the stock market return rate in advance
has gradually been a hot issue in financial study. As a result, more and more scholars
get started on searching for the relationship between stock market return rate and some
relevant variables, applying statistical methods and building mathematical models.
This paper is empirical research of prediction on China’s stock return rate, through the
following three factors, labor income growth rates, consumption growth rates and Treasury
rates. Our dataset is the monthly data from March, 2003 to June, 2015. This paper is
based on the traditional regression function and added the conditional expected stock
return rate 𝜇𝑡 to our VAR(1) model, and make an increase or decrease on the information
content of the parameter 𝜌𝑢𝑤’s prior distribution to avoid traditional regressions’ shortages
of inappropriate predictors selection, lower fitting degree, and the high number of estimated
parameters’ amount. And 𝜌𝑢𝑤 is the correlation coefficient between the two sequences
𝑟𝑡 and 𝜇𝑡’s residuals. Based on the analysis of statistical model, we make the prior
distribution of some parameters as an assumption, applied Bayesian theory on getting
the posterior distribution of the model parameters, using the method of MCMC, Gibbs
sampling and Kalman filter to iteration sampling to sample VAR model’s parameters,
to accurately obtain each parameter’s Markov stationary distribution. We make each
parameter ten thousand samplings, and regard the mean of sequences after reaching the
stationary distribution as the final estimate of the parameter, and finally get the prediction















the 𝑅2 of our model with the traditional regression. In the end, we are satisfied with
the final prediction through comparing our predicted return rate to the real return rate,
especially in judgment of stock return’s rise and fall.
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此提前预测股票市场收益率也逐渐成为金融中的一个热点问题. 沪深 300 指数是反映中
国沪深两个股票市场整体走势的跨市场指数, 它的出现切合了市场需求, 为人们对市场
收益率的预测增加了一项用于估计市场收益率走势的参照, 且能取到数据的时间年限较
长, 因此我们可以认为沪深 300 指数是可以一定程度上代表全市场股票收益状况的重要





从 2000 年开始, 国外对股票市场收益率预测的研究就已经有了雏形. 迄今为止, 国
外学者对这个问题的理论研究, 从简单的回归到最大似然估计、贝叶斯理论, 到由贝叶
斯理论衍生出的各种算法, 一直在飞速的进步与发展.
2000 年, NICHOLAS BARBERIS [1]利用股息率和国债利率, 通过回归方程建立了关
于股票市场收益率 𝑟𝑡 对 𝑥𝑡 的回归模型：
















其中, 𝑥𝑡 为 𝑡 时刻的股息率和国债利率组成的二维向量, 𝑟𝑡 为 𝑡 时刻的股票市场的收益
率. 如此, 𝑡 时刻的期望市场收益率 𝜇𝑡 为
𝜇𝑡 = 𝛼 + 𝛽
′𝑥𝑡.
2008 年, Lubos Pa´ster 和 Robert F.Stambaugh [2]运用最大似然估计方法通过股息
率与国债率对美国的股票收益率进行了预测, 他们发现最大似然估计方法的收敛速度太
过缓慢, 并且有些参数的似然估计参数不容易求解, 同时作者还指出传统的回归模型存
在着两点不足, 首先, 回归模型对因子与预测变量的线性关系要求太过苛刻, 股票预期
收益率很可能和历史收益率（滞后项）相关, 如此模型很可能由于不满足线性关系而导
致预测精度降低; 其次, 一般情况下回归方程的残差项 𝜖𝑡 都受历史收益率 𝑟𝑡 影响, 会出
现 𝐶𝑜𝑣(𝜖𝑡, 𝜖𝑡+1) 不为 0 而导致 𝜇𝑡 = 𝛼 + 𝛽
′𝑥𝑡 不成立的情况, 文中将这类因子叫做“不
完美因子”. “不完美因子”会给回归模型带来虚假的预测信息, 因此促使我们不得不
寻找其他模型来解决这个问题, 于是他们对股票市场的条件预期收益率 𝜇𝑡 单独建立了
AR(1) 模型, 再联立 𝑟𝑡 , 可以得到 VAR(1) 模型, 即⎧⎪⎨⎪⎩ 𝑟𝑡 = 𝜇𝑡−1 + 𝑢𝑡,𝜇𝑡 = (1− 𝛽)𝐸𝑟 + 𝛽𝜇𝑡−1 + 𝑤𝑡. (1-1)
其中, 𝜇𝑡−1 = 𝐸(𝑟𝑡|𝐷𝑡−1) 为 𝑡 时刻的条件期望收益率, 为不可观测的变量; 𝑢𝑡 为 𝑡 时刻的
非预期收益, 𝐸(𝑢𝑡|𝐷𝑡−1) = 0, 𝐷𝑡−1 = {𝑟1, ..., 𝑟𝑡−1}.
其实早在 2003 年, WAYNE、SERGEI 和 TIMOTHY [3]就针对上述“不完美因子”
提出过相似的概念, 文中明确指出：对于正常的预测因子, 一定有 𝜌𝑢𝑤 < 0 . 当预测因子
的 𝜌𝑢𝑤 ≥ 0 时, 在预测模型中加入该因子便会降低预测的效果. 于是我们将问题转化为:
如何通过 𝜇𝑡 来处理“不完美因子”𝑥𝑡, 并最终对 𝑟𝑡 完成准确的预测.
现在我们将预测因子 𝑥𝑡 考虑其中, 假设 𝑥𝑡 满足 AR(1) 模型, 即
𝑥𝑡 = 𝐴𝑥𝑡−1 + (𝐼 − 𝐴)𝐸𝑥 + 𝑣𝑡 (1-2)




















则 𝑥𝑡 完全通过 𝑣𝑡 和 𝑤𝑡 来影响 𝜇𝑡, 进而影响 𝑟𝑡. 当 𝑥𝑡 是“不完美因子”时, 我们可能
面临两个问题:（一）历史收益率也受到预测因子的历史数据（滞后项）的影响; （二）
𝜌𝑢𝑤 < 0 不满足. 上述两个问题都会导致回归模型失效.
于是, 我们试图通过建立 𝑟𝑡, 𝑥𝑡, 𝜇𝑡 的 VAR 模型, 并通过随机模拟生成模型参数以及
残差的 Markov 链, 令 𝑟𝑡, 𝑥𝑡, 𝜇𝑡 之间只通过残差项相互影响, 由此就解决了问题一的模
型非线性问题. 对于问题二，Lubos Pa´ster 和 Robert F.Stambaugh [4] 在另一篇文章中指
出: 可以尝试控制 𝜌𝑢𝑤 的信息含量来解决. 有关于 𝜌𝑢𝑤 的重要性, 文中有如下陈述:








𝑀 = (𝛽𝑄+ 𝐶𝑜𝑣(𝑢,𝑤|𝑣))(𝑄+ 𝑉 𝑎𝑟(𝑢|𝑣)))−1
𝜌𝑢𝑤 直接决定 𝑀 的值进而影响对 𝐸(𝑟𝑡+1|𝐷𝑡) 的预测; 而针对问题二, 我们尝试通过改变
𝜌𝑢𝑤 来削弱 𝑥𝑡 对 𝑟𝑡 的影响. 具体做法如下: 设
𝜌𝑣𝑤 = 𝜌𝑢𝑣𝜌𝑢𝑤 + 𝜌Δ,其中 𝜌
2
Δ ≤ (1− 𝜌2𝑢𝑣𝜌2𝑢𝑤)
当我们给 𝜌𝑢𝑤 的先验分布增加信息含量时, 由于 𝑥𝑡 是不完美因子, 当 𝜌𝑢𝑣 接近于 ±1 时,
说明 𝑥𝑡 对 𝜇𝑡 有较大影响, 这种情况我们不是很希望见到. 基于 𝜌𝑢𝑣 接近于 ±1, 因而 𝜌Δ
很小, 我们可以忽略不计, 则有 𝜌𝑣𝑤 ≈ 𝜌𝑢𝑣𝜌𝑢𝑤. 如此变量 𝜌𝑢𝑤 便将 𝑢𝑡, 𝑣𝑡, 𝑤𝑡 联系起来, 他














图 1.1 不完美因子的 𝜌𝑢𝑤 对 𝜌𝑣𝑤 的影响
图 1.2 完美因子的 𝜌𝑢𝑤 对 𝜌𝑣𝑤 的影响
如上图, 当逐步加大 𝜌𝑢𝑤 的先验分布信息含量时, 𝜌𝑣𝑤 会降低, 因此 𝑥𝑡 和 𝜇𝑡 的相关系数
𝜌𝑥𝜇 也会降低; 而对于完美因子而言, 增加 𝜌𝑢𝑤 的先验分布信息含量会使 𝜌𝑣𝑤 增大, 同样
有益于模型的预测. 因此增大 𝜌𝑢𝑤 先验分布信息含量对我们模型的预测效果有很大的益
处. 于是我们决定通过增加 𝜌𝑢𝑤 的先验分布信息含量来降低“不完美因子”对模型中 𝑟𝑡
未来值预测的影响, 进而改善预测的精度; 考虑到这点, 本文建立了 𝑟𝑡, 𝑥𝑡, 𝑢𝑡 的 VAR 模




















估计的问题. 他们以贝叶斯估计为理论根基, 将建立的 VAR 模型参数和潜在的波动变量
（残差）都当作随机变量处理, 通过假设先验分布和似然函数来计算参数的边缘后验分
布来完成对参数的估计以及对变量的预测. 但在大多数情况下参数和变量的联合分布以
及后验分布都是非常不易计算的高维分布, 传统的 Bayesian 估计方法无法求取解析解,
以至于不能抽取样本估计参数并用来做预测.
MCMC 方法（Markov Chain Monte Carlo）的出现恰好解决了我们的难题. MCMC
方法主要致力于是估值与抽样, 它主要是对传统随机模拟的理论更新, 它不仅克服了传
统方法还未解决的高维动态模拟的问题, 并且间接地从参数的联合分布中生成随机样本,
避免了一一假设参数的后验分布的过程. 从这个层面上理解, 它提高了传统 Monte Carlo
模拟的精度与效率. 只要模拟次数足够多, 我们就可以得到收敛到精确值附近的样本统
计量. 由 Markov 理论, 经过充分长时间, 待抽样参数的后验分布会收敛到一个平稳分布,
我们可以以这个结果作为抽样依据估测出所有参数. 因此 MCMC 方法的关键就变成了,
如何建立一个平稳分布的 Markov 链. MCMC 方法中通常应用 Metropolis-Hastings 算
法或者 Gibbs 算法抽样生成该 Markov 链, 即先通过先验分布和似然函数的假设得到各
参数的后验分布, 之后依据后验分布对其抽样, 然后用 Monte Carlo 方法在已抽出的样
本中做所需的统计推断, 获得各参数的 Markov 链, 进而获得全部参数的估计值, 对我们
想要的变量值做出预测. 另外两点需要说明: 第一, 时间序列中样本序列异常值的存在
经常会对模型参数的估计有所影响, 进而降低模型的预测精度, 而 Gibbs 算法抽样对参
数信息的实时更新能起到减少误差的产生和累积的作用. 第二, 进行状态变量的更新时















国内已经有很多应用 MCMC 方法的解决问题的实例. 薛文骏(2013) [5]通过贝叶斯
分位数回归建立模型并使用 MCMC 方法和 Gibbs 抽样对我国投资者对于市场信息是
否存在过度反应和反应不足进行了实证分析. 邓慧敏(2014) [6] 中基于贝叶斯理论运用
MCMC 方法和二次 Gibbs 抽样搭建了 VAR 模型探讨股票回报率、通胀率波动和通胀
率趋势三个变量之间的相互作用关系, 最终得到了 MCMC 方法应用在 VAR 模型中能
更准确地模拟出变量之间非线性波动的动态特征. 朱钧钧和谢识予(2011) [7]通过 MCMC
方法来优化 MS―TGARCH 模型来研究我国股票市场波动率不对称的特征.
目前为止, 国内的实证研究还尚未有用应用 MCMC 方法和 Gibbs 抽样建立 VAR
模型对中国股票市场收益率进行直接预测的实例. 上文中已经阐述的 NICHOLAS
BARBERIS(2000) [1] 指出国债利率为“不完美因子”, 且其是影响市场收益率的因素,





本文基于贝叶斯理论搭建了 VAR 模型, 并通过我国劳动收入增长率、消费增长率
和国债利率三个变量对中国股票市场收益率进行了预测, 并解决了传统回归统计方法中
忽略“不完美因子“和变量间非线性关系的不足. 正文先假设了各参数的先验分布、似
然函数, 并依据贝叶斯理论推出了各参数的后验分布. 之后运用了 MCMC 方法获得各
参数的平稳分布, 并用 Gibbs 算法抽样对模型中各参数和变量进行迭代抽样, 其中对某
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