Multimedia information retrieval is an inherently interactive process. When the user enters a conceptual query, that is, a speci cation of some information need in terms of abstract concepts, there may be many alternative ways of interpreting the query. This, in turn, a ects the determination of what items are relevant for retrieval. In the MIRACLE system, these problems are tackled by combining abductive reasoning and dialogue planning. Whereas MIRACLE's abductive retrieval engine is capable of deriving di erent interpretations of ambiguous queries, the dialogue planner employs a comprehensive conversational dialogue model for negotiating queries, clarifying information needs, and explaining retrieval results.
Introduction
Multimedia retrieval systems have to solve at least two di erent tasks: First, the relevant items have to be identi ed, and second, they have to be presented in such a way that the user can relate them to each other, and, what is often more complicated, to the query. In some situations, users might prefer to draw a sketch or to provide an example picture, e.g., when they are looking for similar objects, but are incapable or unwilling to provide a description. This is the assumption underlying most approaches to content-based retrieval (e.g., 26]), which exploit a similarity measure established between non-textual items like pictures to browse the database. As unrestricted browsing is highly ine ective in large databases, though, the need to impose a structure onto the search process arises. In most cases, we do not want to be dependent on isolated atomic features (such as a certain color) of the information item when navigating through the collection of items. The users prefer to think in terms of conceptualizations, for example, \sunset in the mountains", which comprise a number of features (colors, textures, illumination) together with semantic (conceptual) characterizations (sky, rocks, etc.). Hence, we have to construe the representation of a non-textual item as a structured entity or document.
Providing representations is the prerequisite for conceptual search. However, as is known to anyone trying to describe a non-textual object in their own words, there are many ways of doing this. Many ways of representing the contents of a multimedia document appear plausible, and there are many more ways of determining that a given object is relevant. Starting with a given conceptual query, we might use di erent strategies, e.g., employ di erent domain rules, to obtain (partially overlapping) alternative result sets. If the task of maintaining these access paths to the database can be left to the system, users can concentrate on their primary goal, i.e., assessing the relevance of items. As a matter of fact, the relevance assessment process can be supported by the system, for instance, by making explicit the retrieval rules that resulted in a certain object, showing alternative ways to handle a request, or negotiating a modi cation of an unsatisfactory query. These capabilities|among others|require a far more complex user interface than those currently in use. Furthermore, the demand for user guidance in multimedia retrieval applications causes a shift from exploratory interaction styles (browsing) to \conversational dialogue structures " 42] .
Interfaces that act as intelligent mediators between users and other components of an information system aim at exploiting the dialogue context to make the interaction options, their meanings and their consequences transparent (cf. 22, 41] ). This includes active context-based assistance in any phase of the interaction, as for example clari cation of information needs and of related dialogue goals, or means for accomplishing these goals. Thus, the importance of monitoring the pragmatics and semantics of the dialogue is emphasized as In: I. Ruthven (Ed.), MIRO well as the prominent role of supportive meta-communication. In sum, a complete solution to the problem of multimedia information retrieval has to address|at least|the following aspects: multimedia indexing combining feature extraction with semantic annotation, methods for bridging the gap between the users' conceptualization of information needs and the system's way of representing items, and dialogue structures and strategies that are appropriate in this situation.
In this article, we focus on the two latter issues; we introduce an approach to handling ambiguous queries by intertwining query interpretation and exible dialogue management|employing abductive reasoning as a general inference technique in both areas (the indexing problem is treated in detail by M uller and Kutschekmanesch 25], this volume).
In the remainder of this article we will rst provide an overview of related work in intelligent information retrieval (Section 2). In Section 3 we introduce MIRACLE, an experimental information retrieval system that combines multimedia indexing and retrieval components with a conversational dialogue manager. As abductive reasoning plays a key role for both the retrieval engine and the dialogue manager, we give a short account of this inference technique in Section 3.1 and discuss the basic features of the dialogue model and the dialogue manager in the Sections 3.2 and 3.3. Some examples taken from a MIRACLE dialogue session are discussed in Section 4 to illustrate our rst experiences and lessons learned. The conclusions to the paper summarize the arguments brought forward and point out a number of open issues for future work and research in this area.
Related Work on Intelligent Information Retrieval
The process of nding information in large amounts of stored data involves a variety of reasoning tasks, ranging from problem de nition to relevance assessment. Intelligent information retrieval (IIR) systems are intended to support the user in these tasks, and over the last decades a growing number of approaches to employing automatic reasoning techniques have been proposed.
The rst approaches were in uenced by experimental question-answering systems in the sixties and seventies (e.g., SIR, 32]). The main concern was to replace the document representation, which at that time was based on inverted les or term vectors, by more expressive alternatives: semantic networks and frames. Thus, the representation could be subjected to semantic analysis and could provide a basis for knowledge-based matching procedures.
Later, several projects on intelligent information systems have demonstrated the feasibility of extracting factual information from texts for the purpose of semantic indexing, extracting, and automatic creation of hyperlinks. In these systems, knowledge-based methods are combined with appropriate linguistic tools (such as \partial semantic parsers") to overcome the limits of statistical text processing. One of the most wellknown systems in this category is General Electric's SCISOR 33] . This system can be used for information ltering and retrieval and also allows some new ways to handle information. For example, the \spontaneous retrieval" mechanism uses so far unanswered queries (instead of a user-edited pro le as in traditional SDI) to notify the user when a document conveying relevant data is entered. Also, the idea of transforming background material into text knowledge bases has been explored. Whereas Simmons' approach 36] aims at providing a comprehensive knowledge base for expert systems, the CODER system 13] combines the ltering of incoming messages with retrieval operations in the textual background information base. Here, the user can use newly arrived messages as an entry point to the database. Similar techniques have been applied to business information by Carnegie Group Inc., resulting in several commercial prototypes that pro tably employ state-of-the-art text understanding technology.
The extraction of information from incoming and background texts o ers new ways to handle and access the texts. This requires, however, a new approach to the design of the user interface, since traditional query languages as well as simple hypertext browsing techniques cannot cope with the inherent complexity of the information available. This was illustrated by the TOPIC/TOPOGRAPHIC project at the University of Konstanz, Germany. TOPIC is an experimental text analysis system featuring a parser based on the conceptual knowledge of its domain. The parser is organized as a collection of distributed lexicalized grammar modules (word experts). It also uses linguistic knowledge on text grammar to identify discourse topics of a text or paragraph 17]. This enables the retrieval mechanism of TOPOGRAPHIC to select relevant documents, and to access relevant parts (extracted facts, passages, sections) with a high degree of precision. Furthermore, based on the representations of text fragments, the system can identify similar, contradicting or complementing information, enabling the user to follow semantic hyperlinks (cf. 18, 43] ).
Whereas knowledge-based matching extends the potential for semantic retrieval, other AI techniques can be employed to achieve even more inferential power. The applicability of rule-based reasoning, which was demonstrated by the rst working expert systems, stimulated a lot of experiments in IR (see 4] for an overview). Most of these e orts took the expert system approach literally and devised \automatic search intermediaries". Exploiting the semantic and|to some limited extent|the pragmatic knowledge about a speci c problem domain, these systems were able to assist inexperienced users in query formulation and searching. For instance, the CANSEARCH system 30] incorporates a comprehensive domain model that is used to guide the user through a sequence of a priori de ned choices represented as frames. Based on this dialogue, the system detects the relevant features of the user's problem, assigns appropriate search terms, and accesses the database. The PLEXUS system 46] features a similar functionality; however, since here natural language problem statements are the starting point of the dialogue, a component for semantic reasoning was added.
These prototypes are intentionally restricted to functions that simulate a human intermediary (the data are assumed to be stored in a traditional IR system), whereas other expert system designs aim at increasing the responsiveness and exibility of the retrieval system. The I3R system 11, 12] is designed as an interface providing the usual intermediary functions as well as browsing options. Thus, the user is enabled to directly explore parts of the term{concept{document network, which is the basis of the retrieval process. The integrated probabilistic retrieval engine supporting relevance feedback and clustering was later replaced by a spreading activation mechanism 11] in order to retrieve documents by plausible inference as suggested by van Rijsbergen. His proposal was based on the assumption that \... to design the next generation of IR systems, we will need to have a formal semantics for documents and queries. This semantic representation will interact with other types of knowledge in a controlled way, and this way is inference!" ( 34] , p. 81). According to this proposal, in order to estimate the relevance of a document D with respect to a query Q, we have to estimate the probability p(D ! Q). A model-theoretic procedure which can be used for this purpose is logical imaging 34]. Since imaging is independent of a speci c notion of inference, di erent logics can be used in this framework. First prototypes show the viability of the approach (e.g., 10]).
The idea of logic-based information retrieval is more general than previous IR models, since it abstracts away from the inference mechanism, which can be probabilistic reasoning (as proposed by 34]) or some other logical procedure, as well as from the data representation format 27]. As a consequence, it encompasses a variety of approaches which go beyond the heavily domain-dependent rule-based reasoning of traditional expert systems. For instance, Watters and Shepherd employ resolution as a general deduction method to determine relevant documents, which are represented by bibliographic facts in a Prolog database 47]. Natural language queries are translated into a logical form that can be evaluated by the inference engine. Hess integrated linguistic processing and deductive retrieval to access relevant passages and sentences 19]. Other extensions aimed at integrating uncertainty into a logical framework (e.g., 15]).
Another approach combined the inferential process with a measure for semantic similarity: The RIME system 9] is designed to manage high-precision queries on a corpus of medical reports. The retrieval model maps natural language query statements to an internal tree representation of documents and radiographic images. The retrieval process of RIME is based on tree transformations. At each transformation step an uncertainty value is added to calculate the relevance of the|potentially matching|documents. It is important to note that the (transformed) trees code semantic properties.
Other approaches employ a probabilistic inferential model based on Bayesian dependence nets (e.g., 45]). The INQUERY retrieval system 8], which is based on this model, estimates the probability that the user's information need I (as expressed in the query Q) is satis ed by a document D, i.e., p(I j D), by combining evidence along the one or more paths between query and document nodes.
To sum up, we conclude that most of the proposals to use reasoning in information retrieval are mainly based on more or less restricted forms of deductive inference in a rst-order or probabilistic logic. However, since the consequence (the query) is known and we want to know the set of potential premises (the documents), inferential processes might be appropriate which allow us to nd those premises. Both (probabilistic) Workshops in Computing Science -MIRO 1995 3 abductive reasoning and Baysian networks can accomplish this (in fact, for propositional logic and discrete networks they have been proven to be equivalent, cf. 31]). Most research in IR as well as IIR has concentrated on the task of processing a given query, while neglecting the fact that the quality of retrieval is heavily dependent on the interaction process that can be established between user and system. Some researchers did not assume a single shot retrieval process: this is re ected by concepts like relevance feedback (cf. 35]) and retrieval as interaction (for example, 3, 6, 12, 20, 28] ). Whereas these approaches tried to explore the nature of retrieval dialogues and proposed interface designs to support the interaction, little work has been done on making explicit, or explaining, the system's decisions. This problem has primarily been treated in the context of expert systems (for example, 24]).
In the area of IR, mainstream research has focused on the ranking problem due to the assumption of one-dimensional relevance scales. Information scientists, however, have argued for multidimensional concepts of relevance (see 14] for an overview). A system design capturing the full complexity of \user relevance" is surely beyond the current technology. However, given an explicit representation of the relevance criteria which caused a document to be selected, a guided exploration of the retrieval result can be accomplished 44]. Using the main concepts associated with a retrieved item, other documents of the same class can be identi ed. Thus, it is possible to establish hyperlinks between them in accordance with the viewpoint selected by the user. Whereas this technique is based on the notion of a hypertext as a coherent non-linear monologue explored by the reader, other proposals regard it as a dialogue, where the system's task is to present nodes from a hyperbase that are meaningful continuations of the interaction. For instance, Whalen and Patrick 48] argue for a \conversational hypertext", where a user can access further nodes in the hypertext base by typing in natural language queries or comments. Techniques for the automatic indexing of large hyperbases are proposed by Osgood and Bareiss: the browsing interface to such an indexed hyperbase allows the user to select conversational links like \Refocusing, Causality, Comparison and Advice" ( 29] , p. 310).
A Framework for Conversational Multimedia IR
Content-based access to multimedia information, logic-based retrieval methods, and retrieval as interaction/dialogue form the three backbones of the framework proposed in this article. As pointed out in the previous section, none of these three issues is entirely new to the IR community and the research done in related areas. Within the large body of relevant literature, we nd several approaches which deal with the same problems we face while taking a user-centered perspective on intelligent multimedia retrieval. Hence, we can build on several elaborate retrieval models, human-computer collaboration models, and AI techniques developed elsewhere. We only rarely nd, however, approaches that focus on a combination, or integration, of these issues and research areas, in particular, in terms of application in complex systems. For example, elaborate computational models of discourse and human-computer collaboration have been developed in AI and HCI respectively, but they often neglect the speci c problems related to information retrieval.
In IR the retrieval as interaction point of view has become widely acknowledged over the last years. Following, for example, Belkin and Vickery 6] and Ingwersen 20] , we would also like to emphasize the dynamic aspects of information seeking processes. Users of (multimedia) IR systems tend to lack a wellde ned information need and problem-solving plan as the interaction starts, meaning that their vague or ambiguous information needs gradually change as the dialogue develops. This often results in a number of ambiguous user queries that an intelligent retrieval system should be able to deal with (Sections 3.1 and 4 give an account of how we tackle this problem).
However, this is only part of the whole picture. Ambiguous and changing information needs/strategies over longer phases of the interaction demand an elaborate account of the dialogue structure (cf. Section 3.2). We assume that users will bene t from a exible user guidance that provides useful information-seeking strategies while allowing for deviations in a natural way, for example, if an explanation is needed or the strategy has to be negotiated between system and user. This type of interaction resembles a conversation to a large extent|hence we will refer to it as conversational information retrieval.
Last but not least, it is important to note that`ambiguous queries' are not necessarily identical with ambiguous information needs', and that both are by no means restricted to natural language dialogue; ambiguity also occurs|and probably even more so|in graphical and multimodal dialogue. In such a context, ambiguity arises from semantic and pragmatic design decisions: it may come along with simpli ed views of the actual semantic relationships (neglecting, for instance, time or some other context parameter needed Workshops in Computing Science -MIRO 1995to pinpoint a fact like a person{place relationship), or it results from functional particularities of interface devices, e.g., sliders which allow the user to control the system in a technical way but require some training, because the e ects of a manipulation may be not as clearly distinguishable as desired. For instance, given sliders for controlling the hue and contrast values of pictures to be retrieved, how do you adjust them to retrieve snapshots taken in bright sunlight? As these and other problems at the interface level seem to be inherent to multimedia IR, the need to devise an interaction model capable of dealing with these intricacies arises. Resolving naturally occurring ambiguities, both with respect to query/retrieval aspects and to dialogue aspects, is the principle concern of our research presented here.
Before turning to the discussion of our approach in detail, we will now give a short account of our system prototype MIRACLE|MultImedia concept Retrieval bAsed on logiCal query Expansion 1 and its basic components:
The Indexer (called MAGIC|Multimedia oriented Automatic Generation of Indices and Clusters) combines probabilistic text indexing with representation methods for pictures derived from contentbased retrieval approaches (for details cf. M uller/ Kutschekmanesch, this volume). The Abductive Retrieval Engine works on a knowledge base comprising a semantic domain model, a model of the document/object structure, and the semantic counterparts (concept index) to the syntactic index terms assigned to the multimedia documents in the database (cf. Section 3.1). The Dialogue Manager mediates between the user and the retrieval engine. To achieve an appropriate amount of user guidance, this component relies on an explicit dialogue representation and a repository of dialogue acts (tactics) and strategies (cf. Sections 3.2 and 3.3). A user's query is a description of what the user is looking for and is unlikely to match database entries directly. To deal with these descriptions, we distinguish between an intensional (or: conceptual) representation of the domain, and the extensional model (i.e., instances retrieved from the database) of an inferred query interpretation. Applying abductive reasoning, we have devised a method for content-based concept retrieval in multimedia databases. Abduction can here be restricted to ground each proof (a hypothesis) on a special subset of available formulae only. A query is formulated at the intensional level and the inference mechanism generates query reformulations with respect to the available information structures, i.e., the inference process is set up to map from conceptual query statements to arbitrary information elements.
Distinguishing between the intensional and the extensional level demands a distinction between at least three global phases of the interaction, i.e., (1) query formulation; (2) inspection of the generated query interpretations; (3) inspection of instances retrieved from the database. Actual information retrieval dialogues, however, are often far more complex, and additional interaction options are to be included. For example, the user should be able to compare and evaluate the generated query interpretations before selecting the appropriate one to be executed; she might wish to ask questions (enter subdialogues for clari cation), to withdraw or correct some previous decision, etc. To keep track of such complex interaction structures and to assist the user in nding an orientation, the dialogue manager must rely on an elaborate model of dialogue (cf. Section 3.2). Based on this model the dialogue manager dynamically builds up a structured dialogue history that is exploited to plan the subsequent dialogue steps (cf. Section 3.3).
Abductive Reasoning: An Inference Technique for Information Retrieval
Abduction is a form of inference apart from induction and deduction. The term`abduction' was coined by C.S. Peirce. He de ned abduction to be the explanation of the \surprising observation of a certain fact". Talking about the nature of abductive inference in human reasoning, Peirce said in a 1903 lecture: \The abductive inference comes to us like a ash. ...] it is the idea of putting together what we had never before dreamed of putting together which ashes the new suggestion before our contemplation." ( 7], p. 184)
Abductive reasoning tries to combine partial knowledge to form a more general concept of the world. This seems to be the most promising property of an abductive inference process. Many logic-based retrieval systems su er from a kind of brittleness, if they are applied to real world problems and data. We suggest not to modify the logic theory alone, but to select an appropriate inference process, as well.
One of the crucial problems of using logic in IR is the need to model vague, and often even inconsistent properties of information by the formal and hence precise means of logical formalisms. A number of logic mechanisms have been developed which cope with uncertainty, default knowledge and the like. Unfortunately, the use of a calculus which allows the treatment of vague facts and rules does not automatically imply a higher degree of robustness. As a matter of fact, a logical theory will hardly cover all aspects of a real life domain. Thus, one needs to nd an inference process which is able to recover from (or maintain) a partially inconsistent or insu cient model of the domain. In the last few years abduction has gained increasing interest in many elds of research in Arti cial Intelligence. The most prominent applications can be found in diagnostic tasks, where the inference process needs to explain abnormal behavior in otherwise regular systems. This is due to the fact that abductive reasoning adds additional knowledge to a theory to relate isolated aspects of the problem under consideration.
Deduction
Abduction
All human beings are mortal. All artists are famous. Sokrates is a human being.
Picasso is famous.
||{ ||{
Sokrates is mortal. (probably) Picasso is an artist.
A general characterization of abduction is: abduction infers explanations for a given observation. This can be illustrated by the basic inference step of abduction, which can roughly be described as a kind of inversion of Modus Ponens. Whereas Modus Ponens in deductive systems is based on material implication,
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In general, abduction will nd several possible explanations with respect to a given set of data and a query formulation. Reconsidering the need for robustness when using logic inference in IR, one should note that not all explanations need to be valid all together. Thus, we refer to each proof (explanation) as a feasible hypothesis. An abductive system by de nition generates all explanations for an observation with respect to a theory and a suitable form of logical implication. A logical theory T is de ned over a language L of well-formed formulae, built from variables, constants and predicates. Given a theory T and a sentence a, which needs to be explained in terms of T , an abductive reasoning process will yield a set of explanations (or hypotheses) H so that T H ) a. This notion of abduction has two interesting properties:
it can be implemented using a state-of-the-art meta-interpreter which is capable of tracing a logical calculus, and build a proof structure from the trace; since the meta-interpretation makes it possible to avoid accessing the database during the proof construction phase (it simply yields a list of propositions that remain to be proven independently), we have a means to cope with the incomplete or even inconsistent databases, which must be reckoned within the IR domain. We can separate the intensional reasoning about the concepts from accessing the actual document representations (which can be regarded to form the extensional layer of the knowledge base).
In accordance with van Rijsbergen's formulation of the retrieval problem (see Section 2) we assume that a retrieval method attempts to prove that a multimedia document D entails (a part of) the query Q: D ! Q 34]. By letting a user's query statement a to be a = Q we can use the process of abductive reasoning to infer the user's information need directly from the given query statement. Abduction generates a set of explanations (document models plus additional hypotheses) which together imply the consequence (the query). Or, to give a more abstract reformulation of the process of abductive information retrieval: Assuming the given interpretation T H for a to be true, the inference process proposes a way of understanding a query statement.
Furthermore, abductive reasoning will produce more than one reasonable query reformulation, since for non-trivial domains there will be|in most cases|more than one way of mapping a high-level information need to an aggregation of basic multimedia entities. Thus, the inference process also produces di erent possible readings of the query which may di er in their meaning on both the semantic and the structural levels. By maintaining the di erences between these query interpretations, the dialogue manager of MIRACLE can provide qualitative feedback on how to process a given query statement.
The following example provides a brief introduction to sketch the technical details of the abductive inference process. Consider a database consisting of biographies of artists: each biography can be identi ed by the name of an artist; each artist has one or more styles of art, which can be modeled in terms of a traditional thesaurus. Additionally, the keywords from an art-and-artists thesaurus might occur somewhere in the textual components of the biographies. Now, consider a query statement like Which artist is concerned with \Expressionism"? The reasoning module infers at least two ways to interpret such a given query term: either as a keyword (e.g., by looking it up in the thesaurus index) or as a general full-text query phrase, i.e., a string as in \mad dogs and Englishmen". In the rst case, the precision of the query reformulation will be higher (manual indexing of thesaurus terms), whereas the second case favors a higher recall (all textual occurences of the (stemmed) query terms). This distinction is inferred as an additional hypothesis, which will be frozen during the retrieval dialogue. The logical retrieval model will force all subsequent reformulations to comply with the interpretation chosen by the user.
As it would be beyond the scope of this paper to explain the details of the retrieval process employed in MIRACLE|in particular, the use of the probabilistic indexing component MAGIC|we refer to 25] (this volume) and to 44] for a detailed discussion. In the following we will concentrate on the interaction with the user, i.e., we will show a way in which the complex results provided by the abductive retrieval engine can be communicated. As we have sketched above, the inference process must take into account already established Workshops in Computing Science -MIRO 1995 7 knowledge about the goals and plans of the user. In the example given above, the hypothesis should not be rejected in subsequent retrieval steps. The inferred knowledge is maintained as a set of constraints C, which prune the space of valid hypotheses. Thus, the de nition below uses the constraints as lters.
An explanation H , which yields T H ) a, is valid i T H C is consistent, where C (a set of constraints) is constructed from elements of T .
Note that this de nition might con ict with multiple hypotheses H. Since hypotheses can be mutually inconsistent, the inference process might nd no consistent explanation, if the unstructured hypotheses are accumulated during a retrieval session. Thus, each individual retrieval strategy needs to be separated from the others in the dialogue management component, i.e., a practical system needs to maintain a collection of constraints which model the goals of each individual step in the retrieval dialogue. We will discuss this maintenance of constraints in the next sections.
The Dialogue Model: Conversational Roles and Dialogue Strategies
Human computer interaction plays a crucial role in information retrieval systems. Many users have initially vague or ambiguous information needs, and, accordingly, are unable or unwilling to formulate precise queries. Furthermore, as users' information needs and goals often change in the course of a retrieval session, they might need assistance in negotiating new tactics and strategies with the system.
The dialogue model we have developed and|partly|applied in previous retrieval systems (e.g., MERIT 39, 40] ) has been enhanced and integrated into MIRACLE. The model comprises two parts that mutually constrain each other; hence, it allows the generation of a highly structured dialogue history: the Conversational Roles model (COR) is included to formally describe the general local interaction possibilities (dialogue moves and acts) of the two participants in any given dialogue situation; dialogue scripts are used as global plans to guide the user through the whole interaction. They describe action sequences that typically occur in information retrieval dialogues when a certain informationseeking strategy is adopted.
Guiding users through the global stages of the information retrieval dialogue by recommending appropriate problem-solving steps is helpful to users unfamiliar with the system. However, it is often impossible to anticipate all of the problematic situations that can occur during the interaction. To also cover unexpected situations and interactions, we allow the user to choose all of COR's local interaction options and afterwards try to interpret these options in light of the dialogue history. In this context, we understand an information retrieval dialogue as a cooperative negotiation between the two participants, human and computer, whose overall goals coincide. It is assumed that information seeker and provider aim to develop common plans based on the mutually accepted purpose of the current state and future direction of the dialogue 38].
COR is supposed to hold for all kinds of information-seeking dialogues: it covers the general \illocu-tionary aspects" of the dialogue contributions and of the changing dialogue roles of the two participants over time (cf. 37, 39, 40] ). In this model, the basic units of dialogue are modeled as`atomic' dialogue acts, i.e., the actual graphical or linguistic contributions of the participants (A and B). We distinguish 14 generic dialogue acts/moves that are categorized according to the main purpose (\illocutionary point") expressed. These generic dialogue acts include, for example, request, offer, accept, reject-offer, inform, withdraw-request, etc. Dialogue acts are elements of superordinated complex dialogue contributions, the moves, which are assigned the same illocutionary point as the respective atomic acts. The COR model of the entire dialogue is represented as a recursive transition network (Figure 2 ) consisting of dialogue states and transitions between the states, i.e., the moves.
Sequences of moves starting in dialogue state 1 and returning to that state are called dialogue cycles (for example, request ! withdraw-request; offer ! accept ! inform ! evaluate). Bold arcs represent expected moves that comply with the role expectations; the sequences 1 { 2/2' { 3 { 4 { 1 are cycles that represent`ideal' courses of action, where no withdrawals or rejections occur. Thus, for any of the dialogue states, the possible follow-up moves and possible action sequences can be described by the COR model. The initial move is either a request for information of the information seeker A or the information provider's (B's) offer to search for information and afterwards to present the retrieved items (inform move). Moves are also represented as recursive transition networks (not displayed here). They can consist of atomic acts (e.g., offer), other moves (assert to supply context information), and embedded sub-dialogues (dialogue to solicit context information). As these subordinated moves and sub-dialogues are optional, a dialogue move can consist of a single atomic dialogue act, and even the entire move may be omitted in certain situations when the respective intention can be inferred from the context (for instance, a promise is often skipped in case the requested information can be given immediately, " = empty move). The whole COR system is realized as a recursive transition network that at each step of the interaction o ers a set of possible dialogue acts and accepts a number of acts that can change the state of the network.
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The example dialogue on the next page, taken from a session with MIRACLE, allows us to illustrate how a hierarchical dialogue history is built up when traversing the recursive COR networks (the COR analysis is given in Figure 3) . To simplify the presentation we give the example in natural language here|actually, the user enters queries in a special query form and performs all of the other dialogue acts by clicking on the respective buttons and icons (see Figures 6 and 8 in the next section) . When the user asks for information about abstract art in Spain, the system nds the query ambiguous and suggests two di erent interpretations of it (see Figure 7 in Section 4). The user's query corresponds to a request, whereas the response from the system is an inform act. What happens later on in the dialogue is that the user rst chooses interpretationFragment of a sample dialogue U: Search for artists concerned with \abstract art" in \Spain". U: request S: Here are some interpretations of your query ... presents interpretations] S: inform U: Use this interpretation in the search. Figure 3 : COR analysis of sample dialogue An important aspect of the dialogue history is the storing of constraints connected to previously generated query interpretations. When a particular query interpretation is chosen, the hypothesis H underlying it is sent to the dialogue manager and stored together with the corresponding dialogue act in the tree. H 1 and H 2 in Figure 3 are the hypotheses corresponding to the two interpretations mentioned in the dialogue above and presented in Figure 7 below. These hypotheses reveal user decisions that have been taken at earlier steps and function as constraints on the system's interpretation of later queries. The complete dialogue history, thus, is a hierarchically structured analysis of what has happened at the dialogue act level and what decisions the user has made in the course of the interaction. As we will come back to in the next section, this is the only contextual information we need to deal with unexpected user actions and sequences of related user queries. As opposed to the COR model, dialogue scripts give us structured guidelines for the information retrieval session. Based on a multi-dimensional classi cation of information-seeking strategies, the scripts proposed by Belkin et al. 5] implement prototypical interaction patterns corresponding to the various strategies. They are used as dialogue plans to guide the user through an IR session, recommending user acts and triggering appropriate system actions. Di erent from the case-based approach to dialogues adopted in a previous prototype (MERIT, cf. 40]), MIRACLE uses scripts that not only de ne straightforward paths, but also foresee branching points where the user may choose among a number of alternatives. Additionally, the scripts may contain some meta-sequences, e.g., for negotiating the further strategy or tactic in case the current strategy fails to ful ll the user's information need.
Consider the example script in Figure 4 . On the left hand side of the gure, the stages and optional steps are enumerated; on the right hand side the possible follow-up steps. In state 6b, for example, the user can choose between reacting on the currently shown interpretation (one of the options under 7a) or going to the next interpretation (7b). In an introductory phase, which is common to all scripts, user and system In general, scripts model recommended options for pursuing some information retrieval goal. Typical steps are speci cation of a query (by the user), generation of query interpretations and explanations (by the system), and inspection/evaluation of query interpretations or retrieved instances. Preconditions associated with the steps decide which alternatives the user should be presented and which actions the system is to perform. Postconditions describe the consequences of a particular move and will be explained in some more detail in the next section. Scripts, however, cannot prede ne all alternative moves a user may wish to perform. The user might, for example, quit the dialogue before having retrieved anything, she may reject a system's o er, ask for help to ll out the query form or enter another clari cation dialogue. In the dialogue example above, the user's withdrawal of her request is an example of a dialogue move that cannot be foreseen in the script. All these moves and subdialogues interrupt the interaction proposed by the script and call for some exceptional treatment. As they tend to express a desire to change the current interaction rather than a speci cation of some new interaction, special mechanisms for dealing with these cases are needed.
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-MIRO 1995negotiate the user's global information need until they come to an agreement (stages 1 { 4, not displayed here) about what to do. This enables the system to instantiate the relevant internal script, and the script proper continues in stage 5. The dialogue shown above started with a user's query corresponding to step 5 of this script.
The Dialogue Manager
The dialogue manager administers the script being used and the COR analysis of the dialogue. Implemented as recursive state transition diagrams, the COR model and the scripts o er available acts at the various steps of the interaction and change their state in response to what acts were actually used. When an information retrieval session is initiated, an introductory script is chosen by the dialogue manager. This script prepares an empty dialogue history tree, since there has been no relevant interaction at that point, and it o ers a set of recommended dialogue acts and an additional set of basic COR acts to the rest of the system. The recommended acts are accompanied by texts explaining how the acts relate to the overall task associated with the script, whereas the basic COR acts are o ered as a means for deviating from the script in a way consistent with the dialogue context. The recommended acts are presented to the user as guidelines, and they make it easier for her to understand the ow of interaction. When the system or the user do a particular act, this act is sent to the dialogue manager, so that it can update the state of the script and add the act to the dialogue history. New sets of acts are then available, and this goes on until the whole session is completed. At each step of the interaction, thus, we tell the user what would be the natural thing to do,
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In addition to guiding the user in this way, the dialogue manager is also responsible for providing the context (recorded in the dialogue history) for interpreting user queries, and interpreting user actions that are not modeled in the current script. When new queries are entered or old queries are modi ed, we read these in light of the knowledge we already have obtained from the user. If the user chose a particular interpretation of a previous query, and the new one is partially dependent on that one, it is likely that she would stick to the constraints underlying the old interpretation also when it comes to the new one. For example, after receiving a huge list of artists at the end of the dialogue above, the user might try to restrict the search by adding a new search term:
U: Add to query that profession is \painter". U: request S: Okay, I keep your chosen interpretation of \abstract art" and \Spain". S: promise S: Here's the one interpretation found.
S: inform
The dialogue history for these acts is shown in Figure 5 . Since the new query is contextually dependent on the old one, the subdialogue is entered in the dialogue history as a subordinate to the previously chosen query interpretation. When a query interpretation is chosen by the user, the constraint set corresponding to the interpretation is sent to the dialogue manager. The set is inserted together with the speech act into the dialogue history, like H 1 and H 2 in Figure 5 , so that it can later be accessed by the query interpretation module. However, not all the constraint sets recorded in the dialogue history are considered relevant for later query interpretation. When a new query is to be interpreted, all relevant constraints have to be accumulated and sent to the retrieval module. This is done by including all constraints found in the cycle of the latest inserted speech act, as well as all constraints found in higher level cycles. When interpreting the last request in Figure 5 , only H 2 is added as contraints to the abductive reasoning process (H 1 belongs to a cycle not superordinate to the latest inserted act). Consequently, we get only one interpretation of \Spain" ( 2 in Figure 7 ), since the system keeps the second interpretation of the previous query as a constraint C for interpreting the new extended query a 1 : T H ) a 1 , where T H C is consistent and C = H 2 . From the retrieval module's point of view, the dialogue manager is accessible through an abstract data type that adapts the reasoning process to the state of the dialogue and stores the whole interaction history. Now, the other utilization of the dialogue history is connected to the notion of unexpected dialogue moves. Similarly to the approach taken in Verbmobil 1], these exceptional dialogue moves are detected by Workshops in Computing Science -MIRO 1995deviations from the dialogue plan (or, script). Even though the moves do not comply with the suggestions in the script, they are still assumed to follow the general interaction patterns modeled in COR, which provides more interaction options and hence more exibility. The script is then terminated or suspended, and a set of dialogue control rules M are used to reformulate the unexpected move together with the moves in the dialogue history in terms of concrete system actions.
Consider the withdrawal act in the dialogue above, where the user is interrupting the use of a particular query interpretation in the search. As seen from the script in Figure 4 , this move is not recommended to the user, but is taken from the general interaction options o ered by the COR model (see Figure 2) . The act is clearly a reaction against the script, though it is not obvious what the user wants to do instead. Choosing the other query interpretation and posting a new query are both consistent with such a withdraw act, and if some results have been obtained, there is also a choice as to whether these are to be stored or not.
When an unexpected act like this is detected, the system assembles all relevant acts from the dialogue history into a set D. To integrate the dialogue model into MIRACLE, the repertoire of applicable scripts is being tailored to the retrieval functionality and the tasks that can be supported by the system. The dialogue control rules as well as the dialogue acts are formulated as logical formulas that can be included in abductive reasoning processes. Our method for constructing a dialogue history draws on another project using the COR model (cf. 2, 16]), though we have added the possibility of storing constraints and generating various views of the history. Since these constraints restrict the inferential possibilities of the retrieval engine, we can tune the system according to the context of the retrieval dialogue. For this integrated retrieval dialogue system, we also plan to extend the available interaction modes (direct manipulation and query forms) with natural language capabilities for generating explanations of the abduced results.
Working with MIRACLE
In the following we give a concrete example of a user's interaction with MIRACLE, that follows the sample dialogue and the script introduced in Section 3.2. We refer to the numbering of the stages and steps of this script. In the introductory sequence of our example the user selects a domain of interest (here, \art and artists"). The dialogue continues in stage 5 with the user's rst query formulation: \Search for artists concerned with abstract art in Spain". Figure 6 shows this initial query as inserted by the user in MIRACLE's query form, whereas Figure 8 below displays the last step of our sample dialogue, the presentation of items retrieved from the domain database.
The abductive retrieval engine nds two interpretations of this query, thus the dialogue continues at 6.b, showing the rst interpretation ( 1 , cf. Figure 7) . The formula is presented as a directed graph, directions indicating the inference sequence. For example, the left hand side of Figure 7 (a) represents the following inference steps: Assuming some artist A is textually relevant for \abstract art", if A is born in Spain, then he or she is a quali ed artist. The right hand side shows that this interpretation will evaluate the`aboutness' statement by examining the textual components of the document collection. A, the missing link for the two parts of this query reformulation, is restricted to be a concept of type artist() and thus it is a key for the document collection.
Workshops in Computing Science -MIRO 1995 The system presents the second interpretation ( 2 ). Within this query interpretation, it is not the artist's place of birth, but the pictures' places of exhibition, which is restricted to \Spain". Here, the textual retrieval part (left hand side in Figure 7(b) ) and the pictures are nally linked by the artist A via the computable relation picture description().
After choosing interpretation 2 , the user asks the system to search the database. Technically speaking, MIRACLE is asked to nd all models of the inferred formulae, which has been presented as interpretation 2 . This truth assignment is computed bottom-up, starting from basic predicates and recursively propagating potential instantiations to the root of the proof graph. Each unique model is returned as a hit to the user. For interpretation 2 , the number of records returned is annoyingly high, so the user decides to narrow the query (restrict the set of models) by inserting profession(painter) (see query elds in Figure 6 ). This time, the system only considers the second interpretation of \Spain".
As the retrieval engine is told by the dialogue manager that the user wants to keep the second interpretation (from the previous dialogue step), it constrains the inference process so that the narrowed query is to be interpreted in the same manner as in 2 A by the condition artist profession(A; painter). After computing the models, the system presents a list of artists with links to biographies and various pictures. Noticing Mir o among these artists, the user nally adds artist(Mir o) to the query and gets some information about the painter Joan Mir o. As illustrated in Figure 8 below, there are both texts (biographies) and pictures associated with Mir o in the database. The example discussed shows how the functions of retrieval engine and dialogue manager are intertwined in the MIRACLE system. The dialogue planning is based on formal constraints which are de ned on the semantic properties of the objects involved. For example, the association of a given retrieval result with one of the interpretations of the user's original query allows the explanation of the relevance decision of the system by referring to the assumptions underlying the interpretation.
Summary and Future Work
In this article we have introduced a theoretical framework for intelligent conversational information retrieval and its application in a multimedia information retrieval system, the MIRACLE prototype. Combining content-based information retrieval with a comprehensive dialogue model, the system is capable of assisting the user actively in her information seeking dialogue through all phases of the interaction. Both the logicbased retrieval engine and the dialogue manager employ abductive reasoning as the basic inference technique to resolve ambiguous information needs of the user and to plan cooperative system responses. The abductive retrieval engine of MIRACLE generates plausible interpretations of ambiguous user queries and o ers these interpretations to the user for further negotiation. Employing a two-layered conversational dialogue model (COR and scripts) to dynamically build up a structured dialogue history, the dialogue manager analyzes this history and o ers plausible continuations of the dialogue to the user. Thus, the system monitors and guides the interaction as the dialogue develops.
Using examples of the user{system interaction in MIRACLE, we discussed how the retrieval engine and the dialogue manager interact with each other to construct, depending on the user's input, a semantically and pragmatically coherent dialogue course. The retrieval engine and the dialogue manager interact through an abstract data type, which constrains the results of the inference process with respect to the current state of the dialogue and provides means for expressing and maintaining choice points of the dialogue history. As a side e ect of raising a set of constraints, the search space of the retrieval engine shrinks to a reasonable size and the response times improve.
Most conceptual or logic-based retrieval systems addressing the problem of evaluating single queries rely on either rich representations, or on some modeltheoretic operations using an algebra featuring a similarity measure (e.g., 10, 27, 33] ). In contrast to these systems, our approach focuses on combining a retrieval method taking into account the inherent ambiguity of conceptual queries (resulting from natural language formulations of information needs, changing or incomplete information needs, or|in the case of contentbased retrieval|the need to de ne an operational equivalent to subjective notions like \bright colors") with active user assistance in highly structured retrieval interaction processes. users with a complex|but not well-de ned|information need. Other users, such as expert users of stateof-the-art retrieval systems, sometimes feel irritated by system features they are not used to and nd these features somehow \cumbersome". A systematic evaluation, however, has not yet been performed and will be one of our next steps in the design{evaluation{redesign cycle. Further open issues for our future work include: improving the interaction of the system components (i.e., retrieval engine, dialogue manager, and indexer), designing a more appropriate multimodal interface on the WWW to support the conversational approach, and incorporating a text generation component for generating explanations of the abductive retrieval method.
We are also experimenting with semi-automatic indexing methods for multimedia data-like images, where we will apply the techniques described in this paper. In this line of work, MIRACLE will infer access methods for non-intuitive domains (e.g. HTML data, feature extraction algorithms for digital images), given a high level query statement and a set of e cient index and retrieval algorithms, to ensure the e ectivenes of the retrieval process. The intertwining of the dialogue manager and the retrieval engine will guide the user through a battery of non-intuitive query reformulating options. -MIRO 1995  16 
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