Abstract-
I. INTRODUCTION
Internet congestion control with stability considerations has been addressed in a large body of work. The most prevalent AQM (Active Queue Management) schemes such as drop-tail and Random Early Detection (RED) are based on engineering intuitions. Although they have alleviated congestion under certain situations, their shortcomings are also observed. For example, drop-tail tends to keep a long queue at the bottleneck link buffer and subject instantaneous traffic bursts to high packet-loss [7] . It is difficult to tune the RED parameters to tradeoff between stability and system responsiveness [5] [20] .
Noticing the defects of the above prevailing schemes, robustness of congestion control algorithms w.r.t. delay, disturbance and uncertainty attracts great attention in the past decade. For example, authors of [5] and [19] use frequency domain tools to analyze the stability margin of the linearized model. Other stability results are obtained using nonlinear and game theoretic analysis, see a recent book [22] and [1] Compared with the available results on stability analysis of the existing congestion control schemes, the synthesis of new controllers with improved performance has not received enough attention, and the body of existing results This work has been partially supported by the National Science Foundation under grants ANI-0081527, OISE-0408925 and ECS-0093176.
are relatively small. The authors of [22] [27] compared the performance of several existing AQM schemes, but does not systematically address how to design AQMs using control theory.
We focus on the design of new AQMs (controllers implemented at link routers) via control theoretic approaches. We do not change the plant dynamics at the end-host side. The other approach of modifying the TCP protocols of the end-host has been studied in [14] [16] . We now introduce a few results relevant to our subject. A state feedback design is proposed in [4] to stabilize the buffer queue length at a bottleneck link. The controller uses both the window size and the queue length measurements. Since the Internet is a large-scale complex system, measuring every window size is not feasible. An output feedback design is more preferable as it requires only limited output information. Hollot and Chait in [7] proposed a static output feedback controller ("proportional marking") to stabilize the TCP/AQM closed-loop system. The equilibrium queue length is characterized by network parameters and is thus not free to choose. The authors of [6] then proposed to apply "PI" controller instead of the "P" controller. The output feedback LQ (Linear-Quadratic) AQM design in [12] is again based on a linear network model. All the above new AQM schemes are linear designs. Analysis for the closedloop control systems basically involves linearization ideas and leads to local asymptotic stability. [21] [24] investigate the interesting direction of applying sliding mode control technique to design AQM algorithm. However, the control law is again developed via state feedback and bears a similar shortcoming as [4] . In summary, the constructive congestion controller design via output feedback to stabilize the nonlinear network model is still largely unexplored, even for the case when feedback delay is omitted.
Inspired by the above discussion, we are interested in developing an output feedback AQM controller for the nonlinear TCP model. As opposed to the linear frequency domain methods used in [4] for estimating end-host TCP window size. The observer state (window size estimation) is guaranteed to converges to the real state (true window size) asymptotically, under the condition that the control input is "PE". Asymptotic stabilizer is then developed with the window size estimate and the measured output (queue length). One contribution of our work is that we achieve asymptotic stability via output (queue length) feedback instead of state feedback. Secondly, saturation constraint is a challenging issue in nonlinear control systems. It deserves further attention in the design and analysis of congestion control schemes. We address the constraints on the control input-the packets dropping or marking ratio must fall between 0 and 1, and we give an estimation for the domain of stability.
The problem of observer design for nonlinear systems is in general difficult. As the first step toward the control design for a general network, we study in this work the ideal network model (i.e., without delay and disturbances). We will show that our study for the ideal network model also contributes a non-trivial case study in nonlinear control.
II. PROBLEM FORMULATION AND HYPOTHESES
The results in this paper are based on the fluid model proposed by Kelly [10] , Misra et al. [15] , and Low et al. [11] . The following dynamic equations include both the dynamics of the bottleneck link buffer and the dynamics of the window size, which are typical behaviors of the TCP/AQM network.
where the bottleneck link buffer queue length q and the end host window size W are the state variables. N, C and τ represent the number of users (load factor), link capacity and the round trip time. q max denotes the maximum buffer size. Packet dropping or marking probability p in (2) is the control input to be found. We will design p to meet the requirement such that p(t) ∈ [0, 1]. Equation (1) models the queue accumulation as the integration of the excess of the packets sending rate over the link capacity. Equation (2) models the Additive-Increase and Multiplicative-Decrease window size evolution in the congestion avoidance phase of TCP networks. This model considers the situation of multiple homogeneous TCP sources, a single bottlenecklink and a delay-free feedback. Detailed justification of this model can be found in [10] , [15] . The design objective is to develop a stabilizing feedback control p for the plant (1)-(2) to achieve the convergence of W to an operating point W * which fully utilizes the link capacity, and q to a desired length q * , when only the output-buffer queue length q-is measured, as illustrated in the control system block diagram in Figure 1 . We assume N, C, τ are known. Our work is based on the following two hypotheses regarding p(t), packets dropping or marking ratio.
Hypothesis 1: There exist t 0 ≥ 0 (possibly large) and some T 0 > 0, α 0 > 0 such that for ∀t ≥ t 0 , p satisfies:
Hypothesis 2: lim sup t→∞ p(t) < 1.
Remark 1:
The above hypotheses are motivated by the physical characteristics of the network. In the context of congestion control in TCP networks, the feedback signal p represents packet dropping or marking probability. We interpret this probability as the ratio of packets that are dropped or marked to all packets arriving at bottleneck link buffer. The above requirement (3) is known as a "PE" (persistence of excitation) requirement [9] and is equivalent to that, the overall marked or dropped packets must reach a certain level over every period of time of some length T 0 in the long run, otherwise the link buffer will not be cleared and severe congestion will occur due to accumulated packets. Hypothesis 2 requires that for t large enough, the packet dropping probability is bounded away from 1. It means that dropping too many packets is undesirable and should be avoided in the long run. With such understandings, we believe these two hypotheses are not too restrictive.
III. MAIN RESULT

A. Observer design.
First consider the following dynamic equation of an open loop observer, where W is the observer state.
as the estimation error between the real window size and its estimation. The following lemma is useful for proving that the window size estimation error converges to zero asymptotically. (2), (4) is a nonnegative function of t in [0,1], and satisfies Hypotheses 1 and 2.
Proof: See Appendix B.
B. Output feedback control design.
With the window size estimation error ε(t) being an exponentially converging to zero signal when t is large enough, we can consider the following plant.
In the above equations, variable q and parameters N, τ, C follow the same definitions as in (1)- (2) . Equation (6) is obtained from (1) by substituting W with W + ε using (5). ε represents the estimation error between the window size W and the observer state W .
Controller development
In this part, we design a control input p(t) using the output measurement q(t) and the observer state W (t) to stabilize the buffer queue length q(t) at a desired value q * > 0, where q * is a design freedom. We use backstepping technique for the control law development. First we consider the subsystem (6). We think of the observer state W as a virtual control input and stabilize q at q * . We then include the entire plant (6)- (7) and design the real control input p asymptotically tracking W to the ideal form derived in the first step. Saturation constraint on p(t) needs a careful treatment and will be dealt with later.
Step 1:
. We differentiate V 1 with respect to time t along the trajectories of z 1 −subsystem.
We have used completing the squares in the above derivation, namely
τC N is the desired feedback law to stabilize the subsystem (6) using the virtual control input W . Then
contains the error between W and the ideal form α 1 (z 1 ). Substituting
into the inequality forV 1 yieldṡ
Step 2:
, ρ > 0. We differentiate V 2 along the trajectories of z 1 , z 2 −system combining the knowledge ofV 1 andż 2 . It follows from Step 1 that the dynamic equation of z 2 is:
p is introduced for conveniences.
By completing the squares,
leading tȯ
The nominal control
is applied in the third step. k 1 > 0, k 2 > 0 are constants for tuning the control gain. Define γ 2 := min
Note that the window size estimation error |ε(t)| ≤ m|ε(t 0 )|e −γ1(t−t0) , γ 1 , m and ε are defined in Section III-A. By the Comparison Lemma [9] , for ∀t ≥ t 0 , we have
where c :=
. The above analysis
shows that the control scheme is asymptotically stabilizing. Define
It can be shown that
For all t ≥ t 0 ,
Suppose it holds
it is then guaranteed that
for ∀t ≥ t 0 . It implies |z 1 | = |q − q * | ≤ q max − q * , and hence q(t) ≤ q max for ∀t ≥ t 0 . Based on the above derivation, an estimation for the domain of stability is
The actual control law is obtained from u, as p = 2τ
Due to the saturation constraints on p, the parameters k 1 , k 2 and ρ need to be carefully designed. The following theorem shows that by tuning ρ, k 1 and k 2 appropriately, it is guaranteed that for all {q(t 0 ),
Main result
In view of the above design process, we state the following theorem as our main result.
Theorem 1: Consider the plant model consisting of (1) and (2), which represent the window size and the bottleneck link buffer queue length dynamics. Apply the control law (9) and set the initial value W (0) ≥ 0 for the observer state. Suppose that k 1 , k 2 and ρ are chosen such that
The trajectories of the closed-loop system converge to {q
The following simulation demonstrate that using the controller we designed, the closed loop system converges to the desired equilibrium asymptotically. The link buffer queue length converges asymptotically to q * = 5. The simulation parameters are as follow:
N= 50 , τ = 0 .1 sec, C = 5000 packets/sec q max = 30 packets, packets length= 1000 bytes, segment size = 1000 bytes, q * = 5 packets. Remark 2: Our control law achieves the asymptotic regulation of the output-queue length with Ω c being an estimation of the region of attractiveness. According to the inequalities (10), (11) , performance of the proposed controller is subject to the bandwidth (C) and the round-trip time (τ ).
Remark 3: The window size estimation error W − W → 0, as t → ∞, as can be seen by comparing the second and the third plotting of Figure 2 .
IV. CONCLUSION
Compared with most existing congestion control schemes, we consider the problem of output feedback control instead of state-feedback control, without using linearization. Using observer based backstepping design method, an output feedback controller is designed for a single bottleneck link network with saturation constraint on the control input and the state. The controller asymptotically stabilizes the system at the desired equilibrium point.
Our future work will be directed to extend the developed output feedback control design to a more practical network model with delays. Nevertheless, as stated previously, our output feedback control scheme to a nonlinear delay-free network model represents a nontrivial application of modern nonlinear control theory. We also believe that the output feedback design advocated here should provide benefits to future networking technical developments and serve as guidance for decentralized protocol designs.
APPENDIX
A. Proof of Lemma 1.
Consider the observer dynamics defined by (4) . The completeness of the solution of (4) can be established by observing the differential equation and by applying the Comparison Lemma [9] . Since
2τ , we have W (t) ≥ 0 for all t ≥ 0. For t sufficiently large, by applying Hypothesis 2, p(t) ≤p for somep ∈ (0, 1). It holds:
2τp .
Consider that, the differential equatioṅ
has a stable equilibrium at 2 p − 2 > 0. By recalling the Comparison Lemma [9] , it leads to that lim inf t→∞ W (t) > 0.
B. Proof of Proposition 1.
From the definition of ε in (5), it is easy to see from (2)-(4) that its dynamic equation iṡ
Consider the closed-form solution for the above differential equation:
where t 0 > 0 is a large enough value. For all t ≥ t 0 , we can write t − t 0 = nT 0 + T for some n ≥ 0, T 0 ≥ T ≥ 0. Substitute this relation into the integration t t0
p(ν)dν we establish
where the last two inequalities hold because p satisfies the PE condition (3) and is nonnegative. From the conclusion of Lemma 1 and also the fact that the window size W (t) ≥ 0, ∀t ≥ 0 1 , the following inequality holds ∀t ≥ t 0 for some large enough t 0 > 0.
Using the above inequality we have:
Now combine the above derivation with the closed-form solution of ε(t), we know that for t ≥ t 0 :
1 Since W (t) is the end host window size, it satisfies W (0) ≥ 0. Using the same proof as in Lemma 1, we can show that W (t) ≥ 0, ∀t ≥ 0.
C. Proof of Theorem 1.
Note that the form of the control law has been developed (see (9) ) using Lyapunov's direct method. We now show that given the stated conditions, the control law satisfies the saturation constraints (namely, the parameters in (10) and (11) guarantee p(t) ∈ [0, 1] for all q ∈ [0, q max ] and for all W ) and is indeed stabilizing. We first show that p is nonnegative, then show it is upper bounded by 1.
Substitute the definition of z 1 and z 2 into (9), it holds:
.
According to the dynamic equation of q in (6), it satisfies q(t) ≥ 0 for ∀t ≥ 0. From Lemma 1 we know that W (t) ≥ 0. In the above equation π 2 (t) ≥ 0. By (11), π 1 ≥ 0. According to the definition of p in (9) and the above analysis for π 1 , π 2 , we know that p(t) ≥ 0, ∀t ≥ 0.
On the other hand, for all {q(t 0 ), W (t 0 ) ∈ Ω}, q(t) ≤ q max , ∀t ≥ t 0 . Combining with (10), the following inequality holds:
by completing the squares. Applying the above inequality, we can verify
which implies that p(t) ≤ 1, ∀t ≥ t 0 by the definition of p (see (9) ). According to Hypotheses 1 and 2, p(t) satisfies (3) and lim sup t→∞ p(t) < 1. Thus p(t) satisfies the conditions required by Proposition 1. It follows that the window size estimation error defined by (5) converges to zero exponentially.
The rest of the proof is clear from the controller synthesis. Suppose that (8) holds, an estimation for the domain of attraction is given by Ω c .
