A composite likelihood ratio test implemented in the program SweepFinder is a 37 commonly used method for scanning a genome for recent selective sweeps. 38 SweepFinder uses information on the spatial pattern of the site frequency spectrum 39 (SFS) around the selected locus. To avoid confounding effects of background selection 40 and variation in the mutation process along the genome, the method is typically applied 41 only to sites that are variable within species. However, the power to detect and localize 42 selective sweeps can be greatly improved if invariable sites are also included in the 43 analysis. In the spirit of a Hudson--Kreitman--Aguadé test, we suggest to add fixed 44 differences relative to an outgroup to account for variation in mutation rate, thereby 45 facilitating more robust and powerful analyses. We also develop a method for including 46 background selection modeled as a local reduction in the effective population size. Using 47 simulations we show that these advances lead to a gain in power while maintaining 48 robustness to mutation rate variation. Furthermore, the new method also provides more 49 precise localization of the causative mutation than methods using the spatial pattern of 50 segregating sites alone. 51 127
In the present study, we are solely concerned with the model of a classical hard selective 73 sweep in a single population, and we assume that the beneficial mutation has reached 74 fixation not too long ago. The methods usually applied in this scenario aim to detect 75 deviations in the shape of the site frequency spectrum (SFS), which can be quantified 76 with simple summary statistics like Tajima's D or Fay and Wu's H. In addition, more 77 powerful statistics have been developed that explicitly model the effect of a selective 78 sweep on the SFS in a likelihood ratio framework (Kim & Stephan 2002; Nielsen et al. 79 2005) . Kim and Stephan (2002) proposed a composite likelihood ratio statistic based on 80 calculating the product of marginal likelihood functions for all sites on a chromosome 81 under models with and without a selective sweep at a particular position, and under the 82 assumption of a panmictic population of constant size. The resulting composite 83 likelihood ratio is then computed for each position of interest to evaluate the evidence 84 for a sweep at those positions. This method, therefore, does not only incorporate 85 information regarding the SFS, but does so in a way that uses the spatial distribution of 86 segregating alleles of different frequencies. The null distribution of the test statistic is 87 approximated using simulations. An extension to this test was proposed by Nielsen et al. 88 (2005) . In this method, the overall genomic SFS is used as the neutral, or background, 89 model instead of using the standard neutral model as the null. The distribution of the 90 SFS under the alternative hypothesis of selection is derived by considering the way a 91 selective sweep would modify the observed background distribution of allele 92 frequencies. This leads to a computationally fast method, facilitating genome--wide 93 analyses. Nielsen et al. (2005) also argued that the use of the overall genomic SFS to 94 represent the neutral case leads to increased robustness, and showed that the method 95 was robust to a two--epoch growth model and an isolation--migration model with 96 population growth in both populations, with parameters estimated from human single 97 nucleotide polymorphism (SNP) data (Marth et al. 2004 ). Since then, it has become clear 98 that while this method may be more robust than some previous SFS-- based Background selection can also lead to locally reduced levels of neutral variation 113 (Charlesworth et al., 1993 (Charlesworth et al., , 1995 Kaplan, 1994, 1995; Nordborg et al., 1996; 114 Charlesworth, 2012; Cutter and Payseur, 2013) and cannot be ignored for the study of 115 neutral polymorphisms in many cases ( approximate formula for pk*, the probability of observing k derived alleles, k ∈{1,2,...,n--146 1}, in a sample of size n, immediately after a selective sweep, for a site at a particular 147 distance (d) from the selected mutation. For each k, pk* is a function of d, the background 148 allele frequency distribution p=(p1,p2,...,pn--1), and the parameter α=r ln(2 Ne)/s. Here, r is 149 the per--base per--generation recombination rate, s is the selection coefficient, and Ne is 150 the effective population size. The parameter pk is the expected proportion of sites, not 151 affected by the sweep, in which the derived allele has a frequency of k/n in the sample. 152
The vector p is commonly estimated as the observed SFS from the whole genome, under 153 the assumption that only a small and therefore negligible proportion of positions are 154 affected by selection. The parameter α quantifies the relative influence of recombination 155 and selection, with small values of α indicating strong sweeps. 156
The equations in Nielsen et al. (2005) allow for the incorporation of invariant sites that 158 may or may not be fixed differences relative to an outgroup, using p=(p0, p1,...,pn) as the 159 definition of p, and with the modification that the upper limit of the sum in equation (5) under the assumption of α = ∞. This is a composite likelihood ratio, and not a full 169 likelihood ratio, because sites in the genome are not independent, but correlated due to 170 linkage disequilibrium. One thing to notice, about which there has existed some 171 confusion in the literature, is that this approach is not window based but in theory 172 incorporates information from all SNPs in the genome to inform the CLR calculated for a 173 single point in the genome. However, for computational efficiency SweepFinder uses a 174 cut--off for distances from the focal SNP to include in the calculation. As distances 175 become large, the contribution to the likelihood ratio approaches zero. The value used 176 for the cut--off in SweepFinder is αd = 12, corresponding to a probability of a lineage 177 escaping a sweep of 0.999994. Furthermore, SweepFinder calculates probabilities on a 178 grid of recombination distances and uses a smooth interpolation to approximate 179 probabilities for a particular point. 180 181
The effect of including invariant sites on the SFS is illustrated in Figure 1 . In a region 182 close to the site of the selective sweep, variability is reduced because almost all the 183 probability mass is concentrated on fixed alleles. Notice also, that as the mutation rate 184 scales all categories proportionally, a change in the mutation rate will not change the 185 SFS defined on {1, 2,…,n} (Figure 1a We note that this assumption limits the use of our method to organisms for which such 195 estimates have been obtained. We also note that we only model the main effect of 196 background selection: the well--known reduction in effective population size. However, 197 background selection can also affect the distribution of allele frequencies (Charlesworth 198 et al. 1993 (Charlesworth 198 et al. , 1995 will have to be standardized to ensure that the frequencies sum to 1. The calculation of 208 the CLR then proceeds as in Nielsen et al. (2005) . 209 210
Effect of background selection on number of fixed differences

211
We assume the availability of a sample of n chromosomes and a single chromosome 212 from an outgroup species, which split from the ingroup species g generations ago. Fixed 213 differences are defined as sites with an allele that is invariant within the ingroup sample, 214 but different from the allele at the orthologous position of the outgroup chromosome 215 ( Figure 2 ). The expected number of fixed differences, K, in the sample is then 216
where Tin is the time to the most recent common ancestor in the 217 ingroup sample, Tanc is the divergence time between ingroup and outgroup, and µ is the 218 per--generation mutation rate. We further assume a standard neutral coalescent model 219 with populations of constant sizes Ne,in and Ne,anc for the ingroup population, and 220 ancestral population, respectively ( Figure 2 ), and that the split time, g, is so large that 221 we can assume Pr(Tin > g) ≈ 0. Then E[Tin] = 4Ne,in(1--1/n), where n is the sample size of 222 ingroup sequences, and E[Tanc] = g+2Ne,anc. Then, under an infinite sites model 223 224
and the relative number of fixed differences with and without background selection is 227 228
, 229 230 which reduces to 231 232
for Ne,anc =Ne,in = Ne. In the limit of large split times (g → ∞), E[K (B) ]/E[K] ≈ 1, and the 235 effect of background selection on fixed differences can generally be ignored if g >> Ne/n. 236
In our new version of SweepFinder, if the B--value map is included for sweep detection, 237 estimates of Ne,in, Ne,anc, and g have to be provided to the software. 238 239
Constant size and bottleneck simulations 240
Simulations were performed under the model described in Figure 2 assuming L = 100kb 241 and n = 30, using msms (Ewing & Hermisson 2010). 242 243 We set the split time, g, between ingroup and outgroup to 20 coalescent time units (2Ne 244 generations), resulting in a neutral divergence of 0.1. The scaled mutation rate θ = 4Neµ 245 per site was set to 0.005 and the population scaled recombination rate per site, 4Ner, to 246 0.02. Those parameters where chosen to be comparable to the ones in (Nielsen et al. 247 2005). One chromosome was sampled from the outgroup species to classify invariant 248 sites into sites that differ or do not differ to the outgroup. To analyze the effect of 249 reduced mutation rate in a genomic region compared to the background, we varied the 250 mutation rate between 0.1 and 0.9 times the mutation rate in other regions. Further, we 251 simulated two demographic scenarios, a constant size and a bottleneck population. In 252 simulations with selection, the selected mutation was introduced in the population at 253 specified times (0.01, 0.02, 0.04, 0.06, 0.08, 0.16, 0.24,…, 1.2), at a frequency of 1/(2Ne) 254 with a population scaled selection coefficient of 2Nes = 200. We only kept simulations in 255 which the mutation did not get lost (--SFC option in msms). 256 257
For the bottleneck simulations, we varied onset (0.004, 0.04 and 0. The recombination rate was scaled to be 4fNer to keep the mutation over recombination 264 rate ratio comparable to the constant size simulations. The split time was also adjusted 265
to g/f. 266 267
For the simulations with selective sweeps, we used 200 replicates for each parameter 268 setting and sweep start time, and assumed Ne = 10,000. For calculation of the false 269 positive rate, we conducted 4,000 neutral simulations under each bottleneck condition. 270
For power calculations we generally assumed that the correct demographic model was 271 known and used to identify critical values for the test, while for investigations of 272 robustness we used the standard neutral model to estimate critical values. In all cases, 273 the background site frequency spectrum was estimated using 1,000 neutral simulations. 274
Note that in our analyses, the significance level is set so that 5% of all simulated 100kb 275 regions are expected to contain at least one outlier, i.e. it is an experiment--wise 276 significance level based on our simulated sequence length. 277 278
Simulation of background selection
279
Background selection was simulated with the forward simulation software SFS_CODE 280 (Hernandez 2008) . To reduce the computational burden we simulated relatively small 281 populations of Ne = 250 (Hernandez 2008) . We used n = 15 and assumed constant 282 population sizes with neutral and deleterious mutation rate of θ = 0.0025 per bp, 283 g/(4Ne) = 2, 4Ner = 0.15, and L = 100kb. We further assumed a selection coefficient of 284 2Nes = --50, reducing the neutral diversity by background selection by 40%. In the middle 285 of the sequence (from 37.5kb to 62.5kb) we introduced a 100--fold reduction in 286 recombination rate, which led to a local increase in the effect of background selection 287 and an 80% reduction in SNP density (see Figure S1 ). This reduction in recombination 288 rate mimics a selective sweep by locally reducing diversity through the effect of 289 background selection ( Figure S1 200. Whenever the mutation was lost from the simulation, the output was discarded and 300 the simulation was repeated. For simulations without background selection, we set the 301 deleterious mutation rate to zero. The composite likelihood ratio was calculated using a 302 grid of 40 points for each simulated data set. retained SNPs and fixed differences with a CRG value of 1 and full sample size. We also 316 excluded windows with average CRG value of less than 0.9, in 100kb windows moving 317 by 50kb. 318 319 We obtained recombination rates between pairs of sites from the sex--averaged 320 pedigree--based human recombination map from deCODE Genetics (Kong et al. 2010) . 321
For the sweep scan, we calculated a composite likelihood ratio at grid points with 1kb 322 spacing. We ran both standard SweepFinder, using only polymorphic sites (CLR1), and 323 our new method using polymorphic sites, fixed differences relative to chimpanzees and 324 The power drops quickly with the age of the selected mutation, and approaches zero for 342 sweeps that start more than 0. We investigated the effect of varying mutation rates on the inference of sweeps. To this 356 end we use two sets of simulations in 100 kb windows: one set with a population 357 mutation rate of 0.005 and another set of simulations with reduced mutation rates 358 relative to the first set. The likelihood ratio is then calculated using the first set of 359 simulations as the background SFS when calculating the CLR for the second set (see 360
Materials and Methods). The power is estimated by simulating a third set of simulations, 361
with similarly varying mutation rates as in the second set, but with a beneficial 362 mutations with selection coefficient 2Nes = 200 arising at 0.08 coalescence units in the 363 past. The selected site is placed in the middle of the simulated region. In both cases, the 364 null distribution of the test statistic is obtained using simulations with a constant high 365 mutation rate of 0.005 and no selective sweeps. 366 367
If all sites are used for inference (CLR3), the power is close to 1 irrespective of the 368 mutation rate. However, the false positive rate increases rapidly with the reduction in 369 the mutation rate, so that at a 60% reduction already half the signals are false positives 370 and at a reduction of 40%, almost all of the signals from the neutral simulations are false 371 positives ( Figure 4 ). This explains the apparently constant power. In contrast to CLR3, 372 the power of both CLR1 and CLR2 reduces with the reduction in mutation rate ( Figure  373 4). For CLR1, this reduction in power is due to the reduced SNP density. The power for 374 CLR1 is only 80% to begin with and drops to 55% at a reduction in mutation rate by 375 50%. CLR2 is performing much better: the power to detect a sweep is still at 80% with a 376 mutation rate reduction of 50%. The false positive rate for both CLR1 and CLR2 stays at 377 or below the expected 5% level. In fact, the tests become extremely conservative when a 378 mutation rate that is too high is used to obtain the null distribution of the composite 379 likelihood ratio. This is because the distribution of the composite likelihood ratio is not 380 invariant to the number of SNPs included in the analysis. Including many more SNPs for 381 generating the null distribution (as a consequence of a higher mutation rate) than used 382 in the analyses of the data, will result in a conservative test. 383 384 The HKA test and the uncorrected CLR2 and CLR3 cannot distinguish background 430 selection from selective sweeps, as is evident from the nearly 100% false positives 431 under our strong background selection scenario (Figure 7a ). If only polymorphic sites 432 (CLR1) are used, the test does not suffer from an elevated level of false positives, 433
Robustness to population bottlenecks
indicating that CLR2 and CLR3 mainly pick up on the diversity reduction. However, if the 434 diversity reduction due to background selection is factored in using a B--value map, the 435 statistics return to the desired behavior in that the FPR corresponds to the nominal 436 significance level, while maintaining increased power as compared to CLR1. 437 438 Due to the complex human demography and the added complication of background 449 selection, we do not calculate critical values, but report the 0.2% most extreme regions 450
Analysis of a human genetic variation dataset
in Table 1 . This approach has previously been used in other selection scans (e.g., Voight 451 et al. 2006 ) under the argument that it is an outlier approach, although we notice that no 452 formal testing has been done here or in Voight et al. (2006) to determine the degree to 453 which the most extreme values indeed are outlying with respect to some parametric 454 distribution. 455 456
The strongest sweep signal is on chromosome 4, 33.6 Mbp, a region without any 457 annotated genes. The closest gene, ARAP2, is 2.15 Mbp downstream from the CLR2 peak. 458
This sweep region has a B--value close to one, and a strong reduction in diversity relative 459 to divergence. The peak in CLR1 shows that this region is characterized by a sweep--like 460 site frequency spectrum. This region was also listed as a candidate region in LD--based 461 The gene with the strongest CLR2B signal is KIAA1217, which was suggested to affect 465 lumbar disc herniation susceptibility (Karasugi et al. 2009 ). The gene is also an outlier 466 About half of our outlier regions in Table 1 overlap with at least one candidate region of 476 previous sweep scans in humans (Akey 2009 ), and most of them are also outlier 477 regarding CLR1. However, there are some notable exceptions: One example is the sweep 478 region on chromosome 7, at 72.6 Mbp, with the genes BCL7B, FZD9 and BAZ1B. This 479 region has a small CLR2B percentile rank of 0.0005, but a much larger CLR1 percentile 480 rank (0.071), and is not listed in Akey (2009). 481 482
In conclusion, we show that CLR2B shows enrichment for previously detected 483 candidates, but also identifies novel sweep signals. These previously undetected sweeps 484 are likely to be enriched for sweeps that started between 0.2 and 0.8 Ne generations ago 485 and thus escaped detection with LD, FST or SFS based methods. 486
Discussion
487
We evaluated the performance of a composite likelihood ratio test for detecting 488 selection sweeps (Nielsen et al. 2005 ) when including fixed differences in the likelihood 489 ratio in addition to SFS information, using extensive simulations. We show that there can 490 be a marked increase in power as well as a reduction in false positive rate for a number 491 of different scenarios in several different models of mutation rate variation, population 492 bottlenecks and background selection. We also show that estimates of the strength of 493 background selection can be included into the framework to prevent false positives in 494 regions with strong, long--term background selection. By applying the method to human 495 genetic data, we detect novel regions that are not identified as candidate regions with 496 the standard SweepFinder approach. 497 498
Using invariant sites increases power and robustness
499
Given that both diversity and divergence change proportionally with mutation rate, we 500 integrate variation in mutation rates by including a measure of divergence to an 501 outgroup species. More specifically, we include sites that are not polymorphic within the 502 species under investigation, but differs from an outgroup sequence, i.e. inferred fixed 503 differences. If the SweepFinder CLR is calculated including all sites, ignoring outgroup 504 information, variation in mutation rates can create false positives (Figure 4 ). However, if 505 only fixed differences are added to the SFS, the power, but not the false positive rate, Finally, by applying our method to human genetic variation data, we show that the new 550 method detects novel regions that were not identified as candidates using the standard 551 SweepFinder approach. Based on our simulations, we would expect those regions to be 552 enriched for old selective sweeps that started between 0.2 and 0.8 Ne generations ago, a 553 time range where the power of other SFS--based, FST and LD based methods is low 554 (Sabeti et al. 2006) . Interestingly, the strongest signal we find, which has been missed 555 by most previous scans, is near KIAA1217, a gene affecting lumbar disc herniation 556 susceptibility. We speculate that the selection in this region may possibly be related to 557 changes in human muscular--skeletal function subsequent to the evolution of erect 558 bipedal walk. Increased risk of lumbar disc herniation is a likely consequence of bipedal 559 walk. We may still be evolving to optimize muscular-skeleton functions after this 560 recent, radical change in skeletal structure and function. 561 Tables   721   Table 1 . A list of sweep regions, using an outlier approach. Only regions with CLR2B 722 values larger than the genome--wide 99.8% quantile are shown. Consecutive outlier 723 CLR2B values are merged to a single sweep region. The overlap with previous scans is 724 tabulated using compiled data from Akey (2009) . 725
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