For a given data set the problem of selecting either Lindley or xgamma distribution with unknown parameter is investigated in this article. Both these distributions can be used quite effectively for analyzing skewed non-negative data and in modeling time-to-event data sets. We have used the ratio of the maximized likelihoods in choosing between the Lindley and xgamma distributions. Asymptotic distributions of the ratio of the maximized likelihoods are obtained and those are utilized to determine the minimum sample size required to discriminate between these two distributions for user specified probability of correct selection and tolerance limit.
Introduction
It is an important problem in statistics to test whether some given observations, in view of modeling, follow one of the two probability distributions. If the two distribution possess similar structural, distributional and/or survival properties, then it is quite reasonable to construct a test procedure to determine which particular distribution need to be selected in describing the data set coming from diverse areas of application. * E-mail ID: subhradev.stat@gmail.com for modeling survival or reliability data sets. Its properties are explicitly studied by Ghitany et al. (2008) Recently, Sen et al. (2016) introduced and studied xgamma distribution and applied it in describing survival/reliability data sets. The xgamma distribution has properties analogous to Lindley distribution and has similar mathematical form. For more better flexibility and ease of application, few extensions of xgamma distribution are been proposed in the literature (see . However, the xgamma random variables are stochastically larger than those of Lindley (see Sen et al., 2018) , both the distributions are the special finite mixtures of exponential and gamma distributions and both can effectively be utilized in analyzing positively skewed data sets.
We address the following problem in this article. Suppose an experimenter has observed n data points, say x 1 , x 2 , . . . , x n and he wants to use either one parameter Lindley model or one parameter xgamma model, which one will he prefer?
The problem of testing whether some given observations follow one of the two probability distributions, is quite old in the statistical literature (see Cox, 1961 Cox, , 1962 Atkinson, 1969 Atkinson, , 1970 Chambers and Cox, 1967; Chen , 1980 and Dyer, 1973 for more details on this). We consider in this investigation the problem of discriminating between the Lindley and xgamma distributions.
We use the ratio of maximized likelihood in discriminating between the two distribution functions.
We obtain the asymptotic distribution of the natural logarithm of RML following the approach of White (1982a White ( , 1982b . It is observed that the asymptotic distribution is normal and independent of unknown parameters. The asymptotic distribution can be utilized to compute the probability of correct selection (PCS), hence we also attempted to find minimum sample size required to discriminate between the two distributions for a given value of PCS.
The rest of the article is organized as follows. The method of likelihood ratio is described in section 2. Asymptotic distributions of the logarithm of RML statistics under the null hypothesis are obtained in section 3. Section 4 deals with the determination of minimum sample sizes. Some Monte-Carlo simulation studies are performed in section 5 and real life data set is analyzed as an illustration in section 6. Finally, section 7 concludes.
Ratio of maximized likelihoods
Let X 1 , X 2 , . . . , X n be independent and identically distributed (i.i.d) random variables from a Lindley or from an xgamma distribution function. We shall use the following notations throughout the article:
The probability density function (pdf) of a Lindley distribution with parameter λ is denoted by
We shall denote it by X ∼ LD(λ).
The pdf of xgamma distribution with parameter θ is denoted by
We shall denote it by X ∼ XG(θ).
Assuming the data coming from LD(λ) or XG(θ), the likelihood functions are
respectively.
The ratio of maximized likelihood (RML) is defined as
whereλ andθ are the maximum likelihood estimators of λ and θ, respectively, based on {X 1 , X 2 , . . . , X n }.
Taking natural logarithm of the RML, we have the log-likelihood ration statistic as
It is to be noted that, in case of Lindley distribution,
and in case of xgamma distribution,θ is the solution of the equation
It is clear from (4) that distributions of T 's are independent of the parameters (see Dumonceaux et al., 1973) .
The following procedure can be used to discriminate between Lindley and xgamma distributions.
1. Choose Lindley distribution if T > 0.
2. Choose xgamma distribution if T < 0.
Asymptotic properties of RML
In this section we obtain the asymptotic distributions of RML for two different cases. Let us denote 
and also
similarly, where Y ∼ LD(λ) and Y ∼ XG(θ), respectively.
Case 1: Data are coming from Lindley distribution
We assume that X 1 , X 2 , . . . , X n are n data points coming from LD(λ). For proving the main result, we take the following lemma.
Lemma 1.
Under the assumption that the data are coming from LD(λ), as n → ∞, we have
, where
We denote:
Applying the similar argument as in theorem 1 in White (1982) we can easily get the proof and hence is omitted here.
We have the following theorem.
Theorem 1.
Under the assumption that the data are coming from LD(θ), T is asymptotically normally distributed with mean E LD (T ) and variance V LD (T ) = V LD (T * ).
Proof. By central limit theorem (CLT) and from part (ii) of lemma 1, it is clear that
} is asymptotically normally distributed with mean 0 and variance V LD (T * ). Again by the part (iii) of lemma 1, we have T is asymptotically normally distributed with mean E LD (T ) and variance V LD (T * ). Hence the proof of the theorem. Now, we shall findθ, E LD (T ) and V LD (T ). We define,
Therefore,θ can be obtained by maximizing g(θ) with respect to θ or as a solution of
It should be noted that,θ depends on λ, for brevity we do not make it explicit. For further development we computeθ for λ = 1, and we denote it byθ 1 . As it is seen that it is difficult to obtain an analytic solution, we solve it numerically.
It is to be noted that lim n→∞
We denote,
Therefore, for large n,
Hence,
and we also have, for large n,
Therefore,
Case 2: Data are coming from xgamma distribution
In this case, we assume that X 1 , X 2 , . . . , X n are n data points coming from xgamma distribution with parameter θ. We have the following lemma.
Lemma 2.
Under the assumption that the data are coming from xg(θ), as n → ∞, we have
We denote
Proof. Proof comes applying the similar argument of White (1982) in theorem 1, hence is omitted.
We have the following theorem in this case.
Theorem 2. Under the assumption that data coming from XG(θ), T is asymptotically normally distributed with mean E XG (T ) and variance
Proof. The proof comes with similar argument as given in theorem 1.
Now, we shall obtainλ, E XG (T ) and V XG (T ).
Let us define,
Therefore,λ can be obtained by maximizing h(λ) with respect to λ or as a solution of
It is noted thatλ depends on θ, we do not make it explicit for brevity. For further development we computeλ for θ = 1, and we denote it byλ 1 . It is difficult to obtain an analytic solution, so we solve it numerically.
We note that, lim n→∞ E XG (T ) n and lim n→∞ V XG (T ) n exist. We denote, with a similar fashion as before, lim n→∞
We have, for large n,
Note thatλ,θ, AM LD (λ), AV LD (λ), AM XG (θ) and AV XG (θ) are numerically computed by using R 3.5.1 programming language (R Core Team, 2018). Table 1 and Table 2 
Sample size determination
In this section, we shall discuss a procedure to determine the minimum sample size required to discriminate between the Lindley and xgamma distributions, for a pre-specified user specific probability of correct selection (PCS).
It is important to know the distance (or closeness or proximity) between the two distributions, under consideration, prior to establish a discrimination strategy between them. There are several ways to measure the distance between the two probability distributions, such as, Kolmogorov-Smirnov (K-S) distance or Helinger distance. It is quite natural that, for a given PCS, a very large sample is required to discriminate between the distributions that are very close.
On the other hand, a small sample may be adequate to discriminate between the two distributions that are not so close. However, it is also logical that, if the two distributions under consideration are very close then one may not need to differentiate between them from a practical angle. So, it is expected that a practitioner will pre-specify the PCS and a tolerance limit in view of the distance between the two probability distributions. The tolerance limit indicates that an user does not want to make a distinction between two probability distributions if the distance measure between them is less than the tolerance limit.
We can determine the minimum sample size required to discriminate between two distributions based on PCS and the tolerance limit. We apply here the very popular K-S distance to discriminate between two distribution functions.
We have observed in section 3, that for a large n RML statistics follow approximately normal distribution. We use this fact along with the help of K-S distance to determine the minimum sample size required such that PCS attains a certain protection level, say p * , for a given tolerance level D * . The K-S distance between two distribution functions, say F (x) and G(x), is defined as
The method is explained below for Case 1, the procedure for Case 2 follows exactly along the same line may be noted also. We have seen that T is asymptotically normally distributed with mean E LD (T ) and variance V LD (T ), therefore, we have the probability of correct selection (PCS) as
Here Φ(.) denotes the distribution function of the standard normal variable. To determine the sample size required to attain at least a protection level p * , we equate,
to solve for n and it provides
Here z p * is the 100p * percentile point of a standard normal distribution. AM LD (θ) and AV LD (λ) are same as defined before. For p * = 0.90 and for different values of λ, the possible values for n is reported in Table 3 .
Along with the similar argument, the sample size n required for Case 2 is obtained as
For p * = 0.90 and for different values of θ, the possible values for n is reported in Table 4 .
From Tables 3 and 4 it is immediate that as λ moves away from 0.78 and θ moves away from 1.26, for a given PCS, the required sample size decreases as expected.
Suppose that one would like to choose the minimum sample size needed for a given protection level p * when the distance between two distribution functions is greater than a given tolerance level D * .
We report K-S distance between LD(λ) and XG(θ) for different values of λ is reported in Table 3 .
Hereθ is same as defined in (8) and it has been reported in Table 1 . Similarly, K-S distance between XG(θ) and LD(λ) for different values of θ is reported in Table 4 . Hereλ is same as defined in (11) and it has been reported in Table 2 . Now, to determine the minimum sample size required to discriminate between Lindley and xgamma distributions for given p * and D * . Suppose p * = 0.90 and D * = 0.03. Here tolerance level D * = 0.03 means that the practitioner wants to discriminate between a Lindley distribution function and a xgamma distribution function only when their K-S distance is more than 0.03. From Table 3 , it is clear that for Case 1, K-S distance will be more than 0.03 if 0.89 ≤ λ ≤ 1.38. Similarly, from Table 4 , it is clear that for Case 2, K-S distance will be more than 0.03 if 1.10 ≤ θ ≤ 2.05.
Therefore, if the null distribution is Lindley, then for the tolerance level D * = 0.03, one needs n = max{143, 9} = 143 to meet the PCS when p * = 0.90.
Similarly, if the null distribution is xgamma then one needs n = max{137, 13} = 137 to meet the PCS when p * = 0.90 and D * = 0.03. Therefore, for the given tolerance level 0.03 one needs n = max{143, 137} = 143 to meet the protection level p * = 0.90 simultaneously for both the cases.
Simulation studies
In this section, we present some simulation results to investigate the behavior of these asymptotic results derived in Section 3 for finite sample sizes. All simulations are performed using the R 3.5.1
programming language (R Core Team, 2018). These R codes are available to the reader from the authors.
We consider n = 20, 40, 60, 80, 100, 400, and for Case 1, the null distribution is Lindley and the alternative is xgamma, we consider λ = 0. Tables 5 and 6 .
It is clear from Tables 5 and 6 that as the sample size increases the PCS increases as expected.
Also, for a small sample size, n = 20, the asymptotic results work quite well for both the cases for all possible parameter ranges. From the simulation study it is recommended that asymptotic results can be used quite effectively even when the sample size is as small as 20 for all possible choices of the shape parameters. 
Real data illustration
In this section we analyze two data sets and use our method to discriminate between two distribution functions.
Illustration-I
As a first illustration, data set represents the number of revolution before failure of the 23 ball bearings in the life-test is considered. It was originally reported in Lawless (1982 between the data and the fitted xgamma distribution function is 0.13228 and the corresponding p-value is 0.76796. We also present the observed, expected frequencies for different groups and the corresponding χ 2 statistics for both the distributions to the fitted data. We observe that for this data set, both the distributions provide quite good fit to the data. The results are presented in Table 7 . In this case also we present the observed, expected frequencies for different groups and the corresponding χ 2 statistics for both the distributions to the fitted data and we observe that, for this data set also, both the distributions provide quite good fit. The results are presented in Table 8 . The logarithm of RML i.e., T = 1.9829 which is greater than 0. Hence, for this case the indication is to choose the Lindley model. 
Concluding remarks
In this article, problem of discriminating between the two families of probability distributions, viz., the Lindley and xgamma, is considered. The statistic based on the ratio of the maximized likelihoods is considered and we obtain the asymptotic distributions of the test statistics under null hypotheses. We compare the probability of correct selection using Monte-Carlo simulations with the asymptotic results and it is observed the asymptotic results work quite well for a wide range of the parameter space, even when the sample size is very small. Therefore, the asymptotic results can be utilized to estimate the probability of correct selection. To calculate the minimum sample size required for a user specified probability of correct selection, asymptotic results are used. The concept of tolerance level is used based on the distance between the two distribution functions. For a particular D * tolerance level the minimum sample size n is obtained for a given user specified protection level. Tables are provided for the protection level 0.90, however, for the other protection level the tables can be easily generated, for example, if we need the protection level p * = 0.85, then all the entries corresponding to the row of n, will be multiplied by . Tables 3 and 4 , therefore, can be used for any given protection level.
