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Abstract. Stochastic gravitational wave backgrounds, predicted in many models of the
early universe and also generated by various astrophysical processes, are a powerful probe
of the Universe. The spectral shape is key information to distinguish the origin of the back-
ground since different production mechanisms predict different shapes of the spectrum. In
this paper, we investigate how precisely future gravitational wave detectors can deter-
mine the spectral shape using single and broken power-law templates. We consider the
detector network of Advanced-LIGO, Advanced-Virgo and KAGRA and the space-based
gravitational-wave detector DECIGO, and estimate the parameter space which could be
explored by these detectors. We find that, when the spectrum changes its slope in the
frequency range of the sensitivity, the broken power-law templates dramatically improve
the χ2 fit compared with the single power-law templates and help to measure the shape
with a good precision.
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1 Introduction
Gravitational waves (GWs) would have been generated in the course of the evolution of the
Universe from the very early era to the present. Since GWs can penetrate through space
without attenuation, they carry invaluable information on phenomena in the very early
Universe and astrophysical processes, which cannot be unraveled by other observations.
One such example is inflation, in which GWs as well as density perturbations are
generated from quantum fluctuations [1, 2]. There are many other possible sources of
GWs from the early Universe, such as first-order phase transition [3–7], preheating after
inflation [8], topological defects [9–13], and so on. These GWs are considered as those from
uncorrelated and unresolved sources and generate a stochastic background of GWs. Fur-
thermore, various stochastic GW backgrounds of astrophysical origin have been discussed,
such as binaries of compact objects (black holes, neutron stars, white dwarfs) [14, 15], stel-
lar core collapse [16, 17], r-mode instability of neutron stars [18], magnetars [19] and so on.
The detection of such stochastic GW backgrounds would give us an important insight on
cosmology and astrophysics. In fact, the world-wide detector network of Advanced-LIGO
(aLIGO), Advanced-Virgo (aVirgo) and KAGRA will increase the sensitivity of the GW
background up to ΩGW ∼ 10−9 at the frequency of 10 − 100 Hz. In addition, the future
space-based gravitational-wave detector Deci-Hertz Interferometer Gravitational-wave Ob-
servatory (DECIGO) [20, 21] might be able to detect stochastic GWs up to ΩGW ∼ 10−16
at the frequency of 0.1− 1 Hz.
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Since there are a lot of possible sources of stochastic GW backgrounds of various
origins, we should prepare for its future detection. As described in Sec. 2, most of
the spectra of stochastic GW backgrounds cannot be fitted by a single power-law as
usually assumed but, rather, by a broken power-law, which can be characterized by two
spectral indices, peak frequency, and amplitude. The spectral shape contains information
on the source of the background, hence accurate modeling of the spectral shape would
help to uncover the origin and the nature of this source. Fitting the stochastic background
well-described by a broken power-law spectrum using a single power-law template would
lead to a biased estimate of the spectral index, and useful information of the source
would be lost. In this paper, focusing on the future detector network of aLIGO-aVirgo-
KAGRA and the next-generation GW detectors such as DECIGO, we investigate how
accurately we can extract the information on the parameters of the broken power-law
templates from measurements of the spectrum of stochastic GW background (see [22],
for an estimation of the number of templates required in the LIGO experiment in the
stochastic GW background search with a broken power-law fit).
The organization of this paper is as follows. In Sec. 2, we review the sources of
the stochastic GW background (cosmological ones in Sec. 2.1 and astrophysical ones in
Sec. 2.2) and list the quantities characterizing the GW spectrum such as the amplitude,
the spectral index and the frequency. In Sec. 3, we describe the method of the analysis
to obtain expected constraints from future observations mainly by adopting the Fisher
matrix and demonstrate how the parameter estimation is biased when we use an unsuit-
able template. In Sec. 4, we forecast the expected constraints on the parameters by the
future detector network of aLIGO-aVirgo-KAGRA and the next-generation GW detector
DECIGO. Sec. 5 is devoted to summary.
2 GW sources
In this section, we summarize (possible) GW sources of cosmological and astrophysical
origins, which have been suggested in the literature. Here we do not intend to set a
thorough list, but we discuss the sources which have been investigated relatively well.
GWs are described by the tensor perturbation hij in the Friedmann-Robertson-Walker
(FRW) spacetime:
ds2 = −dt2 + a2(t) (δij + hij) dxidxj, (2.1)
with a(t) being the scale factor of the Universe. Here we consider a flat Universe and hij
satisfying the transverse-traceless condition: ∂ihij = h
i
i = 0. The energy density of the
GWs is given by
ρGW =
1
64πG
〈
(∂thij)
2 +
(∇
a
hij
)2〉
, (2.2)
where the bracket describes the spatial average.
To characterize the spectral amplitude of GWs, we use the dimensionless quantity
ΩGW, which describes the energy density of GWs per logarithmic interval of the frequency
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f at the present time, normalized by the critical density ρcrit = 3H
2
0/(8πG):
ΩGW ≡ 1
ρcrit
dρGW
d ln f
. (2.3)
One may approximate the GW spectrum using a broken power-law as
ΩGW(f) =


ΩGW∗
(
f
f∗
)nGW1
for f < f∗,
ΩGW∗
(
f
f∗
)nGW2
for f > f∗,
(2.4)
where ΩGW∗ is the amplitude at f = f∗ (the peak frequency or the reference frequency)
with f∗ being the frequency at which the spectral dependence changes, and nGW1 and nGW2
are the spectral index for f < f∗ and f > f∗, respectively. Although not all the models
can well be described by this simple form, in the following, we provide typical values of
Ω∗, f∗, nGW1 and nGW2 for various cosmological and astrophysical stochastic backgrounds.
2.1 Cosmological sources
First, we list cosmological sources. See also [23, 24] for a collection of some cosmological
sources. All the models we describe in this subsection are summarized in Table 1.
• First-order phase transition
It has been argued that significant GWs can be generated during first-order phase tran-
sition in the early universe (for example, an electroweak-scale phase transition [25, 26]).
The GW spectrum depends on the mechanisms taking place during the phase transition.
There are three processes generating GWs: bubble collision, turbulence and sound waves.
Below, we quote the spectral indices, the peak frequency and the amplitude of the GW
spectrum from these processes separately #1.
(i) Bubble collision [4, 5, 29–31]
In a first-order phase transition, bubbles are nucleated. They rapidly expand and collide,
sourcing a large amount of GWs. The GWs from bubble collision has spectral indices
nGW1 = 2.8, nGW2 = −1, (2.5)
The peak frequency of the GWs generated at the time of phase transition is written as
fPT = β
(
0.62
1.8− 0.1vw + v2w
)
, (2.6)
#1 There have been some works discussing the discrimination of models of phase transition by using
GW spectrum [27, 28].
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with vw being the bubble wall velocity. When it is redshifted to the present-day frequency,
we have
f∗ ∼ 10−5
(
fPT
β
)(
β
HPT
)(
TPT
100 GeV
)
[Hz], (2.7)
where β ≃ Γ˙/Γ with Γ being the bubble nucleation rate, and HPT and TPT are the Hubble
rate and the temperature at the time of the phase transition. The amplitude at peak
frequency today is given by
ΩGW∗ ∼ 10−5
(
HPT
β
)2(
κφα
1 + α
)2(
0.11v3w
0.42 + v2w
)
, (2.8)
where κφ is the fraction of the vacuum energy converted into the gradient energy of a
scalar field. For analytic calculations, see [29, 32–34].
(ii) Turbulence [6, 23, 31, 35]
Subsequent magnetohydrodynamic (MHD) turbulent cascades after bubble collisions also
source GWs. The spectral indices, the peak frequency and the present-day amplitude can
be written as
nGW1 = 3, nGW2 = −5
3
, (2.9)
f∗ ∼ 3× 10−5
(
1
vw
)(
β
HPT
)(
TPT
100 GeV
)
[Hz], (2.10)
ΩGW∗ ∼ 3× 10−4
(
HPT
β
)(
κturbα
1 + α
)3/2
vw, (2.11)
where κturb is the fraction of latent heat converted into turbulence.
(iii) Sound waves [7, 31, 36]
Sound waves in the plasma fluid are also an important source of GWs. For the case of
sound waves, nGW1, nGW2, f∗ and ΩGW∗ are given by
nGW1 = 3, nGW2 = −4, (2.12)
f∗ ∼ 2× 10−5
(
1
vw
)(
β
HPT
)(
T
100 GeV
)
[Hz], (2.13)
ΩGW∗ ∼ 3× 10−6
(
HPT
β
)(
κvα
1 + α
)2
vw, (2.14)
where κv is the fraction of latent heat converted into the bulk motion of the fluid. For a
recent study of GWs from sound waves, see [37].
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• Preheating
During preheating stage, GWs can be generated from violent production of particles via a
parametric resonance (see [38, 39] for a recent review on preheating), and there have been
a lot of studies on the generation of GWs from preheating (see [8] for a pioneering work).
Although a numerical simulation is needed to precisely calculate the GW spectrum, here
we describe some approximate (fitting) formula for the GW spectrum. Below, we present
only the cases of preheating into scalars, but preheating into gauge fields is also studied
in the literature [40–42].
(i) Case with V =
1
4
λφ4
First, let us consider a model with
V (φ, χ) =
1
4
λφ4 +
1
2
gφ2χ2, (2.15)
where φ is the inflaton which decays into another scalar field χ. Although a quartic chaotic
inflation model is now ruled out by Planck data, for reference, we fix the value of λ to give
the right amplitude of primordial density fluctuations, i.e., λ ≃ 10−14. In this model, the
spectral indices are given by
nGW1 = 3, nGW2 = cutoff . (2.16)
At higher frequency, the GW spectrum decays exponentially and cannot be well fitted by
a constant power law. From now on, we denote such a case as “cutoff”. Once we fix the
value of λ, i.e, the inflation scale, the peak frequency is approximately fixed as [43]
f∗ ∼ 107 [Hz]. (2.17)
Ref. [43] has shown that the peak amplitude can be fitted to the so-called resonance
parameter q(= g2/λ). Since the amplitude oscillates depending on q, we give a range in
the formula below:
3.4× 10−12
( q
100
)−0.42
< ΩGW∗h
2 < 2.4× 10−11
( q
100
)−0.56
, (2.18)
where h is the reduced Hubble constant. Thus, roughly speaking, the peak amplitude is
ΩGW∗ ∼ 10−11
( q
100
)−0.5
. (2.19)
(ii) Hybrid [44, 45]
For a hybrid-type inflationary model, the potential can be given by
V =
1
4
λ
(
σ2 − v2)2 + 1
2
g2φ2σ2 + Vinf(φ), (2.20)
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where φ is the inflaton, Vinf(φ) is its potential controlling the inflationary dynamics during
inflation, λ and g are coupling constants, and v is the VEV of a field σ. But we do not
need to specify it here since the generation of GWs from preheating does not depend on
the details of the potential during inflation. For this model, the spectral indices, the peak
frequency and the amplitudes can be roughly given as, for the case of g2/λ≪ 1,
nGW1 = 2, nGW2 = cutoff , (2.21)
f∗ ∼ g√
λ
λ1/41010.25 [Hz], (2.22)
ΩGW∗ ∼ 10−5
(
λ
g2
)1.16(
v
Mpl
)2
. (2.23)
• Cosmic strings [9, 10]
Cosmic strings are one-dimensional topological defects, which arise naturally in field the-
ories, as well as in inflationary scenarios based on superstring theory. They are known to
emit strong GW bursts from pathological structures, such as cusps and kinks [11], during
their evolution. When GWs from all the strings are numerous, their signals overlap and
become a stochastic GW background.
(i) Loops 1 [23, 46–57]
Cosmic string loops are known to generate a GW background at high frequencies. The
loops formed in the late matter-dominated era give rise to a GW background with a peak-
like shape. Taking into account the uncertainties in the string network modeling, the
spectral indices roughly range as
nGW1 = [1, 2], nGW2 = [−1,−0.1], (2.24)
with
f∗ ∼ 3× 10−8
(
Gµ
10−11
)−1
[Hz], (2.25)
whereG is the gravitational constant and µ is the string tension. Note that this dependence
holds only for αloop ≫ ΓGµ where Γ characterizes GW emission efficiency and αloop is the
typical initial size of loops normalized with respect to the loop formation time ti. When
αloop ≫ ΓGµ, the dependence is
f∗ ∼ 3× 10−8
(αloop
10−9
)−1
[Hz], (2.26)
The amplitude strongly depends on the string parameters such as tension Gµ and initial
loop size αloop. When one considers αloop ≫ ΓGµ, the amplitude at peak is roughly given
by
ΩGW∗ ∼ 10−9
(
Gµ
10−12
)(αloop
10−1
)−1/2
. (2.27)
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For αloop ≪ ΓGµ, the parameter dependence becomes
ΩGW∗ ∼ 10−12
(
Gµ
10−12
)
. (2.28)
Note that, in the case of cosmic superstrings, the reconnection probability also affects the
amplitude.
(ii) Loops 2 [23, 46–57]
At higher frequencies, GWs from loops formed during the radiation-dominated era are
the dominant contribution and the spectrum becomes flat. Thus, around the intermediate
frequency where we see both contributions from loops formed in the radiation-dominated
and the matter-dominated phases, the spectral indices change as
nGW1 = [−1,−0.1], nGW2 = 0. (2.29)
The transition frequency and the amplitude strongly depends on the modeling of the
cosmic string network and the calculation method, but the rough expectation is
f∗ ∼ 3× 10−5
(
Gµ
10−11
)−1
[Hz], (2.30)
ΩGW∗ ∼ 10−9.5
(
Gµ
10−12
)(αloop
10−1
)−1/2
, (2.31)
for αloop ≫ ΓGµ, and
f∗ ∼ 3× 10−3
(αloop
10−9
)−1
[Hz], (2.32)
ΩGW∗ ∼ 10−14
(
Gµ
10−12
)
, (2.33)
for αloop ≪ ΓGµ.
(iii) Infinite strings [58, 59]
Kinks on infinite strings generate a GW background over all frequencies. Typically, the
amplitude is smaller than the one from loops, but it becomes important at low frequencies
where loops do not emit GWs. The spectral index slightly depends on the expansion rate
of the Universe when kinks are generated, but typically the spectrum is almost flat. When
combined with the GWs from loops which produce GWs at high frequencies, one may find
a break in the spectrum such as
nGW1 = [0, 0.2], nGW2 = [1, 2], (2.34)
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The transition frequency is highly model dependent since parameter dependencies of GW
spectra from loops and infinite strings are different, and hence we do not set a value for
f∗. For a typical parameter choice, the GW amplitude can be roughly given by
ΩGW∗ ∼ 10−12
(
Gµ
10−8
)
. (2.35)
The prefactor can vary depending on the transition frequency, but it should be in the
range of [10−11, 10−13] for Gµ = 10−8.
• Domain walls [9, 60–63]
The existence of domain walls is in conflict with cosmological observations, since their
energy density easily dominates that of the universe. However, this problem can be avoided
by considering unstable domain walls and their annihilation in the early Universe may
produce a significant amount of gravitational waves.
Numerical simulations [61–63] find the spectral dependencies of the power spectrum
as
nGW1 = 3, nGW2 = −1, (2.36)
with typical frequency
f∗ ∼ 10−9
(
Tann
10−2GeV
)
[Hz], (2.37)
where Tann is the temperature of the universe at domain wall annihilation. The amplitude
is determined by the domain wall tension σ as
ΩGW∗ ∼ 10−17
( σ
1TeV3
)2( Tann
10−2GeV
)−4
. (2.38)
• Self-ordering scalar fields [12]
A phase transition which breaks global O(N) symmetry of scalar fields generates a spatial
gradient of the scalar fields on superhorizon scales, because each causally disconnected
region of the Universe gets arbitrarily different directions of the fields. When the modes
re-enter the horizon, the fields release gradient energy by the self-ordering of the Nambu-
Goldstone modes, and they continuously source GWs at the horizon scale.
(i) Radiation-dominated phase [13, 64–66]
If all the GW modes of interest enter the horizon during the radiation-dominated phase,
GWs have a scale-invariant spectrum at the frequencies of interferometer experiments,
and hence we have
nGW1 = 0, nGW2 = 0. (2.39)
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Therefore, there is no well-defined peak frequency f∗ in this model. The spectral amplitude
depends on the number of the scalar field components N and the VEV of the fields v,
ΩGW∗ ∼ 511
N
Ωrad
(
v
Mpl
)4
. (2.40)
(ii) Effect of reheating [67]
The frequency dependence of the GW spectrum is affected by the expansion rate of the
Universe. If the expansion rate of the Universe evolves like a matter-dominated phase
during reheating, the spectral indices are
nGW1 = 0, nGW2 = −2, (2.41)
and the peak frequency can be written as
f∗ ∼ 0.4
(
TR
107 GeV
)
[Hz], (2.42)
where TR is the temperature of the Universe when reheating is completed. The flat
part nGW1 = 0 corresponds to the modes which enter the horizon during the radiation-
dominated phase after reheating, and its amplitude is given as in Eq. (2.40), while the
amplitude of the modes which enter during reheating is suppressed. So the amplitude is
ΩGW∗ ∼ 511
N
Ωrad
(
v
Mpl
)4
. (2.43)
• Magnetic field [68, 69]
Magnetic fields are considered to be present at almost all scales in the Universe. In
particular, they exist even in the intergalactic medium [70], which may have originated in
the early Universe. It has been argued that such primordial magnetic fields can arise from
inflation [71, 72], phase transition [73, 74] and so on. Here we describe the GW power
spectrum having magnetic fields generated from phase transition in mind. The slope of
the power spectrum is predicted to be
nGW1 = 3, nGW2 = αB + 1, (2.44)
where we have assumed that the initial magnetic field power spectrum is given by PB ∝ k2
and ∝ kαB for scales larger and smaller than the correlation scale respectively [69], and
the correlation length and the horizon scale at the generation time are identical. The
characteristic frequency and the amplitude at which the slope of the GW spectrum changes
can be roughly estimated as
f∗ ∼ 10−6
(
T∗
100 GeV
)
[Hz], (2.45)
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ΩGW∗ ∼ 10−16
(
B
10−10 G
)
, (2.46)
where T∗ corresponds to the temperature at the production of magnetic fields and B is
the magnetic field magnitude today.
• Inflation+reheating [75]
Inflation generates almost scale-invariant GWs originating from the quantum fluctuations
in spacetime. The primordial tensor power spectrum is given by
Pinf = 8
M2pl
(
H∗
2π
)2
, (2.47)
where H∗ is the Hubble parameter at the horizon exit during inflation and it is almost
constant in the standard slow-roll inflationary models. The present-day GW spectrum can
be given by using the transfer function T (k), which describes the evolution of GWs after
inflation,
ΩGW(k) =
1
12
(
k
aH
)2
T 2(k)Pinf(k), (2.48)
where k = 2πf is the wavenumber. The explicit form of T (k) is given in [76–79].
In the standard scenario, the inflaton oscillates at the bottom of its potential during
reheating. In such phase, the Universe behaves as matter-dominated one if the inflaton
potential has a quadratic form at its bottom. For modes entering the horizon during the
matter-dominated epoch, the transfer function scales as T (k) ∝ k−2. On the other hand,
the modes entering the horizon during the radiation-dominated epoch is T (k) ∝ k−1.
Because of the transition from the matter-dominated epoch to the radiation-dominated
one at the end of reheating, the spectrum has
nGW1 ∼ 0, nGW2 = −2. (2.49)
More precisely, nGW1 can be given by nGW1 = −2ǫ with ǫ = −H˙/H2 being the first
slow-roll parameter, where, however, |nGW1| ≪ O(1) in general.
The characteristic frequency f∗ corresponds to the mode which enters the horizon at
the time of reheating. Therefore, it can be given as a function of the reheating temperature
as
f∗ ∼ 0.3
(
TR
107 GeV
)
[Hz]. (2.50)
By using the tensor-to-scalar ratio, the amplitude ΩGW∗ is given by
ΩGW∗ ∼ 2× 10−17
( r
0.01
)
. (2.51)
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• Inflation+kination [80–85]
In some scenarios of the early Universe, the radiation-dominated epoch is preceded by
the so-called kination epoch, in which the energy density of the Universe is dominated by
the kinetic energy of a scalar field. Examples of this type of model include quintessential
inflation [81]. During the kination epoch, the Hubble expansion rate decreases as H ∝ a−3
(the energy density of the scalar field scales as ρφ ∝ a−6, which gives the transfer function
of T (k) ∝ k2. Therefore, the spectral indices for the GW spectrum are given by
nGW1 ∼ 0, nGW2 = 1. (2.52)
We note that here again nGW1 is given by nGW1 = −2ǫ which is close to 0. The charac-
teristic frequency corresponds to the mode entering the horizon at the end of the kination
epoch. By denoting the temperature at this epoch by Tkin, f∗ is given by
f∗ ∼ 0.3
(
Tkin
107 GeV
)
[Hz]. (2.53)
The amplitude is given in the same way as for the inflation+reheating case:
ΩGW∗ ∼ 2× 10−17
( r
0.01
)
. (2.54)
• Particle production during inflation [86–88]
It has been argued that large GWs can be produced from particle production during
inflation [86–88]. Let us consider a model where the inflaton φ couples to a U(1) gauge
field Fµν as
#2
L ⊃ − φ
4f
FµνF˜
µν , (2.55)
with f being a coupling constant with the dimension of mass. In this model, gauge
quanta can be significantly produced, which sources the GWs. The primordial GW power
spectrum is given by the sum of the contributions from the usual inflationary vacuum and
the particle production ones, which can be written as [95, 96]
PGW(k) =
2H2∗
π2M2pl
+ 8.7× 10−8 H
4
∗
M4pl
e4piξ
ξ6
, (2.56)
where ξ is defined by
ξ ≡ dφ/dt
2fH∗
. (2.57)
#2 The GW production in models with an axion-SU(2) gauge field coupling has been studied in [89–93].
GWs generated from particle production in a bouncing model has been discussed in [94].
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On large scale (low frequency), the contribution from the usual inflationary vacuum dom-
inates, while on small scales (high frequency), the one from the particle production does.
Therefore the spectral indices are written as [88]
nGW1 = −2ǫ ∼ 0, nGW2 = −4ǫ+ (4πξ − 6)(ǫ− η). (2.58)
The transition frequency corresponds to the one at which the GW spectrum from particle
production gets dominated over the one from the usual inflationary tensor mode. The
GW production from particle production is sensitive to the parameters in the model such
as ξ, and thus the transition frequency is highly dependent on the model parameters (see
e.g., [97]).
The amplitude at the transition frequency is given as the same as the one from the
usual inflationary vacuum (assuming an almost scale-invariant GW spectrum on lower
frequency region), and hence it can be written as
ΩGW∗ ∼ 2× 10−17
( r
0.01
)
. (2.59)
• 2nd-order perturbations
At 2nd order in the cosmological perturbation theory, the scalar, vector and tensor modes
cannot be separated and they could affect one another. Typically the amplitude of the
GWs generated from 2nd-order scalar perturbations in standard slow-roll inflation is very
small when one considers the radiation-dominated epoch after inflation [98]. However,
considering a different Hubble expansion of the Universe [99] or non-scale-invariant scalar
perturbations, we can expect a large GW amplitude. For the latter, we introduce only the
case related to primordial black hole (PBH) formation [100], but the existence of other
fields such as curvaton [101] and instability of the standard model Higgs [102] can also
induce GWs with large amplitude.
(i) Early matter phase [99]
In [99, 103], it has been argued that 2nd-order scalar perturbations induce the tensor mode
which might be detectable in the future GW observations if the Universe went through an
early matter-dominated phase. When we consider the scale invariant spectrum of scalar
perturbations, the spectral indices of GWs are given by
nGW1 = 1, nGW2 = drop-off. (2.60)
The spectrum drops off sharply at the scale corresponding to the end of inflation. Therefore
here we denote nGW2 as “drop-off”. Note that these indices change depending on the
spectral shape of the primordial scalar perturbations [104]. The typical frequency is given
by the reheating temperature Treh and the energy scale of inflation Minf ,
f∗ ∼ 7× 105
(
Treh
109 GeV
)1/3(
Minf
1016 GeV
)2/3
[Hz], (2.61)
– 12 –
and the amplitude is given by
ΩGW∗ ∼ 10−12
(
Treh
109 GeV
)−4/3(
Minf
1016 GeV
)4/3
. (2.62)
(ii) Primordial black holes [100]
PBHs can form when density fluctuations with large amplitude are generated by some
mechanism and such large scalar fluctuations induce GWs as a second-order effect as
discussed above. If we assume primordial scalar fluctuations with a peak-like shape, we
can approximate the power spectrum as a delta function as follows:
Pζ(k) = A2δ(ln(k/kp)), (2.63)
where A2 and kp are the amplitude and the wavenumber at the peak. With this kind of
sharp scalar fluctuations, we also expect GW generation and the spectrum is
nGW1 = 2, nGW2 = drop-off, (2.64)
The spectrum drops off at the scale corresponding to the peak of scalar fluctuations, which
is related to the mass of the PBH MPBH as
f∗ ∼ 4× 10−2
(
MPBH
1020 g
)−1/2
[Hz]. (2.65)
The amplitude at the peak is
ΩGW∗ ∼ 7× 10−9
( A2
10−3
)2
. (2.66)
Note that the shape of the GW spectrum is different in the cases where the power spectrum
of fluctuation is amplified in a broad range of scales and cannot be approximated by a
delta function [105].
• Pre-Big-Bang [106, 107, 109, 110]
In a string theory-inspired cosmological scenario, the so-called pre-big bang model, a blue-
tilted GW spectrum can be generated. In particular, the lower frequency part of the
spectrum is blue-tilted, while on higher frequency, it can be flat or red/blue-tilted (see
[108] for a recent update and the detailed spectrum). The spectral index for lower and
higher frequency parts is given by [106]
nGW1 = 3, nGW2 = 3− 2µ, (2.67)
– 13 –
where µ describes the growth of the dilaton during stringy phase and µ ≥ 0. The transition
frequency corresponds to the one at which the mode crosses the horizon at the beginning
of the string phase, which can be regarded as a model parameter in this scenario and there
is no typical phase. However, it has been argued that this frequency can be around the
one where LISA or aLIGO are sensitive. The amplitude of the GW spectrum is estimated
as
ΩGW∗ ∼ 1.4× 10−6
(
Hs
0.15Mpl
)4
, (2.68)
where Hs is the Hubble parameter during the stringy phase.
– 14 –
Table 1. Cosmological GW sources
source nGW1 nGW2 f∗ [Hz] ΩGW
Phase transition (bubble collision) 2.8 −2 ∼ 10−5
(
fPT
β
)(
β
HPT
)(
TPT
100 GeV
)
∼ 10−5
(
HPT
β
)2(
κφα
1 + α
)2(
0.11v3w
0.42 + v2w
)
Phase transition (turbulence) 3 −5/3 ∼ 3× 10−5
(
1
vw
)(
β
HPT
)(
TPT
100 GeV
)
∼ 3× 10−4
(
HPT
β
)(
κturbα
1 + α
)3/2
vw
Phase transition (sound waves) 3 −4 ∼ 2× 10−5
(
1
vw
)(
β
HPT
)(
TPT
100 GeV
)
∼ 3× 10−6
(
HPT
β
)(
κvα
1 + α
)2
vw
Preheating (λφ4) 3 cutoff ∼ 107 ∼ 10−11
(
g2/λ
100
)−0.5
Preheating (hybrid) 2 cutoff ∼ g√
λ
λ1/41010.25 ∼ 10−5
(
λ
g2
)1.16(
v
Mpl
)2
Cosmic strings (loops 1) [1, 2] [−1,−0.1] ∼ 3× 10−8
(
Gµ
10−11
)−1
∼ 10−9
(
Gµ
10−12
)(αloop
10−1
)−1/2
(for αloop ≫ ΓGµ)
Cosmic strings (loops 2) [−1,−0.1] 0 ∼ 3× 10−8
(
Gµ
10−11
)−1
∼ 10−9.5
(
Gµ
10−12
)(αloop
10−1
)−1/2
(for αloop ≫ ΓGµ)
Cosmic strings (infinite strings) [0, 0.2] [0, 0.2] — ∼ 10−[11,13] ( Gµ
10−8
)
Domain walls 3 -1 ∼ 10−9
(
Tann
10−2GeV
)
∼ 10−17
( σ
1TeV3
)2( Tann
10−2GeV
)−4
Self-ordering scalar fields 0 0 — ∼ 511
N
Ωrad
(
v
Mpl
)4
Self-ordering scalar + reheating 0 −2 ∼ 0.4
(
TR
107 GeV
)
∼ 511
N
Ωrad
(
v
Mpl
)4
Magnetic fields 3 αB + 1 ∼ 10−6
(
T∗
102GeV
)
∼ 10−16
(
B
10−10G
)
Inflation+reheating ∼ 0 −2 ∼ 0.3
(
TR
107 GeV
)
∼ 2× 10−17
( r
0.01
)
Inflation+kination ∼ 0 1 ∼ 0.3
(
TR
107 GeV
)
∼ 2× 10−17
( r
0.01
)
Particle prod. during inf. −2ǫ −4ǫ(4πξ − 6)(ǫ− η) — ∼ 2× 10−17
( r
0.01
)
2nd-order (inflation) 1 drop-off ∼ 7× 105
(
Treh
109 GeV
)1/3(
Minf
1016 GeV
)2/3
∼ 10−12
(
Treh
109 GeV
)−4/3(
Minf
1016 GeV
)4/3
2nd-order (PBHs) 2 drop-off ∼ 4× 10−2
(
MPBH
1020 g
)−1/2
∼ 7× 10−9
( A2
10−3
)2
Pre-Big-Bang 3 3− 2µ — ∼ 1.4× 10−6
(
Hs
0.15Mpl
)4
2.2 Astrophysical sources
Here, we list astrophysical sources. See also [111] for a collection of some astrophysical
sources. All the models we describe in this subsection are summarized in Table 2.
• Black hole (BH) binaries and neutron star (NS) binaries [14, 112–115]
The GW spectra of compact binaries at low frequencies are fitted by the power-law ΩGW∗ ∝
f 2/3 from the Newtonian analysis for the inspiral phase. The cutoff is determined by
the peak frequency and given by the innermost stable circular orbit: f∗ ≃ 163/2piM ≃
90Hz
(
M
50M⊙
)−1
, where M is the total mass of the binary. The parameters describing the
GW background spectrum are given by
nGW1 = 2/3, nGW2 = cutoff, (2.69)
f∗ ≃ 102 ∼ 103Hz, (2.70)
ΩGW∗ ≃ 10−9. (2.71)
Note that, from the recent detection of GWs from black hole binaries and a binary
neutron star [116], the amplitude of the stochastic GW background from compact binary
coalescence is estimated as ΩGW = 1.8
+2.7
−1.3×10−9 at 25 Hz [115], which should be compared
with ΩGW = 1.1
+1.2
−0.7×10−9 from binary black holes alone [114]. The GW background may
be observed during the next observation run (O3) of Advanced-LIGO.
•White dwarf binaries [15]
For the GW background from white dwarf binaries, binaries of various masses and redshifts
contribute to the background. The resulting slope of the spectra coming from the inspiral
phase of binaries is slightly steeper than 2/3 for fcrit < f < 2×10−2Hz(MWD/0.5M⊙) [15],
where MWD is the mass of a white dwarf in a binary. The upper cutoff of the frequency is
the one above which the inspiraling white dwarfs would undergo Roche-lobe overflow and
merge. The critical frequency, fcrit ≃ 7 × 10−5Hz(tage/10Gyr)−3/8(MWD/0.5M⊙)−5/8with
tage being the age of white dwarfs, is the frequency below which the energy loss due to GWs
is not effective. For f < fcrit, the slope of the GW spectra is 10/3 [15]. The parameters
describing the GW spectrum around the peak are thus given by
nGW1 ≃ 2/3, nGW2 = cutoff, (2.72)
f∗ ≃ 10−2Hz, (2.73)
ΩGW∗ ≃ 10−11. (2.74)
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• Stellar core collapse (High frequency model) [16, 17]
GWs would be produced from stellar core collapse via several processes: the postshock
convection phase, hot-bubble convection, the standing accretion shock instability (non-
spherical mode instability of stalled accretion shocks) and anisotropic neutrino emission.
However, since the physics of the stellar core collapse is not yet fully understood, the
relation of the GW signal to stellar progenitor properties is not well known. The following
functional form could describe the GW spectra predicted in several numerical simulations
[117, 118] of the stellar core collapse [17]:
ΩGW(f) =
8πGfξ
3H30
∫
dz
R∗(z)
(1 + z)H(z)
(
1 +
f(1 + z)
a
)6
exp (−2f(1 + z)/b) , (2.75)
where ξ is determined by a combination of unknown parameters, such as the mass fraction
of stars undergoing core-collapse and properties of emitted neutrinos, a and b (typically
5 < a < 150 Hz and 10 < b < 400 Hz) are free parameters of the model, z is the
source redshift, R∗(z) is the star formation rate and H(z) is the Hubble parameter. The
peak frequency may be related to the surface g-mode frequency, which depends on the
compactness and the surface temperature of a massive star [117]. The spectral shape
depends on parameters. The peak frequency can vary as
f∗ ≃ [102, 103] Hz. (2.76)
For example, if a = 100 and b = 200, the parameters spectral indices and peak frequency
are [17]
nGW1 ∼ 3, nGW2 = cutoff, (2.77)
f∗ ≃ 300 Hz. (2.78)
The amplitude depends on the parameter ξ and can vary as [111]
ΩGW∗ ≃ [10−14, 10−9]. (2.79)
• Stellar core collapse (Low frequency model) [17]
In some simulations of stellar core collapse [117–119], the emitted GW spectra has an
additional lower peak, the origin of which may be related to the prompt postbounce
convection or the standing accretion shock instability. The GW spectra can be fitted by
the following functional form [17]:
ΩGW(f) =
8π3GfA′2
3H20
∫
dz
R∗(z)
(1 + z)H(z)
exp
(
−(f(1 + z)− µ)
2
σ2
)
, (2.80)
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where A′ is a scaling parameter, µ and σ (typically 30 < µ < 200 Hz and 10 < σ < 80 Hz)
are free parameters of the model. The peak frequency can vary as
f∗ ≃ [101, 102] Hz. (2.81)
For example, if µ = 100 and σ = 10, the spectral indices around the peak is [17]
nGW1 ∼ 6, nGW2 ∼ 0, (2.82)
f∗ ≃ 40 Hz. (2.83)
The amplitude depends on the parameter A′ and varies as [111]
ΩGW∗ ≃ [10−14, 10−9]. (2.84)
• r-mode instability of NSs [18, 120]
Rapidly rotating neutron stars suffer from the so-called r-mode instability, the instability
of toroidal perturbations by the emission of GWs [121, 122]. The rotational energy is
converted into GWs and hence the maximum frequency of the gravitational radiation is
determined by the initial rotational frequency of a neutron star which is approximately
limited by the Kepler frequency [123]. The parameters describing the GW background
spectrum are given by
nGW1 ≃ 2, nGW2 = cutoff, (2.85)
f∗ ≃ 1.5× 103Hz
√
M
M⊙
(
10km
R
)3
, (2.86)
ΩGW∗ ≃ [10−12, 10−8], (2.87)
where M and R are the mass and the radius of a neutron star.
• Magnetar [19, 124]
Magnetars are neutron stars with extremely large magnetic fields (> 1014G). These large
magnetic fields deform the shape of neutron stars and cause the emission of significant
GWs if these stars are rapidly rotating and the magnetic dipole axis is different from the
rotation axis [19, 124]. The parameters characterizing the GW background spectrum are
given by
nGW1 ≃ 3, nGW2 = cutoff, (2.88)
f∗ ≃ 103Hz, (2.89)
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Table 2. Astrophysical GW sources
source nGW1 nGW2 f∗ [Hz] ΩGW
Neutron star merger 2/3 cutoff ∼ 103 ∼ 10−9
Black hole merger 2/3 cutoff ∼ 102 ∼ 10−9
White dwarf 2/3 cutoff ∼ 10−2 ∼ 10−11
Stellar core collapse I (High frequency model) — — [102, 103] [10−14, 10−9]
Stellar core collapse II (Low frequency model) — — [101, 102] [10−14, 10−9]
Neutron star r-mode 2 cutoff ∼ 103 [10−12, 10−8]
Magnetar 3 cutoff ∼ 103 [10−16, 10−8]
Superradiant instabilities 1 ∼ 7 < 0 — < 10−6
ΩGW∗ ≃ 10−16 ∼ 10−8. (2.90)
• Superradiant instabilities [125, 126]
Light scalar fields around spinning black holes can induce superradiant instabilities which
transfer the rotational energy of the black holes to trigger the growth of a bosonic conden-
sate outside the horizon. Although superradiant instabilities produces “holes” in the BH
mass/spin plane (“Regge plane”) determined by the measurements of GWs from resolvable
BH sources, a population of massive BH-bosonic condensates can form a stochastic back-
ground of GW from the condensate. The emitted GWs are nearly monochromatic with
the frequency ∼ ms/π, where ms is the mass of the scalar field. The spectrum depends on
the formation rate and the number density of BHs and strongly on the spin distribution of
the BHs. According to [125], the parameters characterizing the GW background spectrum
are roughly given by
nGW1 = 1 ∼ 7, nGW2 < 0, (2.91)
f∗ ≃ ms
π
≃ 5× 102
( ms
10−12eV
)
Hz, (2.92)
ΩGW∗ . 10
−6. (2.93)
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3 Methodology
As mentioned in the introduction, the main purpose of this paper is to investigate to
what extent we can probe the source of the stochastic GW background with future GW
experiments by looking at the spectral shapes, more specifically, the spectral indices of
the GW power spectrum. To pursue this, we adopt the Fisher matrix analysis to study
expected constraints from future GW observations on the parameters characterizing the
GW spectrum such as the amplitude and the spectral indices. In Section 3.1, we first
summarize the formalism of the Fisher matrix analysis. Then in Section 3.2, we describe
how to parametrize the GW spectrum.
3.1 Fisher analysis
Here, we briefly describe the statistics related to the detection of the stochastic background
[127] and Fisher matrix formalism [128] which is used to forecast constraints on parameters
describing the GW spectrum.
Let us decompose the metric perturbation hij into its Fourier modes h˜λ and denote
the two independent polarization states as
hij(t,x) =
∑
λ=+,×
∫
df
∫
S2
dΩh˜λ(f,Ω)ǫ
λ
ij(Ω)e
i2pif(t−Ω·x). (3.1)
where Ω = cosφ sin θ ex+sin φ sin θ ey+cos θ ez is a vector pointing to a direction on the
two-sphere specified by the standard polar and azimuthal angle φ and θ. The polarization
tensors ǫλij , where λ indicates the plus (+) and cross (×) polarization, satisfy the symmetric
and transverse-traceless conditions and are normalized as
∑
i,j ǫ
λ
ij(ǫ
λ′
ij )
∗ = 2δλλ
′
.
The stochastic GW search is performed by taking a cross correlation of signals be-
tween two detectors. Let us label two different detectors by I and J . Then the cross
correlated signal is given by
S =
∫ T/2
−T/2
dt
∫ T/2
−T/2
dt′sI(t)sJ(t
′)Q(t, t′), (3.2)
where T is the observation time, Q(t, t′) is a filter function, and sI(t) = hI(t)+nI(t) is the
output signal of the detector I composed of the GW signal hI(t) and detector noise nI(t).
Since noises between different detectors have no correlation, 〈sI(t)sJ(t′)〉 ≃ 〈hI(t)hJ(t′)〉,
the mean value of the signal can be expressed in the Fourier space as
µ ≡ 〈S〉 =
∫ ∞
−∞
df
∫ ∞
−∞
df ′δT (f − f ′)〈h˜∗I(f)h˜J(f ′)〉Q˜(f ′), (3.3)
where the tilde denotes Fourier-transformed quantities, 〈· · · 〉 denotes the ensemble average,
and δT (f) ≡
∫ T/2
−T/2
dte−2piift. The GW signal h˜I(f) is described by using F
λ
I which describes
the response of the detector as
h˜I(f) =
∑
λ
∫
dΩˆh˜λ(f,Ω)e
−2piifΩˆ·xIF λI (f,Ω), (3.4)
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where xI is the position of the detector. Using the relation of
〈h˜∗λ(f,Ω)h˜λ′(f ′,Ω′)〉 =
3H20
32π3
δ(2)(Ω,Ω′)
1
2
δλλ′δ(f − f ′)|f |−3ΩGW(|f |), (3.5)
with δ(2)(Ω,Ω′) = δ(φ− φ′) δ(cos θ − cos θ′), the cross correlation signal is given by
µ =
3H20
20π2
T
∫ ∞
−∞
df |f |−3γIJ(f)ΩGW(f)Q˜(f), (3.6)
where the overlap reduction function γIJ is given by detector responses as [129]
γIJ(f) ≡ 5
8π
∫
dΩˆ(F+I F
+
J + F
×
I F
×
J )e
−2piifΩˆ·(xI−xJ ) . (3.7)
In the weak-signal assumption, the variance of the correlation signal is
σ2 ≡ 〈S2〉 − 〈S〉2 ≈ 〈S2〉
=
∫ T/2
−T/2
dt
∫ T/2
−T/2
dt′〈sI(t)sJ(t)sI(t′)sJ(t′)〉Q(t)Q(t′)
≈ T
4
∫ ∞
−∞
dfSn,I(|f |)Sn,J(|f |)|Q˜(f)|2 . (3.8)
In the last step, we used 〈sI(t)sJ(t)sI(t′)sJ(t′)〉 ≃ 〈nI(t)nI(t′)〉〈nJ(t)nJ(t′)〉 and trans-
formed the equation into Fourier space. The noise spectral density Sn,I(f) is defined by
〈nI(f)∗nI(f ′)〉 ≡ Sn,I(f)δ(f − f ′)/2. Then we find that the signal-to-noise ratio (SNR)
ρ ≡ µ/σ is maximized by choosing the optimal function as Q˜(f) ∝ γIJ (|f |)ΩGW(|f |)
|f |3Sn,I (|f |)Sn,J (|f |)
, and
can be written as
ρIJ =
3H20
10π2
√
2T
[∫ ∞
0
df
|γIJ(f)|2ΩGW(f)2
f 6Sn,I(f)Sn,J(f)
]1/2
. (3.9)
For a network of N detectors, SNR is
ρ =
[
N∑
I=1
N∑
J<I
ρ2IJ
]1/2
. (3.10)
Describing Eqs. (3.6) and (3.8) in terms of the discrete Fourier transform, the signal and
its variance are rewritten as
〈µ〉 = 2
∑
i
3H20
20π2
δfi
∆f
f−3i γIJ(fi)ΩGW(fi)Q˜(fi) ≡
∑
i
〈µi〉, (3.11)
σ2 = 2
∑
i
1
4
δfi
∆f
Sn,I(fi)Sn,J(fi)|Q˜(fi)|2 ≡
∑
i
σ2i , (3.12)
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where i labels each frequency bin with center frequency fi and width δfi, which is taken
to be much larger than ∆f ≡ T−1.
Let us assume that the data µi have a Gaussian distribution around the mean value
〈µi〉, and then the likelihood function L is defined by the product of all the probabilities
of frequency bins as
L =
∏
i
1√
2πσ2i
exp
[
−(µi − 〈µi〉)
2
2σ2i
]
. (3.13)
The mean value can be replaced by the theoretically expected value µ(fi; θˆ
fid), where θˆfid
denotes the fiducial values of model parameters when we investigate expected constraints
for model parameters from future observations. Maximizing the likelihood function is
equivalent to minimizing δχ2, which is defined by
δχ2(θˆ; θˆfid) = −2 ln
(
L(θˆ; θˆfid)
L(θˆfid; θˆfid)
)
=
(
3H20
10π2
)2
4Tobs
∫ ∞
0
df
|γIJ(f)|2[ΩGW(f ; θˆ)− ΩGW(f ; θˆfid)]2
f 6Sn,I(f)Sn,J(f)
, (3.14)
where θˆ are the parameter values assumed to fit the data µi. In the second step, we have
substituted Eq. (3.13), and used 〈µi〉 and σi in Eqs. (3.11) and (3.12). Assuming that the
likelihood function can be approximated by a Gaussian distribution around the maximum
in the parameter space, we can expand δχ2 as
δχ2(θˆ; θˆfid) =
∑
lm
(θl − θfidl )Flm(θˆfid)(θm − θfidm ) , (3.15)
where l, m run over model parameters. The Fisher information matrix describes the local
curvature of the likelihood function L and is defined as
Flm(θˆfid) ≡ − ∂
2 lnL
∂θl∂θm
. (3.16)
Then the expected error in the parameter θl is given by σθl =
√
(F−1)ll. Substituting
the likelihood into Eq. (3.16), and using 〈µi〉 and σi in Eqs. (3.11) and (3.12), the Fisher
matrix is given by [128]
Flm,IJ =
(
3H20
10π2
)2
2Tobs
∫ ∞
0
df
|γIJ(f)|2∂θlΩGW(f)∂θmΩGW(f)
f 6Sn,I(f)Sn,J(f)
. (3.17)
For multiple detectors, the Fisher matrix can be written as
Flm =
(
3H20
10π2
)2
2Tobs
N∑
I=1
N∑
J<I
∫ ∞
0
df
|γIJ(f)|2∂θlΩGW(f)∂θmΩGW(f)
f 6Sn,I(f)Sn,J(f)
. (3.18)
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Figure 1. Comparison of the sensitivity curve and the GW spectra given in Eq. (2.4) for the
cases with f∗ = 15 Hz (left), 25 Hz (middle) and 50 Hz (right). We show sensitivities of aLIGO
O1 (black dashed), O5 (red dotted), and 4 detector network by aLIGO-aVirgo-KAGRA (LVK,
blue solid). For the GW spectra (yellow solid), we fix the fiducial value of Ω∗ at 10
−8 and nGW1
and nGW2 take values on −3, 0, 3.
Note that this expression is obtained by using a weak-signal limit hI ≪ nI in Eq. (3.8),
which cannot be used when the SNR is large. The authors of [130] have found that
overestimation of the SNR occurs when this approximation breaks down and the effect
becomes significant above SNR ∼ 100. Therefore, the Fisher analysis based on Eq. (3.18)
would not give good estimations for SNR & 100.
In the following analysis, we assume 3-year observations of the world-wide four-
detector network consisting of LIGO-Hanford and LIGO-Livingstone with the O5 sen-
sitivity and Advanced-Virgo and KAGRA with their design sensitivities. In Fig. 1, the
sensitivity curves are shown for aLIGO O1, O5 and the four-detector network aLIGO-
aVirgo-KAGRA. The sensitivity curve represents the threshold of SNR = 1 in the fre-
quency range [f, f + ∆f ], where we take ∆f = f/10 [130]. We use the noise spectra
shown in [131], whose data is provided by the LIGO document control center [132]. The
overlap reduction function is calculated following [129]. For the frequency integration, we
take the low frequency cutoff at 10 Hz and high frequency cutoff at 200 Hz.
We also provide results for DECIGO, whose sensitivity and overlap reduction function
can be found in [133] and [130], respectively. The sensitivity curve for DECIGO is shown
in Fig. 14 in the next section. For the analysis, we assume 3-year observation and the low
frequency cutoff is taken at 10−3 Hz and high frequency cutoff is taken at 100 Hz.
3.2 Parameterizing the GW spectrum
Although, as we discussed in Section 2, most sources of stochastic GW background have a
broken power-law shape, a single observation may only be able to see a limited frequency
range of the spectrum and may not cover the typical frequency at which the GW spectrum
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Figure 2. Left panel: Example of single and broken power-law fittings. The red line is the GW
background generated by superradiant instabilities (taken from Fig. 2 of [125]). The yellow and
blue lines are the best-fit spectra for single and broken power-law fits respectively. The black
line shows the sensitivity curve of aLIGO-aVirgo-KAGRA. Right panel: SNR and δχ2 for the
best-fit spectra, calculated assuming the aLIGO-aVirgo-KAGRA sensitivity.
changes its scale dependence. In this case, the single power-law fit would be sufficient.
Therefore, we make two types of analysis where we parametrize the GW spectrum as
follows:
(i) Single power-law
ΩGW(f) = ΩGW∗
(
f
f∗
)nGW
. (3.19)
(ii) Broken power-law
ΩGW(f) =


ΩGW∗
(
f
f∗
)nGW1
for f < f∗,
ΩGW∗
(
f
f∗
)nGW2
for f > f∗,
(3.20)
where ΩGW∗ is the amplitude at the reference frequency f∗.
Here we demonstrate how the choice of the template spectrum affects the value of
δχ2, which describes the goodness of the fit. As an example, we take the case of GWs from
superradiant instabilities (the most pessimistic case forms = 10
−12.5eV) [125]#3. In Fig. 2,
#3Note that this model is already ruled out since the SNR of the predicted spectrum is SNR=6.64 for
aLIGO O1 with a single power-law template (SNR=7.25 with the template of fiducial spectrum).
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Figure 3. Contour plot of δχ2|diff in the nGW1 – nGW2 plane, showing the difference of δχ2
between the single power-law fit, Eq. (3.19), and broken power-law fit, Eq. (3.20). The pivot
frequency is fixed at f∗ = 25 Hz and the amplitude is taken as ΩGW∗ = 10
−8 in the left panel
and 10−9 in the right panel. The specification of aLIGO-aVirgo-KAGRA is assumed.
the GW spectrum from the model, and the best-fit spectra for single and broken power-
law templates are shown. In the right panel of Fig. 2, we tabulate the SNR expected for
aLIGO-aVirgo-KAGRA and δχ2 for each case. We see that, when the fitting is performed
with broken power-law templates, the value of SNR improves more than 10% compared
with the case fitted by the single power-law template. We also find the value of δχ2
significantly differs between single and broken power-law fits.
Let us extend the discussion to general cases with different values of the spectral
indices nGW1 and nGW2. In Fig. 3, we show the contour plot of δχ
2|diff whose definition is
δχ2|diff ≡ δχ2|single power-law − δχ2|broken power-law, (3.21)
where δχ2|single power-law is calculated assuming that the fiducial spectrum is the broken-
power spectrum with nGW1, nGW2 and f∗ = 25 Hz and searching the best-fit spectrum
using single power-law templates, while δχ2|broken power-law is calculated by fitting with
broken power-law templates. Thus δχ2|diff describes how much the fit gets worse when
we use single power-law templates for broken power-law fiducial spectrum. Notice that,
by definition, δχ2|broken power-law best-fit = 0. We show two cases where the amplitude is
assumed as ΩGW∗ = 10
−8 and 10−9, and δχ2 is calculated by assuming the sensitivity of
aLIGO-aVirgo-KAGRA. Note that the case with nGW1 = nGW2 reduces to the case of
a single power-law template, so δχ2|diff is zero for nGW1 = nGW2. We find that δχ2|diff
increases when the fiducial model deviates more from a single power-law case, i.e., as the
broken power-law nature becomes more evident. This shows that we should use a broken
power-law form for templates when the actual model has a break in the spectrum inside
the frequency range to which the observation is sensitive. Therefore, we suggest that
both single and broken power-law templates should be investigated when one analyzes a
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stochastic GW spectrum. It is also worth mentioning that δχ2|diff increases when SNR
is larger. As seen in the figure, δχ2|diff for the case with a negative nGW1 and a positive
nGW2 is larger than that for a positive nGW1 and a negative nGW2, since the former has
a spectrum with a downward convex shape, which is detected with larger SNR for the
same fiducial amplitude ΩGW∗. This tendency can be also seen by comparing the cases of
different fiducial amplitude, ΩGW∗ = 10
−8 and ΩGW∗ = 10
−9.
4 Expected constraints from aLIGO-aVirgo-KAGRA and DE-
CIGO
As we have seen in Sec. 2, stochastic backgrounds have different power-law dependence at
high and low frequencies and the single power-law fit is not always a good approximation.
We have introduced the broken power-law as the next step after the single power-law and,
in Sec. 3, we demonstrated that the broken power-law template improves the fit. Note
that, in some models, change of the spectral dependence is not sharp at f∗ and the broken
power-law may not be the best choice of template. However, preparing precise templates
is challenging for some models and, on top of that, we lose generality if we assume a
specific model. Therefore here we investigate only the single and broken power-law cases
as a simple setup.
Now we discuss to what extent we can probe the origin of GWs by looking at the
shapes of the GW spectrum, which is characterized by the amplitude at the reference scale
f∗ (this frequency also corresponds to the break of the power law for the broken power-law
case) and spectral indices (nGW for the single-power case, nGW1 and nGW2 for the broken
power-law case). First, we discuss the analysis using the single power-law templates with
aLIGO-aVirgo-KAGRA sensitivity, then the case of the broken power-law ones follows.
Finally, we also present the results for DECIGO in Section 4.3.
4.1 Single power-law case
The single power-law templates have two free parameters to be determined: the ampli-
tude ΩGW∗ (at the reference scale f∗) and the spectral index nGW. Let us first show the
parameter space which will be accessible with the future experiment sensitivity. In Fig. 4,
we show the expected SNR from aLIGO-aVirgo-KAGRA in the ΩGW∗–nGW plane. Here
the reference frequency is taken to be f∗ = 25 Hz, at which aLIGO O5 is most sensitive.
The gray region in the figure is already excluded by aLIGO O1 [134] at 2σ level. Note
that this prediction changes depending on the fiducial frequency f∗. Since the sensitivity
curve is not symmetric around f∗ = 25 Hz as seen in Fig. 1, contours of SNR are also
slightly asymmetric. Also, since aLIGO O1 is most sensitive around f ≃ 40 Hz, a bluer
spectrum tends to be excluded when we take f∗ = 25 Hz.
Once we detect a GW background, we would be able to perform a parameter estima-
tion and obtain the values of ΩGW∗ and nGW with error bars. In Fig. 5, we demonstrate
some examples of parameter constraints for different fiducial values of ΩGW∗ and nGW
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Figure 4. Contour plot representing the SNR in the ΩGW∗–nGW plane for the case where the
fiducial spectrum has single power-law shape. The reference frequency is taken to be f∗ = 25 Hz.
The gray color represents the parameter space which is already constrained by aLIGO O1 at 2σ
level [134].
assuming the aLIGO-aVirgo-KAGRA observation. See [128], for the first attempt to es-
timate errors on ΩGW∗ and nGW for the analysis with a single power-law. We show two
different contours; black curves represent results from the χ2 analysis with constant δχ2
slices at δχ2 = 2.3 (1σ) and 6.18 (2σ), while red curves are those obtained by calculat-
ing the Fisher matrix under the assumption of a Gaussian likelihood shape around the
reference parameter value. From the figure, we find that the shape of the likelihood func-
tion deviates from Gaussian when the SNR is low (left column, ΩGW∗ = 10
−9), while
the Fisher prediction shows good agreement with the contours from χ2 analysis when the
SNR is high (right column, ΩGW∗ = 10
−8). Therefore, by comparing the areas of the 1σ
allowed parameter space we may judge whether the Fisher matrix provides good estimate
for predicting future constraints. Here we define the following quantity:
R ≡ area of 1σ allowed region obtained from the Fisher matrix analysis
area of 1σ allowed region obtained from the χ2 analysis
. (4.1)
We expect R to become unity when the prediction from the Fisher matrix has a good
agreement with that from the χ2 analysis. In Fig. 6, we show the ratio R as a function of
SNR for different fiducial values of the spectral index, nGW = −3, 0 and 3. Here raising
the SNR is equivalent to increase the fiducial amplitude ΩGW∗. Although the tendency
changes depending on the fiducial values of nGW, we find that R is close to unity when
SNR is larger than ∼ 5, where we expect that we can safely adopt the Fisher matrix
analysis.
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Figure 5. Expected constraints on parameters ΩGW∗ and nGW for a single power-law case. We
show 1σ (dashed line) and 2σ (solid line) limits estimated using the Fisher matrix analysis (red)
and the χ2 analysis (black). Each panel corresponds to different fiducial values, ΩGW∗ = 10
−9
(left), 10−8 (right) and nGW = 0 (top), 3 (middle), −3 (bottom). The reference frequency is
taken to be f∗ = 25 Hz.
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Figure 6. Comparison of the area of 1σ allowed region in the ΩGW∗–nGW parameter space. The
ratio R is plotted as a function of SNR. Here the region of ΩGW∗ < 0 in the Fisher prediction is
not included as the area.
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Figure 7. Parameter space where nGW can be determined with σnGW < 0.1 (blue) and < 0.5
(light blue) in the nGW–ΩGW∗ (left panel) and the nGW–SNR (right panel) planes. Here, ΩGW∗
is marginalized over. In the left panel, the reference frequency is taken at f∗ = 25 Hz.
Now we discuss to what extent we can determine the spectral index nGW in future
GW experiments. In general, the amplitude of GW strongly depends on the values of
model parameters, especially for the cases of cosmological sources, while the spectral index
nGW does not, so that nGW can be used to discriminate sources of the GW background.
Therefore, the accuracy of the measurement of nGW is of great interest. In Fig. 7, we
show the parameter space where we can determine the value of nGW with an accuracy
of σnGW < 0.1 (blue) and < 0.5 (light blue) using aLIGO-aVirgo-KAGRA. It should be
noted that when we show the result in the nGW–ΩGW∗ plane, the shape of the contours
depends on f∗. For example, if one takes the reference frequency of f∗ ≫ 25 Hz (f∗ ≪ 25
Hz), the blue- (red-) tilted spectrum cannot be probed. On the other hand, when we take
– 29 –
−3 −2 −1 0 1 2 3
nGW1
−3
−2
−1
0
1
2
3
n
G
W
2
10
20
50
100
f ∗=15Hz
−3 −2 −1 0 1 2 3
nGW1
−3
−2
−1
0
1
2
3
n
G
W
2
20
50
100
f ∗=25Hz
−3 −2 −1 0 1 2 3
nGW1
−3
−2
−1
0
1
2
3
n
G
W
2
1
0
0
5
0
202
0
10
f ∗=50Hz
ΩGW ∗=10
−8
Figure 8. Detectability of the GWs for the broken power-law case. The contour plot of SNR in
the nGW1–nGW2 plane for ΩGW∗ = 10
−8 is shown for different reference frequency f∗ = 15 Hz
(left), 25 Hz (middle) and 50 Hz (right).
SNR as the vertical axis instead of ΩGW∗, it does not depend on f∗. This is because f∗
is a redundant parameter: Changing f∗ does not affect nGW and can be compensated by
changing ΩGW∗ and hence gives the same SNR (see Eqs. (3.9) and (3.10)). However, since
the nGW–ΩGW∗ plane is easier to understand intuitively, we also show the results in the
nGW–ΩGW∗ plane as well as in the nGW–SNR plane.
From the left panel, we find that, for ΩGW∗ > 10
−8 and 2× 10−9, the spectral index
nGW can be respectively determined with the accuracy of σnGW < 0.1 and < 0.5 for
all range of nGW shown in the figure. We can also notice that, when the spectrum is
more tilted, particularly when it is blue-tilted (i.e., nGW > 0), nGW can be better probed
compared to the scale-invariant spectrum (i.e., nGW = 0) for a fixed ΩGW∗. This is because
the blue-tilted case is detectable with higher SNR for fixed ΩGW∗ and f∗, as seen in Fig. 4
We would like to note that the value of SNR changes proportional to ΩGW∗ as one can
find by substituting Eq. (3.20) to Eq. (3.9), so the result here just scales as SNR ∝ ΩGW∗
when one takes a different fiducial value of ΩGW∗ as long as the weak-signal approximation
is valid. The same holds for the Fisher matrix prediction [128]. Thus, in the following
results, the expected errors on the parameters can be scaled as σnGW1,2 ∝ Ω−1GW∗ ∝ SNR−1.
4.2 Broken power-law case
Next, we discuss the cases where we adopt the broken power-law form Eq. (3.20) as
templates. First, in Fig. 8, we show contours of SNR for several values of f∗ by fixing
ΩGW∗ = 10
−8 in the nGW1–nGW2 plane. One can notice that, the dependence on nGW1
and nGW2 change depending on the reference frequency. For example, the contours for the
case of f∗ = 50 Hz are nearly vertical and nGW2 is irrelevant. This is because the number
of frequency bands which is sensitive to nGW2 becomes smaller when f∗ is taken at higher
frequency. A similar argument holds for the case of f∗ = 15 Hz in which nGW1 does not
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Figure 9. 1σ (dashed line) and 2σ (solid line) expected allowed region from the Fisher matrix
(red) and the χ2 (black) analyses in the nGW1 – nGW2 plane for a broken power-law case. Different
fiducial parameter cases (nGW1, nGW2) = (3,−2), (0, 3) and (−3, 0) are shown with the values of
SNR for each case. Two panels show different fiducial value of ΩGW∗ = 10
−8 (left) and 3× 10−9
(right). The fiducial reference frequency is taken to be f∗ = 25 Hz. Note that ΩGW∗ and f∗ are
not marginalized in this figure.
affect much the value of SNR and hence the contours are almost horizontal along the axis
of nGW1.
Next, in Fig. 9, we show examples of parameter constraints in the nGW1–nGW2 plane
assuming the aLIGO-aVirgo-KAGRA observation. Here, ΩGW∗ and f∗ are not marginal-
ized. In the same way as Fig. 5, we compare predictions made by the χ2 and Fisher
analyses. We show different sets of fiducial parameters (nGW1, nGW2) = (3,−2), (0, 3) and
(−3, 0), with different fiducial amplitude ΩGW∗ = 10−8 (left) and ΩGW∗ = 3×10−9 (right).
The value of SNR for each fiducial parameters is also shown in the figure. As seen in
Fig. 5, the smaller SNR, the more significant the deviation of the shape of the allowed
region between the χ2 and Fisher analyses, which again indicates that the Fisher matrix
analysis does not well describe expected constraints when SNR is small.
To quantify the validity of the Fisher matrix analysis, we again plot the ratio R defined
in Eq. (4.1) for some sets of (nGW1, nGW2) in Fig. 10. We fix the reference frequency at
f∗ = 25 Hz. In the same way as single power-law case, when the value of SNR is larger (say
SNR & 10), the ratio R approaches unity, which means that the Fisher matrix analysis
gives a good estimate. Note that the case of (nGW1, nGW2) = (−3, 0) is exceptional because
in this case, the error contour is so elongated that the shape is almost one-dimensional as
seen from Fig. 9 and the area ratio R may not be a good indicator to check the validity
of the Fisher matrix in this case. We also note here that the value of R also depends on
f∗. When we take the reference frequency away from f∗ = 25Hz at which aLIGO O5 is
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Figure 10. Ratio R (defined in Eq. (4.1)) as a function of SNR. Cases with (nGW1, nGW2) =
(3,−2), (0, 3) and (−3, 0) are shown.
most sensitive, the uncertainty of nGW1 or nGW2 gets larger and the line would shift to the
right.
In Fig. 11, the parameter space where we can determine nGW1 and nGW2 with
σnGW1 , σnGW2 < 0.1 and 0.5 for different fiducial values of ΩGW∗ and f∗ are shown in
the f∗–ΩGW∗ plane, which represents how precisely we can determine the spectral indices
with aLIGO-aVirgo-KAGRA. Here and in the following figures, Figs. 11, 12 and 13, other
parameters are marginalized over in the Fisher analysis. The orange dashed line in the
figure describes SNR = 2 with the sensitivity of aLIGO O1 run. Thus, in the region above
the orange dashed line, the GW background should be detectable with the O1 sensitivity
if we perform a stochastic GW background search using broken power-law templates. We
also show the region which can be accessible by aLIGO-aVirgo-KAGRA with SNR > 10,
whose lower bound is indicated by the yellow dotted line. From the left bottom panel of
Fig. 11, one can easily notice that for larger values of f∗, negative nGW1 can be determined
with high accuracy. This is because a broad range of the spectrum with nGW1 depen-
dence is well inside the sensitivity curve when the reference frequency is high. Roughly
speaking, errors of nGW1 get smaller when the experiment can measure the spectrum with
nGW1 dependence in broad range of frequencies as large SNR is obtained by summing up
contributions from each frequency bin. The same argument holds for nGW2.
The f∗ dependence can be clearly seen in Fig. 12 where 1σ error is plotted as a
function of f∗ for nGW1 = 5, 3, 1,−1,−3,−5 with nGW2 = −4 being fixed (and nGW2 =
5, 3, 1,−1,−3,−5 with nGW1 = 4.). We can see the tendency that the error of nGW1
improves when nGW1 is more negative and f∗ is larger, while the error of nGW2 improves
when nGW2 is more positive and f∗ is smaller, because they give larger SNR for fixed ΩGW∗.
When nGW1 = 5 (nGW2 = −5), we see that the error does not improve even when f∗ is
high (low). This is because the spectral slope is so steep that the spectrum goes below
the sensitivity curve quickly at low (high) frequencies and cannot increase the SNR.
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Figure 11. Regions with σnGW1 < 0.1 (blue) and < 0.5 (light blue) are shown in the left
panels, and those for σnGW2 < 0.1 and < 0.5 are shown in the right panels in the f∗–ΩGW∗
parameter plane. The fiducial values of (nGW1, nGW2) = (3,−2), (0, 3) and (−3, 0) (from top to
bottom) are shown. The region above the orange dashed line should be accessible with SNR
> 2 with the aLIGO O1 sensitivity, and the yellow dotted line indicates the accessible region by
aLIGO-aVirgo-KAGRA with SNR > 10.
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Figure 12. Plots of 1σ errors of the spectral indices, σnGW1 and σnGW2 , as a function of f∗.
Purple lines depict σnGW1 for the cases with nGW1 = 5, 3, 1,−1,−3,−5 from top to bottom and
nGW2 = −4 fixed. Green lines depict σnGW2 for the cases with nGW2 = 5, 3, 1,−1,−3,−5 from
bottom to top and nGW1 = 4 fixed. Dashed lines correspond to the parameter regions which
should be detectable with SNR > 2 with the aLIGO O1 sensitivity. The fiducial value of ΩGW∗
is fixed to be 10−8.
In Fig. 13, the regions satisfying both σnGW1 < 0.1 (0.5) and σnGW2 < 0.1 (0.5) are
depicted with dark blue (light blue) in the nGW1–nGW2 plane for f∗ = 15 Hz, 25 Hz and
50 Hz with ΩGW∗ = 10
−8 being fixed. The right edge of the rectangle is determined by
σnGW1 < 0.1 (0.5) and the lower edge of the rectangle is determined by σnGW2 < 0.1 (0.5).
The GW background should be detectable with aLIGO O1 run by SNR > 2 in the region
above the orange dashed line. As we would naively expect, we see that the GW spectrum
can be well probed when the GW spectrum is convex downward (i.e., a negative nGW1
and a positive nGW2) since they give a large SNR for a fixed ΩGW∗. We can also see the
tendency that, when we take a smaller f∗ (such as the case with f∗ = 15 Hz), nGW2 can
be easily probed. For larger f∗, we can better determine nGW1. Note that the case with
f∗ = 15 Hz has a small parameter space where we can determine nGW1, because we have
the low frequency cut off at 10 Hz and the frequency range where nGW1 can be well probed
is very narrow.
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Figure 13. Regions satisfying both of σnGW1 < 0.1 (0.5) and σnGW2 < 0.1 (0.5) are shown with
blue (light blue) for the cases with f∗ = 15 Hz (left), 25 Hz (middle) and 50 Hz (right). The
amplitude is fixed as ΩGW∗ = 10
−8. Region above the orange dashed line should be accessible
with SNR > 2 with the aLIGO O1 sensitivity.
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Figure 14. Sensitivity curve for DECIGO (black solid). For comparison, we also plot the
sensitivity curve of aLIGO-aVirgo-KAGRA (LVK) (blue dashed) as well as the spectra with
nGW1 and nGW2 being assumed to be −3, 0 and 3 (yellow). We take f∗ = 0.075 Hz (left), 0.15 Hz
(middle) and 0.3 Hz (right). The amplitude at f∗ is fixed to be ΩGW∗ = 10
−15.
4.3 Expected constraints from DECIGO
We repeat the same analysis by assuming the specification of DECIGO in this section. The
results are shown in Figs. 14–20. The tendencies are almost the same as those obtained
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Figure 15. Contours of SNR in the nGW–ΩGW∗ plane for a single power-law case expected from
DECIGO. We take the reference frequency as f∗ = 0.15 Hz, which is the most sensitive frequency
for DECIGO.
for aLIGO-aVirgo-KAGRA, however, as seen from Fig. 14 where the sensitivity curve for
DECIGO is shown, there are two important differences: (i) the frequency range sensitive to
the signal, (ii) the sensitivity to ΩGW∗. DECIGO is sensitive to the frequency of f ∼ 0.1 Hz
and the sensitivity curve reaches ΩGW∗ ∼ 2× 10−16, which is about 7 orders of magnitude
better than aLIGO-aVirgo-KAGRA.
Due to these differences, we take the reference frequency as (or close to) f∗ = 0.15 Hz
in Figs. 15, 16 and 17, while f∗ taken to be O(10) Hz for aLIGO-aVirgo-KAGRA. Re-
garding the amplitude at the reference frequency ΩGW∗, we take it to be ΩGW∗ = 10
−15 in
Fig. 19 and 20, while we mainly used ΩGW∗ = 10
−8 for aLIGO-aVirgo-KAGRA. Also since
we assume the wide frequency range 10−3 – 102 Hz for DECIGO, while 10 – 200 Hz for
aLIGO-aVirgo-KAGRA, the result tends to be more sensitive to the change in the values
of the spectral indices nGW1 and nGW2, since the amplitude of ΩGW(f) with tilt changes a
lot when the frequency range is wide.
First, we consider the single power-law case in the same way as in Sec. 4.1. In Fig.15,
we estimate SNR for a single power-law case with f∗ = 0.15 Hz in the nGW–ΩGW∗ plane.
The figure clearly shows that DECIGO can probe much larger parameter space as it can
detect GWs of ΩGW∗ ∼ 10−15 with SNR > 10 for any value of nGW. In Fig. 16, we show the
parameter space where we can determine nGW with σnGW < 0.1 (orange) and < 0.5 (yellow)
using DECIGO. We find that SNR > 10 is required to determine nGW, which is similar to
the aLIGO-aVirgo-KAGRA case. If the stochastic GW background is detected by aLIGO-
aVirgo-KAGRA, that would provide a prediction for the frequency range of DECIGO. For
example, for nGW = 2/3, which is the power index of the background generated by compact
binary coalescence (see Sec. 2.2), the detection by aLIGO-aVirgo-KAGRA (LVK) would
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Figure 16. Parameter space where nGW can be determined in DECIGO with σnGW < 0.1
(orange) and < 0.5 (yellow) in the nGW–ΩGW∗ (left) and the nGW–SNR (right) planes. Here,
ΩGW∗ is marginalized over. In the left panel, the reference frequency is taken at f∗ = 0.15 Hz.
imply the amplitude at DECIGO as ΩDECIGOGW∗ = Ω
LV K
GW∗
(
0.15
25
)2/3 ≃ 5.9 × 10−11 ( ΩLV KGW∗
1.8×10−9
)
,
which should be detected by DECIGO with high SNR#4. Even for nGW = 3, the amplitude
at DECIGO becomes
ΩDECIGOGW∗ = 3.9× 10−16
(
ΩLV KGW∗
1.8× 10−9
)(
0.15Hz
25Hz
)nGW−3
, (4.2)
which would be detected by DECIGO as shown in Fig. 16. Therefore, the detection of the
stochastic GW background by DECIGO would be a consistency check of the detection by
aLIGO-aVirgo-KAGRA.
Next, we consider the broken power-law case in the same way as in Sec. 4.2. In
Fig. 17, we show the contours of SNR for several values of f∗ fixing ΩGW∗ = 10
−15 in
the nGW1–nGW2 plane. We can find the same tendency with the case of aLIGO-aVirgo-
KAGRA, but notice that the assumed value of ΩGW∗ is much smaller here. We can also
see that the SNR is more sensitive to the change of nGW1 and nGW2 because of the wide
frequency range 10−3 – 102 Hz for DECIGO. In Fig. 18, we show the parameter space where
the spectral indices can be determined with σnGW1 < 0.1 and < 0.5 (left) and σnGW2 < 0.1
and < 0.5 (right) in the ΩGW∗–f∗ plane. Here and in the following figures, Figs. 18, 19 and
20, other parameters are marginalized over in the analysis. For (nGW1, nGW2) = (3,−2),
which cannot be measured by aLIGO-aVirgo-KAGRA with ΩGW∗ = 10
−8, both indices
can be measured with σnGW1,2 < 0.1 even with ΩGW∗ = 10
−13 for 0.03Hz . f∗ . 0.4 Hz.
Fig. 19 shows f∗ dependence of 1σ uncertainties of spectral indices, σnGW1 and σnGW2 .
In both figures, we find the same tendency with the case of aLIGO-aVirgo-KAGRA, but
#4 The amplitude at the frequency of 10−2Hz would be ΩLISAGW∗ = Ω
LVK
GW∗
(
10−2
25
)2/3
≃ 9.8 ×
10−12
(
ΩLV K
GW∗
1.8×10−9
)
, which is also expected to be detected by LISA [135].
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Figure 17. Detectability of DECIGO for the broken power-law case. The contour plot of
SNR in the nGW1–nGW2 plane for ΩGW∗ = 10
−15 is shown for different reference frequency
f∗ = 0.075 Hz (left), 0.15 Hz (middle) and 0.3 Hz (right).
again the accessible amplitude and the frequency are different. Finally, in Fig. 20, we show
parameter space where both σnGW1 < 0.1(0.5) and σnGW1 < 0.1(0.5) are satisfied in the
nGW1–nGW2 plane. The upper panels may give impression that only small parameter space
can be probed, but this is just because the fiducial amplitude assumed here, ΩGW∗ = 10
−15,
is small. As seen in the lower panels, for ΩGW∗ = 10
−14, almost all the parameter space
can be covered with DECIGO.
5 Summary
Since the first detection of the GWs from the merger of a black hole binary [136], several
GWs from the merger of binary black holes and neutron stars have been detected. We are
now in the stage of a possible detection of the stochastic GW background from compact
binary coalescence [115]. As we have seen in Sec. 2, there are lots of sources of stochastic
GW background of cosmological origin as well as astrophysical ones. Most of the spectra
of stochastic GW background cannot be fitted by a single power law, but rather they are
better fitted by a broken power law.
In this paper, we have demonstrated the use of the broken power-law templates. We
have also calculated the expected constraints on the parameters such as spectral indices by
using the Fisher matrix analysis for both single and broken power-law templates, assuming
the sensitivity of the future detector network of aLIGO-aVirgo-KAGRA and of a future
detector DECIGO. For aLIGO-aVirgo-KAGRA, we have found that the spectral index of
a single power-law template can be measured with σnGW < 0.1 if ΩGW∗ > 10
−8 and that
two indices of a broken power-law template with f∗ = 25 Hz (50 Hz) can be measured with
an accuracy of σnGW1,2 < 0.5 for nGW1 . 1(2) and nGW2 & −2(2) for ΩGW∗ > 10−8. We
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Figure 18. Errors on spectral indices expected in DECIGO are shown in the ΩGW∗–f∗ plane.
The parameter space satisfying σnGW1 < 0.1 (orange) and < 0.5 (yellow) are presented in the left
panels, and those for σnGW2 are in the right panels. Cases with (nGW1, nGW2) = (3,−2), (0, 3)
and (−3, 0) (from top to bottom) are shown. The red dotted line represents the accessible region
by DECIGO with SNR > 10.
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Figure 19. Plots of 1σ errors of the spectral indices, σnGW1 and σnGW2 , as a function of f∗.
Purple lines depict σnGW1 for the cases with nGW1 = 5, 3, 1,−1,−3,−5 from top to bottom and
nGW2 = −4 fixed. Green lines depict σnGW2 for the cases with nGW2 = 5, 3, 1,−1,−3,−5 from
bottom to top and nGW1 = 4 fixed. Dashed lines correspond to the parameter range where the
weak-signal approximation breaks down with SNR > 100. The fiducial value of ΩGW∗ is fixed to
be ΩGW∗ = 10
−15.
have also estimated the required SNR in order for the Fisher matrix analysis to provide
an accurate estimate of the parameters by comparing with the result from the χ2 analysis.
The accuracy would be improved significantly for DECIGO. The spectral index of a
single power-law spectrum can be measured with σnGW < 0.1 even for ΩGW∗ > 10
−15. For
a broken power-law spectrum with (nGW1, nGW2) = (3,−2), which cannot be measured by
aLIGO-aVirgo-KAGRA with ΩGW∗ = 10
−8, both indexes can be measured with σnGW1,2 <
0.1 even with ΩGW∗ = 10
−13 for 0.03Hz . f∗ . 0.4 Hz. With a possible detection of the
stochastic background by aLIGO-aVirgo-KAGRA, the measurement by DECIGO could
be used as a consistency check of the spectrum of the background.
The spectral indices would be useful to narrow down the sources of the background.
Furthermore, it may also be possible to discriminate between a smooth background from
cosmological sources and a discrete “popcorn-type” background such as the one from
astrophysical sources and the one from the smooth stochastic background from the early
universe sources (such as inflation) by measuring the non-Gaussianity of the GW data
streams [137] or by the anisotropies of the spectrum [138]. By combining this information
with the spectral indices studied in this paper, we can deepen our understandings of the
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Figure 20. Regions satisfying both of σnGW1 < 0.1 (0.5) and σnGW2 < 0.1 (0.5) expected
from DECIGO are shown with orange (yellow) for the cases with f∗ = 0.075 Hz (left), 0.15 Hz
(middle) and 0.3 Hz (right). The fiducial amplitude is fixed to be ΩGW∗ = 10
−15 (upper panels)
and ΩGW∗ = 10
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