We study the dynamical behaviour of composition operators defined on spaces of real analytic functions. We characterize when such operators are power bounded, i.e. when the orbits of all the elements are bounded. In this case this condition is equivalent to the composition operator being mean ergodic. In particular, we show that the composition operator is power bounded on the space of real analytic functions on Ω if and only if there is a basis of complex neighbourhoods U of Ω such that the operator is an endomorphism on the space of holomorphic functions on each U .
Introduction and Notation
The purpose of this paper is to study the behaviour of orbits of composition operators C ϕ (f ) := f • ϕ, ϕ a real analytic self map, on spaces of real analytic functions defined on an open subset of R d or, more generally, on a real analytic manifold. There are three interesting notions describing different dynamical behaviour of a continuous linear operator: power boundedness (i.e. all orbits are bounded), mean ergodicity (i.e. all orbits are Cesaro convergent, see [41] and [29] ) and hypercyclicity (i.e. there exists a dense orbit). We completely characterize when C ϕ is power bounded in terms of the self map ϕ. In particular we prove that in this context C ϕ is power bounded if and only if it is mean ergodic. Our results provide a new, rather surprising, necessary condition for a composition operator to be hypercyclic.
A systematic investigation of composition operators on spaces of real analytic functions have been undertaken by Langenbruch and the second author; see the series of papers [15] , [16] , [17] . However, these papers concentrate on aspects different form the dynamical behaviour of the operator.
There is a huge literature about the dynamical behavior of various linear continuous operators on Banach, Fréchet and more general locally convex spaces; see the survey paper by Grosse-Erdmann [21] and the recent books by Bayart and Matheron [4] and by Grosse-Erdmann and Peris [23] . Composition operators on different function spaces have been also extensively investigated. See, for instance, [38] , [5] , [6] and [22] ; for general theory of composition operators on Banach spaces of holomorphic functions see [11] , [37] .
The space A (Ω) of real analytic functions, i.e. analytic complex functions with real argument in Ω ⊆ R d or Ω being a real analytic manifold, is a natural function space, which has attracted much attention recently in connection with its topological structure (for example the space is separable, complete and has no Schauder basis [18] ), global analysis, the splitting of short exact sequences, composition operators, and surjectivity, existence of continuous linear right inverse and parameter dependence of linear partial differential operators. See e.g. [30] , [31] , [33] , [39] , the authors' papers [7] , [8] , [13] , [15] , [16] , [17] and the survey [12] .
Let T : E → E be a continuous linear operator on a Hausdorff locally convex space E. The iterates of T are denoted by T n := T • · · · • T, n ∈ N. If the sequence (T n ) n∈N is equicontinuous in the space L(E) of linear operators from E to E, T is called power bounded. In case the space E is barrelled, for example if E = A (Ω) , one can apply the uniform boundedness principle to conclude that T is power bounded if and only if the orbit {T n (x) : n ∈ N} is bounded for every x ∈ E.
A continuous linear operator T on E is called mean ergodic if the limits
exist in E. A power bounded operator T is mean ergodic precisely when X = ker(I − T ) ⊕ im(I − T ). Moreover, imP = ker(I − T ) and kerP = im(I − T ). If the space E is barrelled and T is mean ergodic, the sequence
T n converges pointwisely to a continuous linear projection P ; see [41, Ch. VIII, §3] . If the convergence is uniform on bounded sets we call T uniformly mean ergodic. There is a classical theory of mean ergodic operators which goes back to fundamental papers of Yosida and Hille especially in the Banach case; cf. [29] and [20] . For more details on the locally convex theory see [41] , [2] and [3] and the references therein.
Let ϕ : U → U be a continuous self-map on a topological space U , we say that ϕ has stable orbits on U if for every compact subset K of U there is a compact subset L U such that ϕ n (K) ⊆ L for n ∈ N. This concept plays an important role in the characterizations below.
We are ready to formulate the main result of our paper. The equivalences of (a), (c) and (d) and the last statement are rather surprising.
Main Theorem. Let Ω be a real analytic manifold (compact or non-compact) and let ϕ : Ω → Ω be a real analytic map. The following assertions are equivalent:
The manifold Ω has a basis of complex neighbourhoods consisting of sets V such that ϕ extends as a holomorphic self-map of V .
(d) There is a complex neighbourhood V of Ω such that ϕ extends to V as a holomorphic self map and ϕ has stable orbits on V , or equivalently C ϕ : H(V ) → H(V ) is power bounded; see [9] .
In particular, if
In Corollary 2.6 we get a precise description of ϕ such that C ϕ : A (Ω) → A (Ω) is power bounded, which gives a very strong necessary condition. A neat description is obtained for real analytic functions on intervals of the real line in Theorem 2.8.
A description of the natural topology on A (Ω) (going back to Martineau) is given, for instance, in [18] or [12] . The space A (Ω) has very good properties: it is nuclear, separable, complete, barrelled and even ultrabornological, satisfies the closed graph theorem, but surprisingly it has no Schauder basis by [18] .
To be precise, the space A (Ω) is equipped with the unique locally convex topology such that for any
is continuous and for any compact set K ⊆ Ω the restriction map r : A (Ω) −→ H(K) is continuous. We endow the space H(U ) of holomorphic functions on U with the compact-open topology and the space H(K) of germs of holomorphic functions on K with its natural locally convex inductive limit topology:
where (U n ) n∈N is a basis of C d -neighbourhoods of K. Martineau (see [12] ) proved that there is exactly one topology on A (Ω) satisfying the condition above. Endowed with this topology one has the following description as a countable projective limit:
Here (K N ) N is a fundamental sequence of compact subsets of Ω. Analogously one defines the topology on A (Ω) when Ω is a real analytic manifold [40] . A long survey on the space of real analytic functions with very precise description of its topology is contained in [14] . By B(x, r) and B k V (x, r) we denote, respectively, euclidean and Kobayashi balls of center x and radius r. The notation K U means that K is a compact subset of the open set U . ByR we denote the extended real line R ∪ {∞} ∪ {−∞}. For non-explained notions from functional analysis we refer to [35] . For complex analysis of several variables see [25] and for real analytic manifolds see [24] . For dynamics of holomorphic maps see [1] , [36] .
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2 Proof of the main theorem (a) n C ϕ n tends to zero, so it is bounded and equicontinuous on A (Ω) , since A (Ω) is barrelled. Now, it is a standard argument that for every K Ω there is L Ω such that each C ϕ n acts continuously from A (Ω) equipped with the topology of H(L) into A (Ω) equipped with the topology of H(K) and, moreover, 1 n C ϕ n is an equicontinuous family with respect to these topologies. Since A (Ω) is a dense subspace of the complete spaces H(K) and H(L), each C ϕ n extends to continuous operators n C ϕ n is an equicontinuous family. Let us emphasize that C ϕ n is just an extension via density so, a priori, there is no reason why it can be defined as a composition operator on H(L).
We first show that, for every n ∈ N,
Of course, if Ω is compact we can take K = L = Ω. In the general case assume that
Let U be a complex neighbourhood of L. We may assume without loss of generality that U is a polynomial polyhedron, or more precisely an intersection of a polynomial polyhedron in
is continuous for every n ∈ N. The reason for that is that any equicontinuous family of operators between LB-spaces maps a fixed step-space into some fixed step-space continuously.
We consider U ⊆Ũ such thatŨ is a complex neighbourhood of Ω such that ϕ :Ũ −→ C d is defined and holomorphic and, without loss of generality, we may assume that V ⊂Ũ . Since ϕ(K) ⊆ L, we may also assume without loss of generality that ϕ(V ) ⊆ U . Now, assume that n is the smallest natural number k such that the following does not hold:
We have chosen U , V in such a way that n > 1. Since ϕ n−1 is defined on V and
Since U is assumed to be a polynomial polyhedron, there is a nonconstant polynomial p such that for every w ∈ U , |p(w)| < 1 but p(u) ≥ 1. On the other hand, there is 0 < δ < 1 such that |p(w)| < δ for all w ∈ U 1 . Define the function
This function belongs to H ∞ (U 1 ), thus
Recall that, by definition, the operator C ϕ n acts as a composition operator on A (Ω) , but on other elements it is defined via extension from a dense subspace. Since g is defined on some polynomial polyhedron containing U 1 as a relatively compact set there is a sequence (g l ) l∈N of polynomials (so elements of A (Ω) ) tending uniformly on U 1 to g. Thus
The limit is taken in H ∞ (V ), which implies that g l • ϕ n , n ∈ N, are holomorphic functions defined on V which uniformly tend to C ϕ n (g). Without loss of generality we may assume that K and V are connected. Since
First we show that U contains a complex neighbourhood V such that ϕ extends on V and ϕ(V ) ⊆ V . In case Ω is compact, this is obvious. For non-compact Ω assume that (d) holds. For any compact set K we find a suitable compact L and then for this L we find another compact set L 1 such that for every open neighbourhood U 1 of L 1 there is a neighbourhood U of L such that ϕ n are defined on U and ϕ n (U + B(0, ε)) ⊆ U 1 for every n ∈ N and some fixed ε > 0. Here U + B(0, ε) means in fact the intersection ofΩ with the algebraic sum of U and B(0, ε) in C d . Let us take a bounded complex neighbourhood U 1 . It is easily seen that (ϕ n ) are equicontinuous complex maps on U (use Cauchy estimates). Thus
We prove inductively that
Clearly this is true for k = 0. Now, assuming (2) for k − 1 we get
Moreover, we get
is an open set with ϕ(W ) ⊆W . We have proved that for every complex neighbourhood U of Ω and every compact set
Now we show that there is a fundamental sequence of compact sets (K j ) in Ω such that ϕ(K j ) ⊆ K j for every j ∈ N. Again for Ω compact this is trivial. In the general case, by (d), for every compact set K Ω there is a compact set L Ω such that ϕ n (K) ⊆ L for every n ∈ N. Define
which is a compact set and
Without loss of generality we may assume that U is biholomorphic to a bounded set since
is a diffeomorphism of R d onto (−π/2, π/2) d which maps biholomorphically a complex neighbourhood of the first set onto a complex neighbourhood of the second set. Thus U and V are hyperbolic and, by [27, Cor. 4.1.10], the Kobayashi pseudodistance k V on V is a distance and generates its standard topology. Define
Since every holomorphic map is non-expansive with respect to the Kobayashi distance ϕ(
and therefore Proceeding with the proof, first we show the following: Claim. There is K Ω such that for every complex neighbourhood U ⊆ V of K we have n∈N R(ϕ n (U )) is not relatively compact in Ω Obviously, ϕ n is well defined on U for every n ∈ N. Assume that the claim does not hold, i.e.,
Clearly,Ũ := K Ω U K is a complex neighbourhood of Ω such that ϕ n are all defined onŨ and for every compact subset M ofŨ the set n∈N R(ϕ n (M )) is relatively compact in Ω.
For every complex neighbourhoodṼ ⊆Ũ of Ω there is another complex neighbourhood W (Ṽ ) ⊆Ṽ such that for every K Ω the set {z ∈W : R(z) ∈ K} is relatively compact inṼ . We choose V 0 a complex neighbourhood of Ω such that V 0 ⊆W (Ũ ) and ϕ(V 0 ) ⊆ V 0 (it exists by (f) and the remarks above). Analogously, we choose inductively a basis of complex neighbourhoods (V i ) of Ω such that
(again by (f) and the remarks above). Clearly,
and thus in A (Ω) . We have proved that for every f ∈ A (Ω) the sequence (C ϕ n (f )) is bounded in A (Ω) which contradicts our assumption that the sequence (C ϕ n ) n is not equicontinuous on A (Ω) . This completes the proof of Claim. By the claim we have just proved, K has a complex neighbourhood basis (U k ) such that for every k there is a sequence of points (x k,n ) n∈N in U k such that R(ϕ n (x k,n )) are arbitrarily close to the boundary of Ω as n → ∞. We may assume that ϕ n (x k,n ) / ∈ R d , since taking x k,n close to x k,n we get ϕ n (x k,n ) close to ϕ n (x k,n ) and since ϕ n cannot be real Remarks. 1. The condition (f) of Theorem 2.1 is equivalent to the condition that for every Fréchet space E continuously embedded into A (Ω) there is another Fréchet space F continuously embedded into A (Ω) such that C ϕ n (E) ⊆ F for every n ∈ N. This is a consequence of the fact that for every Fréchet space F each continuous linear map T : F → A (Ω) factorizes through some H(U ) for some complex neighbourhood U of Ω, as was proved in [15, proof of Prop. 5.2]. In fact, the Fréchet space F can be chosen satisfying that C ϕ n : E → F, n ∈ N, form an equicontinuous sequence; see Theorem 2.1.
2. By the result above, there is a fundamental sequence of compact subsets (
Theorem 2.1 shows that power boundedness of C ϕ on A (Ω) is equivalent to existence of many complex neighbourhoods of Ω such that ϕ extends to them as a self map even with good behaviour of orbits. It turns out that it suffices to have one sufficiently small neighbourhood whenever orbits behave well. We show that each condition is sufficient. Sufficiency of (a): Condition (a) implies condition (d) in Theorem 2.1 by an argument similar to the one given in the proof that (d) implies (e) in Theorem 2.1. We omit the details; compare with [9, Proposition 2.2].
Theorem 2.2 Let Ω ⊆ R d be a real analytic connected manifold and let ϕ : Ω → Ω be a real analytic map. Then C ϕ : A (Ω) → A (Ω) is power bounded if and only if any one of the following conditions hold: (a) There is a complex neighbourhood V of Ω such that ϕ extends to V as a holomorphic self map and ϕ has stable orbits on V . (b) There is a hyperbolic complex neighbourhood V of Ω such that ϕ extends to V as a holomorphic self-map, V is contained in a Stein neighbourhood U such that the inclusion Ω → U is a proper map (i.e. the inverse image of every compact set is compact) and C
(d)⇒(a) (and (d) is also sufficient): Let the orbit of x ∈ Ω be relatively compact in Ω and let K be an arbitrary compact set in Ω. Since V is hyperbolic (as a subset of a hyperbolic set),
Thus for every n ∈ N, z ∈ K, we have:
As the orbit of x is relatively compact in U we have
and for every n ∈ N and z ∈ K we get
Since U is Kobayashi complete, all its balls are relatively compact in U , hence n∈N ϕ n (K) is relatively compact in U and contained in Ω. Since ∂ R Ω ⊆ ∂ C U , the set is also relatively compact in Ω. We have proved that for every compact set K ⊆ Ω there is a compact set L in Ω such that ϕ n (K) ⊆ L for every n ∈ N. We easily construct a fundamental family (K j ) of compact sets in Ω such that ϕ(K j ) ⊆ K j for every j ∈ N. Now, we can repeat the last part of the proof of (d)⇒(e) in Theorem 2.1 to get that there is complex neighbourhood W ⊆ V of Ω such that there is a fundamental family of compact sets (L j ) in W with ϕ(L j ) ⊆ L j for every j ∈ N. The set W plays the role of V in (a).
Sufficiency of (c): As in the proof of (d)⇒(e) in Theorem 2.1, we find a fundamental family (K j ) of compact sets in Ω such that ϕ(K j ) ⊆ K j for every j ∈ N. For every sequence (ε j ) of positive numbers the set
of Ω in V contains a set of the form W . This completes the proof by Theorem 2.1 (f).
(b)⇒(c) (and (b) is also sufficient): Assume that
as a continuous map, where K, L has non-empty interiors and A(K) denotes the completion of H(V ) with respect to the sup-norm on K. Let us denote byL the holomorphic hull of
M is relatively compact in Ω (since M is compact in U and Ω is closed in U ). Thus we have proved that for every compact set K ⊆ Ω there is a compact set L in Ω such that ϕ n (K) ⊆ L for every n ∈ N. This completes the proof of (c). defined on a cylinder with basis in x-y plane being an annulus (z ∈ (−1, 1) ). It is easily seen that the only fixed points are of the form (x, y, 0) where x 2 + y 2 = 1 but orbits starting from (x, y, z) tend to the circle {(x, y, z) : x 2 + y 2 = 1}. 
where H is the Haar measure on G and
Remark. By Theorem 2.2 (c), if there is a hyperbolic complex neighbourhood V of Ω such that ϕ(V ) ⊆ V then the condition in Corollary above is also sufficient for power boundedness of
Observe that all criteria for power boundedness of In case Ω is an interval, we have always a fixed point and part (c) of the result below solves the problem above in that case. (1) ϕ = id ;
If u is the fixed point of ϕ then the above cases in (c) correspond to:
(1) ϕ (u) = 1;
Moreover, C ϕ is uniformly mean ergodic and the projection P := lim n→∞ 1 N N n=1 C ϕ n is of the following form: Summarizing, we can assume that U is bounded, contained in the unit disc and u = 0. Define
These functions are well defined on U and by the maximum principle and the Cauchy estimate
Since ϕ is real on the real line ϕ (0) must be real. Remarks. 1. The equivalences of (b) and (c) with (a) in Theorem 2.8 do not hold for d > 1. For instance take Ω an annulus in R 2 and ϕ a rotation.
2. If U = C then the condition (b) is not sufficient for (a) in Theorem 2.8, since ϕ(z) := 2z has zero as a fixed point but there are plenty of unbounded orbits.
3. In the case of several variables, power boundedness of C ϕ does not imply the existence of a fixed point for ϕ. Proof: (1) If ϕ(z) = ϕ(w) then every function in the image of C ϕ n has the same values in z and in w, thus C ϕ n cannot be hypercyclic. If ϕ (z)v = 0 for a tangent vector v, then inductively (ϕ n ) (z)v = 0 for every n ∈ N and every function in im C ϕ n has a derivative at z vanishing on the vector v. Again C ϕ cannot be hypercylic. If ϕ n (K) ∩ K = ∅ for every n ∈ N then for any function f ∈ A (Ω) with f (K) ⊆ B(0, r) the function C ϕ n (f ) takes some values in B(0, r) and so it cannot approximate any function with all values bigger than r.
Parts (2) follows form our Main Theorem. 2
