Sentiment analysis in various languages has been a research hotspot with many applications. However, sentiment resources (e.g., labeled corpora, sentiment lexicons) of different languages are unbalanced in terms of quality and quantity, which arouses interests in cross-lingual sentiment analysis aiming at using the resources in a source language to improve sentiment analysis in a target language. Nevertheless, many existing cross-lingual related works rely on a certain machine translation system to directly adapt the labeled data from the source language to the target language, which usually suffers from inaccurate results generated by the machine translation system. On the other hand, most sentiment analysis studies focus on document-level sentiment classification that cannot solve the aspect dependency problem of sentiment words. For instance, in the reviews on a cell phone, long is positive for the lifespan of its battery, but negative for the response time of its operating system. To solve these problems, this paper develops a novel Cross-Lingual Joint Aspect/Sentiment (CLJAS) model to carry out aspect-specific sentiment analysis in a target language using the knowledge learned from a source language. Specifically, the CLJAS model jointly detects aspects and sentiments of two languages simultaneously by incorporating sentiments into a cross-lingual topic model framework. Extensive experiments on different domains and different languages demonstrate that the proposed model can significantly improve the accuracy of sentiment classification in the target language.
INTRODUCTION
With the flourish of Web2.0 based applications, the Web has been full of various user-generated contents in different languages, which contain rich sentiment information (e.g., comments, reviews, blogs, etc.). It is no doubt that such information is of great value. For instance, based on the reviews or comments left by previous customers, product or service providers may improve the quality of their services or products, while incoming customers may choose well-content services or products. For this reason, sentiment analysis aiming at identifying the sentiment polarity (i.e., positive or negative) of given texts has rapidly emerged into a research hotspot with broad application prospects, including product recommendation and service follow-up etc., and has thus attracted much attention from both academia and industries in recent years [13, 19, 22] . A couple of sentiment analysis related issues have been extensively studied for online customer reviews, ranging from coarse-grained document-level sentiment classification [16, 28] to fine-grained extraction of aspects and opinion expressions [6, 20] .
Currently, for some languages (e.g., English), there have been lots of sentiment resources available for conducting sentiment analysis, including labeled corpora and sentiment lexicons [19] . However, for other languages, sentiment resources are often insufficient or of low quality. Therefore, it is desirable to develop cross-lingual mechanisms so as to utilize the knowledge learning from those resource-rich languages to improve sentiment analysis in other languages. In doing so, a direct approach is to translate the resources in the resource-rich language to the target language using a machine translation tool [1, 23] . However, it is known that machine translation is a very challenging task and the existing machine translation system is thus not powerful enough to generate very accurate results. Particularly, a machine translation system usually generates only one result, which may not be suitable for the situation therein.
In reviews, customers often pay more attention to specific aspects rather than the whole entity. Here, an aspect means a part or a feature of the entity, e.g., the rooms or the location of a hotel. A customer tends to be more interested in some particular aspects when making a purchase or booking decision. Therefore, it is necessary and appealing to simultaneously consider aspects and sentiments in sentiment analysis. However, although there have been some studies on cross-lingual sentiment analysis [1, 23] , they are designed on document level and consequently cannot handle the aspect dependency problem of sentiment words, which means that a sentiment word may have different sentiment polarities regarding different aspects of an entity. For instance, in the reviews on a cell phone, long is positive for its battery's lifespan, but negative for the response time of its operating system. On the other hand, probabilistic topic models have been widely used on aspectlevel sentiment analysis in recent years, because they provide an unsupervised and thus flexible way in discovering aspects from reviews [11, 12] . However, most of them perform well in a specific language and cannot be readily transferred to other languages. The main reason is that the resources are unbalanced among different languages. Directly applying these methods on poor-quality corpora often leads to poor results. Therefore, it is a potential solution to use a cross-lingual topic model to help sentiment analysis in a target language by exploiting the resources in a source language. However, the existing cross-lingual topic models are not suitable for sentiment analysis, as they do not take sentiment into account.
To address the above problems, in this paper we propose a novel Cross-Lingual Joint Aspect/Sentiment (CLJAS) model that can jointly extract aligned aspects and aspect-dependent sentiments in two different languages via a unified framework. To the best of our knowledge, this is the first study in the open literature on developing an unsupervised cross-lingual topic model for sentiment analysis. The proposed CLJAS model can help sentiment analysis in a resource-poor language by exploiting its correspondences with a resource-rich language, which, however, does not require parallel corpora, a machine translation system, and any labeled sentiment reviews. Extensive experiments on real datasets in different domains and different languages demonstrate that the proposed model can be successfully used in practical applications and significantly improve the accuracy of sentiment classification in target languages.
The rest of this paper is organized as follows. Section 2 reviews the related work of sentiment analysis on sentence and aspect levels and cross-lingual topic models. Section 3 elaborates the proposed CLJAS model. In Section 4, through comparison with existing representative models, we validate the effectiveness and investigate the performance of the CLJAS model. Finally, Section 5 concludes the paper.
RELATED WORK
In this section, we first give an overview of sentiment analysis on sentence level and aspect level, respectively, and then present related studies on cross-lingual topic models.
Sentence-level sentiment analysis
Sentence-level sentiment analysis has two tasks, i.e., subjectivity classification and sentiment classification. Subjectivity classification aims at separating objective sentences from subjective ones. It has been earnestly explored in the field of natural language processing [24, 25] . Sentence-level sentiment classification considers each sentence as a separate unit and assumes that a sentence contains only one opinion. Existing studies on sentence-level sentiment classification can roughly be divided into two categories.
The first category is based on various statistical techniques. For instance, Pang and Lee [18] first showed that sentence-level extraction can improve the performance of sentiment analysis on document level. They developed a cascaded approach that first filters out objective sentences using a global min-cut inference. Afterward, the extracted subjective sentences are adopted as the input of a document-level sentiment classifier. Hu and Liu [10] proposed a bootstrapping technique to determine the semantic orientation of each opinion sentence using WordNet.
The second category makes use of the advanced natural language processing tools, such as, syntactic parsers. For example, Meena and Prabhakar [15] showed how atomic sentiments of individual phrases can be combined together in the presence of conjuncts to decide the overall sentiment of a sentence. Yao and Li [27] proposed a kernel-based approach to classify sentiments of sentences by incorporating multiple features from lexical and syntactic levels. Tan et al. [21] invented a linguistic approach that combines typed dependencies and subjective phrase analysis to detect sentencelevel sentiment polarity.
In general, all of the above studies have demonstrated that regarding each sentence as a separate unit is reasonable in sentiment analysis and sentence-level sentiment analysis is helpful for document-level sentiment classification in some cases.
Aspect-level sentiment analysis
As compared to sentiment analysis on sentence level, sentiment analysis on aspect level is more delicate. There have been a few approaches proposed to detect aspects and aspect-specific sentiment, but not in a unified way. The approach presented in [5] first detects aspects using Local Latent Dirichlet Allocation (LDA) [2] and then identifies aspect-sensitive polarities of adjectives using polarity propagation based on an aspect-specific polarity graph. However, it simply selects adjectives as opinion words, which cannot cover all opinion words. In [14] , Lu et al. proposed an optimization framework to combine different signals for determining aspect-aware sentiment polarities. However, the aspects were predefined with manually selected keywords, and the opinion words were extracted beforehand. Unlike these studies, our model presented in this paper can detect aspects and aspect-specific sentiment in different languages within a unified framework.
There have also existed unified models developed by incorporating sentiment factors into classic topic models to jointly detect aspects and sentiments. The Joint Sentiment/Topic (JST) model [12] is the first LDA based model considering topics and sentiments simultaneously. The Aspect and Sentiment Unification Model (ASUM) [11] follows a similar generative process to JST. But, in ASUM a sentiment-topic pair is selected for a sentence rather than a word as in JST. In essence, both ASUM and JST aim at detecting sentiment-coupled aspects/topics rather than explicitly detecting sentiments specific to aspects/topics. MaxEnt-LDA [30] jointly discovers both aspects and aspect-specific opinion words by integrating a supervised maximum entropy component to separate opinion words from objective ones. However, it does not further identify aspect-aware sentiment polarities of opinion words, which are very important for sentiment analysis. The Joint Aspect/Sentiment model proposed in [26] detects aspect-specific opinion words and identifies the sentiment polarities of opinion words. However, it is designed for monolingual scenarios instead of multilingual ones.
Cross-lingual topic models
For a cross-lingual topic model, the key is to find a bridge for connecting different languages. Existing models usually combine different languages via parallel or comparable corpora. For example, CI-LDA [7] preserves connections between languages by sharing distributions over latent topics of bilingual documents. Switch LDA [17] extends CI-LDA such that it can control the proportions of languages in each multilingual topic by introducing a per-word switch variable. Symmetric Correspondence LDA proposed in [8] is a topic model that incorporates a hidden variable to control a pivot language. Since parallel or comparable corpora are relatively scarce resources, this kind of models are confined in their applications.
Cross-lingual topic models on unaligned texts may be applied to a broader class of corpora. For instance, Zhang, Mei, and Zhai [29] incorporated soft bilingual dictionary-based constraints into Probabilistic Latent Semantic Analysis (PLSA) so that it can extract shared latent topics in text data of different languages. BoydGraber and Blei [3] developed the MUltilingual TOpic (MUTO) model to exploit matching across languages on term level to detect multilingual latent topics from unaligned texts. However, these models do not consider sentiment factors and thus cannot help crosslingual sentiment analysis.
Moreover, Boyd-Graber and Resnik [4] proposed an LDA-based holistic model for multilingual sentiment analysis on word level. But, this model is supervised, while the model proposed in this paper is unsupervised. Besides, albeit our model is also LDA-based, it is on sentence level, which makes it more appropriate for aspect and sentiment detection from reviews.
THE PROPOSED MODEL
In this section, we elaborate the proposed Cross-Lingual Joint Aspect/Sentiment (CLJAS) model, which can jointly detect aspects and aspect-specific sentiments of two languages simultaneously. The key idea behind CLJAS is two-fold. First, for all reviews from the same domain, we assume that they share the same topic distribution despite they are in different languages. In this way, the words in the reviews from the same domain but in different languages tend to be assigned with the same topic. Second, a bilingual dictionary is adopted to connect the topics in two languages. Through dictionary-based translation, we can exploit correspondences between two different languages to learn semantically aligned topic distributions. Note that in this study we cope with the language transferring problem using a bilingual dictionary for two reasons. First, a bilingual dictionary can usually provide multiple translation words to a source word, which enables the proposed model to select the most suitable one for the situation at hand; Second, a bilingual dictionary based model does not require large-scale parallel corpora and is thus more flexible. Figure 1 depicts the graphical representation of the CLJAS model and the notation used in it is explained in Table 1 . In what follows we describe the model in more detail. Since CLJAS is basically a left-right symmetrical model, as shown in Figure 1 , where the left and right sides correspond to the source and target languages, respectively, in order to make it easy to understand we first describe it from one side and then explain its cross-lingual mechanism.
Assume that we have a corpus of D customer reviews from a specific domain and in different language. Each review d is a list of sentences, each sentence s in review d is a list of words, and the nth word w d,s,n in sentence s of review d is an entry from a vocabulary with V distinct words. Each sentence s in any review d is associated with an aspect variable z d,s . Similar to ASUM [11] and JAS [26] , the CLJAS model also assumes that all words in a sentence are generated from the same topic. Therefore, the aspect variable, z d,s , is shared by all words in sentence s. 
D/M/N/T
number of reviews/sentences/words/aspects V src/tgt vocabulary size of the source/target language d/s/w/z a review/sentence/word/aspect x language label, src (source) vs. tgt (target) v subjectivity label, fct (fact) vs. opn (opinion) l sentiment label, pos (positive) vs. neg (negative) y intermediate variable indicating a word in either the source or the target language φ multinomial distribution over words θ multinomial distribution over aspects π binomial distribution over sentiment labels η binomial distribution over language labels ζ binomial distribution over subjectivity labels τ src,w tgt,y /τ tgt,w src,y probability of the translation from a target (source) word y to the given source (target) word w w list of words in the entire corpora in both source and target languages
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assignments of language labels to all words (excluding the nth word in sentence s of re-
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in review d, number of times any word is assigned language label src/tgt f d,s,src/tgt,fct in review d, number of times any word of sentence s is assigned subjectivity label fct and language label src/tgt f d,s,src/tgt,opn,pos/neg in review d, number of times any word of sentence s is assigned language label src/tgt, subjectivity label opn and sentiment label pos/neg c src/tgt,t,fct (y) number of times any word is assigned language label src/tgt, subjectivity label fct (assigned to intermediate word y) under aspect t c src/tgt,t,opn,pos/neg (y) number of times any word is assigned language label src/tgt, subjectivity label opn and sentiment label pos/neg (assigned to intermediate word y) under aspect t c d,s,opn pos/neg number of total words in sentence s is assigned subjectivity label opn and sentiment label pos/neg Essentially, CLJAS is an LDA-based model. In the traditional LDA model, topics are associated with documents and words are associated with topics. CLJAS extends LDA by first adding two variables, i.e., sentiment label and subjectivity label. Specifically, in the CLJAS model, topics are associated with documents, sentiment labels are associated with subjectivity labels, and words are associated with topics, sentiment labels and subjectivity labelAlgorithm 1 The generation process of the CLJAS model on the target language side.
For each aspect z:
a. For the source language:
(1) Draw a multinomial distribution over words, φ src,z ∼ Dir(β src ); (2) Draw a multinomial distribution over positive and negative words, respectively, φ src,z,pos ∼ Dir(β src,pos ), φ src,z,neg ∼ Dir(β src,neg ); b. For the target language:
(1) Draw a multinomial distribution over words, φ tgt,z ∼ Dir(β tgt ); (2) Draw a multinomial distribution over positive and negative words, respectively, φ tgt,z,pos ∼ Dir(β tgt,pos ), φ tgt,z,neg ∼ Dir(β tgt,neg ); 2. For each document d in the corpus of the target language:
a. Draw a multinomial distribution,
Generate a word by translating from y d,s,n according to the translation probability, τ
ii. If x d,s,n = tgt, draw a word in the target language y d,s,n ∼ φ tgt,z d,s,n ; Generate a word directly, w d,s,n = y d,s,n ; iii. If x d,s,n = src, draw a word in the source language y d,s,n ∼ φ src,z d,s,n ; Generate a word by translating from y d,s,n according to the translation probability, τ src,w d,s,n tgt,y d,s,n . s. For each aspect z, CLJAS learns three multinomial distributions over words, which model its objective semantics, φ z , and its positive and negative sentiments, φ z,pos and φ z,neg , respectively. In the CLJAS model, one draws an aspect z d,s for each sentence s of any review d from a document-specific distribution over aspects θ d . Then, for each word w d,s,n in sentence s, one draws a subjectivity label, v d,s,n , and a sentiment label, l d,s,n , where v d,s,n indicates that w d,s,n is a sentiment-bearing word or an objective one, whilst l d,s,n further suggests that w d,s,n , if it is sentiment-bearing, conveys a positive or a negative sentiment. Finally, one draws the word, w d,s,n , from a word distribution corresponding to objective semantics φ z , or the positive φ z,pos or negative φ z,neg sentiment of the topic z.
Note that the CLJAS model differs from the state-of-the-art JST and ASUM models in that it first explicitly separates sentimentbearing words from objective ones and then assigns their sentiment polarities. In addition, since CLJAS is a cross-lingual model, an extra language label x d,s,n is introduced to word w d,s,n . Its role will be described later on. Therefore, for each word w d,s,n , there are three indicator variables associated with it, namely, language label x d,s,n , subjectivity label v d,s,n and sentiment label l d,s,n . Algo-rithm 1 presents the generation process of the CLJAS model on the target language side. The generation process on the source language side is not presented, but it can be deduced likewise.
In order to leverage the resources in the source language to improve sentiment analysis in the target language, CLJAS jointly detects aspects and sentiments of the two languages simultaneously. Upon the above description on one side, next we explain its cross-lingual mechanism. In CLJAS, each aspect z
In the model, asymmetric hyperparameters γ src/tgt src/tgt indicate the prior knowledge on choosing between the source and target languages. They enforce knowledge transfer from the auxiliary reviews in the source language to sentiment analysis in the target language. In particular, for reviews in the source language, we set γ src tgt > γ src src such that they can contribute more to topic modeling on reviews in the target language; for reviews in the target language, we set γ tgt src > γ tgt tgt such that they can adopt more knowledge from the source language.
Finally, the CLJAS model employs Gibbs sampling [9] for inference. Specifically, for the reviews in the target language, we first draw z d,s by the conditional probability presented in Equation (1). Then, we can jointly draw values for v d,s,n , l d,s,n , x d,s,n , and y d,s,n as the conditional probabilities presented in Equations (2)-(5), respectively. For the sake of space limitation, we will not go through the corresponding details.
EXPERIMENTAL VALIDATION
In this section, we validate the proposed CLJAS model via extensive experiments. Specifically, we first examine its validity on discovering aspects, validate the effectiveness of its cross-lingual mechanism, and study the effect of the bilingual dictionary on its behavior. Next, we investigate its effectiveness and performance by applying it to practical sentiment classification tasks and quantitatively comparing with four baselines.
Experimental Settings

Datasets and Auxiliary Resources
In order to validate the proposed CLJAS model, we conducted experiments on real datasets that contain hotel reviews and product reviews in different languages (including English, Chinese, French, German, Spanish, Dutch, and Italian), collected from a few wellknown websites. In the experiments, English is taken as the unique source language and the others are target ones. The product reviews cover four domains, i.e., electronics, kitchen, network, and health. In more detail, for English, the hotel dataset contains 12000 reviews collected from Booking.com 1 , and the product dataset in each domain has 2000 reviews collected from Amazon 2 3 . For Chinese, the hotel dataset contains 12000 reviews, downloaded from an open source website 4 , and the product dataset contains 2000 reviews for each domain, collected from Jingdong 5 , one of the most popular e-shopping websites in China. For other languages (including French, German, Spanish, Dutch, and Italian), the datasets are collected from Booking.com, each of which contains 4000 hotel reviews. All of the datasets were preprocessed with sentence segmentation. For Chinese, we further used ICTCLAS 6 to conduct word segmentation over sentences.
Besides datasets, other three resources are needed in the CLJAS model, including a bilingual dictionary between the source and target language, a few seed words and an opinion lexicon of each language. The bilingual dictionary is used to establish correspondences between two different languages. As in a bilingual dictionary a source word usually corresponds to multiple target words (translation words), some of which may not be suitable for the review scenarios, we employed a simple filtering strategy to overcome the interference of those irrelevant translation words. Specifically, given a source word, we first computed the Term Frequency (TF) for each of its corresponding translation words in the corpora in the target language; Next, we chose at most K terms with the highest TF values as candidate translation words; Finally, a translation probability was assigned to each candidate translation word wi according to T F (wi)/ K i=1 T F (wi). In our experiments, K was set to be 5.
The seed words of each language used in the CLJAS model are subjective words with clear sentiment polarity. They are adopted to identify sentiment polarities of other subjective words. For English, we select 10 positive seed words and 10 negative seed words with highest TF in the corpus. For other languages, the seed words are obtained by translating the English ones. Table 2 presents the full lists of seed words of all target languages, where for each seed word an English translation word is provided in subsequent brackets, which was obtained by Google Translate.
In the proposed model, an opinion lexicon is used to separate subjective words from objective ones 7 . The English and Chinese opinion lexicons used in the experiments are acquired from the commonly-used knowledge base, HowNet 8 . The English one contains 3687 terms, while the Chinese one contains 5997 terms. For other languages, the opinion lexicons are obtained by translating the English one using Google Translate. If an opinion lexicon of a certain language is not available, all adjectives in the corpus in this language can be considered as subjective words.
Parameters Settings
In the experiments, we ran 100 iterations of Gibbs sampling, which were experimentally proven adequate for obtaining stable results. We set αz = 50/T for each aspect z and βw = 0.1 for each word w in the vocabulary, as in [9] . The default values for β was set to 0.01. The value of µ was set to 0.001 for each sentiment label. Without loss of generality, (1) 
Positive Negatvie
Chinese caro (expensive), pobre (poor), malo (bad), peor (worse), sucio (dirty), sucios (dirty), costoso (expensive), ruidoso (noisy), decepcionado (disappointed), grosero (rude) Italian ottima (good), pulizia (clean), buona (good), gentile (kind), comodo (comfortable), ottimo (excellent), bene (good), bella (nice), pulito (clean), cortesia (courtesy) rumore (noise), scarsa (poor), sporco (dirty), male (bad), scarso (poor), cattivo (bad), rumoroso (noisy), scortese (rude), deluso (disappointed), sgradevole (unpleasant) Dutch goed (good), vriendelijk (friendly), prima (fine), goede (well), schoon (clean), mooi (beautiful), uitstekend (excellent), behulpzaam (helpful), netjes (neatly), lekker (nice), lawaai (noise), jammer (pity), slecht (bad), gehorig (noisy), duur (expensive), vies (dirty), pover (poor), slechter (worse), teleurstellend (disappointing), lelijke (ugly) 
Location hotel, walk, location, station, Rome, metro, walking, minutes, bus, steps, Vatican, distance, termini, Spanish, train, city, restaurants, minute, area, away, great, close, good, easy, right, quiet, attractions, nice, major, convenient
Topic 7
Service staff, hotel, location, English, service, desk, breakfast, room, reception, stay, spoke, restaurant, Rome, Italian, restaurants, concierge, people, helpful, friendly, great, good, clean, excellent, nice, pleasant, wonderful, help, polite, courteous, comfortable
the above parameters were set the same as in [26] . For the target language, the values of γ 
Baselines
For the purpose of comparison, we adopted four representative models as the baselines. We chose USL (Universal Sentiment Lexicon) and SVM as baselines, because USL is a typical unsupervised approach to sentiment classification, where a universal opinion lexicon collected from HowNet is adopted to determine the polarity of a review, and SVM is a typical supervised model for sentiment classification. We also employed the state-of-the-art ASUM and JAS models as baselines, as they both consider aspect in sentiment analysis. Note that both ASUM and JAS are monolingual models, whilst CLJAS is a cross-lingual model. The purpose of comparing CLJAS with these two monolingual aspect-sentiment models is mainly to examine the effectiveness of the cross-lingual mechanism implemented in CLJAS.
Experimental Results
Aspect Discovery
This experiment is to investigate the performance of the developed CLJAS model on discovering aspects on given datasets. For the purpose of illustration, Table 3 presents three major aspects discovered by CLJAS on hotel reviews, where, for each aspect, top 30 words are listed and sorted by its word probability distribution in a descending order.
It can be seen in Table 3 that the CLJAS model can effectively detect major aspects from the reviews in both the source and target languages. The extracted words under each aspect are quite coherent and meaningful. Moreover, the CLJAS model can obtain bilingually aligned aspects due to the mechanism of sharing the same topic distribution. This mechanism enables us to improve the aspect modeling on the data in the target language by leveraging the rich resources in the source language.
Cross-Lingual Mechanism
This experiment aims to evaluate the proposed cross-lingual mechanism. For this purpose, we calculated the perplexity [2] of the test set under different γ tgt src , which controls the degree of knowledge transfer between the source and target languages, i.e., the extent that the knowledge learned from the dataset in the source language is used to learn knowledge for the dataset in the target language. It is known that the lower the perplexity, the better the performance of the topic model [2] .
In the experiment, for each domain, 2000 reviews were used for model training and the rest reviews for inference. Table 4 presents the perplexity values of the test sets in Chinese under different domains. As seen in Table 4 , with the increase of γ tgt src , the perplexity under different domains basically decreases in a monotonic manner. Therefore, the performance of the model was improved by introducing the cross-lingual mechanism. The improvement mainly benefits from the knowledge transferred from the data in the source language. According to the experimental results, we observe that within a certain range, the larger the γ tgt src , the more improvement that can be achieved. However, γ tgt src cannot be too large; Otherwise, it leads to the model to learn knowledge almost completely from the source language and neglect the characteristics of the target language.
We further evaluated the proposed cross-lingual framework on other languages. Taking English as the source language, Table 5 presents the perplexity values of test sets in different languages under the hotel domain. It can be observed from Table 5 that, with the increase of γ tgt src , the perplexity monotonically decreases under different languages. Therefore, we can claim that the proposed cross-lingual mechanism is effective for different domains and for different languages. 
Effect of The Bilingual Dictionary
As aforesaid, in the CLJAS model a bilingual dictionary is needed to bridge the two languages. In order to investigate the dependency of the performance of the CLJAS model on the quality and scale of the bilingual dictionary, we compared the perplexity of the same test datasets of different domains in Chinese with two different bilingual dictionaries, which contain 224,385 and 41,814 pairs of translation words, respectively. Figure 2 presents the experimental results. We can observe that there is no significant difference between the results corresponding to the two dictionaries of different size. This observation suggests that the proposed CLJAS model is basically stable regarding the quality and scale of the bilingual dictionary. 
Sentiment Classification
In this experiment, we investigate the validity and performance of the CLJAS model by evaluating the quality of the aspect-dependent sentiment lexicons extracted using CLJAS. Specifically, we first adopted CLJAS to extract aspect-dependent sentiment lexicons and further applied them to practical sentiment classification tasks. Next, we evaluated the quality of the aspect-dependent sentiment lexicons according to how much they improve the performance of practical sentiment classification, as compared to the aforesaid four baselines. Table 6 (a) presents the results of both CLJAS and the baselines in sentiment classification tasks in different domains. We also compared CLJAS with the baselines on hotel review datasets in different languages. The multilingual experimental results are presented in Table 6 (b). In these two tables, the accuracy of sentiment classification on both positive and negative reviews as well as their combination is listed for all methods. The bottom row presents the accuracy of sentiment classification averaged on different domains/languages.
As CLJAS is an unsupervised model, we first compared it with the three unsupervised baselines, i.e., USL, ASUM, and JAS. It can be seen in Table 6 (a) that for datasets in different domains CLJAS consistently outperforms USL, as it increases the accuracy of sentiment classification by 0.087. This is because the sentiment lexicon extracted by CLJAS for determining the sentiment polarities of reviews is aspect-dependent, while the sentiment lexicon used in USL is aspect-independent. For datasets in other languages, the performance superiority of CLJAS is more obvious. Specifically, as observed in Table 6 (b), CLJAS performs better than USL by a performance improvement of 0.173 on average. In USL, since the multilingual opinion lexicons are obtained by translating the English one, they suffer from the loss of accuracy caused by the translation. Therefore, the performance of the unsupervised method based on translation for multilingual sentiment analysis is unsatisfactory. As for ASUM and JAS, we can find in Table 6 (a) that CLJAS improves the accuracy of sentiment classification by 0.061 and 0.063, respectively, while in Table 6 (b) the corresponding accuracy improvement is 0.126 and 0.141. That is to say, CLJAS performs better than ASUM and JAS as well. This is because CLJAS combine the corpora of two languages together and can thus capture more statistics characteristics than ASUM and JAS that depends only on monolingual corpora.
We also compared CLJAS with the typical supervised learning approach, SVM. Specifically, for each domain, 50% data was used for training and the rest 50% data was used for testing. Particularly, we first employed LibSVM 9 to train a sentiment classifier and then predicted sentiment polarities on test data. It should be mentioned that we tried different kernel functions to refine the performance of SVM and finally adopted a linear one as the kernel function, with which LibSVM gets the best results. From Table 6 (a), we can observe that CLJAS outperforms SVM on average, as it increases the accuracy of sentiment classification by 0.03. This counterintuitive phenomenon may be because the training data of product reviews in different domains used in SVM is of poor quality, whilst the unlabeled data used in CLJAS is of relatively high quality. From Table 6 (b), we can observe that the performance of CLJAS is inferior to that of SVM. This is intuitive, as CLJAS is an unsupervised method while SVM is supervised.
In general, CLJAS performs better than USL, ASUM, and JAS in different domains and different languages. Therefore, it can be concluded that no matter in what domains and in what languages, the CLJAS model is effective and exhibits better performance than the state-of-the-art unsupervised models, which highlights its value in practical applications. 
CONCLUSIONS
In this paper, we have proposed for the first time an unsupervised Cross-Lingual Aspect/Sentiment (CLJAS) model for sentiment analysis. The CLJAS model requires neither parallel corpora nor labeled sentiment reviews. Through the cross-lingual mechanism, the model can improve sentiment analysis in a target language by leveraging data and knowledge available in a source language. Particularly, CLJAS can obtain bilingually aligned aspects from the reviews in the same domain due to the mechanism of sharing the same topic distribution. CLJAS can also extract aspectdependent sentiment lexicons that are essential for sentiment analysis. We have further compared the CLJAS model with both supervised and unsupervised representative baselines by applying them to practical sentiment classification tasks. Experimental results have demonstrated that as compared to the unsupervised baselines, CL-JAS can significantly improve the accuracy of sentiment classification, while comparing to the supervised baseline CLJAS also exhibits comparable performance, which have convincingly validated its effectiveness and highlighted its value.
