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Résumé
Notre recherche porte sur la tarification dans le domaine aérien modélisée selon
un problème de décision Markovien (MDP). La compagnie aérienne a un produit,
qui regroupe un ensemble de caractéristiques d’un siège sur un vol allant d’une
origine vers une destination sous certaines restrictions. Pendant la durée de vie
du produit, des clients potentiels soumettent des requêtes. Le problème consiste à
fixer un tarif de manière dynamique pour un produit donné selon la capacité ré
siduelle et le temps qui reste avant le décollage. Nous sommes principalement in
téressés par la convergence des méthodes d’apprentissage en ligne telles que le Q
Learning dans le cadre d’une approximation stochastique. Ces méthodes assurent
la convergence des prix « candidats »vers l’optimum en effectuant une recherche
statistique de l’espace état-action. Nous avons établi des nouveaux résultats de
convergence pour les taux d’apprentissage décroissants et constants pour l’algo
rithme classique du Q-Learning. Toutefois, lorsque la procédure est appliquée en
ligne, un dilemme important réside entre continuer l’exploration ou appliquer les
prix candidats. En plus, nous donnons un résultat de convergence pour le cas d’un
taux d’apprentissage et d’exploration constant. Ultimement notre but est de déter
miner des taux d’exploration pouvant améliorer la performance en ligne à travers
l’étude du comportement numérique du Q-Learning.
Mots-clés : Optimisation stochastique, Apprentissage par renforcement, Processus
de décision markovien, Simulation, Gestion du revenu, Transport aérien.
Abstract
This research is concerned with pricing in the airline industry modeled by a Mar
kov decision process (MDP). The airline company has a limited number of pro
ducts to seli, namely seats on a flight from an origin to a destination with different
atfributes under a certain number of constraints. Potential clients submit requests
for seats during the sales period. The problem consists of maximizing ffie total
expected revenue generated by each ftight by controlling dynamically the prices
offered for each product on ffie flight. We are mainly interested by convergence
of on-line learning algorithms such as Q-Learning viewed as a stochasfic approxi
mation. A statistic search of the state-action space is done by these methods to in-
sure asymptotic convergence toward optimality. However, for our problem, each
trajectory (flight simulation) is in fact a single observation of the prices and ffie re
quests. A trade-off must 5e achieved between pursuing exploration (which yields
lost revenue) and applying prices that are candidates for optimality The main ob
jective consists in establishing convergence for decreasing and constant learning
rates for il-te classic Q-Learning algorithrn, to study exploration rates for on-une Q
Learning and also to obtain practical results by ftight simulations wiffiin a realistic
background. Ultimately, our objective is to determine exploration rates ffiat can
improve on-line performance through intensive study of Q-Learning’s numerical
behavior.
Keywords : Stochastic optimization, Reinforcement Learning, Markov decision
processes, Simulation, Airline Yield Management.
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Partie I
INTRODUCTION
Dans le domaine des transports aériens, l’information dispo
nible sur chaque client n’est que partielle et évolue très rapi
dement. Rares sont les modèles disponibles dans la littérature
qui tierment compte de la nature stochastique du problème et
ceux qui le font supposent une connaissance absolue de la dyna
mique du système. Le modèle MDP (processus de décision mar
kovien)(L.PuTERMAN 1994) que nous proposons se distingue des
autres par ses paramètres estimés au fur et à mesure de l’opti
misation. Le Q-Learning (BERTSEKAs et TsITsIKLIS 1996) est une
méthode d’apprentissage basée sur la simulation qui, comme la
plupart des algorithmes d’apprentissage, présente des résultats
de convergence asymptotique. La preuve de convergence forte
vers le revenu optimal avec un taux d’apprentissage décroissant
se trouve dans (BERISEKAS et TSITSIKLIS 1996). Dans le cadre de
l’approximation stochastique (KusHNER et YiN 1997), nous pro
posons une preuve de convergence forte sous des hypothèses lé
gèrement moins restrictives. Toutefois, nous désirons optimiser
le revenu total sur chaque vol tout en apprenant à identifier les
décisions optimales en observant le système. Ainsi nous démon
trons également la convergence en loi (faiblement) pour l’algo
rithme de Q-Learning avec taux d’apprentissage constant qui, au
départ, converge plus rapidement vers l’optimum qu’avec un taux
d’apprentissage décroissant. À notre connaissance, ceci est un ré
sultat original. L’exploration de l’espace d’états dépend des déci
sions prises contrairement à l’algorithme classique de Q-Learning.
À chaque étape, nous avons un dilemme important entre conti
nuer l’exploration ou appliquer les prix candidats à l’optimum.
Ulfimement, nous cherchons à déterminer des taux d’exploration
pouvant améliorer la performance en ligne à travers l’étude du
comportement numérique du Q-Learning.
Partie II
L’intérêt principal de la section qui suit est de présenter le pro
blème de tarification aérienne et de proposer un modèle de ré
solution cohérent avec la littérature. Une présentation générale
du problème d’optimisation des revenus permettra de situer le
problème de tarification aérienne dans un contexte plus large et
de mieux saisir son rôle face à l’industrie aérienne par la suite.
Il existe différentes approches possibles au problème d’optimi
sation des revenus selon l’aspect considéré, dont la tarification
aérienne. De plus, les méthodes de résolution en tarification aé
rienne peuvent être subdivisées en plusieurs sous catégories, par
exemple en méthodes statiques ou dynamiques, ou selon qu’elles
traitent le problème sur un segment de vol unique ou sur un ré
seau, etc. Ensuite, une brève revue de la littérature jusqu’à ce jour
sera présentée, portant plus d’emphase sur la simulation et la ré
solution dynamique. Finalement nous proposerons un modèle dé
taillé construit selon un processus de décision markovien, adapté
au contexte aérien : ceci constitue une contribution importante de
notre recherche.
MoTIvATIoN
CHAPITRE 1
PRoBLÉMATIQuE
Ce premier chapitre vise à situer le problème de tarification aérienne dans le contexte
plus général d’optimisation du revenu ou « yield management ». Il s’agit d’un
problème d’optimisation caractérisé par un ensemble de contraintes spécifiques
qui touche une vaste étendue de domaines. Depuis l’apparition de l’optimisation
du revenu, les domaines d’application n’ont pas cessé de croître car de nombreux
produits et services partagent les mêmes caractéristiques. L’importance de l’opti
misation du revenu justifie une description du concept, de son origine et de ses
applications. Nous discuterons par la suite des particularités liées au domaine aé
rien, des différentes facettes du problème dont l’une est la tarification aérienne,
des principales approches proposées jusqu’à maintenant et des méthodes de réso
lutions explorées dans la littérature.
1.1 Optimisation du revenu
Plusieurs termes font référence à l’optimisation du revenu : «yield management »,
« revenue management », tarification en temps réel, etc. Voici une définition pos
sible du concept:
Définition 1.1.1 L’optimisation du revenu est une technique qui vise à déterminer les
meilleurs prix pour optimiser le profit généré par la vente d’un produit ou d’un service par
une segmentation poussée de la clientèle.
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Elle permet de résoudre de manière optimale le problème de confrontation de
l’offre et de la demande. Ce concept a bouleversé l’industrie aérienne au cours
des années 70. En effet, suite à l’apparition sur le marché de transporteurs à ta
rifs réduits, Américan Airlines (AA) dût établir une nouvelle stratégie pour faire
face à la compétition et conserver sa part du marché. Puisque la capacité maximale
du transporteur n’était pas atteinte, il était possible pour AA de vendre les sièges
autrement inoccupés à moindre coût. En fixant de fortes restrictions sur la vente
de ces sièges, il fut possible d’offrir une tarification différenciée et de contrôler les
quantités vendues dans chaque classe tarifaire. L’impact de l’apparition de l’opti
misation du revenu dans l’industrie aérienne fut véritablement significatif lors de
la dérèglementation vers le début des années 80.
Afin de conserver leur rentabilité, la plupart des transporteurs aériens emboîtèrent
le pas à AA. La mise en place concomitante de la distribution électronique à travers
les premiers GDS (Global Distribution Systems) rendait l’optimisation du revenu
presque essentielle. Les GDS permettaient d’afficher les produits des compagnies
aériennes dans un réseau très étendu d’agences de voyage ce qui imposa la forma
lisation de la structure tarifaire et du contrôle d’inventaire. L’envergure des consé
quences de l’apparition des GDS dans les années 80 est mieux comprise en faisant
l’analogie avec Internet où les prix et la disponibilité des produits sont maintenant
diffusés vers des millions de consonmiateurs. Ainsi, les compagnies qui se sont
le mieux adaptées à ce nouvel environnement concurrentiel sont celles ayant mis
en place les systèmes d’optimisation du revenu les plus performants (notamment
American Airlines et Delta Airlines) tandis que celles qui ont tardé à investir ont
périclité (People Express, PanAm).
Malgré l’apparition initiale de l’optimisation du revenu dans le domaine aérien,
plusieurs domaines tels que l’hôtellerie, les télécommunications, l’industrie ma
nufacturière et la location de voitures ont bénéficié de ses avantages. De manière
générale, l’application systématique des techniques d’optimisation du revenu a eu
un impact de l’ordre de 3% à 7% sur le chiffre d’affaires. Ce sont les nombreuses
caractéristiques communes aux différentes industries qui ont engendré le vaste
champ d’application du « yield management ». (KIMEs 1990) présente les caracté
ristiques essentielles:
(1) Produit ou service périssable
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(2) Coûts fixes élevés / coûts variables négligeables
(3) Capacité ou inventaire fixe
(4) Demande stochastique
Avoir un inventaire périssable implique que la valeur de chaque produit devient
nulle après une date limite fixée; le produit ne peut pas être mis en réserve. Par
contre, les produits peuvent être vendus bien avant la date de consommation.
Autre caractéristique, les coûts fixes sont élevés en comparaison avec les coûts va
riables faibles. En effet, les frais encourus par la vente d’une unité supplémentaire,
coût marginaux, sont minimes en comparaison des frais liés aux opérations. En
suite, la capacité ou l’inventaire est fixe c’est-à-dire que, lorsque tous les produits
ou les ressources sont épuisés, il est difficile, voir impossible, d’en générer d’autres.
Par exemple, dans l’industrie aérienne, le nombre de sièges par avion est physique
ment limité. La capacité limitée exige des réévaluations continuelles du marché
afin de décider la quantité de produits à mettre de côté immédiatement dans l’es
poir d’un meilleur revenu au futur. Ceci doit être fait en prévision de la demande.
Par contre, la demande est stochastique donc difficile à prévoir. Les différents seg
ments de la clientèle suivent des courbes de demande distinctes et indépendantes.
Ainsi, toute solution doit être obtenue rapidement et avec un niveau acceptable de
précision.
Dans un tel contexte, une connaissance juste et détaillée du marché est un atout
important. Pour optimiser les revenus et être concurrentiel il faut prendre connais
sance des produits et prix offerts par la concurrence. Toutefois, ceci ne peut pas
être fait aveuglément sans risquer d’engendrer des conséquences catastrophiques
telles que celles de l’été 1992 où tous les transporteurs furent victimes d’une guerre
des prix qui engendra des pertes de revenu dramatiques. Une bonne segmentation
du marché est nécessaire afin d’offrir chaque produit au meilleur de sa valeur en
fonction du client et du moment de l’achat. On remarque que la même unité de
capacité peut être à l’origine de plusieurs produits ou services selon les restrictions
ou les avantages ajoutées. Par exemple, une chambre d’hôtel constitue un même
espace peu importe si elle est louée par un homme d’affaire ou un touriste. Les pro
ducteurs de ce type de biens ont généralement une assez grande liberté d’action
et sont orientés vers le profit. Les pratiques qui découlent de la segmentation du
marché ne sont ni illégales ni immorales et permettent souvent d’offrir un produit
ou service mieux adapté aux besoins des clients.
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1.2 Caractérisation de l’industrie aérienne
La rentabilité d’une ligne aérienne dépend de nombreux facteurs. Déjà, sur le plan
économique, il s’agit d’un marché relativement instable. Dans les dernières années,
l’industrie du transport aérien a subi d’importantes répercussions suite à la réces
sion américaine de 2001, les attentats terroristes du 11 septembre 2001 et la guerre
en Irak en 2003. Dans cet environnement, de nouveaux transporteurs aériens à
faibles coûts ont fait leur apparition, s’accaparant une part importante du marché
et forçant une restructuration des compétiteurs. La capacité d’une ligne aérienne à
réagir(ajuster ses prix) rapidement en tenant compte avec précision des informa
tions révélées par le marché est un facteur clé de la réussite à long terme. N’étant
soumis à aucune réglementation, le marché de l’industrie aérienne est hautement
concurrentiel. Les produits étant substituables, cette concurrence est d’autant plus
importante. En effet, pour deux transporteurs aériens déservant un même marché,
la différence entre un siège sur un transporteur aérien plutôt qu’un autre est né
gligeable. Les compagnies aériennes doivent donc se différencier par le prix et la
qualité des produits offerts. Depuis la déréglementation, on a assisté à la multi
plication des bases tarifaires qui somment à environ vingt, pour un transporteur
nord-américain typique, avec mises à jour trois fois par jour. Une telle quantité
d’information peut rapidement devenir intraitable, surtout parce que la structure
tarifaire associée est très complexe.
Par ailleurs, la nature péremptoire des produits combinée à l’importance relative
des coûts fixes par rapport aux coûts variables rend la gestion de revenu très dé
licate. En effet, la main-d’oeuvre constitue 38.4% et l’essence 11.6% des dépenses
d’une ligne aérienne, donc à eux seuls, ces deux éléments constituent la moitié
des dépenses (DE LA CONJONCTURE INTERNATIONALE ET FINANCIÈRE 2003). Par
contre, le coût marginal généré par la vente d’un siège supplémentaire est négli
geable, donc il y a tout avantage à vendre tous les sièges à vord de l’avion. La dif
ficulté réside dans la répartition optimale des ventes sur l’horizon compris entre
le début des ventes et le décollage de l’avion. De plus, au moment du décollage,
tous les sièges inoccupés perdent toute valeur, ainsi il vaut mieux vendre à un prix
dérisoire que de ne pas vendre du tout.
Dans l’industrie, il est donc essentielle de faire des prévisions justes de la distri
bution de la demande sur toute la période de vente. Une partition adéquate des
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usagers selon leurs attributs permet de cibler le groupe d’usagers le plus rentable
et de tirer le maximum des revenus possibles. Les différents groupes d’usagers se
distinguent selon leur capacité à payer, bien sûr, mais également selon l’impor
tance qu’ils accordent à la durée du vol, à l’absence de correspondances, au ser
vice, à la flexibilité des dates de retour, etc. D’autres aspects tels que le moment de
la réservation et les options d’annulation sont aussi de bons indicateurs du type
de clientèle. Chaque personne évalue un siège sur vol selon des critères qui lui
sont propres. En convertissant les avantages et les inconvénients d’un siège sur un
vol en unités monétaires, la valeur perçue par le client est en réalité plus élevée
ou plus faible que le prix offert pour le siège. Une personne rationnelle qui désire
acheter un billet d’avion commence par attribuer une valeur à tous les produits
offerts sur tous les transporteurs aériens selon leurs caractéristiques, et ensuite, se
lon la valeur perçue, elle prend la décision d’acheter un produit plutôt qu’un autre.
Les groupes d’usagers correspondent à des segments de la clientèle ayant des cri
tères d’évaluation similaires. Plus la segmentation de la clientèle se raffine, plus la
marge de profit augmente, car il est possible de déterminer le prix et le nombre de
sièges à vendre durant chaque période avec plus de précision. Ceci peut se faire
par la différentiation des produits. La difficulté du problème réside justement dans
la segmentation de la clientèle et la connaissance de la distribution de la demande
pour les différents groupes d’usagers.
1.3 Méthodes de résolution
Comme nous l’avons vu précédemment, les caractéristiques du problème d’op
timisation du revenu sont communes à un bon nombre de domaines, par consé
quent, ce problème a engendré une variété considérable d’approches. À cause de
la complexité et de la taille du problème d’optimisation du revenu, de nombreux
auteurs s’accordent pour dire qu’une décomposition du problème par étapes s’im
pose. Les différents aspects du problème peuvent être traités séparément. (KIMES
1990) propose la décomposition suivante:
(1) Identifier de la demande
(2) Déterminer la politique de surréservation (« overbooking »)
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(3) Contrôler et gérer l’inventaire
(4) Fixer les tarifs
Malgré la forte interaction entre ces quatre points, il est irréaliste de vouloir les
considérer simultanément. Plusieurs tentatives ont été faites pour traiter ces sous-
problèmes séparément, allant même jusqu’à les affecter à des départements indé
pendants. Les lacunes d’un tel système sont assez probantes. À titre d’exemple,
notons que le choix des différentes classes tarifaires affecte la demande et donc
aussi le contrôle d’inventaire. L’identification de la demande est liée à l’analyse
de données historiques et permet de prévoir le comportement des clients face aux
produits proposés.
Selon (KRETscH 1995) : « la clé de l’optimisation des tarifs est le développement
d’un modèle qui puisse mesurer la réponse d’un passager aux prix et aux autres
attributs d’un vol ». Plusieurs avantages résultent d’une bonne connaissance de la
demande. Elle permet d’évaluer la proportion de clients ayant réservé ou acheté
un billet mais qui ne se présenteront pas lors de l’embarquement. La ligne aérienne
peut alors se permettre de vendre un nombre de billets supérieur à la capacité
réelle si elle accepte d’encourir les risques liés aux frais supplémentaires de com
pensation pour les passagers qui ne pourront pas embarquer.
Le contrôle d’inventaire pour le domaine aérien, un des aspects les plus étudiés de
l’optimisation du revenu, consiste à déterminer le nombre de sièges maximal pou
vant être vendus dans une certaine classe tarifaire durant une certaine période, une
fois la variété de classes tarifaires fixée(c’est ce qu’on appelle « booking limit »dans
la littérature anglophone). Le débit des ventes est contrôlé en acceptant ou en refu
sant de vendre des billets aux clients qui appellent. Le contrôle d’inventaire vise à
protéger un certain nombre de sièges pour les classes tarifaires supérieures, c’est-
à-dire les réserver pour des ventes ultérieures à plein tarif. Par contre, un passager
offrant de payer le tarif maximal ne devrait jamais être rejeté, même lorsque la
limite de réservation est atteinte dans sa catégorie. L’emboîtement des classes tari
faires (« nesting ») est une propriété qui interdit le rejet d’une réservation de classe
tarifaire élevée lorsque des sièges de catégories inférieures sont encore disponibles.
Avec l’accessibilité accrue de l’information grâce à l’Internet, les consommateurs
sont en mesure de comparer et d’évaluer les prix sur tout le réseau. De plus, le prin
cipal critère d’achat des consommateurs est le prix. Puisque la tarification consiste
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à exercer un contôle sur les prix, elle est par conséquent un aspect de l’optimisa
tion du revenu actuellement en expansion dans l’industrie aérienne. Les classes
tarifaires doivent être établies minutieusement pour garantir une meilleure seg
mentation de la clientèle basée sur des critères tels que la qualité de service, la
flexibilité de la date de retour, les options d’annulation, etc.
Il semble qu’aucune méthode à ce jour n’ait réussi à intégrer le contrôle d’inven
taire et la tarification en une seule analyse même s’ils possèdent une certaine dua
lité. Par contre, tout comme Gallego, van Rizing et You (CôTÉ 2003), nous argu
menterons qu’un modèle de tarification peut implicitement résoudre un problème
d’allocation de la capacité, puisqu’offrir un prix suffisamment élevé est équivalent
à fermer cette classe tarifaire. L’objet principal de cette recherche réside donc dans
la tarification aérienne.
D’autre part, le problème d’optimisation du revenu peut être abordé sous diverses
facettes, en considérant par exemple un segment de vol unique (« leg ») d’une ori
gine vers une destination sans escale ou un réseau de vols. À l’origine, les modèles
considéraient uniquement des segments de vols. Par contre, pour un transporteur
effectuant un trajet plus complexe, il peut être plus avantageux de vendre un billet
comportant plusieurs segments, même si un des segments doit être vendu à tarif
réduit. Dans les années 80, on construisit des modèles basés sur des réseaux qui
tiennent compte des interactions entre les différents segments mais qui ne consi
dèrent pas des aspects stochastiques et dynamiques du problème. Autre désavan
tage, aucune donnée historique n’est disponible à priori sur les divers prix fixés
pour des réseaux entiers. Dans la dernière décennie, des solutions hybrides ont été
mises de l’avant. Voici un exemple d’un petit réseau entre Monfréal et Shanghai
(MARcoTTE, SAvARD et ZHu 2002) où diverses compagnies aériennes forment des
alliances pour se faire compétition:
CA
AC
Sliurzg/iai JAL Tkyo Vwicvuver AC Mon treul
liA
liA New York
Figure 1.1 — Exemple d’un petit réseau Monfréal-Shanghai
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Finalement, on distingue encore deux catégories de méthodes de résolution : les
méthodes statiques et les méthodes dynamiques. Les méthodes statiques génèrent
une allocation optimale des sièges pour un moment précis dans le temps, géné
ralement au début de la période de vente. La demande étant stochastique et se
répartissant sur toute la période de réservation, il est plus profitable d’ajuster la
politique de contrôle à la demande au fur et à mesure. Ce sont les méthodes dites
dynamiques ou en ligne. Elles ne supposent aucun ordre d’arrivée spécifique pour
les requêtes des clients.
1.4 Revue de littérature
[Pak & Piersma An overview of OR techniques (4)]
C’est en 1972 que Littlewood proposa la première méthode de résolution pour le
problème de contrôle d’inventaire pour un vol à un segment et deux classes tari
faires. Il s’agissait d’accepter la vente d’un billet de classe inférieure seulement si
son prix excédait le revenu marginal espéré pour un billet de classe supérieure.
Quinze ans plus tard, Belobaba récupéra la méthode de Littlewood en y ajoutant
le principe des classes imbriquées (« nested »). Il introduisit pour la première fois
l’expression « expected marginal seat revenue »(EMSR) qu’il utilisa pour désigner
sa méthode. EMSR ne permettait pas, toutefois, de trouver la solution optimale
lorsqu’il y avait plus d’une classe tarifaire. Plusieurs autres variantes de type sta
tique furent proposées par la suite utilisant des données historiques pour faire des
estimés.
Ce n’est pas avant les aunées 90 que l’on exploita les méthodes dynamiques qui
proposaient des règles de décisions basées sur l’état du processus de réservation
à un moment précis. Lee et Hersh (1993) proposèrent un modèle de programma
tion dynamique à temps discret. Ils firent l’hypothèse que la demande suit une
distribution de Poisson d’intensité À ce qui leur permit de modéliser le problème
suivant un processus de décision markovien. Les décisions dépendaient du temps
résiduel et de la capacité résiduelle pour chaque classe tarifaire. Toujours sur un
modèle avec un segment de vol, Subramanian et al. (1999) complétèrent la mé
thode précédente en y incorporant les aspects d’annulation et de surréservation.
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Ils considérèrent également le modèle continu obtenu en faisant croître le nombre
de périodes de décision. (LAuTEMBAcHER et STIDRAM 1999) proposèrent un mo
dèle de processus de décisions markovien (MD?) à temps discret sur horizon fini,
c’est-à-dire ayant une période de vente fini délimitée par le départ de l’avion, dont
la résolution était faite par induction arrière en fonction du nombre de périodes
admissibles avant le décollage. L’avantage de leur modèle est de concilier les ap
proches statiques et dynamiques. Encore une fois, l’optimisation fut faite sur un
segment de vol unique avec plusieurs classes tarifaires, mais sans tenir compte des
aspects d’annulation et de surréservation, et les décisions furent prises en fonc
tion de la capacité et du temps résiduels. À cela s’ajoute les deux approches dyna
miques, (FENG et XIA0 2000) et (FENG et XIA0 2001), qui dans un premier temps
cherchèrent à déterminer les temps optimaux pour effectuer des changements de
prix et dans un deuxième temps tentèrent d’appliquer le contrôle d’inventaire, et
ce, sous l’hypothèse d’une distribution de la demande connue.
Peu après, les méthodes de réseaux furent introduites dans le but d’optimiser sur
tous les segments de tous les vols simultanément. En réalité, jusqu’à maintenant,
seules les méthodes de programmation mathématique sont en mesure de saisir les
aspects combinatoires du problème. L’objectif de ces méthodes est de déterminer
le flot sur chaque arc du réseau et de maximiser le revenu sans violer les limites
de capacité suggérées par les prévisions de la demande. Cette approche continue
d’être largement exploitée, mais il en résulte généralement des heuristiques à cause
de la complexité du problème.
Parallèlement, les méthodes basées sur la simulation furent introduites afin de
pouvoir considérer différents scénarios et analyser l’impact des changements au
niveau de la demande, de la compétition, du trafic, etc. (BERIsIMAs et DE B0ER)
proposèrent une méthode statique qui tentait de définir la fonction de revenu en
fonction des limites de réservations. L’objectif était de fixer ces limites de réser
vation et d’estimer la fonction de revenu, initialement inconnue, par simulation.
Ensuite, ils utilisaient la direction de recherche donnée par le gradient de la fonc
tion. Ils améliorèrent leur méthode en incorporant la programmation dynamique.
D’abord, en simulant le processus de demande uniquement pour la période cou
rante, ils purent obtenir des limites de réservation. Le revenu généré par la simula
tion d’un vol était obtenu en additionnant le revenu présent et le revenu espéré en
fonction de la capacité et du temps résiduels. Le revenu global obtenu lorsqu’une
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requête était rejetée était alors comparé au revenu global obtenu si la requête avait
été acceptée. Cette approche permet d’analyser et comparer les effets ponctuels de
la décision lorsque la demande est stable et prévisible, ce qui n’est pas toujours le
cas. Malheureusement, plusieurs facteurs peuvent influencer la demande rapide
ment, comme nous l’avons vu précédemment.
Par ailleurs, c’est en remarquant que la programmation mathématique est souvent
basée sur des heuristiques à faibles coûts, mais sous-optimales, et que les modèles
basées sur les processus de décision markovien sont souvent confrontés à des pro
blèmes de dimension, que (COOPER et DE MELL0 2002) suggérèrent une politique
combinant les deux méthodes. Une politique basée sur la programmation linéaire
est utilisée longtemps avant le départ, et par la suite, elle est remplacée par une
politique optimale décrite par des règles de décision basées sur l’approximation
stochastique non-linéaire lorsque la date de départ approche. Des résultats de si
mulation démontrent que cette heuristique de transfert de politique produit des
résultats presque identiques à ceux provenant de la politique de MDP pure.
(CHEN, GÛNTHER et JOHNSON 1998) reprirent l’idée de (LAuTEMBACHER et Sim
HAM 1999) de combiner les approches statiques et dynamiques en utilisant une
structure de MDP. Leur méthode consiste à approximer la fonction-objectif hors-
ligne d’abord et ensuite d’établir une stratégie dérivée en ligne. La période de ré
servation est divisée en plusieurs intervalles précisés par la ligne aérienne afin de
satisfaire l’hypothèse d’une demande uniformément distribuée sur chaque inter
valle. En utilisant deux modèles de programmation linéaire, la fonction-objectif
du problème de décision markovien est bornée. Ensuite, un estimé de la fonction-
objectif optimale est obtenu en ligne en ajustant des splines de régression (« ré
gression spiines ») à un ensemble discrétisé de points de l’espace d’état, permet
tant de gérer la dimension. Des simulations effectuées sur de véritables données,
en utilisant le modèle proposé, produisent des résultats jusqu’à 8% meilleurs à
ceux obtenus par la méthode de « bid pricing », une méthode de programmation
mathématique.
Parmi les rares modèle combinant les méthodes dynamiques et la simulation, se
trouve celui de (GosAvI, BANDLA et DAs 2002) qui incorpore la plupart des as
pects de l’optimisation du revenu, soient plusieurs classes tarifaires, la surréser
vation, la concurrence entre la demande pour les différentes classes tarifaires, les
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annulations et les « no show »sur un seul segment de vol unique. Il s’agit d’une
modélisation par un processus de décision semi-markovien (SMDP) sous le critère
d’optimisation du revenu moyenné sur un horizon infini résolu en utilisant l’al
gorithme de « Q-Learning »et la simulation. Ils semblent être les premiers à avoir
proposé l’apprentissage par renforcement comme méthode de résolution optimale
pour le problème d’optimisation du revenu. Ils offrent une analyse détaillée des ré
sultats obtenus après simulation, confirmant une amélioration de la précision par
rapport aux méthodes EMSR avec un temps de calcul beaucoup plus grand. Par
la suite, afin d’approximer le coût d’opportunité, (BERTsIMAs et POPESCU 2003)
reformulèrent le modèle de Glover et al. (1982) pour le problème de flot sur le ré
seau. Grâce à une ré-optimisation efficace du réseau, une nouvelle solution pour
le problème de contrôle d’inventaire était calculée pour chaque nouvelle requête.
Les aspects stochastiques du modèle furent pris en considération hors-ligne par
l’intermédiaire de la simulation. La politique est bien définie, même lorsqu’il y a
plusieurs solutions duales et la structure de la méthode n’est pas additive comme
celle du « bid pricing ».
(CARvALHO et PuTERMAN 2003) construisirent également un modèle combinant
la tarification dynamique et le « Q-Learning »dans un contexte général (pas uni
quement en tarification aérienne). Dans un contexte où les paramètres sont incon
nus, ils démontrent qu’une règle qui prévoit une seule étape à la fois (« one-step
look-ahead ») assure une bonne performance à court terme. Contrairement aux
problèmes d’optimisation du revenu, le produit à vendre se retrouve en quan
tité illimitée. Les prix et la demande sont considérés comme des variables conti
nues. On remarque que lorsque la fonction de demande est connue, la situation se
résume à un simple problème de maximisation stochastique. Ils soulignent l’im
portance d’une bonne exploration versus l’application d’une politique gourmande
(« greedy »). Cette méthode simple évalue le gain marginal pour la période cou
rante par rapport à la réduction de la variance des paramètres pour les périodes
à venir. La méthode est initialisée avec une distribution approximative de la de
mande à partir de laquelle on dérive la décision à prendre une étape à l’avance.
Ensuite, la nouvelle information permet d’ajuster la distribution et ainsi de suite.
Le modèle au coeur de notre recherche est fortement inspiré du modèle proposé
par (GosAvI, BANDLA et DAs 2002). La théorie de l’algorithme de « Q-Learning »sup
pose une utilisation hors-ligne, où à chaque état, autant d’obervations que dési
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rées peuvent être générées. Les paires état-action doivent être visitées infiniment
souvent. Les preuves de convergence pour l’algorithme de « Q-Learning »sont
construites sur cette hypothèse. Par contre, aucune preuve supplémentaire n’a été
donnée dans (GosAvI, BANDLA et DAS 2002) pour s’assurer que cette hypothèse
est effectivement vérifiée. De plus, les taux d’apprentissage de l’algorithme et les
probabilités d’exploration pour l’apprentissage en ligne ne sont pas précisés. Notre
modèle est donc confronté aux mêmes problèmes. À cela s’ajoute l’influence de la
programmation biniveau qui a inspiré l’ébauche du modèle original. La program
mation biniveau, apparue pour la première fois dans les années 70, est un type de
progranm-tation mathématique qui implique deux niveaux de processus de déci
sion imbriqués dans lequels certaines variables d’optimisation du problème prin
cipal appartiennent aussi à l’ensemble solution du sous-problème. Cet ensemble
de problèmes d’optimisation est fréquemment utilisé en pratique pour modéliser
des situations où il existe un meneui c’est-à-dire un parti principal, qui prend des
décisions sur lequelles les autres partis basent ensuite leurs décisions. Afin d’op
timiser, le meneur doit considérer la réaction des suiveurs ou partis secondaires.
La gestion et la planification de la demande sur les réseaux est un des nombreux
exemples d’application de la programmation biniveau. Voici un modèle général
d’un problème de programmation biniveau où F(x, y) serait la fonction de revenu
à maximiser par le meneur en fonction des variables x et y soumises à un ensemble
de contraintes X et f(x, ) serait la fonction à maximiser par le ou les partis se
condaires tout en respectant l’ensemble de contraintes Y(x) qui sont maintenant
fonction de x fixée par le meneur:
min F(x,y) (1.1)
s.a. (x, y) X (1.2)
1J é argmznjjy(X) f(x, ) (1.3)
Ce type de modèle, portant aussi l’appellation modèle de Stackelberg pour l’op
timisation du revenu, est approprié pour les industries opérant dans un environ
nement oligopolistique caractérisé par une structure de réseau. Dans ce contexte,
(MARcoTTE, SAvARD et ZHu 2002) propose une différentiation de produits selon
deux critères : la durée du vol et le nombre de segments de vols. Dans leur ar
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ficle, le choix des tarifs est basé sur les trois éléments principaux suivant en tenant
compte des deux critères précédents:
(1) La fonction de densité de la valeur du temps des clients
(2) La structure du réseau sur lequel on cherche à optimiser
(3) Les attributs des vols concurrents sur le même marché
Dans le modèle qu’ils proposent, le transporteur aérien principal est le meneur
dont l’objectif est de maximiser le revenu sur tous ses segments de vols sous des
contraintes de « ftow »et de demande liées à la valeur du temps des divers groupes
d’usagers. Les usagers tentent individuellement de minimiser leur coût perçu en
choisissant le vol le moins dispendieux sur tout le réseau selon leurs préférences.
Ce modèle nous a surtout inspiré pour la réalisation d’un système simple, mais
réaliste utilisé pour générer des simulations de vol. Nous avons incorporé des vols
compétitifs offrant des produits (sièges) se différentiant par la qualité de service
et la durée du vol. De plus, le système proposé génère des arrivées provenant de
différents groupes d’usagers.Les caractéristiques varient d’un client à l’autre, mais
demeurent similaires à l’intérieur d’un même groupe d’usagers. La décision du
client d’acheter un produit plutôt qu’un autre est alors basée sur les caractéris
tiques qui lui ont été attribuées. Dans ce sens, le système proposé s’approche de
la réalité en terme de structure même si les prix et les attributs sont fictifs. Nous
pouvons alors faire l’expérience de la réaction des clients face aux variations de
tarifs proposées et évaluer l’efficacité de différentes méthodes d’optimisation.
CHAPITRE 2
MoDÈLE
Ce chapitre propose un modèle de résolution pour le problème de tarification aé
rienne reposant sur la structure d’un processus de décision markovien (MDP). Ce
modèle constitue un apport important de notre recherche parce qu’il incorpore des
probabilités de transitions qui dépendent directement du comportement ration
nel des clients en temps réel. Nous divisons la clientèle en deux catégories princi
pales : les hommes d’affaire et les touristes. Chaque groupe possède des attributs
différents au niveau des taux d’arrivée et du processus de décision d’achat. Un pro
gramme inspiré du processus d’arrivées réel de l’industrie aérienne a été créé pour
générer la clientèle et ses attributs de manière représentative; nous le désignerons
par le terme « système ». Par conséquent, nous pouvons observer une réaction im
médiate de la clientèle fictive à toute variation de prix. Nous commencerons donc
par décrire la structure du système avant de discuter du modèle lui-même. Le mo
dèle est naturellement conséquent avec notre interprétation de la réalité, mais ne
s’appuie sur aucune connaissance de la distribution de la demande à priori.
2.1 Caractérisation du système
Tout d’abord, à la lumière des modèles d’optimisation du revenu qui ont déjà été
proposés, il a semblé important de recréer un système de simulation qui repre
nait un ensemble de caractéristiques réalistes. Par « système », nous entendons le
contexte d’optimisation et la génération aléatoire de la demande. Le contexte dans
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lequel nous proposons de faire l’optimisation du revenu est défini par un vol com
posé d’un segment unique partant de l’origine vers la destination pour un trans
porteur aérien donné, par exemple Air Canada. La capacité, c’est-à-dire le nombre
de sièges disponibles, est fixe. La concurrence détient également un vol unique
composé d’un seul segment mais dont la capacité est illimitée. Cette hypothèse re
pose sur le fait que parmi les nombreux transporteurs aériens qui se disputent le
marché, la demande sera assurément satisfaite à court ou moyen terme. Les vols
concurrents se disputent le même segment, mais offrent des produits différents. La
durée de vol est fixe, mais peut varier d’un transporteur à l’autre.
Outre la durée de vol, le seul autre attribut utilisé pour caractériser un siège est
sa qualité au sens large. La qualité correspond de manière générale à une seule va
leur attribuée selon le niveau de service, les restrictions et les options associées.
Le même siège physique peut donc être attribué à un degré de qualité différent.
Tous les sièges d’un même vol possédant la même valeur de qualité sont considé
rés corrune étant un même produit p. Le prix auquel est offert un produit varie en
fonction du temps résiduel et de la capacité résiduelle. Notons que pour un mo
ment et une capacité résiduelle donnés, le prix offert pour un produit de plus haute
qualité sera obligatoirement supérieur à celui d’un produit de qualité moindre. Par
contre, il est fort possible qu’un produit de qualité supérieure soit offert à un prix
réduit durant certaines périodes, par exemple celle immédiatement précédent le
décollage.
Pour un premier partage de la clientèle, nous avons défini deux groupes d’usa
gers : ceux voyageant par affaire et ceux voyageant pour le plaisir, respectivement
les hommes d’affaire et les touristes. Chaque groupe g d’usagers est défini par trois
attributs: deux variables aléatoires uniformes non-négatives cx9 et /39 qui caracté
risent respectivement l’importance qu’ils accordent à la durée et à la qualité du
vol et une fonction de densité Bêtas qui permettra de déterminer les taux d’arrivés
en fonction du temps continu t. L’article de Marcotte, Savard et Zhu (2002) incor
pore l’idée que chaque passager possède des caractéristiques qui le distinguent de
manière unique selon sa volonté à payer plus pour obtenir des avantages supplé
mentaires. Par exemple, un homme d’affaire qui évalue son temps à 100$/heure
sera fort probablement intéressé à débourser jusqu’à 300$ de plus pour voyager
avec une ligne aérienne dont la durée de vol est trois heures de moins que celle
d’une autre ligne. Ainsi est en quelque sorte le coût d’opportunité du temps
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passé dans l’avion et, similairement, /39 est le coût d’opportunité de la qualité du
service. Si Tj, D et Q dénotent respectivement le tarif du produit p sur le vol y,
la durée du vol y et le niveau de qualité associé à un produit p d’un vol y, alors
l’usager cherche à minimiser sa désutilité ou son coût perçu exprimé comme suit:
T+9D —89Q (2.1)
Nous proposons deux processus d’arrivée de Poisson non-homogènes, un pour
chaque groupe d’usagers. Notons n l’indice des évènements, c’est-à-dire l’indice de
toutes les arrivées indépendamment du groupe d’usagers d’où elles proviennent.
Le temps entre les arrivées d’un groupe de passagers particulier suit une distri
bution exponentielle de paramètre À9(t) généré par la fonction de densité Bêta9
propre à chaque groupe g e {b :=touriste, c : homme d’affaire} et qui dépend du
temps t de la dernière arrivée.
1.
0.5
L’intensité du nombre d’arrivées distribuées sur la période de vente L 1 dans le
graphique est donnée pour chacun des deux groupes de clients. Pour les touristes,
la fonction Betab(t, 1.5, 2.5) génère un taux d’arrivées Àb(t), t e [0, L], plus grand
en début de période et diminuant graduellement jusqu’à la fin. Pour les hommes
d’affaires, la fonction Betab(t, 4.0,2.0) génère un taux d’arrivées Àc(t), t e [0, L],
presque nul en début de période mais qui croît très rapidement en fin de période.
Afin d’accélérer la simulation, le temps est discrétisé en utilisant le « standard
dock », c’est-à-dire que le temps est avancé jusqu’au prochain plus proche événe
Figure 2.1 — Distribution des arrivées des touristes (1ère courbe) et des hommes
d’affaires (2e courbe)
2.1 Caractérisation du système 19
ment, soit l’arrivée d’un homme d’affaire, soit l’arrivée d’un touriste. Par exemple,
sans perdre de généralité, si l’événement n — 1 au temps ta_1 est l’arrivée d’un
touriste, on génère la prochaine arrivée d’un touriste et d’un homme d’affaire et
alors on fixet t + min{r+i, T+i}. Les attributs valeur du temps, et f39,
valeur de qualité, sont choisis uniformément dans un intervalle non-négatif propre
au groupe d’usager à chaque nouvel événement. Le modèle ne prend en considé
ration que les requêtes pour un siège unique et non les réservations de groupe. La
durée de chaque événement est nulle, en d’autre mots, la requête et la vente sont
considérées instantanées.
Notre approche est celle d’une tarification dynamique. À chaque nouvelle arrivée,
une décision est prise pour fixer le prix des différents produits selon l’état courant,
c’est-à-dire selon la capacité résiduelle et le temps résiduel discrétisé. Le tarif u
de chaque produit p est sélectionné parmi une liste finie préétablie de prix corres
pondant au produit, notée UP(i), sans aucune connaissance à priori sur le type de
client, ni sa valeur du temps, ni sa valeur de qualité, mais qui dépend de l’état i qui
sera mieux défini plus tard. Même si en théorie les changements de prix peuvent
être continus, la plupart des entreprises choisissent un ensemble fini de prix prédé
terminés. u est le vecteur des prix fixés pour tous les produits tels qu’ils seront pro
posés aux clients. Notons U(i) = {u = (uhh1,uo2,... e U,i = 1,... ,q}
l’ensemble des vecteurs de prix possibles à l’état i, pour l’ensemble fini de pro
duits P tel que I q. La cardinalité de U, U(i) c U, Vi e S, c’est-à-dire le
nombre de vecteurs de décisions possibles, correspond au produit mathématique
de toutes les listes de prix U. La taille du problème croît très rapidement ce qui
nous incite à limiter le nombre de prix ainsi que le nombre de produits offerts.
Ensuite, on fait l’hypolhèse que le client prend une décision rationnelle et éclairée
parmi tous les produits sur tous les vols disponibles sur le réseau selon sa per
ception du coût (qui dépend de sa valeur du temps et de sa valeur de qualité). La
capacité résiduelle est ajustée selon l’achat ou non du billet. La probabilité qu’un
client achète un produit au prix u sur un vol i s’il est le ne client à se présenter
dépend de son coût perçu:
‘çb(u) = F (Achat du produit du vol ‘L’ au tarif T
= F (u = mrnVEE minpv{T + c x D — x Q}) (2.2)
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= U (u) (2.3)
pcP,
Remarquons qu’il s’agit d’une union exclusive car la probabilité d’achat de deux
produits ou plus lors d’une même requête a été fixée à O par choix. Nous pouvons
encore détailler cette probabilité en introduisant les fonctions de répartition F
et F8g associées aux paramètres cvfi et /3v. Sans perdre de généralité, comparons
un produit p’ de notre vol 1 avec un produit p2 du vol compétiteur 2. Il sera en
suite possible d’élargir le raisonnement en fixant chacun des produits précédents
comme étant le produit dont le coût perçu est minimal respectivement par rapport
à tous les produits de notre compagnie et par rapport à tous les produits sur tous
les vols de la compétition. D’abord exprimons la probabilité que les paramétres o’
et /3 proviennent du groupe b (touristes):
T(t_,) = IP (événement n est une requête du groupe b
— )(t,) (24
—
Voici maintenant la probabilité d’achat d’un produit du vol 1 plutôt que du vol
compétiteur, le vol 2, pour un nouveau client de groupe inconnu:
P(T1 +a x D, —3 x Q <T2+c4 x D2 —/3 x Q2)
— f 9<(T2_T,)_/3(Q2_Q1)
(D1—D2)
— f b (T2_T1)_/3b(Q2_Q1)
— T(t_,) X
< (Dl — D2)
+ (1- T(t,)) x (c
(T2 -
-
(2.5)
Posons B6) (T2—T1)-,99(Q2-Qi)
+ (1 T(t,)) X f Fac(B())fflc C (2.6)o
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En définissant maintenant les produits p et p2 comme suit:
= argmin{Tf + c x D1 — x Q} (2.7)
pEPt
p2 = min argmin{T + x — X Q} (2.8)
vEE\{votl} pcp’
où le vol 1 correspond au vol appartenant à la compagnie aérienne pour laquelle
on désire maximiser les revenus. Conséquemment à la notation développée précé
demment nous obtenons:
=
= T(tn_l)xf FbB())fb dfib
+ (1 T(t1)) X f Fac(B())fc d (2.9)o
où B(j39) = (T2_L2_. Donc (u7) correspond à la probabilité d’achat du
client au temps t d’un produit sur « notre »vol avec vecteur de prix u qui dépend
de la distribution des valeurs o9 et /39 et des arrivées des deux groupes de clients.
Ces valeurs sont difficiles à estimer, par conséquent, les méthodes de résolution
devront être adaptées à la situation. La notation pour le contexte d’optimisation en
fonction du modèle est résumée ci-bas:
L : temps discréfisé total (nombre de jours total) entre le début des ventes et le décollage
C: capacité totale à bord de l’avion (nombre de sièges) avant le début des ventes
E : ensemble des vols offerts par les transporteurs aériens offrant le service sur la paire
origine-destination considérée.
€
E : vol sur lequel on désire optimiser
ensemble de produits sur le vol y
U” = {uP u est un choix de prix possible pour le produit p pour le vol i7}
U = {u = {u’, u2, . . . , &‘}u est un vecteur des prix offerts pour chaque produit parmi q
avec u” E U” pour le vol i}
T/’ :tarif offert pour le produit p sur le vol y E E
D : durée totale du vol y E E
qualité du produit p sur le vol y E E
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g :groupe de client où g E {b touriste , c := homme d’affaire}
valeur du temps donnée au passager du groupe g à l’événement n
valeur du temps donnée au passager du groupe g à l’événement n
Bêta9 densité associée au groupe de passager g en fonction du temps t
temps entre les arrivées ou événements n — 1 et n
‘i/(u) :fonction de probabilité associée à la vente du produit p sur le vol ti au prix u au
temps n
‘I’(u) :foncfion de probabilité associée à la vente d’un des produits sur le vol ti lorsqu’un
vecteur de prix u est proposé au temps n
2.2 Processus de décision markovien appliqués aux ligne
aériennes
Tout d’abord, un processus de décision markovien est un processus qui permet de
modéliser une séquence de décisions qui doivent être prises en présence d’incerti
tude en tenant compte des résultats des décisions courantes et futures.
(L.PuTERMAN 1994) le décompose en cinq éléments les étapes (périodes de dé
cision), les états, les actions, les probabilités de transitions et les récompenses ou
coûts associés. On dit que le processus de décision est markovien lorsque les dé
cisions dépendent uniquement de l’état présent et qu’elles sont indépendantes du
passé. Le choix d’appliquer la théorie des processus de décision markovien au pro
blème de tarification aérienne est basé sur la présence d’éléments essentiels à la
prise de décision et sur le fait que les décisions sont indépendantes, si ce n’est
l’impact commun qu’elles ont sur la capacité résiduelle à bord de l’avion. Les pé
riodes de décisions ou étapes ont été précisées précédemment; il s’agit des arrivées
des clients, tout groupe d’usagers confondus. Par conformité avec la littérature,
un modèle construit selon une approximation discrète a semblé plus approprié.
Les arrivées sont continues, mais toutes les arrivées qui ont lieu au cours d’une
même journée sont traitées de manière équivalente. Les prix proposés peuvent va
rier au cours d’une même journée, mais nous considérons qu’il s’agit du même
état de prise de décision. Les actions possibles correspondent par conséquent aux
vecteurs de prix dont les composantes donnent le prix de chaque produit offert
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par le transporteur pour lequel on optimise. Ensuite, chaque état est défini par
Z = (X7,Y) é Soù:
X : variable aléatoire discrète représentant la capacité résiduelle à l’événement n,
c’est-à-dire le nombre de sièges encore disponibles.
Y : variable aléatoire discrète représentant l’horloge résiduelle à l’événement n,
c’est-à-dire le nombre de jours avant le décollage.
$ = {(t, c)It est le nombre de jours avant le décollage et e est le nombre de sièges encore
disponiblesoùÏ=L,L—1,...,Oetc=C,C—1,...,0}
Soit {tIt
=
r} une filtration où r7 est le temps entre les arrivées n — 1
et n, alors Y = — ta]. Par conséquent, Y est adapté à la filtration 3. lin E U(Z)
correspond à la décision choisie qui est en réalité un vecteur où chaque compo
sante correspond au prix donné à chaque produit au moment de l’événement n.
Si les mêmes actions (décisions) sont admissibles à chaque état du système indé
pendamment de l’étape n et ne nécessitent aucune information du passé, alors
le processus de Markov est homogène. Pour chaque état Z = i, une action de
contrôle choisie u7 é U mène au prochain état ZH1 = j avec probabilité Pij (u)
définie comme suit:
p(u)=lP(Z+1 =iIZ = (X,Y)=i,u =u)
(2.10)
où = u{Zo, uO,... , Z7, u}. Un changement d’état peut être induit par une di
minution de la capacité ou du temps résiduel, jamais les deux à la fois puisque les
requêtes sont instantanées. La capacité résiduelle diminue lorsqu’un client se pré
sente et achète une place sur le vol. Selon les prix fixés pour chaque produit sur le
vol, le client décide d’acheter ou non un des produits offerts sur le vol. Un chan
gement de période automatique a lieu après l’écoulement du temps alloué pour
une journée. Si aucun changement de période n’a lieu et que le client n’achète pas,
alors l’état demeure le même. Les matrices de transitions P(u), Vu é U, ne peuvent
être définies complètement puisque toute information à priori sur les clients est
non-disponible. Leur valeur perçue étant inconnue, les transitions doivent être ob
servées dans le système. Commençons par définir les probabilités de transitions
liées au temps Y (en jours) pour r7 ‘- exp(À(t))
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lP(Y+1 r=tIYn =t.t1 t) F(r+i < ftl —t)
= 1 — exp_À(t){Etl_t] (2.11)
P (Y+i = t — 1 Y = t, t, = t) = P (ttl — t T < ttl + 1 — t)
= 1 — exp()[ttH1_t]
— (i — exp_)(t)[Ft1_t1)
= exp_À(t)[ttl_tl
— exp_t)[ttl+1_t] (2.12)
P(Y+1=t—hY=t,t=t) = IP(Ft1+h—1—t<r+i<ft1+h—t)
exp_(t)[ttl+hi_1_tl — exp_?(t)[ttl+h_t]
= h(t) (2.13)
En réalité, r, ‘- exp(t) + À°(t)) puisqu’il s’agit du temps minimal entre l’arri
vée d’un touriste et celle d’un homme d’affaire.
P <9) = < r1 <9)
= F(r; <) +P(r1 <) _P(r; < fl r1 <)
=
P(r+i <)+P(r+i <)_P(r+i <t9) xP(r1 <)
= 1 — exp_[(t)’(t)1î9 (2.14)
Maintenant que ‘(u,t), fonction de probabilité associée à la vente d’un des
produits, et h(t), fonction de probabilité associée au passage d’une période de
temps à l’autre, ont été définies, il est possible de décrire les transitions d’un état
Z = (X,Y)àun autre:
= cl,
— l,YflH t2X? = = ti,u,t1 = t)
= F (Achat du produit pprix u au temps t) x IP (Y; = t2Y = ti, t = t)
= ‘(u,t) x 12_11(t) (2.15)
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Afin de s’assurer que le nombre d’états possiblement atteints est fini (S fini), il sera
démontré que le temps d’absorption est fini. Dans un premier temps, il sera vérifié
que le nombre d’arrivées pour un processus de Poisson homogène M(t) est fini,
et dans an deuxième temps, qu’il en est de même pour un processus de Poisson
non-homogène N (t).
Théorème 2.2.1 Soit i’vf(t) un processtts de Poisson de paramètre ) et L < oo le temps
d’arrêt du processus, alors le nombre d’arrivées total M(L) est fini avec probabilité 1.
Preuve Par la loi forte des grands nombres (Ross 1996) nous avons:
P(lim ±rj=— r=1 (2.16)À,,,
= 1N C Çl avec P(QN) — 0 (2.17)
où N est un ensemble de mesure nulle t.q.
VwQN, 1imr(w)=r =() (2.18)
Donc il n’y a aucun point d’accumulation. Soit T < oo un horizon fini, alors:
Vw N, M < oc t.q. r(w) T (2.19)
et donc:
IP(M(t) <oc) = 1 (2.20)
I
En fait, il faut remarquer que prendre des échantillons aléatoires d’un processus
de Poisson homogène M(t) de paramètre À peut être équivalent à an processus
de Poisson non-homogène N(t) de paramètre À(t) si une nouvelle arrivée du pro
cessus homogène est accepté avec probabilité afin d’obtenir un processus de
Poisson non-homogène d’intensité À.
Proposition 2.2.1 (Ross 2002) Supposons que des arrivées successives suivent un pro
cessus de Poisson(À) et supposons qu’indépendamment du passé un événement est compté
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avec probabilité p(t), alors le processus compté est un processtts de Poisson non-homogène
avec intensité À(t) — Àp(t).
La proposition précédente nous améne à proposer une approche pour générer des
processus de Poisson non-homogène appelée « thinning approach »ou « random
sampling »(Ross 2002). 11 s’agit de choisir une valeur de À telle que À(t) À,
t e [O, L]. Ainsi en acceptant les événements avec probabilité 1, par la propo
sition précédente, nous obtenons le processus de Poisson non-homogène désiré.
Cette méthode devient d’autant plus efficace lorsque À(t) s’approche de À puisque
la probabilité de rejet diminue. Donc une amélioration évidente de la méthode
consiste à séparer le temps L alloué au processus en sous-intervalles et de choisir
une valeur À qui borne supérieurement À(t), t e j, pour chaque sous-intervalle
i. On accepte une prochaine arrivée dans l’intervalle i avec probabilité pour
t + X e [t_1,t). Toutefois, au temps t e [t_1,t], si la prochaine arrivée t + X
tombe dans l’intervalle suivant [t,t+i], alors on accepte cette arrivée avec proba
bilité )[X-(tj—t)J La propriété des exponentielles d’être « sans mémoire »et aussi
le fait qu’un changement de taux se produit simplement en multipliant par une
constante nous assure qu’il n’y a aucune perte d’efficacité lors d’un passage d’un
intervalle à l’autre (Ross 2002). Nous avons d’ailleurs employé cette méthode pour
générer les processus de Poisson non-homogènes pour les deux types de clients,
ceux du groupe de base et ceux du groupe à service supérieur.
Théorème 2.2.2 Soit N(t) un processus de Poisson non-homogène de paramètre À(t)
borné supérieurement par À et soit L < oc le temps d’arrêt du processus, alors le nombre
d’arrivées total N(L) est fini avec probabilité 1.
Preuve Soit M(t) un processus de Poisson de paramètre À et L < oc le temps d’ar
rêt du processus. Nous savons par le théorème précédent que M(L) est fini avec
probabilité 1.
N(t) L l{(i)} <M(t), t e [O, L] où U a une distribution uniforme
sur [0, 1]
rIP(N(t) <M(t)) ri
=N(L)<M(L) U
Finalement, un revenu est généré au temps n lorsqu’un client accepte d’acheter un
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billet au prix proposé ‘un. La valeur du revenu immédiat qui en découle est la va
leur du billet lui-même. En principe, la vente engendre de nombreux frais dont les
frais de services, mais ceci a un effet négligeable sur l’optimisation elle-même. Le
problème consiste maintenant à trouver une politique optimale ir = (uo, Ui,... ,
qui est adaptée à la filtration et qui maximise le revenu total espéré:
N(L)
maxE r(Z,u,Z+i) (2.21)
îiEU
n=i
Partie III
Maintenant que le problème est bien défini et que notre modèle
de décision markovien est décrit et justifié, cette section a pour
but de proposer une méthode de résolution adaptée au contexte
de tarification aérienne. Tout d’abord, nous discuterons comment
ce modèle ainsi que la fonction objectif que nous avons choisi de
maximiser peuvent être traités à l’aide de la programmation dy
namique. Diverses catégories de problèmes seront présentées afin
de mieux identifier la structure du problème en jeu. Ensuite, nous
proposerons une méthode d’apprentissage par simulation, le Q
Learning, tirée de (BERTsEKAs et TsITsIKLIs 1996). Le coeur du
travail de recherche réside dans l’étude du Q-Learning comme un
cas particulier de l’approximation stochastique. De là, nous pré
sentons différents résultats de convergence, d’abord avec un taux
d’apprentissage décroissant et ensuite avec un taux constant. Ce
dernier aspect est l’apport principal de cette thèse, car il semble
que nous soyons les premiers à présenter des résultats de conver
gence en loi (faiblement) pour l’algorithme de Q-Learning. Plu
sieurs graphes sont présentés à l’appui des résultats théoriques.
APPRENTISSAGE
CHAPITRE 3
PROGRAMMATION DYNAMIQUE
Introduite par Beilman dans les années 1950, la théorie de la programmation dy
namique traite un large éventail de problèmes allant de la gestion des inventaires
à la gestion de portefeuilles. Le principe commun de ces problèmes est la prise de
décision qui a lieu à chaque étape du processus, générant des conséquences im
médiates et futures sur le revenu global. Ces décisions ne peuvent pas être prises
de manière isolée puisqu’une décision moins profitable au moment présent doit
parfois être priorisée afin d’atteindre un revenu global supérieur à long terme. La
programmation dynamique vise à prendre les décisions optimales à chaque étape
en tenant compte de la valeur présente et de l’espérance de revenus futurs. étape.
La modélisation que nous avons présentée à la section précédente entre dans le
cadre de ce type de problèmes, ce qui nous a motivé à étudier plus en profondeur
les différents types de problèmes de programmation dynamique afin de détermi
ner la méthode la plus appropriée pour maximiser le revenu espéré total, tout en
respectant les contraintes du domaine aérien.
3.1 Description
Un problème de programmation dynamique de base comporte deux caractéris
tiquesv fondamentales (BERTsEKAs 2001a). Premièrement, il doit y avoir un sys
tème dynamique discret sous-jacent au problème, c’est-à-dire que des décisions
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sont prises parmi un ensemble fini de décisions afin de passer d’un état à un
autre, où les états sont décrits par certaines informations inhérentes au système.
La deuxième caractéristique est la présence d’une fonction de coût ou de revenu
qui s’accumule d’une étape à l’autre selon les décisions prises et les états visités.
Évidemment, comme le coût peut être considéré comme un revenu négatif, il est
possible de parler uniquement en termes de revenus. Le nombre d’étapes peut va
rier d’un problème à l’autre. Lorsque les revenus s’accumulent sur un nombre fini
d’étapes, il est question d’un problème à horizon fini(PHF) et, de même, lorsqu’ils
s’accumulent infiniment il s’agit d’un problème à horizon infini(FHI).
Par ailleurs, le résultat d’une décision n’est pas toujours entièrement prévisible.
Dans certaines situations, une même décision peut mener à un état ou à un autre
avec une certaine probabilité. Ainsi, à chaque étape, le revenu immédiat et les pro
babilités de transitions dépendent de l’état présent et de la décision. Il est alors
possible de résoudre ce type de problème par programmation dynamique stochas
tique. Avec le temps, le processus génère une séquence d’actions et de revenus.
Une politique d’action ir = {t0, iii,. . . , iiii } décrit une suite de règles de décision
ji1, n = 0,... , N qui spécifient les actions à prendre à chaque étape du système.
Lorsque l’ensemble des actions disponibles, les revenus générés et les probabilités
de transitions dépendent uniquement de l’état et de l’action courants et non de la
séquence d’états et d’actions passés, le processus généré par une politique donnée
est appelé processus de décision markovien (MDP) ou chaîne de Markov com
mandée. Par contre, une fois que la politique est fixée, la séquence d’états devient
une simple chaîne de Markov:
P(x+y =rjX =i) =piCu(i)), n = 0,1,...,N 1 (3.1)
La politique ir associée à un MDP est dite stationnaire si la même règle d’actions
i s’applique peu importe l’étape n et elle est de la forme ir
=
{i, ht,... , }. La
séquence d’états générés devient alors une chaîne de Markov homogène. Une po
litique est pure si elle détermine de façon unique l’action à prendre pour chaque
état et elle est aléatoire si la décision prise varie d’une itération à l’autre selon une
certaine probabilité.
Maintenant que certains concepts généraux de programmation dynamique ont été
décrits, voici quelques résultats associés aux problèmes à horizon fini qui pourront
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ensuite être généralisés aux problèmes à horizon infini. L’objectif d’un problème de
programmation dynamique est d’établir une politique optimale qui détermine une
séquence de règles de décisions appropriées qui maximise le revenu total espéré
du système. Les transitions liées au système sont des fonctions de la forme:
xi f(x,u,w) n = 0,1,... ,N— 1 (3.2)
où n est l’indice de l’événement ou de l’étape, x, u et w sont respectivement
l’état du système, la décision prise et le paramètre aléatoire (ou perturbation) au
temps t et finalement N correspond au nombre d’étapes total du système. Pour
notre modèle N = N(L) où N(t) est le processus de Poisson non-homogène en
fonction du temps continu t et L est le nombre de jours total avant le décollage.
La décision est prise dans un ensemble fini d’actions U(x) qui dépend de l’état et
l’état appartient lui-même à un espace d’états fini S. Soit r(x, u, w) la fonction
de revenu par étape n qui dépend de l’état, de l’action et de la perturbation et qui
s’accumule avec le temps. Le revenu total est alors
TN(XN) (3.3)
où TN (XN) est le revenu final associé à l’état terminal à la fin du processus. Puisque
chaque état est une variable aléatoire qui dépend de l’état précédent, de l’action
choisie et de la perturbation, le problème consiste à maximiser le revenu espéré
total. Lorsque la politique n (u0, u1,... ,uN) est fixée , l’espérance de revenu
total sur un horizon fini de N étapes s’exprime comme suit:
J(xo) = [TN(xN) + (3.4)
Alors la politique optimale ir* est celle qui maximise cette espérance:
J*(x)
= max J,r(0) (3.5)
-Ell
où fi est l’ensemble des politiques admissibles et J est une fonction qui assigne à
chaque état initial xo la valeur optimale du revenu pour le problème, d’où son ap
pellation fonction de valeur optimale. La structure des problèmes de programma-
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tion dynarniqcte est telle que si la politique optimale d’un problème est connue, la
solution des sous-problèmes est également connue. Il s’agit du principe d’optima-
lité de la programmation dynamique. En effet, puisque la décision ne dépend que
de l’état courant, si l’on désire obtenir la politique optimale d’un sous-problème,
il suffit de tronquer la politique optimale du problème principal. La suite de dé
cisions qui en réstilte constitue la politique optimale du sous-problème. L’action
associée à l’état initial du sous-problème correspond à la première action de la po
litique tronquée. Voici donc l’algorithme de programmation dynamique tel que
donné dans (BERTSEKÀS 2001b) pour les problèmes à N étapes:
Proposition 3.1 Pour tottt état initial xo, le revenu optimal J*(xo) est donné par Jo(xo)
dans l’aÏgoritÏnne suivant. L’algorithme procède à reculons du temps N jusqu’au temps O
où N est le nombre d’étapes total
JN(XN) — r(xJ) (3.6)
J(x) = max EJ],,[rfl(xfl,ufl,xfl+l)+ifl+y(xn+l))], n=O.1,....N—1 (3.7)
u,-,EU(n)
De plus, si u t(x) maximise le côté droit de l’équation pour tout x et n, alors la
politique 7r*
= (P, , p) est optimale.
Voici maintenant un aperçu sommaire des résultats pour les problèmes à horizon
infini qui découlent directement des résultats précédents. De manière générale, le
revenu optimal correspond à la limite lorsque N —* oo du problème à N étapes:
J*()
!im Jq(x). Vx E 3. (3.8)
x
Ceci est vérifiable pour la plupart des problèmes à horizon infini (PHI), mais exige
que des contraintes supplémentaires soient satisfaites pour certains problèmes ac
tualisés qui possèdent un revenu non borné par étape. Ces problèmes ne seront pas
traités ici. La forme limitante de l’algorithme PD donnée par le système d’équa
tions suivant
J (z) = max E,, [r(z. u. w) + J*(f(x. u, w))] z S. (3.9)
uC U (x)
Cette équation est connue comme étant l’équation de Beliman. Ce deuxième résul
tat, ainsi que le suivant, sont encore une fois vérifiables pour presque tous les types
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de PHI. Le dernier résultat stipule que si une règle de décision p(x) u atteint le
revenu maximal pour le côté droit de l’équation de Beilman pour tout état z, alors
la politique stationnaire 7T = (jt, i, .
. .) est optimale.
3.2 Mesures de performance pour les problèmes à horizoi
infini
Lorsque, pour un problème donné, le revenu s’accumule sur une période infinie
(voir probèmes à horizon infini introduits précédemment), la maximisation du re
venu peut être traitée de plusieurs façons. En effet, il existe plusieurs classes de
problèmes à horizon infini : problèmes de revenu total non actualisés, problèmes
actualisés, problèmes de plus court chemin stochastiques, problèmes de revenu
moyen par étape. Afin d’alléger la notation nous supposerons que la fonction de
revenu par étape est indépendante de l’étape et sera notée T plutôt que T. Les
fonctions qui suivent assignent une valeur à la séquence de revenus générée par
une politique fixée et sont appelées mesures de performance.
Pour les problèmes de revenu total on calcule l’espérance de la somme des revenus
à chaque étape pour une politique ir de la façon sctivante
lim T(x, w) (3.10)
n =0
où z0 est l’état initial. Cette mesure de performance est généralement inappropriée
parce que la limite peut tendre vers oo ou —Do. Elle peut être valable dans certains
problèmes où la somme des gains à chaque étape converge. Prenons, par exemple,
la classe des problèmes de plus court chemin stochastiques (PCCS). En réalité,
ce sont des problèmes à horizon fini, mais dont la longueur de l’horizon est aléa
toire et peut varier selon la politique utilisée. Ce type de problème possède un
état terminal absorbant appelé destination d ù D, c’est-à-dire que le système de
meure dans cet état avec probabilité 1 lorsqu’il est atteint. Parfois, le problème à
résoudre comporte plus d’une destination, mais cette situation se résume à la pré
cédente simplement en ajoutant un état artificiel atteint avec probabilité 1 à partir
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de chaque destination. La structure du problème doit être telle que la destination
soit inévitablement atteinte, du moins sous la politique optimale, et que le système
y demeure sans aucun revenu ou coût additionnel donc le revenu total converge
vers ttne limite finie. Les PCCS ont la même structure que les problèmes actuali
sés, à la différence que le facteur d’actualisation ( prend la valeur 1.
Dans d’autres cas, lorsqu’on s’intéresse à la limite, il est possible d’introduire un
facteur d’actualisation l, O < l < 1, qui assure l’existence de cette limite lorsque
la fonction de revenu par étape est bornée, c’est-à-dire
sup sup u, = R < , Vw E W (311)
rC uEU(x)
pour un certain scalaire R. Dans ce cas, l’espérance du revenu total actualisé est
donnée par:
J(0) lin’ E,, ,y,=O,1.. [z rT(IT w)] O < , < 1 (3.12)
Les problèmes actualisés sont fréquemment utilisés dans le domaine financier et
autres domaines où les revenus immédiats sont priorisés par rapport aux revenus
futurs. Sous certaines hypothèses qui seront abordées par la suite, lorsque le re
venu par étape est bien défini, le théorème de convergence monotone et d’autres
théorèmes de convergence stochastique permettent de démontrer que la limite et
l’espérance peuvent être interverties comme suit
J(xo) = [tlnr(xn.fLn(xn).wn)] (3.13)
n=O
La dernière mesure de performance présentée est la fonction de revenu moyen
espéré par étape. Elle est définie ainsi
r(.
,
(c). w)] (3.14)
Lorsque la limite existe, par exemple lorsque l’espace d’états S est fini et que la
chaîne de Markov correspondante est apériodique, elle est notée J(xo).
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3.3 Problèmes actualisés
D’abord il est nécessaire d’introduire les deux transformations TJ et T11J qui faci
literont l’expression des notions théoriques. La première est obtenue en appliquant
l’algorithme PD sur J:
(TJ)(x) = max E [r(x. u. w) + J(f(x. u, w))] x E S. O < tS < 1. (3J5)
où 1 est le facteur d’actualisation qui pondère les revenus futurs par rapport aux
revenus immédiats etoù J(f(x, u,w)) est la solution optimale à l’équation de Beli
man pour l’état résultant de f(x. u, w). En notation matricielle, cette équation de
vient
TJ max {r + 1J} (3.16)
nEU(x)
La transformation T permet de passer d’une fonction J S - R à une fonction
TJ : S — R. On remarque que TJ correspond à la fonction optimale de revenu
pour une seule étape de problème de programmation dynamique avec un revenu
r et un revenu final ti,J. De même, lorsqu’une règle de décision j est fixée, pour
toute fonction J 5 — R, on obtient:
(1J)(.c) E [r(x,u.w) + J(f(x,j(x),w))], x S. (3.17)
Ensuite, notons T la transformation T appliquée à T”
(TNJ)()
= (T(TJ))() = max E [r(x, u, w) + (TTt_J)(f (s u, w))], s E S.
7IEU(X)
(3.18)
Par induction, on déduit que TN représente également la transformation T appli
quée N fois sur T° où T°(s) = J(x), s E S. De la même façon, IJ est défini
par:
(T)(x) = (T(T’))(s), s E S. (3.19)
avec T,(x) J(s) E S. Ainsi, (TNJ)(s) est le revenu optimal pour le pro
blème actualisé à n étapes avec état initial s et (TJ)(s) est le revenu associé à
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une politique stationnaire 7t {ti. i , jt} pour le nième problème où é est l’es
compte, r, le revenu par étape et é J, le revenu final.
En supposant que le revenu par étape est borné, il est possible de démontrer la
convergence de l’algoi-ithme PD pour les problèmes à horizon infini (PHI) (BERT
SEKAS 2001b). Par définition, le revenu généré par une politique sur un horizon
infini est la limite du problème à N étapes lorsque N -4 œ. De plus, en notant
J0, le vecteur zéro (Jo(x) O. Vx), comme étant la fonction de revenu initiale, le
revenu optimal sur horizon infini est égal au revenu optimal du problème à N
étapes, TNJ, lorsque N tend vers l’infini.
Proposition 3.2 (BERISEKAS 2001 b) Convergence de l’algorithme PD
Pour toute fonction bornée J S —* la fonction de revenu optimal satisfait
J*(T) lin (TNJ)(x), Vx E S (3.20)
.rv
— œ
Corollaire 3.3.1 (BERTSEKA5 2001b) Pour tante politique stationnaire , ta fonction de
;veeitu associée sattsjait
= 11m (1’J)(.r). Vx E S. (3.21)
‘V
Far définition, pour Vz: E S, l’égalité suivante est vérifiée
(T’Jo)(x) max E, [r(c. ‘u. w) + ê(T’Jo)(f(r, u. w))], x E S. (3.22)
nec (.x)
En supposant que lim1> T1vJ0 = J et en prenant la limite lorsque N tend vers
l’infini, on obtient la proposition scuvante.
Proposition 3.3 (BERISEKAS 20011’) LaJnction de rcrcuiu optimale J* satisfnt
J*()
= mx E {r(.r. u. w) + éY(f(.r, u. w))] x E S. (3.23)
de utan ière équt ivalen te
JV TJ* (3.24)
De pltts, J’ est ta solution unique è l’équation précédente parnn la classe des fonctions
bornées.
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Ceci confirme l’unicité de la solution de l’équation de Beliman.
Corollaire 3.3.2 (BERfSEKÀS 20016) Pour toute politique statioiniai;ï p, la fonction de
revenu associce satisfait
J,1(x) = max E,, [r(x,uw) + J,1(f(x,u,w))], r E S. (3.25)
uE (1(x)
de manière équivalente
J1 = (3.26)
De plus, J0 est la solution unique à l’équation précédente parmi la classe des fonctions
bornées.
Finalement, la proposition suivante permet de caractériser les politiques station
naires optimales.
Proposition 3.4 (BERISEKAS 20016) Conditions nécessaires et suffisantes d’opti
malité
Une politique stationnaire p est optimale si et seulentent si p (x) atteint le niaxii,tttnt de
l’équation de BelÏntan potir toitt E S, c’est—à—dire
TJ* T0J* (3.27)
Lorsque le problème se modélise comme un processus de décisions markovien
avec un espace d’état S fini, les problèmes actualisés peuvent être reformulés en
remplaçant la fonction de transition f(r, u. w) par des probabilités de transitions
ij(U) qui dépendent uniquement de l’état courant i et de l’action choisie u. Dans
ce cas, l’espérance devient
T(z. u) + iEjes [J(j)] (3.2$)
Il arrive parfois que le revenu par étape dépende aussi de l’état successeur. Le
revenu par étape prend alors la valeur suivante
ï(z. u) pjjT(i. u. j) (3.29)
jES
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Voici les transformations associées à cette reformulation du problème
(TJ)(i)
=
+ é PI()JW] i = 1. s IS (3.30)
j=1 ,...,s=S
et
(T,1J)(i) = ‘r(i, (i)) + é p(î)J(j) i = 1, (3.31)
j=1 ,...,
Exprimée en notation matricielle, les équations précédentes deviennent
TJ = r + éPJ (3.32)
IJ = r, + éP,,J (3.33)
En conséquence, la fonction de revenu actualisé optimal liée à une règle de décision
t peut s’exprimer
lim sup ... (3.34)
N -÷
lim sup (ro + éN . .
.
ir) (3.35)
n=1
où Jo représente le vecteur zéro. Remarquons qu’en notation matricielle l’équation
de Bellman pour les problèmes actualisés s’écrit
T + (3.36)
3.4 Problèmes de pltis court chemin stochastiques
En réalité, les problèmes de plus court chemin stochastiques sont des problèmes à
horizon fini adaptés pour entrer dans le cadre des problèmes à horizon infini. Ils
peuvent être considérés comme un cas particulier des problèmes actualisés dont
le facteur d’actualisation prend la valeur 1. Ce type de structure est généralement
appropriée lorsqu’il y a un très grand nombre d’événements et que l’horizon est
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fini, mais de longueur aléatoire, par exemple selon les actions choisies. Énumérons
quelques caractéristiques du problème PCCS
(1) Espace d’états S fini
(2) Espace de décisions U(i) fini, i E S
(3) Au moins l’un des états est absorbant (destination ci)
(4) Facteur d’actualisation l 1
(5) Fonction de revenu r bornée
Chaque état i peut être considéré comme un noeud de même que chacune des dé
cisions associées (i) de sorte que la paire (i,JL(i)) correspond à un arc. Ainsi, tin
problème stochastique de plus court chemin se résume à déterminer le parcours
générant le revenu le plus élevé partant du noeud initial vers la destination parmi
tous les parcours possibles. Contrairement à un problème déterministe de plus
court chemin, l’accès à un noeud subséquent j se fait avec une certaine probabilité
pjj(L(z)) possiblement différente de 1. La décision doit donc être prise en considé
rant tous les noeuds subséquents accessibles à partir du noeud courant ainsi que
les probabilités de transitions associées. En général un revenu r(, u) est généré
au moment de la prise de décision u et le revenu r(d u) associé à l’état terminal
est O. Les transformations TJ et T,1J sont analogues à celles présentées pour les
problèmes actualisés sans le facteur d’actualisation
et
(Tj — maX [r(i.u) + ii(u)J()] j = 1,...,s S (3.37)
(TRJ)(i) = r(i, (i)) + p(i)J(j). i 1 ,.,s = JS (3.3$)
j1
Afin d’obtenir les résultats de convergence pour l’algorithme de programmation
dynamique et les résultats d’unicité de la fonction de revenu optimale analogues
à ceux des problèmes actualisés, les detix hypothèses qui suivent doivent être for
mulées. D’abord, une définition
Définition 3.4.1 Une pot itique propre est une politique stationnaire telle que ta
biÏité d’arriver è destination après au plus N étapes est positive indépendamment de l’état
initial.
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Remarquons qu’une politique est propre si et seulement si, pour la chaîne de
Markov correspondante, chaque état i D appartient à une classe transitoire,
c’est-à-dire qu’il est lié à une destination ci D par une séquence de probabili
tés de transitions positives.
Hypothèse 3.4.1 (BERIsEKAS 2001b) Il existe au ntoins une politique propre.
Hypothèse 3.4.2 (BERISEKAs 2001b) Pour toute politique impropre p, le revenu corres
pondant J (i) est no pour au moins un état i S.
Les propositions ci-dessous découlent des hypothèses précédentes.
Proposition 3.5 (BERT5EKAS 2001 b)
a) Pour une politiqtte propre p,, le vecteur de revenu J[, associé satisfait
11m (7J)(i) J0(i), i 1. ...,s (3.39)
x
pour tottt vecteur J. De plus,
J,, — T0J0 (3.40)
et J, est la solution unique de cette équation.
b) Pour un certain vecteur J, une politique stationnaire p qui satisfait
J(i) < (T0J)(i), i = 1 ,...,s (3.41)
est propre.
Proposition 3.6 (BERI5EKAS 2001b)
o) Le vecteur de rcvemtu optimal J* satisfiit l’éqmtatioii de Bettuman
T = TT (3.42)
oti T satisfuit (3.37). De plus, .J est la sol ution unique de cette équation.
b) Aussi,
11m (TA J) (i) = T(i). j = 1 (3.43)
x
pour tout vecteur J.
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c) Une politique stationnaire ji est optinitile si et settleiiie;it si
TJ* TJ. (3.44)
.
3.5 Problèmes de revenu moyen espéré par étape
Parfois le problème à traiter ne possède pas d’état terminal et le contexte n’est pas
favorable à l’utilisation d’un facteur d’actualisation. Dans de telles situations, il est
plus approprié de maximiser le revenu moyen espéré pat étape en partant d’un
état initial i sur toutes les politiques ir E fi (en utilisant encore une fois la notation
associée aux chaînes de Markov)
—
[‘T(n.Ln(xn).wn) I = (3.45)
î
En fait, comme il s’agit du revenu par étape obtenu sur une période à grande
échelle, les revenus obtenus lots des toutes premières étapes du problème n’in
fluencent pas le revenu moyen à long terme:
N —1
lim 1E , k >0. (3.46)
tv- N
n=k
Par conséquent, J*(j) = J*(j) Vij E S, c’est-à-dire que le revenu moyen espéré
est toujours le même peu importe l’état initial. Puisque la théorie des problèmes
stochastiques de plus court chemin est centrale au travail de recherche qui suit,
voici maintenant une hypothèse qui permettra de faire le passage vers les pro
blêmes stochatiqctes de pius court chemin
Hypothèse 3.5.1 (BERISEKAS 2001a) Un des états, par convention l’état n, est tel que
pour tin certain entier ni > 0, potir tout état initial et pour toute politique, il iJ U tille
probabilité positive que ‘n soit visité ait ntoins une fois patini les ni premières étapes.
Sous cette hypothèse, il est possible de reformuler un problème de revenu moyen
espéré par étape comme un problème de plus court chemin stochastique. Tout
d’abord, il faut restructurer la chaîne de sorte que l’on puisse identifier des cycles.
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Il faut d’abord ajouter un état artificiel destinataire (J ou t. Ensuite les probabilités
doivent être ajustées de sorte que les probabilités Pu’ j n, demeurent identiques,
mais que les pI deviennent Vi E S, et que = O, Vi E S.
Figure 3.1
— Transformation d’un pb. Revenu Moyen vers un pb. PCCS où t est
l’état destinataire
Ensuite, en fixant le revenu par étape pour le problème de plus court chemin
comme suit
r(i, u) — (3.47)
où )‘ est le revenu moyen espéré par étape, nous pouvons établir des équations
d’équivalence entre les deux problèmes. En effet toutes les politiques stationnaires
liées au probème de revenu moyen espéré visitent les cycles définis par la visite de
l’état n une infinité de fois. Ainsi l’objectif de maximiser le revenu moyen espéré
par étape est équivalent à maximiser le revenu moyen espéré par cycle. De là, on
établit que pour une certaine politique j
348
— N(p)
où C(lL) est le revenu espéré pour le cycle, Nt(fi) est l’espérance du nombre
d’états visités durant le cycle et est le revenu moyen espéré par étape. Ainsi
,\,* > À. Vp. (3.49)
et
— CT(p.) >0 (3.50)
Cette différence représente le revenu espéré, donc l’objectif à maximiser pour la
politique j du problème stochastique de plus court chemin tel que décrit précé
n n
.,Ôt
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demment. En notant h (i) (plutôt qcie .J (i) car le revenu par étape est différent)
le revenu optimal espéré jusqu’à la fin du cycle en débutant à l’état initial i, nous
obtenons l’équation de Beliman de la forme
—1
max r(i. u) — )* + Pù (u)h* (D (3.51)
uEU(i)
J—l
ou
À + h(i) max [r(iu) +P(u)h*(i)] j = 1,...,n (3.52)
Puisque n marque le début du cycle et que À est le revenu espéré optimal potir le
cycle alors
h*(n)
— max r(i. u) + p(u)h*(j) — (3.53)
ue(J(z)
1V
— Or, (p) (354)
= 0 (3.55)
De plus,
h* (t) = r(t, u) — À + h* (n)) = (3.56)
où t correspond à l’état destinataire du problème P003 et r(t,u) = 0,Vu E U(t).
Remarquons qu’en plus d’être le revenu espéré de l’état i jusqu’à la fin pour le
problème P003 avec revenu par étape r(j, u) — ), Vj E S, h*(i) correspond aussi
au revenu relatif, c’est-à-dire à la différence minimale entre la sommes des revenus
espérés r(j,u),Vj ù S de l’état i à n et le revenu moyen espéré optimal à’ du
problème de revenu moyen espéré optimal.
Proposition 3.3.1 (BERTSEKÀS 200m) Si l’Ïn/potÏ!èsc (3.5.1) est satisfaite, ce qui suit est
valable pour le preblènie de revenu ntoi/en espéré prn- étape
a) Le revenu nioijen optimal ,\* est le même pour tout état initial et combiné avec le vecteur
= {h(1).. .. . h (n)} ils satisfont l’équation de Bellman
) + h(.) = max r(i. u) + pj(u)h(j) , i = 1 (3.57)
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Si la politiclue stationnaire p(i) atteint le nuninutin de l’équation précédente, alors p est
optimale. De plus, parmi tous les vecteurs h qui satisfont l’équation précédentc’, ii existe
un vecteur tunique tel que h (n) = O.
b) Si un scalaire ,\ et ttn vectetur k = {k(1) k(n)} satisfont l’équation de Bellnmn,
alors \ est te revenu inm,ten optimal par étape pour tottt état initial.
e) Pour une politique stationnaire p avec un revenu moyen optimal donné par , il existe
un vecteur unique k0 {k,, (1),. .. (n) } tel que k,. = O et
rt —1
+ ïi0(i) = r(’i,p(i)) + p(p(i))k0(j), (3.58)
i=1
3.6 Potentiels
Cette section vise à faire le parallèle entre la théorie liée à la programmation dy
namique décrite précédemment et la théorie liée aux chaînes de Markov. Dans la
section concernant les problèmes actualisés sur horizon infini, nous avons exprimé
l’équation de Bellman en notation matricielle pour une règle de décision p fixée
J0 = T0 + YP0J0 (3.59)
où ], est la solution unique à l’équation précédente. En remaniant l’équation elle
devient:
(I tYP0)J, = r’,1 (3.60)
qui est aussi cormue sous le nom d’équation de Poisson lorsqu’elle est ainsi liée
à un processus markovien c’est-à-dire à un processus stochastique dont les états
successivement visités forment la chaîne de Markov sous-jacente Z = {Z; n
N}. De même, on peut transformer l’équation de Bellman pour les problèmes de
revenu moyen espéré qui est donnée ci-bas
+ k0 = r1, + P,k,1. i 1,.. . n (3.61)
où I est le vecteur unitaire I = (1, 1, i)T. Cette dernière équation peut éga
lement être exprimée sous la forme de Poisson, mais il faut introduire qcielques
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notions supplémentaires. Soient 7t (ir(1), ir(2), . . . ir(n)) les probabilités station
naires liées à la chaîne sous une certaine politique stationnaire t. Tel que défini
précédemment
lim 1 Zr(i,(i)) (3.62)A—*oo N
‘n=O
Alors l’équation de Poisson qui en résulte est la suivante (FA NG et CAO 2003)
(I — P,1 + f7r)h,1 = (3.63)
Dans (CINLAR 1975), on commence par introduire une réalisation w 1 qui in
duit une chaîne de Markov Xo(w), Xi(w),. .. pour laquelle une suite de revenus
est générée et actualisée avec un facteur d’actualisation comme suit : T(Xo(w)),
(T(Xl(W)), 62r(X2(w)) Tout comme pour le cas actualisé en PD, l’intérêt prin
cipal consiste à calculer la valeur acttialisée espérée totale. il ne s’agit pas d’un
processus de décision markovien, mais bien d’une chaîne de Markov. Il est ques
tion de politque de décision uniquement pour les processus et non pour les chaînes
de Markov. Pour un état i, cette valeur s’exprime:
Hr(i) 1(i) [ éflT(X)] i E 3 (3.64)
pour é E [0, 1] et r 0. Htr(i) = J(i) est ce qu’on appelle le potentiel-é de la fonc
tion de revenu immédiat r dans la littérature des chaînes de Markox Remarquons
que Hr(i) = r + éPr + é2P2r + .... La proposition suivante est équivalente à la
proposition (3.3)
Proposition 3.6.1 (CINLAR 1975) Soit é [0. 1) et soit r une fonction bornée non né
ative définie sur 3. Alors J = H’r est la solution bornée unique du système d’équations
linéaires
(I — (IP) J r (3.65)
Preuve Puisque J Hr r + éPr + é2P2r + ..., nous avons éPJ = éPr +
é2P2r + . . . et donc J — éPJ = r. Par conséquent, TIr est une solution de (3.65).
Potir montrer que cette solution est unique, soit J une solution bornée de (3.65) et
soit k = J — fIr. Puisque J et fIr sont toutes les deux bornées et que nous avons
J = r + éPJ et Hr g + êPHr, alors h satisfait h = éPh. En multipliant les deux
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côtés de l’équation par àP, nous obtenons h = fl2P2h. En répétant cet argctment
nous obtenons
h = b’pT1h. Vn (3.66)
Puisque h est bornée, disons par un scalaire c, P’h est également bornée par la
même constante. Donc pour 1 < 1, tP’h —* O lorsque n — Do. Cette dernière
remarque ainsi que (3.66) implique que h O ce qui complète la preuve suivant la
définition de h. U
En considérant le problème sous cet angle et en comparant les résultats fondamen
taux, les liens étroits existants entre la programmation dynamique et les processus
de décision markoviens sont d’autant plus évidents.
3.7 Méthodes de résolution pour les problèmes à horizoi
infini
Les méthodes «value iteration »ou approximations successives et « policy itera
tion >sont des méthodes de résolution bien connues pour obtenir le revenu optimal
espéré. La méthode « value iteration »débute avec un vecteur initial J de dimen
sion ISI et résout successivement les équations associés aux vecteurs TJ,T2 J,....
La convergence est garantie par la partie (b) de la proposition (3.6) et il est pos
sible de démontrer que l’erreur (T”J)(i)
—
JK(j)1 est bornée. Par contre, « po
licy iteration »fonctionne en commençant avec une politique initiale arbitraire et
en générant une suite de politiques stationnaires dont chaque nouvelle politique
ajoutée améliore le revenu par rapport à la précédente. Utilisant encore une fois
la proposition (3.6), il peut être démontré que T a un point fixe unique et qu’il est
possible d’obtenir une nouvelle politique strictement meilleure à moins que la po
litique courante soit optimale. Le désavantage de ces méthodes récursives est leur
inefficacité lorsque l’espace d’états croît. En effet, le temps de calcul et l’espace
mémoire requis pour les revenus et les matrices de probabilités de transitions par
étape prerment rapidement des proportions gigantesques. Par ailleurs, il existe de
nombreuses situations réelles où le modèle mathématique, la structure de revenu
et les probabilités de transitions sont partiellement ou complètement inconnues.
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Les méthodes précédentes ne peuvent pas être appliquées telle quelles. Il existe,
pal- contre, des méthodes basées sur la simulation qui permettent d’observer le
système à chaque itération sans spécifiquement connaître la structure de revenu.
Elles feront l’objet du chapitre suivant.
CHAPITRE 4
Q-LEARNING CLASSIQUE
Les simulations de Monte-Carlo, les différences temporelles, le Q-Learning, le « po
licy iteration »basé sur les potentiels et les méthodes de recherches aléatoires ne
sont que quelques-unes des méthodes basées sur la simulation. Elles sont utilisées
lorsque la fonction de revenu et/ou les probabilités de transition sont inconnues
mais peuvent être simulées. Dans ce cas, l’espace d’états et des actions sont connus
et on suppose qu’il est possible de générer des observations pour chaque paire
état-action lors de chaque simulation. La méthode Q-Learning possède la structure
sous-jacente d’un problème stochastique de pltis court chemin, que nous détaille
rons dans ce chapitre, à laquelle s’adapte très bien notre modèle. Par conséquent,
nous présenterons l’algorithme ainsi que divers résultats de convergence dans le
cadre des approximations stochastiques.
4.1 Description et algorithme
Le Q-Learning (BERTSEKAs et TslTslKLls 1996) est une méthode d’apprentissage
par renforcement (< reinforcement learning ») basée sur la simulation. Cette mé
thode est particulièrement avantageuse dans les situations où le revenu par étape
est difficile à prévoir et où les paramètres du modèle sont inconnus. Pour le pro
blème de gestion de revenu pour le domaine aérien (< Airline Yield Management
Problem »), le revenu par étape et les transitions dépendent de l’achat ou non du
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billet d’avion par le client au prix demandé et cette décision est difficile à prévoir
car elle varie d’un client à l’autre. La strcicture du problème doit être celle du pro
blème du plus court chemin stochastique et les hypothèses (3.4.1) et (3.4.2) doivent
être vérifiées. L’espace d’états et l’espace des actions doivent être finis.
Le Q-Learning fonctionne de manière analogue à « value iteration ». Elle consiste
à successivement mettre à jour la valeur associée à chaque paire (état, action) d’une
matrice Q de dimension S x IA jusqu’à obtenir le revenu espéré maximum à par
tir de l’étape courante jusqu’à la fin. Pour le problème de tarification aérienne, l’es
pace d’état, lié au temps et à la capacité, croît rapidement et petit amener des diffi
cultés associées à la taille du problème. Plusieurs possibilités sont envisageables
pour partitionner l’espace telles que la régression, les réseaux de neurones ou
l’optimisation de seuils (GosAvI, BANDLA et DAS 2002). Le Q-Learning possède
deux avantages évidents par rapport à la programmation dynamique. D’abord,
il permet d’intégrer les méthodes itératives à l’aide d’approximations, et ensuite,
il gère des mécanismes de transitions complexes en utilisant l’approximation sto
chastique de Robbins-Monro éliminant du même coup la nécessité de calculer et
mémoriser les probabilités de transitions. Les Q-facteurs Q*(j, u) associés à la paire
(i, u), i E S. u E U(i), sont définis pal
Q*( ) () (.T(i u. j) + J(j)), i S. (4.1)
jES
avec Q* (ci, u) = 0, Vd E D. Il s’agit du revenu espéré maximale à l’état i lorsque
l’action u E U(i) est choisie. Pour le problème de tarification aérienne les états
absorbants sont donnés par Z(X, 0) Z(0, Y,j O avec X C, C — 1, ..0 et
Y,., = L, L — 1.... 0. L’équation de Bellman (3.9) peut être réécrite ainsi
J*(j)
= max Q*(iu) (4.2)
î’ c LJ( î)
En insérant l’équation précédente, on obtient
Q* (i, u) P0 (u) (r(i u, j) + ia Q* (j, u)). (4.3)
jES
Supposons que Q(i.u) est la solution de l’équation précédente, alors Q*(j. u) =
rnaxî1c:() Q(i. u) satisfait l’éqctation de Beilman J(i) = max.JEu() Q(i. u). Sous
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les hypothèses (3.4.1) et (3.4.2), cette solution est unique telle que décrite dans la
proposition (3.6). Les Q-facteurs Q*(j, u) forment donc l’unique solution du sys
tème ci-dessus. Ceci nous amène à l’équation de point fixe suivante
u) (1
‘)k (i, u))Qk (i. u) + 71k (j, u) Pij (u) (rti u, j) +
vEU(j)
u))
7ES
= Qk(i, u) + 7)k(’i. u) pj(u) (r(i. zt, j) + maX Q(j, u)) — Qk(i, u)
jéS
(4.4)
où 71k(i, u) E (0, 11 est le paramètre du taux d’apprentissage qui peut varier d’une
itération à l’autre et k est l’itération ou le nombre de visites à l’état (i, u). Le taux
d’apprentissage est la pondération entre l’observation courante et les observations
passées. En définissant la transformation suivante:
(HQ)(i. u)
= Zpj3(u) (rti u, j) + max Q. u)) i , u E U(i) (4.5)
l’équation précédente devient:
u) Qk(i, u) + “)k(, u) ((HQk)(i u) — Qk(’i u)). (4.6)
La méthode du Q-Learning est une version stochastique de cette itération. Les pro
babilités de transitions étant inconnues, l’espérance par rapport à l’état suivant j
est remplacée par une seule observation générée par simulation. Il en résulte la
version stochastique du problème où le successeur j est obtenu aléatoirement avec
probabilité Pij (u)
Qk+1(i, u) = (1
— lk(, u))Q,,(i. u) + 71k(i, u) (T(i, u. j) + max Qk+1(j, v) (1.7)
véU(y) J
qui est en fait l’algorithme de Q-Learning. Dans (4.7), les composante (i, u) de la
matrice Q sont mises à jour simultanément.
Remarque 4.1.1 L’aÏgoritltiiu’ de Q—Ïearning est coiistriiit de sorte que toutes les paires
état—action (i, u,) sont r’isitées infuiiiiient souvent. Pour que la proposition soit valable, cette
condition doit être respectée.
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Proposition 4.1 (BERISEKAS et TSITSIK LIS 1996) Si
z]k(i,u) Do. Z77(i,u) <oo, ViE S,u E U(i) (4.8)
aÏors
, Q, (z. u) convcrçe avec probabilité 1 vers Q (j. u), Vi, Vu, dans chacun des deux cas
suivants
(o) Si toutes les politiques saut propres.
(b) Si les hypothèses précédentes sont vérifiées et si Qk(i, u) est borné avec probabilité
1,Vk.
Pour le problème de gestion du revenu dans le domaine aérien, nous remarquons
que toutes les politiques sont propres puisque, peu importe la politique utilisée,
le nombre d’événements est fini avec probabilité 1, ainsi au moins 1 des états ab
sorbants est atteint avec probabilité 1, c’est-à-dire que l’avion décolle ou la capa
cité maximale à bord de l’avion est atteinte. Dans la prochaine section nous al
lons décrire l’algorithme de Q-Learning comme une approximation stochastique
et démontrer la convergence sous des hypothèses moins restrictives que celles de
(BERTSEKAS et TSITSIKLIS 1996).
4.2 Q-Learning, une approximation stochastique
L’algorithme de Q-Learning est en fait un cas particulier de l’approximation sto
chastique de Robbins-Monro qui permet d’estimer l’espérance suivante
Q* (i, u) = pj (zi) (Tt u. j)
+ vt)
(j. y)). (4.9)
jes
Généralement, l’approximation stochastique s’applique dans les situations où le
bruit associé à chaque observation est une différence de martingales. Nous allons
démontrer que le bruit dans l’algorithme de Q-Learning est effectivement une dif
férence de martingales en donnant une brève introduction aux méthodes d’analyse
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que l’on peut trouver dans (KUSHNER et YiN 1997). 11 sera ensuite possible de don
ner de nouveaux résultats de convergence.
Définition 4.2.1 (VÂZQUEZ-ABAD ) Soit (Q.
. ) un espace de probabilité où =
{ k > 0} est une filtration sur (Q. ). Soit également {Mk ri > 1}, un proces
sus stochastique adapté à avec E[Mk] < oo. Vn, alors {Mk} est une -Martinga1e si
‘11k = E(Mk+1Ik) avec probabilité 1, Vk 1
Définition 4.2.2 (VÀzQUEz-ABAD ) Le processus {tMk}, où Mk Mk+1 — Mk, est
appelé processus de différence de martingales.
Proposition 4.2 (VÀzQUEz-ABAD ) Soit {IV[k} une a-martingale et f(.) utize fonction
convexe non-décroissante et voit-négative. Alors Vn < N et à > O
/ N EFf(Mk.)1j ‘P 11k ik j 1] (4.10)
<k<Ar i
En partictttiei
t N E[Ii/IH/J]IPj sup Mk ik j . (4.11)
\\n<k<N J
Considérons de manière générale les algorithmes d’approximation stochastique
récursifs de la forme
0k+1 = 0k + ]kYk (4.12)
où Yk est une estimation bruitée d’une direction d’amélioration, qui peut être le
gradient dans le cas d’une optimisation continue. Nous étudierons maintenant
le comportement de l’algorithme d’approximation stochastique à l’aide des équa
tions différentielles ordinaires (EDO) autonomes de la forme
‘t9(t) = g{d(t)] (4.13)
où 7(t) est l’interpolation de O en fonction du temps. En supposant que g est une
fonction k-rnesurahle telle que
E[Y ik—1] = gk(0k) + /3k (4.14)
4.2 Q-Iearning, une approximation stochastique 53
et
éMk = E[Y,, (k—1] (1.15)
où les termes d’erreurs /3k sont des variables aléatoires bien définies. On peut alors
écrire
Yk = gk(Ok) + lM + t1k (4.16)
où le bruit est une différence de martingale tel que mentionné précédemment. La
méthode EDO permet de caractériser le comportement limite du processus °k.
au niveau de l’optimalité ou du comportement asymptotique, lorsque certaines
hypothèses sont vérifiées.
Théorème 4.2.1 (VAzQUEz-ABAD)
Si les hypothèse suivantes sont satisfaites
(1) supkEYtJ2<œ
(2) 1<oc. Zili=°°
(3) Z ‘b i3 I < oc, avec probabilité 1 (bruit asyinptotujîtement négligeable)
(4) La fonction g(.) est continue, bornée et mesurable et la variable aléatoire /3k est k1-
niesitrabte telle que
9(k) +,Bk (4.17)
(5) L’équation dfférentielÏe ordinaire qtti suit o un ensemble de solutions untt]tte ‘é (t) (l’in
terpolation de 0k), pour cita que condition initiale
= g[(t)] (4.18)
Alors dAt E Q tel qtte Vw At,
t’iTfloOk(W) = O E S (4.19)
où S est l’ensemble des points lunite (points globalement asyuuuptotiquement stables). Eut
particuilic’;; si est le seul point asyuutptotiquieuuucutt stable de l’EDO, alors 9k —
sûrement (avec probabilité 1).
Preuve
(I) Limites des martingales et des termes d’erreur
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a) Limite des martingles
Soit Mk = tiM une martingale qui par la proposition (4.2) satisfait:
P (SUP IMrn — > K (4.20)
\\rn>k j
Par l’hypothèse (3),
ni 2
supEYkI2
= supEZ?]iH = supEr) k(8) + éM1 + <œ (4.21)
alors SuPk Zi=k 1)5Mj2 = K <œ et donc
f[ZiiMJ2 <K (4.22)
et par l’hypothèse (4)
K 2kCO
i=k
(4.2o)
ce qui signifie que N1 un ensentble de mesure nulle tel que Vw N1
MrrtMkI0 m>k. (4.24)
b) Convergence par trajectoire
Par l’hypothèse (5), N2 un ensemble de mesure nulle tel que:
z=k
ijjj 0. Vw N (4.25)
Ainsi pour w N1 U N2, la martingale et l’erreur convergent vers 0.
(Il) Somme télescopique et représentation par l’intégrale
L’EDO utilise un processus d’interpolation à temps continu dela séquence {&k}.
Définissons tout d’abord m(t) fk N : tk t < tk+1}; il s’agit de l’entier as
socié au dernier événement observé. Y correspond encore une fois à l’estimation
bruitée d’une direction d’amélioration composée de la différence de martingales
éIvI et du biais 8. Définissons maintenant des interpolations 19c (t) Mk (t), Br (t)
qui nous permettront de transformer le processus des observations en une fonc
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tion continue par morceaux, intégrable
rn(L+t,, )—1
= l7iéMI (4.26)
Tfl (t + t,,) 1
B’(t) 71i/3i (4.27)
m(t+t,,)—1
k +
=k
rn(i+tk )1
k +
i—k
7)ig(Oi) + Mk(t) + Bk(t), (4.28)
Donc nous avons Mk(t + tk) = M° (t). Nous avons précédemment démontré en
(I) que Mk(t) et Bk(t) convergent vers O avec probabilité 1. Ainsi nous avons
que Ok(t) est constante par morceaux et alors la somme des termes ‘r/ig(Oj) est
une intégrale:
+ f g[ék(s)lds + Mk(t) + Bk(t) + Ek(t) (4.29)
où Ek (t), le terme d’erreur, tend vers O uniformément en fonction de t lorsque
k
— oc, Vw.
(III) Caractérisation de la limite
Définition 4.2.3 (VAzQuEz-ABAD ) Un ensemble {fk} E C (a. b) est appelé équi
continu si {fk(D)} est borné et que V€ > 0, 35 > O tel que:
sup f(t)
— fk(s) <. Vk E N (4.30)
0<1—s, t <T
où T est une constante. De la convergence vers O avec probabilité 1 de Mk(t),
B’(t) et Ek(t) on déduit que Vw 1V, un ensemble de mesure nulle, ces proces
sus convergent uniformément en t lorsque k —÷ oc. L’hypothèse (4) énonce que
g est borné et par conséquent { (t) J est équicontinu. Le restant de la preuve est
déterministe une fois la trajectoire w dV fixée. Le théorème de Ascoli-Arzla
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assure l’existence d’une sous-suite de fonctions {t9k1(t. w)} ayant une limite hp
schitzienne notée (t. w).
Théorème 4.2.2 Soit {fk} G? ta. b) une stéte de Jonctions éqiticontiintes oints ii
existe taie sous—sinte co;iverente et tout point d’accitntttlation est une fonction continue
tians C (ah).
Ala limite, les termes d’erreur et de bruit disparaissent sur la trajectoire w choisie
et il en résulte
(t,w) (Ow) + f g[O(sw)]ds. (4.31)
Ainsi toute sous-suite convergente satisfait l’EDO
=
y[d(t)] (4.32)
qui a une solution unique pour chaque condition initiale, par l’hypothèse (5), et
indépendamment de la sous-suite choisie.
(IV) Comportement asymptotique
Le comportement asymptotique de l’EDO, Vw 1V, lorsque t —* oo s’exprime
ainsi:
lim i9(t) 11m uni t)k(t w) S. (4.33)
t_> t* . k —*
• )
Cet ensemble constitue l’ensemble des point globalement asymptotiqciement
stables. Si le point limite S est unique alors nous avons la convergence
presque sûre (i.e. avec probabilité 1) vers ce point.
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Lemme 4.3.1 Taux d’appren tissage décroissant
Si les itypotitèses suivantes sont satisfruites
(1) S1p/ Elr(i, u, ) + max3EU(t) Qk (, y) — Qk (, t) 12 < Vi E S, Vu E U(’i)
(2) Z=1 7] < = 00
(3) Zi bIt3l < œ, avec probabilité 1
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(4) fi Qi (i, u) Qk (1. u) est une fonction continue, bornée et mesurable où
HQ,. (i. u) E[r(i, u, i) + max Qk (z. ‘u) Qk(?. u) (i. u)] (1.34)
(5) L’équation différentielle ordinaire qtti sttit n 1111e soltttion unique Q(t) pont chaque
condition iiutmk’
(t) H(t)
-
(t) (4.35)
o Q (t) est l’interpolation de Qk (i, u).
Alors aA/ E Q tel que Vw
tZ7flk_œQk(Z,U)(W) = Q(i,u)* E T, ViE S,Vu E U(i) (4.36)
où Q (i, u) est défini en (4.1).
Remarque 4.3.1 L’lnipotÏièse de la variance finie (1) reniplace Ï’hipothèse plus forte de ta
proposition (4.1) de (BnRISEKÀ5 et TsITS]KLIs 1996) qui exige que Qk(i, u) soit bonté
avec probabilité 1, Vk. Les mitres hypothèses demeurent inchangées si ce n’est l’ajout de
l’hypothèse (3) qtui exige qtte te bruit (différence de martingales) soit asymptotiqrueinent
négligeable.
Pour démontrer la convergence de l’algorithme de Q-Leaming, nous allons utiliser
(4.3.1) afin de montrer que la valeur de chaque paire état-action Q(i, u) converge
vers la valeur optimale et satisfait l’équation
Q (z, u) = (u) (r(z. u. j) + max Q (j, u)) (4.37)
jES
On remarque que l’algorithme de Q-Learning est effectivement de la forme d’une
approximation stochastique
Qk+1 (i, u) = Qe(i, u) + 7)kYk(i, u), i E S, u E U(i) (4.38)
où } (j. u) = T(. u.)) + max,Eu(i) Qk t). u)
— Qk (z. u). L’observation
r(i. u,)) + max.t(,) Q1Ji. u) est la somm du revenci par étape à l’état i lorsque la
décision ‘u E U(i) est prise et du revenu maximum pour le reste de la trajectoire.
On constate que l’espérance d’une telle observation par rapport à l’état suivant est
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donnée par:
HQ(i.u) pij(u) (r(i. u. j) + max Q.v)). j 0. S,u E U(i) (4.39)
Alors on obtient:
g(Q) = E[Yk(iu)k(i.u)] = HQk(i,u) Qk(i,u), i 0,i e S,u e U(i) (4.40)
La différence de martingale tlMj = Yk — E[}”1, ik] pour le Q-Leaming est donnée
par:
lMk(r,u) = r(i,u,) + max Qk,v) — HQk(i,u) j 0.i e S,u e U(i) (4.41)
e E U(i)
Pour revenir à l’expression initiale de l’observation bruitée Yk à partir de la décom
position générale },
= g(Q,j + IWk, il suffit de remplacer les valeurs correspon
dantes dans l’équation
Yk(i,u) = HQk(zu)
— Qk(i,u) + T(i,u,i) + max Qk,V) — HQk(i,u)
vE U (ï)
r(i.uJ) + max QkC.v)
— Qk( u). j 0.i E S.u E U(i) (4.42)
vEti(i)
Maintenant que la correspondance avec la notation est établie, il suffit de s’as
surer que les hypothèses du théorème (4.3.1) sont vérifiées pour avoir la conver
gence de Q-Learning. Premièrement, notons que le terme d’erreur k est nul donc
l’hypothèse (3) est certainenwnt vérifiée. Ensuite, il faut montrer que 9k est une
fonction mesurable continue et bornée (hypothèse (4)).
Preuve Coiitiiztiité de g(i. u)
Soit Qk et Qk(z) deux matrices de Q-facteurs quelconques telles que
Qk (i, u)
— Qc(i. u) <ci (4.43)
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alors Vi E S. u E U(i)
g(Qk(u))
- gk(Qk)I
- (Q Qk) + pij(U) (mt) Qk - m Qk)
3ES
Ii - iJ Zpj(u)I rna) (i t) - Qk(J v)l
3ES
6 + Zpjj(u)6 26 = e (4.44)
jES
Alors en prenant e = 26, nous avons la continuité de gk•
Par un argument d’induction, on montre que g, est bornée. Sans perte de géné
ralité, supposons qtie Q O. Four la suite de la démonstration, nous utiliserons
la propriété contraction de la transformation HQ. Ceci permettra en même temps
d’établir l’hypothèse (1) puisque ElY, 12 = (HQ)k
— Qk. La démonstration que
HQ est une transformation contractante suivant la norme pondérée maximale se
trouve en annexe. Une fois cette propriété vérifiée, il s’en suit (voir (BERIsEKAS et
T5ITSIKLIS 1996))
IHQ(i. u) I < max Q(i u) VQ(i. u). i E S (4.45)
Soit IQ0(i, u)I < c pour une certaine constante CO. Supposons également que
I Qk(i., u)I) c,,- pour une constante CE. La mise à jour de Qk1(i. u) se fait en lui
donnant au plus une valeur comprise entre Qk(i, u) et l’observation bruitée HQk
—
viE. La condition de pseudo-contraction de HQ permet de déduire ce qui suit:
IQk+lti, u)I I(1—7k(i u))Qk(i, u)+i,(i, u) (wk+HQk(i u)) I <[3Ck C, Vi E S
(4.46)
pour ,B E [0, 1) et si les hypothèses sur le bruit Uk sont vérifiées. À chaque nouvelle
itération k + 1 les composantes se retrouvent dans un cube d’arrête 2ck±y = 2t3ck.
Si chaque composante est mise à jour une infinité de fois, les dimensions du cube
sont réduites Jusqu’à obtenir la convergence vers O.
Ensuite, en s’assurant que les taux d’apprentissage sont bien choisies, c’est-à-dire
que l’hypothèse (2) est respectée, il suftit de vérifier l’hypothèse (5) pour avoir la
convergence. Réintroduisons la notation, sous forme matricielle, citilisée lors de la
4.4 EDO et Q-Learning avec taux d’apprentissage décroissant 60
preuve générale de l’approximation stochastique
m( t+t.)
Qk(t)
= Qk + = Qk + ig(Q) + ik(t) (4.47)
Ainsi, l’EDO en fonction du temps continu t qui résulte de l’intégrale par mor
ceaux s’exprime:
Qk(t) q[Qk(t)] i 0,i E Su U(i) (4.48)
À la limite, par unicité de l’équation de Beilman, l’unique solution de l’EDO est
donnée par:
lim Qk(t) = lirn lim Qk(t,w) Q(w). w E 0. (4.49)
—* j
où w est la trajectoire aléatoire parcourue. Toutes les hypothèses de la méthode de
EDO pour l’approximation stochastique sont vérifiées, alors il s’en suit la conver
gence de l’algorithme de Q-Learning. L’avantage de cette preuve est d’obtenir la
convergence sans exiger que Qk(i, u) soit borné avec probabilité 1. Il suffit que la
variance soit bornée.
4.4 EDO et Q-Learning avec taux d’apprentissage décrois
sant
Afin de faire des comparaisons rapides et d’analyser la convergence de différentes
versions des algorithmes de résolution, nous avons simulé un problème simple
comportant dix états et trois actions par état où les probabilités de transition de
chaque état vers un autre, pour chaque action, sont connues. La structure du pro
blème est celle du problème stochastique du plus court chemin, c’est-à-dire que
tous les états sont transitoires sauf un, qui est absorbant. Nous déterminons l’action
optimale etle revenu espéré pour chaque état en utilisant la méthode de « value ite
ration »qui résout itérativement le problème en toute connaissance des probabilités
de transitions (BERTsKAs 200fb). Il est ensuite possible d’observer l’évolution de
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la norme dela différence entre le vecteur de revenu espéré obtenu par diverses mé
thodes et le vecteur de revenu espéré optimal, en fonction du nombre d’itérations.
Les composantes des vecteurs correspondent aux revenus espérés pour toutes les
paires état-action. De plus afin d’étudier l’évolution particulière du revenu espéré
pour une paire état-action où l’action est optimale, nous avons également généré
des graphes.
D’abord, justifions la version EDO du problème de Q-Learning qui est très si
nillaire aux résultats de programmation dynamique obtenus par le « valcie itera
tion ». La différence est simplement due au fait que les valeurs pour toutes les
paires état-action Qk(’i, ‘u), Vi E S. u E U(i), sont mises à jour plutôt qu’unique
ment les valeurs associées à l’action optimale de chaque état c’est-à-dire que les
Jk(i) maxEu() Qk(i,u), Vi E S. Afin d’appliquer la version EDO de l’algo
rithme, il faut connaître les probabilités de transition d’un état à l’autre. Les temps
de calculs sont déjà beaucoup plus grands que pour l’algorithme de « value ite
ration »puisque le nombre de valeurs à mettre à jour est multiplié par le nombre
d’actions à chaque état
Qk+1(iu) = PiJ(Lt) (T(iu) +m)Q(i5v)). ViE SVu E U(i). (4.50)
jES
La méthode d’EDO converge très rapidement vers la valeur optimale puisque l’es
pérance est disponible et il n’y a donc aucun bruit. L’équation différentielle est
une fonction dti temps. Par contre, selon l’objectif visé, il peut être plus impor
tant d’étudier la convergence en fonction du nombre d’itérations ou du nombre
de « pas ». Le temps est le produit du nombre d’itérations par la longueur du
« pas »fixée. Ainsi, plus le « pas »choisi est grand moins il faut d’itérations pour
obtenir le même taux de convergence. Nous introduisons 7)k(i. u), le « pas »ou le
taux d’apprentissage à l’itération k, comme suit
Qk+1(i, u) = (1
— ‘!)k(i. u))Q,Ji u,) + 7)k(i, u) Zpij(u) (r(i. U. j) + maX Q(j, y)).
(4.51)
Dans les graphes qui suivent, ODEO.0 indique un taux d’apprentissage décrois
sant de 1/(nornbre d’itérations) tandis que ODE(c) indique le comportement de
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l’algorithme avec un taux d’apprentissage 7)k r constant. Notons que dans le
graphe (4.1) EDOY.O et EDOO.O convergent presque au même taux.
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Figure 4,1 — Courbe EDO pour divers taux d’apprentissage
Maintenant, introduisons l’algorithme de Q-Leaming qui est la version bruitée de
l’EDO où l’espérance par rapport à l’état suivant est remplacée par une observa
tion de l’état suivant pour chaque action. Il s’agit d’un algorithme applicable uni
quement hors-ligne puisque la mise à jour est faite pour chaque paire état-action
itérativement. Les graphes (4.2) et (4.3) illustrent la convergence en fonction du
nombre d’itérations pour les méthodes EDO et pour le Q-Learning avec un taux
d’apprentissage décroissant de 1 / (nombre d’itérations).
Pour la convergence forte, les hypothèses pour le taux d’apprentissage requièrent
que le taux décroîsse vers O. Or, lorsque Q-Learning est utilisé en ligne il est néces
saire d’adapter les paramètres et de réagir « vite ». Dans ce cas un taux d’appren
tissage trop faible peut ralentir la convergence et il est préférable d’utiliser un tatix
d’apprentissage constant.
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CHAPITRE 5
Q-LEARNING AVEC TAUX
D’APPRENTISSAGE CONSTANT
L’objectif principal de la tarification dynamique pour les problèmes d’optimisation
du revenu est de déterminer les prix optimaux à offrir sur tout l’horizon de vente
de produits ou de services. En réalité c’est la politique optimale qui nous intéresse
et non la connaissance parfaite du revenu espéré optimal pour chaque paire état-
action. Alors pourquoi proposer une méthode basée sur le « value iteration »plutôt
que sur le « policy iteration »? Parce qu’à prime abord, le temps de calcul requis
est beaucoup plus grand lorsqu’il est question de déterminer la politique optimale
à chaque itération, même si le nombre d’itérations requis est de beaucoup inférieur.
Par contre, en tirant avantage du fait qu’il n’est pas nécessaire de converger vers
la valeur de revenu espéré optimale pour chaque paire état-action, mais seulement
de choisir la bonne décision (rriax, Q(i, u)), nous proposons un taux d’apprentis
sage constant. Celui-ci ne va pas assurer la convergence presque sûre, sinon que
les valeurs continuent de flcictuer autour de la valeur limite (comme on verra plus
tard). Il suffit donc que les intervals de confiance soient suffisamment petits pour
qu’il n’y ait pas de superposition entre les intervalles; il est alors possible de ré
duire le nombre d’itérations requises pour choisir la bonne action. En effet, dès
que les intervalles de confiance se distinguent, nous connaissons l’action optimale
et ce pour chaque état de l’espace d’états. Nous introduirons d’abord quelques no
tions théoriques afin de justifier les lemmes qui suivront, avant de présenter divers
résultats illustrant la convergence.
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5.1 Approximation stochastique avec taux d’apprentissage
constant
Ce type d’approximation est applicable dans un cadre plus général lorsque le pro
blème peut être formulé comme une chaîne de Markov {k}. Les probabilités de
transitions d’un état k à l’autre pour un fixé s’exprime ainsi P (k±1k). Le
passage d’un état à l’autre est détei-miné partiellement ou totalement par la valeur
de au moment de la transition; chaque induit des probabilités de transitions
différentes. D’autre part nous cherchons à déterminer la valeur de O optimale. Soit
Y(k, k--1) tel que:
= + 7)Y/. (5.1)
Voici maintenant un théorème important qui présente la convergence en loi pour
les processus {O} engendrés par des i constants de plus en plus petits, mais
d’abord nous introduisons la définition suivante.
Définition 5.1.1 Une fonction f : X— > Y est dite faibleiient continue en x X si
pour tout ensenibte ouvert V C Y qui contient f (x), il existe un ensemble ouvert U C X
qui contient tel que ,f(U) C (V/riné).
Théorème 5.1.1 Tatix d’apprentissaçe constant i
Soit 97(t) l’interpolation des itérés (voir preuve dit finit (4.2.1), équation (4.28)) avec un
taux d’apprentissage constant j. Si les Ïnpothèses suivantes sont satisfaites
(1) {Yk} est uniformément intégrable (voir définition (5.1.4))
(2) P (k+1 k) est J2iihlemeitt continti par rapport è f9
(3) i/k Eo{Yk. rn] g(O)
(4) {} sont bornés en probabilité (r tendues »)
(5) L’équation diffiientielÏe ordinaire qui stiit a ittie solution titi iqite O (t) pour chaque
condition initiale
= g[(t)] (5.2)
alors lorsque ij —* D, {t9’1 (t) couiverçe en loi (fruthienuent) vers la soïuitton de l’EDO,
équation (5.2).
Avant de formuler les idées principales de la preuve, il convient de préciser quelques
concepts essentiels.
5.1 Approximation stochastique avec taux d’apprentissage constant 66
Définition 5.1.2 Soit {} une sttite de variables aléatoires définies sur tin espace de pro
babilité (Q, . 17). Soit O une variable aéatoire —mesiirable. On dit que 0k converge vers
O en loi si Fk(tl) —* FtP) è tout point de contnniité de F ott encore si pour totttefiitctioii
continue et bornée g : R —> R:
E[F(Ok)] f F(x)k(x) f g(u;)d17r) R[F(9)]. (5.3)
Définition 5.1.3 (KusHNR et YIN 1997) Une suite {Pk} (oh 17(x) représente la mesure
de probabilité déternunée par O) est dite bornée en probabilité (e tendue ») si < no
avec probabilité 1, Vk et V > O, et s’il existe des constantes finies M, et K,, telles que $
?{IOkI M0} <tu. k > K0. (5.4)
De (KuSHNER et YIN 1997), nous avons que pour une suite quelconque de va
riables aléatoires {Ok} à valeurs réelles, la compacité de Q est une condi
tion nécessaire et suffisante pour que toute sous-suite possède une sous-scute qui
converge en loi (faiblement).
Définition 5.1.4 (VÂzQUEz-ABAD ) Une suite de variables aléatoires {Yk} est unifor
mément intégrable si:
sup lim E [YkI1{i>B}] = 0. (5.5)
k B-
Définition 5.1.5 (VAzQuEZ-ABAD ) Un processus stochastique à temps continu {d(t)}
est un processus de cadlag s’il est continu è droite avec limite à gauche. D[O no) est
l’espace des processus ctidlag cmttinu par morceaux
Théorème 5.1.2 de Skorohod (VÂzQUEz-ABAD)
Soit , toi espace niétru7tte complet et séparable avec métrique d(.,
.) et soient Q — S
et X Q — S deux variables aléatoires telles que X — X. Alors il existe titi espace
de probabilité (. , fi) avec tes variables associées -÷ S et : S telles que
XrL L (éçale en loi) et X L et
lim d(.X) O a.j).1. (5.6)
n —* =
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Exempte 5.1
Soit X une variable aléatoire sur (Q. ) avec ttue fonction dc’ loi F1 et soit une autre
variable aléatoire J telle que
F’(), r e [0, 1] (5.7)
où F’() = min{x : fJx) > }. Alors X
Théorème 5.1.3 (VÀzQUEz-ABAD ) 0k+1 k + 7]Yk et que {Yk} est unformément
borné, alors la suite des processus de cadla {79T1(t)} est bornée en probabilité ( tendu »)
sur D[0, no) et tous ces points d’accumulation *(t) sont lipschitziens avec probabilité 1.
Théorème 5.1.4 (VÂzQUEz-ABÀD ) Soit {M(t);t > 0} tin processus stochastique
adapté ii la filtration , u(M(s); s t) C Vt. Supposons que pour tout t,r 0,
pour tout p e N, s < t et pour toute fonction bornée h() à valeurs réelles
E[h(O(s; i < p))(M(t + r) — M(t))] 0, (5.8)
alors {IW(t)} est une 3-martingale.
Preuve partielle du théorème (5.1.1)
(I) Somme télescopique et représentation par l’intégrale
De l’algorithme d’approximation stochastique O + j}’, nous obtenons
premièrement:
[(L+s ) /i]
i9°(t + s) — 19°(t) = 7) (5.9)
k= [t/]
Regroupons les itérations par lots I de {k,1} termes dans le but d’appliquer la
loi des grands nombres (modifiée) pour les moyennes échantillonnales. Consi
dérons que chaque lot est de grandeur l =
Suivant cette nouvelle échelle du temps, l’équation précédente devient
t] (i+1)k,, —1
u9°(t + s) — é° (t) 7) y’ + p(60) (5.10)
i=[5rj] k=ik,7
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figure 5.1 — Somme télescopique (note : n17 remplace k17)
où Pi() est le terme d’erreur lié aux arrondissements aux extrémités de la
somme précédente:
py ()II < (t + s) - 79”(é [] ) W + I(t) - ‘O( /éj ) . (5.11)
(7)
En divisant l’échelle du temps de sorte que:
liin é = O, tim k77 = +0° (5.12)
et en remplaçant 7] par cl7)/k7) nous obtenons
tJ (t—j-1)k,—1
•‘
917(t + s) — 9T(t) é ( y) + py(171) (5.13)
l[(q] 7) k=tk
,,
Remarque 5.1.1 Ceci est tnie intégrale
Par le théorème (5.1.3), l’hypothèse (4) implique que les processus de {t9(), 7) >
O} sont bornés en probabilité sur DT1 [O.oo) et que tous les points d’accumulations
sont lipschitziens avec probabilité 1. En prenant une sous-suite de processus qui
converge en loi, indexée par 7), on obtient le processus limite, ‘é(t) ainsi
797)() L
‘)9(.) (5.14)
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pour la sous-suite choisie et i9(.) est continu selon Lipschitz. Dans le cas où la
limite est unique, on peut affirmer que toutes les sous-suites convergent vers
la même limite que la suite originale. De plus, remarquons que IIpi(Y)H —* O
en loi pour la sous-suite choisie parce que le processus limite est continu selon
Lipschitz.
(II) et (III) Représentation de Skorohod et caractérisation de la martingale
Les deux dernières parties de la preuve ne seront pas présentées formellement.
La représentation de Skorohod permet d’obtenir une nouvelle sous-suite 1(t),
ayant la même loi que 9(t), qui converge vers l’unique point d’accumulation
9(.) (l’unicité est garantie par l’hypothèse (5) a.p.1). Remarquons que la repré
sentation de l’intégrale que nous avons obtenus est composée de:
t (t+1)k—1> (5.15)q k=tk,,
qui rappelle une moyenne. Grâce à la représentation de Skorohod:
(t-j-1)k,, —1 (t+1)k —1
lE 1/k7, ÇY(9lk,) F81k 1/kq }‘ + O() (5.16)
k=tk k=tk,,
où IE est l’espérance du processus avec & fixé à la valeur initiale du lot t. En ef
fet, en prenant des valeurs de (grandeur du lot) qui tendent vers o, à la limite
les deux espérance sont égales. L’idée consiste ensuite à reformuler l’intégrale et
de la caractériser comme une martingale en utilisant le théorème (5.1.4). Mainte
nant, puisque IJpl(Clq)II —* O en loi et que la reformulation est construite de sorte
à avoir la convergence en loi pour la sous-stute convergente choisie ,0q(.), vers le
processus limite 9(.), il est possible de montrer que la limite dccc processus est
une martingale de la forme suivante
M() (t) — (O) — f g[(u)]du. (5.17)
Finalement, comme le processus limite 9(t) est continu selon Lipschitz, alors
nous avons la continuité de Lipschitz avec probabilité 1 pour la martingale M(.),
avec M(O) = O. De ce dernier résultat, on conclut que le processus limite satisfait
la EDO.
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I
5.2 Convergence du Q-Learning avec taux constant
Dans la section 4.3 nous avons identifié les diverses composantes de l’algorithme
du Q-learning en terme d’une approximation stochastique. Nous reprenons main
tenant ces même concepts afin d’assurer que les hypothèses garantissant la conver
gence en loi, pour un taux d’apprentissage constant, soient satisfaites. Remarquons
que pour l’algorithme classiqtie, toutes les paires état-action sont successivement
visitées, par conséquent le bruit est exogène, c’est-à-dire que P (k*1 = (i, u) I k)
est indépendante de la matrice Q. Une fois la décision prise, les valeurs de Q
n’ont plus aucun impact sur le prochain état visité. L’hypothèse (5) a été véri
fiée précédemment pour le lemme (4.3.1). L’hypothèse (1) est satifaite, car nous
avons déjà démontré que Yk(i,u) = r(iuJ) + maxVCu() Qk(v) — Qk(i,u) est
borné, donc F[Yk2] < oo et finalement {Yk} est uniformément intégrable (voir (5.5)).
L’hypothèse (3) du théorème (5.1.1) se reformule ainsi poux l’algorithme de Q
Learning:
m+n
1/n E[r(i,u,)
+
Q(i,v) - Q(i,u) g(Q(i,u))
k=m+1
= HQk(i,u) — Qk(i,u)
donc elle est automatiquement vérifiée. De même, puisque le bruit est exogène,
l’hypothèse (2) est vérifiée. Et finalement l’hypothèse (4) est également vérifiée
parce que l’espace est fini avec probabilité 1, donc les {k} sont nécessairement
bornés en probabilité
. Alors lorsque —* O, {7(t)} converge en loi (faiblement)
vers la solution de 1’EDO
Qt) = H((t) - (t).. (5.18)
De pius, cette équation possède un seul point de stabilité, soit Q*•
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5.3 EDO et Q-Learning avec tatix d’apprentissage constant
Observons d’abord comment, pour un même état, le revenu espéré évolue pour les
diverses actions possibles en fonction du ij choisi. Pour un 7) fixé, plus le processus
d’apprentissage évolue, pius les trois valeurs se distinguent puisqu’elles fluctuent
autours de l’EDO qui elle même converge vers le revenu espéré optimal. Notons
que l’axe des y correspond à la somme des pour les trois graphes qui suivent
afin de bien montrer qu’en réalité, peu importe le taux constant choisi, il s’agit
de la même courbe de convergence, seulement elle est échelonnée sur un nombre
d’itérations plus ou moins grand et la variance autour de la valeur optimale est
plus ou moins grande. Le choix d’un 7) plutôt qu’un autre est en fait le compromis
entre la rapidité et la précision(voir graphes (5.2),(5.3) et (5.4)).
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Figure 5.2 — Q(6, u) pour u {1, 2, 3} en fc de la somme des 7) = 0.01
Exemple 5.2
Soit {k }, tint’ suite de vatiables aléatoires à valeurs réelles, indépendantes et identique-
nient distribuées avec espért’nce nulle et variance titiittiirt’. Alors par le tÏiéorbnie de limite
centrale (TLC) lorsque k —* o, /v’ \t(O, 1) p. contre, cii défiuiissaiit
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Figure 5.3 — Q(6. n) pour u {1. 2, 3} en fc de a somme des — 0.005
q(t) rnax{i i/k < t} ainsi que le processus continu par morceaux suivant
q(t) -1
Wk(t) = (5J9)
le TLG nous assure que Wk(t) converge en distribution vers une Af(O. t). En effet, t de
meure le même, mais k —> , donc le processus se raffine de pltts en plus sur l’intervalle
[0, t). Il s’agit de la généralisation du cas t 1, précédent, et W(.) est tom processus de
Wiener à valeurs réelles. Si ij correspond à la largeur des intervalles engendrés, imoits obte—
itoims que t = x k et donc a t fttr et à ntesitre que 7) diniinue, le nombre d’iteratiomms croît
pou r miii niêimie tenips t.
Théorème 5.3.1 (KusHNER et YIN 1997) Soit
t9°(t) — 0(t) (5.20)
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où à est la solution à (5.2) et ‘à°(t) est le pmcess lis d’interpolation (5.9). Si les hypothèses
du tïtéorènte (5.1.1) sont satisfaites, alors il existe une matrice A (avec des valeurs propres
négatives) telle que U0(t) converge en toi vers la solution stationnaire de l’équation diffé
rentielle stochastique
dU — AU,dt + fiWi (5.21)
où W est un processus de Wiener avec moyenne zéro et matrice de variance-covariance .
Nous allons maintenant mettre en évidence que la répartition du processus limite
U(t) est normale. Nous posons:
U(t) — cxp C
où 0(t) est un processus de même dimension que U(t). Alors
(5.22)
Sumûamma
Figure 5.4
— Q(6, u) pour u E {1. 2, 3} en fc de la somme des ‘t 0.001
d(expAt) =Aexp’ 0dt+dW (5.23)
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Donc,
ce qui implique que
dc,, dW,, (5.25)
9(t)
— 9(t) JU(t) L 2) (5.26)
Afin de mieux comprendre la variance autour de la courbe de l’EDO nous avons
effectué 100 expériences, où pour chacune d’elle, nous avons noté le revenu espéré
après 50000 simulations. Ensuite, ces données ont été utilisées afin de générer les
histogrammes (5.5), (5.6) et (5.7) de la distribution du revenu optimal pour chacune
des trois actions possibles pour un état fixé sur un échantillon de 100 expériences.
Figure 5.5 —
Il est assez évident que plus le ‘i choisi est grand, plus la variance est grande autour
du revenu esperé pour chaque action ul, ‘u2 et u3, alors que plus il est petit, plus les
valeurs sont centrées. Ce qui nous intéresse maintenant est d’évaluer la probabilité
de choisir une action sous-optimale en observant un échantillon de taille N des
revenus espérés..
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Distribution du revenu optimal pour ul, u2 et u3 avec gam=O.O1 sur 100
experiences de 50000 simulations
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Remarques.3.1 Soient (Q(i,u;),Q(i,u2)) V((/1i,fI2),iE2) avec /11 = O < p
(s.p.d.g.) Alors
P (Q(i, u’) — Q(i, u2) > O)
(Q(i, u1) — Q(i, u2) + /12
=
(u? + — i2Cov(Q(i, u,), Q(i, u2))
> z)
(Q(i, u,) — Q(i, U2)) + /12
= 1_(Ft1/2X
\/u + o + 2Cov(Q(i, u,), —Q(i, u2))
où u
=
o-
=
i, j e {1, 2}, i j. Ainsi, remarquons que lorsque ï tend
vers O, la valeur de I’ tend vers 1 et la probabilité de se tromper d’action tend vers O.
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Distribution du revenu pour Ui, u2 et u3 avec gam=0.00i sur
100 experiences de 50000 simulations
Figure 5.7 —
5.4 Comparaison des divers taux de convergence
Remarquons que, pour l’algorithme de Q-Learning, le taux d’apprentissage affecte
visiblement le taux de convergence vers le revenu espéré optimal (5.8). Plus le
taux d’apprentissage est élevé, plus l’observation a d’importance relative lors de
la mise à jour. Nous observons qu’à court terme, un taux constant élevé converge
plus rapidement qu’un taux plus faible, mais qu’à long terme une trop grande mi
portance accordée à l’observation empêche la convergence vers une valeur unique
stable. Rappelons que pour l’algorithme de Q-Learning le nombre d’observations
est illimité et la convergence est asymptotique. Les taux constants induisent né
cessairement une erreur due à la stochasticité des observations lorsque le nombre
d’itérations tend vers l’infini. En effet, comme nous en avons discuté précédem
ment, lorsque n — oo, la valeur de l’objectif continue de fluctuer à l’intérieur d’un
intervalle donné autour de la valeur optimale qui dépend du taux utilisé. La norme
de la différence entre le vecteur de revenu espéré obtenu par les divers taux d’ap
prentissage constants et le vecteur de revenu espéré optimal est visiblement plus
proche de zéro pour des plus petits taux d’apprentissage (5.9).
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Partie IV
Parmi les problèmes liés aux différents domaines d’application, il
s’en trouve où les paramètres peuvent être évalués et des données
statistiques recueillies. Dans ce cas, les algorithmes basés sur la si
mulation stochastique tels que le Q-Leaming classique, sont géné
ralement appropriées car ils permettent d’utiliser les informations
recueillies afin de générer une infinité de simulations hors ligne et
converger vers la solution optimale. D’autre part, plusieurs pro
blèmes, comme par exemple notre problème en transports aériens,
sont tels que les paramètres évoluent assez rapidement et les don
nées statistiques sont plus difficiles à obtenir. Il faut alors avoir re
cours à des algorithmes en ligne qui apprennent au fur et à mesure
des observations, mais où chaque erreur engendre des frais ou des
pertes de revenu. Dans cette section, nous étudierons d’abord la
convergence en présence d’incertitude lorsque seules les observa
tions sont disponibles pour notre modèle « jouet >. Ensuite, nous
exposerons les paramètres du système présenté à la section 2.1 que
nous avons utilisé pour vérifier le comportement de la version en
ligne du Q-Learning, c’est-à-dire le Q-Leaming avec exploration.
CONTRÔLE VERSUS ExPLoRATIoN
CHAPITRE 6
CoNvERGENcE DE
L’APPROXIMATION
STOCHASTIQUE AVEC
EXPLORATION
Ce chapitre vise à présenter différents aspects de la convergence sotis des scéna
rios qui ont de plus en plus d’incertitude. Tout d’ahoi-d, nous tentons de préciser
en quoi consiste la convergence en ligne et le dilemme entre le contrôle et l’explo
ration. Ensuite, à l’aide de graphes, nous tentons d’évaluer l’impact sur le taux de
convergence: 1) lorsque les états peuvent être délibérément visités mais une seule
action choisie par état, et 2) lorsque l’état est une conséquence du choix de l’action,
auqLtel cas le système ne peut qu’être observé. Le choix de l’action doit répondre
à un équilibre entre la meilleure action obtenue jusqu’à présent et une autre action
qui permet l’exploration de l’espace d’état pour l’apprentissage.
6.1 Concepts de convergence en ligne
Une distinction doit d’abord être apportée entre les méthodes de simulation à tra
jectoire échantillonnale unique et les méthodes de simulations traditionnelles. Par
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trajectoire, on désignera une simulation du déroulement complet de la vente d’LIn
produit ou d’un service sur un horizon fini, par exemple le processus de vente de
sièges d’avion depuis l’ouverture de la période de réservation jusqu’au décollage
ou jusqu’à l’épuisement des sièges disponibles. Les méthodes de simcdation à tra
jectoire échantillonnale unique peuvent être implémentées sur des systèmes réels
et fonctionnent grâce aux observations fournies par la dynamique naturelle du
système. Ce type de méthode appartient à la famille des méthodes dynamiques
ou en ligne qui ont été définies précédemment. D’autre part, les méthodes de
simulation traditionnelles permettent d’observer le système sous des conditions
plus rares en le forçant à visiter certaines paires état-action qui ne seraient géné
ralement pas atteintes. La plupart des méthodes d’approximation stochastique re
quièrent un nombre infini d’itérations pour garantir la convergence. Mentionnons
le Q-Learning qui converge avec probabilité 1 si chaque paire état-action est vi
sité infiniment souvent. Afin d’obtenir des résultats optimaux, il est nécessaire de
s’assurer qtie toutes les paires à potentiel bénéficiaire élevé soient visitées un très
grand nombre de fois et que l’algorithme ne reste pas bloqué dans des trajectoires
sous-optimales par manque d’exploration. Cette exigence est le premier obstacle
pour l’application en ligne du Q-Learning. Seules les valeurs associées aux paires
ayant été fréquemment été mises à jour seront fiables et encore faut-il que la valeur
des paires dont elles dépendent convergent également.
Les méthodes d’apprentissage par renforcement en ligne, aussi appelées méthodes
de contrôle adaptatives, tentent d’établir une politique optimale en ligne en accu
mulant, avec le temps, de l’information sur le problème de contrôle. L’information
obtenue dépend de l’interaction entre le contrôleur et le système, d’où l’importance
d’appliquer un contrôle stratégique. Le coeur du problème consiste à déterminer à
quel moment et dans quelle proportion commencer à appliquer des actions candi
dates plutôt que d’explorer de nouvelles actions. Il s’agit du problème de contrôle
versus exploration. L’exploration devrait être maximale au début de la trajectoire
et décroître au fur et à mesure que l’information sur chaque paire état-action se pré
cise. Une décroissance trop rapide du taux d’exploration peut empêcher la conver
gence tandis qu’une décroissance insuffisante entraîne des coûts d’exploration
inutiles. Cette dualité a déjà été reconnue par (BARTO, BRADTKE et SINGH 1995)
qui proposèrent d’assigner une probabilité d’exploration pour chaque paire état-
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action admissible selon la formule suivante
e_T (u) /F
Etu)
—r(v)/F (6.1)
vCtJ() C
où r(u) = Qk(i, u(i)) est un paramètre positif qui pondère les probabilités. Alors
que F décroît de plus en plus en fonction du temps, la probabilité d’exécuter la
meilleure action tend plus abruptement vers 1 tandis que la probabilité de choisir
les autres actions tend vers O. Cette probabilité d’exploration est inspirée de celle
utilisée dans l’algorithme de recuit simulé (< simulated airnealing ») où F corres
pond en quelque sorte au paramètre de température qui décroît également en fonc
tion du temps. Malgré la vraisemblance de ces probabilités d’exploration, aucune
preuve rigoureuse n’a été développée par rapport à la convergence de la méthode.
Il est intéressant de remarquer que les deux algorithmes, le Q-Learning et le recuit
simulé, ont une convergence asymptotique et courent le risque de rester pris dans
des minimums locaux. Il semble possible d’établir un lien étroit entre la conver
gence du recuit simulé et celle du Q-Learning. En effet, des développement futurs
pourraient amener à proposer de nouveaux résultats de convergence presque sûre
pour l’algorithme du Q-Learning où il ne serait pas nécessaire de visiter toutes les
paires état-action infiniment souvent, mais simplement de s’assurer que la chaîne
de Markov associée au problème demeure ergodique au fur et à mesure que la
température décroît.
6.2 Convergence de Q-Learning avec taux d’apprentissag
et d’exploration constants
Considérons la politique d’exploration suivante pour laquelle l’état observé est
(X uk) et construisons la statistique Y
= g(. u, k+1)• Toutes les paires
de la matrice Q ayant été observées sont mises à jour. Les états évoluent puisque
Xk+1 est une fonction de u, et de Xk. Rappelons que 4+1() = maxi, Qk÷1(z, y) est
l’action candidate à la kC itération et que l’action à l’itération suivante est choisie
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comme suit
(6.2)
soit i41(i) a.p. (1
—
(6.3)
soit u E U/{u1(i)} a.p. 7 (6.4)
où est la probabilité ou le taux d’exploration. Les théorèmes du chapitre 5 peuvent
être appliqués à ce problème pour étudier la convergence de Q. Afin de saisir
l’évolution du processus d’exploration, fixons le paramètre Q. Il s’agit d’un pro
cessus de décision markovien qui évolue comme suit:
F (k+1 — (j,v)k — (i,u))
pij(U) [‘ x F(choisir viexploration) + (1 — ) x 1{u=max Q(jv)}] (6.5)
Ce processus est un chaîne de Markov ergodique pout tout > O et a des probabi
lités statiomi.aires lrQ(i. u). Maintenant nous sommes en mesure de vérifier que les
hypothèses du théorème (5.1.1) sont aisément satisfaites. Nous utilisons les mêmes
arguments encore une fois pour affirmer que les hypothèses (1)(3)(4)(5) sont sa
tisfaites. Vérifions l’hypothèse (3)
m+k in
1/k ) [ I rn = 1/m = 1 (1{xk=j?,k=jJ
i=m-1- 1 k (in)
= 1/km(i,u) Eq (1{()} I
(i,71)
= z krn(i.u){(HQ Q)(i.u)}
(in)
= 7r(,) (HQ(t) - Q(t))
où = tiTri,, oeQ (km6:u)) est la probabilité stationnaire du nombre de vi
sites à l’état (i u) avec Q(t) fixe. Remarquons que tous les états doivent être visités
pour assurer la convergence vers l’unique point fixe solution de l’EDO. Si, par
exemple, aucune exploration n’est effecttiée, certaines parties de l’espace d’état ne
sont pas visitées. Les Q-facteurs associés paires état-action non visitées com’ergent
vers une valeur différente de la valecir optimale qui dépend des probabilités sta
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tionnaires obtenues. Si > O pour tous les états, aloi-s
dQ()/dt = (6.6)
Ultimement notre but est de déterminer des taux d’exploration pouvant amélio
rer la performance en ligne à travers l’étude du comportement numérique du Q
Learning.
6.3 EDO et Q-Learning avec exploration
Contrairement aux méthodes de simulation hors-ligne, la mise-à-jour des paires
état-action ne peut être forcée dans un système réel. Le choix de l’action à un
état particulier modifie la trajectoire en cours et peut, dans certaines situations,
réduire les possibilités d’exploration de l’espace d’état pour cette trajectoire. Ainsi
certaines trajectoires moins probables ne seront peut-être jamais explorées si les sé
quences d’actions ne sont pas suffisamment diversifiées. D’autre part, il ne semble
pas essentiel que la valeur du revenu espéré optimal de toutes les paires état-action
soit atteinte. En effet, si ces paires n’appartiennent pas aux trajectoires susceptibles
d’être optimales et n’affectent pas les valeurs des paires appartenant à ces trajec
toires, il n’est pas nécessaire d’obtenir la convergence pour ces paires. Encore une
fois, il s’agit dti conflit entre le contrôle et l’exploration. Afin de mieux analyser les
conséquences de l’absence de contrôle des paires visités, nous proposons un algo
rithme intermédiaire nommé « HybridQL »dans lequel les états sont forcés, mais
une seule action est choisie aléatoirement pour chaque état. Nous introduisons
également l’algorithme qui no LIS concerne particulièrement, l’algorithme d’explo
ration, où l’apprentissage est uniquement basé sur l’observation du système les
états sont choisis aléatoirernent et les états visités sont une conséquence des actions
choisies. Les figures (6.1) et (6.2) présentent une comparaison entre les différents
algorithmes pour un taux d’apprentissage constant de 0.005.
L’amplitude des fluctuations est visiblement affectée par l’ajout d’aléa puisque
toutes les trajectoires ne sont plus systématiquement mises à jour. Pour la mé
thode hybride proposée, comme les trois actions sont choisies avec une probabi
lité égale, on espère obtenir les mêmes résultats de convergence en trois fois plus
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Figure 6.1 — Q(6, 1) en fc du nb d’itérations pour différents algorithmes
d’itérations. L’effet de l’ajout d’aléa est encore plus prononcé sur la courbe identi
fiée « Explorel.OQLO.005 >, puisqu’il n’y a plus aucun contrôle sur les états visités.
Cet algorithme correspond à une version en ligne du Q-Learning pour laquelle
on tenterait aléatoirement toutes les actions, c’est-à-dire une exploration de 100%
(‘yk(i’u) l,Vk). Elle permet une bien meilleure connaissance de l’espace d’état,
donc une meilleure convergence, mais engendre des coûts très élevés liés à l’ex
ploration. En effet, l’espérance de prendre la pire action est la même que l’espé
rance de prendre la meilleure. Dans ce cas, la convergence est toujours garantie
lorsque le nombre d’itérations tend vers l’infini, car toutes les paires état-action
seront visitées infiniment souvent avec probabilité 1, à cause de l’exploration com
plète. Pour une méthode en ligne, les actions sous-optimales génèrent des revenus
sous-optimaux, ainsi l’idéal consiste à appliquer la décision optimale le pius tôt
possible. Les graphes (6.3) et (6.4) illustrent la convergence pour différents taux
d’exploration selon lesquels on prend une action aléatoire avec probabilité 7k (i, u)
plutôt que l’action candidate à l’action optimale. Le taux d’apprentissage tj(i. u) est
fixé à 0.01, mais des résultats similaires sont obtenus pour d’autres taux constant
d’apprentissage.
Tout comme pour le taux d’apprentissage, plus le taux d’exploration est grand
plus la convergence est rapide au début, mais plus la variance autour de la va
leur du revenu espéré optimale est grande également. Dans le premier graphe,
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Figure 6.2
— Norme en fc du nh d’itérations pour différents algorithmes
on voit que la norme converge vers une valeur plus près de zéro pour un taux
de 7k(iu) 0.01 que pour un taux de y’(i,u) 0.1. Nous observons que «Ix
ploreo.OQLO.005 >qui correspond à un taux d’exploration décroissant de 7k(i,u) =
1/(,ih ité,ations prpnire(i, u)) possède le double avantage de converger rapidement
dès le début et de s’approcher de plus en plus vers une valeur unique stable en
fonction du nombre d’itérations. Par contre, la décroissance doit être contrôlée afin
que l’exploration soit complète sur l’espace d’état et que la valeur vers laquelle
convergence le revenu espéré soit effectivement le revenu espéré optimal, donc
que la norme tende vers zéro lorsque le nombre d’itérations tend vers l’infini. En
particuliei si la décroissance est trop rapide, la norme ne tendra pas vers zéro. Un
taux de décroissance approprié pour le Q-Learning hors-ligne peut être trop ra
pide pour le Q-Learning en ligne car la mise à jour ne se fait pas uniformément
sur l’espace d’état, mais dépend plutôt des paires état-action visitées. Les graphes
obtenus avec un taux d’apprentissage constant de 0.001 plutôt que de 0.01 selon
les divers taux d’explorations sont donnés par (6.5) et (6.6).
Nous observons déjà une déterioration par rapport au taux constant 0.01. Les
graphes (6.7) et (6.8) présentés ci-bas permettent de comparer l’effet d’un taux
d’apprentissage décroissant selon les divers taux d’exploration.
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Figure 6.3
— Q(6, 1) en fc du nb d’itérations pour différents taux d’exploration avec
ri = 0.01
Les résultats obtenus sont encore moins valables puisque la décroissance mène à
un taux d’exploration encore plus faible. Les graphes précédents illustrent la sen
sibilité de la convergence aux variations des deux taux, particulièrement au taux
d’apprentissage. Observons que même si de la décroissance géométrique
(1 /nbSi’muiation$) du taux d’apprentissage résultait la meilleure convergence pour
le Q-Learning hors-ligne, nous obtenons de meilleurs résultats avec un tattx d’ap
prentissage constant de 0.01 ou même de 0.001 pour le Q-Learning en ligne. Spé
cifions que la mise à jour du taux d’apprentissage décroissant fût faite à chaque
100 itérations (100/ribSimnÏatiorLs) et que la mise à jour du taux d’exploration dé
croissant fût faite à chaque 1000 itérations (1000/n.bSimuiations) afin d’obtenir tine
convergence plus rapide. Ainsi, la vitesse de décroissance des deux taux est réduite
d’avantage encore.
D’autre part, comme nous désirons avant tout maximiser le revenu espéré moyen,
il convient d’étudier les effets des différents taux d’apprentissage et d’exploration
sur le revenu espéré moyen. Les graphes (6.9),(6.10) et (6.11) illustrent bien qu’il est
encore une fois plus avantageux d’utiliser un taux d’apprentissage constant plus
grand que le taux optimmal du Q-Learning hors-ligne et un taux d’exploration
décroissant.
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Figure 6.4 — Norme en fc du nb d’itérations pour différents taux d’exploration avec
7) 0.01
En se basant sur ces graphes nous pouvons supposer que pour l’ensemble des
taux d’exploration, les revenus moyens associés au taux d’exploration 0.001 mais
surtout 0.01 croissent le plus rapidement, particulièrement dans le cas où le taux
d’explbration est décroissant. En effet, dans ce cas le revenu augmente jusqu’à 375
000$ alors que pour les autres taux d’exploration, il ne se rend à plus haut que 300
000$ pour le même nombre d’itérations. Ensuite, afin de confirmer les résultats,
nous avons fait varier le taux d’exploration pour des taux d’apprentissage donné.
Selon les graphes obtenus, nous confirmons qu’un taux d’exploration décroissant
et im taux d’apprentissage constant bien choisie produisent les meilleurs revenus
espérés moyens.
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Figure 6.5 — Norme en fc du nb d’itérations avec 7] 0.01 pour différents taux
d’exploration
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Figure 6.6 — Valeur de Q(6. Ï) en fonction du nombre d’itérations avec ‘î) = 0.01
pour différents taux d’exploration
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Figure 6.7 — Norme en fc du nb d’itérations avec j décroissant pour différents taux
d’exploration
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Figure 6.8 — Q(6. 1) en fc du nb d’itérations avec décroissant pour différents taux
d’exploration
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Figure 6.11 — Revenu en fc du nb d’itérations pour = 0.01 et différents taux
d’exploration
Partie V
Résumons les divers résultats de convergence présentés: d’abord
la convergence en loi pour le Q-Learning avec taux d’apprentis
sage constant, et ensuite la démonstration de la convergence en
loi pour l’algorithme Q-Learning en ligne avec des taux d’appren
tissage et d’exploration constants. Les graphes présentés illustrent
bien les propriétés de convergence de l’EDO ainsi que des diffé
rents algorithmes allant du Q-Learning classique au Q-Learning
en ligne avec exploration. Le dilemme entre le contrôle et l’ex
ploration n’est que partiellement résolu. Les résultats obtenus par
les expériences semblent indiquer qu’un taux d’exploration dé
croissant est optimal, mais nous espérons obtenir des résultats
théoriques dans le futur. Nous estimons que les questions théo
riques que nous avons soulevées sont des questions très impor
tantes dont les applications se situent bien au-delà de l’industrie
aérienne, par exemple en télécommunications, en robotique et en
exploitation minière , et contribueront à la synthèse de méthodes
mathématiques pour l’apprentissage en ligne de divers systèmes
stochastiques complexes.
Parmi les directions de recherche futures enviseageables, notons
1)Rechercher d’un critère d’efficacité pour les méthodes d’appren
tissage itératives, par exemple, en incorporant le coût d’explo
ration (GLYNN et WHITT 1992), 2) Synthétiser des procédures
adaptatives où le coût d’exploration est incorporé à la fonction
objectif (Y]N, KRJSHNAMuR1HY et ION 2004), 3) Chercher des
meilleurs taux d’exploration par le biais du coefficient de Do
brushin pour l’ergodicité utilisé « simulated anneabng »(AARTs
et KORST 1989)(BREMAUD 1999), 4) Résoudre des problèmes de
haute dimension à l’aide des approches de décomposition et d’ap
proximation (KUSHNER et YIN 1997).
CoNcLusIoN
Partie VI
ANNEXE
Psetido-contraction HQ
Dans cette section, nous démontrons que HQ est une pseudo-contraction. Cette
propriété est essentielle pour garantir ta convergence de l’algorithme de Q-Learning.
Nous nous référons à cette section à quelques reprises au cours de la thèse. Tout
d’abord, pour un certain vecteur r on définit la norme pondérée maximale comme
suit
IIrH = max (6.7)
iE5 (z)
Une fonction H : W — ll est dite pseudo-contraction de norme pondérée maxi
male s’il existe une valeur r E W, un vecteur = ((1). (n)) E W et une
constante E [0, 1) telle que
IIHr — rJ < r — r*Ie, Vr. (6.8)
Cette condition de pseudo-contraction implique que r esttm point fixe de H, c’est-
à-dire que Hr* = r. Ce point fixe est Linique puisque < 1 et qu’en supposant
qu’il en existe un autre on aurait que lir — rH HHr — r*H < lIT — r*lI, donc
I r r*Il = O et finalement r r. De plus, l’existence d’un point fixe est garantie
si H est une fonction contractante c’est-à-dire si lHr — HII /3 H” — Vr. .
Soit la proposition suivante tirée de [Bertsekas, Tsitsiklis p.249], liée aux problèmes
stochastiques de plus court chemin, assurant que HQ est effectivement une trans
formation contractante
Proposition 6.1 Si toutes les politiques stationnaires sont propres alors il existe ttn nec
teur avec des composantes positives tc’l que les transfonnations T et T,, polo’ toute poli
tique stationnaire p., sont des tmnsforinations contractantes par rapport à la norme pondé—
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rée maximale. En particztlie; il existe E [0 1) tel (711e:
(u) </(i). i. u E U(i) (6.9)
jES
Preuve Pour n’importe quel vecteur Q de Q-facteurs on définit
Q(’i, u)IQH = max (6.10)
i,uEU(i) (z)
Ensuite, pour n’importe qtiel couple de vecteurs Q et , nous avons:
I(HQ)(i, u) - (H)(i, u) < pjj(’U) mm Q( u) - min Q(j, v)
ZPii(u)Irr)IQ(v) -(j,v)I
jES
< >pjj(u)Q—Q(j)
jES
Q - Q (i). (6.11)
En divisant les deux côtés de l’équation par (i) et en prenant le minimum sur
toutes les paires (i, u), il résulte que HQ — Q — Q (j). On déduit
donc que H est une pseudo-contraction selon la norme pondérée maximale. •
Notation
A t l’ensemble des vecteurs de prix possibles (TPL T. T)
A t la liste finie des prix possibles pour le produit p
C : capacité totale sur le vol avant le début des ventes
Df : durée du vol y
d t état terminal ou destination
E t ensemble des transporteurs aériens offrant le service sur la paire
origine-destination consiérée
f : fonction de transition en PD
g t groupe de clients où g {b (service de base),s (service supérieur)}
i t un état pour les modèles probabilistes avec espace d’état fini
j t un état pour les modèles probabilistes avec espace d’état fini
J t revenu espéré total
k t indice d’itération d’une composante (i,u)
L t temps total entre le début des ventes et le décollage
ni t nombre de visites à un état j
t processus d’arrivées de Poisson homogène
N(t) t processus d’arrivées de Poisson non-homogène
N t nombre d’étapes au total pour un problème DP
‘ri t indice d’événements au cours des trajectoires
p(en indice) t produit sur un vol
P t probabilités de transitions et matrices de probabilités de transitions
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qualité du produit p sur le vol y
T(z, u) : fonction de revenu par étape
R(i, m) : somme des revenus par étape de l’état i jusqu’à la fin lors de la
rri visite à l’état j
s : nombre d’états total lorsque le nombre d’états est fini
S: espace d’état
t : temps continu
T : tarif associé à un produit en particulier p d’un vol y
T : transformation de la fonction J : S —÷ R vers la fonction TJ: S —* R
u e U(x) : décision appartenant à l’espace de décision U(x)qui dépend de l’état x
y: vol
W variable aléatoire normale utilisée en SA
X : capacité résiduelle, composante de l’état
Y : temps résiduel, composante de l’état
Z variable aléatoire représentant l’état
valeur de qualité de l’usager g
valeur du temps de l’usager g
bruit pour approximation stochastique
facteur d’escompte
taux d’apprentissage
: taux d’exploration
F : température pour SA
filtration
)(t,g) : paramètre de l’exponentielle au temps t
règle de décision
u : potentiel à un certain état
w : trajectoire aléatoire
politique de décision
T : temps d’interarrivées entre les évènements n-1 et n
O : paramètre d’optimisation pour AS cas général
O t espace d’état des paramètres O
associé à la norme pour la pseudo-contraction de HQ
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