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2.1 [ $\sim e$ $\ovalbox{\tt\small REJECT}$
, (nonhomogeneous Poisson process, $|$
NHPP ) (Yamada and $|$
Osaki (4) . $t$ $\{N(t), t\geq 0\}$ $|$
. NHPP , $J$
$Pr \{N(t)=n\}=\frac{\{H(t)\}^{n}}{n!}\exp[-H(t)]$ $(n=0,1,2, \ldots)$ , (1) $|$
. , $H(t)$ $N(t)$ $E[N(t)]$ , $|$
$t$ . $|$
$a$ , $t$ $-|$
, $a=E[N(\infty)]$ $|$
$n_{r}(t)=a-H(t)$ , (2) $\lfloor$
. , $t$ , $(t,t+x$]
, NHPP
$R(x|t)=\exp[-\{H(t+x)-H(t)\}]$ $(t\geq 0, x\geq 0)$ , (3)









Goel and Okumoto(7) ,
,
$H(t)\equiv m(t)=a(1-e^{-u})$ $(a>0, b>0)$ , (4)
. , $b$
1 .
) ( 2 ) 2 ,





$H(t) \equiv m_{p}(t)=a\sum_{=1}^{2}pi(1-e^{-b;t})(a>0,0<b_{2}<b_{1}<1, \sum_{=1}^{2}p;=1,0<p;<1)$ , (5)
. , $b$ :
, $i$ 1 $(i=1,2)$ .
(9) Yamada et al.(10) ,
( ) ( ) 2
,
$H(t)\equiv M(t)=a[1-(1+bt)e^{-bt}]$ $(a>0, b>0)$ , (6)
$S$ . , $b$
1 .
Ohba (11) Yamada et d.(12) , ,
,
$H(t)\equiv a(1-e^{-u})/(1+c\cdot e^{-bt})$ $(a>0, b>0, c>0)$ , (7)
$S$ . . . $b$
1 , $c$ .
4 NHPP ,
. ,
, ( ), CPU ,
. Yamada et al.(13) ,
,
,
$H(t)\equiv Z(t)=a(1-\exp[-rW(t)])$ $(a>0,0<r<1)$ , (8)
$W(t)=\alpha(1-\exp[-\beta t^{m}])$ $(\alpha>0, \beta>0, m>0)$
,
. , .
, $r$ , $W(t)$ $t$
(Weibuil) , $\alpha,\beta$,




$X_{i}$ , $F(x_{i})$ $(i=1,2, \ldots, n)$ .
, $X_{i}$ (hazard rate) ,
$z(x_{i}) \equiv\frac{\frac{d}{dx:}F(x_{1})}{1-F(x.\cdot)}$ , (9)
. 2 .




$z(x_{i})=\phi[N-(i-1)]$ $(i=1,2, \ldots, N;N>0, \phi>0)$ , (10)
. , $N$
, $\phi$ 1
1 . (10) , $X_{i}$
,
$R(x_{i})= \exp\vdash\int_{0}^{x}jz(x_{i})dx;]=\exp[-\phi(N-i+1)x:]$ , (11)
$E[X_{i}]= \int_{0}^{\infty}R(x_{i})dx_{i}=1/[(N-i+1)\phi]$ , (12)
.
Schick and Wolverton(6) , (10)
,
$z(x;)=\phi[N-(i-1)]x_{i}$ $(i=1,2, \ldots, N;N>0, \phi>0)$ , (13)
. , $\phi$









, (optimal software release problem)















(1) , $H(t)$ NHPP
. , $T$ ,
$T_{LC}$ . $H(T)$ $T$
,
, $c_{1}H(T)$ $c_{2}\{H(T_{LC})-H(T)\}$ . , $T$
$c_{3}T$ . ,
$C(T, T_{LC})=c_{1}H(T)+c_{2}\{H(T_{LC})-H(T)\}+c_{3}T$ , (16)
. (16) $C(T, T_{LC})$ $T=T^{*}$ .
, (4)- (7) , (4) $m(t)$
. (16) $H(t)$
(4) $m(t)$
$C(T, T_{LC})=c_{1}m(T)+c_{2}\{m(T_{LC})-m(T)\}+c_{3}T$ , (17)
. (17) , $dC(T,T_{LC})/dT=0$
$h_{m}(T)= \frac{C_{3}}{c_{2}-c_{1}}$ , (18)
. (18) $h_{m}(t)$ , $m(t)$ NHPP (intensity function)
$h_{m}(T) \equiv\frac{dm(T)}{dT}=abe^{-bT},$ $h_{m}(0)=ab$ , (19)
, . (19) $h_{m}(t)$ ,
$T$ . , $h_{m}(0)\leq c_{3}/(c_{2}-c_{1})$
(18) , $dC(T, T_{LC})/dT>0(T>0)$ . , (17)
$C(T, T_{LC})$ $T=0$ $T^{*}=0$ . ,
. , $h_{m}(0)>c_{3}/(c_{2}-c_{1})$ (18)
, ,
$T_{0}= \frac{1}{b}\ln[\frac{ab(c_{2}-c_{1})}{c_{3}}]$ , (20)
. , $0<T<T_{0}$ $dC(T, T_{LC})/dT<0$ $T>T_{0}$
$dC(T, T_{LC})/dT>0$ , $T_{0}\leq T_{LC}$ $T=T_{0}$ $C(T\prime T_{LC})$ , $T_{0}>T_{LC}$
$T=T_{LC}$ $C(T, T_{LC})$ . , $T^{*}= \min\{T_{0}, T_{LC}\}$ .
.
[ 1] $c_{2}>c_{1}>0,$ $c_{3}>0$ .
(1) $h_{m}(0)>c_{3}/(c_{2}-c_{1})$ , (18) $T=T_{0}$ ,
$\tau*=\min\{T_{0},T_{LC}\}$ ,
. $T_{0}$ (20) .
5
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(2) $h_{m}(0)\leq c_{3}/(c_{2}-c_{1})$ , $T^{*}=0$ .
, (8) ,
. ,
$c_{3}$ , , . $c_{1}$ $c_{2}$
.
$c_{3}=$ .
, $c_{3}W(T)$ , (8)
$Z(t)$
$C(T, T_{LC})=c_{1}Z(T)+c_{2}\{Z(T_{LC})-Z(T)\}+c_{3}W(T)$ , (21)
. (21) , $dC(T,T_{LC})/dT=0$
$E(T)= \frac{c_{3}}{c_{2}-c_{1}}$ , (22)
. ,
$E(T)\equiv r[a-Z(T)],$ $E(O)=ar$, (23)




[ 2] $c_{2}>c_{1}>0,$ $c_{3}>0$ .
(1) $E(0)\leq c_{3}/(c_{2}-c_{1})$ $T^{*}=0$ . $\backslash$
(2) $E(0)>c_{3}/(c_{2}-c_{1})>E(T_{LC})$ $T^{*}=T_{0}$ , $\tau_{0}$ (24) .




. , (3) (16)
2 (19) $(20)$ .
, (3) $R(x|T)$
, (16) $C(T, T_{LC})$




’ (25)subject to $R(x|T)\geq R_{0},$ $T\geq 0$
$T=T^{*}$ . (4) $m(t)$
, (25)
minimize $[c_{1}m(T)+c_{2}\{m(T_{LC})-m(T)\}+c_{3}T]$ , (26)
subject to $\exp[-\{m(T+x)-m(T)\}]\geq R_{0},$ $T\geq 0$ , (27)
. (27) , $T$ $R(x|0)=\exp[-m(x)]$
$R(x|\infty)=1$ , $R(x|0)<R_{0}<1$ $R(x|T)=R_{0}$
,
$T_{1}= \frac{1}{b}\ln[m(x)/\ln(\frac{1}{R_{0}})]$, (28)
. , 1 , (26) (27)
.
[ 3] $c_{2}>c_{1}>0,$ $c_{3}>0,$ $x\geq 0,0<R_{0}<1$ .




(2) $h_{m}(0)>c_{3}/(c_{2}-c_{1})$ $R(x|0)\geq$ , $T^{*}=T_{0}$ .
(3) $h_{m}(0)\leq c_{3}/(c_{2}-c_{1})$ $R(x|0)<$ , $T^{*}=T_{1}$ .
(4) $h_{m}(0)\leq c_{3}/(c_{2}-c_{1})$ $R(x|0)\geq R_{0}$ , $T^{*}=0$ .
3 , $T_{LC}> \max\{T_{0}, T_{1}\}$ .
5
$n$ ,











$C(n)=c_{1}n+c_{2}(N-n)+c_{3} \sum_{1=1}^{n}E[X_{i}]$ , (29)
. (29) $C(n)$ $n=n^{*}$ , $|$
$\tau*$
$T^{*}= \sum_{:=1}^{n}E[X_{i}]$ , (30)
. (29) , Jelinski and Moranda Schick and Wolverton




(31) $C(n)$ $n=n^{*}$ ,
$Y(n)=-(c_{2}-c_{1})+c_{3}/[(N-n)\phi]$ , (33) $|$
, $Y(n)$ $n$ $|$
$Y(O)=-(c_{2}-c_{1})+c_{3}/(N\phi),$ $Y(N)=\infty$ , (34)
. , $N\phi>c_{3}/(c_{2}-c_{1})$ $Y(0)<0$ ,
$|$
$Y(n)\geq 0$ -n $C(n+1)\geq C(n)$ $C(n)<C(n-1)(n=1,2, \ldots)$
. , (33) $Y(n)=0$
$|$
$n_{0}=\lceil N-c_{3}/\{(c_{2}-c_{1})\phi\}\rceil$ , (35) $|$
, (31) $C(n)$ $n^{*}$ . , $\lceil x\rceil$ $x$
$|$
. , $N\phi\leq c_{3}/(c_{2}-c_{1})$ $Y(0)\geq 0$ , $C(n+1)\geq C(n)(n=0,1,2, \ldots)$
, (31) $C(n)$ $n^{*}=0$ . ,
. Jelinski and Moranda
, .
[ 4] $c_{2}>c_{1}>0,$ $c_{3}>0$ .
$-$
$1$




. $n_{0}$ (35) .
(2) $N\phi\leq c_{3}/(c_{2}-c_{1})$ , $T^{*}=0$ .
8
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, (32) $C(n)$ $n=n^{*}$ , 4 ,
$n_{0}= \lceil N-\frac{\pi}{2\phi}(\frac{C_{3}}{c_{2}-c_{1}})^{2}\rceil$ , (36)
Schick and Wolverton , .
[ 5] $c_{2}>c_{1}>0,$ $c_{3}>0$ .
(1) $N\phi>\pi\{c_{3}/(c_{2}-c_{1})\}^{2}/2$ , (32) $C(n)$
$n^{*}=n_{0}$ ,
$T^{*}= \sum_{=1}^{n0}E[X_{i}]$ ,
. $n_{0}$ (36) .
(2) $N\phi\leq\pi\{c_{3}/(c_{2}-c_{1})\}^{2}/2$ , $T^{*}=0$ .
,
. , (11) (14) ,




subject to $\exp[-(N-n)\phi x]\geq R_{0},$ $n\geq 0$
, Schick and Wolverton ,
minimize [$c_{1}n+c_{2}(N-n)+c_{3} \sum_{=1}^{n}\{\pi/[2(N-i+1)\phi]\}^{\frac{1}{2}}$
, (38)
subject to $\exp[-(N-n)\phi x^{2}/2]\geq R_{0},$ $n\geq 0$
$n$ . (37) (38) ,
$R(x|n)=\exp[-(N-n)\phi x]$ , (39)
$R(x|n)=\exp[-(N-n)\phi x^{2}/2]$ , (40)
. , (39) (40) $R(x|n)$ , $n$
. , $R(x|0)<R_{0}$ $R(x|n)=R_{0}$
$n=n_{1}$ , (39) (40)
$n_{1}=\lceil N+\ln R/(\phi x)\rceil$ , (41)
$n_{1}=\lceil N+2\ln R_{0}/(\phi x^{2})\rceil$ , (42)
58
.
, 3 , Jelinski and
Moranda 6, Schick and Wolverton 7 .
[ 6] $c_{2}>c_{1}>0,$ $c_{3}>0,$ $x\geq 0,0<$ $<1$ .
(1) $N\phi>c_{3}/(c_{2}-c_{1})$ $\exp[-N\phi x|<R_{0}$ , (35) (41)
$n=n_{0}$ $n=n_{1}$ , (37) ,












(4) $N\phi\leq c_{3}/(c_{2}-c_{1})$ $\exp[-N\phi x]\geq R_{0}$ , $T^{*}=$
.
[ 7] $c_{2}>c_{1}>0,$ $c_{3}>0,$ $x\geq 0,0<R_{0}<1$ .
(1) $N\phi>\pi\{c_{3}/(c_{2}-c_{1})\}^{2}/2$ $\exp[-N\phi x^{2}/2]<R_{0}$ , (36)
(42) $n=n_{0}$ $n=n_{1}$ , (38)




















5 , Jelinski and
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