We analyze the effect of finite rate feedback on code-division multiple-access (CDMA) signature optimization and multiple-input multiple-output (MIMO) beamforming vector selection. In CDMA signature optimization, for a particular user, the receiver selects a signature vector from a codebook to best avoid interference from other users, and then feeds the corresponding index back to the specified user. For MIMO beamforming vector selection, the receiver chooses a beamforming vector from a given codebook to maximize the instantaneous information rate, and feeds back the corresponding index to the transmitter. These two problems are dual: both can be modeled as selecting a unit norm vector from a finite size codebook to "match" a randomly generated Gaussian matrix. Assuming that the feedback link is rate limited, our main result is an exact asymptotic performance formula where the length of the signature/beamforming vector, the dimensions of interference/channel matrix, and the feedback rate approach infinity with constant ratios. The proof rests on the large deviations of the underlying random matrix ensemble. Further, we show that random codebooks generated from the isotropic distribution are asymptotically optimal not only on average, but also in probability.
I. INTRODUCTION
I N a direct-sequence code-division multiple-access (DS-CDMA) system, the performance is mainly limited by interference among users. We assume that the receiver (base station) has perfect information of all users' signature. For a particular user, the receiver selects a signature to minimize the interference from other users, and then feeds the corresponding index to the specified user through a feedback link. Dually, consider a multiple-input multiple-output (MIMO) system with Manuscript beamforming vector selection. Take the Rayleigh block fading channel model, and assume that the receiver knows the channel state matrix perfectly. To aid the transmitter, the receiver chooses a beamforming vector from the codebook to maximize the instantaneous information rate, and then feeds back the corresponding index to the transmitter. In both scenarios, we consider a finite feedback rate up to bits. Ideally, if the feedback rate is unlimited, the transmitter is able to obtain interference/channel information with arbitrary accuracy, but this is not practically feasible and it is essential to real systems to understand the effect of finite rate feedback.
This paper is the first to rigorously obtain exact asymptotic performance formulas for both problems in the regime where the signature/beamforming vector, the dimensions of interference/channel matrix, and the feedback rate approach infinity with constant ratios. The same set-ups have been considered previously in [1] - [3] , in which a one-sided bound was presented (this was a lower bound on the CDMA performance, and an upper bound in the case of MIMO). Our approach is fundamentally different. Identifying the underlying problem as a large deviation question for the connected random matrix ensemble provides a unified framework to handle both CDMA and MIMO simultaneously. 1 Further, while [3] discusses the fact that random codebooks are asymptotically optimal on average (their mean performance is the best achievable performance), here we prove the stronger result that random codebooks are asymptotically optimal in probability. 2 The paper is organized as follows. After describing the system models in more detail, Section III presents various needed facts from random matrix theory. Section IV contains the main results. The basic convergence result is Theorem 1, which in turn is based on a random codebook version, Theorem 2, along with a separate argument that any given codebook will not asymptotically outperform its random counterpart. This section concludes with the almost sure optimality, Theorem 4. Once again, all this is based on a large deviation principle for the spectrum of a Wishart type random matrix. That proof is found in the appendices.
II. SYSTEM MODEL

A. CDMA Signature Optimization
In a sampled discrete-time symbol-synchronous DS-CDMA system with users, the received vector can be written where and are the transmitted symbol and the signature vector for user , respectively, and is the additive white Gaussian noise vector with zero mean and covariance matrix . Throughout this paper, we assume that the transmitted symbols 's are independent and subject to unit power constraints, i.e., , . The signature vectors satisfy ; their length is often referred to as processing gain in [3] , [6] , and [7] .
We focus on matched filter receivers, in which the interference seen by user 1 is given by where contains signature vectors of all other users. The information rate of user 1 is, therefore
Remark 1: This differs from the rate achieved by MMSE receivers [6] - [8] . However, our methods carry over to analyzing an MMSE receiver. Each appearance of , in say (6) below, is replaced by , and the proof may be followed verbatim except for the few obvious (and trivial) modifications.
The signature optimization problem is as follows. Assuming that the receiver has perfect knowledge of the 's, it guides a particular user, say user 1, to avoid the others' interference.
Here, a codebook of signature vectors is declared to both the receiver and user 1. Given the other signatures , the receiver selects
The corresponding index is then fed back to user 1 through a finite rate feedback link, with rate up to bits. The finite feedback rate imposes a constraint on the size of the codebook . Therefore, the average interference for user 1 is given by (3) Note that the signature vector is chosen to minimize the interference to user 1 only; we are not considering a joint feedback strategy.
B. MIMO Beamforming Vector Selection
The signal model for a MIMO system with beamforming vector selection is where is the received signal vector, is the channel state matrix, is the beamforming vector satisfying is the transmitted signal with unit power constraint is the white Gaussian noise vector with mean zero and covariance . The dimensions and are the numbers of antennas at the transmitter and receiver.
In the above setting, beamforming vector selection proceeds as follows. We assume the Rayleigh block fading channel model: the channel matrix is comprised of independent identically distributed (i.i.d.) complex Gaussian entries with mean zero and mean-square one remains constant within a fading block, and is independent from one block to another block. In each fading block, the receiver estimates the channel state via pilot signaling. We assume that this estimate is perfect. Now suppose that there is a codebook containing candidate beamforming vectors declared to both transmitter and receiver. The receiver selects a beamforming vector from the codebook to maximize the instantaneous information rate (4) and then feeds the corresponding index back to the transmitter through a feedback link (with bits per fading block). Furthermore, we assume that the channel estimation and feedback happen at the beginning of each fading block. The introduced delay, compared to the length of fading block, can be neglected. Feedback models of this type have been widely studied in [2] , [9] - [12] . The average received signal power is and the average information rate is given by (5) This equality is due to the fact for any matrices and for which both sides are defined.
C. Unified Formulation
The average interference introduced in (3) and the average received power involved in (5) are difficult to quantify as such. However, when and approach infinity with constant ratios, a precise analysis is possible. In particular, let be a codebook (a discrete subset of the unit sphere in ), and let be a random Gaussian matrix with i.i.d. entries. Define (6)
As with with and , we show that and converge, and also compute their limits (Section IV). Given the limiting and , the asymptotic behavior of the average information rate will be characterized in Section IV.
Remark 2:
We have assumed that has i.i.d. entries for a unified formulation while the matrix in CDMA signature optimization is composed of independent and isotropically distributed columns. Importantly, the asymptotic spectral statistics of and are the same as [13, Lemma 1], and so the limit of provides the asymptotic average interference for a fixed user in CDMA.
III. PRELIMINARIES
Henceforth we will use to denote the joint probability measure of the random variables where the subscript emphasizes the dimensionality. For example, let be the standard Gaussian random matrix, be the corresponding singular value decomposition, and be the corresponding singular value vector. Then is the probability measure of is the induced joint probability measure of and , and is the induced marginal probability measure of .
A. Asymptotic Random Matrix Theory
The performance calculation is based on the asymptotic spectral distribution of the matrix . Let be the eigenvalues of and define their the empirical distribution function
As with (8) weakly almost surely, where and . The right-hand side (RHS) is known as the Marcenko-Pastur law; a standard reference is [14] . For later it is useful to define if if and
The asymptotic properties of the minimum and maximum eigenvalues will also figure into our analysis. For any finite , set and Proposition 1: Let with . 1) and almost surely. 2) All moments of and converge. 3) For all measurable sets such that , we have . Proof: The almost sure convergence goes back to [15] , [16] . The convergence of moments is implied by the tail estimate see [17] which contains like estimates for the deviations of . The last claim of this proposition follows from these facts and the Cauchy-Schwarz inequality Last, consider a linear spectral statistic Our results will hinge on the following concentration property. So the claim would follow by Borel-Cantelli granted and that is implied by (8) .
B. Isotropic Distribution
We will make use the isotropic distribution on the Stiefel manifold . This is the unique probability measure such that for any measurable set and for all and [19] , [20, Secs. 2 and 3] , and may be realized as the push forward of the Haar measure on , which is invariant on .
IV. MAIN RESULTS
For all , define otherwise (10) and (11) for any . The map satisfies the basic properties of a good rate function: it vanishes at , is decreasing/increasing to the left/right of this point, and also tends to infinity as or . (Proposition 5 in Appendix A contains detailed statements and proofs of these points.) It is also this case which figures into our basic convergence result for and . 
and (15) denote the conditional averages given . It is clear and Theorem 3: For with and and both with probability one. In turn and Here and below, the almost sure convergence may be considered to take place on the probability space generated by a doubly-infinite array of 's, on which all 's live. Hence, Theorems 2 and 3 combine to yield Theorem 1. As a byproduct, Theorem 2 implies that random codebooks are asymptotically optimal on average. In fact, they are also asymptotically optimal in probability.
Theorem 4: Let again with and . Then, for any and Remark 4: While Theorem 4 has obvious appeal, random codebooks are not so practical to implement due to their built-in high computational complexity. The number of algebraic operations required to evaluate the and functions in (2) and (4) increases exponentially with the feedback rate , and therefore increases exponentially with in our asymptotic regime. To reduce the computational load, pseudorandom codebooks or codebooks with certain structures are preferred in practice.
We close with the following.
Corollary 2:
The asymptotic average information rate of the CDMA system (1) is given by (16) while that of the MIMO system (5) satisfies (17) The proofs of Theorem 2-4 occupy the next Sections IV-A-IV.C. The key step is a large deviation principle established in Theorem 5 in Appendix B. Last, Corollaries 1 and 2 are proved in Appendices C and D, respectively.
A. Average Performance of Random Codebooks
As considerations for and follow the same line, we only give the details for the limit behavior of . For that, the bounds (18) and (19) are established separately. We start by expressing in a more convenient form. Recalling the decomposition , write
The last equality follows from the fact that and have the same law for any given unitary . Note that are i.i.d. exponential random variables of mean one; we will henceforth denote . Also observe that, for , the variables are conditionally independent given . On account of this, we omit the subscript and define the corresponding conditional probability measure (20) in terms of which Thus and (21) This last expression turns attention to the large deviations of . In Theorem 5 we will show: for with and for all (22) almost surely (on the probability space described after Theorem 3, the left-hand side (LHS) is a function of the sequence of 's). With this we may return to (18) and (19 
in which denotes the complement of . The first term is less than for large enough. More simply, the second term in (23) is bounded by which goes to zero as by Proposition 1. Letting and then produces and substitution into (21) completes the proof.
B. Uniform Bounds for Arbitrary Codebooks
Here we prove Theorem 3. Recall the basic quantities of interest (14) and (15), along with the conditional distribution is defined in (20) . We first prepare two lemmas. which says that a random variable having the LHS as its distribution stochastically dominates a random variable with distribution given by the RHS (both variables here may be taken to be supported on ). In symbols As for (24), by definition and the rest is just the union bound Here, denote the individual elements of and the last equality holds since, for fixed and isotropically distributed is isotropically distributed. which holds on account of (25) and the bound (24). We will return to this point during the proof of Corollary 2.
Proof of Theorem 3:
We only provide details for the lower bounds.
For the first half, choose an small enough such that . Since , there is a so that . Also define the event By Proposition 1, Lemma 2, and (22): . Further, on for all large enough it holds
Since was arbitrary, the claim is proved. For the second half, define for any By the first half, . So, for all sufficiently large and again we can now take .
C. Asymptotic Optimality of the Random Codebooks
At last we come to the proof of Theorem 4. As before, it is enough to focus on the case. While the proof of Theorem 2 rests on the probability measure , we now require the measure . These two measures are connected by the joint measure : for any measurable set
We first show that for any Fig. 1 is the and that in Fig. 2 is the . The dashed lines with x markers are for random codebooks while the solid lines with plus markers are for well designed codebooks, which are numerically generated by the criterion of maximizing the minimum chordal distance of the codebook. The solid lines without any markers are the asymptotic performance by Corollary 1. Simulations show that as increase proportionally, the performance ( and ) will get closer to the asymptotic one. Although random codebooks are not optimal for finite dimensional systems, as tend to infinity in the manner discussed, the difference between random codebooks and well-designed codebooks decreases. 
VI. CONCLUSION
In this paper, we analyze the effect of finite rate feedback on CDMA signature optimization and MIMO beamforming vector selection. The main results are the exact asymptotic performance formulas. In addition, we prove that random codebooks are asymptotically optimal not only on average but also in probability. The proofs rest on a large deviation principle derived over a random matrix ensemble.
APPENDIX
A. Properties of Rate Functions
Let be an exponential random variable of mean one, and let with corresponding distribution if otherwise (29)
Recall as well the Marcenko-Pastur law from (8) .
Define the moment generating functions (30) (31) which, as we will show, exists as a monotone limit. Also, for all and , define the rate functions (32) and (33) The next four propositions lay out some basic properties of the 's and the 's. . By dominated convergence we can differentiate inside the integral to produce the bound using the nonnegativity of the integrand in the numerator.
2) The monotonicity of in is obvious from its definition; the limit of as then exists as an extended real number. 3) For any nondegenerate random variable is strictly convex on its domain of definition, see for instance, [ Introduce the following shorthand:
. Also let be the point where which is well defined according to Proposition 4 (2) . Recall that is strictly concave on . We will treat the three cases in turn: 1) is achieved at some ; 2)
; 3)
. Repeated use will be made of the following elementary fact. As a result, there is an so that for Again take . The third case is dual to the second case, and so running through a similar set of arguments will complete the proof.
B. Large Deviations
Here we prove our fundamental large deviation principle for . Proof: The proof uses the strategy behind the Gartner-Ellis Theorem (see [23, Sec. 2.3] ). We only report the details for , as the goes through similarly. As is typical, the upper bound follows from Chebyshev's inequality. Take an almost surely. The last equality rests on the fact that, given , for all satisfies the conditions of Proposition 2 (with an perhaps depending crit-ically on ). Continuing, after taking supremums over in the designated range again almost surely, where we have used Proposition 5 (2) .
For the lower bound we bring in the truncated random variables . Plainly
Assume that we knew that (48) Then, since by Proposition 6 and , the proof of Theorem 5 would be complete. We will actually prove (49) almost surely, which readily implies (48).
The whole point of the introduced truncation is to enable the standard change of measure argument. Let be such that (50) or equivalently, . Such a exists according to Proposition 4 (2) . Noting that define the new probability measure Next let Then (51) Now, by Propositions 2 and 3(1), we have almost surely. Thus, the first two terms of (51) combine to produce the desired lower bound of (recall the choice of from (50)). Hence, it remains to show that (52) almost surely.
For (52), writing
shows it is enough that the second term on the right is bounded away from one. We will employ the upper bound to prove that in fact almost surely. That is, (53) is verified and the proof of the Theorem is complete.
C. Proof of Corollary 1
We first record the fact, established by Verdu [7] . implies that according to (62), and that contradicts that . In summary, we have shown that and . It must then be that . From (62) we then learn that and therefore and . But this agrees with the claimed formula (64) [and so the final case in (60)] when setting . The proof is finished.
We are now ready to pick up the proof of Corollary 1, again we will treat separately the cases identified by (60).
For the first case:
in which the last equality follows from (59). Therefore At the same time, the assumption implies that according to (65). This yields the first part of (13) . For the second case: and where we work on the principle branch of the logarithm and again the last step uses (59). Therefore and producing the first part of (12) . For the last case of (60) once more using (59). This establishes the second parts of (12) and (13), completing the proof of the full statement.
D. Proof of Corollary 2
In both cases we set without any loss of generality. We first prove (16) . Since is convex on by Jensen's inequality. Hence
as we know that On the other hand, given any there exists sufficiently large so that where is defined in Section IV-B. The first inequality follows from splitting the integration domain into two parts:
and The second inequality uses (25). This yields (67) and taking after the fact gives the complementary upper bound for (16) .
For MIMO systems, the upper bound on the average information rate is proved by Jensen's inequality (68) since is increasing. The MIMO lower bound will be proved by random coding argument. In order to show it is sufficient to prove that or, what is the same In fact for some constant . To see this, note from the proof of Theorem 5 that for all large enough is contained in the event that both and are within some of their limits, and the appropriate (Lipschitz) linear statistics is also close to its (almost sure) limit. The probability of the complement of the latter event is exponentially small in (see the proof of Proposition 2). Thus, the second term in (72) tends to zero.
As for the first term in (72): for large , on the set , we have where is from the independence of is from the definition of in (71), recalls , and uses (70). Therefore, for sufficiently large , on the set (73)
Substituting (73) into (72) and taking completes the proof.
