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【摘 要】: 文本聚类是文本挖掘的重要组成部分。本文详细分析了文本聚类的过程 , 并给出了一个文本聚类模型。分析
比较各类聚类算法之后 , 着重研究了一个基于密度的聚类算法 , 以及它在文本挖掘中的具体应用。
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1. 概述
文本挖掘作为数据挖掘的一个分支 , 它把文本型信息源作










规 模 文 本 集 的 组 织 与 浏 览 、文
本集层次归类的自动生成等方
面都具有重要的应用价值。本









目前 , 在信息处理方向上的基本思想是以向量来表示文本 ,
那么选取什么作为特征项呢 , 一般可以选择字、词或词组 , 根据




一字开始 , 逆向抽取最大长度的字符串 , 然后在词典中循环匹配
可以独立成词的子字符串 , 逆向搜索文档直至无词可取。
分词中要注意的是 , 为了更好的体现出文本的语义内容 , 需
要在分词过程中去除停用词 ( 不宜作为文本特征的词 , 如介词、





基本思想是以一个 规 范 化 的 特 征 向 量 来 表 示 文 本 : V ( d) =( t1,
W1; ⋯ ti,Wi; ⋯ tn,Wn) 。其中 ti 为第 i 个特征项 , Wi 为第 i 个
特征项的权重。在之前文本分词的基础上 , 把切分后的词作为向
量的特征项 ti, 将统计过的词频计算后作为向量的权重 Wi 来表












本 中 的 权 重 计 算 方 法 主 要 运 用 TF- IDF 公 式 , 目 前 存 在 多 种
TF- IDF 公式 , 本文中采用的 TF- IDF 公式:
其中 , W(t,d)为词 t 在文本 d 中的权重 , 而 tf(t,d)为词 t 在文













(1) 划分法 : 给定一个有 N 个对象的数据集 , 构造 K 个分
组 , 每一个分组代表一个簇(K<N)。对于给定的 K, 可以给出一个
初始的划分方法 , 以后通过迭代重定位将每个对象归入合适的




(2) 层次法 : 对给定的数据集进行层次的分解 , 直到某种条
件满足为止。层次法又分为自底向上的凝聚法和自顶向下的分
裂法。其基本算法均是迭代分层至某个终止条件。层次法的缺陷
在于 , 一个步骤( 合并或分裂) 完成 , 就不能被撤销。因此需要和
其他算法结合来改进聚类结果。
(3) 基于网格的方法 : 将数据空间划分成有限个单元的网格
结构,所有的处理都是以单个的单元为对象的。从而使得处理速
度加快 , 因为它与目标数据库中记录的个数无关 , 只与数据空间
的单元多少有关。
(4) 基于模型的方法 : 给每一个聚类假定一个模型 , 然后去
寻找能够很好的满足这个模型的数据集。这样一个模型可能是
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度连通特性 , 可以快速发现任意形状的类。其优点在于 , 它可以
发现任意形状的聚类 , 并且不受"噪声"的干扰
基于密度聚类的关键思想是 , 聚类中每个核心点在给定半




在 对 象 集 D 中 , 关 于! 和 MinPts, 对 象 p 直 接 密 度 可 达 至
对象 q 必须满足以下条件 :
1) p∈N!(q) ( N!(q) 是对象集合 D 包含 在 q 的 - 邻 域 内
的子集 )
2)Card(N!(q))#MinPts( Card(N) 表示集合 N 内的对象数量 )
条件 2) 称为" 核心对象条件"。如果一个对象 p 满足该条
件 , 则称 p 为一个"核心对象"。其它对象只有相对于核心对象才
能称为直接密度可达。
定义二 : 密度可达
在对象集 D 中 , 关于 ! 和 MinPts, 对象 p 密度可达 至 对 象
q 必须满足以下条件 : 存在一个对象链 p1, ..., pn, p1 = q, pn =
p, 其中 pi∈D 且 pi+1 关于∈和 MinPts, 直接密度可达至 pi。
密度可达是直接密度可达的传递。密度可达的两个对象关
系通常上是不对称的。也就是说 , p 密度可达 q 并不意味着 q 密
度可达 p, 只有核心对象之间才可以相互密度可达。
定义三 : 密度相连
在对象集 D 中 , 关 于! 和 MinPts, 对 象 p 与 对 象 q 密 度 相
连必须满足以下条件 :
存在一个对象 o∈D, p 和 q 关于! 和 MinPts, 均密度可达
至 o 密度相连的对象是一个对称的关系。
定义四 : 聚类和噪声
在对象集 D 中 , 一个关于! 和 MinPts 的聚类 C 是 D 的一个
非空子集。它满足以下条件 :
1) 极大性 :$p,q∈D: 如果 p∈C 且 q 密度可达 from p 关
于! 和 MinPts, 而且 q∈C.
2) 连 通 性 : $p,q∈C: p 密 度 可 达 to q 关 于 D 中 的 ! 和
MinPts 。
不属于任何聚类的对象为噪声。





( 1) 检查数据库中每个对象的 - 邻域 , 如果一个对象 p 的 -
邻域 N!(p)内包含的对象数目大于 MinPts, 就创建一个包含 N!
(p)中所有对象的新聚类 C。
( 2) 检查 C 中还未处理过的对象 q, 如果 q 的 - 邻域 N!(q)
内包含的对象数目大于 MinPts, 就把 N!(q)中未包含于聚类 C 的
对象加入聚类 C 中。
( 3) 对这些对象做同样的处理。重复( 1) ( 2) , 直到没有新的
对象可以加入聚类 C。




for (int i=1; i<DataSet. Size; i++)
{ Point=DataSet.get(i);
if (Point.Clid==UNCLASSIFIED)





本文从网上采集了 3000 篇文档 , 作为初始文本集。文档表
现 为 : 文 档 内 容 复 杂 , 按 照 不 同 的 网 页 主 题 , 共 采 集 了 10 类 文
档 ; 文档大小差别悬殊 , 去噪后的文档字节数从 83Byte 到 38KB
不等。
按照本文中所述的步骤进行实验。结果表明 , 如果各文档主
题之间区别明显且文档分布稠密 , 实验效果很好 , 聚类结果和文
档的类别基本相符 , 且不受噪声干扰。但是如果各文档的主题接
近或文档内容主题不鲜明 , 则有可能出现将几个聚类簇合并的
现象。本文分析认为 , 在整个文本聚类过程中 , 文档的特征表示
对聚类结果的影响是举足轻重的。
此外 , 本文还用了 K- MEANS 算
法进行了比对运算实验 , 实验结果如
图 2 所示。由此可见在大数据量的情
况 下 , DBSCAN 算 法 时 间 复 杂 度 低 的
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