Coding Schemes for Multiple-Relay Channels by Wu, Xiugang
Coding Schemes for
Multiple-Relay Channels
by
Xiugang Wu
A thesis
presented to the University of Waterloo
in fulfillment of the
thesis requirement for the degree of
Doctor of Philosophy
in
Electrical and Computer Engineering
Waterloo, Ontario, Canada, 2013
c© Xiugang Wu 2013
I hereby declare that I am the sole author of this thesis. This is a true copy of the
thesis, including any required final revisions, as accepted by my examiners.
I understand that my thesis may be made electronically available to the public.
ii
Abstract
In network information theory, the relay channel models a communication sce-
nario where there is one or more relay nodes that can help the information trans-
mission between the source and the destination. Although the capacity of the relay
channel is still unknown even in the single-relay case, two fundamentally different
relay schemes have been developed by (Cover and El Gamal, 1979) for such chan-
nels, which, depending on whether the relay decodes the information or not, are
generally known as Decode-and-Forward (D-F) and Compress-and-Forward (C-F).
In the D-F relay scheme, the relay first decodes the message sent by the source
and then forwards it to the destination, and the destination decodes the message
taking into account the inputs of both the source and the relay. In contrast, the
C-F relay scheme is used when the relay cannot decode the message sent by the
source, but still can help by compressing its observation into some compressed ver-
sion, and forwarding this compression into the destination; the destination then
either successively or jointly decodes the compression of the relay’s observation and
the original message of the source. For the single-relay case, it is known that joint
compression-message decoding, although providing more freedom in choosing the
compression at the relay, cannot achieve higher rates for the original message than
successive decoding.
This thesis addresses some fundamental issues in generalizing and unifying the
above D-F and C-F relay schemes to the multiple-relay case. We first generalize
the C-F scheme to multiple-relay channels, and investigate the question of whether
compression-message joint decoding can improve the achievable rate compared to
successive decoding in the multiple-relay case. It is demonstrated that in the case
of multiple relays, there is no improvement on the achievable rate by joint decoding
either. More interestingly, it is discovered that any compressions not supporting
successive decoding will actually lead to strictly lower achievable rates for the orig-
inal message. Therefore, to maximize the achievable rate for the original message,
the compressions should always be chosen to support successive decoding. Further-
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more, it is shown that any compressions not completely decodable even with joint
decoding will not provide any contribution to the decoding of the original message.
We also develop a new C-F relay scheme with block-by-block backward decoding.
This new scheme improves the original C-F relay scheme to achieve higher rates
in the multiple-relay case as the recently proposed noisy network coding scheme.
However, compared to noisy network coding which uses repetitive encoding/all
blocks united decoding, our new coding scheme is not only simpler, but also reveals
the essential reason for the improvement of the achievable rate, that is, delayed
decoding until all the blocks have been finished.
Finally, to allow each relay node the freedom of choosing either the D-F or C-F
relay strategy, we propose a unified relay framework, where both the D-F and C-F
strategies can be employed simultaneously in the network. This framework employs
nested blocks combined with backward decoding to allow for the full incorporation
of the best known D-F and C-F relay strategies. The achievable rates under our
unified relay framework are found to combine both the best known D-F and C-F
achievable rates and include them as special cases. It is also demonstrated through
a Gaussian network example that our achievable rates are generally better than the
rates obtained with existing unified schemes and with D-F or C-F alone.
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Chapter 1
Introduction
1.1 Information Theory and Network Informa-
tion Theory
In 1948, Claude Shannon, the father of Information Theory, published his revolu-
tionary paper “A Mathematical Theory of Communication” [1]. In the paper, the
most significant result is arguably given by the channel coding theorem, which an-
swers one of the most fundamental questions in information theory, namely, what
is the ultimate transmission rate of communication. Roughly speaking, the chan-
nel coding theorem says that there always exists a maximum achievable rate for a
channel, called the channel capacity, below which the reliable communication can
be implemented while above which the reliable communication is impossible.
Specifically, for the point-to-point channel depicted in Figure 1.1, Shannon
showed that the channel capacity can be elegantly expressed as
C = max
p(x)
I(X;Y ), (1.1)
where X and Y are respectively the input and the output of the channel, I(X;Y ) is
the mutual information betweenX and Y (which will be formally defined in Chapter
2), and the maximum is taken over all input distributions p(x). Information can be
transmitted as reliably as desired if and only if the rate is below the capacity C.
At first sight, the result is rather counter-intuitive. How can one correct all the
1
Figure 1.1: A discrete memoryless channel.
errors introduced by the noisy channel and implement the reliable communication?
Indeed, proving the channel coding theorem is not trivial at all, and several orig-
inal ideas were introduced by Shannon in his 1948 paper. Among these original
ideas, the genius of Shannon was especially revealed by the random coding argu-
ment, where the codebook is randomly generated and the probability of error is
calculated averaged over the whole code ensemble. Then, instead of trying to find
a specific good code, Shannon showed that the error probability averaged over all
the codebooks goes to 0, and thus successfully argued that there exists at least one
good code with vanishing probability of error.
While Shannon’s classical information theory addresses point-to-point channels
and has had profound impact on modern communication systems, network infor-
mation theory considers communication networks containing multiple senders and
receivers, e.g., computer networks and satellite networks, and its main goal is to
find the fundamental limits in network communications and the optimal coding
schemes to achieve these limits. The presence of multiple senders and receivers in
the network brings in many new elements to the communication problems, such
as interference, cooperation and feedback, but also makes the problems difficult to
solve. To date, there is as yet no unified theory of network information flow, al-
though such a complete theory will undoubtedly have wide implications for today’s
communication networks, especially the currently ubiquitous wireless communica-
tion networks.
Nevertheless, there have been some triumphs in solving a few special problems
in network information theory, including distributed lossless source coding [2]-[3],
multiple access channels [4]-[5], Gaussian broadcast channels [6]-[10]. Besides, var-
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ious other special topics have been studied over the past few decades, such as
distributed lossy source coding [11], interference channels [12], relay channels [13]-
[15], and network coding [16]. In this thesis, we will focus on studying the coding
schemes for the relay channels, especially the multiple-relay channels.
1.2 Relay Channel
As a fundamental building block in network information theory, the relay channel
was introduced by van der Meulen [13],[14]. It models a communication scenario
where there is one or more relay nodes that can help the information transmission
between the source and the destination. Note that the relay channel discussed here
should be distinguished from the multi-hop operation in today’s network commu-
nications. The main difference between these two communication models lies in
how to treat the interference: In the multi-hop operation, each receiver treats the
interference introduced by un-intended signals from other transmitters as noise;
however, viewed more fundamentally, even the “interference” could carry useful in-
formation that may be helpful in decoding the signal from the intended transmitter.
Figure 1.2 illustrates this point with a simple three-node network example, where
node 0 is the source, which wants to send information to the destination node 2
with the help of node 1. With multi-hopping, one operates the network as if it is a
concatenation of two separate point-to-point channels, and the signal transmitted
by node 0 causes interference to node 2. However, the fact is that although the
signal transmitted by node 0 is intended for node 1, it carries exactly the same in-
formation that node 2 wants to decode eventually. This observation has motivated
the study of the “relay channel” from an information theoretic point of view, where
the decoding at the destination is based on the signals transmitted by both the
node 0 and node 1.
Formally, a general information theoretic model for the single-relay channel is
depicted in Figure 1.3, where nodes 0, 1, and 2 are the source, the relay, and the
destination, respectively; the relay and the source cooperate to resolve the receiver’s
3
Figure 1.2: Multi-hopping vs. Relaying.
uncertainty. Despite the significant research efforts in the past few decades, the
capacity of the relay channel still remains open even in the single-relay case, except
for a few special classes, e.g., the physically degraded relay channel and the reversely
degraded relay channel [15].
Figure 1.3: The single-relay channel.
Although the capacity of the simplest single-relay channel is still unknown in
general, two fundamentally different relay strategies have been developed by Cover
and El Gamal for such channels [15]. Depending on whether the relay decodes
the information or not, these two strategies are now generally known as decode-
and-forward (D-F) and compress-and-forward (C-F) respectively. In the D-F relay
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strategy, the relay first decodes the message sent by the source and then forwards it
to the destination, and the destination decodes the message taking into account the
inputs of both the source and the relay. With the D-F relay strategy, the following
rate is achievable:
R < max
p(x0,x1)
min{I(X0;Y1|X1), I(X0, X1;Y2)} (1.2)
where, the first condition R < I(X0;Y1|X1) makes node 1 able to decode the
message based on the signal transmitted by node 0, and the second condition
R < I(X0, X1;Y2) makes node 2 able to decode the message based on the sig-
nals transmitted by node 0 and node 1 together. Notably, the maximization in
(1.2) is over p(x0, x1), rather than p(x0)p(x1), which suggests that (1.2) can only be
achieved by node 0 and node 1 cooperating with each other when transmitting sig-
nals. To accomplish such cooperation, an essential technique called block Markov
coding was employed in the D-F coding scheme developed in [15]. Besides, the
scheme in [15] also used irregular encoding with codebooks of different sizes at the
source and at the relay, random partitioning (binning), and successive decoding.
Subsequently, some other D-F coding schemes also achieving (1.2) were found in
[17]-[18].
In contrast, the C-F relay strategy is used when the relay cannot decode the
message sent by the source, but still can help by compressing its observation Y1 into
Yˆ1, and forwarding this compressed version to the destination via X1, as illustrated
in Figure 1.4. The destination then either successively or jointly decodes the com-
Figure 1.4: C-F for the single-relay channel.
pression of the relay’s observation and the original message of the source. In the
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original C-F scheme of [15], the decoder performs successive compression-message
decoding, i.e., it first decodes the compression of the relay’s observation, and then
decodes the original message of the source, leading to the following achievable rate:
R < max
p(x0)p(x1)p(yˆ1|y1,x1)
I(X0; Yˆ1, Y2|X1) (1.3)
such that I(Y1; Yˆ1|X1, Y2) ≤ I(X1;Y2), (1.4)
where (1.4) ensures that the compression Yˆ1 can be first recovered at the destination,
and (1.3) ensures that the destination can decode the original message X0 based
on Yˆ1 and Y2 together.
The two-step compression-message successive decoding process in [15] requires
Yˆ1 to be decoded first, which facilitates the decoding of X0, but is not a requirement
of the original problem. Recognizing this, a joint compression-message decoding
process was proposed in [19], where, instead of successively, the destination decodes
Yˆ1 and X0 together. It turns out that the decoding of X0 can be helped even if
Yˆ1 cannot be decoded first. In fact, with joint decoding, the constraint (1.4) is not
necessary, and instead of (1.3), the achievable rate is expressed as
R < max
p(x0)p(x1)p(yˆ1|y1,x1)
I(X0; Yˆ1, Y2|X1)−max{0, I(Y1; Yˆ1|X1, Y2)−I(X1;Y2)}. (1.5)
Similar formulas as (1.5) have been derived with different arguments in [20]-[22].
Therefore, compared to successive decoding, joint compression-message decoding
provides more freedom in choosing the compression Yˆ1. However, the question re-
mains whether joint decoding achieves strictly higher rates for the original message
than successive decoding. For the single relay case, it was proved in [22] that the
answer is negative, and any rate achievable by either of them can always be achieved
by the other, i.e., the achievable rates in (1.3)-(1.4) and (1.5) are essentially the
same.
1.2.1 Motivations
A natural extension of the single-relay channel in Figure 1.3 is to the case of mul-
tiple relays depicted in Figure 1.5, where nodes 0 and n+ 1 are the source and the
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destination respectively, and nodes 1, 2, . . . , n are the n relay nodes that constitute
the relay nodes set, denoted by N . There have been some works on generalizing the
Figure 1.5: The multiple-relay channel.
above D-F and C-F relay strategies to such multi-relay channels [24]-[30]. Specif-
ically, the generalization of D-F to the multi-relay channel has been completely
resolved, and the schemes presented in [27]-[30] provided the best D-F rate in the
multiple-relay case. However, when generalizing C-F to the multiple-relay case,
there are still several fundamental issues left unaddressed, such as, how to gen-
eralize the compression-message joint decoding scheme to the multiple-relay case,
whether compression-message joint decoding can improve the achievable rate com-
pared to successive decoding in the multiple-relay case, and whether there exists
any better C-F relay scheme than the conventional schemes [15], [19] in the case of
multiple relays. One of the purposes of this thesis is to address these issues.
Our thesis also addresses the issue of unifying the D-F and C-F relay strategies
for general multi-relay channels. In the above discussions, all the relay nodes in
the network perform only one type of relay strategy, either D-F or C-F. However,
to obtain higher achievable rate, it might be better to let each relay node choose
from D-F and C-F its relay strategy depending on the channel condition, e.g., let
the relay node close to the source perform D-F while let the relay node close to
the destination perform C-F. This has motivated the second line of research in our
thesis, namely, the investigation of a unified relay framework where both the D-F
and C-F strategies can be employed simultaneously in the network.
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1.2.2 Contributions
The contributions of this thesis can be summarized as follows. All our results in
this thesis have been published or accepted for publication in [33]-[37].
• We generalize the conventional C-F relay scheme to the multiple-relay case.
As in the conventional scheme for the single-relay case, our generalized C-
F scheme is also based on block-by-block forward decoding. Different from
the previous generalization [30], which only considers compression-message
successive decoding, our generalization includes two decoding methods: either
the original compression-message successive decoding or compression-message
joint decoding.
• We further investigate the question of whether the freedom of selecting the
compressions in compression-message joint decoding can improve the achiev-
able rate of the original message when C-F is generalized to multiple-relay
channels. It is demonstrated that in the case of multiple relays, there is
no improvement on the achievable rate by joint decoding either. More in-
terestingly, it is discovered that any compressions not supporting successive
decoding will actually lead to strictly lower achievable rates for the original
message. Therefore, to maximize the achievable rate for the original message,
the compressions should always be chosen to support successive decoding.
• We then develop a new C-F relay scheme with block-by-block backward de-
coding. To our knowledge, this is the first time of backward decoding being
applied to the C-F scheme. It turns out that our new C-F scheme achieves
the same rate as the recently proposed “noisy network coding” scheme [32],
which improves the achievable rate of the conventional C-F scheme in the case
of multiple relays although no improvement is shown in the single relay case.
However, compared to the noisy network coding scheme which uses repetitive
encoding/all blocks united decoding, our coding scheme is not only simpler,
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but also reveals the essential reason for the improvement of the achievable
rate, that is, delayed decoding until all the blocks have been finished.
• Similarly, our new C-F relay scheme can also be combined with compression-
message successive decoding or joint decoding, and it is shown that the achiev-
able rate with our new scheme is maximized only when the compressions are
chosen to support successive decoding. Furthermore, it is shown that any
compressions not completely decodable even with joint decoding will not pro-
vide any contribution to the decoding of the original message.
• Finally, to allow each relay node the freedom of choosing either the D-F or
C-F relay strategy, we propose a unified relay framework, where both the
D-F and C-F strategies can be employed simultaneously in the network. This
framework employs nested blocks combined with backward decoding to allow
for the full incorporation of the best known D-F and C-F relay strategies.
The achievable rates under our unified relay framework are found to combine
both the best known D-F and C-F achievable rates and include them as special
cases. It is also demonstrated through a Gaussian network example that our
achievable rates are generally better than the rates obtained with existing
unified schemes and with D-F or C-F alone.
1.3 Organization of Thesis
The remainder of this thesis is organized as follows.
Some preliminaries are first given in Chapter 2. As the prerequisite knowledge
for later discussions, we first introduce some classical results in single-user infor-
mation theory, such as the concepts and properties of typical sequences as well as
a formal statement of the channel coding theorem. Then a quick review of several
related multi-user communication problems is presented. Finally, some formal defi-
nitions on the relay channel, and two fundamental relay schemes, namely, D-F and
C-F, are discussed.
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In Chapter 3, we discuss the conventional C-F relay scheme with forward decod-
ing. We first generalize the conventional C-F scheme to the multiple-relay case, and
then prove the optimality of compression-message successive decoding, in the sense
that to maximize the achievable rate, the compressions at the relays must be chosen
to support successive decoding. An optimality-robustness tradeoff is discussed with
a Gaussian relay channel example.
In Chapter 4, we develop the new C-F relay scheme with backward decoding.
In particular, we develop the following two schemes:
• cumulative encoding/block-by-block backward decoding/compression-message
successive decoding
• cumulative encoding/block-by-block backward decoding/compression-message
joint decoding
and prove that they achieve the equivalent rate as the recently proposed noisy net-
work coding scheme. In proving such a rate equivalence, the optimality of successive
decoding and necessity of joint decodability are also demonstrated.
Chapter 5 proposes a unified relay framework where both the D-F and C-F
strategies can be employed simultaneously in the network. Nested blocks combined
with backward decoding are used to establish the achievable rates, which are found
to combine both the best known D-F and C-F achievable rates and include them as
special cases. A Gaussian two-relay channel is used as an example to demonstrate
that our achievable rates are generally better than the rates obtained with existing
unified schemes and with D-F or C-F alone.
Finally, we conclude this thesis and propose some future work in Chapter 6.
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Chapter 2
Preliminaries
2.1 Basics in Information Theory
In this section, we introduce some basic and important tools and results in infor-
mation theory, which will be used throughout this thesis. We begin with some
standard definitions on information measures [44, Ch.2].
2.1.1 Entropy and Mutual Information
Let X be a discrete random variable with alphabet X and probability mass function
p(x) = Pr(X = x), x ∈ X .
Definition 2.1.1. The entropy H(X) of a discrete random variable X is defined
by
H(X) = −
∑
x∈X
p(x) log p(x).
The above definition of entropy can be extended to a pair of random variables.
Definition 2.1.2. The joint entropy H(X, Y ) of a pair of discrete random variables
(X, Y ) with a joint distribution p(x, y) is defined as
H(X, Y ) = −
∑
x∈X
∑
y∈Y
p(x, y) log p(x, y).
We can also define the conditional entropy.
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Definition 2.1.3. If (X, Y ) ∼ p(x, y), then the conditional entropy H(Y |X) is
defined as
H(Y |X) = −
∑
x∈X
p(x)
∑
y∈Y
p(y|x) log p(y|x).
The definition of mutual information is as the following.
Definition 2.1.4. Let (X, Y ) be a pair of random variables with a joint probability
mass function p(x, y) and marginal probability mass functions p(x) and p(y). The
mutual information I(X;Y ) is defined as
I(X, Y ) =
∑
x∈X
∑
y∈Y
p(x, y) log
p(x, y)
p(x)p(y)
.
2.1.2 Typical Sequences
We now introduce the definitions of typical sequences for discrete random variables,
and some of their properties [44], [45].
Definition 2.1.5. A sequence xT ∈ X T is said to be -typical with respect to a
distribution p(x) on X if:
1. For all a ∈ X with p(a) > 0, we have∣∣∣∣ 1T N(a|xT )− p(a)
∣∣∣∣ < |X |
2. For all a ∈ X with p(a) = 0, N(a|xT ) = 0
where N(a|xT ) is the number of occurrences of the symbol a in the sequence xT .
The set of sequences xT ∈ X T such that xT is typical is called the typical set
and is denoted by A
(T )
 (X) or A
(T )
 when the random variable is understood from
the context.
Theorem 2.1.1 (Asymptotic Equipartition Property(AEP)). Let XT be a sequence
of length n drawn i.i.d. according to p(xT ) =
∏T
i=1 p(xi), then:
1. Pr(A
(T )
 ) > 1−  for T sufficiently large;
2. |A(T ) | ≤ 2T [H(X)+′];
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3. |A(T ) | ≥ (1− )2T [H(X)−′] for T sufficiently large;
where |A| denotes the number of elements in the set A and ′ → 0 as → 0.
The definition of typicality can be extended to a pair of sequences.
Definition 2.1.6. A pair of sequences (xT , yT ) ∈ X T × YT is said to be -jointly
typical with respect to a distribution p(x, y) on X × Y if:
1. For all (a, b) ∈ X × Y with p(a, b) > 0, we have∣∣∣∣ 1T N(a, b|xT , yT )− p(a, b)
∣∣∣∣ < |X ||Y| (2.1)
2. For all (a, b) ∈ X × Y with p(a, b) = 0, N(a, b|xT , yT ) = 0.
where N(a, b|xT , yT ) is the number of occurrences of the pair (a, b) in the pair of
sequences (xT , yT ).
From the definition, it follows that if (xT , yT ) ∈ A(T ) (X, Y ), then xT ∈ A(T ) (X).
2.1.3 Channel Capacity
Before formally stating the channel coding theorem, we need a few definitions [44,
Ch. 8].
Definition 2.1.7. A discrete channel, denoted by (X , p(y|x),Y), consists of two
finite sets X and Y and a collection of probability mass functions p(y|x), one for
each x ∈ X , such that for every x and y, p(y|x) ≥ 0, and for every x, ∑y p(y|x) = 1,
with the interpretation that X is the input and Y is the output of the channel. The
transition probability for the T -th extension of the discrete memoryless channel
(without feedback) is defined as p(yT |xT ) = ∏Ti=1 p(yi|xi).
Definition 2.1.8. An (M,T ) code for the channel (X , p(y|x),Y) consists of the
following:
1. An index set {1, 2, . . . ,M}.
2. An encoding function XT : {1, 2, . . . ,M} → X T , yielding codewords
XT (1), XT (2), . . . , XT (M).
The set of codewords is called the codebook.
3. A decoding function g : YT → {1, 2, . . . ,M}, which is a deterministic rule
which assigns a guess to each possible received vector.
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Definition 2.1.9 (Probability of error). Let
λi = Pr(g(Y
T ) 6= i|XT = XT (i)) =
∑
yT :g(yT )6=i
p(yT |xT (i))
be the conditional probability of error given that index i was sent. The maximal
probability of error λ(T ) for an (M,T ) code is defined as
λ(T ) = max
i∈{1,2,...,M}
λi.
The average probability of error P
(T )
e for an (M,T ) code is defined as
P (T )e =
1
M
M∑
i=1
λi.
Definition 2.1.10 (Achievable rate and capacity). The rate R of an (M,T ) code is
R = logM/T bits per transmission. A rate R is said to be achievable if there exists
an sequence of (2TR, T ) codes such that the maximal probability of error λ(T ) tends
to 0 as T → ∞. The capacity of a discrete memoryless channel is the supermum
of all achievable rates.
We now formally state Shannon’s channel coding theorem.
Theorem 2.1.2 (The Channel Coding Theorem). All rates below capacity C =
maxp(x) I(X;Y ) are achievable. Specifically, for every rate R < C, there exists a
sequence of (2TR, T ) codes with maximum probability error λ(T ) → 0.
Conversely, any sequence of (2TR, T ) codes with λ(T ) → 0 must have R ≤ C.
At first glance, the result is rather counter-intuitive. How can one correct all the
errors introduced by the noisy channel and implement the reliable communication?
To prove the achievability part, Shannon used a number of new ideas. These original
ideas include: i) allowing a vanishing probability of error instead of requiring zero
probability of error; ii) using the channel many times instead of only once to put
the law of large numbers into effect; iii) randomly generating the codebook and
calculating the probability of error averaged over the code ensemble. By showing
the error probability averaged over all the codebooks goes to 0, it can be argued
that there exists at least one good code with vanishing probability of error.
To prove the converse part, we need the Fano’s Inequality and the details can
be found in [44]. This converse is sometimes called the weak converse to channel
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coding theorem. It is also possible to prove a strong converse, which states that for
rates above capacity, the probability of error goes exponentially to one [45], [46].
Thus, the capacity C is a sharp threshold between perfectly reliable and completely
unreliable communication.
2.2 Several Related Problems in Network Infor-
mation Theory
In this section, we consider several related multi-user communication models, in-
cluding distributed lossless source coding, multiple access channel and broadcast
channel. The relay channel will be treated in details in the next section.
2.2.1 Slepian-Wolf Coding
We know that a rate R > H(X) is sufficient to encode the source X. Now, consider
the source coding problem presented in the Figure 2.1, whereX and Y are correlated
but encoded separately. It is natural to ask what is the sufficient rate pairs for the
decoder to reconstruct both X and Y .
Figure 2.1: Slepian-Wolf coding.
The achievable rate pair is defined as the following.
Definition 2.2.1. A rate pair (R1, R2) is said to be achievable if there exists
a sequence of ((2TR1 , 2TR2), T ) distributed source codes with probability of error
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P
(T )
e → 0, and the closure of the set of achievable rate pairs is called the achievable
rate region.
The achievable rate region was established by Slepian and Wolf [2].
Theorem 2.2.1 (Slepian-Wolf Theorem). For the distributed source coding problem
for the source (X, Y ) drawn i.i.d. ∼ p(x, y), the achievable rate region is given by
R1 ≥ H(X|Y ), (2.2)
R2 ≥ H(Y |X), (2.3)
R1 +R2 ≥ H(X, Y ). (2.4)
Random Binning and Achievability
The Slepian-Wolf Theorem was then extended to jointly ergodic sources by
Cover [3]. In his paper, Cover used a binning argument, which has evolved to one
of the most significant techniques besides Shannon’s random coding.
Briefly speaking, the technique is to randomly assign 2TH(X) and 2TH(Y ) typ-
ical sequences to 2TR1 and 2TR2 indexed bins respectively, such that there are
2T (H(X)−R1) or 2T (H(Y )−R2) sequences in each bin. Given a realization xT (or yT ),
the encoder just simply transmits the index of the bin containing xT (or yT ) and
the decoder uses the method of jointly decoding, i.e., finding the jointly typical pair
(xT , yT ) contained in the bins corresponding to the received bin index. Readily we
can see that, if R1 +R2 > H(X, Y ), then the probability that there exists another
jointly typical sequence pair can be driven to 0 as T →∞. This is the idea of ran-
dom binning and the outline of the achievability of Slepian-Wolf Theorem. Note
that the binning technique was also employed in the original C-F scheme for the
relay channel [15], which will be discussed in the next section.
2.2.2 Multiple Access Channel
In the multiple access channel as depicted in Figure 2.2, sender 1 chooses an index
W1 uniformly from the set {1, 2, · · · , 2TR1} and sends the corresponding codeword
over the channel and sender 2 does likewise simultaneously.
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Figure 2.2: The multiple access channel.
A rate pair (R1, R2) is said to be achievable for the multiple access channel if
there exists a sequence of ((2TR1 , 2TR2), T ) codes with P
(T )
e → 0, and the closure of
the set of achievable rate pairs is called the capacity region. The multiple access
channel capacity region was found by Ahlswede [4] and Liao [5]:
Theorem 2.2.2. The capacity region of a multiple access channel is given by the
convex hull of all (R1, R2) satisfying
R1 ≤ I(X1;Y |X2), (2.5)
R2 ≤ I(X2;Y |X1), (2.6)
R1 +R2 ≤ I(X1, X2;Y ), (2.7)
for some product distribution p(x1)p(x2) on X1 ×X2.
2.2.3 Broadcast Channel
The broadcast channel was firstly introduced by Cover in [6]. This channel describes
the scenario where there is one sender and multiple (two or more) receivers, as illus-
trated in Figure 2.3. Although the capacity region for general broadcast channels
is still unknown, it has been determined for some special classes, for example, the
degraded broadcast channels [7], [8], [9].
Definition 2.2.2. A broadcast channel is said to be physically degraded if
p(y1, y2|x) = p(y1|x)p(y2|y1). (2.8)
A broadcast channel is said to be stochastically degraded if its conditional marginal
distributions are the same as that of a physically degraded broadcast channel.
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Figure 2.3: The broadcast channel.
Since the capacity region of a broadcast channel depends only on the conditional
marginal distributions p(y1|x) and p(y2|x) [44], both the physically degraded and
the stochastically degraded broadcast channels have the same capacity region if
they share the same conditional marginal distributions. The capacity region of
degraded broadcast channel was first conjectured by Cover in [6], and then proved
to be achievable by Bergmans [7], using the idea of superposition coding. Finally
Bergmans [9] and Gallager [8] established the converse.
Theorem 2.2.3. The capacity region for sending independent information over the
degraded broadcast channel X → Y1 → Y2 is the convex hull of the closure of all
(R1, R2) satisfying
R2 ≤ I(U ;Y2), (2.9)
R1 ≤ I(X;Y1|U) (2.10)
for some joint distribution p(u)p(x|u)p(y1, y2|x), where the auxiliary random vari-
able U has cardinality bounded by |U| ≤ min{|X |, |Y1|, |Y2|}.
2.3 Relay Channel
2.3.1 Single-Relay Case
The relay channel was introduced by van der Meulen [13],[14]. A general model
for the discrete memoryless single-relay channel is depicted in Figure 1.3, which
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can be viewed as a combination of a broadcast channel (from source to relay and
destination) and a multiple access channel (from source and relay to destination).
Formally, the channel consists of four finite sets X0, X1, Y1 and Y2, and a collection
of probability mass functions p(·, ·|x0, x1) on Y1×Y2, one for each (x0, x1) ∈ X0×X1.
The interpretation is that x0 is the input to the channel from the source node 0, y2
is the output of the channel to the destination node 2, and y1 is the output received
by the relay node 1. The relay sends an input x1 based on what it has received:
x1(t) = r1,t(y1(t− 1), y1(t− 2), . . .), for every time t, (2.11)
where r1,t(·) can be any causal function.
Although the exact capacity of the general relay channel is still unknown after
several decades’ effort, two fundamental coding schemes have been developed in [15],
which, depending on whether the relay decodes the information or not, are generally
known as decode-and-forward (D-F) and compress-and-forward (C-F) respectively.
The coding theorems with D-F and C-F in their original forms [15] are presented
respectively in the following.
Theorem 2.3.1. For the single-relay channel, a rate R is achievable with D-F if
for some p(x0, x1),
R < min{I(X0;Y1|X1), I(X0, X1|Y2)}. (2.12)
Proof. Random coding and binning: First randomly generate 2TR0 i.i.d. sequences
according to p(xT1 ) = Π
T
t=1p(x1t), indexed as x
T
1 (s), s ∈ [1, 2TR0 ] and for each
xT1 (s), generate 2
TR conditionally independent sequences xT0 (w|s), w ∈ [1, 2TR] ac-
cording to p(xT0 |xT1 (s)) = ΠTt=1p(x0t|x1t(s)). Then randomly distribute the indexes
1, · · · , 2TR to 2TR0 bins S1, · · · , S2TR0 such that each message index w is corre-
sponding to a bin index s, i.e., contained in the bin Ss.
Encoding: At block b, let wb be the new index to be sent and assume wb−1 ∈ Ssb .
The source sends xT0 (wb|sb) while the relay estimates wb−1 by ˆˆwb−1 and sends xT1 (ˆˆsb)
assuming ˆˆwb−1 ∈ Sˆˆsb .
Decoding: At the end of block b, the decoding is implemented as follows:
1. Upon estimating sb by ˆˆsb and receiving y
T
1 (b), the relay claims that the mes-
sage ˆˆwb = w is sent iff there exists a unique w such that (x
T
0 (w|ˆˆsb), yT1 , xT1 (ˆˆsb))
are jointly typical. This decoding error probability can be arbitrarily small if
R < I(X0;Y1|X1).
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2. Upon receiving yT2 (b), the receiver claims that the message sˆb = s is sent iff
there exists a unique s such that (yT2 , x
T
1 (s)) are jointly typical. This decoding
error probability can be arbitrarily small if R0 < I(X1;Y2).
3. The receiver calculates his ambiguity set L(yT2 (b − 1)) consisting of all wb−1
such that (xT0 (wb−1|sˆb−1), yT2 (b − 1), xT1 (sˆb−1)) are jointly typical. Assuming
that sb is decoded successfully, the receiver claims that wˆb−1 = w is sent iff
there exists a unique w ∈ Ssb ∩L(yT2 (b− 1)). This decoding error probability
can be arbitrarily small if R < I(X0;Y2|X1) + R0. Obviously, the receiver is
always one block behind. In B blocks of transmission, a sequence of B − 1
indices will be sent, resulting in the actual rate R(B−1)/B that is arbitrarily
close to R as B →∞. Combining all the above, we establish Theorem 2.3.1.
Theorem 2.3.2. For the single-relay channel ,a rate R is achievable with C-F if
for some p(x0)p(x1)p(yˆ1|x1, y1)
R < I(X0; Yˆ1, Y2|X1), (2.13)
and
I(X1;Y2) ≥ I(Y1; Yˆ1|Y2, X1). (2.14)
Proof. Random coding and binning: Randomly generate 2TR0 sequences according
to p(xT1 ) = Π
T
t=1p(x1t), indexed as x
T
1 (s), s ∈ [1, 2TR0 ] and 2TR sequences ac-
cording to p(xT0 ) = Π
T
t=1p(x0t), indexed as x
T
0 (w), w ∈ [1, 2TR]. For each xT1 (s),
generate 2TRˆ sequences according to p(yˆT1 |xT1 (s)) = Πp(yˆ1t|x1t(s)), where p(yˆ1|x1) =
Σx0,y1,y2p(yˆ1|x1, y1)p(x0)p(y1, y2|x0, x1), indexed as yˆT1 (z|s), z ∈ [1, 2TRˆ], s ∈ [1, 2TR0 ].
Then randomly distribute the indexes 1, · · · , 2TRˆ to 2TR0 bins S1, · · · , S2TR0 .
Encoding: At block b, let wb be the new index to be sent and assume
(yˆT1 (zb−1|sb−1), yT1 (b− 1), xT1 (sb−1))
are jointly typical and zb−1 ∈ Ssb . The codeword pair (xT0 (wb), xT1 (sb)) are sent.
Decoding: At the end of block b, the decoding is implemented as follows:
1. Upon receiving yT2 (b), the receiver claims that the message sˆb = s is sent iff
there exists a unique s such that (yT2 , x
T
1 (s)) are jointly typical. This decoding
error probability can be arbitrarily small if R0 < I(X1;Y2).
2. The receiver calculates a set L(yT2 (b− 1)) consisting of all z such that
(yˆT1 (z|sˆb−1), xT1 (sˆb−1), yT2 (b− 1))
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are jointly typical. The receiver claims that zb−1 is sent in block b − 1 if
zˆb−1 ∈ Ssb ∩ L(yT2 (b− 1)). This decoding error probability can be arbitrarily
small if Rˆ < I(Yˆ1;Y2|X1) +R0.
3. The receiver declares that wˆb−1 was sent in block b− 1 if
(xT0 (wˆb−1), yˆ
T
1 (zˆb−1|sˆb−1), xT1 (sˆb−1), yT2 (b− 1))
are jointly typical. This decoding error probability can be arbitrarily small if
R < I(X0; Yˆ1, Y2|X1).
4. Upon receiving yT1 (b), the relay declares that z is “received” if
(yˆT1 (z|sˆb), xT1 (sˆb), yT1 (b))
are jointly typical. There will exist such a z if Rˆ > I(Y1; Yˆ1|X1). Combining
all the above, we obtain the constraint I(X1;Y2) ≥ I(Y1; Yˆ1|Y2, X1).
Combining the D-F and C-F together, one can further consider the hybrid
scheme, where the relay partially decodes the message and compresses the rest
of its received signals; see, e.g., [15, Thm 7] for the single-relay case and its ex-
tension to the multiple-relay case in [23]. However, such hybrid schemes generally
involve superposition coding that induces auxiliary random variables, making the
expression and evaluation of the achievable rates rather complicated especially in
the case of multiple relays that we will consider in the sequel. Thus, in this thesis,
our discussion focuses on the “pure” D-F or C-F strategies only, i.e., the strategies
where the relay either completely decodes the message, or does not decode at all
but simply compresses and forwards its observation.
2.3.2 Multiple-Relay Case
A multiple-relay channel consisting of n+ 2 nodes is depicted in Figure 1.5, where
nodes 0 and n + 1 are the source and the destination respectively, and nodes
1, 2, . . . , n are the n relay nodes that constitute the relay nodes set, denoted by
N . Formally, this channel can be denoted by
(X0 ×X1 × · · · × Xn, p(yn+1, y1, . . . , yn|x0, x1, . . . , xn), Yn+1 × Y1 × · · · × Yn)
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where, X0,X1, . . . ,Xn are the transmitter alphabets of the source and the relays re-
spectively, Yn+1,Y1, . . . ,Yn are the receiver alphabets of the destination and the re-
lays respectively, and a collection of probability distributions p(·, ·, . . . , ·|x0, x1, . . . , xn)
on Yn+1 × Y1 × · · · × Yn, one for each (x0, x1, . . . , xn) ∈ X0 × X1 × · · · × Xn. The
interpretation is that x0 is the input to the channel from the source, yn+1 is the
output of the channel to the destination, and yi is the output received by the i-th
relay. The i-th relay sends an input xi based on what it has received:
xi(t) = ri,t(yi(t− 1), yi(t− 2), . . .), for every time t, (2.15)
where ri,t(·) can be any causal function.
There have been some works on generalizing the D-F and C-F relay strategies
to such multi-relay channels [24]-[30]. Specifically, the generalization of D-F to
the multi-relay channel has been completely resolved, and the schemes presented
in [27]-[30] provided the best D-F rate in the multiple-relay case. However, when
generalizing C-F to the multiple-relay case, there are still several fundamental issues
left unaddressed, such as, how to generalize the compression-message joint decoding
scheme to the multiple-relay case, whether compression-message joint decoding can
improve the achievable rate compared to successive decoding in the multiple-relay
case, and whether there exists any better C-F relay scheme than the conventional
schemes [15], [19] in the case of multiple relays. These issues will be addressed in
the following chapters of this thesis. Here, in this section, we only introduce the
generalization of D-F to the multi-relay channel [27]-[30].
Specifically, in generalizing D-F to the multi-relay channel, [27]-[28] modified the
original irregular encoding/successive decoding scheme of [15] to a regular encod-
ing/sliding window decoding scheme to realize the “multi-level” D-F relay strategy.
For any fixed permutation pi on {0, 1, . . . , n+1} with pi(1) = 0 and pi(n+2) = n+1,
i.e., any specific ordering of the relay nodes as pi(2), pi(3), . . . , pi(n+ 1), their multi-
level D-F scheme [27]-[28] achieves the rate stated in Theorem 2.3.3. Later on,
it was found in [29]-[30] that the same rate can also be achieved with backward
decoding.
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Theorem 2.3.3. For the multiple-relay channel, a rate R is achievable if there
exists a permutation pi on {0, 1, . . . , n + 1} with pi(1) = 0 and pi(n + 2) = n + 1,
such that
R < max
p(x0,x1,...,xn)
min
2≤k≤n+2
I(Xpi(1:k−1);Ypi(k)|Xpi(k:n+1)), (2.16)
where pi(k1 : k2) := {pi(k1), pi(k1 + 1), . . . , pi(k2)}.
The formula (2.16) has a similar interpretation as (1.2)/(2.12). For each node
pi(k), k = 2, 3, . . . , n+ 2, the corresponding rate constraint is
R < I(Xpi(1:k−1);Ypi(k)|Xpi(k:n+1)), (2.17)
which implies that for the decoding at node pi(k), the signals transmitted by nodes
pi(k+1 : n+1) are known a priori, and the signals transmitted by nodes pi(1 : k−1)
are cooperating in providing the information. A simple explanation of this feasi-
bility is the following. In the multi-level D-F relay strategy, information is passed
along the route pi(1)→ pi(2)→ · · · → pi(n+ 2), so that i) any information obtained
by the downstream nodes of pi(k), i.e., nodes pi(k + 1 : n + 1), has already been
obtained by node pi(k), and therefore their inputs are predictable by node pi(k), and
ii) by the time the information reaches node pi(k), all its upstream nodes pi(1 : k−1)
have already obtained the same information and can therefore cooperate with the
technique of block Markov coding. The formula (2.16) also demonstrates a remark-
able feature of the multi-level D-F relay strategy in [27]-[30], i.e., it completely
eliminates the interference in the network: To any node, the signal transmitted by
any other node is either a “real” signal that can be used for decoding, or a priori
known signal that can be subtracted completely.
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Chapter 3
C-F Relay Schemes with Forward
Decoding
3.1 Introduction
This chapter discusses the conventional C-F relay schemes with forward decoding.
Particularly, the following two C-F coding schemes will be considered.
• Cumulative encoding/block-by-block forward decoding/compression-message
successive decoding;
• Cumulative encoding/block-by-block forward decoding/compression-message
joint decoding.
The cumulative encoding/block-by-block forward decoding/compression-message
successive decoding refers to the original C-F scheme developed in [15]. The encod-
ing is “cumulative” in the sense that in each new block, a new piece of information
is encoded at the source. This distinguishes from a “repetitive” encoding process
in the recently proposed noisy network coding scheme [32], where the same infor-
mation is encoded in each block. The decoding is named “block-by-block forward”
to distinguish from the other two choices, where the decoding starts only after
all the blocks have been finished, either by decoding with all the blocks together
as in the noisy network coding scheme [32], or by a block-by-block backward de-
coding process that will be developed in Chapter 4. The decoding is also called
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“compression-message successive” in the sense that the destination first decodes
the compression of the relay’s observation, and then decodes the original message.
In the single-relay case as depicted in Figure 1.4, the compression Yˆ1 can be first
recovered at the destination, as long as the following constraint is satisfied:
I(Y1; Yˆ1|X1, Y2) ≤ I(X1;Y2). (3.1)
Then, based on Yˆ1 and Y2, the destination can decode the original message X0 if
the rate of the original message satisfies
R < I(X0; Yˆ1, Y2|X1). (3.2)
The above two-step compression-message successive decoding process requires
Yˆ1 to be decoded first. This facilitates the decoding of X0, but is not a requirement
of the original problem. Recognizing this, a joint compression-message decoding
process was proposed in [19], where, instead of successively, the destination decodes
Yˆ1 and X0 together. It turns out that the decoding of X0 can be helped even if
Yˆ1 cannot be decoded first. In fact, with joint decoding, the constraint (3.1) is not
necessary, and instead of (3.2), the achievable rate is expressed as
R < I(X0; Yˆ1, Y2|X1)−max{0, I(Y1; Yˆ1|X1, Y2)− I(X1;Y2)}. (3.3)
Moreover, although Yˆ1 is not even required to be decoded eventually, it can be
more easily decoded by joint decoding, and instead of (3.1), we need a less strict
constraint:
I(X1;Y2) > I(Y1; Yˆ1|X1, Y2, X0), (3.4)
where, it is clear to see the assistance provided by X0.
Similar formulas as (3.3) have been derived with different arguments in [20]-
[22].1
Therefore, compared to successive decoding, joint compression-message decod-
ing provides more freedom in choosing the compression Yˆ1. However, the question
1The formula and proof in [20] missed a Y , and were later corrected in [22].
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remains whether joint decoding achieves strictly higher rates for the original mes-
sage than successive decoding. For the single relay case, it has been proved in [22]
that the answer is negative, and any rate achievable by either of them can always
be achieved by the other. In this chapter, we are going to further consider the case
of multiple relays as depicted in Figure 1.5, and demonstrate that joint decoding
will not be able to achieve any higher rates either. More interestingly, we will
show that any compressions not supporting successive decoding will actually result
in strictly lower achievable rates for the original message. Therefore, to optimize
the achievable rate, the compressions should always be chosen so that successive
decoding can be carried out.
Although the compressions supporting successive decoding can be explicitly
characterized as we will show later, it is also of interest to consider other compres-
sions not supporting successive decoding. For example, in a network with multiple
destinations, when a relay is simultaneously helping more than one destinations,
it is very likely that different destinations require different optimal compressions
from the relay. In such a situation, the relay may have to find a tradeoff between
these requirements, i.e., adopting a compression which may be too coarse for some
destinations, but too fine, thus not supporting successive decoding, for the others.
An example of this tradeoff to optimize the sum rate was given for the two-way re-
lay channel in [32]. Another possibility of using too coarse or too fine compressions
is when there is channel uncertainty, e.g., in wireless fading channels, so that it
is impossible to accurately determine the optimal compressions even with explicit
formulas. In these scenarios, compression-message joint decoding introduces flex-
ibility in choosing the compression at the relay, which improves the robustness of
the C-F relay scheme. Such an optimality-robustness tradeoff in C-F schemes will
be discussed in Section 3.5.
It is not surprising that coarser compressions than the optimal do not fully
exploit the capability of the relay, thus leading to lower achievable rates for the
original message. However, it may not be so obvious why finer compressions will
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also lead to lower achievable rates. For this, one needs to realize that a relay’s
observation not only carries information about the original message, but also reflects
the dynamics of the source-relay link, which is unrelated to the original message.
Thus, compared to the direct link between the source and the destination, the
support by the relay-destination link is not so pure. When the compression is too
fine so that only joint compression-message decoding can be carried out, i.e., the
direct source-destination link has to sacrifice, the gain does not make up for the
loss, thus leading to lower achievable rates.
The remainder of the chapter is organized as the following. We first summarize
the main results in Section 3.2. Then, detailed proofs of the achievability results
and investigations on the optimal choice of the relays’ compressions are presented
in Section 3.3 and Section 3.4, respectively. Finally, discussions on the optimality-
robustness tradeoff are included in Section 3.5.
Notation: In this chapter and the rest of the thesis, we denote, for any subset
S ⊆ N , XS = {Xi, i ∈ S}, and XSc = {Xi, i ∈ N \ S}. Similar notations are used
for other variables.
3.2 Main Results
Under the block-by-block forward decoding framework, the achievable rates with
successive compression-message decoding and with joint compression-message de-
coding are presented in Theorems 3.2.1 and 3.2.2 respectively. Then the optimality
of successive decoding is stated in Theorem 3.2.3, which shows that the optimal rate
can be achieved only if the compressions at the relays are chosen such that they can
be first decoded at the destination, i.e., successive compression-message decoding
can be carried out. The proofs of Theorems 3.2.1-3.2.2 and 3.2.3 are presented in
Section 3.3 and Section 3.4, respectively.
Theorem 3.2.1. For the multiple-relay channel depicted in Figure 1.5, by the cu-
mulative encoding/block-by-block forward decoding/compression-message successive
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decoding scheme, a rate RC/F/S is achievable if for some
p(q)p(x0|q)p(x1|q) · · · p(xn|q)p(yˆ1|y1, x1, q) · · · p(yˆn|yn, xn, q),
there exists a rate vector {Ri, i = 1, . . . , n} satisfying∑
i∈S1
Ri ≤ I(XS1 ;Yn+1|XSc1 , Q) (3.5)
for any subset S1 ⊆ N , such that for any subset S ⊆ N ,
I(YS ; YˆS |YˆSc , Yn+1, XN , Q) ≤
∑
i∈S
Ri (3.6)
and
RC/F/S < I(X0; YˆN , Yn+1|XN , Q). (3.7)
Theorem 3.2.2. For the multiple-relay channel depicted in Figure 1.5, by the cu-
mulative encoding/block-by-block forward decoding/compression-message joint de-
coding scheme, a rate RC/F/J is achievable if for some
p(q)p(x0|q)p(x1|q) · · · p(xn|q)p(yˆ1|y1, x1, q) · · · p(yˆn|yn, xn, q),
there exists a rate vector {Ri, i = 1, . . . , n} satisfying∑
i∈S1
Ri ≤ I(XS1 ;Yn+1|XSc1 , Q) (3.8)
for any subset S1 ⊆ N , such that for any subset S ⊆ N ,
RC/F/J < I(X0; YˆN , Yn+1|XN , Q)− I(YS ; YˆS |YˆSc , Yn+1, XN , Q) +
∑
i∈S
Ri. (3.9)
One can easily check that the achievable rates stated in Theorems 3.2.1 and
3.2.2 include the achievable rates (3.1)-(3.2) and (3.3) for the single-relay channel
as special cases.
Let R∗C/F/S and R
∗
C/F/J be the supremum of the achievable rates stated in The-
orems 3.2.1 and 3.2.2 respectively.
Theorem 3.2.3. R∗C/F/S = R
∗
C/F/J, and R
∗
C/F/J can be obtained only when the
distribution
p(q)p(x0|q)p(x1|q) · · · p(xn|q)p(yˆ1|y1, x1, q) · · · p(yˆn|yn, xn, q)
is chosen such that there exists a rate vector {Ri, i = 1, . . . , n} satisfying (3.5)-(3.6).
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3.3 Generalization of C-F Schemes with Forward
Decoding to Multiple-Relay Case
In this section, we prove the achievability results stated in Theorems 3.2.1 and 3.2.2.
For simplicity of notation, we consider the caseQ = ∅. Achievability for an arbitrary
time-sharing random variable Q can be obtained by using the standard technique
of time sharing [44], [22]. The same consideration on Q applies throughout all the
achievability proofs of this thesis.
In both the cumulative encoding/block-by-block forward decoding/compression-
message successive decoding and the cumulative encoding/block-by-block forward
decoding/compression-message joint decoding schemes, the codebook generation
and encoding processes are exactly the same as the classical way, i.e., the way in
the proof of Theorem 6 of [15]. The difference between these two schemes is only
on the decoding process at the destination: i) In successive decoding, the desti-
nation first finds, from the specific bins sent by the relays via X1, X2, . . . , Xn, the
unique combination of Yˆ1, Yˆ2, . . . , Yˆn sequences that is jointly typical with the Yn+1
sequence received, and then finds the unique X0 sequence that is jointly typical with
the Yn+1 sequence received, and also with the previously recovered Yˆ1, Yˆ2, . . . , Yˆn se-
quences. ii) In joint decoding, the destination finds the unique X0 sequence that is
jointly typical with the Yn+1 sequence received, and also with some combination of
Yˆ1, Yˆ2, . . . , Yˆn sequences from the specific bins sent by the relays via X1, X2, . . . , Xn.
3.3.1 Proof of Theorem 3.2.1
The basic idea of the C-F scheme is for the relay to compress its observations into
some approximations, which can be represented by fewer number of bits, and thus,
can be forwarded to the destination. To deal with delay at the relay, block Markov
coding was also used, where the total time is divided into a sequence of blocks of
equal length T , and coding is performed block by block. For example, each relay
compresses its observations of each block at the end of the block, and forwards the
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approximations in the next block. Therefore, to decode the message sent by the
source in any block, it is not until the end of the next block, has the destination
received the help from the relay.
We now prove that the rate in Theorem 3.2.1 is achievable with cumulative
encoding/block-by-block forward decoding/compression-message successive decod-
ing. The encoding process is exactly the same as that in the proof of Theorem 6
of [15]. We only emphasize that the i-th relay needs to generate 2T (I(Yi;Yˆi|Xi)+) se-
quences of Yˆi, and randomly throws them into 2
TRi bins, where {Ri, i = 1, 2, . . . , n}
are chosen such that for any nonempty subset S1 ⊆ N ,∑
i∈S1
Ri < I(XS1 ;Yn+1|XSc1). (3.10)
At the end of each block, the relay finds a Yˆi sequence which is jointly typical with
the Yi sequence it received and the Xi sequence it sent during the block, and in
the next block, informs the destination the index of the bin that contains the Yˆi
sequence via Xi.
The decoding process operates in a successive way. At the end of each block
b = 2, 3, . . ., the destination first finds, from the bins forwarded by the relays during
block b, the unique (Yˆ 1(b− 1), . . . , Yˆ n(b− 1)) such that(
Y n+1(b− 1), (X1(b− 2), Yˆ 1(b− 1)), . . . , (Xn(b− 2), Yˆ n(b− 1))
)
∈ A(Yn+1, XN , YˆN ) (3.11)
where Y n+1(b − 1) is the Yn+1 sequence received during block b − 1, (Yˆ 1(b −
1), . . . , Yˆ n(b − 1)) are the Yˆ1, . . . , Yˆn sequences from the bins forwarded by the
relays during block b, and (X1(b − 2), . . . , Xn(b − 2)) are the signals sent by the
relays at block b − 1 which are known to the destination since the multiple-access
condition (3.10) is satisfied.
Error occurs if the true Yˆ N (b− 1) does not satisfy (3.11), or a false Yˆ N (b− 1)
satisfies (3.11). According to the properties of typical sequences, the true Yˆ N (b−1)
satisfies (3.11) with high probability.
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The probability of a false Yˆ N (b− 1) with some false {Yˆ i(b− 1), i ∈ S} but true
{Yˆ i(b−1), i ∈ Sc} being jointly typical with Y n+1(b−1) and (X1(b−2), . . . , Xn(b−
2)) can be upper bounded by
2T (H(Yn+1,YˆN ,XN )+)2−T (H(Yn+1,YˆSc ,XN )−)
∏
i∈S
2−T (H(Yˆi|Xi)−).
There are
∏
i∈S(2
T (I(Yi;Yˆi|Xi)−Ri+) − 1) false Yˆ S(b − 1) from the bins, thus the
probability of finding such a false Yˆ N (b− 1) can be upper bounded by
2T (H(Yn+1,YˆN ,XN )+)2−T (H(Yn+1,YˆSc ,XN )−)
∏
i∈S
2−T (H(Yˆi|Xi)−I(Yi;Yˆi|Xi)+Ri−2),
which tends to zero for sufficiently small  as T →∞, if
H(YˆS |Yn+1, YˆSc , XN )−
∑
i∈S
[H(Yˆi|Yi, Xi) +Ri] < 0. (3.12)
Letting S = {ij ∈ N : j = 1, . . . , |S|}, we have∑
i∈S
H(Yˆi|Yi, Xi) =
∑
j=1,...,|S|
H(Yˆij |Yij , Xij)
=
∑
j=1,...,|S|
H(Yˆij |YS , Yn+1, YˆSc , XN , {Yˆi1 , . . . , Yˆij−1})
= H(YˆS |YS , Yn+1, YˆSc , XN ).
Plugging this into (3.12), we have Yˆ N (b− 1) can be decoded at the end of block b
if
I(YS ; YˆS |YˆSc , Yn+1, XN ) <
∑
i∈S
Ri. (3.13)
Then, based on Yˆ N (b− 1) and Y n+1(b− 1), X0(w) can be recovered if
RC/F/S < I(X0; YˆN , Yn+1|XN ). (3.14)
Combining (3.10) and (3.13)-(3.14), and using the standard technique of time shar-
ing, we conclude that the rate stated in Theorem 3.2.1 is achievable.2
2The case of “=” in (3.5)-(3.6) can be included since (3.7) doesn’t include “=”. The same
consideration applies throughout the thesis.
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3.3.2 Proof of Theorem 3.2.2
In cumulative encoding/block-by-block forward decoding/compression-message joint
decoding, the encoding part is exactly the same as that in the proof of Theorem
3.2.1, and the decoding process operates as the following. At the end of each block
b = 2, 3, . . ., the destination finds the unique X0(w) and some (Yˆ 1(b−1), . . . , Yˆ n(b−
1)) from the bins forwarded by the relays during block b such that(
X0(w), Y n+1(b− 1), (X1(b− 2), Yˆ 1(b− 1)), . . . , (Xn(b− 2), Yˆ n(b− 1))
)
∈ A(X, Y,XN , YˆN ) (3.15)
where Y n+1(b− 1), (Yˆ 1(b− 1), . . . , Yˆ n(b− 1)), and (X1(b− 2), . . . , Xn(b− 2)) have
the same interpretations as in (3.11).
Error occurs if the true X0(w) does not satisfy (3.15), or a false X0(w
′) satisfies
(3.15). According to the properties of typical sequences, the true X0(w) satisfies
(3.15) with high probability.
The probability of a false X0(w
′) being jointly typical with Y n+1(b−1), (X1(b−
2), . . . , Xn(b− 2)), and some false {Yˆ i(b− 1), i ∈ S} but true {Yˆ i(b− 1), i ∈ Sc}
can be upper bounded by
2T (H(X0,Yn+1,XN ,YˆN )+)2−T (H(X0)−)2−T (H(Yn+1,XN ,YˆSc )−)
∏
i∈S
2−T (H(Yˆi|Xi)−).
There are 2TRC/F/J−1 false w′, and∏i∈S(2T (I(Yi;Yˆi|Xi)−Ri+)−1) false Yˆ S(b−1) from
the bins, thus the probability of finding such a false X(w′) can be upper bounded
by
2TRC/F/J2T (H(X0,Yn+1,XN ,YˆN )+)2−T (H(X0)−)
× 2−T (H(Yn+1,XN ,YˆSc )−)
∏
i∈S
2−T (H(Yˆi|Xi)−I(Yi;Yˆi|Xi)+Ri−2),
which tends to zero for sufficiently small  as T →∞, if
RC/F/J < I(X0; YˆN , Yn+1|XN )− I(YS ; YˆS |YˆSc , Yn+1, XN ) +
∑
i∈S
Ri. (3.16)
This combined with the technique of time sharing proves Theorem 3.2.2.
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3.4 Optimality of Successive Decoding in Multiple-
Relay Case
Before proceeding to the proof of Theorem 3.2.3, we first introduce some useful
notations and lemmas. For any A,B ⊆ N and {Ri, i = 1, . . . , n}, let
IA,B(S) :=
∑
i∈S
Ri − I(YS ; YˆS |YˆA, YˆB\S , Yn+1, XN ), ∀S ⊆ B, (3.17)
IB(S) :=I∅,B(S) =
∑
i∈S
Ri − I(YS ; YˆS |YˆB\S , Yn+1, XN ),∀S ⊆ B, (3.18)
I(S) :=IN (S) =
∑
i∈S
Ri − I(YS ; YˆS |YˆSc , Yn+1, XN ),∀S ⊆ N . (3.19)
Also, in the following proof and the rest of the thesis, for any two sets A and B,
A ∩ B or AB interchangeably denotes their intersection while A ∪ B denotes their
union. Then, we have the following lemmas, whose proofs will be given until we
finish the proof of Theorem 3.2.3.
Lemma 3.4.1. 1) If IA(S1) ≥ 0, ∀S1 ⊆ A, and IB(S2) ≥ 0, ∀S2 ⊆ B, then
IA∪B(S) ≥ 0, ∀S ⊆ A ∪ B.
2) If IA(S1) ≥ 0, ∀S1 ⊆ A, and IA,B(S2) ≥ 0, ∀S2 ⊆ B, then IA∪B(S) ≥ 0,
∀S ⊆ A ∪ B.
Lemma 3.4.2. For any p(x0)
∏n
i=1 p(xi)p(yˆi|yi, xi) and {Ri, i = 1, . . . , n}, there
exists a unique set D, which is the largest subset of N satisfying
ID(S) ≥ 0,∀S ⊆ D.
Lemma 3.4.3. If IA,B(B) ≥ 0 for some nonempty B, then there exists some
nonempty C ⊆ B such that IA,C(S) ≥ 0,∀S ⊆ C.
Lemma 3.4.4. For any A and B with A ∩ B = ∅, I(A) + I(B) = I(A ∪ B) +
I(YˆA; YˆB|Yˆ(A∪B)c , Yn+1, XN ).
We are now ready to prove Theorem 3.2.3. Still for simplicity of notation,
we only prove Theorem 3.2.3 for Q = ∅, while the proof for an arbitrary Q can
be obtained by simple analogy. The same consideration on Q also applies to the
proofs of Theorems 4.2.3 and 4.2.5.
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Proof of Theorem 3.2.3. With Q = ∅, R∗C/F/S and R∗C/F/J can be respectively writ-
ten as
R∗C/F/S = max
p(x0)
∏n
i=1 p(xi)p(yˆi|yi,xi),{Ri,i=1,...,n}
I(X0; YˆN , Yn+1|XN ) (3.20)
such that
∑
i∈S1
Ri ≤ I(XS1 ;Yn+1|XSc1),∀S1 ⊆ N (3.21)
I(YS ; YˆS |YˆSc , Yn+1, XN )−
∑
i∈S
Ri ≤ 0,∀S ⊆ N (3.22)
and
R∗C/F/J = max
p(x0)
∏n
i=1 p(xi)p(yˆi|yi,xi),{Ri,i=1,...,n}
min
S⊆N
{I(X0; YˆN , Yn+1|XN )− I(YS ; YˆS |YˆSc , Yn+1, XN ) +
∑
i∈S
Ri}
such that
∑
i∈S1
Ri ≤ I(XS1 ;Yn+1|XSc1),∀S1 ⊆ N .
We show R∗C/F/S = R
∗
C/F/J by showing that R
∗
C/F/S ≤ R∗C/F/J and R∗C/F/S ≥
R∗C/F/J respectively. For any p(x0)
∏n
i=1 p(xi)p(yˆi|yi, xi) and {Ri, i = 1, . . . , n} sat-
isfying (3.21)-(3.22), we have
min
S⊆N
{I(X0; YˆN , Yn+1|XN )−I(YS ; YˆS |YˆSc , Yn+1, XN )+
∑
i∈S
Ri} = I(X0; YˆN , Yn+1|XN ),
and thus R∗C/F/S ≤ R∗C/F/J.
To show R∗C/F/S ≥ R∗C/F/J, it is sufficient to show that R∗C/F/J can be achieved
only with p(x0)
∏n
i=1 p(xi)p(yˆi|yi, xi) and {Ri, i = 1, . . . , n} such that I(S) ≥ 0,
∀S ⊆ N . We will show this by two steps as follows: i) We first show that
for any p(x0)
∏n
i=1 p(xi)p(yˆi|yi, xi) and {Ri, i = 1, . . . , n}, if Dc 6= ∅, then Dc ∈
argmin
S⊆N
I(S) and ⋂T ∈argmin
S⊆N
I(S) T = Dc, where D is defined as in Lemma 3.4.2
and argmin
S⊆N
I(S) := {T ⊆ N : I(T ) = minS⊆N I(S)}. ii) We then argue that,
under the optimal choice of p(x0)
∏n
i=1 p(xi)p(yˆi|yi, xi) and {Ri, i = 1, . . . , n}, Dc
must be ∅, i.e., D must be N , and thus by the definition of D, I(S) ≥ 0,∀S ⊆ N .
i) Assuming Dc 6= ∅ throughout Part i), we show Dc ∈ argmin
S⊆N
I(S) and⋂
T ∈argmin
S⊆N
I(S) T = Dc.
1) We first show I(Dc) < 0 by using a contradiction argument. Suppose I(Dc) ≥
0, i.e., ID,Dc(Dc) ≥ 0. Then, by Lemma 3.4.3, we have that there exists some
nonempty B ⊆ Dc such that ID,B(S) ≥ 0, ∀S ⊆ B. This will further imply, by Part
2) of Lemma 3.4.1, that ID∪B(S) ≥ 0,∀S ⊆ D ∪ B. This is contradictory with the
definition of D, and thus I(Dc) < 0.
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2) We show that ∀A ⊆ Dc and A 6= Dc, I(A) > I(Dc), and thus I(A) >
minS⊆N I(S). The proof is still by contradiction. Suppose that there exists some
A ⊆ Dc and A 6= Dc such that I(A) ≤ I(Dc). Then I(Dc)− I(A) ≥ 0, i.e.,∑
i∈Dc
Ri − I(YDc ; YˆDc|YˆD, Yn+1, XN )−
∑
i∈A
Ri + I(YA; YˆA|YˆAc , Yn+1, XN )
=
∑
i∈Dc\A
Ri − I(YDc\A; YˆDc\A|YˆD, Yn+1, XN )
=ID,Dc\A(Dc \ A)
≥0.
Again by Lemma 3.4.3 and 3.4.1 successively, we can conclude that there exists
some nonempty B ⊆ Dc \ A, such that ID∪B(S) ≥ 0,∀S ⊆ D ∪ B, which is in
contradiction. Therefore, I(A) > I(Dc) ≥ minS⊆N I(S).
3) We prove that ∀A with AD 6= ∅ and ADc 6= Dc, I(A) > minS⊆N I(S). Let
A1 = AD and A2 = ADc. Then, we have, by Lemma 3.4.4, that
I(A) =I(A1 ∪ A2) = I(A1) + I(A2)− I(YˆA1 ; YˆA2|YˆAc , Yn+1, XN ),
I(A1 ∪ Dc) =I(A1) + I(Dc)− I(YˆA1 ; YˆDc|Yˆ(A1∪Dc)c , Yn+1, XN ).
Since I(A2) > I(Dc) by 2) and
I(YˆA1 ; YˆDc|Yˆ(A1⋃Dc)c , Yn+1, XN )
=I(YˆA1 ; YˆDc\A2 |Yˆ(A1⋃Dc)c , Yn+1, XN ) + I(YˆA1 ; YˆA2|Yˆ(A1⋃Dc)c , YˆDc\A2 , Yn+1, XN )
=I(YˆA1 ; YˆA2|YˆAc , Yn+1, XN ) + I(YˆA1 ; YˆDc\A2|Yˆ(A1⋃Dc)c , Yn+1, XN )
≥I(YˆA1 ; YˆA2|YˆAc , Yn+1, XN ),
we have I(A) > I(A1 ∪ Dc) ≥ minS⊆N I(S).
4) We prove that ∀A with AD 6= ∅ and ADc = Dc, I(A) ≥ I(Dc). Letting
A1 = AD, we have
I(A) =I(A1 ∪ Dc)
=I(A1) + I(Dc)− I(YˆA1 ; YˆDc |Yˆ(A1∪Dc)c , Yn+1, XN )
=
∑
i∈A1
Ri − I(YA1 ; YˆA1|YˆAc1 , Yn+1, XN )− I(YˆA1 ; YˆDc|Yˆ(A1∪Dc)c , Yn+1, XN ) + I(Dc)
=
∑
i∈A1
Ri − I(YˆA1 ; YˆDc , YA1|Yˆ(A1∪Dc)c , Yn+1, XN ) + I(Dc)
=
∑
i∈A1
Ri − I(YˆA1 ;YA1|YˆD\A1 , Yn+1, XN ) + I(Dc)
=ID(A1) + I(Dc)
≥I(Dc).
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Combining 2)-4), we can conclude that
Dc ∈ argmin
S⊆N
I(S)
and ⋂
T ∈argmin
S⊆N
I(S)
T = Dc.
ii) We now argue that under the optimal choice of p(x0)
∏n
i=1 p(xi)p(yˆi|yi, xi)
and {Ri, i = 1, . . . , n} that achieves R∗C/F/J, if Dc 6= ∅, then R∗C/F/J is not optimal;
and hence Dc must be ∅. The argument is extended from that in [22] and the
detailed analysis is as follows.
Suppose Dc 6= ∅ at the optimum. Then,
Dc ∈ argmin
S⊆N
I(S)
and ⋂
T ∈argmin
S⊆N
I(S)
T = Dc.
Therefore,
R∗C/F/J =I(X0; YˆN , Yn+1|XN ) + I(Dc)
=I(X0; YˆD, Yn+1|XN ) + I(X0; YˆDc |YˆD, Yn+1, XN )
+
∑
i∈Dc
Ri − I(X0, YDc ; YˆDc |YˆD, Yn+1, XN )
=I(X0; YˆD, Yn+1|XN ) +
∑
i∈Dc
Ri − I(YDc ; YˆDc |X0, YˆD, Yn+1, XN ), (3.23)
and similarly,
R∗C/F/J =I(X0; YˆN , Yn+1|XN ) + I(T )
=I(X0; YˆT c , Yn+1|XN ) +
∑
i∈T
Ri − I(YT ; YˆT |X0, YˆT c , Yn+1, XN ), (3.24)
for any T ∈ argmin
S⊆N
I(S), T 6= Dc.
We argue that higher rate can be achieved. Consider Yˆ ′1 , Yˆ
′
2 , . . . , Yˆ
′
n, where
Yˆ ′i = Yˆi for any i ∈ D, and Yˆ ′i = Yˆi with probability p and Yˆ ′i = ∅ with probability
1 − p for any i ∈ Dc. When p = 1, the achievable rate with Yˆ ′1 , Yˆ ′2 , . . . , Yˆ ′n is
R∗C/F/J. As p decreases from 1, it can be seen from (3.23) and (3.24) that both
I(X0; Yˆ
′
N , Yn+1|XN ) + I(Dc) and I(X0; Yˆ ′N , Yn+1|XN ) + I(T ) will increase, where
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T ∈ argmin
S⊆N
I(S), T 6= Dc. Thus, no matter how I(X0; Yˆ ′N , Yn+1|XN ) + I(S) will
change as p decreases for S /∈ argmin
S⊆N
I(S), it is certain that there exists a p∗ such
that the achievable rate by using Yˆ ′1 , Yˆ
′
2 , . . . , Yˆ
′
n is larger than R
∗
C/F/J. This is in
contradiction with the optimality of R∗C/F/J, and thus at the optimum, Dc must be
∅ , i.e., I(S) ≥ 0, ∀S ⊆ N . This completes the proof of Theorem 3.2.3.
We now present the proofs of Lemmas 3.4.1-3.4.4.
Proof of Lemma 3.4.1. For any S ⊆ A∪B, let S1 = SA and S2 = S(B\A). Then,
IA∪B(S) =
∑
i∈S
Ri − I(YS ; YˆS |Yˆ(A∪B)\S , Yn+1, XN )
=
∑
i∈S1
Ri − I(YS1 ; YˆS1|Yˆ(A∪B)\S , Yn+1, XN )
+
∑
i∈S2
Ri − I(YS2 ; YˆS2|Yˆ(A∪B)\S , YˆS1 , Yn+1, XN )
≥
∑
i∈S1
Ri − I(YS1 ; YˆS1|YˆA\S1 , Yn+1, XN )
+
∑
i∈S2
Ri − I(YS2 ; YˆS2|YˆA, YˆB\S2 , Yn+1, XN )
=IA(S1) + IA,B(S2) (3.25)
≥IA(S1) + IB(S2). (3.26)
If IA(S1) ≥ 0, ∀S1 ⊆ A, and IB(S2) ≥ 0, ∀S2 ⊆ B, then following (3.26),
IA∪B(S) ≥ 0, ∀S ⊆ A ∪ B. If IA(S1) ≥ 0, ∀S1 ⊆ A, and IA,B(S2) ≥ 0, ∀S2 ⊆ B,
then following (3.25), IA∪B(S) ≥ 0, ∀S ⊆ A ∪ B.
Proof of Lemma 3.4.2. Let L := {F ⊆ N : IF(S) ≥ 0,∀S ⊆ F} and Lmax := {D ∈
L : |D| = maxF∈L |F|}. Suppose there are more than one element in Lmax, say,
D1,D2, . . . ,Dn, where n ≥ 2. Then based on 1) of Lemma 3.4.1, D :=
⋃n
i=1Di also
satisfies that ID(S) ≥ 0,∀S ⊆ D, which is in contradiction, and hence Lemma 3.4.2
is proved.
Proof of Lemma 3.4.3. If IA,B(S) ≥ 0, ∀S ⊆ B, then this lemma obviously holds.
Otherwise, if there exists some S1 ⊆ B, S1 6= B, such that IA,B(S1) < 0, then we
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have IA,B(B)− IA,B(S1) ≥ 0, i.e.,
∑
i∈B
Ri − I(YB; YˆB|YˆA, Yn+1, XN )−
(∑
i∈S1
Ri − I(YS1 ; YˆS1 |YˆA, YˆB\S1 , Yn+1, XN )
)
=
∑
i∈B\S1
Ri − I(YB\S1 ; YˆB\S1|YˆA, Yn+1, XN )
=IA,B\S1(B \ S1)
≥0.
Now, we arrive at the same situation as in the original assumption with B replaced
by B \ S1. Continue applying this argument, and we must be able to reach a
nonempty C ⊆ B, such that IA,C(S) ≥ 0, ∀S ⊆ C.
Proof of Lemma 3.4.4. For any disjoint A and B,
I(A ∪ B)
=
∑
i∈A∪B
Ri − I(YA∪B; YˆA∪B|Yˆ(A∪B)c , Yn+1, XN )
=
∑
i∈A
Ri − I(YA∪B; YˆA|Yˆ(A∪B)c , Yn+1, XN )
+
∑
i∈B
Ri − I(YA∪B; YˆB|Yˆ(A∪B)c , YˆA, Yn+1, XN )
=
∑
i∈A
Ri − I(YA, YˆB; YˆA|Yˆ(A∪B)c , Yn+1, XN )
+
∑
i∈B
Ri − I(YB; YˆB|Yˆ(A∪B)c , YˆA, Yn+1, XN )
=
∑
i∈A
Ri − I(YˆB; YˆA|Yˆ(A∪B)c , Yn+1, XN )− I(YA; YˆA|YˆAc , Yn+1, XN )
+
∑
i∈B
Ri − I(YB; YˆB|YˆBc , Yn+1, XN )
=I(A) + I(B)− I(YˆA; YˆB|Yˆ(A∪B)c , Yn+1, XN ),
which proves the lemma.
3.5 Discussion: An Optimality-Robustness Trade-
off
.
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Although the flexibility for the relay to choose its compression may not im-
prove the achievable rate, compression-message joint decoding makes the C-F relay
scheme more robust to the variation of channel. To illustrate this point, we con-
sider a Gaussian single-relay channel as depicted in Figure 3.1. In this channel,
Y = X + Z, Y1 = X + Z1, where X is of power P , and Z and Z1 are independent
Gaussian noises, and the relay is connected to the destination via an error-free
digital link with capacity R1. The optimal distribution f(x)f(yˆ1|y1) for the C-F
scheme is not known. By convention, we assume X ∼ N (0, P ) and Yˆ1 = Y1 + Zˆ1
with Zˆ1 ∼ N (0, Nˆ1) and independent of other random variables.
X
Z ~ N ,N
Z1 ~ N ,N1
Y
Y1
1Yˆ
)ˆ,0(~ˆ 11 NNZ
P
R1
Figure 3.1: A Gaussian relay channel with a digital link.
In the original C-F scheme with compression-message successive decoding, the
relay needs to know the value of I(Y1; Yˆ1|Y ) in order to decide upon the appropri-
ate compressed version Yˆ1 to choose such that the constraint I(Y1; Yˆ1|Y ) ≤ R1 is
satisfied. This requires the knowledge of the channel dynamics from X to Y , which
may be difficult to obtain for the relay, e.g., in wireless communications where the
channel could be time varying. In this situation, if Yˆ1 is inappropriately chosen such
that I(Y1; Yˆ1|Y ) > R1, then the destination can not decode Yˆ1, causing a problem
to further decode X.
However, this problem will not happen with compression-message joint decod-
ing, where the relay can choose any version Yˆ1 since Yˆ1 is not to be decoded.
Despite that the relay may not know the channel dynamics from X to Y , it can
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compress its observation at a constant rate I(Y1; Yˆ1), where Yˆ1 is a pre-specified
compressed version and the choice of Yˆ1 may be based on the statistics of the chan-
nel dynamics. Then, when I(Y1; Yˆ1|Y ) ≤ R1, joint decoding can achieve the same
rate as successive decoding as in the original C-F scheme. More importantly, when
I(Y1; Yˆ1|Y ) > R1, unlike in the original C-F scheme where a decoding problem
happens, with joint decoding, the destination can still achieve some rate specified
in (3.3), or more generally, Theorem 3.2.2 when there are multiple relays. Clearly,
this makes the C-F relay scheme with compression-message joint decoding more
robust to the variation of channel, especially when the relay has no access to the
channel state information of the X → Y link.
Specifically, in the setup of Figure 3.1, the information quantities I(X; Yˆ1, Y )
and I(Y1; Yˆ1|Y ) reduce to
C
(
P (N +N1 + Nˆ1)
(N1 + Nˆ1)N
)
and
C
(
PN + PN1 +NN1
(P +N)Nˆ1
)
respectively, where C(x) := 1
2
log(1 + x). Thus, the achievable rate stated in
(3.3)/Theorem 3.2.2 is given by
R <
C
(
P (N+N1+Nˆ1)
(N1+Nˆ1)N
)
when C
(
PN+PN1+NN1
(P+N)Nˆ1
)
≤ R1
C
(
P
N
− (P+N)N1
(N1+Nˆ1)N
)
+R1 otherwise.
(3.27)
Figure 3.2 plots the achievable rate for P = N = 200, N1 = 10 and R1 = 2,
where the A-B-C curve is the achievable rate with the C-F scheme with joint
decoding, while the horizontal straight line is the achievable rate of the main channel
X → Y , which is independent of the choice of Nˆ1.
Point B corresponds to the highest rate in (3.27), which is achieved by choosing
the optimal Nˆ1, namely the Nˆ1 such that
I(Y1; Yˆ1|Y ) = C
(
PN + PN1 +NN1
(P +N)Nˆ1
)
= R1.
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Figure 3.2: Achievable rate for the Gaussian relay channel.
Point C corresponds to the Nˆ1 such that
I(Y1; Yˆ1) = C
(
P +N1
Nˆ1
)
= R1,
which is the scenario where Yˆ1 can always be decoded at the destination no matter
how is the channel dynamics from X to Y , and the Yˆ1 in this scenario is the coarsest
compressed version that is of interest. The curve B-C describes the achievable rate
for the first case in (3.27), i.e., when
I(Y1; Yˆ1|Y ) = C
(
PN + PN1 +NN1
(P +N)Nˆ1
)
≤ R1.
In this case, successive decoding and joint decoding achieve the same rate.
Point A is the intersection of the achievable rate curve for the C-F scheme with
joint decoding and the rate of the main channel. It corresponds to the scenario
where the Nˆ1 is chosen such that the C-F only achieves the rate of the main channel,
and the Yˆ1 in this scenario is the finest compressed version of interest. The curve
A-B describes the achievable rate for the second case in (3.27), i.e., when
I(Y1; Yˆ1|Y ) = C
(
PN + PN1 +NN1
(P +N)Nˆ1
)
> R1.
This is the case where the original C-F with successive decoding encounters a
decoding problem, but joint decoding can still achieve some rate.
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Chapter 4
C-F Relay Schemes with
Backward Decoding
4.1 Introduction
Recently, a noisy network coding scheme was proposed in [32]. Unlike the conven-
tional C-F scheme with cumulative encoding/block-by-block forward decoding, in
noisy network coding, different blocks use independent codebooks to repetitively
transmit the same information, and the decoding is based on all the blocks to-
gether. Compared to cumulative encoding, this repetitive encoding process appears
to introduce collaboration among all the blocks, so that all the blocks can unitedly
contribute to the decoding of the same message. This repetitive encoding/all blocks
united decoding process was combined with joint compression-message decoding in
[32], and although no improvement was shown in the single relay case, some in-
teresting improvement on the achievable rate was obtained in the case of multiple
relays. In this chapter, we will show that actually it is not necessary to use repeti-
tive encoding to introduce such collaboration among the blocks. The same rate can
be achieved with cumulative encoding as long as the decoding starts after all the
blocks have been finished. In particular, we will develop the following two schemes:
• cumulative encoding/block-by-block backward decoding/compression-message
successive decoding
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• cumulative encoding/block-by-block backward decoding/compression-message
joint decoding
and show that they achieve the same rate as noisy network coding. To highlight
their difference from noisy network coding in the encoding/decoding process, we
also use
• repetitive encoding/all blocks united decoding/compression-message joint de-
coding
to refer to the noisy network coding scheme interchangeably in the thesis.
Since block-by-block backward decoding and compression-message successive
decoding are relatively easier to implement than all blocks united decoding and
compression-message joint decoding respectively, the cumulative encoding/block-
by-block backward decoding/compression-message successive decoding scheme be-
comes the simplest choice in achieving the highest C-F rate in the case of multiple
relays.
For these new encoding/decoding schemes, we will also show that the optimal
compressions must be able to support successive compression-message decoding,
and any compressions not supporting successive decoding will necessarily lead to
strictly lower achievable rates than the optimal. Therefore, for any of the C-F
relay schemes studied in the thesis, we can restrict our attention to successive
compression-message decoding in the search for the optimal compressions of the
relays’ observations. Of course, it should be noted that any compressions supporting
successive decoding also support joint decoding. Besides the optimality of successive
decoding, we will further demonstrate the necessity of joint decodability in the
sense that any compressions not completely decodable even with joint decoding
will not provide any contribution to the decoding of the original message, and the
destination would rather simply treat the corresponding relays’ inputs as purely
noise in the decoding.
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In the rest of the chapter, the main results are first presented in Section 4.2,
followed by their proofs in Sections 4.3- 4.5.
4.2 Main Results
It was shown in [32] that the original cumulative encoding/block-by-block forward
decoding/compression-message successive decoding scheme developed in [15] can
be improved to achieve higher rates in the case of multiple relays, although no
improvement was obtained in the case of a single relay. In their noisy network
coding scheme [32], cumulative encoding was replaced by repetitive encoding, and
block-by-block forward decoding was replaced by all blocks united decoding. They
also used joint instead of successive compression-message decoding. For the single-
source multiple-relay channel depicted in Figure 1.5, their Theorem 1 in [32] can
be re-stated as the following theorem.
Theorem 4.2.1. For the multiple-relay channel depicted in Figure 1.5, a rate
RR/U/J is achievable if there exists some
p(q)p(x0|q)p(x1|q) · · · p(xn|q)p(yˆ1|y1, x1, q) · · · p(yˆn|yn, xn, q),
such that
RR/U/J < minS⊆N
I(X0, XS ; YˆSc , Yn+1|XSc , Q)− I(YS ; YˆS |X0, XN , Yn+1, YˆSc , Q). (4.1)
In this chapter, we will show that the improvement is not a result of replacing
cumulative encoding by repetitive encoding, but actually, is a benefit obtained when
the decoding is delayed, i.e., only starts after all the blocks have been finished.
Besides all blocks united decoding, we will show that block-by-block backward
decoding also achieves the same improvement since it also starts the decoding after
all the blocks have been finished.
Similar to the framework of block-by-block forward decoding, we will also show
that for these new schemes with decoding after all the blocks have been finished,
the optimal rate can be achieved only when the compressions at the relays are cho-
sen such that successive compression-message decoding can be carried out. Thus,
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in terms of complexity, cumulative encoding/block-by-block backward decoding/
compression-message successive decoding is the simplest choice in achieving the
highest rate in the case of multiple relays. The corresponding achievable rate is
presented in the following theorem.
Theorem 4.2.2. For the multiple-relay channel depicted in Figure 1.5, a rate
RC/B/S is achievable if there exists some
p(q)p(x0|q)p(x1|q) · · · p(xn|q)p(yˆ1|y1, x1, q) · · · p(yˆn|yn, xn, q),
such that for any subset S ⊆ N ,
I(XS ; YˆSc , Yn+1|XSc , Q)− I(YS ; YˆS |XN , Yn+1, YˆSc , Q) ≥ 0, (4.2)
and
RC/B/S < I(X0; YˆN , Yn+1|XN , Q). (4.3)
Let R∗R/U/J and R
∗
C/B/S be the supremum of the achievable rates stated in The-
orem 4.2.1 and 4.2.2 respectively. The optimality of successive decoding is demon-
strated in the following theorem.
Theorem 4.2.3. R∗R/U/J = R
∗
C/B/S, and R
∗
R/U/J can be obtained only when the
distribution
p(q)p(x0|q)p(x1|q) · · · p(xn|q)p(yˆ1|y1, x1, q) · · · p(yˆn|yn, xn, q)
is chosen such that (4.2) holds.
As mentioned in Section 3.1, although the optimal rate is achieved only when
successive decoding can be supported, there are situations where it is of interest
to consider other compressions not supporting successive decoding. Hence, more
generally, we will use the cumulative encoding/block-by-block backward decoding/
compression-message joint decoding. The corresponding achievable rate is given in
the following theorem.
Theorem 4.2.4. For the multiple-relay channel depicted in Figure 1.5, with a given
distribution
p(q)p(x0|q)p(x1|q) · · · p(xn|q)p(yˆ1|y1, x1, q) · · · p(yˆn|yn, xn, q),
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a rate RC/B/J is achievable if
RC/B/J < minS⊆DJ
I(X0, XS ; YˆDJ\S , Yn+1|XDJ\S , Q)− I(YS ; YˆS |X0, XDJ , Yn+1, YˆDJ\S , Q),
(4.4)
where DJ is the unique largest subset of N satisfying
I(XS ; YˆDJ\S , Yn+1|X0, XDJ\S , Q)− I(YS ; YˆS |X0, XDJ , Yn+1, YˆDJ\S , Q) > 0, (4.5)
for any nonempty S ⊆ DJ. In addition, YˆDJ can be decoded jointly with X.
There also exists a unique largest subset D′J ⊆ N satisfying
I(XS ; YˆD′J\S , Yn+1|X0, XD′J\S , Q)− I(YS ; YˆS |X0, XD′J , Yn+1, YˆD′J\S , Q) ≥ 0, (4.6)
for any S ⊆ D′J. It will be clear from the proof of Theorem 4.2.4 that the compres-
sions of the relays in N \ D′J are not decodable even jointly with the message.
On the other hand, the achievable rate (4.1) can be more generally expressed as
RR/U/J < minS⊆M
I(X0, XS ; YˆM\S , Yn+1|XM\S , Q)− I(YS ; YˆS |X0, XM, Yn+1, YˆM\S , Q)
(4.7)
if we only consider a subset of relays M ⊆ N for the decoding, while treating
the other inputs as purely noise. Interestingly, the following theorem implies that
M = N may not be the optimal choice to maximize the R.H.S. (right-hand-side)
of (4.7), i.e., sometimes, it is better to consider only a subset of relays.
Theorem 4.2.5. For any p(q)p(x0|q)
∏n
i=1 p(xi|q)p(yˆi|xi, yi, q), among all the choices
of M ⊆ N , the R.H.S. of (4.7) is maximized when M = DJ or M = D′J, but is
strictly less than the maximum when M * D′J. Here, DJ and D′J are defined as in
(4.5) and (4.6).
Therefore, not only the compressions of the relays in N \D′J are not decodable,
but also including them in the formula (4.7), i.e., choosing M * D′J, will even
strictly lower the achievable rate.
By comparing (4.4) and (4.7) with M = DJ, Theorem 4.2.5 also implies that
for any compressions chosen at the relays, the cumulative encoding/block-by-block
backward decoding/compression-message joint decoding scheme achieves the same
rate as the repetitive encoding/all blocks united decoding/compression-message
joint decoding scheme.
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4.3 Cumulative encoding/block-by-block backward
decoding/compression-message successive de-
coding and Optimality of Successive Decod-
ing
In cumulative encoding/block-by-block backward decoding, the encoding process
is similar to that in the proof of Theorem 6 in [15] (except that the binning at
the relay is not needed here), but the decoding process operates backwardly. This
scheme, combined with compression-message successive decoding, proves Theorem
4.2.2 as follows.
Proof of Theorem 4.2.2. Consider B + M blocks, where the source will transmit
information in the first B blocks and keep silent in the last M blocks, the relays
will compress-and-forward in all the B + M blocks, and the destination will not
start decoding until all the B +M blocks have been finished. As we will see in the
following proof, the added M blocks are used to ensure the relays’ compressions in
the B-th block can be decoded with the help of the subsequent M blocks. Then,
backwardly, the relays’ compressions in blocks B − 1 to 1 can be decoded. Finally,
using the recovered relays’ compressions in all the first B blocks, the original mes-
sages can be decoded. Of course, the added M blocks could introduce decoding
delay and thus rate loss, but note that we can always choose M  B such that the
rate loss M
B+M
RC/B/S can be made arbitrarily small.
Codebook Generation: Fix p(x0)
∏n
i=1 p(xi)p(yˆi|xi, yi). We randomly and inde-
pendently generate a codebook for each block.
For each block b ∈ [1 : B +M ], randomly and independently generate 2TRC/B/S
sequences x0,b(mb), mb ∈ [1 : 2TRC/B/S ]; for each block b ∈ [1 : B + M ] and each
relay node i ∈ N , randomly and independently generate 2TRˆi sequences xi,b(li,b−1),
li,b−1 ∈ [1 : 2TRˆi ], where Rˆi = I(Yi; Yˆi|Xi) + ; for each relay node i ∈ N and each
xi,b(li,b−1), li,b−1 ∈ [1 : 2TRˆi ], randomly and conditionally independently generate
2TRˆi sequences yˆi,b(li,b|li,b−1), li,b ∈ [1 : 2TRˆi ]. This defines the codebook for any
block b ∈ [1 : B +M ],
Cb = {x0,b(mb),xi,b(li,b−1),yˆi,b(li,b|li,b−1) :
mb ∈ [1 : 2TRC/B/S ], li,b, li,b−1 ∈ [1 : 2TRˆi ], i ∈ N}.
Encoding: Let m = (m1,m2, . . . ,mB) be the message vector to be sent and
let mb = 1 be the dummy message for any b ∈ [B + 1 : B + M ]. For any block
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b ∈ [1 : B+M ], each relay node i ∈ N , upon receiving yi,b at the end of block b, finds
an index li,b such that (xi,b(li,b−1),yi,b, yˆi,b(li,b|li,b−1)) ∈ A(Xi, Yi, Yˆi), where li,0 = 1
by convention. The codewords x0,b(mb) and xi,b(li,b−1), i ∈ N are transmitted in
block b, b ∈ [1 : B +M ].
Decoding: i) The destination first finds a unique combination of the relays’
compression indices lB = (l1, . . . , lB) and some l
B+M
B+1 = (lB+1, . . . , lB+M), where
lb = (l1,b, . . . , ln,b), ∀b ∈ [1 : B +M ], such that for any b = 1, . . . , B +M ,(
(X1,b(l1,b−1), Yˆ1,b(l1,b|l1,b−1)), . . . , (Xn,b(ln,b−1), Yˆn,b(ln,b|ln,b−1)),Yn+1,b
)
∈ A(XN , YˆN , Yn+1). (4.8)
Specifically, this can be done backwards as follows:
a) The destination finds the unique lB such that there exists some l
B+M
B+1 =
(lB+1, . . . , lB+M) satisfying (4.8) for any b = B + 1, . . . , B +M .
Assume the true lB+MB = 1
M+1, where 1 := (1, . . . , 1) is an n-dimensional all-
ones vector. Then, error occurs if lB = 1 does not satisfy (4.8) with any l
B+M
B+1 for
any b = B + 1, . . . , B +M , or a false lB 6= 1 satisfies (4.8) with some lB+MB+1 for any
b = B+1, . . . , B+M . Since lB+MB = 1
M+1 satisfies (4.8) for any b = B+1, . . . , B+M
with high probability according to the properties of typical sequences, we only need
to bound Pr(
⋃
lB 6=1 ElB), where ElB is defined as the event that lB satisfies (4.8) with
some lB+MB+1 for any b = B + 1, . . . , B + M . For any (lb−1, lb), define Ab(lb−1, lb) as
the event that (lb−1, lb) satisfies (4.8). Then, we have
Pr(
⋃
lB 6=1
ElB) =Pr(
⋃
lB+MB+1
⋃
lB 6=1
B+M⋂
b=B+1
Ab(lb−1, lb))
=Pr(
M−1⋃
j=1
⋃
lB+MB+1 :lB+j=1
⋃
lB+MB+1 : lB+j 6= 1,
∀j ∈ [1 :M − 1]
⋃
lB 6=1
B+M⋂
b=B+1
Ab(lb−1, lb))
≤
M−1∑
j=1
Pr(
⋃
lB+MB+1 :lB+j=1
⋃
lB 6=1
B+M⋂
b=B+1
Ab(lb−1, lb))
+ Pr(
⋃
lB+MB+1 : lB+j 6= 1,
∀j ∈ [1 :M − 1]
⋃
lB 6=1
B+M⋂
b=B+1
Ab(lb−1, lb)). (4.9)
Let us first consider the second term in (4.9). For any lB+MB , let Sb(lB+MB ) =
{i ∈ N : li,b−1 6= 1}. Note Sb(lB+MB ) only depends on lb−1, so we also write it
as Sb(lb−1). Define Xb(Sb(lb−1)) as {Xi,b(li,b−1), i ∈ Sb(lb−1)}, and similarly define
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Yb(Sb(lb−1)) and Yˆb(Sb(lb−1)). Then, (Xb(Sb(lb−1)), Yˆb(Sb(lb−1))) is independent of
(Xb(Scb (lb−1)), Yˆb(Scb (lb−1)),Yb), and Pr(Ab(lb−1, lb)) can be upper bounded by
2T (H(XN ,YˆN ,Yn+1)+)2
−T (H(XSc
b
(lb−1),YˆScb (lb−1),Yn+1)−)
× 2−T (H(XSb(lb−1))−)2−T (
∑
i∈Sb(lb−1)(H(Yˆi|Xi)−))
=:2−T (I(Sb(lb−1))−
′)
where
I(Sb(lb−1)) =I(XSb(lb−1); YˆScb (lb−1), Yn+1|XScb (lb−1))
−H(YˆSb(lb−1)|XN , YˆScb (lb−1), Yn+1) +
∑
i∈Sb(lb−1)
H(Yˆi|Xi)
and ′ → 0 as → 0. Then, we have
Pr(
⋃
lB+MB+1 : lB+j 6= 1,
∀j ∈ [1 :M − 1]
⋃
lB 6=1
B+M⋂
b=B+1
Ab(lb−1, lb))
≤
∑
lB+MB+1 : lB+j 6= 1,
∀j ∈ [1 :M − 1]
∑
lB 6=1
B+M∏
b=B+1
Pr(Ab(lb−1, lb))
≤
∑
lB+M
∑
lB+M−1B+1 : lB+j 6= 1,
∀j ∈ [1 :M − 1]
∑
lB 6=1
B+M∏
b=B+1
2−T (I(Sb(lb−1))−
′)
=
∑
lB+M
∑
SB+1, . . . ,SB+M :
SB+j 6= ∅, ∀j ∈ [1 :M ]
∑
lB+M−1B : Sb(lB+M−1B ) = Sb,
∀b ∈ [B + 1 : B +M ]
B+M∏
b=B+1
2−T (I(Sb(lb−1))−
′)
≤
∑
lB+M
∑
SB+1, . . . ,SB+M :
SB+j 6= ∅, ∀j ∈ [1 :M ]
B+M∏
b=B+1
2T (
∑
i∈Sb (I(Yi;Yˆi|Xi)+))
B+M∏
b=B+1
2−T (I(Sb)−
′)
≤
∑
lB+M
∑
SB+1, . . . ,SB+M :
SB+j 6= ∅, ∀j ∈ [1 :M ]
B+M∏
b=B+1
2
−T (I(XSb ;YˆScb ,Yn+1|XScb )−I(YSb ;YˆSb |XN ,Yn+1,YˆScb )−
′′)
=
∑
lB+M
∑
SB+1, . . . ,SB+M :
SB+j 6= ∅, ∀j ∈ [1 :M ]
2
−T∑B+Mb=B+1(I(XSb ;YˆScb ,Yn+1|XScb )−I(YSb ;YˆSb |XN ,Yn+1,YˆScb )−′′)
≤
∑
lB+M
(2n)M2−TM(minS⊆N :S6=∅{I(XS ;YˆSc ,Yn+1|XSc )−I(YS ;YˆS |XN ,Yn+1,YˆSc )−
′′})
≤2T (
∑
i∈N (I(Yˆi;Yi|Xi)+))2nM2−TM(minS⊆N :S6=∅{I(XS ;YˆSc ,Yn+1|XSc )−I(YS ;YˆS |XN ,Yn+1,YˆSc )−
′′})
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where ′′ → 0 as → 0. Thus, as both T and M go to infinity, the second term in
(4.9) goes to 0, if
I(XS ; YˆSc , Yn+1|XSc)− I(YS ; YˆS |XN , Yn+1, YˆSc) > 0,∀S ⊆ N ,S 6= ∅. (4.10)
Now consider the first term in (4.9). For any j ∈ [1 : M − 1], we have
Pr(
⋃
lB+MB+1 :lB+j=1
⋃
lB 6=1
B+M⋂
b=B+1
Ab(lb−1, lb)) ≤ Pr(
⋃
lB+jB+1:lB+j=1
⋃
lB 6=1
B+j⋂
b=B+1
Ab(lb−1, lb)).
Note Pr(
⋃
lB+jB+1:lB+j=1
⋃
lB 6=1
⋂B+j
b=B+1Ab(lb−1, lb)) is the probability that there exists
a false lB 6= 1 satisfying (4.8) with some lB+jB+1 for any block b ∈ [B+1 : B+j], where
lB+j = 1 is true. Below, we show that this probability goes to 0. The underlying
idea is backward decoding, which will also be used in step b).
For any k ∈ [1 : j], j ∈ [1 : M − 1], denote
pB+k := Pr(
⋃
lB+kB+1 :lB+k=1
⋃
lB 6=1
B+k⋂
b=B+1
Ab(lb−1, lb)).
Then, we have
pB+k = Pr(
⋃
lB+kB+1 :lB+k=1
⋃
lB 6=1
B+k⋂
b=B+1
Ab(lb−1, lb))
≤ Pr(
⋃
lB+kB+1 :lB+k=1,lB+k−1=1
⋃
lB 6=1
B+k⋂
b=B+1
Ab(lb−1, lb))
+ Pr(
⋃
lB+kB+1 :lB+k=1,lB+k−1 6=1
⋃
lB 6=1
B+k⋂
b=B+1
Ab(lb−1, lb))
≤ Pr(
⋃
lB+k−1B+1 :lB+k−1=1
⋃
lB 6=1
B+k−1⋂
b=B+1
Ab(lb−1, lb))
+ Pr(
⋃
lB+k=1,lB+k−1 6=1
AB+k(lB+k−1, lB+k))
=: pB+k−1 + p′B+k,
where
p′B+k := Pr(
⋃
lB+k=1,lB+k−1 6=1
AB+k(lB+k−1, lB+k))
and especially
pB+1 = p
′
B+1 = Pr(
⋃
lB+1=1,lB 6=1
AB+1(lB, lB+1)).
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Recursively, for any j ∈ [1 : M − 1],
pB+j ≤ pB+j−1 + p′B+j ≤ pB+j−2 + p′B+j−1 + p′B+j ≤ · · · ≤
k=j∑
k=1
p′B+k.
For any k ∈ [1 : j], j ∈ [1 : M − 1], with SB+k(lB+k−1) := {i ∈ N : li,B+k−1 6= 1},
we have
p′B+k = Pr(
⋃
lB+k=1,lB+k−1 6=1
AB+k(lB+k−1, lB+k))
= Pr(
⋃
lB+k=1,lB+k−1:SB+k(lB+k−1)6=∅
AB+k(lB+k−1, lB+k))
≤
∑
SB+k 6=∅
∑
lB+k = 1,
lB+k−1 : SB+k(lB+k−1) = SB+k
Pr(AB+k(lB+k−1, lB+k))
≤
∑
SB+k 6=∅
2
T (
∑
i∈SB+k (I(Yi;Yˆi|Xi)+))2−T (I(SB+k)−
′)
≤ 2n2−T (minS⊆N :S6=∅{I(XS ;YˆSc ,Yn+1|XSc )−I(YS ;YˆS |XN ,Yn+1,YˆSc )−′′}),
and thus pB+j → 0 as T → ∞ if (4.10) holds. Therefore, if (4.10) holds, the first
term in (4.9) also goes to 0 as T →∞, and lB can be decoded.
b) Given that lB has been recovered, the destination performs the backward
decoding as follows. That is, backwards and sequentially from block b = B to
block b = 2, the destination finds the unique lb−1, such that (lb−1, lb) satisfies (4.8),
where lb has already been recovered due to the backward property of decoding. At
each block b = B,B − 1, . . . , 2, error occurs if the true lb−1 does not satisfy (4.8),
or a false lb−1 satisfies (4.8). According to the properties of typical sequences, the
true lb−1 satisfies (4.8) with high probability.
For a false lb−1 with false {li,b−1, i ∈ S} but true {li,b−1, i ∈ Sc}, (Xb(S), Yˆb(S))
is independent of (Xb(Sc), Yˆb(Sc),Yb), and the probability that (lb−1, lb) satisfies
(4.8) can be upper bounded by
2T (H(XN ,YˆN ,Yn+1)+)2−T (H(XSc ,YˆSc ,Yn+1)−)2−T (H(XS)−)2−T (
∑
i∈S(H(Yˆi|Xi)−)).
Since the number of such false lb−1 is upper bounded by
∏
i∈S 2
T (I(Yi;Yˆi|Xi)+), with
the union bound, it is easy to check that the probability of finding such a false lb−1
goes to zero as T →∞, if (4.10) holds. This combined with a) proves that lB can
be decoded, if (4.10) holds.
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ii) Then, based on the recovered lB, the destination finds the unique m =
(m1,m2, . . . ,mB) such that for any b = 1, . . . , B,(
X0,b(mb), (X1,b(l1,b−1), Yˆ1,b(l1,b|l1,b−1)), . . . , (Xn,b(ln,b−1), Yˆn,b(ln,b|ln,b−1)),Yn+1,b
)
∈ A(X0, XN , YˆN , Yn+1).
(4.11)
Note that after lB has been recovered,
(X1,b(l1,b−1), Yˆ1,b(l1,b|l1,b−1)), . . . , (Xn,b(ln,b−1), Yˆn,b(ln,b|ln,b−1))
and Yn+1,b in (4.11) are known to the destination. Thus, from the property of
typical sequences, the probability of decoding error will tend to zero if RC/B/S is less
than I(X0;XN , YˆN , Y ), which is equal to I(X0; YˆN , Y |XN ) noting the independence
between X0 and XN .
We are now in a position to prove Theorem 4.2.3. To facilitate the proof, we
introduce some notations and lemmas. For any A,B ⊆ N , let
JA,B(S) :=I(XS ; YˆB\S , YˆA, Yn+1|XA, XB\S)
− I(YS ; YˆS |XA, YˆA, Yn+1, XB, YˆB\S),∀S ⊆ B, (4.12)
JB(S) :=J∅,B(S) = I(XS ; YˆB\S , Yn+1|XB\S)− I(YS ; YˆS |XB, YˆB\S , Yn+1),∀S ⊆ B,
(4.13)
J(S) :=JN (S) = I(XS ; YˆSc , Yn+1|XSc)− I(YS ; YˆS |XN , Yn+1, YˆSc),∀S ⊆ N .
(4.14)
Then, we have the following lemmas, whose proofs will be presented in Section 4.5.
Lemma 4.3.1. 1) If JA(S1) ≥ 0, ∀S1 ⊆ A, and JB(S2) ≥ 0, ∀S2 ⊆ B, then
JA∪B(S) ≥ 0, ∀S ⊆ A ∪ B.
2) If JA(S1) ≥ 0, ∀S1 ⊆ A, and JA,B(S2) ≥ 0, ∀S2 ⊆ B, then JA∪B(S) ≥ 0,
∀S ⊆ A ∪ B.
Lemma 4.3.2. Under any p(x0)
∏n
i=1 p(xi)p(yˆi|xi, yi), there exists a unique set D,
which is the largest subset of N satisfying
JD(S) ≥ 0,∀S ⊆ D.
Lemma 4.3.3. If JA,B(B) ≥ 0 for some nonempty B, then there exists some
nonempty C ⊆ B such that JA,C(S) ≥ 0,∀S ⊆ C.
52
Lemma 4.3.4. For any A and B with A∩B = ∅, J(A)+J(B) = J(A∪B)+J(A◦B),
where
J(A ◦ B) =I(XA, YˆA;XB, YˆB|X(A∪B)c , Yˆ(A∪B)c , Yn+1)
=I(XA;XB|X(A∪B)c , Yˆ(A∪B)c , Yn+1) + I(XA; YˆB|XAc , Yˆ(A∪B)c , Yn+1)
+ I(XB; YˆA|XBc , Yˆ(A∪B)c , Yn+1) + I(YˆA; YˆB|XN , Yˆ(A∪B)c , Yn+1).
The proof of Theorem 4.2.3 is similar to the proof of Theorem 3.2.3, and the
details are as follows.
Proof of Theorem 4.2.3. Again, we consider the case Q = ∅. In this case, R∗C/B/S
and R∗R/U/J can be respectively written as
R∗C/B/S = max
p(x0)
∏n
i=1 p(xi)p(yˆi|xi,yi)
I(X0; YˆN , Yn+1|XN ) (4.15)
such that J(S) ≥ 0,∀S ⊆ N , (4.16)
and
R∗R/U/J
= max
p(x0)
∏n
i=1 p(xi)p(yˆi|xi,yi)
min
S⊆N
I(X0, XS ; YˆSc , Yn+1|XSc)− I(YS ; YˆS |X0, XN , Yn+1, YˆSc)
= max
p(x0)
∏n
i=1 p(xi)p(yˆi|xi,yi)
min
S⊆N
{I(X0; YˆN , Yn+1|XN ) + J(S)}. (4.17)
We show R∗C/B/S = R
∗
R/U/J by showing that R
∗
C/B/S ≤ R∗R/U/J and R∗C/B/S ≥
R∗R/U/J respectively. Under any p(x0)
∏n
i=1 p(xi)p(yˆi|xi, yi) such that J(S) ≥ 0,
∀S ⊆ N , we have
min
S⊆N
{I(X0; YˆN , Yn+1|XN ) + J(S)} = I(X0; YˆN , Yn+1|XN ),
and thus R∗C/B/S ≤ R∗R/U/J.
To show R∗C/B/S ≥ R∗R/U/J, it is sufficient to show that R∗R/U/J can be achieved
only with the distribution p(x0)
∏n
i=1 p(xi)p(yˆi|xi, yi) such that J(S) ≥ 0, ∀S ⊆
N . We will show this by two steps as follows: i) We first show that under any
p(x0)
∏n
i=1 p(xi)p(yˆi|xi, yi), if Dc 6= ∅, then
Dc ∈ argmin
S⊆N
J(S)
and ⋂
T ∈argmin
S⊆N
J(S)
T = Dc,
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where D is defined as in Lemma 4.3.2 and argmin
S⊆N
J(S) := {T ⊆ N : J(T ) =
minS⊆N J(S)}. ii) We then argue that, under the optimal p(x0)
∏n
i=1 p(xi)p(yˆi|xi, yi),
Dc must be ∅, i.e., D must beN , and thus by the definition ofD, J(S) ≥ 0,∀S ⊆ N .
i) Assuming Dc 6= ∅ throughout Part i), we show Dc ∈ argmin
S⊆N
J(S) and⋂
T ∈argmin
S⊆N
J(S) T = Dc.
1) We first show J(Dc) < 0 by using a contradiction argument. Suppose
J(Dc) ≥ 0, i.e., JD,Dc(Dc) ≥ 0. Then, by Lemma 4.3.3, we have that there exists
some nonempty B ⊆ Dc such that JD,B(S) ≥ 0, ∀S ⊆ B. This will further imply,
by Part 2) of Lemma 4.3.1, that JD∪B(S) ≥ 0,∀S ⊆ D ∪ B. This is contradictory
with the definition of D, and thus J(Dc) < 0.
2) We show that ∀A ⊆ Dc and A 6= Dc, J(A) > J(Dc), and thus J(A) >
minS⊆N J(S). The proof is still by contradiction. Suppose that there exists some
A ⊆ Dc and A 6= Dc such that J(A) ≤ J(Dc). Then J(Dc)− J(A) ≥ 0, i.e.,
I(XDc ; YˆD, Yn+1|XD)− I(YDc ; YˆDc|XN , Yn+1, YˆD)
− I(XA; YˆAc , Yn+1|XAc) + I(YA; YˆA|XN , Yn+1, YˆAc)
=I(XDc\A; YˆD, Yn+1|XD) + I(XA; YˆD, Yn+1|XAc)
− I(YDc\A; YˆDc\A|XN , Yn+1, YˆD)− I(YA; YˆA|XN , Yn+1, YˆAc)
− I(XA; YˆD, Yn+1|XAc)− I(XA; YˆDc\A|YˆD, Yn+1, XAc) + I(YA; YˆA|XN , Yn+1, YˆAc)
=I(XDc\A; YˆD, Yn+1|XD)−H(YˆDc\A|XN , Yn+1, YˆD) +H(YˆDc\A|YDc\A, XN , Yn+1, YˆD)
−H(YˆDc\A|YˆD, Yn+1, XAc) +H(YˆDc\A|XA, YˆD, Yn+1, XAc)
=I(XDc\A; YˆD, Yn+1|XD)− I(YDc\A; YˆDc\A|XD, XDc\A, Yn+1, YˆD)
=JD,Dc\A(Dc \ A)
≥0.
Again by Lemma 4.3.3 and 4.3.1 successively, we can conclude that there exists
some nonempty B ⊆ Dc \ A, such that JD∪B(S) ≥ 0,∀S ⊆ D ∪ B, which is in
contradiction. Therefore, J(A) > J(Dc) ≥ minS⊆N J(S).
3) We prove that ∀A with AD 6= ∅ and ADc 6= Dc, J(A) > J(A ∪ Dc) ≥
minS⊆N J(S). Let A1 = AD and A2 = ADc. Then, we have, by Lemma 4.3.4, that
J(A) =J(A1 ∪ A2) = J(A1) + J(A2)− J(A1 ◦ A2),
J(A1 ∪ Dc) =J(A1) + J(Dc)− J(A1 ◦ Dc).
Since J(A2) > J(Dc) by 2), to show J(A) > J(A ∪ Dc) ≥ minS⊆N J(S), we only
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need to show J(A1 ◦ A2) ≤ J(A1 ◦ Dc). Let A3 = Dc \ A2. Then, we have
J(A1 ◦ Dc)− J(A1 ◦ A2)
=I(XA1 ;XA2∪A3|X(A1∪A2∪A3)c , Yˆ(A1∪A2∪A3)c , Yn+1)
+ I(XA1 ; YˆA2∪A3|XAc1 , Yˆ(A1∪A2∪A3)c , Yn+1)
+ I(XA2∪A3 ; YˆA1|X(A2∪A3)c , Yˆ(A1∪A2∪A3)c , Yn+1)
+ I(YˆA1 ; YˆA2∪A3|XN , Yˆ(A1∪A2∪A3)c , Yn+1)
− I(XA1 ;XA2 |X(A1∪A2)c , Yˆ(A1∪A2)c , Yn+1)− I(XA1 ; YˆA2|XAc1 , Yˆ(A1∪A2)c , Yn+1)
− I(XA2 ; YˆA1|XAc2 , Yˆ(A1∪A2)c , Yn+1)− I(YˆA1 ; YˆA2 |XN , Yˆ(A1∪A2)c , Yn+1)
=I(XA1 ;XA3 |X(A1∪A2∪A3)c , Yˆ(A1∪A2∪A3)c , Yn+1)
+ I(XA1 ;XA2 , YˆA3|X(A1∪A2)c , Yˆ(A1∪A2∪A3)c , Yn+1)
+ I(XA3 ; YˆA1|X(A2∪A3)c , Yˆ(A1∪A2∪A3)c , Yn+1)
+ I(YˆA1 ;XA2 , YˆA3|XAc2 , Yˆ(A1∪A2∪A3)c , Yn+1)
− I(XA1 ;XA2|X(A1∪A2)c , Yˆ(A1∪A2)c , Yn+1)− I(XA2 ; YˆA1|XAc2 , Yˆ(A1∪A2)c , Yn+1)
=I(XA1 ;XA3|X(A1∪A2∪A3)c , Yˆ(A1∪A2∪A3)c , Yn+1)
+ I(XA1 ; YˆA3|X(A1∪A2)c , Yˆ(A1∪A2∪A3)c , Yn+1)
+ I(XA3 ; YˆA1|X(A2∪A3)c , Yˆ(A1∪A2∪A3)c , Yn+1) + I(YˆA1 ; YˆA3 |XAc2 , Yˆ(A1∪A2∪A3)c , Yn+1)
≥0.
Thus, we have J(A) > J(A1 ∪ Dc) ≥ minS⊆N J(S).
4) We prove that ∀A with AD 6= ∅ and ADc = Dc, J(A) ≥ J(Dc). Letting
A1 = AD, we have
J(A) = J(A1 ∪ Dc) = J(A1) + J(Dc)− J(A1 ◦ Dc).
Thus, to show J(A) ≥ J(Dc), we only need to show J(A1)− J(A1 ◦ Dc) ≥ 0. For
this, we have
J(A1)− J(A1 ◦ Dc)
=I(XA1 ; YˆDc , YˆD\A1 , Yn+1|XDc , XD\A1)− I(YA1 ; YˆA1|XN , Yn+1, YˆDc , YˆD\A1)
− I(XA1 , YˆA1 ;XDc , YˆDc|XD\A1 , YˆD\A1 , Yn+1)
=I(XA1 ;XDc , YˆDc , YˆD\A1 , Yn+1|XD\A1)− I(YA1 ; YˆA1 |XN , Yn+1, YˆDc , YˆD\A1)
− I(XA1 ;XDc , YˆDc |XD\A1 , YˆD\A1 , Yn+1)− I(YˆA1 ;XDc , YˆDc |XD, YˆD\A1 , Yn+1)
=I(XA1 ; YˆD\A1 , Yn+1|XD\A1)− I(YˆA1 ;XDc , YˆDc , YA1|XD, YˆD\A1 , Yn+1)
=JD(A1)
≥0,
55
and thus J(A) ≥ J(Dc).
Combining 2)-4), we can conclude that
Dc ∈ argmin
S⊆N
J(S)
and ⋂
T ∈argmin
S⊆N
J(S)
T = Dc.
ii) We now argue that under the optimal p(x0)
∏n
i=1 p(xi)p(yˆi|xi, yi) that achieves
R∗R/U/J, if Dc 6= ∅, then R∗R/U/J is not optimal; and hence Dc must be ∅.
Suppose Dc 6= ∅ at the optimum. Then,
Dc ∈ argmin
S⊆N
J(S)
and ⋂
T ∈argmin
S⊆N
J(S)
T = Dc.
Therefore,
R∗R/U/J =I(X0, XDc ; YˆD, Yn+1|XD)− I(YDc ; YˆDc|X0, XN , Yn+1, YˆD) (4.18)
=I(X0, XT ; YˆT c , Yn+1|XT c)− I(YT ; YˆT |X0, XN , Yn+1, YˆT c), (4.19)
for any T ∈ argmin
S⊆N
J(S), T 6= Dc.
We argue that higher rate can be achieved. Consider Yˆ ′1 , Yˆ
′
2 , . . . , Yˆ
′
n, where
Yˆ ′i = Yˆi for any i ∈ D, and Yˆ ′i = Yˆi with probability p and Yˆ ′i = ∅ with probability
1−p for any i ∈ Dc. When p = 1, the achievable rate with Yˆ ′1 , Yˆ ′2 , . . . , Yˆ ′n is R∗R/U/J.
As p decreases from 1, in (4.18) and (4.19), both
I(X0, XDc ; YˆD, Yn+1|XD)− I(YDc ; YˆDc |X0, XN , Yn+1, YˆD)
and
I(X0, XT ; YˆT c , Yn+1|XT c)− I(YT ; YˆT |X0, XN , Yn+1, YˆT c)
will increase, where T ∈ argmin
S⊆N
J(S), T 6= Dc. Thus, no matter how
I(X0, XS ; YˆSc , Yn+1|XSc)− I(YS ; YˆS |X0, XN , Yn+1, YˆSc)
will change as p decreases for S /∈ argmin
S⊆N
J(S), it is certain that there exists a p∗
such that the achievable rate by using Yˆ ′1 , Yˆ
′
2 , . . . , Yˆ
′
n is larger than R
∗
R/U/J. This is
in contradiction with the optimality of R∗R/U/J, and thus at the optimum, Dc must
be ∅ , i.e., J(S) ≥ 0, ∀S ⊆ N . This completes the proof of Theorem 4.2.3.
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4.4 Cumulative encoding/block-by-block backward
decoding/compression-message joint decod-
ing and Necessity of Joint Decodability
Some notations and lemmas are introduced to facilitate the later discussion. For
any A,B ⊆ N , let
KA,B(S) :=I(XS ; YˆB\S , YˆA, Yn+1|X0, XA, XB\S)
− I(YS ; YˆS |X0, XA, YˆA, Yn+1, XB, YˆB\S),∀S ⊆ B, (4.20)
KB(S) :=K∅,B(S) = I(XS ; YˆB\S , Yn+1|X0, XB\S)
− I(YS ; YˆS |X0, XB, YˆB\S , Yn+1),∀S ⊆ B, (4.21)
RB(S) :=I(X0, XS ; YˆB\S , Yn+1|XB\S)− I(YS ; YˆS |X0, XB, YˆB\S , Yn+1), ∀S ⊆ B.
(4.22)
Lemma 4.4.1. 1) If KA(S1) > 0, for any nonempty S1 ⊆ A, and KB(S2) > 0, for
any nonempty S2 ⊆ B, then KA∪B(S) > 0, for any nonempty S ⊆ A ∪ B.
2) If KA(S1) > 0, for any nonempty S1 ⊆ A, and KA,B(S2) > 0, for any
nonempty S2 ⊆ B, then KA∪B(S) > 0, for any nonempty S ⊆ A ∪ B.
Lemma 4.4.2. Under any p(x0)
∏n
i=1 p(xi)p(yˆi|xi, yi), there exists a unique set DJ,
which is the largest subset of N satisfying
KDJ(S) > 0,∀S ⊆ DJ,S 6= ∅.
Lemma 4.4.3. If KA,B(B) > 0 for some nonempty B, then there exists some
nonempty C ⊆ B such that KA,C(S) > 0, for any nonempty S ⊆ C.
Lemma 4.4.4. For any disjoint A and B, and any S ⊆ A ∪ B, let S1 = SA and
S2 = SB. Then, we have:
1) RA∪B(S) ≥ RA(S1) +KA∪B(S2).
2) Specially, when S2 = B, RA∪B(S) = RA(S1) +KA,B(B).
Lemmas 4.4.1-4.4.3 can be proved along the same lines as the proofs of Lemmas
4.3.1-4.3.3 respectively, while the proof of Lemma 4.4.4 is given in Section 4.5.
The cumulative encoding/block-by-block backward decoding/compression-message
joint decoding scheme is presented in the following proof.
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Proof of Theorem 4.2.4. The uniqueness of DJ has been established in Lemma
4.4.2. Below, we focus on showing that i) the rate in (4.4) is achievable, and ii) the
compressions in the set DJ can be decoded jointly with X0.
To make the presentation easier to follow, we first consider the case when DJ =
N , i.e., the case when
I(XS ; YˆSc , Yn+1|X0, XSc)− I(YS ; YˆS |X0, XN , Yn+1, YˆSc) > 0,∀S ⊆ N ,S 6= ∅,
(4.23)
and show that
RC/B/J < minS⊆N
I(X0, XS ; YˆSc , Yn+1|XSc)− I(YS ; YˆS |X0, XN , Yn+1, YˆSc) (4.24)
is achievable. The case of DJ 6= N will follow immediately after the case of DJ = N
is treated.
Fix p(x0)
∏n
i=1 p(xi)p(yˆi|xi, yi). Assume (4.23) holds. The codebook generation
and encoding process here are exactly the same as those in the proof of Theorem
4.2.2, and hence omitted. For the decoding, the destination finds the unique mes-
sage vector m = (m1,m2, . . . ,mB) and some l
B+M = (l1, . . . , lB+M) such that for
any b = 1, . . . , B +M ,(
X0,b(mb), (X1,b(l1,b−1), Yˆ1,b(l1,b|l1,b−1)), . . . , (Xn,b(ln,b−1), Yˆn,b(ln,b|ln,b−1)),Yn+1,b
)
∈ A(X0, XN , YˆN , Yn+1),
(4.25)
where mb = 1 is dummy message for all b ∈ [B + 1 : B +M ].
Again, this can be done backwardly as follows.
a) The destination first finds the unique lB such that there exists some l
B+M
B+1 =
(lB+1, . . . , lB+M) satisfying (4.25) for any b = B + 1, . . . , B + M . Through the
similar lines as in the proof of Theorem 4.2.2 with X0,b(mb), b ∈ [B + 1 : B + M ]
taken into account and treated as known signals, it follows that lB can be decoded
if (4.23) holds.
b) Backwards and sequentially from block b = B to block b = 1, the destination
finds the unique pair (mb, lb−1), such that (mb, lb−1) satisfies (4.25), where lb has
already been recovered due to the backward property of decoding.
At each block b = B,B − 1, . . . , 1, error occurs with mb if the true mb does not
satisfy (4.25) with any lb−1, or a false mb satisfies (4.25) with some lb−1. According
to the properties of typical sequences, the true (mb, lb−1) satisfies (4.25) with high
probability.
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For a false mb and a lb−1 with false {li,b−1, i ∈ S} but true {li,b−1, i ∈ Sc},
X0,b(mb) and (Xb(S), Yˆb(S)) and (Xb(Sc), Yˆb(Sc),Yn+1,b) are mutually indepen-
dent, and the probability that (mb, lb−1) satisfies (4.25) can be upper bounded by
2T (H(X0,XN ,YˆN ,Yn+1)+)2−T (H(X0)−)
× 2−T (H(XSc ,YˆSc ,Yn+1)−)2−T (H(XS)−)2−T (
∑
i∈S(H(Yˆi|Xi)−)).
Since the number of such false (mb, lb−1) is upper bounded by
2TRC/B/J
∏
i∈S
2T (I(Yi;Yˆi|Xi)+),
with the union bound, it is easy to check that the probability of finding a false mb
goes to zero as T →∞, if (4.24) holds.
Then, based on the recovered mb and lb, again from the proof of Theorem 4.2.2
with X0,b(mb) taken into account and treated as known signal, it follows that lb−1
can be decoded if (4.23) holds.
Combining a) and b), we can conclude that both m and lB can be decoded if
both (4.23) and (4.24) hold.
If under p(x0)
∏n
i=1 p(xi)p(yˆi|xi, yi), DJ 6= N , then through the same line as
above with N replaced by DJ, it readily follows that
RC/B/J < minS⊆DJ
I(X0, XS ; YˆDJ\S , Yn+1|XDJ\S)− I(YS ; YˆS |X0, XDJ , Yn+1, YˆDJ\S)
is achievable; and YˆDJ , or more strictly, {lBi , i ∈ DJ}, can be decoded jointly with
X0 since
I(XS ; YˆDJ\S , Yn+1|X0, XDJ\S)− I(YS ; YˆS |X0, XDJ , Yn+1, YˆDJ\S) > 0,
for any nonempty S ⊆ DJ.
Now, we demonstrate that only those relay nodes, whose compressions can be
eventually decoded, are helpful to the decoding of the original message.
Proof of Theorem 4.2.5. Still consider the case Q = ∅. The uniqueness of DJ
has been treated in Lemma 4.4.2, while the uniqueness of D′J can be established
along the same lines. To prove Theorem 4.2.5, in terms of the notations defined
in this section, we will sequentially prove that: i) maxM⊆N minS⊆MRM(S) =
minS⊆DJ RDJ(S); ii) minS⊆MRM(S) < minS⊆D′J RD′J(S), for any M * D′J; iii)
maxM⊆N minS⊆MRM(S) = minS⊆D′J RD′J(S).
i) We prove maxM⊆N minS⊆MRM(S) = minS⊆DJ RDJ(S) by proving that: 1)
For any M ∩ DJ = DJ, M 6= DJ, minS⊆MRM(S) ≤ minS⊆DJ RDJ(S). 2) For
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any M ∩ DJ 6= DJ, minS⊆MRM(S) ≤ minS⊆M∪DJ RM∪DJ(S), and thus by 1),
minS⊆MRM(S) ≤ minS⊆DJ RDJ(S) . The details are as follows.
1) AssumeM∩DJ = DJ,M 6= DJ. We show minS⊆MRM(S) ≤ minS⊆DJ RDJ(S)
by showing that for any S ⊆ DJ, RM(S ∪ (M\DJ)) ≤ RDJ(S).
For any S ⊆ DJ, by Part 2) of Lemma 4.4.4, we have
RM(S ∪ (M\DJ)) = RDJ∪(M\DJ)(S ∪ (M\DJ)) = RDJ(S) +KDJ,M\DJ(M\DJ).
We argue KDJ,M\DJ(M\DJ) ≤ 0 by contradiction. Suppose KDJ,M\DJ(M\DJ) > 0.
Then, by Lemma 4.4.3, we have that there exists some nonempty C ⊆ M\DJ such
that KDJ,C(S) > 0, for any nonempty S ⊆ C. This will further imply, by Part 2)
of Lemma 4.4.1, that KDJ∪C(S) > 0, for any nonempty S ⊆ DJ ∪ C, which is in
contradiction with the definition of DJ. Thus, we must have KDJ,M\DJ(M\DJ) ≤ 0,
and RM(S ∪ (M\DJ)) ≤ RDJ(S).
2) Assume M ∩ DJ 6= DJ. For any S ⊆ M ∪ DJ, let S1 = SM and S2 =
S(DJ \M). By Part 1) of Lemma 4.4.4, we have
RM∪DJ(S) = RM∪(DJ\M)(S) ≥ RM(S1) +KM∪DJ(S2),
and then,
min
S⊆M∪DJ
RM∪DJ(S) ≥ minS⊆M∪DJ{RM(S1) +KM∪DJ(S2)}
≥ min
S⊆M∪DJ
{RM(S1) +KDJ(S2)}
= min
S1⊆M,S2⊆DJ\M
{RM(S1) +KDJ(S2)}
= min
S1⊆M
RM(S1) + minS2⊆DJ\MKDJ(S2)
≥ min
S1⊆M
RM(S1),
where the last inequality follows from the fact that KDJ(S2) > 0, for any nonempty
S2 ⊆ DJ.
ii) We can prove minS⊆MRM(S) < minS⊆D′J RD′J(S), for any M * D′J by two
similar steps as follows.
1) Through the similar lines as in Step 1) of Part i), we can prove that for any
M∩D′J = D′J, M 6= D′J, minS⊆MRM(S) < minS⊆D′J RD′J(S). The only difference
is that here the inequality is strict, but it can be easily justified by noting that “=”
is included in the definition of D′J.
2) From Step 2) of Part i), it can be similarly proved that for anyM∩D′J 6= D′J,
minS⊆MRM(S) ≤ minS⊆M∪D′J RM∪D′J(S). Therefore, if, further,M * D′J, then by
1) we have
min
S⊆M
RM(S) ≤ minS⊆M∪D′J
RM∪D′J(S) < minS⊆D′J
RD′J(S).
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iii) From Part ii), we have 1) minS⊆MRM(S) < minS⊆D′J RD′J(S), for any
M ∩ D′J = D′J, M 6= D′J, and 2) for any M ∩ D′J 6= D′J, minS⊆MRM(S) ≤
minS⊆M∪D′J RM∪D′J(S) ≤ minS⊆D′J RD′J(S). Thus, it follows immediately that
min
S⊆D′J
RD′J(S) = maxM⊆N minS⊆MRM(S).
This completes the proof of Theorem 4.2.5.
4.5 Proofs of Lemmas 4.3.1-4.3.4 and 4.4.4
Proof of Lemma 4.3.1. For any S ⊆ A∪B, let S1 = SA and S2 = S(B\A). Then,
JA∪B(S)
=I(XS ; Yˆ(A∪B)\S , Yn+1|X(A∪B)\S)− I(YS ; YˆS |XA∪B, Yˆ(A∪B)\S , Yn+1)
=I(XS1 ; Yˆ(A∪B)\S , Yn+1|X(A∪B)\S) + I(XS2 ; Yˆ(A∪B)\S , Yn+1|XS1 , X(A∪B)\S)
− I(YS1 ; YˆS1|XA∪B, Yˆ(A∪B)\S , Yn+1)− I(YS2 ; YˆS2|XA∪B, YˆS1 , Yˆ(A∪B)\S , Yn+1)
=I(XS1 ; Yˆ(A∪B)\S , Yn+1|X(A∪B)\S) + I(XS2 ; Yˆ(A∪B)\S , Yn+1|XS1 , X(A∪B)\S)
− [I(YS1 ; YˆS1|XA, YˆA\S1 , Yn+1)− I(YˆS1 ;XB\A, YˆBAc\S2|XA, YˆA\S1 , Yn+1)]
− I(YS2 ; YˆS2 |XA∪B, YˆS1 , Yˆ(A∪B)\S , Yn+1)
=[I(XS1 ; Yˆ(A∪B)\S , Yn+1|X(A∪B)\S)− I(YS1 ; YˆS1|XA, YˆA\S1 , Yn+1)]
+ [I(XS2 ; Yˆ(A∪B)\S , Yn+1|XS1 , X(A∪B)\S) + I(YˆS1 ;XB\A, YˆBAc\S2|XA, YˆA\S1 , Yn+1)]
− I(YS2 ; YˆS2|XA, XB, YˆA, YˆB\S2 , Yn+1)
≥[I(XS1 ; YˆA\S1 , Yn+1|XA\S1)− I(YS1 ; YˆS1 |XA, YˆA\S1 , Yn+1)]
+ [I(XS2 ; Yˆ(A∪B)\S , Yn+1|XS1 , X(A∪B)\S) + I(YˆS1 ;XB\A, YˆBAc\S2|XA, YˆA\S1 , Yn+1)]
− I(YS2 ; YˆS2 |XA, XB, YˆA, YˆB\S2 , Yn+1)
=[I(XS2 ; Yˆ(A∪B)\S , Yn+1|XS1 , X(A∪B)\S)
+ I(YˆS1 ;XS2 , XBAc\S2 , YˆBAc\S2 |XA, YˆA\S1 , Yn+1)]
− I(YS2 ; YˆS2|XA, XB, YˆA, YˆB\S2 , Yn+1) + JA(S1)
≥[I(XS2 ; Yˆ(A∪B)\S , Yn+1|XA, XB\S2) + I(YˆS1 ;XS2 |XA, XBAc\S2 , YˆBAc\S2 , YˆA\S1 , Yn+1)]
− I(YS2 ; YˆS2|XA, XB, YˆA, YˆB\S2 , Yn+1) + JA(S1)
=I(XS2 ; YˆA, YˆB\S2 , Yn+1|XA, XB\S2)− I(YS2 ; YˆS2|XA, XB, YˆA, YˆB\S2 , Yn+1) + JA(S1)
=JA(S1) + JA,B(S2) (4.26)
≥JA(S1) + JB(S2). (4.27)
If JA(S1) ≥ 0, ∀S1 ⊆ A, and JB(S2) ≥ 0, ∀S2 ⊆ B, then following (4.27),
JA∪B(S) ≥ 0, ∀S ⊆ A ∪ B. If JA(S1) ≥ 0, ∀S1 ⊆ A, and JA,B(S2) ≥ 0, ∀S2 ⊆ B,
then following (4.26), JA∪B(S) ≥ 0, ∀S ⊆ A ∪ B.
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Proof of Lemma 4.3.2. Let L := {F ⊆ N : JF(S) ≥ 0, ∀S ⊆ F} and Lmax :=
{D ∈ L : |D| = maxF∈L |F|}. Suppose there are more than one elements in Lmax,
say, D1,D2, . . . ,Dn, where n ≥ 2. Then based on 1) of Lemma 4.3.1, D :=
⋃n
i=1Di
also satisfies that JD(S) ≥ 0,∀S ⊆ D, which is in contradiction, and hence Lemma
4.3.2 is proved.
Proof of Lemma 4.3.3. If JA,B(S) ≥ 0, ∀S ⊆ B, then this lemma obviously holds.
Otherwise, if there exists some S1 ⊆ B, S1 6= B, such that JA,B(S1) < 0, then we
have JA,B(B)− JA,B(S1) ≥ 0, i.e.,
I(XB; YˆA, Yn+1|XA)− I(YB; YˆB|XA, YˆA, Yn+1, XB)
− I(XS1 ; YˆB\S1 , YˆA, Yn+1|XA, XB\S1) + I(YS1 ; YˆS1|XA, YˆA, Yn+1, XB, YˆB\S1)
=I(XB\S1 ; YˆA, Yn+1|XA) + I(XS1 ; YˆA, Yn+1|XA, XB\S1)
− I(YB\S1 ; YˆB\S1|XA, YˆA, Yn+1, XB)− I(YS1 ; YˆS1|XA, YˆA, Yn+1, XB, YˆB\S1)
− I(XS1 ; YˆA, Yn+1|XA, XB\S1)− I(XS1 ; YˆB\S1|YˆA, Yn+1, XA, XB\S1)
+ I(YS1 ; YˆS1|XA, YˆA, Yn+1, XB, YˆB\S1)
=I(XB\S1 ; YˆA, Yn+1|XA)− I(YB\S1 ; YˆB\S1|YˆA, Yn+1, XA, XB\S1)
=JA,B\S1(B \ S1)
≥0.
Now, we arrive at the same situation as in the original assumption with B replaced
by B \ S1. Continue applying this argument, and we must be able to reach a
nonempty C ⊆ B, such that JA,C(S) ≥ 0, ∀S ⊆ C.
Proof of Lemma 4.3.4. For any disjoint A and B,
J(A ◦ B)
=J(A) + J(B)− J(A ∪ B)
=I(XA; YˆAc , Yn+1|XAc)− I(YA; YˆA|XN , Yn+1, YˆAc)
+ I(XB; YˆBc , Yn+1|XBc)− I(YB; YˆB|XN , Yn+1, YˆBc)
− I(XB; Yˆ(A∪B)c , Yn+1|X(A∪B)c)− I(XA; Yˆ(A∪B)c , Yn+1|XAc)
+ I(YA; YˆA|XN , Yn+1, Yˆ(A∪B)c) + I(YB; YˆB|XN , Yn+1, YˆBc)
=I(XA; YˆB|XAc , Yˆ(A∪B)c , Yn+1) + I(XB;XA, YˆA|X(A∪B)c , Yˆ(A∪B)c , Yn+1)
+ I(YˆA; YˆB|XN , Yn+1, Yˆ(A∪B)c)
=I(XA, YˆA; YˆB|XAc , Yˆ(A∪B)c , Yn+1) + I(XB;XA, YˆA|X(A∪B)c , Yˆ(A∪B)c , Yn+1)
=I(XB, YˆB;XA, YˆA|X(A∪B)c , Yˆ(A∪B)c , Yn+1),
which proves the lemma.
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Proof of Lemma 4.4.4. For any disjoint A and B, and any S ⊆ A∪B, let S1 = SA
and S2 = SB. Then, we have
RA∪B(S)
=I(X0, XS ; Yˆ(A∪B)\S , Yn+1|X(A∪B)\S)− I(YS ; YˆS |X0, XA∪B, Yˆ(A∪B)\S , Yn+1)
=I(X0, XS1 , XS2 ; YˆA\S1 , YˆB\S2 , Yn+1|XA\S1 , XB\S2)
− I(Y(S1∪S2); Yˆ(S1∪S2)|X0, XA, XB, YˆA\S1 , YˆB\S2 , Yn+1)
=I(X0, XS1 ; YˆA\S1 , YˆB\S2 , Yn+1|XA\S1 , XB\S2)
+ I(XS2 ; YˆA\S1 , YˆB\S2 , Yn+1|X0, XA, XB\S2)
− [I(YS1 ; YˆS1|X0, XA, XB, YˆA\S1 , YˆB\S2 , Yn+1)
+ I(YS2 ; YˆS2|X0, XA, XB, YˆA, YˆB\S2 , Yn+1)]
=I(X0, XS1 ; YˆA\S1 , Yn+1|XA\S1) + I(X0, XS1 ;XB\S2 , YˆB\S2|XA\S1 , YˆA\S1 , Yn+1)
− [I(YS1 ; YˆS1|X0, XA, YˆA\S1 , Yn+1)− I(XB, YˆB\S2 ; YˆS1|X0, XA, YˆA\S1 , Yn+1)]
+ I(XS2 ; YˆA\S1 , YˆB\S2 , Yn+1|X0, XA, XB\S2)
− I(YS2 ; YˆS2|X0, XA, XB, YˆA, YˆB\S2 , Yn+1)
=[I(X0, XS1 ; YˆA\S1 , Yn+1|XA\S1)− I(YS1 ; YˆS1|X0, XA, YˆA\S1 , Yn+1)]
+ I(X0, XS1 ;XB\S2 , YˆB\S2|XA\S1 , YˆA\S1 , Yn+1)
+ I(XB, YˆB\S2 ; YˆS1|X0, XA, YˆA\S1 , Yn+1)
+ I(XS2 ; YˆA\S1 , YˆB\S2 , Yn+1|X0, XA, XB\S2)
− I(YS2 ; YˆS2|X0, XA, XB, YˆA, YˆB\S2 , Yn+1)
=RA(S1) + I(X0, XS1 ;XB\S2 , YˆB\S2 |XA\S1 , YˆA\S1 , Yn+1)
+ I(XB, YˆB\S2 ; YˆS1|X0, XA, YˆA\S1 , Yn+1)
+ I(XS2 ; YˆA\S1 , YˆB\S2 , Yn+1|X0, XA, XB\S2)
− I(YS2 ; YˆS2|X0, XA, XB, YˆA, YˆB\S2 , Yn+1). (4.28)
When S2 = B, following (4.28), we have
RA∪B(S) =RA(S1) + I(XB; YˆS1|X0, XA, YˆA\S1 , Yn+1)
+ I(XB; YˆA\S1 , Yn+1|X0, XA)− I(YB; YˆB|X0, XA, XB, YˆA, Yn+1)
=RA(S1) + I(XB; YˆA, Yn+1|X0, XA)− I(YB; YˆB|X0, XA, XB, YˆA, Yn+1)
=RA(S1) +KA,B(B).
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Generally, for any S2 ⊆ B, continuing (4.28), we have
RA∪B(S)
≥RA(S1) + I(XB, YˆB\S2 ; YˆS1|X0, XA, YˆA\S1 , Yn+1)
+ I(XS2 ; YˆA\S1 , YˆB\S2 , Yn+1|X0, XA, XB\S2)
− I(YS2 ; YˆS2|X0, XA, XB, YˆA, YˆB\S2 , Yn+1)
=RA(S1) + I(XB\S2 , YˆB\S2 ; YˆS1|X0, XA, YˆA\S1 , Yn+1)
+ I(XS2 ; YˆS1|X0, XA, XB\S2 , YˆB\S2 , YˆA\S1 , Yn+1)
+ I(XS2 ; YˆA\S1 , YˆB\S2 , Yn+1|X0, XA, XB\S2)
− I(YS2 ; YˆS2|X0, XA, XB, YˆA, YˆB\S2 , Yn+1)
=RA(S1) + I(XB\S2 , YˆB\S2 ; YˆS1|X0, XA, YˆA\S1 , Yn+1)
+ I(XS2 ; YˆA, YˆB\S2 , Yn+1|X0, XA, XB\S2)− I(YS2 ; YˆS2|X0, XA, XB, YˆA, YˆB\S2 , Yn+1)
≥RA(S1) + I(XS2 ; YˆA, YˆB\S2 , Yn+1|X0, XA, XB\S2)
− I(YS2 ; YˆS2|X0, XA, XB, YˆA, YˆB\S2 , Yn+1)
=RA(S1) +KA∪B(S2).
This completes the proof of Lemma 4.4.4.
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Chapter 5
A Unified Relay Framework with
Both D-F and C-F Relay Nodes
5.1 Introduction
So far, we have discussed the generalization of D-F and C-F to multiple-relay chan-
nels, with the best known D-F ([27]-[30]) and C-F ([32]-[34])1 rates summarized in
Theorem 2.3.3 and in Theorems 4.2.1, 4.2.2, 4.2.4, respectively. In these discus-
sions, all the relay nodes in the network perform only one type of relay strategy,
either D-F or C-F. However, to obtain higher achievable rate, it might be better to
let each relay node choose from D-F and C-F its relay strategy depending on the
channel condition, e.g., let the relay node close to the source perform D-F while let
the relay node close to the destination perform C-F. This invokes a unified relay
framework that includes both the D-F and C-F relay nodes in the network. In
developing such a framework, one naturally wants to combine the advantages of
both the best known D-F and C-F schemes, i.e., the multi-level D-F schemes in
[27]-[30] and the recent advances on C-F schemes [32]-[34] that have been discussed
in last chapter.
Some attempts towards this unified relay framework have been made in [30, Thm
4], [41], [42]. The work [30], however, had been done before noisy network coding
was proposed, and thus the recent progress on C-F schemes was not reflected in it.
1Part of the results in [33]-[34] have also been recognized in [38]-[40].
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Moreover, in the scheme of [30, Thm 4], the relay nodes are not fully cooperating
in the sense that the D-F relay nodes do not utilize the help of the C-F relay nodes.
[41] improves [30, Thm 4] by combing noisy network coding to their scheme, but
still does not allow the D-F relay nodes exploit the help of the C-F relay nodes.
In [42], the authors incorporate noisy network coding to their scheme and let the
D-F relay nodes exploit the help of the C-F relay nodes. Nevertheless, [42] does
not use the multi-level D-F schemes as in [27]-[30]. Instead, all the D-F relay nodes
in [42] are at the same level, and thus the decoding at each D-F relay node cannot
exploit the help of other D-F relay nodes. Besides, in [42], although the destination
performs backward decoding to fully exploit the help of the C-F relay nodes, the
decoding at each D-F relay node is based on two consecutive blocks only and thus
does not fully utilize the help of the C-F relay nodes as in [32]-[34].
Indeed, it turns out that, to incorporate in full the advantages of both the best
known D-F and C-F relay strategies into a unified framework is nontrivial due to
the following major challenge: For the D-F relay nodes to fully utilize the help of
the C-F relay nodes as in [32]-[34], decoding at the D-F relay nodes should not be
conducted until all the blocks have been finished; however, to perform the multi-
level D-F strategy as in [27]-[30], the upstream nodes have to decode prior to the
downstream nodes in order to help, which makes simultaneous decoding at all the
D-F relay nodes after all the blocks have been finished inapplicable.
To tackle this problem, nested blocks ([29]-[30], [43]) combined with backward
decoding are used in our framework, so that the D-F relay nodes at different levels
can perform backward decoding at different frequencies: the closer to the source
in the information passing route, the higher decoding frequency. As such, the
upstream D-F relay nodes can decode before the downstream D-F relay nodes and
the destination, and the use of backward decoding at each D-F relay node ensures
the full exploitation of the help of both the other D-F relay nodes and the C-F
relay nodes.
Specifically, we partition the relay nodes set N into two sets,M with |M| = M
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andN\M, as depicted in Figure 5.1, and fix some permutation pi on {0}⋃M⋃{n+
1} with pi(1) = 0 and pi(M + 2) = n + 1. Let the relay nodes in M perform the
multi-level D-F cooperatively along the route pi(1) → pi(2) → · · · → pi(M + 2),
while let each node i ∈ N \M perform C-F as in [32]-[34] independently. Then,
a total of BM+1 blocks will be used and the length of a “virtual” block for node
pi(k), k = 2, 3, . . . ,M + 2, will be Bk−2 blocks. The backward decoding at the des-
tination, i.e., node pi(M + 2), will happen at the end of all BM+1 blocks, while the
backward decoding at the D-F relay node pi(k), k = 2, 3, . . . ,M + 1, will happen
whenever it has received B new “virtual” blocks, i.e., at the end of each block
b = vBk−1, v ∈ [1 : BM+1/Bk−1]. Also, both the D-F relay nodes and the destina-
tion will perform compression-message joint decoding, which is in general necessary
since the compressions of the C-F relay nodes may not be chosen to support suc-
cessive decoding at all the D-F relay nodes and the destination.
Under the above described framework, for any given distribution
p(x0)p(xM|x0)
∏
i∈N\M
p(xi)p(yˆi|yi, xi),
the following rate is achievable:
R < min
2≤k≤M+2
min
S⊆Dk
I(Xpi(1:k−1), XS ; YˆDk\S , Ypi(k)|XDk\S , Xpi(k:M+1))
− I(YS ; YˆS |Xpi(1:M+1), XDk , Ypi(k), YˆDk\S), (5.1)
where Dk is the unique largest subset of N \M satisfying
I(XS ; YˆDk\S , Ypi(k)|Xpi(1:M+1), XDk\S)− I(YS ; YˆS |Xpi(1:M+1), XDk , Ypi(k), YˆDk\S) > 0,
(5.2)
for any nonempty S ⊆ Dk.
(5.1) has the flavors of both (2.16) and (4.4). Specifically, for each node pi(k), k =
2, 3, . . . ,M + 2, the corresponding rate constraint is
R < min
S⊆Dk
I(Xpi(1:k−1), XS ; YˆDk\S , Ypi(k)|XDk\S , Xpi(k:M+1))
− I(YS ; YˆS |Xpi(1:M+1), XDk , Ypi(k), YˆDk\S), (5.3)
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Figure 5.1: A unified relay framework with both the D-F and C-F relay nodes.
which is in a form similar to (4.4) but with the appearance of Xpi(1:k−1), Xpi(k:M+1)
and Xpi(1:M+1). (5.3) has the similar form as (4.4) since node pi(k) uses the help of
the C-F relay nodes as in [33]-[34]. Xpi(1:k−1), Xpi(k:M+1) and Xpi(1:M+1) appear in
(5.3) because node pi(k) also utilizes the help of other D-F relay nodes as in [27]-[30]
so that the signals of its upstream nodes, i.e., Xpi(1:k−1), are cooperatively providing
the information while the signals of its downstream nodes and itself Xpi(k:M+1) are
known at pi(k). Also, the set Dk defined in (5.2) has a similar interpretation as
the set D defined in (4.5), i.e., the “jointly decodable” C-F relay nodes set at node
pi(k) such that the compressions of the relays in this set are decodable jointly with
Xpi(1:k−1) given that Xpi(k:M+1) are known at node pi(k).
It can be easily seen that (5.1) includes the achievable rates in (2.16) and (4.4)
as special cases: When M = N , i.e., all the relays perform D-F, Dk = ∅ and (5.1)
reduces to (2.16); When M = ∅, i.e., all the relays perform C-F, (5.1) reduces to
(4.4).
Finally, it should be noted that, the achievable rate (5.1) is proved by using
the block-by-block backward decoding scheme in [34]. We can also modify the all
blocks united decoding scheme in [32] to a B-blocks-by-B-blocks backward decoding
scheme, to fit it into our unified relay framework and prove the following achievable
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rate:
R < min
2≤k≤M+2
max
Tk⊆N\M
min
S⊆Tk
I(Xpi(1:k−1), XS ; YˆTk\S , Ypi(k)|XTk\S , Xpi(k:M+1))
− I(YS ; YˆS |Xpi(1:M+1), XTk , Ypi(k), YˆTk\S). (5.4)
Similarly to the equivalence between (4.4) and (4.7), here (5.1) and (5.4) are also
equivalent. One can also easily check that (5.4) includes the achievable rates in
(2.16) and (4.7) as special cases by letting M = N and M = ∅ respectively.
Notably, again, in terms of complexity, block-by-block backward decoding is rela-
tively easier to implement since B-blocks-by-B-blocks backward decoding involves
B blocks united decoding.
The remainder of the chapter is organized as the following. The main results, as
well as their applications to Gaussian networks, are first summarized in Section 5.2.
Then, in Section 5.3 and Section 5.4, our unified relay framework with block-by-
block backward decoding and with B-blocks-by-B-blocks backward decoding will
be presented in detail respectively. The details on the evaluation of the rates for
the Gaussian network are finally included in Section 5.5.
5.2 Main Results
Before presenting the main results, we introduce some simplified notations. As in
Chapters 3-4, denote the setN = {1, 2, . . . , n}. For any subset S ⊆ {0, 1, . . . , n+1},
let XS = {Xi, i ∈ S}, and use similar notations for other variables. For anyM⊆ N
with |M| = M , let pi({0,M, n+ 1}) be a permutation on {0}⋃M⋃{n+ 1} with
pi(1) = 0 and pi(M + 2) = n+ 1, and let pi(k1 : k2) = {pi(k1), pi(k1 + 1), . . . , pi(k2)}.
Under our unified relay framework as described in the Introduction, the fol-
lowing Theorems 5.2.1 and 5.2.2 present the achievable rates by block-by-block
backward decoding and B-blocks-by-B-blocks backward decoding respectively. The
coding schemes used to prove these theorems constitute the key contributions of
this chapter, and will be presented in detail in Sections 5.3 and 5.4 respectively.
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Theorem 5.2.1. For the multiple-relay channel, a rate R is achievable if for some
M⊆ N with |M| = M , there exists a permutation pi({0,M, n+ 1}) and some
p(q)p(x0|q)p(xM|x0, q)
∏
i∈N\M
p(xi|q)p(yˆi|yi, xi, q),
such that for any k = 2, 3, . . . ,M + 2,
R < min
S⊆Dk
I(Xpi(1:k−1), XS ; YˆDk\S , Ypi(k)|XDk\S , Xpi(k:M+1), Q)
− I(YS ; YˆS |Xpi(1:M+1), XDk , Ypi(k), YˆDk\S , Q), (5.5)
where Dk is the unique largest subset of N \M satisfying
I(XS ; YˆDk\S , Ypi(k)|Xpi(1:M+1), XDk\S , Q)
− I(YS ; YˆS |Xpi(1:M+1), XDk , Ypi(k), YˆDk\S , Q) > 0, (5.6)
for any nonempty S ⊆ Dk.
Theorem 5.2.2. For the multiple-relay channel, a rate R is achievable if for some
M⊆ N with |M| = M , there exists a permutation pi({0,M, n+ 1}) and some
p(q)p(x0|q)p(xM|x0, q)
∏
i∈N\M
p(xi|q)p(yˆi|yi, xi, q),
such that for any k = 2, 3, . . . ,M + 2,
R < max
Tk⊆N\M
min
S⊆Tk
I(Xpi(1:k−1), XS ; YˆTk\S , Ypi(k)|XTk\S , Xpi(k:M+1), Q)
− I(YS ; YˆS |Xpi(1:M+1), XTk , Ypi(k), YˆTk\S , Q). (5.7)
The following theorem establishes the equivalence between the achievable rates
in Theorems 5.2.1 and 5.2.2. The proof of this theorem can be immediately obtained
by analogy to the proof of Theorem 4.2.5 and will be omitted here.
Theorem 5.2.3. For any M⊆ N with |M| = M , any permutation pi({0,M, n+
1}), any distribution
p(q)p(x0|q)p(xM|x0, q)
∏
i∈N\M
p(xi|q)p(yˆi|yi, xi, q),
and any k = 2, 3, . . . ,M + 2, the maximum in the R.H.S. of (5.7) is attained when
Tk = Dk, where Dk is as defined in (5.6).
Remark 5.2.1. Finally, we point out that Theorems 5.2.1 and 5.2.2 can also be
applied to multiple-destination problems, by choosing the D-F relay nodes set M to
include the other destinations.
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5.2.1 An Example of Gaussian Networks
We now apply the above results to additive white Gaussian noise (AWGN) networks
and compare the achievable rates under our unified framework to the rates with D-
F or C-F alone and with other unified schemes [30], [42]. In particular, we consider
an AWGN two-relay channel with the geometry shown in Figure 5.2, where nodes
0 and 3 are the source and destination respectively, and nodes 1 and 2 are the relay
nodes. This channel is described by
Y1 = g01X0 + g21X2 + Z1,
Y2 = g02X0 + g12X1 + Z2,
Y3 = g03X0 + g13X1 + g23X2 + Z3,
in which, the channel gains are g03 = 1, g01 = g23 = d
−α/2, g02 = g13 = (1− d)−α/2,
g12 = g21 = (1 − 2d)−α/2, where α is the path-loss exponent; the noises Z1, Z2, Z3
are zero-mean unit-variance Gaussian random variables that are independent of
each other and the channel inputs. We further assume uniform average power
constraint P on each transmitter Xi, i = 0, 1, 2, and noncoherent transmission
among the transmitters, i.e., X0, X1, X2 are independent.
2 The achievable rates
with our unified schemes and various other schemes are evaluated for this two-
relay channel in Section 5.5. Figure 5.3 plots these rates for P = 10, α = 2, and
d ∈ (0, 0.5). As can be seen, the rates with our unified schemes are generally better
than the rates with existing unified schemes and with D-F or C-F alone. Detailed
analyses based on Figure 5.3 are as follows.
D-F vs. C-F: The D-F and C-F achievable rates plotted in Figure 5.3 are the
multi-level D-F rates [27]-[30] and noisy network coding rates [32]-[34] respectively.
Roughly speaking, when d is relatively large, D-F performs better than C-F; when
d is relatively small, C-F outperforms D-F. This is because, relatively large d means
2The assumption of noncoherent transmission is made mainly to simplify the evaluation of the
achievable rates; nevertheless, it does also reflect some realistic wireless communication scenarios,
e.g., the phase-fading channels with the phase information unknown to the transmitter, so that
coherent beamforming cannot be achieved [30].
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Figure 5.2: A two-relay channel.
that both relay nodes are not far from the midpoint, which facilitates the use of
multi-level D-F; while when d is small, i.e., when relay nodes 1 and 2 are respectively
close to the source and destination, the D-F scheme still requires node 2 to be able
to decode the message, thus limiting the achievable rate for the channel compared
to the C-F scheme which has no requirement of decoding at either relay node. Also
note here the highest D-F rate is achieved when d is around 1/3, i.e., when relay
nodes 1 and 2 are approximately evenly distributed along the line.
Our unified schemes vs. D-F or C-F alone: With multi-level D-F and noisy
network coding included as their special cases, our unified schemes achieve the
same rate as multi-level D-F when d is around 1/3, and provide considerable gains
on the achievable rates against using D-F or C-F alone as d decreases or increases
from around 1/3. The interpretation is that, in our unified schemes, for d around
1/3, nodes 1 and 2 should perform multi-level D-F; otherwise, a better choice is
to let node 1 perform D-F while let node 2 perform C-F. It is not surprising that
as d decreases from around 1/3, i.e., as nodes 1 and 2 move towards the source
and destination respectively, introducing the freedom of choosing nodes 1 and 2 to
be the D-F and C-F node respectively can improve the achievable rates, compared
to performing D-F or C-F alone at both relay nodes. However, it may not be so
obvious why this choice of the D-F and C-F node also leads to better achievable
rates than multi-level D-F as d increases from around 1/3, i.e., as relay nodes 1
and 2 move towards each other. For this, one has to realize that in our schemes,
D-F node 1, when decoding the message from source node 0, also exploits the help
of C-F node 2, which could result in a looser rate constraint for decoding at D-F
node 1 than in multi-level D-F, thus potentially improving the achievable rate for
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Figure 5.3: Achievable rates for the two-relay channel.
the channel. In contrast, if the D-F node does not utilize the help of the C-F node,
which is the case in the unified scheme of [30], then, as d increases from around
1/3, this gain will not happen.
Our unified schemes vs. unified scheme in [30]: Generally, the unified scheme
in [30] also improves D-F alone by introducing the flexibility of choosing node 2
to be C-F node, but cannot achieve the same rates as our unified schemes. The
reasons are two-fold as mentioned in Section 5.1, i.e., i) it incorporates an inferior
C-F scheme instead of noisy network coding, and ii) it does not allow the D-F node
to utilize the help of the C-F node. For the first reason, it cannot achieve the noisy
network coding rates for d roughly between 0.1 and 0.24. Due to the second reason,
it cannot provide any gain against using multi-level D-F as d increases from around
1/3, in contrast to our unified schemes.
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Our unified schemes vs. unified scheme in [42]: Our unified schemes also outper-
form the unified scheme in [42]. Recall that there are two drawbacks in the scheme
of [42]. First, in the scheme of [42], all the D-F relay nodes are at the same level,
and thus it cannot achieve the same rates as multi-level D-F for d ∈ (0.24, 0.34).
Second, it does not allow the D-F node to perform backward decoding to fully
utilize the help of the C-F node as in our schemes, which, together with the first
drawback, leads to lower achievable rates than our schemes for d ∈ (0.1, 0.36).
5.3 Unified Relay Framework With Block-By-Block
Backward Decoding
To prove Theorem 5.2.1, we incorporate the multi-level D-F scheme in [27]-[30] and
the cumulative encoding/block-by-block backward decoding/comression-message
joint decoding C-F scheme in [34] into the unified relay framework described in
the Introduction.
Specifically, we divide the relay set N into two sets, M with |M| = M and
N \ M, as shown in Fig. 5.1, and fix some permutation pi({0,M, n + 1}) with
pi(1) = 0 and pi(M + 2) = n+ 1. The source performs cumulative encoding, in the
sense that a new message is encoded at the source in each new block; the nodes
in M perform the multi-level D-F cooperatively, along the route pi(1) → pi(2) →
· · · → pi(M + 2), in a similar manner with [27]-[30]; each node i ∈ N \M performs
C-F independently in the same way as [32]-[34]; both the D-F relay nodes and
the destination node, i.e., nodes pi(2 : M + 2), perform compression-message joint
decoding in a block-by-block backward manner. (Note here, the nodes pi(2 : M+2)
will be treated as multiple destinations with respect to the C-F relay nodes, and
thus compression-message joint decoding is generally necessary at the these nodes,
as mentioned in the Introduction.) A total of BM+1 blocks will be used and the
length of a “virtual” block for node pi(k), k = 2, 3 . . . ,M + 2, will be Bk−2 blocks.
The backward decoding at the destination, i.e., node pi(M + 2), will happen at
the end of all BM+1 blocks, while the backward decoding at the D-F relay node
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pi(k), k = 2, 3, . . . ,M + 1, will happen at the end of every Bk−1 blocks, i.e., at the
end of block b = vBk−1, v ∈ [1 : BM+1/Bk−1].
To make the presentation of the detailed coding scheme easier to follow, we first
consider the case of single D-F relay node, i.e., when M = 1, and then present the
extension to the general case of multiple D-F relay nodes, i.e., when M ≥ 2.
5.3.1 Single D-F Relay Node (M = 1)
Assume that, among the relay nodes set N , only node 1 is the D-F relay node, and
all other relay nodes are the C-F relay nodes. Denote N˜ = N \ {1}. Specializing
Theorem 5.2.1 to this case, we have that a rate R is achievable, if there exists some
p(q)p(x0|q)p(x1|x0, q)
∏
i∈N˜
p(xi|q)p(yˆi|yi, xi, q),
such that
R < min

min
S⊆D1
I(X0, XS ; YˆD1\S , Y1|X1, XD1\S , Q)
− I(YS ; YˆS |X0, X1, XD1 , Y1, YˆD1\S , Q)
min
S⊆Dn+2
I(X0, X1, XS ; YˆDn+2\S , Yn+2|XDn+2\S , Q)
− I(YS ; YˆS |X0, X1, XDn+2 , Yn+2, YˆDn+2\S , Q)

(5.8)
where D1 is the unique largest subset of N˜ satisfying
I(XS ; YˆD1\S , Y1|X0, X1, XD1\S , Q)− I(YS ; YˆS |X0, X1, XD1 , Y1, YˆD1\S , Q) > 0, (5.9)
for any nonempty S ⊆ D1, and Dn+2 is the unique largest subset of N˜ satisfying
I(XS ; YˆDn+2\S , Yn+2|X0, X1, XDn+2\S , Q)
− I(YS ; YˆS |X0, X1, XDn+2 , Yn+2, YˆDn+2\S , Q) > 0, (5.10)
for any nonempty S ⊆ Dn+2.
The uniqueness of D1 and Dn+2 can be immediately obtained by analogy to the
proof of Theorem 4.2.4. Below, we focus on proving the achievablity of the rate in
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(5.8). For simplicity of notation, we only prove the achievability for the case Q = ∅.
Achievability for an arbitrary time-sharing random variable Q can be obtained by
using the standard technique of time sharing [44], [22]. The same consideration on
Q applies throughout all the proofs of this paper.
In the case of single D-F relay node, a total of B2 blocks will be used; the
backward decoding at the destination node n + 2 will happen at the end of all B2
blocks, while the backward decoding at the D-F relay node 1 will happen at the
end of every B blocks, i.e., at the end of block b = vB, v ∈ [1 : B]. See Figure 5.4
for an illustration. Note here, in order to fully utilize the help of the C-F nodes
as in [32]-[34], even the only D-F relay node 1, has to perform backward decoding,
which is different from the situation arising in [29]-[30] and [43], where there is no
issue of exploiting the help of the C-F nodes and node 1 can decode at the end of
every block. The detailed codebook generation and encoding/decoding process are
as follows, which can be understood with the help of Table 5.1.
Figure 5.4: An illustration of nested blocks with backward decoding.
Codebook Generation: Fix p(x0)p(x1|x0)
∏
i∈N˜ p(xi)p(yˆi|yi, xi). We randomly
and independently generate a codebook for each block.
i) First consider the codebook generation for the source node 0 and the D-F
relay node 1. A joint codebook for these two nodes will be generated in a backward
manner similar to [28] for each block. Specifically, for each block b ∈ [1 : B2],
randomly generate 2TR independent sequences x1,b(mb−B) for node 1, and randomly
generate 2TR conditionally independent sequences x0,b(mb|mb−B) for node 0, where
mb,mb−B ∈ [1 : 2TR]. As in [28], the codebook is generated in the backward manner
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because the source node 0 knows what the D-F relay node 1 is going to transmit,
and therefore can adjust its own transmission accordingly, but not the converse.
The difference from [28] is that here the delay between the messages transmitted
by node 1 and node 0 is B blocks, instead of 1 block in [28], since in our framework
node 1 has to wait for every B blocks to perform backward decoding for exploiting
the help of the C-F relay nodes.
ii) Then we generate the codebooks for the C-F relay nodes in the same way as
in [32]-[34]. For each block b ∈ [1 : B2] and each relay node i ∈ N˜ , randomly and
independently generate 2TRˆi sequences xi,b(li,b−1), li,b−1 ∈ [1 : 2TRˆi ], where Rˆi =
I(Yi; Yˆi|Xi) + ; for each relay node i ∈ N˜ and each xi,b(li,b−1), li,b−1 ∈ [1 : 2TRˆi ],
randomly and conditionally independently generate 2TRˆi sequences yˆi,b(li,b|li,b−1),
li,b ∈ [1 : 2TRˆi ].
The combination of i) and ii) defines the codebook for any block b ∈ [1 : B2],
Cb =
{
x1,b(mb−B),x0,b(mb|mb−B) : mb,mb−B ∈ [1 : 2TR];
xi,b(li,b−1), yˆi,b(li,b|li,b−1) : li,b, li,b−1 ∈ [1 : 2TRˆi ], i ∈ N˜
}
. (5.11)
Encoding: Let m = (m1,m2, . . . ,mB2) be the message vector to be sent and let
mb = 1 be the dummy message for any
b ∈ ∪Bw=1[wB − L+ 1 : wB]
⋃
[(B − 1)B + 1 : B2] (5.12)
and for any b ≤ 0. As we will see, these dummy messages are inserted to ensure
the start of block-by-block backward decoding. Due to these dummy messages,
the actually achievable rate becomes (B−L)(B−1)
B2
R, which, however, can be made
arbitrarily close to R by choosing L B, i.e., the rate loss B(L+1)−L
B2
R can always
be made arbitrarily small.
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i) First consider the encoding process for nodes 0 and 1.
• In block b ∈ [1 : B2], the source node 0 transmits x0,b(mb|mb−B).
• At the end of block vB, v ∈ [1 : B − 1], the D-F relay node 1 has decoded
messages
(mvB−B+1,mvB−B+2, . . . ,mvB)
using backward decoding (see the decoding part). In the next B blocks, i.e.,
in block b ∈ [vB+ 1 : (v+ 1)B], the relay node 1 transmits x1,b(mb−B), where
mb−B for any b ∈ [vB + 1 : (v + 1)B]) has been decoded by block vB.
ii) For any block b ∈ [1 : B2], each relay node i ∈ N˜ , upon receiving yi,b at the
end of block b, finds an index li,b such that
(xi,b(li,b−1),yi,b, yˆi,b(li,b|li,b−1)) ∈ A(Xi, Yi, Yˆi),
where li,0 = 1 by convention. In block b ∈ [1 : B2], the relay node i ∈ N˜ transmits
xi,b(li,b−1).
Decoding: We present the decoding process at the D-F relay node 1 and at the
destination node n+ 2 separately.
i) At the end of block b = vB, v ∈ [1 : B], the D-F relay node 1 decodes messages
(mb−B+1,mb−B+2, . . . ,mb)
using block-by-block backward decoding. In fact, among these messages,
(mb−L+1,mb−L+2, . . . ,mb)
are dummy messages according to (5.12) and only
(mb−B+1,mb−B+2, . . . ,mb−L)
need decoding.
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• a) Node 1 first finds the unique lD1,b−L = {li,b−L, i ∈ D1} such that there exists
some lbD1,b−L+1 satisfying that for any block j = b− L+ 1, b− L+ 2, . . . , b,
(X0,j(mj|mj−B),X1,j(mj−B), {(Xi,j(li,j−1), Yˆi,j(li,j|li,j−1)) : i ∈ D1},Y1,j)
∈ A(X0, X1, XD1 , YˆD1 , Y1).
(5.13)
Note in (5.13), for any j = b − L + 1, b − L + 2, . . . , b, mj and mj−B are
both dummy messages according to (5.12), and both X0,j(mj|mj−B) and
X1,j(mj−B) are known at node 1. Then, it follows from the proof of The-
orem 4.2.4 that lD1,b−L can be decoded if
I(XS ; YˆD1\S , Y1|X0, X1, XD1\S)−I(YS ; YˆS |X0, X1, XD1 , Y1, YˆD1\S) > 0, (5.14)
for any nonempty S ⊆ D1.
• b) Backwardly and sequentially from block j = b− L to j = b−B + 1, node
1 finds the unique pair (mj, lD1,j−1) satisfying (5.13), where lD1,j has already
been recovered due to the backward property of decoding, and mj−B has been
decoded by block b−B.
At each block j = b−L, b−L−1, . . . , b−B+ 1, error occurs with mj if the
true mj does not satisfy (5.13) with any lD1,j−1, or a false mj satisfies (5.13)
with some lD1,j−1. According to the properties of typical sequences, the true
(mj, lD1,j−1) satisfies (5.13) with high probability.
For a false mj and a lD1,j−1 with false {li,j−1, i ∈ S} but true {li,j−1, i ∈ D1\
S}, X0,j(mj|mj−B) is conditionally independent of {(Xi,j(li,j−1), Yˆi,j(li,j|li,j−1)) :
i ∈ D1} and Y1,j given X1,j(mj−B); and {(Xi,j(li,j−1), Yˆi,j(li,j|li,j−1)) : i ∈ S}
are independent of {(Xi,j(li,j−1), Yˆi,j(li,j|li,j−1)) : i ∈ D1 \S}, X1,j(mj−B) and
Y1,j.
Therefore, the probability that such false (mj, lD1,j−1) satisfies (5.13) can
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be upper bounded by
2T (H(X0,X1,XD1 ,YˆD1 ,Y1)+)2−T (H(X1,XD1\S ,YˆD1\S ,Y1)−)
×2−T (H(X0|X1)−)2−T (H(XS)−)2−T (
∑
i∈S(H(Yˆi|Xi)−)).
Since the number of such false (mj, lD1,j−1) is upper bounded by
2TR
∏
i∈S
2T (I(Yi;Yˆi|Xi)+),
with the union bound, it is easy to check that the probability of finding a
false mj goes to zero as T →∞, if
R < min
S⊆D1
I(X0, XS ; YˆD1\S , Y1|X1, XD1\S)− I(YS ; YˆS |X0, X1, XD1 , Y1, YˆD1\S).
(5.15)
Then, based on the recovered mj, mj−B, and lD1,j, again from the proof of
Theorem 4.2.4, it follows that lD1,j−1 can be decoded if (5.14) holds.
By a) and b) together, at the end of block b = vB, v ∈ [1 : B], the D-F
relay node 1 can decode messages (mb−B+1,mb−B+2, . . . ,mb) if both (5.14)
and (5.15) hold.
ii) At the end of all B2 block, the destination node n + 2 decodes messages
(m1,m2, . . . ,mB2) using block-by-block backward decoding. Similarly, we only con-
sider the decoding of (m1,m2, . . . ,mB2−B−L), since (mB2−B−L+1,mB2−B−L+2, . . . ,mB2)
are all dummy messages according to (5.12).
• a) Node n+ 2 first finds the unique lDn+2,B2−L = {li,B2−L, i ∈ Dn+2} such that
there exists some lB
2
Dn+2,B2−L+1 satisfying that for any block j = B
2 − L +
1, B2 − L+ 2, . . . , B2,
(X0,j(mj|mj−B),X1,j(mj−B), {(Xi,j(li,j−1), Yˆi,j(li,j|li,j−1)) : i ∈ Dn+2},Yn+2,j)
∈ A(X0, X1, XDn+2 , YˆDn+2 , Yn+2),
(5.16)
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where, similarly, mj and mj−B are both dummy messages according to (5.12),
and X0,j(mj|mj−B) and X1,j(mj−B) are both known at node n+2. Still, from
the proof of Theorem 4.2.4, lDn+2,B2−L can be decoded if
I(XS ; YˆDn+2\S , Yn+2|X0, X1, XDn+2\S)
− I(YS ; YˆS |X0, X1, XDn+2 , Yn+2, YˆDn+2\S) > 0, (5.17)
for any nonempty S ⊆ Dn+2.
• b) Backwardly and sequentially from block j = B2 − L to j = 1, node n + 2
finds the unique pair (mj−B, lDn+2,j−1) satisfying (5.16), where lDn+2,j has
already been recovered due to the backward property of decoding, and mj
either is a dummy message (for j = B2 −L,B2 −L− 1, . . . , B2 −B −L+ 1)
or has been decoded due to the backward property of decoding (for j =
B2 −B − L,B2 −B − L− 1, . . . , 1).
At each block j = B2−L,B2−L− 1, . . . , 1, error occurs with mj−B if the
true mj−B does not satisfy (5.16) with any lDn+2,j−1, or a false mj−B satisfies
(5.16) with some lDn+2,j−1. According to the properties of typical sequences,
the true (mj−B, lDn+2,j−1) satisfies (5.16) with high probability.
For a false mj−B and a lDn+2,j−1 with false {li,j−1, i ∈ S} but true {li,j−1, i ∈
Dn+2 \ S}, X0,j(mj|mj−B) and X1,j(mj−B) are independent of
{(Xi,j(li,j−1), Yˆi,j(li,j|li,j−1)) : i ∈ Dn+2} and Yn+2,j;
and {(Xi,j(li,j−1), Yˆi,j(li,j|li,j−1)) : i ∈ S} are independent of
{(Xi,j(li,j−1), Yˆi,j(li,j|li,j−1)) : i ∈ Dn+2 \ S} and Yn+2,j.
Therefore, the probability that such false (mj, lDn+2,j−1) satisfies (5.16) can
be upper bounded by
2T (H(X0,X1,XDn+2 ,YˆDn+2 ,Yn+2)+)2−T (H(XDn+2\S ,YˆDn+2\S ,Yn+2)−)
×2−T (H(X0,X1)−)2−T (H(XS)−)2−T (
∑
i∈S(H(Yˆi|Xi)−)).
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Since the number of such false (mj, lDn+2,j−1) is upper bounded by
2TR
∏
i∈S
2T (I(Yi;Yˆi|Xi)+),
with the union bound, it is easy to check that the probability of finding a
false mj goes to zero as T →∞, if
R < min
S⊆D1
I(X0, X1, XS ; YˆDn+2\S , Yn+2|XDn+2\S)
− I(YS ; YˆS |X0, X1, XDn+2 , Yn+2, YˆDn+2\S). (5.18)
Then, similarly, based on the recovered mj, mj−B, and lDn+2,j, lDn+2,j−1 can
be decoded if (5.17) holds.
By a) and b) together, at the end of all B2 block, the destination node
n+ 2 can decode messages (m1,m2, . . . ,mB2) if both (5.17) and (5.18) hold.
Combining i) and ii), and using the standard technique of time sharing, we
conclude that the rate described in (5.8)-(5.10) is achievable.
5.3.2 Multiple D-F Relay Nodes (M ≥ 2)
When there are multiple D-F relay nodes, i.e., M ≥ 2, a total of BM+1 blocks will
be used. The detailed codebook generation and encoding/decoding process are as
follows.
Codebook Generation: Fix p(x0)p(xM|x0)
∏
i∈N\M p(xi)p(yˆi|yi, xi). We ran-
domly and independently generate a codebook for each block.
i) First consider the codebook generation for nodes pi(1 : M + 1).
• For each block b ∈ [1 : BM+1], backwardly and sequentially for each relay node
pi(k), k = M + 1,M, . . . , 2, randomly generate 2TR conditionally independent
sequences
xpi(k),b(mb−Bk−1|mb−Bk , . . . ,mb−BM ),
where mb−Bk−1 ,mb−Bk , . . . ,mb−BM ∈ [1 : 2TR];
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• For each block b ∈ [1 : BM+1] and node pi(1), i.e., the source node 0, randomly
generate 2TR conditionally independent sequences x0,b(mb|mb−B, . . . ,mb−BM ),
where
mb,mb−B, . . . ,mb−BM ∈ [1 : 2TR].
ii) The codebook generation for the nodes in N \ M is the same as that in
the case of M = 1. For each block b ∈ [1 : BM+1] and each relay node i ∈
N \M, randomly and independently generate 2TRˆi sequences xi,b(li,b−1), li,b−1 ∈
[1 : 2TRˆi ], where Rˆi = I(Yi; Yˆi|Xi) + ; for each relay node i ∈ N \M and each
xi,b(li,b−1), li,b−1 ∈ [1 : 2TRˆi ], randomly and conditionally independently generate
2TRˆi sequences yˆi,b(li,b|li,b−1), li,b ∈ [1 : 2TRˆi ].
The combination of i) and ii) defines the codebook for any block b ∈ [1 : BM+1],
Cb =
{
xpi(k),b(mb−Bk−1|mb−Bk , . . . ,mb−BM ) :
mb−Bk−1 ,mb−Bk , . . . ,mb−BM ∈ [1 : 2TR], k = M + 1,M, . . . , 2;
x0,b(mb|mb−B, . . . ,mb−BM ) : mb,mb−B, . . . ,mb−BM ∈ [1 : 2TR];
xi,b(li,b−1), yˆi,b(li,b|li,b−1) : li,b, li,b−1 ∈ [1 : 2TRˆi ], i ∈ N \M
}
. (5.19)
Encoding: Let m = (m1,m2, . . . ,mBM+1) be the message vector to be sent and
let mb = 1 be the dummy message for any
b ∈ ∪BMw=1[wB − L+ 1 : wB]
⋃
∪Mu=1 ∪B
M−u
v=1 [v(B − 1)Bu + 1 : vBu+1], (5.20)
and for any b ≤ 0. Now, the actually achievable rate is B−L
B
(B−1
B
)MR due to the
dummy messages, which can still be made arbitrarily close to R by choosing L B,
similarly as in the proof for the single D-F relay node case in Subsection 5.3.1.
i) We still first consider the encoding process for nodes pi(1 : M + 1).
• In block b ∈ [1 : BM+1], node pi(1), i.e., the source node 0, transmits
x0,b(mb|mb−B, . . . ,mb−BM ).
• By the end of block vBk−1, v ∈ [1 : BM+1
Bk−1 − 1], the D-F relay node pi(k), k =
2, . . . ,M + 1, has decoded messages (m1,m2, . . . ,mvBk−1) using backward
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decoding (see the decoding part). In the next Bk−1 blocks, i.e., in block
b ∈ [vBk−1 + 1 : (v + 1)Bk−1], node pi(k), k = 2, . . . ,M + 1, transmits
xpi(k),b(mb−Bk−1|mb−Bk , . . . ,mb−BM ), where
(mb−Bk−1 ,mb−Bk , . . . ,mb−BM ), b ∈ [vBk−1 + 1 : (v + 1)Bk−1]
have all been decoded by block vBk−1.
ii) The encoding process for the nodes in N \M is still the same as that in the
case of M = 1. For any block b ∈ [1 : BM+1], each relay node i ∈ N \M, upon
receiving yi,b at the end of block b, finds an index li,b such that
(xi,b(li,b−1),yi,b, yˆi,b(li,b|li,b−1)) ∈ A(Xi, Yi, Yˆi),
where li,0 = 1 by convention. In block b ∈ [1 : BM+1], the relay node i ∈ N \M
transmits xi,b(li,b−1).
Decoding: At the end of block b = vBk−1, v ∈ [1 : BM+1/Bk−1], the node
pi(k), k = 2, . . . ,M +2, decodes messages (mb−Bk−1+1, . . . ,mb) using block-by-block
backward decoding as follows.
i) The node pi(k), k = 2, . . . ,M + 2, first finds the unique lDk,b−L = {li,b−L, i ∈
Dk} such that there exists some lbDk,b−L+1 satisfying that for any block j = b−L+
1, b− L+ 2, . . . , b,
(X0,j(mj|mj−B, . . . ,mj−BM ),
{Xpi(s),j(mj−Bs−1|mj−Bs , . . . ,mj−BM ), s = 2, . . . , k − 1, k, k + 1, . . . ,M + 1},
{(Xi,j(li,j−1), Yˆi,j(li,j|li,j−1)) : i ∈ Dk},Ypi(k),j) ∈ A(X0, XM, XDk , YˆDk , Ypi(k)).
(5.21)
Note in (5.21), (mj,mj−B, . . . ,mj−BM ), j = b − L + 1, b − L + 2, . . . , b are all
dummy messages according to (5.20), and thus Xpi(s),j, s = 1, . . . ,M + 1 are all
known at node pi(k). Then, it follows from the proof of Theorem 4.2.4 that lDk,b−L
can be decoded if
I(XS ; YˆDk\S , Ypi(k)|Xpi(1:M+1), XDk\S)− I(YS ; YˆS |Xpi(1:M+1), XDk , Ypi(k), YˆDk\S) > 0,
(5.22)
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for any nonempty S ⊆ Dk.
ii) Backwardly and sequentially from block j = b−L to j = b−Bk−1 + 1, node
pi(k), k = 2, 3, . . . ,M+2, jointly decodes the message transmitted by its immediate
upstream node pi(k− 1), and the compressions of the C-F relay nodes. Specifically,
node pi(k), k = 3, 4, . . . ,M + 2 finds the unique pair (mj−Bk−2 , lDk,j−1) satisfying
(5.21), and node pi(k), k = 2, finds the unique pair (mj, lDk,j−1) satisfying (5.21).
Here the exception for node pi(2) arises because the source node pi(1) transmits
mj rather than mj−1 in block j, but the ideas of the decoding processes at all
pi(k), k = 2, 3, . . . ,M + 2, are exactly the same. Thus, below, we only present the
decoding at node pi(k), k = 3, 4, . . . ,M + 2, while the decoding at node pi(2) can
be easily obtained by analogy. The same consideration also applies to the proof in
5.4.2.
In (5.21), lDk,j has already been recovered due to the backward property of
decoding, and among the messages (mj,mj−B, . . . ,mj−BM ), only mj−Bk−2 is the
unknown message at node pi(k) that needs to be decoded in block j. In fact,
(mj−Bk−1 , . . . ,mj−BM ) have been decoded by block b−Bk−1, while (mj, . . . ,mj−Bk−3)
either are dummy messages according to (5.20) (for block j = b−L, b−L−1 . . . , b−
Bk−2−L+ 1) or have been decoded due to the backward property of decoding (for
block j = b−Bk−2 − L, b−Bk−2 − L− 1, . . . , b−Bk−1 + 1).
At each block j = b−L, b−L−1, . . . , b−Bk−1 +1, error occurs with mj−Bk−2 if
the true mj−Bk−2 does not satisfy (5.21) with any lDk,j−1, or a false mj−Bk−2 satisfies
(5.21) with some lDk,j−1. According to the properties of typical sequences, the true
(mj−Bk−2 , lDk,j−1) satisfies (5.21) with high probability.
For a false mj−Bk−2 and a lDk,j−1 with false {li,b−1, i ∈ S} but true {li,b−1, i ∈
Dk \ S},
{Xpi(1),j(mj|mj−B, . . . ,mj−BM ),Xpi(s),j(mj−Bs−1|mj−Bs , . . . ,mj−BM ), s = 2, . . . , k−1}
are conditionally independent of {(Xi,j(li,j−1), Yˆi,j(li,j|li,j−1)) : i ∈ Dk} and Ypi(k),j
given
{Xpi(s),j(mj−Bs−1|mj−Bs , . . . ,mj−BM ), s = k, . . . ,M + 1};
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and {(Xi,j(li,j−1), Yˆi,j(li,j|li,j−1)) : i ∈ S} are independent of
{(Xi,j(li,j−1), Yˆi,j(li,j|li,j−1)) : i ∈ Dk \ S},
{Xpi(s),j(mj−Bs−1|mj−Bs , . . . ,mj−BM ), s ∈ [k : M + 1]},Ypi(k),j.
Therefore, the probability that such false (mj−Bk−2 , lDk,j−1) satisfies (5.21) can
be upper bounded by
2T (H(Xpi(1:M+1),XDk ,YˆDk ,Ypi(k))+)2−T (H(Xpi(k:M+1),XDk\S ,YˆDk\S ,Ypi(k))−)
×2−T (H(Xpi(1:k−1)|Xpi(k:M+1))−)2−T (H(XS)−)2−T (
∑
i∈S(H(Yˆi|Xi)−)).
Since the number of such false (mj−Bk−2 , lDk,j−1) is upper bounded by
2TR
∏
i∈S
2T (I(Yi;Yˆi|Xi)+),
with the union bound, it is easy to check that the probability of finding a false
mj−Bk−2 goes to zero as T →∞, if
R < min
S⊆Dk
I(Xpi(1:k−1), XS ; YˆDk\S , Ypi(k)|XDk\S , Xpi(k:M+1))
− I(YS ; YˆS |Xpi(1:M+1), XDk , Ypi(k), YˆDk\S). (5.23)
Then, based on the recovered (mj,mj−B, . . . ,mj−BM ) and lDk,j, from the proof of
Theorem 4.2.4, it follows that lDk,j−1 can be decoded if (5.22) holds.
Combining i) and ii), using the technique of time sharing, we obtain the achiev-
able rate (5.5)-(5.6).
5.4 Unified Relay Framework With B-Blocks-By-
B-Blocks Backward Decoding
Under the unified relay framework using nested blocks and backward decoding, we
can also consider combining the noisy network coding scheme [32] with the multi-
level D-F scheme. However, since noisy network coding uses repetitive encoding/all
blocks united decoding, to make it fit into our framework, a modification is needed.
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Specifically, assume some fixed M⊆ N with |M| = M and pi({0,M, n+ 1}), and
a total of BM+1 blocks are used. The source can still repetitively encode intra-
B-blocks as in [32], but inter-B-blocks, the source has to cumulatively encode to
allow for the operation of D-F strategy; Correspondingly, both the D-F relay nodes
and the destination will perform B-blocks-by-B-blocks backward decoding, which
is essentially a combination of backward decoding and B blocks united decoding.
Same as in Section 5.3, the backward decoding at node pi(k), k = 2, 3, . . . ,M + 2,
will happen at the end of every Bk−1 blocks, i.e., at the end of block b = vBk−1, v ∈
[1 : BM+1/Bk−1], and both the D-F relay nodes and the destination node perform
compression-message joint decoding. Below, we still first consider the case of single
D-F relay node (M = 1) to illustrate the main idea, and then extend it to the
general case of multiple D-F relay nodes (M ≥ 2).
5.4.1 Single D-F relay node (M = 1)
Still assume that only node 1 is the D-F relay node, and all other relay nodes are
the C-F relay nodes, and let N˜ := N \{1}. Specializing Theorem 5.2.2 to this case,
we have that a rate R is achievable, if there exists some
p(q)p(x0|q)p(x1|x0, q)
∏
i∈N˜
p(xi|q)p(yˆi|yi, xi, q),
such that
R < min

max
T1⊆N˜
min
S⊆T1
I(X0, XS ; YˆT1\S , Y1|X1, XT1\S , Q)
− I(YS ; YˆS |X0, X1, XT1 , Y1, YˆT1\S , Q),
max
Tn+2⊆N˜
min
S⊆Tn+2
I(X0, X1, XS ; YˆTn+2\S , Yn+2|XTn+2\S , Q)
− I(YS ; YˆS |X0, X1, XTn+2 , Yn+2, YˆTn+2\S , Q).

(5.24)
Still, a total of B2 blocks will be used. The detailed codebook generation and
encoding/decoding process are as follows, which can be understood with the help
of Table 5.2.
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Codebook Generation: Fix p(x0)p(x1|x0)
∏
i∈N˜ p(xi)p(yˆi|yi, xi). We randomly
and independently generate a codebook for each block.
i) First consider the codebook generation for the source node 0 and the D-F
relay node 1. Denote f(b) := d b
B
e, i.e., the smallest integer greater than or equal
to b
B
. For each block b ∈ [1 : B2], randomly generate 2TBR independent sequences
x1,b(mf(b−B)) for node 1, and randomly generate 2TBR conditionally independent
sequences x0,b(mf(b)|mf(b−B)) for node 0, where mf(b),mf(b−B) ∈ [1 : 2TBR].
ii) The codebook generation for the C-F relay nodes is exactly the same as that
in Section 5.3. For each block b ∈ [1 : B2] and each relay node i ∈ N˜ , randomly and
independently generate 2TRˆi sequences xi,b(li,b−1), li,b−1 ∈ [1 : 2TRˆi ], where Rˆi =
I(Yi; Yˆi|Xi) + ; for each relay node i ∈ N˜ and each xi,b(li,b−1), li,b−1 ∈ [1 : 2TRˆi ],
randomly and conditionally independently generate 2TRˆi sequences yˆi,b(li,b|li,b−1),
li,b ∈ [1 : 2TRˆi ].
The combination of i) and ii) defines the codebook for any block b ∈ [1 : B2],
Cb =
{
x1,b(mf(b−B)),x0,b(mf(b)|mf(b−B)) : mf(b),mf(b−B) ∈ [1 : 2TBR];
xi,b(li,b−1), yˆi,b(li,b|li,b−1) : li,b, li,b−1 ∈ [1 : 2TRˆi ], i ∈ N˜
}
. (5.25)
Encoding: Let the message vector to be sent be
m = (m1,m1, . . . ,m1︸ ︷︷ ︸
B
,m2,m2, . . . ,m2︸ ︷︷ ︸
B
, . . . ,mB,mB, . . . ,mB︸ ︷︷ ︸
B
).
Let mB = 1 be the dummy message, i.e., mf(b) = 1 for any
b ∈ [(B − 1)B + 1 : B2], (5.26)
and for any b ≤ 0. The actually achievable rate is B−1
B
R due to the dummy
messages, which, however, can be made arbitrarily close to R by letting B →∞.
i) First consider the encoding process for nodes 0 and 1.
• In block b ∈ [1 : B2], the source node 0 transmits x0,f(b)(mf(b)|mf(b−B)).
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• At the end of block vB, v ∈ [1 : B − 1], the D-F relay node 1 has decoded
message mv using B blocks united decoding (see the decoding part). In the
next B blocks, i.e., in block b ∈ [vB+1 : (v+1)B], the relay node 1 transmits
x1,b(mf(b−B)), where mf(b−B) for any b ∈ [vB + 1 : (v + 1)B] is corresponding
to mv that has been decoded by block vB.
ii) For any block b ∈ [1 : B2], each relay node i ∈ N˜ , upon receiving yi,b at the
end of block b, finds an index li,b such that
(xi,b(li,b−1),yi,b, yˆi,b(li,b|li,b−1)) ∈ A(Xi, Yi, Yˆi),
where li,0 = 1 by convention. In block b ∈ [1 : B2], the relay node i ∈ N˜ transmits
xi,b(li,b−1).
Decoding: We present the decoding process at the D-F relay node 1 and at the
destination node n+ 2 separately.
i) At the end of block b = vB, v ∈ [1 : B], the D-F relay node 1 decodes messages
mv usingB blocks united decoding, i.e., it finds the uniquemv, such that there exists
some lvBN˜ ,(v−1)B+1 satisfying that for any block j = (v−1)B+1, (v−1)B+2, . . . , vB,
(X0,j(mf(j)|mf(j−B)),X1,j(mf(j−B))
{(Xi,j(li,j−1), Yˆi,j(li,j|li,j−1)) : i ∈ N˜},Y1,j) ∈ A(X0, X1, XN˜ , YˆN˜ , Y1), (5.27)
where mf(j−B) is corresponding to mv−1 and has been decoded by the end of block
(v − 1)B, and mf(j) is corresponding to mv. From [32, Thm 1] and its proof (see
also Theorem 4.2.1), we have that mv can be decoded if
R < min
S⊆N˜
I(X0, XS ; YˆN˜ \S , Y1|XN˜ \S , X1)− I(YS ; YˆS |X0, X1, XN˜ , Y1, YˆN˜ \S). (5.28)
Note, (5.28) can be improved by considering only a subset T1 ⊆ N˜ for the decod-
ing while treating the inputs of other C-F relay nodes as purely noise, leading to
following more general rate constraint:
R < max
T1⊆N˜
min
S⊆T1
I(X0, XS ; YˆT1\S , Y1|XT1\S , X1)− I(YS ; YˆS |X0, X1, XT1 , Y1, YˆT1\S).
(5.29)
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ii) At the end of all B2 block, the destination node decodes all messages
(m1,m2, . . . ,mB)
using B-blocks-by-B-blocks backward decoding. In fact, since mB = 1 is dummy
message, only (m1,m2, . . . ,mB−1) need to be decoded. For this, backwardly and
sequentially for g = B − 1, B − 2, . . . , 1, node n+ 2 finds the unique mg such that
there exists some lgB+BN˜ ,gB+1 satisfying that for any block j = gB+1, gB+2, . . . , gB+B,
(X0,j(mf(j)|mf(j−B)),X1,j(mf(j−B))
{(Xi,j(li,j−1), Yˆi,j(li,j|li,j−1)) : i ∈ N˜},Yn+2,j) ∈ A(X0, X1, XN˜ , YˆN˜ , Yn+2).
(5.30)
Note in (5.30), for j = gB + 1, gB + 2, . . . , gB +B, only mf(j−B), corresponding to
mg, needs decoding; and mf(j), corresponding to mg+1, either is a dummy message
(for g = B − 1, i.e., j = (B − 1)B + 1, (B − 1)B + 2, . . . , B2), or has been decoded
due to the backward property of decoding (for g = B− 2, . . . , 1). Thus, X0 and X1
are cooperatively transmitting the message mg, and similarly as above, mg can be
decoded if
R < min
S⊆N˜
I(X0, X1, XS ; YˆN˜ \S , Yn+2|XN˜ \S)− I(YS ; YˆS |X0, X1, XN˜ , Yn+2, YˆN˜ \S).
(5.31)
Also, (5.31) can be improved by considering only a subset Tn+2 for the decoding,
leading to the following rate constraint:
R < max
Tn+2⊆N˜
min
S⊆Tn+2
I(X0, X1, XS ; YˆTn+2\S , Yn+2|XTn+2\S)
− I(YS ; YˆS |X0, X1, XTn+2 , Yn+2, YˆTn+2\S). (5.32)
Combining (5.29) and (5.32) and using the technique of time sharing, we have
that the rate in (5.24) is achievable.
5.4.2 Multiple D-F Relay Nodes (M ≥ 2)
Codebook Generation: Fix p(x0)p(xM|x0)
∏
i∈N\M p(xi)p(yˆi|yi, xi). We randomly
and independently generate a codebook for each block. The codebook generation
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for the C-F relay nodes is exactly the same as that in 5.3 and 5.4.1, and hence
omitted. We only present the codebook generation for nodes pi(1 : M + 1). Still,
denote f(b) := d b
B
e, i.e., the smallest integer greater than or equal to b
B
.
• For each block b ∈ [1 : BM+1], backwardly and sequentially for each relay node
pi(k), k = M+1,M, . . . , 2, randomly generate 2TBR conditionally independent
sequences
xpi(k),b(mf(b−Bk−1)|mf(b−Bk), . . . ,mf(b−BM )),
where mf(b−Bk−1),mf(b−Bk), . . . ,mf(b−BM ) ∈ [1 : 2TBR].
• For each block b ∈ [1 : BM+1] and node pi(1), i.e., the source node 0, randomly
generate 2TBR conditionally independent sequences
x0,b(mf(b)|mf(b−B), . . . ,mf(b−BM )),
where mf(b),mf(b−B), . . . ,mf(b−BM ) ∈ [1 : 2TBR].
The above, together with the codebook generation for the C-F relay nodes, defines
the codebook for any block b ∈ [1 : BM+1],
Cb = {xpi(k),b(mf(b−Bk−1)|mf(b−Bk), . . . ,mf(b−BM )) :
mf(b−Bk−1), . . . ,mf(b−BM ) ∈ [1 : 2TBR], k = M + 1,M, . . . , 2;
x0,b(mf(b)|mf(b−B), . . . ,mf(b−BM )) : mf(b),mf(b−B), . . . ,mf(b−BM ) ∈ [1 : 2TBR];
xi,b(li,b−1), yˆi,b(li,b|li,b−1) : li,b, li,b−1 ∈ [1 : 2TRˆi ], i ∈ N \M}.
Encoding: Let the message vector to be sent be
m = (m1,m1, . . . ,m1︸ ︷︷ ︸
B
,m2,m2, . . . ,m2︸ ︷︷ ︸
B
, . . . ,mBM ,mBM , . . . ,mBM︸ ︷︷ ︸
B
).
Let mf(b) = 1 be the dummy message for any
b ∈ ∪Mu=1 ∪B
M−u
v=1 [v(B − 1)Bu + 1 : vBu+1], (5.33)
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and for any b ≤ 0. The actually achievable rate is (B−1
B
)MR due to the dummy
messages, which can still be made arbitrarily close to R by letting B →∞ for any
M .
The encoding process for the C-F relay nodes is still exactly the same as that in
5.3 and 5.4.1, and hence omitted. We only present the encoding process for nodes
pi(1 : M + 1).
• In block b ∈ [1 : BM+1], the source node 0 transmits
x0,b(mf(b)|mf(b−B), . . . ,mf(b−BM )).
• At the end of block vBk−1, v ∈ [1 : BM+1
Bk−1 − 1], the relay node pi(k), k =
2, . . . ,M + 1, has decoded messages (m1,m2, . . . ,mvBk−2) using backward
decoding (see the decoding part). In the next Bk−1 blocks, i.e., in block
b ∈ [vBk−1+1 : (v+1)Bk−1], the relay node pi(k), k = 2, . . . ,M+1, transmits
xpi(k),b(mf(b−Bk−1)|mf(b−Bk), . . . ,mf(b−BM )),
where (mf(b−Bk−1),mf(b−Bk), . . . ,mf(b−BM )) for any b ∈ [vBk−1 + 1 : (v +
1)Bk−1] have all been decoded by block vBk−1.
Decoding: At the end of every Bk−1 blocks, the node pi(k), k = 2, . . . ,M + 2
decodes Bk−2 messages using B-Blocks-By-B-Blocks backward decoding. (Note
every Bk−1 blocks carry Bk−2 messages.) Specifically, at the end of block b =
vBk−1, v ∈ [1 : BM+1/Bk−1], the node pi(k), k = 2, . . . ,M + 2, decodes messages
(m(v−1)Bk−2+1, . . . ,mvBk−2). In fact, (mvBk−2−Bk−3+1, . . . ,mvBk−2) are dummy mes-
sages according to (5.33), and only (m(v−1)Bk−2+1, . . . ,mvBk−2−Bk−3) need decoding.
For this, backwardly and sequentially for g = vBk−2 − Bk−3, vBk−2 − Bk−3 −
1, . . . , (v − 1)Bk−2 + 1, node pi(k) finds the unique mg such that there exists some
lgB+B
k−2
N\M,(g−1)B+Bk−2+1 satisfying that for any block j = (g−1)B+Bk−2+1, (g−1)B+
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Bk−2 + 2, . . . , gB +Bk−2,
(X0,j(mf(j)|mf(j−B), . . . ,mf(j−BM )),
{Xpi(s),j(mf(j−Bs−1)|mf(j−Bs), . . . ,mf(j−BM )), s = 2, . . . , k − 1, k, k + 1, . . . ,M + 1},
{(Xi,j(li,j−1), Yˆi,j(li,j|li,j−1)) : i ∈ N \M},Ypi(k),j) ∈ A(X0, XM, XN\M, YˆN\M, Ypi(k)),
(5.34)
where (mf(j),mf(j−B), . . . ,mf(j−Bk−3),mf(j−Bk−2),mf(j−Bk−1), . . . ,mf(j−BM )) are cor-
responding to
(mg+Bk−3 ,mg+Bk−3−1, . . . ,mg+Bk−3−Bk−4 ,mg,mg+Bk−3−Bk−2 , . . . ,mg+Bk−3−BM−1).
(5.35)
Among the messages in (5.35), only mg, corresponding to mf(j−Bk−2), is the un-
known message at node pi(k) that needs to be decoded. In fact,
(mg+Bk−3−Bk−2 , . . . ,mg+Bk−3−BM−1), corresponding to (mf(j−Bk−1), . . . ,mf(j−BM )),
have been decoded by block b−Bk−1, while
(mg+Bk−3 ,mg+Bk−3−1, . . . ,mg+Bk−3−Bk−4),
corresponding to (mf(j),mf(j−B), . . . ,mf(j−Bk−3)),
either are dummy messages according to (5.33) (for g = vBk−2−Bk−3, . . . , vBk−2−
2Bk−3 + 1) or have been decoded due to the backward property of decoding (for
g = vBk−2− 2Bk−3, vBk−2− 2Bk−3− 1, . . . , (v− 1)Bk−2 + 1). Therefore, in (5.34),
{Xpi(s),j, s = k, k + 1, . . . ,M + 1}
are known at node pi(k), while
{Xpi(s),j, s = 1, . . . , k − 1}
are cooperatively transmitting the message mg. Having noted this fact, from [32,
Thm 1] and its proof (see also Theorem 4.2.1), we have that mg can be decoded if
R < min
S⊆N\M
I(X(1:k−1), XS ; Yˆ(N\M)\S , Ypi(k)|X(N\M)\S , X(k:M+1))
− I(YS ; YˆS |X(1:M+1), XN\M, Ypi(k), Yˆ(N\M)\S). (5.36)
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By considering only a subset Tk ⊆ N \ M for the decoding at node pi(k) while
treating the inputs of other C-F relay nodes as purely noise, and using the technique
of time sharing, (5.36) can be improved to
R < max
Tk⊆N\M
min
S⊆Tk
I(Xpi(1:k−1), XS ; YˆTk\S , Ypi(k)|XTk\S , Xpi(k:M+1), Q)
− I(YS ; YˆS |Xpi(1:M+1), XTk , Ypi(k), YˆTk\S , Q), (5.37)
which proves Theorem 5.2.2.
5.5 Rates for the AWGN Two-Relay Channel
With C(x) := 1
2
log2(1 + x), various rates are evaluated for the AWGN two-relay
channel as follows.
Multi-level D-F: The best achievable D-F rates are the multi-level D-F rates
[27]-[30]
Ra = max{Ra1 , Ra2}
where
Ra1 = min{a11, a12, a13}
Ra2 = min{a21, a22, a23}
with
a11 = I(X0;Y1|X1, X2)
= C(g201P )
a12 = I(X0, X1;Y2|X2)
= C((g202 + g
2
12)P )
a13 = I(X0, X1, X2;Y3)
= C((g203 + g
2
13 + g
2
23)P )
a21 = I(X0;Y2|X1, X2)
= C(g202P )
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a22 = I(X0, X2;Y1|X1)
= C((g201 + g
2
21)P )
a23 = I(X0, X1, X2;Y3)
= C((g203 + g
2
13 + g
2
23)P ).
Noisy network coding: The best achievable C-F rates are the noisy network
coding rates [32]-[34]
Rb = min{b1, b2, b3, b4}
with
b1 = I(X0; Yˆ1, Yˆ2, Y3|X1, X2)
= C
(
g201P
1 + σˆ21
+
g202P
1 + σˆ22
+ g203P
)
b2 = I(X0, X1; Yˆ2, Y3|X2)− I(Y1; Yˆ1|X0, X1, X2, Yˆ2, Y3)
= C
(
(g203 + g
2
13)P +
(g202 + g
2
12)P
1 + σˆ22
+
(g02g13 − g12g03)2P 2
1 + σˆ22
)
− C
(
1
σˆ21
)
b3 = I(X0, X2; Yˆ1, Y3|X1)− I(Y2; Yˆ2|X0, X1, X2, Yˆ1, Y3)
= C
(
(g203 + g
2
23)P +
(g201 + g
2
21)P
1 + σˆ21
+
(g01g23 − g21g03)2P 2
1 + σˆ21
)
− C
(
1
σˆ22
)
b4 = I(X0, X1, X2;Y3)− I(Y1, Y2; Yˆ1, Yˆ2|X0, X1, X2, Y3)
= C((g203 + g
2
13 + g
2
23)P )− C
(
1 + σˆ21 + σˆ
2
2
σˆ21σˆ
2
2
)
where the optimal σˆ21 and σˆ
2
2 are determined numerically.
Our unified schemes: The rates under our unified framework are
Rc = max{Ra, Rb, Rc1 , Rc2}
where
Rc1 = min{max{c11,min{c12, c13}},max{c14,min{c15, c16}}}
Rc2 = min{max{c21,min{c22, c23}},max{c24,min{c25, c26}}}
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with
c11 = I(X0;Y1|X1)
= C
(
g201P
1 + g221P
)
c12 = I(X0; Yˆ2, Y1|X1)
= C
(
g201P +
g202P
1 + σˆ22
)
c13 = I(X0, X2;Y1|X1)− I(Y2; Yˆ2|X0, X1, X2, Y1)
= C((g201 + g
2
21)P )− C
(
1
σˆ22
)
c14 = I(X0, X1;Y3)
= C
(
(g203 + g
2
13)P
1 + g223P
)
c15 = I(X0, X1; Yˆ2, Y3|X2)
= C
(
(g203 + g
2
13)P +
(g202 + g
2
12)P
1 + σˆ22
+
(g02g13 − g12g03)2P 2
1 + σˆ22
)
c16 = I(X0, X1, X2;Y3)− I(Y2; Yˆ2|X0, X1, X2, Y3)
= C((g203 + g
2
13 + g
2
23)P )− C
(
1
σˆ22
)
c21 = I(X0;Y2|X2)
= C
(
g202P
1 + g212P
)
c22 = I(X0; Yˆ1, Y2|X2)
= C
(
g202P +
g201P
1 + σˆ21
)
c23 = I(X0, X1;Y2|X2)− I(Y1; Yˆ1|X0, X1, X2, Y2)
= C((g202 + g
2
12)P )− C
(
1
σˆ21
)
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c24 = I(X0, X2;Y3)
= C
(
(g203 + g
2
23)P
1 + g213P
)
c25 = I(X0, X2; Yˆ1, Y3|X1)
= C
(
(g203 + g
2
23)P +
(g201 + g
2
21)P
1 + σˆ21
+
(g01g23 − g21g03)2P 2
1 + σˆ21
)
c26 = I(X0, X1, X2;Y3)− I(Y1; Yˆ1|X0, X1, X2, Y3)
= C((g203 + g
2
13 + g
2
23)P )− C
(
1
σˆ21
)
.
Unified scheme in [30]: The rates in [30, Thm 4] (with Ui = ∅, i = 1, 2) are
Rd = max{Ra, Rd1 , Rd2 , Rd3}
with
Rd1 = d11 s.t. d12 ≤ d′12, d13 ≤ d′13, d14 ≤ d′14
Rd2 = min{d21, d22} s.t. d23 ≤ d′23
Rd3 = min{d31, d32} s.t. d33 ≤ d′33
where
d11 = I(X0; Yˆ1, Yˆ2, Y3|X1, X2)
= b1
d12 = I(Y1; Yˆ1|X1, X2, Yˆ2, Y3) + I(Yˆ1;X2|X1)
= C
 1
σˆ21
+
g201P
σˆ21(1 +
g202P
1+σˆ22
+ g203P )
+ C ( g221P
g201P + 1 + σˆ
2
1
)
d′12 = I(X1;Y3|X2)
= C
(
g213P
1 + g203P
)
d13 = I(Y2; Yˆ2|X1, X2, Yˆ1, Y3) + I(Yˆ2;X1|X2)
= C
 1
σˆ22
+
g202P
σˆ22(1 +
g201P
1+σˆ21
+ g203P )
+ C ( g212P
g202P + 1 + σˆ
2
2
)
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d′13 = I(X2;Y3|X1)
= C
(
g223P
1 + g203P
)
d14 = I(Y1, Y2; Yˆ1, Yˆ2|X1, X2, Y3) + I(Yˆ1;X2|X1) + I(Yˆ2;X1|X2)
= C
(
1 + σˆ21 + σˆ
2
2
σˆ21σˆ
2
2
+
g201(1 + σˆ
2
2)P + g
2
02(1 + σˆ
2
1)P
σˆ21σˆ
2
2(1 + g
2
03P )
)
+ C
(
g221P
g201P + 1 + σˆ
2
1
)
+ C
(
g212P
g202P + 1 + σˆ
2
2
)
d′14 = I(X1, X2;Y3)
= C
(
(g213 + g
2
23)P
1 + g203P
)
d21 = I(X0;Y1|X1)
= c11
d22 = I(X0, X1; Yˆ2, Y3|X2)
= c15
d23 = I(Y2; Yˆ2|X2, Y3)
= C
(
1
σˆ22
+
(g02g13 − g12g03)2P 2
σˆ22((g
2
03 + g
2
13)P + 1)
+
(g202 + g
2
12)P
σˆ22((g
2
03 + g
2
13)P + 1)
)
d′23 = I(X2;Y3)
= C
(
g223P
1 + (g203 + g
2
13)P
)
d31 = I(X0;Y2|X2)
= c21
d32 = I(X0, X2; Yˆ1, Y3|X1)
= c25
d33 = I(Y1; Yˆ1|X1, Y3)
= C
(
1
σˆ21
+
(g01g03 − g21g23)2P 2
σˆ21((g
2
03 + g
2
23)P + 1)
+
(g201 + g
2
21)P
σˆ21((g
2
03 + g
2
23)P + 1)
)
d′33 = I(X1;Y3)
= C
(
g213P
1 + (g203 + g
2
23)P
)
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Unified scheme in [42]: The rates in [42] are
Re = max{Re1 , Rb, Re2 , Re3}
where
Re1 = min{e11, e12, e13}
Re2 = min{e21,max{e22,min{e23, e24}}}
Re3 = min{e31,max{e32,min{e33, e34}}}
with
e11 = a11
e12 = a21
e13 = a13
e21 =
min{c12, c13} if C
(
1
σˆ22
)
≤ C
(
g221P
1+g201P
)
c11 otherwise
e22 = c14
e23 = c15
e24 = c16
e31 =
min{c22, c23} if C
(
1
σˆ21
)
≤ C
(
g212P
1+g202P
)
c21 otherwise
e32 = c24
e33 = c25
e34 = c26.
Cut-set bound: Finally, the cut-set bound is given by
Rf = min{f1, f2, f3, f4}
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where
f1 = I(X0;Y1, Y2, Y3|X1, X2)
= C((g201 + g
2
02 + g
2
03)P )
f2 = I(X0, X1;Y2, Y3|X2)
= C((g02g13 − g12g03)2P 2 + (g202 + g212 + g203 + g213)P )
f3 = I(X0, X2;Y1, Y3|X1)
= C((g03g21 − g23g01)2P 2 + (g201 + g221 + g203 + g223)P )
f4 = I(X0, X1, X2;Y3)
= C((g203 + g
2
13 + g
2
23)P ).
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Chapter 6
Conclusion and Future Work
6.1 Conclusion
In C-F relay schemes, joint compression-message decoding introduces more freedom
in selecting the compressions at the relays. Motivated by it, we have investigated,
in the setup of general multiple-relay channels, the problem of finding the optimal
compressions in maximizing the achievable rate of the original message. We have
studied several different C-F relay schemes, and the unanimous conclusion is that
the optimal compressions should always support successive compression-message
decoding. In situations where compressions not supporting successive decoding
have to be used, we have found that only those that can be jointly decoded are
helpful to the decoding of the original message.
We have also developed a backward block-by-block decoding C-F relay scheme.
Compared to the repetitive encoding/all blocks united decoding scheme recently
proposed in [32], which improved the achievable rate in the multiple-relay case, we
have realized that the key to the improvement comes from delaying the decoding
until all the blocks have been finished. In retrospect, the multiple-relay case is dif-
ferent from the single-relay case in that it may take multiple blocks for the relays to
help each other before their compressions can finally reach the destination. Hence,
the block-by-block forward decoding scheme, which is sufficient for the single-relay
case, may not work satisfactorily for multiple relays in general.
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Last but not least, we have proposed a unified relay framework with both the
D-F and C-F relay nodes for multiple-relay channels. This framework employs
nested blocks combined with backward decoding to allow for the full incorporation
of the best known D-F and C-F relay strategies. The achievable rates obtained
under such a framework turn out to combine both the best known D-F and C-F
achievable rates and include them as special cases. It is also demonstrated through
a Gaussian network example that our achievable rates are generally better than the
rates obtained with existing unified schemes and with D-F or C-F alone.
6.2 Future Work
While the recent research on relay channels, including this thesis, centers on de-
veloping the achievability coding schemes, little progress has been made for the
converse over the past few decades. Motivated by this, the first line of our future
research is to study the converse problem for relay channels, especially to study
the issue of the optimality of the C-F relay scheme. To this end, we have actually
conducted some preliminary investigations [47]-[50]. To continue our research in
this direction, particularly, we will study an open problem on the capacity of the
relay channel, posed by Cover [51] more than two decades ago.
Consider the relay channel as depicted in Figure 6.1, where the source’s input
X is received by the relay Z and the destination Y through a channel p(y, z|x),
and the relay can communicate to the destination via an error-free digital link with
rate R0. We wish to communicate a message index W ∈ {1, 2, . . . , 2TR} reliably
Figure 6.1: A relay channel model with a digital link.
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over this relay channel. A (2TR, T ) code for this channel consists of
1) an encoding function XT : {1, . . . , 2TR} → X T ,
2) a relay function r : ZT → {1, . . . , 2TR0},
3) a decoding function g: YT × {1, . . . , 2TR0} → {1, . . . , 2TR}.
The probability of error is defined by
P (T )e = Pr(g(r(Z
T ), Y T ) 6= W ),
where W is uniformly distributed over {1, . . . , 2TR}. The capacity of C(R0) is
the supremum of all achievable rates R, i.e., the rates R for which there exists a
sequence of (2TR, T ) codes such that P
(T )
e tends to zero as T →∞.
We note the following facts:
1) C(0) = maxp(x) I(X;Y ).
2) C(∞) = maxp(x) I(X;Y, Z).
3) C(R0) is a nondecreasing function of R0.
Instead of demanding a full characterization of C(R0), Cover posed the question
as “what is the critical value of R0 such that C(R0) first equals C(∞)”. Equiva-
lently, we are interested in finding
R∗0 := inf{R0 : C(R0) = C(∞) = max
p(x)
I(X;Y, Z)},
namely, the smallest rate needed for the relay-destination communication so that
the maximum information rate C(∞) = maxp(x) I(X;Y, Z) can be achieved.
It is clear that, by the simple C-F scheme with Slepian-Wolf binning used, the
rate
Rconj = min
p(x):I(X;Y,Z)=C(∞)
H(Z|Y )
is enough such that C(Rconj) = C(∞) = maxp(x) I(X;Y, Z), but is the C-F scheme
optimal in this problem? To answer this question, we have carefully studied the
binary symmetric case, i.e., the case where the source-relay and source-destination
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links are both binary symmetric channels. Although a formal proof is still out of
reach at this moment, we strongly believe that in the binary symmetric case, the
simple C-F scheme is indeed optimal so that R∗0 = Rconj. As our future work, we
will continue this research, attempting to first obtain a conclusive result in the
binary symmetric case and then extend it to the general case.
The second line of the future work is to further the research in this thesis. One
direction is to extend our work on the unified relay framework to multi-source net-
works. Here, a challenge is how to coordinate the D-F nodes to relay the messages
for different sources. In this regard, a multi-source, multi-relay D-F coding scheme
has been developed in [43], which also employed backward decoding. It is of interest
to study the problem of incorporating the D-F scheme in [43] to our unified relay
framework for general multi-source multi-relay multi-destination networks.
Recently, there have been some results on achieving the capacity of the relay
networks to within a constant gap based on quantize-map-and-forward [31] and
noisy network coding [32]. However, a limitation in these results is that the gap
grows with the number of nodes in the network. This may be because both quantize-
map-and-forward and noisy network coding belong to the C-F relay schemes in
nature, and thus the noise in the these schemes cannot be eliminated as in the
D-F relay scheme but will be accumulated. Recall that the unified relay scheme
proposed in this thesis combines the best known D-F and C-F relay schemes and
endows each node the freedom of choosing either D-F or C-F so that higher and
easy-to-evaluate rates can be achieved. Thus, as another direction of the future
research, it is worth exploring whether our unified scheme can achieve a better gap
or even a universal gap independent of the number of nodes in the network.
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