In this chapter we propose a systematic methodology on how to distinguish between three mechanisms leading to single molecule subdiffusion, namely fractional Brownian motion, fractional Lévy stable motion and Fractional Fokker-Planck equation. We illustrate step by step that the methods of sample mean-squared displacement and p-variation can be successfully applied for infinite and confined systems. This methodology is based on well-known and not so well-known statistical tools for identification and validation of the above three fractional dynamical systems.
Introduction
The issue of distinguishing between normal and anomalous diffusion, as such, concerns many fields of physics [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] . It is usually based on the analysis of the mean-squared displacement (MSD) of the diffusing particles.
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In the case of classical diffusion, the second moment is linear in time, whereas anomalous diffusion processes exhibit distinct deviations from this fundamental property: x 2 (t) ∼ t a , where for 0 < a < 1 is subdiffusive and for a > 1 is superdiffusive [12] . The origin of anomalous dynamics in a given system is often unknown.
It is not always clear which model applies to a particular system [10, 11, 14] , information which is essential when diffusion-controlled processes are considered. Therefore, determining the appropriate model is an important and timely problem; see [10, 11, 15] for discussion on the origins of anomaly in the case of intracellular diffusion.
The MSD can be obtained either by performing an average over an ensemble of particles, or by taking the temporal average over a single trajectory [16, 17] . Recent advances in single molecule spectroscopy enabled single particle tracking experiments following individual particle trajectories [11, 15] . These require temporal moving averages.
Therefore, determining the origins of subdiffusive transport is a vital and timely problem [10, 11, 15, 18, 19] . In Sec. 2, we describe shortly three different models of fractional subdiffusion dynamics. Section 3 contains description of basic identification and validation tools like KolmogorovSmirnov statistic and FIRT estimator. We show that they can be used for model identification of stationary or increment stationary data. In Sec. 4 , we propose to replace the MSD with sample MSD since the sample (time average) MSD of the fractional Lévy α-stable motion (FLSM) behaves very differently from the corresponding ensemble average (second moment). Namely, while the ensemble average MSD diverges for α < 2, the sample MSD may exhibit either subdiffusion, normal diffusion or superdiffusion. Traditionally, α-stable processes like Lévy flights serve as examples of superdiffusive dynamics since for α < 2 their second moment is infinite and the MSD diverges. Nevertheless, H-self-similar Lévy stable processes can model either a subdiffusive, diffusive or superdiffusive dynamics in the sense of sample MSD. We also show that the character of the process is controlled by a sign of the memory parameter d = H − 1/α. In Sec. 5, we present in detail a new sample p-variation test (algorithm) which allows to distinguish between three models of subdiffusive dynamics on simulated data. We already identified [7] [8] [9] fractional subdiffusive dynamics on biological data describing the motion of individual fluorescently labeled mRNA molecules inside live E. coli cells, but it may concern many other fields of contemporary experimental physics. Finally, in Secs. 6 and 7, we present the main results of this chapter. Namely, statistical validation of the proposed models in the case of freely moving particles and confined systems, respectively.
Three Models of Fractional Subdiffusion Dynamics

Fractional Brownian motion
In the literature, two popular stochastic models have been used to account for anomalous diffusion. The first one is the fractional Brownian motion (FBM) introduced by A. N. Kolmogorov in 1940 [20] [21] [22] . The second model of subdiffusion is the continuous time random walk (CTRW) and the corresponding fractional Fokker-Planck equation [12, 23] . However, they do not exhaust all possible sources of anomalous diffusion. Another source could be random walks on fractal structures, fractional Langevin equations, generalized Langevin equations, percolation, etc. [12, 24] .
FBM is a generalization of the classical Brownian motion (BM). Most of its statistical properties are characterized by the Hurst exponent 0 < H < 1. In particular, the MSD of FBM satisfies x 2 (t) ∼ t 2H , thus for H < 1/2 we obtain the subdiffusive dynamics, whereas for H > 1/2 the superdiffusive one. For further properties of FBM and its applications to physics see [25] [26] [27] [28] [29] .
For any 0 < H < 1, FBM of index H (Hurst exponent) is the mean-zero Gaussian process B H (t) with the following integral representation [21, 26] :
where B(t) is a standard Brownian motion and (x) + = max(x, 0). FBM is H-self-similar, namely for every c > 0 we have B H (ct) = c H B H (t) in distribution, and has stationary increments. It is the only Gaussian process satisfying these properties. For H > 1/2, the increments of the process are positively correlated and exhibit long-range dependence (long memory, persistence), whereas for H < 1/2, the increments of the process are negatively correlated and exhibit short-range dependence (short memory, antipersistence) [26] . For the second moment of the FBM we have B 2 H (t) = σ 2 t 2H , where σ > 0, which for H < 1/2 gives the subdiffusive dynamics and for H > 1/2 the superdiffusive one.
Fractional Lévy stable motion
FBM can be generalized to a fractional Lévy stable motion (FLSM) [25, 26, [30] [31] [32] : [31, 32] . This is due to the behavior of the integrand in (2) . Therefore, as in the Gaussian case, the parameter d controls sign of dependence. We show in Sec. 4 that the time average MSD of FLSM behaves very differently from the corresponding ensemble average (second moment). This is a timely subject since single molecule experiments exhibit both anomalous kinetics and a large scatter of the time average MSD. While the ensemble average MSD diverges, the time average MSD may exhibit either subdiffusion, normal diffusion or superdiffusion. Thus in experiment what seems subdiffusive from a single trajectory analysis could in fact be superdiffusive in the ensemble sense.
Fractional Fokker-Planck equation
Force-free subdiffusion in the framework of CTRW with heavy-tailed waiting times is convenintly described by the fractional Fokker-Planck equation (FFPE) [12, 33] ∂w(x, t) ∂t
with the initial condition w(x, 0) = δ(x). The operator 0 D 1−β t , 0 < β < 1, is the fractional derivative of the Riemann-Liouville type. The MSD corresponding to w(x, t) equals t β Γ(β+1) , which is characteristic for subdiffusive dynamics.
In Eq. (3), w(x, t) denotes the PDF of some subdiffusive stochastic process Z β (t). The process Z β (t) can be explicitly represented in the following subordination form [34] [35] [36] 
where B(t) is the standard Brownian motion and S β (t) is the so-called inverse β-stable subordinator defined as Here, U β (τ ) is the β-stable subordinator [31, 32] with the Laplace transform given in the stretched exponential form E(e −uU β (τ ) ) = e −τ u β . Moreover, S β (t) is assumed to be independent of B(t). The Langevin-type process Z β (t) reveals the detailed structure of trajectories corresponding to FFPE (3). Therefore, it allows one to study the statistical properties of the trajectories of subdiffusion in the framework of CTRW with heavy-tailed waiting times.
Selected Identification and Validation Tools
We now collect a list of identification and validation tools for fractional subdiffusive dynamics used in this Chapter. In Table 1 they are presented along with the related characteristics of the data. Kolmogorov-Smirnov statistic and sample p-variation stand for examples of both identification and validation tools, whereas FIRT method and sample MSD are examples of identification tools.
The first tool depicted in Table 1 assumes that the data are stationary. Stationary and nonstationary processes are very different in their properties, and they require different inference procedures. At this point, note that a simple and useful method to tell if a process is stationary in empirical studies is to plot the data. Loosely speaking, if a series does seem to have a trend, or a varying volatility, then very likely, it is not stationary. To make the process stationary it is sometimes enough to calculate its increments.
Kolmogorov-Smirnov statistic
Once the distribution class is selected and the parameters are estimated using one of the available methods, the goodness-of-fit has to be tested. A standard approach consists of measuring the distance between the empirical and the fitted analytical distribution function. A group of statistics and tests based on this idea has been discussed [37] . A statistics measuring the difference between the empirical F n (x) and the fitted F (x) distribution functions, called an empirical distribution function (edf) statistic, is based on the vertical difference between the distributions. This distance is usually measured either by a supremum or a quadratic norm [38] .
The most popular supremum statistic:
is known as the Kolmogorov or Kolmogorov-Smirnov (KS) statistic. For other classes of measures of discrepancy see, e.g. [37] .
Suppose that a sample
. . , n. It can be easily shown that, for values z and x related by z = F (x), the corresponding vertical differences in the edf diagrams for X and Z are equal. Consequently, edf statistics calculated from the empirical distribution function of the z i 's compared with the uniform distribution will take the same values as if they were calculated from the empirical distribution function of the x i 's, compared with F (x). This leads to the following formulas given in terms of the order statistics z (1) 
Kolmogorov-Smirnov statistic can serve as a simple identification tool in the following way. We calculate the statistic for different choices of F (x), e.g., Gaussian and stable distributions. W choose such distribution for further analysis that has smaller value of the statistic. In Table 2 we can see calculated values of the KS statistic for a sample generated from a Lévy stable distribution with α = 1.85, σ = 1, β = µ = 0, for two possible choices of F (x), namely Gaussian and Lévy stable. The parameters of the distributions are maximum likelihood estimates [39] . Clearly, KS statistic for the stable distribution is much lower than the one calculated for the Gaussian case.
In order to use Kolmogorov-Smirnov statistic for validation purposes, we have to construct a proper statistical test. The general test of fit is structured as follows. The null hypothesis is that a specific distribution is July 12, 2011 7:55 Fractional Dynamics 9in x 6in b1192-ch14 FA acceptable, whereas the alternative is that it is not:
where θ is a vector of known parameters. Small values of the test statistic D are evidence in favor of the null hypothesis, large ones indicate its falsity. To see how unlikely such a large outcome would be if the null hypothesis was true, we calculate the p-value by:
where t is the test value for a given sample. It is typical to reject the null hypothesis when a small p-value is obtained. The detailed procedure on how to calculate p-values for different hypothetical distributions has been described [37] .
FIRT estimator
Recently introduced [40] estimation procedure of the self-similarity parameter H is the so-called finite impulse response transformation (FIRT). The FIRT estimator involves an array of coefficients. The array is made out of finite impulse response coefficients. The estimator H FIRT is obtained by performing a log-linear regression on the coefficients and measuring the slope, which is equal to H. This is illustrated in Fig. 1(a) for the simulated data from a fractional Lévy stable motion with H = 0.4 and α = 1.85.
It is important to note that the estimator H FIRT is considered as one of the most accurate and reliable methods of estimating the Hurst parameter. It is unbiased for all 0 < α < 2. Moreover, for 1 < α < 2, under certain technical conditions, the estimator is consistent and asymptotically normal. We note that the estimator gives information on the self-similarity and not on the distribution of the process. However, applying the BMW 2 test [26, 41] one can identify the stability index α of the data. The test applies the concept of surrogate data [42] , which refers to data that preserve certain linear statistic properties of the experimental time series, without the deterministic component. The surrogate data can be obtained by several different ways. Here, we obtain it by random shuffling of the original data positions.
According to [26] we have he following BMW 2 computer test.
• If the data come from FBM, then the values of the applied estimator should change to 1/2 for the surrogate data independently on the initial values.
• If the data come from BM or LSM, then the estimator values should be the same for the original and surrogate data and equal to 1/2 and 1/α, respectively.
• If the data come from FLSM, then we should observe a change to 1/α in the estimators' values.
Therefore, the test can be used to distinguish between diffusion (BM and LSM) and anomalous diffusion (FBM and FLSM) models. This is illustrated in Fig. 1. Comparing Figs. 1(a) and 1(b) we can observe a change 
Sample MSD
Let {X i , i = 0, . . . , N} be a sample of length N + 1. We introduce the sample MSD:
The sample MSD is a time average MSD on a finite sample regarded as a function of difference τ between observations. It is a random variable in contrast to the ensemble average which is deterministic.
We assume now that N is large and τ small.
• If the sample comes from a fractional Lévy α-stable motion with α < 2, then
where d = H − 1/α and d ∼ means similarity in distribution [9] .
• If the sample comes from a fractional Brownian motion, then
where
• If the sample comes from a CTRW, then
which corresponds to Eqs. (12) and (13) with d = 0, which is the case of the regular diffusion [16] .
Therefore, the sample MSD is an identification tool which allows one to distinguish between FFPE and other two models if estimated d = 0.
Applying the above formula, we estimated memory parameter d for generated subdiffusive FBM, FLSM, and CTRW. The results are presented in Fig. 2 in the form of the so-called box plots [43, 44] . The simulated samples are of length 2 12 . The box plot produces a box and whisker plot for each value of d. The box has lines at the lower quartile, median, and upper In particular, for LSM and FFPE we arrive at the diffusion case, namely M N (τ ) ∼ τ since d = 0, see also [45] .
As a consequence, we see that the memory parameter d controls the type of anomalous diffusion. If d < 0 (H < 1/α), so in the negative dependence case, the process follows the subdiffusive dynamics, if d > 0 (H > 1/α), the character of the process changes to superdiffusive. What is even more amazing, it appears that Lévy α-stable processes for α < 2 can serve both as examples of subdiffusion and superdiffiusion. The subdiffusion pattern arises when the dependence is negative, so possible large positive jumps are quickly compensated by large negative jumps, and on average the process travels shorter distances than the light-tailed Brownian motion.
Sample p-variation
Another method, which can be successfully applied to identify the type of subdiffusion in the experimental data, is the method of p-variation [7] [8] [9] . The idea of p-variation generalizes the well-established notions of total variation and quadratic variation, which have found applications in various branches of mathematics, physics and engineering, including: optimal control, numerical analysis of differential equations, and calculus of variations [46] . For a stochastic process X(t) observed on time interval [0, T ], the corresponding p-variation is defined as
Here, V
n (t) is the sum of powers of increments of the process X(t)
with a∧b = min{a, b}. V n (t) is very easy to calculate numerically. For large enough n, the sample p-variation is a good approximation of V (p) (t). It appears that for each subdiffusion model (FBM, FLSM and FFPE) considered here, the p-variation displays completely different behavior. This interesting fact plays a crucial role in identifying the proper model of subdiffusion.
The p-variation of the FBM B H (t) satisfies [47] 
The expected value in the above formula equals
). Here, σ > 0 is the scale parameter of B H (t). Observe that p = 1/H is the critical value in the above formula for FBM.
Since the trajectories of the FLSM in the subdiffusive regime d < 0 (H < 1/α) are nowhere bounded, the p-variation corresponding to L α H (t) is equal to infinity
for any p > 0. 
Note that p = 2 is the critical value for the p-variation of Z β (t). The above formulas (17)- (19) confirm that the p-variation of the discussed subdiffusion models differs considerably. This suggests the following p-variation test for distinguishing between FBM, FLSM and FFPE dynamics [7] [8] [9] :
• If the underlying model is FBM B H (t), then by (17) the sample pvariation V n (t) should decrease with increasing n (see Fig. 3 , (a) and (b)).
• If the underlying model is Z β (t) corresponding to FFPE (3), then by (19) the sample p-variation V n (t) should decrease with increasing n (see Fig. 3, (c) and (d) ).
• If the underlying model is FLSM in the subdiffusive regime d < 0, then by (18) the sample p-variation V (p) n (t) should increase with increasing n for any parameter p > 0 (see Fig. 3 , (e) and (f)).
In Fig. 3 we illustrate the behavior of sample p-variation for all three subdiffusion models. The obvious differences in the behavior of V (p) n (t) corresponding to FBM, FLSM, and FFPE allow to identify the underlying subdiffusion mechanism.
In practice, for a given time series {X i , i = 1, 2, . . . , 2 N } of experimental observations, one needs to calculate the sample p-variation V 
Statistical Validation
The p-variation test described in the previous section, specifically the comparison of empirical data with theoretical predictions and the classification into one of the three underlying scenarios (FBM, FLSM, FFPE), was done in a non-quantitative (visual) manner. Now, we give the p-variation method more formal and quantitative shape. To verify the agreement between experimental data and theory, we introduce a proper statistical test (a similar test was introduced in a recent paper [8] ), which July 12, 2011 7:55 Fractional Dynamics 9in x 6in b1192-ch14 FA allows to classify the experimental data into one scenario or another using quantitative confidence level. First, for a given empirical data, we verify statistically if it originates from the FBM. To be more precise, our null hypothesis is that the data comes from B H (t) for given H. To verify such null hypothesis, we examine the value of the following statistic
.
are the values of sample 1/Hvariation calculated for the empirical data. Note that by (17) , under the null hypothesis, the difference D m,n should be small for large enough m and n. Therefore, the null hypothesis is rejected at confidence levelα (usuallyα = 0.05 orα = 0.01), if
The constant Dα is found from
are the values of sample 1/H-variation corresponding to FBM, i.e.
, and similarly V (1/H) m (T ). Note that the constant Dα can be easily found via Monte Carlo techniques. The methods of simulating B H (t) can be found [48] .
We applied the above statistical test to the simulated trajectories of B H (t), Z β (t) and L α H (t). The obtained p-values are shown in Fig. 4(a) . Next, let us consider the null hypothesis that the data comes from FFPE. In such case the following statistic should be investigated hypothesis the distance E m,n should be small for large enough m and n. Consequently, the null hypothesis is rejected at confidence levelα, if
where the constant Eα is derived from
Here V (2) m (T ) and V (2) n (T ) are the values of sample 2-variation corresponding to Z β (t), i.e.
and similarly V (2) m (T ). Similarly as before, the constant Eα should be determined via Monte Carlo techniques. The method of simulating Z β (t) can be found [35, 49] .
The above statistical test was applied to the simulated trajectories of B H (t), Z β (t) and L α H (t). The results are presented in Fig. 4(b The above tests allow one to validate statistically that the data originates from FBM (or from FFPE). However, the same methodology cannot be applied in a straightforward manner to the case of FLSM. The reason is that for the last process, there is no critical value of p, for which the corresponding sample p-variation would stabilize. Thus, a different approach to this problem is necessary. Some steps in this direction are in progress.
The Case of Confined Systems
The results and tests introduced in previous sections were done for the case of freely moving particles. The considered system had no boundaries and no external force was present. Such setting is convenient for a number of physical and biological systems, however, there are some cases for which confinement influences considerably the dynamics of particles. Therefore, it is of great interest to extend the statistical methods of identifying and validating the type of subdiffusion also to the case of confined systems.
FBM in confinement is governed by the fractional Langevin equation of the form
with F (x) being the external force. Similarly, confined subdiffusion in the framework of CTRW with heavytailed waiting times is described by the fractional Fokker-Planck equation [12, 33] ∂w(x, t) ∂t
The force F (x), which is assumed to be continuous, is related to the binding potential v(x) through F (x) = −v (x). The constant K denotes the anomalous diffusion coefficient. Equation (21) describes the evolution in time of the PDF w(x, t) of some subdiffusion process W β (t). This Langevintype process has the following representation [34] [35] [36] 
where X(t) is the solution of the Itô stochastic differential equation
driven by the standard Brownian motion B(τ ) and S β (t) is the inverse stable subordinator (5).
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In this section we restrict ourselves only to the above two models of subdiffusion (Y H (t) and W β (t)). The case of FLSM in confinement requires further extensive studies. Now, our goal is to extend the previously introduced methods of identification based on p-variation to the case of confined systems described by (20) and (22) . The crucial, and somewhat surprising fact is that the presence of external force does not modify the properties of p-variation. One can show [8] that the p-variation corresponding to Y H (t) yields
Analogously, one proves [8] that V (p) (t) corresponding to W β (t) is given by
Moreover, formulas (24) and (25) are also valid for the case of finite system with reflecting boundaries.
Comparing the above results with (17) and (19), we observe that indeed the confinement has no influence on the behavior of p-variation (however, the shape of the potential may influence the speed of convergence of V (p) n (t) to V (p) (t)). Therefore, visual identification of the type of subdiffusion, based on the differences in the behavior of p-variation corresponding to FBM and FFPE models, follows exactly the same line as in Sec. 5.
In additional, validation of the model via statistical hypothesis testing for the confined systems can be performed in the analogous manner as in the force-free seetting. Below, for completeness, we present the details of the testing procedures.
Assume that the null hypothesis is that the data comes from Y H (t). To verify such hypothesis one examines the statistic
. If the null hypothesis is that the data comes from W β (t), one should investigate the statistic E m,n = |V (2) m (T ) −V (2) n (T )| V (2) n (T ) . Once again,V (2) m (T ) andV (2) n (T ), m < n, are the values of sample 2-variation corresponding to the empirical trajectory. Now, by (25) , under the null hypothesis the distance E m,n should be small for large enough m and n. Thus, the null hypothesis is rejected at confidence levelα, if and similarly V (2) m (T ). The constant Eα can be determined via Monte Carlo techniques. The method of simulating W β (t) can be found [35, 49] .
The results of the above tests for the simulated trajectories of Y H (t) and W β (t) are analogous to the ones presented in Sec. 6 .
The advantage of p-variation test is its universality -we do not need to know any information about the confinement of the system. Moreover, to perform the test only one sufficiently long trajectory is needed.
Conclusions
We have described here the dynamics of the sample MSD and sample p-variation for CTRW process represented by the FFPE and for general Lévy stable processes, in particular, for a FBM and a FLSM. As a consequence, we constructed a new test which allows to identify the dynamics underlying the data and distinguish between three types of subdiffusive dynamics: FFPE, FBM and FLSM. This was done employing various statistical tests (Kolmogorov-Smirnov and FIRT) and introduced in this chapter sample MSD, and sample p-variation tests.
We already showed [7] [8] [9] that some of the bacterial cytoplasm data [11] can be modeled by a FLSM or FBM with d < 0. We have also observed a similar effect for the data describing the epidermal growth factor receptor labeled with quantum dots in the plasma membrane of live cells [5] .
We hope that the general statistical methodology proposed in this chapter will be useful in identification and validation of the appropriate fractional stochastic model behind the data.
