Abstract-EMG based control becomes the core of the prostheses, orthoses and rehabilitation devices in the recent research. Though the difficulties of using EMG as a control signal due to the complexity nature of this signal, the researchers employed the pattern recognition technique to overcome this problem. The EMG pattern recognition mainly consists of four stages; signal detection and preprocessing feature extraction, dimensionality reduction and classification. However, the success of any pattern recognition technique depends on the feature extraction and dimensionality reduction stages. In this paper time domain (TD) with 6 th order auto regressive (AR) coefficients features and three techniques of dimensionality reduction; principal component analysis (PCA), uncorrelated linear discriminant analysis (ULDA) and fuzzy neighborhood preserving analysis with QR decomposition (FNPA-QR) were demonstrated. The EMG data were recorded from the below knee muscles of ten intact-subjects. 
I. INTRODUCTION
Many people are subjected to chronic diseases and accident that affect their aptitude to carry out their activities of daily living. For instance, muscles of stroke patient become weak, not used and tend to shorten as a result the joint become stiff consequently; the patient may lose their abilities. Therefore, there is a strong need to the physical therapy and rehabilitation program to help those people for recovering their normal life [1] . In addition, some of post stroke patient still need assistant though after rehabilitation program. Recently, researchers, scientists and engineers around the world put a lot of efforts to develop an assistance and rehabilitation machines to assist and rehabilitate the defected part of the body wither it could be in upper or in the lower limb such as knee, hand or ankle. For rehabilitation purposes, those devices or as called the exoskeleton robot provides an assistance to restore mobility, minimize the therapist repetitive work and reduce the recovery time [1] . Exoskeleton robot can be defined as a mechanical system consist of link and joints installed in a way that mimic the human body joint. When it is worn it transfers the torques from actuators through rigid exoskeletal links to the human joints [2] . Exoskeleton robot can be controlled by a conventional control method but nowadays, the interest of the researchers is toward the electromyography (EMG) signal based control where the users motion intention used as a control input to actuate and derive the motor of the exoskeleton robot. However, it is not easy to use EMG as a control input signal due to several reasons; getting the same EMG signal for the same motion is not easy even with the same person, each person has own muscle activity level and different pattern for using their muscle for specific motion, more than one muscle are involved in one joints movement such as knee joint movements; in addition, there is no one muscle responsible for certain motion [2] . Most of the aforementioned difficulties can be overcome by using pattern recognition techniques to distinguish different movements pattern then use the classified signal as input control signal to manipulate and drive the rehabilitation or exoskeleton devices. The key point of EMG based control system is a pattern classification process [3] . Usually the pattern recognition system consists of four stages; signal detecting and conditioning, feature extraction, dimensionality reduction and classification. The most significant parts in the pattern classification are the features extraction and reduction stages. Therefore, many factors should take in consideration during these processes; maximum class separability, robustness and the computational complexity. A good feature space is on that outcome in clusters which have maximum class separability or lowest overlap. Furthermore, the chosen feature space should keep the class separability in a noisy environment as much as possible. In addition, the computational complexity should kept low in a way that the relevant process can be applied with affordable hardware and in real time [4] . Thus, in this work five common time demine with 6 th AR coefficient model features will extracted from the below knee muscles to classify four ankle joint movements. Three dimensionality reduction techniques were used and they are PCA, uncorrelated LDA and fuzzy neighborhood Preserving Analysis with QRDecomposition (FNPA-QR). To evaluate the extracted features, linear discriminant analysis LDA, k-nearest neighborhood k-NN and multilayer perceptron MLP were proposed.
II. MATERIALS AND METHODS

A. Subjects
Ten healthy intact subjects (9 males and 1 female) aged (29 5 years) were participated in this research. All the subjects have read the participant information sheet and signed the consent form for the participation. This study was approved by UPM Ethics Committee.
B. Ankle Joint Movements
Four ankle joint movements were involved in this work which are; Dorsiflexion (DF), Planter flexion (PF), Adduction (AD) and Abduction (AB). Fig 1 depicts the different ankle joint movements. Four muscles that play a dominant role in the ankle joint movements were involved in this work and they are; Tebailis Anterior (TA), Gastrocnemius Medailis (GM), Gastrocnemius Lateralis (GL) and Peroneus Longus (PL) [5] . Fig. 2 illustrates the abovementioned muscles. 
C. Electrodes Placement
A skin preparation is an important step before positioned the electrodes. Therefore, the skin was clean with alcohol and the hair was sheaved (if any) for each subject before the electrode placement. Then bipolar surface EMG (sEMG) electrodes were position on the muscles according to the SENIAM electrodes positions recommendations except for Tebailis Anterior as listed in the Table I . In addition, the reference electrode was placed either on the lateral malleolus or on the knee as depicted in Figs 3 and 4. Tebialis Anterior (TA) The best place of the electrodes is 47.5% of the muscle length on the line between the tip of the fibula and the tip of the medial malleolus. [7] Peronus Longus (PL) The best place of the electrode is on 25% of the muscle length on the line between the tip of the head of the fibula to the tip of the lateral malleolus. [6] Gastrocnemius Lateralis (GL) Electrode should position on the muscle bulge area [6] Gastrocnemius Medailis (GM) Electrode should position on the muscle bulge area [6] 
D. EMG Signal Acquisition
In this work, custom multichannel EMG acquisition system designed by the author in previous work [8] with (10-500) Hz band pass frequency and adjustable gain ranges from 1000 to 2000 was used. sEMG electrodes were used to detect the signal from the skin of the subject. NI6009 DAQ was employed for analog to digital conversion with 14 bit resolution and eight analog input channels. While the Labview software was used for storing and displaying the detected signal. In this experiment the gain was adjusted to 1000 and 2 kHz was applied for sampling frequency.
E. Data Acquisition Protocol
After positioned the electrodes on the surface of the muscles, the subject sat on a chair and raised his leg form the floor to ensure the full range of ankle-foot movement as illustrated in Fig 4. Then the subject was asked to do the first movement (DF) six times and hold each contraction for five second. Three to five seconds were given as a rest between the contractions. The same procedures were repeated for the other three movements. Fig 5 illustrates the four EMG signal recorded during dorsiflexion movement.
III. DATA ANALYSIS
A. Data windowing
Before going to the feature extraction, EMG data segmentation should be carried out. Two techniques are used for EMG data segmentation; overlapping and adjacent windowing. Overlapping windowing was applied in this work. It is approved that the optimal window length that yields best performance is between 150ms and 250ms [9] .Thus, 250ms window length with 125ms incremental window was proposed for this experiment. 
B. Feature Extraction
Time domains with Auto Regressive model (TD-6 th AR) features have been shown outperformance than the other extraction methods such as wavelet (WT) and Fourier transform (FT) [10] . TD-6 th AR features computation time is reasonable, that enables its real-time implementation [11] . In addition, it has been shown that AR coefficients are robust to the electrode position displacements [12] . Thus, root main square (RMS), number of zero crossings (ZC), slope sign change (SSC), waveform length (WL) and integral absolute value (IAV) with the coefficients of 6 th AR model were employed in the feature extraction stage. All of these eleven features were extracted from EMG channels.
C. Dimensionality Reduction and Classification
Raw EMG signal measured from four channels with eleven extracted features for each channel, result in a high dimensional feature vector. Moreover, the extracted features of EMG signals are likely to spread out freely in the original feature space due to the fact, the large variance characteristics of the EMG signal [13] . In this case, there is a strong need to reduce the dimensions of the feature vector to obtain high classification accuracy. Dimensionality reduction techniques based on feature projection have been shown the ability to negotiate this information in an efficient manner [13] , [14] , [15] , [16] . In addition, those methods tried to minimize the computational cost by projecting the feature vector to a diminished dimensional space [17] . PCA is one of the most common techniques that used to alleviate the curse of dimensionality. Beside to the PCA two supervised techniques were utilized to investigate the best combination for EMG classification problem. Uncorrelated Linear Discriminant Analysis (ULDA) and Fuzzy Neighborhood Preserving Analysis with QR-Decomposition (FNPA-QR) are supervised feature projection methods that used in dimensionality reduction problem. Each one of these techniques has its own limitations. The PCA-projected features can approximate the maps of the original features, but a defect still present in that the clusters for different classes are not accurately separated in the reduced feature space [13] . ULDA is an extended to LDA that imposes the extra requirement which decreased features that are statistically uncorrelated with each other [15] . In this approach the reduced feature vector is less than the number of classes. For instance, in this work four classes problem.Therefore, the dimension of the reduced vector will be three. FNPA with QR decomposition is a new algorithm proposed by R. Khushaba and et al in [18] . The aim of this method is to minimize the inter-class distance by the same time maximize the intra-class distance. In addition, like the ULDA, FNPA is designed to effectively alleviate the singularity problems of PCA and LDA. To evaluate the performance of the TD-6 th AR features with the three feature reduction techniques, three different classifiers; LDA, k-NN and MLP were employed.
IV. RESULTS AND DISCUSSION
Five TD features and 6 th AR model coefficients were extracted from each window of the four EMG channels. Therefore, for each channel 11 features were obtained and for all channels 44 features were extracted. In the first stage PCA feature reduction was used. The data set was divided as follow; for each movement there are six trails, three trials for training and three trials for testing. Figures 6, 7, 8 and 9 illustrate how the EMG extracted features spread out in the feature space before and after using PCA. Fig.7 illustrates how the PCA tried to map the features better. However, the weakness of PCA is that, PCA does not aware to the class separation during the projection process because it is blind projection technique. In contrary, Fig.8 and Fig.9 show high class separability during the feature projection process. This is due to the supervised feature projection method that both ULDA and FNAP-QR depend on during the projection. Therefore, it obvious that, the ULDA and FNAP-QR minimize the interclass distance while maximize the interclass distance. This feature makes the classification process easier and reduced the course of computation time of classification. As mentioned before three classifiers were utilized to evaluate the performance of the three feature reduction techniques and they are LDA, k-NN and MLP. Table II below lists the classification accuracies of the four ankle joint movements. For the MLP setting; two hidden layer with four neurons were implemented and scaled conjugate gradient backpropagation algorithm was used as the network training function. The nearest neighbors number in the k-NN algorithm was set to be four neighbors (k = 4) while Euclidean distance is selected as a distance metric. Table II 
V. CONCLUSION
Four ankle joint movements were successfully classified based on the sEMG signal acquired from the below knee muscles. As the feature reduction techniques play an important role in the classification accuracy, three feature reduction techniques were employed in this experiment; PCA, ULDA and FNPA-QR. The results show the superiority of the supervised reduction technique FNPA-QR with accuracy 95.78% versus 93.71% for the unsupervised reduction technique (PCA). While the difference between FNPA-QR and ULDA is insignificant. TD features with 6 th AR model coefficients were used for the feature extraction procedure and three different classifiers were utilized for the evaluation purposes.
