As we have argued in previous papers, multi-level decision problems can often be modeled as multi-stage stochastic programs, and hierarchical planning systems designed for their solution, when viewed as stochastic programming heuristics, can be subjected to analytical performance evaluation. The present paper gives a general formulation of such stochastic progiams and provides a framework for the design and analysis of heuristics for their solution. The various ways to measure the performance of such heuristics are reviewed, and some relations between these measures are derived. Our concepts axe illustrated on a simple two-level planning problem of a general nature and on a more complicated two-level scheduling problem.
Introduction
Many practical situations in operations management planning and control require a series of decisions over time at an increasing level of detail and with an increasing amount of information being available. r least two decision stages can usually be recognized:an aggregate level, at which one has to decide upon the acquisition of resources, Dven vague information about what certain tasks will require of them, and a detailed level, at which one has to decide upon the allocation of resources to tasks, given precise information about the requirements. In job shop design and scheduling, for example, the resources are machines and the tasks are jobs, whose processing times can only be rouNlly estimated at the outset. In distribution system design and control, the resources are vehicles and the tasks are deliveries to clients, whereby the locations of the clients demanding service are subject to stochastic fluctuations. The challenge of such hierarchical plannhTg problems is to incorporate the initially imperfect detailed information into the aggregate decision so as to arrive at an overall solution procedure that is optimal or nearly optimal. Specifically, the costs of acquiring resources at the aggregate level have to be weighed against the benefits of having them available at the detailed level.
The traditional approach to these types of multi-level decision problems is to design a hierarchical planning system [3, 4] . In such a system, each level is modeled as a separate deterministic optimization problem. The resulting series of linked mathematical programming models is then evaluated by means of simulation techniques. In [5] , it was argued that laierarchical planning problems can be naturally formulated as multi-stage stochastic programs. Corresponding to each decision level, there is a stage that incorporates probabilistic information about the later stages and that alms at setting the decision variables in such a way that the overall result is, in some sense, optimal. In the examples quoted above, the scheduling and routing problems appearing at the second level are NP-hard combinatorial optimization problems. Apart from that, the stochastic optimization problem at the aggregate level generally represents an even more formidable computational challenge. Thus, one should design approximation algorithms or heuristics for multi-stage stochastic programming, and hierarchical planning systems are essentially nothing but that. This observation may seem obvious, but the stochastic programming formulation of hierarchical planning problems provides a proper framework for an analytical rather than empirical evaluation of the performance of heuristics designed for their solution. Indeed, in [6, 11, 8] exact statements about the behavior of hierarchical scheduling and routing problems have been derived, such as asymptotic optimality in expectation, in probability, or with probability 1. Mthough the probabilistic analyses of these heuristics are different, the statements that have been derived are similar. Also, the hierarchical planning systems constructed have many features in common. The purpose of this paper is to outline a general approach to the design and analysis of hierarchical planning systems.
