Predictability of landslide timing from quasi-periodic precursory earthquakes by Bell, Andrew
  
 
 
 
Edinburgh Research Explorer 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Predictability of landslide timing from quasi-periodic precursory
earthquakes
Citation for published version:
Bell, A 2018, 'Predictability of landslide timing from quasi-periodic precursory earthquakes' Geophysical
Research Letters. DOI: 10.1002/2017GL076730
Digital Object Identifier (DOI):
10.1002/2017GL076730
Link:
Link to publication record in Edinburgh Research Explorer
Document Version:
Peer reviewed version
Published In:
Geophysical Research Letters
General rights
Copyright for the publications made accessible via the Edinburgh Research Explorer is retained by the author(s)
and / or other copyright owners and it is a condition of accessing these publications that users recognise and
abide by the legal requirements associated with these rights.
Take down policy
The University of Edinburgh has made every reasonable effort to ensure that Edinburgh Research Explorer
content complies with UK legislation. If you believe that the public display of this file breaches copyright please
contact openaccess@ed.ac.uk providing details, and we will remove access to the work immediately and
investigate your claim.
Download date: 05. Apr. 2019
Confidential manuscript submitted to Geophysical Research Letters 
1 
 
Predictability of landslide timing from quasi-periodic precursory 1 
earthquakes 2 
Andrew F. Bell 1 3 
1School of GeoSciences, University of Edinburgh, Edinburgh, U.K. 4 
 5 
Corresponding author: Andrew Bell (a.bell@ed.ac.uk)  6 
 7 
Key Points: 8 
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Abstract 16 
Accelerating rates of geophysical signals are observed before a range of material failure 17 
phenomena. They provide insights into the physical processes controlling failure and the 18 
basis for failure forecasts. However, examples of accelerating seismicity before landslides are 19 
rare, and their behavior and forecasting potential are largely unknown. Here I use a Bayesian 20 
methodology to apply a novel gamma point process model to investigate a sequence of quasi-21 
periodic repeating earthquakes preceding a large landslide at Nuugaatsiaq in Greenland in 22 
June 2017. The evolution in earthquake rate is best explained by an inverse power-law 23 
increase with time towards failure, as predicted by material failure theory. However, the 24 
commonly accepted power-law exponent value of 1.0 is inconsistent with the data. Instead, 25 
the mean posterior value of 0.71 indicates a particularly rapid acceleration towards failure, 26 
and suggests only relatively short warning times may be possible for similar landslides in 27 
future. 28 
1. Introduction 29 
Accelerating rates of seismicity and ground deformation have been reported before a variety 30 
landslides (Amitrano et al., 2005; Caplan-Auerbach & Huggel, 2007; Intrieri et al., 2017; 31 
Kilburn & Petley, 2003; Petley et al., 2005; Poli, 2017) as well as other natural failure 32 
phenomena including volcanic eruptions (Dmitrieva et al., 2013; De La Cruz-Reyna & 33 
Reyes-Dávila, 2001; Minakami T., 1960; Omori, 1916; Salvage & Neuberg, 2016; Tokarev, 34 
1963; Voight, 1988), and earthquakes (Bouchon et al., 2011; Peng et al., 2007). The apparent 35 
repetition of similar signals across these different types of systems suggest that the 36 
underlying processes all obey similar statistical physics. Similarities between reported 37 
accelerating trends in the Earth and those associated with material failure phenomena in the 38 
laboratory (Main, 1999; Vasseur et al., 2017) mean that they are often analysed within this 39 
conceptual framework (Kilburn & Petley, 2003; Main, 1999; Voight, 1988). Progressive 40 
material failure (in response to elevated stress) can often be approximated by an empirical 41 
relation which describes the acceleration in a geophysical precursor Ω (such as strain or 42 
number of earthquakes) as a function of its rate by: 43 !!!!!! = 𝐾 !"!" !   (1) 44 
where 𝛼 and 𝐾 are constants (Voight, 1988). Equation (1) is commonly known as the 45 
Failure Forecast Method (FFM). For different values of 𝛼, the expected evolution of 46 
precursor rate with time takes different forms. In the general case that 1 < 𝛼 < 2 solutions to 47 
Equation (1) take the form of an inverse power-law increase in the mean rate of precursory 48 
signals with time (Kilburn, 2003):  49 
 50 !!!" = 𝑘!" 𝑡! − 𝑡 !!   (2) 51 
where the power-law exponent, 𝑝 = 1 𝛼 − 1  describes the non-linearity of the 52 
acceleration, and 𝑘!" is the absolute rate at 𝑡 = 𝑡! − 1 (Bell & Kilburn, 2013). For the 53 
specific cases of 𝛼 = 1  and 𝛼 = 2, respectively, the acceleration takes the form of either an 54 
exponential: 55 
 !!!" = 𝑘!𝑒! !!!!    (3) 56 
or hyperbolic: 57 !!!" = 𝑘!!" 𝑡! − 𝑡 !!   (4) 58 
increase in rate with time, with corresponding amplitude terms 𝑘! and 𝑘!!", and where 𝑡! 59 
corresponds to the time of the start of the failure process. Equations (2) & (4) involve a 60 
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singularity at a finite time, , corresponding to an infinite precursor rate, realization of a 61 
system-wide fracture and the percolation threshold, and often equated to the initiation of the 62 
eruption, earthquake, or landslide process (Voight, 1988).  63 
 64 
1.1. Material failure and landslide forecasts 65 
Theoretical considerations suggest that 𝛼 ≈ 2 is typical of rock failure and landslides 66 
(Kilburn & Petley, 2003; Petley et al., 2005), in which case the inverse precursor rate is 67 
expected to decrease linearly with time to failure. This approach has been used to visualise 68 
and model the evolution in precursor (commonly ground deformation) rate, and proposed as a 69 
means to forecast the timing of future landslides (Fukozono, 1990; Kilburn & Petley, 2003; 70 
Petley, 2017c; Petley et al., 2005; Saito, 1980). However, the common practice of using least-71 
squares regression to fit a straight line to inverse precursor rates fails to account for the 72 
complex error structure of such data, resulting in biased and inaccurate forecasts and 73 
parameter estimates (Bell, Naylor, et al., 2011). Instead, Generalized Linear Models (Bell, 74 
Naylor, et al., 2011), maximum-likelihood (Bell, Greenhough, et al., 2011) and Bayesian 75 
(Boué et al., 2015) methods have been proposed as improved methods to estimate model 76 
parameters for volcanic and laboratory data, but have yet to be applied to landslide signals. 77 
Consequently, it is not clear to what extent Equation (2) accurately models the geophysical 78 
signals preceding landslides, or the values of model parameters, including 𝛼.  79 
 80 
The 2017 Nuugaatsiaq landslide in Greenland (Poli, 2017) highlighted the potential for small 81 
earthquakes within the landslide zone to provide precursory information about the approach 82 
to slope failure. Relatively few precursory earthquake sequences have been reported before 83 
landslides (Amitrano et al., 2005; Caplan-Auerbach & Huggel, 2007; Huggel et al., 2007; 84 
Weaver & Malone, 1979), and they are only expected for deep-seated events. Consequently, 85 
the properties of such sequences have yet to be thoroughly quantified, although theoretical 86 
considerations suggest that they may follow similar trends to ground deformation (Kilburn & 87 
Petley, 2003). In contrast, evidence from volcanic systems suggests earthquake rate and 88 
ground deformation may follow distinctly different trends in the approach to eruption (Bell & 89 
Kilburn, 2012; Kilburn, 2012). For example, before dyke intrusion events at Kilauea volcano, 90 
surface deformation was observed to follow a linear trend, whereas seismicity rates 91 
accelerated according to an exponential or power-law trend (Bell & Kilburn, 2012). Such 92 
differences may depend on whether the applied stress is increasing or constant (Kilburn, 93 
2012; Robertson & Kilburn, 2016). 94 
 95 
Earthquake occurrence data have different statistical properties to surface deformation 96 
data, and in general need a different modelling approach. The temporal occurrence of 97 
volcano-tectonic earthquakes and laboratory acoustic emissions is generally consistent with 98 
an inhomogeneous Poisson or clustered point process (Bell, Greenhough, et al., 2011). The 99 
source locations of such earthquakes are typically distributed throughout the medium 100 
undergoing deformation, and have a power-law distribution of sizes. In contrast, many 101 
physical systems display repeated activation of a what is likely to be a single source location 102 
in the approach to failure (Bouchon et al., 2011; Neuberg et al., 2006; Poli, 2017). Such data 103 
is characterized by a restricted range of sizes, repeating highly-similar waveforms indicating 104 
multiple reactivation of a small number of source locations (within a few hundred metres or 105 
less (Green & Neuberg, 2006)), and quasi-periodic (anti-clustered) inter-event times. 106 
Alternative statistical methods need to be consider for modelling the time evolution these 107 
data. 108 
ft
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1.2. The 2017 Nuugaatsiaq landslide, Greenland 109 
On the 17th June 2017, a large landslide occurred near Nuugaatsiaq, Greenland (Petley, 110 
2017a, 2017c, 2017d; Poli, 2017). The landslide entered the sea, causing a tsunami which 111 
killed four people (Petley, 2017a, 2017b). The landslide itself generated a large seismic 112 
signal, equivalent to a magnitude 4 earthquake, and recorded at seismic stations globally 113 
(Petley, 2017a). However, in the hours before the landslide a sequence of small earthquakes 114 
were recorded at NUUG seismic station, 30km away from the landslide (Petley, 2017c, 115 
2017d; Poli, 2017). These earthquakes showed repeating waveforms, a restricted range of 116 
amplitudes, quasi-periodic inter-event times, and a rate that increased towards the time of the 117 
landslide (Poli, 2017). Poli (2017) suggested that the earthquake rate increased according to 118 
an exponential function with time, by comparison to similar sequences recorded during the 119 
nucleation stages of large earthquakes, and Petley (2017c), suggested a linear decrease in 120 
inverse earthquake rate with time towards failure, corresponding to a hyperbolic increase in 121 
rate with time (Petley et al., 2005). However, no formal modelling of the data was undertaken 122 
in either study. 123 
 124 
Here I apply a new Bayesian gamma point process model to analyse the repeating 125 
earthquakes preceding the June 2017 Nuugaatsiaq landslide. Earthquake rates increase over 126 
10 hours according to the power-law form of the FFM, described by equation 2, but with 127 
quasi-periodic inter-event times. The mean posterior power-law exponent, p = 0.71, provides 128 
a much better fit to the data than the commonly proposed value of 1.0 (equation 4), or the 129 
exponential model proposed by Poli (2017). ‘Pseudo-prospective’ forecasts illustrate the 130 
potential predictability of similar landslides in future, though the rapid acceleration means 131 
that warning times are likely to be inherently short. 132 
 133 
First I summarize the seismic data and statistical methods used. I then apply the different 134 
earthquake rate models in retrospective and simulated forecasting modes to evaluate model 135 
fit and posterior parameter distributions, and determine likely forecasting performance. I then 136 
discuss the implications of my findings for understanding of landslide processes, precursory 137 
source mechanisms, and failure forecasting. 138 
2. Data and methods 139 
2.1. Seismic data and catalogue generation 140 
Seismic data for station NUUG for 17th June 2017 was accessed through the Incorporated 141 
Research Institutions for Seismology (IRIS), and manipulated using the Obspy python library 142 
(Krischer et al., 2015). Following initial data inspection and bandpass filtering between 2 and 143 
20Hz an initial catalogue was picked from the HHZ component using a standard STA/LTA 144 
algorithm. As reported by Poli (2017), earthquakes in this initial catalogue have similar 145 
waveforms (indicating closely co-located sources), and locally quasi-periodic inter-event 146 
times. Following the method of Poli (2017), a cross-correlation template-matching approach 147 
was employed to identify other similar waveforms not picked using the STA/LTA method. 148 
All earthquakes in the initial catalogue were cross-correlated with each other. The most 149 
highly co-correlated waveform in the initial catalogue was used as the template waveform. 150 
This earthquake occurred at 23:27:33 on 17th June. The size of the resulting catalogue is 151 
dependent on the final cross-correlation threshold used to define an earthquake occurrence 152 
(and dependent on factors such as waveform length and filtering). The preferred catalogue, 153 
using a cross-correlation value of 0.3 and an earthquake duration of 10 s, contains 89 154 
earthquakes (compared to 95 in Poli (2017)). The cross-correlation time-series, threshold, and 155 
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pick times are shown in supplemental Fig. 1. All 89 earthquakes within this catalogue 156 
occurred between 14:41:33 and 23:39:05 on 17th June. Modelling and forecasting analyses 157 
are relatively insensitive to small changes in the catalogue resulting from a slightly different 158 
choice of cross-correlation threshold within realistic bounds. A threshold of 0.275 returns 92 159 
earthquakes, and one of 0.325 returns 87 earthquakes. I define the onset of the landslide 160 
process as the arrival of high amplitude seismic waves at NUUG at 23:39:20, with an 161 
uncertainty of about 30 seconds. 162 
2.2. Periodicity 163 
I define periodicity as the ratio between the mean and standard deviation of the inter-event 164 
times (Bell et al., 2017). For a constant average earthquake rate, 𝜆, for earthquakes that are 165 
randomly distributed in time (i.e. a Poisson process), the inter-event times follow an 166 
exponential distribution with mean 𝜇 = 1 𝜆 and variance 𝜎! =   1 𝜆!. Therefore, the 167 
periodicity, 𝜇 𝜎 = 1. The variance of inter-event times for earthquakes that are clustered in 168 
time (such as typical tectonic earthquakes), will be relatively high, giving values of 169 
periodicity less than 1. The variance of highly periodic (anti-clustered) earthquakes will be 170 
relatively small, resulting in periodicity values greater than 1. For highly-periodic volcanic 171 
‘drumbeat’ earthquakes, periodicity values of up to 6 have been reported (Bell et al., 2017). 172 
For data with a systematically changing average earthquake rate, the inter-event time 173 
distribution and periodicity need to be determined once this trend has been accounted for. 174 
2.3. Gamma point process models and Bayesian parameter estimation 175 
Quasi-periodic earthquake occurrence time data, such as this precursory sequence, have 176 
different statistical properties to random or clustered times. Consequently, in order to 177 
accurately model the evolving underlying occurrence rate of such data, it is necessary to 178 
consider alternative approaches to the commonly used least-squares regression to inverse rate 179 
data or Poisson maximum-likelihood methods. Here, I consider earthquake times as a point 180 
process, where earthquakes occur as ‘spikes’ on timeline, defined by both a time-varying 181 
mean rate of occurrence and the nature of the spacing between consecutive spikes.  182 
Specifically, I model quasi-periodic inter-event times as an inhomogeneous gamma point 183 
process (Barbieri et al., 2001), with a mean rate evolving according to Equations (2)-(4). This 184 
approach allows the estimation of the parameters of the underlying rate model, but 185 
accounting for consecutive occurrence times that are ‘anti-clustered’, i.e. after an earthquake 186 
happens the probability of a subsequent earthquake is less than that if their occurrence was 187 
random in time. One such inter-event time distribution is the gamma distribution, and hence a 188 
gamma process is a generalized form of Poisson process for quasi-periodic data where inter-189 
event times follow a gamma distribution. A Gamma process has been used to analyse quasi-190 
periodic biomedical data, such as neuron spiking (Barbieri et al., 2001) and heartbeats 191 
(Barbieri et al., 2005).  192 
I use a Markov Chain Monte Carlo method (MCMC) to estimate model parameter 193 
posterior distributions, efficiently evaluating the log likelihood function of the 194 
inhomogeneous gamma point process (see Supplemental Text) for many parameter 195 
combinations, implemented through PyMC3 (Salvatier et al., 2016). This Bayesian approach 196 
allows consideration of a realistic set of model parameter values through incorporation of 197 
prior distributions (Boué et al., 2015), and describing the probability of parameter values 198 
given the data and prior belief as a posterior distribution. These distributions can be 199 
characterized by a mean or mode and a highest posterior density interval (the narrowest range 200 
of parameter values within which there is a given probability of the true value lying).  201 
 202 
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3. Results 203 
3.1. Precursors to failure 204 
Average earthquake rates increased systematically in the 12 hr lead up to the 17 June 205 
landslide. Continuous waveform data shows distinct discrete earthquakes above the 206 
background noise (Fig. 1). Earthquake amplitudes have a restricted range of values (they are 207 
not consistent with a Gutenberg-Richter distribution). They generally increase through the 208 
precursory sequence, before decreasing slightly 10 minutes before failure. A final increase in 209 
amplitudes immediately before failure is likely to result from overlap of closely spaced 210 
earthquakes (Fig. 1d). Inter-event times are evidently quasi-periodic, and systematically 211 
decrease with time towards failure from greater than 1000 s to less than 10 s close to failure. 212 
3.2. Retrospective modelling of precursory earthquake time-series 213 
The catalogue of earthquake times preceding the landslide were modelled as an 214 
inhomogeneous gamma point process, with average rate evolving according to equations (2)-215 
(4). Firstly, this was undertaken as a ‘retrospective’ analysis, where the failure time is known, 216 
and fixed. Example results of this analysis are shown in Fig (2). The left hand panels show 217 
hourly earthquake rate and total number of earthquakes as a function of time. The central 218 
panels show the inverse inter-event time and hourly earthquake rate as a function of time 219 
before failure on log-log axes. In this space, a power-law acceleration in rate (equation (2)) 220 
will take the form of a straight line, with slope −𝑝. The right hand panels show inverse inter-221 
event time and hourly earthquake rate as a function of time before failure on linear-log axes. 222 
In this space, an exponential increase in rate with time (equation (3)) will take the form of a 223 
straight line with slope – 𝜆. In each case, the red lines represent 500 samples from the 224 
posterior parameter distributions for the power-law (top row), hyperbolic (middle row), and 225 
exponential models (bottom row).  226 
The power-law model with mean posterior value of 𝑝 = 0.71 clearly provides an excellent 227 
fit to the data, and explains its evolution better than either the hyperbolic or exponential 228 
models. The 95% highest posterior density interval (HPDI) for 𝑝 is [0.67, 0.74]. The 229 
hyperbolic model systematically underestimates early rates and overestimates later rates, and 230 
the exponential model is unable to explain the rapid acceleration in rate as failure is 231 
approached. The scatter in inter-event times around the general trend is small, and is 232 
particularly apparent in log-log space. This feature reflects the highly periodic nature of the 233 
earthquake process; a Poisson process would involve a much greater scatter in inter-event 234 
times. For all models, the periodicity is high; for the power-law model, aggregated over the 235 
full dataset its value is 5.8, comparable to the highest values observed for volcanic drumbeat 236 
earthquakes (Bell et al., 2017). 237 
3.3. Pseudo-prospective forecasts and temporal evolution of posterior parameter 238 
distributions 239 
Repeated ‘pseudo-prospective’ forecasts, where the failure time is unknown, and data is 240 
added incrementally as if it were becoming available in real-time, reveal the evolution of 241 
parameter posterior distributions as the sequence progresses, and provide insights in to the 242 
potential for using repeating earthquakes for forecasting the timing of similar landslides in 243 
future as part of an operational decision making process for risk reduction. Figure 3 illustrates 244 
the evolution of the posterior probability distributions for the forecast failure time, 𝑝, and 245 
periodicity for the power-law model (equation (2)) for the second half of the precursory 246 
sequence. Until 90% of the sequence is complete, few earthquakes have occurred, there is 247 
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little information on which to estimate parameter values, and the posterior distributions are 248 
strongly influenced by the priors. The mean of the log-normal prior distribution for 𝑝 is 249 
higher than the true value, and so the parameter covariance means that the mean of the 250 
posterior for the forecast failure time is slightly late, though the true value is within the 90% 251 
credible interval. As the earthquake rate increases after 90% of the sequence is complete, 252 
more information becomes available and the posterior distributions quickly converge on the 253 
retrospectively determined values. At 96% of the sequence completed (22 minutes before 254 
failure), the 95% HPDIs for the failure time are [-16 mins, +12 mins]. If one were to know 255 
the true value of 𝑝 = 0.71 in advance, the posterior distributions converge on the true values 256 
much earlier in the sequence (Figure 4), and the uncertainty in the forecast time would be 257 
significantly reduced. The corresponding 95% HPDIs for the failure time at 96% of the 258 
sequence completed are [-8 mins, +4 mins].  259 
4. Discussion 260 
The earthquake sequence preceding failure was characterized by highly-similar earthquake 261 
waveforms, locally periodic inter-event times, and a restricted range of amplitudes. These 262 
characteristics are not consistent with seismicity directly resulting from distributed fracturing 263 
within a deforming rock mass. Instead, they require either re-activation of a single localized 264 
asperity, which repeatedly fails and heals, or perhaps progressive failure of a series of closely 265 
co-located asperities. Continued loading is driven by otherwise aseismic accelerating slip 266 
along a larger (and perhaps growing) fault surface, as suggested by Poli (2017). Short inter-267 
event times close to the failure time imply that rapid (<10 s) healing, loading, and failure of 268 
the earthquake source was possible, possibly suggesting mechanical healing through 269 
interlocking. 270 
Petley et al. (2002) argue from a theoretical and empirical basis that two forms of 271 
precursory acceleration exist. For a crack nucleation process, the acceleration should follow 272 
an exponential trend, and for a crack growth process, it should follow a hyperbolic trend with 273 𝑝 = 1. Shallow landslides are expected to behave in a non-brittle manner, with exponential 274 
trends, so this model is unlikely to be appropriate for the deep-seated Nuugaatsiaq landslide. 275 
In addition to providing a poor fit to the data, an exponential model does not define a finite 276 
failure time (Bell, Greenhough, et al., 2011), and so failure time forecasts using this approach 277 
are likely to be significantly more inaccurate than the preferred power-law model.  278 
The modelling here indicates that the acceleration in average earthquake rate is best 279 
explained by a systematic power-law increase with time, with a power-law exponent 280 𝑝 = 0.71 and within the range of 0.67 to 0.74 to 95% probability. This parameter value 281 
represents a rapid, more non-linear acceleration than the hyperbolic trend. In the context of 282 
the inverse rate analyses by Petley et al. (2002), this corresponds to a concave function in 283 Λ− t space, where Λ = 1 𝜆 𝑡 , rather than the asymptotic (convex) function expected for 284 
crack nucleation or linear function for crack growth. Amitrano et al. (2005) find a value of 285 𝑝 = 0.87± 0.06  for seismicity rates before a cliff failure. Values of 𝑝 < 1 are commonly 286 
reported for potentially analogous earthquake foreshock sequences (Peng et al., 2007), and 287 
observed for simulations based on by frictional sliding laws (Dieterich & Kilgore, 1996; Ziv, 288 
2003) and epidemic-type models (Helmstetter et al., 2003). Although it is impossible to 289 
exclude a more complex model (such as an exponential acceleration evolving in to a power-290 
law acceleration), this additional complexity is not required to explain the data. 291 
A rapidly accelerating sequence like this means that a small proportion of earthquakes 292 
occur in the early part of the sequence, and thus the inherent predictability is less than for a 293 
slower acceleration. Consequently, if all precursory earthquake sequences to landslides 294 
behave in this manner, one should expect relatively short warning times based on seismicity 295 
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alone, even for highly periodic data. Ground deformation and local seismic monitoring data 296 
may have been able to identify additional precursory signals over a longer period of time, 297 
perhaps including an initiation phase. In practice, if sufficiently good data processing and 298 
earthquake identification methods had been in operation, early warning of a possible 299 
landslide could have been issued from these data alone by about 18:00, when repeating 300 
earthquakes and an accelerating trend become apparent. At this point the modelling approach 301 
described here could have been employed to quantify the evolving trend, check its 302 
progression, and issue probabilistic forecasts of landslide timing. The final onset of the 303 
landslide itself, and generation of the subsequent tsunami happened within a few minutes, 304 
providing little opportunity for action.  305 
5. Conclusions 306 
This work outlines a new approach for reliable and informative retrospective analyses of 307 
pre-failure seismicity, and verifiable and testable Bayesian forecasts of landslide failure 308 
times. The precursory seismicity before the June 2017 Nuugaatsiaq landslide is closely 309 
approximated by an inhomogeneous gamma point-process, with a power-law acceleration in 310 
average earthquake rate, and strongly periodic inter-event times. The mean posterior power-311 
law exponent of 𝑝 = 0.71 is lower than that predicted by material failure models for 312 
landslide occurrence. As the predictive power of forecasting methods depends on our prior 313 
knowledge of model parameters, further empirical and theoretical work is required to 314 
quantify and understand these for different geophysical signals and in a range of material 315 
failure systems.  316 
 317 
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 468 
Figure 1: (a) Velocity time series for four hours of data recorded on channel HHZ at 469 
NUUG between 20:00 and 24:00 UTC on 17th June 2017, documenting the increase in 470 
earthquake rate before landslide failure at 23:39 (dashed red line). Dark blue line represents 471 
data bandpass filtered between 2 Hz and 20 Hz; light blue line represents 10 second average 472 
amplitude. (b)-(d) 12 minute times series and relative power spectrograms for the intervals 473 
indicated by red bars in (a), and starting at 21:28, 22:48, and 23:28, respectively. Precursory 474 
earthquakes appear as transient signals above the background noise. 475 
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 477 
Figure 2: Linear time (left panels), log-log time from failure (centre panels), and linear-478 
log time from failure (right panels) plots for (a) power-law model, (b) hyperbolic model, and 479 
(c) exponential model. In left panels, green line represents total number of earthquakes as a 480 
function of time. Black triangles represent hourly earthquake rates, and blue circles represent 481 
the inverse inter-event time (‘1/IET’, or local earthquake rate). Red lines represent a 482 
superposition of 500 MCMC samples from ‘retrospective’ posterior parameter distributions, 483 
with known failure time. 484 
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 486 
Figure 3: Left panels: Evolution of posterior distribution of (a) failure time; (b) 𝑝; and (c) 487 
periodicity (horizontal dashed line representing a homogeneous Poisson process for 488 
reference), based on earthquake occurrence times for power-law average rate model. Colour 489 
scale indicateds the posterior probability density for parameters. White lines indicate the 490 
mean and 5% and 95% credibility intervals of the posterior. In (a), horizontal white dashed 491 
line indicates true value of landslide time, and dotted white line indicates actual time at which 492 
hindcast is made. Right panel: Posterior probability density functions at times indicated by 493 
correspondingly coloured dashed lines in left panel (at fractions of 0.66, 0.8, and 0.96 of the 494 
sequence).  495 
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 497 
Figure 4: Figure as for Figure 3, but for power-law model wth fixed 𝑝 = 0.71. Note rapid 498 
convergence of posterior distribution of failure time on true value. 499 
