Introduction
Image representation is the fundamental problem in image processing. Researchers have long sought effective and efficient representations of images. For a give image database, we may have thousands of distinct features. However, the degree of the freedom of each image could be far less. Instead of the original feature space, one might hope to find a hidden semantic "concept" space to represent the images. The dimensionality of this "concept" space will be much smaller than the feature space. To achieve this goal, matrix factorization based approaches have attracted considerable attention in the last decades [1, 5, 10] .
Given an image data matrix X ∈ R m×n , each column of X corresponding to an image, the matrix factorization methods find two matrices U ∈ R m×k and A ∈ R k×n whose product can well approximate X. Each column vector of U can be regarded as a basis vector corresponding to a certain semantic concept and each column vector of A is the representation of an image in this concept space.
One of the most well know matrix factorization methods is Latent Semantic Analysis (LSA) [5] , which is fundamentally based on Singular Value Decomposition. LSA is optimal in the sense of reconstruction error and thus optimal for data representation when Euclidean structure is concerned. Another popular matrix factorization method is Non-negative Matrix Factorization (NMF) [10] , which requires the factorization matrices (both U and A) are nonnegative. The non-negative constraints only allow additive combinations among different basis vectors and it is believed that NMF can learn a parts-based representation [10] . The effectiveness of NMF has been demonstrated in many image analysis tasks [1, 12] . Inspired by biological visual systems, people has been arguing sparse features of data points are useful for learning [18, 22, 24] . Sparse Coding (SC) [11, 16] is a recently popular matrix factorization method which requires the representation matrix A to be sparse. The sparseness of A indicates that each image will only relate to several concepts (with non-zero coefficients to the corresponding basis vectors). All these popular matrix factorization methods only consider the Euclidean structure of the image space.
Recent studies have shown that human generated image data is probably sampled from a submanifold of the ambient Euclidean space [2, 19, 21] . In fact, the image data cannot possibly "fill up" the high dimensional Euclidean space uniformly. Therefore, the intrinsic manifold structure needs to be considered while performing the matrix factorization.
Motivated from recent progresses in matrix factorization (sparse coding) and manifold learning, in this paper we propose a novel matrix factorization method, called Sparse Concept Coding (SCC), for image representation. SCC is a a two-step approach including basis learning and sparse representation learning. In the first step, SCC learns the basis by exploiting the intrinsic geometric structure of the data. By applying the spectral analysis on the nearest neighbor graph, SCC encodes the semantic structure in the basis vectors. In the second step, SCC uses the LASSO [9] to learn a sparse representation with respect to the learned basis for each image. As a result, SCC can have more discriminating power than the traditional matrix factorization approaches which only consider the Euclidean structure of the data.
The rest of the paper is organized as follows: in Section 2, we provide a brief review of matrix factorization. Our Sparse Concept Coding method is introduced in Section 3. The experimental results are presented in Section 4. Finally, we provide the concluding remarks in Section 5.
Background
Given a data set with high dimensionality, matrix factorization is a common approach to "compress" the data by finding a set of basis vectors and the representation with respect to the basis for each data point.
m×n be the data matrix, matrix factorization can be mathematically defined as finding two matrices U ∈ R m×k and A ∈ R k×n whose product can best approximate X:
X ≈ UA.
Each column of U can be regarded as a basis vector which captures the higher-level features in the data and each column of A is the k-dimensional representation of the original inputs with respect to the new basis. From this sense, matrix factorization can also be regarded as a dimensionality reduction method since it reduces the dimension from m to k.
A common way to measure the approximation is by Frobenius norm of a matrix · . Thus, the matrix factorization can be defined as the optimization problem as follows:
Various matrix factorization algorithms add different constraints on the above optimization problem based on different goals.
Latent Semantic Analysis (LSA) is one of the most popular matrix factorization algorithms for image analysis [5] . It adds rank constraint (rank(UA) ≤ k) on the optimization problem in Eq. (1). LSA is fundamentally based on Singular Value Decomposition (SVD) [8] . Suppose the rank of X is r, the SVD decomposition of X is as follows:
where We have U T U = V T V = I. LSI uses the first k columns of U and V. It can be proven that U ∈ R m×k and A = ΣV T ∈ R k×n is the optimal solution of the optimization problem (1) under the constraint rank(UA) ≤ k [8] .
Another popular matrix factorization algorithm is Nonnegative Matrix Factorization (NMF) [10] , which focuses on the analysis of data matrices whose elements are nonnegative. NMF adds the non-negative constraint on both U and A in the optimization problem (1). The non-negative constraints on U and A only allow additive combinations among different basis vectors. For this reason, it is believed that NMF can learn a parts-based representation [10] .
The representation matrix A learned in the above two methods is usually dense. Since each basis vector (column vector of U) can be regarded as a concept, the denseness of A indicates that each images is a combination of all the concepts. This is contrary to our common knowledge since most of the images only include several semantic concepts. Sparse Coding (SC) [11, 16] is a recently popular matrix factorization method trying to solve this issue. Sparse coding adds the sparse constraint on A, more specifically, on each column of A, in the optimization problem (1) . In this way, SC can learn a sparse representation. SC has several advantages for data representation. First, it yields sparse representations such that each data point is represented as a linear combination of a small number of basis vectors. Thus, the data points can be interpreted in a more elegant way. Second, sparse representations naturally make for an indexing scheme that would allow quick retrieval. Third, the sparse representation can be overcomplete, which offers a wide range of generating elements. Potentially, the wide range allows more flexibility in signal representation and more effectiveness at tasks like signal extraction and data compression. Finally, there is considerable evidence that biological vision adopts sparse representations in early visual areas [15] . The sparse coding approach is fundamentally different from those sparse subspace learning methods, e.g., SparsePCA [25] and SparseLDA [14] . Instead of learning a sparse A, the sparse subspace learning methods [14, 25] learn a sparse U. The low dimensional representation matrix learned by these sparse subspace learning methods is still dense.
Sparse Concept Coding
All the three matrix factorization methods discussed above only consider the Euclidean structure of the image space. However, recent studies have shown that human generated image data is probably sampled from a submanifold of the ambient Euclidean space [2, 19, 21] . In fact, the human generated image data cannot possibly "fill up" the high dimensional Euclidean space uniformly. Therefore, the intrinsic manifold structure needs to be considered while learning the basis.
Combining with the idea behind the sparse coding ap-proach, we believe that a good matrix factorization should consider the following two aspects:
• The learned basis should capture the intrinsic geometric structure of the data;
• And the representation under the new basis should be sparse.
Considering the above two aspects, we propose a novel matrix factorization method called Sparse Concept Coding (SCC) in this section. SCC is a two-step approach for matrix factorization. The first step is basis (concept) learning. By exploring the intrinsic geometric structure of the data, SCC can learn a basis which is optimal for concept expression. The second step is representation learning. SCC uses LASSO [9] which is a L1-regularized regression model, to learn a sparse representation for each image.
The goal of SCC is trying to solve the following optimization problem
where the basis U should capture the intrinsic geometric structure of X and each column vector of A should be sparse. In the next subsection, we begin with a discussion on how to learn the basis U.
Basis Learning
Recently, various researchers [2, 19, 21] have considered the case when the data is drawn from sampling a probability distribution that has support on or near to a submanifold of the ambient space. In order to detect the underlying manifold structure, many manifold learning algorithms have been proposed [2, 19, 21] . There algorithms construct a nearest neighbor graph to model the local geometric structure and perform spectral analysis on the graph weight matrix. This way, these manifold learning algorithms can "unfold" the data manifold and provide the "flat" embedding for the data points.
Consider a graph with N vertices where each vertex corresponds to an image in the data set. The edge weight matrix W is usually defined as follows:
where N p (x i ) denotes the set of p nearest neighbors of x i . Define a diagonal matrix D whose entries are column (or row, since W is symmetric) sums of W,
The "flat" embedding for the data points which "unfold" the data manifold can be found by solving the following generalized eigen-problem [2] :
, y i 's are the eigenvectors of the above generalized eigen-problem with respect to the smallest eigenvalue. Each row of Y is the "flat" embedding for each data point. Considering the manifold structure, our SCC tries to learn the basis U which can best fit Y, which can be achieved by solving the optimization problem as follows:
where the term α U 2 is to regularize the model to avoid over-fitting [9] and α is the regularization parameter. In statistics, this model is called Ridge Regression [9] .
By taking the derivative of Eq. (5) with respect to U and setting it to zero, we can obtain the optimal solution:
where I is the identity matrix.
If the image data are of very high dimensionality, it is computational expensive to inverse the matrix XX T + αI. In reality, we can use some iterative algorithms to directly solve the regression problem in Eq. (5) 
Sparse Representation Learning
After we obtain the basis U, the representation A can be computed column by column independently through the following minimization problem.
where x i and a i are the i-th columns of X and A, respectively. |a i | denote the L1-norm of a i and this L1-norm regularization term is added to ensure the sparseness of a i . In statistics, the above L1-regularized regression problem is called LASSO [9] . The optimization problem in Eq. (7) has the following equivalent formulation:
The Least Angel Regression (LARs) algorithm [6] can be used to solve the optimization problem in Eq. (8) . Instead of setting the parameter γ, LARs provides another choice to control the sparseness of a i by specifying the cardinality (the number of non-zero entries) of a i . LARs can compute the entire solution path (the solutions with all the possible cardinality on a i ) of problem (8) . in O(k 3 + mk 2 ). Overall, the time complexity of our SCC algorithm is
Comparing with the traditional sparse coding approaches [11, 16] , SCC has its own advantages as follows:
• Traditional sparse coding approaches consider the factorization on Euclidean space, whereas SCC learns the basis by exploiting the intrinsic geometric of the data. The basis learned by SCC can have more discriminating power.
• Traditional sparse coding approaches iteratively find the U and V, which is very time consuming. Our SCC approach only needs to solve a sparse eigen-problem and two regression problems, which is very efficient.
Experimental Results
Previous studies show that matrix factorization and sparse coding approaches are very powerful on clustering [23] . It can achieve similar or better performance than most of the state-of-the-art clustering algorithms. In this section, we also evaluate our SCC algorithm on clustering problems.
The COIL20 image library 1 is used in our experiment. COIL20 contains 32×32 gray scale images of 20 objects viewed from varying angles and each object has 72 images.
Evaluation Metric
The clustering result is evaluated by comparing the obtained label of each sample with the label provided by the data set. Two metrics, the accuracy (AC) and the normalized mutual information metric (NMI) are used to measure the clustering performance [3] . Given a data point x i , let r i and s i be the obtained cluster label and the label provided by the corpus, respectively. The AC is defined as follows:
where N is the total number of samples and δ(x, y) is the delta function that equals 1 if x = y and equals 0 otherwise, and map(r i ) is the permutation mapping function that maps each cluster label r i to the equivalent label from the data corpus. The best mapping can be found by using the KuhnMunkres algorithm [13] . Let C denote the set of clusters obtained from the ground truth and C obtained from our algorithm. Their mutual 1 http://www1.cs.columbia.edu/CAVE/software/softlib/coil-20.php information metric MI(C, C ) is defined as follows:
where p(c i ) and p(c j ) are the probabilities that a sample arbitrarily selected from the data set belongs to the clusters c i and c j , respectively, and p(c i , c j ) is the joint probability that the arbitrarily selected sample belongs to the clusters c i as well as c j at the same time. In our experiments, we use the normalized mutual information NMI as follows:
where H(C) and H(C ) are the entropies of C and C , respectively. It is easy to check that NMI(C, C ) ranges from 0 to 1. NMI=1 if the two sets of clusters are identical, and NMI=0 if the two sets are independent.
Compared Algorithms
In our experiments, we compared five matrix factorization algorithms and a baseline method as follows:
• Baseline method which simply performs clustering in the original feature space.
• Latent Semantic Analysis [5] which is based on Singular Value Decomposition (SVD).
• Nonnegative Matrix Factorization (NMF) [10] .
• Sparse Coding (SC) approach [16] . We use an efficient space coding algorithm which is introduced in [11] .
• Laplacian Sparse Coding (LapSC) approach [7] , which is an manifold (geometric) extension of traditional SC by using a graph regularizer.
• Space Concept Coding (SCC), which is the new approach proposed in this paper.
After the matrix factorization, we have a low dimensional representation of each image. The clustering is then performed in this low dimensional space.
Clustering Results
We use k-means as the clustering algorithm. k-means can be performed on the original feature space (baseline) or the "concept" space (matrix factorization methods). In order to randomize the experiments, we evaluate the clustering performance with different number of clusters (k = 4, 6, · · · , 18, 20) . For each given cluster number k (except 20), 20 tests were conducted on different randomly chosen classes, and the average performance as well as the standard deviation was computed over these 20 tests. In each For matrix factorization methods, how to determine the number of basis vectors is still an open problem. In this experiment, we report the performances of all the matrix factorization methods with the number of basis vectors equal to the number of clusters. There are two parameters in the basis learning phase of SCC: the number of nearest neighbors p and the ridge regularization parameter α. These two parameters were empirically set as 5 and 0.1, respectively. In the sparse representation learning phase of SCC, the parameter is the cardinality (the number of non-zero entries) of each low dimensional vector. We empirically let the cardinality equal to half of the number of the basis vectors.
Table (1) shows the clustering results of the five compared methods. In all the cases on both two data sets, our SCC method significantly outperforms its competitors. By simply using k-means on the low dimensional sparse representation, SCC achieves very impressive clustering performance. LapSC is the second best method. By incorporating a graph regularizer, LapSC gains significant improvement over the traditional sparse coding approach (SC). When the number of basis vectors is fixed as the number of clusters, the SVD method fails to gain significant improvement over the baseline approach. sis vectors. We simply reported the clustering results using the entire data set. As we can see, the performances of all the four methods drastically decrease as the number of basis vectors decreases (smaller than the number of classes). This result is expected since for a data set containing c class, there is at least c concepts. Thus, the "concept" space is with at least c dimensions. It is interesting to see that SCC reaches its highest performance with exactly c basis vectors, which might suggests that SCC can really capture the concept structure of the image space. As the number of basis vectors increases, the performance of SCC slightly decreases. In the entire scope (c ∼ 250), the performances of all the five methods are relatively stable and our SCC significantly outperforms the other methods.
Figure (2) shows how the performance of SCC varies with the cardinality parameter. We have 20 basis vectors and each image is represented as a 20-dimensional vector in the SCC "concept" space. The cardinality denotes the number of non-zero entries of each 20-dimensional vector. As we can see, the performance of SCC is very stable with respect to the cardinality as long as the cardinality is not too small. The smallest value for cardinality which maintains the high performance is 5. In other words, despite the high dimensionality of the original feature space (1024), each image can be represented as a 20-dimensional sparse vector in the SCC "concept" space. And each sparse vector has only 5 non-zero entries. This significant property differentiates SCC from SVD and NMF. The low dimensional representations found by SVD and NMF are dense, which suggests that every image contains all the concepts. This is contrary to our common knowledge since most of the images only contain several concepts.
Conclusions
In this paper, we have presented a novel matrix factorization method for image representation called Sparse Concept Coding (SCC). SCC is a two-step approach including a basis learning stage and a sparse representation learning stage. In the first stage, SCC learns the basis by exploiting the intrinsic geometric structure of the data. By applying the spectral analysis on the nearest neighbor graph, SCC encodes the semantic structure in the basis vectors. In the second stage, SCC uses the LASSO to learn a sparse representation with respect to the learned basis for each image. As a result, SCC can have more discriminating power than the traditional matrix factorization approaches (SVD, NMF and SC) which only consider the Euclidean structure of the data. Experimental results on image clustering show that SCC provides better representation in the sense of semantic structure.
