Abstract. In this paper we describe methods using 2D-pixel motion elds for detecting shot breaks and classifying camera motion in digital video. These ow elds can be calculated with optical ow or correlation matching. The Karhunen-Loe ve transform (KLT), based on statistical properties, insures extraction of optimal linear features from ow elds representing a particular motion class. Two methods for classi cation are discussed, and experimental results for each method are presented.
Introduction
There is a growing number of digital video and lm databases. Therefore it is useful to develop video analysis methods such as detection of shot breaks and classi cation of camera or object motion. Optic ow Horn and Schunk 1981] and correlation matching are methods used to describe 2D pixel motion within image sequences. The motion can be represented by a vector with its origin of the position in the rst frame and its end at the corresponding pixel position in the second frame. Optic ow is based on the human visual system which perceives images with a small translational di erence as motion. The correlation focuses on individual pixels and their displacement between frames.
A human can easily distinguish accurate ow elds for a zoom-out from those of a translation to the right. The rst would have vectors pointing from the edges inwards, with a greater magnitude at the edges of the eld and the second would have vectors of the same magnitude pointing to the left. Real ow elds that were used appeared more like random vectors of which it is di cult to distinguish the motion class. This is due to noise in the images and analysis methods that are susceptible to noise, and therefore it is useful to transform the ow eld so that optimal features can be extracted and used to describe 2D pixel motion of a particular camera motion. This transformation is called the Karhunen-Lo eve Transform Hotelling 1933; Karhunen 1947; Lo eve 1948] and results in a set of vectors that can reconstruct an original population with a known error. The classi cation can be done in two ways: (1) Reconstruct an example ow eld using descriptive features of each possible motion and compare it to the example. (2) Compare coe cients used to reconstruct the original populations of the possible camera motions to coe cients used to reconstruct the example ow eld. In the following sections the KLT with it's practical implementation, and classi cation methods with results are discussed.
Shot Break Detection
The terms shot/scene break/cut are ambiguous in the research literature because the notion of either a shot or scene break can arise from di erent sources. Movie makers, for example, have a speci c de nition for shot and scene where a scene is composed of one or more shots. For the purposes of this paper, we de ne a shot/scene cut as the break in the continuity of a camera shot. There are a wide variety of methods for automatically detecting scene cuts in the research literature Suggested background reading: Hampapur, et al 1994; and Gudivada and Raghavan 1995] . Most, if not all, of the previous literature has been focussed on non-motion based methods, often using color histograms or color moments. These methods have the virtue that they are computationally e cient, but they do not take into account the inherent motion of the objects in the camera shots. Thus, the non-motion based methods may fail when there is signi cant object motion. One straightforward criterion given the 2D image motion eld is to calculate the reconstruction error, that is, we displace the pixels from frame t-1 to their correspondences in frame t and take the sum of the absolute di erence. If we calculated the motion eld perfectly, then the error for a pair of frames within a scene will be roughly at the background noise level.
This approach brings up the question, "How well can the 2D motion eld be estimated between two frames?" To answer this, we calculated the motion eld using 2 di erent methods: correlation and optical ow Horn and Schunk 1981] .
For a typical movie, a shot break occurs every 3-5 seconds. As an example, suppose a shot break occurs within a movie every 4 seconds. At 30 frames per second, this would mean that for every 120 frames, there is one break on average. This means that if we simply wrote a program which classi ed every pair of frames as a scene, then it would be correct for more than 99 percent of the frame pairs. In order to remove this extreme bias, we created a test set of one hundred scene examples, and one hundred cut examples.
Regarding benchmarking with respect to the histogram methods, we rst calculated the error using the di erence of histograms(DOH) as shown in Fig.  1 . Note that if we set the threshold for the classi er at the maximum error for all of the scene examples, this results in 9 misclassi ed cut examples. For the correlation and optical ow based methods, we calculated the reconstruction error as shown in Fig. 2 and Fig. 3 . If we use the same thresholding strategy for the correlation method, this results in 2 misclassi ed cuts, and for the optical ow based method, this becomes 0 misclassifed cuts.
In Fig. 1 , the scene example with the greatest error was example 8 (on the xaxis of the graph). Note that in Figures 2 and 3 , the e ect of example 8 has been diminished such that it is only slightly above the background noise level. This demonstates the e cacy of the pixel displacement as well as the usefulness of both template correlation and optical ow as automatic pixel motion estimators. An additional concern is whether its possible to compute the 2D pixel motion elds in real time. It should be noted that many MPEG hardware boards have real time template based block matching. . . . 
The mean vector of the population is de ned as
Where Efargg is the expected value of the argument, and the subscript denote m is associated with the population of x vectors. Recall that the expected value of a vector or matrix is obtained by taking the expected value of each element. The covariance matrix of the vector population is de ned as
where T indicates vector transposition. Because C x is real and symmetric, nding a set of n orthonormal eigenvectors always is possible. Let e i and i , i = 1,2,...,n, be the eigenvectors and corresponding eigenvalues of C x , arranged in descending order, so that j j+1 for j = 1,2,...,n-1. Let A be a matrix be a matrix whose rows are formed by the eigenvectors of C x , ordered so that the rst row is the eigenvector corresponding to the largest eigenvalue, and the last row is the eigenvector corresponding to the smallest eigenvalue. Suppose that A is a transformation matrix that maps the x's into vectors denoted by y's, as 
The rst part of equation 8 indicates that the error is zero if K = n (that is, if all the eigenvectors are used in the transformation. Because the i 's decrease monotonically equation 8 also shows that the error can be minimized by selecting the K eigenvectors associated with the largest eigenvalues. Thus the KarhunenLo eve transform is optimal in the sense that it minimizes the mean square error between the vectors x and their approximationsx.
Choosing input population
We need to calculate a covariance matrix of size (w h) (w h). Because the dimensions of the ow elds that were used are about 160 110, the amount of memory used by the covariance matrix would be (160 110) 2 4 bytes, or 1239.04 Mb! Gradually several di erent ways of splitting up the ow elds into non-overlapping parts were tried so that it was possible to calculate the covariance matrix with a reasonable amount of memory. Divide the ow eld in square blocks of size p p. The sizes for p that were tried were 10 and 32.
Another way to ll x is by selecting the values of one row of the ow eld.
This can be extended by selecting two rows instead of one. The last scheme that was implemented implemented was sub sampling. The idea was to get a 32x32 square which was lled with the average motion of a rectangle in the ow eld. The dimensions 32x32 were chosen because that was about the highest value that could be used without running out of memory, and still be able to do some testing without waiting for days on results.
Motion classi cation
In this section we examine two di erent methods for motion classi cation of an example ow eld. In the rst method, we compare the ow elds using linear features derived independently from each motion class. In the second method we compare the coe cients using linear features derived from the combined motion classes.
Comparing ow elds
Example input ow elds will be reconstructed six times, once for each motion class. For this method the averages, eigenvalues and eigenvectors of each separate motion are needed. These are then stored on disk so that they can be retrieved for reconstructing an example ow eld. The reconstruction procedure is as follows:
Where A and m x are the pre-calculated eigenvalues and mean of the vector population. Because most of the information about the vector population is stored in the K eigenvectors corresponding to the K largest eigenvalues, it is possible to use only these K eigenvectors and hereby guaranteeing a minimal error between the example and it's reconstruction. To reconstruct we need to calculate the unknown vector y of dimension K 1. Equation 9 can be written as example ? m x = A T K y (10) This is an over determined set of n linear equations and K unknowns(n K).
The least-squares solution for y can be found by calculating y = A K (example ? m x ) (11) The reconstruction of the example from the eigenvalues,êxample, can now be found by substitution of y in equation 9. The distance from the example to the reconstruction can be calculated with the mean square error, or the normalized correlation coe cient. A visual representation is given in Fig. 4 . When an example ow eld has to be classi ed, n reconstructions are made using the di erent sets of eigenvectors.
Comparing coe cients
A more common and faster way of using the KLT for recognition is by comparing K coe cients used for reconstructing an example ow eld to K coe cients used for reconstructing each ow eld in the population. The di erence with the previous method is that we now have to calculate the eigenvalues and eigenvectors of all the ow elds of all the camera motions. The next step is to calculate y in equation 9 for each ow eld in the population. The elements of y, y 1 ; y 2 ; :::; y K are the coe cients to the K eigenvectors of which the ow eld is reconstructed by. For each camera motion these coe cients should be around a speci c mean and preferably with a low variance. Coe cients of example ow elds can then be compared to each set of pre-calculated coe cients using the NCC and MSE. Before comparison, the coe cients should be normalized by dividing each coecient by the sum of the absolute values. This normalization is necessary because the relative proportions of the coe cients are more important than the magnitudes. Comparing the coe cients is done by calculating the NCC, and the MSE. Fig. 5 also gives a visual representation of the steps for this method. When an example ow eld has to be classi ed, the coe cients are calculated. These are then compared to all the stored coe cients in the database by calculating the MSE and NCC. The example ow eld can then be classi ed as the motion class of the set of coe cients that resulted in the lowest MSE or highest NCC.
Results
The results for motion classi cation were calculated using 80 training, and 125 example ow elds for each motion class. Six motion classes were included in these tests : four translations, and two zooms. As data for typical rotations with the center of rotation in the center of the frames is hard to come by, experiments with rotations clockwise and counter-clockwise were omitted. The following tables show the percentages of correct classi cation for the six classes in each column. The rst column shows the number of eigenvectors used in the testing. This table shows that only the ow elds of the translations to the left were correctly classi ed. When the negative classi cations of the remaining motion classes were examined, it became clear that these were also classi ed as translations to the left. The reason for these errors is in this speci c methods of splitting up the ow eld. When the ow eld is divided into small blocks, most of the vectors in that block will have the same direction and magnitude. The eigenvectors of the motion class that describe these homogeneous blocks best, will also be able to describe the homogeneous blocks of the other motion classes. In this case that motion class is the translation to the left. 5. It is clear that these results are the best so far. The only problem is with the translation to the right. A close examination of the test set showed that about each third frames had a larger translation than the others. The ow elds corresponding to these frames were not classi ed correctly, because they looked like random vectors. The cause of this problem was the rate at which the frames were digitized. For some reason the frame grabber did not write su cient frames to disk, and 2D pixel motion between frames was larger than the 'allowed' displacement to calculate the ow elds correctly. The rates for translation to the right improved to 93.7% when the tests were redone with adjusted parameters to calculate the ow elds.
Classi cation by comparing ow elds

Conclusion
In this paper we have shown that motion based shot break detectors had lower error rates than a typical histogram based shot break detector. Furthermore, motion eld information can be used for accurate motion classi cation. Di erent camera motions have been successfully classi ed in the experiments, but the training phase can be computationally intensive. To increase the usability of the methods that have been discussed, it is necessary to have a method that calculates ow elds, or parts of it, in real time. This is already possible and a ordable with the available MPEG hardware which uses motion information to compress digital video. Motion classi cation can be extended by adding more motion classes such as rotations. Also combinations of motion classes could be detected, or object versus camera motion classi cation.
