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Abstract 
Residual-based tests refer to the earliest class of coiritegration tests, first dis-
cussed in Engle and Granger (1987). These tests involve running a cointegrating 
regression on the level of economic time series as the first step, and then test 
for the null hypothesis of no cointegration by conducting a unit root test on the 
first step residuals. Any unit root tests could be applied in this second step in 
practice, but the critical values are different from the usual unit root context as 
the first step residuals are not directly observable. Phillips and Ouliaris (1990) 
study a variety of unit root tests on the cointegrating residuals, including the 
Dickey-Fuller (DF) and the augmented Dickey-Fuller (ADF), which are popular 
among researchers due to their simplicity. 
However, residual-based tests inherit shortcomings from their unit root 
counterparts. One of the concerns is the low power issue of unit root tests against 
fractional integration. Dittmann (2000) reports the power of some residual-based 
tests against fractional cointegration. He concludes that residual-based ADF test 
is the most reliable in terms of its size, but it is also the least powerful. It is thus 
desirable to improve the power of ADF against fractional cointegration. Recently, 
alternative methods have been proposed to improve the power of unit root tests 
against fractional integration alternatives. A notable extension of the DF test is 
the Fractional Dickey-Fuller (FDF) developed by Dolado, Gonzalo and Mayoral 
(2002). The FDF test is shown to be much more powerful against fractional 
integration. 
With the power improvement given by the FDF test in the unit root context, 
it would be interesting to put the FDF test into the residual-based test framework 
to improve the power against fractional cointegration. This paper develops the 
asymptotic distribution for the residual-based FDF test. We also study how 
i 
the use of Cochrane-Orcutt estimator for the cointegrating vector proposed by 
Hansen (1990) reduces the asymptotic distribution to the same as the univariate 
unit root case. The size and power of the proposed tests are analyzed in finite 
samples. We find that the use of asymptotic critical values causes substantial 
size distortion for d\ > 0.5. Though this is the case, empirical critical values 
can be employed to address the size distortion issue, while keeping the residual-
based FDF test to be more powerful than other commonly used residual-based 
tests. The power improvement becomes more significant as sample size increases. 
Finally, although it is observed that the augmented version of FDF test will result 









出，統計量的臨界值因此有別於一般的單根檢定� P h i l l i p s k Ouliaris (1990) 
研究將不同的單根檢定應用於共整合殘差檢定之上，包括最為簡單及常用 
的Dickey-FuUer ( D F )及 Augmented Dickey-Fuller (ADF)檢定 ° 
因為共整合殘差檢定與單根檢定的密切關係，以致它繼承了單根檢定的 
弱點。其中最為關注的是現有的單根檢定對分數整合的備擇假設只有頗低的 
檢驗效力 � D i t t m a n n ( 2 0 0 0 )調查不同殘差檢定法對分數共整合的檢驗功效 
而推論出ADF殘差檢定法的檢驗容量最為可靠，但其檢驗效力則是最小，因 
此有改善此殘差檢定檢驗功效的需要。而在單根檢定方面，最近有一些新 
建議去改善對分數整合的檢效，由Dolado, Gonzalo k Mayoral (2002)所發展 
的Fractional Dickey-Fuller (FDF)便是其中之一，同時是常用的DF檢定的一個 
擴張� F D F檢定顯著地改善對分數整合的檢驗功效。 
基於FDF檢定對檢驗效力的改善，如何把FDF檢定應用在殘差檢定之上 
及它對分數共整合的檢效是一個有趣的課題。此論文首先研究F D F殘差檢 










I would like to thank my supervisor, Professor Chan Ngai Hang, for his 
patience and the time devoted to discuss with me the obstacles that I have en-
countered during the course of my research study. His invaluable guidance and 
continuous encouragement helped me in all the time for the research and writing 
of this thesis. 
iv 
Contents 
1 Introduction 1 
1.1 Integration and Fractional Integration 1 
1.2 Classical and Fractional Cointegration 3 
1.3 Residual-Based Test for Cointegration 6 
1.4 The Fractional Dickey-Fuller Test 9 
2 Prel iminary Limit Theorems 12 
2.1 Limit Theorem for 0 < d < 0.5 14 
2.2 Limit Theorem for 0.5 < (i < 1 23 
3 The Asymptot i c s of the Residual-Based F D F 26 
3.1 Asymptotics for OLS-FDF 30 
3.2 Asymptotics for CO-FDF 36 
4 Finite Sample Experiment 41 
4.1 Empirical Size 43 
4.2 Empirical Power with Known di 48 
4.3 Empirical Power with Estimated di 55 
4.4 The Augmented Fractional Dickey-Fuller 60 
5 Conclusions 66 
Reference 68 
ix 
List of Tables 
4.1 Empirical Critical Values of OLS-FDF Cointegration Test 43 
4.2 Empirical Size of OLS-FDF Cointegration Test at 5% Level 44 
4.3 Empirical Critical Values of CO-FDF Cointegration Test 45 
4.4 Empirical Size of CO-FDF Cointegration Test at 5% Level 46 
4.5 Empirical Critical Values of OLS-FDF and CO-FDF Cointegration Test, 
Series Length T = 10，000 with 10’ 000 replications 46 
4.6 Empirical Power of OLS-FDF Cointegration Test at 5% Level 49 
4.7 Empirical Power of CO-FDF Cointegration Test at 5% Level 50 
4.8 Empirical Power Comparison of Residual-Based Test using DF, FDF, 
and GPH. 53 
4.9 Simulated Mean, Standard Deviation of the approximate MLE of d from 
OLS and CO Cointegrating Regression Residuals 56 
4.10 Empirical Power of Residual-Based FDF Test (known d vs. estimated d). 56 
4.11 Decomposition of the Empirical Power of Residual-Based FDF Test 
(Classified by whether di is underestimated or not) 58 
4.12 Empirical Critical Values of OLS-AFDF Cointegration Test 62 
4.13 Empirical Critical Values of CO-A FDF Cointegration Test 62 
4.14 Empirical Power of OLS-AFDF Cointegration Test 63 
4.15 Empirical Power of CO-A FDF Cointegration Test 64 
vi 
4.16 Empirical Power Comparison of Residual-Based Test using ADF, AFDF, 
and GPH. 64 
J J ^ t i t o f F i g u r e s 
”�. i 
:H /V Ph ( Jii.fr.dfnii- li"/"'}. '.u.v-'i, >： , A- -j---：! 
C C f i . . . . . . . . . . . . . . . 
“ • ,-
..：•• . . “ . . . . . . 
： . : . . : .’: . . .V .. . .. .. VII 
. • • • 
.. •.':.::::.;::�,:'. ：:: ：• V...' •；• • ‘ - . ••:::.’�..:::�:;�：... - ,.••.-.、： ：.-, . V .. • • • . „-
List of Figures 
4.1 Empirical Power Plot of Residual-Based Test using FDF, DF, and GPH. 54 
4.2 Empirical Power Plot of Residual-Based Test using FDF with an Esti-
mated d 57 





1.1 Integration and Fractional Integration 
A widely used method for analyzing time series is the Box-Jenkins methodology. 
The idea is that we already know how to identify and estimate stationary time 
series, so when we are dealing with nonstationary time series, we may difference 
it to achieve stationarity and then estimate a stationary model based on the dif-
ferenced series. This differencing methodology gives rise to the term 'integration 
order'. 
A univariate time series Zt with no deterministic component is said to be 
integrated of order d, denoted by Zt � l { d ) , if it has a stationary and invertible 
aiitoregressive moving average representation after differencing d times. In other 
words, Zt is a ARIMA(p, d, q) process with the form 
where L is the lag operator (i.e., Uzt — Zt—j), and 少(L) are lag polynomials 
of degree p and q respectively. All roots of <I>(L) and ^ ( L ) are distinct and lie 
outside the unit circle. Furthermore, Ct is i.i.d. with zero mean and variance a^. 
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We usually use A = 1 — L to denote the differencing operator for convenience. 
The value of d in this ARIMA model is an integer. In particular, zt � 
1(1) means that Zt has a unit root, such tha t Zt is nonstationary while its first 
difference, Azt — Zt — zt- i , is stationary. In tha t sense, differencing could be 
treated as a detrending device that removes a nonstationary stochastic trend. 
Granger and Joyeux (1980) and Hosking (1981) extend the ARIMA model 
to the case when d is any real number and introduce the concept of fractional 
differencing in terms of the infinite expansion of (1 - L)^: 
(1 - L)d = YMdW = y /(二）\U , 
where r ( a ) = is the gamma function. When Q < d < 0.5，the series 
is stationary and its autocorrelation function, p^, satisfies pk oc when k is 
large. Time series with such an autocorrelation structure are called long memory 
processes. When 0.5 < <i < 1 the process is not covariarice stationary because of 
its infinite variance. 
2 
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1.2 Classical and Fractional Cointegration 
The concept of cointegration was introduced by Granger (1981). It arises in the 
analysis of multivariate nonstationary time series. The idea is that although the 
components of the multivariate time series are nonstationary, there is a possibility 
tha t there exist some linear combinations of them which have a lower order of 
integration. In other words, there are common stochastic trends among the time 
series components that can be eliminated through linear combinations. 
Using our notation of integration order, the components of an iV x 1 vector 
time series Xt are said to be cointegrated of order (d, b) if all components of 
Xt are l{d) and there exists an TV x r matrix 0 ^ 0 so tha t all r components 
of Ut = 9'xt are l{d — b) with b > 0. The r columns of 0 represent linearly 
independent cointegrating relationships, r and 9 are called the cointegrating rank 
and the cointegrating vector respectively. There are at most N — 1 cointegrating 
relationships for any cointegrated system, so 0 < r < N — I. Such a cointegrated 
system is denoted as x^ �CI(( i，b) throughout the paper. We will only deal with 
the case d 二 1, i.e. Xt is given to be 1(1). Classical cointegration refers to the 
CI(1,1) model. 
Engle and Granger (1987) develop the statistical estimation and residual-
based testing procedure for classical cointegration. The residual-based tests will 
be covered in more details in the next section. The important Granger represen-
tat ion theorem was also presented in their paper to show the equivalence of the 
vector ARMA and the error correction representation of a cointegrated system. 
The error correction form has an interesting interpretation and is useful in es-
t imating the system. For Xt � C I ( 1 , 1 ) with cointegrating vector 0 and rank r , 
there exists an error correction representation, 
A{L){1 - L)xt =-Tut-i + d(L)et , 
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where A{L) is a matrix lag polynomial with A(0) = /yv, d(L) is a scalar lag 
polynomial with d(l) finite and F is an iV x r matrix, u^ = is a r x 1 
stationary vector time series, and is usually called disequilibrium when 0'Xt = 0 
is considered as the long-run equilibrium state of the system. This representation 
states the change in Xf depends on the disequilibrium in the previous period, 
lagged Axi, and the innovations. The short-run dynamic tends to drive the 
system back to long-run equilibrium state, where the adjustment speed depends 
on the magnitude of elements in F. Furthermore, equilibrium errors are 1(0) and 
exhibit mean-reversion. To estimate the cointegrated system, Engle and Granger 
(1987) propose a two-step procedure when cointegrating rank r 二 1: first estimate 
6 using ordinary least squares, then substitute 6 into the error correction model 
and estimate it by standard vector ARMA method. The use of standard vector 
ARMA is valid as the variables in both sides of the error correction model are 
all 1(0). Furthermore, the supercoiisistency of the least squares estimator of 0 
ensures that the asymptotic distributions of the estimators for the the parameters 
of the error correction model are the same as those as if 9 is known. This is called 
the Engle-Graiiger methodology. 
Cheung and Lai (1993) argue that an I(ri) process with d < 1 is also mean-
reverting and propose the fractional coiritegratiori model to capture wider range 
of cointegrating dynamics. For x^ � C I ( 1 , b) with 0 < b < 1, Ut = 0 ' x t � 
1(1 - b) will also exhibit mean-reversion although, u^ is covariaiice noristationary 
when 0.5 < I — b < 1. Fractionally cointegrated system also possesses an error 
correction form as follows, see Dittmanii (2004), 
A{L)(l - L)xt = -r[(l - (1 一 L”)](l - Ly-% + diL)et . 
The disequilibrium has persistent effects on the short-run behavior. Cheung and 
Lai (1993) establish the consistency of ordinary least squares estimator under 
4 
fractional cointegration and propose a residual-based test for fractional cointe-
gratioii using the Geweke-Porter-Hudak (GPH) test. 
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1.3 Residual-Based Test for Cointegration 
There are several ways to test for classical cointegration, including Johaiisen 
(1988), Stock and Watson (1988) and the residual-based tests of Engle and 
Granger (1987). The Johansen (1988), Stock and Watson (1988) tests have the 
advantage that they are applicable to systems with cointegrating rank r > 1, 
while it is not the case for residual-based tests as will be explained later. How-
ever, residual-based tests are still popular among researchers because of their 
simplicity and intuitive nature. 
Consider an TV x 1 vector 1(1) time series x^, the residual-based procedure 
consists of two stages. The first step is to partition into (xk, X2J', where Xu is 
a scalar and X2t is an (TV - 1) x 1 vector, and fit a cointegrating regression using 
ordinary least squares (OLS), 
XU = Pols^2t + Ut . (1.1) 
Then 0 = ( 1 , i s the estimated cointegrating vector for Xt, and Ui is the 
estimated disequilibrium. Since only one cointegrating vector could be estimated 
from the regression, residual-based tests are applicable only to systems with coin-
tegrating rank r = 1. As a result, a residual-based test is recommended only for 
bivariate system in which there is at most one cointegrating vector. Furthermore, 
the choice for Xu is arbitrary, so there are totally N different ways to partition 
Xt to perform the regression. The second step is to conduct a unit root test for 
iif For example, the Dickey-Fuller test could be applied to compute the 亡-ratio 
of 0 in the regression, 
^ut = ^ut-i + it 
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and the null hypothesis of no cointegration corresponds to the hypothesis that Ut 
has a unit root, i.e. testing for = 0 in the second step. 
The residual-based testing procedure is intuitively natural. Assuming the 
cointegrating vector 9 is known, then we are able to compute the equilibrium 
errors directly by Ut = and test for unit root in Ut. If Ut has a unit root, 
then X( is not cointegrated and the null hypothesis of no cointegration is accepted. 
However, 9 is unknown and has to be estimated from the cointegrating regression. 
As a result, the unit root test could only be performed on Ut instead of Ut. 
The two-step testing procedure transforms a multidimensional non-cointegration 
testing problem into a scalar unit root testing problem. 
In practice, any unit root tests could be applied in the second step, but the 
critical values are different from the usual unit root context as Ut is not directly 
observable. Phillips and Ouliaris (1990) develop the asymptotic theory and tab-
ulate the critical values for residual-based procedures using a variety of unit root 
tests, including the popular Augmented Dickey-Fuller (ADF). The asymptotic 
distributions of the test statistics depend on the dimension of the system N. In-
terestingly, Hansen (1990) suggests using the Cochraiie-Orcutt (CO) estimator 
in the first step and the ADF test in the second step. In this case, the asymp-
totic distribution converges to the same as ADF in the unit root context. The 
Cochrane-Orcutt estimate involves first estimating j3 and pu in, 
Xlt = + Ut , (1.2) 
Ut = puUt-i + ^t , (1.3) 
by least squares, then quasi-differencing the data, 
= ^It - , (1.4) 
X2t = X2i - pu^2t-\ , (1.5) 
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and fitting a regression using the quasi-differenced data, 
^u = K o A t + ^t , (1.6) 
finally use the estimated 自� to compute the residuals n j , by 
Ut = Xu - • (1.7) 
With this modification to the first step, the asymptotic distribution of residual-
based ADF test is the same as its unit root counterpart, and no longer depends 
on N . Also, the power against classical cointegration alternative is improved. 
It is well known that traditional unit root tests like ADF have low power 
against fractional integration alternatives. It is therefore worth studying how 
residual-based procedures perform when the null hypothesis of no cointegration 
is tested against fractional cointegration alternatives. Di t tmann (2000) performs 
Monte-Carlo study on this problem. He classifies unit root tests into two broad 
classes. The first class contains classical unit root tests that are not specifically 
designed to deal with fractional integration. This class includes Phillips-Perron p 
test (PPp), Phillips-Perron t test (PPt) , and the ADF. The second class contains 
unit root tests based on long-memory methods, including the modified rescaled 
range (MRR) test, the Geweke-Porter-Hudak (GPH) test, and the Lagrange Mul-
tiplier (LM) type of test. Dit tmann finds that the ADF test and the MRR test 
are the least powerful among all the residual-based tests within their classes. 
However, it is still recommended to use the ADF test in small and medium sam-
ple T < 500 and use the MRR test in large samples T > 1000, because all 
other tests exhibit substantial size distortions when the true disequilibrium ut is 
ARIMA(1,1，0) or ARIMA(0,1,1) . However, the residual-based ADF test has low 
power, it seems desirable to modify the test to deal with fractional cointegration. 
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1.4 The Fractional Dickey-Fuller Test 
Dolado, Gonzalo and Mayoral (2002) propose an extension of the Dickey-Fuller 
test to accommodate the low power issue of unit root tests against fractional 
integration alternatives. They consider the following regression model: 
= , (1.8) 
with £t being an 1(0) process, and do > di. When (/> = 0, the regression becomes 
A � 二 St , 
so that Xt is l{do). When • < Q, the regression can be rewritten as 
Under the additional restriction that (f) > —2i-力，the polynomial 办—由一(f)V) 
has absolutely summable coefficients. As a result, A^^Xt is 1(0) and so Xt is an 
I((ii) process. 
Based on this observation, they propose a unit root test, called the Frac-
tional Dickey-Fuller (FDF). The FDF test is based on testing the significance of 
(j) in the regression equation (1.8) by setting do = 1 and fixing a dy e [0，1). Under 
the null hypothesis Ho： • = Xt is a unit root process. Under the alternative 
Hi： (f) < then Xt is fractionally integrated of order di. The test statistics can 
be the normalized-^ or its 亡-ratio, given by 
^ = 八 義 - 1 , 
山而-1)2 
‘ ~ 知 而 - 1 ) 2 ) 1 / 2 ‘ 
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with 
S't =去 厂仏山0；^)2. 
t=2 
The null hypothesis is rejected if the value of the chosen statistic is too small. 
Note that the test is feasible only when the value of di in the simple alternative 
is specified. 
Dolado, Goiizalo and Mayoral (2002) derive limit theorems and obtain the 
asymptotic distributions of standardized ^ and its 力-ratio under the null hypoth-
esis that the series contains a unit root. The asymptotic behavior depends on the 
value of di. For the asymptotic distribution under the null, 0 = 0, is given by 
4 /qI [ 山 ⑷ 料 ) i f o < d i < 0 . 5 , 
/ o ^ W ^ r -
(TlogT)i/2((^-(/)) 4 iV(o,7r) if ch = 0.5 , 
—利 4 卵’； (二 ) 1 ) ) if 0.5 < di < 1 . 
The asymptotic distribution of ^-ratio under the null is given by 
f i p V — “ 糊 r ) 
II 0 < di < 0.5 ’ 
iV(0’l) if 0.5 < dx < 1 . 
、 
where '4>' denotes convergence in distribution as T —oo. Herein, B{r) is a stan-
dard Brownian motion and W^di (^) is a "Type-II" fractional Brownian motion 
with selfsimilar parameter H = —d\ + 0.5, as defined in Marirmcci and Robinson 
(1999). 
The authors also perforin Monte-Carlo simulations to compare the power 
of different unit root tests against fractional alternatives. The FDF test is found 
to be the most powerful among other tests, inchicling the GPH Test, and the 
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LM type of tests proposed by Robinson (1994) and Tanaka (1999). Besides, the 
FDF has the extra advantage that the density of the error does not need to be 
specified so that greater robustness can be achieved. Furthermore, the test is 
based on simple regression of Axt on A^^Xt-i, which can be performed easily by 
many routine softwares and therefore maintains its simplicity as the traditional 
Dickey-Fuller. 
With the power improvement in the unit root context, it would be interest-
ing to investigate how the FDF test performs when applied to the second step of 
residual-based procedure to test against fractional cointegration. In Chapter 2, 
the limit theorems from Dolado et al.(2002) will be extended to the multivariate 
case. In Chapter 3, the asymptotic distribution of residual-based FDF test will 
be developed using those limit theorems. Chapter 4 reports some Monte-Carlo 




Preliminary Limit Theorems 
The test statistics of FDF unit root test on a univariate time series {xt} can be 
written as a function of the following sums, 
T 
, (2 .1) 
t=2 
i > � - i ) 2 . (2.2) 
t=2 
Under the null hypothesis that Xt has a unit root, i.e., = £“ ^t i-i-d., these 
sums can be rewritten as, 
T T 
Y . A ' ^ - ' s t - i S t = (2.3) 
t=2 t=2 
f ( A ” , _ i ) 2 = ： £ ( � ) 2 , (2.4) 
t=2 t=2 
where Zt = is an 1(d) process with d = 1 — di. Note that di is actu-
ally the value of the memory parameter under the alternative hypothesis. The 
asymptotics of the test can be obtained by considering the limiting distributions 
of the above sums under suitable normalization as given in Dolado et al. (2002). 
The limiting distributions and the normalizing constants depend on the value of 
12 
d. 
When using FDF as a residual-based test for fractional cointegration, we 
replace the Xt in (2.1) and (2.2) by the residuals from the cointegrating regression, 
w A 
0 Xt, where x^ is the observed multivariate time series and 9 is the estimated 
cointegrating vector. Substituting these expressions, the sums in (2.1) and (2.2) 
become 
T / T \ 
t=2 \ t=2 J 
T ( T \ 
X](A(“(� 'x,—1))2 = E A 山 X , 一 台 . 
\i=2 ) 
Under the null hypothesis of no cointegration among x � w e can write Ax^ 二 £t, 
with n = limT-).oo has full rank. Then, under Bq, 
e 0 = 力 ( 2 . 5 ) 
\ t=2 / t=2 
台 ‘ — 台 = ( 2 . 6 ) 
\ t = 2 ) t=2 
where Zt is an 1(0?) process, d = 1 — di. 
From this point of view, we have to study the limiting distributions of 
(2.5) and (2.6) in order to derive the asymptotic of the residual-based FDF test. 
Note that "^t-i^'t and Yh'^t-i'^'t-i is just the multivariate version of (2.3) and 
(2.4). Thus, we need to establish joint weak convergence results which contain 
the multivariate extension of those limiting results from Dolado et al. (2002), 
together with some other components which will be useful for determining the 
asymptotic distribution of 9. Since the limiting behavior depends on the value 
of d (or di equivalently) in the marginal case, the joint weak convergence results 
will also be established under different cases: 0 < <i < 0.5 and O.b < d < 1. 
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2.1 Limit Theorem for 0 < d < 0.5 
It may seem that the extension to multivariate case can be achieved easily since 
the limiting distributions of each individual components are readily available. 
However, concluding joint weak convergence from marginals requires more argu-
ments. Recall that for weak convergence, AT ^ A and Br 4 B do not imply 
(AT, BT) 4 [A, B) jointly. In general, joint weak convergence can only be es-
tablished if certain conditions hold. For example, we may establish joint weak 
convergence by means of the Cramer-Wold Theorem, see Billingsley (1999), which 
states that [AT, BT) 4 (A, B) if and only if aAr + bBr 4> a ^ + for any real 
constants a and b. 
We will develop the joint weak convergence result for 0 < d < 0.5 using the 
functional central limit theorem for discrete time martingales given in Helland 
(1982). 
Theorem 2.1 Let {冷：）厂 T = 1 , 2 , . . . ;力 = 1 , 2 ’ . . . ’ T}，j = 1，2’ … ’ m 6e m-
dimension martingale difference arrays with respect to cr-fields {JF^’ and define 
Sr{r) 二（4”⑷，…，缚“”⑷）with 雄 ) ( r ) = Ztl^r!t- If each of the arrays 
satisfies 
[Tr] . .r 
E 丑 嫂 ) a ^ / f ? � d s , (2.7) 
t=i Jo 
A Q for all e > Q , (2.8) 
t=i 
and in addition, 
[Tr] 
0 whenever t > 0 and i # j . (2.9) 
Here Et-i{-) denotes conditional expectation E { ‘ a n d for each j, f j is a 
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measurable, non-negative function such that J^ fj{s)ds is finite for all t > 0，then 
we have 
Srir) 4 ( J : Ms�dB��s�r.. , j : fm�s�dB�^\s)^ 
where � ( s ) , …， B — � � s � a r e independent standard Brownian motions. 
With Theorem 2.1, we have the following joint weak convergence result. 
T h e o r e m 2.2 Let {ir, t} be an m-vector sequence of martingale differences with 
respect to an increasing sequence of a-fields {J^t, t-i} and satisfies 
te'r, t) = ^ 
sup 五 f _ i { ( 终’ ) < oo. 
for each component i(兵(in £t, t = (乏 ^ )。• • . ， i 二 1’ • • •, m. Suppose {zt, t} 
is another sequence of random m-vector which is ！Ft, t-饥easurable and satisfies 
1 T 
f Y l ^ r , t - i A 0 , (2.10) 
t=i 
1 T p 
t-i^T, t-i ^ diag{cu...,cm) , (2 .11) 
t=l 
where ci,..., c^ are some constants. Let be a random element defined by 
1 /[Tr] T \ 
M r ) = ；E 红 ， E 知 ， A t ， (2.12) 




where B{r) is an m-dimensional standard Brownian motion and J\f is an m x m 
matrix independent of B{r) with Af = i^ij) such that Nij �A/'(0, q) , i, j — 
1，• • •， y r ^ • 
Proof . 
We give the proof for m = 2, the extension to higher dimension is similar. 
For readable notation, the subscript T in ir, t and zt, t will be dropped in the 
following proof. But we want to emphasize that the result still holds if {z} and 
{e} depend on T, as long as (2.10) and (2.11) are satisfied. So Let it =(圣i，t,云2’ t)' 
and Zt 二（乏1，t, ^2’ t)'- The theorem is then proved by using Theorem 2.1. To apply 
the theorem, we have to check if conditions (2.7), (2.8), and (2.9) are satisfied. 
With m = 2，we have 
1 /[Tr] [Tr] T 
= -j= [ f i , u^e^, t-i^i, t, 
yt=i t=i 1=1 
T T T \ 
Zl, t-l£2, U (-1^1, i-1^2, t I ’ (2.13) 
t=l t=l 1=1 J 
as a random element in x RK 
Condition (2.7) for the first two components can be checked easily since 
their sums of conditional variance go to r in the limit. Consider the sum of 
conditional variance of the third element in (2.13), 
j^Et-di-j^^i, t-iiut)'}=去 上 J 
t=i V� t=i 





if (2.11) is satisfied. Using a similar argument, we also get, 
T 1 
乏1’ t-lS2, tY} A Ci， 
T 1 
i — 1 
T 1 
f 五 乏 2 ， t f } A C2 • 
So, condition (2.7) is established. These limiting constants will become the vari-
ance of the Brownian motions in the limit. For condition (2.8), first note that we 
have limr—oo(l/T) 乏?’ t—i ^ Ci. Hence, 
lim • max z j i 4 0 . (2.14) 
r—oo T i<t<T 1 \ , 
The Lindebreg's condition (2.8) of the third component can be checked by the 
means of Markov inequality and (2.14), that is, for all > 0, 
T 
t=i 
< t - A T-'S-'K 
\ t = i 
(T 、\ 
< y ^ ii t - i ^ max , 1 ) 
- [ i t … ） i < t < T 叫 
=Op{T) 
for some K > 0. So the third component satisfies the Lindebreg's condition. 
The remaining components can be checked in a similar way. Lastly, for condition 
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(2.9), consider the first and the third component of 务(r)， 
P>] 1 1 




_ [Tr] 1 
二 T 丨 T h L 义 t=i 
A 0 , 
by virtue of (2.10). For the first and the fourth component, 
[TV] 1 1 
i i , 乏 1, t-ie2, 0 } 
t — 1 
1 [Tr] 
= t - i E t - i { e i ^ t£2, J 
t=i 
- 0 . 
For the third and the fourth component, 
T 1 1 
乏1’ “1 芒1’ ,）（万乏1，t-而， 
1 T 
亡=1 
= 0 . 
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Finally, for the third and the fifth component, 
T 
^ 、 1 1 
zi, t-isi, 乏2’ t-i^i, t)} 
1 T 
= 于 XI 石，乏2，t-1 五t-l{苟，J 
t=l 
4 0 . 
Condition (2.9) for other combinations can be checked in a similar way. The 
theorem is proved for m = 2, and the extension to higher dimension follows.• 
The above result stipulates the conditions for Zt such that a joint weak 
convergence holds. From this theorem, we have the following corollary when Zt 
is an l{d) process with d G [0,0.5). 
Corollary 2.1 Let {st} be a sequence of m-vector martingale differences with 
Et-i{ete[} 二 n , 
s \ ipEt - i{s l J < oo. 
Let (1 — LY'Li = St, where L is the backshift operator and d G [0, 0.5). Consider 
the random element Zr{r) defined in (2.12) with i f , ^t being replaced by e^, Zt 
respectively. Then 
where all the elements of M are independent and have variance 1, with 
C'C = n , (2.15) 
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so that C is the unique Cholesky decomposition of ^l. Moreover, 
C—丄 
Proof . 
Clearly, { z j is «7Vmeasurable. So, we start from the simpliest case with 
= I and m — 2 and check whether (2.10) and (2.11) are satisfied in Theorem 
2.2. Let it =(云 1，。红 t)' and z, = ( 5 i ’、入 . R e c a l l that ( E L i 乏卜i) 
converges weakly to a fractional Browiiian motion, so the sum is Op(T牡o.5) and 
(2.10) is satisfied. Then by the ergodicity of {21^  J and {22, J , 
p�r(i - 2d) 于^气 H — ( 2 . 1 6 ) 
i 一 1 
1 “ p r(i - 2d) 
• (2.17) 
t — 1 
Also consider the lag k autocovariance of 21’ th, t, 
Cov(ii, t h t+kh t+k) 
=五{5i’ t^i, t+kh, t+k} 
‘ o o 0 0 0 0 0 0 1 
=E ^7Ti{-d)ei, t-j^nrn{-d)£i^ t+k-rnYl'^ri{-d)e2, t+k-n ^ 
I i=0 j=0 m = 0 n = 0 J 
00 00 
1 = 0 j=0 
0 0 0 0 
i=0 j=0 y 
/oo • 
= 兀 袖 ( — K 
\j=0 J 
=0(A:4“）’ 
where K = sup 五{苟’ t-j) is finite as the fourth moment of ii^ t exists, and 
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the last equality follows as the infinite sum is just the lag k autocovariance of 
an l{d) process which is of order k^d-i. This result holds as long as {e!’ t} and 
{£2, i} are uncorrelated at any fixed t (not necessarily independent), and their 
fourth moments exist. Following the idea from Tsay and Chung (1999), we have 
T T-l . 
V a r ( ^ 乏1’ th t) = T ^ (1 -争)Cov(5 i ’ t乏2, t, ^i, t+jh t+j) 
t=i j = - ( T - l ) 
T— 1 
= T ( 1 - 势 2 ) 
( 
0(T) , if 0 < d < 0.25， 
= < O ( T l o g r ) , if d = 0.25 , 
if 0.25 < d < 0.5 . 
\ 
Using proposition 6.2.3 from Brockwell and Davis (1991), we have 
T if 0 < d < 0.25 , 
i = Op((TlogT)i/2)，if = 
t=i 
if 0.25 <d<0.5 . 
\ 
So 乏1’ t is Op{T). Combining this with (2.16) and (2.17), we have 
1 ；, p�r(i-2d) 
t—i ^ , 
SO (2.11) is also satisfied. By Theorem 2.2, 
厂1/2(1 _ 2d) 
for = / by factorizing out the common standard deviation, ^^———~, such 
that all the elements in Af become independent standard normal. 
21 
For il / / , consider the Cholesky decomposition of ft into lower triangular 
matrix C as in (2.15). Let 
= {cT'st, 
Zi 二 (C')-^z, 
= ( 1 - L)- 'st . 
It now becomes the case when Vt = I . Therefore, 
where all the elements oi M are independent standard normal. By the continous 
mapping theorem, 
； i d - E ^ ‘ ( 叫 ) ， ^ ： ^ 眞 ) ， 
\ t—1 t,—1 J 
and 
The extension to higher dimensional case is similar. • 
Note that in Corollary 2.1 consists of the sum ^ ^t-i^'t which can be 
treated as the multivariate extension of the limit theorem presented in Dolado et 
al. (2002). The sum ^ £ t also appears in Z r i r ) as it will be useful for deriving 
the asymptotic distribution of the cointegrating vector, 0. The details will be 
given in Chapter 3. 
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2.2 Limit Theorem for 0.5 < d < 1 
We quote the following theorem from Davidson and De Jong (2000) which estab-
lishes the joint weak convergence result of "^t-i^'t and for the case 
0.5 < d < 1, appearing in (2.5) and (2.6). Since Zt is nonstationary for d > 0.5, 
the theorem works on the first difference of z^, z j = Azt. Note that z j � l ( d - 1). 
Let d* = d - I, so -I < d* < 0. 
‘ 2 -
Theorem 2.3 Let {£(} be a sequence of random m-vector with zero mean and 
each element satisfies certain assumptions for the invariance principle to be valid. 
Furthermore, {et} satisfies 
叫 • 五 { ( f > ) ( f > ) ' } , 
°° i=l t=l 
which is finite and positive definite with Cholesky decomposition C. Define the 
m-vector process 何 } by 
{ 1 - L f z ; = s t , 、 
with - l <d* < 0. Then 
2 一 
( 1 [Tr] 1 [Tr] 工 T t-l \ 
S �7^1/2+d* z ?， T ^ X] ^ 
1 t=i t=i t=2 s=i y 
: C ' B ( r ) ’ C ' B “ r ) ’ C ' ( J : B � � d B ( r丫 ) C ) , 
where B(r) is an m-dimensional standard Brownian motion and B^* (t) is an 
m-dimensional Brownian motion defined by 
丑 々 ） = — 精 、 + / > — — ( - 們 释 ) ) ， 
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with 
1 / 1 广 \ 
= + i i i l ^ r f - r - f d s ) • 
The fractional Brownian motion defined above is known as "Type I" or the 
non-truncated type discussed in Marinucci and Robinson (1999). 
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Remark: 
Joint weak convergence result for d = 0.5 seems to be challenging and 
requires different treatment. From Dolado et al. (2002), we have the following 
limit theorem for d = 0.5， 
T f k f [ 秘 4 i V ( 0 , ^ ) , (2.18) 
t— 1 
ill the univariate setting, where cr^  is the variance of et and Zt is a 1(0.5) process. 
From the univariate result, we anticipate the corresponding multivariate extension 
should be similar to Corollary 2.1 (0 < d < 0.5). We conjecture that for d 二 0.5 
(when ^ = / ) , 
M r ) 4 ( S ( r ) ’ ^ A O , 
where ZT[r) is defined in (2.12), B(r) is a standard Brownian motion and all 
elements in J\f are independent standard normal. This conjecture entails the 
univariate result (2.18). 
This weak convergence result cannot be established easily, however. It needs 
a unique t r e a t m e n t different f rom other values of d G [0,1), which is beyond t he 
scope of this study. The joint weak convergence result should be of interest since 




The Asymptotics of the 
Residual-Based FDF 
Suppose we are given an 1(1) time series x^ of dimension N . The residual-based 
F D F test requires the partit ion of x^ into (:cu，x'2无)',where Xu is a scalar and X2t 
is of dimension N -1, and perform the cointegrating regression. We can use OLS 
to fit the cointegrating regression (1.1), with 
T T 
hols = ( X > 2 t X “ ) - l ( ^ X 2 A , ) , (3.1) 
t=l t=l 
or we may use the Cochrane-Orcutt (CO) estimator discussed in (1.2) to (1.7). 
Let Uf or u'l be the residuals of the cointegrating regression using OLS and CO 
respectively. The F D F test is then performed on the univariate series Ut or u^. 
To test the null hypothesis that Xt is not cointegrated against the alternative tha t 
it is a CI(1 ,1 — di) system, the required F D F regression on the OLS residuals is 
Aut = + . (3.2) 
For instance, when di = 0 it becomes the usual residual-based Dickey-Fuller test. 
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We refer the above testing procedure as OLS-FDF throughout the paper. 
For OLS-FDF, we need the following computations to perform the test, 




S't = . (3.5) 
t=2 
The null hypothesis of no cointegration is rejected if the observed statistic 力 
is significantly smaller than zero. Similarly, we refer the testing procedure as 
CO-FDF when the CO estimator is used in the cointegrating regression instead. 
In that case, wj is used in the FDF regression and we denote the corresponding 
statistics as 去� and t知。. 
We have demonstrated the concept on how the residual-based FDF statistic 
can be expressed in terms of sums of cross products in (2.5) and (2.6). Further-
more, their limiting results are also provided in the preceding Chapter. Those 
limiting results are derived under the condition that the limiting covariance ma-
trix defined by 
is positively definite and thus non-singular. Phillips (1986) points out that a 
necessary condition for non-cointegration is that Q. must be non-singular, so all the 
asymptotic results we have obtained are derived under the null of no cointegration. 
Thus, we are now ready to derive the null distributions of the residual-based FDF 
test with different values of di. We will adopt the following notation throughout 
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the rest of the Chapter. 
Suppose B ( r ) is a standard Brownian motion of dimension N and Q is a 
positively definite matrix. Consider the partitions of B ( r ) and Q into 
Bi{r) 
B ( r ) = , 
_ B2(r) 
UJll to 21 
where Bi(r) is a one dimensional Brownian motion and uju is a scalar. We also 
write the Cholesky decomposition of Q. as 
c = 卜 0 ， 
C21 C*22 
with 
Cll = (a；!! - C4iQ�‘21)"2，C21 = <^ 22 = 
Define the followings, 
/
I flu a'o} 
C'B(r)B'{T)CdT = , 
- 0-21 A22 
F 二 广 B(r )B(r ) 'd r = 仏 ， 
人 / 2 1 F22 
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Vt = (1,-41^22), 
托’=(1,-/冗—21)， 
Q(r) 二 K'B{r), 
Qd{r) = . 
We quote the following lemma from Phillips and Ouliaris (1990), which is useful 
for simplifying the asymptotic distribution expressions. 
Lemma 3.1 Using the above notation, we have 
Crj = cii K,, 
TfTlrf = C^K'K . 
As a result, 77 which involves integrals of non-standard Brownian motion 
(with covariaiice matrix does not equal to In), can be reformulated in terms of 
K which involves integrals of standard Brownian motion only. The asymptotic 
distributions of OLS-FDF and CO-FDF will be simplified by virtue of this lemma 
and their expressions will be free of the covariaiice matrix Vi. 
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3.1 Asymptotics for OLS-FDF 
With Lemma 3.1 and the limit theorems from Chapter 2，the asymptotics for 4>ois 
and t杏 , c a n be obtained when the value of di in the alternative hypothesis is 
specified. The asymptotic for c/i = 1 is also included in the following theorems for 
theoretical completeness, but this particular case is not useful since it is redundant 
to test the hypothesis on the integration order for HQ： 1(1) against Hi: 1(1). 
T h e o r e m 3.1 Under the null hypothesis that x^  is not cointegrated, the asymp-
totic distribution of the suitably standardized ^ois given by 
T'/^ois 4 厂；(=:)—1)释’ 1) , if 0-5 < < 1 , 
T � -知 L s 4 /pi 仏 ⑷ 拟 ' � ， i f 0〈山 < 0 . 5 . 
Proof . 
Under the null of no cointegration, x^ can be written as, 
t 
Xt = 
S = 1 
and 
Q = Um 丑 
T->oo T 
has full rank. The asymptotic of the cointegrating vector, can be found by 
recalling that 
乙户 4 C'Bir). 
Vf 
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either from Corollary 2.1 or Theorem 2.3. Next consider, 
1 了 T 1 1 1 
c=2 V s = l V s = l 
T [Tr] [Tr] 
t=2 '' T V J V J- s 二 1 
4 [ C'B(r)B'{r)Cdr 
Jo 
= A . 
So the asymptotic for 久;$ in (3.1) is 
T T 
hols = 工 It) 
t=l t=l 




= T ) ' . 
The next step is to analyze the behavior of ^ois under different values of di. 
C a s e 1: For 0.5 < < 1, the numerator in (3.3) is, 
T T 
t=2 t=2 
,f T \ 
\ t=2 
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since is a 1(1 - di) process, with 0 < 1 - rii < 0.5. Applying Corollary 
2.1，we have 
\ i—2 / 
= 勢 舞 
. r ’ i - 1 ) 
- C l l r(di) K 氣 
Note tha t the asymptotic distribution of 6 can be directly substituted into the 
expression because of the joint weak convergence result of Corollary 2.1 and the 
continuous mapping theorem. For the denominator in (3.3), 
丄 t=2 V t=2 
c T(2d, - 1 ) ,。 
£ 2 r (2d i - 1 ) , 
= C l l r 2 � … 
as a result, 
二 T - i /2 年 A 确 
£ r ( d i ) 瓜 
^ r " 2 ( 2 d i - 1 ) k'K 
A 厂⑷ • 1) 
The last equality in distribution holds because of the following reason. Condition 
on = k, since k is independent of A/‘, we have ； ~ follows a standard normal 
k'K 
distribution. As the conditional distribution does not involve k, the uncondi-
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tional distribution will not be affected by the distribution of hl. AS a result, the 
unconditional distribution of is also N(0,1). 
K'K 




( T t-l \ 
\t=:2 5=1 ) 
Note tha t A � s is a I ( - r f i ) process with - 0 . 5 < -di < 0. Substituting d* = -di 
into Theorem 2.3 and applying the joint weak convergence result, 
禽 1 = K ^ f e g 陶 + 
t=2 \ t=2 s = l / 




( 我 - 1 ) 2 
t=2 
\ t=2 s=l s=l J 
(T .t [Tr] [Tr] \ 
= 啦 / _ i ( ‘ E � ( ‘ E 〜 " ] 台 
y t=2 J ~ s = i s = i y 
\Jo / 
4 ciiK丨(J: B_di(r�B'�(r�dr) K 
Jo 
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Combining these results, 




Next, we have the following theorem for the asymptotics of 艺; 
Theorem 3.2 Under the null hypothesis that Xt is not cointegrated, the asymp-
totic distribution of is given by 
yV(0,l) , if 0.5 < di < 1, 
t“ 各 _ _ _ _ 稀 ) _ _ _ , If 0〈山 <0.5. 
( / ^ ' K ) i / 2 ( / o i Q _ “ r ) Q � i 刚 1/2 -
Proof . 




T T T 
= ； — 暮 cLs；^A众一f�—1 + i 
t=2 t=2 t=2 
= • f > a � 2 —暴(了1/2“)(_^^>、么、—1) + 1)2) 
t=2 V ^ t 二2 t=2 (Y T \ 
\ t=2 / 
4 r /n” 
£ 2 t — C| 1K • 
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Although the orders of convergence are different for both 杏ois and the sums for 
0 < rii < 0.5，the same result applies and can be proved in a similar way. Now 
consider t ^ ^ in (3.4). Using the asyrnptotics for the sums in the numerator and 
the denominator discussed in Theorem 2.1， 
T - ” ‘ 冗 . f … " 1 
s H T - i E ( A " i ‘ i m 2 ‘ If 
t“s = < 
o's T'^-'E^^HA^'^t-i .f n " … 
, If 0 M < 0 . 5 , 
问l/2(叫 1/2， If 
“ J p i Q - 肩 ⑷ ， if 0 < . . < 0 . 5 , 
I 山⑷ Q � 1 綱 " 2 — 
‘ N ( 0 , 1 ) , if 0.5 < d i < l , 
£ 
I ( / ^ ' / ^ ) i / 2 ( / � i Q —山 ( r ) Q � i綱 1/2 -
• 
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3.2 Asymptotics for CO-FDF 
The only difference between OLS-FDF and CO-FDF is the use of different cointe-
grating vector estimator, that is, 0 — (1, 一[^⑶、is used instead of (1, 一卢o,Jin the 
first step. Hansen (1990) shows that under the null hypothesis of no cointegration, 
良 。 4 a , (3.6) 
where a = ( j B { A x 2 t E { A x 2 t A x u } is a constant vector. It is different 
from the OLS-FDF case in which the limit of 白^is is a function of integrals of 
Brownian motion. With this property, Hansen (1990) shows that the asymptotic 
distribution of the residual-based ADF test goes back to the same as its unit root 
counterpart and does not depend on the dimension of the system. Similar result 
still holds for CO-FDF. 
T h e o r e m 3.3 Under the null hypothesis that x^  is not cointegrated, the asymp-
totic distribution of the suitably standardized 去� is given by 
T'/'ko 4 r " 4 ( : : ) - i ) _ ’ i ) ， i f 0 . 5 < " 1 $ 1， 
了 1 — 4 f： B-^^Ar)dB(r) 
f : B�(r)dr -
� � 
where B{r) is a standard Brownian motion and B^dx (r) is a fractional Brownian 
motion generated from B{r). 
Proof . 
First of all, o' = ( 1 , A ( l , - a ' ) under the null by (3.6). Denote 
(1, - a ' ) as r j J . 
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Case 1: 0.5 < cii < 1, similar to Theorem 3.1， 
t=2 1 i二2 / 
= T 释 - , 
and 
i=2 \ 1=2 
p r(2di —1) 
—r(2c/ i_ i ) 
- P K ) c仏• 
Combining these results and using the fact that Crj^ is a constant vector, 
- T - � （ 1 ) 2 
n / 2 ( 2 d i - l ) r/iC'Cr/, 
‘ 已 r((ii) 
二 r i / 2 ( 2屯 - 1 )例o， i ) . 
Case 2: 0 < di < 0.5, consider 
• f z X W A - ^ i = 台 ' ( ^ ^ & 么 〜 拟 ) 〉 
t=2 \ t=2 .9=1 } 
4 r/* (C'(义 1 B — … 崎 ) ) C ) 77* 
-ri:C' ( J : B_(“ � 崎 ) ) C r / * ， ( 3 . 7 ) 
37 
further simplification is possible since r}'^C'B{r) is just a one dimensional Brow-
iiiaii motion with variance rjJC'Cr}* = rjJQrj^ at r = 1. So we can write, 
with B{r) being a one dimensional standard Brownian motion. Similarly, 
� � 
where B-di is "Type-I" fractional Brownian motion generated from B(r). Con-
tinue the simplification of (3.7), 
fjp 1 
t 二2 乂 乂 
«/o 
Also, 
• f ：肉 - 1 ) 2 
t=2 
( T . t 1 [Tr] [Tr] \ 
下 5=1 s=i y 
4 r j : ( J : C ' B _ � � B � � r � C d r ) r j * 
Jo 
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Putting these results together, 
— T 地 『 二 山众?-1)2 
4 Jo B.,,{r)dB(T) 
I o B \ { r ) d r • 
• 
Theorem 3.3 shows that the asymptotic behavior of standardized 去� is the 
same as that in the univariate unit root case. The next theorem concerns about 
the asymptotics of t知� . 
T h e o r e m 3.4 Under the null hypothesis that x^  is not cointegrated, the asymp-
totic distribution of t去^^ is given by 
iV(0,l) , if 0.5 < < 1, 
t “ = 巧 山 ⑷ _ ’ if 0 < d i < 0 . 5 , 
(io B � 綱 " 2 -
where B{r) is one dimensional Brownian motion and B-di (^) 'is one dimensional 
fractional Brownian motion generated from B(r). 
Proof . 
It is easy to see that, 
S't a ”：洲* 
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by using similar technique as in Theorem 3.3. So for t知� , 
哨—1)2)1/2 ‘ If 0 .5<cf i “ 
t “ = ^ 
� 知 ’ If 0 $ < 0.5， 
v'.c'MCn^ 
4 � 
(讽)Jgig-山⑷ if 0 < d , < 0 5 
、（r7 '*Qr7*)"2(� ' J^r^JJoi5�(r)dr) i /2， —‘ ‘ 
‘ 卵 , 1 ) ， if 0.5 < rfi < 1, 
£ 
- < 云 - … _ , if 0 … 0 . 5 . 
( / > 、 綱 1 / 2 -
• 




Finite Sample Experiment 
To analyze the size and power of residual-based FDF test in finite samples, a 
Monte Carlo experiment is performed. All the programs are written in C and run 
on a UNIX platform. We focus on bivariate series and consider three different se-
ries lengths: T 二 100, T = 500，and T = 1,000. The data generation mechanism 
in Di t tmann (2000) is adopted. Bivariate series {xt, ijt} of length T are generated 
by 
OOt = - V l , t + V2, t , 
yt = 27；1，t _ V2, t , 
where {"Ui’ t] is 1(1) and {^2, (} is l{d) with d < I. The process {vi^ t} and 
{i»2’ J are generated by partial sum and the truncated moving average expansion 
respectively, . 
t 
s = - 9 9 
t+99 
V2, t = t-s , 
s=0 
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where {ei’ t} are i.i.d. N(0,1) random variables. The first 100 observations of 
{t^i’ (} and {•U2’ t} (i.e. t is negative or 0) are discarded. It is clear from this setting 
tha t { x j and {yt} are both 1(1) while there exists a linear combination {2xt-\-yt} 
which is l{d). As a result, the generated series is fractionally cointegrated if d 
is less than 1. The generated bivariate series are then used to simulate the 
distributions o f t - s t a t i s t i c ' of the residual-based F D F test under different values of 
d in the true process, with yt being regressed on Xt in the cointegrating regression. 
The size of the test under the null of no cointegration is studied using 
100,000 replications with d = 1. The empirical power of the test at 5% level is 
then analyzed for c/ = 0,0.1，…，0.9 with 10,000 replications. 
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4.1 Empirical Size 
FDF testing procedure is feasible only if the value of di under the alternatives 
is specified and this value also affects the asymptotic behavior of the test statis-
tics. We are interested in studying the size of the residual-based FDF test with 
different di in finite samples, so 100,000 pairs of rion-cointegrating bivariate se-
ries are simulated to perform the analysis. The computed test statistics Z丨 a r e 
then sorted, with the 1,000th, 5,000th and 10,000th smallest ones selected as the 
empirical critical values for significance level 1%, 5% and 10% respectively. The 
results are tabulated in Table 4.1. 
Table 4.1: Empirical Critical Values of OLS-FDF Cointegration Test. 
T T = 100 T 二 500 T = 1,000 
f/i/sig.lev— 10% 5% 1% “ 10% 5% 1% 10% 5% 1% 
^ - 2 . 5 5 - 2 . 8 7 ^ ^ ^ ^ ^ ^ ^ ^ -2 .48 -2 .79~-3 .37 
0.05 -2.49 -2.82 -3.46 -2.43 -2.74 -3.35 -2.43 -2.74 -3.33 
0.10 -2.43 -2.76 -3.40 -2.37 -2.69 -3.30 -2.37 -2.69 -3.28 
0.15 -2.37 -2.70 -3.34 -2.31 -2.63 -3.25 -2.31 -2.62 -3.23 
0.20 -2.30 -2.63 -3.27 -2.24 -2.56 -3.18 -2.24 -2.56 -3.18 
0.25 -2.22 -2.56 -3.21 -2.17 -2.50 -3.12 -2.17 -2.49 -3.12 
0.30 -2.15 -2.49 -3.15 -2.10 -2.42 -3.06 -2.09 -2.41 -3.05 
0.35 -2.07 -2.41 -3.08 -2.02 -2.35 -2.99 -2.01 -2.34 -2.98 
0.40 -1.99 -2.33 -3.02 -1.94 -2.28 -2.92 -1.92 -2.26 -2.91 
0.45 -1.91 -2.26 -2.95 -1.86 -2.21 -2.84 -1.84 -2.18 -2.84 
0.50 -1.84 -2.18 -2.89 -1.78 -2.14 -2.77 -1.76 -2.11 -2.78 
0.55 -1.77 -2.12 -2.83 -1.71 -2.06 -2.71 -1.69 -2.04 -2.71 
0.60 -1.70 -2.05 -2.76 -1.64 -2.00 -2.65 -1.62 -1.97 -2.64 
0.65 -1.64 -2.00 -2.71 -1.58 -1.93 -2.60 -1.55 -1.91 -2.59 
0.70 -1.58 -1.95 -2.66 -1.53 -1.88 -2.55 -1.50 -1.86 -2.54 
0.75 -1.53 -1.90 -2.60 -1.48 -1.83 -2.51 -1.45 -1.81 -2.50 
0.80 -1.48 -1.86 -2.57 -1.43 -1.80 -2.47 -1.41 -1.77 -2.46 
0.85 -1.45 -1.82 -2.54 -1.40 -1.77 -2.44 -1.38 -1.74 -2.43 
0.90 -1.41 -1.78 -2.50 -1.37 -1.74 -2.41 -1.36 -1.71 -2.40 
0.95 -1.38 -1.75 -2.48 -1.35 -1.72 -2.39 -1.34 -1.70 -2.38 
From Table 4.1, we observe that although the asymptotic distribution of the 
test is 7V(0,1) whenever d � > 0.5, the empirical critical values still vary within 
that range. Furthermore, these empirical critical values seem to be quite different 
from the asymptotic value of -1.645 at 5% level. The discrepancy is largest for 
di iiears 0.5, and then narrows gradually as di increases. It seems that the test 
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Table 4.2: Empirical Size of OLS-FDF Caintegration Test at 5% Level. 
Empirical Size Asymptotic 
d i /T 100 500 1,000' Critical Values 
0.0 0 . 0 6 6 0 . 0 5 3 0 . 0 5 2 
0.1 0.065 0.054 0.052 -2.65 
0.2 0.063 0.052 0.051 -2.54 
0.3 0.062 0.053 0.051 -2.41 
0.4 0.060 0.052 0.050 -2.25 
0.5 0.141 0.128 0.122 -1.65 
0.6 0.110 0.099 0.093 -1.65 
0.7 0.089 0.080 0.075 -1.65 
0.8 0.075 0.068 0.063 -1.65 
0.9 0.064 0.060 0.057 -1.65 
suffers severe size distortion when di > 0.5, especially when di is close to 0.5. 
In order to study the size of the test more precisely, we compute the empir-
ical size from the simulated test statistics. The empirical size is the proportion of 
the simulated test statistics rejected when the asymptotic critical value is used. 
For di > 0.5, the asymptotic is standard normal and we use -1.645 as the asymp-
totic critical value. For di < 0.5，since the asymptotic distribution of involves 
stochastic integrals and is non-standard, we need to use simulation to approx-
imate the asymptotic critical values. We simulate these stochastic integrals by 
computing the normalized sums which are the discretized versions appeared in 
Theorem 2.3. Using 100,000 replications and T = 1,000, the asymptotic critical 
values obtained at 5% level are quite stable and shown in the last column of Table 
4.2. Using those critical values, the empirical sizes of the test are obtained and 
reported in Table 4.2. The empirical sizes are quite satisfactory for di < 0.5. But 
the size distortion is serious for di > 0.5 as expected. The empirical size is even 
greater than 10% when di is close to 0.5. Although the severity of size distortion 
is lessened as T becomes larger, the level of improvement is still not satisfactory 
for T = 1,000. 
The same analysis for the CO-FDF cointegration test is also performed. 
The empirical critical values and sizes are tabulated in Tables 4.3 and 4.4 respec-
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tively. The empirical size is computed using the critical values given in Dolado 
et al. (2002) as the asyrnptotics for di < 0.5. For CO-FDF test, the empirical 
critical values also varies within the range d � > 0.5, but the level of variation 
is smaller than that of OLS-FDF. On the other hand, CO-FDF test has serious 
size distortion for d\ < 0.5 with T = 100，as can be seen from Table 4.4. This 
size distortion becomes much smaller and quite acceptable when a longer series, 
T = 500 is used. Overall, the OLS-FDF test converges very slowly for di > 0.5 
and results in serious size distortion even in large sample, whereas the size of the 
CO-FDF test performs quite well with all values of di for T = 500 and T = 1,000. 
Table 4.3: Empirical Critical Values of CO-FDF Cointegration Test. 
T T = 100 T = 500 r 二 1，000 
( / i / s ig . l e~ 10% 5% 1% “ 10% 5% 1% 10% 5% 1% 
CT -2.06 -2.45 -3.21 -1.70 -2.04 -2.72 -1.67 -2.00 -2.66 
0.05 -2.05 -2.44 -3.19 -1.68 -2.02 -2.71 -1.65 -1.99 -2.65 
0.10 -2.02 -2.42 -3.16 -1.66 -2.01 -2.68 -1.62 -1.96 -2.64 
0.15 -2.00 -2.40 -3.13 -1.64 -1.99 -2.66 -1.60 -1.94 -2.61 
0.20 -1.96 -2.36 -3.08 -1.61 -1.96 -2.64 -1.57 -1.91 -2.59 
0.25 -1.93 -2.32 -3.04 -1.58 -1.94 -2.61 -1.55 -1.89 -2.57 
0.30 -1.88 -2.27 -2.99 -1.55 -1.91 -2.59 -1.51 -1.86 -2.53 
0.35 -1.83 -2.22 -2.94 -1.52 -1.89 -2.57 -1.48 -1.83 -2.51 
0.40 -1.79 -2.17 -2.89 -1.49 -1.86 -2.53 -1.45 -1.81 -2.48 
0.45 -1.74 -2.12 -2.85 -1.46 -1.83 -2.52 -1.43 -1.78 -2.46 
0.50 -1.69 -2.07 -2.80 -1.43 -1.79 -2.49 -1.40 -1.75 -2.43 “ 
0.55 -1.64 -2.01 -2.75 -1.41 -1.77 -2.47 -1.37 -1.73 -2.40 
0.60 -1.59 -1.97 -2.70 -1.39 -1.75 -2.43 -1.35 -1.72 -2.40 
0.65 -1.55 -1.93 -2.66 -1.37 -1.73 -2.41 -1.34 -1.70 -2.39 
0.70 -1.50 -1.88 -2.61 -1.35 -1.71 -2.39 -1.33 -1.69 -2.37 
0.75 -1.46 -1.85 -2.56 -1.33 -1.70 -2.39 -1.31 -1.68 -2.37 
0.80 -1.43 -1.82 -2.53 -1.32 -1.68 -2.37 -1.31 -1.67 -2.37 
0.85 -1.41 -1.78 -2.51 -1.31 -1.67 -2.37 -1.30 -1.66 -2.36 
0.90 -1.38 -1.75 -2.48 -1.30 -1.67 -2.35 -1.30 -1.66 -2.36 
0.95 -1.37 -1.73 -2.46 -1.29 -1.66 -2.34 -1.30 -1.66 -2.34 
To check whether the size distortion of the OLS-FDF test disappears for 
longer series, we simulate 10,000 pairs of series with length T = 10,000 and 
compute the empirical critical values again. The results are shown in Table 4.5. 
For comparison, the corresponding empirical critical values of CO-FDF are also 
computed. 
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Table 4.4: Empirical Size of CO-FDF Cointegration Test at 5% Level. 
Empirical Size Asymptotic 
di/T 100 500 1,000" Critical Values 
0.0 0 .1210.060 0.055 T ^ 
0.1 0.123 0.061 0.058 -1.90 
0.2 0.122 0.064 0.057 -1.84 
0.3 0.114 0.063 0.056 -1.80 
0.4 0.106 0.061 0.055 -1.75 
0.5 0.108 0.067 0.062 -1.65 
0.6 0.091 0.061 0.057 -1.65 
0.7 0.078 0.057 0.054 -1.65 
0.8 0.068 0.054 0.052 -1.65 
0.9 0.062 0.052 0.051 -1.65 
Comparing the results of T = 1,000 and T = 10,000 for the OLS-FDF test 
reveals that the empirical critical values are quite stable for di < 0.5. It is not 
the case for di > 0.5 since the critical values still have a large adjustment when 
moving toward T = 10，000 and there remains substantial variation of critical 
values for that range of di. The empirical critical value for OLS-FDF become 
much more closer to asymptotic value of -1.645 for di = 0.9. But for di closes 
to 0.5, the discrepancy from the asymptotic is still large. The results for CO-
FDF test is much better, due to the fact that the empirical critical values are 
much closer to the asymptotic. We would also expect the empirical size should 
be very close to 5%. This shows that CO-FDF has better size property than the 
Table 4.5: Empirical Critical Values of OLS-FDF and CO-FDF Cointegration Test, 
Series Length T = 10,000 with 10,000 replications. 
Test “ O L S - F D F CO-FDF 
rfi/sig.ii^ ~Wo 5% 1% " T ^ 5% 
-2.47 -2.76 -3.36 -1.63 -1.94 -2.55 
0.1 -2.37 -2.67 -3.29 -1.57 -1.90 -2.53 
0.2 -2.24 -2.57 -3.18 -1.52 -1.86 -2.49 
0.3 -2.11 -2.40 -3.01 -1.48 -1.80 -2.46 
0.4 -1.91 -2.23 -2.84 -1.39 -1.76 -2.40 
0.5 -1.69 -2.05 -2.68 -1.32 -1.69 -2.35 
0.6 -1.51 -1.88 -2.52 -1.30 -1.62 -2.32 
0.7 -1.39 -1.74 -2.42 -1.28 -1.64 -2.33 
0.8 -1.33 -1.68 -2.32 -1.27 -1.63 -2.36 
0.9 -1.27 -1.66 -2.30 -1.29 -1.64 -2.38 
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OLS-FDF, even in very large sample. 
We may simulate a even longer pairs of series to see if a set of better criti-
cal values can be observed for OLS-FDF, but it seems unrealistic and impractical 
to observe a pair of series with such a long length. As a result, although it is 
shown that the OLS-FDF test has a standard iY(0,1) asymptotic distribution 
for di > 0.5, we do not recommend using this asymptotic critical value due to 
the substantial size distortion observed in finite samples. To address for this size 
distortion issue, we recommend the use of empirical critical values for implemen-
tation. Thus, empirical critical values will be used in the analysis of the empirical 
power of both the OLS-FDF and CO-FDF test in the following sections. 
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4.2 Empirical Power with Known d\ 
Ten thousands pairs of fractionally cointegrated series are simulated for each 
value of c/ == 0, 0.1，..., 0.9. The OLS-FDF and the CO-FDF test are then run 
on the simulated series by choosing different values of di under the alternative 
hypothesis to obtain the empirical power. 
Tables 4.6 and 4.7 show the proportion of rejection of these simulated series 
for the OLS-FDF and CO-FDF test with different combinations o i d and di. The 
reject ion is based on the empirical critical values for the corresponding di obta ined 
from Tables 4.1 or 4.3 in the previous section. From the empirical power tables, 
we compare the power of residual-based tests using DF and FDF. Obviously, 
di = 0 corresponds to the traditional DF case, while di = d is the case when d 
is assumed to be known and we simply take di equals to d to perform the FDF 
test. This setting is proposed by Dolado et al. (2002). Although d is unknown 
in practice, this analysis helps us to understand how the FDF test improves the 
power by tak ing di into considerat ion. Please refer to Table 4.8 on page 53 and 
Figure 4.1 on page 54 for the comparison of the empirical power of DF and FDF 
tests. The practical approach that di is set equals to d {d is an estimate of d) 
will be discussed in Section 4.3. 
From these tables, we have the following observations. First, the FDF test 
has a great power improvement when compare with the DF test for d > 0.5， 
especially for large T. The DF test is able to reject almost all of the simulated 
cointegrated series when d < 0.5, but its power drops quickly as the value of 
d increases. The use of F D F test reduces the deterioration in power, and the 
benefit is even more substantial when T is large. Second, using CO as the first 
step is less powerful. This is not contradictory to the finding of Hansen (1990), 
since different alternatives are being considered. Our alternative is fractional 
cointegration while his result is for classical cointegration with the equilibrium 
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Table 4.6: Empirical Power of OLS-FDF Cointegration Test at 5% Level. 
di/d 0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 
T = 100 
0.0 1.000 1.000 1.000 1.000 0.997 0.954 0.793 0.518 0.246 0.100 
0.1 1.000 1.000 1.000 1.000 1.000 0.987 0.886 0.631 0.306 0.115 
0.2 1.000 1.000 1.000 1.000 1.000 0.996 0.939 0.720 0.366 0.130 
0.3 1.000 1.000 1.000 1.000 1.000 0.998 0.964 0.778 0.416 0.142 
0.4 1.000 1.000 1.000 1.000 1.000 0.998 0.970 0.811 0.457 0.154 
0.5 1.000 1.000 1.000 1.000 1.000 0.997 0.970 0.819 0.480 0.166 
0.6 1.000 1.000 1.000 1.000 1.000 0.996 0.965 0.807 0.476 0.168 
0.7 1.000 1.000 1.000 1.000 1.000 0.993 0.951 0.785 0.461 0.165 
0.8 1.000 1.000 1.000 1.000 0.998 0.988 0.931 0.754 0.437 0.160 
0.9 1.000 1.000 1.000 0.999 0.996 0.980 0.904 0.716 0.409 0.156 
T = 500 ' 
0.0 1.000 1.000 1.000 1.000 1.000 1.000 0.994 0.892 0.555 0.187 
0.1 1.000 1.000 1.000 1.000 1.000 1.000 1.000 0.966 0.729 0.265 
0.2 1.000 1.000 1.000 1.000 1.000 1.000 1.000 0.990 0.846 0.351 
0.3 1.000 1.000 1.000 1.000 1.000 1.000 1.000 0.995 0.906 0.441 
0.4 1.000 1.000 1.000 1.000 1.000 1.000 1.000 0.996 0.930 0.512 
0.5 1.000 1.000 1.000 1.000 1.000 1.000 1.000 0.996 0.938 0.556 
0.6 1.000 1.000 1.000 1.000 1.000 1.000 1.000 0.996 0.941 0.566 
0.7 1.000 1.000 1.000 1.000 1.000 1.000 1.000 0.996 0.939 0.552 
0.8 1.000 1.000 1.000 1.000 1.000 1.000 1.000 0.995 0.932 0.519 
0.9 1.000 1.000 1.000 1.000 1.000 1.000 1.000 0.994 0.921 0.480 
T = 1,000 ~ 
" O l j L O G O 1.000 1.000 1.000 1.000 1.000 1.000 0.958 0.696 0.250 
0.1 1.000 1.000 1.000 1.000 1.000 1.000 1.000 0.993 0.858 0.375 
0.2 1.000 1.000 1.000 1.000 1.000 1.000 1.000 0.998 0.935 0.510 
0.3 1.000 1.000 1.000 1.000 1.000 1.000 1.000 0.999 0.964 0.638 
0.4 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 0.974 0.714 
0.5 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 0.979 0.753 
0.6 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 0.979 0.766 
0.7 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 0.979 0.762 
0.8 1.000 1.000 1.000 1.000 1.000 1.000 1.000 0.999 0.977 0.744 
0.9 1.000 1.000 1.000 1.000 1.000 1.000 1.000 0.999 0.976 0.710 
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Table 4.7: Empirical Power of CO-FDF Cointegration Test at 5% Level 
0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 
T = 100 “ 
0.0 1.000 1.000 1.000 0.998 0.966 0.834 0.590 0.324 0.157 0.079 
0.1 1.000 1.000 1.000 1.000 0.984 0.893 0.687 0.410 0.198 0.090 
0.2 1.000 1.000 1.000 1.000 0.992 0.933 0.764 0.495 0.242 0.100 
0.3 1.000 1.000 1.000 1.000 0.995 0.952 0.824 0.567 0.285 0.113 
0.4 1.000 1.000 1.000 1.000 0.996 0.963 0.860 0.628 0.321 0.126 
0.5 1.000 1.000 1.000 1.000 0.996 0.967 0.875 0.657 0.349 0.133 
0.6 1.000 1.000 1.000 1.000 0.996 0.967 0.878 0.667 0.361 0.134 
0.7 1.000 1.000 1.000 1.000 0.995 0.963 0.871 0.664 0.364 0.139 
0.8 1.000 1.000 1.000 0.999 0.992 0.954 0.848 0.640 0.353 0.139 
0.9 1.000 1.000 1.000 0.998 0.988 0.942 0.822 0.607 0.328 0.133 
T = 500 “ ‘ 
0.0 1.000 1.000 1.000 1.000 1.000 0.996 0.889 0.516 0.204 0.100 
0.1 1.000 1.000 1.000 1.000 1.000 0.999 0.961 0.697 0.324 0.135 
0.2 1.000 1.000 1.000 1.000 1.000 1.000 0.988 0.838 0.461 0.177 
0.3 1.000 1.000 1.000 1.000 1.000 1.000 0.997 0.924 0.607 0.232 
0 4 1 000 1.000 1.000 1.000 1.000 1.000 0.999 0.965 0.733 0.292 
0.5 1.000 1.000 1.000 1.000 1.000 1.000 1.000 0.981 0.818 0.346 
0 6 1.000 1.000 1.000 1.000 1.000 1.000 1.000 0.986 0.847 0.368 
0.7 1.000 1.000 1.000 1.000 1.000 1.000 1.000 0.985 0.849 0.372 
0.8 1.000 1.000 1.000 1.000 1.000 1.000 0.999 0.980 0.827 0.355 
0.9 1.000 1.000 1.000 1.000 1.000 1.000 0.999 0.971 0.792 0.327 
T = 1，000 
" a o O O O 1.000 1.000 1.000 1.000 1.000 0.945 0.593 0.210 0.108 
0.1 1.000 1.000 1.000 1.000 1.000 1.000 0.986 0.801 0.370 0.162 
0.2 1.000 1.000 1.000 1.000 1.000 1.000 0.998 0.922 0.572 0.235 
0 3 1.000 1.000 1.000 1.000 1.000 1.000 1.000 0.978 0.763 0.326 
0.4 1.000 1.000 1.000 1.000 1.000 1.000 1.000 0.996 0.896 0.436 
0.5 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 0.955 0.529 
0.6 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 0.973 0.585 
0.7 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 0.974 0.588 
0.8 1.000 1.000 1.000 1.000 1.000 1.000 1.000 0.999 0.965 0.559 
0.9 1.000 1.000 1.000 1.000 1.000 1.000 1.000 0.999 0.947 0.516 
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errors following an AR(1) process. Third, empirical power is at its maximum by 
choosing the value of di less than the true d, which is analogous to the finding of 
Lobato and Velasco (2004) in the unit root context. Thus, it may be possible to 
follow their ideas to find an optimal di for the residual-based FDF test. 
We would also like to compare the residual-based FDF test with other 
residual-based test. Dit tmann (2000) shows that the GPH test has good power 
property. We compute the empirical power of this test to draw some comparisons. 
Note that we are using a cointegrating regression different from Dit tmann (2000) 
tha t there is no deterministic trend and time trend. The GPH test involves testing 
A A 
the null hypothesis of rf = 1 versus d < 1 in the spectral regression, 
271" A; 
where A^ = - j r and I(Xk) is the periodogram of the residuals from cointegrating 
regression, at frequency A ,^ k 二 1’...，m. Only the first m frequencies are 
included in the regression. We use the same approach as Dit tmann (2000) for 
choosing m. Let 
. — ( 2 7 y / ^ ( 1 — 2 / 5 ,5 
爪 = [ T ^ J ， 
m = 1.2T4/5 , 
m = 0 . 0 6 r " 5 , . 
and m is chosen as, 
[m], if m* < m , 
m 二 � [ m * ] , if m < m* < m , 
[m], if m < m* . V 
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Using the above procedure, 100,000 pairs of iion-cointegratiiig series are simulated 
to obtain the empirical critical values, and the empirical power of OLS-GPH test 
is then computed by generating 10,000 pairs of fractionally cointegrated series. 
The results are summarized with the DF and the FDF tests in Table 4.8 and 
Figure 4.1. 
The FDF test is more powerful than the GPH test, regardless of whether 
OLS or CO is used in the first step. This power improvement result is con-
sistent with the unit root context, see Dolado et al. (2002). Note that the 
empirical power function of the OLS-GPH test is quite similar to those obtained 
in Dit tmann (2000), while that of the OLS-DF is consistently greater than the 
OLS-ADF obtained in Dit tmann (2000). This phenomenon is due to the re-
duction in power against fractional alternatives when using augmented type of 
test. Similar result in the unit root context can be found in Hassler and Wolters 
(1994). Although the augmented test is usually preferred for the correction of 
serial correlations, the augmented procedure reduces power and becomes less sat-
isfactory. We will perforin another set of simulations in Section 4.4 to study 
whether residual-based Augmented FDF still has superior power than the OLS-
GPH test. 
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Table 4.8: Empirical Power Comparison of Residual-Based Test using DF, FDF, 
and GPH. 
True d 0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 = 
T = 100 
OLS-FDF(fi) 1.000 1.000 1.000 1.000 1.000 0.997 0.965 0.785 0.437 0.156 
O L S - D F 1.000 1.000 1.000 1.000 0.997 0.954 0.793 0.518 0.246 0.100 
CO-FDF(d) 1.000 1.000 1.000 1.000 0.996 0.967 0.878 0.664 0.353 0.133 
CO-DF 1.000 1.000 1.000 0.998 0.966 0.834 0.590 0.324 0.157 0.079 
OLS-GPH 1.000 1.000 1.000 0.997 0.978 0.907 0.719 0.463 0.232 0.098 
T = 500 
OLS-FDF(d) 1.000 1.000 1.000 1.000 1.000 1.000 1.000 0.996 0.932 0.480 
OLS-DF 1.000 1.000 1.000 1.000 1.000 1.000 0.994 0.892 0.555 0.187 
CO-FDF � 1.000 1.000 1.000 1.000 1.000 1.000 1.000 0.985 0.827 0.327 
CO-DF 1.000 1.000 1.000 1.000 1.000 0.996 0.889 0.516 0.204 0.100 
OLS-GPH 1.000 1.000 1.000 1.000 1.000 1.000 0.999 0.962 0.709 0.255 
T = 1,000 
~OLS-FDF(f/) 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 0.977 0.710 
OLS-DF 1.000 1.000 1.000 1.000 1.000 1.000 1.000 0.958 0.696 0.250 
CO-FDF(d) 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 0.965 0.516 
CO-DF 1.000 1.000 1.000 1.000 1.000 1.000 0.945 0.593 0.210 0.108 
OLS-GPH 1.000 1.000 1.000 1.000 1.000 1.000 0.999 0.962 0.839 0.480 
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Figure 4.1: Empirical Power Plot of Residual-Based Test using FDF, DF, and 
GPH. 
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4.3 Empirical Power with Estimated di 
To implement the residual-based FDF test, we need to set the value of di under 
the alternative hypothesis. A natural way is to set di equals to d, which is an 
estimator for the long memory parameter of the residuals from cointegrating 
regression. We can then test the null hypothesis that Ut is 1(1) against the 
alternative that Ut is \(d) by computing the t statistic, and compare it with 
the corresponding critical value of the test at a specified significance level. For 
example, suppose we use OLS as cointegrating regression and find d to be 0.55. 
Then we set di = 0.55 to fit the FDF regression and compute the t statistic. 
Filially, the statistic is compared with the corresponding critical value (-2.12 at 
5% level from Table 4.1) to conduct inference. 
We use simulation to analyze the performance of the proposed procedure. 
The first task is to estimate the long memory parameter from the residuals. 
We choose the approximate maximum likelihood estimator (MLE) proposed by 
Beran(1995) as d. For simplicity, we restrict the domain of d to be [0,1) in 
the approximate MLE algorithm. Summary statistics on the simulated d are 
presented in Table 4.9. It seems that d from CO regression has overestimate 
biases, while OLS gives more satisfactory results. 
The empirical power of the proposed procedure is then simulated and sum-
niarized in Table 4.10 and Figure 4.2. The power of the test with an estimated 
d is greater than the case when d is known. This observation seems intriguing, 
since we would expect the power to decrease due to the estimation errors in f l A 
possible explanation is that the power of residual-based FDF test is not optimal 
at di equals the true d, but at di less than d by a small amount, which is consis-
tent with the results of Tables 4.6 and 4.7. To analyze this effect, we would like 
to decompose the empirical power of residual-based FDF test into two different 
parts: the power of the test when di is underestimated and when it is not iinder-
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Table 4.9: Simulated Mean, Standard Deviation of the approximate MLE of d from 
OLS and CO Cointegrating Regression Residuals. 
T/d 0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 
OLS Cointegrating Regression 
M i ^ ~ 1 0 0 0 . 0 4 0 0 . 1 0 0 0.181 0.279 0.381 0.489 0.601 0.712 0.815 0.896 
500 0.021 0.101 0.196 0.296 0.397 0.501 0.607 0.716 0.828 0.923 
1,000 0.014 0.100 0.198 0.298 0.399 0.501 0.605 0.712 0.823 0.924 
S.D. 100 0.051 0.074 0.086 0.091 0.093 0.100 0.105 0.107 0.102 0.083 
500 0.026 0.035 0.036 0.037 0.037 0.039 0.042 0.051 0.056 0.045 
1,000 0.020 0.025 0.025 0.026 0.026 0.026 0.030 0.037 0.045 0.038 
CO Cointegrating Regression 
M ^ 1 0 0 0.047 0.114 0.203 0.310 0.425 0.548 0.668 0.776 0.863 0.924 
500 0.022 0.106 0.203 0.306 0.416 0.540 0.677 0.801 0.891 0.949 
1,000 0.015 0.102 0.202 0.303 0.409 0.529 0.668 0.801 0.895 0.950 
S.D. 100 0.065 0.089 0.103 0.116 0.127 0.140 0.137 0.121 0.100 0.075 
500 0.028 0.038 0.039 0.043 0.054 0.077 0.092 0.080 0.052 0.035 
1,000 0.021 0.026 0.026 0.028 0.035 0.058 0.083 0.074 0.043 0.026 
Table 4.10: Empirical Power of Residual-Based FDF Test (known d vs. estimated 
d). 
True d 0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 
T = 100 “ 
OLS-FDF(fi) 1.000 1.000 1.000 1.000 1.000 0.997 0.974 0.854 0.586 0.274 
OLS-FDF(d) 1.000 1.000 1.000 1.000 1.000 0.997 0.965 0.785 0.437 0.156 
CO-FDF(d) 1.000 1.000 1.000 1.000 0.998 0.977 0.912 0.757 0.493 0.248 
CO-FDF(d) 1.000 1.000 1.000 1.000 0.996 0.967 0.878 0.664 0.353 0.133 
r = 500 
OLS-FDF(d) 1.000 1.000 1.000 1.000 1.000 1.000 1.000 0.997 0.943 0.602 
OLS-FDF(d) 1.000 1.000 1.000 1.000 1.000 1.000 1.000 0.996 0.932 0.480 
CO-FDF(rf) 1.000 1.000 1.000 1.000 1.000 1.000 0.999 0.986 0.865 0.463 
CO-FDF(d) 1.000 1.000 1.000 1.000 1.000 1.000 1.000 0.985 0.827 0.327 
r = 1,000 
OLS-FDF(d) 1.000 1.000 1.000 1.000 1.000 1.000 1.000 0.999 0.981 0.772 
OLS-FDF(rf) 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 0.977 0.710 
CO-FDF(d) 1.000 1.000 1.000 1.000 1.000 1.000 1.000 0.999 0.970 0.629 
CO-FDF(d) 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 0.965 0.516 
56 
90 • 、. ^ 90 • 
80 . \ \ 80 . \ \ 
70 _ \ 70 • \ 
§ 60 . \ v\ § 60 \ \ \ 
云 50 • \ 乂\ G 50 . \ 罢 40. \ \ \ f40 、、；\ 
30 . 一 FDFest.d N ^ � 二. 一 FDFest.d � < > ) 
20 . FDF known d 、 . • 20 FDF known d 、.务 
10 . OLS-GPH 10 ‘ OLS-GPH ^ 0 ^ . . . _ , _ _ „ _ _ , _ , _ , _ , _ J 0 -L,_,__,__,_,__,__,__,__,__,___ 
0.0 0.2 0.4 0.6 0.8 1.0 0.0 0.2 0.4 0.6 0.8 1.0 
True d True d 
OLS Type vs. OLS-GPH, T = 100 CO Type vs. OLS-GPH, T = 100 
1 0 0 1 鲁 參 • 攀 1 0 0 -I • • • • • • • -fw 
90 . \ \ 90 • \\ 
80 • \ \ 80 A 
洛 70 . \ \ 承 70 V\ 
c 60 • 、於 g 60 . \\\ 
1 50 , � • B 50 • A 
f 40 • \ 署 40 . y 
30 • FDF est. d • $ : FDFest.d + 
20 _ FDF known d ⑶ FDF known d 
10 • OLS-GPH 10 OLS-GPH 
0 J . . . 0 . • ~ ^ ~ J 
0.0 0.2 0.4 0.6 0.8 1.0 0.0 0.2 0.4 0.6 0.8 1.0 
True d True d 
OLS Type vs. OLS-GPH, T = 500 CO Type vs. OLS-GPH, T = 500 
100 I 
90 • 、？V 90 • 
80 • \ b 80 • \ \ 
5? 70 S9 70 . A 
c 60 • 8 60 • P 
i 50 • V B 50 • t 
I 40 . 吾 40 . 
広 30 . PDF est d 工 = • FDF est. d 
20 . FDF known d 20 • FDF known d 
10 • OLS-GPH 10 . OLS-GPH 
0 _.__, 0 
0.0 0.2 0.4 0.6 0.8 1.0 0.0 0.2 0.4 0.6 0,8 1.0 
True d True d 
OLS Type vs. OLS-GPH, T = 1000 CO Type vs. OLS-GPH, T = 1000 
Figure 4.2: Empirical Power Plot of Residual-Based Test using FDF with an Esti-
mated d. 
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estimated. It is expected that the power improvement in the 'underest imated' 
class is more dominant and causes the overall power to be superior to the known 
d case. To accomplish this task, the simulated test statistics are classified accord-
ing to whether their corresponding d is underestimated or not, and the relative 
rejection frequencies are then computed. The results are tabulated in Table 4.11. 
Table 4.11: Decomposition of the Empirical Power of Residual-Based FDF Test 
(Classified by whether di is underestimated or not). 
T r u e d 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 二 
OLS-FDF Procedure 
T 二 100 
Num( i inder est.) 5,252 5,769 5,780 5,689 5,358 4,917 4,593 4,218 4,570 
Pow(unde r est.) 1.000 1.000 1.000 1.000 1.000 1.000 0.998 0.906 0.517 
Pow (others) 1.000 1.000 1.000 1.000 0.994 0.950 0.732 0.352 0.069 
Pow (overall) 1.000 1.000 1.000 1.000 0.997 0.974 0.854 0.586 0.274 
T = 500 
Niim(under est.) 4,953 5,342 5,356 5,212 4,853 4,406 3,886 3,226 3,029 
Pow(under est.) 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 0.971 
Pow (others) 1.000 1.000 1.000 1.000 1.000 1.000 0.995 0.916 0.441 
Pow (overall) 1.000 1.000 1.000 1.000 1.000 1.000 0.997 0.943 0.602 
T - 1,000 
Num(iinder est.) 5,104 5,210 5,257 5,080 4,728 4,277 3,745 3,138 , 2,673 
P o w (under est.) 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 0.999 
P o w ( o t h e r s ) 1.000 1.000 1.000 1.000 1.000 1.000 0 .999 0 .972 0 .688 
Pow(overa l l ) 1.000 1.000 1-000 1-000 1.000 1.000 0 .999 0 .981 0 .771 
CO-FDF Procedure 
T = 100 
Num( imder est.) 4,815 5,039 4,820 4,503 3,926 3,273 2,675 2,388 3,070 
Pow( i inder est.) 1.000 1.000 1.000 1.000 1.000 1.000 1.000 0.923 0.547 
Pow (others) 1.000 1.000 1.000 0.996 0.961 0.869 0.668* 0.358* 0.116 
Pow(overal l) 1.000 1.000 1.000 0.998 0.977 0.912 0.757 0.493 0.248 
T = 500 
Num(u n d e r est.) 4,484 4,670 4,535 4,091 3,203 2,154 1,195 607 770 
Pow(iinder est.) 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 0.975 
Pow (others) 1.000 1.000 1.000 1.000 1.000 0.999 0.984 0.856* 0.421* 
Pow (overall) 1.000 1.000 1.000 1.000 1.000 0.999 0.986 0.865 0.463 
T = 1,000 
Num(u n d e r est.) 4,720 4,658 4,587 4,086 3,223 2,056 930 345 264 
P o w(u n d e r est.) 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 
P o w (others) 1.000 1.000 1.000 1.000 1.000 1.000 0.999 0.968* 0.619* 
Pow (overall) 1.000 1.000 1.000 1.000 1.000 1.000 0-999 0.970 0.629 
* indicates the counterintuitive cases that Pow(others) is superior than the case when d is known. 
From the table, it is observed tha t the power of the 'underestimated' classes 
are always greater than tha t of the 'others' classes, which is consistent with 
our expectation. For OLS-FDF, the 'others' classes have less power than the 
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case when d is known while the 'underestimated' classes have significant power 
improvement. For example, the power of FDF when di = d = 0.9 is 0.156 when 
T = 100 (from Table 4.6). The corresponding power for the 'underestimated' 
and 'other' class when d is estimated are 0.517 and 0.069 respectively. The 
significant power improvement in the 'underestimated' class dominates the power 
reduction in the 'others' class and causes the overall power to increase. The same 
phenomenon holds for OLS-FDF consistently. But for CO-FDF, the power of the 
'others' class is also greater than the case when d is known occasionally (marked 
* in Table 4.11), and the overall power is superior to the known d case. As an 
example, for T = 500 and d = 0.9, the power of CO-FDF in 'others' class is 
0.421, which is larger than the case with d is known, 0.327. This indicates why 
the power improvement for CO-FDF seems to be more significant than OLS-FDF 
in Table 4.10. However, since the CO-FDF is rather indirect, it seems difficult to 
come up with a simple explanation to this phenomenon at present. 
59 
4.4 The Augmented Fractional Dickey-Fuller 
When there are serial correlations in errors, it is natural to extend the FDF 
test to the Augmented FDF (AFDF), which corrects for the presence of serial 
correlations as long as sufficient lagged Aut are included in the FDF regression. 
Specifically, the FDF regression in (3.2) is modified as, 
p 
Aut 二 + Q/^ut-i + Q , (4.1) 
i = l 
A 八 
and we are testing HQ :小=0 against HI : 0 < 0. 
Although we have not studied the asymptotics of the residual-based AFDF 
test, we may get some ideas on how it perforins through a Monte Carlo experi-
ment. As mention before, the augmented procedure reduces the power of the test 
under the alternative, and we would like to study how serious is the power re-
duction. One important issue in the augmented testing procedure is the selection 
of number of lags, p. Usual practice is to choose p according to the sample size, 
or based on some data-based criteria, such as the Akaike information criterion 
(AIC) and the Schwarz information criterion (SIC). To have a more comparable 
result with Di t tmann (2000), we follow his lag selection method of using the mean 
square prediction error (MPE) criterion as described in Fuller (1996). The MPE 
criterion does not have any likelihood specification and is closely related to the 
AIC. The MPE criterion is computed as 
鹏 ⑷ 二 T-Tp — vr — lp 一 2 ’ 
t—p+2 
where et is the estimated residuals from regression (4.1). We then choose the 
smallest p for which MPE(jp) < MPE{p + 1) to be the selected lag for AFDF 
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regression. 
We simulated the empirical critical values of the residual-based AFDF test 
using 100,000 pairs of non-cointegratiiig series with T = 100 and T = 500, and 
tabulated the results in Tables 4.12 and 4.13. Although the asymptotic distri-
bution of the residual-based AFDF test under the null is not known, one might 
guess that it will converge to the same distribution as the residual-based FDF 
test, analogous to the relation between AFDF and FDF in the unit root context. 
From Tables 4.12 and 4.13, it can be seen that the critical values do not support 
such an assertion. Comparing these tables with Tables 4.1 and 4.3 further reveals 
that the critical values of the AFDF and FDF are very different in finite sample. 
Cheung and Lai (1995) point out that empirical critical values of ADF can be 
sensitive to the lag order, even it is not the case asymptotically. As a result, they 
suggest using response surface equations to approximate the finite sample critical 
values for the test of different lag lengths and sample sizes. Their observation 
indicates that special care is needed when performing augmented test in finite 
samples. Both the sample size and the lag order will distort the size of the test if 
asymptotic critical values are used. The current observation from our experiment 
indicates a similar phenomenon presents in the residual-based testing framework. 
Empirical power results similar to those in Sections 4.2 and 4.3 are com-
puted for T = 100 and T 二 500 using 10,000 replications. Tables 4.14 and 4.15 
present the empirical power of AFDF cointegration test with different combi-
nations of (ch,d), and Table 4.16 and Figure 4.3 give comparison between the 
ADF, AFDF and GPH cointegration test. Our OLS-ADF empirical power result 
is consistent with Dit tmann (2000). All the augmented type of tests have power 
reduction as expected, but the power of the AFDF test still outperforms the OLS-
GPH test, except for the CO-AFDF when T = 500 and d equals 0.5’ 0.6，and 0.7. 
Overall, the result is quite satisfactory, and more importantly, it shows that the 
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Table 4.12: Empirical Critical Values of OLS-AFDF Cointegration Test. 
T T ---- 100 T = 500 
di / s i g . l e ~ 10% 5% 1% “ 10% 5% 1% 
-2.60 -2.93 -3.62 -2.49 -2.80 -3.41 
0.05 -2.56 -2.90 -3.59 -2.45 -2.76 -3.39 
0.10 -2.52 -2.87 -3.56 -2.40 -2.72 -3.36 
0.15 -2.48 -2.83 -3.53 -2.36 -2.69 -3.33 
0.20 -2.44 -2.81 -3.51 -2.31 -2.65 -3.31 
0.25 -2.41 -2.77 -3.49 -2.26 -2.61 -3.28 
0.30 -2.37 -2.74 -3.46 -2.22 -2.58 -3.26 
0.35 -2.34 -2.71 -3.43 -2.18 -2.55 -3.22 
0.40 -2.31 -2.69 -3.41 -2.14 -2.52 -3.20 
0.45 -2.27 -2.66 -3.40 -2.10 -2.49 -3.18 
0.50 -2.24 -2.63 -3.36 -2.07 -2.46 -3.15 
0.55 -2.20 -2.59 -3.34 -2.04 -2.43 -3.12 
0.60 -2.17 -2.56 -3.30 -2.01 -2.40 -3.10 
0.65 -2.14 -2.53 -3.28 -1.98 -2.37 -3.07 
0.70 -2.11 -2.49 -3.23 -1.95 -2.34 -3.05 
0.75 -2.07 -2.46 -3.20 -1.92 -2.31 -3.01 
0.80 -2.04 -2.43 -3.17 -1.89 -2.27 -2.98 
0.85 -2.00 -2.40 -3.14 -1.86 -2.23 -2.95 
0.90 -1.97 -2.37 -3.10 -1.84 -2.20 -2.92 
0.95 -1.94 -2.33 -3.05 -1.81 -2.17 -2.89 
Table 4.13: Empirical Critical Values of CO-A FDF Cointegration Test. 
T T = 100 T = 500 
di / sig.lev.~ 10% 5% 1% 10% 5% 1% 
^ ^ - 2 . 4 8 ~ T T I - 2 . 0 4 - 2 . 7 3 
0.05 -2.08 -2.48 -3.27 -1.69 -2.03 -2.73 
0.10 -2.08 -2.48 -3.29 -1.67 -2.02 -2.71 
0.15 -2.07 -2.47 -3.27 -1.66 -2.01 -2.72 
0.20 -2.05 -2.47 -3.26 -1.64 -2.01 -2.73 
0.25 -2.05 -2.46 -3.26 -1.63 -2.00 -2.72 
0.30 -2.04 -2.45 -3.24 -1.62 -2.00 -2.73 
0.35 -2.03 -2.44 -3.24 -1.61 -2.00 -2.74 
0.40 -2.01 -2.44 -3.24 -1.61 -2.00 -2.75 
0.45 -2.00 -2.43 -3.24 -1.61 -2.01 -2.75 
0.50 -1.99 -2.42 -3.21 -1.61 -2.01 -2.75 
0.55 -1.97 -2.41 -3.19 -1.61 -2.01 -2.76 
0.60 -1.97 -2.40 -3.18 -1.61 -2.03 -2.76 
0.65 -1.96 -2.37 -3.15 -1.61 -2.03 -2.76 
0.70 -1.93 -2.36 -3.13 -1.62 -2.03 -2.76 
0.75 -1.92 -2.34 -3.12 -1.62 -2.03 -2.75 
0.80 -1.90 -2.31 -3.09 -1.63 -2.02 -2.74 
0.85 -1.88 -2.29 -3.07 -1.63 -2.02 -2.72 
0.90 -1.87 -2.27 -3.05 -1.63 -2.02 -2.71 
0.95 -1.85 -2.25 -3.00 -1.62 -2.01 -2.70 
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Table 4.14: Empirical Power of OLS-AFDF Cointegration Test. 
di/d 0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 
T = 100 
0.0 1.000 0.998 0.989 0.954 0.876 0.720 0.533 0.347 0.183 0.084 
0.1 1.000 1.000 0.997 0.983 0.941 0.825 0.653 0.448 0.224 0.095 
0.2 1.000 1.000 0.999 0.996 0.976 0.909 0.768 0.544 0.269 0.102 
0.3 1.000 1.000 0.999 0.996 0.985 0.952 0.851 0.625 0.305 0.113 
0.4 0.999 0.999 0.997 0.993 0.986 0.967 0.892 0.673 0.328 0.115 
0.5 0.999 0.998 0.996 0.990 0.981 0.964 0.896 0.688 0.343 0.118 
0.6 0.999 0.998 0.994 0.989 0.980 0.956 0.889 0.684 0.349 0.119 
0.7 0.998 0.997 0.993 0.986 0.978 0.944 0.873 0.659 0.338 0.119 
0.8 0.999 0.997 0.992 0.985 0.972 0.926 0.832 0.619 0.319 0.116 
0.9 1.000 0.999 0.996 0.989 0.965 0.901 0.781 0.571 0.301 0.113 
T = 500 ‘ 
0.0 1.000 1.000 1.000 1.000 0.995 0.961 0.837 0.599 0.330 0.143 
0.1 1.000 1.000 1.000 1.000 1.000 0.988 0.917 0.724 0.433 0.187 
0.2 1.000 1.000 1.000 1.000 1.000 0.997 0.964 0.827 0.543 0.250 
0.3 1.000 1.000 1.000 1.000 1.000 1.000 0.987 0.905 0.667 0.312 
0.4 1.000 1.000 1.000 1.000 1.000 1.000 0.997 0.960 0.784 0.380 
0.5 1.000 1.000 1.000 1.000 1.000 1.000 0.999 0.985 0.863 0.428 
0.6 1.000 1.000 1.000 1.000 1.000 1.000 0.999 0.987 0.888 0.446 
0.7 1.000 1.000 1.000 1.000 1.000 1.000 0.999 0.985 0.882 0.441 
0.8 1.000 1.000 1.000 1.000 1.000 1.000 0.998 0.983 0.868 0.423 
0.9 1.000 1.000 1.000 1.000 1.000 1.000 0.999 0.980 0.841 0.402 
A F D F tes t w i t h e s t i m a t e d di is p rac t i ca l a n d still gives cons iderab le i m p r o v e m e n t 
in power over t h e O L S - G P H tes t . For O L S - A F D F wi th T = 500, t h e power a t 
d = 0.9 is even doub led to 55.2% when c o m p a r e s wi th O L S - G P H tes t . All these 
r e su l t s p o i n t t o t h e use of O L S - A F D F co in tegra t ion tes t w i th e s t i m a t e d d over 
t h e o t h e r t es t s , p rov ided t h a t we are able to o b t a i n a set of empi r ica l cr i t ical 
va lues acco rd ing t o t h e co r r e spond ing s a m p l e size and to a c c o m m o d a t e t h e size 
d i s t o r t i o n p r o b l e m . 
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Table 4.15: Empirical Power of CO-A FDF Cointegration Test. 
di/d 0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 
T = 100 "“ “ 
0.0 1.000 0.998 0.985 0.936 0.819 0.623 0.405 0.234 0.129 0.075 
0.1 1.000 0.999 0.994 0.966 0.880 0.712 0.495 0.297 0.157 0.080 
0.2 1.000 1.000 0.998 0.985 0.929 0.797 0.597 0.367 0.189 0.088 
0.3 1.000 1.000 0.998 0.992 0.960 0.862 0.684 0.441 0.219 0.095 
0.4 1.000 0.999 0.997 0.992 0.972 0.898 0.746 0.499 0.240 0.102 
0.5 1.000 0.999 0.996 0.990 0.970 0.913 0.775 0.530 0.260 0.103 
0.6 0.999 0.998 0.994 0.987 0.966 0.910 0.782 0.544 0.269 0.106 
0.7 0.998 0.997 0.992 0.982 0.963 0.898 0.769 0.541 0.274 0.107 
0.8 0.999 0.997 0.992 0.979 0.956 0.881 0.744 0.520 0.267 0.107 
0.9 1.000 0.998 0.995 0.981 0.945 0.848 0.699 0.482 0.251 0.103 
T 二 500 — 
0.0 1.000 1.000 1.000 1.000 0.994 0.916 0.629 0.293 0.139 0.093 
0.1 1.000 1.000 1.000 1.000 0.998 0.949 0.719 0.393 0.194 0.114 
0.2 1.000 1.000 1.000 1.000 0.998 0.967 0.796 0.496 0.266 0.140 
0.3 1.000 1.000 1.000 1.000 0.999 0.977 0.855 0.607 0.361 0.176 
0.4 1.000 1.000 1.000 1.000 1.000 0.988 0.907 0.727 0.479 0.210 
0.5 1.000 1.000 1.000 1.000 1.000 0.995 0.954 0.846 0.617 0.251 
0.6 1.000 1.000 1.000 1.000 1.000 0.997 0.977 0.916 0.706 0.280 
0.7 1.000 1.000 1.000 1.000 1.000 0.996 0.978 0.930 0.730 0.292 
0.8 1.000 1.000 1.000 1.000 1.000 0.996 0.975 0.922 0.724 0.291 
0.9 1.000 1.000 1.000 1.000 1.000 0.996 0.972 0.902 0.686 0.278 
Table 4.16: Empirical Power Comparison of Residual-Based Test using ADF, 
A FDF, and GPH. 
True d 0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 o J ^ 
T 二 100 
OLS-AFDF(d) 1.000 1.000 0.999 0.998 0.993 0.977 0.933 0.788 0.496 0.216 
OLS-AFDF(d) 1.000 1.000 0.999 0.996 0.986 0.964 0.889 0.659 0.319 0.113 
OLS-ADF 1.000 0.998 0.989 0.954 0.876 0.720 0.533 0.347 0.183 0.084 
CO-AFDF(d) 1.000 1.000 0.999 0.997 0.986 0.944 0.852 0.676 0.416 0.198 
CO-AFDF(F/) 1.000 0.999 0.998 0.992 0.972 0.913 0.782 0.541 0.267 0.103 
CO-ADF 1.000 0.998 0.985 0.936 0.819 0.623 0.405 0.234 0.129 0.075 
OLS-GPH 1.000 1.000 1.000 0.997 0.978 0.907 0.719 0.463 0.232 0.098 
T 二 500 
OLS-AFDF(c/) 1.000 1.000 1.000 1.000 1.000 1.000 0.999 0.989 0.904 0.552 
OLS-AFDF(d) 1.000 1.000 1.000 1.000 1.000 1.000 0.999 0.985 0.868 0.402 
OLS-ADF 1.000 1.000 1.000 1.000 0.995 0.961 0.837 0.599 0.330 0.143 
C O - A F D F ( d ) 1.000 1.000 1.000 1.000 1.000 0.998 0.984 0.948 0.802 0.425 
C O - A F D F ( d ) 1.000 1.000 1.000 1.000 1.000 0.995 0.977 0.930 0.724 0.278 
CO-ADF 1.000 1.000 1.000 1.000 0.994 0.916 0.629 0.293 0.139 0.093 
OLS-GPH 1.000 1.000 1.000 1.000 1.000 1.000 0.999 0.962 0.709 0.255 
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After recognizing a new testing methodology for univariate unit root, which has 
good power performance against fractional integration, we apply it in the residual-
based testing framework to test the null of no cointegration. The motivation is 
that existing residual-based tests have low power against fractional cointegration, 
so improvement is desirable and achievable through the incorporation of the new 
unit root test, FDF. More specifically, the OLS-FDF and CO-FDF tests are pro-
posed. Both of them can be easily implemented since they just involve two-stage 
regressions. Thus, this thesis aims at providing a simple and useful framework to 
identify multivariate time series having fractional cointegration dynamic. 
The asymptotic null distributions of OLS-FDF and CO-FDF test are de-
rived, which depend on the order of fractional cointegration (i.e. CI(1,1 — d � ) 
under the alternative. Our result for OLS-FDF entails the OLS-DF test of Phillip 
and Ouliaris (1990) as a special case. We also adopt the idea of Hansen (1990) 
and show that CO-FDF has the same asymptotic distribution as its unit root 
counterpart. However, finite sample study shows that OLS-FDF has size distor-
tion for certain alternatives (di > 0.5). In contrast, CO-FDF performs quite well 
in terms of its size for sufficiently large sample T > 500. 
66 
Power can be improved by implementing the test using asymptot ic critical 
values. In order to adjust for the size distortion issue, we focus on the use of em-
pirical critical values and find that there is still substantial power improvement 
over the existing tests. More practical versions of the test are also considered, 
including the use of an estimated di and the augmented version for correction of 
serial correlations. The residual-AFDF is worth studying in particular, since aug-
mented test results in power reduction against fractional integration in unit root 
testing and the power of residual-based test may also be affected. Fortunately, 
although there is power reduction as expected, the OLS-AFDF test is still more 
powerful than the OLS-GPH test. 
To conclude, we have successfully improved the power of residual-based 
test by adopting the FDF in the second step. Special care has to be taken when 
testing against certain alternatives since there may be substantial size distortion, 
which means committing Type I error out of the researcher's control. The use 
of empirical critical values is highly recommended to minimize the size distortion 
problem due to sample size and the number of lags included in the augment 
version of the test. 
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