We investigate the problem of deciding the Diophantine theory (resp. the existential first order theory), of some torsion free relatively hyperbolic group (i.e. the problems of satisfiability of finite systems of equations (resp. of equations and inequations) with coefficients). We give a positive answer to the second problem when the parabolic subgroups are abelian, and to the first problem, more generally, when the existential first order theory of each parabolic subgroup is decidable.
Then, there exists a free group F , and an algorithm, such that, for all finite system Φ of equations with coefficients in Γ, the algorithm's output is a finite family Ψ 1 , . . . , Ψ N of systems of equations with coefficients in H = F * P 1 * . . . * P n satisfying the property that Φ has a solution in Γ if, and only if, Ψ k has a solution in H for some k.
A result of V. Diekert and M. Lohrey ( [14] , Theorem 3.10, announced as Theorem 2 in [13] ) asserts, in particular, that decidability of existential first order theory is stable under taking graph products. A graph product is a construction introduced by E. Green in [19] generalizing both free product and direct product. These groups are quotients of free products, by commutation relations between selected pairs of the free factors. Let us mention that in the case of abelian groups this stability result was known since a result of V. Diekert, Y. Matiyasevich, and A. Muscholl in [15] .
Thus, this result can be combined with our proposition to give our following result, as well as many examples to which it applies.
Theorem 0.2 Let P 1 , . . . , P n be groups with decidable existential first order theory.
Let Γ be a torsion free relatively hyperbolic group with n conjugacy classes of maximal parabolic subgroups, isomorphic to the groups P i , i = 1, . . . , n. Then there is an algorithm that decides whether a given finite system of equations with coefficients in Γ has a solution in Γ.
Satisfiability of finite systems of equations is, of course, decidable in finitely generated free abelian groups. This holds also for virtually abelian groups.
Corollary 0.3 Let Γ be a torsion free relatively hyperbolic group with virtually abelian parabolic subgroups. Then the Diophantine theory of Γ is decidable.
This treats the case of torsion free CAT(0) groups with isolated flats, and groups acting freely on R n -trees. This appears among Z.Sela's questions [36] . Other aspects of Sela's program, such as Hopf property, a study of the automorphism group, the property of being equationally Noetherian (that is, any system of equations is equivalent to a finite system) can be found for "toral" groups (parabolic subgroups are assumed to be free abelian) in the work of D. Groves [21] - [22] .
We now focus on the case of these toral groups, where all parabolic subgroups are free abelian. Our result can be used to recover a result of O. Kharlampovich, A. Myasnikov and D. Serbin on limit groups. Let us recall that a finitely generated group is a limit group (or an ω-residually free group) if its coefficient-free existential theory is that of a free group. In [25] (Theorem 14.1, see also [26] ), it is proved that satisfiability of finite systems of equations with coefficients in limit groups is decidable. On the other hand, we proved in [8] that any limit group is a toral relatively hyperbolic group. Thus our approach provides another proof of the solvability of finite systems of equations in limit groups, based on their relative hyperbolicity. However, the result in [25] is stronger (but quite technical), since it gives the structure of the set of solutions, as a (computable) Makanin-Razborov diagram.
The second step of this paper deals with the decidability of existential theory for some relatively hyperbolic groups. We in fact use a refinement of the Proposition 0.1, that takes into account some regularity properties of the expected solutions of systems of equations. With this refinement, we are able to lift in the free product H not only the equations as systems of equations (as before), but also the inequations as constraints on unknowns in H, of the form " the unknown ζ i must be in a language L i ", where L i is, under mild hypothesis, recognized by a finite state automaton. The solvability of equations in free groups with regular constraints was established by K. Schulz [33] , and various variations were developed in free products (and graph products) by V. Diekert A. Muscholl, M. Lohrey and other authors ( [12] [16] [14] ).
In section 2.3 we explain how to exploit this to solve systems of equations and inequations in hyperbolic and relatively hyperbolic groups. [35] ).
Theorem 0.4 The existential first order theory with coefficients of a torsion free hyperbolic group is decidable. (originally due to Z. Sela
The existential first order theory with coefficients of a torsion free group hyperbolic relative to a family of abelian subgroups is decidable.
An important issue about such a problem is the effectiveness of the procedure: which algorithm solves the problem, knowing that there exists one ? Our study gives an effective procedure, provided that a priori three conditions are fulfilled. Namely, we require that one knows an effective algorithm for the decidability of finite systems of equations and inequations in the parabolic subgroups; we also require that one knows the hyperbolicity constant of a coned off Cayley graph for Γ (see definitions below) and that one knows the complete list of simple relations of given relative length in Γ (there are only finitely many for every given length). Depending on "how" the group is known, this can be problems of various difficulties.
The third and final step of this paper is to establish some results about the effectiveness of the procedure in the case of free abelian parabolic subgroups. In particular, we explain that the result of Theorem 0.4 is uniform, in the sense that there is an algorithm that solves the problem, and whose only input is an arbitrary finite presentation of the group, and the system of equations.
In a concluding paragraph, we list our results in order of increasing generality, and decreasing uniformity.
Another natural class of parabolic subgroups is the class of virtually nilpotent groups. They occur geometrically as parabolic subgroups in pinched geometrically finite manifolds. It is worth noting that there exists nilpotent groups in which equations are not solvable in general (V. Roman'kov [32] ).
For their encouragements, I would like to thank M. Sapir, O. Kharlampovich. I would like also to thank also I. Bumagin, and D. Groves for interesting discussions. I am grateful to M. Bridson who suggested the Lemma 3.5).
1 Tools and preliminaries
Definitions
Let us recall a definition of relatively hyperbolic groups (references are now classics, let us cite B. Bowditch [3] , B. Farb [18] ). We use a definition formulated by Bowditch. Definition 1.1 [3] Let Γ be a finitely generated group and G a family of finitely generated subgroups of Γ. Let us recall that this graph can be chosen to be a coned off graph for the pair (Γ, G), that is (see [18] ), a Cayley graph of Γ where, for every coset of a family of representative of conjugacy classes of parabolic subgroups, a vertex has been added, and a family of edges from this vertex to the elements of the coset.
In the applications of our constructions, the case of abelian parabolic subgroups plays an important role. We adopt the vocabulary introduced by D. Groves.
Definition 1.2 We say that a group Γ is a toral relatively hyperbolic group if it is torsion free, and if there exists a family of non-cyclic abelian subgroups relative to which Γ is hyperbolic.
We will use the constructions of [9] . Let us simply recall a few simple notions introduced there. The angle between two consecutive edges (v 1 , v 2 ) and (v 1 , v 3 ) of a graph, is the length of a shortest path between the vertices v 2 and v 3 , among the paths that do not contain the vertex v 1 . The maximal angle of a path is the maximum of the angles of consecutive edges of this path. The cone centered at a vertex v and an edge e = (v, v ′ ), with v ∈ e, of radius R > 0 and angle θ > 0 is the set of vertices that one can reach from v ′ by a path p starting by the edge e, of length at most R, and of maximal angle at most θ. In the graphs associated to relatively hyperbolic groups, as provided by Definition 1.1, all the cones are finite.
Assumptions
Let (Γ, G) be a relatively hyperbolic group, which we assume to be without torsion. We consider the coned off graph CayΓ for some generating set. It is hyperbolic, and we note δ a hyperbolicity constant.
We will assume that we know δ, and that we have a solution to the word problem for the groups in G (hence for Γ, see [18] ).
We will also assume that we know the list of relations of given positive relative length, that are irreducible in the sense that they are not product of two shorter relations (for the relative length). Note that, by the last property of the definition, for all L, there are only finitely many such relations of length L. Knowing this allows to compute effectively any cone in the graph CayΓ, since one can then compute the list of edges that make a given angle with a chosen edge.
In the rest, the word "computable" is to be understood as with this preliminary knowledge. Note that in the hypothesis of the Proposition 0.1, the parabolic subgroups have solvable word problem, hence Γ also.
Canonical cylinders, paths, and representatives
Let us briefly recall the results of our constructions of [9] (where details can be found). In the following, for a and b in CayΓ, and l ∈ N, the set Cyl l (a, b) (read "cylinder of parameter l for the pair (a, b)") is a finite, computable subset of CayΓ, lying in a union of cones of known radius and angle, (say R), and centered on the edges of a geodesic path from a to b. A slice of a cylinder is a computable equivalence class for a certain relation (defined by a cocycle). It lies in a cone of known center, radius and angle (say R ′ ), and two consecutive slices lie in a cone of known center, radius and angle. See Lemma 2.19 and 2.20 in [9] . The definition of these slices and cylinders are compatible with isometries, so that one has the important property that Cyl l (a, b) = γ −1 Cyl l (γa, γb) for all γ ∈ Γ (see Lemma 2.7 ibid.). The main property of cylinders and slices is a stability property, which we reproduce now, that states that they almost coincide in selected triangles. 
(and analogues permuting x, y and z) where R x,y,z = (y · z) x − M (n), is the Gromov product in the triangle, minus a computable constant M (n) depending on n and on CayΓ.
, and αβγ = 1, the ordered slice decomposition of the cylinders is as follows.
where S 1 , . . . , S k , T 1 , . . . , T m and V 1 , . . . , V p are slices and where each H v , (v = x, y, z) is a set of at most M (n) consecutive slices, without parabolic slice of angle more than M (n).
The absence of torsion allows to complete the construction into canonical representative of paths in CayΓ, in the same way than in [31] . Let F 1 be a (finite) family of representative of Γ-orbits of subsets of CayΓ that are contained in some cone of radius and angle R. Let us make the choice, for each σ ∈ F 1 , of a point x σ ∈ σ, which we call the center of σ.
Similarly let F 2 be a (finite) set of equivalence classes of Γ-orbits of pairs of points that are contained in a cone of radius and angle R ′ . For all pair of points x 1 , x 2 in F 2 , let us choose a geodesic path g x1,x2
in CayΓ joining them, and let us call this path a junction. Proof. Let γ 1 and γ 2 be two different elements such that γ 1 σ = γ 2 σ. Then γ = γ −1 2 γ 1 fixes σ. Therefore, the group < γ > generated by γ has a finite orbit, it is then finite or parabolic (Lemma 3.2 in [9] ). The group Γ being without torsion, γ is parabolic. But in this case, < γ > fixes only one point, and acts freely on the complement in CayΓ. This implies that σ is reduced to a parabolic point. Corollary 1.5 For all slice σ of all cylinders, there exists a unique point x σ ∈ Γ such that for all γ ∈ Γ such that γσ ∈ F 1 , one has γx σ equals to the center of γσ.
Proof. This is obvious from Lemma 1.4. By abuse of terminology, we will call such an element x σ , the center of σ. Proof. This is by definition of F 2 and by property of consecutive slices (Lemma 2.19 in [9] recalled in the paragraph introducing the section).
By a similar abuse of terminology, we call such a path a junction. For all cylinder Cyl l (x, y), we define the path p l (x, y) to be the concatenation of all the junctions between its consecutive slices.
From Theorem 1.3, one has the immediate: is a computable constant depending on CayΓ and on n, such that
Before going further, we note an interesting property of our canonical paths obtained Proof. Since junctions are geodesics of length at most 1000δ, it is enough to check the inequality
, between centers of slices. Hence, let f be an arc length parameterization of the path, and let a ′ and b ′ be so that f (a ′ ) and f (b ′ ) are centers of slices in the slice decomposition. Then, between these two points, the path uses at least |b ′ − a ′ |/(1000δ) junctions, since any junction is shorter than 1000δ, by Corollary 2.20 in [9] . Therefore,
, where n is the of slices between f (b ′ ) and f (a ′ ). Now, let us bound from below the distance between two points x and y in slices separated by n other slices in the slice decomposition of a cylinder Cyl(g, g ′ ). It is enough to treat only the case of cylinders without parabolic slice. By the definition of slices (see [9] 
L (x) represent the set of points of Cyl(g, g ′ ) at distance at least 100δ from x and that are closer to g than x (L stands for left, and R for right: the role of g and g ′ are permuted). Therefore, one of these four sets must have cardinality at least n/4, say without loss of generality that
. But a cylinder is contained in the union of cones of radius and angle R centered at the edges of a geodesic between g and g ′ . Therefore, this set contains two points that are at least n/(4M ) apart, where M is an upper bound to the cardinality of cones of radius and angle R. One concludes that
This allows to conclude for f (a
Instead of words, seen as elements in free groups, like in [31] , we interpret our representatives as elements in the group defined as a free product H = F * ( * P ∈G P ), where the free product is taken on the family of maximal parabolic subgroups of Γ, modulo conjugacy, and where F is the free group on the given generators of Γ. For that, we associate an element of H to every initial subsegment of p l (x, y), inductively.
Assume that, to the initial subsegment p n of length n that does not end on a parabolic point, we associate the element h n of H. Then if the subsequent edge e n+1 of p l (x, y) is an edge of Cay(Γ) labeled by an element of the generating family, s, we define h n+1 to be h n+1 = h n s. If e n+1 leads to a parabolic point v, then we consider directly p n+2 = (p n e n+1 e n+2 ) to which we associate h n+2 = h n g, where g is the element of the parabolic group P ∈G conjugated to the stabilizer of v, such that g(h
, the element h l (γ) depends only on γ, not on x and y in Cay(Γ).
A fundamental property of free products is that their elements admit very simple expressions. We call regular form of an element h ∈ H any decomposition of h in product h = f 0 p 1 f 1 p 2 f 2 . . . f n−1 p n , for some n, where the f j are in F (possibly trivial), the p j are called the pieces, and are non trivial elements of some factor group P ∈G (depending on j), and such that if f j = 1, then p j = (p j+1 ) −1 . The Proposition 1.7 gives, for our paths:
For all α, β, γ in F ∪ F −1 , with αβγ = 1, the following holds: There exists y i and c i (i = 1, 2, 3), elements of H, such that
and such that
• either: each c i has a regular form of at most M ′ (n) pieces, each of them of length at most M ′ (n) in the corresponding factor group, where M ′ (n) are the constants of Proposition 1.7
• or: all the c i belong to the same factor group P and the product c i c 2 c 3 equals 1 in P . We call this situation a "completely parabolic hole".
Note that we need to distinguish these two cases, the second one appearing when the paths C i of Proposition 1.7 are empty.
2 Satisfiability of equations in relatively hyperbolic groups 2.1 Reducing the equations satisfiability problem to that in free products
We are now ready to reduce the study of satisfiability of equations in Γ to a similar problem in H = F * ( * Pi∈G P i ). Let us denote by π the canonical projection π : H → Γ.
Let Φ be a system of equations in Γ with coefficients a 1 , . . . , a k ∈ Γ, and unknowns x 1 , . . . , x n . By a classical argument of substitution of new unknowns, one can assume, without loss of generality, that the system is triangular (equations have length 3), so that we can write Φ as the system of the equations φ j below:
where all the z (j,s) are among a 1 , . . . , a k , x 1 , . . . , x n .
We want to construct finitely many finite systems of equations in H, with coefficients in H, such that Φ has a solution in Γ if and only if one of these systems has a solution in H.
For every possible value l in [1, 10 30 (δ + 1) 10 ], and for every choice of a subset C of {1, . . . , q}, and for every map ω defined on C, on the triples of elements of H of length at most M ′ (n) 2 , which we note ω(j) = (c We define the systems ψ l,C,ω to be with unknowns being the y r,s , where r ≤ q and s ∈ Z/3Z, and also the c r i for r / ∈ C:
For convenience, we add a family of unknowns ζ (j,s) and equations
Obviously, the system of equations 2-5 is equivalent to the system of equations 2-4. We call reduction in CayΓ of a path p in CayΓ, the path obtained from p by removing all subpaths of the form aa −1 , and replacing the subpaths in cosets of parabolic subgroups by the shortcuts of length 2 in CayΓ, via the infinite valence vertices. Proof. For an arbitrary solution of Φ, Proposition 1.9 guaranties the existence of a constant l and of a stable decomposition into canonical representatives of the a i and the x i according to this constant. This defines also a subset C of {1, . . . , q} of those indices j where the hole in the accidental representatives of the triangle z (j,1) , z (j,2) , z (j,3) is not completely parabolic, in the terminology of Proposition 1.9. For all other index r / ∈ C, the hole is completely parabolic, hence the elements of H c For each j, we define the elements y (j,s) by the formula
given by the decomposition of Proposition 1.9 in the triangle z (j,1) , z (j,2) z (j, 3) . This is well defined by the stability property of canonical representatives. One thus obtains a family of elements c j s ∈ H, for j ∈ C, of bounded length in Γ and satisfying π(c Proof. Simply defining z (j,s) to be equal to the canonical projection of
One can now prove the Proposition 0.1, with a little refinement. Proof. In our notations, H is the free product H = F * ( * GP ), where F is the free group on a generating set of Γ. Our algorithm is as follows. Let Φ be a system of q triangular equations in Γ with coefficients. First, for all l ∈ [1, 10 30 (δ +1) 10 ], compute the canonical representative for l of the coefficients of the system. This requires the knowledge of δ and of the cones of known radius and angle, (finitely many up to the action of Γ), which are computable if one knows the list of irreducible relations of given relative length. Then, make the list L 1 of possible subsets of {1, . . . , q}, and also the list L 2 of words of length at most
Then make the list L 3 of triples of L 2 whose product equal 1 in Γ, with a solution of the word problem in Γ. Finally, for all l ∈ [1, 10
, for all C ∈ L 1 , and for all |C|-tuple ω of elements of L 3 , write the finite system ψ l,C,ω of equations in H as defined by (2-4). By Lemma 2.2 and Lemma 2.1, this family of systems satisfy the requirements of the Proposition.
Satisfiability of equations
Recall that the existential first order theory of a group is characterized by the set of all finite systems of equations and inequations with coefficients, that admit a solution. From Theorem 3.10 in [14] , we know that the existence of solutions of finite systems of equations in H is decidable (in fact even the existential first order theory), provided the existential first order theory of each factor is decidable. Therefore, applying Proposition 2.3, we get: Proof. It suffices to prove the result for finitely generated virtually abelian groups. Any such group Γ is abelian-by-finite: it splits as an exact sequence 1 → A → Γ → F → 1 where A is free abelian of finite rank, and F is finite. Hence we are left with the lemma.
Lemma 2.6 There exists an algorithm satisfying:
Input: an integer n, a finite group F , a morphism ρ: F → SL n (Z), a finite presentation of Γ splitting as 1 → Z n → Γ → F → 1, with the given action of F on Z n , a (set theoretic) cross section s : F → Γ, s(F ) =F , and a system of equations and inequations in Γ.
Output: whether there exists a solution of the system in Γ.
Given a finite system of equations and inequations in Γ, one can project the system in F and find all the solutions. For each solution (f ) of the projected system, one can lift (f ) by the cross section s in Γ in the preferred setF of representatives of F , in order to get a system in Γ where unknowns are in A = Z n . For example, if an equation of the original system is φ j : z (j,1) z (j,2) z (j,3) = 1, one changes it into
wheref (j,i) ∈F are the images by s of the solutions in (f ), (hence are known coefficients), and where
One gathers all thef (j,i) to the left, by using the action of ρ(F ) < SL n (Z) on A: for all f ∈F , af = f (ρ(f )(a)) for all a ∈ A. As we know explicitly the map ρ, one can compute a
) , in terms of the coefficients of a (j,i) expressed in our basis of A. Therefore one is left with the equation
(and similarly for inequations). The first product of three terms is assumed to be in A, since we started with a solution of the projected system in F . The results of these products of three elements inF that are in A (there are finitely many) are computable, thus one is left with a system of linear equations in the coefficients of the a (j,i) in a chosen basis of A. Such systems are decidable, and, by construction, the original system has a solution if, and only if, one of the new linear systems (associated to solutions of the projected system in F ) has a solution.
Systems of Equations and Inequations
We will now consider finite systems of equations and inequations (negations of equations) in a relatively hyperbolic group Γ. The group H is the free product defined in the previous section, and it maps naturally on Γ, by the projection π : H → Γ.
The condition of the last assertion of Proposition 2.3 that solutions in H should project as local quasigeodesics in Γ will turn out to be crucial, here. In particular, the following problem may be undecidable: given a system Ψ of equations in H, and a certain list of preferred unknowns, does there exist a solution with the constraint that the listed unknowns are not in Ker(π)? Indeed, this is what forced Sela to use deep and technical refinements about equations in free monoids with paired alphabet in his solution to the isomorphism problem for torsion free hyperbolic groups with no small action on a R-tree [34] .
Languages in groups
Let us introduce two notions about subsets of a group (see [1] for instance). Recall that a regular language on an alphabet is one which is the accepted language of a finite state automaton, we refer to the first chapter of [17] for a presentation of the theory, especially to the Theorem 1.2.7 of Kleene Rabin and Scott.
Definition 2.7 Let G be a group, and S be a finite symmetric generating set, with a order.
A rational language of G is a subset of G that is the image of a regular language in the set of words S * on the alphabet S.
Given an element g of G, the normal form of G is the word in S * that is the first in the lexicographical order, among the shortest words representing g.
A normalized regular language of G is a subset A of G such that the languageÃ ⊂ S * , consisting of the normal forms of the elements of A, is regular.
Let us now present a result of K. Schulz. [12] by Diekert, Gutiérrez, Hagenah) There is an algorithm that, given some finite alphabet Σ and a finite system of equations with coefficients and rational constraints in F Σ the free group on Σ, indicates whether the system has a solution satisfying the constraints.
Theorem 2.8 ([33] see also improvements in
Here a rational constraint is a relation of the form (X ∈ P ) where X is an unknown of the system of equations, and P is a rational language.
Note that the set of words on the generators of H representing elements that belong to Ker(π) is (almost) never a regular language (even if one consider only reduced words).
An analogue of Theorem 2.8 has been proved by V. Diekert and A. Muscholl [16] , for graph products of abelian groups (hence for free products of free abelian groups).
Theorem 2.9 (V. Diekert, A. Muscholl, [16])
Let τ ≥ 0. There exists an algorithm whose input is a canonical presentation of a free product of free abelian groups H, with at most τ factors of rank at most τ , and a system of equations with normalized rational constraints, and whose output is "yes" or "no" depending whether the system has a solution satisfying the constraints.
Here, a normalized rational constraint is a relation of the form (X ∈ P ) where X is an unknown of the system of equations, and P is a normalized rational language of H.
It is not trivial that this result generalizes the one of K. Schulz, but this is nonetheless true, since in the free group, it is proved in [1] that any rational language is normalized regular. However, since the first is sufficient to treat the case of hyperbolic groups, we stated both.
Constraints of quasi-geodesy
We now describe the nature of the constraints we will use to solve inequations in hyperbolic and relatively hyperbolic groups, and this will justify the introduction of Lemma 1.8.
Lemma 2.10 (Regularity of the language of local quasi geodesics)
Let L, L 1 and L 2 be arbitrary positive numbers. Proof. We first prove the first assertion, for it is simpler, but contains the main idea. It is sufficient to prove that the language in S * of the words that are L-local-(L 1 , L 2 )-quasi-geodesic in Γ, is regular. A word is in the complementary of this language if and only if it has a subword of length l ≤ L that belongs to the set of non-(L 1 , L 2 )-quasi-geodesics. This set is finite (it is even computable). The language of words that contain a specific subword is regular and the union of regular languages is regular (see [17] Lemma 1.4.1 for instance), therefore the complement of the language L is regular (ibid. ), hence so is L. This proves the first assertion.
(i) Let Γ be a hyperbolic group, with S a finite symmetric generating set and let H be the free group on the base S. The language L in F S consisting of the images of the end points of the
L-local-(L 1 , L 2 )- quasi-geodesic
Let us define the language L of H consisting of the images of all the words on S
The second assertion is quite similar. The language L is the set of the images in H of the set W of words in (
Since H is a free product, each of these words is a regular form of an element of H. Therefore, it is enough to prove that these words form a regular language W in (S ′ ) * . A word is in the complement of this language W if and only if, either it contains a subword in an abelian factor of H that is not ShortLex, which is a property recognizable by a finite state automaton, or it is not reduced (which is also recognizable), or it contains a subword of relative length L whose reduction in CayΓ is not a (L 1 , L 2 )-quasi-geodesic. But in the latter case, it contains a subword that does not have an abelian subword of length more than 100δ (see [9] Lemma 1.15), and therefore, it has length at most 100δL as a word in S ′ . Therefore it belongs to some computable finite set, and this property is recognizable as well. Hence W is regular, and thus L is normalized regular.
We now need a classical result of the theory of hyperbolic spaces.
Proposition 2.11 (see [7] Chapter 3 Theorem
Let us remark that one gets a little more, namely an effective estimations of L, L ′ 1 , and L ′ 2 (even though it is not a very attractive formula). As we need this calculability, we just extract these estimations from the proof of [7] (see "Complement", [7] p. 30-31 and the final claims of the proof, page 34). If Thus, in the case of a hyperbolic group a solution to the word problem finds them all. In the case of a relatively hyperbolic group, it is known (see for instance [9] Prop. 1.11) that such a path stays in a cone of known radius and angle centered at an arbitrary edge containing 1 Γ . Therefore, one can enumerate all the possible paths in this cone, and find those ones that end at 1 Γ .
Lemma 2.13 In both cases of the corollary 2.12, the language L ′ of the elements of L that does not represent the identity of Γ is normalized regular.
Proof. By Corollary 2.12, the set L \ L ′ , is finite. In fact, with a solution to the word problem, and an explicit constant L ′ 2 , it is even computable. Therefore, by Lemma 2.10, L ′ is normalized regular, and one can even compute an automaton associated.
Systems with inequations
The group Γ is now a toral relatively hyperbolic group, and H, is as usual a free product of the parabolic subgroups with a free groups. Let Φ be a finite system of (triangular) equations in Γ, with unknowns x 1 , . . . x n and coefficients a 1 , . . . , a k , and letΦ be a finite system of inequations. Without loss of generality, one can add some unknowns and equations in Φ, and make substitutions, so thatΦ consists only in finitely many inequalities of the form (x j = 1), for some unknown x j . Thus, let us fix notations: Φ = {φ i , i ∈ I}, where φ i is as in equation (1), andΦ = {(x t = 1), t ∈ T }.
We get another proof of a deep result of Sela [35] , that now generalizes.
Theorem 2.14 (Decidability of existential theory of toral relatively hyperbolic groups) The existential theory with coefficients of a torsion free hyperbolic group is decidable. (Theorem 7.12 in [35])
The existential theory, with coefficient, of a toral relatively hyperbolic group is decidable.
Proof. It is enough to prove the second assertion, the first one being a special case. We add the remark that in this case, only the parts (i) of the different lemmas above are needed. To prove the second assertion, we state a general result. Proposition 2.15 Let Γ be a toral relatively hyperbolic group, and let H be the free product of its parabolic subgroups with the free group on the set of generators of Γ, as above, with an ordered generating set S ′ . Let L be the language in H defined in Lemma 2.10 
(for the suitable constants defined above) as the set of all elements of H that are images of words that, when reduced in
There exists an algorithm that, given a finite system Φ of equations in Γ, in the unknowns x 1 , . . . , x n , and given normalized regular languages L 1 , . . . , L n in H, that satisfy L i ⊂ L and the transitivity relation regarding π : H → Γ:
determines whether there exists a solution with the property that, for all i, a (hence any) preimage in L of
Proof of the proposition.
Let us consider the (computable) systems of equations Ψ k in H (k = 1, . . . N ), introduced in Proposition 2.3.
If there exists a solution of the system Φ, that satisfies the conditions, then by Proposition 2.3, there exists k and a solution of Ψ k in H consisting of elements of L, that maps on it, and we assume that for all i, x i has a preimage in L i . As, whenever (j, s) satisfies z (j,s) = x i in Φ, the unknown ζ (j,s) is another preimage of x i in L, it belongs to L i by the transitivity property.
Conversely, if there is k, and a solution of Ψ k in H satisfying the conditions that ζ (j,s) ∈ L i ⊂ L when z (j,s) = x i in Φ, then its image in Γ provides a solution of Φ with the given properties.
Therefore, the problem is equivalent to deciding whether there exists a solution of one of the systems Ψ k with the constraints that ζ (j,s) ∈ L i when z (j,s) = x i in Φ. Since L i is normalized regular in H, by Theorem 2.9 this situation is decidable.
We finish the proof of the theorem 2.14. The languages L and L ′ satisfy the conditions of the proposition. One can then apply the Proposition 2.15 with L i = L ′ for all i ∈ T , and L i = L otherwise. This gives an algorithm that decides whether the pair (Φ,Φ) has a solution.
In a more general setting, there is a result similar to Theorems 2.8, and 2.9, stated and proved by Diekert and Lohrey in [14] (Theorem 3.10), about arbitrary free products (even graph products). We were unfortunately unable to apply it to interesting examples outside the class of toral relatively hyperbolic groups.
The algorithm given is effective provided the preliminary knowledge of the data listed in the paragraph 1.2 is given. As we will see in the next section, this is in fact superfluous precaution.
Effectiveness
In this last section, we clarify issues about the effectiveness of our procedure, and give material that can be useful elsewhere. As always in such case, we need to deal with isoperimetric functions (one can find it interesting to compare with [28] ). It seems that, here again, it is important to assume that groups are torsion free (in fact, already in [28] Lemma 2.15) to avoid intersection of parabolic subgroups.
Given a group Γ with a family of finitely generated subgroups P 1 , . . . , P n , called peripheral subgroups, and given a finite generating set X of Γ, one can see Γ as a quotient of the free product F = F (X) * ( * n i=1 P i ). Assume that R is a finite set of elements of F (that can be assumed to be of length 2 or 3) whose normal closure in F canonically quotients F onto Γ. This is the natural framework adopted in [30] and afterwards in [28] . The data of X, P 1 , . . . , P n , and R is called a finite relative presentation of Γ. From it, we get an (infinite) presentation of Γ with set of generators X ∪ P 1 ∪ . . . ∪ P n and set of defining relations R ∪ S 1 ∪ . . . ∪ S n , where S i is the whole set of relations in the group P i . For convenience, we define S to be S 1 ∪ . . . ∪ S n .
Given w a word in the alphabet X ∪ P 1 ∪ . . . ∪ P n , that represent the trivial element in Γ, it is the product of conjugates of elements of R and of S.
Three different notions of area can be discussed. First the RS-area: for every relation w, consider the minimal number of defining relations in R∪S appearing in Van Kampen diagrams of w. We consider also the R-area, which is, given w, the minimal number of defining relations of R in Van Kampen diagram for w (using relations in S and R). We also consider the set S (3) of triangular relations in the alphabet P 1 ∪ . . . ∪ P n . Finally, the combinatorial area of a word w is the minimal number of defining relations of R ∪ S (3) in Van Kampen diagrams for w (using only triangular relations).
We call a defining relation peripheral if it belongs to S, and non peripheral if it is in R. Let us call a relation in the alphabet X ∪ P 1 ∪ . . . ∪ P n non-irreducible if it is the concatenation of four proper subwords w = w 1 p 1 w 2 p 2 , where p 1 and p 2 are in the same group P i , for some i, and where the w i are words in X. The irreducible relations correspond to simple loops in the coned off graph.
A relative presentation (even so called finite) as defined above, is not a finite set (infinitely many peripheral relations are taken into account). This is problematic since we would like it to be the input of some Turing machines. This motivates the definition:
Definition 3.1 (Inputable finite relative presentations)
When all the P i have solvable word problem, we call "inputable finite relative presentation" the data of the finite family X, the finite family R, a finite list, for all i of words in X defining a set of generators on P i , and an algorithm, for all i, that solves the word problem in P i .
This data is finite, and characterizes S (hence the group).
3.1 From a finite relative presentation to the essential hyperbolicity constants Consider an inputable finite relative presentation of a group Γ.
Lemma 3.3
There is an algorithm that, given an inputable finite relative presentation of a group Γ as above, computes all the irreducible, non-peripheral relation in Γ on the alphabet X ∪ P 1 ∪ . . . ∪ P n , of given combinatorial area.
Proof. There are only finitely many non parabolic relations of area 1 : namely the elements of R. More generally, the relations of area k, that are non parabolic, and irreducible have (relative) length bounded above by k × L where L is the maximal length of a relation in R, since at most L letters of the relation are in a single defining relation of a Van Kampen diagram.
Let us be more precise. Let w be a word in the alphabet X ∪ P 1 ∪ . . . ∪ P n , that represent the trivial element in Γ, of combinatorial area at most k.
Consider D a minimal (for the combinatorial area) Van Kampen diagram for w. Its R-area is at most k. Replace every chain of relations in S (3) by a single relation in S, in order to obtain a diagram D ′ . It is easy to see that every internal edge of the diagram belongs to a relation in R (See Lemma 2.15 in [28] ). Hence, the number of internal edges of the diagram is bounded above by kL. Thus, the defining relations that appears in the diagram D ′ are of three types: the relations in R, the relations of S that contain a subword of w, and the relations of S that only contain internal edges. The latter ones can be listed since they have length at most kL in the alphabet of the letters appearing in relations of R (hence in X).
If a cell if a defining relation σ of S 1 ∪. . .∪S n is involved, and intersects the word w, then it must be of the form σ = s 1 s 2 . . . s r with s 1 a letter of w, and all the s i , i > 1, subwords of relations in R involved in the Van Kampen diagram of w. Indeed, if it intersects twice the word w in two non-consecutive subwords, we see that w is not irreducible.
There are at most k such subwords s i (hence r ≤ k − 1), each of them being of length at most L as a word in X (L is the maximal length of relators in R). Therefore, the length of s 1 expressed as a word in X is at most (k + 1)L. One deduces that, among the k × L letters in the word w in the alphabet X ∪ P 1 ∪ . . . ∪ P n , they all represent elements that can be written with (k + 1)L letters in X.
Thus, one can make the list of all words candidates to be irreducible relations of R-area at most k, namely all words of length at most k(k + 1)L 2 in the alphabet X. With a solution to the word problem, one can sort out those that are actual relations.
Moreover, as we have computed the finite list of possible defining relations that can appear in a minimal Van Kampen diagram, it is possible to compute the combinatorial area of these relations. The R-area is certainly smaller than the combinatorial area, therefore, by considering the list of all irreducible relations with R-area at most k, one gets the explicit list of all irreducible relations with combinatorial area k.
We continue the proof of the Proposition 3.2. Given a presentation of an arbitrary group G, one can speak of the area A(w) of words w representing the trivial element.
In [29] , P. Papasoglu proves the following result, that appears in a different form in B. Bowditch's work ([2] Proposition 8.7.1) (see also M. Gromov [20] ). We choose to state it in the context of group theory, rather than hyperbolic spaces, so we use the formulation of Papasoglu. 
The proof takes place in a single Van Kampen diagram, with triangular cells, and thus does not need finiteness of the presentation. P. Papasoglu deduces an algorithm that detect if an isoperimetric function is linear, and computes a linearity constant in such case. The algorithm is as follows: given K, make the list of all relations of combinatorial area in [
2 ] that are candidate for maximizing the isoperimetric inequality of the presentation (for example, the list of irreducible relations is enough in our case, but the list of all relations was used by Papasoglu in the case of finite presentations) and check whether a relation satisfies A(w
If none of them satisfies this, then the isoperimetric inequality is linear with coefficient K 2 , if one does, repeat this procedure with the constant K + 1. To adapt his algorithm in the case of infinite alphabet, one only need to see that only irreducible relations needs consideration. Indeed, if w = w 1 p 1 w 2 p 2 with w 1 and w 2 proper subwords representing elements of a peripheral group, and p 1 and p 2 elements of this peripheral group, then A(w) ≤ A(w 1 p −1 )+ A(pw 2 ), and one only needs an isoperimetric inequality for irreducible relations A(w) ≤ Cl(w) to get A(w) ≤ C(l(w 1 ) + 1 + l(w 2 ) + 1) ≤ Cl(w). As irreducible relations of given area are enumerable (Lemma 3.3), the algorithm ends if there is a linear Dehn function for the relative presentation, and gives a constant C such that A(w) ≤ Cl(w). As relatively hyperbolic groups have linear relative Dehn function (see [28] ), the algorithm will stop if Γ is relatively hyperbolic.
Once an isoperimetric function is explicitly found, one can compute the list of all relations of given relative length in Γ, since only those with controlled area have to be considered as candidates.
Finally, an hyperbolicity constant can be computed from an explicit linear Dehn function (see [4] , or [30] p. 61 where constants are given at the end of the argument page 69-70). For example, according to [30] 
)} is suitable for K a linear isoperimetric constant, ρ the maximal length of defining relation in R, and ε = max{16, 2ρ, Kρ 2 } is suitable. These two latter data allow to compute arbitrary cones in the coned-off Cayley graph of Γ. Hence one has the proposition. This is what was needed for our algorithm, about decidability of equations, to be effective.
Case of toral relatively hyperbolic groups
Let us consider now the case of torsion free relatively hyperbolic groups, with free abelian parabolic subgroups (or "toral" relatively hyperbolic groups). We will need, in our procedure, a solution to the word problem for the considered group. Of course, such problem is solvable for toral relatively hyperbolic groups, but a naive approach would require the preliminary knowledge of the hyperbolicity constant, and of the ranks of the abelian subgroups, which we don't have a priori. However, M. Bridson suggested the following, which is a nice application of automaticity.
Lemma 3.5
There is an algorithm whose input is a finite presentation of a toral relatively hyperbolic group, and whose output is an algorithm that solve the word problem in this group.
Proof. We know, by the work of D. Rebbechi [30] that a toral relatively hyperbolic group is automatic (even biautomatic). From [17] Theorem 5.2.4, we have a general algorithm that is designed to find explicitly an automatic structure of a given automatic group. Once such a structure is found, it is well known that one can solve the word problem ([17] Theorem 2.3.10).
The problem, in order to be completely effective for these groups, is to compute a finite relative presentation. From all that precede, it suffices to find an algorithm that computes a finite relative presentation (it will have linear isoperimetric inequality). In particular, this means that one can decide the ranks of the abelian subgroups. Γ is a toral relatively hyperbolic group, then, given g 1 , . . . g k in Γ that commute pairwise, they all belong to a common abelian subgroup (possibly cyclic).
Lemma 3.7 If
Proof. They belong to a same elementary subgroup of the convergence group Γ on ∂Γ (i.e: groups that fix at least one point in ∂Γ). In the case of toral relatively hyperbolic groups, the only elementary subgroups are trivial, parabolic or cyclic.
Let Γ be a group with a finite presentation < X|R >, and assume that Γ is torsion free toral relatively hyperbolic. By the previous lemma, one can enumerate the list of all finite families of abelian subgroups of Γ: one enumerates the pairs of integers (n, r), and the families of n subsets π 1 , . . . , π n of at most k elements of Γ, retaining only the systems in which, for all i, all the elements in π i commute pairwise in Γ. One needs a solution to the word problem in Γ for that (which is provided by assumption).
Next, we will run the algorithm of Papasoglu on each of these system. Given such a system of abelian subgroups, we note Q i the free abelian group on the basis π i , and we consider the presentation
where R consists of the relations of R and the identification of elements of π i with words in X, and where S i is the set of all the relations of Q i , the free abelian group of basis π i . This is a presentation of Γ. Of course, this might not be a relative presentation, since possibly not all relations of the groups P i are in S i .
Nevertheless, this is still true that, in a minimal Van Kampen diagram of an arbitrary relation, every internal edge is in a relation in R (the proof is unchanged: if two cells in S i are adjacent, they can be replaced by a single larger one, decreasing the area by 1). Hence, one can use the algorithm of Lemma 3.3: there is an algorithm that computes all the non peripheral, irreducible relations of given combinatorial area for this presentation (6) . Therefore, one can use the algorithm of Papasoglu. Indeed we already know that it is free abelian, and that the algorithm would end only if it is maximal abelian. We need to check that, if it is of rank less than Card(π i ), then there is a family of relations in Γ that are irreducible, and of area growing superlinearly for the presentation (6) .
Consider a non trivial element x of the kernel of Q i → P i . Then for all k, x k has length 1 in the presentation (6) , and is a relation of Γ, that is non-peripheral (in the sense that it is not in S i ). There are only finitely many non peripheral irreducible relations of given area, hence, the area of x k tend to infinity as k increases. Therefore, the algorithm of Papasoglu does not stop.
From the previous lemma, we know that if the algorithm of Papasoglu terminates, then the input was a finite relative presentation. With the algorithm of Proposition 3.2, this establishes Theorem 3.6.
Conclusion
From what we proved, we can say the following.
The robustness of the construction of canonical representatives of E. Rips and Z. Sela [31] allows to get efficient similar objects in the relative case [9] , which already proved to be useful in our previous work. Together with the fact that decidability of the existential first order theory is stable under free constructions ( [14] [15] ), this allows to solve equations in relatively hyperbolic groups.
A careful control of the expected solutions in the free product allows to interpret their non triviality in the quotient into rational constraints on them, at least in the case of free abelian parabolic subgroups. This allows to use the strength of results of [33] or [12] and [16] to solve systems of equations and inequations with coefficients in some relatively hyperbolic groups.
An adaptation of the algorithm of Papasoglu allows to compute essential characteristic constants of relatively hyperbolic groups with abelian parabolics.
We present our main results in order of decreasing uniformity, and increasing generality. Here a "toral relatively hyperbolic group" is a torsion free group that is hyperbolic relative to a family of abelian subgroups.
• (Case of toral groups) There is an explicit algorithm, whose input is an arbitrary finite presentation of a toral relatively hyperbolic group Γ, and a finite system of equations and inequations with coefficients in Γ, and whose output is "yes" or "no" depending on whether there exists a solution of the system in the group. (Theorems 3.6, and 2.14).
In other words, these groups have decidable existential first order theory. This generalizes (and gives a partially alternative procedure for) a result of Sela for torsion free hyperbolic groups.
• (Sela's question 1.8.(iv) [36] ) There is an explicit algorithm whose input is an inputable finite relative presentation of a torsion free group Γ, relatively hyperbolic with virtually abelian subgroups (e.g. CAT(0) with isolated flats), and the presentation of each parabolic subgroup as an abelianby-finite group and a finite system of equations with coefficients in Γ, and whose output is "yes" or "no" depending on whether there exists a solution of the system in the group. (Proposition 3.2, and Corollary 2.5).
Note that in this case, the parabolic subgroups are not necessarily free abelian.
• (When the parabolics have decidable existential theory) There is an explicit algorithm whose input is an inputable finite relative presentation of a torsion free relatively hyperbolic group Γ, an algorithm for each peripheral subgroup that decides whether sentences of existential theory evaluate to true in the peripheral subgroup, and a finite system of equations with coefficients in Γ, and whose output is "yes" or "no" depending on whether there exists a solution to the system. (Proposition 3.2, and Theorem 2.4).
• There is an explicit algorithm whose input is an inputable finite relative presentation of a torsion free group, that ends if the group is hyperbolic relative to these subgroups, and that gives the essential parameters of hyperbolicity (hyperbolicity constant of a coned-off graph, list of irreducible relations of given relative length..
.). (Proposition 3.2).
Of course, none of them is reasonably quick...
