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Abstract. We study first-order model checking, by which we refer to the problem of deciding whether or
not a given first-order sentence is satisfied by a given finite structure. In particular, we aim to understand
on which sets of sentences this problem is tractable, in the sense of parameterized complexity theory.
To this end, we define the notion of a graph-like sentence set, which definition is inspired by previous
work on first-order model checking wherein the permitted connectives and quantifiers were restricted. Our
main theorem is the complete tractability classification of such graph-like sentence sets, which is (to our
knowledge) the first complexity classification theorem concerning a class of sentences that has no restriction
on the connectives and quantifiers. To present and prove our classification, we introduce and develop a
novel complexity-theoretic framework which is built on parameterized complexity and includes new notions
of reduction.
1. INTRODUCTION
Model checking, the problem of deciding if a logical sentence holds on a structure, is a fun-
damental computational task that appears in many guises throughout computer science. In
this article, we study first-order model checking, by which we refer to the case of this prob-
lem where one wishes to evaluate a first-order sentence on a finite structure. This case is of
principal interest in database theory, where first-order sentences form a basic, heavily stud-
ied class of database queries, and where it is well-recognized that the problem of evaluating
such a query on a database can be taken as a formulation of first-order model checking.
Indeed, the investigation of model checking in first-order logic entails an examination of
one of the simplest, most basic logics, and it can be expected that understanding of the
first-order case should provide a well-founded basis for studying model checking in other
logics, such as those typically considered in verification and database theory. First-order
model checking is well-known to be intractable in general: it is PSPACE-complete.
As has been articulated [Papadimitriou and Yannakakis 1999; Flum and Grohe 2006],
the typical model-checking situation in the database and verification settings is the eval-
uation of a relatively short sentence on a relatively large structure. Consequently, it has
been argued that, in measuring the time complexity of model checking, one could rea-
sonably allow a slow (non-polynomial-time) preprocessing of the sentence, so long as the
desired evaluation can be performed in polynomial time following the preprocessing. Re-
laxing polynomial-time computation to allow arbitrary preprocessing of a parameter of a
problem instance yields, in essence, the notion of fixed-parameter tractability. This notion of
tractability is the base of parameterized complexity theory, which provides a taxonomy for
reasoning about and classifying problems where each instance has an associated parameter.
We utilize this paradigm, and focus the discussion on this form of tractability (here, the
sentence is the parameter).
A typical way to understand which types of sentences are well-behaved and exhibit de-
sirable, tractable behavior is to simply consider model checking relative to a set Φ of sen-
tences, and to attempt to understand on which sets one has tractable model checking.
We restrict attention to sets of sentences having bounded arity.1 Here, there have been
successes in understanding which sets of sentences are tractable (and which are not) in
fragments of first-order logic described by restricting the connectives and quantifiers that
may be used: there are systematic classification results for so-called conjunctive queries
(formed using the connectives and quantifiers in t^, Du) [Grohe et al. 2001; Grohe 2007;
1 Note that in the case of unbounded arity, complexity may depend on the choice of representation of
relations [Chen and Grohe 2010].
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Chen and Mu¨ller 2013], existential positive queries (t^,_, Du) [Chen 2014], and quantified
conjunctive queries (t^, D,@u) [Chen and Dalmau 2012; Chen and Marx 2013]. However, to
the best of our knowledge, there has been no classification theorem for general first-order
logic, without any restriction on the connectives and quantifiers. In this article, we present
the first such classification.
Our approach. In the fragments of first-order logic where the only connective permitted
is one of the binary connectives (t^,_u)—such as those of conjunctive queries and quanti-
fied conjunctive queries—a heavily studied approach to describing sets Φ of sentences is a
graphical approach. In this graphical approach, one studies a sentence set Φ if it is graphi-
cal in the following sense: if one prenex sentence φ is contained in Φ and a second prenex
sentence ψ has the same prefix as φ and also has the same graph as φ, then ψ is also in Φ.
(By the graph of a prenex sentence φ, we mean the graph whose vertices are the variables
of φ and where two vertices are adjacent if they occur together in an atomic formula.) In
the fragments where it was considered, this approach of studying graphical sentence sets
is not only a natural way to coarsen the project of classifying all sets Φ of sentences, but
in fact, can be used cleanly as a key module in obtaining general classifications of sentence
sets: such general classifications have recently been proved by using the respective graphical
classifications as black boxes [Chen and Mu¨ller 2013; Chen and Marx 2013].
In this article, we adapt this graphical approach to the full first-order setting. To explain
how this is done, consider that a graphical set Φ of sentences satisfies certain syntactic
closure properties. For instance, if one takes a sentence from such a graphical set Φ and
replaces the relation symbol of an atomic formula, the resulting sentence will have the same
graph, and will hence continue to be in Φ; we refer to this property of Φ as replacement
closure. As another example, if one rewrites a sentence in Φ by invoking associativity or
commutativity of the connective ^, the resulting sentence will likewise still have the same
graph and will hence be contained in Φ also. Inspired by these observations, we define a
sentence set Φ to be graph-like if it is replacement closed and also closed under certain well-
known syntactic transformations, such as associativity and commutativity of the binary
connectives (see Section 2 for the full definition).
Our principal result is the complete tractability characterization of graph-like sentence
sets (see Theorem 6.2 and the corollaries that follow). In particular, we introduce a measure
on first-order formulas which we call thickness, and show that a set of graph-like sentences
is tractable if and only if it has bounded thickness (under standard complexity-theoretic
assumptions). In studying unrestricted first-order logic, we believe that our building on the
syntactic, graphical approach—which has an established, fruitful tradition—will facilitate
the formulation and obtention of future, more general results.
As evidence of our result’s generality and of its faithfulness to the graphi-
cal approach, we note that the graphical classification of quantified conjunctive
queries [Chen and Dalmau 2012] can be readily derived from our main classification re-
sult (this is discussed in Section B); it follows readily that the dual graphical classification
of quantified disjunctive queries (also previously derived [Chen and Dalmau 2012]) can be
dually derived from our main classification result. We therefore give a single classification
theorem that naturally unifies together these two previous classifications. Indeed, we believe
that the technology that we introduce to derive our classification yields a cleaner, deeper
and more general understanding of these previous classifications. Observe that, for each of
those classifications, since only one binary connective is present, the two quantifiers behave
asymmetrically; this is in contrast to the present situation, where in building formulas,
wherever a formula may be constructed, its dual may be as well.
Parameterized complexity. An increasing literature investigates the following general
situation:
Given a parameterized problem P
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whose instances consist of two parts, where the first part is the parameter, and a set S,
define P JSK to be the restricted version of P
where px, yq is admitted as an instance iff x P S.
Then, attempt to classify and understand, over all sets S,
the complexity of the problem P JSK.
Examples of classifications and studies that can be cast in this situation in-
clude [Grohe et al. 2001; Grohe 2007; Chen et al. 2008; Chen and Grohe 2010;
Chen and Dalmau 2012; Durand and Mengel 2013; Chen and Mu¨ller 2013;
Jonsson et al. 2013]. It is our view that this literature suffers from the defect that
there is no complexity-theoretic framework for discussing the families of problems obtained
thusly. As a consequence, different authors and different articles used divergent language
and notions to present hardness results on and reductions between such problems, and
applied different computability assumptions on the sets S considered. We attempt to
make a foundational contribution and to ameliorate this state of affairs by presenting a
complexity-theoretic framework for handling and classifying problems of the described
form. In particular, we introduce notions such as reductions and complexity classes for
problems of the above type, which we formalize as case problems (Section 4). Although we
do not carry out this exercise here, we believe that most of the results in the mentioned
literature can be shown to be naturally and transparently expressible within our framework.
In order to derive our classification, we present (within our complexity-theoretic frame-
work) a new notion of reduction which we call accordion reduction and which is crucial for
the proof of our hardness result. (See Sections 7 and 8 for further discussion.) We believe
that this notion of reduction may play a basic role in future classification projects of the
form undertaken here.
Let us emphasize that, while the establishment of our main classification theorem makes
use of the complexity-theoretic framework and accompanying machinery that was just dis-
cussed (and is presented in Sections 4 and 7), this framework and machinery is fully generic
in that it does not make any reference to and is not specialized to the model checking prob-
lem. We believe and hope that the future will find this framework to be a suitable basis for
presenting, developing and discussing complexity classification results.
2. PRELIMINARIES
When g : A Ñ B and h : B Ñ C are mappings, we will typically use hpgq to denote their
composition. When f is a partial mapping, we use dompfq to denote its domain, and we
use f æ S to denote its restriction to the set S. We will use πi to denote the ith projection,
that is, the mapping that, given a tuple, returns the value in the tuple’s ith coordinate. For
a natural number k, we use k to denote the set t1, . . . , ku.
2.1. First-order logic
We use the syntax and semantics of first-order logic as given by a standard treatment of
the subject. In this article, we restrict to relational first-order logic, so the only symbols
in signatures are relation symbols. We use letters such as A, B to denote structures and
A, B to denote their respective universes. The reader may assume for concreteness that
relations of structures are represented using lists of tuples, although in general, we will deal
with the setting of bounded arity, and natural representations of relations will be (for the
complexity questions at hand) equivalent to this one. We assume that equality is not built-
in to first-order logic, so a formula is created from atoms, the usual connectives ( , ^, _)
and quantification (D, @); by an atom, we mean a formula Rpv1, . . . , vkq where a relation
symbol is applied to a tuple of variables (of the arity of the symbol). A formula is positive
if it does not contain negation ( ). We use freepφq to denote the set of free variables of a
formula φ. The width of a formula φ, denoted by widthpφq, is defined as the maximum of
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|freepψq| over all subformulas ψ of φ. The arity of a formula is the maximum arity over all
relation symbols that occur in the formula.
We use φ1^¨ ¨ ¨^φn as notation for p¨ ¨ ¨ ppφ1^φ2q^φ3q ¨ ¨ ¨ q, and φ1_¨ ¨ ¨_φn is defined
dually. We refer to a formula of the shape φ1 ^ ¨ ¨ ¨ ^ φn as a conjunction, and respectively
refer to a formula of the shape φ1_ ¨ ¨ ¨ _φn as a disjunction. Let Φ be a set of formulas. A
positive combination of formulas from Φ is a formula in the closure of Φ under conjunction
and disjunction. A CNF of formulas from Φ is a conjunction of disjunctions of formulas
from Φ, and a DNF of formulas from Φ is a disjunction of conjunctions of formulas from Φ.
We will use the following terminology which is particular to this article. A subformula ψ
of a formula φ is a positively combined subformula if, in viewing φ as a tree, all nodes on the
unique path from the root of φ to the parent of the root of ψ (inclusive) are conjunctions or
disjunctions. We say that a formula φ is variable-loose if no variable is quantified twice, and
no variable is both quantified and a free variable of φ. We say that a formula is symbol-loose
if no relation symbol appears more than once in the formula. We say that a formula is loose
if it is both variable-loose and symbol-loose.
We now present a number of syntactic transformations; that each preserves logical equiv-
alence is well-known.2
(α) Associativity and commutativity of ^ and _
(β) Dxp
Žn
i“1 φiq ”
Žn
i“1pDxφiq,
@yp
Źn
i“1 φiq ”
Źn
i“1p@yφiq
(γ) Dxpφ^ ψq ” pDxφq ^ ψ if x R freepψq,
@ypφ_ ψq ” p@yφq _ ψ if y R freepψq
(δ) (Distributivity for ^ and _)
φ^ pψ _ ψ1q ” pφ^ ψq _ pφ^ ψ1q,
φ_ pψ ^ ψ1q ” pφ_ ψq ^ pφ_ ψ1q
(ǫ) (DeMorgan’s laws)
 Dvφ ” @v φ,  @vφ ” Dv φ
 pφ^ ψq ”  φ_ ψ,  pφ_ ψq ”  φ^ ψ
We say that a set Φ of formulas is syntactically closed if, for each φ P Φ, when a formula φ1
can be obtained from φ by applying one of the syntactic transformations pαq, pβq, pγq, pδq,
pǫq to a subformula of φ, it holds that φ1 P Φ. The syntactic closure of a formula φ is the
intersection of all syntactically closed sets that contain φ.
Let us say that a formula φ1 on signature σ1 is obtainable from a formula φ on signature
σ by replacement if φ1 can be obtained from φ by replacing instances of relation symbols in
φ with instances of relation symbols from σ1 (without making any other changes to φ).
Example 2.1. Let φ be the formula @yDxDx1pEpy, xq ^ Epx, x1qq. Let τ be the signature
tE,F u where E and F are relation symbols of binary arity. Each of the four formulas φ,
@yDxDx1pF py, xq^Epx, x1qq, @yDxDx1pEpy, xq^F px, x1qq, and @yDxDx1pF py, xq^F px, x1qq is
obtainable from φ by replacement; moreover, these are the only four formulas over signature
τ that are obtainable from φ by replacement.
Let us say that a set of formulas Φ is replacement closed if, for each φ P Φ, when φ1 is
obtainable from φ by replacement, it holds that φ1 P Φ.
Definition 2.2. A set of formulas Φ is graph-like if it is syntactically closed and replace-
ment closed.
2 Note that in the transformation pγq, we permit that φ is not present.
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2.2. Graphs and hypergraphs
When S is a set, we use KpSq to denote the set containing all size 2 subsets of S, that is,
KpSq “ tts, s1u | s, s1 P S, s ‰ s1u. For us, a graph is a pair pV,Eq where V is a set and
E Ď KpV q.
Here, a hypergraph H is a pair pV pHq, EpHqq consisting of a vertex set V pHq and an edge
set EpHq which is a subset of the power set ℘pV pHqq. We will sometimes specify a hyper-
graph just by specifying the edge set E, in which case the vertex set is understood to beŤ
ePE e. We associate a hypergraph pV pHq, EpHqq with the graph pV pHq,
Ť
ePEpHqKpeqq,
and thereby refer to (for example) the treewidth of or an elimination ordering of a hyper-
graph.
An elimination ordering of a graph pV,Eq is a pair
ppv1, . . . , vnq, E
1q
that consists of a superset E1 of E and an ordering v1, . . . , vn of the elements of V such that
the following property holds: for each vertex vk, any two distinct lower neighbors v, v
1 of vk
are adjacent in E1, that is, tv, v1u P E1; here, a lower neighbor of a vertex vk is a vertex vi
such that i ă k and tvi, vku P E
1. Relative to an elimination ordering e, we define the lower
degree of a vertex v, denoted by lower-degpe, vq, to be the number of lower neighbors that
it has; we define lower-degpeq to be the maximum of lower-degpe, vq over all vertices v. We
assume basic familiarity with the theory of treewidth [Bodlaender 1998]. The following is a
key property of treewidth that we will utilize; here, we use twpHq to denote the treewidth
of H .
Proposition 2.3. For each k ě 2, there exists a polynomial-time algorithm that, given
as input a hypergraph H with a distinguished edge f , will return the following whenever
twpHq ă k: an elimination ordering e “ ppv1, . . . , vmq, Eq with lower-degpeq “ twpHq and
where tv1, . . . , v|f |u “ f .
The treewidth of (for example) a set of graphs G is the set ttwpGq | G P Gu; it is said to
be unbounded if this set is infinite, and bounded otherwise. We employ similar terminology,
in general, when dealing with a complexity measure defined on a class of objects.
3. PARAMETERIZED COMPLEXITY
In this section, we specify the framework of parameterized complexity to be used in this
article.
Throughout, we use Σ to denote an alphabet over which languages are defined. As is
standard, we will sometimes view elements of Σ˚ˆΣ˚ as elements of Σ˚. A parameterization
is a mapping from Σ˚ to Σ˚. A parameterized problem is a pair pQ, κq consisting of a
language Q Ď Σ˚ and a parameterization κ : Σ˚ Ñ Σ˚. A parameterized class is a set of
parameterized problems.
Assumption 3.1. We assume that each parameterized problem pQ, κq has a non-trivial
language Q, that is, that neither Q “ Σ˚ nor Q “ H.
Remark 3.2. Let us remark on a difference between our setup and that of other treat-
ments. Elsewhere, a parameterization is often defined to be a mapping from Σ˚ to N, and
in the context of query evaluation, the parameterization studied is typically the size of
the query. In contrast, this article takes the parameterization to be the query itself. Since
there are finitely many queries of any fixed size, model checking on a set of queries will be
fixed-parameter tractable (that is, in the class FPT, defined below) under one of these pa-
rameterizations if and only if it is under the other. However, we find that—as concerns the
theory in this article—taking the query itself to be the parameter allows for a significantly
cleaner presentation. One example reason is that the reductions we present will generally
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be “slice-to-slice”, that is, they will send all instances with the same query to instances that
share another query. Indeed, to understand the complexity of a set of queries, we will apply
a closure operator to pass to a larger set of queries having the same complexity, using the
notion of accordion reduction (see Sections 7 and 8); we believe that the theory justifying
this passage is most cleanly expressed under the used parameterization.
Let us also remark that we do not put in effect any background assumption on the
computability/complexity of parameterizations; this is because our theory does not require
such an assumption. l
We now define what it means for a partial mapping r to be FPT-computable; we actu-
ally first define a non-uniform version of this notion. This definition coincides with typical
definitions in the case that r is a total mapping; in the case that r is a partial mapping, we
use a “promise” convention, that is, we do not impose any mandate on the behavior of the
respective algorithm in the case that the input x is not in the domain of r.
Definition 3.3. Let κ : Σ˚ Ñ Σ˚ be a parameterization.
A partial mapping r : Σ˚ Ñ Σ˚ is nu-FPT-computable with respect to κ if there exist a
function f : Σ˚ Ñ N and a polynomial p : N Ñ N such that for each k P Σ˚, there exists
an algorithm Ak satisfying the following condition: on each string x P domprq such that
κpxq “ k, the algorithm Ak computes rpxq within time fpκpxqqpp|x|q.
A partial mapping r : Σ˚ Ñ Σ˚ is FPT-computable with respect to κ if, in the just-given
definition, the function f can be chosen to be computable and there exists a single algorithm
A that can play the role of each algorithm Ak; formally, if there exist a computable function
f : Σ˚ Ñ N, a polynomial p : N Ñ N, and an algorithm A such that for each k P Σ˚, the
above condition is satisfied when Ak is set equal to A. l
Definition 3.4. We define FPT to be the class that contains a parameterized problem
pQ, κq if and only if the characteristic function of Q is FPT-computable with respect to κ.
We now introduce the notion of a reduction between parameterized problems. When A
is a set, we use ℘finpAq to denote the set containing all finite subsets of A.
Definition 3.5. Let pQ, κq and pQ1, κ1q be parameterized problems. A FPT-reduction (re-
spectively, nu-FPT-reduction) from pQ, κq to pQ1, κ1q is a total mapping g : Σ˚ Ñ Σ˚ that
is FPT-computable (respectively, nu-FPT-computable) with respect to κ and a computable
(respectively, not necessarily computable) mapping h : Σ˚ Ñ ℘finpΣ
˚q such that:
(1) for each x P Σ˚, it holds that x P Q if and only if gpxq P Q1; and
(2) for each x P Σ˚, it holds that κ1pgpxqq P hpκpxqq.
Assumption 3.6. We assume that each parameterized class C is closed under FPT-
reductions, that is, if pQ1, κ1q is in C and pQ, κq FPT-reduces to pQ1, κ1q, then pQ, κq is in
C.
Proposition 3.7. Let pQ, κq, pQ1, κ1q, and pQ2, κ2q be parameterized problems.
— If g is a FPT-reduction from pQ, κq to pQ1, κ1q and h is a FPT-reduction from pQ1, κ1q to
pQ2, κ2q, then their composition hpgq is a FPT-reduction from pQ, κq to pQ2, κ2q.
— Similarly, if g is a nu-FPT-reduction from pQ, κq to pQ1, κ1q and h is a nu-FPT-reduction
from pQ1, κ1q to pQ2, κ2q, then their composition hpgq is a nu-FPT-reduction from pQ, κq
to pQ2, κ2q.
Also, each FPT-reduction from pQ, κq to pQ1, κ1q is an nu-FPT-reduction from pQ, κq to
pQ1, κ1q.
We may now define, for each parameterized class C, a non-uniform version of the class,
denoted by nu-C.
The Tractability Frontier of Graph-Like First-Order Query Sets 1:7
Definition 3.8. (non-uniform classes) When C is a parameterized class, we define nu-C
to be the set that contains each parameterized problem that has a nu-FPT-reduction to a
problem in C.
Remark 3.9. It is straightforwardly verified that a parameterized problem pQ, κq is in
the class nu-FPT (under the above definitions) if and only if the characteristic function of
Q is nu-FPT-computable with respect to κ.
We next present two notions of hardness for parameterized classes.
Definition 3.10. (hardness) Let C be a parameterized class. We say that a problem pQ, κq
is C-hard if every problem in C has a FPT-reduction to pQ, κq. We say that a problem pQ, κq
is non-uniformly C-hard if every problem in C has a nu-FPT-reduction to pQ, κq.
We end this section by observing some basic closure properties of what we call degree-
bounded functions, which, roughly speaking, are the functions which can serve as the running
time of algorithms in the definition of FPT-computable (Definition 3.3). Let κ : Σ˚ Ñ Σ˚
be a parameterization. A partial function T : Σ˚ Ñ N is degree-bounded with respect to κ
if there exist a computable function f : Σ˚ Ñ N and a polynomial p : NÑ N such that, for
each x P dompT q, it holds that T pxq ď fpκpxqqpp|x|q. We will make use of the observation
that a partial mapping h : Σ˚ Ñ Σ˚ is FPT-computable with respect to κ if and only if
there is a degree-bounded function T (with dompT q Ě domphq) and an algorithm that, for
all x P domphq, computes hpxq within time T pxq.
The following proposition will be of use in establishing that functions are degree-bounded.
Proposition 3.11. Let κ be a parameterization, and let T1, . . . , Tm : Σ
˚ Ñ N be partial
functions sharing the same domain.
(1 ) If each of T1, . . . , Tm is degree-bounded with respect to κ, then T1` ¨ ¨ ¨ ` Tm is as well.
(2 ) If each of T1, . . . , Tm is degree-bounded with respect to κ, then the product T1 ¨ ¨ ¨Tm is
as well.
(3 ) Let q : NÑ N be a polynomial; if a partial function T : Σ˚ Ñ N is degree-bounded with
respect to κ, then qpT q is as well.
Proof. For (1), one can use the fact that f1pkqp1pnq ` ¨ ¨ ¨ ` fmpkqpmpnq is bounded
above by pf1pkq ` ¨ ¨ ¨ ` fmpkqqpp1pnq ` ¨ ¨ ¨ ` pmpnqq.
For (2), it suffices to observe that the product pf1pkqp1pnqq ¨ ¨ ¨ pfmpkqpmpnqq can be
grouped as pf1pkq ¨ ¨ ¨ fmpkqqpp1pnq ¨ ¨ ¨ pmpnqq.
For (3), it suffices to observe that qpfpkqppnqq is bounded above by qpfpkqqqpppnqq; note
that qppq is the composition of two polynomials, and hence itself a polynomial.
4. CASE COMPLEXITY
A number of previous works focus on a decision problem Q where each instance consists
of two parts, and obtain restricted versions of the problem by taking sets S Ď Σ˚ and,
for each such set, considering the restricted version where one allows only instances where
(say) the first of the parts falls into S. This is precisely the type of restriction that we will
consider here. We are interested in first-order model checking, which we view as the problem
of deciding, given a first-order sentence and a structure, whether or not the sentence holds
on the structure; our particular interest is to study restricted versions of this problem where
the allowed sentences come from a set S.
It has been useful (see for instance the articles [Chen and Dalmau 2012;
Chen and Mu¨ller 2013]) and is useful in the present article to present reductions be-
tween such restricted versions of problems. In order to facilitate our doing this, we present
a framework wherein we formalize this type of restricted version of problem as a case
problem, and then present a notion of reduction for comparing case problems. We believe
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that our notion of reduction, called slice reduction, faithfully abstracts out precisely the key
useful properties that are typically present in such reductions in the literature. Note that,
in the existing literature, different articles imposed different computability assumptions
on the sets S considered (assumptions used include that of computable enumerability, of
computability, and of no computability assumption). One feature of our framework is that
such reductions can be carried out and discussed independently of whether or not any
such computability assumption is placed on the sets S; a general theorem (Theorem 4.5)
allows one to derive normal parameterized reductions from slice reductions, where the
exact computability of the reduction derivable depends on the computability assumption
placed on the sets S.
We now introduce our framework. Suppose that Q Ď Σ˚ˆΣ˚ is a language of pairs; for a
set T Ď Σ˚, we use QT to denote the language QX pT ˆΣ
˚q and for a single string t P Σ˚,
we use Qt to denote the language QX pttu ˆ Σ
˚q.
Definition 4.1. A case problem consists of a language of pairs Q Ď Σ˚ˆΣ˚ and a subset
S Ď Σ˚, and is denoted QrSs. When QrSs is a case problem, we use param-QrSs to denote
the parameterized problem pQS , π1q.
Ultimately, our purpose in discussing a case problem QrSs is to understand the complexity
of the associated parameterized problem param-QrSs. As mentioned, formalizing the notion
of a case problem allows us to cleanly present reductions between such problems.
Remark 4.2. Let pQ, κq be a parameterized problem. Under the assumption that κ
is FPT-computable with respect to itself, the parameterized problem pQ, κq is straight-
forwardly verified to be equivalent, under FPT-reduction, to the parameterized prob-
lem pQ1, π1q where Q
1 “ tpκpxq, xq | x P Σ˚u. Hence, any such given parameterized
problem pQ, κq may be canonically associated to the case problem Q1rΣ˚s, as one has
param-Q1rΣ˚s “ pQ1, π1q.
We define case-CLIQUE to be the case problem QrΣ˚s where Q contains a pair pk,Gq if
and only if G is a graph that contains a clique of size k (we assume that both G and k are
encoded as strings over Σ); we define case-co-CLIQUE to be the problem QrΣ˚s.
We now present the notion of slice reduction, which allows us to compare case problems.
Definition 4.3. A case problem QrSs slice reduces to a second case problem Q1rS1s if
there exist:
— a computably enumerable language U Ď Σ˚ ˆ Σ˚ and
— a partial function r : Σ˚ ˆ Σ˚ ˆ Σ˚ Ñ Σ˚ that has domprq “ U ˆ Σ˚ and is FPT-
computable with respect to the parameterization pπ1, π2q
such that the following conditions hold:
— (coverage) for each s P S, there exists s1 P S1 such that ps, s1q P U , and
— (correctness) for each pt, t1q P U , it holds (for each y P Σ˚) that
pt, yq P Qô pt1, rpt, t1, yqq P Q1.
We call the pair pU, rq a slice reduction from QrSs to Q1rS1s.
In this definition, we understand the parameterization pπ1, π2q to be the mapping that, for
all ps, s1q P U and y P Σ˚, returns the pair ps, s1q given the triple ps, s1, yq.
Theorem 4.4. (Transitivity of slice reducibility) Suppose that Q1rS1s slice reduces to
Q2rS2s and that Q2rS2s slice reduces to Q3rS3s. Then Q1rS1s slice reduces to Q3rS3s.
The following theorem allows one to derive an FPT-reduction or an nu-FPT-reduction
from a slice reduction.
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Theorem 4.5. Suppose that a case problem QrSs slice reduces to another case problem
Q1rS1s. Then, it holds that param-QrSs nu-FPT-reduces to param-Q1rS1s; if in addition S
and S1 are computable, then param-QrSs FPT-reduces to param-Q1rS1s.
Proof. Let pU, rq be the slice reduction. First, consider the case where both S and S1
are computable. Since S and S1 are both computable and U is computably enumerable,
there exists a computable function f : Σ˚ Ñ Σ˚ such that, for all s P S, it holds that
ps, fpsqq P U . We define the reduction g so that gps, xq is equal to pfpsq, rps, fpsq, xqq for
all ps, xq P S ˆ Σ˚, and is otherwise defined to be a fixed string outside of Q1 (such a
string exists by Assumption 3.1). The mapping g has a natural algorithm, namely, given
ps, xq, check if s P S (via an algorithm for S); if s R S, return a fixed string outside of Q1,
otherwise, compute the value of g using an algorithm for f and an algorithm witnessing
FPT-computability of r. Suppose that s P S; the value fpsq, viewed as a function of ps, xq,
is FPT-computable with respect to π1; since r is FPT-computable with respect to pπ1, π2q,
the value rps, fpsq, xq, viewed as a function of ps, xq, is also FPT-computable with respect
to π1. Thus, the mapping g is FPT-computable with respect to π1.
In the case that no computability assumptions are placed on S and S1, there exists a
function f : Σ˚ Ñ Σ˚ such that, for all s P S, it holds that ps, fpsqq P U . The reduction
g defined as above is readily verified to be nu-FPT-computable with respect to π1, via an
ensemble of algorithms where As contains as hard-coded information whether or not s P S
and (if so) the value of fpsq.
For each parameterized class C, we define case-C to be the set of case problems that
contains a case problem QrSs if and only if there exists a case problem Q1rS1s such that
— param-Q1rS1s is in C,
—QrSs slice reduces to Q1rS1s, and
— S1 is computable.
Proposition 4.6. Suppose that C is a parameterized class, and that QrSs is a case
problem in case-C. Then, the problem param-QrSs is in nu-C; if it is assumed additionally
that S is computable, then the problem param-QrSs is in C.
Proof. There exists a case problem Q1rS1s satisfying the conditions given in the defini-
tion of case-C. Since QrSs slice reduces to Q1rS1s, by Theorem 4.5, it holds that param-QrSs
nu-FPT-reduces to param-Q1rS1s. Since param-Q1rS1s is in C, it follows that param-QrSs is
in nu-C. If in addition it is assumed that S is computable, by Theorem 4.5, we obtain that
param-QrSs FPT-reduces to param-Q1rS1s, and hence that param-QrSs is in C (by appeal
to Assumption 3.6).
Let QrSs be a case problem and let C be a parameterized class. We say that QrSs is
case-C-hard if there exists a case problem Q´rS´s such that
— param-Q´rS´s is C-hard,
—Q´rS´s slice reduces to QrSs, and
— S´ is computable.
Proposition 4.7. Suppose that C is a parameterized class, and that QrSs is a case
problem that is case-C-hard. Then, the problem param-QrSs is non-uniformly C-hard; if it
is assumed additionally that S is computable, then the problem param-QrSs is C-hard.
Proof. There exists a case problem Q´rS´s satisfying the conditions given in the def-
inition of case-C-hard. Since Q´rS´s slice reduces to QrSs, by Theorem 4.5, it holds that
param-Q´rS´s nu-FPT-reduces to param-QrSs. By the C-hardness of param-Q´rS´s, each
problem in C FPT-reduces to param-Q´rS´s, and hence, by Proposition 3.7, each problem
in C nu-FPT-reduces to param-QrSs. If in addition it is assumed that S is computable, by
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Theorem 4.5, the problem param-Q´rS´s FPT-reduces to the problem param-QrSs; from
the C-hardness of param-Q´rS´s and from Proposition 3.7, we obtain that param-QrSs is
C-hard.
5. THICKNESS
In this section, we define a measure of first-order formulas that we call thickness, which
we will show is the crucial measure that determines whether or not a graph-like set of
sentences is tractable. From a high-level viewpoint, the measure is defined in the following
way. We first define a notion of organized formula and show that each formula is logically
equivalent to a positive combination of organized formulas; we then define a notion of layered
formula and show that each organized formula is logically equivalent to a layered formula.
We then, for each layered formula φ, define its thickness (denoted by thicklpφq), and then
naturally extend this definition to positive combinations of layered formulas, and hence
to all formulas. A key property of thickness, which we prove (Theorem 5.9), is that there
exists an algorithm that, given a formula φ, outputs an equivalent formula that uses at most
thickpφq many variables.
Definition 5.1. We define the set of organized formulas inductively, as follows.
—Each atom and each negated atom is an organized formula.
— If each of φ1, . . . , φn is an organized formula and v P freepφ1q X ¨ ¨ ¨ X freepφnq, then
Dvp
Źn
i“1 φiq and @vp
Žn
i“1 φiq are organized formulas.
Theorem 5.2. There exists an algorithm org` that, given a formula φ as input, outputs
a positive combination org`pφq of organized formulas that is logically equivalent to φ and
that is in the syntactic closure of φ.
The algorithm of this theorem is defined recursively with respect to formula structure.
Proof. To give the algorithm, we first recursively define a procedure that, given a
formula φ where negations appear only in front of atoms, outputs both a CNF of organized
formulas and a DNF of organized formulas, each of which is equivalent to φ and in the
syntactic closure of φ. We will make tacit use of transformation pαq. Observe that it suffices
to show that either such a CNF or such a DNF can be computed, since one can convert
between such a CNF and such a DNF by use of transformation pδq. The procedure is defined
as follows.
—When φ is an atom or a negated atom, the procedure returns φ.
—When φ has the form ψ1 ^ ψ2, the procedure computes a CNF for φ by taking the
conjunction of CNFs for ψ1 and ψ2, which can be computed recursively. The case where
φ has the form ψ1 _ ψ2 is defined dually.
—When φ has the form Dxψ, the procedure performs the following. (The case where φ has
the form @yψ is dual.) First, it recursively computes a DNF for ψ; denote the DNF byŽ
i ψi. By appeal to transformation pβq, the formula φ is logically equivalent to
Ž
ipDxψiq.
To obtain a DNF for φ, it thus suffices to show that each formula of the form Dxψi can
be transformed to an equivalent conjunction of organized formulas. Each formula ψi is
a conjunction ψ1i ^ ¨ ¨ ¨ ^ ψ
k
i of organized formulas; write ψi as ψ
x
i ^ ψ
´x
i , where ψ
x
i is
the conjunction of the formulas ψji such that x P freepψ
j
i q, and ψ
´x
i is the conjunction of
the remaining formulas ψji . We have, by transformation pγq, that Dxψi is equivalent to
pDxψxi q ^ ψ
´x
i .
The algorithm org`, given a formula φ, computes an equivalent formula φ1 where nega-
tions appear only in front of atoms (using transformations pǫq), and then invokes the de-
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scribed procedure on φ1 and outputs either the CNF or the DNF returned by the proce-
dure.
In what follows, when V is a set of variables and Q P tD,@u is a quantifier, we will use QV
as shorthand for Qv1 . . . Qvn, where v1, . . . , vn is a list of the elements of V . Our discussion
will always be independent of the particular ordering chosen. Relative to a hypergraph H
and a subset S Ď V pHq, we consider a set of edges te1, . . . , eku to be S-connected if one has
connectedness of the graph with vertices te1, . . . , eku and having an edge between ei and ej
if and only if S X ei X ej ‰ H; we say that the hypergraph H is itself S-connected if EpHq
is S-connected.
Definition 5.3. We define the sets of D-layered formulas and of @-layered formulas to be
the variable-loose formulas that can be constructed inductively, as follows:
—Each atom and each negated atom is both an D-layered formula and a @-layered formula.
— If each of φ1, . . . , φn is a @-layered formula, and
X Ď freepφ1q Y ¨ ¨ ¨ Y freepφnq is such that the hypergraph tfreepφ1q, . . . , freepφnqu is
X-connected, then DXp
Źn
i“1 φiq is an D-layered formula.
— If each of φ1, . . . , φn is an D-layered formula, and
Y Ď freepφ1q Y ¨ ¨ ¨ Y freepφnq is such that the hypergraph tfreepφ1q, . . . , freepφnqu is
Y -connected, then @Y p
Žn
i“1 φiq is a @-layered formula.
Theorem 5.4. There exists an algorithm that, given an organized formula φ as input,
outputs a layered formula that is logically equivalent to φ.
The intuitive idea behind the algorithm of Theorem 5.4 is to combine together (into a set
quantification QV ) quantifiers of the same type that occur adjacently in φ.
Proof. We define the algorithm recursively.
— If φ is an atom or a negated atom, the algorithm returns φ.
— If φ is an organized formula of the form Dvp
Źℓ
i“1 θiq with v P freepθ1q X ¨ ¨ ¨ X freepθℓq,
the algorithm proceeds as follows. By renaming variables if necessary, the algorithm
ensures that no variable is quantified twice in φ, and also that no variable is both free
and quantified in φ. For each i, the algorithm recursively computes, from θi, a logically
equivalent layered formula θ1i. The algorithm then writes φ as the formula
DvppDX1φ1q ^ ¨ ¨ ¨ ^ pDXmφmqq ^ pψ1 ^ ¨ ¨ ¨ ^ ψnq
where DX1φ1, . . . , DXmφm is a list of the formulas θ
1
i that begin with existential quan-
tification, and where ψ1 ^ ¨ ¨ ¨ ^ ψn is a list of the remaining formulas θ
1
i. Note that each
φj is the conjunction of @-layered formulas, and each ψj is a @-layered formula.
For each j P m, let Hj denote the hypergraph of φj , that is, the hypergraph where an
edge is present if it is the set of free variables of a conjunct of φj . We have that the
hypergraph Hj is Xj-connected. Since each Hi contains v in an edge and it holds that
v P freepψ1q X ¨ ¨ ¨ X freepψnq, we have that the hypergraph H with edge set
EpH1q Y ¨ ¨ ¨ Y EpHmq Y tfreepψ1qu Y ¨ ¨ ¨ Y tfreepψnqu
is pX1Y¨ ¨ ¨YXmYtvuq-connected. Consider the conjunction of the φj and of the ψj . This
conjunction can be viewed as the conjunction of @-layered formulas whose free variable
sets are exactly the edges of H ; denote this conjunction by χ. The D-layered formula
DpX1 Y ¨ ¨ ¨ Y Xm Y tvuqχ is logically equivalent to φ; this is because, by the variable
renaming done initially, the variables in a set Xi do not appear in a formula φj when
j ‰ i, nor do they appear in a formula ψj .
— If φ is an organized formula of the form @vp
Žℓ
i“1 θiq with v P freepθ1q X ¨ ¨ ¨ X freepθℓq,
the algorithm proceeds dually to the previous case.
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Theorem 5.5. There exists an algorithm lay` that, given a formula φ as input, outputs
a positive combination lay`pφq of layered formulas that is logically equivalent to φ.
Proof. Immediate from Theorems 5.2 and 5.4.
Definition 5.6. We define the following measures on layered formulas.
—When φ is an atom or a negated atom, we define thicklpφq “ |freepφq|.
— Suppose that φ is a layered formula of the form DUp
Źn
i“1 φiq or @Up
Žn
i“1 φiq.
We define the local thickness of φ as
local-thicklpφq “ 1` twptfreepφiq | i P nu Y tfreepφquq
where the object to which the treewidth is applied is a hypergraph specified by its edge
set, which hypergraph has vertex set Yni“1freepφiq.
We define the thickness of φ inductively as
thicklpφq “ maxptlocal-thicklpφqu Y tthicklpφiq | i P nuq.
We define the quantified thickness of φ as
quant-thicklpφq “ 1` twptfreepφiq X U | i P nuq.
Definition 5.7. The thickness of an arbitrary formula φ is defined as follows: let Ψ be
the set of layered formulas that are positively combined subformulas of lay`pφq such that
lay`pφq is a positive combination over Ψ; then,
thickpφq “ max
ψPΨ
thicklpψq.
Proposition 5.8. The function thickp¨q is computable.
Proof. This follows from the computability of lay`pφq from φ (Theorem 5.5) and the
definition of thickness.
We indeed now demonstrate a principal property of thickness, namely, that this measure
provides an upper bound on the number of variables needed to express a formula; this upper
bound is effective in that there is an algorithm that computes an equivalent formula using a
bounded number of variables. When k ě 1, let us say that a formula uses k many variables
if the set containing all variables that occur in the formula has size less than or equal to k.
Theorem 5.9. There exists an algorithm that, given as input a formula φ, outputs an
equivalent formula that uses thickpφq many variables.
Definition 5.10. Let φ be a formula of the form DV p
Źn
i“1 φiq or @V p
Žn
i“1 φiq. Let us
say that a pair e “ ppv1, . . . , vmq, Eq consisting of an ordering v1, . . . , vm of the elements inŤn
i“1 freepφiq and a subset E Ď Kptv1, . . . , vmuq is an elimination ordering of φ if:
— the variables in freepφq occur first in the ordering, that is, tv1, . . . , v|freepφq|u “ freepφq;
and,
— e is an elimination ordering of the hypergraph tfreepφqu Y tfreepφiq | i P nu.
The following lemma can be taken as a variation of a lemma of Kolaitis and
Vardi [Kolaitis and Vardi 2000, Lemma 5.2].
Lemma 5.11. There exists a polynomial-time algorithm that, given a formula φ of the
form DV p
Źn
i“1 φiq or @V p
Žn
i“1 φiq and an elimination ordering e of φ, outputs a formula φ
1
that is logically equivalent to φ such that widthpφ1q ď maxpt1`lower-degpequYtwidthpφiq | i P
nuq.
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Proof. Given a formula φ of the described form having |V | ě 1 and an elimination or-
dering e “ ppv1, . . . , vmq, Eq of it, we explain how eliminate the last variable; precisely speak-
ing, we explain how to compute a logically equivalent ψ of the form Dtv1, . . . , vm´1u
Ź
ψj
and having elimination ordering ppv1, . . . , vm´1q, EXKptv1, . . . , vm´1uqq. The desired algo-
rithm iterates this variable elimination.
Let φvm denote the conjunction of the formulas of the form φi having vm P freepφiq, and
let I denote the set containing the indices of the remaining formulas φi. The formula ψ
is defined as Dtv1, . . . , vm´1u followed by the conjunction of all formulas in Ψ “ tφi | i P
Iu Y tDvmφ
vmu. It is clear that ψ and φ are logically equivalent, and we have |freepφvmq| “
1 ` lower-degpe, vmq. We verify that e
ψ “ ppv1, . . . , vm´1q, E X Kptv1, . . . , vm´1uqq is an
elimination ordering of ψ as follows. Since freepψq “ freepφq, it is clear that the variables
in freepψq occur first in the ordering pv1, . . . , vm´1q. To verify that e
ψ is an elimination
ordering of the hypergraph named in Definition 5.10, we need to verify that, for each edge
f of that hypergraph, one has the containment Kpfq Ď E. For each such edge f , other than
the edge freepDvmφ
vmq, this containment holds because it held for the original elimination
ordering for φ. For the edge freepDvmφ
vmq, the containment holds due to the lower neighbor
property and due to vm being a neighbor of each element of freepφ
vmqztvmu in E.
We now confirm that we can apply the algorithm to ψ to obtain the desired formula φ1.
We have lower-degpeψq ď lower-degpeq and widthpφvmq ď maxptwidthpφiq | i P nzIu Y t1 `
lower-degpequq. From this, it follows that
maxpt1` lower-degpeψqu Y twidthpψjq | ψj P Ψuq
ď maxpt1` lower-degpequ Y twidthpφiq | i P nuq.
Proof. (Theorem 5.9) By definition of thickpφq and by the computability of lay`pφq
from φ (Theorem 5.5), it suffices to prove that there is an algorithm that, given a layered
formula φ, returns an equivalent formula that uses thicklpφq many variables.
Consider the following algorithm A defined recursively on layered formulas. When φ is
an atom or a negated atom, Apφq “ φ. When φ is of the form DV p
Źn
i“1 φiq or @V p
Žn
i“1 φiq,
the algorithm proceeds as follows. Set H to be the hypergraph
tfreepφiq | i P nu Y tfreepφqu.
We have 1` twpHq “ local-thicklpφq ď thicklpφq. By calling the algorithm of Proposition 2.3
on the hypergraph H and the distinguished edge freepφq, we can obtain an elimination
ordering e of φ having 1 ` lower-degpeq “ 1 ` twpHq ď thicklpφq. Let φ
1 be the formula
obtained from φ by replacing each formula φi by Apφiq; for each i P n, we have widthpφiq ď
thicklpφiq. By applying the algorithm of Lemma 5.11 to φ
1 and e, we obtain a formula φ2
having widthpφ2q ď thicklpφq. By renaming variables in φ
2, we can obtain an equivalent
formula where the number of variables used is equal to widthpφ2q. The output Apφq of the
algorithm is this equivalent formula.
6. GRAPH-LIKE QUERIES
In this section, we state our main theorem and two corollaries thereof, which describe the
tractable graph-like sentence sets. In the following two sections, we prove the hardness
portion of the main theorem.
Definition 6.1. Define MC to be the language of pairs
tpφ,Bq | B |ù φu
where φ denotes a first-order sentence, and B denotes a relational structure.
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Theorem 6.2. (Main theorem) Let Φ be a graph-like set of sentences having bounded
arity. If Φ has bounded thickness, then the case problem MCrΦs is in case-FPT; otherwise,
the case problem MCrΦs is case-Wr1s-hard or case-co-Wr1s-hard.
We give a proof of this theorem that makes a single forward reference to the main theorem
of Section 8.
Proof. Suppose Φ has thickness bounded above by k. Define S1 to be the set of sentences
having thickness less than or equal to k. The set S1 is computable by Proposition 5.8.
We have that param-MCrS1s is in FPT via the algorithm that, given an instance pφ,Bq,
first checks if φ P S1, and if so, invokes Theorem 5.9 to obtain φ1, and then performs the
natural bottom-up, polynomial-time evaluation of φ1 on B (a` la Vardi [Vardi 1995]). The
case problem MCrΦs slice reduces to MCrS1s via the slice reduction ptps1, s1q | s1 P S1u, π3q.
Suppose that Φ has unbounded thickness. Theorem 8.1 yields that either case-CLIQUE or
case-co-CLIQUE slice reduces to MCrΦs. It then follows by definition that MCrΦs is case-Wr1s-
hard or case-co-Wr1s-hard, since the problems CLIQUE and co-CLIQUE are Wr1s-hard and
co-Wr1s-hard, respectively.
We now provide two corollaries that describe the complexity of the problems param-MCrΦs
addressed by the main theorem; the first corollary assumes that Φ is computable, while the
second corollary makes no computability assumption on Φ. Both of these corollaries follow
directly from Theorem 6.2 via use of Propositions 4.6 and 4.7.
Corollary 6.3. Let Φ be a computable, graph-like set of sentences having bounded
arity. If Φ has bounded thickness, then the problem param-MCrΦs is in FPT; otherwise, the
problem param-MCrΦs is not in FPT, unless Wr1s Ď FPT.
Proof. When Φ has bounded thickness, the claim follows directly from Theorem 6.2
and Proposition 4.6. When Φ does not have bounded thickness, Theorem 6.2 and Proposi-
tion 4.7 imply that param-MCrΦs is either Wr1s-hard or co-Wr1s-hard, from which the claim
follows.
Corollary 6.4. Let Φ be a graph-like set of sentences having bounded arity. If Φ
has bounded thickness, then the problem param-MCrΦs is in nu-FPT; otherwise, the problem
param-MCrΦs is not in nu-FPT, unless Wr1s Ď nu-FPT.
Proof. When Φ has bounded thickness, the claim follows directly from Theorem 6.2 and
Proposition 4.6. When Φ does not have bounded thickness, Theorem 6.2 and Proposition 4.7
imply that param-MCrΦs is either non-uniformly Wr1s-hard or non-uniformly co-Wr1s-hard,
so, invoking the fact that nu-FPT is closed under nu-FPT-reductions, the claim follows.
In Section B, we provide a discussion of how the main theorem of the present paper can
be used to readily derive the dichotomy theorem of graphical sets of quantified conjunctive
queries [Chen and Dalmau 2012]; a dual argument yields the corresponding theorem on
graphical sets of quantified disjunctive queries. Note that it follows immediately from this
discussion and [Chen and Dalmau 2012, Example 3.5] that there exists a set of graph-like
sentences having bounded arity that is tractable, but not contained in one of the tractable
classes identified by Adler and Weyer [Adler and Weyer 2012].
Let us also note here that, as pointed out by Adler and Weyer, it is undecidable, given
a first-order sentence φ and a value k ě 1, whether or not φ is logically equivalent to a k-
variable sentence, and hence one cannot expect an algorithm that takes a first-order sentence
and outputs an equivalent one that minimizes the number of variables. (This undecidability
result holds even for positive first-order logic [Bova and Chen 2014].)
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7. ACCORDION REDUCTIONS
In this section, we introduce a notion that we call accordion reduction. When C Ď Σ˚ˆΣ˚
is a set of string pairs and S Ď Σ˚ is a set of strings, we use closureCpSq to denote the in-
tersection of all sets T containing S and having the closure property that, if pu, u1q P C and
u1 P T , then u P T . When an accordion reduction exists for such a C (with respect to a lan-
guage Q), the theorem of this section (Theorem 7.2) yields that the problem QrclosureCpSqs
slice reduces to QrSs. Hence, an accordion reduction is not itself a slice reduction, but its
existence provides a sufficient condition for the existence of a class of slice reductions.
How is this section’s theorem proved? One component of an accordion reduction is an
FPT-computable mapping r that, for each pu, u1q P C, maps a Q-instance pu, yq to a Q-
instance pu1, y1q. Intuitively, to give a slice reduction from QrclosureCpSqs to QrSs, one
needs to reduce, for any s P S and s1 P closureCpSq, instances of the form ps1, ¨q to instances
of the form ps, ¨q. The containment s1 P closureCpSq implies the existence of a sequence
s1, . . . , sk “ s such that every pair psi, si`1q is in C. This naturally suggests applying the
map r repeatedly, but note that there is no constant bound on the length k of the sequence.
Hence, r needs to be sufficiently well-behaved so that, when composed with itself arbitrarily
many times (in the described way), the end effect is that of an FPT-computable function
that may serve as the map in the definition of slice reduction. (The author is mentally
reminded of the closing of an accordion in thinking that this potentially long sequence of
compositions yields a single well-behaved map.) To ensure this well-behavedness, we impose
a condition that we call measure-linearity.
In the context of accordion reductions, a measure is a mapping m : Σ˚ ˆ Σ˚ Ñ N such
that there exist a computable function f : Σ˚ Ñ N and a polynomial p : N Ñ N whereby,
for all pairs ps, yq P Σ˚ ˆ Σ˚, it holds that mps, yq ď |y| ď fpsqppmps, yqq.
Definition 7.1. Let Q Ď Σ˚ˆΣ˚ be a language of pairs. With respect to Q, an accordion
reduction consists of:
— a computably enumerable language C Ď Σ˚ ˆ Σ˚,
— a measure m : Σ˚ ˆ Σ˚ Ñ N,
— a partial computable function B : Σ˚ ˆ Σ˚ Ñ N with dompBq “ C, and
— a mapping r : Σ˚ ˆΣ˚ ˆΣ˚ Ñ Σ˚ that has domprq “ C ˆΣ˚, that is FPT-computable
with respect to the parameterization pπ1, π2q, and that is measure-linear in that, for each
pair pu, u1q P C and for each y P Σ˚, it holds that mpu1, rpu, u1, yqq ď Bpu, u1qmpu, yq,
such that the following condition holds:
— (correctness) for each pu, u1q P C, it holds (for each y P Σ˚) that
pu, yq P Qô pu1, rpu, u1, yqq P Q.
Theorem 7.2. Suppose that QrSs is a case problem, and that pC,m, rq is an accordion
reduction with respect to Q. Then, the case problem QrclosureCpSqs slice reduces to the case
problem QrSs.
Proof. We define a slice reduction pU, r`q from QrclosureCpSqs to QrSs. Set U to be the
set containing the pairs pu, u1q such that there exists k ě 1 and a sequence u1, . . . , uk such
that u “ u1, uk “ u
1, and pui, ui`1q P C when 1 ď i ă k. It is straightforwardly verified
that U is computably enumerable and that the coverage criterion is satisfied, that is, if
u P closureCpSq, then there exists u
1 P S such that pu, u1q P U . Fix AU to be an algorithm
that, given a pair pu, u1q, returns a sequence u “ u1, u2, . . . , uk “ u
1 of the just-described
form whenever pu, u1q P U . Consider the algorithm Ar` that does the following: given a triple
pu, u1, yq, it invokes AU pu, u
1q; if this computation halts with output u “ u1, u2, . . . , uk “ u
1,
the algorithm sets y1 “ y; the algorithm computes
y2 “ rpu1, u2, y1q, y3 “ rpu2, u3, y2q, . . ., yk “ rpuk´1, uk, yk´1q,
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and outputs yk. We define r
` as the partial mapping computed by this algorithm Ar` . In
order to compute each of the strings y2, . . . , yk, the algorithm Ar` uses the algorithm Ar
for r provided by the definition of an accordion reduction; let fr and pr be a computable
function and a polynomial, respectively, such that the running time of Ar, on an input
pu, u1, yq, is bounded above by frpu, u
1qprp|pu, u
1, yq|q.
On an input pu, u1, yq where r` is defined, the running time of Ar` can be bounded above
by the running time of AU pu, u
1q plus
frpu1, u2qprp|pu1, u2, y1q|q ` ¨ ¨ ¨ ` frpuk´1, ukqprp|puk´1, uk, yk´1q|q.
Note that the running time of AU pu, u
1q and k are both functions of pu, u1q. So, in order
to show that the running time of Ar`pu, u
1, yq is FPT-computable with respect to pπ1, π2q,
it suffices to show that, for each i ě 1, the term frpui, ui`1qprp|pui, ui`1, yiq|q is degree-
bounded, when defined (hereon, when discussing degree-boundedness, this is with respect
to pπ1, π2q). So consider such a term; the strings ui and ui`1 are computable functions
of pu, u1q, and so by appeal to Proposition 3.11, it suffices to show that the string length
|yi| is degree-bounded. This is clear in the case that i “ 1, that is, we have that |y1| is
degree-bounded. Let us consider the case that i ą 1. By the measure-linearity of r, we have
that
mpui, yiq ď Bpu1, u2q ¨ ¨ ¨Bpui´1, uiqmpu1, y1q.
By the definition of measure, it follows that
mpui, yiq ď Bpu1, u2q ¨ ¨ ¨Bpui´1, uiq|y1|.
Since the constants Bpuj , uj`1q depend only on pu, u
1q, we obtain that the value mpui, yiq
is degree-bounded. Letting fm and pm be the computable function and polynomial (respec-
tively) provided by the definition of measure, we then have |yi| ď fmpuiqpmpmpui, yiqq, and
conclude that |yi| is degree-bounded.
8. HARDNESS
In this section, we establish the main intractability result of the paper, namely, that the
case problem MCrΦs is hard when Φ is graph-like and has unbounded thickness.
Theorem 8.1. Suppose that Φ is a set of graph-like sentences of bounded arity such that
thickpΦq is unbounded. Then, either case-CLIQUE or case-co-CLIQUE slice reduces to MCrΦs.
Proof. Immediate from Lemmas 8.2 and 8.3, and Theorem 8.5.
This intractability result is obtained by composing three slice reductions. Define a formula
to be friendly if it is loose, positive, and layered. We first show (Lemma 8.2) that there exists
a set of friendly sentences Ψ, with thicklpΨq unbounded, such that MCrΨs slice reduces to
MCrΦs. We next show (Lemma 8.3) that a multi-sorted version fullpΨq of Ψ has the property
thatMCsrfullpΨqs slice reduces to MCrΨs; here, MCs denotes the multi-sorted generalization
of MC. Finally, we directly slice reduce either case-CLIQUE or case-co-CLIQUE to MCsrΨs
(Theorem 8.5); this third reduction is obtained via an accordion reduction.
Lemma 8.2. Suppose that Φ is a set of graph-like sentences of bounded arity such that
thickpΦq is unbounded. There exists a set of friendly sentences Ψ such that MCrΨs slice
reduces to MCrΦs and such that thicklpΨq is unbounded.
Proof. Define Φ1 to be the set that contains a loose layered sentence if it occurs as a
positively combined subformula of a loose sentence in lay`ptφ P Φ | φ is looseuq. We have
that thicklpΦ
1q is unbounded; this is because, for each sentence φ P Φ, if we define φL to be
equal to org`pφq but with symbols renamed (if necessary) so that φL is loose, then φL P Φ
and it is straightforwardly verified that thickpφq “ thickpφLq.
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We claim that MCrΦ1s slice reduces to MCrΦs. We define a slice reduction as follows. The
set U contains a pair pφ1, φq if φ is a loose sentence and φ1 is a loose layered sentence that
is a positively combined subformula of lay`pφq; we have that U is computable. For pairs
pφ1, φq P U , we set rpφ1, φ,B1q “ B, whereB is defined as follows. For each symbol R (of arity
k) that appears in φ but not in φ1, we define RB “ Bk or RB “ H as appropriate so that
B1 |ù φ1 if and only if B |ù φ; this is possible since φ1 is a positively combined subformula
of lay`pφq and because lay`pφq and φ are logically equivalent (by Theorem 5.5).
Define Ψ to be the set that contains a sentence ψ if it can be obtained from a sentence
φ1 P Φ1 by removing all negations that appear immediately in front of atoms. Since each
sentence in Φ1 is loose and layered, we obtain that each sentence in Ψ is friendly. We give
a slice reduction from MCrΨs to MCrΦ1s, as follows. Define U to be the set that contains a
pair pψ, φ1q if φ1 is a loose layered sentence and ψ can be obtained from φ1 by removing all
negations that appear in front of atoms. When pψ, φ1q P U , define rpψ, φ1,Bq “ B1 where
B1 “ B and, for each symbol R of arity k, it holds that RB
1
“ BkzRB when R appears in
φ1 with a negation before it, and RB
1
“ RB otherwise. (Note that BkzRB can always be
computed in polynomial time from RB due to our assumption of bounded arity.) From the
definition of thicklp¨q, we have that pψ, φ
1q P U implies thicklpψq “ thicklpφ
1q, so thicklpΨq is
unbounded.
By Theorem 4.4, there is a slice reduction from MCrΨs to MCrΦs.
In what follows, we will work with multi-sorted relational first-order logic, formalized as
follows. (For differentiation, we will refer to formulas in the usual first-order logic considered
thus far as one-sorted.) A signature is a pair pσ,Sq where S is a set of sorts and σ is a set
of relation symbols; each relation symbol R P σ has an associated arity arpRq which is an
element of S˚. In a formula over signature pσ,Sq, each variable v has associated with it a sort
spvq from S; an atom is a formula Rpv1, . . . , vkq where R P σ and spv1q . . . spvkq “ arpRq.
A structure B on signature pσ,Sq consists of an S-sorted family tBs | s P Su of sets called
the universe of B, and for each symbol R P σ, an interpretation RB Ď BarpRq, where for a
word w “ w1 . . . wk P S
˚, we use Bw to denote the product Bw1 ˆ ¨ ¨ ¨ ˆBwk . We use MCs
to denote the multi-sorted version of MC, that is, it is the language of pairs pφ,Bq where φ
is a sentence and B is a structure both having the same signature pσ,Sq, and B |ù φ.
Suppose that φ is a multi-sorted friendly formula on signature pσ,Sq, and let V be the set
of variables occurring in φ; we say that φ is fully-sorted if V Ď S and for each v P V , the sort
of v is v itself (that is, spvq “ v). When ψ is a one-sorted friendly formula, and V is the set of
variables that occur in ψ, we use fullpψq to denote the natural fully-sorted formula induced
by ψ, namely, the formula on signature pσ, V q where σ contains those symbols occurring in
ψ, and, if Rpv1, . . . , vkq appears in ψ, then arpRq “ v1 . . . vk (this is well-defined since φ is
symbol-loose).
Lemma 8.3. Let Ψ be a set of one-sorted friendly sentences. The set fullpΨq of fully-
sorted friendly sentences has the property that MCsrfullpΨqs slice reduces to MCrΨs.
Proof. We give a slice reduction. Define U to be the set that contains each pair of the
form pfullpψq, ψq. Suppose that ψ and B are over signature pσ,Sq. Define rpfullpψq, ψ,Bq “
B1, where B1 is defined as follows. Let B1 be a set whose cardinality is maxsPS |Bs|. For each
sort s P S, fix a map fs : B
1 Ñ Bs that is surjective. For each relation symbol R P σ of arity
s1 . . . sk, define R
B
1
“ tpb1
1
, . . . , b1kq P B
1k | pfs1pb
1
1
q, . . . , fskpb
1
kqq P R
Bu. It is straightforward
to prove by induction that, for all subformulas φ of ψ, and each assignment g from the set
of variables to B1, that B1, g |ù φ if and only if B, f ˝s g |ù fullpφq. Here, f ˝s g denotes the
mapping that sends each variable v to fspvqpgpvqq and we view fullpφq as a formula over the
signature pσ,Sq of ψ. The correctness of the reduction follows.
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In the remainder of this section, we assume that all formulas and structures under dis-
cussion are multi-sorted.
Let us say that a friendly formula is a simple formula if it is of the form DXp
Źn
i“1 αiq
or of the form @Y p
Žn
i“1 αiq where each αi is an atom. When φ is a simple formula where
the variables V are those that are quantified initially, we say that ψ is a sentence based on
φ if ψ is a simple sentence derivable from φ by replacing each atom Rpw1, . . . , wkq with an
atom whose variables are the elements in tw1, . . . , wku X V .
We now present an accordion reduction that will be used to derive our hardness result.
When Ψ is a set of friendly sentences, this accordion reduction will allow a simple subformula
φ1 “ DV χ to simulate a disjunction of atoms on freepφ1q, and likewise for a simple subformula
φ1 “ @V χ to simulate a corresponding conjunction; this is made precise as follows. The set
C is defined to contain a pair pψ, φq of friendly sentences if there exists a simple subformula
φ1 “ QV χ of φ such that one of the following conditions holds:
(1) ψ is a sentence based on φ1.
(2) Q “ D and ψ is a friendly sentence obtained from φ by replacing φ1 withŽm
i“1 Eipvi1, vi2q, where the tuples pvi1, vi2q are such that tv11, v12u, . . . , tvm1, vm2u is
a list of the elements in Kpfreepφ1qq and the Ei are relation symbols (each of which is
fresh in that it does not appear elsewhere in ψ).
(3) Q “ @ and ψ is a friendly sentence obtained from φ by replacing φ1 with
Źm
i“1Eipvi1, vi2q
where the tuples pvi1, vi2q and the symbols Ei are as described in the previous case.
In order to present the accordion reduction, we view, without loss of generality, each pair
of strings as a pair pφ,Bq where φ is a sentence whose encoding includes the signature pσ,Sq
over which it is defined; and B is a structure over this signature.
Theorem 8.4. Let M be the measure such that Mpφ,Bq is equal to maxsPS |Bs| when
B is a multi-sorted structure defined on the signature pσ,Sq of φ. There exists a mapping
r : Σ˚ˆΣ˚ˆΣ˚ Ñ Σ˚ such that the triple pC,M, rq is an accordion reduction with respect
to MCs. (Here, C is the set defined above.)
Proof. Suppose pψ, φ,Aq is a triple with pψ, φq P C and where A is a structure over
the signature of ψ. We define rpψ, φ,Aq to be the structure B, defined as follows.
It is straightforward to treat the case where there exists a simple subformula φ1 of φ such
that ψ is the sentence based on φ1 (here, we omit discussion of this case).
In the remainder of this proof, we consider the case that there exist a simple subformula
φ1 “ DV χ of φ such that ψ is a friendly sentence obtained from φ by replacing φ1 with
a disjunction ψ1 as in the definition of C. (Dual to this case is the remaining case where
φ1 “ @V χ and ψ is obtained from φ by replacing φ1 with a conjunction.) We will denote
the disjunction ψ1 by E1pw11, w12q _ ¨ ¨ ¨ _ Empwm1, wm2q. We define the universe of B as
follows.
— For each sort u of A, we define Bu “ Au.
— For each v P V , define Bv “ tpEℓ, u, aq | ℓ P m,u P twℓ1, wℓ2u, a P Auu
As m ď |V |2 and a variable u appearing as the second coordinate in an element of a set Bv
must be an element of freepφ1q, We have Mpφ,Bq ď |V |2 ¨ |freepφ1q| ¨Mpψ,Aq; this confirms
measure-linearity of M , since |V | and |freepφ1q| are computable functions of the pair pψ, φq.
For each atom Rpu1, . . . , ukq in φ that occurs outside of φ
1 (equivalently, that also appears
in ψ), define RB “ RA.
For each atom Rpu1, . . . , ukq that occurs in φ
1, define RB to contain a tuple pb1, . . . , bkq P
Bu1...uk if and only if the following two conditions hold:
— For all i, j P k, if ui P V and uj P V , then bi “ bj.
— For all i, j P k, if ui P V , bi “ pEℓ, u, aq, and uj R V (equivalently, uj P freepφ
1q), then
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— uj “ u implies bj “ a, and
— tuj, uu “ twℓ1, wℓ2u implies A, tpu, aq, puj, bjqu |ù Eℓpwℓ1, wℓ2q. (Here, we use a set of
pairs to denote a partial map.)
To verify that A |ù ψ if and only if B |ù φ, it suffices to verify that, for any assignment
f defined on freepφ1q “ freepψ1q taking each variable u to an element of Au, that
A, f |ù ψ1 ô B, f |ù φ1.
pñq: There exists ℓ P m such that A, f |ù Eℓpwℓ1, wℓ2q. Pick w to be a variable
in twℓ1, wℓ2u, and consider the extension f
` of f that sends each variable in V to
pEℓ, w, fpwqq. It is straightforward to verify that B, f
` satisfies the conjunction of φ1; we
do so as follows. Suppose that Rpu1, . . . , ukq is an atom in this conjunction. We claim
that pf`pu1q, . . . , f
`pukqq P R
B. This tuple clearly satisfies the first condition in the def-
inition of RB; to check the second condition, suppose that i, j P k are such that ui P V
and uj R V . We have f
`puiq “ pEℓ, w, fpwqq. If uj “ w, then indeed f
`pujq “ fpwq. If
tuj, wu “ twℓ1, wℓ2u, then tpw, fpwqq, puj , f
`pujqqu is equal to f æ twℓ1, wℓ2u, and we have
A, f æ twℓ1, wℓ2u |ù Eℓpwℓ1, wℓ2q by our choice of ℓ.
pðq: Suppose that B, f` satisfies the conjunction of φ1. By the definition of B and since
φ1 is a layered formula, f` maps all variables in V to the same value pEℓ, u, aq. There exists
an atom Rpu1, . . . , ukq in φ
1 such that one of its variables uj has the property that tuj, uu “
twℓ1, wℓ2u. It follows, from the definition of R
B, that A, f` æ tu, uju |ù Eℓpwℓ1, wℓ2q.
Theorem 8.5. Let Ψ be a set of fully-sorted, friendly sentences such that thicklpΨq is
unbounded. Then, either case-CLIQUE or case-co-CLIQUE slice reduces to MCsrΨs.
Suppose that ψ is a simple friendly formula that occurs as a subformula of a formula φ.
We say that ψ is an existential k-clique if it is of the form DXp
Źn
i“1 αiq and there exists a
set V of variables, with |V | ě k, that are existentially quantified (in φ) such that for each
set tv, v1u P KpV q, there exists an atom αi with tv, v
1u Ď freepαiq. We define a universal
k-clique dually.
Proof. Let C be as defined above in the discussion. By appeal to Theorem 8.4, it suffices
to prove that either case-CLIQUE or case-co-CLIQUE slice reduces to MCsrclosureCpΨqs. When
Θ is a set of layered sentences, let us use the term Θ-relevant subformula to refer to a
layered subformula φ of a sentence θ in Θ. For each Ψ-relevant subformula φ, it holds
that local-thicklpφq ď quant-thicklpφq ` |freepφq| (this is since the hypergraph from which
quant-thicklpφq is defined is the hypergraph from which local-thicklpφq is defined, but with
the vertices in freepφq removed). By the definition of thicklp¨q, the quantity local-thicklpφq
over Ψ-relevant subformulas φ is unbounded. Thus, over Ψ-relevant subformulas φ, either the
quantity quant-thicklpφq or the quantity |freepφq| is unbounded. We may therefore consider
two cases.
Assume that |freepφq| is unbounded over Ψ-relevant subformulas φ. By conditions (2) and
(3) in the definition of C, we obtain that |freepφq| is unbounded over simple closureCpΨq-
relevant subformulas φ. We assume that |freepφq| is unbounded over such simple subformulas
φ that use existential quantification (if not, then |freepφq| is unbounded over such simple
subformulas φ that use universal quantification, and the argumentation is dual). We now
consider two cases. If the number of universally quantified variables in freepφq is unbounded
over such subformulas φ, then by condition (2) of the definition of C applied to each such
subformula (and the sentence in which it appears), we obtain that, for each k ě 1, the set
closureCpΨq contains a sentence that contains a universal k-clique. Otherwise, the number
of existentially quantified variables in freepφq is unbounded over such subformulas φ; in
this case, by an application of condition (3) followed by an application of condition (2)
(again, to each such subformula φ and the sentence in which it appears), we obtain that,
for each k ě 1, the set closureCpΨq contains a sentence that contains an existential k-clique.
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In this latter case, let us explain how to exhibit a slice reduction from case-CLIQUE to
MCsrclosureCpΨqs (in the former case, one dually obtains a reduction from case-co-CLIQUE
to MCsrclosureCpΨqs). We define U to be the set of pairs pk, θq such that k ě 1 and θ is a
sentence that contains an existential k-clique as a subformula. Let us define rpk, θ, pV,Eqq
to be the structure B described as follows. Let W be the set of variables that witnesses the
existential k-clique. For each relation symbol R of an atom in θ that does not witness the
existential k-clique, we may set RB to either H or Br (here, r is the arity of R) in such
a way that B |ù θ if and only if B |ù DW p^jβjq, where the βj are the atoms witnessing
the existential k-clique. By defining, for each remaining relation symbol F (that is, for each
relation symbol F of an atom βj), the relation F
B to be E, we obtain that pV,Eq contains
a k-clique if and only if B |ù θ.
Now assume that quant-thicklpφq is unbounded over Ψ-relevant subformulas φ. By con-
ditions (2) and (3) in the definition of C, we obtain that quant-thicklpφq is unbounded over
simple closureCpΨq-relevant subformulas φ. By considering the sentences based on these sub-
formulas (and by invoking condition (1) in the definition of C), we obtain that closureCpΨq
contains simple sentences DXp
Ź
αiq or contains simple sentences DY p
Ž
αiq such that, over
these sentences, quant-thicklp¨q is unbounded. In the former case, the intractability result
of Grohe, Schwentick and Segoufin [Grohe et al. 2001] directly yields a slice reduction from
case-CLIQUE to MCsrclosureCpΨqs where the set U contains a pair pk, θq when k ě 1 and θ is
a sentence DXp
Ź
αiq whose corresponding graph admits a k-by-k grid as a minor. The latter
case is dual (one obtains a slice reduction from case-co-CLIQUE to MCsrclosureCpΨqs).
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A. PROOF OF THEOREM ??
Proof. Let pU1, r1q be a slice reduction from Q1rS1s to Q2rS2s, and let pU2, r2q be a
slice reduction from Q2rS2s to Q3rS3s. Define U to be the set
tpt1, t3q | there exists t2 P Σ
˚ such that
pt1, t2q P U1 and pt2, t3q P U2u.
It is straightforward to verify that U is computably enumerable and that there exists an
algorithm AU that, given a pair pt1, t3q P U , outputs a value t2 P Σ
˚ such that pt1, t2q P U1
and pt2, t3q P U2. Define r to be a partial function such that, when pt1, t3q P U , for each
y P Σ˚ it holds that rpt1, t3, yq “ r2pt2, t3, r1ppt1, t2q, yqq; here, we use t2 to denote AU pt1, t3q.
We verify that pU, rq is a slice reduction from Q1rS1s to Q3rS3s. For each t1 P S1, there
exists t2 P S2 such that pt1, t2q P U1; and, for each t2 P S2, there exists t3 P S3 such that
pt2, t3q P U2. Hence, for each t1 P S1, there exists t3 P S3 such that pt1, t3q P U . This confirms
the coverage condition; we now check correctness. Suppose that pt1, t3q P U , and let y P Σ
˚.
Set y1 “ r1pt1, t2, yq. We have that
pt1, yq P Q1 ô pt2, y
1q P Q2
and
pt2, y
1q P Q2 ô pt3, r2pt2, t3, y
1qq P Q3.
It follows that
pt1, yq P Q1 ô pt3, rpt1, t3, yqq P Q3.
It remains to verify that the function r is FPT-computable with respect to the parameter-
ization pπ1, π2q. We verify this by considering the natural algorithm at this point, namely,
the following algorithm: given pt1, t3, yq, invoke AU on pt1, t3q and, if this computation
halts, set t2 to the result; then, compute y
1 “ r1pt1, t2, yq using the algorithm witnessing
FPT-computability, and finally, compute r2pt2, t3, y
1q using the algorithm witnessing FPT-
computability. On an input x “ pt1, t3, yq P U ˆΣ
˚, the running time of this algorithm can
be upper bounded by
F pt1, t3q ` f1pt1, t2qp1p|pt1, t2, yq|q ` f2pt2, t3qp2p|pt2, t3, y
1q|q
where F pt1, t3q denotes the running time of AU on input pt1, t3q; and pf1, p1q and pf2, p2q
witness the FPT-computability of r1 and r2, respectively. We need to show that this running
time is degree-bounded with respect to pπ1, π2q; for the remainder of the proof, let us simply
use degree-bounded to mean degree-bounded with respect to this parameterization. We
view the various quantities under discussion as functions of x “ pt1, t3, yq. Since F pt1, t3q,
f1pt1, t2q and f2pt2, t3q can be viewed as computable functions of pt1, t3q, by Proposition 3.11
(1, 2), it suffices to verify that each of p1p|pt1, t2, yq|q, p2p|pt2, t3, y
1q|q is degree-bounded. By
appeal to Proposition 3.11(3), to verify that p1p|pt1, t2, yq|q is degree-bounded, it suffices to
observe that each of |t1|, |t2|, |y| is degree-bounded. Similarly, to verify that p2p|pt2, t3, y
1q|q
is degree-bounded, it suffices to verify that each of |t2|, |t3|, and |y
1| are degree-bounded;
this is clear for |t2| and |t3|, and the size |y
1| is bounded above by f1pt1, t2qp1p|pt1, t2, yq|q,
which is degree-bounded since we just verified that p1p|pt1, t2, yq|q is degree-bounded.
B. DISCUSSION: DERIVATION OF THE CLASSIFICATION OF PREFIXED GRAPHS
Let us say that a sentence is quantified conjunctive if conjunction (^) is the only connective
that occurs therein. A prefixed graph is a pair pP,Gq where P is a quantifier prefix and G is
a graph whose vertices are the variables appearing in P . Let G be a set of prefixed graphs.
Let QCpGq denote the set that contains a prenex quantified conjunctive sentence Pφ if there
exists a prefixed graph pP,Gq P G such that φ is a conjunction of atoms, where the variable
set of each atom forms a clique in G. We will assume that no variable occurs more than once
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in an atom; we make this assumption without loss of interestingness, since given a sentence
Φ P QCpGq and a structure B, one can efficiently compute a sentence Φ1 P QCpGq and a
structure B1 such that (1) each atom of Φ containing more than one variable occurrence
is replaced, in Φ1, with an atom with the same variables but not having multiple variable
occurrences, and (2) B |ù Φ iff B1 |ù Φ1.
The previous work [Chen and Dalmau 2012] studied the complexity of model checking
on sentence sets QCpGq, proving a comprehensive classification. Here, we show how this
classification can be readily derived using the main theorem of the present article. This
witnesses the strength and generality of our main theorem (Theorem 6.2). We first present
two lemmas, then proceed to the derivation.
When G is a set of prefixed graphs, let norm-QCpGq denote the subset of QCpGq that
contains a sentence if
— in each atom, the latest occurring variable (in the quantifier prefix) is existentially quan-
tified, and
— it is symbol-loose.
Lemma B.1. Let G be any set of prefixed graphs. The case problems MCrQCpGqs and
MCrnorm-QCpGqs slice reduce to each other.
Proof. It is straightforward to verify thatMCrnorm-QCpGqs slice reduces toMCrQCpGqs
(by definition, norm-QCpGq is a subset of QCpGq). We slice reduce from MCrQCpGqs to
MCrnorm-QCpGqs as follows. Define U to contain a pair pφ, φ1q of prenex quantified con-
junctive sentences if they share the same quantifier prefix, φ1 is symbol-loose, and each atom
α of φ can be placed in bijective correspondence with an atom α1 of φ1 in such a way that the
variables of α1 is the set obtained by taking the variables of α and iteratively eliminating the
latest occurring variable when it is universally quantified, until the latest occurring variable
is existentially quantified. The partial function r is defined in a natural way, namely, such
that rpφ, φ1,Bq is a structure B1 having the same universe B as B and having the following
property: for each atom α “ Rpu1, . . . , umq of φ, it holds that the satisfying assignments for
α1 over B1 are precisely the satisfying assignments for @Dα over B, where D denotes the
variables in α that do not occur in α1.
Lemma B.2. Let Φ be a set of symbol-loose quantified conjunctive sentences. It holds
that MCrΦs and MCrΦ1s are slice reducible to each other, where Φ1 is the graph-like closure
of Φ.
Proof. It is straightforward to verify that MCrΦs slice reduces to MCrΦ1s, as Φ Ď Φ1.
We thus show that MCrΦ1s slice reduces to MCrΦs. Let U be the set of pairs pφ1, φq such
that φ is a symbol-loose quantified conjunctive sentence, and φ1 is in the graph-like closure
of φ. We use σ and σ1 to denote the signatures of φ and φ1, respectively. Since disjunction
and negation do not occur in φ, we have that φ1 is obtained from φ via applications of the
syntactic transformations pαq, pβq, and pγq, and replacement. Since each of these syntactic
transformations preserves logical equivalence as well as the number of atom occurrences,
there is a mapping S : σ Ñ σ1 such that when each symbol in φ is mapped under S,
the resulting sentence is logically equivalent to φ1. The partial function r is defined by
rpφ1, φ,B1q “ B where for each symbol R P σ, the relation RB is defined as SpRqB
1
.
We now explain how to obtain the main dichotomy of the previous
work [Chen and Dalmau 2012], in particular, we show how to classify precisely the
sets of prefixed graphs G such that MCrQCpGqs is in case-FPT.
First, consider the case where atoms in norm-QCpGq may have unboundedly many
variables. If for each k ě 1 there exists an atom in norm-QCpGq with at least k ex-
istentially quantified variables, then there is a direct reduction from case-CLIQUE and
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one has case-Wr1s-hardness of MCrQCpGqs. Otherwise, define Fk to be the sentence
@y1 . . .@ykDx
Źk
i“1 Eipyi, xq; up to the insertion of additional variables that do not appear
in atoms and up to renaming of variables, we have that the sentences Fk are instances of
norm-QCpGq. By the above two lemmas, it suffices to prove that the graph-like closure of
tFku is hard. It is readily verified that lay
`pFkq is @ty1, . . . , ykupDx
Źk
i“1 Eipyi, xqq, where
the formula in parentheses is viewed as the single disjunct of a disjunction; we have that
thickpFkq “ k` 1, and by the main theorem, we obtain hardness (either case-Wr1s-hardness
or case-co-Wr1s-hardness) of the graph-like closure of tFku.
Next, consider the case where there is a constant upper bound on the number of variables
that occur in atoms in norm-QCpGq. By our assumption that no variable occurs more than
once in an atom, the set of sentences norm-QCpGq has bounded arity. In this case, by the
two presented lemmas, we have that MCrQCpGqs is equivalent, under slice reduction, to
MCrΦ1s, where Φ1 is the graph-like closure of norm-QCpGq. Since norm-QCpGq has bounded
arity, Φ1 does as well. Hence, our main theorem (Theorem 6.2) then can be applied to infer
that MCrΦ1s is either in case-FPT, is case-Wr1s-hard, or is case-co-Wr1s-hard.
By arguing as in Corollaries 6.3 and 6.4, one can derive dichotomies in the complexity of
param-MCrQCpGqs.
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