We consider a semi-infinite linear programming problem where the variables may belong to an infinite-dimensional Hilbert space. We generalize a potential reduction method introduced by Ye so that it can be used to solve this problem. Furthermore, convergence of the iterates produced by this algorithm to the optimal solution is proven. As an example, we show how this algorithm can be used to solve continuous linear programming (CLP) problems.
Introduction
Many optimization problems are naturally cast as semiinfinite problems; for instance, continuous time, optimal control problems subject to all time state constraints. In this paper, we consider a semi-infinite linear programming problem where the variables may belong to an infinite-dimensional Hilbert space. We generalize a potential reduction method introduced by Ye [9] so that it can be used to solve this problem.
Although much of the research on interior point methods (IPM's) has focused on finite-dimensional problems, interest in infinite-dimensional problems has begun to attract more attention, especially of late. In recent papers by Faybusovich and Moore [1, 2] the logarithmic barrier method is extended so as to be amendable to infinite-dimensional quadratic optimization problems subject to finitely many linear or quadratic constraints. On the other hand, Ferris and Philpott [3, 4] , Powell [6] and Todd [8] study a class of semi-infinite linear programming problems. Todd considers a family of semiinfinite LP problems on the space of continuous functionals and shows that a concept which he calls invariance is fundamental to whether a given IPM can be generalized to solve the limiting semi-infinite problem on C[0; 1]. He determines which IPM's converge to a sensible limiting algorithm as the number of constraints tends to infinity. Consequently, he does not deal with the issue of convergence of the iterates produced by the limiting algorithm. In particular, he shows that a potential reduction method introduced by Ye [9] has a sensible generalization to the semi-infinite case on C[0; 1]. In the papers by Ferris and Philpott [3, 4] and Powell [6] the affine scaling algorithm, and Karmarkar's algorithm respectively are generalized to the semi-infinite setting.
In this paper we combine features of [1, 2] and [3, 4, 6, 8] by studying semi-infinite LP where the variable can belong to an arbitrary infinite-dimensional Hilbert space (as opposed to a space of continuous functionals). We generalize a potential reduction method introduced by Ye [9] . Furthermore, convergence of the iterates produced by this algorithm to the optimal solution is proven. As an example, we show how this algorithm can be used to solve continuous linear programming (CLP) problems [7] . The problem dual to (P) is
We make the following assumptions: 
where z is the optimal cost for (P) and (D implies that hc; xi z < .
Proof:
The interested reader should consult [5] .
Therefore, by making (x; z) sufficiently negative, the duality gap can be made sufficiently small.
Algorithm
We now develop an interior point algorithm which can be used to reduce (x; z). The following is an infinite dimensional generalization of a result from [9] , a proof of which appears in [5] . Note that the inequality (4) holds only if (3) is satisfied. On the other hand, unless = 0 the inequality in (7) being true will not guarantee that (3) is true either. That is, a solution x 1 of (7), for 0 < < 1 will generally not give rise to a minimal upper bound on the difference (5) as suggested by the inequality (4) . For the moment, we assume that there exists 0 < < 1 such that the optimal solution of (7) gives rise to a solution x 1 which satisfies the inequality (3) and hence (4).
We defer the issue of calculating until later and for the moment, assume that has been found. Since Q(x defines an inner product on X and hence, a Riemannian metric on X. The gradient of (x; z) with respect to this Riemannian metric is given as follows. 
We return now to the question of choosing . Recall that in general, 0 < < 1 will not guarantee that (3) holds and hence, will not guarantee the reduction in (x; z) which (4) suggests. However, if is calculated as follows, a reduction in the potential function is guaranteed. The following is an infinite dimensional generalization of a result from [9] and the interested reader should consult [5] for a derivation. Let 
Convergence results
We consider now the convergence of the iterates (x k ; z k ) produced by Algorithm (P). Consider the following discretiza- Proof: This is proven using the result stated in Lemma 4.1. The interested reader should consult [5] for exact details. Let x k 2 X be feasible for (P) and x k N 2 X N be feasible for P N . We denote by z k+1 N the optimal solution of (ZP N ) associated with x k N , and z k+1 the optimal solution of (ZP) with x k . We have the following result.
The following assumption is required in some of the results that follow. 
Proof: Refer to [5] for details
We consider now the convergence of the Newton step. 
Proof:
We give a brief outline of the proof. For complete details, the reader should consult [5] 
In [5] it is shown that N (x k N ; z k +1 N ) ! (x k ; z k +1 ) and N ! as N ! 1 . The result follows. 
The proof is similar in spirit to that of Theorem 4.1, and requires in addition, the result stated in Proposition 4.2. The interested reader should consult [5] for details.
Example
As with all interior point methods, a crucial part of Algorithm is calculating the Newton step (9) . We consider now a class of infinite-dimensional LP problems which are known as continuous linear programming (CLP) [7] . By placing additional differentiability constraints on the set of feasible solutions, this class of problems can be transformed into a constrained linear optimal control problem which falls under the framework (P). We shall focus on calculating the Newton step. 
Therefore, to calculate the Newton step, one needs to solve the integral equation (24) for r(t) and (23) for the Newton step (t). In practise it may only be possible to solve (24) approximately -for example, partitioning [0; 1] and constraining r(t) to be piecewise constant on each subinterval. However, the Newton step (t) obtained by solving (23) with this piecewise constant r(t) will still satisfy the condition (t) 2 X.
