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We consider a periodic Jacobi operator H with ﬁnitely supported
perturbations on Z. We solve the inverse resonance problem: we
prove that the mapping from ﬁnitely supported perturbations to
the scattering data, the inverse of the transmission coeﬃcient and
the Jost function on the right half-axis, is one-to-one and onto. We
consider the problem of reconstruction of the scattering data from
all eigenvalues, resonances and the set of zeros of R−(λ)+1, where
R− is the reﬂection coeﬃcient.
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1. Introduction
We consider a Jacobi operator H = H0 + V on the lattice Z = {. . . ,−2,−1,0,1,2, . . .}. Here the
unperturbed operator H0 is a periodic Jacobi operator given by
(
H0 y
)
n = a0n−1 yn−1 + a0n yn+1 + b0n yn, (1.1)
where y = (yn)∞1 ∈ 2 = 2(Z) and the q-periodic coeﬃcients a0n,b0n ∈ R satisfy
a0n = a0n+q > 0, b0n = b0n+q, n ∈ Z,
q∏
j=1
a0j = 1, q 2. (1.2)
We ﬁx a positive integer p. The perturbation operator V is the ﬁnitely supported Jacobi operator
given by
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⎧⎪⎨
⎪⎩
un−1 yn−1 + un yn+1 + vn yn, if 1 n p,
up yp, if n = p + 1,
u0 y1 + v0 y0, if n = 0,
0, if n−1 or n p + 2, p  1.
(1.3)
We parameterize V by the vector (u, v) ∈ R2p and let (u, v) belong to the class Vν given by
Vν =
{
(u, v) ∈ R2p: a0n + un > 0, n = 0, . . . , p, up = 0, v0 = 0
}
if ν = 2p, (1.4)
Vν =
{
(u, v) ∈ R2p: a0n + un > 0, n = 0, . . . , p, up = 0, v0 = 0, vp = 0
}
if ν = 2p − 1. (1.5)
We rewrite H in the form
(Hy)n = an−1 yn−1 + an yn+1 + bn yn (1.6)
with the coeﬃcients an,bn given by
an =
{
a0n + un > 0 if 0 n p,
a0n if n−1 or n p + 1,
bn =
{
b0n + vn if 0 n p,
b0n if n−1 or n p + 1.
(1.7)
The corresponding Jacobi matrices have the forms
H0 =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
. . . . . . . . . . . . . . . . . . . . .
. . . a00 b
0
1 a
0
1 0 0 . . .
. . . 0 a01 b
0
2 a
0
2 0 . . .
. . . 0 0 a02 b
0
3 b
0
3 . . .
. . . 0 0 0 a03 b
0
4 . . .
. . . 0 0 0 0 a04 . . .
. . . . . . . . . . . . . . . . . . . . .
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, H =
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
. . . . . . . . . . . . . . . . . . . . .
. . . a0 b1 a1 0 0 . . .
. . . 0 a1 b2 a2 0 . . .
. . . 0 0 a2 b3 b3 . . .
. . . 0 0 0 a3 b4 . . .
. . . 0 0 0 0 a4 . . .
. . . . . . . . . . . . . . . . . . . . .
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
. (1.8)
For an = 1, b0n = 0, n ∈ Z, the operator H is the ﬁnite difference Schrödinger operator with ﬁnitely
supported potential.
A lot of papers is devoted to the direct and inverse resonance problems for the Schrödinger opera-
tor − d2
dx2
+q(x) on the line R with compactly supported perturbation (see [20,8,21,16] and references
given there). Zworski [21] obtained the ﬁrst results about the distribution of resonances for the
Schrödinger operator with compactly supported potentials on the real line. One of the present authors
obtained the uniqueness, the recovery and the characterization of the S-matrix for the Schrödinger
operator with a compactly supported potential on the real line [16], see also [22,2] concerning the
uniqueness.
The problem of resonances for the Schrödinger with periodic plus compactly supported poten-
tial − d2
dx2
+ p(x) + q(x) is much less studied: [7,13,14]. The following results were obtained in [14]:
1) the distribution of resonances in the disk with large radius is determined, 2) some inverse reso-
nance problem, 3) the existence of a logarithmic resonance-free region near the real axis. The inverse
resonance problem is not yet solved.
Finite-difference Schrödinger and Jacobi operators express many similar features. Spectral and scat-
tering properties of inﬁnite Jacobi matrices are much studied (see [18,4,5] and references given there).
The inverse problem was solved for periodic Jacobi operators: [19].
The inverse scattering problem for asymptotically periodic coeﬃcients was solved by Khanmame-
dov: [12] (note that the Russian versions were dated much earlier) and Egorova, Michor and Teschl [6]
(in the case of quasi-periodic background).
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nances problem was recently solved in the case of constant background [15].
In [9] we consider the direct resonance problem in the case of periodic background. We describe
the spectral and scattering properties of H . Moreover, in the special case un ≡ 0 we obtain the asymp-
totics of the spectrum in the limit of small perturbations V . In Theorem 1.1 below we summarize
some results obtained in [9].
In [10] we consider the zigzag half-nanotubes (tight-binding approximation) in a uniform mag-
netic ﬁeld which is described by the magnetic Schrödinger operator with a periodic potential plus a
ﬁnitely supported perturbation on the half-lattice. We describe all eigenvalues and resonances of this
operator, and their dependence on the magnetic ﬁeld.
In [11] we consider a periodic Jacobi operator with ﬁnitely supported perturbations on the half-
lattice. We describe all eigenvalues and resonances, and give their properties. We solve the inverse
resonance problem: we prove that the mapping from ﬁnitely supported perturbations to the Jost
functions is one-to-one and onto, we show how the Jost functions can be reconstructed from all
eigenvalues, resonances and from the set of zeros of S(λ) − 1, where S(λ) is the scattering matrix.
In the present paper we extend the methods from [11] to the inverse resonance problem on the
lattice Z. In one aspect the inverse scattering problem for the perturbed operator H on Z is sim-
pler then on the half-lattice: even the unperturbed periodic Jacobi operator on the half-lattice has
bound and antibound states. But technically the inverse problem on the lattice is more involved as
we need to reconstruct two analytic functions on the two-sheeted Riemann surface: the numerator
and denominator of the reﬂection coeﬃcient R− , instead of one as in [11], the Jost function f +0 .
Now we pass to the description of the spectral and scattering properties of H , recalling some
results from [9], and formulate our main results.
The spectrum of H0 on 2(Z) is absolutely continuous and consists of q zones σ j separated by the
gaps γ j given by
σ j =
[
λ+j−1, λ
−
j
]
, j = 1, . . . ,q, γ j =
(
λ−j , λ
+
j
)
, j = 1, . . . ,q − 1,
λ+0 < λ
−
1  λ
+
1 < · · · < λ−q−1  λ+q−1 < λ−q . (1.9)
We denote γ0 = (−∞, λ+0 ) and γq = (λ+q ,+∞) the inﬁnite gaps.
Let ϕ = (ϕn(λ))∞1 and ϑ = (ϑn(λ))∞1 be fundamental solutions for the equation
a0n−1 yn−1 + a0n yn+1 + b0n yn = λyn, λ ∈ C, (1.10)
satisfying the conditions ϑ0 = ϕ1 = 1 and ϑ1 = ϕ0 = 0. Here and below a00 = a0q . Introduce the Lya-
punov function 	 by
	 = ϕq+1 + ϑq
2
. (1.11)
It is known that 	(λ) is a polynomial of degree q and λ±j , j = 1, . . . ,q, are the zeros of the polynomial
	2(λ) − 1 of degree 2q. Note that 	(λ±j ) = (−1)q− j . In each “gap” [λ−j , λ+j ] there is one simple zero
of polynomials ϕq, 	˙,ϑq+1. Here and below f˙ denotes the derivative of f = f (λ) with respect to λ:
f˙ ≡ ∂λ f ≡ f ′(λ).
Let Γ denote the complex plane cut along the segments σ j (1.9): Γ = C \ σac(H0). Now we intro-
duce the two-sheeted Riemann surface Λ of
√
1− 	2(λ) by joining the upper and lower rims of two
copies of the cut plane Γ in the usual (crosswise) way. We identify the ﬁrst (physical) sheet Λ1 with
Γ and the second sheet we denote by Λ2.
Let ˜ denote the natural projection from Λ into the complex plane:
λ ∈ Λ, λ → λ˜ ∈ C. (1.12)
2826 A. Iantchenko, E. Korotyaev / J. Differential Equations 252 (2012) 2823–2844By identiﬁcation of Γ = C \ σac(H0) with Λ1, map ˜ can be also considered to be projection from Λ
into the physical sheet Λ1.
The j-th gap on the ﬁrst physical sheet Λ1 we will denote by γ
+
j and the same gap but on the
second non-physical sheet Λ2 we will denote by γ
−
j and let γ
c
j be the union of γ
+
j and γ
−
j :
γ cj = γ +j ∪ γ −j . (1.13)
Deﬁne the function Ω(λ) =√1− 	2(λ), λ ∈ Λ, by
Ω(λ) < 0 for λ ∈ (λ+q−1, λ−q )⊂ Λ1. (1.14)
Introduce the Bloch functions ψ±n and the Titchmarch–Weyl functions m± on Λ by
ψ±n (λ) = ϑn(λ) +m±(λ)ϕn(λ), (1.15)
m±(λ) = φ(λ) ± iΩ(λ)
ϕq
, φ = ϕq+1 − ϑq
2
, λ ∈ Λ1. (1.16)
The projection of all singularities of m± to the complex plane coincides with the set of zeros {μ j}q−1j=1
of polynomial ϕq . Recall that ϑn,ϕn, φ are polynomials. Recall that any polynomial P (λ) gives rise to
a function P (λ) = P (λ˜) on the Riemann surface Λ of √1− 	2(λ).
The perturbation V satisfying (1.3) does not change the absolutely continuous spectrum:
σac(H) = σac
(
H0
)= q⋃
n=1
[
λ+n−1, λ
−
n
]
. (1.17)
The spectrum of H consists of an absolutely continuous part σac(H) = σac(H0) plus a ﬁnite number
of simple eigenvalues in each non-empty gap γn , n = 0, . . . ,q.
Introduce the function
α(λ) = C det((H − λ)(H0 − λ)−1)= C det(I + (H − H0)(H0 − λ)−1), C = p∏
j=0
a0j
a j
,
which is meromorphic on Λ, see [7]. Recall that T = 1/α is the transmission coeﬃcient in the S-
matrix for the pair H, H0 (see Section 3.1). If α has some poles, then they coincide with some λ±k .
It is well known that if α(λ) = 0 for some zero λ ∈ Λ1, then λ is an eigenvalue of H and λ ∈⋃γ +k .
Note that there are no eigenvalues on the spectrum σac(H0) ⊂ Λ1 since |α(λ)| 1 on σac(H0).
We deﬁne the functions A, J by
J (λ) = 2Ω(λ + i0) Imα(λ + i0), A(λ) = Reα(λ + i0) − 1, for λ ∈ σ (H0)⊂ Λ1.
These functions were introduced for the Schrödinger operator on R with periodic plus compactly
supported potentials by the second author in [14]. We show that A, J are polynomials on C and they
are real on the real line. Instead of the function α we consider the modiﬁed function wˆ = 2iΩα on Λ.
We show that wˆ satisﬁes
wˆ = 2iΩα = 2iΩ(1+ A) − J on Λ. (1.18)
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Then the function wˆ is analytic on Λ and has branch points λ±n if γn = ∅. The zeros of wˆ are the
eigenvalues and the resonances. Deﬁne the set
Λ0 =
{
λ ∈ Λ: λ = λ+k ∈ Λ1 and λ = λ+k ∈ Λ2, γk = ∅
}⊂ Λ.
In fact with each γk = ∅ we associate two points λ+k ∈ Λ1 and λ+k ∈ Λ2 from the set Λ0. If each gap
of H0 is not empty, then Λ0 = ∅.
Deﬁnition 1. Each zero of wˆ on Λ \ Λ0 is a state of H .
1) A state λ ∈ Λ1 is a bound state.
2) A state λ ∈ Λ2 is a resonance.
3) A state λ = λ±k , k = 1, . . . ,q is a virtual state.
A resonance λ ∈⋃γ −k ⊂ Λ2 is an antibound state.
It is known that the gaps γk = ∅ do not give contribution to the states. Recall that S-matrix for H ,
H0 is meromorphic on Λ, but it is analytic at the points from Λ0 (see [7]). Roughly speaking there is
no difference between the points from Λ0 and other points inside the spectrum of H0.
In accordance with the continuous case [14] we deﬁne the important function
F(λ) = wˆ(λ)wˆ∗(λ), λ ∈ Λ1, (1.19)
where we put f ∗(λ) := f (λ). For the perturbation V with (u, v) ∈ Vν we deﬁne the constants
c3 = c1c2, c1 = 1∏p
0 a j
, c2 =
{
c1up(a0p + ap) if ν = 2p,
c1(a0p)
2vp if ν = 2p − 1.
(1.20)
The distribution of the states is summarized in the following theorem (see [9]).
Theorem 1.1. Let the Jacobi operator H = H0 + V satisfy (1.1)–(1.3). Suppose (u, v) ∈ Vν , where ν ∈
{2p,2p − 1}. Then wˆ satisﬁes (1.18) and the following facts hold true.
(i) The function F(λ) = wˆ(λ)wˆ∗(λ), λ ∈ Λ1 , is a real polynomial. Each zero of F is the projection of a state
of H on the ﬁrst sheet. There are no other zeros. The multiplicity of a bound state and a resonance is the
multiplicity of its projection as a zero of F . All bound states are simple. The virtual state at λ±j , γ j = ∅,
j = 1, . . . ,q − 1, is a simple zero of F . Moreover, F satisﬁes
F(λ) = −λκ(c3v0 + O(λ−1)), κ = ν + 2q − 1, λ → ∞, (1.21)
here κ is the total number of states (counted with multiplicities).
(ii) There exists an even number of states (counted with multiplicities) on each set γ cj = ∅, j = 1, . . . ,q − 1,
where γ cj is a union of the physical gap γ
+
j and non-physical gap γ
−
j (see (1.13)).
(iii) Let λ1 ∈ γ +j be a bound state for some j = 0, . . . ,q, i.e. wˆ(λ1) = 0. Let λ2 ∈ γ −j ⊂ Λ2 be the same
number but on the second sheet Λ2 . Then λ2 ∈ γ −j is not an antibound state, i.e. wˆ(λ2) = 0.
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(2.5), (2.6)) and f +0 is called the Jost function. We prove that the operator H is uniquely determined
by the pair (wˆ, f +0 ). In the following deﬁnition we describe the class of functions with characteristic
properties of (wˆ, f +0 ).
Deﬁnition 2. For ν ∈ N, let Cν denote the class of pairs of functions (w, f ) on Λ:
w is entire function of the form
w = 2iΩ(1+ A) − J,
w =
{ Ap
c1
λq(1+ O(λ−1)) if λ ∈ Λ1,
− v0Ap c2λν+q−1(1+ O(λ−1)) if λ ∈ Λ2
as λ → ∞,
where A, J are real polynomials (with real coeﬃcients) of the orders ν − 1 and ν + q − 1 respec-
tively;
f is meromorphic function of the form
f = P1 + φ
ϕq
P2 + iΩ(λ)
ϕq
P2,
f (λ) =
{
c1Ap + O(λ−1) if λ ∈ Λ1,
− c2Ap λν + O(λν−1) if λ ∈ Λ2
as λ → ∞,
where P1 and P2 are real polynomials of the orders ν − 2 and ν − 1, respectively.
Here Ap is given by
Ap =
p∏
n=0
a0n. (1.22)
The real constants c1, c2, v0 satisfy: c1 > 0, c2 = 0, v0 = 0.
We denote σst ⊂ Λ the set of all zeros of w. Denote σbs = σst ∩ Λ1, σst = {ρk}Nk=1, and let
F = ww∗ = 4(1− 	2)(1+ A)2 + J2, s = 2iΩ
a00
f −w.
Suppose that the following properties are satisﬁed:
1) σbs ∈⋃q0 γ +j .
2) The function F has even number of zeros on each interval [λ−j , λ+j ], j = 1, . . . ,q − 1, and F has
only simple zeros at λ±j , γ j = ∅, and at ρk ∈ σbs, k = 1, . . . ,N .
3) For k = 1, . . . ,N ,
gk = −D
−
D+
2iΩ(ρk)
sw′(ρk)
> 0. (1.23)
4) If ϕq(λ
±
j ) = 0, for some j = 0, . . . ,q, then s(λ±j ) = w(λ±j ).
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A = A and J = J . Moreover, s = sˆ := ϕqs/a00 with s deﬁned in (2.12) and gk = γ+,k is the norming
constant deﬁned in (1.23).
Now we construct the mapping F : Vν → Cν , ν ∈ {2p − 1,2p}, by the rule:
(u, v) → (wˆ, f +0 ), (1.24)
i.e. to each (u, v) ∈ Vν we associate (wˆ, f +0 ) ∈ Cν .
Our main result is formulated in the following theorem.
Theorem 1.2. Let κ = ν + 2q− 1, ν ∈ {2p− 1,2p}, and suppose κ  2q+ 1. Then the mapping F : Vν → Cν
given by F(V ) = (wˆ, f +0 ) is one-to-one and onto. Moreover, the reconstruction algorithm is speciﬁed.
In Theorem (1.2) we solve the inverse problem for the mapping F. The solution is divided into the
following three parts.
1. Uniqueness. Do the pair of functions (wˆ, f +0 ) ∈ Cν determine uniquely (u, v) ∈ Vν?
2. Reconstruction. Give an algorithm for recovering (u, v) from (wˆ, f +0 ) ∈ Cκ only.
3. Characterization. Give necessary and suﬃcient conditions for (w, f ) to be the Jost function and
wˆ for some perturbation (u, v) ∈ Vν .
Using the polynomial interpolation as in [11], Theorems 1.4 and 1.5, we get that operator H can
be reconstructed from H0, σst(H), Zeros(R− + 1) and two polynomials A, ϕ+0 which follows from the
following theorem.
Theorem 1.3. Suppose that the functions wˆ and R− + 1 have only simple zeros, disjoint from the end-points
λ±k , k = 0, . . . ,q, and from the points μ j , j = 1, . . . ,q − 1, such that ϕq(μ˜ j) = 0 (the Dirichlet eigenvalues).
Then the pair of functions (wˆ, f +0 ) is uniquely determined by the bound states and resonances of H, the set of
zeros of the function R− + 1, the polynomials A, ϕ+0 , and the constants c3 , v0 (see (1.20)).
Note that from the assumptions of Theorem 1.3 it follows that the set of zeros of wˆ coincide
with σst(H) = σbs(H) ∪ σr(H) (no virtual states are present) and coincide with the zeros of α =
1/T . Moreover, the zeros of R− + 1 coincide with the zeros of the Jost function f +0 (see the proof
Theorem 1.3).
Plan of the paper. In Section 2 we recall the construction of the quasi-momentum map and the
associated Riemann surface (Section 2.1), and consider the scattering problem by ﬁnitely supported
perturbations (Section 2.2).
In Section 3 we prove Theorems 1.2 and 1.3. In Section 3.1 we summarize the characteristic prop-
erties of the scattering data. In Section 3.2 we summarize the inverse scattering results from [12]
and [6] in the form suitable for us. Finally in Sections 3.3 and 3.4 we prove Theorems 1.2 and 1.3.
2. Preliminaries
2.1. Quasi-momentum map and Riemann surface Z
In this section we recall the construction of the conformal mapping of the Riemann surface onto
the plan with “radial slits” Z , given in [9]. Our deﬁnition corrects the similar construction in [3]
and [6], where there was a mistake.
We suppose that all gaps are open: λ−j < λ
+
j , j = 1, . . . ,q − 1.
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K = { ∈ C: −π  Re  0} \
q−1⋃
1
Γ j, Γ j =
(
−π j + ih j
q
,−π j − ih j
q
)
.
Here h j  0 is deﬁned by the equation coshh j = (−1) j−q	(α j) and α j is a zero of 	′(λ) in
the “gap” [λ−j , λ+j ]. For each periodic Jacobi operator there exists a unique conformal mapping
 : C \⋃q0 γ j → K such that the following identities and asymptotics hold true:
cosq(λ) = 	(λ), λ ∈ C \
q⋃
0
γ j, and (it) → ±i∞ as t → ±∞. (2.1)
The quasi-momentum  maps the half plane C± = {λ ∈ C; ± Imλ > 0} onto the half-strip K± =
K ∩C± and σac( J0) = {λ ∈ R; Im(λ) = 0}.
Deﬁne the two strips KS and K by
KS = −K and K = KS ∪K ⊂
{
 ∈ C: Re ∈ [−π,π ]}.
The function  has an analytic continuation from Λ1 ∩ C+ into Λ1 ∩ C− through the inﬁnite gaps
γq = (λ−q ,∞) by the symmetry and satisﬁes:
1)  is a conformal mapping  : Λ1 → K+ = K ∩C+ , where we identify the boundaries { = π + it,
t > 0} and { = −π + it, t > 0}.
2)  : Λ2 → K− = K ∩ C− is a conformal mapping, where we identify the boundaries { = π − it,
t > 0} and { = −π − it, t > 0}.
3) Thus  : Λ → K is a conformal mapping.
Consider the function z = ei(λ) , λ ∈ Λ. The function z(λ), λ ∈ Λ, is a conformal mapping
z : Λ → Z = C \⋃ g j , where the radial cut g j is given by
g j =
(
e−
h j
q +i π jq , e
h j
q +i π jq ), j = ±1, . . . ,±(q − 1).
The function z(λ), λ ∈ Λ, maps the ﬁrst sheet Λ1 into the “disk” Z1 = Z ∩ D1, D1 = {z ∈ C:
|z| < 1}, and z(·) maps the second sheet Λ2 into the domain Z2 = Z \ D1. In fact, we obtain the
parametrization of the two-sheeted Riemann surface Λ by the “plane” Z . Thus below we call Z1 also
the “physical sheet” and Z2 also the “non-physical sheet”.
Note that if all a0n = 1, b0n = 0, then we have λ = 12 (z + 1z ). This function λ(z) is a conformal
mapping from the disk D1 onto the cut domain C \ [−2,2].
Now, the functions ψ±(λ) can be considered as functions of z ∈ Z . The functions ψ±n (z) ≡
ψ±n (λ(z)) are meromorphic in Z with the only possible singularities at the images of the Dirichlet
eigenvalues z(μ j) ∈ Z and at 0. More precisely,
1) ψ±n are analytic in Z \ ({z(μ j)}q−1j=1 ∪ {0}) and continuous up to ∂Z \ {z(μ j)}q−1j=1.
2) ψ±n (z) has a simple pole at z(μ j) ∈ Z if μ j is a pole of m± , no pole if μ j is not a singularity of
m± (not a square root singularity if μ j coincides with the band edge) and if μ j coincides with
the band edge: μ j = λσj , σ = + or σ = −, j = 1, . . . ,q − 1, then
ψ±n (z) = ±σ(−1)q− j
iC(n)
z − z(λσ ) + O(1), λ ∈
[
λ+j−1, λ
−
j
]
, (2.2)j
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root Ω(λ) using the deﬁnition (1.14).
3) The following identities hold true:
ψ±n (z) = ψ±n
(
z−1
)= ψ∓n (z) = ψ±n (z) as |z| = 1. (2.3)
4) The following asymptotics hold true:
ψ±n (z) = (−1)n
(
n−1∏
j=0
∗a j
)±1
z±n
(
1+ O(z)) as z → 0.
We collect below some properties of the quasi-momentum  on the gaps.
On each γ +j , j = 0,1, . . . ,q, the quasi-momentum (λ) has constant real part and positive Im:
Re|γ +j = −
q − j
q
π, 
(
λ−j
)= (λ+j )= −q − jq π, Im|γ +j > 0.
Moreover, as λ increases from λ−j to α j the imaginary part Im ≡ h(λ) is monotonically increasing
from 0 to h j and as λ increases from α j to λ
−
j the imaginary part Im ≡ h(λ + i0) is monotonically
decreasing from h j to 0. Then
1
2
ϕq(λ)
(
m+(λ) −m−(λ)
)=√	2(λ) − 1 = i sinq(λ) = −(−1)q− j sinhqh(λ + i0), (2.4)
where sinhqh = −2−1(zq − z−q) > 0.
2.2. Scattering by ﬁnitely supported perturbations
For ﬁnitely-supported perturbation (u, v) ∈ Vν we deﬁne the Jost solutions f ± = ( f ±n )n∈Z for the
equation
an−1 yn−1 + an yn+1 + bn yn = λyn, (λ,n) ∈ C ×Z (2.5)
(here an = a0n + un , bn = b0n + vn and un = 0, vn = 0 for all n /∈ [0, p]) by the conditions:
f −n = ψ−n , for n 0 and f +n = ψ+n , for n p + 1. (2.6)
Let ϑ±,ϕ± be solutions to Eq. (2.5) satisfying the conditions:
ϑ−n = ϑn, ϕ−n = ϕn, for n 0 and ϑ+n = ϑn, ϕ+n = ϕn for n p + 1. (2.7)
Note that each of ϑ±n , ϕ±n , n ∈ Z is a polynomial in λ.
The Jost solutions f ± inherit the properties of ψ± . We state this properties on the Riemann sur-
face Z as deﬁned in Sections 2.1.
Lemma 2.1. 1) Each f ±n , n ∈ Z, is analytic in Z \ {0} and continuous up to ∂Z \ {z(μ j)}q−1j=1 . Moreover, the
following identities hold true:
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f ±n (z) = f ±n
(
z−1
)= f ±n (z) for |z| = 1. (2.9)
2) f ±n (z) does not have a singularity at z(μ j) if μ j is not a singularity (square root singularity if μ j
coincides with the band edge) of m± , otherwise, f ±n (z) can have either a simple pole at z(μ j) if μ j is a pole of
m± , or a square root singularity,
f ±n (λ) = ±σ(−1)q− j
iC(n)√
λ − λσj
+ O(1), λ ∈ [λ+j−1, λ−j ], (2.10)
if μ j coincides with the band edge: μ j = λσj , σ = + or σ = −, j = 1, . . . ,q − 1. Here C(n) is bounded and
real, the factor σ(−1)q− j comes from the analytic continuation of the square rootΩ(λ) using deﬁnition (1.14).
Deﬁne the unperturbed Wronskian {·,·}0 and the perturbed Wronskian {·,·} for sequences f =
( fn)n∈Z , g = (gn)n∈Z by
{ f , g}0n = a0n( fn gn+1 − fn+1gn), { f , g}n = an( fn gn+1 − fn+1gn).
Note that if f , g are solutions of (2.5), then the Wronskian { f , g}n is independent of n.
The Jost solutions f ±n (λ) and f ±n (λ), λ ∈ intσac(H0), are solutions of the same equation H f = λ f
and using ψ±n (λ) = ψ∓n (λ), λ ∈ σac(H0), we have
{
f ±, f ±
}= {ψ±,ψ∓}0 = a00(m∓ −m±) = ∓a00 (zq − z−q)ϕq , 2iΩ(λ) = zq − z−q. (2.11)
We denote
s = { f +, f −}, w = { f −, f +}. (2.12)
Moreover we have (see [9])
w = { f −n , f +n }= const = { f −0 , f +0 }= a0( f −0 f +1 − f −1 f +0 )= a0 f +1 + (v0 − a00m−) f +0 , (2.13)
s = { f +n , f −n }= const = { f +0 , f −0 }= a0( f +0 f −1 − f +1 f −0 )= (a00m− − v0) f +0 − a0 f +1 , (2.14)
where we have used that f −0 = ψ−0 = 1 and a0 f −1 = a00m−−v0, m± =m∓ , for λ ∈ σac(H0), by applying
the Jacobi equation (1.6).
The following identities hold true:
f ±n = α f ∓n + β∓ f ∓n , λ ∈ intσac
(
H0
)
, (2.15)
where
α =
{
f ∓, f ±
}
{
f ∓, f ∓
} = ϕq
{
f −, f +
}
a00
(
zq − z−q) =
ϕqw
a00
(
zq − z−q) , (2.16)
β− =
{
f +, f −
}
{
f −, f −
} = ϕqs
a0
(
zq − z−q) , β+ =
{
f −, f +
}
{
f +, f +
} = ϕqs
a0
(
zq − z−q) (2.17)0 0
A. Iantchenko, E. Korotyaev / J. Differential Equations 252 (2012) 2823–2844 2833since s = −{ f −, f +}. Using (2.3), we get β± = −β∓ for λ ∈ intσac(H0) and
∣∣α(λ)∣∣2 = 1+ ∣∣β±(λ)∣∣2, λ ∈ intσac(H0). (2.18)
Applying (2.16), (2.17) in (2.18) we get
w(z)w
(
z−1
)+( a0
ϕq(z)
)2(
zq − z−q)2 = s(z)s(z−1), |z| = 1, z2 = 1. (2.19)
We deﬁne the scattering matrix
S(λ) =
(
T (λ) R−(λ)
R+(λ) T (λ)
)
, λ ∈ σ (H0), (2.20)
for the pair (H, H0), where
T (λ) = 1
α(λ)
, R±(λ) = β±(λ)
α(λ)
= ∓{ f
∓(λ), f ±(λ)}
{ f −(λ), f +(λ)} .
We have also
R+ = s
w
, R− = s
w
.
The matrix S(λ) is unitary: |T (λ)|2 +|R±(λ)|2 = 1, T (λ)R+(λ) = −T (λ)R−(λ), and extends to Λ as
a meromorphic function. The quantities T and R± are the transmission and the reﬂection coeﬃcients
respectively:
T (λ) f ±n (λ) =
{
T (λ)ψ±n (λ), n → ±∞,
ψ±n (λ) + R∓(λ)ψ∓n (λ), n → ∓∞,
λ ∈ σ (H0).
The determinant of the scattering matrix is given by
det S(λ) = T 2 − R+R− = 1
α2
+ |β|
2
α2
= |α|
2
α2
= α(λ)
α(λ)
.
3. Inverse resonance problem
In this section we prove the Theorems 1.2 and 1.3.
We consider the scattering data (wˆ, f +0 ). In Section 3.1 we summarize the characteristic properties
of the scattering data and show (see Lemma 3.3) that, if V ≡ (u, v) ∈ Vν , then (wˆ, f +0 ) ∈ Cν .
We will show how from this data we can reconstruct the reﬂection coeﬃcients and the norming
constants which deﬁne a unique Jacobi operator H .
In Section 3.2 we give an account of the inverse scattering results from [12] and [6] in the form
suitable for us.
In Section 3.3 we prove Theorem 1.2. In Section 3.4 we give a sketch of the proof of Theorem 1.3.
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In this section we summarize the properties of the scattering data (wˆ, f +0 ) which are needed for
the proof of our main results.
Let M± ∈ C denote (the projection of) the set of poles of m± . Let Me denote the set of square root
singularities of m± if μk = λ±j , j = 1, . . . ,q − 1. Note that M+ ∩ M− = ∅. We put
ϕq = a00D+D−, D+ =
∏
μk∈M+∪Me
(λ˜ −μk), D− =
∏
μk∈M−
(λ˜ − μk),
where ˜ : Λ → C is the natural projection introduced in (1.12). Note that this deﬁnition of D± differs
from that used in [9]. We mark with ˆ the modiﬁed (regularized) quantities: ψˆ± = D±ψ± , fˆ ± =
D± f ± , wˆ = ϕq
a00
w , which are analytic in Λ1. We denote also sˆ = ϕqa00 s, the meromorphic function on Λ1.
Note that the function (D+)2s is analytic on Λ1.
In [9] we proved the following result.
Lemma 3.1. Let 2iΩ(λ) = 2i sinq(λ) = zq − z−q and λ ∈ σac(H0). The following identities hold true:
w = a0 f +1 +
(
v0 − a00m−
)
f +0 , s =
(
a00m+ − v0
)
f +0 − a0 f +1 , wˆ =
ϕq
a00
w, sˆ = ϕq
a00
s,
wˆ wˆ∗ = 4Ω2 + sˆsˆ∗, w + s = 2iΩ
ϕq
f +0 , wˆ + sˆ =
2iΩ
a00
f +0 , (3.1)
wˆ = 2iΩ(1+ A) − J , sˆ = −2iΩ(1+ A˜) + J˜ ,
A = 1
2
(
a0
a00
ϕ+1 +
v0
a00
ϕ+0 + ϑ+0
)
− 1 = 1
2
[(
a0
a00
ϕ+1 − ϕ1
)
+ v0
a00
ϕ+0 +
(
ϑ+0 − ϑ0
)]
,
A˜ = 1
2
(
a0
a00
ϕ+1 +
v0
a00
ϕ+0 − ϑ+0 −
2φ
ϕq
ϕ+0
)
− 1,
J = −
[
a0
a00
ϕqϑ
+
1 + φ
(
a0
a00
ϕ+1 − ϑ+0
)
+ v0
a00
(
ϕqϑ
+
0 + φϕ+0
)+ ϑq+1ϕ+0
]
,
ϑq+1ϕ+0 = −
φ2 + Ω2
ϕq
ϕ+0 ,
J˜ = −
[
a0
a00
ϕqϑ
+
1 + φ
(
a0
a00
ϕ+1 − ϑ+0
)
+ v0
a00
(
ϕqϑ
+
0 + φϕ+0
)− φ2 − Ω2
ϕq
ϕ+0
]
,
A − A˜ = ϑ+0 +
φ
ϕq
ϕ+0 , J − J˜ =
2Ω2
ϕq
ϕ+0 ,
4Ω2(1+ A)2 + J2 = 4Ω2 + 4Ω2(1+ A˜)2 + J˜2. (3.2)
Remark. From Lemma 3.1 it follows that A, J are polynomials, whereas functions A˜, J˜ are rational
with simple poles at μn = λ±j , n = 1, . . . ,q − 1, j = 1, . . . ,q, where μn is a zero of ϕq and λ±j is an
end-point of a ﬁnite gap.
Note also that ϕ j, ϑ j , j = 1,2 are related via the Wronskian property: a0(ϑ+0 ϕ+1 − ϑ+1 ϕ+0 ) =
a00(ϑ0ϕ1 − ϑ1ϕ0) = a00.
In order to deﬁne the class of scattering data we need the properties summarized in the following
lemma.
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of H. Let {μ j}q−1j=1 be the set of zeros of ϕq. Then for all k = 1, . . . ,N the functions fˆ ± , wˆ and sˆ satisfy the
following properties:
1)
fˆ ±n (ρk) = β∓(ρk)
D±(ρk)
D∓(ρk)
fˆ ∓n (ρk), sˆ(ρk)sˆ(ρk) = −4
(
1− 	2(ρk)
)
. (3.3)
2) Denote
c±k =
fˆ ±(ρk)
fˆ ∓(ρk)
, γ±,k =
(∑
n∈Z
∣∣ fˆ ±n (ρk)∣∣2
)−1
.
Then
c±k = β∓
D±
D∓
(ρk), γ±,k = −
(
c±k wˆ
′(ρk)
)−1
> 0, γ+,kγ−,k =
(
wˆ ′(ρk)
)−2
. (3.4)
3) For k = 1, . . . ,N, if ρk ∈ γ +j for some j = 0, . . . ,q, then
γ+,k = −D
−
D+
2iΩ(ρk)
sˆwˆ ′(ρk)
= D
−
D+
2(−1)q− j sinhqh(ρk)
sˆwˆ ′(ρk)
> 0, (3.5)
where h(ρk) = Im(ρk) > 0.
4) If μ j = λ±j for all j = 1, . . . ,q − 1, then we have
sˆ
(
λ±j
)= sˆ(λ±j )= J˜(λ±j )= −wˆ(λ±j )= J(λ±j ); (3.6)
if μ j = λσj , for some j = 1, . . . ,q − 1 and σ = + or σ = −, then
sˆ
(
λσj
)= J˜(λσj )= wˆ(λσj )= − J(λσj ). (3.7)
5) The function wˆ is real on R and
∣∣wˆ(z)∣∣ ∣∣zq − z−q∣∣ for any |z| = 1. (3.8)
Proof. 1) Relations in (3.3) follow from the analytic continuation of the identities (2.15) and (2.18)
(see also (3.2)) as α(ρ j) = 0.
2) Formulas in (3.4) come from (6.11) in [6].
3) Formula (3.5) follows using that β− = D+D−(zq−z−q) s(z) = 1(zq−z−q) sˆ(z) and (2.4).
4) Proof of (3.6).
Suppose μ j = λ±j for all j = 1, . . . ,q − 1. Then m−(λ±j ) = m−(λ±j ) and (3.6) follows from (2.13),
(2.14). Moreover, as f ±(λ±j ) are real, it follows also that sˆ(λ
±
j ) = −wˆ(λ±j ).
Now, suppose μ j = λ−j , for some j = 1, . . . ,q − 1. Then f ±n (λ) are pure imaginary in the limit
λ → λ−j − (see (2.10)) and we use the formulas w(λ) = { f −n , f +n }, s(λ) = { f +n , f −n }. Taking the limit
λ → λ−j − we get sˆ(λ−j ) = wˆ(λ−j ). The case μ j = λ+j follows similarly.
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−(zq − z−q) as in (3.1) we have (zq − z−q)2 = −|zq − z−q|2. 
Using Lemma 3.2 and the asymptotics of the Jost functions given in [9] we have the following
result.
Lemma 3.3. If (u, v) ∈ Vν , ν ∈ {2p − 1,2p}, then (wˆ, f +0 ) ∈ Cν and
wˆ = 2iΩ(1+ A) − J =
{
Ap
c1
λq(1+ O(λ−1)) if λ ∈ Λ1,
− v0Ap c2λν+q−1(1+ O(λ−1)) if λ ∈ Λ2
as λ → ∞,
f +0 = ϑ+0 +
φ
ϕq
ϕ+0 + i
Ω(λ)
ϕq
ϕ+0 =
{
c1Ap + O(λ−1) if λ ∈ Λ1,
− c2Ap λν + O(λν−1) if λ ∈ Λ2
as λ → ∞,
with the constants c1, c2 given in (1.20) and Ap deﬁned in (1.22).
The polynomials 1+ A, J have asymptotics
1+ A = − c2
2Ap
v0λ
ν−1(1+ O(λ−1)), J = c2
2Ap
v0λ
ν+q−1(1+ O(λ−1)).
At last we reformulate some properties of the functions wˆ and sˆ on the Riemann surface Z .
Lemma 3.4. Let (u, v) ∈ Vν , ν ∈ {2p− 1,2p}. Then the function zq wˆ(z), is entire in Z , the function zq−1 sˆ(z)
is analytic in Z1 and have poles in Z2 . The functions wˆ, sˆ satisfy the functional equation
wˆ(z)wˆ
(
z−1
)+ (zq − z−q)2 = sˆ(z)sˆ(z−1), |z| = 1, z2 = 1. (3.9)
Moreover, the following asymptotics hold
wˆ = Ap
c1
z−q
[
1+ O(z)], sˆ = − Ap
c1
v0z
1−q[1+ O(z)] as z → 0,
wˆ = − c2
Ap
v0z
ν+q−1[1+ O(z−1)], sˆ = c2
Ap
zν+q
[
1+ O(z−1)] as z → ∞,
with the constants c1, c2 given in (1.20) and Ap is deﬁned in (1.22).
Proof. Identity (3.9) follows from (2.19) using that for |z| = 1 we have ϕq(z−1) = ϕ(z) = ϕ(z). The
asymptotics of wˆ follows from Lemma 3.3 using 2	 = zq + z−q = λq + O(λq−1) as λ → ∞. Similarly
follows the asymptotics for sˆ. 
3.2. Inverse scattering problem
We consider the relation between the left/right scattering data S±(H) for H ,
S±(H) =
{
R±(z), z ∈ S1; ρk, γ±,k > 0, k = 1, . . . ,N
}
,
and the perturbation coeﬃcients (u, v) in the Jacobi operator H .
In [12] and [6] the inverse scattering problem was solved for Jacobi operators which are short
range perturbations of periodic (quasi-periodic in [6]) ﬁnite-gap operators. Here we give a short sum-
mary of their results in the context of periodic background with ﬁnitely supported perturbations. In this
case the proofs follow straightforward from the methods in [6] and we omit them.
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on S1,
dω(z) =
q−1∏
j=1
λ(z) − μ j
λ(z) − α j
dz
z
, (3.10)
where α j ∈ γ j is the zero of 	′(λ) (see Section 2.1 and [6]).
Introduce the transformation operator K± by
(K±h)n =
±∞∑
m=n
K±(n,m)hm, h = (hn)n∈Z,
where the kernel K±(n,m) is given by
K±(n,m) = 1
2π i
∫
|z|=1
f ±n (z)ψ∓m dω(z). (3.11)
The kernels K±(n,m), n,m ∈ Z, are the Fourier coeﬃcients of the Jost solution f ±n with respect to the
orthonormal system {ψ±n }n∈Z in the Hilbert space L2(S1, 12π i dω).
Lemma 3.5. Assume (u, v) ∈ Vν . Then the Jost solutions f ± have the form
f ±n =
±∞∑
m=n
K±(n,m)ψ±m , |z| = 1, (3.12)
where the kernels K±(n,m) of the ﬁnite rank operator K± satisfy
K±(n,m) = 0, for ±m < ±n,
and
∣∣K+(n,m)∣∣ C p∑
j=max{M,0}
Q j,
∣∣K−(n,m)∣∣ C min{M,p}∑
j=0
Q j, for ±m > ±n, (3.13)
where Q j = |u j|+|v j | and M = [n+m2 ]+1, and the constant C ≡ C(H0) depends on the unperturbed periodic
operator H0 .
Lemma 3.6. Assume (u, v) ∈ Vν . Then an, bn, n ∈ Z, satisfy
an
a0n
= K+(n + 1,n + 1)
K+(n,n)
= K−(n,n)
K−(n + 1,n + 1) ,
vn = a0n
K+(n,n + 1)
K+(n,n)
− a0n−1
K+(n − 1,n)
K+(n − 1,n − 1) = a
0
n−1
K−(n,n − 1)
K−(n,n)
− a0n
K−(n + 1,n)
K−(n + 1,n + 1) . (3.14)
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F±(l,m) = F±0 (l,m) +
N∑
j=1
γ±, jψˆ±l (ρ j)ψˆ
±
m (ρ j), (3.15)
F0
±(l,m) = 1
2π i
∫
|z|=1
R±(z)ψ±l (z)ψ
±
m (z)dω(z). (3.16)
Note that F±0 (l,m) = F±0 (m, l) is real. The function K±(n,m) satisﬁes the equation
K±(n,m) +
±∞∑
l=n
K±(n, l)F0±(l,m) = δ(n,m)
K±(n,n)
−
N∑
j=1
γ±, j fˆ ±n (ρ j)ψˆ±m (ρ j). (3.17)
We deﬁne the Gel’fand–Levitan–Marchenko operator
(F±n f )( j) =
∞∑
l=0
F±(n ± l,n ± j) fl, f = ( fl)∞0 ∈ ∞(0,∞).
Theorem 3.1. The kernel K±(n,m) of the transformation operator satisﬁes the Gel’fand–Levitan–Marchenko
equation
(
1+ F±n
)
K±(n,n ± .) =
(
K±(n,n)
)−1
δ0, (3.18)
where K±(n,n) = 〈δ0, (1+ F±n )−1δ0〉
1
2 , and we have
∣∣F+(n,m)∣∣ C p∑
j=[ n+m2 ]+1
(|u j| + |v j|), ∣∣F−(n,m)∣∣ C
[ n+m2 ]−1∑
j=0
(|u j| + |v j|), (3.19)
where the constant C = C(H0) is of the same nature as in (3.13).
Now we recall the procedure which allows the reconstruction of the perturbation coeﬃcients (u, v)
for the Jacobi operator H from the left/right scattering data S±(H) for H ,
S±(H) =
{
R±(z), |z| = 1; ρk, γ±,k > 0, k = 1, . . . ,N
}
.
We summarize the properties of the scattering data S±(H) for H with the ﬁnitely supported pertur-
bation coeﬃcients (u, v) ∈ Vν .
Hypothesis 1. The scattering data S±(H) satisfy the following conditions:
(i) The reﬂection coeﬃcients R±(z) are continuous except possibly at zl = z(El), where {El}2q−1l=0 ≡
{λ±k }qk=0 and fulﬁll R±(z) = R±(z). Moreover, |R±(z)| < 1 for z = zl and
1− ∣∣R±(z)∣∣2  C 2q−1∏ |z − zl|2.
l=0
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F±(n,m) = 0 for ± (n +m) M (3.20)
for some M ∈ Z.
(ii) The values ρk ∈ R\σac(H0), 1 k N , are distinct and the norming constants γ±,k , 1 k N ,
are positive.
(iii) T (z) deﬁned via Poisson–Jensen type formula ((6.25) in [6]) extends to a single values func-
tion on Z1 (i.e. it has equal values on the corresponding slits).
(iv) Transmission and reﬂection coeﬃcients satisfy
lim
z→zl
√
	2(z) − 1 R±(z) + 1
T (z)
= 0, zl = z(μ j), j = 1, . . . ,q − 1,
lim
z→zl
√
	2(z) − 1 R±(z) − 1
T (z)
= 0, zl = z(μ j), j = 1, . . . ,q − 1,
where zl = z(El), and the consistency conditions
R−(z)
R+(z)
= − T (z)
T (z)
, γ+,kγ−,k = (Resρk T (λ))
2
4(	2(ρk) − 1) .
Theorem 3.2. Suppose that Hypothesis 1 is satisﬁed. Then, for n ∈ Z, the Gel’fand–Levitan–Marchenko opera-
tor F±n : 2 → 2 has ﬁnite rang. Moreover, 1+ F±n is positive and hence invertible.
In particular, the Gel’fand–Levitan–Marchenko equation (3.18) has a unique solution and S+(H) or S−(H)
uniquely determines H and the ﬁnitely supported perturbation (u, v).
Inverse problem. If S± (satisfying Hypothesis 1(i), (ii)) and H0 are known, we can construct F±(l,m)
via formula (3.15) and thus derive the Gel’fand–Levitan–Marchenko equation, which has a unique
solution by Theorem 3.2. This solution
K±(n,n) =
〈
δ0,
(
1+ F±n
)−1
δ0
〉 1
2 , K±(n,n ± j) = 1
K±(n,n)
〈
δ j,
(
1+ F±n
)−1
δ0
〉 1
2
is the kernel of the transformation operator. Since 1+ F±n is positive, K±(n,n) is positive and we can
set in accordance with Lemma 3.6
a+n = a0n
K+(n + 1,n + 1)
K+(n,n)
, b+n = bn + a0n
K+(n,n + 1)
K+(n,n)
− a0n−1
K+(n − 1,n)
K+(n − 1,n − 1) , (3.21)
a−n = a0n
K−(n,n)
K−(n + 1,n + 1) , b
−
n = bn + a0n−1
K−(n,n − 1)
K−(n,n)
− a0n
K−(n + 1,n)
K−(n + 1,n + 1) . (3.22)
Let H+ , H− be the associated Jacobi operators.
Lemma 3.7. Suppose that a given set S± satisﬁes Hypothesis 1(i)–(ii). Then the sequences (a±n − a0n,
b±n − b0n)n∈Z , deﬁned in (3.21), (3.22) have ﬁnite support.
Moreover, f ±n =
∑±∞
m=n K±(n,m)ψ±m , where K±(n,m) is the solution of the Gel’fand–Levitan–Marchenko
equation (3.18), satisﬁes H f ± = λ f ± and f ±n = ψ±n for ±n > n± , for some n± ∈ N.
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Theorem 3.3. Hypothesis 1 is necessary and suﬃcient for a set S± to be left/right scattering data of a unique
Jacobi operator H associated with sequences a,b such that (u, v) ∈ Vν .
We set
a0n + un
a0n
= K+(n + 1,n + 1)
K+(n,n)
, vn = a0n
K+(n,n + 1)
K+(n,n)
− a0n−1
K+(n − 1,n)
K+(n − 1,n − 1) , (3.23)
3.3. Proof of Theorem 1.2
Let (u, v) ∈ Vν . Then the scattering data satisfy Hypothesis 1. By Lemma 3.2 we have also
(wˆ, f +0 ) ∈ Cν . Lemma 3.2 yields the norming constants γ±,k , k = 1, . . . ,N . The following lemma shows
the inverse relation.
Lemma 3.8. Suppose (wˆ, f +0 ) ∈ Cν , ν ∈ {2p − 1,2p}, and (u, v) be deﬁned by (3.23). Then
1) Hypothesis 1 is satisﬁed.
2) (u, v) ∈ Vν . Moreover, f ±n =
∑±∞
m=n K±(n,m)ψ±m , where K±(n,m) is the solution of the Gel’fand–
Levitan–Marchenko equation (3.18), satisﬁes H f ± = λ f ± and f −n = ψ−n for n  0, f +n = ψ+n for
n p + 1.
Proof. If (wˆ, f +0 ) ∈ Cν , then we have
R+ = s(z
−1)
w(z)
= sˆ(z
−1)
wˆ(z)
, |z| = 1.
1) We need to check that the scattering data S±(H) satisfy Hypothesis 1.
(i) As R− = s/w , then we have
1− |R−|2 = a
0
0|zq − z−q|2
ϕ2q |w|2
≡ |T |2 = |z
q − z−q|2
|wˆ|2  C
2q−1∏
l=1
∣∣z − z(El)∣∣2.
It follows from the fact that sup wˆ < const for |z| = 1.
We prove (3.20). If (u, v) ∈ Vν then for l +m 2p we have
F0
+(l,m) = −
N∑
j=1
γ+, jψˆ+l (ρ j)ψˆ
+
m (ρ j)
(see proof of 2) below) and
F+(l,m) = F0+(l,m) +
N∑
j=1
γ+, jψˆ+l (ρ j)ψˆ
+
m (ρ j) = 0, l +m 2p,
and similar for F− .
(ii) follows from 3) in the deﬁnition of Cν .
(iii) follows as the transmission coeﬃcient T is deﬁned via T (z) = zq−z−q .wˆ(z)
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√
	2(z) − 1 R+(z) + 1
T (z)
= w(z) + s
(
z−1
)
2
q−1∏
j=1
(λ − μ j),
√
	2(z) − 1 R−(z) + 1
T (z)
= (w + s)
2
q−1∏
j=1
(λ − μ j).
If μ j = El then f ± are continuous and real at λ = El and the two Wronskians cancel (see [6]).
This also follows from Lemma 3.2, Eq. (3.6).
Otherwise, if μ j = El , the Wronskians are purely imaginary (by property (2.10)) and add up. This
also follows from Lemma 3.2, Eq. (3.7).
We have for |z| = 1,
R−(z)
R+(z)
= s(z)w(z)
w(z)s(z)
,
T (z)
T (z)
= −ϕq(z)w(z)
ϕq(z)w(z)
,
which together with s(z) = s(z), w(z) = s(w) and ϕq(z) = ϕq(z) for |z| = 1 give the ﬁrst consistency
condition.
Now we have
4
(
	2 − 1)= (zq − z−q)2, T (z) = zq − z−q
wˆ(z)
⇒ T 2 = 4(	
2 − 1)
wˆ2
,
wˆ(λ) = wˆ ′(ρ j)(λ − ρ j) + O(λ − ρ j)2 ⇒ (Resρ j T )2 =
4(	2(ρ j) − 1)
(wˆ ′(ρ j))2
.
As from Lemma 3.2, Eq. (3.4), we have
γ+, jγ−, j =
(
wˆ ′(ρ j)
)−2
,
then we have the second consistency condition.
2) Recall formula (3.16)
F+0 (l,m) =
1
2π i
∫
|z|=1
R+(z)ψ+l (z)ψ
+
m (z)dω(z),
where dω(z) is given in (3.10).
Observe that dω is meromorphic on Z1 with simple pole at z = 0. In particular, there are no poles
at z(α j). To evaluate the integral we use the residue theorem. Take a closed contour in Z1 and let
this contour approach ∂Z1. The function R±(z)ψ±l (z)ψ±m (z) is continuous on {|z| = 1} \ {z(E j)} and
meromorphic on Z1 with simple poles at z(ρ j) and eventually a pole at z = 0.
Due to the properties of sˆ, wˆ , ψ+l we have
R+ ∼z∼0= z
−(ν+q)
z−q
= z−ν, ψ+l ψ+m ∼z∼0 zl+m.
Suppose l+m ν +1 (+1 is due to singularity z−1 in dω). Then the integrand is bounded near z = 0
and we apply the residue theorem to the only poles at the eigenvalues.
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dz
dλ
= z
∏q−1
j=1(λ − α j)
2(	2(λ) − 1)1/2
and if z j = z(ρ j) then Resz=z j F (z) = z′(ρ j)Resλ=ρ j F (z(λ)).
Then we get
F±0 (l,m) =
N∑
j=1
Resρ j
(
R±(z)D+D−ψ±l (λ)ψ
±
m (λ)
2(	2(λ) − 1)1/2
)
=
N∑
j=1
Resρ j
(
D∓
D±
R±(z)ψˆ±l (λ)ψˆ
±
m (λ)
2(	2(λ) − 1)1/2
)
,
where we used
∏q−1
j=1(λ−μ j) = D+D− . Now we consider F0+ only, as calculations for F−0 are similar.
We have
F+0 (l,m) =
N∑
j=1
Resρ j
(
D−
D+
sˆ(z−1)ψˆ+l (λ)ψˆ
+
m (λ)
wˆ(z)(zq − z−q)
)
.
The functions zν+q sˆ(z−1), zq wˆ(z) are analytic. Thus
zν+q sˆ
(
z−1
)= zν+qj sˆ(z−1j )+ O(z − z j), zq wˆ(z) = zqj wˆ ′(ρ j)(λ − ρ j) + O(λ − ρ j)2.
The function
ψˆ+l (λ)ψˆ
+
m (λ)
(zq−z−q) is bounded at ρ = ρ j and we write
sˆ(z−1)ψˆ+l (λ)ψˆ
+
m (λ)
wˆ(z)(zq − z−q) =
zν+q sˆ(z−1)
zq wˆ(z)
· ψˆ
+
l (λ)ψˆ
+
m (λ)
zq − z−q · z
−(ν+q)+q.
We have ψˆ±l (z) ∼ z±l as z → 0. Now if l + m  ν + 1 (see above, +1 comes from dω) then
ψˆ+l (λ)ψˆ
+
m (λ)z
−ν−1 is bounded. Using that sˆ(z−1j ) = (zqj − z−qj )2(sˆ(z j))−1 (due to Lemma 3.2), we get
F+0 (l,m) =
N∑
j=1
D−(ρ j)
D+(ρ j)
(zqj − z−qj )ψˆ+l (ρ j)ψˆ+m (ρ j)
wˆ ′(ρ j)sˆ(z j)
= −
N∑
j=1
γ+, jψˆ+l (ρ j)ψˆ
+
m (ρ j).
Then Eq. (3.15) implies
F+(l,m) = F+0 (l,m) +
N∑
j=1
γ+, jψˆ+l (ρ j)ψˆ
+
m (ρ j) = 0, l +m ν + 1,
and the Gel’fand–Levitan–Marchenko equation
K+(n,m) +
+∞∑
K+(n, l)F+(l,m) = δnm
K+(n,n)
, m n,
l=n
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K+(n,m) = δnm
K+(n,n)
, m n, m + n ν + 1.
Thus we get the following properties:
if 2n ν + 1, then K0(n,n) = ±1; if n +m ν + 1, m = n, then K0(n,m) = 0.
As by (5.27) in [6] we have
an
a0n
= K+(n + 1,n + 1)
K+(n,n)
, vn = a0n
K+(n,n + 1)
K+(n,n)
− a0n−1
K+(n − 1,n)
K+(n − 1,n − 1) ,
and if ν = 2p, then, an = a0n for n p + 1, and vn = 0 for n p + 1. The case ν = 2p − 1 is similar.
Analogously it follows that un , vn are 0 for n < 0. 
Proof of Theorem 1.2. Uniqueness. If V ≡ (u, v) ∈ Vν , then Lemma 3.3 implies that (wˆ, f +0 ) ∈ Cν ,
which yields a mapping V → ( f +0 , wˆ) from Vν into Cν .
We will show uniqueness. Let V ≡ (u, v) ∈ Vν . Then Lemma 3.3 gives unique (wˆ, f +0 ) ∈ Cν .
Lemma 3.2 yields the norming constants γ±, j , j = 1, . . . ,N . By 1) in Lemma 3.8 Hypothesis 1 is
satisﬁed. Then, by Theorem 3.3, these data determine the ﬁnitely supported perturbation uniquely.
Then we deduce that the mapping V → (wˆ, f +0 ) is an injection.
Surjection of the mapping V ≡ (u, v) → (wˆ, f +0 ) follows from 2) in Lemma 3.8. 
3.4. Proof of Theorem 1.3
First we note that, as the zeros of wˆ and R− + 1 are disjoint from the end-points λ±k , k = 0, . . . ,q,
and from the points μ j , j = 1, . . . ,q − 1, such that ϕq(μ˜ j) = 0, then the zeros of
R− + 1 = w + s
w
= 2iΩ f
+
0
ϕqw
= 2iΩ f
+
0
a00 wˆ
(see (3.9)) coincide with the zeros of f +0 . We used also that the zeros of f
+
0 and w are disjoint,
which follows from the Wronskian property: as w = { f −, f +} = a0( f −0 f +1 − f −1 f +0 ), then w(λ0) = 0,
f +0 (λ0) = 0 would imply f −0 (λ0) = 0, which is impossible.
Moreover, the multiplicities of zeros of R− + 1 and f +0 coincide, i.e. the zeros are simple.
Now using the zeros of f +0 , the polynomial ϕ
+
0 and the constant c3 we can reconstruct the poly-
nomial F (λ) = ϕq f +0 ( f +0 )∗ , λ ∈ Λ1. We recall that f ∗(λ) = f (λ). The zeros of f +0 and the polynomial
F were studied in detail in [11]. Applying Theorem 1.4 in [11] we know that the function f +0 is
uniquely determined by the polynomials F and ϕ+0 , supposing that the zeros of f
+
0 are simple.
In [9] we show that the set of zeros of the polynomial F = wˆ wˆ∗ on C coincide with the projection
of the set of states of H : σ˜st(H), with the same multiplicities. Thus, as the polynomial F in [11], the
polynomial F can be reconstructed from σ˜st(H) and the constant c3v0 (see (1.21)). Now applying the
polynomial interpolation method (see [1]) as in [11] we can reconstruct wˆ = 2iΩ(1 + A) − J from
σst(H) using the polynomials A and F . Now we have also the function sˆ = 2iΩa0 f
+
0 − wˆ , see (3.9).0
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