Let Ω c R", n > 2, be a bounded domain with smooth boundary 3Ω and let Here H describes a gravitational field, ψ is the obstacle and β is the cosine of the contact angle at the boundary. We make the assumption that Under these assumptions Gerhardt [2] showed, that (0. and in the following we sum over repeated indices.
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where γ = (γ 1? ...,γ n ) is the exterior normal to 3Ω. The main theorem which we shall prove, is the following:
THEOREM 0.1. Let ΘΩ be of class C 2 , let ψ e H 2co (Ώ) REMARKS, (i) The physically interesting problem, where ψ is the bottom of a cylinder containing some liquid of prescribed volume, is also included in this setting: a solution of this problem fulfills (0.2), if we replace H by (H + λ) with some Lagrange multiplier λ. (See Gerhardt [2, 3] ).
(ii) The boundary regularity results in Theorem 0.1 are valid for solutions of a much wider class of variational inequalities with conormal boundary condition, see § §3 and 4 below.
To prove the existence of a solution to (0.2) it is necessary to establish a priori estimates for the gradient of solutions to the corresponding boundary value problem:
(0. 8) Au + ίϊ{x,u) = 0 inΩ (0.9) -a^Dtή y^ β on 9Ω.
Using ideas of UraΓceva [12] and Gerhardt [2] we can find a bound for \Du\ Q which does not explicitly depend on \H{ -, u)| Ω .
At this place the author wishes to thank Claus Gerhardt for many helpful discussions.
NOTATION. We shall denote by | | Ω the supremum norm on Ω and by || H^ the norms of the L^-spaces. By c = c( -) we shall denote various constants whereas indices will be used, if a constant recurs at another place.
1. Existence. To get a Lipschitz solution to (0.2), we consider the following related boundary value problems:
where μ > 0 is a parameter tending to infinity and Θ ε is a sequence of smooth monotone functions approximating the maximal monotone graph Θ: Assuming for a moment these sharper differentiability condition on 8Ω, β and H, we get a unique regular solution u ε of (1.1) for any ε, 0 < ε < 1. In §2 we shall establish a priori estimates for u ε :
There is a large constant M, so that
\u e \ a +\Du e \ Ω <M uniformly in ε and μ. Furthermore, for each ε, 0 < ε < 1, we can choose μ as large that
Thus we conclude, that in the limit case a subsequence of the u ε converges uniformly to some function u e /ί loo (Ω), which satisfies (0.2). Since the estimate (1.3) is independent of the sharper differentiability assumptions, an approximation argument shows, that the variational problem (0.2) has a solution u e H ι °°(Ω) assuming only the weaker conditions.
2.
A priori estimates for \u\ and \Du\. To derive an upper bound for w ε , we multiply (1.1) with max( u ε -k, 0) for an arbitrary k > k 0 = sup Ω ψ. Observing that the critical term
vanishes because oik > sup ψ, we get an uniform upper bound in view of the strict monotonicity of H.
For proving the estimate (1.4), we multiply (1.1) with
and denote by ,4(δ) the set {x e Ώ\u ε < ψ -δ}. We get
On ^4(δ) we have Θ ε (w ε -ψ) = -1 and H(x, u ε ) < H(x, ψ) because of δ > ε and in view of the monotonicity of H. To estimate the boundary integral, we use (0.6) and the inequality
which is proven in ([4] , Lemma 1). We get
we get by the Sobolev imbedding theorem
From this we derive the inequalities The gradient bound will be established by a suitable modification of a proof in [2] .
In view of the smoothness of 3Ω, we can extend β and γ into the whole domain Ω, so that β e C 01 (Ω) still satisfies (0.6) and so that the vectorfield γ is uniformly Lipschitz continuous in Ω and absolutely bounded by l.We denote by S the graph of u ε (2.12) S={X= During the proof we shall write u instead of u ε and we set
We need the following lemmata:
LEMMA 2.1. For any function g e C X (Ω) we have the inequality
For functions vanishing on the boundary, this inequality was first established in [9] , whereas a proof of the general case can be found in [2] . As in [2] , we start with the integral identity
with supp η c A}, where A is large, we obtain in view of (1.1)
In the following we shall use the relations
Then in view of the assumptions (0.5) and (0.6) and in view of the Lemmata 2.2 and 2.4 we can deduce from (2.25) 
To proceed further, we need the following Lemma:
LEMMA 2.5. For any ε > 0 the integral f A^ w -k dx can be estimated by
Proof of Lemma 2.5. We shall use the identity
The boundary integral can be estimates with the help of (2.4) and we obtain in view of (0.6) (2.37) a J W zdx<j \H\\u\z dx + c j \u\\Dw\dx
Here we used that z < W for k > k 0 . The conclusion of the Lemma now immediately follows.
By Lemma 2.5 we deduce from (2.34) for k > k 0
Furthermore, from the Sobolev imbedding, Lemma 2.1 and from Lemma 2.3 we conclude To complete the proof of the gradient bound, we have to establish an estimate for \S\ = j Ω Wdx independent of μ and ε. To accomplish this, we use (2.36) with η = u -ψ. We obtain (2.45) 
is positive in view of the monotonicity of Θ c . Using again (0.5), (0.6) and (2.4) we conclude
This completes the proof of Theorem 1.2.
REMARK, (i) As a consequence of (2.44) and (2.47) there is a gradient bound for solutions u of (0.8), (0.9), which does not depend on \H(-9 u)\ Q9 butonlyon|#( ,0)| Ω .
(ii) After having finished the present article the author became acquainted with a paper of Lieberman [8] who obtained a gradient bound for solutions to conormal derivative problems. and therefore is in H£g(ii) for any finite p.
To prove regularity results up to the boundary, we transform a
The transformed u satisfies in Bf a local variational inequality of the same type as (0.2), where the transformed a 1 depend now on x too. Furthermore, the relations /, 4 , a"(p,p") = a»(p,-p"), 1 < p < n -1,
;
a"(p,p")=-a" (p,-p") are not lost by the transformation. In order to prove the continuity of the tangential derivatives of w, we shall use an approach due to Frehse [1], We introduce the notations (3.5) [ίFHίΓ' i. in view of 1 <j < n -1 and since Φ = τ 2 is a cut-off function in C™{B λ ). The boundary integral can be estimated by (3.11) Since w e i/ loo (Ω), the α /y (x, DW(JC)) are uniformly elliptic and we obtain by standard arguments that D^Du is uniformly bounded in L 2 {B^/ 2 ) as h -> 0 and thus DjDu e L 2 (B^/ 2 ). Now we deduce from this and from
(ii) Let n > 3. By Lemma 3.1 and by (i) we have the inequality (3.12) In order to find a suitable test function Φ, we define in 2^(0)
where (3.14)
The function ψ is defined similarly. Now let δ h 6Ξ L°°( ^(O)) satisfy 8 h > 0, supp 8 h c ))and (x,-x") .
It is known (see [1, 6] ), that G h is uniformly bounded in Hl' q (B λ ), q < n/(n -1) and that G h > 0. Furthermore, G h -» G in /ί 1 ^, where G has the property
with some constant m > 0. The functions G Λ satisfy
To see this, we observe that
is also a solution of (3.16) for A -> 0 ? y = 1,.. .,n -1; /: = 1,...,«. For 7 = 1,...,/? -1 the conclusion of the lemma now follows by a lower semicontinuity argument and by (3.17) . For j = n the conclusion follows from (3.1) and from the boundedness of (3.24) f \D k Dju\ 2 Gdx, k = l,...,/ι;y = l,...,π -1.
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Now we are ready to establish the main inequality, from which we can start an iteration process. Therefore we insert the function uξ (see Lemma 3.1) into the variational inequality, where Φ = τ 2 is a cut-off function. Passing to the limit h -> 0 we obtain
where we set z =
GERHARD HUISKEN
Due to (2.4) we can estimate the boundary integral by Using ellipticity and Holder's inequality we deduce from (3.25) after some calculation the main inequality
where χ τ is the characteristic function of supp T and c = c{|z| Ω , \H{ , u) | Ω , |aαy9x Λ |, |Z>β|, \Dy\). Here, we used that (3.27) will be only applied with From inequality (3.27) we can start an iteration as in ([1], Lemma 1.3 and 1.4). We obtain for R < \ (3.29) osc{ Z(JC)|JC e 5^(0)} < c / \Dz\ dx
We used the notation (**) = B^R -B R and (*) = B^R. Since R 2~n < c -\x\ 2~n on (**), we obtain by Lemma 3.2 that
is small if R is small. Together with (3.28) and (3.29) this means the continuity of z = D j u -Djψ. Again following Frehse's proof in ([1], Chap. 3) we conclude that in the case n = 2 D n (u -ψ) too is uniformly continuous.
REMARK. Obviously this regularity result applies to any elliptic operator
A= -DXa^XtDu))
if the a ι 's satisfy the symmetry condition (3.4) . It is not clear, whether Lemma 3.2 can be established without this assumption.
Estimates in i/
2oo (Ω). In the following we shall consider a slightly more general problem than considered in the introduction. Let u 0 be a solution of the variational inequality Recently, Gerhardt [5] showed that a solution of the corresponding Dirichlet problem lies in i/ 2oo (Ω), if the boundary data are of class C 3 . We shall prove the following As in [5] , we want to show uniform a priori estimates for the solutions of approximating problems. Since a solution u 0 of (4.1) is of class H 2p in view of (4.4) , there is a constant M with (4.6) l+\u Q \ Q +\Du 0 \ a <M. 
where δ > 0 is small and where now
Again ju is a parameter tending to infinity. In view of our assumptions on A and H, the boundary value problem (4.10) has always a solution u e C 3Λ (Ω). We want to show, that the second derivatives of u are bounded independent of μ and δ. In the limit case μ -> oo, u tends to a solution ύ 0 of (4.1), where /? is replaced by β v On 3Ω, ύ 0 satisfies
Removing then the shaφer differentiability assumptions and letting δ tend to zero we shall conclude, that ύ 0 tends to u 0 which therefore lies in As a first step we need the following Lemma. The conclusion now essentially follows from the boundary condition on ψ (4.4).
We deduce from this Lemma that It follows that Dj(u 0 -ψ)(x 0 ) = °> VI <y < Λ -1. Thus, we obtain from (4.25) (4.27) Thus, the contradiction is a consequence of ellipticity.
Since we already know that in the case μ -> oo the solutions u of the approximating problems (4.10) tend to ύ 0 uniformly, we can assume in the following that μ is so large that (4.29) w>ψ onθΩ.
In particular we have Proof of Lemma 4.3 . Following ideas in [5] and [7] we shall estimate the quantity (4.32) λ a kl D k D ιU ± D σ Du, 1 < p, σ < « -1, from below. As in [5] we derive the differential inequality 
