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Introduccio´n
La Teor´ıa de la Dimensio´n es la rama de la topolog´ıa dedicada a la
deﬁnicio´n y estudio de la nocio´n de dimensio´n en distintas clases de espacios
topolo´gicos. La dimensio´n de ciertos objetos geome´tricos simples es una de las
nociones mas intuitivas de las matema´ticas. No hay duda de que un segmento,
un cuadrado y un cubo han de tener dimensio´n 1, 2 y 3 respectivamente y,
por lo tanto, cualquier deﬁnicio´n coherente de ella tiene que respetar estos
hechos. La necesidad de una deﬁnicio´n precisa se hizo patente a ra´ız de
dos descubrimientos de ﬁnales del siglo XIX: la correspondencia biyectiva de
Cantor entre los puntos de una recta y de un plano, y la aplicacio´n continua
de Peano de un intervalo en todo un cuadrado. Una importante pregunta
quedo´ entonces planteada: ¿es posible establecer una correspondencia entre
el n-e´simo y el m-e´simo espacio eucl´ıdeo, combinando las construcciones de
Cantor y Peano, de manera que e´sta sea biyectiva y continua? La importancia
de esta cuestio´n es que, si la respuesta fuera aﬁrmativa, la nocio´n de dimensio´n
no ser´ıa una propiedad topolo´gica, y no fue contestada satisfactoriamente
hasta 1911, cuando Brouwer demostro´ que el n-e´simo y el m-e´simo espacio
eucl´ıdeo no son homeomorfos salvo que n = m (vea´se [HW]).
A partir de 1920 se desarrollaron tres formas de deﬁnir la dimensio´n de
un espacio topolo´gico, que reciben respectivamente los nombres de dimensio´n
inductiva “pequen˜a”(ind), dimensio´n inductiva “grande”(Ind) y dimensio´n
de recubrimiento (dim). Uno de los objetivos de esta memoria es profundizar
en el estudio de estas dimensiones sobre los espacios me´tricos separables
y comprobar que sobre ellos las tres distintas dimensiones coinciden. Cabe
mencionar, aunque no sea el objetivo de esta memoria, que al salirnos de
estos espacios la equivalencia entre estas dimensiones deja de ser cierta en
general, aunque por ejemplo, en los espacios me´tricos sigan coincidiendo la
Ind y la dim.
Otro de los objetivos sera´ probar algo que, aunque a priori parece intuitivo,
ya hemos comentado que no es ni mucho menos trivial, como es el hecho de
que el n-e´simo espacio eucl´ıdeo Rn tiene dimensio´n topolo´gica n. Para probar
1
2 I´NDICE GENERAL
esto u´ltimo necesitaremos de un conocido resultado, el Teorema del Punto
Fijo de Brouwer. La demostracio´n de este teorema se hara´ a trave´s de la
Homolog´ıa Simplicial, lo que nos llevara´ a hacer una no tan breve incursio´n
en la Topolog´ıa Algebraica. Puesto que el objetivo al desarrollar esta parte de
la memoria es u´nicamente la demostracio´n del teorema antes mencionado, el
estudio de esta teor´ıa estara´ enfocado a ello y no profundizaremos tanto
como la materia en s´ı podr´ıa permitir. Aun as´ı se buscara´ un equilibrio
entre conceptos que no necesitamos desarrollar y, por otra parte, no pasar
demasiado de puntillas para la compresio´n de la materia tratada.
Queremos hacer notar que aunque en este trabajo hayamos elegido esta
v´ıa para la demostracio´n del teorema de punto ﬁjo de Brouwer existen otros
caminos como pueden ser el Lema de Sperner (vea´se [ES] o [Long]). El hecho
de elegir el camino de la Homolog´ıa Simplicial permite de forma natural
continuar con el desarrollo de la asignatura Topolog´ıa Algebraica del cuarto
curso del Grado en Matema´ticas. Adema´s nos permite unir en un so´lo trabajo
dos materias que inicialmente cre´ıamos separadas, como son la Homolog´ıa
Simplicial y la Teor´ıa de la Dimensio´n.
Pasamos a resumir los contenidos por cap´ıtulos. El primer cap´ıtulo sera´
un breve repaso de algunos conceptos y resultados ba´sicos sobre complejos
simpliciales que necesitaremos posteriormente. El objetivo sera´ recordar las
nociones de s´ımplice, subdivisio´n barice´ntrica o aproximacio´n simplicial, as´ı
como enunciar el Teorema de Aproximacio´n Simplicial. (No incluimos las
demostraciones correspondientes).
En el segundo cap´ıtulo comenzamos dando los rudimentos del A´lgebra
Homolo´gica que necesitaremos ma´s adelante. Pasaremos despue´s a desarrollar
la Teor´ıa de Homolog´ıa Simplicial orientada. E´sta es la u´nica versio´n de la
Homolog´ıa Simplicial tratada en esta memoria. Por u´ltimo, calcularemos
los grupos de homolog´ıa de una triangulacio´n concreta de la esfera, y a
partir de la deﬁnicio´n de grado de una aplicacio´n continua, demostraremos el
Teorema del Punto Fijo de Brouwer. Veremos adema´s que no sera´ necesario
tratar la Invarianza Topolo´gica de la Homolog´ıa, que nos dice que los grupos
de homolog´ıa de un espacio triangulable no dependen de la triangulacio´n
escogida (salvo isomorﬁsmo), para llevar a cabo la demostracio´n de dicho
teorema.
En el tercer y u´ltimo cap´ıtulo se tratara´ el tema principal de la memoria,
la Teor´ıa de la Dimensio´n. Trabajaremos siempre, como ya hemos advertido,
en espacios me´tricos separables. Deﬁniremos las tres dimensiones cla´sicas,
ind (dimensio´n inductiva “pequen˜a”), Ind (dimensio´n inductiva “grande”) y
dim (dimensio´n de recubrimiento), desarrollaremos nuestra teor´ıa en torno a
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ellas, y veremos que las tres coinciden en estos espacios. Probaremos tambie´n
que la dimensio´n del espacio eucl´ıdeo n-dimensional, Rn, es n, haciendo uso
del Teorema del Punto Fijo de Brouwer.
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Cap´ıtulo 1
Complejos Simpliciales
En este breve cap´ıtulo nos limitaremos a resumir algunos conceptos y
resultados ba´sicos sobre complejos simpliciales que necesitaremos a lo largo
de la memoria. El objetivo sera´ recordar las nociones de s´ımplice, subdivisio´n
barice´ntrica o aproximacio´n simplicial, as´ı como enunciar el Teorema de
Aproximacio´n Simplicial. No incluimos las demostraciones de los mismos
ya que e´stas fueron vistas en la asignatura de Topolog´ıa Algebraica del
cuarto curso del Grado en Matema´ticas. Las referencias para este cap´ıtulo
son [ADQ], [Maun] y [Munk].
1.1. S´ımplices y complejos simpliciales ﬁnitos
Deﬁnicio´n 1.1.1. Se dice que los puntos a0, a1, . . . , aq ∈ Rn son af´ınmente
independientes si, para cualesquiera escalares λ0, λ1, . . . , λq ∈ R reales, las
siguientes ecuaciones
q∑
i=0
λiai = 0,
q∑
i=0
λi = 0
implican que λ0 = λ1 = . . . = λq = 0.
Los puntos a0, a1, . . . , aq son af´ınmente independientes si, y so´lo si, los
vectores a1 − a0, a2 − a0, . . . , aq − a0 son linealmente independientes.
Deﬁnicio´n 1.1.2. Dados q+1 puntos af´ınmente independientes a0, a1, . . . , aq
en Rn, llamaremos q-s´ımplice, o s´ımplice de dimensio´n q, al conjunto convexo
σ = {x ∈ Rn : x =
q∑
i=0
λiai, con
q∑
i=0
λi = 1 y λi ≥ 0 para todo i}.
Los coeﬁcientes λi esta´n un´ıvocamente determinados por el punto x y se
les conoce como coordenadas barice´ntricas de x con respecto a los puntos
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a0, a1, . . . , aq. Se llama interior geome´trico de σ a int
gσ = {x ∈ σ : λi > 0},
donde los λi son las coordenadas barice´ntricas. Los puntos ai se llaman
ve´rtices de σ y se escribe σ = 〈a0, a1, . . . , aq〉. As´ı, un 0-s´ımplice es un
conjunto unipuntual, un 1-s´ımplice, o arista, es un segmento, un 2-s´ımplice
es un tria´ngulo, un 3-s´ımplice es un tetraedro, etc. En general, el s´ımplice
σ = 〈a0, a1, . . . , aq〉 es la envolvente convexa de los puntos a0, a1, . . . , aq.
Adema´s, cada s´ımplice σ determina sus ve´rtices, ya que e´stos son los u´nicos
puntos de σ que no esta´n en ningu´n segmento abierto determinado por dos
puntos distintos de σ.
En adelante no estableceremos diferencia alguna entre el 0-s´ımplice 〈a0〉
y el punto a0.
Nota. Si σ ⊆ Rn es un q-s´ımplice con q = n, entonces su interior geome´trico,
intgσ, no coincide con el interior topolo´gico, pues este u´ltimo es vac´ıo.
Deﬁnicio´n 1.1.3. Sean σ y τ dos s´ımplices en Rn. Se dice que τ es cara de
σ, y se denota por τ ≤ σ, si los ve´rtices de τ son ve´rtices de σ. Si adema´s se
tiene que τ = σ, entonces se dice que τ es una cara propia de σ y se denota
en este caso por τ < σ.
Si τ ≤ σ se dice que intgτ es una cara abierta de σ, y se llama frontera
geome´trica de σ a la unio´n de sus caras propias, que se denota por Frgσ. Sea
σ = 〈a0, a1, . . . , aq〉. Como
Frgσ = {x ∈ σ : x =
q∑
i=0
λiai, tales que λj = 0 para algu´n j }
donde los λi son las coordenadas barice´ntricas, se tiene por lo tanto que
intgσ = σ − Frgσ.
Propiedades 1.1.4.
i) Todo s´ımplice es unio´n disjunta de sus caras abiertas.
ii) Dos caras de un s´ımplice o son disjuntas o su interseccio´n es una cara
comu´n.
Deﬁnicio´n 1.1.5. Llamaremos complejo simplicial en Rn a una coleccio´n
ﬁnita K de s´ımplices en Rn veriﬁcando:
1. Dados dos s´ımplices σ1, σ2 de K, entonces su interseccio´n, σ1 ∩ σ2, es
una cara comu´n de ambos o es el vac´ıo.
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2. Si σ es un s´ımplice de K, y τ es una cara de σ, entonces τ es un s´ımplice
de K.
Un subconjunto de s´ımplices L de K, que sea a su vez un complejo
simplicial, se llama subcomplejo simplicial de K. El nu´mero
ma´x{dim(σ) : σ ∈ K}
se llama dimensio´n de K.
El conjunto Kn = {σ ∈ K : dim(σ) ≤ n} se llama n-esqueleto de
K. Obse´rvese que K0 es el conjunto de ve´rtices de K. Al conjunto de los
puntos de los s´ımplices de K se le denomina poliedro subyacente a K, y lo
denotaremos por |K|, es decir:
|K| =
⋃
{σ : σ ∈ K} ⊆ Rn
Observacio´n 1.1.6. Todo s´ımplice σ determina un complejo simplicial al
considerar σ y todas sus caras. En lo que sigue, σ denotara´ indistintamente
un s´ımplice o el complejo simplicial determinado por e´l.
Propiedades 1.1.7.
i) Sea K un complejo simplicial y x ∈ |K|. Entonces x esta´ en el interior
de un u´nico s´ımplice de K, al que se le conoce como s´ımplice soporte
de x.
ii) Sean σ y τ ∈ K con intgσ ∩ τ = ∅. Entonces σ ≤ τ .
Deﬁnicio´n 1.1.8. Sean K1 y K2 dos complejos simpliciales. Se dice que una
aplicacio´n ϕ : |K1| → |K2| es simplicial si se veriﬁca que:
1. Las ima´genes de los ve´rtices de K1 son ve´rtices de K2.
2. Dado un s´ımplice σ = 〈a0, a1, . . . , aq〉 ∈ K1, sus ve´rtices imagen, es
decir, ϕ(a0), ϕ(a1), . . . , ϕ(aq), esta´n en un mismo s´ımplice de K2.
3. f |σ es una aplicacio´n af´ın, para todo σ ∈ K.
Es claro que la composicio´n de aplicaciones simpliciales es siempre una
aplicacion simplicial, y que toda aplicacio´n simplicial es continua.
Deﬁnicio´n 1.1.9. Una aplicacio´n simplicial ϕ : |K1| → |K2| se dice que es
isomorﬁsmo simplicial si existe una aplicacio´n simplicial ψ : |K2| → |K1| de
manera que ψ ◦ ϕ = id|K1| y ϕ ◦ ψ = id|K2|.
Todo isomorﬁsmo simplicial es un homeomorﬁsmo. Adema´s, se tiene que
una aplicacio´n simplicial ϕ : |K1| → |K2| es isomorﬁsmo si, y so´lo si, es
biyectiva.
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1.2. Subdivisio´n barice´ntrica
Deﬁnicio´n 1.2.1. Sean K y K ′ complejos simpliciales. Se dice que K ′ es
una subdivisio´n de K si se cumplen las siguientes condiciones:
1. |K| = |K ′|.
2. Si σ′ ∈ K ′ entonces existe un σ ∈ K tal que σ′ ⊆ σ.
La condicio´n 2. puede sustituirse por: Todo s´ımplice de K es unio´n de
s´ımplices de K ′. En particular los ve´rtices de K son ve´rtices de K ′.
Vamos a deﬁnir ahora la subdivisio´n ma´s importante y la que se utilizara´
a lo largo del trabajo.
Deﬁnicio´n 1.2.2. Dado un q-s´ımplice σ = 〈a0, . . . , aq〉, llamamos baricentro
de σ al punto b(σ) =
q∑
i=0
1
q + 1
ai. Dado un complejo simplicial K y los
s´ımplices σ0 < σ1 < ... < σq ∈ K se tiene que los puntos b(σ0), b(σ1), ..., b(σq)
son af´ınmente independientes y determinan as´ı un s´ımplice contenido en σq.
Se llama subdivisio´n barice´ntrica de K, y se denota por sdK, al complejo
simplicial formado por los s´ımplices descritos ma´s arriba y cuyos ve´rtices son
barice´ntros b(σ) con σ ∈ K.
Nota. Para subdivisiones barice´ntricas reiteradas vamos a utilizar la notacio´n
sdrK = sd(sdr−1K) , r ≥ 1, y sd0K = K.
Deﬁnicio´n 1.2.3. Se dice que un especio topolo´gico X es triangulable si
existe un poliedro |K| y un homeomorﬁsmo h : |K| → X. Al par (K, h) se le
llama triangulacio´n de X.
Nota. Cuando nos reﬁramos a la triangulacio´n de un espacio, a menudo
omitiremos la alusio´n al homeomorﬁsmo.
1.3. Aproximacio´n simplicial
Deﬁnicio´n 1.3.1. Sea K un complejo simplicial y sea a un ve´rtice de K. Se
llama estrella de a con respecto a K, y se denota por st(a,K), a la unio´n de
los interiores (geome´tricos) de los s´ımplices de K de los que a es un ve´rtice.
Sean dos complejos simpliciales K1 y K2 y f : |K1| → |K2| una aplicacio´n
continua. Llamamos aproximacio´n simplicial de f a una aplicacio´n simplicial
ϕ : |K1| → |K2| tal que f(st(a,K1)) ⊆ st(ϕ(a), K2), para cada ve´rtice a ∈ K1.
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Proposicio´n 1.3.2. Sea f : |K1| → |K2| una aplicacio´n continua. Si para
cada ve´rtice a de K1, existe un ve´rtice b de K2 tal que
f(st(a,K1)) ⊆ st(b,K2)
entonces f admite una aproximacio´n simplicial ϕ tal que ϕ(a) = b para cada
ve´rtice a de K1.
Proposicio´n 1.3.3. Sea f : |K1| → |K2| una aplicacio´n continua, y sea ϕ
una aproximacio´n simplicial de f . Para cada x ∈ |K1| existe un s´ımplice
τ ∈ K2 tal que f(x) ∈ intgτ y ϕ(x) ∈ τ .
Proposicio´n 1.3.4. Sea f : |K1| → |K2| una aplicacio´n continua, y sea ϕ
una aproximacio´n simplicial de f . Entonces f y ϕ son aplicaciones homo´topas
relativamente al conjunto de puntos donde coinciden.
Nota. Notemos que, por lo tanto, toda aproximacio´n simplicial de una
aplicacio´n simplicial f coincide con f .
Consideremos ahora el recubrimiento abierto de |K| formado por las
estrellas de los ve´rtices de K, y denotemos por m(K) el ma´ximo de los
dia´metros de dichas estrellas.
Proposicio´n 1.3.5. Se veriﬁca que
limr→∞ m(sd
rK) = 0
Teorema 1.3.6. (Teorema de Aproximacio´n Simplicial) Sea f una
aplicacio´n continua de |K| en |L| y sea (Kr)r∈N una sucesio´n de complejos
simpliciales veriﬁcando:
1. Los poliedros subyacentes a K y a Kr coinciden para cada r.
2. Todo ve´rtice de K es un ve´rtice de Kr para cada r.
3. m(Kr) → 0 cuando r → ∞.
Entonces, existe un r tal que f : |Kr| → |L| admite una aproximacio´n
simplicial ϕ. Si suponemos adema´s que a1, . . . , aq son ve´rtices de K tales que
f(a1), . . . , f(aq) son ve´rtices de L, entonces r y ϕ pueden elegirse de manera
que ϕ(ai) = f(ai), para todo i.
Corolario 1.3.7. (Teorema cla´sico de Aproximacio´n Simplicial) Sean
K1 y K2 complejos simpliciales y f : |K1| → |K2| continua. Entonces existe
una subdivisio´n barice´ntrica sdrK1 tal que f : |sdrK1| → |K2| admite una
aproximacio´n simplicial.
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Cap´ıtulo 2
Homolog´ıa Simplicial
Como ya se comento´ anteriormente en la introduccio´n, el objetivo de este
cap´ıtulo es demostrar el Teorema del Punto Fijo de Brouwer. Comenzaremos
desarrollando nociones ba´sicas del A´lgebra Homolo´gica que necesitaremos
ma´s adelante. Este uso sistema´tico del A´lgebra en Topolog´ıa consiste en
deﬁnir la homolog´ıa a partir de un complejo de cadenas.
Pasaremos despue´s a desarrollar la Teor´ıa de Homolog´ıa Simplicial. La
versio´n de la Homolog´ıa Simplicial que se trata en este cap´ıtulo es la orientada.
El principio ba´sico subyacente a esta aproximacio´n es la idea de asignar signos
a las orientaciones, lo que constituye una relacio´n muy rudimentaria entre
la Geometr´ıa y el A´lgebra. Existen otras teor´ıas de la Homolog´ıa Simplicial
como la ordenada o la singular, pero no sera´n desarrolladas aqu´ı.
Por u´ltimo, calcularemos los grupos de homolog´ıa de la esfera y a partir de
la deﬁnicio´n de grado de una aplicacio´n continua, demostraremos el teorema
del punto ﬁjo de Brouwer. Hablando con rigor, no podemos hablar de grupos
de homolog´ıa de la esfera, pues se trabajara´ con una triangulacio´n concreta
de e´sta y se calculara´n sus grupos de homolog´ıa. No se probara´ que los grupos
de la esfera son independientes de la triangulacio´n elegida. Sin embargo, para
nuestro objetivo, veremos que no sera´ necesario.
Las referencias ba´sicas utilizadas sera´n de nuevo los libros [ADQ] y [Munk],
as´ı como el libro [Croo].
2.1. Rudimentos del A´lgebra Homolo´gica
Comencemos dando la nocio´n de sucesio´n exacta de grupos abelianos,
sobre la cual se basan estos rudimentos.
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Deﬁnicio´n 2.1.1. Dada una sucesio´n de grupos abelianos y homomorﬁsmos
de la forma
· · · → Mq−1 fq−1−−→ Mq fq−→ Mq+1 → · · ·
diremos que es exacta en Mq si Im(fq−1) = Ker(fq). Se dice que la sucesio´n
es exacta si es exacta en cada Mq.
Son inmediatas las siguientes propiedades:
Propiedades 2.1.2.
a) 0 → M1 f−→ M2 es exacta si y so´lo si f es inyectiva.
b) M1
f−→ M2 → 0 es exacta si y so´lo si f es sobre.
c) 0 → M1 f1−→ M2 f2−→ M3 → 0 es exacta si, y so´lo si, se tiene que f1 es
inyectiva, f2 es sobreyectiva e Im(f1) = Ker(f2) (en consecuencia f2
induce un isomorﬁsmo entre Coker(f1) y M3).
Deﬁnicio´n 2.1.3. Una sucesio´n exacta del tipo del apartado c) se denomina
sucesio´n exacta corta.
Deﬁnicio´n 2.1.4. Un complejo de cadenas C es un diagrama del tipo
· · · → Cq+1 ∂q+1−−→ Cq ∂q−→ Cq−1 → · · ·
donde cada Cq es un grupo abeliano y ∂q∂q+1 = 0. Los homomorﬁsmos ∂q se
denominan operadores borde.
Se denominan q-ciclos a los elementos de Zq(C) = Ker(∂q) y q-bordes a
los elementos de Bq(C) = Im(∂q+1). No´tese que Bq(C) ⊆ Zq(C). Se deﬁne
entonces el q-e´simo grupo de homolog´ıa de C como el cociente Hq(C) =
Zq(C)/Bq(C). La clase de homolog´ıa de un ciclo z se denota por [z], y diremos
que dos ciclos z1 y z2 son homo´logos si [z1] = [z2].
Deﬁnicio´n 2.1.5. Sean C y C′ dos complejos de cadenas. Se llama suma
directa de ambos complejos, y se denota por C⊕ C′, al complejo de cadenas
deﬁnido por los operadores borde ∂q ⊕ ∂′q: Cq ⊕ C ′q → Cq−1 ⊕ C ′q−1.
Se va a deﬁnir ahora la nocio´n de homomorﬁsmo de complejos de cadenas,
que junto con la de aplicacio´n simplicial, sera´ fundamental en el desarrollo
de la Homolog´ıa Simplicial.
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Deﬁnicio´n 2.1.6. Sean C1 = {C1q , ∂1q} y C2 = {C2q , ∂2q} dos complejos
de cadenas. Un homomorﬁsmo de complejos de cadenas es una familia de
homomorﬁsmos f = {fq : C1q → C2q } veriﬁcando que, para cada q, el
diagrama
C1q
∂1q 
fq

C1q−1
fq−1

C2q
∂2q  C2q−1
es conmutativo. Escribiremos abreviadamente f : C1 → C2. En particular,
esta conmutatividad implica que fq(Zq(C
1)) ⊆ Zq(C2) y fq(Bq(C1)) ⊆ Bq(C2).
Por tanto, f induce homomorﬁsmos f∗ : Hq(C1) → Hq(C2), donde f∗([z]) =
[fq(z)]. A f∗ se le conoce como homomorﬁsmo inducido por f .
Son inmediatas las siguientes propiedades:
Propiedades 2.1.7.
i) id∗ = id.
ii) (g ◦ f)∗ = g∗ ◦ f∗.
Deﬁnicio´n 2.1.8. Sean C1 = {C1q , ∂1q}, C2 = {C2q , ∂2q} y C3 = {C3q , ∂3q}
complejos de cadenas. Se dice que la sucesio´n de complejos
0 → C1 f−→ C2 g−→ C3 → 0
donde f y g son homomorﬁsmos de complejos de cadenas, es exacta cuando
para todo entero q se veriﬁca que la sucesio´n
0 → C1q
fq−→ C2q
gq−→ C3q → 0
es exacta.
Proposicio´n 2.1.9. Sea una sucesio´n exacta de complejos como la dada en
la deﬁnicio´n 2.1.8. Entonces se tiene que la sucesio´n
Hq(C
1)
f∗−→ Hq(C2) g∗−→ Hq(C3)
es exacta.
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Demostracion:
Se tiene que ver que Im(f∗) = Ker(g∗).
Puesto que f ◦ g = 0 por ser la sucesio´n 0 → C1 f−→ C2 g−→ C3 → 0 exacta,
se deduce que g∗ ◦ f∗ = (g ◦ f)∗ = 0∗ = 0. Esto prueba que Im(f∗) ⊆ Ker(g∗).
Para la otra contencio´n, se toma [z2] ∈ Hq(C2) de manera que g∗([z2]) =
[gq(z2)] = 0, es decir, [z2] ∈ Ker(g∗). Por deﬁnicio´n de q-borde, se tiene que
existe un x3 ∈ C3q+1 con ∂3q+1x3 = gq(z2) y por exactitud existe x2 ∈ C2q+1
con gq+1(x2) = x3. Entonces, por ser gq homomorﬁsmo, gq(z2 − ∂2q+1x2) =
gq(z2)− gq(∂2q+1x2) = gq(z2)− ∂3q+1x3 = 0, y por exactitud existe un z1 ∈ C1q
con fq(z1) = z2 − ∂2q+1(x2). Adema´s,
fq−1∂1qz1 = ∂
2
qfq(z1) = ∂
2
q (z2 − ∂2q+1x2) = 0
de donde, por ser fq−1 inyectiva, se deduce que ∂1qz1 = 0. As´ı, z1 es un ciclo
y f∗[z1] = [z2 − ∂2q+1x2] = [z2] y por lo tanto Ker(g∗) ⊆ Im(f∗).
Proposicio´n 2.1.10. Dada una sucesio´n exacta de complejos como la de la
deﬁnicio´n 2.1.8, existe un homomorﬁsmo ∂∗ : Hq(C3) → Hq−1(C1) tal que la
sucesio´n larga
· · · → Hq(C2) g∗−→ Hq(C3) ∂∗−→ Hq−1(C1) f∗−→ Hq−1(C2) → · · ·
es exacta. Esta sucesio´n es llamada sucesio´n exacta larga de homolog´ıa.
Demostracio´n:
Deﬁnamos el homomorﬁsmo ∂∗. Tomamos [z3] ∈ Hq(C3). Entonces, por
exactitud, existe un x2 ∈ C2q con gq(x2) = z3. Tenemos que
gq−1∂2qx2 = ∂
3
qgq(x2) = ∂
3
qz3 = 0
Existe por lo tanto un u´nico y1 ∈ C1q−1 con fq−1(y1) = ∂2q (x2). Observamos
que
fq−2∂1q−1y1 = ∂
2
q−1fq−1(y1) = ∂
2
q−1∂
2
qx2 = 0
Adema´s, por ser fq−2 inyectiva, he de ser ∂1q−1y1 = 0, de donde se deduce
que y1 es un ciclo y se puede considerar [y1] ∈ Hq−1(C1).
Para ver que la deﬁnicio´n del homomorﬁsmo as´ı dada es consistente,
veamos que [y1] no depende de las elecciones tomadas anteriormente. En
efecto, si x′2 ∈ C2q veriﬁca que gq(x′2) = z′3 para un cierto z′3 con [z′3] = [z3],
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tenemos que existe un w3 ∈ C3q+1 de manera que z′3 = z3+ ∂3q+1w3. Entonces,
se tiene que gq(x
′
2) = z3 + ∂
3
q+1w3.
Ahora, como
gq−1(∂2qx
′
2) = ∂
3
qgq(x
′
2) = ∂
3
q (z3 + ∂
3
q+1w3) = 0
existe un u´nico y′1 con fq−1(y
′
1) = ∂
2
qx
′
2. Se tiene que gq(x
′
2 − x2) = ∂3q+1w3 y
para w3 existe y2 ∈ C2q+1 con gq+1(y2) = w3. As´ı, tenemos por tanto que
gq(x
′
2 − x2 − ∂2q+1y2) = ∂3q+1(w3)− ∂3q+1gq+1(y2) = 0
Por exactitud, existe un u´nico elemento a1 ∈ C1q con
fq(a1) = x
′
2 − x2 − ∂2q+1(y2)
Entonces,
fq−1(y′1 − y1) = ∂2q (x′2 − x2) = ∂2q (fq(a1)− ∂2q+1(y2)) = ∂2qfq(a1) = fq−1(∂1qa1)
Como fq−1 es inyectiva, ha de ser y′1 − y1 = ∂1qa1 y, por tanto, [y′1] = [y1].
Deﬁnimos entonces ∂∗[z3] = [y1]. Notemos que ∂∗ es en realidad un
homomorﬁsmo, pues dado λ[z13 ] + μ[z
2
3 ] podemos elegir el x2 asociado a
λz13 + μz
2
3 como λx
1
2 + μx
2
2, donde x
i
2 esta´ asociado a z
i
3, i = 1, 2 y λ, μ ∈ Z.
Estamos en condiciones de probar la exactitud de la sucesio´n. Para ello,
teniendo en cuenta la proposicio´n 2.1.9, basta probar las siguientes inclusiones.
i) Im(∂∗) ⊆ Ker(f∗). Dado ∂∗[z3] = [y1], sabemos que fn−1(y1) = ∂2nx2.
Entonces, f∗([y1]) = [fn−1(y1)] = [∂2nx2] = 0.
ii) Ker(f∗) ⊆ Im(∂∗). Sea f∗([y1]) = 0. Entonces existe x2 ∈ C2n con
fn−1(y1) = ∂2nx2. Como ∂
3
ngn(x2) = gn−1∂
2
n(x2) = gn−1fn−1(y1) = 0 por
exactitud, tenemos que z3 = gn(x2) es un ciclo y ∂∗[z3] = [y1].
iii) Im(g∗) ⊆ Ker(∂∗). Tenemos que ∂∗g∗ = ∂∗[gn(x2)] = [y1] = 0, pues y1
veriﬁca que fn−1(y1) = ∂2nx2 = 0 y por ser fn−1 inyectiva se tiene que
y1 = 0.
iv) Ker(∂∗) ⊆ Im(g∗). Sea [z3] con ∂∗[z3] = [y1] = 0. Entonces, fn−1(y1) =
∂2nx2, gn(x2) = z3 y existe w1 ∈ C1n con ∂1nw1 = y1. As´ı, se tiene
entonces que
fn−1(y1) = fn−1(∂1nw1) = ∂
2
nfn(w1) = ∂
2
nx2
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Luego ∂2n(x2 − fn(w1)) = 0 y x2 − fn(w1) es un ciclo. Adema´s,
g∗([x2 − fn(w1)]) = [gn(x2)− gnfn(w1)] = [z3]
pues gnfn(w1) = 0 por exactitud.
Deﬁnicio´n 2.1.11. Se dice que un complejo {Cq, ∂q} de grupos abelianos es
positivo cuando Cq = 0 para todo enero q < 0.
2.2. Homolog´ıa Simplicial orientada
Deﬁnicio´n 2.2.1. Sean a0, a1, . . . , aq puntos af´ınmente independientes de
Rn. Recordemos que
σ := 〈a0, a1, . . . , aq〉
es el s´ımplice geome´trico de ve´rtices a0, a1, . . . , aq, es decir, la envolvente
convexa del conjunto {a0, a1, . . . , aq}. Diremos que dos ordenaciones de los
ve´rtices de σ son equivalentes si tienen la misma paridad, es decir, si se puede
pasar de una ordenacio´n a la otra mediante un nu´mero par de trasposiciones.
As´ı pues, la ordenacio´n (a0, a1, . . . , aq) es equivalente a la ordenacio´n
(aπ(0), aπ(1), . . . , aπ(q))
si π es una permutacio´n par de los ı´ndices 0, 1, . . . , q. Tenemos una u´nica
clase de equivalencia si q = 0, en los dema´s casos tenemos dos clases de
equivalencia. Cada una de estas clases es una orientacio´n de σ. Un s´ımplice
orientado es un s´ımplice geome´trico junto con una orientacio´n del mismo. As´ı
pues, salvo en dimensio´n cero (q = 0), cada s´ımplice geome´trico da lugar a dos
s´ımplices orientados. Denotaremos con [a0, a1, . . . , aq] el s´ımplice orientado
formado por el s´ımplices geome´trico 〈a0, a1, . . . , aq〉 y la clase de equivalencia
de la ordenacio´n (a0, a1, . . . , aq). Diremos a veces que 〈a0, a1, . . . , aq〉 es el
soporte geome´trico de [a0, a1, . . . , aq].
Denotaremos con Gq(K), q ≥ 0, el grupo abeliano libre engendrado por
los q-s´ımplices orientados de K. Para cada q-s´ımplice σ ∈ K, q > 0, sean
σ1 y σ2 los dos s´ımplices orientados con soporte σ. Denotaremos con Nq(K)
el subgrupo de Gq(K) engendrado por los elementos σ1 + σ2, variando σ
en el conjunto de los q-s´ımplices de K. Consideraremos el grupo cociente
Cq(K) := Gq(K)/Nq(K). Diremos que Cq(K) es el grupo de las q-cadenas
orientadas de K. Si c ∈ Gq(K), denotaremos provisionalmente con c˜ la clase
de equivalencia de c en Cq(K) := Gq(K)/Nq(K).
Si σ es un 0-s´ımplice geome´trico, entonces so´lo hay un s´ımplice orientado
con soporte σ. As´ı pues, C0(K) es el grupo abeliano libre engendrado por
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los 0-s´ımplices (o ve´rtices) de K. Para q > 0, Cq(K) tambie´n es un grupo
abeliano libre. En este caso, una base se obtiene al tomar, para cada q-s´ımplice
σ ∈ K, la clase en Cq(K) de uno (y so´lo de uno) de los q-s´ımplices orientados
con soporte σ. Obse´rvese que σ˜2 = −σ˜1. Como es tradicional en esta materia,
omitiremos la tilde en la escritura las q-cadenas y, por tanto, escribiremos
σ2 = −σ1.
Para deﬁnir un homomorﬁsmo de grupos f : Cq(K) → G, lo habitual sera´
deﬁnir un homomorﬁsmo de grupos f : Gq(K) → G y obtener f por paso
al cociente de f , una vez comprobado que f se anula sobre los generadores
σ1+σ2 de Nq, es decir, que f(σ2) = −f(σ1), para todo q-s´ımplice σ ∈ K. Para
deﬁnir el homomorﬁsmo f : Gq(K) → G, es frecuente deﬁnirlo primero sobre
los elementos de la base formada por los q-s´ımplices orientados, y extenderlo
despue´s por linealidad. Ahora bien, si σ es un q-s´ımplice orientado de K, lo
habitual para deﬁnir f(σ) sera´ tomar una orientacio´n concreta (a0, a1, . . . , aq)
de los ve´rtices de σ y ver que la deﬁnicio´n de f(σ) no var´ıa si efectuamos
una permutacio´n par de los ı´ndices. As´ı pues, siguiendo este esquema, una
vez deﬁnido f([a0, a1, . . . , aq]) utilizando la ordenacio´n (a0, a1, . . . , aq), para
deﬁnir correctamente f tenemos que comprobar las dos siguientes condiciones:
1. f([a0, a1, . . . , aq]) no var´ıa si efectuamos una permutacio´n par de los
ı´ndices. Garantizamos as´ı que el representante elegido de la orientacio´n
del q-s´ımplice no inﬂuye en el valor que toma f sobre el q-s´ımplice
orientado en cuestio´n.
2. f([a0, a1, . . . , aq]) cambia de signo si efectuamos una permutacio´n impar
de los ı´ndices. Garantizamos as´ı que el homomorﬁsmo f pasa el cociente.
Puesto que el grupo sime´trico Sq esta´ engendrado por las trasposiciones de
ı´ndices consecutivos, las anteriores condiciones (1) y (2) quedara´n satisfechas
si comprobamos que f([a0, a1, . . . , aq]) cambia de signo cuando trasponemos
dos ı´ndices consecutivos. As´ı lo haremos habitualmente.
Deﬁnicio´n 2.2.2. Denotamos ∂q al homomorﬁsmo
∂q : Cq(K) → Cq−1(K)
dado por la extensio´n lineal de
∂q[a0, . . . , aq] =
q∑
i=0
(−1)i[a0, . . . , aˆi, . . . , aq]
donde [a0, . . . , aˆi, . . . , aq] representa al (q− 1)-s´ımplice orientado obtenido al
eliminar el ve´rtice que ocupa el lugar i.
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Lema 2.2.3. Este homomorﬁsmo esta´ bien deﬁnido, es decir, no depende
de la permutacio´n que deﬁne [a0, . . . , aq]. De hecho, si σ1 y σ2 son las dos
orientaciones de un q-s´ımplice se tiene
∂q(σ
q
1 + σ
q
2) = 0.
Demostracio´n:
Basta con probar que si σ1 = [a0, a1, . . . , aq] y σ2 = [a1, a0, . . . , aq], se
tiene que ∂q(σ1 + σ2) = ∂qσ1 + ∂qσ2 = 0. Notemos que σ1 y σ2 as´ı deﬁnidas
son las dos orientaciones de σ = 〈a0, . . . , aq〉 pues una se obtiene mediante
una u´nica trasposicio´n y por tanto es una permutacio´n impar de los ı´ndices.
Observemos que
∂qσ1 = [a1, a2, . . . , aq]− [a0, a2, . . . , aq] +
∑
i =0,1
(−1)i[a0, a1, . . . , aˆi, . . . , an]
y
∂qσ2 = [a0, a2, . . . , aq]− [a1, a2, . . . , aq] +
∑
i =0,1
(−1)i[a1, a0, . . . , aˆi, . . . , an].
Es evidente ahora, por la deﬁnicio´n de Cq−1(K), que ∂q(σ
q
1 + σ
q
2) = 0.
Lema 2.2.4. Se veriﬁca ∂q∂q+1 = 0.
Demostracio´n:
Tenemos
∂q∂q+1[a0 . . . , aq+1] = ∂q
( q+1∑
i=0
(−1)i[a0, . . . , aˆi, . . . , aq+1]
)
=
=
q+1∑
i=0
(−1)i
[ q+1∑
j>i
(−1)j−1[a0, . . . , aˆi, . . . , aˆj, . . . , aq+1]+
+
j<i∑
j=0
(−1)j[a0, . . . , aˆi, . . . , aˆj, . . . , aq+1]
]
.
Observamos que el s´ımplice [a0, . . . , aˆi, . . . , aˆj, . . . , aq+1] aparece en dos
ocasiones en la expresio´n de arriba y con signos opuestos, una vez cuando
desaparece ak y otra cuando lo hace at. Podemos suponer, sin pe´rdida de
generalidad, que k < t. En el primer caso i = k < j = t y el coeﬁciente
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es (−1)k(−1)t−1; en el segundo caso i = t > j = K y el coeﬁciente es
(−1)t(−1)k. Por lo tanto, todo s´ımplice ﬁgura con coeﬁciente nulo.
Hemos probado que ∂q∂q+1 es nulo sobre los generadores, y por tanto es
el homomorﬁsmo nulo.
Estamos en condiciones ahora de construir un complejo de cadenas como
en la deﬁnicio´n 2.1.4, donde los Cq(K) son grupos abelianos libres y los ∂q
son los operadores borde. Adema´s, por construccio´n, es claro que se trata de
un complejo de cadenas positivo. Vamos a formalizarlo con una deﬁnicio´n:
Deﬁnicio´n 2.2.5. El complejo de cadenas C(K) = {Cq(K), ∂q} positivo es
llamado el complejo de cadenas simpliciales orientadas de K. La homolog´ıa
de este complejo se denota por Hq(K). Diremos que Hq(K) es el q-e´simo
grupo de homolog´ıa orientada de K.
As´ı pues, Hq(K) = Zq(K)/Bq(K), donde Zq(K) = Ker(∂q) es el subgrupo
de los q-ciclos yBq(K) = Im(∂q+1) es el subgrupo de los q-bordes. Recordemos
que los elementos de Hq(K), es decir, las clases laterales inducidas por Bq(K)
en Zq(K), se denominan clases de homolog´ıa. Recordemos tambie´n que dos
q-ciclos w y z del complejo K se dicen homo´logos si sus clases de homolog´ıa
coinciden, es decir, si [w] = [z].
Observacio´n 2.2.6. Puesto que cada subgrupo de un grupo abeliano libre es
tambie´n un grupo abeliano libre (ve´ase [Munk]), en particular lo son Zq(K)
y Bq(K). Sin embargo Hq(K) no tiene por que´ serlo.
La estructura del grupo de homolog´ıa de dimensio´n 0 de un complejo K,
es decir, H0(K), muestra una importante propiedad geome´trica, y es que este
grupo es isomorfo a la suma directa de tantas copias de Z como componentes
conexas tenga el poliedro |K|. Nosotros u´nicamente vamos a probar que si
|K| es conexo entonces H0(K) ∼= Z, pues es lo que vamos a necesitar a lo
largo del trabajo.
Para evitar problemas con las diferentes propiedades de conexio´n de un
poliedro, antes de probar que H0(K) ∼= Z si K es un complejo simplicial
cuyo poliedro es conexo, es conveniente probar el siguiente resultado:
Teorema 2.2.7. Sea K un complejo simplicial. Las condiciones siguientes
son equivalentes:
1. |K| es conexo.
2. |K| es conexo por caminos.
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3. K es conexo por caminos de aristas, es decir, para cada par de ve´rtices
de K, existe un camino de aristas en K que va de uno al otro ve´rtice.
(Tambie´n se dice que K es combinatoria o simplicialmente conexo.)
Demostracio´n:
1) ⇒ 2): El poliedro |K| es localmente conexo por caminos, ya que las
estrellas de los ve´rtices de K son conjuntos abiertos y conexos por caminos
(que recubren |K|). Luego las componentes conexas por caminos de |K| son
conjuntos abiertos y disjuntos dos a dos, as´ı que tambie´n son cerrados. Como,
por hipo´tesis, |K| es conexo, concluimos que hay una u´nica componente
conexa por caminos.
2) ⇒ 3): Sean a y b dos ve´rtices de K. Existe, por hipo´tesis, un camino
topolo´gico α : [0, 1] → |K| que va del ve´rtice a al ve´rtice b. Aplicando la
versio´n general (no la versio´n cla´sica) del Teorema de Aproximacio´n Simplicial
(1.3.6), se obtiene el camino de aristas que va del ve´rtice a al ve´rtice b.
3) ⇒ 1): Fijamos un ve´rtice a de K. Veremos que, para cada x ∈ |K|,
existe un subconjunto conexo Ax de |K| que contiene al ve´rtice a y al punto
x. Concluiremos as´ı que |K| es conexo por ser unio´n de subconjuntos conexos
con un punto en comu´n. Probemos ahora la existencia de los conjuntos
conexos Ax. Si x = a, basta tomar Ax := {a}. Sea x = a. El punto x
pertenece al interior geome´trico de un (u´nico) s´ımplice σ ∈ K. Existe un
ve´rtice an de σ que es diferente de a (pues σ =< a >). Existe, por hipo´tesis,
un camino de aristas aa1 . . . an que va del ve´rtice a al ve´rtice an. Podemos
suponer que en ese camino de aristas no hay ve´rtices repetidos, y tomar
Ax :=< a, a1 > ∪ · · · ∪ < an−1, an > ∪ σ.
Teorema 2.2.8. Sea K un complejo simplicial cuyo poliedro es conexo.
Entonces el grupo de homolog´ıa de dimensio´n 0 es isomorfo a Z.
Demostracio´n:
Fijamos un 0-s´ımplice a de K, es decir, a es un ve´rtice del complejo.
Dado cualquier ve´rtice b de K, y puesto que |K| es conexo, existe entonces
un camino de aristas αb que va desde a hasta b
αb = aa1 . . . an
Para cada b = a, eliminamos los ve´rtices repetidos que sean consecutivos
en αb. Podemos suponer por lo tanto que en αb no hay ve´rtices consecutivos
repetidos.
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Consideramos la 1-cadena
cb = [a, a0] + [a0, a1] + . . .+ [ap, b]
Aplicando ahora el operador borde a dicha 1-cadena obtenemos ∂1(cb) =
b− a.
Consideramos ahora el homomorﬁsmo φ : C0(K) → Z que env´ıa la
0-cadena
∑
b
nbb en el entero nb.
(Obse´rvese que φ se obtiene deﬁniendo φ(b) = 1 para todo ve´rtice b de
K, y extendie´ndolo despue´s por linealidad.)
Con el objetivo de utilizar el primer teorema de isomorf´ıa, vamos a ver
que φ es un homomorﬁsmo sobreyectivo cuyo nu´cleo es B0(K).
1) φ sobreyectivo: Basta observar que φ(na) = n para todo entero n.
2) B0(K) ⊆ Ker(φ): Sea c un 0-borde, entonces c es de la forma
c = ∂1(
∑
i
ni[ai, bi]) =
∑
i
ni(bi − ai)
y por lo tanto
φ(c) = φ(
∑
i
ni(bi − ai)) =
∑
i
niφ(bi − ai) =
∑
i
ni0 = 0
Por lo que c esta´ en el nu´cleo del homomorﬁsmo φ.
3) Ker(φ) ⊆ B0(K): Sea c una 0-cadena en el nu´cleo de φ, es decir,
c =
∑
b
nbb con
∑
b
nb = 0
Entonces, para cualquier ve´rtice a, se tiene
c =
∑
b
nbb−
∑
b
nba =
∑
b
nb(b− a) =
=
∑
a =b
nb∂1cb = ∂1(
∑
a =b
nbcb) ∈ B0(K)
Por el primer teor´ıa de isomorf´ıa, se tiene que C0(K)/Ker(φ) ∼= Z y, por
lo tanto, de la igualdad B0(K) = Ker(φ), se deduce
C0(K)/B0(K) = H0(K) ∼= Z
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2.3. Grupos de Homolog´ıa de la esfera
Vamos a considerar un (n + 1)-s´ımplice σ = 〈a0, a1, . . . , an+1〉 en Rn+1.
Llamamos K al n-esqueleto de σ (visto como complejo simplicial segu´n la
observacio´n 1.1.6). K es una triangulacio´n de la n-esfera.
Proposicio´n 2.3.1. Hn(K) ∼= Z.
Demostracio´n:
Vamos a tomar en K la base dada por los elementos (−1)iσi, para i =
0, . . . , n + 1 y con σi = [a0, . . . , aˆi, . . . , an+1]. Una n-cadena cualquiera de K
viene dada entonces por z =
n+1∑
i=0
gi(−1)iσi. Para que z sea un n-ciclo se tiene
que veriﬁcar que ∂n(z) = 0.
Denotemos ahora σij = [a0, . . . , aˆi, . . . , aˆj, . . . , aa+1]. Notemos que σij =
σj i. Se tiene entonces que
∂n(z) =
n+1∑
i=0
(−1)igi∂nσi =
n+1∑
i=0
(−1)igi
( i−1∑
j=0
(−1)jσij +
n+1∑
j=i+1
(−1)j+1σij
)
Suponemos ahora i < j, sin pe´rdida de generalidad pues σij = σj i.
Entonces cada (n− 1)-s´ımplice σij aparece en dos ocasiones, en una ocasio´n
con coeﬁciente (−1)igi(−1)j+1 y otra con coeﬁciente (−1)jgj(−1)i. Por tanto,
∂n(z) =
∑
σij
(
(−1)igi(−1)j+1 + (−1)jgj(−1)i
)
σij =
=
∑
σij
(gj(−1)i+j − gi(−1)i+j)σij =
∑
σij
(−1)i+j(gj − gi)σij
Al igualar a 0 llegamos entonces a que debe veriﬁcarse que gi = gj para
todos i, j = 0, . . . , n + 1. Por tanto z es de la forma z = g
n+1∑
i=0
(−1)iσi y por
tanto Zn(K) es el grupo abeliano libre engendrado por
n+1∑
i=0
(−1)iσi, es decir,
Zn(K) ∼= Z, y puesto que es claro que Bn(K) = 0, se tiene que Hn(K) ∼= Z.
Nota. El hecho de tomar la base utilizada en la demostracio´n anterior y no
otra cualquiera, es simplemente para la simpliﬁcacio´n de los ca´lculos.
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Proposicio´n 2.3.2. Hq(K) = 0 si 0 < q < n.
Demostracio´n:
Vamos a emplear para esta prueba la siguiente notacio´n: si tenemos un
q-s´ımplice orientado τ = [a0, a1, . . . , aq] y w un ve´rtice de K para el cual los
puntos w, a0, a1, . . . , aq son af´ınmente independientes, entonces denotamos
por [w, τ ] al (q + 1)-s´ımplice [w, a0, a1, . . . , aq]. Adema´s, si cq =
∑
giτi es
una q-cadena, denotamos por [w, cq] a la (q + 1)-cadena
∑
gi[w, τi].
Notemos que
∂q+1[w, τ ] = τ − [w, ∂qτ ]
y tambie´n
∂q+1[w, cq] = cq − [w, ∂qcq]
Nos conviene provisionalmente escribir τ q para indicar que la dimensio´n
del s´ımplice es q. Para probar que Hq(K) = 0, vamos a ver que todo q-ciclo es
tambie´n un borde. Sea entonces z un q-ciclo. Fijado un ve´rtice v, escribiremos
z de la forma siguiente
z =
∑
giτ
q
i +
∑
hj[v, τ
q−1
j ]
donde v es ve´rtice de los s´ımplices del segundo sumando pero no es ve´rtice
de los s´ımplices del primero. Puesto que z es un q-ciclo, se tiene que
0 = ∂qz = ∂q(
∑
giτ
q
i ) + ∂q(
∑
hi[v, τ
q−1
j ]) =
= ∂q(
∑
giτ
q
i ) +
∑
hjτ
q−1
j − [v, ∂q−1(
∑
hjτ
q−1
j )]
Deducimos entonces que ∂q−1(
∑
hjτ
q−1
j )] = 0 y que
∂q(
∑
giτ
q
i ) = −
∑
hjτ
q−1
j
Luego, de esta u´ltima igualdad concluimos que
∂q+1([v,
∑
giτ
q
i ]) =
∑
giτ
q
i − [v, ∂q(
∑
giτ
q
i )] =
=
∑
giτ
q
i + [v,
∑
hjτ
q−1
j ] = z
As´ı pues, z es tambie´n un borde, como quer´ıamos ver.
Considerando queK es un complejo simplicial cuyo poliedro |K| es conexo,
entonces por el teorema 2.2.8, junto con las proposiciones 2.3.1 y 2.3.2,
podemos enunciar el siguiente teorema:
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Teorema 2.3.3.
Hq(K) =
{
0 si 0 < q < n
Z si q = 0 o q = n
2.4. Homomorﬁsmos en grupos de Homolog´ıa
Proposicio´n 2.4.1. SeanK1 yK2 complejos simpliciales y ϕ : K1 → K2 una
aplicacio´n simplicial. Entonces ϕ induce un homomorﬁsmo de complejos de
cadenas C(ϕ) deﬁnido de la siguiente manera. Deﬁniremos primero C(ϕ)
sobre los s´ımplices orientados y despue´s lo extenderemos por linealidad.
Deﬁnimos C(ϕ)[a0, . . . , aq] = [ϕ(a0), . . . , ϕ(aq)] si no aparece ningu´n ve´rtice
repetido y C(ϕ)[a0, . . . , aq] = 0 en caso contrario.
En particular si ϕ = id entonces C(ϕ) = id y si ψ : K2 → K3 es otra
aproximacio´n simplicial se tiene C(ψ ◦ ϕ) = C(ψ) ◦ C(ϕ).
Demostracio´n:
Es inmediato que la deﬁnicio´n de C(ϕ) no depende de la permutacio´n
que deﬁne la orientacio´n. Comprobaremos por tanto que el diagrama es
conmutativo, es decir, que se veriﬁca la igualdad ∂q ◦ C(ϕ) = C(ϕ) ◦ ∂q.
Si ϕ no repite ningu´n ve´rtice, tenemos que
C(ϕ)∂q([a0, . . . , aq]) = C(ϕ)
( q∑
i=0
(−1)i[a0, . . . , aˆi, . . . , aq]
)
=
=
q∑
i=0
(−1)i([ϕ(a0), . . . , ϕ(aˆi), . . . , ϕ(aq)]) = ∂qC(ϕ)([a0, . . . , aq])
Si ϕ repite algu´n ve´rtice, digamos ϕ(ai) = ϕ(aj), entonces se tiene que
∂qC(ϕ)([a0, . . . , aq]) = 0. Por otro lado
q∑
i=0
(−1)iC(ϕ)([a0, . . . , aˆi, . . . , aq]) = 0
pues si k = i, j, entonces C(ϕ)([a0, . . . , aˆj, . . . , aq]) = 0 y, suponiendo sin
pe´rdida de generalidad que i < j, se tiene que
(−1)i[ϕ(a0), . . . , ϕ(aˆi), . . . , ϕ(aj), . . . , ϕ(aq)]+
+(−1)j[ϕ(a0), . . . , ϕ(ai), . . . , ϕ(aˆj), . . . , ϕ(aq)] = 0
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ya que, en caso de no haber ma´s ve´rtices repetidos, como ϕ(ai) = ϕ(aj)
entonces el nu´mero de trasposiciones para pasar del primer s´ımplice ordenado
al segundo es j− i− 1. Obse´rvese que ϕ(aj) ocupa el lugar j− 1 en el primer
s´ımplice. La fo´rmula C(ψ ◦ ϕ) = C(ψ) ◦ C(ϕ) se deduce inmediatamente de
la propia deﬁnicio´n de C(ϕ).
Corolario 2.4.2. Dados K1, K2 y K3, se tiene que toda aplicacio´n simplicial
ϕ : K1 → K2 induce un homomorﬁsmo
ϕ∗ : Hq(K1) → Hq(K2)
tal que si ψ : K2 → K3 es otra aplicacio´n simplicial, entonces (ψ◦ϕ)∗ = ψ∗◦ϕ∗
y adema´s id∗ = id.
Nota. Con el ﬁn de simpliﬁcar la notacio´n y siempre y cuando no haya
lugar a confusio´n, utilizaremos tambie´n ϕ∗ como notacio´n alternativa para
representar C(ϕ).
Deﬁnicio´n 2.4.3. Sean K y L complejos simpliciales y f : |K| → |L| una
aplicacio´n continua. Por el teorema de aproximacio´n simplicial, existe una
subdivisio´n barice´ntrica sdrK de K y una aplicacio´n simplicial
g : |sdrK| → |L|
que es aproximacio´n simplicial de f . Como ya hemos visto con anterioridad, g
induce homomorﬁsmos g∗ : Hq(K) → Hq(L) para cada dimensio´n q. A estos
homomorﬁsmos les llamaremos homomorﬁsmos inducidos por la aplicacio´n
continua f , y les denotaremos por f∗.
Observacio´n 2.4.4. Es claro que deber´ıamos probar que esta deﬁnicio´n es
coherente, es decir, que es independiente de la subdivisio´n barice´ntrica r y
de la aproximacio´n simplicial g que tomemos.
La demostracio´n puede verse en [ADQ], pero e´sta no es sencilla y requiere
la introduccio´n de la homolog´ıa ordenada.
Dando por probado que la sucesio´n de homomorﬁsmos inducida por una
aplicacio´n continua esta´ bien deﬁnida, es inmediata la siguiente proposicio´n:
Proposicio´n 2.4.5. Si f : |K1| → |K2| y h : |K2| → |K3| son aplicaciones
continuas, entonces (h ◦ f)∗ : Hq(K1) → Hq(K3) es la composicio´n h∗ ◦ f∗ :
Hq(K1) → Hq(K3) en cada dimensio´n q.
Estamos ya en condiciones de dar ahora la nocio´n de grado, que sera´
fundamental a la hora de probar el teorema del punto ﬁjo de Brouwer.
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Deﬁnicio´n 2.4.6. Sea σ = 〈a0, a1, . . . , an+1〉 un (n + 1)-s´ımplice en Rn+1.
Como hemos hecho antes ya, llamamos K al n-esqueleto de σ (de nuevo visto
como complejo simplicial). Sabemos que Hn(K) ∼= Z.
Toda aplicacio´n continua f : |K| → |K| induce un homomorﬁsmo de
grupos
f∗ : Hn(K) → Hn(K)
Fijado uno de los generadores de Hn(K), digamos α, se ha de veriﬁcar
que f∗(α) = ρα, con ρ un nu´mero entero (ρ es independiente de la eleccio´n
del generador).
Al entero ρ se le llama grado de la aplicacio´n f y se denota por deg(f).
Nota. Notemos que en realidad u´nicamente podemos aplicar esta deﬁnicio´n
a la triangulacio´n K para la cual hemos calculado los grupos de homolog´ıa
simplicial. Probar que, para cualquier triangulacio´n de Sn, los grupos de
homolog´ıa coinciden (salvo isomorﬁsmo) no es trivial (ya comentamos en la
introduccio´n que no probar´ıamos la Invariancia Homoto´pica de la Homolog´ıa),
pero una vez probado, podr´ıamos hablar con rigor de grupos de homolog´ıa
de la esfera. As´ı la nocio´n de grado quedar´ıa bien deﬁnida para cualquier
aplicacio´n continua dada de Sn → Sn. Veremos que esto no supone ningu´n
impedimento para poder, ma´s adelante, concluir que Sn no es contra´ctil y
posteriormente probar el Teorema del Punto Fijo de Brouwer.
Teorema 2.4.7.
i) Si f, g : |K| → |K| son aplicaciones continuas, entonces deg(g ◦ f) =
degg degf .
ii) La aplicacio´n identidad id : |K| → |K| tiene grado +1.
iii) Un homeomorﬁsmo h : |K| → |K| tiene grado ±1.
iv) Una aplicacio´n constante f : |K| → |K| tiene grado 0.
Demostracio´n:
i) Sea α un generador del grupo Hn(K) y sean f∗, g∗ : Hn(k) → Hn(K)
los homomorﬁsmos inducidos por f y g respectivamente. Entonces por
un lado tenemos que
(g ◦ f)∗ = deg(g ◦ f)α
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y por otro lado
(g∗ ◦ f∗)(α) = g∗(deg(f)(α)) = deg(g) deg(f)α
Puesto que se tiene que (g ◦ f)∗ = g∗ ◦ f∗, por la proposicio´n 2.4.5,
entonces concluimos que deg(g ◦ f) = degg degf .
ii) Hemos probado ya que id∗ = id, luego id∗(α) = α, y por tanto es claro
que deg(id) = 1.
iii) Se tiene que
1 = deg(id) = deg(h ◦ h−1) = deg(h) · deg(h−1)
Puesto que deg(h) tiene que ser un nu´mero entero, entonces u´nicamente
puede ser ±1. Tambie´n se sigue que h y h−1 tienen el mismo grado, es
decir, ambas tienen grado 1 o ambas grado -1.
iv) Toda aplicacio´n constante f : |K| → |K| tiene grado 0, pues admite
como aproximacio´n simplicial una aplicacio´n constante (que induce el
homomorﬁsmo nulo en homolog´ıa).
Antes de enunciar y probar el teorema siguiente, vamos a recordar la
deﬁnicio´n de aplicaciones homo´topas.
Deﬁnicio´n 2.4.8. Sean X e Y espacios topolo´gicos y sean f, g aplicaciones
continuas de X en Y . Entonces decimos que f es homo´topa a g si existe
una funcio´n continua H : X × [0, 1] → Y de manera que, para todo x ∈ X,
H(x, 0) = f(x) y H(x, 1) = g(x). La funcio´n H se llama homotop´ıa entre f
y g. En adelante escribiremos I = [0, 1].
Teorema 2.4.9. (Teorema del Grado de Brouwer) Dos aplicaciones
continuas, f, g : |K| → |K|, que son homo´topas, tienen el mismo grado.
Demostracio´n:
Sea h : |K| × I → |K| una homotop´ıa de manera que, para todo x ∈ |K|,
se tiene que h(x, 0) = f(x) y h(x, 1) = g(x). Por comodidad denotaremos ht
a la restriccio´n de h a |K| × t. En particular, h0 = f y h1 = g.
Consideramos el recubrimiento abierto de |K| formado por las estrellas
de los ve´rtices de K, es decir, el recubrimiento
{st(wi, K) : donde wi var´ıa en el conjunto de ve´rtices de K }
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Sea ε un nu´mero de Lebesgue para dicho recubrimiento. Puesto que h es
uniformemente continua, existe δ > 0 tal que si A y B son subconjuntos
de |K| e I respectivamente con diam(A) < δ y diam(B) < δ, entonces
diam(h(A× B)) < ε.
Sea sdr(K) una subdivisio´n barice´ntrica de K para la cual se tiene que
m(sdr(K)) < δ
2
. Entonces, si v es un ve´rtice de sdr(K), se veriﬁca que
diam(st(v, sdr(K))) < δ.
Sea
0 = t0 < t1 < . . . < tp = 1
una particio´n de I para la cual puntos sucesivos distan entre s´ı < δ. Entonces,
cada conjunto h(st(vi), sd
r(K)× [tj−1, tj]), donde vi es un ve´rtice de sdr(K),
y tj−1 y tj son puntos sucesivos de la particio´n, tiene dia´metro < . Por tanto,
estos conjuntos esta´n contenidos en algu´n conjunto st(wij, K) para un cierto
ve´rtice wij de K. Esto es
h(st(vi), sd
r(K)× [tj−1, tj]) ⊆ st(wij, K)
Si tj−1 < t < tj, podemos elegir una aproximacio´n simplicial ϕt de ht
que cumple ϕt(vi) = wij. Luego todas las aplicaciones ht para tj−1 < t < tj
tienen el mismo grado. Puesto que dos intervalos consecutivos [tj−1, tj] y
[tj, tj+1] tienen tj en comu´n, concluimos que el grado de ht es constante para
0 ≤ t ≤ 1. En particular, h0 = f y h1 = g tienen el mismo grado.
2.5. El Teorema del Punto Fijo de Brouwer
Comencemos dando la intuitiva nocio´n de punto ﬁjo de una aplicacio´n
continua.
Deﬁnicio´n 2.5.1. Si f : X → X es una aplicacio´n continua de un espacio
X es s´ı mismo, entonces decimos que un punto x0 es un punto ﬁjo de f si
f(x0) = x0.
Deﬁnicio´n 2.5.2. Una funcio´n continua g : X → Y se dice homoto´picamente
nula si es homo´topa a una aplicacio´n constante.
Deﬁnicio´n 2.5.3. Un espacio X se dice contra´ctil si la funcio´n identidad,
id : X → X es homoto´picamente nula. En otras palabras, X es contra´ctil si
existe un punto x0 en X y una homotop´ıa H : X × I → X de tales que, para
todo x ∈ X se tiene que H(x, 0) = x y H(x, 1) = x0. A la homotop´ıa H se
le llama contraccio´n del espacio X.
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Teorema 2.5.4. El poliedro |K| no es contra´ctil para ningu´n n ≥ 1.
Demostracio´n:
Hemos probado ya que la funcio´n identidad en Hn(K) tiene grado 1
para todo n ≥ 1, y que cualquier funcio´n constante tiene grado 0. Puesto
que aplicaciones homo´topas tienen el mismo grado (teorema 2.4.9) entonces
la aplicacio´n identidad no es homoto´picamente nula, y por tanto, K no es
contra´ctil para n ≥ 1.
Corolario 2.5.5. La n-esfera no es contra´ctil para ningu´n n ≥ 0.
Demostracio´n:
Para n ≥ 1, como hemos visto que |K| no es contra´ctil, tampoco lo sera´
Sn, pues Sn ∼= |K|.
Para n = 0, vemos que la 0-esfera es el conjunto dado por S0 = {x ∈ R :
x2 = 1} = {−1, 1}. Es claro que un conjunto discreto con ma´s de un punto
no puede ser contra´ctil.
Teorema 2.5.6. (Teorema de No Retraccio´n de Brouwer) No existe
una aplicacio´n continua de la (n+ 1)-bola en Sn que deje ﬁjo cada punto de
Sn, n ≥ 0.
Demostracio´n:
Recordemos que
Bn+1 = {x = (x1, . . . , xn+1) ∈ Rn+1 :
n+1∑
i=1
x2i ≤ 1}
Vamos a razonar por reduccio´n al absurdo, suponiendo que existe una
aplicacio´n f : Bn+1 → Sn de manera que f(x) = x para cada x ∈ Sn.
Deﬁnimos entonces una homotop´ıa H : Sn × I → Sn dada por H(x, t) =
f((1 − t)x) para x ∈ Sn y t ∈ I. Aqu´ı, (1 − t)x denota el producto de un
nu´mero real y un vector en Rn+1. Entonces H es una contraccio´n de Sn,
pues H(x, 0) = f(x) = x y H(x, 1) = 0 para todo x ∈ Sn. Esto supone una
contradiccio´n con el teorema anterior, donde hemos probado que Sn no es
contra´ctil para n ≥ 0. Por tanto no existe dicha aplicacio´n f .
Teorema 2.5.7. (Teorema del Punto Fijo de Brouwer) Si f : Bn+1 →
Bn+1 es una aplicacio´n continua de la (n + 1)-bola en s´ı misma y n ≥ 0,
entonces f tiene al menos un punto ﬁjo.
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Demostracio´n:
Razonamos de nuevo por reduccio´n al absurdo, suponiendo ahora que
f no tiene ningu´n punto ﬁjo. Esto es, para todo x ∈ Bn+1, se tiene que
f(x) = x. Se puede considerar entonces la semirrecta desde f(x) y que pasa
por x. Denotemos por g(x) a la interseccio´n de dicha semirrecta con Sn.
Entonces podemos considerar la aplicacio´n g : Bn+1 → Sn que manda
cada punto x ∈ Bn+1 en el punto g(x) antes descrito. Esta aplicacio´n es
continua y adema´s es claro que g(x) = x para cada x ∈ Sn. Esto contradice
el Teorema de No Retraccio´n de Brouwer (2.5.6), y por lo tanto f tiene al
menos un punto ﬁjo.
Cap´ıtulo 3
Teor´ıa de la Dimensio´n
En este cap´ıtulo se trata el tema principal de la memoria, la Teor´ıa de
la Dimensio´n. Trabajaremos siempre, como ya hemos advertido, en espacios
me´tricos separables. Deﬁniremos las tres dimensiones cla´sicas, ind (dimensio´n
inductiva “pequen˜a”), Ind (dimensio´n inductiva “grande”) y dim (dimensio´n
de recubrimiento), desarrollaremos nuestra teor´ıa en torno a ellas, y veremos
que las tres coinciden en estos espacios. Tambie´n se probara´ que la dimensio´n
del espacio eucl´ıdeo n-dimensional, Rn, es n, haciendo uso del ya demostrado
Teorema del Punto Fijo de Brouwer.
A lo largo de este cap´ıtulo, X denotara´ un espacio me´trico separable.
Adema´s, puesto que en los tres casos la dimensio´n del vac´ıo se deﬁne como
-1, en adelante supondremos que X es no vac´ıo a no ser que se indique lo
contrario.
La referencia ba´sica para este cap´ıtulo es el libro [HW]. Utilizaremos
tambie´n otras referencias como [Eng1], [Eng2] o [ES].
3.1. Dimensio´n 0
Deﬁnicio´n 3.1.1. Diremos que un espacio X tiene dimensio´n inductiva
pequen˜a 0 en un punto p, si p tiene entornos abiertos arbitrariamente pequen˜os
con frontera vac´ıa, es decir, si para cada entorno abierto U de p, existe un
entorno abierto V de p de manera que
V ⊂ U y Fr(V ) = ∅
Diremos que un espacio X tiene dimensio´n inductiva pequen˜a 0, o que es
0-dimensional, si tiene dimensio´n inductiva pequen˜a 0 en cada uno de sus
puntos. Como ya hemos advertido, se denotara´ por ind(X) = 0.
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Propiedades 3.1.2.
i) La propiedad de un espacio de ser 0-dimensional es una propiedad
topolo´gica, es decir, es invariante por homeomorﬁsmos.
ii) Un espacio 0-dimensional es un espacio no vac´ıo que tiene una base de
abiertos formada por conjuntos que tambie´n son cerrados. En adelante,
diremos que un subconjunto de un espacio X es abierto-cerrado si es a
la vez abierto y cerrado.
Nota. Observemos que un conjunto tiene frontera vac´ıa si, y so´lo si, es
abierto-cerrado. En adelante no haremos distincio´n entre el punto p y el
conjunto unipuntual formado por p.
Ejemplo 3.1.3. Todo espacio numerable es 0-dimensional. En particular, se
tiene que el conjunto Q ⊂ R de los nu´meros racionales es 0-dimensional.
Ejemplo 3.1.4. El conjunto I ⊂ R de los irracionales es 0-dimensional, pues
tiene una base numerable de conjuntos abierto-cerrados, los conjuntos de la
forma I ∩ (a, b), donde a y b son nu´meros racionales.
Ejemplo 3.1.5. El conjunto tria´dico de Cantor y cualquier conjunto de
nu´meros reales que no contenga ningu´n intervalo es 0-dimensional.
Teorema 3.1.6. Un subespacio no vac´ıo de un espacio 0-dimensional es
tambie´n 0-dimensional.
Demostracio´n.
Sean X un espacio 0-dimensional, X ′ un subconjunto no vac´ıo de X y
p ∈ X ′. Si U ′ es un entorno abierto de p en X ′, entonces, por la topolog´ıa de
subespacio, existe un entorno abierto U de p enX de manera que U ′ = U∩X ′.
Ahora, por ser X 0-dimensional, existe un conjunto abierto-cerrado V en X
tal que p ∈ V ⊂ U . Tomamos el conjunto V ′ = V ∩X ′, que es abierto-cerrado
enX ′, y es claro que p ∈ V ′ ⊂ U ′. Por tanto, se tiene queX ′ es 0-dimensional.
Deﬁnicio´n 3.1.7. Sean A1, A2 y B subconjuntos disjuntos dos a dos de un
espacio X. Decimos que A1 y A2 esta´n separados en X por B, si X − B
es unio´n de dos conjuntos disjuntos, abiertos en X − B, y que contengan
respectivamente a A1 y A2. Es decir, si existen A
′
1 y A
′
2 ambos abiertos (o
ambos cerrados) en X − B y tales que
X − B = A′1 ∪ A′2
A1 ⊂ A′1, A2 ⊂ A′2
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A′1 ∩ A′2 = ∅
Si A1 y A2 esta´n separados por el vac´ıo entonces decimos simplemente
que ambos conjuntos esta´n separados en X.
Observacio´n 3.1.8. A1 y A2 esta´n separados en X si, y so´lo si, existe un
conjunto A′1 abierto-cerrado de manera que
A1 ⊂ A′1
A′1 ∩ A2 = ∅
Basta tomar en este caso A′2 = X − A1.
A partir de esta propiedad de separacio´n de espacios vamos a dar una
caracterizacio´n relevante para la dimensio´n inductiva pequen˜a, pues es la que
se usara´ ma´s adelante para probar la equivalencia con la dimensio´n inductiva
grande.
Proposicio´n 3.1.9. Un espacio tiene dimensio´n inductiva pequen˜a 0, esto
es ind(X) = 0, si, y so´lo si, cada punto p puede separarse de cada conjunto
cerrado que no lo contenga.
Demostracio´n.
Supongamos primero que X es un espacio tal que ind(X) = 0. Sean un
punto p y un cerrado C que no contiene a p. Como entonces X − B es un
entorno abierto de p, existe un conjunto V abierto-cerrado con
p ∈ V ⊂ X − C
Puesto que V ∩ C = ∅, a partir de la 3.1.8 se tiene que p y C esta´n
separados, como quer´ıamos probar.
Supongamos ahora que cada punto de X puede separase de cada cerrado
que no lo contenga. Sea U un entorno abierto de un punto arbitrario p ∈ X.
Puesto que el punto p y el cerradoX−U pueden separarse, existe un conjunto
abierto-cerrado V tal que p ∈ V y V ∩ (X − U) = ∅. Luego, p ∈ V ⊂ U y,
puesto que V es abierto-cerrado, Fr(V ) = ∅.
Proposicio´n 3.1.10. Todo espacio 0-dimensional y conexo esta´ formado por
un u´nico punto.
Demostracio´n.
Sea X un espacio 0-dimensional. Supongamos, por reduccio´n al absurdo,
que existieran dos puntos p y q en X con p = q. Entonces p y q podr´ıan
separarse en virtud de 3.1.9, pues en un espacio Hausdorﬀ todo punto es
cerrado. Esto es absurdo pues X es conexo.
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Proposicio´n 3.1.11. Un espacio 0-dimensional no tiene subconjuntos que
sean conexos y contengan ma´s de un punto, es decir, un subconjunto conexo
de un espacio 0-dimensional es unipuntual.
Demostracio´n.
Consecuencia inmediata de la proposicio´n anterior.
Proposicio´n 3.1.12. Un espacio es 0-dimensional si, y so´lo si, dos conjuntos
cerrados y disjuntos cualesquiera pueden separarse.
Demostracio´n.
Es obvio que si dos conjuntos cerrados disjuntos pueden separarse en un
espacio X, entonces tambie´n pueden separarse todo punto y todo cerrado
que no contenga a dicho punto, y por tanto X es 0-dimensional.
Supongamos ahora que X es 0-dimensional. Entonces todo punto p de
X puede separarse de cualquier cerrado que no contenga a p. Sean C y K
dos cerrados disjuntos de X, veamos que pueden separarse. Para cada p ∈ X
se tiene que o bien p ∩ C = ∅ o bien p ∩ K = ∅. Por lo tanto existen
entornos U(p), para cada p, que son abierto-cerrados y con U(p) ∩ C = ∅ o
U(p) ∩K = ∅. Puesto que X tiene una base numerable de abiertos, por ser
espacio me´trico existe una sucesio´n U1, U2, . . . de los U(p) cuya unio´n es X.
Vamos a deﬁnir una nueva sucesio´n de la manera siguiente.
V1 = U1
Vi = Ui −
i−1⋃
k=1
Uk = Ui ∩
(
X −
i−1⋃
k=1
Uk
)
, para i = 2, 3, . . .
Tenemos entonces que:
[1] X =
∞⋃
i=1
Vi
[2] Vi ∩ Vj = ∅ si i = j
[3] Vi abierto
[4] Vi ∩ C = ∅ o Vi ∩K = ∅
donde la condicio´n [3] es consecuencia de que
i−1⋃
k=1
Uk es un conjunto cerrado y,
por lo tanto, X−
i−1⋃
k=1
Uk es abierto. Como Vi esta´ deﬁnido como la interseccio´n
de este u´ltimo conjunto y Ui, tambie´n abierto, se deduce que Vi es abierto.
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Sea C ′ la unio´n de los Vi tales que Vi ∩C = ∅ y sea K ′ la unio´n de los Vi
tales que Vi ∩K = ∅. Entonces
[1] ⇒ X = C ′ ∪K ′
[2] ⇒ C ′ ∩K ′ = ∅
[3] ⇒ C ′ y K ′ son abiertos
[4] ⇒ (C ′ ∩K) ∪ (K ′ ∩ C) = ∅
Por tanto se sigue que C ⊂ C ′ y K ⊂ K ′. La separacio´n buscada es
entonces la dada por C ′ y K ′.
Recordemos, antes de continuar, las deﬁniciones y alguna caracterizacio´n
de espacio normal y espacio completamente normal, que necesitaremos en
adelante.
Deﬁnicio´n 3.1.13. Se dice que un espacio topolo´gico es normal si para dos
subconjuntos cerrados y disjuntos cualesquiera C1 y C2, existen subconjuntos
abiertos V1 y V2 tales que C1 ⊂ V1, C2 ⊂ V2 y V1 ∩ V2 = ∅.
Es consecuencia inmediata de la normalidad que existen abiertos U1 y U2
tales que C1 ⊂ U1, C2 ⊂ U2 y U¯1 ∩ U¯2 = ∅.
Recordemos que todo espacio me´trico es normal.
Deﬁnicio´n 3.1.14. Se dice que un espacio es completamente normal si todo
subespacio suyo es normal. Es inmediato entonces que todo espacio me´trico
es completamente normal, pues todo subespacio de un espacio me´trico es a
su vez me´trico.
Para dos subconjuntos disjuntos X1 y X2 de un espacio completamente
normal, de los cuales ninguno contiene un punto de adherencia del otro, se
tiene que existen conjuntos abiertos W1 y W2 veriﬁcando que X1 ⊂ W1,
X2 ⊂ W2 y W1 ∩W2 = ∅. Adema´s es claro que W¯ 1 ∩X2 = ∅
Proposicio´n 3.1.15. Sean C1 y C2 dos subconjuntos cerrados y disjuntos de
un espacio X, y sea A un subconjunto 0-dimensional de X. Existe entonces
un subconjunto cerrado B que separa a C1 y C2 y tal que A ∩B = ∅.
Demostracio´n.
Puesto que X es normal, existen abiertos U1 y U2 tales que C1 ⊂ C1,
C2 ⊂ U2 y U¯1 ∩ U¯2 = ∅. Los conjuntos U¯1 ∩ A y U¯1 ∩ A son cerrados y
disjuntos en A, y por lo tanto pueden separarse por ser A 0-dimensional.
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Tenemos por tanto conjuntos disjuntos C1 y C2, que son abierto-cerrados
en A, que satisfacen
[1] A = C ′1 ∪ C ′2 , U¯1 ∩ A ⊂ C ′1 y U¯2 ∩ A ⊂ C ′2
De donde,
[2] (C ′1 ∩ U¯2) ∪ (C ′2 ∩ U¯1) = ∅
[3] (C ′1 ∩ C¯ ′2) ∪ (C¯ ′1 ∩ C ′2) = ∅
Adema´s [1] y [2] implican
[4] (C ′1 ∩ C¯2) ∪ (C ′2 ∩ C¯1) = ∅
Utilizando ahora que U1 y U2 son abiertos, tenemos por [2] que
(C¯ ′1 ∩ U¯2) ∪ (C¯ ′2 ∩ U¯1) = ∅
Y puesto que C1 ⊂ U1 y C1 ⊂ U1, entonces se tiene que
[5] (C¯ ′1 ∩ C¯2) ∪ (C¯ ′2 ∩ C¯1) = ∅
Teniendo en cuenta que C¯1 ∩ C¯2 = C1 ∩ C2 = ∅, junto con [3], [4] y [5]
se deduce que los conjuntos (C1 ∪ C ′1) y (C2 ∪ C ′2), adema´s de ser disjuntos,
ninguno contiene puntos de adherencia del otro.
Como X es completamente normal, existe entonces un abierto W con
C1∪C ′1 ⊂ W y W¯ ∩ (C1∪C2) = ∅. El conjunto B = W¯ −W = Fr(W ) separa
C1 y C2 y es disjunto de C
′
1 ∪ C ′2 = A. Por lo tanto hemos terminado.
Teorema 3.1.16. (Unio´n Numerable de conjuntos 0-dimensionales)
Un espacio que es unio´n numerable de subconjuntos cerrados 0-dimensionales
es 0-dimensional.
Demostracio´n.
Supongamos nuestro espacio X dado por
X = C1 ∪ C2 ∪ . . . Ci ∪ . . .
donde cada Ci es cerrado y 0-dimensional. Sean K y L dos cerrados disjuntos
en X. Se tiene que probar que ambos conjuntos pueden separarse.
Tomamos los conjuntos K∩C1 y L∩C1, que son cerrados y disjuntos en el
espacio 0-dimensional C1. Existen por tanto subconjuntos A1 y B1 cerrados
de C1 (y entonces tambie´n cerrados de X), tales que
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K ∩ C1 ⊂ A1 y L ∩ C1 ⊂ B1
A1 ∪B1 = C1 y A1 ∩B1 = ∅
Adema´s K∪A1 y L∪B1 son cerrados y disjuntos en X. Por la normalidad
de X, existen abiertos G1 y H1 para los cuales
K ∪ A1 ⊂ G1 y L ∪B1 ⊂ H1
G1 ∩H1 = ∅
Entonces, como C1 = A1 ∪B1 ⊂ K ∪A1 ∪ L ∪B1 = G1 ∪H1, se tiene en
resumen que
C1 ⊂ G1 ∪H1
K ⊂ G1 y L ⊂ H1
G¯1 ∩ H¯1 = ∅
Repitamos el mismo proceso, cambiando ahora K y L por los cerrados
G¯1 y H¯1, y sustituyendo C1 por C2. Llegamos entonces a que existen abiertos
G2 y H2 de X para los cuales
C2 ⊂ G2 ∪H2
G¯1 ⊂ G2 y H¯1 ⊂ H2
G¯2 ∩ H¯2 = ∅
Inductivamente construimos sucesiones {Gi} y {Hi} de conjuntos abiertos
de X de manera que
Ci ⊂ Gi ∪Hi
G¯i−1 ⊂ Gi y H¯ i−1 ⊂ Hi
G¯i ∩ H¯ i = ∅
Llamamos ahora G =
⋃
Gi y H =
⋃
Hi. Entonces G y H son conjuntos
abiertos y disjuntos para los que G∪H ⊃ ⋃Ci = X, y por tanto X = G∪H.
Adema´s K ⊂ G y L ⊂ H. Luego hemos encontrado la separacio´n buscada.
Corolario 3.1.17. Un espacio que es unio´n numerable de conjuntos Fσ
0-dimensionales es tambie´n 0-dimensional. Recordemos que un conjunto Fσ
es aquel que es unio´n numerable de cerrados.
Corolario 3.1.18. La unio´n de dos subconjuntos 0-dimensionales de un
espacio, de los cuales uno al menos es cerrado, es 0-dimensional.
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Demostracio´n.
Sean A y B dos subconjuntos 0-dimensionales de X y supongamos, sin
pe´rdida de generalidad, que B es cerrado. Entonces se tiene que (A∪B)−B
es abierto en A ∪ B. Como todo abierto en un espacio me´trico es un Fσ,
(A ∪ B)− B es Fσ en A ∪ B. Concluimos el resultado juntando el corolario
anterior y el hecho de que A ∪B = B ∪
(
(A ∪B)−B
)
.
Consecuencia inmediata de este u´ltimo corolario es el siguiente resultado.
Corolario 3.1.19. Un espacio 0-dimensional al que se le an˜ade un u´nico
punto sigue siendo 0-dimensional.
Teorema 3.1.20. (Producto Numerable de espacios 0-dimensionales)
Sea X un espacio que es producto cartesiano de una familia numerable
{Xi}∞i=1, es decir, X =
∞∏
i=1
Xi. Entonces X es 0-dimensional si, y so´lo si,
todos los espacios Xi son 0-dimensionales.
Demostracio´n.
Supongamos X = ∅, pues si no ind(X) = −1. Entonces cada Xi es
homeomorfo a un subespacio de X, luego si X es 0-dimensional, entonces
tambie´n los espacios Xi sera´n 0-dimensionales.
Para probar la otra implicacio´n, supongamos Xi 0-dimensional, para todo
i, y consideremos para cadaXi una baseBi de abiertos formada por conjuntos
abierto-cerrados. Observemos que los conjuntos de la forma
U1 × U2 × · · · × Uk × · · ·
donde Ui ∈ Bi para todo i, constituye una base de X formada por conjuntos
abierto-cerrados, luego X es 0-dimensional.
Ejemplo 3.1.21. Para cada par k, n de nu´meros enteros tales que 0 ≤ k ≤ n,
n ≥ 1, denotemos por Qnk al subespacio de Rn formado por los puntos que
tienen exactamente k coordenadas racionales. Entonces Qnk es un conjunto
0-dimensional.
Demostracio´n.
Vimos en otro ejemplo que Q es 0-dimensional, luego, por el Teorema del
Producto Numerable (3.1.20), Qnn = Q
n es tambie´n 0-dimensional.
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Si k < n, para cada eleccio´n de k naturales distintos, i1, i2, . . . , ik y k
racionales, r1, r2, . . . , rk, el producto
n∏
i=1
Ri, donde Rij = {rj} para cada
j = 1, 2, . . . , k y Ri = R para i = ij, es un subespacio cerrado de Rn. Por
tanto Qnk ∩
n∏
i=1
Ri es un subespacio cerrado de Q
n
k . Adema´s, como Q
n
k ∩
n∏
i=1
Ri
es homeomorfo al subespacio de Rn−k formado por todos los puntos con
coordenadas irracionales, se deduce del ejemplo 3.1.4, junto con el Teorema
del Producto Numerable (3.1.20), que es un conjunto 0-dimensional. Al variar
la eleccio´n de los k nu´meros naturales i1, i2, . . . , ik y la de los k racionales
r1, r2, . . . , rk obtenemos una cantidad numerable de espacios Q
n
k∩
n∏
i=1
Ri, cuya
unio´n es Qnk . Por el Teorema de la Unio´n Numerable (3.1.16),concluimos que
Qnk es 0-dimensional.
Nota. Mencio´n aparte merecen los espacios compactos. Vamos a considerar
primero las siguientes propiedades de un espacio X.
1) X es totalmente desconectado, es decir, cada componente conexa de X
se reduce a un punto.
2) Dos puntos distintos cualesquiera en X pueden separarse.
3) Cualquier punto puede separarse de cada cerrado que no lo contiene,
es decir, X es 0-dimensional.
4) Dos conjuntos cerrados cualesquiera pueden separarse.
Es claro que 4) implica 3), que 3) implica 2) y que 2) implica 1). Hemos
probado adema´s a lo largo de esta seccio´n, que 3) implica 4). Sin embargo,
las propiedades 1),2) y 3) no son equivalentes en nuestros objetos de estudio,
los espacios me´tricos separables. Aqu´ı reside la importancia de los espacios
compactos, para los cuales se puede enunciar el siguiente teorema:
Teorema 3.1.22. Las propiedades 1), 2), 3) y 4) son equivalentes si X es
un espacio compacto.
U´nicamente resta por probar que 1) implica 2) y que 2) implica 3).
Probaremos primero dos proposiciones auxiliares.
Proposicio´n 3.1.23. SeaX un espacio compacto, C un subconjunto cerrado
de X y p un punto de X. Entonces, si p y cualquier punto de C pueden
separarse, p y C pueden separarse.
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Demostracio´n.
Sea q un punto de C. Como p y q pueden separarse, existen por tanto
dos conjuntos, Uq y Vq, disjuntos y abierto-cerrados, de manera que p ∈ Uq
y q ∈ Vq. Puesto que C es un subconjunto cerrado de un espacio compacto,
existe un nu´mero ﬁnito de puntos de C, q1, q2, . . . , qs, tales que
C ⊂ Vq1 ∪ Vq2 ∪ · · · ∪ Vqs
Sean U =
s⋂
i=1
Uqi y V =
s⋃
i=1
Uqi . Entonces p ∈ U y C ⊂ V . Adema´s U
y V son disjuntos y ambos abierto-cerrados en X. Por tanto, p y C pueden
separarse, lo que concluye el resultado.
Proposicio´n 3.1.24. Sea X un espacio compacto. Sean adema´s p un punto
de X y M(p) el conjunto de todos los puntos de X que no pueden separarse
de p. Entonces se tiene que M(p) es conexo.
Demostracio´n.
Comencemos probando que M(p) es cerrado, o equivalentemente que el
conjunto X −M(p) es abierto. Un punto arbitrario x pertenece al con junto
X −M(p) si, y so´lo si, puede separarse de p, es decir, si, y so´lo si, existen
conjuntos abiertos U y V veriﬁcando
X = U ∪ V
U ∩ V = ∅
x ∈ U, p ∈ V
Se sigue inmediatamente que U ⊂ X −M(p) y, por tanto, cada punto de
X −M(p) tiene un entorno abierto U contenido en X −M(p), lo que prueba
que X −M(p) es abierto.
Supongamos, por reduccio´n al absurdo, que M(p) no es conexo. Entonces
existir´ıan conjuntos C y K cerrados en M(p) y tales que
M(p) = C ∪K
C = ∅, K = ∅
C ∩K = ∅
Es claro queM(p) contiene al propio punto p. Supongamos, sin pe´rdida de
generalidad, que p ∈ C. Puesto que M(p) es cerrado en X, se tiene tambie´n
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que C y K son cerrados en X. Por la normalidad de X, existe entonces
un abierto W en X, de manera que C ⊂ W y W¯ ∩ K = ∅. Puesto que
Fr(W ) = W¯ −W , se tiene que
Fr(W ) ∩M(p) = Fr(W ) ∩ (C ∪K) = ∅
De aqu´ı se deduce que cada punto de Fr(W ) puede separarse de p. Como
Fr(W ) es un conjunto cerrado, podemos aplicar la proposicio´n 3.1.23, y
obtenemos un conjunto V abierto-cerrado para el cual se tiene que
Fr(W ) ⊂ V, p ∩ V = ∅
Puesto que p ∈ C ⊂ W , se deduce que p ∈ W − V . Por ser V cerrado,
podemos escribir el conjunto W − V como W − V¯ , y por veriﬁcarse que
Fr(W ) ⊂ V , tambie´n se puede escribir W − V como W¯ − V . De la primera
forma se deduce que W −V es abierto y de la segunda que W −V es cerrado.
Sin embargo, (W − V ) ∩K = ∅. Por consiguiente, p puede separarse de los
puntos de K ⊂ M(p). Esto contradice la deﬁnicio´n de M(p).
Una vez probadas estas dos propiedades, podemos demostrar ya el teorema
antes enunciado:
Demostracio´n. (de 3.1.22)
Veamos primero que 1) implica 2). Supongamos que X es totalmente
desconectado y consideremos el conjunto M(p). Hemos probado ya que el
conjunto M(p) es conexo, luego M(p) se reduce al punto p. Por tanto, dos
puntos cualesquiera de X pueden separarse.
Que 2) implica 3) se deduce directamente de la proposicio´n 3.1.23.
Corolario 3.1.25. Cuando se habla de espacios compactos, los espacios
0-dimensionales son justamente los espacios totalmente desconectados.
3.2. Dimensio´n n
Deﬁnamos ahora la dimensio´n inductiva pequen˜a en general.
Deﬁnicio´n 3.2.1. El conjunto vac´ıo y u´nicamente el conjunto vac´ıo veriﬁca
que ind(X) = −1.
Un espacio X tiene dimensio´n inductiva pequen˜a ≤ n ≥ 0 en un punto
si dicho punto tiene un sistema fundamental de entornos abiertos cuyas
fronteras tienen dimensio´n ≤ n− 1.
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Se dice que X tiene dimensio´n inductiva pequen˜a ≤ n, y se representa
por ind(X) ≤ n, si tiene dimensio´n inductiva pequen˜a ≤ n en cada uno de
sus puntos.
Cuando ind(X) ≤ n en un punto, pero sea falso que ind(X) ≤ n − 1 en
dicho punto, entonces decimos que X tiene dimensio´n inductiva pequen˜a n
en dicho punto.
Si ind(X) ≤ n, pero es falso que ind(X) ≤ n−1, entonces decimos que X
tiene dimensio´n inductiva pequen˜a n, y lo representaremos por ind(X) = n.
Diremos que un espacio tiene dimensio´n inductiva pequen˜a ∞ si es falso
que ind(X) ≤ n para todo n = −1, 0, 1, . . .
A la dimensio´n inductiva pequen˜a, ind, tambie´n se le conoce como la
dimensio´n de Menger - Urysohn.
Propiedades 3.2.2.
i) Es claro que la propiedad de un espacio de tener dimensio´n inductiva
pequen˜a n es una propiedad topolo´gica.
ii) Equivalente a la condicio´n ind(X) ≤ n es la existencia de una base de
abiertos de X formada por abiertos cuyas fronteras tengan dimensio´n
inductiva pequen˜a ≤ n− 1.
iii) Es claro que esta deﬁnicio´n para n = 0 coincide con la ya dada en la
seccio´n anterior.
Proposicio´n 3.2.3. Supongamos que ind(X) = n, con n ﬁnito. Entonces X
contiene un subconjunto m-dimensional para cada m ≤ n.
Demostracio´n.
Como ind(X) > n − 1, existe un punto p0 ∈ X y un entorno abierto U0
de dicho punto con la propiedad de que si V es cualquier abierto veriﬁcando
p0 ∈ V ⊂ U0, entonces
ind(Fr(V )) ≥ n− 1 [∗]
Por otro lado, puesto que ind(X) ≤ n, existe un abierto V0 que satisface
que p0 ∈ V0 ⊂ U0, para el que
ind(Fr(V0)) ≤ n− 1
Puesto que V0 tambie´n veriﬁca la condicio´n [∗], el conjunto Fr(V0) es un
subconjunto de X de dimensio´n n− 1. Inductivamente se prueba el resto del
resultado.
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Observacio´n 3.2.4. Este resultado no puede extenderse a espacios con ind
inﬁnita.
Teorema 3.2.5. Todo subespacio de un espacio con ind ≤ n tiene tambie´n
ind ≤ n.
Demostracio´n.
Razonamos por induccio´n sobre n. El resultado es obvio para n = −1.
Supongamos ahora que es cierto para n − 1. Sea X un espacio con
ind(X) ≤ n, X ′ un subespacio de X y p un punto de X ′. Sea adema´s U ′
un entorno abierto de p en X ′. Entonces existe un entorno abierto U de p
en X tal que U ′ = U ∩X ′. Como ind(X) ≤ n, existe un conjunto V que es
abierto en X y que veriﬁca que
p ∈ V ⊂ U
ind(Fr(V )) ≤ n− 1
Sea V ′ = V ∩ X ′. As´ı deﬁnido, V ′ es abierto en X ′ y p ∈ V ′ ⊂ U ′. Sea
B = Fr(V ) en X y B′ = Fr(V ′) en X ′. Se tiene que B′ ⊂ B ∩ X ′ y, por la
hipo´tesis de induccio´n, ind(B′) ≤ n− 1, como quer´ıamos probar.
Ejemplo 3.2.6. La recta real R y cualquier intervalo suyo, tienen ind 1.
Demostracio´n.
Comencemos probando que ind(R) ≤ 1. Es claro que para cada punto x
de R y cada entorno abierto V de x, existe un abierto U de X de manera
que x ∈ U ⊂ V , y cuya frontera es un conjunto formado por dos puntos, esto
es, es 0-dimensional por ser numerable.
Probar adema´s que ind(R) no es ni -1 ni 0 es inmediato, pues R no
es vac´ıo y es conexo con mas de punto (ya vimos que si un espacio X es
0-dimensional sus componentes conexas se reducen a un u´nico punto). El
mismo razonamiento vale para un intervalo.
Ejemplo 3.2.7. Todo pol´ıgono tiene ind 1.
Vamos ahora a caracterizar la deﬁnicio´n de la ind en general al igual que
hicimos para la ind 0. Como ya advertimos, cuando probemos la equivalencia
entre la ind n y Ind n, utilizaremos esta caracterizacio´n junto con otra para
la Ind, que sera´ precisamente la de separacio´n de dos cerrados cualesquiera.
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Proposicio´n 3.2.8. Un espacio tiene ind(X) ≤ n si, y so´lo si, cada punto
de X puede separarse de cualquier conjunto cerrado que no contenga a dicho
punto, por un conjunto cerrado de dimensio´n ≤ n− 1.
Para probar este resultado, haremos uso de que todo espacio me´trico es
regular. Recordemos que signiﬁca que un espacio sea regular.
Deﬁnicio´n 3.2.9. Un espacio topolo´gico es regular si cada entorno abierto
U de un punto p contiene un entorno abierto V de p veriﬁcando V¯ ⊂ U .
Demostracio´n. (de 3.2.8)
Supongamos primero que indX ≤ n. Sean p un punto deX y C un cerrado
que no contiene a dicho punto. Entonces X − C es un entorno abierto de p
y por lo tanto, por la regularidad de X, existe otro entorno abierto V de p
que veriﬁca que V¯ ⊂ X − C. Existe entonces un entorno abierto W de p
para el que W ⊂ V y cuya frontera tiene dimensio´n ≤ n − 1. Si llamamos
B = Fr(W ), entonces B es un conjunto de dimensio´n ≤ n − 1 que separa p
y C.
Supongamos ahora que cada punto de X puede separarse de cualquier
cerrado que no lo contenga, por un cerrado con ind ≤ n − 1. Veamos que
ind(X) ≤ n. Sea U un entorno abierto de p, entonces X − U es un cerrado
que no contiene a p. Por lo tanto X−U puede separarse de p por un conjunto
cerrado B con ind ≤ n − 1. Esto signiﬁca que se tienen conjuntos U ′ y V ′
abiertos en X − B (luego tambie´n abiertos en X) para los cuales
X − B = U ′ ∪ V ′
p ∈ U ′
X − U ⊂ V ′
U ′ ∩ V ′ = ∅
Notemos que de las dos u´ltimas expresiones se deduce que U ′ ⊂ U . Por
tanto, U ′ es un entorno abierto de p contenido en U . Adema´s, como Fr(U ′) ⊂
B y B tiene ind ≤ n− 1, sabemos que Fr(U ′) tiene ind ≤ n− 1 y, por tanto,
dimX ≤ n− 1.
Vamos a tratar ahora la dimensio´n de los subespacios y propiedades
interesantes de ellos. Algunas veces cuando consideramos la dimensio´n de un
subespacio X ′ de un espacio X, es conveniente determinar su dimensio´n en
te´rminos de entornos abiertos del espacio total X. Vea´moslo expl´ıcitamente.
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Proposicio´n 3.2.10. Un subespacio X ′ de X tiene ind ≤ n si, y so´lo si,
todo punto de X ′ tiene entornos abiertos arbitrariamente pequen˜os en X,
cuyas fronteras tienen intersecciones con X ′ veriﬁcando ind ≤ n− 1.
Demostracio´n.
Sea X ′ un subespacio de X.
Supongamos primero que todo punto de X ′ tiene entornos abiertos en X
arbitrariamente pequen˜os, cuyas fronteras tienen intersecciones con X ′ con
ind ≤ n − 1. Sea un punto p ∈ X ′ y U ′ un entorno de p en X ′. Existe por
tanto U , un entorno abierto de p en X, con U ′ = U∩X ′. Ahora, por hipo´tesis,
existe un abierto V en X veriﬁcando que
p ∈ V ⊂ U
ind(X ′ ∩ Fr(V )) ≤ n− 1
Llamemos V ′ = V ∩X ′. El conjunto V ′ es entonces un abierto de X ′ tal
que p ∈ V ′ ⊂ U ′. Denotando ahora B = Fr(V ) en X y B′ = Fr(V ′) en X ′, se
tiene que B′ ⊂ B ∩X ′ y, por tanto, indB ≤ n− 1. Concluimos entonces que
indX ′ ≤ n.
Supongamos ahora que indX ′ ≤ n. Sea p ∈ X ′ y U un entorno abierto de
p en X. Entonces U ′ = U ∩X ′ es un entorno abierto de p en X ′ y existe por
tanto un entorno V ′ de p en X ′ para el cual
p ∈ V ′ ⊂ U ′
ind(B′) ≤ n− 1
siendo B′ = Fr(V ′) en X ′. Ninguno de los conjuntos disjuntos V ′ y X ′ − V¯ ′,
tiene un punto de adherencia del otro, luego por la normalidad completa de
X se tiene que existe un abierto W con
V ′ ⊂ W
W¯ ∩ (X ′ − V¯ ′) = ∅
Podemos suponer que W ⊂ U , tomando si es necesario W como W ∩ U .
El conjunto Fr(W ) = W¯ − W no contiene ningu´n punto de X ′ − V¯ ′ ni de
V ′, por lo que X ′ ∩ Fr(W ) ⊂ B. Entonces ind(X ′ ∩ Fr(W )) ≤ n− 1 y hemos
acabado.
Vamos a utilizar ahora este resultado para probar una proposicio´n de vital
importancia sobre la dimensio´n de la unio´n de dos conjuntos. Hemos notado
ya que la dimensio´n de la unio´n de dos conjuntos no queda determinada por
las dimensiones de ambos conjuntos. Sin embargo, se veriﬁca que
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Proposicio´n 3.2.11. Para dos subespacios A,B cualesquiera de X, se tiene
que
ind(A ∪B) ≤ 1 + indA+ indB
Demostracio´n.
Vamos a razonar por induccio´n doble sobre las dimensiones de A y B.
Probemos el resultado primero para el caso en el que indA = indB = −1.
En este caso A = B = ∅ y por tanto A∪B = ∅ y ind(A∪B) = −1. Por otro
lado 1 + indA+ indB = 1− 1− 1 = −1. Luego se veriﬁca el resultado.
Vamos a probar el resultado para indA = m y indB = n. Planteemos
ahora nuestra hipo´tesis de induccio´n. Suponemos el resultado cierto para los
siguientes casos,
[1] indA ≤ m , indB ≤ n− 1
[2] indA ≤ m− 1 , indB ≤ n
Sea p ∈ A ∪ B. Supongamos adema´s, sin pe´rdida de generalidad, que
p ∈ A. Sea U un entorno de p en X. Por la proposicio´n 3.2.10, existe un
abierto V de manera que
p ∈ V ⊂ U
ind(W ∩ A) ≤ m− 1
siendo W = Fr(V ). Sin embargo, como W ∩ B es un subconjunto de B, se
veriﬁca que ind(W ∩B) ≤ n. Por las hipo´tesis [1] y [2] de induccio´n, se tiene
que
ind(W ∩ (A ∪B)) ≤ m+ n
De nuevo por 3.2.10, concluimos que
ind(A ∪ B) ≤ m+ n+ 1
lo que completa la induccio´n.
Proposicio´n 3.2.12. La unio´n de n + 1 subespacios con ind ≤ 0 tiene ind
≤ n.
Ejemplo 3.2.13. Para cada par k, n de nu´meros enteros tales que 0 ≤ k ≤ n,
n ≥ 1, denotemos por Mnk al subespacio de Rn formado por los puntos que
tienen como mucho k coordenadas racionales, y por Lnk al subespacio de R
n
formado por los puntos que tienen como mı´nimo k coordenadas racionales.
Entonces
ind(Mnk) ≤ k, y
ind(Lnk) ≤ n− k
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Demostracio´n.
Se tiene que
Mnk = Q
n
0 ∪ · · · ∪Qnq , y
Lnk = Q
n
q ∪ · · · ∪Qnn
Entonces el resultado se deduce de la proposicio´n 3.2.12 y del hecho de
que cada Qnq es un espacio 0-dimensional, como vimos en el ejemplo 3.1.21.
Teorema 3.2.14. (Unio´n Numerable para ind n) Un espacio que es
unio´n numerable de subconjuntos cerrados con ind ≤ n tiene ind ≤ n.
Demostracio´n.
Probaremos el resultado por induccio´n sobre n. Denotaremos por Pn
al Teorema de la Unio´n Numerable para dimensio´n n. Es claro que Pn es
equivalente a la aﬁrmacio´n de que todo espacio que es unio´n numerable de
conjuntos Fσ con ind ≤ n tiene ind ≤ n.
Para n = −1 es trivial. Para probar que Pn−1 implica Pn, haremos uso
del resultado para n = 0, que ya lo probamos en la seccio´n anterior (Teorema
3.1.16). Probemos primero que Pn−1 implica el siguiente aserto:
[∗∗]. Cualquier espacio con ind ≤ n es unio´n de un subespacio con ind
≤ n− 1 y un subespacio con ind ≤ 0.
Sea X un espacio con ind ≤ n. Entonces existe una base de abiertos de X
formada por conjuntos cuyas fronteras tienen ind ≤ n− 1. Puesto que X es
separable, existe una base numerable de abiertos, {Ui}, i = 1, 2, . . . , formada
por conjuntos cuyas fronteras tienen ind ≤ n− 1. Llamemos Bi a la frontera
de Ui en X. De Pn−1 se sigue que el conjunto B =
∞⋃
i=1
Bi tiene ind ≤ n− 1.
Veamos que X − B tiene ind ≤ n − 1. Es claro que las fronteras de los
conjuntos Ui tienen interseccio´n vac´ıa con X − B. Se veriﬁcan entonces las
condiciones de la proposicio´n 3.2.10 (con n = 0 y X ′ = X − B). Por tanto
ind(X − B) ≤ n− 1. Por tanto [∗∗] se deduce del hecho de que
X = B ∪ (X − B)
Probaremos ahora que Pn es consecuencia de combinar Pn−1 junto con
[∗∗]. Supongamos que
X = C1 ∪ C2 ∪ · · · ∪ Ci ∪ · · ·
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donde cada conjunto Ci es cerrado y tiene ind ≤ n. Queremos probar que
ind(X) ≤ n. Deﬁnimos los conjuntos
K1 = C1
Ki = Ci −
i−1⋃
j=1
Cj = Ci ∩
(
X −
i−1⋃
j=1
Cj
)
, i = 1, 2, . . .
Entonces se tiene que
[1] X =
∞⋃
i=1
Ki
[2] Ki ∩Kj = ∅ si i = j
[3] Ki es un Fσ en
[4] ind(Ki) ≤ n
Las aﬁrmaciones [1] y [2] son inmediatas. Para [3], notemos que
i−1⋃
j=1
Cj es
cerrado, luego X−
i−1⋃
j=1
Cj = Ci es abierto. Por lo tanto, por ser abierto en un
espacio me´trico es un Fσ. Puesto que Ki es la interseccio´n de estos Fσ con
los conjuntos cerrados Ci, es a su vez un Fσ. [4] es consecuencia de que Ki
es un subconjunto de Ci.
La condicio´n [4] nos permite aplicar [∗∗] a cada Ki. Tenemos por lo tanto
Ki = Mi ∪Ni, donde
ind(Mi) =≤ n− 1, ind(Ni) =≤ 0
Llamando M =
⋃
Mi y N =
⋃
Ni, se tiene por [1] que
X = M ∪N
Veamos que Mi y Ni son Fσ en M y N respectivamente. Puesto que
Mi ⊂ Ki, y por [2] se tiene que Ki ∩Kj = ∅ para i = j, se veriﬁca que
Mi = Mi ∩Ki = (M1 ∪M2 ∪ · · · ∪Mi ∪ · · · ) ∩Ki = M ∩Ki
Como por [3] Ki es un Fσ, entonces Mi = M ∩Ki es tambie´n un Fσ en
M . Podemos aplicar [∗∗] para deducir que
ind(M) ≤ n− 1
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De igual modo se prueba que Ni es un Fσ en N , luego, por P0 deducimos
que
ind(N) ≤ 0
En resumen, tenemos que X = M ∪N con ind(M) ≤ n−1 y ind(N) ≤ 0.
Entonces, por la proposicio´n 3.2.11, deducimos que ind(X) ≤ n, y concluimos
el resultado.
Corolario 3.2.15. La unio´n de dos subespacios ambos con ind ≤ n, uno de
los cuales es cerrado, tiene ind ≤ n.
Demostracio´n.
Sean A y B dos subespacios de X ambos con ind ≤ n y supongamos, sin
pe´rdida de generalidad, que B es cerrado. Entonces se tiene que (A∪B)−B
es abierto en A ∪ B. Como todo abierto en un espacio me´trico es un Fσ,
(A ∪ B) − B es Fσ en A ∪ B. Concluimos el resultado por el hecho de que
A ∪B = B ∪
(
(A ∪B)− B
)
.
Corolario 3.2.16. La ind de un espacio no vac´ıo no puede incrementarse
an˜adiendo un u´nico punto.
Demostracio´n.
Es consecuencia inmediata del corolario anterior.
Corolario 3.2.17. Si un espacio X ′ con ind ≤ n esta´ contenido en un
espacio arbitrario X, entonces cada punto de X tiene entornos abiertos en
X arbitrariamente pequen˜os cuyas fronteras tienen intersecciones con X ′ de
dimensio´n ind ≤ n− 1.
Demostracio´n.
Por el corolario anterior, para cada punto p de X, se veriﬁca que X ′ ∪ p
tiene ind ≤ n. El resultado ahora se sigue de la proposicio´n 3.2.10.
Nota. Observemos que en 3.2.10 u´nicamente imponemos la condicio´n en los
entornos abiertos de los puntos de X ′.
Corolario 3.2.18. Si un espacio tiene ind ≤ n, entonces es unio´n de un
subespacio con ind ≤ n− 1 y un subespacio con ind ≤ 0.
Demostracio´n.
Esto es [∗∗], que ya hemos probado en la demostracio´n del Teorema de la
Unio´n para la ind n.
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Teorema 3.2.19. (Teorema de Descomposicio´n para la ind n) Un
espacio tiene ind ≤ n, n ﬁnito, si, y so´lo si, es unio´n de n+1 subespacios con
ind ≤ 0.
Demostracio´n.
Este resultado se sigue de la aplicacio´n reiterada del corolario 3.2.18 y la
proposicio´n 3.2.12.
Como consecuencia inmediata de este teorema obtenemos el siguiente
corolario:
Corolario 3.2.20. SeaX un espacio con ind n, y p, q enteros≥ 1, veriﬁcando
que p+ q + 1 = n. Entonces X es unio´n de dos subespacios P y Q con ind p
y q respectivamente.
Teorema 3.2.21. (Teorema del Producto) Sean A y B dos espacios
tales que A ∪B = ∅. Se veriﬁca que
ind(A× B) ≤ indA+ indB
Demostracio´n.
Vamos a razonar de nuevo por induccio´n doble sobre indA e indB.
El resultado es inmediato para indA = −1 o indB = −1, teniendo en
cuenta que A× ∅ = ∅.
Sean indA = m e indB = n, y supongamos, como hipo´tesis de induccio´n,
que el resultado es cierto para
[1] indA ≤ m , indB ≤ n− 1
[2] indA ≤ m− 1 , indB ≤ n
Un punto (a, b) ∈ A×B tiene entornos abiertos arbitrariamente pequen˜os
de la forma U × V siendo U un entorno abierto de a en A y V un entorno
abierto de b en B. Suponemos ind(Fr(U)) ≤ m − 1 e ind(Fr(V )) ≤ n − 1.
Tenemos adema´s que
Fr(U × V ) = (U¯ × Fr(V )) ∪ (V¯ × Fr(U))
Ambos conjuntos de la unio´n anterior son cerrados y, por las hipo´tesis [1]
y [2] de induccio´n, para ambos se tiene que ind ≤ m + n − 1. Luego, por el
Teorema de la Suma (3.2.14), se deduce que ind(Fr(U × V )) ≤ m + n− 1 y
por tanto que ind(A× B) ≤ m+ n.
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Ejemplo 3.2.22. El espacio eucl´ıdeo, Rn, tiene ind ≤ n. Recordemos que
uno de nuestros objetivos es probar que esta dimensio´n es precisamente n.
Para ello ma´s adelante probaremos que Ind(Rn) ≥ n, pero au´n no estamos
en condiciones para ello.
Demostracio´n.
Aplicaremos induccio´n sobre n. Ya sabemos que ind(R) = 1 (ejemplo
3.2.6).
El hecho de que ind(R) = 1, junto con el teorema del producto, nos
permiten concluir el resultado inductivamente.
Corolario 3.2.23. Si B es 0-dimensional entonces
ind(A× B) = indA+ indB
Demostracio´n.
Puesto que B es no vac´ıo por ser 0-dimensional, se tiene que A × B
contiene una copia de A, es decir, A ∼= A× {b} ⊂ A× B, con b ∈ B. Por lo
tanto,
ind(A× B) ≥ indA = indA+ indB
La otra desigualdad viene dada por el Teorema del Producto (3.2.21) y
por lo tanto hemos terminado.
3.3. Equivalencia entre ind e Ind
Vamos ahora a deﬁnir la segunda de las dimensiones que trataremos
en el trabajo, la Ind o dimensio´n inductiva grande. Daremos tambie´n una
caracterizacio´n para dicha dimensio´n y probaremos que coincide con la ind
probando la equivalencia entre dicha caracterizacio´n y la caracterizacio´n ya
mencionada dada por la proposicio´n 3.2.8.
Comencemos deﬁniendo la dimensio´n inductiva grande, o Ind.
Deﬁnicio´n 3.3.1. El conjunto vac´ıo y u´nicamente el conjunto vac´ıo veriﬁca
que Ind(X) = −1.
Un espacio X tiene dimensio´n inductiva grande ≤ n ≥ 0, y se representa
por Ind(X) ≤ n, si para cada conjunto cerrado A ⊂ X y cada conjunto
abierto V con A ⊂ V ⊂ X, se tiene que existe un abierto U ⊂ X tal que
A ⊂ U ⊂ V y Ind(Fr(U)) ≤ n− 1
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Si Ind(X) ≤ n pero es falso que Ind(X) ≤ n−1, entonces decimos que X
tiene dimensio´n inductiva grande n, y lo representaremos por Ind(X) = n.
Diremos que un espacio tiene dimensio´n inductiva grande ∞ si es falso
que ind(X) ≤ n para todo n = −1, 0, 1, . . .
La dimensio´n inductiva grande, Ind, tambie´n se conoce como la dimensio´n
de Brouwer - Cˇech.
Propiedades 3.3.2.
i) La propiedad de un espacio de tener dimensio´n inductiva grande n
es, como suced´ıa con la dimensio´n inductiva pequen˜a, una propiedad
topolo´gica.
ii) Se puede reformular la condicio´n Ind(X) ≤ n de la siguiente manera:
para cada cerrado de X, existe un sistema fundamental de entornos
abiertos cuyas fronteras tienen Ind ≤ n− 1.
Lema 3.3.3. Si X es un espacio con Ind ≤ n y X ′ es un subespacio cerrado
de X, entonces Ind(X ′) ≤ n.
Demostracio´n.
Probaremos el lema por induccio´n sobre n. Para n = −1 el resultado es
obvio. Supongamos que es cierto para n − 1 (n > −1). Sea X un espacio
tal que Ind(X) ≤ n, y sea X ′ un subespacio de X. Queremos probar que
todo cerrado de X ′ tiene un sistema fundamental de entornos abiertos cuyas
fronteras tienen Ind ≤ n− 1.
Sea A′ un cerrado de X ′ y sea V ′ un abierto de X ′ que contiene a A′. Por
tanto, existe un abierto V de X de manera que V ′ = V ∩X ′. Luego A′ ⊂ V .
Puesto que Ind(X) ≤ n, concluimos que existe un abierto U de X tal que
A′ ⊂ U ⊂ V
Ind(Fr(U)) ≤ n− 1
Sea U ′ = U ∩X ′. Entonces U ′ es un abierto de X ′ y tenemos
A′ ⊂ U ∩X ′ = U ′ ⊂ V ∩X ′ = V ′
Sean ahora B = Fr(U) en X, B′ = Fr(U ′) en X ′ y denotemos por clX′U ′
a la adherencia (o clausura) de U ′ en X ′. Es claro que B = U¯ − U . Adema´s,
B′ = U¯ ′ − U ′ = X ′ ∩ clX′U ′ −X ′ ∩ U ⊂ X ′ ∩ U¯ −X ′ ∩ U =
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= X ′ ∩ (U¯ − U) ⊂ U¯ − U = B
El conjunto B′ es un cerrado de X ′, luego es tambie´n un cerrado de X
contenido de B. Por tanto B′ es cerrado en B.
Puesto que Ind(B) ≤ n− 1, basta aplicar la hipo´tesis de induccio´n para
concluir que Ind(B′) ≤ n− 1.
La siguiente proposicio´n es a la que llevamos tiempo haciendo referencia,
pues es la que nos dara´ una caracterizacio´n para la Ind. Como ya venimos
advirtiendo, utilizaremos dicho caracterizacio´n para probar la equivalencia
con la Ind.
Proposicio´n 3.3.4. Un espacio X tiene Ind ≤ n si, y so´lo si, dos conjuntos
cerrados y disjuntos cualesquiera en X pueden separarse por un conjunto
cerrado con Ind ≤ n− 1.
Demostracio´n.
Comencemos suponiendo que Ind(X) ≤ n. Sean A y B dos conjuntos
cerrados y disjuntos. Puesto queX es un espacio norma, existen dos conjuntos
V y U de X, abiertos y disjuntos tales que A ⊂ V y B ⊂ U . Luego
A ⊂ V ⊂ X − U ⊂ X − B
donde X − U es cerrado. As´ı pues, se tiene que
A ⊂ V ⊂ V¯ ⊂ X − B
Puesto que Ind(X) ≤ n, existe un abierto W de X tal que
A ⊂ W ⊂ V
Ind(Fr(W )) ≤ n− 1
Veamos que Fr(W ) separa A yB. Tenemos queX−Fr(W ) = W∪(X−W¯ ),
y la unio´n es disjunta. Ciertamente, A ⊂ W . Probemos que B ⊂ X − W¯ .
Sabemos que W¯ ⊂ V¯ ⊂ X −B, luego B ⊂ X − W¯ , con lo que demostramos
la primera implicacio´n.
Supongamos ahora, para demostrar la otra implicacio´n, que cada par
de cerrados disjuntos de X pueden separarse mediante un cerrado con Ind
≤ n− 1.
Sea A un cerrado de X y V un entorno abierto de A. Se tiene entonces
que X−V es cerrado y A∩ (X−V ) = ∅. Puesto que A y X−V son cerrados
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y disjuntos, se deduce de nuestra suposicio´n que existe un cerrado B con
Ind(B) ≤ n− 1 tal que
X − B = V ′ ∪ U ′
A ⊂ V ′, X − V ⊂ U ′
V ′ ∩ U ′ = ∅
donde V ′ y U ′ son abiertos disjuntos de X −B, y por tanto abiertos en X.
Observemos que V ′ es un entorno abierto de A contenido en V (pues
V ′ ⊂ V ′ ∪ (X − B) = X − U ′ ⊂ V ). Observemos adema´s que Fr(V ′) ⊂ B.
Puesto que Fr(V ′) es un cerrado de B, e Ind(B) ≤ n−1, aplicando el lema
anterior concluimos que Ind(Fr(V ′)) ≤ n−1, y por lo tanto que Ind(X) ≤ n.
Estamos ya en condiciones de probar que ambas dimensiones coinciden.
Veremos que la prueba no es sino la demostracio´n de que las caracterizaciones
de ambas dimensiones, 3.2.8 y 3.3.4, son equivalentes.
Probemos primero, por comodidad. una proposicio´n auxiliar que sera´
necesaria en la demostracio´n.
Proposicio´n 3.3.5. Si C1 y C2 son cerrados disjuntos en un espacio X con
ind arbitraria, y A es un subconjunto de X con ind ≤ n, existe entonces un
conjunto cerrado B que separa a C1 y C2 y con ind ≤ n− 1.
Demostracio´n.
Si n = 0, se puede tener ind(A) = −1, en cuyo caso el resultado es obvio,
o ind(A) = 0, y entonces el resultado ya fue probado (proposicio´n 3.1.15).
Supongamos ahora que n > 0. Aplicando el corolario 3.2.18, podemos
descomponer A como A = D ∪ E, con ind(D) ≤ n − 1 e ind(E) ≤ 0. Como
para n = 0 ya hemos probado el resultado, obtenemos una separacio´n de C1 y
C2 por un conjunto B cuya interseccio´n con E es vac´ıa. Entonces A∩B ⊂ D,
y puesto que ind(D) ≤ n− 1, entonces se tiene que
ind(A ∩B) ≤ n− 1
y hemos terminado.
Teorema 3.3.6. Las dimensiones ind e Ind coinciden en los espacios me´tricos
separables, es decir, ind(X) = Ind(X).
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Demostracio´n.
Veamos primero que ind(X) ≤ Ind(X), o lo que es lo mismo, que
Ind(X) ≤ n =⇒ ind(X) ≤ n
Si Ind ≤ n, entonces dos conjuntos cerrados y disjuntos cualesquiera en
X pueden separarse por un conjunto cerrado con Ind ≤ n − 1. Puesto que
todo punto es cerrado, en particular se tiene que todo punto de X puede
separarse de cada cerrado que no lo contenga, mediante un conjunto cerrado
con Ind ≤ n− 1. Esta u´ltima propiedad es la caracterizacio´n de la ind, luego
se tiene que ind(X) ≤ n.
Veamos ahora que Ind(X) ≤ ind(X), o lo que es lo mismo, que
ind(X) ≤ n =⇒ Ind(X) ≤ n
Se tiene que probar que si ind(X) ≤ n, entonces dos conjuntos cerrados
y disjuntos cualesquiera en X pueden separarse por un conjunto cerrado con
ind ≤ n− 1. Pero esto no es ma´s que un caso particular, para X = A, de la
proposicio´n 3.3.5. Puesto que esta u´ltima propiedad es la caracterizacio´n de
la Ind, se tiene que Ind(X) ≤ n.
Tenemos ya por tanto la equivalencia entre las dimensiones ind e Ind.
Probemos ahora un resultado que jugara´ un papel importante en el cap´ıtulo
siguiente.
Proposicio´n 3.3.7. Sea X un espacio con Ind ≤ n− 1 y sean Ci y C ′i, para
i = 1, . . . , n, n pares de subconjuntos cerrados de X para los cuales
Ci ∩ C ′i = ∅
Existen entonces n conjuntos cerrados Bi, tales que Bi separa Ci y C
′
i y
adema´s
B1 ∩B2 ∩ . . . ∩Bn = ∅
Demostracio´n.
De la proposicio´n 3.3.4 se deduce que existe un conjunto cerrado B1 que
separa C1 y C
′
1 con
Ind(B1) ≤ n− 2
Utilizando ahora la proposicio´n 3.3.5 obtenemos un conjunto cerrado B2 que
separa C2 y C
′
2 y de manera que
Ind(B1 ∩B2) ≤ n− 3
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Iterando esta aplicacio´n de la proposicio´n 3.3.5, llegamos a que existen n
conjuntos cerrados Bi, de manera que cada Bi separa a Ci y C
′
i y adema´s
Ind(B1 ∩B2 ∩ . . . ∩Bk) = n− k − 1 para k = 1, . . . , n
Para k = n se tiene que Ind(B1 ∩ B2 ∩ . . . ∩ Bn) = −1 y por lo tanto
concluimos que
B1 ∩B2 ∩ . . . ∩Bn = ∅
Observacio´n 3.3.8. La propiedad anterior caracteriza a los espacios con
Ind (o ind) ≤ n.
Antes de pasar a la siguiente seccio´n, y como ya hicie´ramos para los
espacios 0-dimensionales, vamos a ver ciertas propiedades relevantes de los
espacios compactos. Comencemos considerando los siguientes asertos para un
espacio X.
1) Dos puntos distintos cualesquiera deX pueden separarse por un cerrado
de X con ind ≤ n− 1.
2) Todo punto de X puede separarse de cualquier cerrado que no lo
contenga, por un cerrado con ind ≤ n− 1, es decir, ind(X) ≤ n.
3) Dos subconjuntos cerrados y disjuntos cualesquiera de X se pueden
separar por un conjunto cerrado con ind ≤ n−1, es decir, Ind(X) ≤ n.
Es claro que 3) implica 2) y que 2) implica 1). Adema´s, hemos probado
tambie´n que 2) implica 3). En analog´ıa con el caso 0-dimensional, probaremos
el siguiente teorema caracter´ıstico para espacios compactos.
Teorema 3.3.9. Las propiedades 1), 2) y 3) son equivalentes si X es un
espacio compacto.
Demostracio´n.
Es claro que u´nicamente resta por probar que 1) implica 2). Esto es
consecuencia inmediata del siguiente resultado.
Proposicio´n 3.3.10. SeaX un espacio compacto, C un subconjunto cerrado
de X y p un punto de X. Si p puede separarse de cada punto de C por un
cerrado con ind ≤ n − 1, entonces p puede separarse de C por un cerrado
con ind ≤ n− 1.
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Demostracio´n.
Sea q un punto cualquiera de C. Como p y q pueden separarse por un
cerrado con ind ≤ n− 1, existe un abierto U(q) para el cual se tiene que
q ∈ U(q), p /∈ U¯(q)
ind(Fr(U(q))) ≤ n− 1
Por ser C un conjunto cerrado en un espacio compacto, se tiene tambie´n
que C es compacto. Existen por tanto una cantidad ﬁnita de puntos de C,
q1, q2, . . . , qs, de manera que
C ⊂ U = Uq1 ∪ Uq2 ∪ · · · ∪ Uqs
Se tiene entonces, para Fr(U) = U¯ − U , que
Fr(U) ⊂ Fr(Uq1) ∪ Fr(Uq2) ∪ · · · ∪ Fr(Uqs)
Del Teorema de la Unio´n (3.2.14), se deduce que ind(Fr(U)) ≤ n − 1.
Adema´s p /∈ U¯ . Por tanto, p puede separarse de C por el conjunto Fr(U),
conjunto con ind ≤ n− 1.
Corolario 3.3.11. Un espacio compacto tiene ind ≤ n − 1 si, y so´lo si,
dos puntos distintos cualesquiera de dicho espacio pueden separarse por un
cerrado con ind ≤ n− 1.
3.4. Dimensio´n de los espacios eucl´ıdeos
El objetivo de esta seccio´n es probar que el espacio eucl´ıdeo n-dimensional
tiene dimensio´n n. Recordemos que las dimensiones hasta ahora tratadas son
la ind y la Ind y coinciden sobre los espacios me´tricos separables. Aqu´ı es
donde el teorema de punto ﬁjo de Brouwer jugara´ su papel.
Comencemos probando una propiedad geome´trica importante del n-cubo
In = [0, 1]n. El hecho de tomar como n-cubo el conjunto [0, 1]n, en lugar de
[−1, 1]n, como suele ser habitual, es por el simple hecho de simpliﬁcar algunos
ca´lculos. Esto no supone inconveniente alguno pues ya hemos comentado que
las dimensiones hasta ahora deﬁnidas son invariantes por homeomorﬁsmos.
Proposicio´n 3.4.1. Sean Ai y Bi, con i = 1, 2, . . . , n, los subconjuntos del
n-cubo In deﬁnidos por las siguientes condiciones,
Ai = {{xj} ∈ In : xi = 0}
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Bi = {{xj} ∈ In : xi = 1}
es decir, Ai y Bi son los pares de caras opuestas de I
n. Si Li es un conjunto
que separa Ai y Bi, para cada i, entonces se tiene que ∩ni=1Li = ∅.
Demostracio´n.
Existen abiertos Ui , Wi ⊂ In tales que Ai ⊂, Bi ⊂ Wi, Ui ∩Wi = ∅ y
In − Li = Ui ∪Wi = ∅ para i = 1, 2, . . . , n.
Consideremos ahora las fo´rmulas siguientes,
fi(x) =
⎧⎪⎪⎨⎪⎪⎩
+
1
2
d(x, Li)
d(x, Li) + d(x,Ai)
+
1
2
si x ∈ In −Wi
−1
2
d(x, Li)
d(x, Li) + d(x,Bi)
+
1
2
si x ∈ In − Ui
Puesto que (In−Wi)∩ (In−Ui) = In− (Un∪Wi), fi(x) deﬁne para todo
i una funcio´n continua fi : I
n → I. Adema´s, claramente se tiene que
f−1i (1/2) = Li , fi(Ai) = 1 , fi(Bi) = 0
Supongamos, razonando por reduccio´n al absurdo, que ∩ni=1Li = ∅.
Consideremos la funcio´n continua f : In → In dada por
f(x) = (f1(x), f2(x), . . . , fn(x))
Esta funcio´n nunca toma el valor a = (1/2, 1/2, . . . , 1/2), puesto que
hemos supuesto que ∩ni=1Li = ∅.
Consideremos ahora la aplicacio´n g : In → In dada por la siguiente
composicio´n,
In
f−→ In − a p−→ B = ∪ni=1(Ai ∪Bi)
donde p es la proyeccio´n radial desde el punto a hasta la frontera de In.
Expl´ıcitamente,
g(x) = a+
1
2
x− a
‖x− a‖1
donde ‖y‖1 = sup{|y1|, |y2|, . . . , |yn|}.
Por la ya visto hasta ahora, se tiene inmediatamente que
g(In) ⊆ B , g(Ai) ⊆ Bi , g(Bi) ⊆ Ai
Estas u´ltimas inclusiones muestran que g(x) = x para todo x ∈ In, lo
que contradice el teorema del punto ﬁjo de Brouwer.
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Observacio´n 3.4.2. El hecho de estar aplicando el Teorema del Punto Fijo
de Brouwer a In en vez de a Bn, conjunto para el cual demostramos dicho
teorema, no supone ninguna contradiccio´n, pues son espacios homeomorfos.
Probaremos ahora los resultados ma´s importantes de esta seccio´n.
Proposicio´n 3.4.3. ind(In) ≥ n
Demostracio´n.
Supongamos, de nuevo por reduccio´n al absurdo, que ind(In) ≤ n − 1,
o lo que es lo mismo, Ind(In) ≤ n − 1. Entonces, por la proposicio´n 3.3.7,
existir´ıan n subconjuntos cerrados Bi de I
n separando cada par de caras
opuestas y con B1 ∩ B2 ∩ . . . ∩ Bn = ∅. Sin embargo, esto contradice la
proposicio´n 3.4.1 que acabamos de probar.
Proposicio´n 3.4.4. ind(Rn) ≥ n
Demostracio´n.
Es evidente a partir del hecho de que In es un subconjunto de Rn y por
tanto
ind(Rn) ≥ ind(In) ≥ n
Esta u´ltima proposicio´n junto con el ejemplo 3.2.22 nos permiten enunciar
el siguiente teorema.
Teorema 3.4.5. El espacio eucl´ıdeo n-dimensional Rn tiene dimensio´n n.
Adema´s, combinando la proposicio´n 3.4.3 junto con el hecho de que In es
un subconjunto de Rn, podemos enunciar tambie´n el siguiente corolario.
Corolario 3.4.6. El n-cubo In tiene dimensio´n n.
3.5. Equivalencia entre dim, ind e Ind
En esta seccio´n trataremos la dimensio´n de recubrimiento de Lebesgue
o dim, la u´ltima de las tres dimensiones que estudiaremos en esta memoria.
Esta tercera dimensio´n es equivalente a las dos primeras en nuestros objetos
de estudio, los espacios me´tricos separables. Probaremos u´nicamente que
ind(X) ≤ n implica que dim(X) ≤ n (teorema 3.5.6), o lo que es equivalente,
que dim(X) ≤ ind(X). La desigualdad contraria, que no demostraremos, se
puede probar a trave´s de los espacios universales como en [HW] o mediante
el Teorema de Compactiﬁcacio´n [Eng1].
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Deﬁnicio´n 3.5.1. Llamaremos recubrimiento abierto de un espacio X a una
coleccio´n ﬁnita U1, U2, . . . , Ur, de conjuntos abiertos de X, cuya unio´n es X.
El orden de un recubrimiento es el mayor entero n de manera que existen
n+1 elementos del recubrimiento con interseccio´n no vac´ıa. Si X es acotado,
la medida de un recubrimiento de X es el mayor de los dia´metros de los Ui.
Sea M un subespacio de X. Se dice que una coleccio´n ﬁnita de conjuntos
abiertos de X recubre a M , si su unio´n contiene a M .
Deﬁnicio´n 3.5.2. Sean β y α dos recubrimientos abiertos de un espacio X.
Se dice que β es un reﬁnamiento de α si cada elemento de β esta´ contenido
en algu´n miembro de α.
Deﬁnamos ahora la dimensio´n de recubrimiento.
Deﬁnicio´n 3.5.3. Un espacio X tiene dimensio´n de recubrimiento ≤ n, y
se representa por dim ≤ n, donde n = −1, 0, 1, . . . , si cada recubrimiento
abierto de X tiene un reﬁnamiento de orden ≤ n.
Si dim(X) ≤ n pero es falso que dim(X) ≤ n−1, entonces decimos que X
tiene dimensio´n de recubrimiento n, y lo representaremos por dim(X) = n.
Decimos que un espacio X tiene dimensio´n de recubrimiento ∞ si es falso
que dim(X) ≤ n para todo n = −1, 0, 1, . . .
La dimensio´n de recubrimiento, dim, tambie´n se conoce como la dimensio´n
de Cˇech - Lebesgue.
Proposicio´n 3.5.4. Sea M un subespacio de X de dimensio´n ind (o Ind)
≤ 0. Supongamos que U1 y U2 son dos conjuntos abiertos de X que recubren
M . Entonces existen dos conjuntos abiertos de X, V1 y V2, que recubren M
y que satisfacen que
V1 ⊂ U1 , V2 ⊂ U2
V1 ∩ V2 = ∅
Demostracio´n.
Si ind(M) = −1, esto es, M = ∅, el resultado es evidente. Veamos
entonces el caso ind(M) = −0.
Podemos suponer que X = U1 ∪ U2, pues si no reemplazamos X por
U1 ∪ U2. Entonces
[1] C1 = X − U2 , C2 = X − U1
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son conjuntos cerrados disjuntos. Puesto que M es 0-dimensional, podemos
aplicar el resultado 3.1.15, y obtenemos un conjunto cerrado B que tiene
interseccio´n vac´ıa con M y que separa a C1 y C2. Esta separacio´n implica la
existencia de conjuntos abiertos V1 y V2 que satisfacen:
[2] V1 ⊃ C1 , V2 ⊃ C2
[3] V1 ∩ V2 = ∅
[4] X − B = V1 ∪ V2
De [1],[2] y [3] obtenemos que
V1 ⊂ U1 , V2 ⊂ U2
y, de [4] junto con M ∩B = ∅, deducimos que
V1 ∪ V2 ⊃ M
con lo que terminamos la prueba.
Proposicio´n 3.5.5. Sea M un subespacio de X con ind(M) ≤ 0 y sean
U1, U2, . . . , Ur conjuntos abiertos de X que recubren M . Entonces existen
conjuntos abiertos V1, V2, . . . , Vr que recubren M y de manera que
Vi ⊂ Ui , i = 1, 2, . . . , r
Vi ∩ Vj = ∅ , i = j
Demostracio´n.
Vamos a aplicar induccio´n sobre el nu´mero de conjuntos Ui. Para un
u´nico conjunto U1, el resultado es trivial. Supongamos ahora que el nu´mero
de conjuntos es r y que el resultado es cierto para cualquier coleccio´n de r−1
conjuntos.
Llamemos U ′r−1 = Ur−1 ∪ Ur y consideremos el recubrimiento de M dado
por los r − 1 conjuntos abiertos siguientes
U1, . . . , Ur−2, U ′r−1
Por la hipo´tesis de induccio´n este recubrimiento veriﬁca el enunciado, es
decir, existe un recubrimiento
V1, . . . , Vr−2, V ′r−1
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de M de manera que
V1 ⊂ U1 , . . . , Vr−2 ⊂ Ur−2 , V ′r−1 ⊂ U ′r−1
y cuyas intersecciones son vac´ıas dos a dos.
Puesto que M es 0-dimensional, tambie´n lo es Vr−1∩M . Se tiene adema´s
que Ur−1 y Ur recubren a Vr−1∩M . Por la proposicio´n 3.5.4, existen entonces
conjuntos abiertos Vr−1 y Vr que recubren Vr−1 ∩M y que satisfacen
Vr−1 ⊂ Ur−1 , Vr ⊂ Ur
Vr−1 ∩ Vr = ∅
Entonces se tiene la coleccio´n de conjuntos V1, . . . , Vr−2, Vr−1, Vr veriﬁca
las condiciones pedidas y hemos terminado.
De este u´ltimo resultado vamos a deducir ahora un nuevo teorema, que
es precisamente el nos da la desigualdad (en el u´nico sentido en el que ya
hemos advertido que vamos a probarla) entre las dimensiones ind e Ind con
la dimensio´n dim.
Teorema 3.5.6. Sea X un espacio con ind ≤ n y α un recubrimiento de X.
Existe entonces un reﬁnamiento β de α de orden ≤ n.
Demostracio´n.
Es inmediato para n = ∞. Supongamos que n es ﬁnito. Aplicando el
Teorema de Descomposicio´n, 3.2.19, se tiene que
X = A1 ∪ A2 ∪ . . . ∪ An+1
en donde cada sumando Ai tiene ind ≤ 0. Puesto que α es un recubrimiento
de cada Ai, aplicamos la proposicio´n 3.5.5 a cada Ai y obtenemos n + 1
colecciones ﬁnitas βi de conjuntos abiertos tales que
βi = (V i1 , V
i
2 , . . . , V
i
r(i)) , i = 1, . . . , n+ 1
donde βi es un recubrimiento de Ai y se tiene que
[∗] V ij ∩ V ik = ∅, siempre que j = k
Sea β el recubrimiento de X formado por todos los conjuntos V ij , para
i = 1, . . . , n + 1 y para j = 1, . . . , r(i). Podemos asegurar entonces que β
tiene orden ≤ n, pues cualquier eleccio´n de n+ 2 conjuntos V ij , tiene seguro
dos conjuntos en uno de los recubrimientos βi, pues son n+1 recubrimientos.
En virtud de [∗] esa eleccio´n tendr´ıa interseccio´n vac´ıa.
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Corolario 3.5.7. Sea X un espacio compacto con ind ≤ n. Entonces X tiene
recubrimientos de medida arbitrariamente pequen˜a y orden ≤ n.
Demostracio´n.
Consideremos, para cualquier  positivo, la coleccio´n de bolas abiertas de
radios 1
2
, que es un recubrimiento deX, no necesariamente ﬁnito. Puesto que
X es compacto, existe un subrecubrimiento ﬁnito de medida ≤ n. Aplicando
el teorema anterior (3.5.6) a este u´ltimo recubrimiento se deduce el resultado.
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