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Jacobi’s method is a well-known algorithm in linear algebra to diagonalize symmetric matrices
by successive elementary rotations. We report here about the generalization of these elementary
rotations towards canonical transformations acting in Hamiltonian phase spaces. This generalization
allows to use Jacobi’s method in order to compute eigenvalues and eigenvectors of Hamiltonian (and
skew-Hamiltonian) matrices with either purely real or purely imaginary eigenvalues by successive
elementary “decoupling” transformations.
The real importance of Einstein’s work
was that he introduced Lorentz transforma-
tions as something fundamental in physics –
P.A.M. Dirac [1]
I. INTRODUCTION
The problem of eigenvector and eigenvalue computa-
tion of (skew-) symmetric, Hamiltonian and symplectic
matrices received considerable attention in the past 1.
Here we describe a method that is entirely base on pure
Hamiltonian (symplectic) notions. We shall develop the
real Clifford algebra Cl(3, 1) from algebraic Hamiltonian
symmetries and demonstrate that the group of linear
canonical transformations in classical phase space and
a generalized Lorentz group are isomorphic.
Jacobi’s Method is a well known numerical method
that allows to diagonalize symmetric matrices2. The
method is most easily explained when we start with some
arbitrary real symmetric 2× 2-matrix A:
A =
(
a11 a12
a12 a22
)
(1)
This matrix can be diagonalized by an orthogonal Matrix
R
T = R−1 of the form
R =
(
c −s
s c
)
(2)
where c = cos θ und s = sin θ, so that
A˜ = RAR−1
a˜11 = a11 c
2 + a22 s
2 − 2 a12 s c
a˜12 = a12 (c
2 − s2) + (a11 − a22) s c
a˜22 = a22 c
2 + a11 s
2 + 2 a12 s c
(3)
where a˜12 simplifies to:
a˜12 = a12 C +
a11 − a22
2
S (4)
∗ christian.baumgarten@psi.ch
1 See Refs. [2–8] and references therein.
2 See for instance Sec. 9.2 in Ref. [9].
where S = 2 s c = sin 2 θ and C = c2 − s2 = cos 2 θ . The
transformed matrix A˜ is diagonal, if a˜12 = 0 and hence,
if the angle of rotation θ is:
0 = a12 C +
a11 − a22
2
S
θ =
1
2
arctan (
2 a12
a22 − a11 )
(5)
This method allows to diagonalize real symmetric n×n-
matrices by successive rotations, if the orthogonal rota-
tion matrix Rkl is a unit matrix except for the k-th and
l-th rows and column. This means that rii = 1 for i /∈ l, k
and rll = rkk = c. The only non-vanishing off-diagonal
elements are −rlk = rkl = s:
R =


1
. . .
c −s
. . .
s c
. . .
1


(6)
This rotation then allows to zero any selected non-
diagonal element akl = 0. The Jacobi method demands
to chose the order of the successive rotations such that
always the dominant non-diagonal element akl is selected
for the next rotation – until convergence. The successive
rotations are collected in a matrix R
R = RN ,RN−1, . . . ,R1 (7)
so that
A˜ = Diag(α1, . . . , αn)
= RART
A = RT A˜R .
(8)
Since real symmetric matrices have real eigenvalues, all
αi are real.
2II. PHASE SPACE AND HAMILTONIAN
MATRICES
The conventional Jacobi method operates on matrices
in n-dimensional Euklidean space in the sense that or-
thogonal transformations do not affect the n-dimensional
Euklidean norm. In contrast to those geometrical spaces
(Rn) phase spaces are dynamical spaces and the most
important transformations in phase spaces are canonical
transformations, which preserve Hamilton’s equations of
motion.
Given a coordinate ψ = (q1, p1, . . . , qn, pn)
T in a clas-
sical phase space of n degrees of freedom, we define a
Hamiltonian function H(ψ) by the quadratic form 3
H(ψ) = 1
2
ψT Aψ (9)
with a 2n × 2n-dimensional real symmetric matrix A.
Hamilton’s equations of motion are obtained by the con-
straint
H˙(ψ) =
n∑
k=1
∂H
∂qk
q˙k +
∂H
∂pk
p˙k = 0 (10)
with the general solution
q˙k =
∂H
∂pk
p˙k = − ∂H
∂qk
(11)
This can be written in vectorial form as
H˙(ψ) = ∇ψ H(ψ) · ψ˙ = 0
ψ˙ = γ0∇ψ H(ψ)
= γ0 Aψ
(12)
where the constraint that H(ψ) = const leads to:
H˙(ψ) = ψT A γ0 Aψ = 0 (13)
which is true whenever A γ0 A is skew-symmetric, i.e.
whenever γ0 is skew-symmetric. Typically the so-called
symplectic unit matrix (SUM) γ0 is chosen to either have
the form
γ0 = Diag(η, η, . . . , η) = 1n×n ⊗ η (14)
with the 2× 2 block-diagonals
η =
(
0 1
−1 0
)
(15)
3 It suffices to refer to the quadratic form of a more general Taylor
series of H(ψ) since we are only interested in linear transforma-
tions.
or
γ0 = η ⊗ 1n×n =
(
0 1n×n
−1n×n 0
)
. (16)
The former case corresponds to an alternating or-
der of canonical coordinates and momenta (ψ =
(q1, p1, q2, p2, . . . )
T ), in the latter case one uses an or-
dering where first all coordinates appear and then all
momenta: ψ = (q1, q2, . . . , qn, p1, p2, . . . , pn)
T . The dif-
ference is mostly notational, but the algorithm that we
aim to describe, favours alternate ordering.
The evolution of the system is, for A = const given by
the matrix exponential:
ψ(t) = exp (H τ)ψ(0) . (17)
The matrix H that appears in the exponent
H = γ0A (18)
is called a Hamiltonian matrix and it obeys the relation
H
T = γ0 H γ0 (19)
The simplest case is certainly that of a diagonal matrix
A, and the unit matrix is the simplest diagonal matrix.
Hence, if we consider this simplest case, then A = ω 1,
where ω is the (eigen-) frequency. Then Eq. 17 results in
ψ(t) = exp (γ0 ω τ)ψ(0) =
∑
k
(γ0 ω τ)
k
k!
ψ(0) . (20)
which can be splitted in the even and odd powers:
exp (γ0 ω τ) =
∑
k
(γ0 ω τ)
2k
2k!
+
∑
k
(γ0 ω τ)
2k+1
(2k + 1)!
=
∑
k
(−)k (ω τ)2k
2k!
+ γ0
∑
k
(−)k(ω τ)2k+1
(2k + 1)!
= cos (ω τ) + γ0 sin (ωτ) .
(21)
In this derivation we made use of nothing but the fact
that γ20 = −1. Hence, the matrix exponential of sym-
metric (Hamiltonian) matrices γa with γ
2
a = 1 yields the
corresponding result:
exp (γa ω τ) =
∑
k
(γa ω τ)
2k
2k!
+
∑
k
(γa ω τ)
2k+1
(2k + 1)!
=
∑
k
(ω τ)2k
2k!
+ γa
∑
k
(ω τ)2k+1
(2k + 1)!
= cosh (ω τ) + γa sinh (ωτ) .
(22)
It is well-known (and easily proven) in linear Hamilto-
nian theory that the matrix exponentials of Hamiltonian
matrices are symplectic and the matrix logarithm of any
symplectic matrix is Hamiltonian [10]. A symplectic ma-
trix M represents a linear canonical transformation of
3the phase space coordinates and fulfills the following def-
inition:
M γ0M
T = γ0 , (23)
and the corresponding transformation is
ψ˜ = Mψ
˙˜
ψ = MHM−1 ψ˜
(24)
Note that the matrix γ0 is both, Hamiltonian and sym-
plectic.
From Eq. 23 one obtains:
M
−1 = −γ0 MT γ0 , (25)
so that the transformed Hamiltonian H˜ is given by
H˜ = MHM−1 . (26)
and must be Hamiltonian again, i.e.:
H˜
T = (MHM−1)T
= (M−1)T HT MT
= −(γ0 MT γ0)T HT MT
= −γT0 M γT0 γ0 H γ0MT
= γ0 (MHM
−1) γ0
= γ0 H˜ γ0
(27)
where Eq. 23 has been used. This means that symplec-
tic transformations are structure preserving: The form
and structure of all matrices and specifically the form of
Hamilton’s equations of motion is preserved under sym-
plectic similarity transformations.
III. THE REAL PAULI ALGEBRA
The canonical pair is the smallest meaningful element
in phase space and accordingly the smallest Hamiltonian
matrix has size 2× 2:
H =
(
h11 h12
h21 h22
)
(28)
The trace of the product of two matrices holds
Tr(AT B) = Tr(ABT) (29)
Hence, if A is symmetric and B skew-symmetric, then
the left side of Eq. 29 gives
Tr(ATB) = Tr(AB) (30)
and the right side
Tr(ABT) = −Tr(AB) (31)
which can only be true, if the trace of such a product
vanishes: The trace of the product of some symmetric A
and some skew-symmetric matrix B is zero:
Tr(AB) = 0 (32)
Hence all Hamiltonian matrices have a vanishing trace,
i.e. h11 + h22 = 0, so that a Hamiltonian 2 × 2 matrix
has the general form
H =
(
h11 h12
h21 −h11
)
(33)
Furthermore it follows from Eq. 19 that symmetries play
an essential role in linear Hamiltonian theory. If a general
Hamiltonian matrix is splitted into it’s symmetricHs and
skew-symmetric Ha parts
Hs =
1
2
(H+HT )
=
γ0
2
(H γ0 − γ0 H)
Ha =
1
2
(H−HT )
= −γ0
2
(H γ0 + γ0 H) ,
(34)
then it is evident that symmetries and (anti-) commuta-
tion properties are related: the part of H which com-
mutes with γ0, is skew-symmetric and the part of H
which anti-commutes with γ0, is symmetric. Hence it is
required to distinguish symmetric from skew-symmetric
components:
H = h0
(
0 1
−1 0
)
+ h1
(
0 1
1 0
)
+ h2
(
1 0
0 −1
)
(35)
In consequence the parameters h1, h2 and h3 represent
dynamical structures with specific well-defined symmetry
properties.
Since any 2n×2n Hamiltonian matrix may depend on
2n (2n+1)/2 parameters, 3 parameters suffice to deter-
mine the form of 2× 2 Hamiltonian matrices and Eq. 35
is the most natural and convenient way to express this
form: It is the form of the (matrix representation of a)
Clifford algebra Cl(1, 1), namely the (real) Pauli alge-
bra. The matrices appearing in Eq. 35 are the real Pauli
matrices:
γ0 = η0 =
(
0 1
−1 0
)
η1 =
(
0 1
1 0
)
η2 = η0 η1 =
(
1 0
0 −1
) (36)
The Pauli matrices mutually anti-commute and square to
±1. In order to make this system of matrices ηi complete
(i.e. a group), we define η3 = 12×2.
4IV. THE REAL DIRAC ALGEBRA
The original Jacobi algorithm picks out two “spatial
coordinates” of Rn and “rotates them” by the use of 2×2
orthogonal matrices. Since a canonical pair is the small-
est meaningful element of phase space, a Jacobi algorithm
for phase space must pick two canonical pairs and hence
requires 4 × 4 symplectic transformation matrices. The
general form is then similar to Eq. 6, but the non-zero
matrix elements c and s are replaced by 2 × 2-matrices.
In analogy to Jacobi’s algorithm the objective of the al-
gorithm is to achieve 2× 2 block-diagonalization, i.e. to
reduce a 4× 4-problem to two “decoupled” (and trivial)
2× 2-problems:
H˜ = RHR−1 =
(
G2×2 0
0 K2×2
)
(37)
Let us first remark, before going into the details, that
Hamiltonian matrices have in general the following prop-
erty: If λ is an eigenvalue of some Hamiltonian matrix
H, in the general case being complex, then −λ as well as
the complex conjugate values ±λ¯ are also eigenvalues of
H [10]. Since 2 × 2 matrices have only two eigenvalues,
2×2 Hamiltonian matrices must have either purely real or
purely imaginary eigenvalues. Hence, if the Hamiltonian
matrix H has complex eigenvalues off axis (i.e. neither
purely real nor purely imaginary), then symplectic block-
diagonalization is impossible since similarity transforma-
tions, regardless whether they are symplectic or not, pre-
serve the eigenvalues.
Furthermore, let us remark that 2 × 2 Hamiltonian
matrices square to multiples of the unit matrix, since the
real Pauli matrices mutually anti-commute:
H
2 = (h0 η0 + h1 η1 + h2 η2)
2
= −(h20 − h21 − h22)12×2 (38)
Hence the eigenvalues λ of H2×2 are readily obtained by
λ = ±
√
−h20 + h21 + h22. Eq. 38 provides evidence that
the Hamiltonian matrix of an oscillatory degree of free-
dom, normalized to the frequency, squares to −1 and
is in this respect a generalization of the unit imaginary.
This likely is the reason why Hermann Weyl, who intro-
duced the symplectic group, first used the term “complex
group” [12].
Since also real 4 × 4 matrices are representations of a
Clifford algebra and since it was shown in Eq. 22 that
matrices which square to ±1 not only have rather simple
matrix exponentials4 but also unique symmetry proper-
ties, it is nearby to use a Clifford algebraic parameteriza-
tion of the required 4×4 matrices. These can be obtained
from the Kronecker products of the real Pauli matrices.
4 The computation of matrix exponentials is in general signifi-
cantly more involved [13].
The Kronecker product of two matrices A = {aij} and
B = {bkl} is given by:
C = A⊗B =
(
a11B a12B
a21B a22B
)
=


a11b11 a11b21 a12b11 a12b12
a11b12 a11b22 a12b21 a12b22
a21b11 a21b12 a22b11 a22b12
a21b21 a21b22 a22b21 a22b22

 , (39)
i.e. the Kronecker product is a method to systematically
write down all possible products between all elements of
A and B, respectively. The rules of Kronecker matrix
products are [11, 14]:
(A⊗B)T = AT ⊗BT
A ⊗ (B+C) = A ⊗ B+A ⊗ C
(A ⊗ B) (C ⊗ D) = AC⊗ BD
Tr(A ⊗ B) = Tr(A)Tr(B)
(A⊗B)−1 = A−1 ⊗B−1
(40)
If some set ηk of matrices represents a Clifford algebra,
as in case of the real Pauli matrices, then it is straight-
forward to verify that the set of all Kronecker products
ηi⊗ηj is again a representation of some Clifford algebra 5.
Hence the required set of sixteen 4 × 4 matrices is
readily constructed from Kronecker products of real
Pauli matrices. Let’s label these matrices γk with k ∈
[0, . . . , 15] where the (skew-symmetric) symplectic unit
matrix (SUM) is γ0 and the unit matrix is γ15 = 14×4.
In the following we shall investigate whether one can find
a logical order for the remaining matrices.
As well known, the elements of Clifford algebras
are generated (from products) of their mutually anti-
commuting basis elements. A Clifford algebra of dimen-
sion N has N = p+ q basis elements, called “vectors”, p
of which square to 1 (i.e. have signature 1) and q square
to −1 (i.e. have signature −1). Products of two ba-
sis elements are “bi-vectors”, products of 3 elements are
called “tri-vectors” and so on. The maximal vector de-
gree is N which is the product of all basis vectors and is
called “pseudo-scalar”. Real matrices of a given dimen-
sion 2m×2m always represent some Clifford algebra, but
can only represent CAs of maximal possible dimension
N = p+ q = 2m, if
p− q = 0, 1, 2mod8 , (41)
which, since N = p+ q is even in our case, reduces to
p− q = 0, 2mod8 . (42)
5 More generally one finds (without proof) that all real matrix rep-
resentations of Clifford algebras can be generated from (multiple)
Kronecker products of the real Pauli matrices.
5This is usually called Bott’s periodicity [15–17].
The N generators (or vectors) can be used to obtain
new elements by multiplication since products of two (or
more) different generators γi γj are unique elements, dif-
ferent from the unit element and different from each fac-
tor. It follows from combinatorics that there are
(
N
k
)
k-vectors, so that one has∑
k
(
N
k
)
= 2N (43)
elements in total. This means that the structure of Clif-
ford algebras is closely related to Pascal’s triangle.
The question then is whether and how the Clifford
algebraic structure might support the objective to de-
velop a Jacobi method for phase space. In order to clar-
ify this structure, let us first remark that all elements
of any (real rep of a) Clifford algebra either commute
or anti-commute with any other element, that any ele-
ment is either purely symmetric or skew-symmetric and
that therefore any element is either Hamiltonian or skew-
Hamiltonian.
If we denote Hamiltonian elements by Sk and skew-
Hamiltonian elements by Ck, then it is straightforward
to show that
S1 S2 − S2 S1
C1 C2 −C2 C1
CS+ SC
S
2n+1

 ⇒ Hamiltonian
S1 S2 + S2 S1
C1 C2 +C2 C1
CS− SC
S
2n
C
n


⇒ skew−Hamiltonian
(44)
Hence the commutator of Hamiltonian elements is again
Hamiltonian.
From Eq. 34 we know that any Clifford element that
commutes with γ0, is skew-symmetric (with square −1)
and any component of H that anti-commutes with γ0,
is symmetric (with square to +1). By definition all ele-
ments of a Clifford basis mutually anti-commute. Hence,
if γ0 is a basis element, then all other basis elements must
anti-commute with γ0. It follows that all other basis el-
ements are either Hamiltonian and symmetric or skew-
Hamiltonian and skew-symmetric.
A purely Hamiltonian basis is hence only possible for
Clifford algebras of type Cl(N − 1, 1) so that Bott’s pe-
riodicity (Eq. 42 results in6:
(N − 1)− 1 = N − 2 = 0, 2mod8 . (45)
6 From a physical point of view, this might be an essential insight:
It follows that Hamiltonian notions applied to real Clifford alge-
bras require vector spaces in which the metric is of the Minkowski
type.
Type Symbol Symmetry Hamiltonian
1-vector γ0 - +
~γ + +
2-vector γ0~γ + +
γ14γ0~γ - +
3-vector γ14 γ0 = γ1γ2γ3 - -
γ14 ~γ + -
4-vector γ14 = γ0γ1γ2γ3 - -
(pseudo-scalar)
skalar γ15 = 1 + -
TABLE I. Structure of the symplectic Clifford algebra
Cl(3, 1). A plus indicates symmetry and a minus skewness.
This includes the real Dirac algebra with N = 4. Hence
a pure Hamiltonian basis exists and generates a unique
representation of Cl(3, 1). Then there are 4 Hamiltonian
vector elements that form the Clifford basis and by Eq. 43
we know that there are
(
4
2
)
= 6 bi-vectors, which are,
according to Eq. 44, all Hamiltonian.
It is straightforward to verify that products of two anti-
commuting symmetric elements are skew-symmetric:
(γ1 γ2)
T = γT2 γ
T
1 = γ2 γ1 = −γ1γ2 (46)
while products of γ0 and γk (k = 1, 2, 3) are symmetric bi-
vectors. It follows that, when a SUM γ0 and three more
mutually anti-commuting symmetric basis elements γ1,
γ2 and γ3 are selected, the structure of the Hamiltonian
Clifford algebra is completely determined.
Since symmetric 4×4-matrices have exactly 10 = 4+6
linear independent parameters, the following structure
emerges with necessity 7: 1) There are 4 basis elements,
the SUM γ0 and 3 symmetric elements γ1, γ3, γ3. 2)
There are 3 symmetric bi-vectors: γ4 = γ0 γ1, γ5 = γ0 γ2,
and γ6 = γ0 γ3. 3) There are 3 skew-symmetric bi-
vectors: γ7 = γ2 γ3, γ8 = γ3 γ1, and γ9 = γ1 γ2. Note
that γ0 commutes with the skew-symmetric bi-vectors
and anti-commutes with the symmetric bi-vectors.
The remaining elements of the Clifford algebra are four
3-vectors and the pseudo-skalar 4-vector γ14 = γ0γ1γ2γ3,
which are all skew-Hamiltonian. The skew-symmetric bi-
vectors can also be written as
γ7 = γ14 γ0 γ1
γ8 = γ14 γ0 γ2
γ9 = γ14 γ0 γ3 .
(47)
It is sort of nearby to use a vectorial notation for the
triple ~γ = (γ1, γ2, γ3)
T , so that we have the “vectors”
(γ0, ~γ) and the bi-vectors γ0~γ and γ14γ0~γ, respectively.
The question then is, whether and how the ten symplec-
7 To our knowledge, there is no such stringent logic to be found in
complex representations of Clifford algebras.
6tic generators γ0, . . . , γ9 that have been identified, when
regarded as generators of symplectic transformations, al-
low to diagonalize real Hamiltonian 4×4 matrices H and
whether this provides the means for a symplectic Jacobi
algorithm.
Let us therefore return to Eq. 22 and investigate the
effect of transformations of the form
Ri(τ) = exp (γi τ/2) (48)
8 where i ∈ [0, . . . , 9]:
Ri γj R
−1
i = (c+ γi s) γj (c− γi s)
= c2 γj − γi γj γi s2 + (γi γj − γj γi) c s)
(49)
where c = cos (τ/2) and s = sin (τ/2) for γ2i = −1 and
c = cosh (τ/2) and s = sinh (τ/2) for γ2i = 1. If γi and
γj commute, this results in:
Ri γjR
−1
i = γj , (50)
and if γi and γj anti-commute, one obtains:
Ri γj R
−1
i = γj (c
2 + γ2i s
2) + γi γj 2 c s . (51)
In case of a skew-symmetric γi, the final result is
9:
Ri γj R
−1
i = γj cos (τ) + γi γj sin (τ) . (52)
and in case of a symmetric γi:
Ri γj R
−1
i = γj cosh (τ) + γi γj sinh (τ) . (53)
Hence skew-symmetric γi generate rotation-like transfor-
mations and symmetric γi generate boost-like symplectic
transformations.
Note that we obtained the complete structure of the
algebra from only two requirements, namely that γ0 is
a basis element of the Clifford algebra and that all ele-
ments of the basis should be Hamiltonian as defined by
Eq. 19. These two (nearby) conditions inevitably lead to
the unique structure of Cl(3, 1) as listed in Tab. I.
V. THE ELECTROMAGNETIC EQUIVALENCE
Since any real-valued 4 × 4-matrix M can be written
as
M =
15∑
k=0
mk γk , (54)
8 Note that the inverse transformation is given by the negative
argument: R−1i = R(−τ) = exp (−γi τ/2).
9 The half-angle arguments has been chosen in order to obtain
full-angle arguments here.
any real-valued Hamiltonian 4× 4-matrix H can accord-
ingly be written as:
H =
9∑
k=0
hk γk (55)
Since the unit element γ15 = 14×4 is the only γ-matrix
with non-vanishing trace, the trace of M is 4m15. The
coefficients mk therefore can be obtained from the trace
of the product of γTk and M
mk =
1
4
Tr(γTk M) , (56)
since γTk γk = 1 for all k ∈ [0, . . . , 15]. Accordingly the
coefficients of H are given by
hk =
1
4
Tr(γTk H) . (57)
The structure of Cl(3, 1) is, beyond the sign of the metric,
closely related to Cl(1, 3) which is used in the usual pre-
sentation of the Dirac equation. Indeed the “real Dirac
matrices” are, up to multiplication with the unit imagi-
nary, identical to the Majorana matrices [18]. We shall
not discuss here whether (and which) physical insights
this might eventually provide, but the transformation
properties of the ten relevant parameters provide a strict
formal correspondence to quantumelectrodynamics and
therefore it is convenient to use this isomorphism by the
following notation:
h0 = E
(h1, h2, h3)
T = ~P
(h4, h5, h6)
T = ~E
(h7, h8, h9)
T = ~B
(58)
so that any 4×4 Hamiltonian matrix can now be written
as the sum of the vector components P and the bi-vector
components F as follows:
P = E γ0 + ~P · ~γ = E γ0 + Px γ1 + Py γ2 + Pz γ3
F = γ0 ~E · ~γ + γ14γ0 ~B · ~γ
= Ex γ4 + Ey γ5 + Ez γ6 +Bx γ7 +By γ8 +Bz γ9
H = P+ F
(59)
With the basis given in App. A one obtains the follow-
ing explicit form for the vectors:
P =


−Pz E − Px 0 Py
−E − Px Pz Py 0
0 Py −Pz E + Px
Py 0 −E + Px Pz

 (60)
For the bi-vectors one obtains:
F =


−Ex Ez +By Ey −Bz Bx
Ez −By Ex −Bx −Ey −Bz
Ey +Bz Bx Ex Ez −By
−Bx −Ey +Bz Ez +By −Ex

 (61)
7γ0 γ7 γ8 γ9
γ˜0 = γ0
γ˜1 = c γ1.. −s γ4 −s γ3 +s γ2
γ˜2 = c γ2.. −s γ5 +s γ3 −s γ1
γ˜3 = c γ3.. −s γ6 −s γ2 +s γ1
γ˜4 = c γ4.. +s γ1 −s γ6 γ5
γ˜5 = c γ5.. +s γ2 +s γ6 −s γ4
γ˜6 = c γ6.. +s γ3 −s γ5 +s γ4
γ˜7 = c γ7.. −s γ9 +s γ8
γ˜8 = c γ8.. +s γ9 −s γ7
γ˜9 = c γ9.. −s γ8 +s γ7
TABLE II. Table of symplectic rotations of two degrees of
freedom. a indicates the rows and b the column: γ′a =
exp (γb τ/2) γa exp (−γb τ/2). If γa and γb anticommute, then
the result is γ′a = c γa + s γa γb where c and s are the sine-
and cosine-function of τ .
γ1 γ2 γ3 γ4 γ5 γ6
γ˜0 = c γ0.. +s γ4 +s γ5 +s γ6 −s γ1 −s γ2 −s γ3
γ˜1 = c γ1.. +s γ9 −s γ8 −s γ0
γ˜2 = c γ2.. −s γ9 +s γ7 −s γ0
γ˜3 = c γ3.. +s γ8 −s γ7 −s γ0
γ˜4 = c γ4.. +s γ0 +s γ9 −s γ8
γ˜5 = c γ5.. +s γ0 −s γ9 +s γ7
γ˜6 = c γ6.. +s γ0 +s γ8 −s γ7
γ˜7 = c γ7.. −s γ3 +s γ2 −s γ6 +s γ5
γ˜8 = c γ8.. +s γ3 −s γ1 +s γ6 −s γ4
γ˜9 = c γ9.. −s γ2 +s γ1 −s γ5 +s γ4
TABLE III. Table of symplectic boosts with symmetric gen-
erator of two degrees of freedom. a indicates the rows and b
the column: γ˜a = exp (γb τ/2) γa exp (−γb τ/2). If γa and γb
anticommute, then the result is γ˜a = c γa + s γa γb where c
and s are the hyperbolic sine- and cosine-function of τ . If γa
and γb commute, then γ
′
a = γa.
The explicite computation of the effects of symplec-
tic similarity transformations are given in Tab. II and
Tab. III. The calculations verify that the gyroscopic
Hamiltonian terms associated here with ~B generate ro-
tations which are isomorph to spatial rotation of vec-
tors. Likewise the symmetric bi-vector terms ~E generate
boosts that are isomorphic to Lorentz-Boosts. This iso-
morphism is indeed helpful to grasp the geometric con-
tent which is needed to obtain block-diagonalization.
VI. BLOCK-DIAGONALIZATION
The analogy with the conventional Jacobi algorithm is
achieved by a block-diagonalization of H. It is achieved
ε˜r ε˜g ε˜b
γ0 εr c+ εg s εg c− εr s εb c2 +
~P2−~E2
2
s2
γ1 εr C − (~b)x S εg εb C − (~r)x S
γ2 εr C − (~b)y S εg εb C − (~r)y S
γ3 εr C − (~b)z S εg εbC − (~r)z S
γ4 εr εg C + (~b)x S εb C + (~g)x S
γ5 εr εg C + (~b)y S εb C + (~g)y S
γ6 εr εg C + (~b)z S εb C + (~g)z S
TABLE IV. Table of “scalar products” after symplectic trans-
formations generated by symplectic boosts and γ0, respec-
tively (left column). See Eqns. 63, 64 and 65.
when the transformed matrix
H˜ = MHM−1 (62)
has block-diagonal form, which means that P˜y = E˜y =
B˜x = B˜z = 0 (see Eq. 60 and Eq. 61). In other words,
the “vectors” ~P and ~E must be orthogonal to ~B. Let’s
define the following auxiliary “scalar products”
εr = ~E · ~B
εg = ~B · ~P
εb = ~E · ~P
(63)
The first objective that has to be achieved, is therefore
εr = εg = 0. The second objective is to rotate the “sys-
tem” such that ~B = By. For this we introduce the fol-
lowing auxiliary “vectors”:
~r ≡ E ~P + ~B × ~E
~g ≡ E ~E + ~P × ~B
~b ≡ E ~B + ~E × ~P ,
(64)
The “scalar products” of Eq. 64 are invariant under spa-
tial rotations. Hence we need to analyze the transforma-
tion behavior of these scalar products only under sym-
plectic boosts and under the (yet unnamed) rotation gen-
erated by γ0. We introduce the following abbreviations
for a better readability
c = cos (τ) s = sin (τ)
c2 = cos (2 τ) s2 = sin (2 τ)
C = cosh (τ) S = sinh (τ)
C2 = cosh (2 τ) S2 = sinh (2 τ)
(65)
The results are summarized in Tab. IV. The inspection
of this tabel reveals that εr is invariant under the action
of R4,5,6 while εg is invariant under the action of R1,2,3.
This findings suggests the following possible strategies:
Firstly, we can use R0 to either make εr = 0, then (one
8of) R4,5,6 to make εg = 0 or we could first use R0 to
make εg = 0, followed by R1,2,3 to make εr = 0. In both
cases, it is possible to use spatial rotations (R7,8,9) to
align ~b along one axis, preferably the y-axis since in the
chosen matrix representation, bx = bz = 0 will eventually
lead to the required “vector orientation” of ~B = By, i.e.
provide Bx = Bz = 0.
Hence we can identify four steps that are needed to
achieve block-diagonalization. After each step, the co-
efficients hk, the auxiliary parameters εi and the “vec-
tors” ~r,~g,~b have to be re-evaluated. The required steps
are: 1) Rotate using R0 (see Eq. 48) and angle τ =
− arctan (εr/εg). This result in ε˜r = 0. 2) Rotate ~b us-
ing R9 with angle τ = − arctan (bx/by) such that b˜x = 0.
3) Rotate ~b using R7 with angle τ = arctan (bz/by) such
that b˜z = 0. 4) The next step is to apply a boost with
R5 and τ = −artanh(εg/by). This last step requires
that |εg/by| < 1 (at this step). Otherwise the Hamilto-
nian matrix cannot be block-diagonalized and has com-
plex eigenvalues. The block-diagonal matrix H˜ is then
given by:
H˜ = R5 R7R9 R0 HR
−1
0 R
−1
9 R
−1
7 R
−1
5 (66)
Alternatively we could also proceed as follows: 1) Ro-
tate using R0 (see Eq. 48) and angle τ = arctan (εg/εr).
This should make ε˜g = 0. 2) Rotate ~b using R9 with
angle τ = − arctan (bx/by) such that b˜x = 0. 3) Ro-
tate ~b using R7 with angle τ = arctan (bz/by) such that
b˜z = 0. 4) The last step is to apply a boost with R2
and τ = artanh(εr/by). Again, this is only possible for
|εr/by| < 1 (at this step). In summary:
H˜ = R2 R7R9 R0 HR
−1
0 R
−1
9 R
−1
7 R
−1
2 (67)
In order to block-diagonalize 2n×2n Hamiltonian ma-
trices, the algorithm follows the same logic as the usual
Jacobi algorithm and requires, before each step, to select
the “dominant” off-diagonal 2 × 2-block to be “treated”
next. We tested the algorithm by selecting the 2 × 2-
block which has the largest sum of squared elements. We
found a convergence that depends quadratically on the
number of the degrees of freedom (i.e. 2 × 2-blocks) n,
i.e. with O(n2) steps [19]. We do not provide a rigorous
proof of convergence.
VII. DIAGONALIZATION
After successfull block-diagonalization, the problem is
reduced to that of Hamiltonian 2× 2-matrices in form of
Eq. 37 and Eq. 35, respectively. Eq. 35 can further be
simplified (if desired) by the use of the following trans-
formation:
H2×2 = h0 η0 + h1 η1 + h2 η2
H˜2×2 = exp (η0 τ/2)H2×2 exp (−η0 τ/2)
(68)
with τ = − arctan (h2/h1) one obtains:
H˜2×2 =
(
0 h0 + h˜1
−h0 + h˜1 0
)
h˜1 = h1
√
1 + (h2/h1)2
(69)
In the next step, we transform using the generator η2:
H˜2×2 → exp (η2 τ/2)H2×2 exp (−η2 τ/2)
=
(
0 h˜0
−h˜0 0
)
τ = log
(√
h0 − h˜1√
h0 + h˜1
)
h˜0 = ω =
√
h20 − h21 − h22
(70)
This is still not a diagonal matrix, but it contains all
required information and it is all that can be done by the
use of symplectic transformations. The form of H˜2×2, as
given in the first line of Eq. 70, is the normal form of a
one-dimensional oscillator.
Since the eigenvalues of H˜2×2 are directly given as
± i ω, it is possible – though not required – to take the
next step and diagonalize the matrix. We provide this
step only for completeness. The (almost trivial) matrix
V of eigenvectors and the final transformation to diago-
nal form are:
V =
1√
2
(
i 1
−i 1
)
V
−1 =
1√
2
(
−i i
1 1
)
VH˜2×2 V
−1 =
(
i ω 0
0 −i ω
)
(71)
This last step is not a symplectic transformation.
Nonetheless it is an interesting step as it reveals the last
(or first) step that transforms between a “classical” real
and a seemingly “non-classical” (complex) form of Hamil-
tonian dynamics, which consists in replacement
ψ˜ = Vψ =
1√
2
(
i 1
−i 1
) (
q
p
)
=
1√
2
(
p+ i q
p− i q
) (72)
The equations of motion then read, after multiplication
with the unit imaginary and ~:
i ~ ˙˜ψ =
(
−~ω 0
0 ~ω
)
ψ˜ , (73)
9VIII. EIGENVALUES
The eigenvalues of H4×4 can also be obtained by a dif-
ferent method. It is well known in linear algebra that the
trace of a matrix is the sum of it’s eigenvalues, the trace of
the square of a matrix is the sum of squares of it’s eigen-
values. Since the sum of the eigenvalues of a Hamiltonian
matrix (and it’s odd powers) vanishes, the trace of the
even powers do not vanish. Recall that those Hamilto-
nian matrices that allow for block-diagonalization, have
either purely real or purely imaginary eigenvalues. Let
±λ and ±Λ be the four eigenvalues, then:
Tr(H2) = 2λ2 + 2Λ2
Tr(H4) = 2λ4 + 2Λ4
(74)
If we introduce the definitions
K1 = Tr(H
2)/4 =
λ2 + Λ2
2
K2 = Tr(H
4)/16−K21/4
=
λ4 + Λ4
8
− λ
4 + Λ4 + 2λ2 Λ2
16
=
(λ2 − Λ2)2
16
(75)
so that one obtains:
K1 + 2
√
K2 =
λ2 + Λ2
2
+
λ2 − Λ2
2
= λ2
K1 − 2
√
K2 =
λ2 + Λ2
2
− λ
2 − Λ2
2
= Λ2
(76)
and hence the eigenvalues can be determined from K1
and K2 alone:
λ = ±
√
K1 + 2
√
K2
Λ = ±
√
K1 − 2
√
K2
(77)
Inserting Eq. 60 and Eq. 61 yields [21]:
K1 = −E2 − ~B2 + ~P 2 + ~E2
K2 = (E ~B + ~E × ~P )2 − ( ~E · ~B)2 − (~P · ~B)2
= ~b2 − ε2r − ε2g
(78)
There are two cases of special interest, namely if H = P
(only vector components)
K1 = −E2 + ~P 2
K2 = 0 ,
(79)
and H = F (only bi-vector components),
K1 = ~E
2 − ~B2
K2 = −( ~E · ~B)2 .
(80)
Recall that symplectic eigenvalues are invariants.
IX. SYMPLECTIC MATRICES
According to linear Hamiltonian theory, every sym-
plectic matrix M is the matrix exponentials of some
Hamiltonian matrix H [10]:
M = exp (H τ)
= 1+H τ +
1
2
H
2 τ2 + . . . .
(81)
Since any analytic function of block-diagonal matrices
is again a block-diagonal matrix it is evident that M
is blockdiagonal whenever H is block- diagonal. From
Eq. 44 we know that all odd terms of the Taylor series
Eq. 81 are Hamiltonian and all even terms are skew-
Hamiltonian. Hence, we can use the brute force method
and remove all skew-Hamiltonian terms from M:
M˜ =
1
2
(M+ γ0 M
T γ0) . (82)
Whatever similarity transformation is used to block-
diagonalize M˜, it will automatically block-diagonalizeM
as well.
In other words: If a Hamiltonian matrix can be written
as
H = VDV−1 , (83)
then the matrix exponential of H is:
M = exp (H) = V exp (D)V−1 , (84)
so that an eigenvalue λ of H is replaced by matrix expo-
nentiation with eλ in M.
X. SKEW-HAMILTONIAN MATRICES
Skew-Hamiltonian matrices C, when expressed with
the real Dirac algebra, can be written as (see Tab. I):
C =
15∑
k=10
ck γk . (85)
The four components (c10, c11, c12, c13) are sometimes
called pseudo-vector or “axial” vector and they transform
accordingly. The pseudo-scalar c14 and the scalar c15 are
invariants. For instance H2/2 is skew-Hamiltonian and
has the following components:
c10 = ~P · ~B
(c11, c12, c13)
T = E ~B + ~E × ~P
c14 = ~E · ~B
c15 = (−E2 + ~P 2 − ~B2 + ~E2)/2 .
(86)
The reader will have noticed that c10 = εg, c14 = εr and
(c11, c12, c13)
T = ~b have been defined before in Eq. 63
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and Eq. 64. Hence the simplest way to determine those
parameters, is to compute H2 and extract those compo-
nents:
εg = Tr(γ
T
10 H
2)/8
εr = Tr(γ
T
14 H
2)/8
bx = Tr(γ
T
11 H
2)/8
by = Tr(γ
T
12 H
2)/8
bz = Tr(γ
T
13 H
2)/8
(87)
Block-diagonalization requires that c10 = c11 = c13 =
c14 = 0, or, in the notation introduced above that
εr = εg = bx = bz = 0. This is exactly the strategy of the
described algorithm. Hence the developed algorithm is
already able to block-diagonalize skew-Hamiltonian ma-
trices.
XI. APPLICATIONS
Many problems in engineering and physics involve
Hamiltonian matrices, often of size greater 2 × 2. An
example from accelerator physics can, for instance, be
found in Ref. [22]. Since most accelerators make use of
a median plane symmetry, the vertical degree of freedom
does, in linear approximation, not couple to the trans-
verse horizontal and the longitudinal degrees of freedom.
Then the involved 6×6 transfer matrices are effectively a
4×4 and a separate 2×2 problem so that, in this specific
case, no iteration is needed.
To model and understand the collective behavior of
charged particles inside a bunch is of severe importance
in accelerator physics. The coordinates ψ of individual
particles are the dynamical variables and they represent
(small) deviations of a particle’s position and momen-
tum relative to some reference orbit. But the “observ-
ables” that are relevant to describe the collective behav-
ior are not individual particle positions but statistical
averages of particle ensembles as for instance the root-
mean-square width of the beam, which is encoded in the
matrix of second moments:
Σ = 〈ψψT 〉 . (88)
The evolution of Σ in time is given by
Σ˙ = 〈ψ˙ψT 〉+ 〈ψψ˙T 〉
= 〈HψψT 〉+ 〈ψψTHT 〉
= HΣ+ ΣHT
= HΣ+ Σ γ0 H γ0 .
(89)
If we multiply the last line with γT0 from the right, we
obtain:
Σ˙ γT0 = H (Σγ
T
0 )− (Σ γT0 )H
S˙ = HS− SH ,
(90)
with the Hamiltonian matrix S = ΣγT0 . The last line tells
us that H and S are a so-called “Lax pair”. As Peter Lax
has proven[23], it follows from the validity of Eq. 90 that
the following expression
Tr(Sk) = const (91)
is invariant for any integer k.
Since the evolution of ψ in time is given by the sym-
plectic transformation
ψ(t) = M(t)ψ(0) = exp (H τ)ψ(0) , (92)
then we obtain for the the matrix of second moments:
Σ(t) = MΣ(0)MT
S(t) = MS(0) γ0 M
T γT0
= MS(0)M−1
(93)
Hence the evolution of the matrix S in time is described
by a symplectic similarity transformation, i.e. the eigen-
values of S are conserved (which follows already from
Lax’ theorem).
A typical problem in accelerator physics requires to de-
termine a so-called matched beam: Given that the (sym-
plectic) transfer matrix M of some beamline (or accel-
erator ring) is known, the problem is to find a stable
(“matched”) distribution S for given beam emittances.
Matrices that share a system of eigenvectors, commute
with each other. Hence, provided that S and M share a
system of eigenvectors, we obtain from Eq. 93:
S(t) = S(0) . (94)
Hence, in the matched case, the same transformations
that allow to block-diagonalize (the Hamiltonian part of)
the matrix M, also diagonalize S. Provided one has an
algorithm to generate single-variate Gaussian distribu-
tions, then the described block-diagonalization enables
to generate arbitrary multivariate matched distributions
by application of the reverse transformation [24].
XII. SUMMARY AND OUTLOOK
The described Jacobi method allows to bring (skew-)
Hamiltonian and symplectic matrices to block-diagonal
form. This enables to compute matrix exponentials and
logarithms, eigenvalues and eigenvectors of Hamiltonian
matrices with eigenvalues on the real and/or the imagi-
nary axis.
The presented analysis of the structure of Hamilto-
nian phase spaces reveils an isomorphism between four-
component spinors and points in a classical Hamilto-
nian phase space for two degrees of freedom. It is this
same structure that has been described as the “square
11
root of geometry” and which is also used in quantum-
electrodynamics 10.
It is known (though not well-known) since long that
the symplectic group Sp(4) and the algebraic structure
of the Dirac algebra are closely related [26], but few au-
thors made use of this remarkable fact. We emphasize
that the construction of both the real Pauli as well as
the real Dirac algebra was derived exclusively from the
symmetry properties of a general classical Hamiltonian
phase space. It follows that the restricted Lorentz group
is isomorphic to symplectic transformations of classical
phase space ensembles with generators of the bi-vector-
type. Since the presented algorithm is based solely on
real Hamiltonian 4× 4-matrices, it allows for the – from
a conceptional point of view – simplest possible form of
the Lorentz transformations as shown in Ref. [27].
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Appendix A: The Real Dirac Matrices
In this article we used the following representation:
γ0 =


1
−1
1
−1

 γ1 =


−1
−1
1
1


γ2 =


1
1
1
1

 γ3 =


−1
1
−1
1


However, any representation allows for an equivalent al-
gorithm, firstly due to Pauli’s fundamental theorem of
the Dirac matrices, but secondly since a different choice
of matrices mostly stems from a different ordering of the
canonical coordinates and momenta in ψ.
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