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Abstract
We give a complete theta expression of a pair of Hermitian modular forms as an inverse period
mapping of lattice polarized K3 surfaces. Our result gives a non-trivial relation among moduli of K3
surfaces, theta functions and the finite complex reflection group of rank 5.
Introduction
Hermitian modular forms are automorphic forms on bounded symmetric domains of type I. We can regard
them as natural extensions of elliptic, Hilbert or Siegel modular forms. Classically, elliptic modular forms
are derived from the moduli of elliptic curves. Namely, an elliptic curve C/(Z + Zτ), where τ ∈ H is
called the period, can be given by the Weierstrass equation
y2 = 4x3 − g2(τ)x − g3(τ) (0.1)
and g2(τ) and g3(τ) give elliptic modular functions. Also, Hilbert and Siegel modular forms of degree 2 are
derived from the moduli of Abelian surfaces. However, we do not have canonical moduli interpretations
of Hermitian modular forms. In this paper, by using lattice polarized K3 surfaces, we will give a natural
moduli interpretation of Hermitian modular forms, which are closely related to complex reflection groups.
Let us recall the works [SI], [N1] and [CD]. In those works, they give elliptic, Hilbert and Siegel
modular forms respectively, by using the inverse correspondences of period mappings of K3 surfaces.
There are several good applications of their results in number theory and arithmetic geometry. We
will obtain a natural extension of those works. By virtue of the Torelli theorem and the surjectivity of
the period mappings, we can consider moduli of K3 surfaces via period domains. The period domain
corresponding to a family of lattice polarized K3 surfaces of Picard number ρ is given by the bounded
symmetric domain of type IV attached to the orthogonal group SO0(2, 20 − ρ). This implies that
we can obtain Hermitian modular forms by using K3 surfaces of Picard number 16, since there is an
isomorphism SO0(2, 4) ≃ SU(2, 2). In this paper, we will use a family of K3 surfaces of (1.1) studied in
[N2]. This family naturally contains the families of [SI], [N1] and [CD] and is characterized by the lattice
of (1.4), which is the simplest lattice satisfying the Kneser condition. The purpose of the present paper
is to determine the complete expression of the inverse period mapping of the family (1.1) in Hermitian
modular forms by using theta functions.
Here, theta functions give us a combinatorial viewpoint. Finite complex reflection groups are very
important in combinatorics and classified into 37 types by Shephard-Todd [ST]. In the works [SI], [N1],
[CD] and this paper, the modular forms are constructed by using the appropriate invariants for complex
reflection groups and the theta functions in each case (see Table 1). For example, the inverse period
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mapping in [CD] gives a pair of Siegel modular forms of degree 2 (see Proposition 4.3). We notice that,
by virtue of the result of Runge [R] Section 4, this pair has a theta expression using the invariants for
the action of the reflection group G31 in [ST] on P
3(C). In our argument, we will apply the action of the
reflection group G33, which is the unique exceptional group of rank 5 in [ST], on P
4(C). The quotient
group G33/{±1} is called the Burkhardt group, which is precisely studied in [B] and [FS1]. Our main
result is expressed in terms of the Burkhardt invariants and the theta functions which are investigated
by [DK] and [FS2].
Modular Forms Shephard-Todd Groups Theta Functions K3 Surfaces
Elliptic No.8 Classical [SI]
Hilbert No.23 [M] [N1]
Siegel No.31 [I] [CD]
Hermitian No.33 [DK] This Paper
Table 1: Modular forms, complex reflection groups, theta functions and K3 surfaces
The contents are as follows. In section 1, we will survey the results of [N2]. The period mapping is
described by the period integrals of K3 surfaces. In section 2, by using the geometry of elliptic surfaces,
we will give an explicit construction of our period integrals (Theorem 2.1). In section 3, we will see basic
properties of Hermitian modular forms. In section 4, after we survey properties of theta functions and
the Burkhardt group, we will determine the exact expression of Hermitian modular forms as the inverse
period mapping by considering the degenerations of our K3 surfaces (Theorem 4.1).
Thus, we will give a geometric meaning of Hermitian modular forms by using a sequence of the families
of K3 surfaces, which are concordant with theta functions and complex reflection groups, as shown in
Table 1. Such constructions of modular forms must be useful in number theory from theoretical and
computational viewpoints. Theta functions and Q-rational modular forms have many fruitful applications
in number theory (for example, see [Sh] Chapter VII). Our result gives a non-trivial relation between
the periods of K3 surfaces and the pair of Q-rational Hermitian modular forms (Corollary 4.1). Hence,
our family of K3 surfaces will give an explicit geometric model with good arithmetic properties, just as
the family of elliptic curves (0.1) does. Furthermore, our K3 surfaces do not admit the Shioda-Inose
structure. This fact means that the moduli space of our family of K3 surfaces beyonds that of the family
of principally polarized Abelian surfaces. Therefore, the authors expect that our results will provide
non-trivial applications in number theory and arithmetic geometry. For example, it is expected that our
results will give a good test case for the theory of complex multiplication of K3 surfaces (for example,
see [Sc]).
1 Lattice polarized K3 surfaces
1.1 The family {S([t])} of K3 surfaces
In this section, we survey the results of [N2] about periods of a family of lattice polarized K3 surfaces.
For detailed proofs, see [N2].
Let t = (t4, t6, t10, t12, t18) ∈ C5 − {0}. In [N2], we study the hypersurfaces
S(t) : z2 = y3 + (t4x
4w4 + t10x
3w10)y + (x7 + t6x
6w6 + t12x
5w12 + t18x
4w18) (1.1)
of weight 42 in the weighted projective space P(6, 14, 21, 1) = Proj(C[x, y, z, w]). There is an action of
the multiplicative group C∗ on P(6, 14, 21, 1) (C5 − {0}, resp.) given by (x, y, z, w) 7→ (x, y, z, λ−1w)
(t = (t4, t6, t10, t12, t18) 7→ λ · t = (λ4t4, λ6t6, λ10t10, λ12t12, λ18t18), resp.) for λ ∈ C∗. So, we naturally
obtain the family
{S([t]) | [t] ∈ P(4, 6, 10, 12, 18)} → P(4, 6, 10, 12, 18).
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Here, the point of P(4, 6, 10, 12, 18) corresponding to t = (t4, t6, t10, t12, t18) ∈ C5 − {0} is denoted by
[t] = (t4 : t6 : t10 : t12 : t18).
Set
T = P(4, 6, 10, 12, 18)− {[t] ∈ P(4, 6, 10, 12, 18) | t10 = t12 = t18 = 0}. (1.2)
Then, a member of the family
{S([t]) | [t] ∈ T } → T
is a K3 surfaces. Here, let us consider the C∗-bundle T ∗ → T naturally coming from the above action
t 7→ λ · t of C∗. We also have the family
{S(t) | t ∈ T ∗} → T ∗
of K3 surfaces. The action of C∗ on (x, y, z, w) and t gives an isomorphism λ : S(t) 7→ S(λ · t) for any
λ ∈ C∗.
There exists the unique holomorphic 2-form on a K3 surface up to a constant factor. By putting
x0 =
x
w6 , y0 =
y
w14 , z0 =
z
w21 , we have a holomorphic family {ωt}t∈T∗ , where ωt = dx0∧dy0z0 , of holomorphic
2-forms on the K3 surfaces S(t). Since the above action of C∗ transforms ωt into λ−1ωt, the above
isomorphism λ gives the correspondence
λ∗ωλ·t = λ
−1ωt. (1.3)
Hence, we have the family {ω[t]}[t]∈T of holomorphic 2-forms for the family {S([t]) | [t] ∈ T } ofK3 surfaces.
In this paper, let U be the unimodular hyperbolic lattice of rank 2. Also, let Aj(−1) and Ej(−1)
be the root lattices. Then, the K3 lattice LK3, which is isomorphic to the 2-homology group of a K3
surface, is isometric to II3,19 = U ⊕ U ⊕ E8(−1)⊕ E8(−1)⊕ E8(−1). By the way, the lattice
A = U ⊕ U ⊕A2(−1) (1.4)
of signature (2, 4) is the simplest lattice satisfying the Kneser condition, which is an arithmetic condition of
quadratic forms. OurK3 surfaces are closely related to this lattice as follows. From the latticeA, we define
the 4-dimensional space DM = {[ξ] ∈ P(A⊗ C) | (ξ, ξ) = 0, (ξ, ξ) > 0}. Let D be a connected component
of DM . Then, we have a subgroup O+(A) = {γ ∈ O(A) |γ(D) = D}, satisfying O(A)/O+(A) ≃ Z/2Z.
Also, set O˜(A) = Ker(O(A)→ Aut(A∨/A)), where A∨ = Hom(A,Z). Set
Γ = O˜+(A) = O+(A) ∩ O˜(A). (1.5)
Lemma 1.1.
O+(A)/Γ ≃ Z/2Z.
Proof. Let {a1, a2, b1, b2, v1, v2} be a system of basis of A of (1.4). Here, each of {a1, a2} and {b1, b2}
gives a system of basis of each direct summand U . Also, {v1, v2} is a system of basis of A2(−1) satisfying
(v1 · v1) = (v2 · v2) = −2 and (v1 · v2) = 1. Then, setting y1 = 13v1 + 23v2 mod A and y2 = 23v1 + 13v2
mod A, the set A∨/A is just {0, y1, y2}. This yields O+(A)/Γ ≃ Z/2Z.
Set
T = T − ({t18 = 0} ∪ {d90(t) = 0}).
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Here, d90(t) is the following polynomial in t4, t6, t10, t12 and t18:
d90(t) =3125t
9
10 + 11664t
3
10t
5
12 + 151875t
6
10t12t18 + 314928t
6
12t18 + 1968300t
3
10t
2
12t
2
18 + 4251528t
3
12t
3
18
+ 14348907t518+ 16200t4t
5
10t
3
12 + 472392t4t
2
10t
4
12t18 − 273375t4t510t218 − 5314410t4t210t12t318
+ 4125t24t
7
10t12t
2
4 + 108135t
2
4t
4
10t
2
12t18 − 1259712t24t10t312t218 + 4251528t24t10t418 + 864t34t310t412
− 3525t34t610t18 + 23328t34t512t18 − 378108t34t310t12t218 + 1102248t34t212t318 + 888t44t510t212
+ 26568t44t
2
10t
3
12t18 + 227448t
4
4t
2
10t
3
18 + 16t
5
4t
7
10 − 456t54t410t12t18 − 85536t54t10t212t218
+ 16t64t
3
10t
3
12 + 432t
6
4t
4
12t18 − 1056t64t310t218 + 62208t64t12t318 + 16t74t510t12 + 480t74t210t212t18
− 16t84t410t18 − 1536t84t10t12t218 + 1024t94t318 − 13500t6t610t212 − 481140t6t310t312t18 − 2834352t6t412t218
− 1476225t6t310t318 − 19131876t6t12t418 − 5625t4t6t810 − 200475t4t6t510t12t18 − 236196t4t6t210t212t218
− 2592t24t6t410t312 − 69984t24t6t10t412t18 + 422820t24t6t410t218 + 944784t24t6t10t12t318 − 3420t34t6t610t12
− 107460t34t6t310t212t18 − 174960t34t6t312t218 − 1889568t34t6t418 + 2772t44t6t510t18 + 314928t44t6t210t12t218
− 186624t54t6t10t318 − 16t64t6t610 − 576t310t12t18t64t6 − 3456t212t218t64t6 + 1152t74t6t210t218 − 5832t26t310t412
− 10125t26t610t18 − 157464t26t512t18 − 295245t26t310t12t218 + 5314410t26t212t318 − 5670t4t26t510t212
− 170586t4t26t210t312t18 + 3188646t4t26t210t318 + 2700t24t26t710 + 101898t24t26t410t12t18
+ 1102248t24t
2
6t10t
2
12t
2
18 + 216t
3
4t
2
6t
3
10t
3
12 + 5832t
3
4t
2
6t
4
12t18 − 195048t34t26t310t218 + 216t44t26t510t12
+ 6480t44t
2
6t
2
10t
2
12t18 − 216t54t26t410t18 − 20736t54t26t10t12t218 + 20736t64t26t318 + 6075t36t610t12
+ 219429t36t
3
10t
2
12t18 + 1338444t
3
6t
3
12t
2
18 + 4251528t
3
6t
4
18 + 1215t4t
3
6t
5
10t18 − 393660t4t36t210t12t218
− 1259712t24t36t10t318 − 216t34t36t610 − 7776t34t36t310t12t18 − 46656t34t36t212t218 + 15552t44t36t210t218
+ 729t46t
3
10t
3
12 + 19683t
4
6t
4
12t18 − 8748t46t310t218 − 2834352t46t12t318 + 729t4t46t510t12
+ 21870t4t
4
6t
2
10t
2
12t18 − 729t24t46t410t18 − 69984t24t46t10t12t218 + 139968t34t46t318 − 729t56t610
− 26244t56t310t12t18 − 157464t56t212t218 + 52488t4t56t210t218 + 314928t66t318. (1.6)
Remark 1.1. The above d90(t) is calculated by the discriminant of the right hand side of (1.1). So, this
is the natural counterpart of the famous discriminant g32−27g23 of the Weierstrass form (0.1). For detail,
see [N2] Section 1.
Proposition 1.1. ([N2], Corollary 1.1) For a generic point [t] ∈ T , the Ne´ron-Severi lattice NS(S([t]))
is given by the intersection matrix M = U ⊕ E8(−1) ⊕ E6(−1) and the transcendental lattice Tr(S([t]))
is given by A of (1.4).
We define the period mapping as follows. There exists a system of basis {Γ1, · · · ,Γ6,Γ7 · · · ,Γ22} of
the K3 lattice LK3 such that {Γ7, · · · ,Γ22} is a system of basis of the lattice M . Letting {∆1, · · · ,∆22}
be the system of dual basis of it, {∆1, · · · ,∆6} gives a system of basis of the lattice A. From Proposition
1.1, we can take a point [t0] ∈ T and an identification ψ0 : H2(S0,Z) → LK3, where S0 = S([t0]), such
that {ψ−10 (Γ7), · · · , ψ−10 (Γ22)} is a basis of NS(S0). If we take a sufficiently small neighborhood U of [t0]
in T , we have a topological trivialization ν : {S([t])|[t] ∈ U} → S0 × U . Letting β : S0 × U → S0 be the
projection and setting r = β ◦ ν, r′[t] = r|S([t]) gives a C∞-isomorphism of complex surfaces for [t] ∈ U.
Then, ψ[t] = ψ0 ◦ (r′[t])∗ : H2(S([t]),Z) → LK3 gives an isometry, which is called the S-marking in [N2].
By an analytic continuation along an arc in T , we can define the S-marking on T . The period mapping
Φ : T → D is defined by
[t] 7→
( ∫
ψ−1
[t]
(Γ1)
ω[t] : · · · :
∫
ψ−1
[t]
(Γ6)
ω[t]
)
. (1.7)
In Section 2, we will give a geometric construction of these period integrals. The mapping (1.7) is an
multivalued mapping. We can prove that this mapping induces the biholomorphic isomorphism
Φ¯ : T ≃ D/Γ (1.8)
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by a detailed argument of lattice polarized K3 surfaces (see [N2] Section 2).
Let D∗ be the C×-bundle of D. Due to the Kneser condition of the lattice A, it follows that the
group Γ = O˜+(A) is generated by the reflections of (−2)-vectors and Char(Γ) = Hom(Γ,C×) is equal to
{id, det}. Moreover, we can investigate the orbifold structure of [D/Γ] as follows.
Proposition 1.2. ([N2], Section 5) (1) There exist two images of reflection hyperplanes of (−2)-vectors
of the lattice A under the natural surjection D → D/Γ.
(2) Under the isomorphism Φ¯ of (1.8), the branch loci of the orbifold [D/Γ] is corresponding to the
union of the locus {t18 = 0} and {d90(t) = 0}. Each locus is corresponding to each orbit of the reflection
hyperplanes. On {t18 = 0} ({d90(t) = 0}, resp.), the Ne´ron-Severi lattice of S([t]) is degenerated to
U ⊕ E8(−1)⊕ E7(−1) (U ⊕ E8(−1)⊕ E6(−1)⊕A1(−1), resp.).
Definition 1.1. If a holomorphic function f : D∗ → C given by Z 7→ f(Z) satisfies the conditions
(i) f(λZ) = λ−kf(Z) (for all λ ∈ C∗),
(ii) f(γZ) = χ(γ)f(Z) (for all γ ∈ Γ),
where k ∈ Z and χ ∈ Char(Γ), then f is called a modular form of weight k and character χ for the group
Γ.
Theorem 1.1. ([N2], Theorem 5.1) (1) The ring A(Γ, id) of modular forms of character id is isomor-
phic to the ring C[t4, t6, t10, t12, t18]. Namely, via the inverse of the period mapping Φ¯ of (1.8), the
correspondence Z 7→ tk(Z) gives a modular form of weight k and character id.
(2) There is a modular form s54 of weight 54 and character det. Here, s54 is given by s9s45, where
s9 and s45 are holomorphic functions on D∗ such that
s29 = t18, s
2
45 = d90(t).
These relations determine the structure of the ring A(Γ).
By the way, Clingher-Doran [CD] studied a family of K3 surface
SCD(α : β : γ : δ) : z
2 = y3 + (−3αx4 − γx5)y + (x5 − 2βx6 + δx7) (1.9)
parametrized by (α : β : γ : δ) ∈ P(2, 3, 5, 6) − {γ = δ = 0}. This family is a subfamily of our family
{S([t])} as follows.
Proposition 1.3. ([N2], Proposition 2.3) The family {SCD(α, β, γ, δ)} is equal to the subfamily of
{S([t])} given by the condition t18 = 0. Especially, the embedding (α : β : γ : δ) →֒ (t4 : t6 : t10 : t12 : t18)
of parameters is given by
t4 = −3α, t6 = −2β, t10 = −γ, t12 = δ, t18 = 0.
The inverse period mapping for the Clingher-Doran family is closely related to Siegel modular forms
of degree 2 (see Proposition 4.3). We note that this family is a simple extension of the famous family of
[SI]. Also, this family contains the family of [N1], which is closely related to the Hilbert modular forms
and the icosahedral invariants (for detail, see [NS] Theorem 5.4).
2 Geometric construction of periods
In this section, we will give an explicit geometric construction of 2-cycles on a reference surface S0 in
Section 1. Together with analytic continuation, this also gives a construction of the period integrals of
(1.7). Our construction is based on the geometry of elliptic surfaces, like the argument of [NS] Section 8.
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First, let [t0] = (t4 : t6 : t10 : t12 : t18) = (−12 : −3 : −5 : 21 : 13) ∈ T . Let us give a geometric
construction of 2-cycles on a reference surface S0 = S([t0]). By putting w = 1 and performing the
birational transformation
x =
1
x1
, y =
y1
x41
, z =
z1
x61
,
the equation (1.1) of our K3 surface is transformed to
z21 = y
3
1 + (−12x41 − 5x51)y1 + (x51 − 4x61 + 21x71 + 13x81). (2.1)
The equation (2.1) defines an elliptic fibration π1 : (x1, y1, z1) 7→ x1. On x1 = 0 (x1 =∞, resp.), we have
a singular fibre of π1 of Kodaira type II
∗ (IV ∗, resp.). Set α0 = 0 and α∞ =∞. Furthermore, we have
other 6 singular fibres π−11 (αi) (i = 1, · · · , 6) of Kodaira type I1, where
(α1, α2, α3, α4, α5, α6) ≈ (−1.84,−1.65,−0.43,−0.10, 0.05, 0.84).
We call αj ∈ R ∪ {∞} (j = 0, 1, · · · , 6,∞) the critical points. Take b0 = i ∈ x1-plane. We call this point
the base point. The fibre π−11 (b0) is given by the elliptic curve
z21 = y
3
1 − (12 + 5i)y1 + (16− 20i).
This defines a double covering of the y1-sphere with 4 branch points
c1 = −4, c2 ≈ 0.418861− 1.58114i, c3 ≈ 3.58114+ 1.58114i, c∞ =∞.
Take a basis {γ1, γ2} of H1(π−11 (b0),Z) as in Figure 1. The intersection number γ1 · γ2 is equal to 1. Let
Figure 1: 1-cycles γ1 and γ2 on the elliptic curve π
−1(b0)
δi (i = 0, 1, · · · , 6,∞) be a closed oriented loop in x1-plane starting at the base point b0 and going around
αi in the positive direction. We call them circuits (see Figure 2). The circuit δi induces a monodromy
transformation of the system {γ1, γ2}. Let us denote it by the matrix Mi as a left action. We call them
local monodromies.
Lemma 2.1. The local monodromies are given by Table 2.
Remark 2.1. In Table 2, “V. Cycle” means the vanishing cycle of the elliptic fibre at the critical point
αi.
Let δ be an oriented arc in the x1-plane starting at the base point b0 and let γ ∈ H1(π−11 (b0),Z).
We obtain a 2-chain Γ(δ, γ) on the reference surface (2.1) obtained by the continuation of γ along δ. We
define the orientation of Γ(δ, γ) by the ordered pair of δ and γ. If δ is a loop returning back to the starting
6
Figure 2: Circuits δj going around critical points
Points α1 α2 α3 α4 α0 = 0 α5 α6 α∞ =∞
Mi
(
0 −1
1 2
) (
1 −1
0 1
) (
1 −1
0 1
) (
1 −1
0 1
) (
0 1
−1 1
) (
1 0
1 1
) (
1 0
1 1
) (
0 1
−1 −1
)
Type I1 I1 I1 I1 II
∗ I1 I1 IV
∗
V. Cycle γ1 + γ2 γ2 γ2 γ2 - γ1 γ1 -
Table 2: Local monodromies around αi
cycle γ, then Γ(δ, γ) becomes to be a 2-cycle on the reference surface. By using the local monodromies
in Lemma 2.1, we have the following 2-cycles.
G∗0 = Γ(δ1, γ2) + Γ(δ2, γ1 + 2γ2) + Γ(−δ6, γ1 + γ2),
G∗1 = Γ(δ2, γ1) + Γ(−δ3, γ1 − γ2),
G∗2 = Γ(δ3, γ1) + Γ(−δ4, γ1 − γ2),
G∗3 = Γ(δ4, γ1) + Γ(δ0, γ1 − γ2),
G∗4 = Γ(δ0, γ2) + Γ(δ5,−γ1 + γ2),
G∗5 = Γ(δ5, γ2) + Γ(−δ6,−γ1 + γ2).
They are illustrated in Figure 3. Here, the line li = {(αi,−it)|t ≥ 0} is called the cut line. We note that
the circuit δi meet the cut line li just once. The system {G∗0, G∗1, · · · , G∗5} has the intersection matrix

−2 −1 0 0 0 −1
−1 −2 2 0 0 0
0 2 −2 1 0 0
0 0 1 0 0 0
0 0 0 0 0 −1
−1 0 0 0 −1 −2


.
We set
Tn =


−1 0 0 0 1 0
0 1 0 −2 0 0
0 0 1 1 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 1 −1


and
t(H∗0 , H
∗
1 , H
∗
2 , H
∗
3 , H
∗
4 , H
∗
5 ) = Tn
t(G∗0, G
∗
1, G
∗
2, G
∗
3, G
∗
4, G
∗
5).
We can see that the intersection matrix of the system {H∗0 , H∗1 , · · · , H∗5} is equal to A2(−1) ⊕ U ⊕ U.
Now, we remark that we can take a system of basis {C1, · · · , C16} of NS(S0) such that each of {Cj}j are
7
Figure 3: 2-cycles G∗i
contained in π−11 (α0)∪π−11 (α∞). Note that H∗0 , · · · , H∗5 do not meet the singular fibres of π1. Therefore,
we have the following result.
Proposition 2.1. The set {H∗0 , · · · , H∗5} of 2-cycles gives a basis of Tr(S0).
Next, let us construct another system {G0, G1, · · · , G5} of 2-cycles. Let ̺i (i = 0, 1, · · · , 5,∞) be an
arc in x1-plane whose start point and end point are given by Table 3 (see also Figure 4). Recalling the
̺0 ̺1 ̺2 ̺3 ̺4 ̺5
start point α∞ α∞ α0 α∞ α0 α∞
end point α1 α2 α3 α0 α4 α6
Table 3: Arcs ̺i
vanishing cycles in Table 2, we have the following 2-cycles
G0 = Γ(̺0, γ1 + γ2), G1 = Γ(̺1,−γ2), G2 = Γ(̺2, γ2),
G3 = Γ(̺3, γ1), G4 = Γ(̺4, γ2), G5 = Γ(̺5, γ1).
Set
Sn =


−1 0 0 0 0 0
0 1 0 0 0 0
0 1 −1 1 0 0
0 1 1 0 0 0
1 1 −1 1 −1 1
0 0 0 0 0 −1


and
t(H0, H1, H2, H3, H4, H5) = Sn
t(G0, G1, G2, G3, G4, G5).
From Figure 3 and 4, the intersection numbers for the system {Hi}i and {H∗i }i are calculated as
Hi ·H∗j = δij (0 ≤ i, j ≤ 5). (2.2)
Especially, from Proposition 2.1 and (2.2), {H0, H1, · · · , H5, C1, · · · , C16} gives a basis of H2(S0,Z).
Recalling the construction of the period mapping Φ of (1.7), we have the following theorem.
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Figure 4: 2-cycles Gj
Theorem 2.1. There exists an S-marking ψ[t] : H2(S([t]),Z) → LK3 in the sense of Section 1 so that
the initial marking ψ0 : H2(S0,Z)→ LK3 satisfies
ψ0(H2) = Γ1, ψ0(H3) = Γ2, ψ0(H4) = Γ3, ψ0(H5) = Γ4, ψ0(H0) = Γ5, ψ0(H1) = Γ6,
ψ0(Cj) = Γj+6 (j ∈ {1, · · · , 16}).
Especially, there is a branch of the multivalued mapping Φ of (1.7) with the special value
Φ([t0]) =
(∫
H2
ω[t0] :
∫
H3
ω[t0] :
∫
H4
ω[t0] :
∫
H5
ω[t0] :
∫
H0
ω[t0] :
∫
H1
ω[t0]
)
.
3 Hermitian modular forms
3.1 Definition of Hermitian modular forms
Set
HI =
{
W =
(
τ z
w τ ′
)
∈M2(C)
∣∣∣ 1
2
√−1(W −
tW ) > 0
}
. (3.1)
This is a 4-dimensional complex bounded symmetric domain of type I.
Let K be an imaginary quadratic field. Let OK be its ring of integers. Letting J =
(
0 −I2
I2 0
)
, set
Γ(OK) =
{
M ∈M4(OK)
∣∣∣MJ tM = J}/{±1}. (3.2)
This group plays a role as a full-modular group for the Hermitian modular forms. An element M =(
A B
C D
)
∈ Γ(OK) acts on HI by
W 7→ (AW +B)(CW +D)−1.
Definition 3.1. Let k ∈ Z and ν ∈ Hom(Γ(OK),C×). A Hermitian modular form of weight k and
character ν for the group Γ(OK) is a holomorphic function f on HI satisfying
(f |kM)(W ) = ν(M)f(W ),
where
(f |kM)(W ) := det(CW +D)−kf((AW +B)(CW +D)−1). (3.3)
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By specialists in modular forms, structures of rings of Hermitian modular forms are determined in
several cases. For example, when K = Q(
√−3), Dern and Krieg [DK] studied the ring of Hermitian
modular forms in detail by applying techniques of Eisenstein series and Borcherds products.
Proposition 3.1. (1) ([DK], Theorem 7) There are algebraically independent Hermitian modular form
E4 (E6, φ9, E10, E12, resp.) of weight 4 (6, 9, 10, 12, resp.) for the case K = Q(
√−3). There is a modular
form φ45 of weight 45 and a polynomial p(X1, X2, X3, X4, X5) such that φ
2
45 = p(E4, E6, φ9, E10, E12).
(2) ([DK], Corollary 3) Let W =
(
τ z
w τ ′
)
∈ HI. Then, the modular form φ9 (φ45, resp.) is
identically equal to 0 on the locus {z = w} ({z = −w}, resp.).
3.2 Modular isomorphism and moduli of K3 surfaces
In our work, we will consider the case of K = Q(
√−3).
We have the following modular isomorphism
f : D ∋ Z = t(ξ1 : ξ2 : ξ3 : ξ4 : ξ5 : ξ6)
7→ W = 1
ξ1
(
ξ3
1+
√−3
2 ξ5 +
1−√−3
2 ξ6
1−√−3
2 ξ5 +
1+
√−3
2 ξ6 ξ4
)
∈ HI . (3.4)
This induces an isomorphism f˜ : O˜+(A) ≃ 〈Γ(OK), T1〉 of modular groups, where T1 is the involution
given by W 7→ tW . Also, we need the involution T2 which is the involution given by W =
(
τ z
w τ ′
)
7→(
τ −w
−z τ ′
)
. We remark T2 ∈ 〈Γ(OK), T1〉.
Let S1 =
(
1 0
0 0
)
, S2 =
(
0 0
0 1
)
and S3 =
(
0 1
1 0
)
. We need the actions given by the matrices


Mj =
(
I2 Sj
0 I2
)
∈ Γ(OK) for Sj ,
J =
(
0 −I2
I2 0
)
∈ Γ(OK).
(3.5)
Remark 3.1. Recalling Lemma 1.1, we have
f˜−1(M1) =


1 0 0 0 0 0
0 1 0 −1 0 0
1 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1


, f˜−1(M2) =


1 0 0 0 0 0
0 1 −1 0 0 0
0 0 1 0 0 0
1 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1


,
f˜−1(M3) =


1 0 0 0 0 0
1 1 0 0 1 1
0 0 1 0 0 0
0 0 0 1 0 0
1 0 0 0 1 0
1 0 0 0 0 1


, f˜−1(J) =


0 −1 0 0 0 0
−1 0 0 0 0 0
0 0 0 −1 0 0
0 0 −1 0 0 0
0 0 0 0 1 0
0 0 0 0 0 1


,
f˜−1(T1) =


−1 0 0 0 0 0
0 −1 0 0 0 0
0 0 −1 0 0 0
0 0 0 −1 0 0
0 0 0 0 0 −1
0 0 0 0 −1 0


, f˜−1(T2) =


1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 0 −1
0 0 0 0 −1 0


.
They are elements of O˜+(A).
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Under the modular isomorphism f of (3.4), the modular forms in the sense of Definition 1.1 are
regarded as the Hermitian modular forms on HI of Definition 3.1. Due to this identification, Theorem
1.1 is concordant with Proposition 3.1. In particular, we have the following result.
Proposition 3.2. The modular form t18(Z) (d90(Z), resp.) in the sense of Theorem 1.1 vanishes on the
locus f−1({z = w}) (f−1({z = −w}), resp.), where f is the modular isomorphism (3.4).
This means that we have a natural geometric meaning of the Hermitian modular forms using the
period mapping of K3 surfaces. Especially, in [DK], it is proved the existence of the polynomial
p(X1, X2, X3, X4, X5) in Proposition 3.1 based on techniques of modular forms. Due to Proposition 1.2,
Theorem 1.1 and Remark 1.1, which are results of K3 surfaces, we are able to give a natural geometric
meaning to p(X1, X2, X3, X4, X5) by identifying this with d90(t) of (1.6).
4 Theta expression of inverse period mapping via Burkhardt
invariants
In this section, we will obtain the complete theta expression of the inverse period mapping of S([t]) in
(1.1).
In the argument below, O(x, y) means a power series in x and y with the constant term 0.
4.1 Igusa invariants
Let us review the theta functions on the Siegel upper half plane S2 of degree 2. For W0 ∈ S2 and
mj =
(
s
t
)
, nj =
(
u
v
)
,
set
ϑj(W0) =
∑
(a,b)∈Z2
epi
√−1(a+ 12 s,b+ 12 t)W0t(a+ 12 s,b+ 12 t)+2pi
√−1(a+ 12 s,b+ 12 t)t( 12u, 12 v) (4.1)
for j ∈ {0, 1, · · · , 9}. Here, the correspondence between j and the characteristics (mj , nj) is given by
Table 4.
j 0 1 2 3 4 5 6 7 8 9
mj
(
0
0
) (
1
0
) (
0
1
) (
1
1
) (
0
0
) (
0
0
) (
0
0
) (
1
0
) (
0
1
) (
1
1
)
nj
(
0
0
) (
0
0
) (
0
0
) (
0
0
) (
1
0
) (
0
1
) (
1
1
) (
0
1
) (
1
0
) (
1
1
)
Table 4: Correspondence between j and (rj , sj)
For W0 =
(
τ z
z τ ′
)
∈ S2, we set
q1 = e
2pi
√−1τ , q2 = e
2pi
√−1τ ′ , ζ = e2pi
√−1z, q˜1 = e
pi
√−1τ , q˜2 = e
pi
√−1τ ′ . (4.2)
We have the following Fourier expansion of them.
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Proposition 4.1.
ϑ0(W0) = 1 +O(q˜1, q˜2),
ϑ1(W0) = q
1
8
1 (2 +O(q˜1, q˜2)),
ϑ2(W0) = q
1
8
2 (2 +O(q˜1, q˜2)),
ϑ3(W0) = q
1
8
1 q
1
8
2 (2(ζ
1
4 + ζ−
1
4 ) +O(q˜1, q˜2)),
ϑ4(W0) = 1 +O(q˜1, q˜2),
ϑ5(W0) = 1 +O(q˜1, q˜2),
ϑ6(W0) = 1 +O(q˜1, q˜2),
ϑ7(W0) = q
1
8
1 (2 +O(q˜1, q˜2)),
ϑ8(W0) = q
1
8
2 (2 +O(q˜1, q˜2)),
ϑ9(W0) = q
1
8
1 q
1
8
2 (2(−ζ
1
4 + ζ−
1
4 ) +O(q˜1, q˜2)).
Proof. ϑj(W0) has an expression
ϑj(W0) = q
α1
1 q
α2
2
∑
(a,b)∈Z2
e2pi
√−1(ϕ1(a,b)τ+ϕ2(a,b)τ ′)e2pi
√−1(ψ1(a,b)z+ψ2(a,b)w),
where ϕl(a, b), ψl(a, b) ∈ C[a, b, c, d] (l ∈ {1, 2}) and ϕl(a, b) does not contain any constant terms. For
each j, the pair (a, b) satisfying ϕ1(a, b) = ϕ2(a, b) = 0 are given in Table 5. From that table, the assertion
follows.
k α1 α2 (a, b) for ϕ1(a, b) = ϕ2(a, b) = 0
0 0 0 (0, 0)
1 18 0 (0, 0), (−1, 0)
2 0 18 (0, 0), (0,−1)
3 18
1
8 (0, 0), (−1, 0), (0,−1), (−1,−1)
4 0 0 (0, 0)
5 0 0 (0, 0)
6 0 0 (0, 0)
7 18 0 (0, 0), (−1, 0)
8 0 18 (0, 0), (0,−1)
9 18
1
8 (0, 0), (−1, 0), (0,−1), (−1,−1)
Table 5: (a, b) for ϕ1(a, b) = ϕ2(a, b) = 0
Let ψ4, ψ6, χ10 and χ12 be the Igusa invariants defined in [I]. The function ψ4 (ψ6, χ10, χ12, resp.)
gives a Siegel modular form of the character id and weight 4, (6, 10, 12, resp.) for the Siegel modular
group Sp4(Z). They are algebraically independent. Precisely, they have the following expressions by the
12
theta functions of (4.1):
ψ4 =2
−2 ·
9∑
m=0
ϑ8m,
ψ6 =2
−2 ·
∑
syzygous
±(ϑm1ϑm2ϑm3)4,
χ10 =− 2−14 ·
9∏
m=0
θ2m,
χ12 =2
−17 · 3−1 ·
∑
complements of Go¨pel quadruples
(ϑm1ϑm2ϑm3ϑm4ϑm5ϑm6)
4
=2−17 · 3−1 · ((ϑ4ϑ5ϑ6ϑ7ϑ8ϑ9)4 + (ϑ1ϑ2ϑ3ϑ7ϑ8ϑ9)4 + (ϑ0ϑ2ϑ5ϑ6ϑ7ϑ9)4 + (ϑ0ϑ1ϑ4ϑ6ϑ8ϑ9)4
+ (ϑ2ϑ3ϑ4ϑ6ϑ8ϑ9)
4 + (ϑ1ϑ3ϑ5ϑ6ϑ7ϑ9)
4 + (ϑ1ϑ2ϑ3ϑ4ϑ5ϑ6)
4 + (ϑ0ϑ2ϑ3ϑ5ϑ8ϑ9)
4
+ (ϑ0ϑ1ϑ3ϑ4ϑ7ϑ9)
4 + (ϑ0ϑ3ϑ4ϑ5ϑ7ϑ8)
4 + (ϑ0ϑ1ϑ2ϑ6ϑ7ϑ8)
4 + (ϑ0ϑ2ϑ3ϑ4ϑ6ϑ7)
4
+ (ϑ0ϑ1ϑ3ϑ5ϑ6ϑ8)
4 + (ϑ0ϑ1ϑ2ϑ4ϑ5ϑ9)
4 + (ϑ1ϑ2ϑ4ϑ5ϑ7ϑ8)
4).
We have the local Fourier expansions of the Igusa invariants as follows.
Proposition 4.2.
ψ4(W0) = 1 +O(q1, q2),
ψ6(W0) = 1 +O(q1, q2),
χ10(W0) = −2−2 · q1q2((ζ + ζ−1 − 2) +O(q1, q2)),
χ12(W0) = 2
−2 · 3−1 · q1q2((ζ + ζ−1 + 10) +O(q1, q2)).
Proof. From the explicit definitions of the Igusa invariants and Proposition 4.1, the assertion follows.
By the inverse period mapping for the Clingher-Doran family of (1.9), the pair of parameters (α : β :
γ : δ) are expressed by the Igusa invariants. The following is the main theorem of [CD].
Proposition 4.3. ([CD], Theorem 3.5)
(α : β : γ : δ) = (ψ4(W0) : ψ6(W0) : 2
12 · 35 · χ10(W0) : 212 · 36 · χ12(W0)).
According to Proposition 4.2 and 4.3, we have the following Fourier expansions of the parameters of
the Clingher-Doran family.
Proposition 4.4.
α(W0) = 1 +O(q1, q2),
β(W0) = 1 +O(q1, q2),
γ(W0) = −210 · 35 · q1q2((ζ + ζ−1 − 2) +O(q1, q2)),
δ(W0) = 2
10 · 35 · q1q2((ζ + ζ−1 + 10) +O(q1, q2)).
4.2 Dern-Krieg theta functions
Dern-Krieg [DK] considered the five theta functions Θk(W ) (k ∈ {0, 1, · · · , 4}) on the symmetric space
HI of (3.1) (see also [FS2]). In this section, we will see their properties.
Let K be the imaginary quadratic field Q(
√−3). For W ∈ HI , set
Θk(W ) =
∑
g∈O2
K
+ 1√
3
pk
e2pi
√−1gW tg. (4.3)
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k 0 1 2 3 4
pk =
(
s
t
) (
0
0
) (
1
0
) (
0
1
) (
1
−1
) (
1
1
)
Table 6: Correspondence between k and pk
Here, the correspondence between the index k and the characters pk is given in Table 6.
We need the explicit expansion of (4.3) on the loci {z = w} and {z = −w} in HI =
{
W =
(
τ z
w τ ′
)}
.
By the direct calculation, we obtain the following.
Proposition 4.5.
Θk(W )|z=w =
∑
(a,b,c,d)∈Z4
e2pi
√−1(a2−ac+c2+sc+ s23 )τ+2pi
√−1(b2−bd+d2+td+ t23 )τ ′
× e2pi
√−1(2ab+2cd−ad−bc+tc+sd+23 st))z . (4.4)
Also,
Θk(W )|z=−w =
∑
(a,b,c,d)∈Z4
e2pi
√−1(a2−ac+c2+sc+ s23 )τ+2pi
√−1(b2−bd+d2+td+ t23 )τ ′
× e2pi
√−1(
√
3
√−1(ad−bc)+ 2
√−1√
3
(at−bs)−
√−1√
3
(ct−ds))z
. (4.5)
Remark 4.1. The restriction (4.4) of (4.3) on the locus {z = w} is equal to the theta functions for the
root lattice A2, which are precisely studied in [FS1].
Let us consider the Fourier expression of the Dern-Krieg theta functions. Recall the notation (4.2)
and let ξ = e
pi√
3
z
. We have the following.
Proposition 4.6. (1)
Θ0(W )|z=w = 1 +O(q1, q2),
Θ1(W )|z=w = q
1
3
1 (3 +O(q1, q2)),
Θ2(W )|z=w = q
1
3
2 (3 +O(q1, q2)),
Θ3(W )|z=w = q
1
3
1 q
1
3
2 (3(ζ
− 23 + 2ζ
1
3 ) +O(q1, q2)),
Θ4(W )|z=w = q
1
3
1 q
1
3
2 (3(ζ
2
3 + 2ζ−
1
3 ) +O(q1, q2)).
(2)
Θ0(W )|z=−w = 1 +O(q1, q2),
Θ1(W )|z=−w = q
1
3
1 (3 +O(q1, q2)),
Θ2(W )|z=−w = q
1
3
2 (3 +O(q1, q2)),
Θ3(W )|z=−w = q
1
3
1 q
1
3
2 (3(1 + ξ
2 + ξ−2) +O(q1, q2)),
Θ4(W )|z=−w = q
1
3
1 q
1
3
2 (3(1 + ξ
2 + ξ−2) +O(q1, q2)).
Proof. Θk(W ) has an expression
Θk(Z) = q
α1
1 q
α2
2
∑
(a,b,c,d)∈Z4
e2pi
√−1(ϕ1(a,b,c,d)τ+ϕ2(a,b,c,d)τ ′) × e2pi
√−1(ψ1(a,b,c,d)z+ψ2(a,b,c,d)w),
where ϕl(a, b, c, d), ψl(a, b, c, d) ∈ C[a, b, c, d] (l ∈ {1, 2}) and ϕl(a, b, c, d) does not contain any constant
terms. For each k, (a, b, c, d) satisfying ϕ1(a, b, c, d) = ϕ2(a, b, c, d) = 0 is given in Table 7. From that
table, we can obtain the assertion.
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k α1 α2 (a, b, c, d) for ϕ1(a, b, c, d) = ϕ2(a, b, c, d) = 0
0 0 0 (0, 0, 0, 0)
1 13 0 (0, 0, 0, 0), (0, 0,−1, 0), (−1, 0,−1, 0)
2 0 13 (0, 0, 0, 0), (0, 0, 0,−1), (0,−1, 0,−1)
3 13
1
3 (0, 0, 0, 0), (0, 0, 0, 1), (0, 1, 0, 1), (0, 0,−1, 0), (0, 0,−1, 1),
(0, 1,−1, 1), (−1, 0,−1, 0), (−1, 0,−1, 1), (−1, 1,−1, 1)
4 13
1
3 (0, 0, 0, 0), (0, 0, 0,−1), (0,−1, 0,−1), (0, 0,−1, 0), (0, 0,−1,−1),
(0,−1,−1,−1), (−1, 0,−1, 0), (−1, 0,−1,−1), (−1,−1,−1,−1)
Table 7: (a, b, c, d) for ϕ1(a, b, c, d) = ϕ2(a, b, c, d) = 0
4.3 Burkhardt invariants
Let us consider the actions of the system in (3.5) on the theta functions. Setting K = Q(
√−3), let us
consider a mapping Ψ : Γ(OK)→ GL5(C) satisfying
(detM)−1


Θ0|1M
Θ1|1M
Θ2|1M
Θ3|1M
Θ4|1M

 = Ψ(M)


Θ0
Θ1
Θ2
Θ3
Θ4

 , (4.6)
for M ∈ Γ(OK). Here, we use the notation (3.3). We have the following explicit expression of Ψ.
Proposition 4.7. ([DK] Theorem 8) Set ω = e
2pi
√
−1
3 . Then, for the matrices in (3.5),
Ψ(M1) = diag(1, ω, 1, ω, ω), Ψ(M2) = diag(1, 1, ω, ω, ω), Ψ(M3) = diag(1, 1, 1, ω, ω
2)
and
Ψ(J) =
1
3


−1 −2 −2 −2 −2
−1 1 −2 1 1
−1 −2 1 1 1
−1 1 1 1 −2
−1 1 1 −2 1

 .
We remark that Γ(OK)/H , where H (⊂ Γ(OK)) is the congruence subgroup of level
√−3, is a
simple group of order 25920. This group is called the Burkhardt group. The above mapping Ψ defines an
irreducible 5-dimensional representation of the Burkhardt group. The Molien series of this representation
is calculated as
1 + t45
(1− t4)(1 − t6)(1− t10)(1− t12)(1− t18) .
Letting G33 be the group of No.33 in the list of Shephard-Todd [ST] of complex reflection group, the
Burkhardt group is isomorphic to G33/{±1}.
Let us consider the polynomial ring C[T0, T1, T2, T3, T4] in indeterminates T0, · · · , T4. For integers
n0, · · · , n4 such that n0 ≥ 0 and n1 ≥ n2 ≥ n3 ≥ n4 ≥ 0, we set
(n0;n1, n2, n3, n4) = T
n0
0
∑
σ∈S4/Stab(n1,n2,n3,n4)
∏
i=1,2,3,4
T niσ(i) ∈ C[T0, T1, T2, T3, T4],
where S4 is the symmetric group and
Stab(n1, n2, n3, n4) = {σ ∈ S4|(nσ(1), nσ(2), nσ(3), nσ(4)) = (n1, n2, n3, n4)}.
However, unless n1 = 0, we omit entries 0 for nj (j = 1, 2, 3, 4) in this notation. For example,
(4; 0) = T 40 , (1; 3) = T0(T
3
1 + T
3
2 + T
3
3 + T
3
4 ),
(0; 3, 3) = T 31 T
3
2 + T
3
1 T
3
3 + T
3
1 T
3
4 + T
3
2 T
3
3 + T
3
2 T
3
4 + T
3
3 T
3
4 .
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Burkhardt [B] determines the algebraically independent invariants B4, B6, B10, B12 and B18 of the rep-
resentation Ψ as follows:
B4(T0, · · · , T4) =(4; 0) + 8(1; 3) + 48(0; 4),
B6(T0, · · · , T4) =(6; 0)− 20(3; 3) + 360(2; 1, 1, 1, 1)+ 80(0; 3, 3)− 8(0; 6),
B10(T0, · · · , T4) =(6; 1, 1, 1, 1)− (4; 3, 3) + (3; 4, 1, 1, 1) + 9(2; 2, 2, 2, 2) + (1; 6, 3)− 6(1; 3, 3, 3)
− 2(0; 7, 1, 1, 1)+ 2(0; 4, 4, 1, 1),
B12(T0, · · · , T4) =3(8; 1, 1, 1, 1) + 5(6; 3, 3)− 33(5; 4, 1, 1, 1)+ 243(4; 2, 2, 2, 2)− (3; 6, 3)− 102(3; 3, 3, 3)
+ 30(2; 7, 1, 1, 1)+ 78(2; 4, 4, 1, 1)− 108(1; 5, 2, 2, 2)− 4(0; 9, 3) + 16(0; 6, 6)
− 8(0; 6, 3, 3) + 168(0; 4, 4, 4, 4),
and
B18(T0, · · · , T4) =3(10; 2, 2, 2, 2)− 4(9; 3, 3, 3) + 6(8, 4, 4, 1, 1)− 18(7; 5, 2, 2, 2)− (6; 6, 6) + 10(6; 6, 3, 3)
+ 96(6; 3, 3, 3, 3)− 12(5; 7, 4, 1, 1)− 90(5; 4, 4, 4, 1)+ 27(4; 8, 2, 2, 2)+ 108(4; 5, 5, 2, 2)
+ 2(3; 9, 6)− 8(3; 9, 3, 3) + 4(3; 6, 6, 3)− 168(3; 6, 3, 3, 3)+ 6(2; 10, 4, 1, 1)
− 24(2; 7, 7, 1, 1)+ 12(2; 7, 4, 4, 1)+ 315(2; 4, 4, 4, 4)− 12(1; 11, 2, 2, 2)
+ 18(1; 8, 5, 2, 2)− 72(1; 5, 5, 5, 2)− (0; 12, 6) + 2(0; 12, 3, 3) + 2(0; 9, 9)− 2(0; 9, 6, 3)
− 8(0; 9, 3, 3, 3)+ 6(0; 6, 6, 6) + 8(0; 6, 6, 3, 3).
Remark 4.2. In the original definition of these invariants in [B], there are some typos. For example,
monomials “+12Y 80
∑
Y 41 Y
4
2 Y3Y4”, “−36Y 70
∑
Y 51 Y
2
2 Y
3
3 Y
3
4 ”, “+12Y0
∑
Y 111 Y
2
2 Y
2
3 Y
2
4 ” and
“−27Y0
∑
Y 51 Y
5
2 Y
5
3 Y
2
4 ” in the original J18 ([B] p.209) are incorrect.
From now on, we will use the notation
Bj(W ) = Bj(Θ0(W ),Θ1(W ),Θ2(W ),Θ3(W ),Θ4(W )) (j ∈ {4, 6, 10, 12, 18}),
where Θk(W ) are the theta functions of (4.3). Especially, W 7→ Bj(W ) is a holomorphic function on HI .
Remark 4.3. The above explicit expressions of B4(W ) and B6(W ) are equal to E4 and E6 in [DK]
Section 5. We remark that Dern and Krieg obtain them by using a calculation aided by MAGMA. On
the other hand, those of B10(W ), B12(W ) and B18(W ) do not appear in that paper.
We will need the Fourier expansions of these functions. Due to Proposition 4.6 and the definition of
the Burkhardt invariants, we have the following.
Proposition 4.8. (1)
B4(W )|z=w = 1 +O(q1, q2),
B6(W )|z=w = 1 +O(q1, q2),
B10(W )|z=w = 2 · 34 · q1q2((ζ + ζ−1 − 2) +O(q1, q2)),
B12(W )|z=w = 2 · 35 · q1q2((ζ + ζ−1 + 10) +O(q1, q2)),
B18(W )|z=w = 0.
(2)
B4(W )|z=−w = 1 +O(q1, q2),
B6(W )|z=−w = 1 +O(q1, q2),
B10(W )|z=−w = 34 · q1q2((ξ4 + ξ−4 + 2ξ2 + 2ξ−2 − 6) +O(q1, q2)),
B12(W )|z=−w = 35 · q1q2((ξ4 + ξ−4 + 2ξ2 + 2ξ−2 + 18) +O(q1, q2)),
B18(W )|z=−w = 39 · q21q22((ξ − ξ−1)6(ξ + ξ−1)2 +O(q1, q2)).
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Remark 4.4. The relation B18(W )|z=w = 0 is equal to the relation P18(A1, · · · , A5) = 0 in [FS1]
p.31-32.
4.4 Theta expression of inverse period mapping
In this section, let us give the explicit expression of the parameters t4, t6, t10, t12, t18 of (1.1) by the Dern-
Krieg theta functions. We will consider the composite of the modular isomorphism f−1 of (3.4) and the
modular form tj in Theorem 1.1. By abuse of notation, HI ∋ W 7→ tj(W ) ∈ C stands for this function.
First, let us obtain the explicit expression of them on the locus {z = w} in HI .
Lemma 4.1.
(t4(W )|z=w : t6(W )|z=w : t10(W )|z=w : t12(W )|z=w)
= (−3 ·B4(W )|z=w : −2 · B6(W )|z=w : 29 · 3 · B10(W )|z=w : 29 ·B12(W )|z=w).
Proof. Due to the property of Siegel modular forms for Sp4(Z) and Proposition 4.3, the restrictions of
the Dern-Krieg theta functions on the locus {z = w} can be expressed by α, β, γ and δ of the family
(1.9). For example, B10(W )|z=w should be given by a linear combination of γ and αβ. Moreover, by
using Proposition 4.4 and Proposition 4.8 (1), we can obtain the following exact expression:
(α : β : γ : δ) = (B4(W )|z=w : B6(W )|z=w : −29 · 3 ·B10(W )|z=w : 29 · B12(W )|z=w).
By recalling Proposition 1.3, we have the assertion.
Theorem 4.1.
(t4(W ) : t6(W ) : t10(W ) : t12(W ) : t18(W ))
= (−3 ·B4(W ) : −2 ·B6(W ) : 29 · 3 ·B10(W ) : 29 · B12(W ) : −216 ·B18(W )).
Proof. By considering the degeneration of our K3 surface S([t]) on the locus {z = w} as in Proposition
1.2 (2), together with Proposition 4.8 (1) and Lemma 4.1, we can take a constant C18 such that
(t4(W ) : t6(W ) : t10(W ) : t12(W ) : t18(W ))
= (−3 ·B4(W ) : −2 ·B6(W ) : 29 · 3 · B10(W ) : 29 ·B12(W ) : C18 · B18(W )).
On the other hand, by Proposition 3.2, the modular form d90(t) of (1.6) should be zero on the
locus z = −w. According to (1.6) and Proposition 4.8 (2), the leading term of the Fourier expansion of
d90(W )|z=−w is calculated as
q71q
7
2 × (C18 + 216)× ( a polynomial in ξ, ξ−1).
Since this leading term should be equal to 0, it follows C18 = −216.
By the above theorem, together with the definitions of the Dern-Krieg theta functions and the
Burkhardt invariants, we have the following result.
Corollary 4.1. The modular forms W 7→ tj(W ) (j ∈ {4, 6, 10, 12, 18}) on HI , which are given as the
inverse of the period mapping for the family of K3 surface S([t]), are Q-rational.
Q-rational modular forms are very important in number theory. In fact, we can obtain arithmetic
results of the family of elliptic curves in (0.1) and the (normalized) Eisenstein series gj(τ) (j = 2, 3) from
the relation between algebraic varieties and Q-rational modular forms. Therefore, this corollary suggests
that our family of K3 surfaces will be a good model for arithmetic researches of K3 surfaces.
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