Data hiding in encrypted image is a recent popular topic of data security. In this paper, we propose a reversible data hiding algorithm with pixel prediction and additive homomorphism for encrypted image. Specifically, the proposed algorithm applies pixel prediction to the input image for generating a cover image for data embedding, referred to as the preprocessed image. The preprocessed image is then encrypted by additive homomorphism. Secret data is finally embedded into the encrypted image via modular 256 addition. During secret data extraction and image recovery, addition homomorphism and pixel prediction are jointly used. Experimental results demonstrate that the proposed algorithm can accurately recover original image and reach high embedding capacity and good visual quality. Comparisons show that the proposed algorithm outperforms some recent algorithms in embedding capacity and visual quality.
Introduction
Data hiding is an important technology for embedding secret data into a meaningful cover medium (such as an image or a video) to generate a stego-medium with a small distortion [1, 2] . Reversible data hiding (RDH) is a branch of data hiding, which can restore the original image from the stego-image after extraction of the embedded data. This restoration property of RDH plays an important role in those data-sensitive applications, such as medical imagery, military imagery, and law forensics, in which the cover image must be accurately restored.
In the past years, various RDH algorithms have been proposed. Generally, these RDH algorithms can be classified into three categories: lossless compression based algorithms, difference expansion (DE) based algorithms, and histogram shifting (HS) based algorithms. Lossless compression based algorithms vacate space for embedding secret message by losslessly compressing the least significant bit (LSB) planes or quantization residuals [3, 4] . They can be applied to image authentication and watermarking, but their embedding capacities are limited. DE based algorithms usually shift the difference of neighboring pixels for creating a vacant least significant bit (LSB) and append one secret bit to the vacated LSB [5, 6] . The HS based algorithms firstly shift the bins of histogram of gray values [7] or the predicted errors [8] [9] [10] [11] [12] for generating vacated space and then embed secret data into the vacated space. This kind of algorithms can provide a good trade-off between embedding capacity and visual quality.
Image encryption is a useful technique for protecting image content [13, 14] . It can convert an original image, known as plaintext image, into a meaningless image called the encrypted image. Since it cannot observe any useful information from the encrypted image, image content security is achieved. In some application scenarios, such as cloud storage, there are many encrypted images and people would 2 Security and Communication Networks like to embed secret message into encrypted images for privacy protection. These applications require efficient RDH algorithms for encrypted images.
Recently, many researchers have developed various RDH algorithms in encrypted images since the encrypted images are widely generated and stored in cyberspace. For example, Zhang [15] proposed a famous RDH algorithm in encrypted image. This RDH algorithm divides the encrypted image into several blocks and embeds a secret bit into a block by flipping 3 LSBs of a half of pixels in the block. This algorithm extracts secret data by exploiting a fluctuation function in terms of spatial correlation in natural images. Zhang' algorithm is the preliminary research of RDH algorithms in encrypted images, but this algorithm will cause bit errors in the recovered image and the extracted data for some cases. Hong et al. [16] exploited the spatial correlation using a different estimation equation and side match technique to achieve a low error rate. To reduce error rate, Liao and Shu [17] designed a useful metric for measuring block complexity by considering neighbor pixels in terms of the locations. In another work, Qin and Zhang [18] presented an RDH scheme with capability of image content protection. This scheme only alters three LSBs of selected pixels of encrypted image for secret bit embedding. The above-mentioned algorithms rely on spatial correlation of original image when extracting data, and their procedures of image recovery and data extraction are similar. For the encrypted JPEG images, Qian et al. [19] exploited the coding/decoding principle of the JPEG image to design a reversible data hiding scheme.
To separate data extraction from image decryption, Zhang [20] proposed to compress the encrypted images to vacate room for data hiding. In [21] , Qian and Zhang exploited distributed source coding to improve the embedding capacity of the RDH algorithm [20] . However, their encryption disorganizes spatial correlation of pixels and thus it is difficult to vacate space for data hiding. In another study, Yi et al. [22] exploited block permutation conduct image encryption for preserving spatial redundancy and used adaptive block-level based prediction-error expansion to conceal secret bits in the encrypted image blocks. Tang et al. [23] proposed a reversible data hiding algorithm in encrypted domain by exploiting alpha channel of portable network graphics (PNG) image. In this RDH algorithm, secret data is divided into some segments. For each segment, one bit is embedded into the LSB of encrypted pixel and other bits are hidden in the corresponding element of the alpha channel. A common feature of the above RDH algorithms is that they all embed secret data after image encryption.
Some researchers [24] [25] [26] [27] have proposed the idea of preprocessing image before encryption for data embedding. For example, Ma et al. [24] provided an RDH algorithm in encrypted images by reserving room before encryption. This algorithm first empties out room by embedding LSBs of some pixels into other pixels with a traditional RDH method, then encrypts the image, and finally uses the positions of these LSBs in the encrypted image to conceal secret data. Xu et al. [25] designed a specific encryption mode to encrypt interpolation-error of nonsample pixels and embedded secret data into interpolation-error using a modified version of histogram shifting and difference expansion technique. In another work, Nguyen et al. [26] used half of the pixels to classify the rest of the pixels into smooth and complex regions to provide room for embedding additional data. Agrawal and Kumar [27] divided original image into several consecutive sets, calculated mean of each set, stored it at the first element of its set before encryption, and finally embedded a secret bit into the encrypted pixels of one set except for the pixel holding the mean value in the set.
Recently, homomorphic encryption is introduced to RDH algorithms in encrypted images [28] [29] [30] [31] [32] . In [28] , the exclusive-or values of two neighboring pixels are reserved after image encryption so as to carry the additional data to be embedded. This is done by using the same pseudorandom bits to encrypt two neighboring pixels. Actually, the homomorphic property is equipped in the scheme [28] . Chen et al. [29] used Paillier encryption [33] to encrypt each pixel and embedded a secret bit into a pair of adjacent encrypted pixels. Shiu et al. [30] proceed a pair of adjacent original pixels using difference expansion to obtain a pair of odd or even pixels and then used Paillier encryption to encrypt the proceeded pixels. Similar to [29] , this algorithm also embeds a secret bit into a pair of adjacent encrypted pixels. A common weakness of the use of Paillier encryption in [29, 30] is data expansion. In another study, Li et al. [31] divided image into several crosses, adopted the same key to encrypt pixels in each cross, and accommodated for data hiding by using the difference histogram of the encrypted image. Xiao et al. [32] divided image into several blocks and conducted data hiding in each block via additive homomorphism and pixel value ordering strategy. Zhang et al. [34] proposed a lossless and reversible data hiding algorithm for ciphertext images encrypted by public key cryptography with probabilistic and homomorphic properties. This algorithm shows better performances than some previous algorithms [15, 16, 20] in terms of PSNR in directly decrypted image.
Although some useful homomorphism encryption-based RDH algorithms [29] [30] [31] for encrypted image have been reported. Their embedding capacity and visual quality are not desirable yet. For example, Chen's method [29] and Shiu's method [30] can only reach 0.5 bpp, and Li' scheme [31] cannot reach 0.8 bpp for most test images. Aiming at these problems, we propose an error-free RDH algorithm in encrypted domain. Our algorithm not only perfectly recovers original images but also reaches high embedding capacity and good visual quality. Many experiments are conducted to validate our efficiency and the results demonstrate that our algorithm outperforms some recent algorithms. The remainder of this paper is organized as follows. Section 2 explains our algorithm and Section 3 discusses experimental results. Conclusions are finally drawn in Section 4.
Proposed Reversible Data Hiding
Our proposed algorithm consists of four components: image encryption with homomorphism, data embedding with additive homomorphism, data extraction, and image recovery. Details of these components will be explained in the following sections.
Image Encryption with
Homomorphism. This component can be divided into two parts: the preprocessed image generation with prediction and homomorphism encryption. In our RDH algorithm, secret data will be embedded into the encrypted image by using additive homomorphism.
Preprocessed Image Generation with Prediction.
Predictors [35] [36] [37] [38] are widely used in RDH algorithms for plaintext image. In this paper, we select an accurate gradient selective prediction (AGSP) predictor [38] to determine the original pixel predictions, which are used to construct preprocessed pixels. The reason of our selection of AGSP predictor is that it can reach a good balance between predictor performance and computational cost. The AGSP predictor operates on the nine neighboring pixels (i.e., 8 , and x 9 ) of the current pixel x, as shown in Figure 1 . 
Let I be an 8-bit grayscale uncompressed original image with H×W size and I(i,j) be the pixel value in the i-th row and j-th column of I, where 1 Figure 2 , the original image I is divided into four regions denoted as Ω 1 , Ω 2 , Ω 3 , and Ω 4 , where Ω 1 consists of all pixels used for embedding auxiliary information, Ω 2 consists of unused pixels, Ω 3 consists of pixels used for prediction, and Ω 4 consists of pixels used for embedding secret data. The sizes of Ω 1 , Ω 2 , Ω 3 , and Ω 4 will be described in Section 2.2. Those pixels of Ω 1 , Ω 2 , and Ω 3 are kept unchanged in this stage. The pixels of Ω 4 are scanned from left to right and top to down, as shown in Figure 2 . For the pixel I(i,j) of Ω 4 , if it is located in a texture region, it may have a poor prediction. Here the local smoothness estimator is defined as the invariance denoted by Cp(i,j), which is used to determine whether I(i,j) is located in a smooth region or not. Consequently, Cp(i,j) can be determined as follows.
Pixel used for embedding auxiliary information
Unused pixel
Pixel used for prediction
Pixel used for embedding secret data where max and min are the maximum value and minimum value of the nine neighboring pixels of I(i,j), respectively. If Cp(i,j) is not bigger than a predefined threshold ∈ [0, 255], I(i,j) and its neighboring pixels are highly correlative and it is considered as the pixel in smooth region. Otherwise, I(i,j) is viewed as the pixel in textural region. Note that T should be determined in terms of image content. In general, a small T value is good for smooth image and a big T value is suitable for textural image.
is located in a smooth region, we calculate the prediction of I(i,j) using AGSP predictor and denote it as I(i,j) . Therefore, the prediction-error can be calculated as
is small with a high probability. Consequently, the preprocessed pixel I p (i,j) can be calculated as follows:
where r (r≥1) implies how many bits can be embedded in the pixel and r will be introduced in Section 2.2. Further, (3) can be rewritten as
Note that I p (i,j) may cause underflow or overflow. To avoid this, a location map L 1 with H×W size is exploited to record the underflow or overflow pixels. Specifically, if
and we use (3) to calculate I p (i,j). Let F be the preprocessed image and
pixel value in the i-th row and j-th column of F. Thus, F(i,j) can be obtained as follows.
After the above calculation, the preprocessed image F is generated.
Homomorphism Encryption.
Homomorphic encryption is an efficient encryption technology with the useful property that computation on ciphertext is equivalent to the computation on its plaintext. Here, a homomorphic encryption method [39] by addition modulo 256 is used. Suppose that m and c represent the plaintext and ciphertext. Thus, the homomorphic encryption and homomorphic decryption are described in (6) and (7), respectively,
where k denotes encryption key and E(⋅,⋅) and D(⋅,⋅) are the encryption and decryption operations, respectively. An important property of the above encryption is the addition homomorphism in the plaintext domain. Let m 1 and m 2 be two different plain values whose corresponding random encryption keys are k 1 and k 2 . Thus, we have the following equations:
where ⊕ is modular 256 addition. Especially, if k 2 is equal to zero, m 2 is considered as a given signal. Therefore, (8) and (9) can be rewritten as
From (10) and (11), it can be found that addition operation can be done directly on the encrypted data without decryption. In this work, we exploit the RC4 [40] controlled by an encryption key seed to generate a key matrix k(i,j) (1≤i≤H, 1≤j≤W), encrypt F(i,j) with the corresponding key k(i,j) by (6) , and obtain the encrypted pixel C(i, j). After all pixels are processed, the encrypted image C is then available.
Data Embedding with Additive Homomorphism.
Since the encrypted image C is generated using homomorphic encryption, we can embed secret data according to the property of additive homomorphism. Firstly, we convert a binary secret message into a sequence of secret digits in 2 rary notational system. Then, secret digits can be embedded into those pixels of the encrypted image C in Ω 4 except the marked pixels by
. Otherwise, we use the key whose value is 0 to encrypt s and embed s into C(i,j) as follows.
Note that if (F(i,j) + s) ≥ 256, the decrypted result of (10) should be (F(i,j)+s) mod 256. To accurately recover the original image and extract secret data, those pixels satisfying (F(i,j) + s) ≥ 256 must be recorded. To do so, another location map L 2 is used here. Since 0 ≤ s ≤ 2 r −1, the location map L 2 records the pixels whose values are larger than or equal to 256
and s is embedded according to (12) . Moreover, secret bits are not embedded into those pixels marked by L 1 and L 2 . Note that the location map L 1 is generated in the process of image encryption, while the location map L 2 is generated during data hiding. Both location maps should be embedded into the cover image. To reduce the size of data embedded, lossless compression with arithmetic coding is exploited to compress the location maps.
To exactly extract the secret data and recover the original image, some auxiliary information must be embedded into the encrypted image, including the size of secret digits, capacity parameter r, the threshold T, the sizes of two compressed location maps, and the two compressed location maps. As the size of secret digits is less than or equal to the number of pixels in the original image, log 2 HW bits are enough to record it, where H and W are the height and width of the original image, respectively. Similarly, 2log 2 HW bits are enough to save the sizes of two compressed location maps. Although a larger r will bring higher embedding capacity, it will also degrade image quality according to (3) . To balance the embedding capacity and image quality, the r value should be less than or equal to 7. Therefore, 3 bits can represent the r value. As the range of T is [0, 255], 8 bits can represent the T value. Let the size of compressed version of L 1 be l 1 and the size of compressed version of L 2 be l 2 . Thus, the size of auxiliary information can be determined as follows. Here the auxiliary information is embedded into the 3 LSBs of the encrypted pixels in Ω 1 by using LSB replacement technique. Note that secret data and the 3 LSBs of the encrypted pixels in Ω 1 are firstly concatenated to construct the data for embedding into Ω 4 in our algorithm. As the 3 LSBs of the used encrypted pixels in Ω 1 are preserved in advance, they can be accurately recovered during image recovery.
Clearly, the number of pixels in Ω 1 is 1 = ⌈ /3⌉, where ⌈⋅⌉ is the rounding function. The number of pixels in Ω 2 is
The number of pixels in Ω 3 is t 3 =2×W+3×(H −⌈⌈ /3⌉/ ⌉− 2). Let the total number of the pixels marked by L 1 and L 2 in Ω 4 be t 4 . Thus, the maximum pure embedding capacity (EC) of our RDH algorithm can be calculated as follows.
Note that the data hiding keys of our algorithm are the r value and the T value. In addition, the encrypted image containing secret data is called the marked encrypted image in the following sections.
Data Extraction and Image Recovery.
When the receiver obtains a marked encrypted image, he/she can conduct different operations according to the knowledge of keys. If only the encryption key is available, he/she can decrypt the marked encrypted image to directly retrieve the decrypted image, which is approximate to the original image. If both the encryption key and data hiding key are known, he/she can extract secret data exactly and recover the original image without errors. In this case, auxiliary information is firstly extracted from the 3 LSBs of pixels in Ω 1 . Then, the two compressed location maps are decompressed to retrieve the location maps L 1 and L 2 . Next, we extract secret digits and recover the original pixels as follows. If ( , ) ∈ Ω 2 or ( , ) ∈ Ω 3 or ( , ) ∈ Ω 4 and L 1 (i,j)=1, we directly decrypt ( , ) with k(i,j) to recover the original pixel I(i,j) according to (7) .
If ( , ) ∈ Ω 4 and L 1 (i,j)=0, we can obtain a decrypted pixel ( , ) by k(i,j). Since the original pixels which belong to Ω 2 or Ω 3 have been recovered, Cp(i,j) can be calculated by AGSP predictor. If Cp(i,j) > T, I(i,j)=F(i,j) . Otherwise, 
Cp(i,j) ≤ T and secret digits are embedded by additive homomorphism. Clearly, if L 2 (i,j)=0, F(i,j) = F(i,j)+s. Otherwise F(i,j) =F(i,j). Clearly, I(i,j)=(F(i,j)+(
Then the secret digit s can be extracted as follows.
The recovered pixel I(i,j) is used to recover the next pixel and extract the next secret digit. Consequently, the entire original pixels in Ω 4 are recovered and all secret digits are extracted according to the above scheme. Then, the secret digits are converted into a sequence of binary data. Note that the binary data is constructed by secret bits and the 3 LSBs of the used pixels in Ω 1 . Consequently, the binary data is divided into two parts and the preserved 3 LSBs of the used pixels are used to replace the 3 LSBs of the corresponding pixels in Ω 1 . After that, the encrypted pixels in Ω 1 are recovered and then they are decrypted to restore the original pixels. Finally, the original image is restored by the recovered pixels of the four regions.
Experimental Results
Many experiments are carried out to validate our performances. In the experiments, for a given embedding capacity, the threshold T is varied from 0 to 255 until the embedding capacity is satisfied. Section 3.1 presents the performance of encryption, Section 3.2 discusses our embedding capacity and visual quality, and Section 3.3 analyzes comparisons with other RDH algorithms. Figure 3 are used to test the perceptual security and the statistical security of the proposed encryption scheme. For space limitation, we encrypt eight images with r=1 to obtain the encrypted versions, as shown in Figure 4 . Clearly, the encrypted images are meaningless images, and we cannot observe any useful details of the original images from Figure 5 . This verifies that the proposed encryption scheme is effective.
Encryption Performance. Eight images sized 512×512 as shown in
To quantitatively measure the performance of the proposed encryption scheme, the objective metrics including entropy and correlation coefficient are used. The information entropy is an important measure of randomness, which is defined as follows.
where E={ 0 , e 1 , . . ., −1 } and P(e i ) is the possibility of occurrence of e i . In general, the bigger the entropy, the more secure the algorithm. For grayscale images, L=256 and the theoretical maximum value of entropy is 8. Table 2 presents the entropies of the encrypted images. It is found that all values are close to 8. This means that our encryption scheme is secure. Here, the well-known correlation coefficient is exploited to measure correlation among an image pair. It is defined as
where X and Y denote the matrices of the original image and the encrypted image, respectively, Cov means the covariance, and D means the variance. Table 2 illustrates the correlation coefficients between the original images and the encrypted images. It can be seen that the correlation coefficients are all almost 0. This means that there is almost no correlation between the encrypted image and the original image, indicating security of our encryption scheme.
Embedding Capacity and Visual Quality.
When T=255, all pixels except those marked pixels by L 1 and L 2 in Ω 4 of the encrypted image can be used for data hiding. reaches maximum value when r=2 or r=3. A bigger r means more pixels marked by L 1 and L 2 and then more auxiliary information should be recorded, which will decrease the pure embedding rate. In addition, the embedding rate and visual quality are both closely related to image contents. It is observed that smooth images will generally have bigger embedding rate and better visual quality than the textural images. That is the reason why the EC and PSNR of Barbara and Baboon are smaller than those of other test images. Table 7 lists the PSNRs of the eight decrypted images containing embedded data under different embedding rates when r=1. Clearly, a high embedding rate will lead to a low PSNR. This is because more secret bits embedded will introduce more distortions on the encrypted images. Moreover, the PSNRs of the textural image Baboon are smaller than those of other test images. The reason is that the used prediction in our RDH algorithm is more effective in smooth images than textural images. 
Performance Comparisons.
In this section, we compare the proposed algorithm with some recent popular RDH algorithms [22, 26, 27, 30, 31] . Figure 7 is the PSNR comparison among the assessed algorithms under different test images when r=1. It is observed that the PSNRs of the proposed algorithm are bigger than those of the compared algorithms [26, 27, 30] under any embedding rate for all test images. The RDH algorithm reported in [27] has lower performance than other algorithms due to the fact that it embeds several bits into hundreds of pixels. When the embedding rate is small, the PSNRs of the proposed algorithm are not always bigger than those of the compared algorithms [22, 31] . However, when the embedding rate is big, such as 0.8 and 0.9, the proposed algorithm will reach good performance. Specifically, for Lena, Peppers, and Tiffany, the PSNRs of the proposed algorithm are bigger than those of [22] when the embedding rate is bigger than 0.4 bpp. For Barbara, Baboon, Boats, and Man, the PSNRs of the proposed algorithm are bigger than those of [22] when the embedding rate exceeds 0.2 bpp. Moreover, the PSNRs of the proposed algorithm are bigger than those of [31] for all test images except Lena and Baboon.
Comparisons of the average PSNR of the eight test images among different algorithms are shown in Figure 8 . Clearly, our average PSNRs are all bigger than those of the compared algorithms [26, 27, 30, 31] under different embedding rates. Our average PSNRs are all bigger than those of the compared algorithm [22] when the embedding rate is bigger than 0.2 bpp. Our proposed algorithm has better performance than the compared algorithms in terms of PSNR. This is contributed by our efficient strategies as follows. Firstly, during preprocessing image generation, image pixels are classified into four regions, i.e., Ω 1 , Ω 2 , Ω 3 , and Ω 4 , and only those pixels in Ω 1 and Ω 4 will be changed and the pixels in Ω 2 and Ω 3 are kept unchanged. It is clear that fewer pixels changed will lead to better visual quality. Secondly, for those pixels in Ω 4 , data embedding is conducted by additive homomorphism, i.e., adding a number s smaller than 2 r to pixel, which will not greatly change the pixel value. For example, if r=1, s is 0 or 1. If r=2, s may be 0, 1, 2, or 3. Thirdly, the location maps are compressed by arithmetic coding. This operation can reduce the amount of auxiliary information. Finally, auxiliary information is embedded into those pixels in Ω 1 by the LSB replacement technique, which introduces slight distortion on the image.
Moreover, the RDH algorithm [22] is not secure enough. In this algorithm, the users include image provider, datahider, and receiver. The image provider encrypts input image by block permutation and stream encipher, where the block permutation only scrambles pixel positions and does not change pixel value. This means that the histogram of the original image is preserved after block permutation. During data embedding, data-hider must firstly decrypt the encrypted image by stream decipher (a reverse process of stream encipher), then conducts data embedding, and finally performs stream encipher again. In practice, image provider and datahider are different persons, and the image provider will generally expect that anyone including the data-hider cannot observe any information of the encrypted image. However, as data-hider can decrypt encrypted image by stream decipher, he/she can obtain a scrambled image whose histogram is the Proposed Yi et al. [22] Nguyen et al. [26] Agrawal et al. [27] Shiu et al. [30] Li et al. [31] Proposed Yi et al. [22] Nguyen et al. [26] Agrawal et al. [27] Shiu et al. [30] Li et al. [31] 
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Yi et al. [22] Nguyen et al. [26] Agrawal et al. [27] Shiu et al. [30] Li et al. [31] Embedding rate (bpp) Proposed Yi et al. [22] Nguyen et al. [26] Agrawal et al. [27] Shiu et al. [30] Li et al. [31] same as the original image. Consequently, he/she can further exploit those histogram-based image hashing algorithms [41, 42] to retrieve the original image of the scrambled image. This is a security loophole. For the proposed algorithm and other compared algorithms, image decryption is not needed during data embedding, and therefore there is no such security issue.
Computational time of the assessed algorithms is also compared. All RDH algorithms are coded in MATLAB R2011a and run on a computer with an Intel i5 CPU with 3.40 GHz, 4.00 GB memory, and Windows 10 operating system. Table 8 lists the running time of different algorithms under the different images. Note that the running time consists of image encryption, data embedding, image decryption, and secret extraction and image recovery for all the algorithms. From Table 8 , it is found that the algorithm reported in [27] has the fastest speed and the algorithm reported in [30] has the lowest speed. The algorithm reported in [30] is timeconsuming. This is due to the high complexity of Paillier encryption adopted in the algorithm [30] . The proposed algorithm and the algorithm in [26] have similar running time performances, which are both better than those of [22, 31] .
Conclusions
In this paper, a reversible data hiding with pixel prediction and additive homomorphism for encrypted image has been proposed. The proposed algorithm constructs a preprocessed image from the original image by using pixel prediction before encryption, then encrypts the preprocessed image by additive homomorphism, and embeds secret data into the encrypted image via modular 256 addition. The proposed algorithm uses homomorphic encryption, but it does not lead to data expansion. Experimental results have demonstrated that the proposed algorithm can accurately recover original image and reach high embedding capacity and good visual quality. Comparisons have shown that the proposed algorithm outperforms some recent RDH algorithms in embedding capacity and visual quality.
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