Described are two different statistical methods (component and discriminant analysis) used to compare electroenc phalographic patterns of normal and three types of mentally retarded persons ages 7-to 41-years-old. (CL) 
The purpose of this report is to describe sections of our studies in making use of the multivariate mathematical models to quantitative discrimination of EEG patterns among the groups of normal and several types of mentall retarded. We outline the preliminary approach in applying the techniques of principal component analysis and discriminant analysis.
1.
MATERIAL AND DATA PROCESSING
Thirty-eight EEG pattern samples of 10 second epoch during resting condition were extracted from three groups of mentally retarded, namely, the predisposed [Group P], the exogenous [Group E] and the Down's syndrome [Group D] , who ranged in age from 7 to 41 years. Those typical samples of each group, 11, 13 and 14 respectively, were selected from more than four hundred cases of the mentally retarded that were clinically examined. The subjects with evidence of any epileptic and other neurological signs were excluded in selection.
As controls, 32 normal samples ranging from 4 days to 20 years of age were also used [Group N], which consisted of the younger 17 samples ranged up to 6 years [ Group N1] and the other 15 samples matched In age to the retarded [Group N2]. These were extracted from the Gibbs' Atlas [1951] .
Data 'processing was performed in three steps. In the beginning, EEG patterns were digitized by A/D conversion of sample waves on the magnetic tape and were punched automatically in 8 bit paper tape for computer processing, using TEAC R-400/ ATAC 501-10/ TH800 system at the laboratory.
The binary coded decimal outputs thus obtained were then used to computer processing on multiple variables, listed in Table 1 , to gain overall informations of each pattern. Figure 1 shows the flo' of data processing except that in auto/cross correlation and spectrum analysis, and its computer program is also given in. the Appendix.
The final step is to apply the component analysis and the discriminant analysis to sample values of variables obtained. Since the variables to use should be limited in number at these procedures, due to the limit of computer memory, 26 variables were selected. Those are marked by Xl.to X26.
2.
COMPONENT ANALYSIS
Suppose the random p-dimensional vector X' [xl,x2,..,xp] has the variance and covariance matrix E. We shall assume that the mean vector is 0 and x's have the unit variance. The object of component analysis is to economize in the number of variates, and for that, is to seek for a linear combination of type Z = a'X which maximizes variance.
Let a be a p-dimensional column vector such that a'a = 1. Tnen the variance of Z is E[a'X]2 = E[aIXX'a] = a' Ea = a'Ra [1] where R is the correlation matrix.
To determine the normalized linear combination a'X with maximum %ari-ance, we must find a vector a satisfying a'a = 1 which maximizes [1] .
In order to get a solution, we should seek for a satisfying
[R-Ala = 0 [2] where A is a Lagrange multiplier. If a satisfies [2] and a'a = 1, then the variance of a'X is X. Thus for the maximum variance we should use in [2] the largest x, namely, xi.
Let al be a normalized solution of -= 0 . [3] Then :I = aCX is a linear combination with maximum variance, and is called the first component. Furthermore, we may find another vector a2 corresponding to the second largest root A2 of [2] , such that Z2 = a2'X has maximum The results are shown in Table 2 . It describes the coefficients of first seven linear combinations, which we obtained when applying the component analysis to 70 EEG samples simul'. Jously. The leading four extracted components, Z1, Z2, Z3 and Z4 account respectively for 23.0, 16.6, 13.3 and 8.9 per cent of the total variance, and evidently 75 per cent are accounted for by the seven components given in Table 2 .
Multiplying each coefficient by irj we have the correlation coefficient rij of ith variable and jth component; therefore, the signs of the coefficients and their relative magnitudes are useful to examine the nature of camponents.2 In the present results, it may be observed that Z1 sums up inforthation on "general development of EEG". Likewise, Z2, Z3, Z4,.. may be named
To get a solution of [2] with a'a = 1 we. must have R -AI singular; in other words, x must satisfy IR -AID = 0. The function IR -All is a polynomial in A of degree p. Therefore, the equation IR -AID = 0 has p roots; let these be Al > A2 > Ap.
respectively "frequency versatility", "amount of irregular slowing", "amount of beta-activities at the occipital region", and so on [See Figure 2 ]. Figure 2 Thus, owing to reduction in the dimensions, the classification of EEG patterns may be discussed economically in terms of a set of ftWer new variables, namely, components. But we think it is satisfactory to cvnsiderthat the discriminant analysis will be more effective x:o the classification problem, which will be described in the next section. [5]
Thus wv find
where K is the constant. The linear function Z = a'X, thus obtained, is the well-known discrimin...at function, that is to differentiate best the observations from two populations, IT1 and 1T2.
The same result may be reached by a different route. The ith normal density function is
Iz12..
17]
Then the ratio of densities is
The region of classification into IT', which we denote by R,, is the set of X's -112] ?. log k . [9] If we denote the left-hand side as U, and if ffi has the density [7] [i = 1, 2], the best regions of classification are given by R1:
U a log k R2:
U < log k If a priori probabilities qi and q2 are known, then k is given by
[10]
where C [1/2] is the cost of misclassifying an individual from IT2 as from IT', and C[2/1] is that in the opposite direction.
In the particular case of the two populations being equally likely and the costs being equal, k = 1 and log k = 0. Then the regions of classification into IT' and IT2 are respectively R,: U 0 R2:
If the first term of U will be denoted as a, namely,
then we obtain
The first term is the discriminant function previously introduced.
Transforming U sligatly, we get
Let us now define then U may be stated as
We may then rewrite the classification procedure as Ri: f1 ?f2 P.2 fl < f2 [16] [17) 3 [18] With using fi's, we may proceed to the classification among m populations [m ? 3] . The population nk corresponding to the greatest fig, say fk, among m fi's will be the most appropriate population, to which X should be allotted.
In sich a case, the probability of correct classification into ni is
The Mahalanobis'. distance between X and the centroid of ni, if we denote this by D2i, should be D22 = [X -pi]'t-1[X 1.sd = -2fi. Hence, we Things to be investigated will be divided into two cases; the one is allotting an individual. EEG sample to one of two populations, namely, the normal and the mentally retarded in general, and-the another is allotting to one of four populations: P, E, D and N. These are schematically illustrated in Figure 3 .
The purpose of the analysis is to seek for p linear functions of the variables, fi, i equals one to p, so that a -sample_ab4rvation can be allotted to appropriate one of p populations, according to which of the f's is the greatest when the sample values are substituted. Therefore, fi might be called a measure of proximity to population Iris As is evident from the upper diagram, in case of two populations, where to allocate a sample will be decided according to the value of the function U which we have by taking f2 from f1.
If the value of U is positive, the sample should be allotted to the mentally retarded, and if negative, to the normal.
The table. in Figure 4 shows the weights and the constant term of U, which we found by computation in case of two populations, using the sample data. At tha , Group N2 alone were used for the normal, for the sake of matching in age to Groups P, E and D. The values given to the whole samples by the discriminant function Z obtained in this way are also distributed in It is evident that two distributions for the mentally retarded samples and far the normal are clearly separated. Therefore, the probability of misclassification seems to be estimated as extremely low.
When we proceed to discrimination among four populations, however, results are more complicated. Table 3 shows the coefficients and the constant terms of the four linear functions f1, f2, f3 and f4, which we obtained by computation. From the values given to the samples by four functions, prob-abilities of assignment to each one of four populations may be computed for each sample. These probabilities are tabulated in Table 4 . The samples havifig a some amount of probabilities, large and small, to be assigned to the other groups are added by dashed lines. Probabilities of assignment to the normal are 1 for all normal EEG samples, but it can be seen that two 7 samples of Group P and Group D, namely, P-7 and D-14, are misclassified to the popupation E with the probabilities of 0.618 and 0.945 respectively.
Besides, complicated problem on classification may be pointed out for the sample E-6. The EEG patterns of those complicated samples classified to E are shown in Figure 6 , comparing with E-8 that is typical of Group E.
Thus, it is concluded that members o: any groups of the mentally retarded were not misclassified to Group N at least in this study. However, the general veracity of this conclusion is doubtful because such a result can be drawn merely from sampling bias, which should be the subject for a future study. We assume that the sampling bias of the normal EEG was the primary factor affecting the result. The dots, squares, and circles represent members of Groups P, E and D, respectively. and those added by sample numbers are the practically or probably misclassified ones given in Figure 6 , What is evident from Figure   5 is that Group E lies in close proximity to Group D, when compared with the relation: of P to E and P to D. It is consistent with the-results of the component analysis shown in Figure 2 , and such a result can be expected on pathological and empirical grounds [Hirai and Izawa, 1964] .
4,
DISCUSSIONS
The following points are left'as future problems: the one is what sort of multidimensional variables should be introduced to identify and differentiate an individual EEG pattern exactly, and the unbiased sampling also should carefully be considered; that is another point.
The results of multivariate statistical analysis may be said to depend finally on those two points. It may be true that the variables we introduced are mere preliminary ones; for that reason, further strict discussion, from physiological as well as statistical point, will be required on selecting appropriate variables. As to the sampling, as well, it becomes a serious problem that we used the normal EEG samples of the Gibbs' Atlas; those samples seem to be biased to fewer amount of fast waves and versatility, which will act in favor of discrimination from samples of the mentally retarded.
The discriminant analysis may also be accomplished by finding the weights a that maximize the discriminant criterion A, defined by the ratio of the between-groups to within-groups sums-of-squares of a linear combination t'X.
The criterion A should be provided, as will generally be true, that W is non-singular.
Thus, when this equation is solved, we get non-zero eigenvalues, which will be denoted as XI, X2,.., Xr in descending order of magnitude, and r associated eigenvectors al, a2,.., ar. The elements of those eigenvectors may be used as combining weights to form r uncorrelated discriminant functions, the entire set of which constitutes the discriminant space (Rulon, 1967; Tatsuoka, 1971] .
For this attempt, the severe restrictions of normality and identical dispersion matrix in each group are not required; in this respect, this method exceeds that we used, apart from the discussions of discriminatory power.
It seems to be a worthwhile subject to seek relationship between two methods in applying to EEG patterns.
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