Machine Translation (MT) systems based on Data-Oriented Parsing (DOP: Bod, 1998) and LFG-DOP (Bod & Kaplan, 1998) may be viewed as instances of Example-Based MT (EBMT). In both approaches, new translations are processed with respect to previously seen translations residing in the system's database. We describe the DOT models oftranslation (Poutsma, 1998, Poutsma, 2000 based on DOP. We demonstrate that DOT1 is not guaranteed to produce the correct translation, despite provably deriving the most probable translation. The DOT2 translation model solves most of the problems of DOT1, but suffers from limited compositionality when confronted with certain data. Notwithstanding the success of DOT2, any system based purelyon trees will ultimately be found wanting as a general solution to the wide diversity of translation problems, as certain linguistic phenomena require a description at levels deeper than surface syntax. We then show how LFG-DOP can be extended to serve as a novel hybrid model for MT, LFG-DOT (Way, 2001), which promises to improve upon DOT and other EBMT systems.
1.

Problems for EBMT
One of the major advantages which is often claimed of EBMT is that the overall quality of translation increases incrementally as the set of stored translations increases. For example, Mima et al., 1998 report that in their EBMT system, translation quality rose in an almost linear fashion, from 30% with 100 examples to 65% with all 774 examples (cf. Chapter 1, this volume). They also note that there seems to be a 443 M. earl anti A. Way (eds.) , Recent Advances in limit beyond which adding further examples does not improve the overall translation quality.
While the chances of finding an exact match become greater as the corpus size increases, there are two knock-on effects whose impact on the EBMT system should be minimized. Many models of example-based MT store examples as annotated linguistic structures. These include:
• • LFG c-structure trees and f-structures (e.g. Way, 2001 , Way, 2003 .
Firstly, adding more examples has a computational cost in all EBMT systems, but this is especially the case if the examples need to be parsed into linguistic representations such as those outlined above. Adding more examples also causes storage problems, and adds to the complexity of the search and retrieval stages of the EBMT process. It is, therefore, unclear that one of the purported advantages of EBMT, namely a lessening in computational cost when the size of the translation database is increased, is indeed areal benefit. Secondly, adding more examples may not be useful in practice. For example, a newly added translation pair may be identical to, or overlap other examples. Where a system involves the computation of a 'similarity metric ' (e.g. Somers et al., 1994) , this may be infiuenced by the frequency of examples, so that the score attached to certain matches increases if a large number of similar examples are found. Alternatively, in other systems, identical or similar examples may just be redundant. Somers (Somers, 1999:121; cf. Chapter 1, this volume) observes that "in such systems, the examples can be seen as surrogate 'rules', so that, just as in a traditional rule-based MT system, having multiple examples (rules) covering the same phenomenon leads to overgeneration".
The two main problems for EBMT are boundary definition and boundary friction. The first of these describes the scenario where retrieved
