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The overall objective in defining feature space is to reduce the dimensionality 
of the original pattern space, whilst maintaining discriminatory power for 
classification. To meet this objective in the context of ear biometrics a novel 
force field transformation is introduced in which the image is treated as an 
array of mutually attracting particles that act as the source of a Gaussian force 
field. In a similar way to Newton’s Law of Universal Gravitation pixels are 
imagined to attract each other according to the product of their intensities and 
inversely to the square of the distance between them. Underlying the force 
field there is a scalar potential energy field, which in the case of an ear takes 
the form of a smooth surface that resembles a small mountain with a number 
of peaks joined by ridges. The peaks correspond to potential energy wells and 
to extend the analogy the ridges correspond to potential energy channels. The 
directional properties of the force field are exploited to automatically locate 
these wells and channels, which then form the basis of a set of characteristic 
ear features. The new features are robust especially in the presence of noise, 
and have the advantage that the ear does not need to be explicitly extracted 
from its background.  The directional properties of the ensuing force field lead 
to two equivalent extraction techniques; one is algorithmic and based on field 
lines, while the other is analytical and based on the divergence of force 
direction. The technique is validated by performing recognition on a database 
of ears selected from the XM2VTS face database. This confirms not only that 
ears do indeed appear to have potential as a biometric, but also that the new 
approach is well suited to their description.  i 
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Ears have certain advantages over the more established biometrics; as 
Bertillon pointed out, they have a rich and stable structure that is preserved 
well into old age.  The ear does not suffer from changes in facial expression 
and is firmly fixed in the middle of the side of the head so that the immediate 
background is predictable, whereas face recognition usually requires the face 
to be captured against a controlled background.  Collection does not have an 
associated hygiene issue, as may be the case with direct contact fingerprint 
scanning, and is not likely to cause anxiety, as may happen with iris and retina 
measurements.  The ear is large compared with the iris, retina, and fingerprint 
and therefore is more easily captured, although less so than the face or gait. 
  An ear recognition system could be used like other biometric systems, 
say for access control. A database or register would be prepared by processing 
images of the ears of authorised personnel, to extract a set of characteristic 
features for each image. Personnel wishing to enter would have their ears 
scanned at the entrance and the image would be processed and compared for a 
match against the register. The stored features would have to be sufficiently 
distinct so as to be able to distinguish one ear from all the others, and 
sufficiently robust so that the same features would be produced every time the 
ear is scanned.  These are conflicting requirements and present a challenge to 
the system designer. 
There are a number of techniques with potential to find and describe a 
human ear for computer vision recognition.  Clearly, there are application 
constraints, such as occlusion by hair, but here the concern is with basic 
technique. For security systems this problem is easily overcome by simply 
holding the hair to one side during image capture.  Ear extraction could use an 
active contour [14,15] but with initialisation problems that could be relieved 
by a dual active contour [16], but this still requires establishment of inner and 
outer contours.  Once the ear image has been extracted, we need to describe its 
shape for recognition using low-level feature extraction where we seek to 
describe the image with invariance properties.  This can be achieved by edge 
detection [17,18,19], which is invariant for change in the overall illumination 
level.  It can also be achieved by phase congruency [20,21], which can tolerate 5 
 
 
 
In the second approach, as a result of analysing the mechanism of the field line 
approach, it was discovered that this approach has an analogous mathematical 
description, with its own unique advantages.  The analysis revealed that the 
channels and wells correspond to ridges and peaks in a mathematical function, 
revealing that they are really manifestations of the same phenomenon.  This 
function, which will be called convergence, maps the force field to a scalar 
field where the output is the additive inverse of the divergence of the direction 
of the force field.  The convergence function provides a richer description than 
just channels and wells because it includes negative versions of channels and 
wells, corresponding to positive divergence ridges and peaks respectively. 
The high dimensionality of the original image is traded for a much 
simpler feature description in the form of a set of channels and wells.  In the 
early stages of this research it was hoped that the wells alone would suffice as 
ear descriptors, which would have led to a particularly attractive solution in 
the form of a small set of coordinates.  However, it became clear that features 
for some ears only included two wells, which is clearly inadequate for realistic 
description and classification.  Also, the technique when applied to arbitrary 
shapes of constant grey level sometimes only found one well.  For this reason 
the richer but more complicated description offered by the channels and wells 
together became the main focus of the research. 
The features thus far described are not in a simple form suitable for 
direct comparison; indeed the precise nature of a channel has not been defined, 
other than to suggest that it is the path shared by two or more field lines that 
happen to converge.  Nevertheless, channels generally take the form of a small 
number of curves, perhaps meeting each other at one or more central wells.  
There is an implicit and reasonable assumption that such a collection of curves 
would be easier to compare than comparing the original image, perhaps using 
techniques from differential geometry [22].  There is also an assumption that 
such curves are sufficiently distinctive and robust to act as good descriptors.  
There is little point in comparing them if they do not adequately describe the 
ear shapes upon which they are based. 
To qualify as good ear features the essential character of the features 
must be preserved when the images are scaled, and they should not suffer 6 
 
 
 
unduly from noise problems, as may happen for example with moments [23].  
It would also be an advantage if a certain amount of occlusion by hair could be 
tolerated.  It is confirmed that the new force field features scale correctly when 
the image is resized, and the technique is also found to be very insensitive to 
noise, due to the force at any pixel position being a function of all the other 
pixels, implying large scale filtering.  The field line extraction process is very 
robust since the number and precise location of the initial test pixels does not 
matter as long as the image is adequately covered; field lines always flow 
towards wells, usually forming channels on the way.  Thus the new extraction 
technique does not suffer from the usual initialisation problems encountered 
by other extraction techniques such as active contours [14,15].  
Mathematical modeling techniques traditionally used in physics have 
recently attracted the attention of researchers in computer vision; for example 
[25] describes the use of Vector Potential to extract corners by treating the 
Canny edge map of the image as a current density. Also, a recent approach 
[26] used a Potential Field model in a medial axis transform.  Active contours 
[14,15,16] operate by treating image segmentation as an energy minimisation 
problem, and Xu [27] extends the active contour model by replacing the 
external local force with a force field derived from the image edge map. 
A selection of four samples taken from each of sixty-three subjects 
drawn from the XM2VTS face profiles database has been used to test the 
viability of the technique [28].  A classification rate of better than 91% has 
been achieved so far, using just simple template matching on the basic channel 
shapes, demonstrating the merit of the technique at least at this scale.  It can 
reasonably be expected that the use of more sophisticated channel matching 
techniques would lead to even better results.  As such, a new approach has 
been demonstrated with success in a new application domain.   
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we shall review some recent court cases that have thrown serious doubts on 
the universal assumption that fingerprint evidence is infallible. The question as 
to whether ears can be used to uniquely identify an individual naturally arises 
and this is also considered in the light of a recent US appeals court ruling on 
the admissibility of earprint evidence.   
We round off this chapter by considering the question of automated 
personal identification in the form of biometrics and the evolving technologies 
of electronic signatures.  Some underlying biometrics issues such as biometric 
uniqueness are considered by viewing biometrics in a classification context.  
Biometric parameters are reviewed, followed by a review of the present state 
of the art in biometric technologies, including some systems that are presently 
deployed and some that are under development. 
 13 
 
 
 
1.1.2 The Tichborne Claimant 
One of the most extraordinary cases in British legal history concerns the case 
of Arthur Orton, who claimed to be the heir to the Tichborne family fortune 
after the real heir had been missing and presumed drowned for more than 11 
years.  Roger Tichborne, born in Hampshire in 1829, was the heir to the 
considerable Tichborne family fortune, which would have made him a very 
wealthy man.  At age 23, having spent most of his youth in France, he 
embarked on a world tour.  His ship left Rio de Janeiro but never made land 
and was presumed lost at sea in 1854.  All on board were eventually declared 
dead but his mother had never given up hope of finding her son alive and 
placed advertisements in the Australian newspapers in 1865, some three years 
after his father had died.  In response to the advertisement a man came 
forward claiming to be her son.  The mother and some of her family believed 
his story, but most of the family believed him an imposter and so he took the 
trustees to court to claim his inheritance.  After a civil trial lasting more than 
three months, the jury found for the defendants and he was then charged with 
perjury.  After a criminal trial lasting more than 6 months he was found guilty 
and sentenced to 14 years in prison. 
 
1.1.3 Grand Duchess Anastasia 
Even more recently there is the case of Anna Anderson-Manahan who was 
believed to be the youngest daughter of Tsar Nikolai Romanov II of Russia.  A 
few years after the execution of the Tsar and his family, Anna Anderson was 
rescued from a suicide attempt in a German canal.  She was taken to a Berlin 
mental hospital where in 1921 she declared that she was the Grand Duchess 
Anastasia, claiming to have been rescued by one of the guards and taken to 
Romania.  She made her way to Germany to seek out her relatives but became 
depressed when she could not find them and tried to commit suicide.  Only a 
few of the Romanov relatives believed her story and it was not until 1967 that 
the courts, in response to the relative’s request to settle the estate, declared that 
she was not Anastasia.  One interesting piece of supportive evidence in Anna’s 
favour came in the form of gait identification.  Gled Botkin, who was a 19 
 
 
 
error rates are available for fingerprint identification.  He further suggests that 
fingerprint examiners may match prints to the wrong person as much as 20 per 
cent of the time [10,42].    
 
1.2.6 Kunze Ear Decision 
In the 1993 Daubert case, the US Supreme Court ruled that scientific evidence 
has to be testable, subject to scrutiny by other scientists, must be accompanied 
by quantitative estimates of uncertainty, and must be generally accepted by the 
scientific community [43].  This ruling led to pre-trial Daubert hearings, where 
a judge tests the admissibility of scientific evidence.  The admissibility of ear 
print evidence was recently put to such a test. 
In Washington State in 1997 David Wayne Kunze was convicted of 
murder and was sentenced to life imprisonment on the basis of two expert 
witnesses testifying that a latent ear print found on a bedroom door could only 
have been made by Kunze. The murder conviction was subsequently appealed 
and the appeal court ruled [3] that the trial court erred by allowing the expert 
witnesses to testify that Kunze was the likely or probable maker of the latent 
print, on the basis that latent ear print identification is not generally accepted 
in the forensic science community.  A point of interest is that one of the two 
expert witnesses was the veteran Dutch ear print police officer who has 
pioneered ear print evidence in Holland where more than 250 ear print 
convictions are secured annually [2].  In response to the US appeals court 
ruling, a large-scale study involving 10,000 subjects has been proposed by 
Prof. Andre Moenssens to determine the variability of the ear across the 
population [12]. 27 
 
 
 
2 The Force Field Transform 
This chapter provides the mathematical foundation for the new transforms and 
establishes some useful properties. The transforms are defined and are shown 
to be linear transformations and to be invertible under certain circumstances.  
The basic concepts underpinning the transforms and the mathematics used to 
describe them can be found in various introductory works on physics [61,62] 
and electromagnetics [63,64].   
The energy field equations are first introduced, and then it is shown 
how a potential energy surface is composed of a summation of elementary 
potential functions corresponding to isolated pixels.  The energy surface is 
then used to define potential wells and channels.  An explanation is offered as 
to why the energy surface has an underlying dome shape, which in turn gives 
the force field an advantageous centric property.  It is shown that force can 
also be viewed as the gradient of energy, thus allowing the force field to be 
calculated by differentiating the energy field, and also allows some properties 
established about one to be generalised to the other.  Although the fields can 
be derived by direct application of the defining equations, it is shown that 
treating the process as a convolution, and using the Convolution Theorem to 
perform the calculation in the frequency domain, can gain a considerable 
speed advantage.  The question of transform invertibility is considered before 
rounding off the section by establishing some invariant properties and 
analysing sensitivity to noise. 42 
 
 
 
2.11.3 Invertibility Conclusions 
Notwithstanding questions of machine accuracy, these results suggest that the 
energy transform is indeed invertible for most image sizes and aspect ratios.  
Since the transform is invertible it may be concluded that the original image is 
in principle completely recoverable from the potential energy surface. This is 
an important result from an information theoretic point of view, because it 
implies that the transformed image conserves all the information contained in 
the original image.  Even if there are some particular combinations of aspect 
ratio and size that yield singular matrices, this should not detract from the 
overall conclusion that the transformation preserves information. 
 It would be nice to provide a general proof of invertibility based on the 
equivalent statements of invertibility, however such a proof has thus far 
remained elusive, and the search must be postponed to further work.  We must 
also remember that it simply may not be true that these matrices are invertible 
in general, and hence a proof will be impossible.  Of course, a proof to this 
effect would also be nice. 45 
 
 
 
3 Force Field Feature Extraction 
The force field and energy field transforms have been defined and some of 
their properties analysed. They have been shown to be linear transformations 
and the energy transform has been shown to be invertible for a variety of 
image sizes and shapes, which leads us to the important conclusion that the 
transforms are information preserving.  The energy transform of an ear image 
takes the form of a smooth surface consisting of just a few wells with channels 
converging upon them.  Because the transform is information preserving, we 
know that this smooth surface contains all the information of the original 
image.  It is therefore argued that these channels and wells, since the surface is 
otherwise smooth, provide much of the descriptive information about the 
surface, and as such make good ear features. Therefore in this chapter we will 
show how the directional properties of the force field can be exploited to 
automatically locate these channels and wells, which will then form the basis 
of the new ear features. 
 Two distinct methods of force field feature extraction are presented, 
each with its own advantages and peculiarities.  The more intuitive of the two 
is an algorithmic approach based on field lines, where notional test pixels trace 
out field lines, which flow across the force field, discovering its structure in 
the form of channels and wells.  In this approach wells and channels appear to 
be distinct entities, and indeed in the preliminary stages of this research, it was 
hoped that wells alone would suffice as compact ear features.  However, this 
proved not to be the case and the reasons will be discussed. 
 The second method is an analytical approach, which resulted from an 
analysis of the field line approach.  The analysis revealed that the channels and 
wells correspond to ridges and peaks respectively in a mathematical function, 
showing that they are really separate manifestations of the same phenomenon.  
This function, which we call convergence, maps the force field to a scalar field 
where the output is the additive inverse of the divergence of the direction of 
the force field.  The convergence function provides a more comprehensive 
description than just channels and wells because it includes negative ridges 
and peaks, which we will refer to as antichannels and antiwells respectively. 46 
 
 
 
Even though the force field magnitude is not used in locating the new features, 
the magnitude has interesting properties itself.  The force magnitude leads to a 
form of edge detection with powerful intrinsic smoothing, which we call 
homogeneous cancellation, and this will be described firstly before going on to 
describe feature extraction. 
 The concept of a unit value test pixel, which hitherto has only been 
used as a stationary field gauge of local energy and force, is now extended by 
allowing it to follow the direction of the force field, tracing out field lines, 
eventually forming channels and wells.  A simple force field due to a small 
white cross is demonstrated and the field due to a larger version of the same 
cross is used to illustrate field line formation of channels and wells.  
Field line feature extraction is demonstrated on ears and its advantages 
are considered.  The form and location of the field line features is shown to be 
independent of the choice of test pixel starting positions, and the channels are 
also shown to scale in proportion to the image size.  The features are shown to 
enjoy good noise tolerance due the high degree of intrinsic smoothing inherent 
in the transformation.  The uniqueness of the features for a variety of different 
ears is considered, where the difficulty of using just wells as a description will 
be illustrated.  How to actually compare channels and wells will be addressed 
in the next chapter on ear recognition. 
 
 48 
 
 
 
Notice how this effect appears to result in a false groove, appearing as a dark 
band, along the length of the uppermost helix especially along the right hand 
side.  Whereas the original image shows solid flesh, the transformed image 
exhibits a form of edge detection so that the outer and inner edges sandwich a 
dark band between them.  Notice also that the two brightest spots in the 
original image of the ear to the left and right of the intertragic notch, just 
above the lobe, have become de-emphasised in the transformed image.  The 
outline of this notch is also clearly depicted as a result of the transformation. 53 
 
 
 
with the well at the top of the image, which has a clearly defined channel that 
follows the curvature of the upper rim of the ear.  Twenty-two field lines flow 
from the right-hand side of the image to form the one remaining well at the 
right-centre of the ear. 
 56 
 
 
 
It can be seen that it is a matter of chance whether the ellipse starting points 
happen to coincide with one of the edge initialised field lines. This can be seen 
in Figure 17(b), where the left hand well is formed from three field lines as 
opposed to two for the other initialisations.  Clearly the result could vary with 
the number of ellipse points, especially if the number were chosen to be very 
small, where wells naturally would be omitted as no field lines would find 
them.  This suggests simply that the number of initialisation points should be 
sufficiently large and sufficiently widely distributed so as to ensure that all 
wells will be extracted.  The algorithm could perhaps be refined to use a 
regular grid of closely spaced initialisation points, perhaps eliminating one of 
each pair of test pixels when they come within a predefined region of 
convergence. 
 This demonstration also illustrates that the ear features can be extracted 
without the need for explicit ear extraction.  Provided that the ear is roughly in 
the middle of the image, we see that the field lines will always seek out the 
same set of channels and wells.  This can be attributed to the centric property 
of the force field, which derives from the dome shape of the energy field.  The 
centric property comes at a cost, as it tends to de-emphasise details away from 
the centre towards the edge of the image.  The reason for this is that the slope 
of the dome is steepest near the edge of the image and therefore the force is 
stronger there, and tends to pull test pixels across regions, which might 
otherwise form channels if the force were not so strong there.  This aspect will 
be discussed in greater detail in the section on further work. 64 
 
 
 
where negative values correspond to force direction divergence. Figure 22(b) 
shows an example of the convergence field for an ear, with the corresponding 
field line description shown in Figure 22(a), and a magnified portion of the 
force direction field shown in Figure 22(c).  Small rectangular inserts drawn 
on the field line and convergence images indicate the portion that has been 
magnified.  In Figure 22(b) the convergence values have been adjusted to fall 
within the range 0 to 255, so that negative convergence values corresponding 
to antichannels appear as dark bands, and positive values corresponding to 
channels appear as white bands.  Notice that the antichannels are dominated 
by the channels, and that the antichannels tend to lie within the confines of the 
channels.  Also notice how wells appear as bright white spots. 
The detailed relationship between the convergence function and the 
channels and wells can be clearly seen by observing the patterns in the force 
direction field shown in Figure 22(c).  Notice how a white ridge in the insert 
convergence field running from the top centre to bottom left of the insert 
corresponds to a line of converging arrows in the force direction field.  Closer 
scrutiny of the two figures reveals that there are in fact three channels leading 
to a single well.  The arrows from the top converge downwards and inwards 
forming the upper vertical channel.  Arrows from the right converge leftwards 
and inwards to form a horizontal channel while the arrows from the bottom 
converge upwards and inwards forming the bottom vertical channel.  These 
three channels then meet forming a well with the arrows pointing everywhere 
inwards.  Also, clearly visible in the bottom right quadrant of the insert is a 
ridge of negative convergence that shows up as a black line.  We can see that 
the corresponding arrows in Figure 22(c) clearly diverging. 
It is evident that the convergence map provides more information than 
the field line implementation, in the form of negative versions of wells and 
channels or antiwells and antichannels, although it may be possible to modify 
the field line technique to extract this extra information.  Also, notice that the 
two channels leading upwards and rightwards from the well in the insert are 
not extracted by the field lines because of the shielding effect of the strong 
channel running along the top of the ear.  This illustrates another advantage of 
convergence over field lines. 68 
 
 
 
4  Ear Recognition 
It is useful to review intermediate results and conclusions at this stage before 
proceeding with the task of ear recognition.  We have developed dual force 
field and potential energy transforms, which enable us to transform an image, 
with powerful intrinsic smoothing but without loss of information, into a 
smooth dome shaped energy surface.  In a similar manner to the popular 
gradient descent algorithm, we can initialise a distribution of exploratory test 
pixels and allow them to traverse the surface gradient until they eventually 
become trapped in a small number of energy wells, forming energy channels 
along the way.  Since these channels and wells dominate the character of the 
otherwise smooth energy surface, we argue that they should make good ear 
features.  Scale invariance, initialisation invariance and noise tolerance have 
been confirmed.  Provided the ear is roughly centred in the image, explicit ear 
extraction is not required, due to the powerful autocentring property 
attributable to the steep sides of the dome shaped surface. 
 An analytic dual of the force field approach has been developed where 
we see that wells and channels are really different manifestations of the same 
phenomenon; they are just peaks and ridges in the value of the convergence 
function.  This approach gives a more comprehensive description in the form 
of antichannels and antiwells, and also extracts information that may have 
been shielded by powerful channels in the field line case.  We will also see in 
this section that with the analytic version we can calculate a centroid whose 
position is fairly stable relative to the features.  The stability of the centroid 
may also be attributed to the dome shape, which tends to exclude outlying 
data.   
The early hope of using just wells as a compact description did not live 
up to its expectation and the richer but more complicated description provided 
by the channels will be used instead.  The problem of comparing ears has been 
reduced to one of comparing channels.  This should be easier than comparing 
ears directly but it is still not a trivial task.  Certainly the dimensionality of the 
channel description is considerably less than that of the original image.  Figure 
24 shows a synthetic image whose principal field lines have been identified, 115 
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     147-1        147-2         147-3         147-4 
pic( ) n
 
     153-1        153-2         153-3         153-4 
pic( ) n
 
     166-1        166-2         166-3         166-4 
pic( ) n
 
     171-1        171-2         171-3         171-4 
pic( ) n
 
     174-1        174-2         174-3         174-4 
pic( ) n
 
     175-1        175-2         175-3         175-4 
pic( ) n
 
     180-1        180-2         180-3         180-4 
pic( ) n
 
     188-1        188-2         188-3         188-4 
pic( ) n
 
     201-1        201-2         201-3         201-4 
pic( ) n
 
     206-1        206-2         206-3         206-4 
pic( ) n
 
     216-1        216-2         216-3         216-4 
pic( ) n
 
     221-1        221-2         221-3         221-4 
 117 
 
 
 
 
 
 
pic( ) n
 
     231-1        231-2         231-3         231-4 
pic( ) n
 
     233-1        233-2         233-3         233-4 
pic( ) n
 
     246-1        246-2         246-3         246-4 
pic( ) n
 
     248-1        248-2         248-3         248-4 
pic( ) n
 
     259-1        259-2         259-3         259-4 
pic( ) n
 
     274-1        274-2         274-3         274-4 
pic( ) n
 
     285-1        285-2         285-3         285-4 
pic( ) n
 
     287-1        287-2         287-3         287-4 
pic( ) n
 
     288-1        288-2         288-3         288-4 
pic( ) n
 
     293-1        293-2         293-3         293-4 
pic( ) n
 
     310-1        310-2         310-3         310-4 
pic( ) n
 
     314-1        314-2         314-3         314-4 
pic( ) n
 
     324-1        324-2         324-3         324-4 
pic( ) n
 
     360-1        360-2         360-3         360-4 
pic( ) n
 
     371-1        371-2         371-3         371-4 
 
 