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a b s t r a c t
In this paper, we prove that an existing algorithm with periodical impulses for chaos
suppression in continuous systems can be further extended and successfully applied to
a class of piecewise continuous systems. For this purpose, the underlying initial value
problem is transformed into a continuous problem via Filippov regularization and Cellina’s
approximation theorem. Next, some results on existence and continuation for ODEs with
impulses are applied. As an example, the piece-wise continuous Chen system is considered.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
Let us consider the continuous autonomous Initial Value Problem (IVP)
x˙ = f (x), x(0) = x0, t ∈ J, (1)
where f : Rn → Rn is a nonlinear continuous function, x0 ∈ Rn and J ⊆ R+.
As is known, most of the chaos control techniques (such as the knownOGY algorithm introduced by Ott et al. in [1]) work
by applying perturbations on some system parameter.
However, in [2] a Chaos Suppression Algorithm is presented, (called hereafter CSA) which perturbs sporadically the state
variable (see e.g. [3] for CSA applied to real discrete systems). By choosing adequate pulses applied at fixed period of time,
the chaotic trajectories of (1) can be stabilized.
In this paper we prove analytically that this algorithm can also be used successfully to a class of piece-wise continuous
systems.
The paper is organized as follows: Section 1 deals with notions and results for discontinuous systems and continuous
equations with impulses; Section 2 presents CSA for continuous systems; In Section 3 it is proved that CSA can be applied
to a class of piece-wise systems and Section 4 contains some conclusions.
2. Preliminary results
Unless otherwise specified, we shall consider that the functions in this paper are defined on the space Rn, the systems
modeled by the underlying IVP being autonomous.
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2.1. Discontinuous IVPs
Let us consider the following Initial Value Problem (IVP)
x′ = f (x), x(0) = x0, t ∈ R+, (2)
with f : Rn → Rn some piece-wise continuous function with bounded discontinuities.
Notation 1. Let us denote by PC(Rn,Rn) the set of all piece-wise continuous functions f with bounded discontinuity and M the
null set of the discontinuities.
As known, discontinuous IVPs may have not any classical solutions. To encompass this impediment for IVPs of (2) type
with right-hand side f ∈ PC(Rn,Rn), Filippov gave an elegant solution [4]: he transformed the initial problem into a set-
valued one, by embedding the discontinuous function f into a set-valued function F . Thus, one obtains the following set-
valued IVP
x′ ∈ F(x), a.e. t ∈ R+, (3)







convf ((x+ εB) \M) , (4)
with B the unit ball in Rn and µ the Lebesgue measure.
For example, the Filippov regularization applied to sgn(x), leads to the multi-valued function
Sgn(x) =
{−1} for x < 0
[−1, 1] for x = 0
{+1} for x > 0.
Remark 1. As shown for example in [5, Chapter 2, p. 102, Proposition 1], F obtainedwith (4) enjoys the following properties:
the set F(x) is nonempty and F is u.s.c., bounded-valued, closed-valued and convex-valued. Therefore, the IVP admits at least
a generalized solution [6, Chapter 10, p. 390, Theorem 10.1.2].
Definition 2. A single-valued function f : Rn → Rn is called a selection of a set-valued function F : Rn ⇒ P (Rn) if f
satisfies f (x) ∈ F(x), x ∈ Rn.
Definition 3. A set-valued function F : Rn ⇒ P (Rn) is called upper semicontinuous at x0 ∈ Rn if and only if for any
neighborhood U of F(x) there exists a neighborhood V of x0, such that F(V ) ⊂ U . F is upper semicontinuous if it is so at
every x ∈ Rn.
Theorem 4 (Cellina Approximate Selection Theorem [5, Chapter 1, p. 84, Theorem 1]). Let F : Rn ⇒ P (Rn) be an upper
semicontinuous function into the nonempty closed and convex subsets of Rn.
Then for every ε > 0 there exists a locally Lipschitzean single-valued function f : Rn → Rn such that
Graph(f) ⊂ Graph(F)+ εB,
where B is the unit ball in Rn centered in a point of Graph(F).
Remark 2. (i) To check the property of a set-valued function, one can use the symmetric interpretation of a set-valued
function as a graph (see e.g. [6]);
(ii) One of the simplest way to approximate continuously the discontinuity in some ε neighborhood is to use the following
sigmoid-like function (the special case of the logistic function)
S(x) = 2 1
1+ e−xε − 1, with ε ≪ 1. (5)
Another possibility is to use a cubic function [7].
2.2. Continuous ODEs with impulses
For a better understanding of the nature of the impulsive equations, in this subsection one consider the general case of
nonautonomous problems which embed the autonomous case.
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Let us consider a real process described by the continuous IVP
x′ = f (t, x), x(t0) = x0, t ∈ R+. (6)
Although the system modeled by the IVP (6) is autonomous, due to the impulses characteristics, we shall consider the
initial condition at some t0.
If the IVP (6) is subject to some impulse effect at the fixed moments of time (points of jump) t = τk, then the mathematical
model can be written in the following form
x′ = f (t, x), t ≠ τk, k ∈ Z,
∆x|t=τk = Ik(x), (7)
x(t0) = x0,
where f : R×Ω → Rn,Ω ⊂ Rn is an open subset Ik : Ω → Rn,△x(t) = x(t+)− x(t), x(t+) = limh→0 x(t + h) is the right
limit of x at t , and the numerical sequence τk ∈ R, τk < τk+1 is increasing with limk→∞ τk = ∞.
It should be noted that if t0 = τk the initial condition should be considered x(t+0 ) = x0. Hereafter, unless necessary, the
usual case x(t0)will be considered.
The IVP (7) should be read as follows:
(A) for t ≠ τk the solution is given by the equation x′ = f (t, x);
(B) for t = τk the solution x(t) jumps so that x(τ−k ) = x(t) and x(τ+k ) = x(t)+∆x(τk);
(C) after the jump at the moment t = τk, the solution is given by the IVP
y′ = f (t, y), τk < t < τk+1, (8)
y(τk) = x(τ+k ).
For a background on impulsive differential equations see e.g. [8,9] or [10].
Let J = [a, b] ⊂ R and Dk = J ∩ (τk, τk+1], k ∈ Z. Denote by Cτ (J × Ω,Rn) the set of piece-wise continuous functions
f : J ×Ω → Rn with the discontinuity points of the first kind (jump discontinuity) τk, i.e. f is continuous in Dk ×Ω , k ∈ Z
and, for each (τk, x) ∈ Dk ×Ω and τk ≠ b, there exists the limit lim(t,y)→(τk,x) f (t, y)with t > τk.
Definition 5. The function ϕ : J → Rn is said to be a solution of the IVP (7) if
(i) ϕ(t) is piece-wise continuous with first class discontinuity points τk and each discontinuity point is continuous to the
left;
(ii) ϕ(t) satisfies (7).
Theorem 6 ([8, Chapter 1, p. 3 Theorem 1.1]). If f ∈ Cτ (R×Ω,Rn), then the IVP (7) admits at least one solution ϕ : (t0, b)→
Rn.
Theorem 7 ([8, Chapter 1, p. 3 Theorem 1.2]). Let f ∈ Cτ (R × Ω,Rn), and let the function ϕ : (a, b) → Rn be a solution of
the IVP (7). Then the solution is continuable to the right of b if and only if there exists the limit limt→b− ϕ(t) = η and one of the
following conditions is verified:
(i) b ≠ τk for each k ∈ Z and η ∈ Ω;
(ii) b = τk for some k ∈ Z and η + Ik(η) ∈ Ω .
3. Chaos stabilization algorithm for continuous systems
Let consider the autonomous continuous IVP (1) to which one apply sporadically, at fixed moments of time τk, the
following pulses
x(τ+) = x(τ−)+ λ, (9)
τk+1 − τk = ∆t, k = 0, 1, 2, . . . for t ∈ J ⊆ R+,
where λ, a small real number, regulates the intensity of the perturbation, after every j∆t .
To the best of our knowledge there are still no methods to find analytically∆t and λ to stabilize some chaotic trajectory
of a considered system. Therefore, these values have to be chosen empirically. However, compared to the classical control
algorithms, where tedious calculations are necessary, the simplicity of CSA recommends it as a useful chaos control method
since it does not require any knowledge about the model equations or the system dynamics (see [3,11] for CSA applied to
discrete systems, and also [12,13] for more details on CSA).
Theorem 8. Let IVP (1) with the pulses (9). Then CSA can be applied on J.
Proof. It is easy to see that the pulses (9) can be used as an algorithm on J since (9) represents a particular case of the pulses
(B) with Ik(x) = λ = const and since f is continuous it follows that: (1) there exists a solution which can be numerically
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Fig. 1. Chaotic attractor of the Chen system (10).
approximated by some numerical method for ODEs (Theorems 6 and 7) the solution can be continued on the entire interval J
(Theorem 7). 
To implement numerically CSA, some scheme for ODEswith fixed step size h should be used to integrate the IVP and apply
periodically the perturbations (9) after every time interval ∆t = mh, for some positive integer m, which computationally
means
x(τ+)← x(τ−)+ λ, every j∆t, j = 0, 1, 2, . . . .
Remark 3. For each variable x different λ values can be used [2].
Let us consider for example the Chen system [14]
x˙1 = a(x2 − x1),
x˙2 = cx2 + (c − a− x3)x1, (10)
x˙3 = −bx3 + x1x2, a, b, c ∈ R+,
which evolves chaotically for a = 35, b = 3 and c = 26 (Fig. 1). Applying CSA every∆t = 2× h = 2× 0.0005 = 0.001 s,
and λ = −0.009, the system evolves on a stable limit cycle (Fig. 2a), while for ∆t = 0.003 s and λ = −0.02, one obtains
the stable limit cycle in Fig. 2b.
4. Chaos stabilization algorithm for piece-wise continuous systems
Let us consider an autonomous impulsive piece-wise dynamical system modeled by the following IVP
x′ = f (x), t ≠ τk, k ∈ Z,
∆x|t=τk = Ik(x), (11)
x(t0) = x0,
where f is some piece-wise continuous function described in Section 2.1.
Theorem 9. Let the impulsive IVP (11) with f ∈ PC(Rn,Rn). Then CSA can be applied on J.
Proof. By applying the Filippov regularization, the set-valued right-hand side F verifies the requirements of Cellina’s
Theorem 4 (see Remark 1). Therefore there exists a continuous approximation of the IVP to which Theorem 8 applies. 
Let us now consider the piece-wise continuous system which can be found in some electronic applications





 , k = 1, 2, . . . , n,
with g ∈ C(Rn,Rn) a nonlinear function and αkij some real constants such that there exist i∗ ≠ j∗ for which
αki∗j∗ ≠ 0. (12)
The condition (12) implies the discontinuity of the right-hand side of (4).
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Fig. 2. Phase plots and time series for stable limit cycles of the Chen system (10) obtained with CSA (blue plot for transients). (a) ∆t = 0.001 s and
λ = −0.009. (b)∆t = 0.003 s and λ = −0.02.
Let attach to (4) the impulses
∆x|t=τk = λ.
Then, f ∈ PC(Rn,Rn) and Theorem 9 applies. Let the F set-valued function be obtained after the Filippov regularization
is applied. Then the Eqs. (4) become
x′ ∈ F(x) a.e. t ∈ J,
where ‘‘∈’’ appears only in the relations where (H1) is verified, where sgn functions are transformed in the set-valued
Sgn functions. The other relations remain equations with continuous right-hand side with sgn left single-valued. After the
continuous approximation, the IVP transforms into a like (11) problem.
As example, let us consider the piece-wise continuous Chen system [15]
x′1 = a(x2 − x1),
x′2 = cdx2 + (c − a− x3)sgn(x1), (13)
x′3 = −bx3 + x1sgn(x2), a, b, c ∈ R+,
where (H1) is verified for α213 = −1 and α312 = 1.
After the approximation (5) transforms into a continuous one which has a chaotic behavior for a = 1.18, b = 0.168,
c = 7 and d = 0.1 (Fig. 3). Applying the pulses λ = −0.0004 every ∆ = 0.001 s. one obtains the stable fixed point in
Fig. 4a, while for λ = −0.0002 and ∆ = 0.003 one obtains a stable limit cycle (Fig. 4b). In both cases, approximation (5)
was used in an ε = 0.001 neighborhood.
5. Conclusion
In this paper we extended the application of CSA to a class of piece-wise continuous systems, by proving with aid of
impulsive differential equations and differential inclusions, that under the applied periodic impulses, the underlying IVP
admits solutions which can be continued and numerically approximated. Therefore CSA can be numerically implemented.
The algorithm was applied to the piece-wise continuous Chen system.
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Fig. 3. Chaotic attractor of the piece-wise continuous Chen system (13).
Fig. 4. CSA applied to the piece-wise continuous Chen system (13). (a)∆t = 0.001 s and λ = −0.0004. (b)∆t = 0.003 s and λ = −0.0002.
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