Abstract. Let F denote either the complex numbers C or the quaternions H. Let H n F denote the n-dimensional hyperbolic space over F. We obtain algebraic criteria to classify the isometries of H n F . This generalizes the work in Geom. Dedicata 157 (2012), 23-39 and Proc. Amer. Math. Soc. 141 (2013), 1017-1027, to isometries of arbitrary dimensional quaternionic hyperbolic space. As a corollary, a characterization of isometries of H n C is also obtained.
Introduction
Classically, the isometries of the real hyperbolic space H n R are classified as elliptic, parabolic and hyperbolic according to the dynamics of their fixed points. In two and three dimensional real hyperbolic geometries, this trichotomy of the isometries are classified algebraically in terms of their traces; cf. [3, Theorems 4.3.1 and 4.3.4]. There have been several attempts to generalize this algebraic classification in higher dimensional real hyperbolic geometry; for example, see [1, 23, 24] for an approach using Clifford numbers, and [7, 12] for algebraic classification in four and five dimensional real hyperbolic geometries using quaternionic Möbius transformations. Similar trichotomy based on the fixed-point dynamics of the isometries is also valid in the complex and the quaternionic hyperbolic geometries. In order to understand the geometry and dynamics of isometries in these geometries, it is a natural question to ask for similar criteria to classify the isometries using conjugacy invariants (like trace). The isometry group of H 1 C and H 1 H can be identified with the orientation-preserving isometry group of H 2 R and H 4 R respectively and hence, using our knowledge of real hyperbolic geometry, the isometries can be classified algebraically. In two dimensional complex hyperbolic geometry, similar classification is known due to Goldman [11, Theorem 6.2.4] ; see also Giraud [10] .
The quaternionic hyperbolic geometry is not so widely studied unlike its real and complex counterparts. In analogy with the complex hyperbolic geometry, a systematic study of the quaternionic hyperbolic geometry using the Siegel domain model was initiated by Kim and Parker [17] relatively recently; see also [2] . Many of the results in real and complex hyperbolic geometries naturally carry over to the quaternionic hyperbolic case; cf. [8] . However, there are many aspects of the complex hyperbolic geometry that do not carry over naturally to the quaternionic hyperbolic setting; cf. [6, 17] . One obstruction in such a generalization from the complex to the quaternions is the noncommutativity of the quaternions. In particular, algebraic criteria to classify the isometries of the quaternionic hyperbolic space is also not straightforward. This is because the conjugacy invariants like trace and the characteristic polynomial, used in the real and complex hyperbolic cases, no longer served as conjugacy invariants for matrices over the quaternions; cf. [26] .
In this paper our aim is to obtain algebraic criteria to classify isometries of the ndimensional quaternionic hyperbolic space. In [5] , Cao and the first-named author have offered a counterpart of Goldman's theorem in the two dimensional quaternionic hyperbolic geometry. Recently, algebraic characterization of isometries of H 3 H has been obtained by the first-named author in [13] . The key idea used in [5, 13] involves an embedding of the quaternions into the matrix ring M 2 (C) and classical analysis of the nature of roots of a real cubic or biquadratic equation. Generalizing this approach to arbitrary dimension, we have obtained algebraic criteria to classify isometries of the n-dimensional quaternionic hyperbolic space H n H for arbitrary n; cf. Theorem 3.1. As a corollary, a characterization of isometries of H n C is also obtained; cf. Corollary 3.2. For another classification of isometries of H n C , which is closer to the spirit of Goldman's theorem, see [15] .
In section 2 we review the basic notions and tools needed for deriving the desired classification. We also refined the above trichotomy in this section; cf. section 2.4. In section 3, we state and prove our main result, Theorem 3.1.
Preliminaries

The quaternions.
Let H be the division ring of quaternions and H * = H − {0}. For a quaternion, resp. complex number z, let (z) denote the real part of z. Let (H) denote the purely imaginary subspace of H. Let V be a right vector space over H and let T be an invertible linear transformation of V . For v ∈ V , λ ∈ H * , suppose T v = vλ, i.e., λ is a (right) eigenvalue of T . For μ ∈ H * , T (vμ) = (vμ)μ −1 λμ, i.e., the eigenvalues of T occur in similarity classes and if v is a λ-eigenvector, then vμ ∈ vH is a μ −1 λμ-eigenvector. The one-dimensional right subspace of V spanned by v will be called λ-eigenline. Thus the eigenvalues are no more conjugacy invariants for T , but the similarity classes of eigenvalues are conjugacy invariant. Note that each similarity class of eigenvalues contains a unique pair of complex conjugate numbers. We may choose one of these complex eigenvalues to be the representative of its similarity class. In the following, we will follow the convention of identifying the similarity class of an eigenvalue with its complex representative re iθ , 0 ≤ θ ≤ π. For simplicity, often a similarity class of eigenvalue will be referred to as an 'eigenvalue'. Two eigenvalues are distinct if their similarity classes are mutually disjoint. For A an n × n matrix, a 'minimal polynomial' of A is the least degree monic polynomial satisfied by A. It follows from [26, Theorem 6.3 ] that every n × n quaternionic matrix is conjugate to an n × n complex matrix A c . The algebraic multiplicity of an eigenvalue re iθ of A c is defined to be a multiplicity of the similarity class [re iθ ] of eigenvalues of A. For more properties of matrices over quaternions, cf. [26] . 
where z and w are the column vectors in V with entries z 0 , · · · , z n and w 0 , · · · , w n respectively. The isometry group U (n, 1; F) of (V, , ) is denoted by U(n, 1), resp. Sp(n, 1) for F = C, resp. H. Define 
The isometry group of (H n , , ) is denoted by U(n; F). Note that U(n; F) = U(n), resp. Sp(n) for F = C, resp. H and U(1; F) = {λI | |λ| = 1}.
Let P(V) be the projective space obtained from V, i.e., P(V) = V − {0}/ ∼, where u ∼ v if there exists λ in F * such that u = vλ, and P(V) is equipped with the quotient topology. Suppose π : V − {0} → P(V) denotes the projection map. The n-dimensional hyperbolic space over F is defined to be
where Z(U(n, 1; F)) denotes the center. When F = C, Z(U(n, 1)) is the circle group S 1 = {λI | |λ| = 1}, and for F = H, Z(Sp(n, 1)) = {I, −I}; here I denotes the identity transformation in U(n, 1; F). Thus an isometry g of H n F lifts to a transformationg in U(n, 1; F). However, for convenience, we mostly deal with the linear group U(n, 1; F) rather than PU(n, 1; F). Accordingly, we shall regard U(n, 1; F) as acting on H n F as well as on F n,1 . For more details on several models of H n F , see [8, 17, 20 ].
2.3. Discriminant system for real polynomials. We summarize [16, Theorem 1] below. This will be used to derive our criteria to classify isometries of
The discriminant matrix of f (x) is given by:
or simply, Δ k , denote the determinant of the submatrix of Disc(f ) formed by the first 2k rows and first 2k columns. Note that Δ n = Δ = det(Disc(f )). The discriminant sequence of f (x) is defined to be the sequence 
i.e., let e i+r = (−1)
The following theorem is sufficient to determine the number of distinct real or imaginary roots, without considering multiplicities. 
if the number of the sign changes of the revised sign list of In the ball model of the hyperbolic space, by Brouwer's fixed point theorem, it follows that every isometry g has a fixed point on the closure
F . An isometry g is called elliptic if it has a fixed point on H n F . It is called parabolic, resp. hyperbolic if it is non-elliptic, and has exactly one, resp. two fixed points on the boundary ∂H n F . From the conjugacy classification in U(n, 1; F), it follows that elliptic and hyperbolic elements are semisimple; cf. [8, . Suppose g is hyperbolic. Then g has two similarity classes of null eigenvalues represented by re iθ , r −1 e iθ , r > 1, 0 ≤ θ ≤ 2π and, (n − 1) similarity classes of positive eigenvalues (which may not be different) of norm one. g is regular hyperbolic if the null eigenvalues are represented by non-real complex numbers and the classes of positive eigenvalues are mutually disjoint. A non-regular hyperbolic has positive eigenvalue of multiplicity two. A non-regular hyperbolic isometry g whose null eigenvalues are non-reals, is called semi-regular. g is called screw hyperbolic if the null eigenvalues of g are real numbers and it is called strictly hyperbolic if it is a screw hyperbolic and all positive eigenvalues are 1.
Let g be elliptic. It follows from the conjugacy classification that g has n similarity classes of positive eigenvalues (which may not be different) and one similarity class of negative eigenvalues (which may coincide with one of the positive classes). All the eigenvalues of g have norm 1. An elliptic element is called regular if it has mutually disjoint classes of eigenvalues. An elliptic g is called simple elliptic if it has only a single class of eigenvalues, i.e., it is of the form λI, |λ| = 1.
Suppose g is parabolic. If g is unipotent, i.e., all the eigenvalues are 1, it is called a translation. A translation g is called vertical, resp. non-vertical, if it has minimal polynomial (x − 1) 2 , resp. (x − 1) 3 . If g is (non-unipotent) parabolic, then it has the Jordan decomposition g = g s g u , where g s is elliptic, g u is unipotent, and g s and g u commute in U(n, 1; F). 
Classification of quaternionic hyperbolic isometries
We use the above embedding of Sp(n, 1) into GL(2(n + 1), C). Note that the characteristic polynomial χ A C (x) of A C is an invariant of the conjugacy class of A. It follows from the conjugacy class representatives in Sp(n, 1) that 
where
, where
Expanding the terms in the brackets, and considering t = x + x −1 as polynomial indeterminate, we get the polynomial
Using Newton's identities, the coefficients of χ A C (x) can be expressed as a combination of several powers of T k = trace(A k C ), k = 1, 2, . . . , n + 1; cf. [19, 21] . Hence the coefficients of g A (t) can be expressed by the numbers T k . Proof.
Hence the nature of roots of g A (t) is determined by the nature of roots of χ A C (x). It follows from the conjugacy classification in Sp(4, 1) that for all A in Sp(n, 1), the number of complex conjugate roots of g A (t) can be at most 2.
For A hyperbolic, the representatives of eigenvalues of A are given by re
It is easy to see from the embedding (3.1) that χ A C has roots re ±iθ , r −1 e ±iθ , e ±iφ k , k = 1, · · · , n − 1. Thus the roots of g A (t) are given by
Note that if A is a screw hyperbolic, i.e., θ = 0 or mπ, then g A (t) has at least one real double root r + r −1 or −r − r −1 . Note that |r + r −1 | > 2 and |t k | ≤ 2 for all k. Hence if A is a screw hyperbolic, then g A (t) has exactly one double real root of absolute value > 2. If A is strictly hyperbolic, then 1 is a root of A of multiplicity n − 1. Hence 2 is a root of g A (t) of multiplicity (n − 1), and hence g (m)
A (2) = 0 for all m ≤ n − 2. For A elliptic or parabolic, the eigenvalues of A are represented by e iθ i , i = 1, · · · , n + 1, (for some i, j, θ i may be equal to θ j ). In this case, the roots of g A (t) are given by u 1 , · · · , u n+1 , where
If A is regular hyperbolic, then θ = mπ. Hence s 1 and s 2 are non-real complex conjugate numbers and g A (t) has n − 1 real roots. Depending on whether n is even or odd, we have the following possibilities, and in each of the cases, applying Theorem 2.2 we see that Δ < 0:
First note that D n+1 = (−1) If A is either of non-regular elliptic, non-regular hyperbolic or parabolic, then g A (t) has at least one root of multiplicity 2. Hence Δ = 0. Suppose Δ = 0. Then S A = {Δ 1 , Δ 2 , · · · , Δ n+1 } be the discriminant sequence of the polynomial g A (t). Let A be semi-regular hyperbolic. Then g A (t) has exactly two complex conjugate roots. Hence by Theorem 2.1, the number of sign changes of the revised sign list of S A is exactly 1. If A is screw hyperbolic, elliptic or parabolic, then g A (t) has no complex roots, hence the number of sign changes of the revised sign list of S A is zero. If A is elliptic or parabolic, then from above we have seen that all the roots have absolute value ≤ 2; A is screw hyperbolic if and only if A has a root α such that |α| > 2.
Finally we note that if A is parabolic, it has the Jordan decomposition A = A s A u , where A u is a vertical or non-vertical translation. Thus the minimal polynomial of A C has a factor of the form (x − λ) m , m = 2 or 3. Hence D must be zero. For A elliptic, the minimal polynomial of A C is a product of distinct linear factors, hence D = 0. Suppose A is simple elliptic. Then all the roots of g A (t) are equal, hence it has only one real root. Hence, by Theorem 2.1, the number of non-vanishing members of the revised sign list is exactly one.
This proves the theorem.
Note that Theorem 3.1 can also be adapted to the setting of complex hyperbolic geometry. This can be done by using the embedding of U(n, 1) into GL(2(n + 1), R) given by (3.1) and then follow the same method as in the quaternionic case. In the action of U(n, 1) on H n C , the regular, semi-regular and (non-strictly) screw hyperbolic isometries fall in the same class; together we call them loxodromic. Also the simple elliptics, i.e., the scalar matrices of the form λI, |λ| = 1, acts as the identity on H n C . We have the following. 3.1. Remarks on a complete algorithm to classify the isometries. Theorem 3.1 gives us a fair classification of the isometries. However, it does not give us information about the multiplicities of the similarity classes of eigenvalues. However, following the methods in the above proof, using the polynomial g A (t) and the algorithm in [16, p. 633] , it is indeed possible to derive a complete root classification of g A (t) with multiplicities. This will give us the number of distinct eigenvalues with multiplicities. For example, if A is elliptic and g A (t) has distinct roots 2 cos θ 1 , · · · , 2 cos θ k with multiplicities m 1 , · · · , m k respectively, then the eigenvalue classes of A are represented by e iθ 1 , · · · , e iθ k each with multiplicities m 1 , · · · , m k respectively. Alternatively, the types of the isometries and the multiplicities of the similarity classes of eigenvalues can also be read out from the conjugacy classes of centralizers (or the z-classes) of the isometries. The conjugacy classes of centralizers in Sp(n, 1), resp. U(n, 1), have been classified in [14] , resp. [4] . Thus Theorem 3.1, the above algorithm, along with the z-classes, give us a complete algorithm to determine the type of an isometry of H n H (and also of H n C ).
