Abstract. We consider the identity component of the Sato-Tate group of the Jacobian of curves of the form
Introduction
Let C be a smooth projective curve defined over Q. For primes p of good reduction, we define the trace of Frobenius to be t p (C) = p + 1 − #C(F p ) where C denotes the reduction of C modulo p. A theorem of Weil [21] gives the following bound for the trace of Frobenius
where g is the genus of the curve. Let x p = t p / √ p denote the normalized trace. Then the Weil bounds tell us that x p ∈ [−2g, 2g], and we can look at the distribution of the x p in this interval as p → ∞. This distribution is known for elliptic curves. The values are not uniformly distributed over the interval [−2, 2], though they do have a predictable limiting pattern. In the 1960s, Sato and Tate independently conjectured that, for curves defined over Q without complex multiplication, the normalized traces are equidistributed with respect to the measure 1 2π √ 4 − x 2 dx. Barnet-Lamb, Geraghty, Harris, Shepard-Barron, and Taylor [2, 9] recently proved the SatoTate Conjecture for elliptic curves without complex multiplication. As is often the case with celebrated results in number theory, proving the Sato-Tate Conjecture required heavy machinery and merged three massive mathematical theories: L-functions, automorphic forms, and Galois representations.
Traces of higher genus curves are expected to have Sato-Tate-like distributions. To determine the distributions, rather than computing the traces of Frobenuis for the curves over F p for infinitely many primes p, we instead study the Sato-Tate group of the Jacobians of the curves. Recall that the Jacobian of a genus g curve is an abelian variety of dimension 1 g. Associated to any abelian variety of dimension g over a number field there is a compact subgroup of USp(2g) known as the Sato-Tate group (see [18, Section 3.2] ) that is uniquely determined up to conjugacy and comes equipped with a map that sends Frobenius elements to conjugacy classes with the appropriate normalized trace. It is conjectured that if we order Frobenius elements by norm, this sequence of conjugacy classes is equidistributed with respect to the push forward of the Haar measure on the Sato-Tate group, and this can be viewed as a generalization of the Sato-Tate conjecture.
Determining these Sato-Tate groups is the source of ongoing work. For example, Fité, Kedlaya, Rotger, and Sutherland [5] determine the complete set of Sato-Tate groups that arise for abelian surfaces over number fields. In [7] , Fité and Sutherland give the Sato-Tate groups and distributions for the following two families of genus 3 hyperelliptic curves y 2 = x 8 + c and y
where c ∈ Q * is constant. Fité, Lorenzo García, and Sutherland have also worked out the Sato-Tate groups for other genus 3 curves (see [6] ). In [1] , Arora, et al. prove a generalized Sato-Tate conjecture for Q-twists of the genus 3 curve y 2 = x 8 − 14x 4 + 1. See [18] for an in-depth discussion of the Sato-Tate groups of abelian varieties of dimension g ≤ 3.
In this paper, we extend this work to families of hyperelliptic curves defined over a number field k of the form C 1 : y 2 = x 2g+2 + c, C 2 : y 2 = x 2g+1 + cx, C 3 :
where g is the genus of the curve and c ∈ Q * is a constant. We denote the Sato-Tate group of the Jacobian of a smooth projective curve defined over a number field k by ST(C) := ST(Jac(C)). Note that while the Sato-Tate group is a compact Lie group, it may not be connected [7] . In our work we study the identity component of ST(C), denoted ST 0 (C) := ST 0 (Jac(C)). This problem of determining the identity component of the Sato-Tate groups of families of trinomial hyperelliptic curves was originally posed as part of the Arizona Winter School Analytic Methods in Arithmetic Geometry in March 2016. Using similar methods to [7] and a theorem of Kani-Rosen [10, Theorem C], we obtain the following explicit results for ST 0 (C) for families of genus 4 and 5 curves (see Theorems 3.1, 3.2, respectively). Theorem 1.1. The identity component of the Sato-Tate group of the Jacobian of the hyperelliptic curve
Theorem 1.2. The identity component of the Sato-Tate group of the Jacobian of the hyperelliptic curve
The methods used for the proof of Theorem 1.1 and Theorem 1.2 require using automorphisms and morphisms of curves to prove the result. It is unclear how to generalize the process for arbitrary genus. To generalize results like those of Theorem 1.1 and Theorem 1.2 to higher genus C 1 curves, we prove a partial splitting of the Jacobians of higher genus curves in the following theorem (see Theorem 4.3). and p does not divide e or d. Let C : y 2 = x 2g+2 + c be a hyperelliptic curve of genus g and write k := v 2 (g + 1). Then we have the following isogeny over Q.
which relates the curves
The usefulness of Theorem 1.3 is that it breaks down the Jacobian of a curve into the Jacobians of lower genus curves. In some cases, we can then use known results for lower genus curves (for example, [2, 5, 7] ) to immediately determine the identity component of the Sato-Tate group. Also, note that Theorems 1.1 and 1.2 follow as corollaries to Theorem 1.3. We break these Jacobians down even further in Section 5.
In Section 6, we describe an algorithm of Sawin [15] that easily computes the identity component of the Sato-Tate group of the Jacobian of hyperelliptic curves C 1 , C 2 , and C 3 mentioned above. Indeed, most of the steps of the algorithm can be easily implemented on a computer. Theorem 1.4. Algorithm (6.4) gives the identity component of the Sato-Tate group of the Jacobian of curves of the form
Thanks to Theorem 1.4 we were able to prove the following (see Theorem 6.6).
Theorem 1.5. The identity component of the Sato-Tate group of the Jacobian of the hyperelliptic curve
Theorem 1.5 confirms an unpublished result of Zywina [23] .
Remark 1.1. Shioda studies the Hodge group of curves of the form y 2 = x m − 1 in [16, Sections 5, 6] . In particular, Shioda shows that the Jacobian of the curve y 2 = x 9 − 1 satisfies the Hodge conjecture and is a 4-dimensional abelian variety [16, Example 6.1] . Indeed, he remarks that the Jacobian is isogenous to the product of an elliptic curve E and a 3-dimensional abelian variety. The CM elliptic curve E has ST 0 (E) group U(1), the ST 0 (A) group of the CM absolutely simple abelian threefold A is U(1) × U(1) × U(1). We thus have that ST 0 (A) × ST 0 (E) = ST 0 (A × E), even though A and E do not share any common factor up to Q-isogeny.
We then utilize Theorem 1.4 to calculate ST 0 (C 1 ) for many hyperelliptic curves of the form C 1 which leads to the following conjecture: Conjecture 1.6. Let g = 2k be the genus of the hyperellitpic curve of the form C 1 :
The remainder of this paper is organized as follows. In Section 2 we give some necessary background information that will be used throughout the paper. In Section 3 we prove Theorems 1.1 and 1.2, and in Section 4 we prove Theorem 1.3. In Section 5 we work to break down the Jacobians that appear in Theorem 1.3 so that we can potentially use known results for the Sato-Tate groups of lower genus curves to determine the identity components of the Sato-Tate groups of higher genus curves. In Section 6 we discuss an algorithm for computing the identity components of the Sato-Tate group. In Section 6.4, we prove Theorem 1.5 and provide an alternate proof of Theorem 1.1 using this method. This algorithm requires an explicit formula for the number of points on the curve over F p in terms of Jacobi sums, which we prove in Appendices A and B.
Background
For a genus g curve, the Sato-Tate group will be a compact subgroup of the unitary symplectic group USp(2g) associated to the Jacobian of the curve. In what follows, we describe the possible forms of these groups.
Let u ∈ U(1) := {e iθ : θ ∈ [0, 2π)}. Then the matrix U(u) is defined by
From here we define the following groups
As we will see in later sections, the identity components of the Sato-Tate groups of the curves we study will be products of these groups.
We use the following theorem of Kani and Rosen, specified to suit our problem, to express the Jacobian of a curve C into the product of Jacobians of curves of smaller genus.
Theorem 2.1. [10, Theorem C] Let k be a positive integer. Let C be a curve of genus g and let α i be an element of the automorphism group of C, for i = 1, . . . , k. Suppose that
where g i is the genus of the curve C/ α i , for i = 1, . . . , k; and (3) the genus of the curve C/ α i , α j is 0 for all 1 ≤ i = j ≤ k.
Then, we have the isogeny
2.1. Jacobi Sums. Let π ∈ C p be a fixed root of x p−1 + p = 0 and let ζ p be the unique p th root of unity in C p such that ζ p ≡ 1 + π (mod π 2 ). Then for χ ∈ F × p we define the Gauss sum g(χ) to be
Note that g(ǫ) = −1, where ǫ is the trivial character. If χ is nontrivial and if χ denotes its inverse, then g(χ)g(χ) = χ(−1)p.
Let θ : F p → C be the additive character defined by θ(x) = ζ x p , so that g(χ) := x∈Fp χ(x)θ(x). We will make use of the following identity from [8] .
where T is a fixed generator for the character group and G −i is the Gauss sum g(T −i ).
For two multiplicative characters A, B over F p , we define their Jacobi sum by
We have the following connection between Gauss sums and Jacobi sums (see, for example,
3. Proof of Theorem 1.1 and 1.2 3.1. The curve y 2 = x 10 + c. Here we begin with a more general form C : y 2 = x 2g+2 + c and assume that g is even. We then specify to the case where the genus is four and prove the following theorem.
Theorem 3.1. The identity component of the Sato-Tate group of the Jacobian of the hyperelliptic curve
Proof. Consider the curve C : y 2 = x 2g+2 + c and let g be even. We decompose the Jacobian of our curve C via suitable automorphisms in such a way to apply Theorem 2.1 effectively. We let α, β : C → C be the following automorphisms of C:
We verify the conditions of Theorem 2.1 for α and β. We first find that
Via the Hurwitz genus formula, one has g α = g β = g/2, where g α and g β are the genuses of the curves C/ α and C/ β respectively. One similarly verifies that g α,β = 0, where g α,β denotes the genus of the curve C/ α, β , so that all the conditions of Theorem 2.1 are verified. We thus have the isogeny
via the isomorphism C/ α → C/ β given by (x, y) → (−x, y). We now specify this to the case g = 4. Note that φ : (x, y) → (x 2 , y) is a map from C to the curve C ′ : y 2 = x 5 + c, so that we have
for some abelian variety A of dimension 2. However, since End(Jac(C
we know that Jac(C) is isogenous to the square of an abelian variety, and we must therefore have that
Fité and Sutherland [5] compute the identity component of the Sato-Tate group of C ′ to be
which in turn concludes the proof that
3.2. The curve C :
Here we begin with a more general form C : y 2 = x 2g+2 + c and assume that g is odd. We then specify to the case where the genus is five and prove the following theorem. 
Proof. Let g be odd and consider the more general curve y 2 = x 2g+2 + c. As in the even genus case, we let α, β : C → C be the following automorphisms of C:
. However, in order to apply Theorem 2.1 effectively, we require an additional automorphism of C. Namely, we let γ : C → C be defined by
where ξ k+1 is a primitive (k + 1) th root of unity and k is defined via g = 2k + 1. We may now check the conditions of Theorem 2.1 for the automorphisms α, β and γ. We readily check that α · γ = γ · α ,
so that with Equation 2 the first condition holds. Now by the Hurwitz genus formula, we find that
, and that g γ = 1, so that the second condition holds. Finally the third condition holds as αβ is the hyperelliptic map. We thus have the isogeny
where E is the elliptic curve defined by E : y 2 = x 4 + c. We now specify this to the case g = 5, so that C : y 2 = x 12 + c. We first note that there exist two maps, φ 1 : C → E 1 , φ 2 : C → E 2 , where E 1 , E 2 are elliptic curves defined by
and the maps are given by φ 1 (x, y) = (x 3 , y) and φ 2 (x, y) = (x 4 , y). Let ζ be a primitive 12 th root of unity, and let a = ζ , we find C ′ / α to be the genus 2 curve given by
Sending x to x 2 we have a map ϕ : C ′ / α →Ĉ, whereĈ :
This is an elliptic curve that has CM by Q(i), so that E 1 is a factor of Jac(C ′ / α ). Via the map φ 2 , we thus have that
The Splitting of Jacobians
We will first prove two lemmas that give a partial splitting of the curve C : y 2 = x 2g+2 + c in the case that g is even or odd. We will build from these two cases to give a proof of Theorem 1.3.
Lemma 4.1. Let g = 2k an even integer, and C :
whereC :
Proof. We have a map, φ : C →C, given by φ(x, y) = (x 2 , y). Moreover, we have an automorphism, α, of C given by α(x, y) = (c
). This in turn induces a second mapφ : C →C viã
As noted in [7, Section 5.2] , in order to prove the Lemma it is sufficient to check that the pullbacks of a basis of differential forms for Jac(C) via φ andφ give a basis for the space of differential forms for Jac(C). A basis for the space of 1-forms of the Jacobian of a hyperelliptic curve of genus g is given by forms x i dx/y for i = 0, · · · , g − 1 (see, for example, [12, Chapter 4, Section 1] or [20, Section 3] ). We thus compute
The only thing that remains to be checked is that
However, to obtain all the even ones on the right, say x 2m , we may take j = g/2 − (m + 1) with x g−2−2(g/2−m−1) = x 2m . For all the odd ones, say x 2m+1 , we may take j = m with x 2j+1 .
Lemma 4.2. Let g = 2k + 1 be an odd integer, and C :
whereC : y 2 = x g+1 + c and C ′ : y 2 = x g+2 + cx are curves of genus k and k + 1 respectively.
Proof. We have a map φ : C →C, given by φ(x, y) = (x 2 , y), and a mapφ : C → C ′ , given byφ(x, y) = (x 2 , xy). We now only need to check that the pullbacks of the basis elements for the space of 1−forms of the Jacobians ofC and C ′ give a basis for the space of 1−forms of Jac(C). We therefore compute
Now, in the first case, as i runs through 0, · · · , k−1, we get all the odd forms corresponding to x, · · · , x 2k−1 . In the second case we get all of the even ones, and this concludes the proof.
We are now in a position to prove the following theorem.
and p does not divide e or d. Let C : y 2 = x 2g+2 + c be a hyperelliptic curve of genus g and write k := v 2 (g + 1). Then we have the following isogeny over Q.
Proof. Let k := v 2 (g + 1). If k = 0, then g is even and we have already shown that
If k = 1, then g = 2a − 1 (with (2, a) = 1), and by our result for odd genus, we have
Now, g + 1 = 2a = 2(2b + 1) = 2(2b) + 2, for some integer b, and our result for even genus case implies that
By induction, we suppose that our result holds for l and suppose v 2 (g + 1) = l + 1. Then by our result for odd genus, we have Jac(C) ∼ Jac(y 2 = x g+1 + c) × Jac(y 2 = x g+2 + cx).
By assumption, g + 1 = 2 l+1 d (with d = 2e + 1, for some integer e), so that g + 1 = 2 l+1 (2e + 1) = 2g ′ + 2, where g ′ = 2 l+1 e + 2 l − 1. Thus v 2 (g ′ − 1) = l, and we may therefore use our induction hypothesis to conclude that
A Further Splitting of The Jacobians of Theorem 1.3
Note that the curve
+ cx that appears in Theorem 1.3 has odd genus since g − (2 k−1 − 1) 2 k−1 + 2 = g + 1 2 k−1 + 1, and v 2 (g + 1) = k implies that g+1 2 k−1 is even. In this section we show how to further split curves of this form.
Let g be an odd integer and C : y 2 = x 2g+1 + cx be a genus g curve. Let E : y 2 = x 3 + cx be an elliptic curve. Throughout this section, we work over the field F = Q(ζ, c 1/g ), where ζ = ζ g is a primitive g-th root of unity. The morphism φ : C → E defined by φ(x, y) = x g , yx
is a non constant morphism from C to the elliptic curve E. We would like to find more morphisms from C to families of lower genus curves. Our ultimate goal is to be able to further break down our result from Theorem 1.3 so that we may write the Jacobians of curves as a product of lower genus curves. Ideally, we would like to be able to write the Jacobian as a product of elliptic curves (genus 1) or genus 2 curves since the Sato-Tate groups of these low genus curves are completely classified (see [2, 5, 9] ). 5.1. Morphisms to Lower Genus Curves. For i = 0, 1 we define the curve C i to be
Note that this is a curve of genus g ′ = (g − 1)/2 and it is defined over F. The following table gives C i for small values of g and for c = 1.
, is a nonconstanst morphism from C to C i .
Proof. The proof relies on the following identity attributed to E.H. Lockwood (see, for example, [11, Section 9.8]).
where n ≥ 1 and
= 0. Letting n = g, A = x 2 , and B = ζ i c 1/g yields
since ζ ig = 1. We multiply both sides by x to get
We now demonstrate that φ i is indeed a morphism between C and C i . We apply the transformation of variables to C i to get
where the last equality holds by Equation 5. Hence, we have shown that φ i is a morphism from C to C i .
Pullback of Differentials. We claim that Jac(C) ∼ E × A,
where ∼ denotes isogeny over Q and A is an abelian variety defined over Q for which A ∼ Jac(C 0 ) × Jac(C 1 ). As noted in [7, Section 5.2] , in order to prove this claim it is sufficient to check that there is an isomorphism of F-vector spaces of regular differential forms
. As noted in Section 4, a basis for the space of 1-forms of the hyperelliptic curve C of genus g is given by the forms ω j = x j dx/y for j = 0, · · · , g − 1 . Similarly, for both of the curves C i , we have the following basis . For the elliptic curve, we will use the nowhere vanishing differential dx/y.
First note that
Furthermore, let m be some integer between 0 and
Recall that a = − 1, pullbacks of all of the differentials for C i will lead to exponents of x from 2 to g − 1 (from the left summand in Equation 6 ) and from 0 to g −3 (from the right summand). Hence, we can write a basis for φ * (Ω E F )⊕φ * 0 (Ω C 0 )⊕φ * 1 (Ω C 1 ) that is also a basis for Ω C . Thus, we have proved the following.
Proposition 5.2.
Jac(C) ∼ E × Jac(C 0 ) × Jac(C 1 ).
6. An Algorithm to compute ST 0 (C)
We first describe an alternative method to determine the identity component of the SatoTate group that was communicated to us by Sawin [15] after attending our talk at the Arizona Winter School. We then show that the algorithm coincides with our result for the curve y 2 = x 10 + c. Next we utilize this method to show that the identity component of the Sato-Tate group of y 2 = x 9 + c is U(1) × U(1) × U(1), which confirms an unpublished result of Zywina [23] .
6.1. Preliminaries. To discuss this method we need to set up quite a lot of notation. Here we define the Sato-Tate group ST (A) of an abelian variety A/K of genus g as in [19 For a prime ℓ, we define the Tate module T ℓ := lim ← −n A[ℓ n ] to be a free Z ℓ -module of rank 2g, and the rational Tate module V ℓ := T ℓ ⊗ Z Q to be a Q ℓ vector space of dimension 2g. The Galois action on the Tate module is given by an ℓ-adic representation
Let G ℓ := imρ A,ℓ . One fundamental property is that at places of good reduction, the characteristic polynomial of the Frobenius map has rational integer coefficients and is independent of ℓ (see, for example, [22] ).
Let G Zar ℓ , be the Zariski closure of G ℓ in GL 2g (Q ℓ ) (as an algebraic group), and define G If the abelian variety has CM by a cyclotomic character, then over an appropriate cyclotomic field K, the Tate module of the Jacobian splits into a sum of one-dimensional characters. This lets us apply some facts from group theory. The ℓ-adic monodromy group G Zar ℓ is equal to the Cartier dual to the group generated by these 1-dimension Galois characters of the Tate module. The kernel of the weight map G 1,Zar ℓ is the Cartier dual of the group generated by these one-dimensional Galois characters of the Tate module modulo the cycolotomic character. The maximal compact subgroup ST(A) is the same as G 1,Zar ℓ , but with the Pontryagin dual instead of the Cartier dual.
The identity component of ST(A), which we denote by ST 0 (A), is dual to the maximal torsion-free quotient of the group generated by these characters. To compute ST(A), we can find the group generated by these characters. To compute the ST 0 (A) it suffices to find the maximal torsion-free quotient of the group generated by these characters.
If all the one-dimensional characters come from Jacobi sums, then there is an explicitly computable map, the p-adic valuation map, from this group to an explicit abelian group. The kernel of the p-adic valuation map is the torsion subgroup. If all the one-dimensional characters do not come from Jacobi sums, the process follows from the general theory of Grossencharacters.
Let p be a split prime of K and let i 1 , . . . , i n be the embeddings of the field of definition of the characters into the algebraic closure of Q p . Consider the homomorphism that sends a character ρ to the tuple (v p (i 1 (ρ(F rob p )) ), . . . , v p (i n (ρ (F rob p ))) ). In the case where ρ is a Jacobi sum character, so that ρ(F rob p ) = J(χ m , φ), we use Stickelberger's Theorem to compute a matrix whose columns are the images under this homomorphism of the characters appearing in the Tate module.
6.2. Stickelberger's Congruence Theorem. Let p be a positive prime number, F q be a finite field with q elements, q = p f , and ζ p , ζ q−1 ∈ C be fixed roots of unity with respective orders p and q − 1.
We then have the following diagram of number fields and primes
where B i lies over p i and g = φ(q − 1)/f (and φ is Euler's totient function). Fix any prime p in Q(ζ q−1 ) lying over p and let B be the unique prime in Q(ζ q−1 , ζ p ) lying over p. Let ω p be the Teichmuller character on F q , which is defined as follows. Recall that ω p (ᾱ), whereᾱ ∈ Z[ζ q−1 ], is the unique complex root of X q − X satisfying ω p (ᾱ) ≡ α mod p. When α = ζ q−1 , we see that ω p has order q − 1 and, hence, generates all of the multiplicative characters of F q .
For 0 ≤ b < q − 1, write the base p expansion of b as
The normalized Gauss sum of a multiplicative character χ of F q is
The normalized Jacobi sum of the multiplicative characters χ 1 , χ 2 , ...χ r of F q is defined by
Theorem 6.1 ([17]). Stickelberger's Congruence Theorem
We will use Stickelberger's Congruence Theorem with q = p, and use it to compute the B-adic valuations of the Jacobi sums arising in Theorem A.1 and Corollary A.2. Given that B will always divide (ζ p − 1) exactly once, we note the following immediate consequence of Stickelberger's Congruence Theorem. In the case of y 2 = x 9 + c and p ≡ 1 (mod 9), Corollary A.2 tells us that the Jacobi sums that arise in the point count formula are all of the form J(χ m , φ) for 1 ≤ m ≤ 8 and where χ = T (p−1)/9 , φ = T (p−1)/2 , and T is any fixed generator of the character group F × p . In particular, given p dividing B, we can choose
There is one such embedding for each injective map from the group of characters to the unit circle because there is one embedding for each primitive root of unity and primitive roots of unity give these maps. We form a matrix with this information, forming one column for each pair of characters in J(χ m , φ), using only those characters such that the product of characters is 1, and one row for each embedding of the group of characters into the circle. The matrix is defined so that the ijth entry is the p-adic valuation of the ith character under the jth embedding. Each entry is 1 if the angles sum to at least 2π and zero otherwise. It is well known to the experts that the p-adic valuation is either 0 or 1 and is given by this formula with the angles, but we could not find a proof in the literature. A method of completing the first row is as follows.
Proof. Using Equation (1), we see that
by Corollary 6.2.
A similar argument can be made for the remaining rows. But there is an easier way to view this. Recall from Equation (1) that There is one such embedding for each map from the group of characters to the unit circle. To write the matrix, form one column for each pair of characters whose Jacobi sums are being taken, one row for each embedding of the group of characters in the circle. Each entry is 1 if the angles sum to at least 2π and 0 otherwise. We have two maps, {tuples of integers} → {characters of the Galois group/Grossencharacters} defined by (a 1 , a 2 , . . . , a n ) → ρ(F rob p )) ), . . . , v p (i n (ρ(F rob p )))). The matrix describes the composition of these two maps.
Since the p-adic valuations are integers, they are not torsion, so the image of the matrix is torsion-free. We claim that the kernel of the second map is torsion and so the kernel of the first map is a finite index submodule of the kernel of the matrix. Indeed, any element in the kernel has v p (i j (ρ(F rob p )) = 0 for all p-adic valuations. Moreover, all ℓ-adic valuations are zero since ρ(F rob p ) acts on the ℓ-adic Galois representations as an ℓ-adic unit. In addition, the absolute value must be zero at all infinite places since the absolute value is independent of the complex embedding by Weil's Riemann Hypothesis and the product of the absolute value over all complex embeddings vanishes by the product formula. Hence, ρ(F rob p ) is a root of unity. Because this holds for all split p, the image of the character consists of roots of unity, so it has finite order.
There is also a Hodge-theoretic interpretation of this. Each row of this matrix essentially corresponds to one of the Hodge circles in the Sato-Tate group, and these circles are supposed to generate the identity component.
Algorithm to compute ST
0 (C). We utilize this theory to efficiently compute the ST 0 (C) with the following algorithm.
Algorithm 6.4.
(1) Use Theorems A.1 and B.1 to determine which characters contribute to the Jacobi sum. (2) Form the matrix using the appropriate J(χ m , φ) from for the columns and the embeddings into the circle for the rows. Recall to only use those characters such that the product is 1. Note, the matrix should always be symmetrical. There will be a Galois action (of the Galois group of the cyclotomic field generated by the values of the characters) on the rows, and on the columns, and the simultaneous Galois action on the rows and columns at once should fix the table. Moreover, complex conjugation of the rows of the columns should exchange 0s and 1s, so each row and each columns should have exactly the same number of zeros and ones. Note that our work in Section 6.1, Section 6.2, Theorem A.1, and Theorem B.1 proves the following theorem Theorem 6.5. Algorithm (6.4) gives the identity component of the Sato-Tate group of curves of the form
6.4. Worked Examples. We now use Algorithm 6.4 to prove Theorems 1.1 and 1.5.
Alternate proof of Theorem 1.1. Per Theorem A.1 we need to use a prime congruent to 1 modulo 10; we choose to work in F 11 to simplify our calculations. Theorem A.1 tells us that the Jacobi sums that contribute are J(T m 10 , φ), where T 10 = T (p−1)/10 is a faithful character and m ranges over all values from 1 to 9 except 5. We have embeddings into the circle, given by the primitive roots of unity e 2πik/10 , where gcd(k, p − 1) = 1. These are homomorphisms from the group of characters to the circle group. Hence, we have the embeddings
We use these embeddings to form a matrix, one column for each Jacobi sum we are taking, and one row for each embedding. Each entry is 1 if the angles sum to at least 2π and 0 if they do not. Hence, we have the following where each column corresponds to J(T Note that we have the actions of switching rows 1 and 2, rows 3 and 4, and then the first four columns with the last four columns. Doing these actions together fixes the matrix. The kernel of this matrix is given by
From the first column, we determine the relations as follows.
• For the first column, χ • To see a relation between χ 6 and χ 7 , subtract column 2 from column 3 and we have χ 6 = χ 7 . From above,
Theorem 6.6. The identity component of the Sato-Tate group of the hyperelliptic curve
Proof. We begin by computing the p-adic valuation for the Jacobi sums related to
Per Corollary A.2, the only sums that contribute are J(T m 9 , φ), where T is a faithful character and m ranges from 0 to 8. Note that T 9 = T p−1 9
= T 2 , so we are only considering even powers of T .
We have embeddings into the circle, given by the primitive roots of unity given by e Note that switching rows one and six and switching the first four columns with the last four columns fixes the matrix.
The kernel of this matrix is given by
We have the following relations.
• From the first column, we have that χ 1 χ 6 = 1 so χ 6 = χ −1
1 . We also have that χ 
.
Hence, this confirms that the identity component of the Sato-Tate group of y 2 = x 9 + c is U(1) × U(1) × U(1). 6.5. Higher Genus Examples and Conjecture. Using Algorithm 6.4, we compute additional examples of the identity component of the Sato-Tate group and formulate a conjecture for curves of the form C 1 : y 2 = x 2g+2 + c. As we had previously stated, the majority of the calculations for Algorithm 6.4 can be implemented in a computer program (we used Sage [14] ). Using this program and determining the character relations we have computed the following: (so that T m d is a character). Remark A.1. The number of terms in the point count formula partly depends on the conjugacy class of p. For example, if p ≡ 1 (mod d) then we will sum over the entire interval [1, d − 1] . If p − 1 and d are relatively prime, then this summand will be empty. When p − 1 and d share at least some factors (for example, if d is even) then there will be some terms that arise from this summand since we will be able to cancel the remaining factors in the denominator of which is not in the required interval. Hence, in this case, the number of points will simply be p + 1.
Proof. Throughout, assume that p is an odd prime. We follow the method of proof used in [8] to compute the number of points on a family of elliptic curves. Let P (x, y) = x d + c − y 2 , so that points on the curve C d coincide with solutions to P (x, y) = 0. Note that since θ is D
