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Abstract
We consider a Cauchy problem for a semilinear heat equation{
ut = u+ up in RN × (0, T ),
u(x,0) = u0(x) 0 in RN
with p > pS where pS is the Sobolev exponent. If u(x, t) = (T − t)−1/(p−1)ϕ((T − t)−1/2x) for x ∈ RN
and t ∈ [0, T ), where ϕ is a regular positive solution of
ϕ − y
2
∇ϕ − 1
p − 1ϕ + ϕ
p = 0 in RN, (P)
then u is called a backward self-similar blowup solution. It is immediate that (P) has a trivial positive
solution κ ≡ (p − 1)−1/(p−1) for all p > 1. Let pL be the Lepin exponent. Lepin obtained a radial regular
positive solution of (P) except κ for pS < p < pL. We show that there exist no radial regular positive
solutions of (P) which are spatially inhomogeneous for p > pL.
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We are concerned with a Cauchy problem for a semilinear heat equation{
ut = u+ up in RN × (0, T ),
u(x,0) = u0(x) 0 in RN
(1.1)
with p > pS , where pS is the Sobolev exponent. A solution u of (1.1) is said to blow up at t = T
if lim supt↗T |u(t)|∞ = ∞ with the norm | · |∞ of L∞(RN). We call a ∈ RN a blowup point of
u if u(t) is locally unbounded near a as t ↗ T . If there exists a constant C > 0 such that
∣∣u(t)∣∣∞  C(T − t)− 1p−1 for t ∈ [0, T )
for a solution u of (1.1) blowing up at t = T , then the blowup of u is of type I, and type II
otherwise. Put
w(y, s) = (T − t) 1p−1 u(x, t) (1.2)
with y = (T − t)−1/2(x − a) and s = − log(T − t) for a solution u of (1.1) with blowup time T
and blowup point a. Then w satisfies⎧⎨⎩ws = w −
y
2
∇w − 1
p − 1w +w
p in RN × (sT ,∞),
w
(
y, sT
)= T 1/(p−1)u0(a + T 1/2y) in RN, (1.3)
where sT = − logT . Type I blowup of u translates to the uniform boundedness of w, and the
asymptotic behavior of u near blowup point as t ↗ T corresponds to that of w as s → ∞.
If a solution u of (1.1) defined in RN × (−∞,0) satisfies λ2/(p−1)u(λx,λ2t) = u(x, t) in
RN × (−∞,0) for all λ > 0, then u is called backward self-similar. It is equivalent to u(x, t) =
(−t)−1/(p−1)ϕ((−t)−1/2x) for a positive solution of
ϕ − y
2
∇ϕ − 1
p − 1ϕ + ϕ
p = 0 (1.4)
in RN . Here we say that a function f is positive if f (r) > 0 for all r  0.
It was shown in [5] that κ ≡ (p − 1)1/(p−1) is a unique regular positive solution of (1.4) and
any global solution of (1.3) converges to κ as s → ∞ in subcritical case (N −2)p < N +2. This
means that blowup solution of (1.1) behaves asymptotically as a self-similar solution with profile
κ near blowup point.
On the other hand, when pS < p < pL, there exist regular radial positive solutions of (1.4)
which are spatially inhomogeneous by [2,4,9,10,17], where pL is the Lepin exponent, i.e.,
pL =
{∞ if N  10,
1 + 6
N−10 if N  11.
In the radial case, (1.3) with a = 0 and (1.4) are written respectively as
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N − 1
r
wr − r2wr −
1
p − 1w +w
p in (0,∞)× (sT ,∞),
w
(
r, sT
)= T 1/(p−1)u0(T 1/2r) in [0,∞) (1.5)
and
ϕ′′ + N − 1
r
ϕ′ − r
2
ϕ′ − 1
p − 1ϕ + ϕ
p = 0 (1.6)
with r = |y|. According to [12,13], any solution w of (1.5) corresponding to type I blowup
solution converges to ϕ as s → ∞ for some regular positive solution ϕ of (1.7). The behavior of
type I blowup solutions for pS < p < pL is more complicated than in subcritical case because of
the existence of multiple positive regular solutions of (1.7). The study of (1.7) is important also
from a view point of the dynamics of global solutions of (1.5), that is, the asymptotic behavior
of blowup solutions.
In the case of p  pL, it has remained open for many years whether a regular positive solution
of (1.7) different from κ exists or not. Recently, numerical experiment in [16] suggested the
nonexistence of regular positive solutions except κ for p > pL and N  11. In [14], a rigorous
proof was given to the nonexistence result in the case of p > 7/(N − 11) and N  12. However
it has been unsolved mathematically for pL < p  7/(N − 11).
The purpose of this paper is to complete the nonexistence theorem by improvement of the
hypotheses p > 7/(N − 11) and N  12 to p > pL and N  11.
Theorem 1.1. If p > pL and N  11, then there exist no regular positive solutions of (1.7) which
are spatially inhomogeneous.
This seems strange since the situation for (1.7) in the case of p > pL is the same as in sub-
critical case although the distance of p and pS is bigger for p > pL than for pS < p < pL.
There exists a radial solution of (1.1) which exhibits type II blowup by [6,15]. According
to Theorem 1.1, any radial blowup solution of (1.1) is of type II or of type I asymptotically
self-similar with profile κ .
One would imagine the Pohoz˘aev identity from the nonexistence result of solutions to a su-
percritical elliptic equation. In the proof of [14], an identity of Pohoz˘aev type played an essential
role. The method in the present paper is quite different from it. For α > 0, let ϕ(r;α) be the
solution of
ϕ′′ + N − 1
r
ϕ′ − r
2
ϕ′ − 1
p − 1ϕ + ϕ
p = 0 (1.7)
with ϕ′(0;α) = 0 and ϕ(0;α) = α. Put
r(α) = sup{r > 0: ϕ(˜r;α) > 0 for all r˜ ∈ [0, r)}
and let
S = {α > 0: r(α) = ∞}.
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that ϕ(r;α) is decreasing for r ∈ [0,∞) for α ∈ S with α 
= κ .
Let ϕ∞ is a singular solution of (1.7) defined by
ϕ∞(r) = c∞r−2/(p−1) for r > 0 (1.8)
with
c∞ =
{
2
p − 1
(
N − 2 − 2
p − 1
)} 1
p−1
.
Let L2w([a, b)) be the class of functions on [a, b) with 0 a < b∞ such that
b∫
a
f (r)2rN−1ρ(r) dr < ∞,
where ρ(r) = exp(−r2/4) for r  0. Let H 1w([a, b)) = {f ∈ L2w([a, b)): f ′ ∈ L2w([a, b))}. For
simplicity, we denote L2w([a, b)) and H 1w([a, b)) with a = 0, b = ∞ by L2w and H 1w , respectively.
For c ∈ (0, [(N − 2)2/(4p)]1/(p−1)), let
Lcφ = φ′′ + N − 1
r
φ′ − r
2
φ′ − 1
p − 1φ +
pcp−1
r2
φ.
It was shown in [14] that if p > pJL, then the spectrum of Lc consists of countable eigenvalues
and for the j th eigenvalue λcj of
−Lcφ = λφ in H 1w, (1.9)
it holds
λcj =
βc
2
+ 1
p − 1 + j for j = 0,1,2, . . . ,
where
βc = −(N − 2)+
√
(N − 2)2 − 4pcp−1
2
.
In particular, Lc with c = c∞ is the linearized operator of (1.7) at ϕ∞. Easy calculation yields
λ
c∞
0 < λ
c∞
1 < 0 < λ
c∞
2 < · · · if p > pL.
We get that ϕ(r;α) → ϕ∞(r) locally uniformly in (0,∞) as α → ∞, and that if α ∈ S , then
r2/(p−1)ϕ(r;α) → r2/(p−1)ϕ∞(r) uniformly in [R,∞) as α → ∞ for each R > 0. Based on
the convergence, we get that S is bounded from above for p > pL. Moreover it is given that if
p > pL, then the number of intersections between ϕ(r;α) and ϕ∞(r) is 2 or 3 for α ∈ S .
Section 3 is devoted to the proof of the main theorem. For a function f 
≡ 0 on [a, b)
with 0  a < b  ∞, let z(f : [a, b)) be the supremum over all j such that there exist
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a  r1 < r2 < · · · < rj+1 < b with f (ri) · f (ri+1) < 0 for i = 1,2, . . . , j . Denote z(f ; [0,∞))
by z(f ) for simplicity. We number zeros of a function on [a, b) with 0 a < b ∞ with sign
change in order enumerated from 0. We denote by 0 < c  1 and d  1 a sufficiently small
c > 0 and a sufficiently large d , respectively.
Let us sketch the proof. Let p > pL. Define
α∗ = inf{α > κ: α˜ /∈ S for all α˜ > α}.
It is immediate that α∗ < ∞ and α∗ ∈ S . On the contrary, we assume that α∗ 
= κ . Since
z(ϕ(r;α∗)− ϕ∞(r)) is equal to 2 or 3, we divide our consideration into the following cases:
(i) z(ϕ(r;α∗)− ϕ∞(r)) = 2;
(i-1) z(ϕ(r;αn) − ϕ∞(r); [0, r(αn)))  3 for some {αn} with αn → ∞ as n → ∞ (see
Fig. 1),
(i-2) z(ϕ(r;α)− ϕ∞(r); [0, r(α))) = 2 for all α > α∗ (see Fig. 2);
(ii) z(ϕ(r;α∗)− ϕ∞(r)) = 3 (see Fig. 3).
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In the case of (i-1), ϕ(r;αn)− ϕ∞(r) has at least three zeros rin for i = 1,2,3 with 0 < r1n <
r2n < r
3
n . By the convergence of ϕ(r;αn) to ϕ∞(r) as n → ∞, there exists cn > c∞ with cn → c∞
as n → ∞ such that ϕ(r;αn) cnr−2/(p−1) for r ∈ (0, r3n]. This implies that λcn2  0 for n  1
by the comparison of zeros for two elliptic equations. (The method is standard, but we prove it
in the proof of Lemma 2.2 for readers’ convenience since we frequently use the comparison in
this paper.) On the other hand, if p > pL, then λc∞2 > 0 and hence λcn2 > 0 for n  1. This is a
contradiction.
In the case of (ii), we reach a contradiction by the same argument as in the case of (i-1).
In the case of (i-2), differentiating (1.7) in α yields
(ϕα)
′′ + N − 1
r
(ϕα)
′ − r
2
(ϕα)
′ − 1
p − 1ϕα + pϕ(r;α)
p−1ϕα = 0, (1.10)
where ϕα(r;α) = ∂∂α ϕ(r;α). It is trivial that (ϕα)′(0;α) = 0 and that ϕα(0;α) = 1. Let α > α∗.
By several estimates, there exist C,d1, d2 > 0 with d1 < d2 and (α) ∈ (0, r(α)) for α > α∗ such
that
∥∥ϕα(r;α)∥∥H 1w[0,(α))  C∥∥ϕα(r;α)∥∥L∞[d1,d2] for α  1. (1.11)
Put ψ(r;α) = ϕα(r;α)/‖ϕα(r;α)‖H 1w[0,(α)) for r ∈ [0, (α)). Then there exist {αn} with
(αn) → ∞ as n → ∞ and Ψ ∈ H 1w satisfying
Ψ ′′ + N − 1
r
Ψ ′ − r
2
Ψ ′ − 1
p − 1Ψ +
pc
p−1∞
r2
Ψ = 0
such that ψ(r;αn) → Ψ (r) locally uniformly in (0,∞) as n → ∞. It follows from (1.11) that
Ψ 
≡ 0, which contradicts that 0 is not an eigenvalue of Lc∞ .
We note that our argument seems to be applicable to other equations since we need no identity
which strongly depends on the concrete form of equation.
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In this section, we prepare some estimates to prove Theorem 1.1. For α > 0, let ϕ(r;α) be the
solution of
ϕ′′ + N − 1
r
ϕ′ − r
2
ϕ′ − 1
p − 1ϕ + ϕ
p = 0 (2.1)
with ϕ′(0;α) = 0 and ϕ(0;α) = α. Put
r(α) = sup{r > 0: ϕ(˜r;α) > 0 for all r˜ ∈ [0, r)}
and let
S = {α > 0: r(α) = ∞}.
Lemma 2.1. For α ∈ S , ϕ(r;α) is uniformly bounded for r ∈ [0,∞).
Proof. On the contrary, assume that ϕ(r;α) is unbounded in [0,∞) for some α ∈ S . Define
E[ϕ(r)]= 1
2
(
ϕ′(r)
)2 − 1
2(p − 1)ϕ(r)
2 + 1
p + 1ϕ(r)
p+1 for r > 0.
Multiplying (2.1) by ϕ′(r) yields
d
dr
E[ϕ(r)]= ( r
2
− N − 1
r
)
ϕ′(r)2 for r > 0. (2.2)
We have that
ϕ′(r;α) 0 for r  1. (2.3)
In fact, assume that (2.3) is not true. Since ϕ(r;α) is unbounded in r , there exist {Rn}, {Rn}
with Rn < Rn and Rn → ∞ as n → ∞ such that ϕ(Rn;α) and ϕ(Rn;α) is a local minimizer
and a local maximizer, respectively and that ϕ(Rn;α) → ∞ as n → ∞. We easily see that
0 ϕ(Rn;α) κ for all n. It follows from (2.2) that
E
[
ϕ(Rn;α)
]
<E
[
ϕ(Rn;α)
]
for n  1.
Since E[ϕ(Rn;α)] is bounded and E[ϕ(Rn;α)] → ∞ as n → ∞, this is a contradiction.
We show that ϕ′′(r;α) 0 for r  1. If not so, then ϕ′′(r1;α) < 0 for some r1  1. Let
r = sup{r  r1: ϕ′′(˜r;α) < 0 for r˜ ∈ [r1, r)}.
Differentiating (2.1) in r yields
ϕ′′′ + N − 1ϕ′′ − N − 12 ϕ′ −
r
ϕ′′ − 1ϕ′ − 1 ϕ′ + pϕp−1ϕ′ = 0.r r 2 2 p − 1
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ϕ′′(r;α) < ϕ′′(r1;α) < 0 (2.4)
if r < ∞. This contradicts that ϕ′′(r;α) = 0, which implies that r = ∞. It follows from (2.4)
that ϕ′(r;α) → −∞ as r → ∞. This contradicts (2.3). Consequently it holds ϕ′′(r;α)  0 for
r  1.
Then it follows from (2.1) that
− r
2
ϕ′ − 1
p − 1ϕ + ϕ
p  0 for r  1.
Since ϕ(r;α) → ∞ as r → ∞, we get rϕ′  ϕp for r  1. This implies
1
p − 1 ·
1
ϕ(r;α)p−1  log
R
r
for R > r  1. Letting R → ∞ yields a contradiction, which completes the proof. 
Lemma 2.2. For α ∈ S , it holds α  κ and ϕ(r;α) is nonincreasing with respect to r .
Proof. Let
Lκφ = φ′′ + N − 1
r
φ′ − r
2
φ′ − 1
p − 1φ + pκ
p−1φ.
For j = 0,1,2, . . . , denote by λκj the j th eigenvalue of
−Lκφ = λφ in H 1w
and by φκj the eigenfunction corresponding to λ
κ
j normalized in L2w with φ
κ
j (0) > 0. It was given
in [3] that λκ0 < 0 = λκ1 < λκ2 < · · · and that z(φκj ) = j for j = 0,1,2, . . . .
Assume that there exists α ∈ S such that α < κ . There exists g(r) between in κ and ϕ(r;α)
for r  0 such that
ψ ′′ + N − 1
r
ψ ′ − r
2
ψ ′ − 1
p − 1ψ + pg(r)
p−1ψ = 0 in (0,∞), (2.5)
where ψ(r) ≡ κ − ϕ(r;α) for r  0.
Let ri be the ith zero of ψ(r) for a positive integer i, where r3 = ∞ if z(ψ) = 2. Since α ∈ S
and α < κ , we see i  2 by Lemma 2.1 and (2.2). Denote by R the zero of φκ1 . Replacing φκ1 by−φκ1 if necessary, there exists a positive integer k such that
ψ(r) > 0 in (rk−1, rk) and φκ1 (r) > 0 in [rk−1, rk],
where r0 = 0. Multiplying (2.5) by φκrN−1ρ and integrating by part over (rk−1, rk) yields1
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rk∫
rk−1
{
1
rN−1ρ
(ψ ′ρ)′ − 1
p − 1ψ + pg
p−1ψ
}
φκ1 r
N−1ρ dr
=
rk∫
rk−1
{
1
rN−1ρ
((
φκ1
)′
ρ
)′ − 1
p − 1φ
κ
1 + pgp−1φκ1
}
ψrN−1ρ dr
+ [ψ ′φκ1ρ]rkrk−1 − [ψ(φκ1 )′ρ]rkrk−1
< 0.
This contradiction implies α  κ for each α ∈ S .
The second statement is similarly shown. 
Let ϕ∞ be the singular solution of (2.1) defined by (1.8). The following result was shown
in [13].
Proposition 2.1. For α ∈ S , there exists c(α) > 0 such that
ϕ(r;α) = c(α)r− 2p−1 (1 − d(α)r−2 + o(r−2)) as r → ∞,
where d(α) = c(α)p−1 − cp−1∞ with the coefficient c∞ of ϕ∞.
Put
h(η;α) = r 2p−1 ϕ(r;α) and η = log r. (2.6)
Then h(r;α) satisfies
h′′ +
(
N − 2 − 4
p − 1
)
h′ − e
2η
2
h′ − cp−1∞ h+ hp = 0 (2.7)
in (−∞, η(α)), where η(α) = log r(α). Define
E
[
h(η)
]= 1
2
(
h′(η)
)2 + F (h(η)) (2.8)
for η ∈ (−∞, η(α)], where
F(τ) = −c
p−1∞
2
τ 2 + 1
p + 1τ
p+1 for τ  0.
Multiplying (2.7) by h′ yields
d
dη
E
[
h(η)
]= {e2η
2
−
(
N − 2 − 4
p − 1
)}
h′(η)2 (2.9)
for η ∈ (−∞, η(α)].
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z
(
ϕ(r;α)− ϕ∞(r);
[
0, r(α)
))= 2.
Proof. Suppose that there exists a sequence {αn} ⊂ S such that αn ↘ κ as n → ∞. Then for
0 < ε  1 and R  1 it holds |ϕ(r;αn1) − κ| < ε for r ∈ [0,R] for some n1  1. Since
κ is a unique element in S which intersects ϕ∞ exactly once by Lemma 4.4 of [1], it holds
z(ϕ(r;αn1) − ϕ∞(r))  2. If z(ϕ(r;αn1) − ϕ∞(r))  3, then there exists r1 > R such that
h(log r1;αn1) < c∞ and h′(log r1;αn1) = 0.
Then we have
E
[
h(logR;αn1)
]
 F
(
(κ − ε)R2/(p−1)). (2.10)
On the other hand, it follows from (2.9) that
E
[
h(logR;αn1)
]
E
[
h(log r1;αn1)
]
<F(0),
which contradicts (2.10). Therefore we see z(ϕ(r;αn1)−ϕ∞(r)) = 2. Then it follows from (2.9)
that
E
[
h(logR;αn1)
]
 F
(
c(αn1)
)
<F(0),
where c(αn1) is the constant c(α) with α = αn1 in Proposition 2.1. This contradiction completes
the proof of the first assertion.
The second conclusion is similarly derived. 
Let
pJL =
{∞ if N  10,
1 + 4
N−4−2√N−1 (< pL) if N  11,
which was found by [8].
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ϕ˜′′ + N − 1
ξ
ϕ˜′ + ϕ˜p − α1−p
(
ξ
2
ϕ˜′ + 1
p − 1 ϕ˜
)
= 0. (2.11)
The following was given in [2].
Proposition 2.2. For each K > 0 there exist α(K),M(K) > 0 such that if α  α(K), then
ϕ˜(ξ ;α) > 0 for ξ ∈ [0,K] and∣∣ϕ˜(ξ ;α)∣∣+ ∣∣ϕ˜′(ξ ;α)∣∣M(K) for ξ ∈ [0,K].
Lemma 2.4. Let p > pJL. For 0 < ε  1 there exist K,α(K) > 0 such that if α  α(K), then
(c∞ − ε)
(
α−
p−1
2 K
)− p−12  ϕ(α− p−12 K;α) (c∞ + ε)(α− p−12 K)− p−12
and
− 2
p − 1 (c∞ + ε)
(
α−
p−1
2 K
)− p−12 −1  ϕ′(α− p−12 K;α)
− 2
p − 1 (c∞ − ε)
(
α−
p−1
2 K
)− p−12 −1.
Let h(r;α) be as defined in (2.6). Then it holds
c∞ − ε  h
(
log
(
α−
p−1
2 K
);α) c∞ + ε
and
− 4ε
p − 1  h
′(log(α− p−12 K);α) 4ε
p − 1 .
Proof. Let Φ be a solution of
Φ ′′ + N − 1
ξ
Φ ′ +Φp = 0 in (0,∞)
with Φ ′(0) = 0 and Φ(0) = 1. From Proposition 2.2 and (2.11), we see ϕ˜(ξ ;α) → Φ(ξ) in
C1loc([0,∞)) as α → ∞.
According to [11], it holds
ξ
2
p−1
∣∣Φ(ξ)− ϕ∞(ξ)∣∣→ 0 as ξ → ∞
and
ξ
2
p−1 +1∣∣Φ ′(ξ)− ϕ′∞(ξ)∣∣→ 0 as ξ → ∞.
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c∞ − ε2
)
K
− 2
p−1 Φ(K)
(
c∞ + ε2
)
K
− 2
p−1
and
− 2
p − 1
(
c∞ + ε2
)
K
− 2
p−1 −1 Φ ′(K)− 2
p − 1
(
c∞ − ε2
)
K
− 2
p−1 −1.
Since ϕ˜(ξ ;α) → Φ(ξ) in C1loc([0,∞)) as α → ∞, there exists α(K) > 0 such that if
α  α(K), then
(c∞ − ε)K− p−12  ϕ˜(K;α) (c∞ + ε)K− p−12
and
− 2
p − 1 (c∞ + ε)K
− p−12 −1  ϕ˜′(K;α)− 2
p − 1 (c∞ − ε)K
− p−12 −1.
These immediately imply the desired inequalities for ϕ(r;α).
We next have
h′(η;α) = 2
p − 1 r
2
p−1 ϕ(r;α)+ r 2p−1 +1ϕ′(r;α).
Therefore the estimates for h(η;α) are easily derived from those for ϕ(r;α). 
Lemma 2.5. Let p > pJL. For 0 < ε  1 and any M > 0 there exist C,K,α(K) > 0 such that
if α  α(K), then h(η;α) < c∞ for η ∈ (−∞, log(α− p−12 K)) and∣∣h(η;α)− c∞∣∣ Cε1/2 and ∣∣h′(η;α)∣∣ Cε1/2 for η ∈ [log(α− p−12 K),M].
Proof. Put η1 = 12 log{2(N − 2 − 4p−1 )}. By Lemma 2.4 and (2.9) that
E
[
h(η;α)]E[h(log(α− p−12 K);α)]
 1
2
(
4ε
p − 1
)2
+ max{F(c∞ − ε),F (c∞ + ε)}
for η ∈ [log(α− p−12 K),η1]. Hence there exists C1 > 0 such that
E
[
h(η;α)] C1ε + F(c∞) for η ∈ [log(α− p−12 K), η1].
This implies the existence of C2 > 0 such that∣∣h(η;α)− c∞∣∣ Cε1/2 and ∣∣h′(η;α)∣∣ Cε1/2 for η ∈ [log(α− p−12 K), η1].
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[log(α− p−12 K),M]. 
Lemma 2.6. Let p > pJL. Then there exists c > 0 such that if {αn} ⊂ S and αn → ∞ as n → ∞,
then c(αn) c for n  1, where c(α) is the constant in Proposition 2.1.
Proof. On the contrary, assume that there exists {αn} ⊂ S with αn → ∞ as n → ∞ such that
c(αn) → ∞ as n → ∞. From Lemma 2.5, there exist n1, n2 with n1 < n2 and R1  1 such that
c(αn1) < c(αn2) and ϕ(R1;αn1) > ϕ(R1;αn2).
Since c(αn1) < c(αn2), there exists R2 >R1 such that ϕ(R2;αn1) = ϕ(R2;αn2) and ϕ(r;αn2) >
ϕ(r;αn1) for all r > R2.
Put ψ1(r) = κ − ϕ(r;αn2) and ψ2(r) = ϕ(r;αn2) − ϕ(r;αn1). There exist g1(r), g2(r) with
g1(r) > g2(r) for r R2 such that
ψ ′′i +
N − 1
r
ψ ′i −
r
2
ψ ′i −
1
p − 1ψi + pgi(r)
p−1ψi = 0 in (R2,∞)
for i = 1,2. Since g1(r) > g2(r) for r  R2, this is impossible by the comparison theorem for
elliptic equation, which completes the proof. 
Lemma 2.7. Let p > pJL. If {αn} ⊂ S and αn → ∞ as n → ∞, then c(αn) → c∞ as n → ∞.
Proof. Suppose that the assertion does not hold. Then there exist δ1 > 0 and a subsequence
denoted by {αn} such that ∣∣c(αn)− c∞∣∣ δ1 for all n. (2.12)
Let Rκ,∞ be the zero of ϕ∞ − κ . It is immediate that the largest zero of ϕ(r;αn)− ϕ∞(r) is less
than Rκ,∞. From Lemma 2.6, there exists C1 > 0 such that for n  1,
r
2
p−1 ϕ(r;αn) C1 for r  0. (2.13)
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(
ϕ′rN−1ρ
)′ = ( 1
p − 1ϕ − ϕ
p
)
rN−1ρ. (2.14)
For each r > 0, integrating (2.14) in (r,∞) yields
−ϕ′(r)rN−1ρ(r) =
∞∫
r
(
1
p − 1ϕ − ϕ
p
)
ξN−1ρ(ξ) dξ. (2.15)
From (2.13), there exists C2 > 0 such that for n  1,∣∣∣∣ 1p − 1ϕ(ξ ;αn)− ϕ(ξ ;αn)p
∣∣∣∣ C2ξ− 2p−1 for ξ Rκ,∞.
Therefore it follows from (2.15) that for n  1,
∣∣ϕ′(r;αn)∣∣ C2
rN−1ρ(r)
∞∫
r
ξ
N−1− 2
p−1 ρ(ξ) dξ for r Rκ,∞. (2.16)
Straightforward calculation yields
∞∫
r
ξ
N−1− 2
p−1 ρ(ξ) dξ  4rN−2−
2
p−1 ρ(r) for r  2
∣∣∣∣N − 2 − 2p − 1
∣∣∣∣1/2.
Hence there exist C3,R1 > 0 such that for n  1,∣∣ϕ′(r;αn)∣∣ C3r− 2p−1 −1 for r R1 (2.17)
by (2.16).
Differentiating (2.1) in r and representing like (2.14) yields
(
ϕ′′rN−1ρ
)′ = {(1
2
+ 1
p − 1
)
ϕ′ − pϕp−1ϕ′ + N − 1
r2
ϕ′
}
rN−1ρ.
In the same say, there exist C4 > 0 and R2 R1 such that for n  1,∣∣ϕ′′(r;αn)∣∣ C4r− 2p−1 −2 for r R2. (2.18)
From (2.13), (2.17) and (2.18), there exist C5, d1 > 0 such that for n  1,∣∣h′(η;αn)∣∣ C5 and ∣∣h′′(η;αn)∣∣ C5 for η d1.
Thus there exists C6 > 0 such that for n  1,
N. Mizoguchi / Journal of Functional Analysis 257 (2009) 2911–2937 2925∣∣h′(η;αn)∣∣ C6e−2η for η d1 (2.19)
by (2.7). From (2.9) and (2.19), there exists C7 > 0 such that for n  1,
0E
[
h(˜η;αn)
]−E[h(η;αn)] C7e−2η for η˜ > η d1.
Letting η˜ → ∞ yields
0 F
(
c(αn)
)−E[h(η;αn)] C7e−2η for η d1, (2.20)
for n  1.
On the other hand, there exists δ2 > 0 such that∣∣F (c(αn))− F(c∞)∣∣ δ2 for n  1. (2.21)
Take d2  d1 such that C7e−2d2  δ2/4. By Lemma 2.5, it holds
∣∣E[h(d2;αn)]− F(c∞)∣∣ δ24 for n  1. (2.22)
It follows from (2.20)–(2.22) that
δ2 
∣∣F (c(αn))− F(c∞)∣∣

∣∣F (c(αn))−E[h(d2;αn)]∣∣+ ∣∣E[h(d2;αn)]− F(c∞)∣∣
 δ2
2
by the choice of d2. This contradiction completes the proof. 
The following was shown in [14] based on [6,7] (also see [15]).
Proposition 2.3. Let p > pJL. For c ∈ (0, [(N − 2)2/(4p)]1/(p−1)), let
Lcφ = φ′′ + N − 1
r
φ′ − r
2
φ′ − 1
p − 1φ +
pcp−1
r2
φ.
Then the spectrum of Lc consists of countable eigenvalues and for the j th eigenvalue λcj of
−Lcφ = λφ in H 1w, (2.23)
it holds
λcj =
βc
2
+ 1
p − 1 + j for j = 0,1,2, . . . ,
where
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√
(N − 2)2 − 4pcp−1
2
.
For the j th eigenfunction φcj with ‖φcj‖H 1w = 1 and φcj (r) > 0 near r = 0, we have z(φcj ) = j ,
and there exist kcj , k˜
c
j > 0 such that
φcj (r) = kcj r−|βc| + o
(
r−|βc|
)
as r → 0
and
φcj (r) = k˜cj r−
2
p−1 +λj + o(r− 2p−1 +λj ) as r → ∞.
In particular, Lc with c = c∞ is the linearized operator of (2.1) at ϕ∞. We easily see that
λ
c∞
0 < λ
c∞
1 < 0 for p > pJL and that λ
c∞
0 < λ
c∞
1 < 0 < λ
c∞
2 < · · · if p > pL.
Lemma 2.8. If p > pJL is such that 0 is not an eigenvalue of (2.23) with c = c∞, then there
exists α > 0 such that α  α for all α ∈ S . In particular, if p > pL, then the conclusion holds.
Proof. On the contrary, assume that there exists {αn} ⊂ S such that αn → ∞ as n → ∞. Put
φ(r;αn) = ϕ∞(r)− ϕ(r;αn)|ϕ∞(r)− ϕ(r;αn)|L2w
for r > 0.
There exists g(r;αn) between ϕ(r;αn) and ϕ∞(r) such that φ(r) = φ(r;αn) satisfies
φ′′ + N − 1
r
φ′ − r
2
φ′ − 1
p − 1φ + pg(r;αn)
p−1φ = 0. (2.24)
Denote by ri(αn) the ith zero of φ(r;αn) for a positive integer i. Let k be a positive integer with
λ
c∞
k > 0 and denote by R1 the first zero of φ
c∞
k . Since
pg(r;αn)p−1 <pϕ∞(r)p−1 + λc∞k for r ∈
(
0, r1(αn)
)
,
we get
r1(αn) > R1 for all n (2.25)
by the comparison of zeros for two elliptic equations (see the proof of Lemma 2.2). From (2.24),
there exists d1 > 0 such that for n  1 if rˆn is a positive local maximizer or a negative local
minimizer of φ(r;αn), then rˆn  d1 by Lemmas 2.5, 2.7. Therefore we have∣∣φ(r;αn)∣∣L2w[d1,∞)  Cˆd ∣∣φ(r;αn)∣∣L∞[d,2d1] for n  1 (2.26)
with some Cˆd > 0 for d > 0.
We show that there exists C1 > 0 such that
φ(r;αn) C1r−|βc∞| for r ∈ (0,R1] (2.27)
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ϕ(r;αn) < ϕ∞(r) for r ∈ (0,R1].
Put φˆc∞k (η) = r |βc∞|φc∞k (r) and φˆ(η;αn) = r |βc∞|φ(r;αn) with η = r2/4. Then it holds
η
(
φˆ
c∞
k
)′′ +(βc∞ + N2 − η
)(
φˆ
c∞
k
)′ −( 1
p − 1 +
βc∞
2
− λc∞k
)
φˆ
c∞
k = 0 (2.28)
and
ηφˆ′′ +
(
βc∞ +
N
2
− η
)
φˆ′ −
(
1
p − 1 +
βc∞
2
)
φˆ  0 (2.29)
for η ∈ [0,D1), where D1 = R21/4. Assume that (2.27) is not valid. Then there exist a sub-
sequence denoted by {αn} and ηˆ(αn) ∈ (0,D1) such that φˆ(ηˆ(αn);αn) → ∞ as n → ∞. It is
immediate that ∣∣φˆ(η;αn)∣∣ C2 for η ∈ [D1/2,2D1] and n  1
with some C2 > 0. Hence there exist C3 > 0 and η1(αn), η2(αn) ∈ (0,D1) with η1(αn) < η2(αn)
such that if n  1, then C3φˆ(ηi(αn);αn) = φˆc∞k (ηi(αn)) for i = 1,2 and
C3φˆ(η;αn) > φˆc∞k (η) for η1(αn) < η < η2(αn).
Putting φ˜(η;αn) = C3φˆ(η;αn)− φˆc∞k (η), we get
ηφ˜′′ +
(
βc∞ +
N
2
− η
)
φ˜′ −
(
1
p − 1 +
βc∞
2
)
φ˜  0 for η1(αn) < η < η2(αn).
This is a contradiction by the comparison of zeros for two elliptic equations since λc∞k > 0,
which implies (2.27).
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 1 (2.30)
since N − 2|βc∞| > 0. It follows from (2.26) and (2.30) that
1 = ∣∣φ(r;αn)∣∣L2w[0,d2) + ∣∣φ(r;αn)∣∣L2w[d2,2d1) + ∣∣φ(r;αn)∣∣L2w[2d1,∞)
 1
2
+C4
∣∣φ(r;αn)∣∣L∞[d2,2d1]
for n  1 with some C4 > 0. Therefore we get
∣∣φ(r;αn)∣∣L∞[d2,2d1]  12C4 for n  1. (2.31)
It is immediate that
g(r;αn) C5 for r ∈ [d2,∞)
for n  1 with some C5 > 0 from Lemmas 2.2, 2.5. Multiplying (2.24) with φ(r) = φ(r;αn) by
φ(r;αn)rN−1ρ and integrating by part over (0,∞) yields
∞∫
0
φ′(r;αn)2rN−1ρ dr  p
∞∫
0
g(r;αn)p−1φ(r;αn)2rN−1ρ dr
 p
d2∫
0
ϕ
p−1∞ ·C21r−2|βc∞|rN−1ρ dr
+ p
∞∫
d2
C
p−1
5 φ(r;αn)2rN−1ρ dr.
Since N − 2 − 2|βc∞| > 0, there exists C6 > 0 such that
∞∫
0
φ′(r;αn)2rN−1ρ dr  C6 for n  1
and hence ∥∥φ(r;αn)∥∥H 1w  (C26 + 1)1/2 for n  1.
Therefore there exists Φ ∈ H 1w satisfying Lc∞Φ = 0 such that φ(r;αn) → Φ(r) locally uni-
formly in (0,∞) as n → ∞ by Lemmas 2.5, 2.7. It follows from (2.31) that Φ 
≡ 0, which is a
contradiction. This contradiction completes the proof. 
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= κ .
Proof. We first note that z(ϕ(r;α) − ϕ∞(r))  2 for each α ∈ S with α 
= κ by [1]. Suppose
that z(ϕ(r;α)−ϕ∞(r)) 4 for some α ∈ S . Let φc∞2 be an eigenfunction corresponding to λc∞2 ,
where λc∞2 is as in Proposition 2.3 with c = c∞. Let ri be the ith zero of ϕ(r;α)−ϕ∞(r), where
r0 = 0 and r5 = ∞ if z(ϕ(r;α)− ϕ∞(r)) = 4.
By the comparison theorem for elliptic equation, (r2i , r2i+1) contains at least one zero of φc∞2
for each i. Therefore we see z(φc∞2 )  3, which contradicts z(φ
c∞
2 ) = 2. This completes the
proof. 
3. Proof of the main theorem
This section is devoted to the proof of the main theorem.
Proof of Theorem 1.1. Put α∗ = inf{α > κ: α˜ /∈ S for all α˜ > α}. By Lemma 2.8, we see
α∗ < ∞. Then it holds α∗ ∈ S . On the contrary, assume that α∗ > κ . By Lemma 2.9, the fol-
lowing cases are possible:
(i) z(ϕ(r;α∗)− ϕ∞(r)) = 2;
(i-1) z(ϕ(r;αn) − ϕ∞(r); [0, r(αn)))  3 for some {αn} with αn → ∞ as n → ∞ (see
Fig. 1),
(i-2) z(ϕ(r;α)− ϕ∞(r); [0, r(α))) = 2 for all α > α∗ (see Fig. 2);
(ii) z(ϕ(r;α∗)− ϕ∞(r)) = 3 (see Fig. 3).
In the case of (i-1), let rin be the ith zero of ϕ(r;αn)− ϕ∞(r) for i = 1,2. Let
cn = max
{
r
2
p−1 ϕ(r;αn): r ∈
[
r1n, r
2
n
]}
.
Let Lc and λcj be as in Proposition 2.3 and denote by φ
c
j an eigenfunction corresponding
to λcj . From Lemma 2.5, we have cn → c∞ as n → ∞, and hence λcn2 > 0 for n  1 since
λ
c∞
2 > 0. Then it holds z(φ
cn
2 ) 3 by the comparison theorem of elliptic equation. This contra-
dicts z(φcn) = 2.2
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z
(
ϕ(r;α)− ϕ∞(r);
[
0, r(α)
))
 3 for α > α∗. (3.1)
In fact, assume that z(ϕ(r; α˜)− ϕ∞(r); [0, r(˜α))) = 2 for some α˜ > α∗. Putting
αˆ = inf{α > α∗: z(ϕ(r;α)− ϕ∞(r); [0, r(α)))= 2},
we see αˆ ∈ S and z(ϕ(r; αˆ) − ϕ∞(r)) = 2. This contradicts the definition of α∗, which im-
plies (3.1). By the same argument as in (i-1), we reach a contradiction.
In the case of (i-2), differentiating (2.1) in α yields
(ϕα)
′′ + N − 1
r
(ϕα)
′ − r
2
(ϕα)
′ − 1
p − 1ϕα + pϕ(r;α)
p−1ϕα = 0, (3.2)
where ϕα(r;α) = ∂∂α ϕ(r;α). It is trivial that (ϕα)′(0;α) = 0 and that ϕα(0;α) = 1. Let α > α∗.
Since ϕ(r(α),α) = 0, it holds
ϕr
(
r(α);α) · r ′(α)+ ϕα(r(α);α)= 0,
where ϕr(r;α) = ∂∂r ϕ(r;α), and hence
r ′(α) = −ϕα(r(α);α)
ϕr(r(α);α) . (3.3)
We first consider the case that r(α) is decreasing for α > α∗ sufficiently close to α∗ and
increasing for α  1.
Since ϕ(r;α) − ϕ(r;α∗) > 0 on at least two distinct intervals in [0, r(α)), we have
z(ϕα(r;α); [0, r(α))) 2.
Let r(α) and r(α) be the local maximizer and the local minimizer of ϕα(r;α) closest to r(α),
respectively. We first suppose that r(α) < r(α) for α > α∗ sufficiently close to α∗.
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r(α) < r(α) < r(α) for α > α∗. (3.4)
Indeed, if not so, there exists α1 > α∗ such that r(α1) = r(α1). Substituting α = α1 and r =
r(α1) = r(α1) into (3.2) yields a contradiction. Therefore the first inequality in (3.4) holds. The
second inequality is similarly shown.
For α > α∗, let d(α) > 0 with
pϕ
(
d(α);α)p−1 − 1
p − 1 = 0.
Since ϕ(r;α) is decreasing in [0, r(α)], it follows from (3.2) that
r(α) d(α) and r(α) d(α) for α > α∗. (3.5)
There exists neither positive local minimizer nor negative local maximizer of ϕα(r;α) in
[0, d(α)] by (3.2).
We have
ϕα
(
r(α);α)> 0 for α  1 (3.6)
from (3.3) and
r(α) < r(α) for α  1 (3.7)
by the same argument to prove (3.4).
Since
ϕ(r;α) → ϕ∞(r) in L∞loc
(
(0,∞)) as α → ∞ (3.8)
by Lemma 2.5, there exists d1 > 0 such that
d(α) d1 for α  1
and hence
r(α) d(α) d1 for α  1. (3.9)
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Lc∞+εφ˜c∞+ε = 0 (see [14]). Denote by ri(α) be the ith zero of ϕα(r;α) for positive integer i.
From Lemma 2.5, there exists d2 > 0 such that
r1(α) d2 for α  1 (3.10)
by the comparison theorem of elliptic equation.
Put (α) = r(α)/(p + 1). Then it holds∥∥ϕα(r;α)∥∥H 1w([d2,(α)])  C1∣∣ϕα(r;α)∣∣L∞([d2,d1]) for α  1 (3.11)
with some C1 > 0.
In fact, ϕ′α(r;α)  0 for r ∈ [r(α), r(α)] for α > α∗ since r(α) is the local maximizer of
ϕα(r;α) closest to r(α). Therefore we see∣∣ϕα(r;α)∣∣L∞([r(α),r(α)])  ∣∣ϕα(r;α)∣∣L∞([d2,d1]) for α  1. (3.12)
Take d3  d1 such that
pϕ(r;α)p−1 < min
{
r
2
− N − 1
r
,
1
2(p − 1)
}
for r  d3 and α  1.
It is immediate that ∣∣ϕ′α(d3;α)∣∣ C2∣∣ϕα(r;α)∣∣L∞([d2,d1]) for α > α∗ (3.13)
with some C2 > 0. If ϕ′′α(r;α) 0 for r ∈ [d3, r(α)], then we have
ϕ′α(r;α) ϕ′α(d3;α)−C2
∣∣ϕα(r;α)∣∣L∞([d2,d1])
and hence ∥∥ϕα(r;α)∥∥H 1w([d3,r(α)])  C3∣∣ϕα(r;α)∣∣L∞([d2,d1]) for α  1
with some C3 > 0. This leads to (3.11).
We next treat the case that there exists a(α) d3 with ϕ′′α(a(α);α) < 0. Differentiating (3.2)
in r yields
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N − 1
r
ϕ′′α −
N − 1
r2
ϕ′α −
r
2
ϕ′′α −
1
2
ϕ′α −
1
p − 1ϕ
′
α
+p(p − 1)ϕp−2(ϕ′α)2 + pϕp−1ϕ′′α = 0. (3.14)
Put a∗(α) = sup{r ∈ (a(α), r(α)): ϕ′′α(˜r;α) < 0 for r˜ ∈ [a(α), r)}. Supposing that a∗(α) < r(α),
we see ϕ′′α(a∗(α);α) = 0. On the other hand, we have
ϕ′′′α (r;α) 0 for r ∈
[
a(α), a∗(α)
]
by the choice of d3 and (3.14), and hence ϕ′′α(a∗(α);α) < 0. This contradiction implies a∗(α) =
r(α), that is,
ϕ′′α(r;α) < 0 for r ∈
[
a(α), r(α)
]
.
Assume that ϕ′′α(r;α) 0 for r ∈ [d3, r(α)]. Then we get
ϕα
(
r(α);α) ϕα(d3;α)+ ϕ′α(d3;α)(r(α)− d3)
and hence
−ϕ′α(d3;α)
ϕα(d3;α)
r(α)− d3 .
Therefore it holds
1
r(α)− d3
(
d3
2
− N − 1
d3
)
 1
p − 1 − pϕ(d3;α)
p−1 (3.15)
since
N − 1
r
(ϕα)
′ − r
2
(ϕα)
′ − 1
p − 1ϕα + pϕ(r;α)
p−1ϕα  0 at r = d3
from (3.2). Since r(α) → ∞ as α → ∞, this is a contradiction for α  1 by the choice
of d3. Consequently, there exists b(α)  d3 such that ϕ′′α(b(α);α) > 0. It is immediate
that ϕ′′α(d3;α) 0 by the above result. Putting b∗(α) = sup{r ∈ (d3, r(α)): ϕ′′α(˜r;α) > 0 for
r˜ ∈ (d3, r)}, we see b∗(α) < r(α) under consideration. Assume that b∗(α) 1p+1 r(α). Similarly
to (3.15), we get
1
r(α)− b∗(α)
(
b∗(α)
2
− N − 1
b∗(α)
)
 1
p − 1 − pϕ
(
b∗(α);α)p−1
and hence
1
2p
 1
pb∗(α)
(
b∗(α)
2
− N − 1
b∗(α)
)
 1
2(p − 1) .
This is a contradiction. Therefore it holds b∗(α) > 1
p+1 r(α). Then (3.11) holds by the same
manner as in the first case in the proof of (3.11).
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with some C4 > 0. Put
ψ(r;α) = ϕα(r;α)‖ϕα(r;α)‖H 1w([0,(α)])
for r ∈ [0, (α)].
Then it holds that ‖ψ(r;α)‖H 1w([0,(α)]) = 1 and that
ψ ′′ + N − 1
r
ψ ′ − r
2
ψ ′ − 1
p − 1ψ + pϕ(r;α)
p−1ψ = 0 in (0, (α)). (3.16)
By the same method as (2.27), there exists C5 > 0 such that
ψ(r;α) C5r−|βc∞| for r ∈ (0, d2] (3.17)
for n  1, where βc∞ is the constant in Proposition 2.3.
Let 0 < δ < min{d2,R1,1}. It follows from (2.27) that
δ∫
0
ψ2rN−1ρ dr  C25
δ∫
0
rN−2|βc∞|−1ρ dr for α  1.
Multiplying (3.16) by ψrN−1ρ and integrating by part in (0, δ) yields
δ∫
0
(ψ ′)2rN−1ρ dr + 1
p − 1
δ∫
0
ψ2rN−1ρ dr = p
δ∫
0
ϕp−1ψ2rN−1ρ dr +ψ(δ)ψ ′(δ)δN−1ρ(δ)
 C6
δ∫
0
rN−2|βc∞|−3ρ dr +ψ(δ)ψ ′(δ)δN−1ρ(δ)
for α  1 with some C6 > 0 from Lemma 2.5 and (2.27). Take δ1 > 0 with δ1 < min{d2,R1,1}
satisfying
C25
δ1∫
0
rN−2|βc∞|−1ρ dr +C6
δ1∫
0
rN−2|βc∞|−3ρ dr < 1
4
.
Since ∥∥ψ(r;α)∥∥
H 1∞([δ1,d2])  C7
∣∣ψ(r;α)∣∣
L∞([d2,d1]) for α  1 (3.18)
with some C7 > 0, it holds that
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H 1w([0,δ1]) 
1
2
+C7
∣∣ψ(r;α)∣∣
L∞([d2,d1]) for α  1.
Hence we get
∥∥ψ(r;α)∥∥
H 1w([δ1,(α)]) 
1
2
−C7
∣∣ψ(r;α)∣∣
L∞([d2,d1]) for α  1. (3.19)
It follows from (3.11), (3.18) and (3.19) that
∣∣ψ(r;α)∣∣
L∞([d2,d1]) 
1
2(C1 + 2C7) for α  1. (3.20)
It is immediate that there exist {αn} with αn → ∞ as n → ∞ and Ψ ∈ H 1w satisfying
Ψ ′′ + N − 1
r
Ψ ′ − r
2
Ψ ′ − 1
p − 1Ψ + pϕ
p−1∞ Ψ = 0 in (0,∞)
such that ψ(r;αn) converges to Ψ (r) locally uniformly in (0,∞) as n → ∞. It follows
from (3.20) that Ψ 
≡ 0. Since 0 is not an eigenvalue of
−Lc∞φ = λφ in H 1w
from p > pL, this is a contradiction.
We next consider the case of r(α) > r(α) for α > α∗ sufficiently close to α∗.
Let r˜(α) > r(α) be the zero of ϕα(r;α) closest to r(α). If r˜(αn) → ∞ as n → ∞ for some
{αn} with αn → ∞ as n → ∞, we reach a contradiction in the same way as above. Suppose
that r˜(α) R for α  1 with some R > 0. From p > pL, we have λc∞+ε2 > 0 for 0 < ε  1 by
Proposition 2.3, where λc∞+εi is the ith eigenvalue of −Lc∞+εφ = λφ in H 1w for i = 0,1,2, . . . .
For α  1, it holds
ϕ(r;α) (c∞ + ε)r
2
p−1 for r ∈ (0,R]
by Lemma 2.5. Then we see z(φc∞+ε2 ) 3 by the comparison theorem of elliptic equation, which
contradicts z(φc∞+ε2 ) = 2.
When r(α) oscillates for α > α∗ sufficiently close to α∗ or for α  1, a similar argument as
above leads us to a contradiction. 
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