We provide a full characterization of the oblique projector U(VU) † V in the general case where the range of U and the null space of V are not complementary subspaces. We discuss the new result in the context of constrained least squares minimization which finds many applications in engineering and statistics.
The converse problem of characterizing the range and null space of a given idempotent matrix has not received the same amount of attention. The motivation for studying idempotents of the form U(VU) † V with R(U) + N(V) = C m and R(U) ∩ N(V) {0} feature also in signal reconstruction, cf. [5] .
Given that U(VU) † V has a wide range of applications it is desirable to understand its geometric nature. One might conjecture that in general
but the behaviour of the projector is somewhat more intricate and cannot be described based on the knowledge of R(U) and N(V) alone. The conjecture (2)-(4) turns out to be true only when both U and V are orthogonal projectors. Surprisingly, the main tool in proving the general result is the Zlobec formula [6] in conjunction with Proposition 1.1. The result presented here is different from the problem discussed by Rao and Yanai [7] in which projectors onto and along two given subspaces are considered under the assumption that the subspaces are not necessarily spanning the whole space. In such a situation, the projector no longer needs to be idempotent.
The paper is organized as follows. In section 2 we introduce required terminology and notation, we establish the main tools and prove Proposition 1.1. In section 3 we state and prove the main result. In section 4 we discuss application of the main result to constrained least squares minimization and the link to the minimal norm solution of Eldén [8] .
Preliminaries
We use notation of [1] . A * denotes the conjugate transpose of matrix A. We write r(A), R(A), N(A) for the rank, range and null space of A, respectively. Consider the following relations
We write X ∈ A{i, j, . . . , k}, if X satisfies conditions (I.i), (I. j), . . . , (I.k). A † denotes the MoorePenrose inverse which is the unique element of A{1, 2, 3, 4}. The following theorem is our main tool. is the unique element of A{1, 2} with range R(Ũ) and null space N(Ṽ), also known as the oblique pseudoinverse (cf. [9] ).
Corollary 2.2. The Zlobec formula [6],
is now obtained by settingŨ =Ṽ = A * in part d) and arguing A
The following is a pre-cursor to the main result in this note. The "if" part appears, for example, in [10, (3.51) ].
Corollary 2.3.Ũ(ṼŨ) (1)Ṽ = P R(Ũ),N(Ṽ) if and only if r(ṼŨ) = r(Ṽ) = r(Ũ).

Next we show that the form U(VU)
† V covers all idempotent matrices.
(U) and N(V) are complementary subspaces of C m if and only if r(U) = r(V) = r(VU).
Proof. If: By Corollary 2.3 U(VU)
Only if: i) complementarity implies dim(R(U)) + dim(N(V)) = m. On rearranging we obtain r(U) = m − dim(N(V)) and by the rank-nullity theorem r(U) = r(V).
ii) Complementarity also implies R(U) ∩ N(V) = {0} which yields N(VU) = N(U). By rank-nullity theorem we obtain r(VU) = r (U) .
Proposition 2.5. Matrix E ∈ C m×m is idempotent if and only if there are matrices U
Proof. The 'if' statement follows easily from (6) and (I.2),
The 'only if' part: construct U so that its columns form a basis of R(E) and construct V * so that its columns form the basis of N(E)
⊥ . To conclude we provide a proof of Proposition 1.1.
This implies R(U) = R(E), N(V) = N(E). Since E is idempotent R(U), N(V) are by construction complementary and from Lemma 2.4 we obtain r(U) = r(V) = r(VU). By Corollary 2.3 U(VU)
Proof (Proposition 1.1). The first statement follows from the 'only if' part in the proof of Proposition 2.5. The second part follows from identities (
Result
Theorem 3.1. Given two arbitrary matrices U ∈ C m×p , V ∈ C q×m the matrix E = U(VU) † V is idempotent with range and null space given by
Proof. By Zlobec's formula (5) with A = VU we obtain
Corollary 2.3 yields R(E) = R(Ũ), N(E) = N(Ṽ). From r(VU) = r(VUU
and from (9)- (11) we obtain r(VU) = r(UU
Continuing with the second term on the right hand side we obtain
On substituting (13) into (12) we obtain the desired result. The last equality in (7) is obtained by writing R(UU * V * ) = N(VUU * ) ⊥ and then evaluating N(VUU * ) by exchanging the role of U and V * in (12) and (13).
Remark 3.2. Special cases of Theorem 3.1 include situations covered by Corollary 2.3 in which r(U) = r(V) = r(VU) and we have R(E) = R(U), N(E) = N(V); the Langenhop form [12, Lemma 2.2] with VU = I is a case in point. The Greville formula (1) also falls into this category. Hirabayashi and Unser [5, Lemma 3] encounter the case R(U)
+ N(V) = C m and R(U) ∩ N(V) {0}, yielding R(E) = R(UU * V * ), N(E) = N(V).
Application Proposition 4.1. Let
lie in the set 
and Ξ is a singleton,
Proof. We have N(A 1 ) = 0 and by Theorem 3.1
This
and by Proposition 1.1
The rest follows from Proposition 4.1.
Note that Corollary 4.2 is not covered by Corollary 2. † A 1 Theorem 3.1 guides us to the convenient choice of D 2 which simplifies the geometry of the result and also helps to identify the element of Ξ with minimal distance from a given reference point. 
This implies ξ ∈ R(A *
) + R(A *
