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MOTION OF AN ELASTIC WIRE WITH THICKNESS
IN A RIEMANNIAN MANIFOLD
NORIHITO KOISO
Abstract. There are several types of equation of motion of elastic wires. In this paper, we
treat an equation taking account of the thickness of wire. The equation was introduced by
Caflisch and Maddocks on plane curves, and they proved the existence of solutions. Koiso
and Sugimoto generalized the result to any dimensional Euclidean space. In this paper, we
will prove the existence of solutions on any riemannian manifold.
1. Introduction and results
An elastic wire is a closed arcwise parametrized curve γ : S1 → RN endowed with elastic
energy
(1.1) U(γ) := ‖γxx‖
2 :=
∫
|γxx|
2 dx.
According to Hamilton’s principle, an equation of motion of an elastic wire is determined
by the potential energy U(γ) and other kinetic energy. For a start, we may consider F (γ) =
‖γt‖
2 as kinetic energy. The equation of motion we get is
(1.2) γtt + γxxxx + (µγx)x = 0, |γx|
2 = 1.
Here, µ = µ(x, t) is an unknown function determined by the condition |γx|
2 = 1. The
principal part of the equation is the 1-dimensional plate equation.
For this equation, R. Courant and D. Hilbert [2] introduced its linear version. Re-
cently, there are researches by the author [6] (case of Euclidean space Rn), A. Burchard
and L. E. Thomas [1] (case of R3, uses Hasimoto transformation on the vortex filament
equation), [7] (case of Riemann manifold (M, g)).
We may consider a parabolic equation by replacing Newton dynamics by gradient flow
method.
(1.3) γt + γxxxx + (µγx)x = 0, |γx|
2 = 1.
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For this direction, there are researches by the author [4] (case of Euclidean space Rn), [5]
(case of Riemann manifold (M, g)). There is another equation which preserves curve length
but does not preserve arcwise parametrization: Y. Wen [9] (case of Euclidean space Rn).
In this paper, we consider an elastic wire with thickness under Newton dynamics. When
we change direction of infinitesimal part of center line of an elastic wire with thickness, its
surrounding material really moves. Therefore, we add quantity ‖γxt‖
2 to the previous kinetic
energy ‖γt‖
2, and we apply Hamilton’s principle to new kinetic energy F (γ) = ‖γt‖
2+‖γxt‖
2.
We get the equation of motion:
(1.4) γtt − γxttx + γxxxx + (µγx)x = 0, |γx|
2 = 1.
The principal part of the equation is a hyperbolic equation for γxx. This equation was
introduced by R. Caflish & J. Maddocks (1984) [3] in the case of Euclidean plane R2. They
proved the existence and the uniqueness of the solution to the equation. To prove it, they
converted the equation to a hyperbolic equation for θ, where γx =: ξ = (cos θ, sin θ). Hence,
we cannot directly generalize the result to higher dimensional case. The existence and
uniqueness of the solution in the case of general dimensional case was given by N. Koiso &
M. Sugimoto (2010) [8].
Because this equation is physically natural and is given by Hamilton’s principle with a
clear functional, it seems to be reasonable that the equation can be generalized to Riemannian
manifolds, i. e., the Riemannian version of the equation can be solved. This perturbation
of equation is mild, because the principal part is preserved. At first sight the perturbation
seems to be easy because hyperbolic equations are stable under modifying lower derivatives.
However, direct generalization is not possible, because the proof on Euclidean spaces RN in
[8] depends on converting the equation to an equation for ξ := γx ∈ S
N−1.
We consider equation (1.4) in a Riemannian manifold (M, g), hereinafter. From now on,
curves γ are closed curves: S1 = R/Z → M . By rescaling the metric g of the Riemannian
manifold M , we may assume that the initial curve is of length 1 and arcwise parametrized.
We denote by 〈∗, ∗〉 the L2 inner product for x direction, and by ‖∗‖ the L2 norm. I. e.,
‖∗‖2 = 〈∗, ∗〉. We also use L2 norm for pointwise norm. That is, the norms of v = (v
i), a =
(aj i) and b = (bi
k
j) are defined by |v|
2 =
∑
i(v
i)2, |a|2 =
∑
i,j(a
j
i)
2 and |b|2 =
∑
i,j,k(bi
k
j)
2,
respectively, in orthonormal systems.
For potential energy U(γ) = ‖∇xγx‖
2 and kinetic energy F (γ) = ‖∇tγx‖
2 + ‖γt‖
2, the
first variation of the action integral becomes
(1.5)
1
2
d
ds
∫ T
0
F (γ)− U(γ) dt =
1
2
d
ds
∫ T
0
‖∇tγx‖
2 + ‖γt‖
2 − ‖∇xγx‖
2 dt
=
∫ T
0
〈−∇tγt +∇x∇
2
t γx −∇
3
x γx +Ψ, γs〉 dt,
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where Ψ := R(γx,∇xγx)γx − R(γx,∇tγx)γt.
From this, we will see that the equation of motion becomes
(1.6) −∇tγt +∇x∇
2
t γx −∇
3
x γx +Ψ = ∇x(µγx), |γx|
2 = 1.
Here, µ = µ(x, t) is the Lagrange’s multiplier. The constrained condition for the initial data
{γ(x, 0), γt(x, 0)} is |γx(x, 0)|
2 = 1 and g(∇xγt(x, 0), γx(x, 0)) = 0. We call this equation the
wave equation of motion of elastic wire, or simply the equation of motion in this paper.
Theorem 1.1 (Theorem 4.4). The equation of motion (1.6) has a unique short-time
solution for any initial data {γ(x, 0), γt(x, 0)} which is not a geodesic and satisfies the con-
strained condition. The solution extends to an infinite time solution, if it stays away from
geodesics.
Here, the condition “the initial data is not a geodesic” and “the solution stays away
from geodesics” are natural on our setting. For example, if the initial curve γ(x, 0) is an
isolated shortest geodesic, any vector field η(x) orthogonal to γx(x, 0) satisfies the constrained
condition as initial velocity, but only translation of parameter x is allowed as the solution.
And, because geodesics are singular points of the space of closed curves of given length, it is
difficult to analyze behaviour of curves around geodesics.
This paper is constructed as follows. First, we derive the equation of motion (1.6) in
section 2, and decompose it to a coupled system (2.16) of equations in vector fields ξ = γx,
η = γt and θ. 

(Oθ) −D
2
xθ + θ
⊥ = DxΨ+ Φ,
(Wξ) (D
2
t ξ −D
2
xξ)
⊥ = θ⊥, |ξ|2 = 1,
(Oη) Dtη = Dxθ +Ψ+Dxξ,
(Oγ) γt = η.
Here, Dx and Dt are differential operators approximating ∇x and ∇t respectively, Ψ and Φ
are expressed by ξ and η, and ∗⊥ is the orthogonal part to ξ. We call this system the coupled
system of equations of motion of elastic wire, or simply the coupled system in this paper.
Next, we prove existence of short-time solutions to the coupled system (2.16) in section
3. For that, we need to analyze each decomposed equation. This part is most important in
this paper. We will solve these equations in function spaces {γ | γt ∈ C
0}, {η | ηt ∈ C
0},
{ξ ∈ C1} and {θ | θx ∈ C
0}.
In subsection 3.1, we analyze equations (Oη) and (Oγ). They are simple ordinal differen-
tial equations, but their estimation gives idea of estimation of equation (Wξ). In subsection
3.2, we analyze equation (Wξ). Equation (Wξ) is converted to a standard semilinear wave
integral equation. However, since we don’t assume that γx is continuous, we need careful
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treatment of it. In subsection 3.3, we define curve bentness B(γ) and show some basic prop-
erties. The curve bentness guarantees that γ is not a geodesic in H1 topology. In subsection
3.4, we analyze equation (Oθ) using B(γ). This part reflects geometry of the Riemannian
metric g. In subsection 3.5, we prove the short-time existence of solutions to the coupled
system (2.16) (Proposition 3.26). The solution will give a solution γ ∈ C3 to the equation
of motion (1.6) (Proposition 3.27).
In conclusion, we prove the long-time existence of solutions (Theorem 4.4) in section 4.
We also prove that the solution is of class C∞ if the initial data is of class C∞(x) (Theorem
4.6).
2. Derivation and decomposition of equation
We describe derivation of equation in details. Let γ = γ(x, t, s) be a variation of a motion
γ(x, t) of a curve. The variational vector field is γs. The first variation of the Hamilton’s
functional becomes as follows.
(2.1)
1
2
∫ T
0
(F (γ)− U(γ)) dt =
1
2
d
ds
∫ T
0
‖∇tγx‖
2 + ‖γt‖
2 − ‖∇xγx‖
2 dt
=
∫ T
0
〈∇tγx,∇s∇tγx〉+ 〈γt,∇sγt〉 − 〈∇xγx,∇s∇xγx〉 dt.
Since each term is,∫ T
0
〈∇tγx,∇s∇tγx〉 dt =
∫ T
0
〈∇tγx,∇t∇sγx +R(γs, γt)γx〉 dt
=
∫ T
0
−〈∇2t γx,∇xγs〉+ 〈R(γx,∇tγx)γt, γs〉 dt
=
∫ T
0
〈∇x∇
2
t γx, γs〉 − 〈R(γx,∇tγx)γt, γs〉 dt,
(2.2)
∫ T
0
〈γt,∇sγt〉 dt =
∫ T
0
〈γt,∇tγs〉 dt =
∫ T
0
−〈∇tγt, γs〉 dt,(2.3)
− 〈∇xγx,∇s∇xγx〉 = −〈∇xγx,∇x∇sγx +R(γs, γx)γx〉
= 〈∇2x γx,∇xγs〉+ 〈R(γx,∇xγx)γx, γs〉 = −〈∇
3
x γx, γs〉+ 〈R(γx,∇xγx)γx, γs〉.
(2.4)
Summing up them, we see that the first variation is
(2.5) 2
∫ T
0
〈−∇tγt +∇x∇
2
t γx −∇
3
x γx +Ψ, γs〉 dt.
By Hamilton’s principle, the first variation have to vanish for any variational vector field
γs satisfying 0 = ∂s(|γx|
2) = 2g(γx,∇sγx) = 2g(γx,∇xγs). It is equivalent to that, the first
variation vanishes if
(2.6) 0 = −
∫ T
0
∫
µg(γx,∇xγs) dxdt =
∫ T
0
〈∇x(µγx), γs〉 dt
MOTION OF ELASTIC WIRE 5
for all functions µ = µ(x, t). In other words, using q := −∇tγt + ∇x∇
2
t γx − ∇
3
x γx + Ψ and
X := the space {∇x(µγx)}, it holds that γs ⊥ q if γs ⊥ X , with respect to the L2-inner
product on S1 × [0, T ]. Therefore, q belongs to X . That is, the equation (1.6) holds.
We cannot directly obtain a priori estimate of µ in the form (1.6). Instead, we will
decompose (1.6) and eliminate µ. Letting ξ := γx, we get
(2.7)
−∇tγt +∇x∇
2
t ξ −∇
3
x ξ +Ψ = ∇x(µξ),
∇x(∇
2
t ξ −∇
2
x ξ − µξ) = ∇tγt −Ψ.
We rewrite it to ∇xα = ∇tγt − Ψ using α := ∇
2
t ξ − ∇
2
x ξ − µξ. To express the γt by ξ, we
differentiate both sides with respect to x.
(2.8)
∇2x α = ∇x∇tγt −∇xΨ = ∇t∇xγt +R(γx, γt)γt −∇xΨ
= ∇2t γx +R(γx, γt)γt −∇xΨ = ∇
2
t ξ +R(γx, γt)γt −∇xΨ.
The definition of α implies that (∇2t ξ −∇
2
x ξ)
⊥ = α⊥. On the other hand, from |ξ|2 ≡ 1,
we have g(ξ,∇tξ) = 0, g(ξ,∇
2
t ξ) = ∂t(g(ξ,∇tξ)) − |∇tξ|
2 = −|∇tξ|
2. Similarly we have
g(ξ,∇xξ) = 0 and g(ξ,∇
2
x ξ) = −|∇xξ|
2. Hence, ξ-component of ∇2t ξ −∇
2
x ξ becomes
(2.9) (|∇xξ|
2−|∇tξ|
2)ξ = (∇2t ξ−∇
2
x ξ)−(∇
2
t ξ−∇
2
x ξ)
⊥ = ∇2x (α−ξ)−R(γx, γt)γt+∇xΨ−α
⊥.
Therefore, by letting θ := α− ξ, we have
(2.10) ∇2x θ = θ
⊥ − (|∇tξ|
2 − |∇xξ|
2)ξ +R(ξ, γt)γt −∇xΨ.
Noting that ∇tγt = ∇xα + Ψ = ∇xθ + ∇xξ + Ψ, and introducing η := γt, we collect
equations for θ, ξ, η and γ as follows.
(2.11)


−∇2x θ + θ
⊥ = ∇xΨ+ Φ,
(∇2t ξ −∇
2
x ξ)
⊥ = θ⊥, |ξ|2 = 1,
∇tη = ∇xθ +Ψ+∇xξ,
γt = η,
Ψ = R(ξ,∇xξ)ξ −R(ξ,∇tξ)η, Φ = (|∇tξ|
2 − |∇xξ|
2)ξ − R(ξ, η)η,
∗⊥ := ∗ − g(∗, ξ)ξ.
Next, we give the coordinate expression of this system. Let {ei} be an orthonormal frame
field around the image of the initial curve γ(x). We define a family of smooth functions {Γi
k
j}
by ∇eiej = Γi
k
jek. It is modified Christoffel symbols. When the conversion law of ∂/∂x
i
and ei is given as ∂/∂x
i = hj iej , we have ∇xp = p
i
xei + Γi
k
jγ
ℓ
xh
i
ℓp
jek for p = p
iei. We define
a vector valued bilinear form Γ by Γ(ei, ej) = Γi
k
jek. We introduce differential operators
(2.12)
Dxp := ∇xp− Γ(γx − ξ, p) = px + Γ(ξ, p),
Dtp := ∇tp− Γ(γt − η, p) = pt + Γ(η, p),
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and use them instead of ∇x and ∇t. We use them only for proof of short time existence of
solutions, because the differential operators Dx and Dt depend on the choice of an orthonor-
mal frame {ei}. We have Dxei = ∇ξei = Γ(ξ, ei) and Dtei = ∇ηei = Γ(η, ei). It holds that
Dx = ∇x if ξ = γx, and Dt = ∇t if η = γt. Also, since
(2.13) 0 = ek(g(ei, ej)) = g(∇ekei, ej) + g(ei,∇ekej) = Γk
j
i + Γk
i
j ,
g(Γ(v, p), q) is anti-symmetric with respect to p and q. Therefore,
(2.14)
∂x(g(p, q)) = g(px, q) + g(p, qx) = g(px + Γ(ξ, p), q) + g(p, qx + Γ(ξ, q))
= g(Dxp, q) + g(p,Dxq).
From this, the formula of integration by parts holds, i.e.,
(2.15) 〈Dxp, q〉+ 〈p,Dxq〉 = 0.
We replace ∇t and ∇x in (2.11) by Dt and Dx, and call it the coupled system of equations.
(2.16)


(Oθ) −D
2
xθ + θ
⊥ = DxΨ+ Φ,
(Wξ) (D
2
t ξ −D
2
xξ)
⊥ = θ⊥, |ξ|2 = 1,
(Oη) Dtη = Dxθ +Ψ+Dxξ,
(Oγ) γt = η,
Ψ := R(ξ,Dxξ)ξ − R(ξ,Dtξ)η, Φ := (|Dtξ|
2 − |Dxξ|
2)ξ − R(ξ, η)η,
∗⊥ := ∗ − g(∗, ξ)ξ.
We can restore the equation of motion (1.6) from this system. Namely, the equation of
motion (1.6) and the coupled system (2.16) are equivalent.
Proposition 2.1. Let {γ, η, ξ, θ} be a solution to (2.16). Assume that functions γ, η
and ξ are of class C1, and functions γtx = γxt, ηtx = ηxt, ξtt and ξxx are continuous. If the
initial data satisfies γx = ξ and Dtξ = Dtγx at t = 0, then γ satisfies the equation of motion
(1.6) with a function µ. Moreover, θ, ξ and η coincide with those which are obtained by the
above procedure starting from γ and µ.
Proof. We know Dt = ∇t because γt = η. For Dx, similarly to ∇x, we have g(Dxξ, ξ) = 0
and g(D2xξ, ξ) = −|Dxξ|
2, and
(2.17) (D2t ξ −D
2
xξ)
⊥ = D2t ξ −D
2
xξ + (|Dtξ|
2 − |Dxξ|
2)ξ.
We differentiate α := ξ − γx for time direction. Note that ∇x∗ = Dx∗ −Γ(α, ∗).
(2.18)
∇2t α = ∇t(∇tξ −∇xγt) = ∇t(∇tξ −∇xη) = ∇
2
t ξ −∇x∇tη − R(γt, γx)η
= D2t ξ −DxDtη + Γ(α,Dtη)− R(γt, γx)η.
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Here, we need γtx = γxt and ηtx = ηxt to show ∇t∇xη−∇x∇tη = R(γt, γx)η. In this equation,
(2.19)
DxDtη = Dx(Dxθ +Ψ+Dxξ) = −Φ + θ
⊥ +D2xξ
= −(|Dtξ|
2 − |Dxξ|
2)ξ +R(ξ, η)η + (D2t ξ −D
2
xξ)
⊥ +D2xξ
= −R(η, ξ)η +D2t ξ.
Hence,
(2.20) ∇2t α = R(η, α)η + Γ(α,Dtη).
Therefore, equality α = ∇tα = 0 at t = 0 implies ξ = γx for all t by the uniqueness of
solution to the ODE. In particular, we have Dx = ∇x. Next, letting µ = |∇xξ|
2 − |∇tξ|
2 −
g(θ, ξ)− 1, and using (Wξ) and (2.17), we get
(2.21) ∇2t ξ −∇
2
x ξ − µξ = θ
⊥ + (g(θ, ξ) + 1)ξ = θ + ξ.
Then, the original equation is restored as follows.
(2.22)
∇tγt = ∇tη = ∇xθ +Ψ+∇xξ = ∇x(∇
2
t ξ −∇
2
x ξ − µξ) + Ψ
= ∇x(∇
2
t γx −∇
2
x γx − µγx) + Ψ.
Moreover, functions ξ, η and θ coincide with those which we defined by the previous
procedure. 
3. Short time existence
To solve the coupled system (2.16), we need to specify clearly meaning of solving each
equation. Firstly, each equation other than (Oγ) is an equation for a vector field along γ(x, t),
and each vector field is expressed as an Rn-valued function via an orthonormal frame field
{ei}. Any motion of γ is expressed by Γ and R, and, for example, continuousness of γ(x, t)
is equivalent to continuousness of Γ(x, t) and R(x, t).
We use usual notation Ck only for functions u(x, t). When a function u is of class Ck only
in x (resp. t), we denote it explicitly by Ck(x) (resp. Ck(t)). Also, we denote by C ix ∩ C
j
t
the class of functions u(x, t) such that ∂kx∂
ℓ
tu ∈ C
0(x, t) for k ≤ i and ℓ ≤ j.
We solve each equation in framework γ ∈ C0x∩C
1
t , ξ ∈ C
1, η ∈ C0x∩C
1
t , θ ∈ C
1
x∩C
0
t . In this
framework, we see Ψ, Φ ∈ C0. Initial values are assumed γ(x, 0) ∈ C0(x), ξ(x, 0) ∈ C1(x),
ξt(x, 0) ∈ C
0(x) and η(x, 0) ∈ C0(x). In equations (Oθ), (Wξ) and (Oη), the function γ is a
known function and θ, ξ and η are vector fields along γ. The vector field ξ is assumed to be
a unit vector field.
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We use following norms of functions.
(3.1)
m0(u) := sup
x
|u|, m1(u) := m0(u) +m0(ux) +m0(ut),
M0(u, T ) := sup
0≤t≤T
m0(u)(t),
M1,0(u, T ) :=M0(u, T ) +M0(ux, T ), M0,1(u, T ) := M0(u, T ) +M0(ut, T ),
M1(u, T ) := M0(u, T ) +M0(ux, T ) +M0(ut, T ).
3.1. Estimation for (Oη) and (Oγ). We consider simple ordinary differential equations
(Oη) and (Oγ). Propositions in this subsection are basic, but their proof give a plan of
estimation of solutions to the partial differential equation (Wξ). So we include proofs of
these propositions.
We give estimation of the solution u to the ordinary differential equation
(3.2) u′ = F (t, u), u(0) = a.
The following lemma is well-known.
Lemma 3.1. We consider the ordinary differential equation u′(t) = F (t, u(t)) with
u(0) = a. If the function F (t, u) is continuous and satisfies |F (t, u)| ≤ K on the domain
{(t, u) | 0 ≤ t ≤ T0, |u−a| ≤ r}, then there exists a unique solution u(t) ∈ C
1(t) on the time
interval [0,min{T0, r/K}], and satisfies
(3.3) |u− a| ≤ Kt, |u′| ≤ K.
Moreover, if the equation depends continuously on x, namely the equation has form
ut(x, t) = F (x, t, u(x, t)) with u(x, 0) = a(x), and function F and initial value a are contin-
uous also with respect to x, then the solution u(x, t) belongs to C0x ∩ C
1
t .
We study influence of the function F (t, u) to solutions.
Lemma 3.2. Suppose that F1(t, u) and F2(t, u) are continuous functions, and each ODE
u′i = Fi(t, ui) with ui(0) = a has a C
1(t)-solution ui on the time interval [0, T ], and |ui−a| ≤ r
holds on the time interval [0, T ]. Let S = {(t, u) | 0 ≤ t ≤ T, |u− a| ≤ r}, δF = F2−F1 and
δu = u2 − u1.
If |(F1)u| ≤ K and |δF | ≤ ε on S, then it holds that
(3.4) |δu| ≤ εK−1(exp(Kt)− 1), |δu′| ≤ ε exp(Kt).
Proof. Since δu′ = F2(t, u2)− F1(t, u1) = δF (t, u2) + {F1(t, u2)− F1(t, u1)},
(3.5)
|δu′| ≤ ε+max{|(F1)u|}|δu| ≤ ε+K|δu|,
|δu| ≤
∫ t
0
|δu′(τ)| dτ ≤
∫ t
0
ε+K|δu(τ)| dτ.
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By solving this integral inequality, we get
(3.6)
|δu| ≤ εK−1(exp(Kt)− 1),
|δu′| ≤ ε+K|δu| ≤ ε exp(Kt).

To use the contraction mapping theorem, we prepare the following lemma.
Lemma 3.3. Suppose that functions F1(t, u) and F2(t, u) are continuous, and each ODE
u′i = Fi(t, ui) with ui(0) = a has a C
1(t)-solution ui on the time interval [0, T ], and |ui−a| ≤ r
on [0, T ]. Let S = {(t, u) | 0 ≤ t ≤ T, |u− a| ≤ r}, δF := F2 − F1 and δu := u2 − u1.
If |(F1)u| ≤ K and |δFt| ≤ ε on S, and if δF (0, u) = 0, then it holds that
(3.7)
|δu| ≤ εK−2(exp(Kt)−Kt− 1),
|δu′| ≤ εK−1(exp(Kt)− 1).
Proof. For δu′ = F2(t, u2)− F1(t, u1) = δF (t, u2) + {F1(t, u2)− F1(t, u1)}, we have
(3.8)
|δF (t, u2)| ≤
∫ t
0
|δFt(τ, u2)| dτ ≤ εt,
|F1(t, u2)− F1(t, u1)| ≤ K|δu|.
Hence,
(3.9) |δu(t)| ≤
∫ t
0
|δu′(τ)| dτ ≤
∫ t
0
εt+K|δu(τ)| dτ =
1
2
εt2 +K
∫ t
0
|δu(τ)| dτ.
By solving this integral inequality, we get
(3.10)
|δu| ≤ εK−2(exp(Kt)−Kt− 1),
|δu′| ≤ εt+K|δu(t)| ≤ εK−1(exp(Kt)− 1).

We treat equation (Oη)Dtη = Dxθ+Ψ+Dxξ, Ψ = R(ξ,Dxξ)ξ−R(ξ,Dtξ)η, η(x, 0) = a(x)
in the following form.
(3.11) ηt + Γ(η, η) +R(ξ, ξt + Γ(η, ξ))η = Dxθ +Dxξ.
I.e., we define the function F (x, t, u) in Lemma 3.1 by
(3.12) F (x, t, u) = −Γ(u, u)−R(ξ, ξt + Γ(u, ξ))u+Dxθ +Dxξ.
By Lemma 3.1, this ODE has a solution η = u ∈ C0x ∩ C
1
t for known functions γ ∈ C
0,
ξ ∈ C1 and θ ∈ C1x ∩ C
0
t , and a initial value u(x, 0) = a(x) ∈ C
0(x), as follows.
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Proposition 3.4. We consider the ODE (Oη) on the time interval [0, T0]. We assume
that known functions γ ∈ C0, ξ ∈ C1 and θ ∈ C1x ∩ C
0
t satisfies M0(Γ, T0), M0(R, T0),
M1(ξ, T0), M1,0(θ, T0) ≤ K0, and that the initial value satisfies m0(a) ≤ r0. Then, for any
r > r0, there exists a positive constant K1 depending only on K0 and r, such that a unique
solution η ∈ C0x ∩ C
1
t exists on the time interval [0, T = min{T0, (r − r0)/K1}], and the
solution satisfies M0(η, T ) ≤ r and M0(ηt, T ) ≤ K1.
Proof. The function F is a second order polynomial in u = η, and its coefficients are all
continuous and bounded from above using K0. Therefore, there exists a positive constant
K1 depending only on r and K0 such that maxS(T0,r){|F |} ≤ K1. Hence, by Lemma 3.1,
there exists a solution η ∈ C0x ∩C
1
t on the time interval [0, T ], and it satisfies m0(η) ≤ r and
m0(ηt) ≤ K1. 
Moreover, the difference of solutions corresponding to 2 sets of known functions is esti-
mated as follows.
Proposition 3.5. We consider on the time interval [0, T ]. Let i be an index 1 or 2. We
assume that, for each i, functions γi ∈ C
0, ξi ∈ C
1 and θi ∈ C
1
x ∩ C
0
t satisfy M0(Γi, T ),
M0(Ri, T ), M1(ξi, T ), M1,0(θi, T ) ≤ K0, and that there exists a solution ηi to the ODE
(Oη) with initial value a, and it satisfies M0(ηi) ≤ r. We denote by δp the difference
p2 − p1 of functions, and assume that M0(δΓ, T ), M0(δR, T ), M1(δξ, T ), M1,0(δθ, T ) ≤ ε.
Then, there exists a positive constant K depending only on K0 and r such that δη satisfies
M0(δη, T ) ≤ KTε and M0(δηt, T ) ≤ Kε.
Proof. Since F is a second order polynomial in u = η, |(F1)u| is bounded from above by
a positive constant K1 depending only on K0 and r. The difference δF is a second order
polynomial in δu. When we replace all p2 in its coefficients by p1+δp and expand them, each
term contains at least one δp. Therefore, there exists a positive constant K2 depending only
on K0 and r such that δF satisfies M0(δF, T ) ≤ K2ε. Applying Lemma 3.2 with K := K1
and ε := K2ε, we haveM0,1(δη, T ) ≤ K3ε using K3 = K2max{K
−1
0 (expK0−1), expK0}. 
We express the ODE (Oγ) γt = η by a local coordinate system. At γ(x, t) ∈ M , we
express the conversion matrix of ei and ∂/∂x
i by (hij(γ(x, t))). I.e., ej = h
i
j · ∂/∂x
i. Then,
γit · ∂/∂x
i = ηjej = η
jhij · ∂/∂x
i, and the ODE becomes γit(x, t) = h
i
j(γ(x, t))η
j(x, t). Since
hij is smooth, when we express γt(x, t) = F (x, t, γ), Ft is continuous if η ∈ C
0
x∩C
1
t . From this
we have the following propositions about the existence of solutions and the continuousness
of solutions with respect to coefficients.
Proposition 3.6. We consider the ODE (Oγ): γ
i
t = h
i
j(γ)η
j with γ(x, 0) = a(x) on the
time interval [0, T0]. We assume that the function h
i
j(u) on the manifold satisfies |h
i
j(u)|,
|(hij)u(u)| ≤ K0 on ∪x{u | |u−a(x)| ≤ r}, and the known functions satisfy η ∈ C
0
x ∩C
1
t and
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M0,1(η, T0) ≤ K0. Then, there exists a positive constant K1 depending only on K0 such that a
solution γ ∈ C0x∩C
1
t uniquely exists on the time interval [0, T ] and satisfies M0(γ−a, T ) ≤ r
and M0(γt) ≤ K1, where T := min{T0, r/K1}.
Proof. It is similar to Proof of Proposition 3.4. The function F (x, t, u) = hij(u)η
j(x, t) is
continuous, and there is a positive constant K1 depending only on K0 such that |F | ≤ K1
on the time interval [0, 1]. Therefore, by Lemma 3.1, there exists a solution γ ∈ C0x ∩ C
1
t on
the time interval [0, T ] such that m0(γ − a) ≤ r and m0(γt) ≤ K1. 
Proposition 3.7. We consider the ODE (Oγ) in Proposition 3.6 for 2 known functions
η = ηk (k = 1, 2), and assume that each has a solution γk ∈ C
0
x∩C
1
t on the time interval [0, T ].
We also assume that hij(u) satisfies |h
i
j(u)|, |(h
i
j)u(u)| ≤ K0 on ∪x{u | |u − a(x)| ≤ r},
and that η1(x, 0) = η2(x, 0), ηk ∈ C
0
x ∩ C
1
t and M0,1(ηk, T ) ≤ K0. And, we assume that
the solution ηk satisfies M0(γk − a, T ) ≤ r and M0(γt) ≤ K1. We denote by δ∗ = ∗2 − ∗1
the difference of functions, and assume that M0,1(δη, T ) ≤ ε. Then, there exists a positive
constant K1 depending only on K0 such that M0,1(δγ, T ) ≤ K1Tε.
Proof. From the assumption, we have δF (x, 0, u) = 0, and there is a positive constant K1
depending only on K0 such that |Fu| ≤ K1 and |Ft| ≤ K1ε on the time interval [0, T ].
Therefore, from Lemma 3.3, we have |δγ(x, t)| ≤ εK2t and |δγt(x, t)| ≤ εK2t where K2 =
max{K−11 (exp(K1)−K1 − 1), exp(K1)− 1}. 
3.2. Estimation for (Wξ). We transform equation (Wξ) (D
2
t ξ − D
2
xξ)
⊥ = θ⊥ as follows.
This transformation is justified under the assumption ξ ∈ C2. Because |ξ|2 = 1, we have
g(D2xξ, ξ) = −|Dxξ|
2, (D2xξ)
⊥ = D2xξ + |Dxξ|
2ξ. Similarly, we have (D2t ξ)
⊥ = D2t ξ + |Dtξ|
2ξ.
Therefor equation (Wξ) is transformed to
(3.13) D2t ξ −D
2
xξ = (|Dxξ|
2 − |Dtξ|
2)ξ + θ − g(θ, ξ)ξ.
Equation (3.13) is an equation for ξ(x, t), for given γ(x, t) and θ(x, t). It can be written
as a semilinear hyperbolic equation
(3.14) ξtt − ξxx = (lower order non-linear terms)f + hx
using a local coordinate system. We use the term hx when we cannot estimate hx but have
bounds of ht. And, the semilinear hyperbolic equation is transformed to an integral equation
(3.15)
ξ(x, t) =
1
2
{a(x+ t) + a(x− t)}+
1
2
∫ x+t
x−t
b(y) dy +
1
2
∫ t
0
∫ x+(t−τ)
x−(t−τ)
f(y, τ) dydτ
+
1
2
∫ t
0
h(x+ (t− τ), τ)− h(x− (t− τ), τ) dτ.
The functions a and b are initial values: a(x) = ξ(x, 0) and b(x) = ξt(x, 0).
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We write I(a, b, f, h) the right hand side of (3.15). We need some caution to show
regularity of solutions to the equation u = I(a, b, f, h), because we assume only γ ∈ C0x ∩C
1
t .
In addition, the variable x runs in R and functions are periodic with period 1 with respect
to x in this expression.
The term of integration of h becomes, by integration by substitution: x± (t− τ) = y,
(3.16)
∫ t
0
h(x± (t− τ), τ) dτ = ∓
∫ x
x±t
h(y, t∓ (y − x)) dy,
and,
∂x
∫ t
0
h(x± (t− τ), τ) dτ = ∓{h(x, t)− h(x± t, 0)±
∫ x
x±t
ht(y, t∓ (y − x)) dy}
= ±{h(x± t, 0)− h(x, t)} ±
∫ t
0
ht(x± (t− τ), τ) dτ,
(3.17)
∂t
∫ t
0
h(x± (t− τ), τ) dτ = ∓{∓h(x ± t, 0) +
∫ x
x±t
ht(y, t∓ (y − x)) dy}
= h(x± t, 0) +
∫ t
0
ht(x± (t− τ), τ) dτ.
(3.18)
Therefore, by defining
(3.19) 2ĥ(x, t) := h(x+ t, 0) + h(x− t, 0)− 2h(x, t),
we have
2ux(x, t) = {a
′(x+ t) + a′(x− t)}+ {b(x+ t)− b(x− t)}
+
∫ t
0
f(x+ (t− τ), τ)− f(x− (t− τ), τ) dτ
+ 2ĥ(x, t) +
∫ t
0
ht(x+ (t− τ), τ) + ht(x− (t− τ), τ) dτ,
(3.20)
2ut(x, t) = {a
′(x+ t)− a′(x− t)}+ {b(x+ t) + b(x− t)}
+
∫ t
0
f(x+ (t− τ), τ) + f(x− (t− τ), τ) dτ
+ {h(x+ t, 0)− h(x− t, 0)}
+
∫ t
0
ht(x+ (t− τ), τ)− ht(x− (t− τ), τ) dτ.
(3.21)
Thus we get the following formula.
Lemma 3.8. Let u±(x, t) := ux(x, t)± ut(x, t). Then we have
(3.22)
u±(x, t) = a′(x± t)± b(x± t)±
∫ t
0
f(x± (t− τ), τ) dτ
+ {h(x± t, 0)− h(x, t)} +
∫ t
0
ht(x± (t− τ), τ) dτ.
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We can solve the semilinear integral equation (3.15) by a standard contraction method.
However, we explain details of it for completeness and preparation of estimation of C2-norm.
Also, we use the following norm for initial data.
(3.23) m0(a, a
′, b) := m0(a) +m0(a
′) +m0(b).
By Lemma 3.8, we have
(3.24)
m0(u)(t) ≤ m0(a) + tm0(b) +
∫ t
0
(t− τ)m0(f)(τ) dτ +
∫ t
0
m0(h)(τ) dτ,
m0(ux)(t) ≤ m0(a
′) +m0(b) +
∫ t
0
m0(f)(τ) dτ +m0(ĥ)(t) +
∫ t
0
m0(ht)(τ) dτ,
m0(ut)(t) ≤ m0(a
′) +m0(b) +
∫ t
0
m0(f)(τ) dτ +
∫ t
0
m0(ht)(τ) dτ.
Summing up them, we get the following estimation.
Lemma 3.9. The function u = I(a, b, f, h) is estimated as follows.
(3.25)
m1(u)(t) ≤ (2 + t)m0(a, a
′, b) + (2 + t)
∫ t
0
m0(f)(τ) dτ
+
∫ t
0
m0(h)(τ) dτ +m0(ĥ)(t) + 2
∫ t
0
m0(ht)(τ) dτ,
M1(u, T ) ≤ (2 + T )m0(a, a
′, b) + T (2 + T )M0(f, T )
+ TM0(h, T ) +M0(ĥ, T ) + 2TM0(ht, T ).
We gather estimations ofM0(ĥ, T ) which we need later. We define domain S = S(T, r) :=
{(x, t, u) | 0 ≤ t ≤ T, |u| ≤ r} and S = S(T, r) := {(x, t, u, p, q) | 0 ≤ t ≤ T, |u|+ |p|+ |q| ≤
r}. For continuous functions H(x, t, u) and F (x, t, u, p, q), we define
(3.26)
max
S
{|H|} := max{|H(x, t, u)| | (x, t, u) ∈ S},
max
S
{|F |} := max{|H(x, t, u, p, q)| | (x, t, u, p, q) ∈ S}.
And, for plural functions F1, F2, etc., we write shortly
(3.27) max
S
{|F1|, |F2|} := max{max
S
{|F1|},max
S
{|F2|}},
etc. For a continuous function H(x, t, u), we define
(3.28) Z(t, r) := max{|H(x1, 0, u)−H(x2, 0, u)| | |x1 − x2| ≤ t, |u| ≤ r}
Note that Z(0, r) = 0 and that Z depends only on H(x, 0, u). If H(x, 0, u) is differentiable
with respect to x, then Z(t, r) ≤ max{|Hx(x, 0, u)| | |u| ≤ r} · t. And, we define
(3.29) 2Ĥ(x, t, u) := H(x+ t, 0, u) +H(x− t, 0, u)− 2H(x, t, u).
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Moreover, for u = u(x, t), we define
(3.30)
H(u)(x, t) := H(x, t, u(x, t)),
Ĥ(u)(x, t) := H(u)(x+ t, 0) +H(u)(x− t, 0)− 2H(u)(x, t)
Then,
(3.31)
2Ĥ(x, t, u) = {H(x+ t, 0, u)−H(x, 0, u)}+ {H(x− t, 0, u)−H(x, 0, u)}
− 2{H(x, t, u)−H(x, 0, u)},
and we have the following estimation.
Lemma 3.10. If the function H(x, t, u) is continuous and Ht is continuous, then
(3.32) |Ĥ(x, t, u)| ≤ Z(t, |u|) + t max
S(t,|u|)
{|Ht|}.
Now preparations to prove existence of solutions to the semilinear integral wave equation
u = I(a, b, F (u), H(u)) are complete.
Lemma 3.11. Assume that the functions f and h are expressed as f(x, t) = F (u) :=
F (x, t, u, ux, ut) and h(x, t) = H(u) := H(x, t, u) respectively, where functions F and H are
continuous and Fu, Fp, Fq, Ht, Hu, Htu and Huu are continuous. If initial value satisfies
a ∈ C1(x) and b ∈ C0(x), then the semilinear integral equation u = I(a, b, F (u), H(u)) has
a unique short-time solution u(x, t) ∈ C1.
Proof. We choose a real number r0 > 2m0(a, a
′, b), and consider on the domain S(T0, r0)
hereinafter. We assume that
(3.33) max
S(T0,r0)
{|F |, |Fu|, |Fp|, |Fq|, |H|, |Ht|, |Hu|, |Htu|, |Huu|} ≤ K0.
And, using Z(t, r) in Lemma3.10, we estimate Ĥ as
(3.34) |Ĥ(x, t, u)| ≤ Z(t, r0) + t max
S(t,r0)
{|Ht|} ≤ Z(t, r0) + tK0.
For u(x, t) satisfying M1(u, T0) ≤ r0, let f(x, t) := F (u) and h(x, t) := H(u). Then we
have
(3.35)
m0(f)(t) ≤ max
S(t,m1(u)(t))
{|F |} ≤ K0,
m0(h)(t) ≤ max
S(t,m0(u)(t))
{|H|} ≤ K0,
m0(ht)(t) = m0(Ht +Huut)(t) ≤ max
S(t,m0(u)(t))
{|Ht|, |Hu|}(1 +m1(u)(t))
≤ K0(1 + r0).
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And,
(3.36)
2ĥ(x, t) = H(x+ t, 0, u(x+ t, 0)) +H(x− t, 0, u(x− t, 0))− 2H(x, t, u(x, t))
= 2Ĥ(x, t, u(x, t)) + (H(x+ t, 0, u(x+ t, 0))−H(x+ t, 0, u(x, t)))
+ (H(x− t, 0, u(x− t, 0))−H(x− t, 0, u(x, t))).
Here, because
(3.37)
m0(Ĥ(x, t, u(x, t))) ≤ Z(t, r0) + tK0,
|H(x± t, 0, u(x± t, 0))−H(x± t, 0, u(x, t))|
≤ max
S(0,M0(u,t))
{|Hu|} · |u(x± t, 0)− u(x, t)|
≤ K0 · (M0(ut, t) +M0(ux, t))t ≤ tK0r0,
we get
(3.38) m0(ĥ) ≤ Z(t, r0) + tK0 + tK0r0 = Z(t, r0) + tK0(1 + r0).
Therefore,
(3.39)
M0(f, T ),M0(h, T ) ≤ K0, M0(ht, T ) ≤ K0(1 + r0),
M0(ĥ, T ) ≤ Z(T, r0) + TK0(1 + r0).
And, by Lemma 3.9, w(x, t) := I(a, b, F (u), H(u)) satisfies
(3.40)
M1(w, T ) ≤ (2 + T )m0(a, a
′, b) + T (2 + T )K0 + TK0 + 2TK0(1 + r0)
+ Z(T, r0) + TK0(1 + r0)
≤ (2 + T )m0(a, a
′, b) + T (6 + T )K0(1 + r0) + Z(T, r0).
Let α(t) be a monotone increasing function with respect to t defined by
(3.41) α(t) := (2 + t)m0(a, a
′, b) + t(6 + t)K0(1 + r0) + Z(t, r0),
and we express the last side of (3.40) by α(T ). We choose u0(x, t) as
(3.42) u0(x, t) := a(x) +
1
2
∫ x+t
x−t
b(y) dy,
which satisfies the initial condition. Since α(0) = 2m0(a, a
′, b) < r0 and M1(u0, 0) =
m0(a, a
′, b) < r0, we can choose 0 < T1 ≤ T0 such that α(T1),M1(u0, T1) ≤ r0. We define a set
of functions S on S1× [0, T1] by S := {u ∈ C
1 | u satisfies the initial condition, M1(u, T1) ≤
r0}. Since M1(u0, T1) ≤ r0, the set S is not empty. From the above estimation, w = Λ(u) :=
I(a, b, F (u), H(u)) satisfies M1(w, T1) ≤ α(T1) ≤ r0 for u ∈ S, and Λ is a mapping from S
to S.
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For u1, u2 ∈ S, let wi = Λ(ui), δu = u2 − u1, δw = w2 − w1, δf = F (u2) − F (u1) and
δh = H(u2)−H(u1). Then we have δw = I(0, 0, δf, δh). And,
(3.43)
|δf | ≤ max
S(t,r0)
{|Fu|, |Fp|, |Fq|}(|δu|+ |δux|+ |δut|) ≤ K0m1(δu),
|δh| ≤ max
S(t,r0)
{|Hu|}|δu| ≤ K0m1(δu).
Moreover, because
(3.44)
δht = Ht(u2) +Hu(u2)(u2)t −Ht(u1)−Hu(u1)(u1)t
= {Ht(u2)−Ht(u1)}+ {Hu(u2)(u2)t −Hu(u1)(u2)t}+Hu(u1)(δut),
we get
(3.45) |δht| ≤ max
S(t,r0)
{|Htu|, |Huu|, |Hu|}(|δu|+ |δu||(u2)t|+ |δut|) ≤ K0(1 + r0)m1(δu).
We summarize the above into estimations |δf |, |δh|, |δht| ≤ K0(1 + r0)m1(δu). For δĥ,
since u1 and u2 have same initial value, we get
(3.46)
δĥ(x, t) = −H(x, t, u2(x, t)) +H(x, t, u1(x, t)),
|δĥ| ≤ max
S(t,r0)
{|Hu|} · |δu(x, t)| ≤ K0 ·M0(δut, t)t ≤ K0M1(δu, t)t.
Hence, by Lemma 3.9, we have
(3.47)
M1(δw, T ) ≤ T (2 + T )M0(δf, T ) + TM0(δh, T ) + 2TM0(δht, T ) +M0(δĥ, T )
≤ K0(1 + r0)(T (2 + T ) + T + 2T + T )M1(δu, T )
= K0(1 + r0)T (6 + T )M1(δu, T ).
Now, we replace T1 so that K0(1+r0)T1(6+T1) < 1 holds. Then, Λ : S → S is a contraction
map with respect to the norm M1, and has a unique fixed point, i.e., a solution u. 
For later use, we give a refinement of this lemma.
Lemma 3.12. Under assumption of Lemma 3.11, we also assume that H(x, 0, u) is
differentiable with respect to x and that the following conditions are satisfied. The initial
value satisfies 2m0(a, a
′, b) < r0, and it holds that
(3.48) max
S(T0,r0)
{|F |, |Fu|, |Fp|, |Fq|, |H|, |Ht|, |Hu|, |Htu|, |Huu|}, max
S(0,r0)
{|Hx|} ≤ K0.
Then, there exists a positive constant T1 ≤ T0 depending only on m0(a, a
′, b), T0, r0 and
K0, such that the semilinear integral equation u = I(a, b, F (u), H(u)) has a unique solution
u(x, t) ∈ C1 on the time interval [0, T1] and it satisfies M1(u, T1) ≤ r0.
Proof. We can replace Z(t, r0) in Proof of Lemma 3.11 by K0t. 
Next, we study dependency of the solution u on the functions F and H .
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Lemma 3.13. For indices i = 1, 2, let Fi and Hi be functions satisfying the condition
of Lemma 3.11. Assume that there exists a solution ui ∈ C
1 on the time interval [0, T ], and
it satisfies M1(ui, T ) ≤ K. Assume also that their initial values are same and H1(x, 0, u) =
H2(x, 0, u). We use notation: δ∗ = ∗2 − ∗1. If, on S := S(T,K),
(3.49)
max
S
{|(F1)u|, |(F1)p|, |(F1)q|, |(H1)u|, |(H1)tu|, |(H1)uu|} ≤ K,
max
S
{|δF |, |δH|, |δHt|, |δHu|} ≤ ε
then there exists a positive constant C depending monotone increasingly only on T and K
such that
(3.50) M1(δu, T ) ≤ CTε.
Proof. Let fk = Fk(uk) and hk = Hk(uk). Then, δu = I(δa, δb, δf, δh), and
(3.51)
δf = F2(u2)− F1(u1) = (δF )(u2) + {F1(u2)− F1(u1)},
m0(δf) ≤ max
S
{|δF |}+max
S
{|(F1)u|, |(F1)p|, |(F1)q|} ·m1(δu) ≤ ε+Km1(δu).
Similarly, from
(3.52) δh = H2(u2)−H1(u1) = (δH)(u2) + {H1(u2)−H1(u1)},
we get
(3.53) m0(δh) ≤ max
S
{|δH|}+max
S
{|(H1)u|} ·m0(δu) ≤ ε+Km0(δu).
Since
(3.54)
δht = {(H2)t(u2) + (H2)u(u2)(u2)t} − {(H1)t(u1) + (H1)u(u1)(u1)t}
= (δHt)(u2) + (δHu)(u2)(u2)t + {(H1)t(u2)− (H1)t(u1)}
+ ((H1)u(u2)− (H1)u(u1))(u2)t + (H1)u(u1)δut,
we have
(3.55)
m0(δht) ≤ max
S
{|δHt|}+max
S
{|δHu|} ·m1(u2) + max
S
{|(H1)tu|} ·m0(δu)
+ max
S
{|(H1)uu|} ·m0(δu)m1(u2) + max
S
{|(H1)u|} ·m1(δu)
≤ ε(1 +K) + (2K +K2) ·m1(δu).
Gathering the above and using a positive constant K1 depending only on K, we estimate
as m0(δf), m0(δh), m0(δht) ≤ K1ε+K1m1(δu). For δĥ, we have
(3.56)
δĥ = Ĥ2(u2)− Ĥ1(u1) = δĤ(u2) + {Ĥ1(u2)− Ĥ1(u1)},
δĤ(u2) = −δH(x, t, u2(x, t)),
|δĤ(u2)| ≤ max
S
{|δHt|} · t ≤ εt.
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And, from
(3.57)
2|Ĥ1(u2)− Ĥ1(u1)| ≤ |H1(x+ t, 0, u2(x+ t, 0))−H1(x+ t, 0, u1(x+ t, 0))|
+ |H1(x− t, 0, u2(x− t, 0))−H1(x− t, 0, u1(x− t, 0))|
+ 2|H1(x, t, u2(x, t))−H1(x, t, u1(x, t))|
≤ 2max
S
{|(H1)u|}m0(δa) + 2max
S
{|(H1)u|}m0(δu),
we have
(3.58) m0(δĥ)εt+Km0(δu) ≤ εt+Km0(
∫ t
0
m0(δut)(τ) dτ) ≤ εt+K
∫ t
0
m1(δu)(τ) dτ.
Then, by Lemma 3.9, it holds that
(3.59)
m1(δu)(t) ≤ m0(δĥ)(t) +
∫ t
0
(2 + t)m0(δf)(τ) +m0(δh)(τ) + 2m0(δht)(τ) dτ
≤ T (6 + T )K1ε+ (K + (5 + T )K1)
∫ t
0
m1(δu)(τ) dτ.
We express this inequality as
(3.60) m1(δu)(t) ≤ ε2 +K2
∫ t
0
m1(δu)(τ) dτ
and solve the integral inequality, and get
(3.61) m1(δu)(t) ≤ ε2 exp(K2t),
which is the conclusion. 
To apply above lemmas, we write explicitly the functions f = F (ξ) and h = H(ξ) in the
semilinear integral equation transformed from Equation (Wξ). Since
(3.62)
D2xξ = ∂x(Dxξ) + Γ(ξ,Dxξ) = ξxx + ∂x(Γ(ξ, ξ)) + Γ(ξ,Dxξ)),
D2t ξ = ∂t(Dtξ) + Γ(η,Dtξ) = ξtt + ∂t(Γ(η, ξ)) + Γ(η,Dtξ)),
the equation D2t ξ −D
2
xξ = (|Dxξ|
2 − |Dtξ|
2)ξ + θ⊥ is rewritten as
(3.63)
ξtt − ξxx = −∂t(Γ(η, ξ))− Γ(η,Dtξ) + ∂x(Γ(ξ, ξ)) + Γ(ξ,Dxξ)
+ (|Dxξ|
2 − |Dtξ|
2)ξ + θ⊥.
We express the right hand side using
(3.64)
F (x, t, ξ, ξx, ξt) = −∂t(Γ(η, ξ))− Γ(η,Dtξ) + Γ(ξ,Dxξ)
+ (|Dxξ|
2 − |Dtξ|
2)ξ + θ − g(θ, ξ)ξ,
H(x, t, ξ) = Γ(ξ, ξ),
and apply the above lemmas. The functions F and H are polynomials in ξ, ξx and ξt, and
their coefficients contain only Γ, Γt, η, ηt and θ. And, Γ = Γ(γ) has same differentiability
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to γ. Therefore, the function F satisfies the condition in Lemma 3.11, when γ, γt, η, ηt,
θ ∈ C0.
Remark 3.14. If we use ∇x instead of Dx, then the expression of f contains (Γ(γx, ξ))x,
and coefficients are not continuous unless γ ∈ C2.
We make sure that the solution ξ = u ∈ C1 satisfies |ξ|2 ≡ 1. Since it is not of class C2,
we need careful consideration.
Proposition 3.15. If the initial data satisfies |a|2 = 1 and g(a, b) = 0, then |ξ|2 = 1
identically.
Proof. Under notation of Lemma 3.8,
(3.65)
u±(x∓ t, t) = a′(x)± b(x)±
∫ t
0
f(x∓ τ, τ) dτ
+ {h(x, 0)− h(x∓ t, t)}+
∫ t
0
ht(x∓ τ, τ) dτ.
Hence,
(3.66) (u± + h)(x∓ t, t) = a′(x)± b(x) + h(x, 0) +
∫ t
0
(±f + ht)(x∓ τ, τ) dτ.
The left hand side of (3.66) becomes, using k = Γ(η, u),
(3.67) u± + h = ux ± ut + Γ(u, u) = Dxu±Dtu∓ k.
And, the right hand side of (3.66) is differentiable with respect to t. Hence,
(3.68) ∂t{(Dxu±Dtu∓ k)(x∓ t, t)} = (±f + ht)(x∓ t, t).
Therefore, along the line x = x0 ∓ τ and t = τ , it holds that
(3.69) g(
d
ds
(±Dxu+Dtu− k), u) = g(f ± ht, u).
The left hand side of (3.69) becomes, remarking that k is orthogonal to u,
(3.70)
d
ds
g(±Dxu+Dtu, u)− g(±Dxu+Dtu− k,
d
ds
u)
=
1
2
d
ds
{±∂x(|u|
2) + ∂t(|u|
2)} − g(±Dxu+Dtu− k, ut ∓ ux).
Here,
(3.71)
− g(±Dxu+Dtu− k, ut ∓ ux) = g(∓Dxu−Dtu+ k,Dtu∓Dxu− k ± h)
= |Dxu|
2 − |Dtu|
2 − g(Dxu, h) + g(Dtu, 2k ∓ h) + g(k,−k ± h).
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We substitute f = −kt − Γ(η,Dtu) + Γ(u,Dxu) + (|Dxu|
2 − |Dtu|
2)u+ θ − g(θ, u)u into
the right hand side of (3.69). By the anti-symmetry of Γ and the orthogonality of h and k
to u, we have
(3.72)
g(−kt − Γ(η,Dtu) + Γ(u,Dxu)± ht, u)
= g(k ∓ h, ut) + g(Γ(η, u), Dtu)− g(Γ(u, u), Dxu)
= g(k ∓ h,Dtu− k) + g(k,Dtu)− g(h,Dxu)
= g(Dtu, 2k ∓ h)− g(Dxu, h) + g(k,−k ± h).
And,
(3.73)
g((|Dxu|
2 − |Dtu|
2)u+ θ − g(θ, u)u, u)
= |u|2(|Dxu|
2 − |Dtu|
2) + (1− |u|2)g(θ, u).
Combining them, we get
(3.74)
d
ds
{±∂x(|u|
2) + ∂t(|u|
2)} = 2(|u|2 − 1)(|Dxu|
2 − |Dtu|
2 − g(θ, u)).
Let α be the right hand side of this equation. By integrating this equation, we have
(3.75)
± ∂x(|u|
2) + ∂t(|u|
2) = 2
∫ t
0
α(x± (t− τ), τ) dτ,
∂t(|u|
2) =
∫ t
0
α(x+ (t− τ), τ) + α(x− (t− τ), τ) dτ.
Since u is C1-bounded, we get m0(α)(t) ≤ Ap(t), with p(t) := m0(|u|
2 − 1) and a positive
constant A. Since the initial value satisfies |u|2 − 1 = ∂t(|u|
2 − 1) = 0, when t ≤ T ,
(3.76)
|∂t(|u|
2 − 1)| ≤ 2A
∫ t
0
p(τ) dτ,
||u|2 − 1| ≤ 2A
∫ t
0
∫ s
0
p(τ) dτds = 2A
∫ t
0
∫ t
τ
p(τ) dsdτ
= 2A
∫ t
0
(t− τ)p(τ) dτ ≤ 2AT
∫ t
0
p(τ) dτ.
Therefore,
(3.77) p(t) ≤ 2AT
∫ t
0
p(τ) dτ.
By solving this integral inequality, we see that p(t) = 0 and |u|2 − 1 = 0 identically. 
Proposition 3.16. We consider the semilinear integral equation (3.15). We assume
that Γ ∈ C0x ∩ C
1
t , η ∈ C
0
x ∩ C
1
t , θ ∈ C
0 and Γ(x, 0) ∈ C1(x), and that the initial values
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ξ(x, 0) = a(x) ∈ C1(x) and ξt(x, 0) = b(x) ∈ C
0(x) satisfy |a|2 = 1 and g(a, b) = 0. We also
assume that, for T0 > 0 and r0 > 2m0(a, a
′, b),
(3.78) max
S(T0,r0)
{|Γ|, |Γt|, |η|, |ηt|, |θ|} ≤ K0, max
S(0,r0)
{|Γx|} ≤ K0.
Then, there exists a positive constant T1 ≤ T0 depending only on m0(a, a
′, b), r0, T0 and
K0, such that there exists a unique solution ξ(x, t) ∈ C
1 on the time interval [0, T1], and the
solution satisfies M1(ξ, T1) ≤ r0 and |ξ|
2 = 1.
Proof. The function F is a polynomial in ξ, ξx, ξt, Γ, Γt, η, ηt and θ, and the function H is
a polynomial in ξ and Γ. And, Hx(x, 0, u) = Γx(x, 0)(u, u). Hence, by the assumption, there
is a positive constant K1 depending only on r0 and K0, such that
(3.79)
max
S(T0,r0)
{|F |, |Fu|, |Fp|, |Fq|, |H|, |Ht|, |Hu|, |Htu|, |Huu|} ≤ K1,
max
S(0,r0)
{|Hx|} ≤ K1.
I.e., the condition of Lemma 3.12 is satisfied. Therefore, there exists a positive constant
T1 ≤ T0 depending only on m0(a, a
′, b), T0, r0 and K1, such that there is a unique solution
ξ ∈ C1 on the time interval [0, T1]. Moreover, the solution ξ satisfies |ξ|
2 = 1 by Lemma
3.15. 
Lemma 3.17. We assume that, for i = 1, 2, functions Γi, ηi, θi ∈ C
0 and common
initial values a ∈ C1(x) and b ∈ C0(x) satisfy the assumption of Proposition 3.16. Namely,
it holds that (Γi), (ηi) ∈ C
0
x ∩ C
1
t , and T0 > 0 and r0 > 2m0(a, a
′, b) are given, and
(3.80)
max
S(T0,r0)
{|Γi|, |(Γi)t|, |ηi|, |(ηi)t|, |θi|} ≤ K0, max
S(0,r0)
{|(Γi)x|} ≤ K0,
|a|2 = 1, g(a, b) = 0.
We also assume that Γ1(x, 0) = Γ2(x, 0), and, there is a solution ξi on a time interval [0, T ] ⊂
[0, T0] satisfyingM1(ξi, T ) ≤ r0 for each i, and that maxS(T,r0){|δΓ|, |δΓt|, |δη|, |δηt|, |δθ|} ≤ ε,
where δp := p2 − p1.
Then, there exists a positive constant K1 depending only on T , r0 and K0 such that
M1(δξ, t) ≤ K1tε for t ∈ [0, T ].
Proof. Since the function F is a polynomial in ξ, ξx, ξt, Γ, Γt, η, ηt and θ, and the function
H is a polynomial in ξ and Γ, there is a positive constant K1 depending only on r0 and
K0 such that maxS(T,r0){|δF |, |δH|, |δHt|, |δHu|} ≤ K1ε holds. Namely, in Lemma 3.13, the
assumption holds for ε1 = K1ε and ε2 = 0. Therefore there exists a positive constant K2
depending only on T , r0 and K0, such that M1(δξ, t) ≤ K2tε holds. 
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3.3. Estimation of curve bentness. We study the curve bentness B to analyze equation
(Oθ). The curve bentness is defined as follows.
(3.81) B(γ, ξ) := inf
φ
{‖φ− ξ‖2 + ‖Dxφ‖
2}1/2, B(γ) := B(γ, γ′).
Here, we assume that |ξ|2 = 1. We will see that B(γ) > 0 means γ is not a geodesic. Note
that ‖ξ‖ = 1, because curves are mapping γ : S1 = R/Z→ (M, g) in this paper.
Lemma 3.18. For all γ and ξ, it holds that B(γ, ξ) ≤ 1. And, the infimum B(γ, ξ) is
attained by φ satisfying −D2xφ+ φ = ξ.
Proof. Let B(γ, ξ, φ) := (‖φ− ξ‖2 + ‖Dxφ‖
2)1/2. First, it holds that
(3.82) B(γ, ξ) ≤ B(γ, ξ, 0) = ‖ξ‖ = 1.
Next, we show existence of φ ∈ H1 satisfying −D2xφ + φ = ξ. The operator L(φ) :=
−D2xφ+ φ is self-adjoint. And, if −D
2
xφ+ φ = 0, then
(3.83) 0 = 〈−D2xφ+ φ, φ〉 = 〈Dxφ,Dxφ〉+ 〈φ, φ〉
and φ = 0. Hence, KerL = 0. Therefore, the equation L(φ) = ξ has a solution.
Let φ be the solution, and choose any φ˜ = φ+ δ. Then, in the equality
(3.84) B(γ, ξ, φ+ δ)2 − B(γ, ξ, φ)2 = ‖δ‖2 + 2〈δ, φ− ξ〉+ ‖Dxδ‖
2 + 2〈Dxδ,Dxφ〉,
we have
(3.85) 〈δ, φ− ξ〉+ 〈Dxδ,Dxφ〉 = 〈δ, φ− ξ〉 − 〈δ,D
2
xφ〉 = 〈δ,−D
2
xφ+ φ− ξ〉 = 0,
hence
(3.86) B(γ, ξ, φ+ δ)2 −B(γ, ξ, φ)2 = ‖δ‖2 + ‖Dxδ‖
2 ≥ 0.
Therefore, φ attains the infimum B(γ, ξ). 
Lemma 3.19. B(γ, ξ) = 0 if and only if Dxξ = 0.
Proof. A function φ attaining B(γ, ξ) = 0 satisfies φ = ξ and Dxφ = 0. Therefore Dxξ =
0. 
And, the functional B is continuous in the following sense.
Lemma 3.20. The functional B(γ, ξ) is continuous with respect to L2(x)-topology of Γ
and ξ.
Proof. To show continuity in ξ, consider γ, ξ1 and ξ2, and let δξ = ξ2− ξ1. Take φ attaining
B(γ, ξ1). Then, we have ‖φ− ξ1‖ ≤ B(γ, ξ1). Therefore,
(3.87)
B(γ, ξ2)
2 − B(γ, ξ1)
2 ≤ B(γ, ξ2, φ)
2 − B(γ, ξ1, φ)
2 = ‖φ− ξ2‖
2 − ‖φ− ξ1‖
2
= ‖δξ‖2 + 2〈φ− ξ1, δξ〉 ≤ ‖δξ‖
2 + 2‖φ− ξ1‖‖δξ‖ ≤ ‖δξ‖
2 + 2‖δξ‖B(γ, ξ1).
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I.e., B(γ, ξ2)
2 ≤ (B(γ, ξ1)+‖δξ‖)
2. Since the inequality exchanging ξ1 and ξ2 similarly holds,
we get
(3.88) |B(γ, ξ1)−B(γ, ξ2)| ≤ ‖ξ1 − ξ2‖.
Next, to show continuity in Γ, consider Γ1, Γ2 and ξ. We use corresponding notations γi
and Di. And, let δΓ = Γ2−Γ1. If φ attains B(γ1, ξ), then ‖φ−ξ‖, ‖(D1)xφ‖ ≤ B(γ1, ξ) ≤ 1,
and
(3.89)
‖φ‖ ≤ ‖φ− ξ‖+ ‖ξ‖ ≤ 1 + 1 = 2,
m0(φ) ≤ ‖φ‖+ ‖(D1)xφ‖ ≤ 2 + 1 = 3.
Hence,
(3.90)
B(γ2, ξ)
2 ≤ B(γ2, ξ, φ)
2 = ‖φ− ξ‖2 + ‖(D1)xφ+ δΓ(ξ, φ)‖
2
= B(γ1, ξ, φ)
2 + ‖δΓ(ξ, φ)‖2 + 2〈(D1)xφ, δΓ(ξ, φ)〉
≤ B(γ1, ξ)
2 + ‖δΓ(ξ, φ)‖2 + 2B(γ1, ξ)‖δΓ(ξ, φ)‖ = (B(γ1, ξ) + ‖δΓ(ξ, φ)‖)
2.
Therefore,
(3.91) B(γ2, ξ)− B(γ1, ξ) ≤ ‖δΓ(ξ, φ)‖ ≤ ‖δΓ‖m0(φ) ≤ 3‖δΓ‖.
Similarly, we have B(γ1, ξ)−B(γ2, ξ) ≤ 3‖δΓ‖, and
(3.92) |B(γ1, ξ)− B(γ2, ξ)| ≤ 3‖Γ1 − Γ2‖.

3.4. Estimation for Equation (Oθ). In this section, we estimate solutions to Equation
(Oθ) −D
2
xθ+ θ
⊥ = DxΨ+Φ. More precisely, for known functions ξ, Ψ, Φ ∈ C
0, we estimate
the unknown function θ ∈ C1x ∩ C
0
t . This equation is a linear ODE, but we need geometric
consideration because it reflects the condition that the curve is away from geodesics. In fact,
if γ(x) is a geodesic and ξ = γx, then −D
2
xξ+ ξ
⊥ = 0 and so the uniqueness of θ doesn’t hold
and −D2xθ + θ
⊥ = ξ doesn’t have solutions. First we analyze this equation with arbitrarily
fixed t.
Although we assume Γ is only class C0(x), the equation −D2xu+ u
⊥ = h is converted to
the equation −u˜xx + u˜
⊥ = h˜ (with non-trivial holonomy) using a frame field parallel with
respect to Dx along γ. Therefore, we need not care about differentiability of Γ.
Lemma 3.21. Consider equation −Dx(Dxu + f) + u
⊥ = h for u with known functions
f , h ∈ L2(x). If B(γ, ξ) 6= 0, then there is a unique solution u ∈ H
1. Moreover, it holds that
(3.93) m0(u), m0(Dxu) ≤ C(‖f‖+ ‖h‖),
where C is a positive constant monotone increasingly depending only on ‖Dxξ‖ and B(γ, ξ)
−1.
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Proof. First we estimate under assumption f ∈ H1, and remove the assumption at last step.
Since 〈−D2xu + u
⊥, p〉 = 〈u,−D2xp + p
⊥〉 and 〈D2xu + u
⊥, u〉 = ‖Dxu‖
2 + ‖u⊥‖2 ≥ 0, the
operator L(u) = D2xu + u
⊥ is self-adjoint and semi-positive. Elements u of KerL satisfy
Dxu = 0 and u
⊥ = 0. Hence, we get u = vξ and 0 = Dx(vξ) = vxξ + vDxξ. Since Dxξ is
orthogonal to ξ, we get vx = 0 and Dxξ = 0. Hence, if u 6= 0, then B(γ, ξ) ≤ B(γ, ξ, ξ) = 0.
I.e., KerL = 0 under assumption B(γ, ξ) > 0. Therefore, equation L(u) = Dxf + h ∈ L2(x)
has a unique solution u ∈ H1(x).
To simplify notations, we denote by small c∗ positive constants monotone increasingly
depending only on ‖Dxξ‖ but independent of B(γ, ξ). To show boundedness of u, let α :=
‖f‖+ ‖h‖ and contrarily assume that ‖u‖ ≥ α for a moment. Then, ασ‖u‖τ ≤ ασ−ρ‖u‖τ+ρ
for ρ ≥ 0.
From
(3.94)
‖Dxu+
1
2
f‖2 + ‖u⊥‖2 = 〈−D2xu−Dxf + u
⊥, u〉+
1
4
‖f‖2
= 〈h, u〉+
1
4
‖f‖2 ≤ ‖h‖‖u‖+
1
4
‖f‖2 ≤ α‖u‖,
we have ‖Dxu+ (1/2)f‖
2, ‖u⊥‖2 ≤ α‖u‖.
Let v := g(u, ξ). Then u = u⊥ + vξ, ‖u‖2 = ‖u⊥‖2 + ‖v‖2, and,
(3.95)
‖Dxu+
1
2
f‖2, ‖u⊥‖2 ≤ α‖u‖,
‖Dxu‖ ≤ α
1/2‖u‖1/2 + ‖f‖ ≤ 2α1/2‖u‖1/2 ≤ 3‖u‖,
m0(u
⊥) ≤ m0(u) ≤ ‖u‖+ ‖Dxu‖ ≤ 4‖u‖.
From
(3.96) g(Dxu, ξ) = g(Dxu
⊥ +Dx(vξ), ξ) = −g(u
⊥, Dxξ) + vx,
we have
(3.97)
‖vx‖ ≤ ‖Dxu‖+m0(u
⊥)‖Dxξ‖ ≤ 3‖u‖+ c1‖u‖ ≤ c2‖u‖,
m0(v) ≤ ‖v‖+ ‖vx‖ ≤ c3‖u‖,
‖Dx(u
⊥)‖ ≤ ‖Dxu‖+ ‖Dx(vξ)‖ ≤ 3‖u‖+ ‖vx‖+ c4m0(v) ≤ c5‖u‖.
Therefore,
(3.98)
m0(u
⊥)2 ≤ ‖u⊥‖(‖u⊥‖+ ‖Dxu
⊥‖) ≤ c6α
1/2‖u‖1/2(α1/2‖u‖1/2 + ‖u‖)
≤ c7α
1/2‖u‖3/2.
Using this new estimation of m0(u
⊥), we get
(3.99) ‖vx‖ ≤ ‖Dxu‖+ c8m0(u
⊥) ≤ 2α1/2‖u‖1/2 + c9α
1/4‖u‖3/4 ≤ C1α
1/4‖u‖3/4.
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Now we choose x0 such that ‖v‖ = |v(x0)| ≤ ‖u‖, and let b := ‖u‖ or b := −‖u‖ according
to v(x0) ≥ 0 or v(x0) < 0. Then, |b− v(x0)| = ‖u‖ − ‖v‖, and
(3.100)
m0(b− v) ≤ |b− v(x0)|+m0(v − v(x0)) ≤ ‖u‖ − ‖v‖+ ‖vx‖
= (‖u‖2 − ‖v‖2)/(‖u‖+ ‖v‖) + ‖vx‖ ≤ ‖u
⊥‖2/‖u‖+ ‖vx‖
≤ α‖u‖/‖u‖+ C1α
1/4‖u‖3/4 ≤ c10α
1/4‖u‖3/4.
Using this, we get
(3.101)
‖Dx(u
⊥ + bξ)‖ ≤ ‖Dx(u
⊥ + vξ)‖+ ‖Dx((b− v)ξ)‖
≤ ‖Dxu‖+ ‖vx‖+m0(b− v)‖Dxξ‖
≤ 2α1/2‖u‖1/2 + c11α
1/4‖u‖3/4 + c12α
1/4‖u‖3/4 ≤ c13α
1/4‖u‖3/4,
and
(3.102)
B(γ, ξ)2 ≤ B(γ, ξ, b−1u⊥ + ξ)2 = b−2‖u⊥‖2 + b−2‖Dx(bξ + u
⊥)‖2
≤ c14‖u‖
−2{α‖u‖+ α1/2‖u‖3/2} ≤ c15α
1/2‖u‖−1/2.
Therefore ‖u‖ ≤ C2B
−4α.
It means that either ‖u‖ ≤ α or ‖u‖ ≤ C2B
−4α holds. Thus, finally we get
(3.103) ‖u‖ ≤ C3max{α,B
−4α} = C3B
−4(‖f‖+ ‖h‖),
which is the desired estimation of ‖u‖.
Next, we estimate the differential of u. We denote by K∗ positive constants depending
only on ‖Dxξ‖ and B(γ, ξ)
−1 opposed to c∗. From (3.94) and the above estimation of ‖u‖,
(3.104) ‖Dxu+
1
2
f‖, ‖u⊥‖ ≤ α1/2‖u‖1/2 ≤ K1α.
Hence,
(3.105)
‖Dxu‖ ≤ 3‖u‖ ≤ K2α,
‖Dxu+ f‖ ≤ K2α + ‖f‖ ≤ K3α,
‖Dx(Dxu+ f)‖ = ‖h− u
⊥‖ ≤ ‖h‖+K1α ≤ K4α.
From these inequalities, we have
(3.106)
m0(u) ≤ ‖u‖+ ‖Dxu‖ ≤ K5α,
m0(Dxu+ f) ≤ ‖Dxu+ f‖+ ‖Dx(Dxu+ f)‖ ≤ K6α.
In the above, we assumed f ∈ H1. However the resulting inequalities doesn’t contain
‖Dxf‖ and contains only ‖f‖. Therefore, when we take L2 approximation of f ∈ L2 by H1
functions, the solution converges with respect to H1 topology. Namely, the same conclusion
holds even when we only assume f ∈ L2. 
We simplify Lemma 3.21 in terms of m0 norm.
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Lemma 3.22. Let f , h ∈ C0(x) be known functions, and consider equation −Dx(Dxu+
f) + u⊥ = h for u assuming B(γ, ξ) > 0. Then, there is a unique solution u ∈ C1(x).
Moreover, it holds that
(3.107) m0(u), m0(Dxu) ≤ C(m0(f) +m0(h)),
where C is a positive constant depending only on ‖Dxξ‖ and B(γ, ξ)
−1, and the dependence
is monotone increasing.
Proof. The estimation of m0 norm directly follows from Lemma 3.21. For the continuity, we
see
(3.108)
|u(x+ δ)− u(x)| = |
∫ x+δ
x
ux dx| = |
∫ x+δ
x
Dxu− Γ(ξ, u) dx|
≤ δ{m0(Dxu) +m0(Γ)m0(u)},
(3.109)
|(Dxu+ f)(x+ δ)− (Dxu+ f)(x)| = |
∫ x+δ
x
∂x(Dxu+ f) dx|
= |
∫ x+δ
x
Dx(Dxu+ f)− Γ(ξ,Dxu+ f) dx|
= |
∫ x+δ
x
h− u⊥ − Γ(ξ,Dxu+ f) dx|
≤ δ{m0(h) +m0(u) +m0(Γ)m0(Dxu+ f)}.
Therefore, u, Dxu ∈ C
0(x). 
Next, we estimate influence of Γ, ξ, f and h in the equation −Dx(Dxu + f) + u
⊥ = h.
We use same notation as Proof of Lemma 3.20.
Lemma 3.23. Assume that, for indices i = 1, 2, functions Γi, ξi, fi and hi are given
and satisfy m0(Γi), m0(fi), m0(hi) ≤ K. We also assume that ‖Dxξ‖, B
−1 ≤ K for each i.
Let ui be the solution to the equation −(Di)x((Di)xu+ fi) + u− g(u, ξi)u = hi.
Let δ∗ = ∗2 − ∗1. Then, there is a positive constant K1 depending only on K, such that
m0(δu), m0(δux) ≤ K1ε if m0(δΓ), m0(δξ), m0(δf), m0(δh) ≤ ε.
Proof. We take difference of 2 equations and get
(3.110)
− (D2)x((D2)xδu+ (δΓ)(ξ2, u1) + Γ1(δξ, u1) + δf) + δu− g(δu, ξ2)ξ2
= (δΓ)(ξ2, (D1)xu1 + f1) + Γ1(δξ, (D1)xu1 + f1)
+ g(u1, δξ)ξ2 + g(u1, ξ1)δξ + δh.
We apply to this equation Lemma 3.22 with u = δu, D = D2, ξ = ξ2, f = (δΓ)(ξ2, u1) +
Γ1(δξ, u1) + δf and h = (right hand side of (3.110)). Since also m0((D1)xu1) is bounded by
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a positive constant K1 depending only on K, there is a positive constant K2 depending only
on K such that m0(f), m0(h) ≤ K2ε.
Therefore, there is a positive constant K3 depending only on K such that m0(δu),
m0((D2)xδu) ≤ K3ε. Since (D2)xδu = δux +Γ2(ξ2, δu), we get m0(δux) ≤ K3ε+KK3ε. 
Corollary 3.24. In the equation −Dx(Dxu + f) + u
⊥ = h with B > 0, if Γ = Γ(x, t),
f = f(x, t) and h = h(x, t) are of class C0, then the solution u = u(x, t) satisfies u, ux,
Dx(Dxu+ f) ∈ C
0.
We apply the above to (Oθ).
Proposition 3.25. The linear ODE (Oθ) : −Dx(Dxθ + Ψ) + θ
⊥ = Φ for θ with B > 0
has a unique continuous solution θ(x, t) ∈ C1x ∩ C
0
t if Γ(x, t), R(x, t) ∈ C
0, ξ(x, t) ∈ C1 and
η(x, t) ∈ C0. The solution satisfies m0(θ), m0(θx) ≤ K1. Here, the domain of t is [0, T ], and
K1 is a positive constant depending only on M0(Γ, T ), M0(R, T ), M1(ξ, T ), M0(η, T ) and
B−1.
Moreover, the difference of solutions for two data are estimated as follows. Let functions
Γi, Ri, ξi and ηi satisfy the above condition for i = 1, 2. Let δ∗ = ∗2 − ∗1. Then there is a
positive constant K2 depending only on M0(Γ, T ), M0(R, T ), M1(ξ, T ), M0(η, T ) and B
−1,
such that m0(δθ), m0(δθx) ≤ K2ε if m0(δΓ), m0(δR), m1(δξ), m0(δη) ≤ ε.
Proof. The functions Ψ = R(ξ,Dxξ)ξ − R(ξ,Dtξ)η and Φ = (|Dtξ|
2 − |Dxξ|
2)ξ − R(ξ, η)η
are of class C0, and satisfy m0(Ψ), m0(Φ) ≤ K1. Therefore, by applying Lemma 3.22, we
see m0(θ), m0(Dxθ) ≤ CK1. And, by Lemma 3.23, we get θ ∈ C
1
x ∩ C
0
t .
In the latter half, there is a positive constant K2 depending only on K1 such thatm0(δΨ),
m0(δΦ) ≤ K2ε, and there is another positive constant K3 such that m0(δθ), m0(δθx) ≤ K3ε
by Lemma 3.23. 
3.5. Existence of a short time solution. Let γ(x, 0) = a(x) ∈ C1(x), η(x, 0) = b(x) ∈
C0(x), ξ(x, 0) = a˜(x) ∈ C1(x) and ξt(x, 0) = b˜(x) ∈ C
0(x) be the initial data. We assume
that |a˜|2 = 1, g(a˜, b˜) = 0 and B(a, a˜) > 0.
We also asuume that the curve a(x) is regular, so that there is a C∞ orthonormal frame
field {ei} on the whole tubular neibourhood. Note that we may assume that the tubular
neibourhood is topologically tirivial by taking a double covering if necessary. We use dif-
ferentiability of a(x) only for the existence of the frame field. Except that, we need only
continuousness of a(x). However, the initial curve a(x) is a unit speed C1 curve in the
equation of motion (1.6) anyway.
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We define the space of functions on the time interval [0, T ] satisfying the initial condition,
as follows.
(3.111)
Sγ(T, r) := {γ ∈ C
0
x ∩ C
1
t | M0,1(γ, T ) ≤ r, γ
i(x, 0) = ai(x)},
Sη(T, r) := {η ∈ C
0
x ∩ C
1
t |M0,1(η, T ) ≤ r, η
i(x, 0) = bi(x)},
Sξ(T, r) := {ξ ∈ C
1 |M1(ξ, T ) ≤ r, ξ
i(x, 0) = a˜i(x), ξit(x, 0) = b˜
i(x)},
Sθ(T, r1) := {θ ∈ C
1
x ∩ C
0
t |M1,0(θ, T ) ≤ r1}.
We define T and r as follows. First, for T = 1, we choose r > 2m0(a˜, (a˜)
′, b˜) so that
Sγ(1, r), Sξ(1, r) and Sη(1, r) are not empty set. Next, we choose T = T1 ≤ 1 so that the
following conditions are satisfied on the time interval [0, T1].
(1) The point γ(x, t) is in the given tubular neighborhood for each x.
(2) B(γ(x, t), ξ(x, t)) ≥ B0 > 0.
If T in the expression Sγ(T, r) is sufficiently small, then γ(x, t) is close to a(x) with
respect to C0(x)-topology. Hence the condition (1) holds. If T in the expression Sξ(T, r) is
sufficiently small, then γ(x, t) and ξ(x, t) are close to a(x) and a˜(x) respectively with respect
to C0(x)-topology, by Lemma 3.20. Hence the condition (2) holds. Therefore, condition (1)
and (2) hold when T1 is sufficiently small.
Let S(T ) := Sγ(T, r) × Sξ(T, r) × Sη(T, r) and (γ, ξ, η) ∈ S(T1), and solve (Oθ). Then,
the solution θ is, by Proposition 3.25, estimated as M1,0(θ, T ) ≤ r1 where r1 is a positive
constant depending only on T1, r and the given tubular neighborhood. We define Sθ(T1, r1)
using this r1.
In below, we will rechoose smaller T . By Proposition 3.16, there is a positive constant
T2 ≤ T1 depending only on m0(a˜, (a˜)
′, b˜), r, r1 and T1, such that the solution to equation
(Wξ) satisfies M1(ξ, T2) ≤ r when γ ∈ Sγ(T2, r), η ∈ Sη(T2, r) and θ ∈ Sθ(T2, r1). Similarly,
by proposition 3.4, there is a positive constant T3 ≤ T1 depending only on r, r1 and T1, such
that the solution to equation (Wη) satisfies M1(η, T3) ≤ r when γ ∈ Sγ(T3, r), ξ ∈ Sξ(T3, r)
and θ ∈ Sθ(T3, r1).
Let T4 := min{T2, T3}. For (γ, ξ, η) ∈ S(T4), let θ ∈ Sθ be the solution to (Oθ), and, using
them as known functions, we solve (Oγ), (Wξ) and (Oη), and let γ˜, ξ˜ and η˜ be solutions.
Then, by the definition of T4, we have (γ˜, ξ˜, η˜) ∈ S(T4). It means that the correspondence
Λ is a mapping from S(T4) to S(T4).
Moreover, we can estimate difference of solutions for different data as follows. For i = 1, 2
and given (γi, ξi, ηi) ∈ S(T4), let θi and (γ˜i, ξ˜i, η˜i) ∈ S(T4) be as above. Let δ∗ = ∗2 − ∗1
be the difference. There is a positive constant K depending only on T4, r and r1 such that
if T ≤ T4 and M0,1(δγ, T ), M0(δΓ, T ), M0(δR, T ), M1(δξ, T ), M0,1(δη, T ), M1,0(δθ, T ) ≤ ε,
then the followings hold.
(1) M0,1(δγ˜, T ) ≤ KTε (Proposition 3.7),
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(2) M1(δξ˜, T ) ≤ KTε (Lemma 3.17),
(3) M0(δη˜, T ) ≤ KTε and M0(δη˜t, T ) ≤ Kε (Proposition 3.5),
(4) M1,0(δθ˜, T ) ≤ Kε, and does not depend on M0(δηt, T ) (Proposition 3.25).
For (γ, ξ, η) ∈ S(T4), let (γ˜, ξ˜, η˜) = Λ(γ, ξ, η), and let θ˜ be the solution to (Oθ) us-
ing (γ˜, ξ˜, η˜), and let ˜˜η be the solution to (Oη) using (γ˜, ξ˜, θ˜). We define a mapping Λ˜ :
S(T4) → S(T4) by Λ˜(γ, ξ, η) = (γ˜, ξ˜, ˜˜η). Since if M0,1(δγ, T ), M1(δξ, T ), M0,1(δη, T ) ≤ ε
then M0,1(δγ˜, T ), M1(δξ˜, T ), M0(δη˜, T ) ≤ KTε, we have M1,0(δθ˜, T ) ≤ K
2Tε. There-
fore, M0,1(δ˜˜η, T ) ≤ Kmax{K,K2}Tε. We choose a positive constant T5 ≤ T4 so that
Kmax{1, K2}T5 < 1. The mapping Λ˜ : S(T5) → S(T5) is a contraction mapping with
respect to the norm M0,1(γ, T5) +M1(ξ, T5) +M0,1(η, T5), hence has a unique fixed point.
Let (γ, ξ, η) be the fixed point. Then (γ˜, ξ˜, ˜˜η) = (γ, ξ, η), and
(3.112)
−Dx(Dxθ +Ψ) + θ
⊥ = Φ, −Dx(Dxθ˜ + Ψ˜) + θ˜
⊥ = Φ˜,
Dtη˜ = Dxθ + Ψ˜ +Dxξ, Dt˜˜η = Dxθ˜ + ˜˜Ψ+Dxξ˜.
Here, Ψ˜ and Φ˜ are Ψ and Φ substituted η˜ respectively, and
˜˜
Ψ is Ψ substituted ˜˜η. Therefore,
it holds that
(3.113)
−Dx(Dx(θ˜ − θ) + (Ψ˜−Ψ)) + (θ˜ − θ)
⊥ = (Φ˜− Φ),
Dtη˜ −Dtη = −Dx(θ˜ − θ) + (Ψ˜−Ψ).
Hence, by Lemma 3.22, we see M0(Dx(θ˜− θ), T ) ≤ K6M0(η˜− η, T ), and by Proposition 3.5,
it hols that M0(η˜ − η, T ) ≤ K6TM0(η˜ − η). Here, K6 is a positive constant depending only
on T5, r, r1 and K. Therefore, if we replace T5 by a positive constant T6 ≤ T5 such that
K6T6 < 1, then we have η˜ = η and θ˜ = θ.
We proved that the fixed point of the mapping Λ˜ : S(T6)→ S(T6) is a fixed point of the
mapping Λ : S(T6) → S(T6). That is, the fixed point is a solution to the coupled system
(2.16). We summarize the above as follows. Note that the equality ξ = γx is not yet shown
at this stage.
Proposition 3.26. We consider the coupled system (2.16) with initial data γ(x, 0) =
a(x) ∈ C1(x), η(x, 0) = b(x) ∈ C0(x), ξ(x, 0) = a˜(x) ∈ C1(x) and ξt(x, 0) = b˜(x) ∈ C
0(x).
Assume that they satisfy the length element preserving condition: |a˜|2 = 1, g(a˜, b˜) = 0 and
the non-geodesic condition: B(a, a˜) > 0, and that the curve a(x) is regular. Then, there
exists a unique short time solution. Moreover, the solution satisfies γ ∈ C0x ∩ C
2
t , ξ ∈ C
1,
η ∈ C0x ∩ C
1
t , and θ, θx, ∂x(Dxθ +Ψ) ∈ C
0.
Next, we study the regularity of solutions. We use a priori estimate, which is justified by
the contraction mapping theorem. That is, M1(Dxξ) and others are bounded when we take
the convergent sequence by the contraction mapping.
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To show the regularity, we need compatibility conditions for initial data. Let ∂/∂xi =
hj iej be the transformation rule of ei and ∂/∂x
i. The equality ξ = γx is expressed as
a˜iei = (a
i)′∂/∂xi = (ai)′hj iej. The equality Dtξ = Dxη is written as b˜+Γ(b, a˜) = b
′+Γ(a˜, b),
because Dtξ = ξt + Γ(η, ξ) = b˜+ Γ(b, a˜) and Dxη = ηx + Γ(ξ, η) = b
′ + Γ(a˜, b).
Proposition 3.27. If the initial data of the short time solution satisfies the length el-
ement preserving condition and the compatibility condition a˜i = hij(a
j)′ and b˜ + Γ(b, a˜) =
b′ + Γ(a˜, b), and if a(x) ∈ C3(x) and b(x) ∈ C2(x), then the short-time solution satisfies
γx = ξ, and we have γ ∈ C
3. Moreover, it is a solution to the equation of motion (1.6).
Proof. Under notations in Lemma 3.8, for u = I(a˜, b˜, f, h), let
(3.114)
û±(x, t) := Dxξ(x∓ t, t)± ξt(x∓ t, t) = u
±(x∓ t, t) + h(x∓ t, t)
= a˜′(x)± b˜(x)±
∫ t
0
f(x∓ τ, τ) dτ + h(x, 0) +
∫ t
0
ht(x∓ τ, τ) dτ.
By the substitution x∓ τ = z, we have
(3.115)
∂x
∫ t
0
f(x∓ τ, τ) dτ = ∂x
∫ x∓t
x
f(z,∓(z − x))(∓dz)
= ∓{f(x∓ t, t)− f(x, 0)} −
∫ x∓t
x
ft(z,∓(z − x)) dz
= ∓{f(x∓ t, t)− f(x, 0)} ±
∫ t
0
ft(x∓ τ, τ) dτ.
Hence,
(3.116)
û±x (x, t) = a˜
′′(x)± b˜′(x)− {f(x∓ t, t)− f(x, 0)}+
∫ t
0
ft(x∓ τ, τ) dτ
+ hx(x, 0)∓ {ht(x∓ t, t)− ht(x, 0)} ±
∫ t
0
htt(x∓ τ, τ) dτ.
In the expression (3.64) of F and H , the ξx in F appears only in the form Dxξ. Thus, ft
is a polynomial in bounded functions Γ, Γt, Γtt, ξ, Dxξ, ξt, η, ηt, θ, ∂t(Dxξ), ξtt, ηtt and θt,
and is a polynomial of degree 1 in ∂t(Dxξ), ξtt, ηtt and θt. Also, htt is a polynomial of degree
1 in ξtt. Therefore,
(3.117)
m0(ft) ≤ K1{1 +m0(∂t(Dxξ)) +m0(ξtt) +m0(ηtt) +m0(θt)}
≤ 2K1{1 +m0(û
+
x ) +m0(û
−
x ) +m0(ηtt) +m0(θt)},
m0(htt) ≤ K1{1 +m0(ξtt)} ≤ 2K1{1 +m0(û
+
x ) +m0(û
−
x )}.
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From this inequality and the equality a˜′′(x) + hx(x, 0) = ∂xDxξ(x, 0), we see
(3.118)
m0(û
±
x )(t) ≤ K2{1 +
∫ t
0
m0(ft)(τ) dτ +
∫ t
0
m0(htt) dτ}
≤ K3{1 +
∫ t
0
(m0(û
+
x )(τ) +m0(û
−
x )(τ) +m0(ηtt)(τ) +m0(θt)(τ)) dτ}.
And, from the expression (3.11) of equation (Oη),
(3.119) m0(ηtt) ≤ K4{1 +m0(ξtt) +m0(θxt) +m0(∂tDxξ)}.
Moreover, from equation (Oθ),
(3.120) −Dx(Dxθt + Γt(ξ, θ) + Γ(ξt, θ) + Ψt) + θ
⊥
t − Φt
is a bounded function, so
(3.121) m0(θt), m0(θtx) ≤ K5{1 +m0(Ψt) +m0(Φt)} ≤ K6{1 +m0(∂tDxξ) +m0(ξtt)}.
Combining the above, we have
(3.122) m0(û
+
x )(t) +m0(û
−
x )(t) ≤ K7{1 +
∫ t
0
m0(û
+
x )(τ) +m0(û
−
x )(τ) dτ}.
Hence, m0(û
+
x )(t) +m0(û
−
x )(t) is bounded by an exponential function in t. Therefore, func-
tions ∂tDxξ, ξtt, ηtt, θt and θxt are bounded.
Next, we study the continuity of û±x . Since functions f and ht are continuous and func-
tions ft and htt are bounded, û
±
x is continuous with respect to t. For the continuity with
respect to x, we see that functions a˜′′, b˜′, f , ht, hx(x, 0) and θtx are continuous with respect
to x, and by a similar calculation to the above, we have
(3.123)
|δû±x (x, t)| ≤ K8{O(ε) +
∫ t
0
|δû+x (x, τ)|+ |δû
−
x (x, τ)|+ |δηtt(x, τ)| dτ},
|δηtt(x, t)| ≤ K8{O(ε) + |δû
+
x (x, t)|+ |δû
−
x (x, t)|}.
Here, δû±x (x, t) = û
±
x (x + ε, t) − û
±
x (x, t) and δηtt(x, t) = ηtt(x + ε, t) − ηtt(x, t). Therefore,
|δû±x (x, t)|, |δηtt(x, t)| → 0 when ε→ 0.
Moreover, since û±t = ±f(x ∓ t, t) + ht(x ∓ t, t) and it is continuous, û
± is of class
C1, and so Dxξ, ξt ∈ C
1, ηtt ∈ C
0 and θt, θtx ∈ C
0. We don’t know whether ξx is of
class C1 at this stage, but we know that D2xξ and D
2
t ξ are continuous. We also know that
DxDtη = Dx(Dxθ + Ψ) + D
2
xξ is continuous, and so ηtx, ηx, γtx and γx are continuous.
Therefore, γxt = γtx and ηxt = ηtx, and Dtγx = ∇tγx = ∇xγt = ∇xη = Dxη + Γ(γx − ξ, η).
Thus, the compatibility condition of initial data implies Dtξ = Dxη = Dtγx at t = 0, and
we have γx = ξ by Proposition 2.1.
Now we have ξx = Dxξ−Γ(ξ, ξ) ∈ C
1, and γx = ξ ∈ C
2. Also, D2t γt = D
2
t η is continuous,
therefore γ ∈ C3. 
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4. Existence of a long-time solution
Let γ(x, 0) ∈ C3(x) and γt(x, 0) ∈ C
2(x) be initial values. By Proposition 3.26 and
Proposition 3.27, the solution is extended as long as
(4.1) M(γ, ξ, η) := m0(∇xξ) +m0(∇tξ) +m0(η)
is bounded and B(γ, γx) > B0 > 0. We assume B(γ, γx) > B0 > 0, and study the behaviour
of M(γ, ξ, η). We call the solution a C3 solution to the equation of motion (1.6). First, we
prove the total energy preserving law.
Proposition 4.1. The total energy E(γ) := ‖∇tγx‖
2+‖γt‖
2+‖∇xγx‖
2 of the C3 solution
to the equation of motion is preserved.
Proof. Each term of the right hand side of equation
(4.2)
1
2
d
dt
{‖∇tγx‖
2 + ‖γt‖
2 + ‖∇xγx‖
2} = 〈∇tξ,∇
2
t ξ〉+ 〈η,∇tη〉+ 〈∇xξ,∇t∇xξ〉
becomes
(4.3)
〈∇tξ,∇
2
t ξ〉 = 〈∇tξ,∇
2
x ξ + θ〉,
〈η,∇tη〉 = 〈η,∇xθ +Ψ+∇xξ〉 = −〈∇xη, θ + ξ〉+ 〈η, R(ξ,∇xξ)ξ〉
= −〈∇tξ, θ〉+ 〈R(ξ,∇xξ)ξ, η〉,
〈∇xξ,∇t∇xξ〉 = 〈∇xξ, R(η, ξ)ξ +∇x∇tξ〉 = 〈R(η, ξ)ξ,∇xξ〉 − 〈∇
2
x ξ,∇tξ〉.
The sum of them is 0. 
From this proposition, we have
(4.4)
|γt(x, t)| ≤ m0(η)(t) ≤ ‖η‖+ ‖∇xη‖ = ‖η‖+ ‖∇tξ‖ ≤ 2E(γ),
distance(γ(x, t), γ(0, 0)) ≤ 1 +
∫ t
0
|γt(0, τ)| dτ ≤ 1 + 2E(γ)t,
and get the following proposition.
Proposition 4.2. The C3 solution is of finite velocity, and in particular the curvature
tensor and its covariant derivatives are bounded along the solution on finite time interval
0 ≤ t < T .
Next, we estimate M(γ, ξ, η) = m0(ξx)+m0(ξt)+m0(η). We cannot directly use the esti-
mation for short-time existence, because the coordinate system changes. Since η is bounded
as above, we only have to show boundedness of ξx and ξt.
Lemma 4.3. We assume B(γ, γx) ≥ B0 > 0 on a finite time interval 0 ≤ t < T . Then,
m0(ξx) +m0(ξt) is bounded on the time interval.
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Proof. Let ξ±(x, t) := ∇xξ(x, t)±∇tξ(x, t) and ξ̂
±(x, t) := ξ±(x∓ t, t). We have
(4.5)
∇tξ̂
± = ∓∇xξ
± +∇tξ
± = ∓∇2x ξ −∇x∇tξ +∇t∇xξ ±∇
2
t ξ
= ±{(|∇xξ|
2 − |∇tξ|
2)ξ + θ⊥}+R(η, ξ)ξ.
We used (3.13) in the last equality. Noting that ξ̂± is orthogonal to ξ, we have
(4.6) ∂t|ξ̂
±|2 = 2g(ξ̂±,∇tξ̂
±) = ±2g(ξ̂±, θ⊥).
Since E(γ) is constant by Proposition 4.1, ‖Dxξ‖ is bounded. Therefore, by Lemma 3.21,
(4.7)
m0(θ) ≤ C(‖Ψ‖+ ‖Φ‖)
≤ C((m0(∇xξ) +m0(∇tξ)) + (‖∇tξ‖m0(∇tξ) + ‖∇xξ‖m0(∇xξ) + 1))
≤ C(1 + E(γ))(1 +m0(∇xξ) +m0(∇tξ)).
Therefore
(4.8)
d
dt
m0(ξ̂
±)2 ≤ C(1 +m0(ξ̂
±)2),
and m0(ξ̂
±), m0(∇xξ) and m0(∇tξ) increase at most exponential order, and so are bounded.

From the above, we can prove the long-time existence of solutions.
Theorem 4.4. Assume that the Riemannian manifold (M, g) is complete. The C3 solu-
tion γ can be extended to an infinite time solution, provided that inf0≤t<T B(γ) > 0 for any
finite time T .
Proof. Let T < ∞ be the supremum of the existence time of the solution. Then B(γ) ≥
B0 > 0 on 0 ≤ t < T by the assumption, and M(γ, ξ, η) is bounded on 0 ≤ t < T by Lemma
4.3, hence the solution extends over T . 
To make sure, we study C∞ solutions. For that, we estimate derivatives of θ.
Lemma 4.5. Let n ≥ 2. If γ ∈ Cn, then θ, θx ∈ C
n−2, and Cn−2-norms of θ and θx are
bounded from above by a constant depending on Cn-norm of γ.
Proof. By Proposition 3.25, the statement is true for n = 2. We assume that the statement is
true for less than n and prove that the statement is true for n. If γ ∈ Cn, then Ψ, Φ ∈ Cn−2.
We denote by O(p, q) a polynomial in functions ∂ix∂
j
t γ (i+j ≤ n) and ∂
i
x∂
j
t θ (i ≤ p, j ≤ q).
Since ∇x∇tu−∇t∇xu = R(ξ, η)u, changing order of ∇x and ∇t in a operation p times ∇x and
q times ∇t leads difference O(p− 1, q − 1).
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Let p+ q = n− 2. Then, by the assumption of induction, O(p− 1, q) and O(p+1, q− 1)
are continuous and bounded. And,
(4.9)
∇px∇
q
t (θ
⊥)− (∇px∇
q
t θ)
⊥ = ∇px∇
q
t (θ − g(θ, ξ)ξ)− (∇
p
x∇
q
t θ − g(∇
p
x∇
q
t θ, ξ)ξ)
= −∇px∇
q
t (g(θ, ξ)ξ) + g(∇
p
x∇
q
t θ, ξ)ξ = O(p− 1, q) +O(p, q − 1),
∇px∇
q
t (∇
2
x θ)−∇
2
x (∇
p
x∇
q
t θ) = O(p+ 1, q − 1),
∇px∇
q
t∇xΨ−∇
p+1
x ∇
q
t Ψ = O(0, 0),
provided that the term O(p − 1, q) and O(p, q − 1) do not appear when p = 0 and q = 0,
respectively. Hence,
(4.10) ∇x(∇x∇
p
x∇
q
t θ +∇
p
x∇
q
t Ψ) + (∇
p
x∇
q
t θ)
⊥ = ∇px∇
q
t Φ +O(p− 1, q) +O(p+ 1, q − 1).
Therefore, by Corollary 3.24, ∇px∇
q
t θ and ∇
p+1
x ∇
q
t θ are continuous and bounded. That is, θ
and θx are of class C
n−2. 
Theorem 4.6. If the initial data satisfies γ(x, 0) ∈ C∞(x) and γt(x, 0) ∈ C
∞(x), then
the C3 solution is of class C∞.
Proof. Since we know that Γt is continuous, we consider a hyperbolic equation for u = ξ
using
(4.11)
f(x, t) = −∂t(Γ(η, ξ)) + ∂x(Γ(ξ, ξ))− Γ(η,∇tξ) + Γ(ξ,∇xξ)
+ (|∇xξ|
2 − |∇tξ|
2)ξ + θ⊥,
h(x, t) = 0
instead of equation (3.64). Let n ≥ 3, and consider on the finite time interval 0 ≤ t < T .
We will show boundedness of the Cn+1-norm of γ, assuming boundedness of the Cn-norm of
γ.
Assume that the Cn-norm of γ is bounded. From the expression of the equation and
Lemma 4.5, f is of class Cn−2. Let p + q = n − 2 and consider ∂px∂
q
t ξ. Since ∂
p
x∂
q+2
t ξ −
∂p+2x ∂
q
t ξ = ∂
p
x∂
q
t f ∈ C
0, it holds that ∂px∂
q+2
t ξ − ∂
p+q+2
x ξ ∈ C
0 or ∂px∂
q+2
t ξ − ∂
p+q+1
x ∂tξ ∈ C
0.
Moreover, we have ∂p+q+2x ξ(x, 0), ∂
p+q+1
x ∂tξ(x, 0) ∈ C
∞(x) from the assumption, so we get
∂px∂
q
t ξ(x, 0) ∈ C
2(x) and ∂px∂
q
t ∂tξ(x, 0) ∈ C
1(x).
Therefore, u = ∂px∂
q
t ξ is a C
1 solution to the integral wave equation
(4.12) 2u = a(x+ t) + a(x− t) +
∫ x+t
x−t
b(y) dy +
∫ t
0
∫ x+(t−τ)
x−(t−τ)
∂px∂
q
t f(y, τ) dydτ
with initial values a(x) = ∂px∂
q
t ξ(x, 0) ∈ C
2(x) and b(x) = ∂px∂
q
t ∂tξ(x, 0) ∈ C
1(x).
And, we can calculate as follows, in the same way as the wave equation for ξ. Let
u±(x, t) = ux(x, t)± ut(x, t) and û
±(x, t) = u±(x∓ t, t). By (3.65), we have
(4.13) û(x, t) = a′(x)± b(x)±
∫ t
0
∂px∂
q
t f(x∓ τ, τ) dτ.
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From this, ût(x, t) = ∂
p
x∂
q
t f(x∓ t, t) ∈ C
0. Besides,
(4.14) ûx(x, t) = a
′′(x)± b′(x)±
∫ t
0
(∂px∂
q
t f)x(x∓ τ, τ) dτ,
and there is a positive constant K depending only on Cn-norm of γ such that
(4.15) m0((∂
p
x∂
q
t f)x) ≤ K{1 +m0(∂
2
xu) +m0(∂x∂tu) +m0(∂
2
t u) +m0(∂
p
x∂
q
t θx)}.
Hence m0(û
±
x ) is bounded and u is C
2-bounded. And, we can show u ∈ C2 in a similar way.
Therefore, ξ ∈ Cn.
Here, ∂n−1t Ψ and ∂
n−1
t Φ contain ∂
n
t ξ or less for ξ, but contain only ∂
n−1
t η or less for η,
hence ∂n−1t Ψ, ∂
n−1
t Φ ∈ C
0. Then, by a similar manner as Lemma 4.5, we see ∂n−1t θx ∈ C
0.
Therefore, ∇nt η = ∇
n−1
t (∇xθ + Ψ) +∇
n−1
t ∇xξ ∈ C
0. Now we conclude that derivatives of γ
of order n + 1 are continuous and bounded, that is, the induction holds. 
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