In this paper we investigate layered space-time equalization (LSTE) architectures for multiple-input-multiple-output (MIMO) frequency selective channels. At each layer or stage of detection, a MIMO delayed decision feedback sequence estimator (MIMO-DDFSE) is used to tentatively detect a group of selected data streams, among which a sub-group of data streams are output and are canceled from the received signals. With the proposed architectures, the number of the tentatively detected and output data streams can be different at different LSTE stages, while the MIMO-DDFSE can also reduce to the special cases of multiple-input-single-output decision feedback equalizer (MISO-DFE), MISO-DDFSE and MIMO-DFE, allowing tradeoffs between performance and complexity. We also derive the equalizer coefficients, discuss timing recovery and consider channel estimation. Simulation results demonstrate the performance of the proposed LSTE structures, and the tradeoffs between performance and complexity of the multistage structure and the single-stage version. We also demonstrate the impact of imperfect channel estimation, imperfect interference cancellation, the number of receive antennas, filter length, and oversampling on performance.
I. INTRODUCTION
To achieve high-speed data transmission in future wireless communications, multiple-inputmultiple output (MIMO) systems, where multiple antennas are employed at both the transmitter and receiver, have been proposed. They promise improved performance and capacity and are currently the subject of much research activity [1] [2] [3] [4] [5] [6] [7] [8] .
Extensive investigations [1] [2] [3] [4] [5] [6] have been performed on a variety of techniques for MIMO systems, such as Vertical Bell Laboratories Layered Space-Time (V-BLAST) [4] and maximum likelihood detection (MLD) [5] [6] . However, most of them are based on the assumption of flat fading channels, and further research is needed on the equalization of MIMO frequency selective channels. In [7] a so-called wideband BLAST structure was developed, where at each stage of detection, a transmit data stream is estimated by a multiple-input-single-output decision feedback equalizer (MISO-DFE). Its counterpart with a MISO delayed decision feedback sequence estimator (MISO-DDFSE) for the coded system was shown in [8] (DFE is a special case of DDFSE [9] ).
In this paper we investigate a wide range of layered space-time equalization (LSTE) architectures to combat MIMO frequency selective channels, by employing both space-time equalization and successive interference cancellation. At each stage or layer of LSTE, a MIMO-DDFSE (or MIMO-DFE [10] [11] ) is employed, and a group of the best data streams in the minimum mean square error (MMSE) sense are selected from the remaining candidates for tentative detection by the MIMO-DDFSE. Among the tentative decisions, a sub-group of the best (also in the MMSE sense) detected data streams are output and are canceled from the received signals.
Our work is different from previous work of [7] [8] in that we present a general framework by introducing MIMO equalizers into the LSTE structure. With this architecture, the number of the tentatively detected and output data streams can be different at different LSTE stages. In addition, our use of MIMO-DDFSE allows us to consider the special cases of MIMO-DFE [10] [11] , MISO-DFE [7] and MISO-DDFSE, allowing a wide range of tradeoffs between complexity and performance. We also derive the equalizer coefficients, discuss timing recovery and consider channel estimation. Simulation results show that the LSTE structure with MIMO-DDFSE has a significant advantage over other structures including the structure proposed by [7] , especially with fewer space-time samples. We also show the tradeoffs between performance and complexity of the multistage structure and the single-stage version. The impact of imperfect channel estimation and imperfect interference cancellation on performance is also investigated.
The effects of the number of receive antennas, filter length, and oversampling are also illustrated.
Section II presents the system model, and the proposed LSTE structure is described in section III. Computational complexity of the LSTE is analyzed in section IV, and section V provides the simulation results. Conclusions are drawn in section VI.
II. SYSTEM MODEL
The wireless MIMO system considered here is an M-ary complex baseband-equivalent system, with K transmit antennas and L receive antennas. We use antenna, with symbol period T and unit average symbol energy E s =1. It is assumed that the data are uncorrelated in space and time, and are transmitted over frequency selective channels which are assumed to be quasi-static, i.e., time invariant over a data packet length [12] , where a packet is defined as a single transmission burst. (2) where σ is referred to as the RMS delay spread [13] , and b is a normalizing factor such that 
Thus, the mth sample of ) (t x l during the ith symbol period is given by 
where
, and
Further, by using the operator vec given by [14] [ ]
we define vector
, which contains all the L N s samples during the ith symbol period, and can be expressed as
is the associate CIR matrix of size
is the noise vector.
III. LAYERED SPACE-TIME EQUALIZION

A. Algorithm description
Our proposed layered space-time equalization (LSTE) structure uses both interference cancellation and equalization to perform detection. An example of this structure is shown in fig.1 
, and the required number of stages is K/2. This should be compared to the structures proposed by [7] [8] , which are based on MISO equalizers with The jth stage of our proposed LSTE structure is illustrated in fig.2 , where a MIMO-DDFSE equalizer is employed. The MIMO-DDFSE can reduce to the special cases of MIMO-DFE, MISO-DFE and MISO-DDFSE, which allow a wide range of comparisons. In the MIMO-DDFSE, the s LN outputs of the receive filters are passed through a feed-forward filter (FFF) the LSTE structure is equivalent to the wideband BLAST structure of [7] , which is denoted by DFE 
, which can be expressed in matrix notation as:
where k denotes the summation over the undetected data streams,
which is an
Without loss of generality, it is assumed that at a particular stage, 
is the FBF output, as shown in fig.2 , and
is the VA state transition output.
The total path metric of VDDFSE for the ith detected signal vector is given by
c s (15) where m c is the mth element of a candidate vector 
The optimum weight matrices W and V are determined to minimize [ ] 
where R is the autocorrelation matrix of the input signal vector clear of the "past" data, given by
denotes the noise autocorrelation matrix whose elements are given by (5).
In particular, when
R reduces to an identity matrix
The resulting error autocorrelation matrix ee R , as a function of ∆ is given by 
The I m data streams which minimize 
The resulting ECIR matrix V is zero. The MSE with respect to
Therefore, it can be deduced that in flat fading channels, all the LSTE structures reduce to their narrow-band counterparts, which have an FFF spanning only one symbol period, and no FBF.
C. Channel Estimation
In the work presented, a least-squares (LS) technique is used for channel estimation, where a training sequence of t L symbols is prefixed to each packet. Assuming less than 100% excess bandwidth, the CIR can be fully represented by its T/2-spaced samples [18] . For the simplicity of presentation, we take samples of the received signals generated by the training sequences at 
By defining a length-
, and a size- It suggests that the estimation error variance is proportional to the noise power spectral density, i.e., proportional to the reciprocal of SNR. Thus, selection of the training sequences can be achieved simply by minimizing
, which has been discussed in [19] and numerical results were given with a signal constellation of BPSK. In this paper, however, we do not consider the design of training sequences, since our focus is on different LSTE structures.
D. Timing Recovery
Timing recovery plays an important role in equalizers, which includes selection of both sampling phase (non-integer) and decision delay (integer). Here we propose a simple timing recovery method that handles sampling phase and decision delay separately. In [7] , an exhaustive search is used to jointly determine the sampling phase and decision delay in terms of minimizing the bit error rate (BER), which requires significant searching for the low BER scenario. In [17] , the timing recovery method is based on approximately maximizing the equalizer output SINR, assuming all the postcursor interference has been canceled. However, it is derived for a MISO equalizer, and a short length FBF may not have the capability to remove all the postcursor interference.
Unlike the method of [17] , our sampling method for a symbol-spaced LSTE structure is designed for a MIMO equalizer, independent of the decision delay, and different receive filters exploit different sampling phases. Our sampling phase l t 0 for the lth receive filter maximizes the output SINR of the lth antenna (or SINR of lth input of equalizer) in a straightforward expression as: The decision delay is also important, especially for an equalizer with short-length filters [16] .
In [10] , the decision delay ∆ of a single stage MIMO-DFE is fixed to be
. In [7] it is determined by an exhaustive search and remains constant for all stages of the so-called wideband BLAST structure. As described in section III-B, at each stage, our method of finding the decision delay is to minimize (16), i.e., minimize the sum of MSEs of the tentatively detected data streams. Different decision delays are used for different stages. An appropriate range is required within which the decision delay is searched. It was shown by [16] that the optimum decision delay converges to (F-1) (i.e.,
) as the FBF length gets large. Another restriction
was also given by [16] to guarantee that the coefficients derivation always makes sense. In order to satisfy both the constraints, the decision delay ∆ should be optimized in the Because our timing recovery scheme finds the sampling phase and decision delay separately, it is easier to performe than the other approaches.
IV. COMPUTATIONAL COMPLEXITY
We approximately evaluate and compare the computational complexity of LSTE structures by only counting the number of complex multiplications. We divide the complexity into two parts: 1) Initialization complexity in which complexity associated with calculating coefficients and data selection is found, and 2) Signal processing complexity in which complexity associated with processing the symbols is found. In our analysis, it is assumed that
A. Initialization: Assuming quasi-static channels, computation of the LSTE coefficients is needed only once for every packet.
1) Computation of R (19): computation of R for all stages has been included in that of
, which requires complexity of
, and 2) VDDFSE: Since the FBF in VDDFSE can be implemented by using additions, we only count the complexity of VA. The total path metric for VA given by (15) symbols. We count the number of complex multiplications for both initialization and processing over each packet. When a specific packet rate (e.g., in GSM the packet duration is 576.92µs, and therefore the packet rate is 1733 packets/sec) is considered, the complexity figure in operations per , the overall complexity of these two structures is comparable. It is also important to consider the relative weights of the initialization and signal processing complexity in comparison with the packet length.
As a final point it must be noted that in our comparisons we have not taken channel estimation into account since it is common to all the LSTE structures. However it needs to be considered if the total complexity is to be determined and as shown in (30) , which approximately costs
V. SIMULATION RESULTS
A. Setup
We use simulation results to demonstrate the performance of our proposed LSTE structures, where the symbol-spaced (T-spaced) LSTE structures shown in table II are focused on, with . We consider the causal channel with N a =0 and N c =8, which is implemented by truncating the convolution result of the physical (untruncated) CIR with the pulse shape. This truncated overall CIR contains more than 90% of the energy on average. The channel is estimated by using randomly generated training sequences, and further details follow.
The SNR is defined as the spatial average ratio of the received signal power (from all K transmit antennas) to noise power at each receive antenna, which can be expressed as 0 / N KE SNR s = since the channel delay profile is normalized to unity on average. Up to 50000 simulation runs are used. The T-spaced LSTE structure follows the sampling method proposed in section III-D, and the decision delay is also determined by using the method described in section III-D.
B. Results
In all the BER results that follow, the DFE and DDFSE based LSTE structures are shown with solid lines and dashed lines, respectively. , the error variance is reduced by nearly 10 times, and it is reduced by about 50 times when t L is increased to 50. However, less improvement is achieved by further increasing t L , which implies that a moderate training sequence length will provide reasonable channel estimation accuracy. It can also be shown that the number of receive antennas and RMS delay spread have little effect on the estimation error variance. In the multistage LSTE structures, the performance for each stage or layer is also of interest. results. Similar trends can be deduced and shown for the stages in between. This suggests that the overall performance of the LSTE structure is mainly determined by its first layer, and imperfect channel estimation further increases the performance difference between layers.
In the remainder of the results, we focus on performance of LSTE structures with perfect CSI. , see their performance improve as they better exploit channel memory and as a result, achieve frequency (or path) diversity. However, as the delay spread increases and exceeds the feedback span, less channel energy is captured due to channel memory truncation and hence the performance starts to drop at some point. The narrow-band structures without an FBF readily see their performance degrade from a delay spread of zero. , at only 33% of the complexity required by the latter. Therefore, it can be deduced that the multistage structure has improved performance over the single-stage structure when the RMS delay spread is below a certain threshold value, irrespective of the complexity. By increasing the number of equalizer taps and/or the number of receive antennas (i.e., increasing the complexity) of the multistage structure, the range of RMS delay spread is increased, over which the multistage structure outperforms a given single-stage structure. This is because with a given delay spread, using more equalizer taps and/or receive antennas reduces the error propagation in a multistage structure. In addition, by comparing the performance of fig.8 , it can be deduced that with a shorter-length FFF, the range of RMS delay spread is reduced, over which the wideband structure performs better than or similarly to its narrow-band counterpart in flat fading. , with a higher degree of freedom in the FBF. This might be interpreted by noting [5] [6] that in flat fading channels, the diversity order of maximum likelihood detection (MLD) depends only on the number of receive antennas L, while the diversity order of other detection techniques like BLAST depend on the difference between the number of receive antennas and the number of transmit antennas, i.e., (K-L) [5] [6] . It is shown in [6] that when the number of receive antennas is similar to or less than the number of transmit antennas, MLD has a significant advantage over the narrow-band BLAST. With an increased number of receive antennas, the performance of BLAST approaches that of MLD, since much of the diversity gain has been obtained by receive diversity. There exists some similarity for the wideband structures in frequency selective channels. When
, the benefits of DDFSE with the VA sequence estimator are more significant, which is regarded as the reduced-state maximum likelihood sequence estimator. By increasing the number of receive antennas, the diversity gain achieved by VA is less significant, and therefore a DFE structure with a higher FBF degree of freedom may outperform a DDFSE structure with the VA sequence estimator but a lower FBF degree of freedom, especially when the delay 19 spread is large. For the same configuration like 
VI. CONCLUSION
In this paper we have described and compared a wide range of LSTE structures over MIMO frequency selective channels, in terms of both performance and complexity. Extensive simulation results show that the proposed multistage LSTE structure has improved performance over the single-stage structure when the RMS delay spread is below a certain threshold value, irrespective of the complexity, which allows tradeoffs between performance and complexity.
We have also investigated the impact of imperfect channel estimation and imperfect interference cancellation on performance. It is shown that the multistage structure is more susceptible to channel estimation error, especially with a short training sequence length. A moderate-length training sequence provides reasonable channel estimation quality. In addition, the later stages of the multistage LSTE structure have worse performance than its first stage at a lower SNR, and perform similarly at a higher SNR, due to imperfect interference cancellation.
The space-time equivalence in improving the performance is also shown. With fewer spacetime samples, the benefits of a DDFSE structure with the VA sequence estimator are more significant. Otherwise, a DFE structure with a higher FBF degree of freedom may have more advantages in terms of both performance and complexity, especially with a larger delay spread. Table II 
