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FACTORIZATIONS OF CERTAIN BIVARIATE
POLYNOMIALS
MICHAEL E. ZIEVE
Abstract. We determine the factorization of Xf(X) − Y g(Y ) over
K[X, Y ] for all squarefree additive polynomials f, g ∈ K[X] and all fields
K of odd characteristic. This answers a question of Kaloyan Slavov, who
needed these factorizations in connection with an algebraic-geometric
analogue of the Kakeya problem.
1. Introduction
Many authors have studied the problem of determining the factorizations
of all members of some infinite class of bivariate polynomials. Special atten-
tion has been paid to the case of polynomials with separated variables, that
is, polynomials of the form F (X) − G(Y ) where F (X) and G(Y ) are uni-
variate polynomials. Although there have been some remarkable advances,
still there is no general solution.
We will determine the factorizations of F (X)−G(Y ) for a special class of
polynomials F and G. These particular factorizations are needed in order
to prove an extreme case of a conjecture by Kaloyan Slavov, which arose in
connection with an algebraic-geometric analogue of the Kakeya problem.
We now define the polynomials under consideration. Let K be a field of
characteristic p > 0. A polynomial f(X) ∈ K[X] is additive if it satisfies the
identity f(X+Y ) = f(X)+f(Y ). As is well-known, additive polynomials are
precisely the polynomials of the form f(X) =
∑m
i=0 αiX
pi where αi ∈ K;
for instance, see [4, Cor. 1.1.6]. In this note we consider polynomials of
the form Xf(X) − Y g(Y ), where f(X) and g(X) are squarefree additive
polynomials in K[X] with p > 2. Note that since f(X) is additive we have
f ′(X) = f ′(0), so that f(X) is squarefree if and only if f ′(0) 6= 0. We prove
the following result.
Theorem 1.1. Let K be a field of characteristic p > 2, let f, g ∈ K[X]
be additive polynomials with f ′(0)g′(0) 6= 0, and let F (X) := Xf(X) and
G(X) := Xg(X).
(1) F (X)−G(Y ) is reducible in K[X,Y ] if and only if g(Y ) = δ · f(δY )
for some δ ∈ K
∗
such that either deg(f) > 1 or δ ∈ K.
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(2) If g(Y ) = δ · f(δY ) for some δ ∈ K
∗
, and deg(g) > 1, then δ2 ∈ K
and F (X) − G(Y ) is the product of (X − δY ), (X + δY ), and an
irreducible polynomial in K[X,Y ].
Remark 1.2. For completeness, we observe that if f(X) = αX and g(Y ) =
βY then Xf(X)− Y g(Y ) = α(X − γY )(X + γY ) where γ2 = β/α.
2. Preliminary results
In this section we state two results which will be used in our proof of
Theorem 1.1.
Lemma 2.1. Let K be a field, and let F,G ∈ K[X] have nonzero derivatives.
Then there exist F1, F2, G1, G2 ∈ K[X] such that all of the following hold:
• F = F1 ◦ F2 and G = G1 ◦G2
• the factors of F (X)−G(Y ) in K[X,Y ] are precisely the polynomials
H(F2(X), G2(Y )) where H(X,Y ) ∈ K[X,Y ] is a factor of F1(X)−
G1(Y )
• the splitting field of F1(X)− t over K(t) equals the splitting field of
G1(X) − t over K(t), where t is transcendental over K.
Fried proved a version of this result in [3, Prop. 2]; see also [1, Thm. 8.1]
for a nice exposition of Fried’s proof, which yields the above statement.
Although these references state the result for fields of characteristic zero,
the proofs extend at once to fields of arbitrary characteristic. A different
proof of Lemma 2.1 is given in [2, Thm. 1.1], and yet another proof will
appear in the forthcoming paper [6].
We also use the following result about polynomial decomposition:
Lemma 2.2. Let K be a field, and let F,G, Fˆ , Gˆ ∈ K[X] be nonconstant
polynomials satisfying
• F ◦G = Fˆ ◦ Gˆ
• deg(F ) = deg(Fˆ )
• char(K) ∤ deg(F ).
Then Gˆ = L ◦G for some degree-one polynomial L(X) ∈ K[X].
This result was proved for char(K) = 0 in [5, §2]. The proof extends at
once to arbitrary characteristic, as noted in [8, Prop. 2.2].
3. The main result
In this section we prove Theorem 1.1. We begin with two lemmas.
Lemma 3.1. Let K be a an algebraically closed field of odd characteristic,
and let F (X) := Xf(X) where f(X) ∈ K[X] is an additive polynomial with
f ′(0) 6= 0. Write f(X) + Xf ′(0) = Xfˆ(X2) with fˆ ∈ K[X]. Then fˆ is
a squarefree polynomial of degree (deg(f) − 1)/2 with fˆ(0) 6= 0, and the
nonzero finite critical values of F (X) are the values −βfˆ(0) where β varies
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over the roots of fˆ(X). For each such value γ, the polynomial F (X)−γ has
two roots of multiplicity 2 and all other roots of multiplicity 1. Also F (X)
has one root of multiplicity 2, and all other roots of multiplicity 1. If we
write F = A ◦X2 with A ∈ K[X], then the finite critical values of A(X) are
precisely the nonzero finite critical values of F (X), and for each such value
γ the polynomial A(X)− γ has one root of multiplicity 2 and all other roots
of multiplicity 1.
Proof. Since f ′(X) = f ′(0), we have F ′(X) = f(X) + Xf ′(0). This is an
additive polynomial which is squarefree because F ′′(X) = 2f ′(0) 6= 0. Since
F ′′(X) is a nonzero constant, it follows that all roots of F (X) − γ have
multiplicity at most 2 for every γ ∈ K. Moreover, if F ′(α) = 0 then F (α) =
αf(α) = −α2f ′(0). Since F ′(X) = 2XA′(X2), the result follows. 
Lemma 3.2. Let K be a field of odd characteristic, and let f(X) ∈ K[X]
be an additive polynomial with f ′(0) 6= 0. If G,H ∈ K[X] satisfy G ◦H =
Xf(X) then either deg(G) = 1 or deg(H) = 1 or H = L ◦ X2 for some
degree-one L(X) ∈ K[X].
Proof. Write F (X) := Xf(X), and suppose that G◦H = F where deg(G) >
1. Since char(K) ∤ deg(G), the derivative G′(X) has degree deg(G)− 1 ≥ 1
and hence has a root α. Thus (X−α)2 divides G(X)−G(α), so substituting
H(X) for X shows that (H(X)−α)2 divides F (X)−G(α). Now Lemma 3.1
implies that H(X) − α has degree at most 2, so that deg(H) ≤ 2. Since
we know that F = A ◦ X2 for some A ∈ K[X], Lemma 2.2 implies that if
deg(H) = 2 then H = L ◦X2 for some degree-one L(X) ∈ K[X]. 
Now we prove the first part of Theorem 1.1.
Proof of part (1) of Theorem 1.1. First we prove the “if” implication. Sup-
pose that g(Y ) = δ · f(δY ) for some δ ∈ K
∗
Comparing coefficients of
Y shows that g′(0) = δ2f ′(0), so that δ2 ∈ K∗. Note that all terms of
F (X) have even degree, so that F = A ◦ X2 for some A ∈ K[X]. Now
F (X)−G(Y ) = F (X)−F (δY ) = A(X2)−A(δ2Y 2) is divisible by X2−δ2Y 2
in K[X,Y ], and hence is reducible if either deg(F ) > 2 or δ ∈ K.
Next we prove the “only if” implication. Assume that F (X) − G(Y ) is
reducible in K[X,Y ]. Let F1, F2, G1, G2 ∈ K[X] satisfy the conclusions of
Lemma 2.1. Reducibility of F (X) − G(Y ) implies that F1(X) − G1(Y ) is
reducible, so that deg(F1) > 1. Let t be transcendental over K, and let Ω be
the splitting field of F1(X)− t over K(t), which is also the splitting field of
G1(X)− t over K(t). Let u, v ∈ Ω satisfy F1(u) = t = G1(v). Then t =∞ is
totally ramified in K(u)/K(t), so since char(K) ∤ deg(F1) it follows (e.g. by
Abhyankar’s lemma) that every place of Ω which lies over t =∞ must have
ramification index equal to deg(F1) in Ω/K(t). Likewise, each such place
also has ramification index deg(G1), so that deg(F1) = deg(G1). Write
F = A ◦X2 and G = B ◦X2 with A,B ∈ K[X], and also f(X) +Xf ′(0) =
Xfˆ(X2) and g(X)+Xg′(0) = Xgˆ(X2) with fˆ , gˆ ∈ K[X]. Since deg(F1) > 1,
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Lemma 3.2 implies that there is a degree-one L ∈ K[X] for which F1 is either
A ◦ L or F ◦ L, so by Lemma 3.1 the nonzero finite critical values of F1 are
the values −αfˆ(0) where α is a root of fˆ(X). Since Ω/K(t) is the Galois
closure of K(x)/K(t), a place P of K(t) lies under a place of K(x) which
is ramified in K(x)/K(t) if and only if P lies under a place of Ω which is
ramified in Ω/K(t). It follows that the critical values of F1 are identical to
the critical values of G1, so the values αfˆ(0) where fˆ(α) = 0 are the same
as the values βgˆ(0) where gˆ(β) = 0. Writing γ := gˆ(0)/fˆ (0), this implies
that the roots of gˆ(X) are the values α/γ where fˆ(α) = 0, which in turn are
the roots of fˆ(γX). Since fˆ and gˆ are squarefree (by Lemma 3.1), it follows
that gˆ(X) is a constant multiple of fˆ(γX), and substituting X = 0 shows
that the constant is γ. Thus gˆ(X) = γ · fˆ(γX), so that
g(X) +Xg′(0) = Xgˆ(X2) = γXfˆ(γX2) = δ(f(δX) + δXf ′(0))
where δ2 = γ. Equating coefficients of X on both sides yields 2g′(0) =
δ(2δf ′(0)), so subtracting Xg′(0) from both sides yields g(X) = δf(δX), as
desired. 
Finally, we prove the second part of Theorem 1.1.
Proof of part (2) of Theorem 1.1. As in the first part of the previous proof,
we write F = A ◦ X2 with A ∈ K[X] and note that F (X) − G(Y ) =
A(X2)−A(δ2Y 2) is divisible by X2−δ2Y 2 in K[X,Y ]. Writing B(X,Y ) :=
(A(X) − A(Y ))/(X − Y ), the ratio (F (X) − G(Y ))/(X2 − δ2Y 2) equals
B(X2, δ2Y 2). It suffices to show that B(X2, δ2Y 2) is irreducible in K[X,Y ],
so in what follows we assume that K is algebraically closed. Lemma 3.1
shows that the derivative A′(X) has deg(A) − 1 distinct roots, all of which
are simple, and distinct roots have distinct images under A. Thus A(X) is a
Morse function in the sense of [7, p. 39], so if t is transcendental over K then
the Galois group of A(X) − t over K(t) is the symmetric group on deg(A)
letters [7, Thm. 4.4.5]. In particular, if deg(A) > 1 then this group is dou-
bly transitive, so that B(X,Y ) is irreducible [8, Lemma 3.2]. Let x satisfy
F (x) = t, and put u := x2 so that A(u) = t. Let H(X,Y ) be an irreducible
factor of B(X2, δ2Y 2), let y satisfy B(x2, δ2y2) = 0, and put v := δ2y2 so
that A(u) = A(v). Irreducibility of B(X,Y ) implies that B(u, Y ) is the
minimal polynomial for v over K(u), whence [K(u, v) : K(u)] = deg(A)− 1.
Also, since t = ∞ is totally ramified in both K(u)/K(t) and K(v)/K(t),
and in both cases its ramification index is deg(A) which is coprime to p,
Abhyankar’s lemma implies that every place of K(u, v) which lies over
t = ∞ has ramification index in K(u, v)/K(t) equal to deg(A), so each
such place is unramified in K(u, v)/K(u). Thus u = ∞ is unramified in
K(u, v)/K(u), but it is totally ramified in K(x)/K(u), so we must have
[K(x, v) : K(u, v)] = 2. Since A(X) is squarefree and A(0) = 0, we
know that K(v)/K(t) is unramified over t = 0, so that K(u, v)/K(u) is
unramified over u = 0. Moreover, the places of K(u, v) which lie over
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u = 0 have v-values being all the nonzero roots of A. Since K(u, v)/K(u)
has branch points u = 0 and u = ∞, both of which are unramified in
K(u, v)/K(u), it follows that the branch points of K(x, v)/K(u, v) are the
places lying over either u = 0 or u = ∞. Likewise the branch points of
K(u, y)/K(u, v) are the places lying over either v = 0 or v = ∞. But
the places of K(u, v) which lie over u = 0 do not lie over v = 0, so
K(x, v)/K(u, v) and K(u, y)/K(u, v) have distinct branch points and hence
are distinct extensions, whence [K(x, y) : K(x, v)] = 2. This shows that
[K(x, y) : K(x)] = 2[K(x, v) : K(x)] = 2(deg(A)− 1), so that the Y -degree
of H(X,Y ) is 2(deg(A)−1), which equals the Y -degree of B(X2, δ2Y 2). The
same argument applies to X-degrees, so that B(X2, δ2Y 2) is irreducible. 
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