Abstract-We consider the problem of finding a linear network code that guarantees an instantaneous recovery from edge failures in communication networks. With instantaneous recovery, lost data can be recovered at the destination without the need for path re-routing or packet re-transmission.
I. INTRODUCTION
In past years, major effort has been spent on improving the resilience and survivability of communication networks. The major challenge is to cope with the failure of network edges. Such failures are frequent due to the inherent vulnerability of the underlying communication infrastructure [1] . With the dramatic increase in the rate of data transmission, even a single edge failure may result in vast data loss and cause major service disruptions to many users. Accordingly, many service providers are interested in providing instantaneous recovery from edge failures. With instantaneous recovery, the lost data can be recovered at the destination without the need for path re-routing or packet re-transmission.
The standard approach for guaranteeing instantaneous recovery is to provision two disjoint paths between the source and the destination nodes and send a copy of each packet over both paths (see Figure l(a) ). This approach, however, may result in inefficient use of network resources. An alternative approach, referred to as diversity coding [2] , is to provision several disjoint paths, some of them are used for sending the original packets and others for sending parity check packets (see Figure 1(b) ). This approach, however, is not always feasible, as it requires a large number of disjoint paths between the source and the destination nodes.
Recently, it was proposed to use the network coding technique for instantaneous recovery from edge failures [3] , [4] . The network coding technique generalizes the disjoint path and diversity coding approaches and allows minimize the amount of network resources that need to be allocated to support instantaneous recovery. Network coding was introduced in the seminal paper by Ahlswede et al. [5] . The Figure  1(c) ). This is in contrast to the traditional approach in which the intermediate nodes can only forward and duplicate their incoming packets. We assume that each edge in the network has an integer capacity; the capacity of an edge specifies the number of packets that can be transmitted over this edge in each communication round. We also assume that packets are not fragmented and are of fixed length.
A major parameter in the design of the network coding schemes is the number of packets h sent by the source in each communication round. This parameter determines the shape of the routing topology used for data transmission. For example, for h = 1, the only way to guarantee instantaneous recovery is to use two disjoint paths, as depicted in Figure l(a) .2 For h = 2 we can use the same topology as for h = 1, i.e., send two packets over two disjoint paths. In this case, all edges that belong to each of the disjoint paths must have capacity of at least two. We can also use three disjoint paths, two of which are used for sending original packets, a and b, and the third is used for transmitting the parity check packet a + b (all operations are performed over GF (2) ). Alternatively, we can use the network coding approach, as depicted in Figure 1 (c).
This network contains an encoding node, v3 which receives two packets, a and b, and generates a new packet, a + b. A more complex network coding topology with h = 3 is depicted in Figure 1(d) . In general, the larger is the value of h, the more flexibility we have in choosing the routing topology.
Design of reliable unicast connections that provide instantaneous recovery from link failures was investigated in [3] and [4] . It was shown that reliable communication can be achieved by using linear network codes, in which all operations are performed over a finite field. Practical implementation of the network coding schemes is presented in [6] . In our previous work [7] we considered the problem of establishing reliable unicast communication for the special case of h = 2. We showed that in this case the underlying routing topology has a certain combinatorial structure which enables the design of efficient network codes over a small field (GF(2)).
With linear network coding, each packet in the network is a linear combination of the packets sent by the source node. This linear combination can be captured by the global encoding vector. The global encoding vector can be included in the header of each packet with only a small overhead [6] . We assume that in the case of a failure of an edge all packets transmitted over this edge are identically equal to zero, i.e., have zero global encoding vectors. Thus, in the case of an edge failure, only the nodes incident to this edge change their behavior, while all other nodes perform the same operations as during the normal operation. For example, Figure l In this work, we focus on the design of unicast coding network with h > 2. We consider a special class of bidirected networks. In such networks, the capacity of each communication channel is equally split in both directions, i.e., for multiple failures incurs excessively high cost in terms of network utilization, which, typically, is not justified by the rare occurrence of simultaneous failures.
Our work makes the following contributions. First, we investigate the instantaneous recovery from edge failures for unicast connections. We establish an upper bound of 0(22h) on the required field size in bidirected networks. Our bound only depends on the number of packets h sent at each communication round and does not depend on the size of the underlying communication network. Next, we present an algorithm that constructs a feasible network code over GF(22h). Next, we extend our results for multicast connections and show that the required field size is bounded by 0 (t. 22h), where t is the number of terminals. Finally, we discuss robust coding networks with cycles.
II. MODEL AND PRELIMINARIES

A. Communication Network
We model a communication network by a directed graph G(V, E), where V is the set of nodes and E is the set of edges.
Each edge is associated with a parameter ce that specifies the capacity of the edge, i.e., the number of packets that can be transmitted by the edge per communication round. We assume that the graph G(V, E) is bidirected, i.e., for each edge e(v, u) C G there exists an edge e'(u, v) in the opposite direction such that ce = ce/. We assume that each packet in the coding network is an element of a finite field IF. Each node in the coding network can create new packets by performing algebraic operations on the incoming packets over IF. An instance I(G, c, s, t, h) of a unicast network coding problem includes a graph G(V, E), the capacity function c, the source node s, the destination node t and the number h of packets that need to be transmitted from s to t per communication round.
For clarity of presentation, we use a notion of a coding network N(GL, s, t, h) which includes a link graph GL(V, L) formed from G(V, The encoding function fi of a link l(s, v) determines the packet y[ sent on link I as a linear combination of packets ThIt sent by the source node s at round i. Similarly, the encoding function fi of link 1 (v, u) specifies the packet yj transmitted on link I as function of packets that arrive at node v at round 1. As mentioned in the Introduction, our goal is to design network codes that provide an instantaneous recovery upon a failure of a pair of bidirected edges. When a pair (el(v, U), e2(u, v)), el, e2 C E of bidirected edges fails, all links I C L,i U L., cannot transmit packets. Accordingly, we assume that the local encoding functions fi of links in Lei U Lei are identically equal to zero.
Let N(GL, s, t, h) be a unicast coding network and let IF(N) be a network code for N. We say that IF(N) is robust if the destination node t can decode the packets sent by the source node s after a fixed number of rounds even if any two bidirected edges (ei(v,U), e2(u,,v)) in E fail. A code IF(N) for a multicast network N(GL, s, T, h) is said to be robust if the above requirement holds for each terminal t C T.
C. Cuts and Flows
We define a cut C(V1, V \ Vi) is a partition of V into two subsets, V1 and V \ V1. We say that an edge e(v, We refer to the coding networks N(GL, s, t, h) that satisfy the condition of Theorem 1 conditions as feasible networks. A similar condition holds for the multicast coding networks.
In some parts of our paper we use a notion of networkflows [8] . A minimum cost (s, t)-flow 0 can be decomposed into a set of I01 link-disjoint paths between s and t in GL(V, L) [8] .
D. Main Result
In this section, we prove the main result of our paper.
Theorem 3: Let G(V, E) be a bidirected graph, GL (V, L) be the corresponding link graph, and let N(GL, s, t, h) be a feasible unicast network over GL (V, L). Then, there exists a robust network code IF(N) for N over GF(22h). Moreover, such a network code can be constructed in polynomial time in V and E . This theorem establishes an upper bound on the minimum required field size of a robust network code. The theorem implies that the minimum required field size does not depend on the size of the network. We also prove the existence of a network code that can be implemented with packets of length at most 2h bits.
Our proof is constructive and employs the techniques and tools of the theory of network flows [8] .
III. NETWORK CODING ALGORITHM The main idea of our algorithm is to identify a set 9 of (s, t)-flows in GL(V, L) such that for each pair of bidirected edges (el(v,U),e2(U, v)), el,e2 C E there exists a flow in 0 C 9 that does not use neither el nor e2, i.e., 0(1) = 0 for each I C {Lei U Le2}. We say that such a flow 0 protects (ei, e2). Given a set 9 that protects every bidirected edge pair in the network, we can use a modification of the algorithm presented in [9] in order to find a feasible coding network N(GL, s, T, h) and a feasible network code IF(N) for N. Theorem 4: Let N(GL, s, T, h) be a bidirected unicast network and 9 be a set of (s, t)-flows in N, each flow of value h such that for any pair of bidirected edges (e1(V, U),e2(U, V)), e1, e2 C E, there exist a flow 0 C &H) that protects it. Then, there exists a robust network code IF(N) for N over a field of size 9' i. Moreover, such code can be found in polynomial time in V and 9 8 through a randomized algorithm.
Proof: The proof follows the same lines as in [9, Theorem 2] . i
In what follows, we present an algorithm that finds, for any feasible unicast network N(GL, s, t, h), a set 9 of (s, t)-flows that protect each edge in N, such that 9' < 22h. The algorithm includes the following steps:
1) Find a minimum cost integral (s, t)-flow or of value h in GL(V,L).
2) e {0r}. Our algorithm presented can be extended for the case of multicast. This can be achieved by invoking the unicast algorithm for each of the terminals. The total number of flows is bounded by 0(22h t), where t is the number of the terminals.
IV. CORRECTNESS PROOF
We need to prove that flow set (9 protects all pairs of bidirected edges of G. First, note that the flow or protects all sets of bidirected edges (ei(v, U), e2(u, v)), eC1 E, e2 C E for which it holds that 0'(l) = 0 for each I G {Lei U Le2}.
It is easy to see that for any other pair of bidirected edges (el, e2) it holds that either el or e2 belongs to W, for some subset $ of R. Indeed, for each bidirected pair (el, e2) there exists at least one link in {Lei U Le2 } that belongs to a red path. Next to WE. It is easy to verify that the total number of flows in 9 is bounded by 22h
We proceed to show that the algorithm never fails. The following lemma proves that G($) contains h link-disjoint paths between s and t. Since G($) is a subgraph of GL(L(E), V), the lemma implies that the blue paths are feasible paths in GL (L(E), V). [10] classify cyclic networks into two Ahlswede et al. [5] showed that network coding approach can be applied to networks with cycles. If the coding network is link-cyclic, but not flow-cyclic, then a feasible network code can found by a modification of LIF algorithm [10] . Furthermore, such networks can be implemented as delay-free networks, i.e., networks with zero-delay links. For flow-cyclic networks, a feasible network code can be found by using the random coding methods proposed in [9] , and, in some special cases, by the LIFE-CYCLE algorithm presented in [10] .
In general, robust bidirected networks can be link-cyclic. To see this, consider the network depicted in Figure 3 (a) and assume that all edges are bidirected and edges (V3, V4) and (V4, V3) are a pair of bidirected edges. It remains an open question whether bidirected networks can be flow-cyclic. In the following lemma, we prove that for h = 2 any instance I(G, c, s, t, h) of the network coding problem there exists a coding network which does not contain cycles. The lemma applies both for bidirected and directed networks. showed that the maximum size of the finite field is bounded by 0(22h * t), where t is the number of terminals. As a future direction, we would like to address an open question of whether for each instance I (G, C, S, t, h) of a unicast network coding problem with bidirected network there exists a coding network N(GL, s, T, h) which is not flow-cyclic. In addition, we would like to extend our bounds for general directed networks.
