In this paper, the Douglas curvature of (α, β)-metrics, a special class of Finsler metrics defined by a Riemannian metric α and a 1-form β, is studied. These metrics with vanishing Douglas curvature in dimension n ≥ 3 are classified by using a new class of metrical deformations called β-deformations. The result shows that conformal 1-forms of Riemannian metrics play a key role, and an effective way to construct such 1-forms is provided also by β-deformations.
Introduction
In 1927, J. Douglas introduced the Douglas curvature for Finsler metrics [8] . Douglas curvature is an important projectively invariant in Finsler geometry. It it also a non-Riemannian quantity, since all the Riemannian metrics have vanishing Douglas curvature inherently. Finsler metrics with vanishing Douglas curvature are called Douglas metrics. Roughly speaking, a Douglas metric is a Finsler metric which is locally projectively equivalent to a Riemannian metric [9] .
Douglas metrics form a rich class of Finsler metrics including locally projectively flat Finsler metrics and Berwald metrics, the later are those metrics whose Berwald curvature vanishes [3] . It is known that a Finsler metric is locally projectively flat, namely its geodesics are all straight line segments in some suitable locally coordinate system, if and only if its both Douglas curvature and Weyl curvature vanish.
In this paper, we will focus on an important class of Finsler metrics called (α, β)-metrics [2] , which are given as
where α = a ij (x)y i y j is a Riemannian metric, β = b i (x)y i is a 1-form and φ(s) is a smooth function. In 2011, the author pointed out that (α, β)-norms are those Minkowski norms which are preserved under the action of orthogonal group O(n − 1), which means that the indicatrix of a (α, β)-norm is a rotational hypersurface with the rotation axis passing through the origin [18] . It is obvious that Euclidian norm is just the Minkowski norm preserved under the action of O(n). In this sense, the class of (α, β)-metrics is the metrical category which is nearest to Riemannian metrics in all the Finsler metrics from the geometric point of view. Actually,(α, β)-metrics can be regards as the resulting of a Riemannian metric α disturbed by using a 1-form β, and the function φ represents the disturbing way.
Because of its excellent symmetry and computability, many nice results about (α, β)-metrics have been acquired in the past forty years [2] . Moreover, (α, β)-metrics provides several wonderful metrical models for physics and biology [1, 6] , and the most important one is the so-called Randers metrics [11] .
Randers metrics, given as F = α + β (the corresponding function is φ(s) = 1 + s), are the solutions of Zermelo's navigation problem [4] . In the original discussions of the physicist G. Randers, α and β represent a gravitational field and an electromagnetic field respectively. It is known that a Randers metrics F = α + β is a Douglas metric if and only if β is closed [3] .
The aim of this paper is to provide a luminous characterization for Douglas (α, β) metrics based on a result given by B. Li, Z. Shen and Y. Shen. In 2009, they proved a characterization [9] : Let F = αφ β α be a Finsler metric on on open subset U ∈ R n with dimension n ≥ 3. Assume that (a) F is not of Randers type, i.e., (α, β)-norm Randers norm Euclid norm F = c 1 α 2 + c 2 β 2 + c 3 β for any constants c 1 , c 2 and c 3 , (b) β is not parallel with respect to α, (c) db ≡ 0 or db = 0 everywhere, then F is a Douglas metric if and only if φ(s) satisfies the following ODE,
where k 1 , k 2 , k 3 are constants with k 2 = k 1 k 3 , and at the same time β satisfies
for some scalar function τ (x).
As an example, one can see that the function φ(s) = (1 + s) 2 satisfies Equation (1.1) with (
are called square metrics sometimes or Berwald type of metrics, since the following famous metric
was constructed firstly by L. Berwald in 1929 [5] . This metric defined on the unit ball B n (1) is projectively flat with vanishing flag curvature and hence is a Douglas metric naturally.
Square metrics may be the most important kind of (α, β)-metrics except for Randers metrics, because it is the rare metrics to be of great geometric properties. Recently, E. Sevim et al. studied Einstein (α, β)-metrics of Douglas type, and proved that such Finsler metrics must be either a Randers metric or a square metric [7, 12] . Later on, Z. Shen and the author provided a concise characterization of Einstein square metric [13] . More specifically, if F = 2 )α and the
where k is a constant andb := β ᾱ . In the above two cases F can be reexpressed as
and
respectively. Both of them belong to a larger metrical category called general (α, β)-metrics [18] . The key technique for discussing Einstein square metrics is a new kinds of metrical deformations called β-deformations developed by the author [15] , and it is also appropriate for our problem. β-deformations, determined by a Riemannian metric α and a 1-form β, generalize the classical navigation deformation for Randers metrics. It has been applied successfully for many problems about (α, β)-metrics even including Riemannian metrics [17, 16] .
The effect of β-deformations is to make clear the underlying geometry. Take square metrics for example. According to (1.2), a square metric F = 
However, the geometric meaning of β is very obscure. By taking the some β-deformations mentioned above, one can see that a square metric is a Douglas metric if and only if it is given in the form (1.4) or (1.5) in which β is closed and conformal with respect toᾱ according to Theorem 3.2. That is to say, the property about β becomes clear after β-deformations.
The main result in this paper is the following classification theorem for Douglas (α, β)-metrics when n ≥ 3. The case when n = 2 has been researched in [14] . Theorem 1.1 (Classification). Let F = αφ β α be a (α, β)-metric on a n-dimensional manifold M with n ≥ 3. Then F has vanishing Douglas curvature if and only if F lies in one of the following cases:
1. β is parallel with respect to α. In this case, F has vanishing Douglas curvature for any suitable functions φ(s); 
α and β are determined by
where {a 2n } is determined by the recursion formula
with the initial terms a 0 = 1 and a 2 = 0. α and β are determined by
.
In (a)-(c),ᾱ is an arbitrary Riemannian metric,β is a closed 1-form which is conformal with respect tō α, andb := β ᾱ .
The function (1.6) with σ = 1 and = 2 is φ(s) = (1 + s) 2 in fact. By Theorem 1.1 we know that a square
can be also expressed as
and it is a Douglas metric if and only ifβ is closed and conformal with respect toᾱ. Actually, as we have seen on square metrics, there are infinity many way to express a given (α, β)-metric (one can find more discussions in [15] ). However, there is an inherent relevance between such two different expressions. Take (1.5) and (1. In order to construct Douglas (α, β)-metrics, the most important thing is to construct Riemannian metrics and their non-trivial conformal 1-forms. In Section 5 we provide an effective method. Take also square metric for example. Suppose that it is expressed in the form (1.9), then by Corollary 5.3 we know that all the metrics below
are Douglas metrics for any functions κ(|x| 2 ), ρ(|x| 2 ) and non-zero constant C. All of them belong to the so-called spherically symmetric Finsler metrics [10] . In particular, if we take κ = µ 1+µ|x| 2 , ρ = 0 and C = 1, then we can get a series of Douglas square metrics below:
It is obvious that the corresponding metric when µ = −1 is just the Berwald's original metric ( 
are called the spray coefficients of F , where (g ij ) is the inverse of (g ij ). If F is a Riemannian metric, then G i are determined by its Christoffel symbols as
F is called a Douglas metric if G i are in the following form
where
The following diagram shows clear the relationship of the related metrical categorys.
{Riemann metrics} ⊂ {Berwald metrics} ⊂ {Douglas metrics}.
On the other hands, β-d eformations are a triple kinds of deformations in terms of a given Riemannian metric α and a 1-form β as follows,α
Be attention that the factor κ must satisfy an additional condition 1 − κb 2 > 0 to keep the resulting metric positive definite.
The abbreviations below are frequently-used in the literatures about (α, β)-metrics:
where r ij and s ij are the symmetrization and antisymmetrization of b i|j respectively, i.e.,
It is clear that s ij = 0 if and only if β is closed. Finally, in this paper we just need a simple formula of β-deformations below, which is a direct conclusion of Lemma 2, Lemma 3 and Lemma 4 in [15] . Notice thatr ij = 1 2 (b i|j +b j|i ) in whichb i|j means the covariant derivative ofb i with respect to the corresponding Riemannian metricᾱ.
Proposition 2.1. After β-deformations,
3 Deformations for data (α, β) satisfying (1.2)
Before our discussions, two facts should be pointed out. First, if β is parallel with respect to α, then F = αφ( β α ) is always a Douglas metric for any function φ and any metric α. So, this is a trivial case. Second, when k 2 = k 1 k 3 , the solutions of (1.1) are φ(s) = c 1 α 2 + c 2 β 2 + c 3 β. So the condition k 2 = k 1 k 3 ensures the corresponding (α, β)-metric is not of Randers type.
Assume that F = αφ β α is a non-Randers type Douglas metric and β is not parallel with respect to α, then β satisfies (1.2) for some constants k 1 , k 2 and k 3 . It is obvious that the geometric meaning of β is very obscure. At least, such property about β is non-linear. That is to say, if you have two 1-forms of such property, their linear combination will not be of the same property any more. Hence, we would like to make clear the underlying property of β, and it can be realized just by taking some suitable β-deformations.
Firstly, if β satisfies (1.2), then s ij = 0 and hence β is closed. As a result, s i = 0. Moreover, we have
Plugging all the equalities above into (2.1) yields
Notice that the rank of {a ij − κb i b j } is n and rank of {b i b j } is 1. Hence,β is conformal with respect toᾱ, which means thatr ij = σ(x)(a ij − κb i b j ) for some scalar function σ, if and only if
Solving the above equation, we can obtain the following result immediately.
Proposition 3.1. If β satisfies the condition (1.2), thenβ is closed and conformal with respect toᾱ after β-deformations if and only if the deformation factors satisfy
where C is a non-zero constant.
The discussions up to now show that if F = αφ β α is a non-Randers type Douglas (α, β)-metric, then we can always take some β-deformations for α and β to make sure that the resulting 1-formβ is conformal with respect toᾱ. We hope the reverse holds too. That is to say, we hope the required data (α, β) satisfying (1.2) can be obtained by the data (ᾱ,β) in whichβ is closed and conformal with respect toᾱ. It can be realized easily as long as the deformations are reversible. It is easy to verify thatā
In order to ensure the reversibility of deformations, we just need to askb 2 (as the function of b 2 ) has inverse function. Moreover, we hope the inverse function will be as simple as possible. So, we can choose
and C = 1 here. In this case,b 2 = b 2 by (3.2) and
by (3.1). Now, we can choose any deformation factor κ satisfing 1 − b 2 κ > 0 to make sure the positive definiteness of α. Lemma 1 in [15] shown that if F = αφ β α is a r egular Finsler metric with φ(s) satisfying (1.1), then the following inequalities
hold. According to the second inequality above, we can take
Using the deformation factors (κ, ρ, ν) determined by (3.6), (3.3) and (3.4), we have the following characterization for non-Randers type Douglas (α, β)-metrics. be a Finsler metric on a n-dimensional manifold M with n ≥ 3. Suppose that the function φ(s) satisfies (1.1). Then F is a Douglas metric if and only if α and β can be expressed as
, whereᾱ is an arbitrary Riemannian metric,β is a closed 1-form and conformal with respect toᾱ,b := β ᾱ . The function η(b 2 ) is determined by the coefficients k 1 , k 2 , k 3 and given in the following five cases,
Proof. Sinceb 2 = b 2 ,β = νβ combining with (3.4) yields
can be determined by elementary integrations directly. Finally, byᾱ = e ρ α 2 − κβ 2 we have
Actually, the triple data (κ, ρ, ν) used above is just what was used in [15] . In that paper, the author proved such conclusion: if F = αφ β α is a non-trivial and non-Randers type n-dimensional (n ≥ 3) locally projectively flat Finsler metric (which implies φ and β should satisfy the same conditions (1.1) and (1.2), just as Douglas (α, β)-metrics), then after the specific β-deformations due to these factors, the resulting Riemannian metricᾱ is locally projectively flat, andβ is closed and conformal with respect toᾱ (See Theorem 1.2 in [15] for details). That is to say, the only distinction between local projectively flat (α, β)-metrics and Douglas (α, β)-metrics is that we don't need any constraint condition onᾱ for the latter. Such phenomenon is natural because Douglas metrics include all the locally projectively flat metrics.
However, Proposition 3.1 make it possible for us to provide some other characterizations for Douglas (α, β)-metrics. Obviously, we can take κ = 0, and in this case ν is equal to e ρ due to (3.4). Here we still take ρ as (3.3), just because such deformation factor make the relationship betweenb 2 and b 2 simplest. As a result, this triple data (κ, ρ, ν) will lead to a different equivalent characterization as follows. be a Finsler metric on a n-dimensional manifold M with n ≥ 3. Suppose that the function φ(s) satisfies (1.1). Then F is a Douglas metric if and only if α and β can be expressed as
whereᾱ is an arbitrary Riemannian metric,β is a closed 1-form and conformal with respect toᾱ,b := β ᾱ . The function η(b 2 ) is determined by the same way in Theorem 3.2.
It is obvious that
the characterization above is simpler than Theorem 3.2, although such description for Douglas (α, β)-metrics is far from the property of projective flatness. If necessary, one can choose other triple of deformation factors satisfying (3.1) and obtain other characterizations. For instance, one can take κ = −k 1 according to the first inequality in (3.5).
Proof of Theorem 1.1
The expression for any given (α, β)-metric is non-uniqueness. In order to see that, let's introduce two transformations for the function φ:
where u and v are constants with v = 0. It is easy to verify that
With the above generation relationships, the transformations g u and h v generate a transformation group G acting on the set of all the suitable functions φ for (α, β)-metrics F = αφ β α . Two functions φ 1 (s) and φ 2 (s) is equivalent under the action of G if and only if they provide the same type of (α, β)-metrics. For instance, all the functions equivalent to 1 + s will provide Randers type metrics. It is obvious that such functions are given by φ(s) =
Notice that the non-negativity for Finsler metrics asks φ(s) to be a positive function. Hence, we can always assume φ(0) = 1 after necessary scaling.
If φ is the solution of Equation (1.1), then all the functions which are equivalent to φ will still satisfy (1.1) due to Li-Shen-Shen's result. That is to say, the set 
with the initial conditions ψ(0) = 1 and ψ (0) = , where the constants k 1 , k 2 and k 3 are given by
And iff ϕ(s) = (h v φ)(s), then ϕ(s) is the solution of
with the initial conditions ϕ(0) = 1 and ϕ (0) = v , where the constants k 1 , k 2 and k 3 are given by
Define three variables depended on φ(s):
It is obviously that ∆ 1 − ∆ 2 = ∆ When ∆ 2 = 0, the author had prove In [15] that the set Φ is one-to-one correspondence to the quadruple data (k 1 , k 2 , k 3 , ), and a couple of variables (p, q) φ determined below
are complete system of invariants under the action of the transformations group G. Some special case of (p, q) φ are defined below:
• p := 0 when ∆ 2 = 0;
• p := ∞ when ∆ 2 > 0 and ∆ 3 = 0;
• p := i∞ when ∆ 2 < 0 and ∆ 3 = 0;
• q := 0 when = 0;
• q := ∞ when = 0 and ∆ 2 = 0.
It is easy to see that (0, 0) φ and (0, ∞) φ correspond to Riemannian metrics and non-Riemann Randers metrics respectively. Moreover, under the action of G, the three-parameter equation (1.1) can be simplified as an one-parameter equation, with the reduction depending on the sign of ∆ 1 . The process is complete provided in [15] , so we just list the essentials here. Case 1:
In this case, (1.1) can be reduced as
where the restriction on σ ensures ∆ 2 = 0. The solutions of (4.1) are given by
They can aslo be expressed using Gaussian hypergeometric function by (1.6). Case 2:
2)
The solutions of (4.2) are given by
They can aslo be expressed using error function by (1.7). Case 3: ∆ 1 < 0 In this case, (1.1) can be reduced as
The solutions of (4.3) are given by (1.8) . Actually, by Maple we can see that they can aslo be expressed using Gaussian hypergeometric function, but the expression is too complicated. φ 0 is a simper one, it is given by
It is easy to verify that (p, q) φ are different for any two solutions for the equations (4.1), (4.2) and (4.3) with different values of σ and . Hence, except Randers type metric and the trivial case, (4.1), (4.2) and (4.3) provide all the essentially different types of Douglas (α, β)-metrics.
Finally, the required Riemannian metric and 1-form satisfying (1.2) can be obtained due to Proposition 3.1. In Theorem 1.1, we use the special β-deformations given in Theorem 3.3.
Riemannian metrics with conformal 1-forms
In order to construct analytical Douglas (α, β)-metrics, we need to construct Riemannian metrics with nontrivial closed and conformal 1-forms. We don't know whether any given Riemannian metric has such 1-forms or not. But if it does have, then such property can be preserved under β-deformations! Specifically, by Proposition 2.1 we have the following result. where C is a non-zero constant.
The above fact shows that if α has closed and conformal 1-forms, then we can obtain many new metrics having closed and conformal 1-forms too. In particular, it is known that if α is of constant sectional curvature, then all its closed and conformal 1-forms can be completely determined locally [15] . Suppose h is of constant sectional curvature µ, then it can be expressed as h = (1 + µ|x| 2 )|y| 2 − µ x, y 2 1 + µ|x| 2 (5.1)
in some local coordinate system, and its closed and conformal 1-forms are given by W = λ x, y + (1 + µ|x| 2 ) a, y − µ a, x x, y
in the same coordinate system, where λ is a constant and a ∈ R n is a constant vector. In this case, the dual conformal vectors field of W are very simple and given by W = 1 + µ|x| 2 (λx + a).
In particular, take µ = 0, λ = 1 and a = 0, then h = |y| is the standard Euclidean metric and W = x, y . So by Proposition 5.2 we have the result below. also has constant sectional curvature −µ. Even so, most of them have non constant sectional curvature.
