Abstract A bootstrap method is presented for finding efficient sum-of-poles approximations of causal functions. The method is based on a recursive application of the nonlinear least squares optimization scheme developed in (Alpert et al. in SIAM J. Numer. Anal. 37:1138-1164 , 2000 , followed by the balanced truncation method for model reduction in computational control theory as a final optimization step. The method is expected to be useful for a fairly large class of causal functions encountered in engineering and applied physics. The performance of the method and its application to computational physics are illustrated via several numerical examples.
Introduction
Suppose that f ∈ H ∞ + , where H ∞ + is the Hardy space containing all functions that are analytic in the open right half of the complex plane and bounded in the closed right half-plane (see, for example, [12, 13, 19, 40] ). Such a function is called causal function in the literature of electrical engineering and physics. Indeed, when a causal function is used as the transfer function of a control system, the output and internal states of the system depend only on the current and previous input values (see, for example, [13, 43] ). While in electromagnetics the complex permittivity function belongs to H ∞ + indicating the fact that the induced polarization field can depend only on the current and previous electric field (see, for example, [11, 20] ). Causal functions also arise in the construction of the exact nonreflecting boundary conditions of many time-dependent partial differential equations where they appear as Laplace transforms of the convolution kernels, due to the fact that the nonreflecting boundary conditions are often nonlocal in both space and time but still causal (see, for example, [5-7, 17, 21, 22] ). We also assume that f decays to zero at infinity. However, very often f is not smooth on the imaginary axis and may have, say, branch points on the imaginary axis.
In this paper, we consider an efficient approximation of f by the sum of a small number of poles. That is, we try to find two sets of complex numbers {w k } and {z k } with k = 1, . . . , N such that
where i is the unit imaginary number and is the prescribed precision. We also require that all the poles {z k } lie on the open left half of the complex plane and thus (1) implies that
This approximation is useful in a number of applications. For example, in control theory it can be used to obtain a reduced system with a much smaller number of parameters which is very close to the original system (see, for example, [13, 18, 23, 34, 37, 38, 41, 43] ). In computational electromagnetics, it can be used to compute the fractional derivatives in the Havriliak-Negami dielectric model of induced polarization (see, for example, [11] ). The sum-of-poles approximation is also used to speed up the computation of nonreflecting boundary conditions for the wave and the Schrödinger equations (see, for example, [5, 6, 21, 22] ). For some of other recent applications of sum-of-poles approximation, please see, for example, [26, 27] . This problem has been investigated theoretically by Adamjan, Arov, and Kreǐn using infinite Hankel matrices [2] [3] [4] 36] . When the function can be expressed as a contour integral and thus the poles are known to lie on some contour in the complex plane, such approximation can be obtained via some special quadratures [47] or generalized Gaussian quadrature [10, 33, 48] . However, there seems to be very few algorithms for directly constructing such an approximation when the only information about the poles is that they must lie in the open left half-plane. Indeed, the well-known exchange algorithm deals with the real rational approximation of a real function on an interval (see, for example, Chap. 10 in [39] ). In a series of papers [14] [15] [16] [44] [45] [46] , Gutknecht and Trefethen et al. introduced the so-called CF method for computing complex rational approximations for smooth functions based on the finite Hankel matrices resulting from the discretization with equispaced points. Their method can be applied to nonsmooth functions as well, but may result in either a very large number of poles or low accuracy near the singular points of the given function. In [5] (see also [6] for its applications on the wave equation), Alpert et al. developed a nonlinear least squares algorithm for such problem when the pole locations are roughly known asymptotically, upon which our bootstrap method is built.
Since the Laplace transform of an exponential function is a pole, a closely related problem is approximation by sum-of-exponentials. Indeed, in many applications including the nonreflecting boundary conditions for some time-dependent partial differential equations, one often needs to evaluate a convolution integral of the form I (t) = the kernel K is not given explicitly, but rather its Laplace transform is known. That is, and we readily have
Now, it is well known that the convolution with exponential functions can be computed using a recurrence relation
With the help of the above recurrence relation, each mode C j can be computed in O(1) operations at each time step and the total computational cost is reduced from
where N p is the number of poles in the approximation of f . Very often, one can show that N p is of order log N T and the computational cost is reduced to near optimal.
We would like to remark here that when the function f is sectorial, López-Fernández et al. have developed a spectral order method for inverting the Laplace transform and thus obtained an efficient sum-of-exponentials approximation for the convolution kernel K directly (see, for example, [28, 29] for this method and [30] [31] [32] 42] for its applications on fast and oblivious convolution quadrature). Trefethen et al. have presented a detailed comparison and discussion about inverting sectorial Laplace transforms using the trapezoidal or midpoint rule for discretizing various contour integrals in [47] . Finally, we would like to point out that sum-of-exponentials approximation has many other applications by itself and may be obtained via other methods (for a detailed discussion please see Beylkin et al. [8, 9] ).
In this paper, we propose a bootstrap method for computing an efficient sum-of-poles approximation for functions which are not very smooth on the imaginary axis. We assume that the only known information on f is its value along the imaginary axis which is supplied by a black-box subroutine. Our algorithm is roughly as follows. We first construct a binary tree structure containing successively larger intervals centered around the singular point of the function. We then apply the nonlinear least squares procedure in [5] on each subinterval in the binary tree to extract out the so-called near poles recursively. Finally, we apply the balanced truncation method in model reduction (see, for example, [13, 18, 25, 34] ) to reduce the number of poles.
The paper is organized as follows. The nonlinear least squares method in [5] and the balanced truncation method are reviewed in Sect. 2. The bootstrap method is presented in Sect. 3. Section 4 contains numerical experiments on an ad hoc example, the kernels of the Havriliak-Negami dielectric model, and the convolution kernels in the nonreflecting boundary conditions for the Schrödinger equation. Finally, we give a short discussion in Sect. 5.
Numerical Preliminaries
In this section, we review the nonlinear least squares method in [5] and the balanced truncation method. We only present the tailored version which can be readily incorporated into our bootstrap algorithm.
Nonlinear Least Squares Method
Given a complex-valued function f ∈ L 2 [a, b] and a positive integer d, the nonlinear least squares method in [5] tries to solve the following minimization problem
where P and Q are polynomials with deg(P ) + 1 = deg(Q) = d and the leading coefficient of Q is normalized to 1. Assuming that a good initial guess of Q is available, [5] tries to find the solution to (2) iteratively by solving the following linear least squares problem at each iteration step:
Straightforward computation shows that problem (3) is equivalent to the following linear system:
where
and the inner product is defined by
However, we do not solve (3) by representing P , Q in terms of their monomial coefficients and forming the corresponding matrix according to (4) for two reasons. First, the condition number of the resulting matrix is extremely large. Second, the rootfinding and evaluation of a polynomial in terms of its monomial coefficients are also very ill-conditioned. Instead, [5] are orthogonalized with respect to the inner product (5) to obtain the orthogonal functions
, a positive integer d, and an initial guess Q 0 , find polynomials P and Q with deg(P )
2 dz is minimized.
1: while iter < iter max do 2: Use Gram-Schmidt orthogonalization to construct P and Q such that
Set Q 0 (z) = Q(z), where Q(z) is obtained from the previous step; 4: iter = iter + 1. 5 : end while where
Remark 1 It is easy to see that the orthogonal functions g n satisfy the five-term recurrence relation (6) by noting that zg n−2 , g j = g n−2 , zg j on the imaginary axis, zg j are linear combinations of g 1 , g 2 , . . . , g j +2 , and thus zg n−2 , g j = 0 for j < n − 4.
We now observe that
so P (i+1) and Q (i+1) are computed from the recurrence coefficients c nj by splitting it into even-and odd-numbered parts.
The Balanced Truncation Method
Given a rational function of the form
with all the poles p i lie on the open left half of complex plane, Algorithm 2 tries to find another rational function of the same form
but with much fewer poles (i.e., k n) such that |R(z) −R(z)| < for all z ∈ C + for some prescribed precision . The algorithm is a special case of the general balanced truncation method for model reduction in computational control theory (for a comprehensive review on the balanced truncation method, see, for example, [13] ). Here we would like to remark that Algorithm 2 has been applied to find an efficient sum-ofpoles approximation for the spherical nonreflecting boundary kernel for the wave equation in [25] . 
Algorithm 2 Balanced truncation method
Comment: Given R(z) = n i=1 w i z−p i and a prescribed precision , findR(z) = k i=1ŵ i z−p i so that |R(z) −R(z)| < for z ∈ C + . 1: Form a diagonal matrix A = diag(p 1 , p 2 , . . . , p n ), a row vector C = ( √ w 1 , √ w 2 , . . . , √ w n ),= Λ ii , i = 1, . . . , k; 9: ComputeB = X −1B ,C =ĈX, and setŵ i =B iCi (i = 1, . . . , k).
The Bootstrap Algorithm

An Informal Description
We now consider our main problem, that is, given a function f ∈ H ∞ + and a prescribed precision , find a sum-of-poles approximation r(z) = n i=1
We observe that Algorithm 1 is fairly robust and can produce very accurate sum-of-poles approximations for a function on a finite interval [a, b] if the following conditions hold. First, the function being approximated is smooth on the interval [a, b] . Second, the number of poles needed in the approximation is small, say, less than 20. Third, a good initial guess for poles can be obtained by some means. However, none of the above three conditions hold for a general function in H ∞ + . And Algorithm 1 fails to converge due to the ill-conditioning of the problem when we try to apply it to the given function on a very large interval on the imaginary axis.
Our bootstrap algorithm tries to find an accurate and efficient sum-of-poles approximation to f in the following steps. First, we choose a large interval
and some sum-ofpoles approximation r, then |f (z) − r(z)| < for all z ∈ C + . This is possible since both f and r decay to zero as z → ∞. Second, we construct a sequence of nested intervals this will be defined more rigorously later. Finally, we form r = L i=1 r n i + r 0 and r is an accurate (but not necessarily efficient) sum-of-poles approximation to f ; we use Algorithm 2 to reduce r to a more efficient approximation R without losing accuracy.
Remark 2 When the function has multiple singular points on the imaginary axis, one needs to refine the interval around each singular point.
The third step in the above algorithm is the bootstrapping step, where we apply Algorithm 1 iteratively to find sum-of-poles approximation of f i on larger intervals [a i , b i ]. The function f i is formed by subtracting the near-pole contribution from f . The idea here is that we could either shrink the interval or modify the function to make it less ill-conditioned so that Algorithm 1 can be applied successfully. And the function f i has similar structure with respect to the interval [a i , b i ] for all i = L, . . . , 0 in the sense that the integral b i a i f i (iy) dy can be computed accurately using about the same number of nodes. We would like to provide an intuitive explanation about why bootstrapping works. In the Fourier domain, both the near poles and the far poles have contributions at low frequencies, but the high frequency contribution comes mainly from the near poles. So it is clear that if we want to extract out the poles successively, we should extract the near poles first. We now observe that the near poles are localized in the physical space, so the restriction to a smaller interval in the physical space will retain all the essential information about the near poles. Therefore, if we confine the approximation problem to a smaller interval, then only the poles near that interval matter and hence we need many fewer poles to approximate the given function. Hence, by restricting our attention to a smaller interval, we effectively mitigate the ill-conditioning of the problem and can extract the near poles accurately.
We now fill in some details of the algorithm.
Binary Tree Structure
To obtain a sequence of nested intervals
, we will first build a binary tree of intervals. We start from the root interval [a 0 , b 0 ], and recursively subdivide each interval into two smaller intervals until some splitting criterion is no longer satisfied. We use standard binary tree notation so that each node has a parent, left, and right child pointers, and a tree depth. Each node also contains the locations of its two end points a and b. The root interval is defined to have depth 0. In the construction, we record the maximal depth of the tree for later use. Our algorithm is as follows (Algorithm 3). Once this binary tree is constructed, the sequence of nested subintervals is easily obtained by starting from the leaf of maximal depth and traversing up to the root interval. We now explain our splitting criterion in detail.
Splitting Criterion
We first compute the K-term Chebyshev interpolantf (y) of f (iy) on the interval [a, b] as follows. We translate and scale [a, b] 
Thenf Call INSERT(t.left,t,a1,b1,f,maxdepth) 14: Call INSERT(t.right,t,a2,b2,f,maxdepth) 15: end if 16: End INSERT Here, the Chebyshev coefficients α k are given by
where the classical Chebyshev nodes τ j are given by
We then compute the following quantity
We subdivide the interval [a, b] into two smaller intervals if S > δ where the constant δ 1 is provided by the user. This splitting mechanism guarantees that f (iy) can be approximated by a low-degree polynomial in each subinterval, since α K−1 and α K−2 are the coefficients corresponding to the high-frequency components and the magnitude of them are not relatively negligible when S > δ. This splitting criterion is already used in [24] to construct an adaptive mesh in developing a fast adaptive method for stiff two-point boundary value problems.
Remark 3 In practice, we set K = 20 and δ = 10 −8 . This works well for our testing examples. Fig. 1 The curve C within which the near poles lie Remark 4 The above splitting criterion will sometimes cause excessive refinement around the singular point such as a branch point when the function is too singular. In our actual implementation, we have added a parameter which specifies the maximal number of refinement, or the maximal depth of the tree to prevent such excessive refinement around the singular point.
Remark 5
The use of Chebyshev polynomials is not essential. We may use Legendre polynomials or other orthogonal polynomials as the basis.
Near Pole Criterion
Suppose that in the iterative procedure we have computed a sum-of-poles approximation r i (z) = where NP = {p j | p j is a near pole, j = 1, . . . , k i }.
Remark 6
We set c = 12 in our numerical experiments. The curve C is very close to an ellipse. For c = 12, it is close to the ellipse E = {(x, y) |
y ∈ R} where a = 1.0801 and b = 0.2249. Also, since we carry out the approximation on the imaginary axis, the curve needs to be rotated by 90 degrees (see Fig. 1 ).
Remark 7
We have chosen the above curve C to define the near poles since any pole function 1/(x − z) (here z is the pole location) with the pole located on the curve C has exactly the same L 2 norm with respect to the interval [−1, 1]. This is quite natural since we are trying to use the least squares minimization to find sum-of-poles approximations. Presumably, one could replace the curve C by some other simpler ones such as an ellipse.
Some Issues Related with Algorithm 1
We need a good initial guess for Q (i.e., a good initial guess for the location of the poles) and the number of poles d in order for Algorithm 1 to work robustly. We revise Algorithm 1 
Algorithm 4 Revised nonlinear least squares method
Comment: Given f (iy) ∈ L 2 [a, b], return
Remark 8
We discretize the integral in each subinterval with the same number of quadrature nodes no matter how large the subinterval is. This is consistent with the assumption that the function after the bootstrap step on any subinterval can be well-approximated by a lowdegree polynomial, as discussed in Sect. 3.3.
Remark 9
We need to represent P /Q as a sum of poles to find Q 0 (z) and to suit our application. Since we can compute P (z), Q(z), and Q (z) accurately by the recurrence coefficients resulting from Gram-Schmidt orthogonalization (6), the problem boils down to finding the complex zeros of a given polynomial (Q(z)). We use Muller's method [35] to compute the zeros of Q(z). We choose Muller's method because it is very robust for complex root finding and very insensitive to initial guesses.
We now summarize the entire method in Algorithm 5.
Numerical Experiments
We have implemented Algorithm 5 in Fortran 95 and some numerical experiments are shown below.
An Ad Hoc Example
Our first numerical example is an ad hoc one, namely, we try to approximate
which is already a sum of six poles. However, we would like to emphasize that in our bootstrap code we have not used any information about f other than the value of the function Apply Algorithm 4 to obtain a rational approximation r j (z) for f j (z) on the interval [ia j , ib j ].
6:
Use near-pole criterion (Sect. 3.4) to extract the near pole part of r j and denote it by r n j .
7:
Set f j −1 (z) = f j (z) − r n j (z). on the imaginary axis. We plot the function in Fig. 2 , which clearly shows that there are two clusters of peaks and troughs around −10i and 400i along the imaginary axis, respectively.
In this example, the computational domain [A, B] along the imaginary axis is chosen [−10 8 i, 10 8 i] and the bound for tree depth maxdepth is set to 30. Obviously, the binary tree structure should be built around those two "singular" points for f (z) to be well-resolved. We plot the binary tree structure in the histogram-like graph in Fig. 3 , where the x-axis represents the imaginary axis and the height indicates the depth of the subinterval. shows that dense partitions occur around the two "singular" points as expected and the depth of the entire tree is actually 27.
Next we plot the pole locations found by the bootstrap method in Fig. 4 , where the dots represent poles found in the bootstrap step and the crosses represent poles after the balanced truncation step.
The bootstrap step found 58 poles in order to achieve the desired precision 10 −12 . Among these 58 poles, six of them are very close to the original poles in (7) and the rest 52 poles all have very small weights. Setting the reduction error bound as 10 −8 , the balanced truncation step successively reduced the number of poles to six and moved those six poles to their original positions within the prescribed precision. We list the pole locations and weights found by the bootstrap method, and their absolute errors as compared with the original values in Table 1 . 
Havriliak-Negami Dielectric Model
The Havriliak-Negami model is the most general material model that arises from considerations of the multi-scale nature of the spatial microstructure of a broad class of dielectrics. When a dielectric material is modeled by the Havriliak-Negami model, the induced polarization P is given by the convolution
where the susceptibility χ(t) is defined by the formula
with the function f defined by the formula (8) and τ r the central relaxation time of the material. Note that the well-known Debye model is obtained by setting α = β = 1, while the Cole-Cole and Cole-Davidson models are obtained by setting β = 1 and α = 1, respectively. We have used our bootstrap method to find the sumof-poles approximation to the function f defined in (8) . We present three cases below. For all these cases the computational domain is chosen [−10 8 i, 10 8 i] and the desired precision for bootstrap step and the error bound for reduction are set 10 −12 and 10 −8 respectively.
Cole-Cole Kernel
We set α = 0.6 and β = 1, which is a special case of the Cole-Cole model. This function has a branch point at the origin and its graph is plotted in Fig. 5 . The splitting procedure creates a tree structure with the depth of 50 to resolve the "singular point". As shown in Fig. 6(a) , a total of 268 poles are located by the algorithm before the reduction is implemented and the maximum error 3.803 × 10 −12 occurs near the origin. As the reduction error bound is set to 10 −8 , we are left with 72 poles yielding an approximation of the original Cole-Cole kernel with the maximum absolute error about 5.016 × 10 −9 . The error curve is plotted in Figs. 6(b) and 6(c).
Cole-Davidson Kernel
We set α = 1 and β = 0.7. The corresponding Cole-Davidson kernel is plotted in Fig. 7 . 
A General Havriliak-Negami Kernel
We choose α = 0.85 and β = 0.5, the corresponding Havriliak-Negami kernel is plotted in Fig. 9 . The domain [−10 8 i, 10 8 i] is partitioned using a 45-level tree. As shown in Fig. 10(a) , a total of 244 poles are located by the algorithm before the reduction step giving the maximum absolute error along the whole imaginary axis no larger than 1.16 × 10 −10 and when the reduction error bound is set 10 −8 , 63 poles are left to approximate the original HavriliakNegamin kernel with a maximum absolute error about 8.359×10
−9 . The locations and weights of these 63 poles are listed in Table 2 . The error along the imaginary axis is shown in Figs. 10(b) and 10(c).
Schrödinger Kernels
The initial-value problem for the Schrödinger equation in two and three dimensions unbounded domains is as follow: If we represent the solution of the above problem by a Fourier series in two dimensions and a spherical harmonic series in three dimensions, then the nonreflecting boundary condition (for details please see, for example, [21, 22] ) for each mode contains a convolution integral whose kernel is given by
where K ν is the modified Bessel function [1] and ν of integer values and ν of half integer values correspond to two dimensions and three dimensions, respectively. The exact value of s ν is not essential and will not affect the performance of the nonreflecting boundary conditions, provided that it does not coincide with the zeros of K ν ( √ is) and does not introduce new "singular" point rather than the existing turning point iν 2 . In our numerical experiments, we have used the following value of s ν s ν = iν 2 − ν As discussed in the introduction, in order to be able to implement the nonreflecting boundary conditions for the Schrödinger equations efficiently and accurately, one needs to for 3D.
These functions f ν (s) have similar graphs on the imaginary axis and the graph of f 40 on the imaginary axis is shown in Fig. 11 .
We have used our bootstrap method to find the sum-of-poles approximations for these functions. Since these functions decay rather slowly (like 1/ √ s), we set the root interval to a very large interval, i.e., [−10 8 i, 10 8 i]. The desired precision for the bootstrap step and the error bound for reduction are 10 −12 and 10 −9 , respectively. The maximal depth of the binary tree is set to 27 for all ν. Figure 12 plots the number of poles versus the kernel index ν before and after the pole reduction using the balanced truncation method of Algorithm 2. In summary, the average number of poles needed to achieve 9-digit accuracy for all kernels is 25 with the standard deviation roughly equal to 2 after the balanced truncation reduction, while they are 76 and 12 respectively before the reduction. The pole locations generally follow a nice trajectory. Figure 13(a) shows the locations of the 109 poles obtained by bootstrap step and the 24 poles after reduction for approximating the kernel f 40 (s). The exact locations and weights of the 24 poles obtained after reduction are listed in Table 3 . Finally, Fig. 13(b) shows the absolute error of the sum-of-poles approximation for f 40 on the imaginary axis. We observe that the largest error occurs around the turning point iν 2 , where the function changes most rapidly. We would like to remark here that these figures are fairly representative for this class of functions.
Conclusions
We have presented a bootstrap method for finding efficient sum-of-poles approximations for causal functions. Our method is based on the nonlinear least squares method in [5] . Due to its bootstrapping nature, this method can handle such approximation problems on a much larger interval and those with multiple "singular" points. It is believed that the algorithm reported in this paper is more robust since it removes the dependence of a good initial guess on pole locations. Our method also generates very efficient sum-of-poles approximations since we have applied the balanced truncation method to reduce the number of poles in the final optimization step. We expect that the method can be applied to obtain efficient sumof-poles approximations for a broad class of causal functions in various areas, including control theory, computational electromagnetics, and nonreflecting boundary conditions for other PDEs.
