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要旨
本研究では，自律分散型群ロボットシステムを用いて，未知空間内の探査・情報収集
システムの開発を目指している．未知空間内を自律型移動ロボットが探査・情報収集を
行うためには，移動ロボットが自身の位置を正確に知ることが重要となる．移動ロボッ
トが直接観測することにより，自身の位置を知ることが不可能であるため，自身に搭載
されたセンサから得られるデータ用いて，位置推定を行わなければならない．しかしな
がら，センサから得られるデータは，雑音などにより，乱れていることが一般的である．
この乱れているセンサデータから自身の位置を正しく推定することになる．これは，移
動ロボットの状態推定問題として知られ，これまでに多くの研究が行われている．これ
までの移動ロボットの位置推定に関する研究例の多くは，単体の移動ロボットにおける
手法である．
そこで，本研究では，自律分散型の移動ロボットを複数台用いた協調位置推定手法の
提案を行った．ここでは，各移動ロボットに2台の全方位カメラを搭載することを想定
する．そして，2台の全方位カメラから得られる計測値を用いて，状態推定を行う．全
方位カメラは，全方位ミラーをカメラに取り付けたものである．これにより、全方向を
一度に観測することが可能である．カメラシステムは，ステレオ的に用いることにより，
三次元の環境情報を獲得することが可能である．このため，三次元の環境を観測するた
めの特別な機構を用いることが必要ない．また，画像処理を用いることにより，環境の
変化（輝度などの変化）に柔軟に対応が可能であるという利点もある．しかしながら，
長距離計測の精度は，カメラの解像度に依存する欠点がある．本研究では，複数台の移
動ロボットを用いるために，この長距離の計測精度の問題は，解決できると考える．
2台の全方位カメラから得られるデータが乱れる原因は，2台の全方位カメラ間の位
置・姿勢におけるパラメータ誤差と各全方位カメラが捉えた画像のピクセル誤差や，観
測物体までの距離を計測するためのホワイトノイズがある．このことから，2台の全方
位カメラを用いた距離計測を正確に行うためには，2台の全方位カメラ間の位置・姿勢
のパラメータを知ること，各カメラが捉えた画像や，画像を処理するための演算誤差な
どのホワイトノイズによる計測値の乱れの影響を小さくすることが必要である．2台の
全方位カメラ間の位置・姿勢のパラメータを知ることは，事前にキャリブレーションを
行うことにより，ほぼ正確な値を知ることが可能である．
しかしながら，本研究のように，複数台の移動ロボットを扱うシステムでは，個々の移
動ロボットのキャリブレーションを行うことは，現実的ではない．また，事前のキャリブ
レーションにおいても，2台の全方位カメラ間のパラメータには，演算誤差などが生じる．
このことから，各移動ロボットが探査・情報収集中に，2台の全方位カメラ間の位置・
Abstract
姿勢に関するパラメータの推定と同時に，ホワイトノイズによる計測値の誤差の影響を
低減することが重要となる．
そこで，本研究では，複数台の移動ロボットが獲得するこの乱れたデータを統合する
ことにより，各移動ロボットが自己位置推定を行う手法を提案することを目的とした．
本論文で提案する手法を以下に示す．
（a）2台の全方位カメラと加速度センサを搭載した移動ロボット群の自己位置推定手法
本提案手法は，2台の全方位カメラ間の位置・姿勢におけるパラメータと移動ロボット群
の自己位置推定手法である．本提案手法は，Non Linear Transformation（NLT）Method
を拡張した．NLT Methodは，モーションキャプチャなどに用いる固定カメラ間の相対
位置を推定する手法である．NLT Methodでは，キャリブレーションパターンにより複
数のキャリブレーションポイントを同時にカメラに映しこませることにより，固定カメ
ラ間の相対位置を推定する．また，キャリブレーションパターンは，どのような形状で
も良いことが知られている．このことから，本研究のように複数台の移動ロボットを同
時に扱う場合，周囲に存在する移動ロボットをキャリブレーションパターンとして観測
することにより，観測する移動ロボットは自身に搭載する2台の全方位カメラ間の位置・
姿勢のパラメータと観測した移動ロボットまでのベクトルを同時に推定することが可能
となる．提案手法の有効性を確認するために，シミュレーション実験を行った．シミュ
レーション実験では，1台の移動ロボットが静止している移動ロボットの周囲を動作す
る．動作中の移動ロボットは，停止している移動ロボットを1ステップ，π/18の間隔で
計測を行い，10ステップになったときに位置推定を行った．このとき，2台の全方位カ
メラ間の位置・姿勢に関するパラメータを2つの場合において，2台の全方位カメラ間の
位置・姿勢のパラメータの推定と同時に自己位置を推定可能であるかを検証した．シ
ミュレーション実験の結果から，2台の全方位カメラ間の位置・姿勢のパラメータが推
定可能である場合，移動ロボットの自己位置も推定可能であることを示した．したがっ
て，本手法において，観測する移動ロボットをキャリブレーションパターンとし，2台
の全方位カメラ間の位置・姿勢に関するパラメータと位置の同時推定を行うことが可能
であると言える．しかしながら，本手法では，ホワイトノイズによる影響を考慮してい
ないために，移動ロボットの位置推定誤差が大きくなる問題が残っている．この問題を
解決するために，（b）の確率的な協調位置推定手法を提案する．
（b）ロボットの観察の不確かさに着目した確率アプローチによる複数台ロボットの
協調位置推定手法
本提案手法は，ベイズフィルタをもとにした協調型位置推定手法である．提案手法で
は，2台の全方位カメラ間の位置・姿勢におけるパラメータは正確に得られていると仮
定し，カメラが捉えた画像のピクセル誤差により，計測データが乱されたと仮定した．
そして，このピクセル誤差により乱された各移動ロボット間の計測データを用いて，各
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移動ロボットは周囲の移動ロボットと相互に観測し，自身の状態を推定する手法の提案
を行った．提案手法の有効性を確認するために，シミュレーション実験を行った．シ
ミュレーション実験では，2つの条件において，有効性を確認した．条件1では，移動ロ
ボット1が3台の静止している移動ロボット2，3，4の間を直線的に移動する場合に移動
ロボット1が位置推定可能であるかを検証した．条件1のシミュレーション結果は，7ス
テップ目に移動ロボット1が推定した位置は，自身が存在する正しい位置から外れてい
たが，その後のステップで移動ロボット1は，正しい位置に近い位置を推定可能である
ことを確認した．条件2では，移動ロボット1が3台の静止している移動ロボット2，3，4
の間を直線的に移動し，10ステップ目に移動ロボット2が移動する場合に移動ロボット1
が位置推定可能であるか検証した．条件2のシミュレーション結果は，静止していた移
動ロボット2が動き始めたときに，移動ロボット1が推定した位置は自身がいる正しい位
置から外れていた．しかしながら，この条件においても，その後のステップで移動ロ
ボット1は自分が存在する正しい位置に近い位置を推定可能であることを確認した．こ
のことから，各移動ロボットが周囲の移動ロボットと相互に計測を行い，相互に位置推
定した情報を統合することにより，ホワイトノイズなどにより，乱れた計測値から自己
位置推定が可能であることを示している．したがって，本手法では，複数台の移動ロ
ボットが乱れた計測値から位置推定を行った情報を統合することにより，ホワイトノイ
ズによる影響を除法し，位置推定可能であると言える．
（c）各ロボットに搭載されるカメラのキャリブレーションとロボットの位置の同時
推定手法
本提案手法は，2台の全方位カメラ間の位置・姿勢のパラメータとホワイトノイズに
より乱された計測値から移動ロボットの自己位置を同時に推定する手法の提案を行った．
提案手法は，（a），（b）で提案した手法を拡張し，移動ロボット群の行動を考慮した位置
推定手法である．提案手法の有効性を検証のためのシミュレーション実験を行った．シ
ミュレーション実験では，まず，移動ロボット1が動作し，移動ロボット2，3が停止す
る．10ステップ後に，移動ロボット1が停止し，移動ロボット2，3が動作する．そして，
さらに，10ステップ後に，移動ロボット1が動作し，移動ロボット2，3が停止する．各
移動ロボットがこの動作を交互に行ったときに，2台の全方位カメラ間の位置・姿勢の
パラメータ位置推定が可能であるかどうか検証を行った．シミュレーションの結果は，
各移動ロボットは自身が存在する正しい位置に近い値を推定可能であることを確認し，
2台の全方位カメラ間の位置・姿勢のパラメータも真値に近い値を推定可能であること
を示した．このことから，この同時推定手法では，各移動ロボットが周囲の移動ロボッ
トをキャリブレーションパターンとして観測することにより，自身に搭載されている2
台の全方位カメラ間の位置・姿勢に関するパラメータと自身の位置を同時推定すること
が可能であると言える．
- iii -
本論文では，上記の移動ロボット群の位置推定手法について述べる．
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序論
1.1 研究背景
フィールドロボティクスと呼ばれる広範囲の作業領域におけるロボットの適用に関す
る研究は，近年，徐々に拡大している．一般的に，広い作業領域において，一台の完全
なロボットが作業を行う代わり，多くのロボットを導入し，作業を分担させることが有
効であることが知られている．大規模な自然災害現場において，要救助者の早期発見，
要救助者の搬送，瓦礫の除去などの作業を人の代わりにロボットが行わせることが考え
られる．これは，大規模自然災害時には広範囲にわたる現場において，救助隊員が要救
助者を発見するには，一箇所ずつ複数人で救助活動等を行わなければならない．このた
めに，二次災害が発生する可能性がある現場において，多くの救助隊員が作業すること
は，救助隊員自身の人命が危険にさらされる危険性が高まるからである．
これまでに，災害現場で活動するロボットは，次のような例がある．
i. 瓦礫除去ロボット[1]
ii. 要救助者搬送ロボット[2]
iii. 探査・情報収集ロボット[3]
本研究では，まず，広域な災害現場の情報収集を行うロボットシステムの研究開発に
注目する．救助隊員が災害現場に進入する前に広域な災害現場の状況・情報を知ること
は，要救助者の早期発見と救助隊員を二次災害に遭遇する危険性を低くすることが可能
である．しかしながら，これまでの探査・情報収集を行うロボットシステムでは，1台
の高機能なロボットを開発することが中心となっている．1台の高機能なロボットを災
害現場に投入する場合，そのロボットは人が遠隔により操作する方法とロボット自身が
判断し，行動する方法などが考えられる．
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まず，ロボットを遠隔操作する場合において，人がロボットに命令を送る通信方式と
して，有線方式と無線方式がある．有線方式の場合，ロボットとコントローラまでの通
信ケーブルが瓦礫に引っかかってしまう問題や通信ケーブルの長さにより，探査範囲が
限定されてしまう問題がある．また，無線方式の場合，各ロボットの通信可能範囲外で
は，ロボットを見失う可能性があるため，探査活動が不可能となる．
これらの問題により，1台の高機能なロボットを災害現場の情報収集システムに用い
るためには，救助隊員が現場で操作することになる．このため，救助隊員がロボットの
操作を行うための訓練の必要がある．このことから，救助隊員の訓練に対する負担，現
場においての救助活動に対する負担が増大することになる．
そこで，救助隊員が本来の災害救助活動に専念するために，ロボットが自律的に判断
し，行動することが求められる．また，1台のロボットを災害現場に投入するのではな
く，複数台のロボットを災害現場に投入し，協調的に作業することにより，広範囲の現
場を探査・情報収集を行うことにより，要救助者の早期発見につながる．このように，
複数台のロボットを同時に扱うシステムは，群ロボットシステムと呼ばれる．群ロボッ
トシステムとは，複数台の同様または異なる機能を持ったロボットを用いて，特定の作
業の効率を上げるシステムのことである．このことから，探査・情報収集用のロボット
のみならず，要救助者の搬送ロボットや瓦礫除去ロボットとの協調作業を行うことも可
能となる．また，複数台のロボットを用いることから，各ロボットの通信可能範囲内に，
ロボットが存在する確率が高くなるため，ロボットを見失う可能性が低くなる．このた
め，継続的な探査・情報収集などの救助活動が行える．
ここで，群ロボットシステムを制御する方策として，集中管理型（Figure.1.1）と自
律分散型（Figure.1.2）の2通りあげられる[11]．
集中管理型とは，人あるいはリーダロボットがシステム全体の情報を一元的に管理
し，そこで決定した行動を各ロボットに対して伝達し実行させる制御方策である．この
ことから，集中管理型の利点として，各機能を有しているロボットは，行動する前にそ
れぞれの特徴において最適な行動を伝達されるので，個々のロボットの能力を引き出し，
全体の効率を最適化することに向いている．
これまでの集中管理型の群ロボットシステムの研究例では，Murphyらの東日本大震
災からの復興のために，海中探査を行うロボットとして，Remotely Operated Vehicle
(ROV)や，Autonomous Underwater Vehicle (AUV)を用いたマルチロボットシステム
[4]がある．Michaelらの陸上移動ロボットと飛行ロボットを用いた地震で倒壊した建物
の協調マッピング[5]などの未知環境内を探査・情報収集するものがある．
Murphyらは，東日本大震災で被害を受けた南三陸や陸前高田に，4つのROVがソナー
やビデオカメラを搭載し，港の清掃や被害回復のミッションのために投入され，一定の
成果を上げた．また，Michaelらは，東日本大震災で被害を受けた東北大学で構造的に
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危険にさらされた建物で実験を行い，建物内において陸上移動ロボットが移動不可能な
場所において，飛行ロボットが探査・情報収集を行うことにより，建物内部の地図作成
を行うことに成功している．災害現場内の探査・情報収集を行うシステム以外の群ロ
ボットシステムの研究例では，小菅らの単一物体を複数台の移動ロボットを用いて，協
調的に搬送するシステム[6]などがある．
しかし，これらの研究例では，リーダロボットや通信路など一部の故障や誤作動がシ
ステム全体を停止させたり，破綻させたりするため，システムの信頼性を維持する問題
があげられる．また，ロボットの台数が増加すると，個々のロボットの知覚情報とそれ
に対応した行動パターンの組み合わせが増大し，その中から実時間で適切な行動パター
ンを導出することが困難となる．このことから，この方法は，多数のロボットを同時に
操作するシステムには不向きな制御方法である．
一般に多数のロボットを扱うシステムほど，次に説明する自律分散型の制御方法となる．
robot:k
robot:i
robot:j
global controller
local controller local controller
Leader
Follower Follower
Figure 1.1: Conceptual model of the centralized system.
自律分散型とは、人あるいはリーダロボットが存在せず，システムの各ロボットがあ
る程度の自律的に行動しながら，各ロボットが協調・競合的に相互作用しあい，システ
ムが実行される制御方策である．自律分散型の利点は，各ロボットが自律的に行動する
ため，一部のロボットの故障に対してもシステム全体が停止あるいは破綻することがな
いという点で，集中管理型システムに比べて，信頼性が高いことや，ロボットの追加や
削除が容易にできるため，システムの拡張・縮小性に対して柔軟性を持っていることが
あげられる[7]．これまでの自律分散型群ロボットシステムの研究例では，山田らの複数
台移動ロボットを用いた箱押しのための明示的通信を用いない適応的行為選択[8]などが
ある．山田らの研究では協調作業するための移動ロボット同士の通信を行わずに個々の
移動ロボットが作業を行うものである．また，Wangらのようにオブジェクトを処理す
るための動作ベースのダイナミックな協力戦略を組み込んだマルチロボットシステムの
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ための関数分布および行動の設計上の問題に関する研究[9]や，宮田らのように未知の静
的な環境で複数の移動ロボットによる共同輸送のためのタスク割り当て構造に関する研
究[10]などがある．小林らのマルチエージェントシステムの自律分散制御-群移動ロボッ
トによる協調捕獲行動[13]や，末岡らの自律分散ロボット群による障害物クラスタ形成
の解析と制御[14]などがある．
一方で，システムの効率の低下，各ロボットに対する低コストの通信機能の付与とそ
れに基づく協調動作発言のメカニズムを開発しなければならない問題があげられる．自
律分散型の群ロボットシステムを実現するためには，ロボット間の協調をどのように行
うかが重要となる．
robot:k
robot:i
robot:j
local controller
local controller local controller
data
data
data
Figure 1.2: Conceptual model of autonomous distributed system.
以上の背景から，本研究では，自律分散型群ロボットシステムを用いた未知環境の探
査・情報収集を行うシステムの開発を目指すこととする．自律分散型の群ロボットシス
テムを用いる場合，個々の移動ロボットは独自のコントローラを搭載しているために，
協調動作の方式を確立する必要がある．協調動作の方式を確立するためには，移動ロ
ボットが周囲の移動ロボットとの位置関係を知ること，正確な情報のやりとりが行える
ことなどが必要となる．
そこで，本研究では，単体の移動ロボット，または，複数の移動ロボットの位置推定
の方法に着目し，次章において，これまで行われてきた移動ロボットの位置推定手法に
ついて述べる．
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本章では，これまでに行われてきた移動ロボットの位置推定手法の研究例について述
べる．移動ロボットは，自身の位置を直接観測することにより，知ることが不可能であ
る．このため，移動ロボットは，自身に搭載したセンサのデータにより，自身の位置を
推定することになる．これは，移動ロボットの状態推定問題と呼ばれる[15]．このため，
これまでに多くの移動ロボットの位置推定に関する研究が行われている[18]∼[79]．
移動ロボットの位置推定手法は，次のように大別することが可能である[16]．
A. デッドレコニング（dead reckoning）
B. 天測航法（star reckoning）
C. センサフュージョン
A.デッドレコニング（dead reckoning）
まず，デッドレコニングは，移動ロボットの初期状態（位置と姿勢）がわかっていると
し，その値にロータリエンコーダやジャイロなどのセンサから得られる計測値を足しあわ
せて，移動ロボットの位置と姿勢を逐次的に推定するものである．ロータリエンコーダ
とは，回転の機械的変位量を電気信号に変換し，この信号を処理して位置・速度などを
検出するセンサである[17]．ジャイロとは，ジャイロセンサ，角速度センサとも呼ばれ
る．ジャイロは，物体の角度や角速度を検出する計測器であり，船や航空機やロケット
の自律航法に使用される．最近では，カーナビゲーションシステムや自動運転システム，
スマートフォン，デジタルカメラ，無人偵察機などでも用いられている．ジャイロの種
類は，角運動量保存の法則やコリオリの力を利用する機械式と流体式などがある[19]．
デッドレコニングにおいて，このように，移動ロボットの車輪の回転数をエンコーダに
より測定し，移動ロボットの車輪の角度（ステアリング角度）や車輪同士の幾何学的関係
を利用して，移動ロボットの移動量を計算する方式をオドメトリ方式と呼ぶ．このとき，
移動ロボットの車輪の回転数から移動ロボットの移動量を計算する計算式（関数）のこ
とを一般的に移動ロボットの運動学モデル（Kinematic model, Motion model）と呼ぶ．
ここで，デッドレコニングでは，以下の4つの理由により，位置推定の誤差が生じる[20]．
1. 完全な運動学モデルは存在しない．
真のタイヤ径や左右の車輪の中心間距離を知ることが不可能である．これらの値を
知ることが可能であったとしても，モデルが近似であるため，真の移動量を知るこ
とは不可能である．
2. 完全なセンサモデルは存在しない．
センサの測定位置は内部の回路構造なども影響してくることから，本当に正しいモ
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デルを作成するためには，とても複雑なモデルを構築する必要がある．このことか
ら，センサモデルも近似したモデルを用いることになる．
3. センサの観測値にはノイズが含まれている．
センサから得られるデータは離散化されており，真の測定値というものが存在しない．
4. 移動ロボットの運動ではセンサで観測不可能な外部要因が大きく影響する．
タイヤのスリップやロボット自体の構造の変化などの影響により，センサが観測不
可能な誤差が発生する．
デッドレコニングは，移動ロボットがこれらの誤差を含んだ移動量を前回の状態推定
値に足しあわせて行くため，この誤差が蓄積していく問題が生じる．したがって，長距
離を走行すると位置推定誤差が大きくなる．
登内らは，移動ロボットの位置が有限な作業領域内に制限されるとして，この作業領
域の有限性に関する知識をベイズ的に採り入れて，移動ロボットの存在確率の分布を計
算する手法を提案した[21]．登内らの研究では，事前に移動ロボットが作業領域の地図
が与えられている．この地図情報とデッドレコニング手法を組み合わせることにより，
移動ロボットの位置推定を行う手法である．しかしながら，本研究のように未知環境内
を探査・情報収集する移動ロボットは，事前に地図が与えられていないため，登内らの
手法を用いて，移動ロボットの位置推定を行うことが不可能である．
また，倉爪らは登内らの誤差解析法に対し，測定回数が多くなると実際に発生する誤
差と異なるという問題を発見した[22]．倉爪らは測定に関わる誤差が測定するごとに平
均0のある確率分布に従って，ばらつく「偶然誤差」と，測定装置の目盛ずれなどその
測定固有の値のずれを有する「系統誤差」が同時に存在すると考えた．倉爪らは，デッ
ドレコニングにおいて，測定回数が多くなる場合，この系統誤差が測定装置における本
質的な誤差を形成し，その大きさが測定回数に比例して増加するとし，登内らの誤差解
析論とは別の誤差論を導入し，解析を行った．この系統誤差は，測定開始前に別の正確
な測定装置において校正することにより，取り除くことが可能である．
また，災害現場を探査する移動ロボットの移動機構は，無限軌道式と呼ばれるクロー
ラ式移動機構が採用される例が多い．このクローラ式移動機構は，地表の凹凸に対して
広い接地面で接触するために不整地への適応性が高いという特性がある．このクローラ
式移動機構では，スキッドステアリングを採用している．スキッドステアリングは，左
右の車輪の回転差を操作し，左右輪で異なる駆動力を発生させて旋回するという旋回方
式である[23]．このため，スキッド（滑る）ステアリング（操舵）と呼ばれる．
このことから，このクローラ式移動機構を採用した場合，移動ロボットは旋回するた
びに滑りの誤差が蓄積することになり，長距離移動を行う場合の位置推定誤差が大きく
なってしまう．遠藤らは，この問題を解決するための，左右のクローラ輪の滑りを定量
- 6 -
1.2 従来研究
的に推定することにより，クローラ式移動機構を用いた移動ロボットのデッドレコニン
グ手法を用いた自己位置推定手法を提案した．遠藤らは，クローラ式移動ロボットジャ
イロを搭載させ，クローラ輪が縦方向の滑りが大きく，支配的であると考え，このジャ
イロが獲得する角速度情報からクローラ輪の滑り率を推定し，デッドレコニングの計算
し，位置推定精度が向上することを実験において確認した[24]．
しかしながら，災害現場などの未知環境内では，移動ロボットが瓦礫などの上で車輪
が空回りし，停止してしまう場合や，瓦礫から滑り落ちてしまう場合，滑りを考慮した
デッドレコニング手法においても，位置推定精度は大きく誤差が生じてしまうことが考
えられる．
B.天測航法（star reckoning）
天測航法は，観測時刻とおおよその現在位置（緯度・経度）において観測できる既知
の天体を用い，現在の時刻と位置から見えるその天体の方位角と仰角を観測することに
よって，より正確な現在位置を求めるものである．同時刻に観測できる複数の天体を用
いることで，その測位精度を高めることもできる[16]．
移動ロボットの場合，ある固定された座標系においてその位置が既知な地上のランド
マークなどが，移動ロボットからどちらの方向から見えるかを観測すれば，三角測量の
原理によって，移動ロボットの現在位置がわかる．三角測量とは，地上に配置された複
数の三角点を線分で結んで形成される網(三角網)において，各線分間の角(水平角)を測
定して三角点の水平位置(経度，緯度)を求める測量のことである．
移動ロボットが自身の周囲のランドマークなどを観測するためのセンサは，次のよう
なものが考えられる．
a. 超音波距離計
b. レーザー距離計
c. カメラ
a.超音波距離計
まず，超音波距離計は，送波器により超音波を対象物に向け発信し，その反射波を受
波器で受信することにより，対象物の有無や対象物までの距離を検出するセンサである．
超音波距離計の距離計測原理は，反射形と透過形がある．反射形は，超音波の発信から受
信までに要した時間と音速との関係を演算することでセンサから対象物までの距離を計測
する．反射形は，限定距離形と限定ゾーン形がある．限定距離形は，距離調整ボリューム
で設定した検出距離範囲内に存在する物体からの反射波のみを検出する方法である．限
定ゾーン形は，距離切り替えスイッチで選択設定した検出ゾーン内に存在する物体から
の反射波のみを検出する方法である．透過形は，送波器と受波器を透過する物体によっ
て生じる超音波の減衰または遮断を検出することにより，対象物の有無を検出する[25]．
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また，超音波距離計は，超音波を効率良く測定対象物に発射するために，センサホー
ンと呼ばれる超音波を一定方向に収束発射，または，受波するための反射器を搭載され
る．このセンサホーンの形状により，超音波距離計の指向特性が決まる．指向特性は，
所要の音響エネルギを目標物に与えるのに必要な無指向性送波器と指向性送波器の音響
出力の比を指向性利得のことを言う．この指向特性を高い範囲でセンサホーンを設計す
ることで，正確な距離計測が行えることになる．
超音波距離計を用いた手法では，Crowleyの超音波距離計を回転させることにより，
移動ロボットのナビゲーション手法がある．Crowleyの手法は，移動ロボットは自身が
作業する環境の地図がわかっている場合に，移動ロボットに搭載した超音波距離計を回
転させることにより，周囲の壁や障害物から反射される超音波の情報から自身の移動の
ナビゲーションを行うものである[26]．
また，羅らは移動ロボットの左右の側面に回転型の超音波距離計と前方にアレイ状に
配置したアレイ型の超音波距離計を搭載させ，障害物がある環境内で移動ロボット自身
が存在する環境を認識し，自律的に障害物を避け，移動する手法を提案した[27]．また，
飯野らは，超音波距離計の送波器1つに対し，複数の受波器を用いることにより，対象
物までの距離計測を単一対象物から複数対象物で行えるようにした[28]．
しかしながら，超音波距離計は，空気を媒体として，超音波を送波しているため，風
の吹くところや高温物体による空気の揺らぎのある場所では，正しい計測が行えない可
能性がある．また，反射形の場合，対象物体が超音波を吸収する物体に対しても正しい
計測が行えない可能性や，超音波距離計を取り付けた高さの平面を外れた障害物に関し
ては，検知が困難である．このため，平面内を移動するロボットに関しては対象物まで
の距離計測を行うことが可能であるが，災害現場などの段差がある環境では対象物まで
の距離計測は困難になる．
b.レーザ距離計
レーザ距離計は，レーザを測定対象物に照射し，反射して返ってくるまでの時間と光速
の関係を演算することにより，測定対象物までの距離を計測するセンサである．レーザ
光を用いるため，超音波を用いた距離計よりも長距離を精度良く測定可能である．レー
ザ距離計とトランシットを組み合わせたトータルステーションと呼ばれるものがある．
トランシットとは，角度を計測する測量機器の1つである．このことから，トータルス
テーションは，距離を計測するだけではなく，水平角度，垂直角度を計測することが可
能である．しかしながら，トータルステーションでは，1回の計測に対し，1箇所の計測
しかできない．また，トランシットと組み合わせたトータルステーションは，センサ自
体のサイズが大きくなる．
トータルステーションを用いた移動ロボットの位置推定手法に，広瀬らの群ロボット
による協調ポジショニング手法がある．広瀬らの手法では，親ロボットと小ロボットが
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交互に動作し，動作後に親ロボットに搭載されているトータルステーションを用いて子
ロボットまでの距離計測を行うことにより，親と子ロボットの位置を推定する手法であ
る[29]．広瀬らは，この手法により，デッドレコニング手法よりも精度良く位置推定が
可能であることを示した．しかしながら，計測するためにロボットは，静止する時間が
必要であることから，システムの移動に時間を要してしまう問題がある．
次に，レーザ距離計に，一軸の走査軸を加えると二次元平面内のレーザスキャンが可能と
なる．二次元のレーザスキャンは，レーザレンジファインダ（Laser Range Finder:LRF）
と呼ばれる．LRFを用いた移動ロボットの位置推定手法に，家具付きのリビングルーム
内において，移動ロボットの障害物回避と人への追従をリアルタイムで行う手法[30][31]
や，荒地を走行する農業機械や建設機械，化学プラントや原子力プラント内の保守ロボッ
トなどのように，作業の安全性や合理化，省力化のため人間に代行する作業ロボットのた
めの位置推定手法がある[32]．LRFは，レーザ光が照射可能な二次元平面内の範囲を高
精度に距離計測が可能であるが，照射可能な二次元平面を外れた場所は測定が不可能で
ある．このため，レーザ光が照射不可能な領域内の情報を得ることが不可能であるため，
配置する高さを変えてLRFを設置するか，別のセンサを用いる必要がある．このことか
ら，災害現場などの瓦礫が存在する場合は，LRFの取り付け位置には注意が必要となる．
超音波距離計，レーザ距離計は，観測対象物に超音波または，レーザ光などの意味を
持った音波または，光を照射することから能動的手法と呼ばれる[41]．
c.カメラ
カメラを用いた距離計測は，一般的に，2台以上のカメラを用いたステレオ[33]という
方法が用いられる．ステレオは，ステレオ視[37][38][39]，ステレオビジョン[41]と呼ば
れることがある．
ステレオによる距離計測は，受動的計測法であり，光などのエネルギを発しないこと
や，適切な撮像系や光学系を用いることで，距離が離れたシーンに対しても正確で密な距
離画像を計測することが可能である．また，ステレオはセンサフュージョンの一つの方
法であり，可視画像と距離画像を同一のカメラ座標上で得ることが可能である．さらに，
画像を順次走査するメカニズムがないため，原理的には撮像とほぼ同時に距離画像を得る
ことが可能である．LRFのような走査方式ではないため，測定対象物の動きによる形状歪
を生じない[37]．このことから，カメラを使ったレンジセンサの一種であると言える[41]．
ステレオによる距離計測の原理は，2台以上のカメラを用いて，1台の基準カメラから
他のカメラの位置・姿勢の関係と，各カメラが捉えた観測対象物の2枚以上の画像に写っ
ている特徴点の視差から三角測量の原理により行う．ステレオによる距離計測では，この
カメラ間の位置・姿勢におけるパラメータ（外部パラメータ）と各カメラのレンズの焦点
距離，画像中心，画素サイズなどの内部パラメータを知ることが重要となる[33]．カメラ
の内部パラメータに関しては，カメラを使用する環境に合わせて，使用するカメラの選定
- 9 -
第1章 序論
を行うことで解決することが可能である．また，カメラ間の外部パラメータに関しては，
事前に，キャリブレーションを行うことにより，推定することが可能である[42][43]．
また，2台以上のカメラを用いることから，各カメラが獲得する画像において，観測
対象物の特徴点の対応付けを行う必要がある．しかしながら，観測対象物が実際に存在
する物体であるとき，それぞれの画像上での対応点は，自由な位置をとれないことから，
対応点の決定に利用することが可能である．これは，エピ極に基づく幾何学である．こ
の幾何学は，エピポーラ幾何学と呼ばれる．このエピポーラ幾何学を用いて，同じ内部
パラメータを持つ2台のカメラを，光軸の方向，視点（光学中心）の高さをそろえると，
左右のカメラの光学中心を結ぶ線分（基線：ベースライン（base-line））を決めるだけ
で，あとのすべてのパラメータが決まる．これを，ベースラインステレオ，平行ステレ
オと呼ぶ[33]．このため，2台以上のカメラによる距離計測を行う場合，ほとんどの例が
この平行ステレオを用いている[34][35][37][40][41][44][45][46]．
また，ステレオは，三角測量の原理に基づいているため，この基線長が短いと推定さ
れる距離精度は悪くなる．この基線長が長くなると，対応点を見つけるために広範囲の
探索が必要となり，マッチングの曖昧さが増し，偽対応の可能性が増大することになる．
このことから，ステレオを用いた距離計測では，精度を上げることと，偽対応を減らす
ことは，トレードオフの関係にある．
そこで，奥富らは，異なる基線長の複数のステレオ画像対を同時に用いることにより，
この問題を解決した．奥富らは，画像が紛らわしい濃度パターンや，繰り返しパターン
を含んでいるような場合においても，あいまいさを取り除きながら，かつ精度良く距離
の推定値を得られることを示した[36]．金出らは，この複数の基線長を用いたステレオ
マッチング法をマルチベースラインステレオ法と呼び，ビデオレート・ステレオマシン
を開発した[37]．
カメラを用いた距離計測は，受動的計測方法であることを先に述べた．このことから，
カメラに全方位ミラーアタッチメント取り付けることにより，周囲の環境を一度に観測
することが可能となる[44][45][46]．この全方位ミラーアタッチメントを取り付けたカメ
ラを全方位カメラと呼ぶ（Figure.1.3）．
この全方位ミラーアタッチメントのミラー形状は，半球面[47]や，円錐[48]などの様々
な形状が考えられる．これらの形状では，それぞれの形状において，視野及び光学系に
関する問題点があった．そこで，山澤らは，双曲面ミラーを用いたHyperOmniVisionを
提案し，視野及び光学系に関する問題点の改善を行った[44]．これ以降，双曲面ミラー
を用いた全方位カメラが多く用いられるようになった[45][46]．本論文に関しても，この
双曲面ミラーの全方位カメラを全方位カメラとする．
また，山澤らや，後藤らはこの全方位カメラを平行に配置し，移動ロボットのナビ
ゲーション[44]や，移動ロボットが作業する環境内の三次元計測[46]に用いている．しか
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Figure 1.3: Example of an omnidirectional camera
しながら，全方位カメラを平行に配置するとカメラ同士がお互いの視野に映り込むため，
視野に死角ができることになる．したがって，子安らは全方位カメラを垂直に配置した，
移動ロボットのナビゲーション手法を提案し，移動ロボット自身が動作する障害物を検
知することにより，障害物を回避し，移動を可能にすることを示した[45]．子安らの研
究例のように，全方位カメラを垂直に配置することにより，エピポーラ幾何学を用いる
ことが可能であり，2台の全方位カメラが捉えた画像の対応点の探索が容易になる[49]．
ここで，1台のカメラが移動しながら画像を撮る場合や，カメラは固定して，その代
わりに観測対象物が相対的に移動する場合には，全く同じ内部パラメータのカメラを2
台用いたステレオとみなすことが可能である．この場合にも，エピポーラ幾何学が成り
立つと解釈することが可能である[33]．このようなステレオをモーションステレオと呼
ぶ．モーションステレオは，1台のカメラが移動するときに，微小な時間間隔で撮影さ
れた連続画像に映る被写体の「画面の動き」，「撮影位置の変位量」に基づき，被写体ま
での距離を算出するものである[50]．このように，移動前後の画像の撮影時間間隔を微
小にすると，そのときの各対応点間を結んだベクトルを時間間隔で割ると，画面上の
各点の速度場ができる．この速度場をオプティカルフローと呼んでいる[33]．このオプ
ティカルフローを使って，観測対象物までの距離を計測することが可能となる[46]．
モーションステレオを用いた研究例は，滝本らの車載カメラを用いた単眼測距検証シ
ステムの開発がある[50]．滝本らは，自動車が駐車場等における極低速での運転中に，
カメラ画像に映る周辺の立体物までの距離を検出し，画像と距離情報を組み合わせた運
転システムの開発を行い，自動車の速度が1[km/h]以下において，精度良く測定可能で
あることを示した．また，移動ロボットなどの自律走行車のナビゲーションにおける，
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障害物検出のための手法[52][53]や，障害物回避のための手法[54][55]などがあり，全方
位カメラを用いた例[51]もある．さらに，応用としては，ビジュアルサーボ[57]，ビジュ
アルオドメトリ[58]などがある．
モーションステレオを用いた距離計測では，カメラ間の相対的な位置・姿勢情報を推
定する必要がある．移動ロボットなどの自律走行車において，モーションステレオを用
いた距離計測を行う場合，カメラ間の相対的な位置・姿勢の情報はデッドレコニングを
用いて行うことになる．しかしながら，デッドレコニングはその原理から誤差が蓄積す
るため，悪路などのタイヤがスリップする環境下では，精度の良い推定は望めない．こ
のことから，移動ロボットなどにモーションステレオを用いる場合，移動ロボットなど
の移動方向（基線方向）の計測点を精度良く計測することは困難である．また，画像間
の対応点情報のみを用いて計測を行う場合，計測結果の絶対的スケールが未知という問
題がある．後藤らは複眼のステレオと単眼のモーションステレオの両方の欠点を補うた
めに，両方の特徴を活かした三次元計測手法を提案し，移動ロボットが屋内環境の三次
元計測が可能であることを示した[46]．また，カメラを用いた距離計測では，長距離計
測の精度がカメラの解像度に依存する欠点がある．
このように，移動ロボットが位置推定を行うために用いるセンサには，一長一短があ
ることがわかる．このことから，次に述べるように，複数の同種，異種の各センサから
得られる情報を統合的に処理することにより，移動ロボットの位置推定精度を向上させ
る方法が考えられる．これは，センサフュージョンと呼ばれる[59]．
C.センサフュージョン
センサフュージョンは，センサデータフュージョンの略である．センサフュージョ
ンでは，各種のセンサから得られる情報の処理に対応して，複合（multi-sensor：加法
的処理），統合（integration：乗法的処理），融合（fusion：協調・競合的処理），連合
（association：連想的処理）などが混用されている．複合や統合とは，測定レンジの拡
大や単一機能性の回避，各種の補償やノイズの除去などの処理が主要な処理形態となる．
また，融合や連合とは，両眼融合や視触覚融合，異常の検出などに相当する[60]．
移動ロボットでは，自身が直接位置を推定することが不可能であり，移動ロボットに
搭載されているセンサから得られる情報を用いて位置推定を行わなければならない．し
かしながら，一般的にセンサから得られる情報は，ノイズの影響などの不確かさにより
乱れている．このことから，移動ロボットはこの乱れたセンサ情報から自身の位置を推
定することになる．
そこで，この乱れたセンサ情報を確率変数として扱うことにより，複数のセンサ情報
を統合し，ノイズの除去を行うことが考えられる．このような考え方は，文献[61]とし
て，その概念がまとめられている．また，複数のセンサを組み合わせて用いることによ
り単一のセンサでは，計測が不可能な範囲の計測を行うことが可能となる．以上から，
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移動ロボットの位置推定に関するセンサフュージョンは，統合と複合となる．
移動ロボットの位置推定は，先に述べたロータリエンコーダやジャイロなどの内界セ
ンサと，超音波距離計，レーザレンジファインダ，カメラなどの外界センサから得られ
る情報を統合することで行われる．これらのセンサの組み合わせは，次のようになる．
I. 内界センサのみの組み合わせ
エンコーダ，三軸加速度センサ，ジャイロセンサからの情報の統合[62]．
II. 内界センサと外界センサの組み合わせ
ロータリエンコーダとカメラからの情報の統合[63][64]，ロータリエンコーダ，ジャ
イロセンサ，カメラからの情報の統合[65]，ロータリエンコーダ，全方位カメラから
の情報の統合[66]，方位センサ，レーザレンジファインダからの情報の統合[67]，エ
ンコーダ，超音波距離計，レーザレンジファインダ，カメラからの情報の統合[72]．
III. 外界センサのみの組み合わせ
超音波距離計，カメラからの情報の統合[68]，カメラ，レーザレンジファインダか
らの情報の統合[69]，全方位ステレオ，レーザレンジファインダからの情報の統合
[70][71]．
内界センサのみの組み合わせの研究例では，災害現場などの瓦礫が多く散在する環境
において，移動ロボットが瓦礫から滑り落ちてしまった場合には，位置推定が困難にな
ることが考えられる．また，内界センサと外界センサの組み合わせ，外界センサのみの
組み合わせにおいて，外界センサが観測するランドマークなどが環境内に固定され，そ
の位置が既知であることにより，移動ロボットは正確な位置推定が可能となる．しかし
ながら，移動ロボットが作業を行う環境では，災害現場などのような事前に地図情報が
与えられていない空間や，人などの障害物が動作する空間であることから，外界セン
サが観測するランドマークなどは必ずしも環境内に固定されておらず，その位置は既
知であるとは限らない．このことから，移動ロボットは，未知環境で動作するために
は，自身の位置と環境の地図の推定を同時に行わなければならない問題が発生する．こ
れは，Simultaneous Localization and Mapping（SLAM）問題として知られている[61]．
このSLAM問題を解く手法として代表的なものは，拡張カルマンフィルタ（Extended
Kalman Filter）を応用したSmithらの手法がある[73]．カルマンフィルタ[74]は，セン
サフュージョンの統合手法における代表的な手法である．拡張カルマンフィルタは，従
来の線形問題を扱ってきたカルマンフィルタを非線形に適用したものである[75]．拡張
カルマンフィルタを応用した場合，計算量上の問題から適用範囲が限られていた．拡張
カルマンフィルタでは，移動ロボットが動作中に観測したランドマークなどの情報をす
べて保持していることから発生する問題である．そこで，Thrunらは，移動ロボットが
観測したランドマークのみの情報を用いた手法を提案し，計算量上の問題の解決を行っ
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た[76]．また，これら以外にも様々なSLAM手法が考案されている[77][78]．
しかしながら，SLAM問題では，移動ロボットが観測するランドマークの最適な数が
わかっていない[61]．これは，観測可能なランドマークが多い場合は，計算量上の問題
やランドマークの取り違いなどの問題が発生し，また，観測可能なランドマークの数が
極端に少ない場合は，移動ロボットの制御動作のずれを修正することが困難となるから
である．このため，SLAM手法では，移動ロボットが作業を行う空間において，移動ロ
ボットの位置と地図の推定精度が環境の特徴に左右されることが問題となる．そこで，複
数台の移動ロボットを用いたSLAM手法が考えられる[80][81][82][83]．これらの研究例
では，局所的な地図の統合であることや，個々の移動ロボットの位置推定が他の移動ロ
ボットに依存するため自律的と言えず，自律分散型移動ロボット群のSLAM手法に関す
る研究例は少ない．このことから，早野らは，複数台の自律分散型の移動ロボットが獲
得する情報を統合することにより，環境に依存しない協調型SLAM手法を提案した[79]．
早野らの研究では，各移動ロボットに搭載する具体的なセンサを仮定していない．複数
台の移動ロボットを用いたシステムの場合，各移動ロボットにレーザレンジファインダ
などの反射を利用した距離計を搭載する場合，レーザ光が干渉してしまう問題が発生す
る．このことから，自律分散型移動ロボット群に搭載するセンサの選定も重要となる．
1.3 研究目的
本研究では，自律分散型群ロボットシステムを用いた未知環境の探査・情報収集を行
うシステムの開発を目指している．本研究で開発するシステムの各移動ロボットは，段
差走破可能な移動機構を搭載している移動ロボットとする．この自律分散型の群ロボッ
トシステムを用いる場合，個々の移動ロボットは独自のコントローラを搭載しているた
めに，協調動作の方式を確立する必要がある．このことから，移動ロボットが周囲の移
動ロボットとの位置関係を知ること，正確な情報のやりとりが行えることなどが必要と
なる．本研究では，各移動ロボットの位置関係をしる方法に注目する．前章では，移動
ロボットの位置推定に関する従来研究について述べた．
移動ロボットの位置推定に関する従来研究では，様々な手法が提案されてきた．しか
しながら，移動ロボットが完全に自律的な行動を行うための手法が確立されていない．
これは，移動ロボットが直接，自身で位置を知ることが不可能であり，移動ロボット自
身に搭載されたセンサから得られるノイズにより乱れた情報を用いて自身の位置推定を
行わなければならないためである．このことから，単体の移動ロボットのみで位置推定
を行うのではなく，複数の移動ロボットの情報を統合することにより，位置推定を行う
ことが有効であると考えられているが，その研究例は少ない．
そこで，本研究では，自律分散型移動ロボット群の位置推定手法を提案することを目
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的とする．本研究では，各移動ロボットに2台の全方位カメラを垂直に搭載することを
想定する．2台の全方位カメラを用いた距離計測では，三次元の環境情報を獲得するこ
とが可能である．このため，三次元の環境を観測するための特別な機構を用いることが
必要ない．また，画像処理を用いることにより，環境の変化（輝度などの変化）に柔軟
に対応が可能であるという利点もある．しかしながら，長距離計測の精度は，カメラの
解像度に依存する欠点がある．本研究では，複数台の移動ロボットを用いるために，こ
の長距離の計測精度の問題は，解決できると考える．
一方，長距離を精度良く計測が可能なレーザ距離計は，指向性のため，平面内などの
ある範囲での測定に限られてしまう問題や，複数台の移動ロボットに搭載させて距離計
測を行う場合，レーザ光の干渉が起こり，距離計測が困難となる問題が発生する．
また，2台の全方位カメラシステムを用いた距離計測では，2台の全方位カメラ間の位
置・姿勢におけるパラメータ誤差と各全方位カメラが獲得する画像のピクセル誤差や，
観測物体までの距離を計測するための計算機誤差などのホワイトノイズにより，計測値
が乱れる．このことから，2台の全方位カメラを用いた距離計測を正確に行うためには，
2台の全方位カメラ間の位置・姿勢のパラメータを推定すること，各カメラが捉えた画
像や，画像を処理するための演算誤差などのホワイトノイズによる計測値の乱れの影響
を小さくすることが重要である．2台の全方位カメラ間の位置・姿勢のパラメータを知
ることは，事前にキャリブレーションを行うことにより，ほぼ正確な値を推定すること
が可能である．
しかしながら，本研究のように，複数台の移動ロボットを扱うシステムでは，個々の移
動ロボットのキャリブレーションを行うことは，現実的ではない．また，事前のキャリブ
レーションにおいても，2台の全方位カメラ間のパラメータには，演算誤差などが生じる
ことから，正確なパラメータを推定することが不可能である．このことから，各移動ロ
ボットが探査・情報収集中に，2台の全方位カメラ間の位置・姿勢に関するパラメータの
推定と同時に，ホワイトノイズによる計測値の誤差の影響を低減することが重要となる．
本研究で提案する移動ロボット群の位置推定手法は，各移動ロボットに搭載した2台の
全方位カメラが獲得する乱れた画像データから，2台の全方位カメラ間の位置・姿勢に関す
るパラメータを推定し，この推定したパラメータと乱れた画像データ，周囲の移動ロボッ
トの位置情報を統合することにより，各移動ロボットが自己位置推定を行うものである．
次章では，本論文の構成について述べる．
1.4 本論文の構成
本論文の構成を次に示す．
第1章序論では，本研究の背景および，従来研究，本研究の目的について述べた．
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第2章では，本研究で提案する手法に関する基礎準備について述べる．本研究では，
各移動ロボットに2台の全方位カメラを搭載させることを想定する．各移動ロボットに
搭載する全方位カメラは，現在，一般的に用いられている山澤らの双曲面ミラーを用い
た全方位カメラ[44]を用いる．各移動ロボットは，この2台の全方位カメラにより，周囲
の移動ロボットに搭載されているマーカまでの距離を計測する．そして，各移動ロボッ
トは，この計測値と周囲の移動ロボットの位置情報をもとに，自己位置推定を行う．
ここで，各移動ロボットが得る計測値はノイズなどで乱れており，移動ロボットの制
御動作にも不確かさを含むことが一般的である．このことから，各移動ロボットは，こ
の不確かな情報をもとに，自己位置推定を行わなければならない．これは，移動ロボッ
トの状態推定問題と呼ばれる．この不確かさを含む制御動作と外界センサから得られる
情報を確率変数として扱うことにより，この状態推定問題を解くことが考えられる．こ
の概念をまとめたものが，文献[61]である．
そこで，第2章では，文献[61]されている言葉の説明と本研究で提案する手法で扱う変
数などを説明する．
以上について，まず，2.1節で各移動ロボットに搭載する双曲面ミラーを用いた山澤ら
の全方位カメラのモデルについて述べる．そして，2.2節で本研究における環境とロボッ
トとの相互作用について述べる．2.3節では文献[61]において，確率分布を計算する最も
一般的なアルゴリズムであるベイズフィルタについて述べる．
第3章では，Non Linear Transformation（NLT）Method [84]を拡張した2台の全方位
カメラ間の位置・姿勢に関するパラメータと移動ロボット群の自己位置推定手法につい
て述べる．NLT Methodは，モーションキャプチャなどに用いる固定カメラ間の位置・
姿勢を推定するキャリブレーション手法である．NLT Methodでは，キャリブレーショ
ンパターンは，どのような形状でも良いことが文献[84]に記されている．このことから，
本研究のように複数台の移動ロボットを同時に扱う場合，周囲の移動ロボットをキャリブ
レーションパターンとして観測することが可能である．この移動ロボット群の位置推定手
法の有効性を確認するために，シミュレーション実験を行った．シミュレーション実験
では，移動ロボットが停止した移動ロボットを中心とする同心円の平面を反時計まわり
に1ステップ，π/18ごとに移動し，停止した移動ロボットを観測し，10ステップごとに
位置推定を行うこととした．また，シミュレーション実験には，実際に製作した全方位
ミラーアタッチメントのミラー形状パラメータと市販のPCカメラの焦点距離を使用し
た．シミュレーション実験の結果から，提案した手法の有効性を確認することができた．
以上について，3.1節ではじめにを述べ，3.2節で問題の定式化について述べ，3.3節で
移動ロボット群の自己位置推定手法について述べ，3.4節でシミュレーション実験につい
て述べ，3.5節でおわりにについて述べる．
第4章では，各移動ロボットに搭載した2台の全方位カメラが獲得した画像や，2台の
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全方位カメラ間パラメータの推定誤差，各移動ロボットのコントローラに発生する誤差
などのホワイトノイズの影響を受けた計測値から，各移動ロボットが位置推定を行う確
率的協調位置推定手法について述べる．提案した複数台ロボットのための確率的協調位
置推定手法は，ベイズフィルタをもとにした，各移動ロボットが相互に観測して得られ
る計測値と位置推定結果を統合するものである．確率的協調位置推定手法の有効性を
確認するために，2つのパターンのシミュレーション実験を行った．パターン1では1台
の移動ロボットが3台の停止した移動ロボットの間を平面上を直進した場合であり，パ
ターン2では2台の移動ロボットが同時に平面上を動作する場合である．このとき，移動
ロボットは，1ステップ，0.1の間隔で移動，他の移動ロボットの計測，位置推定を行う
こととした．パターン2では，動作する2台目の移動ロボットは，はじめに動作している
移動ロボットが移動を開始してから，10ステップ後に移動を開始するものとした．両パ
ターンのシミュレーション実験において，各移動ロボットに搭載している2台の全方位
カメラの位置・姿勢に関するパラメータは既知であるとした．シミュレーション実験の
結果から，提案した手法の有効性を確認することができた．
以上について，4.1節ではじめにを述べ，4.2節で問題の定式化について述べ，4.3節で
複数台ロボットのための確率的協調位置推定手法について述べ，4.4節でシミュレーショ
ン実験について述べ，4.5節でおわりにについて述べる．
第5章では，第3章，第4章で提案した手法をもとにした，2台の全方位カメラ間の位
置・姿勢のパラメータとホワイトノイズにより乱された計測値から移動ロボットの自己
位置を同時に推定する手法について述べる．提案手法の有効性を検証のためのシミュ
レーション実験を行った．シミュレーション実験では，まず，移動ロボット1が動作し，
移動ロボット2，3が停止する．10ステップ後に，移動ロボット1が停止し，移動ロボッ
ト2，3が動作する．そして，さらに，10ステップ後に，移動ロボット1が動作し，移動
ロボット2，3が停止する．各移動ロボットがこの動作を交互に行ったときに，2台の全
方位カメラ間の位置・姿勢のパラメータ位置推定が可能であるかどうか検証を行った．
各移動ロボットは，1ステップ，0.1の間隔で移動し，他の移動ロボットを計測し，10ス
テップごとに2台の全方位カメラ間の位置・姿勢に関するパラメータの推定と同時に自
己位置の推定を行う．シミュレーションの結果は，各移動ロボットは自身が存在する正
しい位置に近い値を推定可能であることを確認し，2台の全方位カメラ間の位置・姿勢
のパラメータも真値に近い値を推定可能であることを示した．
以上について，5.1節ではじめにを述べ，5.2節で問題の定式化について述べ，5.3節で
カメラキャリブレーションとロボット位置の同時推定手法について述べ，5.4節でシミュ
レーション実験について述べ，5.5節でおわりにについて述べる．
第6章結論では，本研究の結論を述べる．
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本章では，本研究で提案する手法に関する基礎準備について述べる．本研究では，各
移動ロボットに2台の全方位カメラを搭載させることを想定する．各移動ロボットに搭
載する全方位カメラは，現在，一般的に用いられている山澤らの双曲面ミラーを用いた
全方位カメラ[44]を用いる．各移動ロボットは，この2台の全方位カメラにより，周囲の
移動ロボットに搭載されているマーカまでの距離を計測する．そして，各移動ロボット
は，この計測値と周囲の移動ロボットの位置情報をもとに，自己位置推定を行う．
ここで，各移動ロボットが得る計測値はノイズなどで乱れており，移動ロボットの制
御動作にも不確かさを含むことが一般的である．このことから，各移動ロボットは，こ
の不確かな情報をもとに，自己位置推定を行わなければならない．これは，移動ロボッ
トの状態推定問題と呼ばれる．この不確かさを含む制御動作と外界センサから得られる
情報を確率変数として扱うことにより，この状態推定問題を解くことが考えられる．こ
の概念をまとめたものが，文献[61]である．
本章では，文献[61]されている言葉の説明と本研究で提案する手法で扱う変数などを
説明する．
以上について，まず，2.1節で各移動ロボットに搭載する双曲面ミラーを用いた山澤ら
の全方位カメラのモデルについて述べる．そして，2.2節で本研究における環境とロボッ
トとの相互作用について述べる．2.3節では文献[61]において，確率分布を計算する最も
一般的なアルゴリズムであるベイズフィルタについて述べる．
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2.1 全方位カメラモデル
本研究では，現在，最も多く用いられている山澤らが提案した双曲面ミラーを用いた
全方位カメラ[44]を各移動ロボットに搭載する．従来，提案されていた円錐ミラー[48]を
用いる方法では側方中心の視野領域を持つ反面，足元を写すためには光学系に工夫が必
要であった．これに対し，山澤らが提案した双曲面ミラーを用いた全方位カメラは，上
方視野に関して，円錐ミラーを用いる方法と同様に双曲の漸近面により制限されるが，
下方視野については，球面ミラー[47]を用いた方法と同様に制限がない．このことから，
双曲面ミラーを持つ全方位カメラは，側方中心でかつ足元視野も得られるという円錐ミ
ラー及び球面ミラーを用いた両方法の視野を利点に持つ．
また，双曲面ミラーを用いた全方位カメラでは，光学特性が透視投影であるため入力
画面をミラー点から見た画像（一般のカメラで見た撮像した画像）やカメラを鉛直軸周
りに回転して得られる画像（円筒状の全方位画像）に簡単に変換できる．このことから，
従来の全方位カメラと比べ，多様な画像処理が可能となる．
山澤らが提案した双曲面ミラーを用いた全方位カメラは，Figure.2.1に示すように二葉
双曲面を用いる．二葉双曲面とは，双曲面を実軸（Z軸）周りに回転することで得られ
る曲面である．双曲面とは，双曲線（hyperboloidal line）で描かれた面を表す．双曲線
は，二次元ユークリッド空間R2で定義され，ある2点からの距離の差が一定であるよう
な曲線の総称である．この2つの点は，双曲線の焦点（focal point）と呼ばれる．また，
Figure.2.1の漸近面（asymptotic surface）とは，双曲線の漸近線が双曲面の実軸（Z軸）
周りに回転されたことから面となったもののことである．
Figure.2.1のa，b，cは，双曲線のパラメータを示し，双曲線の形状を定義する定数であ
る．このとき，cは，c =
√
a2 + b2である．このcが焦点である．このことから，Figure.2.1
に示す二葉双曲面は，双曲線が持つ特徴も保持されていると言える．
次に，Z軸を鉛直軸とする三次元座標系O−XY Zを考える（Figure.2.1）．このとき，
二葉双曲面は，次の式（2.1）で表せる．
X2 + Y 2
a2
− Z
2
b2
= −1 (2.1)
山澤らが提案した双曲面ミラーの全方位カメラは，二葉のうち，Z > 0の領域にある
双曲面をミラーとして利用している．Figure.2.2に山澤らが提案した全方位カメラの構
成を示す．
Figure.2.2に示すように，鉛直下向きに設置したZ > 0の領域にある双曲面ミラーとそ
の下に鉛直上向きに設置したカメラから構成される．このとき，ミラーの焦点OM及び，
カメラのレンズ中心OCは，それぞれ，二葉双曲面の二焦点（0,0,+c），（0,0,−c）に位置
し，画像面uvは，XY平面に平行でカメラのレンズ中心OCからカメラの焦点距離fだけ
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Z
X
Y
O
focal point
hyperboloidal line
c
focal point
c
b
a
asymptotic surface
hyperboloidal line
Figure 2.1: Hyperboloid of two sheets.
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focal point (camera center)
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hyperboloidal mirror
c
c f
Figure 2.2: A model of the omnidirectional camera
離れているとする．このことから，次の式（2.2）となる．
X2 + Y 2
a2
− Z
2
b2
= −1 (Z > 0) (2.2)
OM : (0, 0,+c)
OC : (0, 0,−c)
次に，Figure.2.2に示す，空間内の任意の点X(X,Y ,Z)に対する画像上での写像点を
u(u,v)としたとき，点Xの方位角θは次の式（2.3）で表せる．
tan θ =
Y
X
=
v
u
(2.3)
式（2.3）で定まるY/X点Xの方位角θは，v/uで定まる写像点uの方位角θを計算するこ
とで得られる（Figure.2.3）．このように，360°パノラマ状の領域内にある観測対象物
の方位角θが，その物体の画像面上の写像の方位として直接現れる．
また，Figure.2.4のように，点XとZ軸を含む鉛直断面を想定すると，点Xと写像点u
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の間には，次の式（2.4）の関係が成り立つ．
Z =
√
X2 + Y 2 tanα + c (2.4)
α = tan−1
(b2 + c2) sin γ − 2bc
(b2 − c2) cos γ
γ = tan−1
f√
a2 + b2
式（2.4）より，ミラー焦点OMからの点Xの方位角θおよび，伏角αは，カメラのレン
ズ中心OCを双曲面の焦点位置にすることで，写像点u(u,v)より，一意に求まる．このと
き，ミラー焦点OMは固定なため，入力画像をミラー焦点OMからみたカメラを鉛直軸周
りに回転して得られる画像や一般のカメラの画像に変換できる．また，式（2.3），（2.4）
をu，vを求める形に変形したものが次の式（2.5），（2.6）である．
u = X × f × (b
2 − c2)
(b2 + c2)Z − 2bc√X2 + Y 2 + Z2 (2.5)
v = Y × f × (b
2 − c2)
(b2 + c2)Z − 2bc√X2 + Y 2 + Z2 (2.6)
式（2.5），（2.6）には，三角関数が含まれておらず，式（2.5），（2.6）を利用することに
より，高速に三次元環境中の点X(X,Y ,Z)に対応する全方位画像上の点u(u,v)を求めるこ
とができる．本研究では，この式（2.5），（2.6）を全方位カメラの単体モデルとして扱う．
2.2 ロボットと環境の相互作用
Figure.2.5は，ロボットとロボットが動作する環境の相互作用を表している．この環
境，あるいは世界とは，内部状態を持つ力学系を意味する．ロボットは，直接，この環
境の情報を知ることが不可能であるため，ロボットに搭載された外界センサを用いて環
境の情報を知ることが可能である．
しかしながら，この外界センサから得られる環境の情報には雑音が含まれる．このこ
とから，観測によって得られる情報から環境の真の値を知ることは不可能である．
したがって，ロボットは，Figure.2.5のように環境の状態に関する確率分布を維持，
更新していくことになる．また，ロボットは自身のアクチュエータを介して環境に影響
を与える．このことから，制御動作は環境の状態とロボットの状態の確率分布の両方に
影響を与えることとなる．
以上から，本節では，本研究におけるロボットと環境における状態変数，環境との相
互作用，確率的発生法則，ロボットの状態の完備性とマルコフ性仮定について述べる．
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Figure 2.3: Horizontal projection of a point
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Figure 2.4: Vertical projection of a point
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Figure 2.5: Interaction between the environment and the robot
2.2.1 本研究におけるロボットと環境における状態変数
ロボットと環境は，状態で特徴付けることにより，ロボットと環境の将来に影響する
曲面を扱いやすくなる．この状態は，状態変数として扱う．状態変数は，ロボットの近
くにいる人々の位置などの時間経過と共に変化する性質を持つ変数と，ほとんどの建物
の壁のような時間経過において変化しない性質を持つ変数がある．時間経過と共に変化
する状態は動的状態と呼ばれ，時間経過と共に変化しない状態である静的状態，不変状
態と区別される．ロボット自身に関する状態は，ロボット自身の姿勢，速度，センサが
正しく動作しているかどうかなどの変数も含まれる[61]．
本研究においても，文献[61]と同様に，状態はxで表す．本研究で提案する手法は，各
ロボットが交互に動作し，相互に計測し，この計測値と周囲のロボットの状態を用いて，
自己位置を推定する．このことから，各ロボットは，自身の位置・姿勢をその時刻にお
ける動的な状態変数として扱う．そして，周囲のロボットから与えられるそのロボット
の状態は，静的な状態変数として扱う．
2.2.2 環境との相互作用
ロボットと環境との相互作用は，基本的な二種類のタイプがある．1つはロボットが
アクチュエータによって環境の状態に影響を与えることであり，もう1つはセンサを通
じて状態に関する情報を収集することである．この両者は同時に起こるが，この二種類
のタイプの説明のため，両者を分けて考えることとする．Figure.2.5には，これらの相
互作用が描かれている．
環境のセンサ計測．
認識は，ロボットがセンサを用いて環境の状態に関する情報を獲得する過程のこと
である．例えば，ロボットは環境に関する情報を得るためにカメラで画像を撮っ
たり，測距センサを利用したり，触覚センサを用いることがある．そのような認
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識に関する相互作用の結果一つ一つは計測値と呼ばれる．この動作を観測，およ
び知覚とも呼ぶ．センサの計測値は，幾分かの遅れを伴って得られる．したがっ
て，計測値は少し前の時刻の状態に関する情報を与える．
制御動作は環境，世界の状態を変化させる．
ロボットの環境に能動的に力を加えることで，そのような変化が起こる．制御動
作の例には，ロボットの移動や物体のマニピュレーションが含まれる．状態はた
いていの場合，ロボットがなにも行動しなくても変化する．このことから，理論
の整合性のため，ロボットは常に制御動作を実行していると仮定する．ロボット
がどのモータも動かさないことを選択しても，それはそのような制御動作である
とみなされる．実際，電源の入っているロボットは動かないでいる時も常に制御
プログラムを実行しており，それと共に計測も行っていることが普通である．
次に，ロボットが過去の全てのセンサ計測値や制御動作を記録しておくことができた
と仮定する．その記録をデータと呼ぶこととすると，環境との相互作用が二種類存在す
ることから，以下のように2つの異なるデータを定義することができる．
環境計測データ
各時刻の環境の状態に関する情報を与える．計測データの例としては，カメラ画
像，レーザレンジファインダの計測結果が挙げられる．ほとんどの場合，小さな
時間のズレを単純に無視する．時刻tで得られた計測データをztで表す．表記上，
ロボットがある時刻に得る計測データは1つであると仮定する．しかし，ある時刻
に複数の計測データが得られるバア愛にも簡単に拡張が可能である．次の表記
zt1:t2 = zt1 , zt1+1, zt1+2, · · · , zt2 (2.7)
は，時刻t1からt2までに得られた全ての計測値の集合を表す（t1 ≤ t2）．
制御データ
制御データは，環境の状態の変化に関する情報を与える．移動ロボティクスでは，
ロボットの速度は制御データの典型例である．速度の代わりにオドメータも制御
データの源となる．オドメータはロボットの車輪の回転量を計測するセンサであり，
走行量（オドメトリ）として状態の変化に関する情報を与える．オドメータはセン
サであるが，制御動作の影響を計測するため，確率ロボティクスの中では，制御
データとして扱っている．制御データは，utで表される．変数utは，時間（t− 1;t]
での状態の変化に対応する．計測データと同様，制御データは，
ut1:t2 = ut1 , ut1+1, ut1+2, · · · , ut2 (2.8)
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で表される（t1 ≤ t2）．たとえロボットが何もしなくても環境の状態は変化する
ため，制御データは時間ステップあたりに1つずつ存在し，その中には「何もしな
い」という行動が含まれる．
環境計測はロボットの知識を増やす傾向を有するのに対して，行動はロボットの行動
で発生する雑音やロボット環境の偶然性により，知識の損失を起こす傾向にある．行動
と知覚の区別は便宜上のものであり，これらは同時に起こるものである．本研究では，
各移動ロボットは，周囲の移動ロボットと相互に計測することで，自己位置推定を行う
ことから，環境計測データのみを扱う．
2.2.3 確率的発生法則
状態や計測値の発生は確率の法則に基づくものである．一般的に，状態xtは，状態xt−1
から確率的に発生する．このことは，p(xt | x0:t−1,z1:t−1,u1:t)の確率分布で与えられると
考えられる．ここでは，ロボットが制御動作uを行ってから，計測zを行うこととする．こ
のことから，状態xが完備ならば，xには過去に起こった全てのu，zが集約されていると
考えられる．完備については，次節で説明する．特に，xt−1は，その時点での過去の制
御・計測，u1:t−1とz1:t−1の十分な統計になっていることは重要である．もし，状態xt−1
がわかっていれば，p(xt | x0:t−1,z1:t−1,u1:t)の全ての変数のなかでutのみが問題となる．
確率論では，この事実は次の等式（2.9）で表現される．
p (xt|x0:t−1, z1:t−1, u1:t) = p (xt|xt−1, ut) (2.9)
この等式で表現される性質は，条件付き独立性の例である．条件付き独立性とは，い
くつかの変数（条件付け変数）の値がわかっていると，特定のいくつかの変数が他の変
数に対して独立となるという性質のことである．さらに，計測で発生する過程において，
xtが完備であるならば，次の条件付き確率が成り立つ．
p (zt|x0:t, z1:t−1, u1:t) = p (zt|xt) (2.10)
式（2.9）は状態遷移確率と呼ばれ，ロボットの制御utによってどのように環境の状態
が時間発展するかを規定するものである．また，式（2.10）は計測確率と呼ばれ，環境
の状態xからどの計測値zが得られるかということに関する確率法則である．
状態遷移確率と計測確率は一対となってロボットとその環境に対する確率力学系を表現
する．このような状態の時間発生則は隠れマルコフモデル（Hidden Markov Model）あ
るいはダイナミックベイズネットワーク(Dynamic Bayes Network)として知られている．
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2.2.4 ロボットの状態の完備性とマルコフ性仮定
ここで，各ロボットの状態が将来を予測するために最善なものであるとき，その状態
は完備であると言われる．完備とは，その状態（状態ベクトル）に，過去の状態や計測
値，制御といった変数を加えても，将来を予測する為に有益な情報が増えないことであ
る．これを完備性という．
確率ロボティクスで定義する完備性とは，将来の状態の推移が決定論的な関数でなく
ともよいことに留意することが重要である．「将来の状態は確率的に遷移する，しかし将
来に対して影響を与える変数がロボットの状態以外にない，あったとしても状態に従属
している．」という条件を満たす時間過程はマルコフ連鎖として一般的に知られている．
ロボットシステムの状態の完備性の概念は，理論上重要である．実際のロボットシス
テムにおいて完備状態を特定することは，不可能である．完備状態とは，将来に影響す
る環境中全ての特徴だけでなく，ロボット自身の状態，ロボットのメモリの内容，周囲
の人々の腹積もりなども含む．このことから，これらを知ることや状態変数としてモデ
ル化することは困難であるため，これらの影響は不確かさとして処理することとなる．
このような状態は，不完備状態と呼ばれる．
次に，マルコフ性とは，現在の状態xtが既知ならば過去や未来のデータが独立してい
ることを要求する仮定である．移動ロボットの自己位置推定では，xtがロボットの姿勢
であり，ベイズフィルタは固定された地図に対するロボットの姿勢の推定に適用される．
次の要因は，センサ信号に影響を与え，マルコフ性に反する事象を起こす．
• xtに含まれない環境中の，モデル化されないダイナミクス（自己位置推定の例で
は，動いている人々やそれらの人々がセンサ計測値に与える影響）
• p(zt | xt)やp(xt | ut, xt−1)といった確率モデルが不正確（例：自己位置推定してい
るロボットのための地図）
• ロボット制御ソフトウェア内の，複数の制御に影響を与えるソフトウェア変数（例：
「目標位置」のような変数は，一連の制御コマンド全体に影響を与える．）
原理上，これらの変数の多くは状態変数として状態の表現に組み込むことが可能であ
る．しかし，不完備な状態は，より複雑な状態表現よりも，ベイズフィルタの計算複雑
性を減らすことが多い．このことから，ベイズフィルタは，このようなマルコフ性の破
れに対して驚くほどロバストであることが知られている．次節において，このベイズ
フィルタについて述べる．
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2.3 ベイズフィルタ
本節では，状態遷移確率および計測確率を計算する一般的なベイズフィルタ(Bayes
Filter)について説明する．
ベイズフィルタは，次の式（2.11）で表現される．
p (xt | u1:t, z1:t,M ) = η
∫
p (xt | xt−1,ut) p (xt−1 | u1:t−1, z1:t−1,M ) dxt−1
× p (z t | xt,M ) (2.11)
式(2.11)は，所与の地図Mにおいて，移動ロボットの動作の時系列u1:t = u1，u2，· · ·，
utと外界センサにより得られる計測データの時系列z 1:t = z1，z2，· · ·，z tが得られた場
合の移動ロボットの状態ベクトルx tの確率密度分布p(xt | u1:t,z1:t, M)を推定するもので
ある[15]．式(2.11)のηは，正規化のための記号である．式(2.11)のp(xt | xt−1, ut)は状態
遷移確率を，p(z t | xt, M)は計測確率を表す．
式（2.11）は，前節で述べたマルコフ性仮定と次の式（2.12），（2.13）で示されるベ
イズの定理，全確率の定理から導き出せる．
• ベイズの定理
p (x | y) = p (y | x) p (x)
p (x)
(2.12)
• 全確率の定理
p (x) =
∫
p (x | y) p (y)dy (2.13)
前節において定義したように，状態xtが完備である必要がある．そして，制御がラン
ダムで選択されることも前提として必要である．この前提において，最初に式（2.12）
から，次の式（2.14）が導ける．
p (xt | u1:t, z1:t,M ) = p (z t | xt,u1:t, z1:t−1,M ) p (xt | u1:t, z1:t−1M )
p (z t | u1:t, z1:t−1M ) (2.14)
ここで，状態が完備であるという仮定を利用すると，p(z t | xt, u1:t, z1:t−1, M )は，次
の式（2.15）ようになる．
p (z t | xt,u1:t, z1:t−1,M ) = p (z t|xt,M ) (2.15)
式（2.15）から式（2.14）は，次の式（2.16）のように簡略化できる．
p (xt | u1:t, z1:t,M ) = ηp (z t|xt,M ) p (xt | u1:t, z1:t−1M ) (2.16)
- 28 -
2.3 ベイズフィルタ
次に，式（2.16）のp(xt | u1:t, z1:t−1, M )は，式（2.13）を用いて，次の式（2.17）の
ように表せる．
p (xt | u1:t, z1:t−1M ) =
∫
p (xt | xt−1,u1:t, z1:t−1) p (xt−1 | u1:t, z1:t−1,M ) dxt−1
(2.17)
ここで，再び完備性であるという仮定を利用すると，式（2.17）のp(xt | xt−1, u1:t,
z1:t−1)は，次の式（2.18）のようになる．
p (xt | xt−1,u1:t, z1:t−1) = p (xt | xt−1ut) (2.18)
式（2.18）の右辺のutは，状態xt−1の前にutが発生することがないから，上記のよう
な表現となっている．
式（2.17）は，式（2.18）から，次の式（2.19）のように表せる．
p (xt | u1:t, z1:t−1M ) =
∫
p (xt | xt−1ut) p (xt−1 | u1:t, z1:t−1,M ) dxt−1 (2.19)
この式（2.19）から，式（2.16）は，次の式（2.20）のように表せる．
p (xt | u1:t, z1:t,M ) = ηp (z t | xt,M )
∫
p (xt|xt−1ut) p (xt−1 | u1:t, z1:t−1,M ) dxt−1(2.20)
この式（2.20）は，式（2.11）である．
ベイズフィルタを使用する際は，時刻tにおける初期信念が境界条件として必要とな
る．初期状態が既知である場合は真の状態に全ての確率測度が集中したような分布とし，
初期状態に関して知識がない場合は定義域全域にわたる一様分布で初期化する．
第4章，第5章で提案する手法は，このベイズフィルタを用いて構築した．
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第3章
2台の全方位カメラと加速度センサを
搭載した移動ロボット群の
自己位置推定手法
3.1 はじめに
本章では，Non Linear Transformation（NLT）Method [84]を拡張した2台の全方位
カメラ間の位置・姿勢に関するパラメータと移動ロボット群の自己位置推定手法につい
て述べる．NLT Methodは，モーションキャプチャなどに用いる固定カメラ間の位置・
姿勢を推定するキャリブレーション手法である．NLT Methodでは，キャリブレーショ
ンパターンの形状は，どのような形状でも良いことが文献[84]に記されている．このこ
とから，本研究のように複数台の移動ロボットを同時に扱う場合，周囲の移動ロボット
をキャリブレーションパターンとして観測することが可能である．この移動ロボット群
の位置推定手法の有効性を確認するために，シミュレーション実験を行った．シミュ
レーション実験では，移動ロボットが停止した移動ロボットを中心とする同心円の平面
を反時計まわりに1ステップ，π/18ごとに移動し，停止した移動ロボットを観測し，10
ステップごとに位置推定を行うこととした．また，シミュレーション実験には，実際に
製作した全方位ミラーアタッチメントのミラー形状パラメータと市販のPCカメラの焦
点距離を使用した．シミュレーション実験の結果から，提案した手法の有効性を確認
することができた．以上について，3.2節で問題の定式化について述べ，3.3節で移動ロ
ボット群の自己位置推定手法について述べ，3.4節でシミュレーション実験について述
べ，3.5節でおわりにについて述べる．
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3.2 問題の定式化
本節では，2台の全方位カメラを用いた距離計測における距離計測の問題の定式化に
ついて述べる．
本研究では，Figure.3.1のように，システム内の各移動ロボットは，垂直に2台の全方
位カメラを搭載する．全方位カメラは，全方位ミラーアタッチメントと市販PCカメラ
を組み合わせたものである．
各移動ロボットは，この2台の全方位カメラにより，周囲の移動ロボットに搭載され
ているマーカを観測する．このとき，各移動ロボットに搭載した下側の全方位カメラか
ら観測した移動ロボットのマーカまでの距離・方向を計測し，自身の位置を推定する．
robot:x
upper
omni-camera
lower 
omni-camera
marker
and
attachment
robot:n
robot:i
spacer
and
attachment
Figure 3.1: The composition of mobile robots in this section.
Figure.3.2は，Figure.3.1の移動ロボットiに搭載した2台の全方位カメラと移動ロボッ
トnに搭載したマーカの幾何関係を示したものである．Figure.3.2のXn ( Xn , Yn , Zn )
は，移動ロボットiが観測する周囲の移動ロボットnに搭載されているマーカの絶対座標で
ある．i1u1n ( i1u1n , i1v1n )，i2u2n ( i2u2n , i2v2n )は，移動ロボットiが移動ロボットnに
搭載されているマーカを観測して得た上下の全方位カメラの画像座標である．Figure.3.2
の添え字1は各移動ロボットに搭載した全方位カメラの下側を，2は上側を示す．i1，i2は
移動ロボットiに搭載した上下の全方位カメラの座標系を表す．また，i1d1nは移動ロボッ
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Figure 3.2: The geometric relation of two omnidirectional cameras equipped on the
robot i and the marker equipped robot n.
トiに搭載した下側の全方位カメラから移動ロボットnに搭載したマーカまでのベクトル
を表し，i2d2nは移動ロボットiに搭載した上側の全方位カメラから移動ロボットnに搭載
したマーカまでのベクトルを表す．i1d12は，上下の全方位カメラ間のベクトルを表す．
Figure.3.2において，移動ロボットiに搭載した上下の全方位カメラと移動ロボット
nに搭載したマーカとの関係は，移動ロボットiに搭載した上下の全方位カメラが獲得
する画像座標と移動ロボットnに搭載したマーカの絶対座標の関係は，次の式（3.1）∼
（3.4）のようになる．
i1u1n =
i1dx1nf1(b
2
1 − c21)
(b21 + c
2
1)
i1dz1n − 2b1c1D1 (3.1)
i1v1n =
i1dy1nf1(b
2
1 − c21)
(b21 + c
2
1)
i1dz1n − 2b1c1D1 (3.2)
ただし，D1は，
D1 ≡
√
(i1dx1n)2 + (i1dy1n)2 + (i1dz1n)2
とする．
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i2u2n =
i2dx2nf2(b
2
2 − c22)
(b22 + c
2
2)
i2dz2n − 2b2c2D2 (3.3)
i2v2n =
i2dy2nf2(b
2
2 − c22)
(b22 + c
2
2)
i2dz2n − 2b2c2D2 (3.4)
ただし，D2は，
D2 ≡
√
(i2dx2n)2 + (i2dy2n)2 + (i2dz2n)2
とする．
式（3.1）∼（3.4）のi1dx1n，i1dy1n，i1dz1n，i2dx2n，i2dy2n，i2dz2nは，移動ロボット
iに搭載した上下の全方位カメラから移動ロボットnに搭載したマーカまでのベクトル
i1d1n，i2d2nの各成分を表す．式（3.3），（3.4）の座標系をi1に統一するために，次の式
（3.5）ように座標変換を行う．式（3.5）のi1T i2は，座標変換行列である．
i1d2n =
i1T i2
i2d2n (3.5)
i1d1nは，Figure.3.2に示す幾何関係から次の式（3.6）ように書き表すことができる．
i1d1n =
i1d12 +
i1d2n (3.6)
以上の式（3.5）と（3.6）を用いて式（3.1）∼（3.4）は，次の（3.7）∼（3.10）よう
に書き換えられる．
((
b21 − c21
)
f1
)
i1dx2n −
((
b21 + c
2
1
)
i1u1n
)
i1dz2n
+
((
b21 − c21
)
f1
i1dx12 −
(
b21 + c
2
1
)
i1u1n
i1dz12
)
+ (2b1c1
i1u1n)Dˇ1 = 0 (3.7)
((
b21 − c21
)
f1
)
i1dy2n −
((
b21 + c
2
1
)
i1v1n
)
i1dz2n
+
((
b21 − c21
)
f1
i1dy12 −
(
b21 + c
2
1
)
i1v1n
i1dz12
)
+ (2b1c1
i1u1n)Dˇ1 = 0 (3.8)
ただし，Dˇ1は，
Dˇ1 ≡
√
(i1dx12 + i1dx2n)2 + (i1dy12 + i1dy2n)2 + (i1dz12 + i1dz2n)2
とする．
((
b22 − c22
)
f2t11 −
(
b22 + c
2
2
)
i2u2nt31
)
i1dx2n
+
((
b22 − c22
)
f2t12 −
(
b22 + c
2
2
)
i2u2nt32
)
i1dy2n
+
((
b22 − c22
)
f2t13 −
(
b22 + c
2
2
)
i2u2nt33
)
i1dz2n
+ (2b2c2
i2u2n)Dˇ2 = 0 (3.9)
- 33 -
第3章 2台の全方位カメラと加速度センサを 搭載した移動ロボット群の 自己位置推定手法
((
b22 − c22
)
f2t21 −
(
b22 + c
2
2
)
i2v2nt31
)
i1dx2n
+
((
b22 − c22
)
f2t22 −
(
b22 + c
2
2
)
i2v2nt32
)
i1dy2n
+
((
b22 − c22
)
f2t23 −
(
b22 + c
2
2
)
i2v2nt33
)
i1dz2n
+ (2b2c2
i2v2n)Dˇ2 = 0 (3.10)
ただし，Dˇ2は，
Dˇ2 ≡
√
(i1dx12 + i1dx2n)2 + (i1dy12 + i1dy2n)2 + (i1dz12 + i1dz2n)2
とする．
式（3.9），（3.10）のt11∼t33は，座標変換行列i1T i2の各要素である．また，i1d12は，2台
の全方位カメラ間のベクトルである．この2つのパラメータi1d12，i1T i2は，事前にキャ
リブレーションをすることにより，式（3.7）∼（3.10）のパラメータa1，b1，a2，b2は，
全方位カメラの全方位ミラーアタッチメントを設計時に決定される値である．また，パ
ラメータc1，c2は，パラメータa1，b1，a2，b2より，決定される値である．そして，パラ
メータf1，f2は，カメラの焦点距離であり，本研究では，市販のPCカメラを用いるた
め，市販PCカメラの焦点距離を用いる．
式（3.7）∼（3.10）において，各パラメータa1，b1，c1，f1，a2，b2，c2，f2，i1d12，
i1T i2が既知で正確であると仮定する．この条件において，移動ロボットiは，移動ロボッ
トjを観測して，画像座標i1u1n，i2u2nを得た場合，式（3.7）∼（3.10）は，移動ロボッ
トiと移動ロボットnの間のベクトルi1d2nの各要素が未知となる4つの方程式となる．
ここで，2.2節より，パラメータa1，b1，a2，b2は全方位ミラーの形状であり，各値は
設計時に決定する．また，c1，c2は，a1，b1，a2，b2によって決定する値である．f1，f2
はカメラの焦点距離である．f1，f2の各値は，本研究では市販PCカメラの値を用いるこ
とから既知である．
このことから，本章では，a1，b1，c1，f1，a2，b2，c2，f2は正確であると仮定する．
次に，上下の全方位カメラ間のベクトルi1d12と，上下の全方位カメラ間の座標変換行列
i1T i2は上下の全方位カメラ間の位置・姿勢を決定するパラメータである．このパラメー
タは，キャリブレーションを行うことで推定することが可能である．キャリブレーショ
ンを行う移動ロボットの台数が少なければ，移動ロボットが探査を行う前に，各移動ロ
ボットにキャリブレーションを行うことは，問題とならない．しかし，移動ロボットの
台数が多くなると，各移動ロボットに対して，キャリブレーションを行う時間が多大に
なる問題が発生する．そこで，本研究では，この上下の全方位カメラ間の位置・姿勢を
決定するパラメータi1d12，i1T i2の推定と移動ロボットが位置推定を行うアルゴリズムを
提案する．本章で提案するアルゴリズムは，NLT Methodを拡張したものである．次節
において，本章で提案する移動ロボット群の自己位置手法について述べる．
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3.3 2台の全方位カメラと加速度センサを搭載した移動ロボッ
ト群の自己位置推定手法
本節では，前節で定式化した2台の全方位カメラ間パラメータと移動ロボットの位置
推定問題を解決するための移動ロボット群の自己位置推定手法を提案する．3.2.1節では
本章の前提条件を述べ，3.2.2節では本章で提案する移動ロボット群の自己位置推定手法
について述べる．
3.3.1 前提条件
各移動ロボットは，下記に示す条件により未知空間の探査を行うものとする．
• 各移動ロボットは，自身が行動，センサデータの収集，状態推定，他のロボット
の通信を行うためのコントローラを搭載している．
• 各移動ロボットは，外界センサとして2台の全方位カメラを搭載している．
• 各ロボットの座標系は，各ロボットに搭載されている下側の全方位カメラの座標
系とする．
• 各移動ロボットは，自身の姿勢を計測できるセンサを搭載している．
• 外界センサとして用いる2台の全方位カメラのカメラ間パラメータは未知である．
• 各移動ロボットは，赤外線通信などの簡易な近距離通信が可能な機器を搭載している．
• 各移動ロボット自身を中心とするある半径の円を計測および通信可能範囲とする．
• 各移動ロボットの通信可能範囲と観測可能な範囲は同じとする．
• 各移動ロボットは，位置推定を行う移動ロボットとその位置推定結果を送信する
移動ロボットの識別は可能である．
• システム内の各移動ロボットは，動作する移動ロボットと，静止している移動ロ
ボットが交互に入れ替わることにより，未知空間内を行動する．
• 絶対座標系における各移動ロボットは，自身の初期状態を知っている．
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3.3.2 2台の全方位カメラと加速度センサを搭載した移動ロボット群の
自己位置推定手法
本節では，本章で提案する2台の全方位カメラを搭載した移動ロボット群の位置推定
手法について述べる．本章で提案する手法では，各移動ロボットが相互に計測を行うこ
とにより，各移動ロボットは状態推定を行う．
Figure.3.3に本章で提案する協調位置推定手法のフローチャートを示す．Figure.3.3
は，移動ロボットiが時刻tの時に自身の状態を推定するものである．Figure.3.3におい
て、nは移動ロボットiの周囲に存在するロボットのことである．移動ロボットnは，移
動ロボットiが観測できる移動ロボットであり，移動ロボットnも移動ロボットiを観測可
能である．このとき，各移動ロボットは，それぞれ，自由に行動し，相互の位置を送信
しているものとする．
はじめに，移動ロボットiは動作を開始し，移動ロボットnはその場に停止する．この
とき，移動ロボットiは，自身の観測範囲内に存在する移動ロボットnのマーカを観測し，
上下の全方位カメラの画像座標i1u1nt と
i2u2nt を得る．ここで，左上付き添字i1は移動ロ
ボットiに搭載した下側の全方位カメラの座標系を示し，i2は移動ロボットiに搭載した
上側の全方位カメラの座標系を示す．また，右側上付き添字1nは移動ロボットiに搭載
した下側全方位カメラから移動ロボットnに搭載したマーカを観測したことを示し，2n
は移動ロボットiに搭載した上側全方位カメラから移動ロボットnに搭載したマーカを観
測したことを示す．
移動ロボットiは，この画像座標i1u1nt と
i2u2nt を用いて，単位方向余弦ベクトル
i1du1nt ，
i2du2nt を計算する．移動ロボットiは，この単位方向余弦ベクトル
i1du1nt ，
i2du2nt を動作中
の1ステップ毎に計算する．移動ロボットiは，各ステップで計算した単位方向余弦ベク
トルi1du1nt ，
i2du2nt を保持する．
そして，移動ロボットiは，各ステップで計算した単位方向余弦ベクトルi1du1nt ，
i2du2nt
を用いて，式（3.11）から全方位カメラ間の位置に関するパラメータi1d12t と姿勢に関す
るパラメータ（i1ω12t ，
i1θ12t ，
i1κ12t ）を推定する．式（3.11）は，
i1d˜t
12の各成分である
i1d˜xt
12，i1d˜yt12，i1d˜zt12と角軸の回転角度（i1ω12t ，
i1θ12t ，
i1κ12t ）を最適化するための関
数である．式（3.11）は，式（3.12）を用いて，最適化計算を行う．式（3.11）の最適
化計算は，非線形最小二乗法のLevenberg-Marquart法を用いた[85]．ここで，i1ω12t は上
下の全方位カメラのx軸の回転角度であり，i1θ12t は上下の全方位カメラのy軸の回転角
度であり，i1κ12t は上下の全方位カメラのz軸の回転角度である．この回転角度（
i1ω12t ，
i1θ12t ，
i1κ12t ）は，座標変換行列
i1T i2の各要素である．式（3.12）のdl12t は，
i1d˜
12
t の各成
分と回転角度（i1ω12t ，
i1θ12t ，
i1κ12t ）を表す．
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Figure 3.3: The flow chart of the self-position estimation of the mobile robot.
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O =
∣∣∣ri1d˜x12t + si1d˜y12t + ti1d˜z12t
∣∣∣√
r2 + s2 + t2
(3.11)
E =
1
2
10∑
α=1
O
(
dl12t
)2
(3.12)
また，式（3.11）のr，s，tは，以下の式（3.13）∼（3.15）のように表される．
r = i1duy1nt
i1duz2nt − i1duz1nt i1duy2nt (3.13)
s = i1duz1nt
i1dux2nt − i1dux1nt i1duz2nt (3.14)
t = i1dux1nt
i1duy2nt − i1duy1nt i1dux2nt (3.15)
式（3.13）∼（3.15）のduxt，duyt，duztは，単位方向余弦ベクトルdutの各要素を表
す．ここで，上側の全方位カメラ座標から観測するマーカまでの単位方向余弦ベクトル
i2du2nt は，座標変換行列
i1T i2を用いて，以下の式（3.16）のようになる．
i1du2nt =
i1T i2
i2du2nt (3.16)
この式（3.16）により，式（3.13）∼（3.15）の単位方向余弦ベクトルi1du2nt の各要素
は，i1dux2nt ，
i1duy2nt ，
i1duz2nt となる．
移動ロボットiは，まず，任意の初期値dl12t をもちいて，式（3.12）のEを計算し，こ
のEから勾配dl12Eとヘッシアン行列H dl12を計算する．次に，移動ロボットiは，この
勾配dl12Eとヘッシアン行列Hdl12を用いて，以下の式（3.17）より，Δdl12t を計算する．
(H dl12 + cD [H dl12 ]) Δdl
12 = −dl12 E (3.17)
移動ロボットiは，式（3.18）のように，Δdl12を用いて，d´l12を計算する．
d´l12 ← dl12 +Δdl12 (3.18)
そして，移動ロボットiは，このd´l12を用いて，式（3.12）を再計算することにより，
E´を得る．このとき，E´がE´>Eであるならば，cをc←10cと更新し，式（3.17）を再計算
する．E´>Eでなければ，移動ロボットiは式（3.19）のように更新する．
c ← 1
10
, E ← E´, dl12 ← d´l12 (3.19)
Δdl12が‖Δdl12‖<δであれば，式（3.11）の最適化計算を終了する．Δdl12が‖Δdl12‖<δ
でなければ，移動ロボットiは勾配dl12Eとヘッシアン行列H dl12を再計算し，式（3.17）
と式（3.18）を再計算する．
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次に，移動ロボットiは，式（3.11）により，最適化されたi1d˜t12を用いて，式（3.7）∼
（3.10）により，自身に搭載された上側の全方位カメラから移動ロボットnに搭載された
マーカまでのベクトルi1dˆt2nを計算する．このベクトルi1dˆt2nの計算には，移動ロボットiが
このステップで移動ロボットnを観測して得られる画像座標i1u1nt と
i2u2nt を用いる．ここ
で，移動ロボットiは，このベクトルi1dˆt2nと移動ロボットnから送信された移動ロボット
nの位置x˜nt ，そして，移動ロボットiが自身に搭載されている加速度センサから得られた情
報から得た自身の位置x˜itを用いて，式（3.20）で示されるカメラシステムのスケールを補
正するパラメータKを計算する．式（3.20）において，x˜ntは移動ロボットnが自身に搭
載された2台の全方位カメラと加速度センサから得た情報から推定した自己位置である．
K =
‖ (x˜nt − x˜it) ‖
‖i1dˆt2n‖
(3.20)
移動ロボットiは，式（3.20）により計算された乗数Kを用いて，次の式（3.21）∼（3.23）
から2台の全方位カメラ間のベクトルi1d12t の各要素
i1dx12t ，
i1dy12t ，
i1dz12t を計算する．
i1dxt
12 =
i1d˜xt
12
K
(3.21)
i1dyt
12 =
i1d˜yt
12
K
(3.22)
i1dzt
12 =
i1d˜zt
12
K
(3.23)
移動ロボットiは，この式（3.21）∼（3.23）により更新されたi1dt12と移動ロボットn
を観測して得られた画像座標i1u1nt と
i2u2nt を用いて，式（3.7）∼（3.10）からベクトル
i1d2nt を再計算する．
そして，移動ロボットiは，上下の全方位カメラ間のベクトルi1d12t と上側の全方位カメ
ラから移動ロボットnのマーカまでのベクトルi1d2nt を用いて，式（3.24）より，下側の
全方位カメラから移動ロボットnのマーカまでのベクトルi1d1nt を計算する．
i1dt
1n = i1dt
12 + i1dt
2n (3.24)
移動ロボットiは，式（3.24）により，推定した移動ロボットnまでのベクトルi1d1nt を
用いて，次の式（3.25）から自身の位置xˆitを推定する．
xˆt+1
i = xt
n + i1dt
1n (3.25)
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3.4 シミュレーション実験
本節では，本章で提案した2台の全方位カメラと加速度センサを搭載した移動ロボッ
ト群の位置推定手法の検証を行うためのシミュレーション実験について述べる．本シ
ミュレーション実験では，移動ロボットiが，ある動作計画中に移動ロボットnを計測し
たときに，移動ロボットiが2台の全方位カメラ間の位置・姿勢に関するパラメータと自
己位置の同時推定が可能か検証を行った．本シミュレーション実験では，2台の全方位
カメラ間の位置・姿勢に関するパラメータを2つの条件を用いて，検証を行った．本節
では，このシミュレーション実験とその結果について述べる．
3.4.1 シミュレーション条件
Figure 3.4: The condition of simulation experiment.
シミュレーション実験は，Figure.3.4のように移動ロボットiが行動を行った場合，移
動ロボットiが自己位置を推定可能か検証する．Figure.3.4において，三角形は移動ロボッ
トiであり，アスタリスクは移動ロボットnである．移動ロボットi，nの初期位置は，それ
ぞれ，（0.0，1.5，1.0），（0.0，0.0，1.0）である．移動ロボットiは，事前に，移動ロボッ
トjの空間座標における位置を与えられている．そして，移動ロボットiは，Figure.3.4の
矢印の方向へ移動する．移動ロボットiは，x− y面上を行動する．
本シミュレーション実験では，Table.3.1に示す全方位カメラの全方位ミラーアタッチ
メントのミラー形状パラメータを用いる．Table.3.1のa1，a2，b1，b2は，全方位ミラーア
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タッチメントのミラー形状パラメータである．a1，a2，b1，b2のそれぞれの値は，全方
位ミラーの設計時に決定する．Table.5.2のa1，a2，b1，b2の値は，実際に全方位ミラー
アタッチメントの設計時の値である．f1，f2は焦点距離であり，各値は市販PCカメラの
値を用いた．
このとき，移動ロボット1は，1ステップ，π/18の間隔で動作・計測を行い，10ステッ
プ毎に位置推定を行う．本シミュレーション実験では，移動ロボットiに搭載する2台の
全方位カメラ間の位置・姿勢に関するパラメータをTable.3.2，3.3に示すように設定し，
移動ロボットiは自己位置推定と同時に，この全方位カメラ間パラメータの推定が可能か
検証を行う．また，移動ロボットnは，停止しているとする．この条件において，移動
ロボットiが位置推定可能か検証を行った．
3.4.2 シミュレーション結果
全方位カメラ間パラメータの条件1と2におけるシミュレーション実験結果をFigure.3.5
∼ 3.8に示す．Figure.3.5と3.7はxy座標面の実験結果を示し，Figure.3.6と3.8はxz座標面
の実験結果を示す．Figure.3.5 ∼ 3.8のそれぞれの丸は，移動ロボットiが実際に位置推
定を行った場所を示す．また，四角形は，移動ロボットiが推定した自身の位置を示す．
そして，アスタリスクは移動ロボットnの初期位置を示し，三角形は移動ロボットiの初
期位置を示す．Figure.3.5 ∼ 3.8のA∼Fは，移動ロボットiが位置推定を行った場所を示
し，Figure.3.5，3.7のこれらの文字は，Figure.3.6，3.8の文字と一致する．Figure.3.5，
3.6において，移動ロボットiが位置推定を行ったA，B，Eの場所で，移動ロボットiが自
己位置を推定可能であることを示した．Figure.3.7，3.8において，移動ロボットiが位置
推定を行ったA，Bの場所で，移動ロボットiが自己位置を推定可能であることを示した．
Table.3.4，3.5に，移動ロボットiのシミュレーション条件1,2の全方位カメラ間パラ
メータdl12の推定結果を示す．Table.3.4，3.5のA∼Fは，Figure.3.5∼3.8のこれらの文字
と一致する．
この結果から，移動ロボットに搭載する全方位カメラ間パラメータdl12が最も正確に
推定可能となった場合，移動ロボットは自身の位置を推定することが可能である．この
ことから，本章で提案する位置推定手法の有効性を確認できた．移動ロボットが全方位
カメラ間パラメータと自己位置を推定することができなかった場合，最適化手法を考案
する必要がある．
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Table 3.1: Parameters of omnidirectional mirror.
Symbol Quantity value
a1，a2 Mirror geometry parameter 1.09407
b1，b2 Mirror geometry parameter 1.21500
f1，f2 Focal length 0.007
Table 3.2: Simulation condition 1.
Symbol Quantity value
dx12
x component of the vector between
up-and-down omnidirectional cameras 0.05
dy12
y component of the vector between
up-and-down omnidirectional cameras -0.02
dz12
z component of the vector between
up-and-down omnidirectional cameras 0.33
ω12
The rotation angle of the
circumference of the x-axis between
up-and-down omnidirectional cameras 2.0
θ12
The rotation angle of the
circumference of the y-axis between
up-and-down omnidirectional cameras 5.0
κ12
The rotation angle of the
circumference of the z-axis between
up-and-down omnidirectional cameras 3.0
Table 3.3: Simulation condition 2.
Symbol Quantity value
dx12
x component of the vector between
up-and-down omnidirectional cameras -0.05
dy12
y component of the vector between
up-and-down omnidirectional cameras 0.01
dz12
z component of the vector between
up-and-down omnidirectional cameras 0.4
ω12
The rotation angle of the
circumference of the x-axis between
up-and-down omnidirectional cameras 5.0
θ12
The rotation angle of the
circumference of the y-axis between
up-and-down omnidirectional cameras 3.0
κ12
The rotation angle of the
circumference of the z-axis between
up-and-down omnidirectional cameras 1.0
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Figure 3.5: A simulation condition 1 result (xy-coordinates).
Figure 3.6: A simulation condition 1 result (xz-coordinates).
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Figure 3.7: A simulation condition 2 result (xy-coordinates).
Figure 3.8: A simulation condition 2 result (xz-coordinates).
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Table 3.4: The result d12 of Simulation condition 1.
True A B C D E F
dx12 0.05 0.012 0.015 0.025 0.036 0.049 0.072
dy12 -0.02 -0.012 -0.015 -0.024 -0.036 -0.049 -0.072
dz12 0.33 0.362 0.467 0.736 1.07 0.68 1.01
ω12 2.0 2.86 5.47 5.461 5.5 5.5 5.49
θ12 5.0 2.86 3.02 3.05 2.42 2.4 2.42
κ12 3.0 2.87 3.24 3.22 3.09 3.09 3.09
Table 3.5: The result d12 of Simulation condition 2.
True A B C D E F
dx12 -0.05 -0.013 -0.015 -0.022 -0.026 -0.042 -0.049
dy12 0.01 0.013 0.015 0.022 0.025 0.042 0.05
dz12 0.4 0.38 0.45 0.66 0.77 1.27 0.59
ω12 5.0 2.86 2.86 2.85 2.85 2.84 2.84
θ12 3.0 2.86 3.03 3.01 3.01 3.01 3.01
κ12 1.0 3.51 3.51 3.49 3.51 3.51 3.51
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3.5 おわりに
本章では，2台の全方位カメラを搭載した移動ロボット群の自己位置推定手法について
述べた．本章で提案する手法は，2台の全方位カメラ間の位置・姿勢に関するパラメー
タと移動ロボットの自己位置を同時推定するものである．提案手法は，NLT Methodを
拡張したものである．提案手法の有効性を確認するために，シミュレーション実験を
行った．シミュレーション実験では，1台の移動ロボットが静止している移動ロボット
の周囲を動作する．動作中の移動ロボットは，停止している移動ロボットを1ステップ，
π/18の間隔で計測を行い，10ステップになったときに位置推定を行った．このとき，2
台の全方位カメラ間の位置・姿勢に関するパラメータを2つの場合において，2台の全方
位カメラ間の位置・姿勢のパラメータの推定と同時に自己位置を推定可能であるかを検
証した．実験結果は，2台の全方位カメラ間の位置・姿勢のパラメータが推定可能であ
る場合，移動ロボットの自己位置も推定可能であることが確認できた．このことから，
本章で提案する手法は，移動ロボット群に搭載した2台の全方位カメラ間のパラメータ
と自己位置を推定することが可能であると言える．しかしながら，本章で提案する手法
では，ホワイトノイズによる影響を考慮していない．そこで，次章において，ホワイト
ノイズの影響を低減する手法を提案する．
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ロボットの観察の不確かさに着目した
確率アプローチによる複数台ロボットの
協調位置推定手法
4.1 はじめに
本章では，各移動ロボットに搭載した2台の全方位カメラが獲得した画像や，2台の全
方位カメラ間パラメータの推定誤差，各移動ロボットのコントローラに発生する誤差な
どのホワイトノイズの影響を受けた計測値から，各移動ロボットの位置推定を行う確率
的協調位置推定手法について述べる．提案した複数台ロボットのための確率的協調位置
推定手法は，ベイズフィルタをもとにした，各移動ロボットが相互に観測して得られる
計測値と位置推定結果を統合するものである．この複数台ロボットのための確率的協
調位置推定手法の有効性を確認するために，2つのパターンのシミュレーション実験を
行った．パターン1では1台の移動ロボットが3台の停止した移動ロボットの間を平面上
に直進した場合であり，パターン2では2台の移動ロボットが同時に平面上を動作する場
合である．このとき，移動ロボットは，1ステップ，0.1の間隔で移動，他の移動ロボッ
トの計測，位置推定を行うこととした．パターン2では，動作する2台目の移動ロボット
は，はじめに動作している移動ロボットが移動を開始してから，10ステップ後に移動を
開始するものとした．両パターンのシミュレーション実験において，各移動ロボットに
搭載している2台の全方位カメラの位置・姿勢に関するパラメータは既知であるとした．
シミュレーション実験の結果から，提案した手法の有効性を確認することができた．以
上について，4.2節で本章における問題の定式化について述べ，4.3節で複数台ロボット
のための確率的協調位置推定手法について述べ，4.4節でシミュレーション実験について
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述べ，4.5節でおわりにについて述べる．
4.2 問題の定式化
本節では，本章における問題の定式化を行う．主流な単体の移動ロボットの状態推定
は，ベイズ定理とマルコフ性仮定を用いて，式（4.1）のように定式化される．
p (xt | u1:t, z1:t,M ) = η
∫
p (xt | xt−1,ut) p (xt−1 | u1:t−1, z1:t−1,M ) dxt−1
× p (z t | xt,M ) (4.1)
式(4.1)は，所与の地図Mにおいて，移動ロボットの動作の時系列u1:t = u1，u2，· · ·，
utと外界センサにより得られる計測データの時系列z 1:t = z1，z2，· · ·，z tが得られた場
合の移動ロボットの状態ベクトルx tの確率密度分布p(xt | u1:t,z1:t, M)の推定問題である
[15][61]．式(4.1)のηは，正規化のための記号である．式（4.1）のxtは，ある時刻tのと
きの移動ロボットの状態ベクトルを表す．この状態ベクトルxtは，移動ロボットに搭載
されたセンサから直接観測することは不可能であり，移動ロボットの動作u1:tと移動ロ
ボットの周囲に存在する観測可能なランドマークを計測して得られる計測データz1:tから
推定することになる．式(4.1)において，p(xt | xt−1, ut)と，p(z t | xt, M )が移動ロボッ
トの状態ベクトルxtの推定を担う．式(4.1)のp(xt | xt−1, ut)は状態遷移確率を，p(z t |
xt, M )は計測確率を表す．
本章においても，Figure.4.1のように，2台の全方位カメラを搭載した複数台の移動ロ
ボットを同時に動作させる．システム内の各移動ロボットは，2台の全方位カメラを上下
に配置して搭載する．上下の全方位カメラの間には，スペーサとアタッチメントが取り付
けられており，下側の全方位カメラと移動ロボットの間には，各移動ロボットがお互いを
計測するためのマーカとアタッチメントが取り付ける．しかし，各カメラが捉える画像の
ピクセル誤差や演算誤差，2台の全方位カメラ間の位置・姿勢のパラメータ誤差などに
より，計測データが乱れ，不正確な値となる．各移動ロボットは，この乱れた計測デー
タを用いて，自己位置推定を行うため，正確な自己位置推定を行うことは困難である．
そこで，本章では，2台の全方位カメラ間の位置・姿勢のパラメータが正確に得られ
ているとした場合に，画像のピクセル誤差や演算誤差などにより，乱れた計測データか
ら各移動ロボットが相互に計測し，この計測データと周囲の移動ロボットの状態から，
各移動ロボットの状態を推定する問題とする．
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robot:x
upper
omni-camera
lower 
omni-camera
marker
and
attachment
robot:n
robot:i
spacer
and
attachment
Figure 4.1: The composition of mobile robots in this section
本章の問題は，次の式（4.2）で与えられる．
p
(
xit | z i→mt , zm→it ,xmt
)
= η
∫
p
(
xm→it | zm→it ,xmt
)
p
(
xmt | zm→it−1 , z i→mt−1 ,xit−1
)
dxm
× p (z i→mt | xit,xmt ) (4.2)
式（4.2）は，移動ロボットiが周囲の移動ロボットnを計測し，位置推定を行った場合
である．式（4.2）のηは，正規化のための記号である．式（4.2）のp(xit | z i→mt ，zm→it ，
xmt は，移動ロボットiの周囲に存在する移動ロボットn，x，. . .の状態 (m = n，x，. . . )
と相互に計測し，得られる各計測ベクトルzi→mt とz
m→i
t から得られる移動ロボットiの状態
xitの確率密度分布を意味する．tは，各移動ロボットにおける時間のステップ数を表す．
式（4.2）の右辺のp(xm→it | zm→it ，xmt は，移動ロボットiを移動ロボットn，x，. . .（m
= n,x,. . .）が計測し，移動ロボットiの状態xitの確率密度分布を推定したことを表す．
また，p ( z i→mt | xit，xmt )は，移動ロボットiが移動ロボットn，x，. . .を計測して得られ
る計測ベクトルz i→mt の確率密度分布である．
p(xmt | zm→it−1 ，z i→mt−1 ,xit−1は，時刻t-1における移動ロボットn，x，. . .が状態推定を行っ
た後の確率密度分布を表す．ここで，移動ロボットn，x，. . .の状態xmt のステップはtと
している．これは，移動ロボットn，x，. . .が，移動ロボットiが移動している間は静止
しているため，移動ロボットn，x，. . .のステップtのときの状態xmt )は，ステップt-1で
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推定した状態xmt−1と同じであるとした．本章では，この式（4.2）で定式化された問題を
解決するための協調位置推定手法を提案する．
4.3 協調位置推定手法
本章では，前節で定式化された式（4.2）を解決するための移動ロボット群の協調位
置推定手法を提案する．4.2.1節では本章の前提条件を述べ，4.2.2節では本章で提案する
協調位置推定手法について述べる．
4.3.1 前提条件
本章において，各移動ロボットは，下記に示す条件により未知空間の探査を行うもの
とする．
• 各移動ロボットは，自身が行動，センサデータの収集，状態推定，他のロボット
の通信を行うためのコントローラを搭載している．
• 各移動ロボットは，外界センサとして2台の全方位カメラを搭載している．
• 各移動ロボットは，自身の姿勢を計測できるセンサを搭載している．
• 外界センサとして用いる2台の全方位カメラのカメラ間パラメータは既知である．
• 各移動ロボットは，赤外線通信などの簡易な近距離通信が可能な機器を搭載している．
• 各移動ロボット自身を中心とするある半径の円を計測および通信可能範囲とする．
• 各移動ロボットの通信可能範囲と観測可能な範囲は同じとする．
• 各移動ロボットは，位置推定を行う移動ロボットとその位置推定結果を送信する
移動ロボットの識別は可能である．
• システム内の各移動ロボットは，動作する移動ロボットと，静止している移動ロ
ボットが交互に入れ替わることにより，未知空間内を行動する．
• 絶対座標系における各移動ロボットは，自身の初期状態を知っている．
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4.3.2 協調位置推定手法
本節では，本章で提案する全方位カメラを搭載した移動ロボット群の協調位置推定手
法について述べる．本章で提案する協調位置推定手法は，移動ロボットが交互に移動を
行い，移動しているロボットを停止しているロボットが観測し，観測したロボットの位
置を推定する．そして，各移動ロボットは，この情報を観測した移動ロボットに送信す
る．観測された移動ロボットは，送信された情報と自身が周囲の停止している移動ロ
ボットを観測して得た情報を統合することにより，自身の状態を更新する．
Figure.4.2に本章で提案する協調位置推定手法のフローチャートを示す．Figure.4.2
は，移動ロボットiが時刻tの時に自身の状態を推定するものである．Figure.4.2におい
て、nは移動ロボットiの周囲に存在するロボットのことである．移動ロボットnは，移
動ロボットiが観測できる移動ロボットであり，移動ロボットnも移動ロボットiを観測可
能である．このとき，各移動ロボットは，それぞれ，自由に行動する．
Other robots which 
robot i can measure
Fusion update of state
Measurement update of state
of robot n state      which robot i can measure
Estimation probability distribution
of robot n state      which robot i can measure
Sending probability distribution
of robot i state      from around robots
Received probability distribution
Figure 4.2: Flow chart of cooperative position estimation by a mobile robot group
はじめに，移動ロボットiは，周囲の移動ロボットの位置を推定し，その推定結果を周
囲の移動ロボットに送信する．この推定手法は，4.3.3に記述する．第2に，移動ロボッ
トiは，周囲の移動ロボットが推定した自身の自己位置を受信し，統合する．この統合手
法は，4.3.4に記述する．第3に，移動ロボットiは，周囲の移動ロボットを計測し，得ら
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れた計測値を用いて自身の位置を更新する．この計測更新手法は，4.3.5に記述する．シ
ステム内の各移動ロボットは，未知空間を探査する間，上記の推定手法を繰り返し行う．
4.3.3 周囲の移動ロボットの位置推定手法
本節では，移動ロボットiが移動ロボットnを計測したときに，移動ロボットnの位置
推定する手法について述べる．はじめに，移動ロボットiは，次の式（4.3）において，
移動ロボットnの状態xi→nt の確率分布密度p(x
i→n
t | z i→nt ,zn→it−1 ,xit)を推定する．
p
(
xi→nt | zn→it , z i→nt ,xit
)
=
∫
p
(
xi→nt | z i→nt ,xit
)
p
(
xit | z i→nt−1 , zn→it−1 ,xnt−1
)
dxi (4.3)
式（4.3）のp (xi→nt | z i→nt ,xit)は，ステップtにおいて，移動ロボットiが移動ロボット
nを位置推定した状態xi→nt の確率密度分布である．x
i
tは，移動ロボットiのステップtにお
ける状態である．z i→nt は，移動ロボットiが移動ロボットnを計測して，得られる計測ベ
クトルである．p
(
xit | z i→nt−1 , zn→it−1 ,xnt−1
)
は，ステップtにおける移動ロボットiの状態x itの
確率密度分布である．zn→it−1は，ステップt-1において，移動ロボットnが移動ロボットiを
計測して，得られる計測ベクトルである．
ここで，p(xi→nt | z i→nt , xit)は平均値h(z i→nt ,xit)，共分散行列Ri→nt に従うガウス分布で
あり，式（4.4）のように表せ，p(xit | zn→it−1 , z i→nt−2 , xnt−1)は平均値μit，共分散行列Σitに従
うガウス分布であり，式（4.5）のように表せる．
p
(
xi→nt | z i→nt ,xit
) ∼ N (xi→nt ; h (z i→nt ,xit) ,Ri→nt ) (4.4)
p
(
xit | z i→nt−1 , zn→it−1 ,xnt−1
) ∼ N (xit;μit,Σit) (4.5)
式（4.4）のh (z i→nt ,x
i
t)は，次の式（4.6）のように表せる．式（4.6）の
oT iは，移動
ロボットiの座標系から絶対座標系への座標変換行列を表す．
h
(
z i→nt ,x
i
t
)
= xit +
oT iz
i→n
t (4.6)
ここで，式（4.6）は非線形であるため，式（4.6）をテイラー展開による線形化を行
うと，式（4.7）のようになる．
h
(
z i→nt ,x
i
t
) ≈ h (z i→nt ,μit)+H t (xit −μit) (4.7)
ただし，H tは，
H t ≡ ∂h (z
i→n
t ,x
i
t)
∂xit
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とする．
式（4.7）より，式（4.4）は，次の式（4.8）のようになる．
p
(
xi→nt | z i→nt ,xit
) ∼ N (xi→nt ; h (z i→nt , x¯it)+H t (xit −μit) ,Ri→nt ) (4.8)
式（4.3）は，式（4.5）と式（4.8）より，次の式（4.9）のように表せる．
p
(
xi→nt | z i→nt , zn→it−1 ,xit
)
= η
∫
exp{−Lt}dxi (4.9)
Lt =
1
2
(
xi→nt − h
(
z i→nt ,μ
i
t
)−H t (xit −μit))T (Ri→nt )−1(
xi→nt − h
(
z i→nt ,μ
i
t
)−H t (xit − μit))
+
1
2
(
xit − μit
)T (
Σit
)−1 (
xit − μit
)
(4.10)
ここで，式（4.9），（4.10）のLtは，xi→nt の二次式であり，x
i
tの二次式でもある．ま
た，式（4.9）は積分を含んでいる．この積分を解くためには積分内の項を，直感的では
ない方法で並べ替える必要がある．具体的に言うと，Ltを次の式（4.11）のように，二
つの関数Lt(xi→nt ,x
i
t)とLt(x
i
t)に分解する．
Lt = Lt
(
xi→nt ,x
i
t
)
+ Lt
(
xi→nt
)
(4.11)
この分解の目的は，Lt内の変数を，xitに依存する項Lt(x
i→n
t ,xt)と，依存しない項Lt(x
i→n
t )
の二つのセットに分けることにある．このように分けると，xitに無関係な変数を，x
i
tを
含む積分から切り離すことができる．次の数式展開で示される．
p
(
xi→nt | z i→nt ,xit
)
= η
∫
exp{−Lt}dxi
= η
∫
exp{−Lt
(
xi→nt ,x
i
t
)− Lt (xi→nt )}dxi
= ηexp{−Lt
(
xi→nt
)}
∫
exp{−Lt
(
xi→nt ,x
i
t
)}dxi (4.12)
ここで、式（4.12）内の積分の値がxi→nt に依存しないようにLt(x
i→n
t ,x
i
t)を選ぶことが
重要となる．そのような関数Lt(xi→nt ,x
i
t)が定義できれば，x
i→n
t 上の確率分布を推定する
問題において，Lt(xi→nt ,x
i
t)を含む積分が定数になる．本論文において，定数は正規化の
記号ηで表される．従って，その定数をηに組み込むことができるため，次の式（4.13）
のようになる（このとき，ηの値は変化する）．
p
(
xi→nt | z i→nt ,xit
)
= ηexp{−Lt
(
xi→nt
)} (4.13)
以上のことから，まず，xitの二次関数Lt(x
i→n
t ,x
i
t)の係数を決定するために，Ltの一次，
二次の導関数を計算すると次の式（4.14），（4.15）のようになる．
∂Lt
∂xit
= HTt
(
Ri→nt
)−1 (
xi→nt − h
(
z i→nt ,μ
i
t
)−H t (xit − μit))+ (Σit)−1 (xit −μit)
(4.14)
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∂2Lt
∂xit
2 = H
T
t
(
Ri→nt
)−1
H t +
(
Σit
)−1
=:
(
Ψit
)−1
(4.15)
ここで，Ψitは，Lt(x
i→n
t ,x
i
t)の曲率を規定する．Ltの一次導関数をゼロにすると，確率
分布p(xi→nt | z i→nt , xit)の平均値が得られる．このとき，式（4.14）は，次の式（4.16）
のようになる．
HTt
(
Ri→nt
)−1 (
xi→nt − h
(
z i→nt ,μ
i
t
)−H t (xit − μit)) = (Σit)−1 (xit −μit) (4.16)
式（4.16）の等式をxitについて解くと，次の式（4.17）のようになる．
⇔ HTt
(
Ri→nt
)−1 (
xi→nt − h
(
z i→nt ,μ
i
t
)
+H tμ
i
t
)−HTt (Ri→nt )−1H txit =(
Σit
)−1
xit −
(
Σit
)−1
μit
⇔ HTt
(
Ri→nt
)−1
H tx
i
t +
(
Σit
)−1
xit =
HTt
(
Ri→nt
)−1 (
xi→nt − h
(
z i→nt ,μ
i
t
)
+H tμ
i
t
)
+
(
Σit
)−1
μit
⇔
(
HTt
(
Ri→nt
)−1
H t +
(
Σit
)−1)
xit =
HTt
(
Ri→nt
)−1 (
xi→nt − h
(
z i→nt ,μ
i
t
)
+H tμ
i
t
)
+
(
Σit
)−1
μit
⇔ (Ψit)−1xit =HTt (Ri→nt )−1 (xi→nt − h (z i→nt ,μit)+H tμit)+ (Σit)−1μit
⇔ xit = Ψit
[
HTt
(
Ri→nt
)−1 (
xi→nt − h
(
z i→nt ,μ
i
t
)
+H tμ
i
t
)
+
(
Σit
)−1
μit
]
(4.17)
この結果を利用して，次の式（4.18）で定義される二次関数Lt(xi→nt ,x
i
t)を作成する．
Lt
(
xi→nt ,x
i
t
)
=
1
2
(
xit −Ψit
[
HTt
(
Ri→nt
)−1
D1 +
(
Σit
)−1
μit
])T (
Ψit
)−1
(
xit −Ψit
[
HTt
(
Ri→nt
)−1
D1 +
(
Σit
)−1
μit
])
(4.18)
ただし，D1とΨitは，
D1 ≡ xi→nt − h
(
z i→nt ,μ
i
t
)
+H tμ
i
t
Ψit ≡
(
HTt
(
Ri→nt
)−1
H t + (Σ
m
t )
−1
)−1
とする．
式（4.18）は，式（4.11）を満たす二次関数の中で唯一のものではない．しかしなが
ら，このLt(xi→nt ,x
i
t)は，正規分布の負の指数部として一般的な二次形式である．実際，
次の式（4.19）は，変数xitに対する有効な確率密度関数である．
det
(
2πΨit
)−1
2 exp{−Lt
(
xi→nt ,x
i
t
)} (4.19)
確率密度関数の積分は1であることから，次の式（4.20）を得る．
∫
exp{−Lt
(
xi→nt ,x
i
t
)}dxi = det (2πΨit)
1
2 (4.20)
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この式（4.20）から，xi→nt 上の分布を計算する問題において，Lt(x
i→n
t ,x
i
t)の積分値が
定数になる．正規化の記号ηに，この積分値を組み入れることにより，次の式（4.21）を
得る．
p
(
xi→nt | z i→nt ,xit
)
= ηexp{−Lt
(
xi→nt
)}
∫
exp{−Lt
(
xi→nt ,x
i
t
)}dxi
= ηexp{−Lt
(
xi→nt
)} (4.21)
次に，関数Lt(xi→nt )を決定する．Lt(x
i→n
t )は，式（4.11）で定義されたLtと式（4.18）
で定義されたLt(xi→nt ,x
i
t)の差であるから，次の式（4.22）となる．
Lt
(
xi→nt
)
= Lt − Lt
(
xi→nt ,x
i
t
)
Lt
(
xi→nt
)
=
1
2
(
xi→nt − h
(
z i→nt ,μ
i
t
)−H t (xit − μit))T (Ri→nt )−1(
xi→nt − h
(
z i→nt ,μ
i
t
)−H t (xit − μit))
+
1
2
(
xit −μit
)T (
Σit
)−1 (
xit −μit
)
− 1
2
(
xit −Ψit
[
HTt
(
Ri→nt
)−1
D1 +
(
Σit
)−1
μit
])T (
Ψit
)−1
(
xit −Ψit
[
HTt
(
Ri→nt
)−1
D1 +
(
Σit
)−1
μit
])
(4.22)
ただし，D1とΨitは，
D1 ≡ xi→nt − h
(
z i→nt ,μ
i
t
)
+H tμ
i
t
Ψit ≡
(
HTt
(
Ri→nt
)−1
H t + (Σ
m
t )
−1
)−1
とする．
ここで，式（4.22）のΨitを(H
T
t (R
i→n
t )
−1
H t + (Σ
i
t)
−1
)に戻して，整理すると，次の
式（4.23）のようになる．
Lt
(
xi→nt
)
=
1
2
(
xi→nt − h
(
z i→nt ,μ
i
t
)
+H tμ
i
t
)T (
Ri→nt
)−1
(
xi→nt − h
(
z i→nt ,μ
i
t
)
+H tμ
i
t
)
+
1
2
(
μit
)T (
Σit
)−1
μit
− 1
2
[
HTt
(
Ri→nt
)−1 (
xi→nt − h
(
z i→nt ,μ
i
t
))
+
(
Σit
)−1
μit
]T
(
HTt
(
Ri→nt
)−1
H t +
(
Σit
)−1)−1
[
HTt
(
Ri→nt
)−1 (
xi→nt − h
(
z i→nt ,μ
i
t
))
+
(
Σit
)−1
μit
]
(4.23)
式（4.23）は，Lt(xi→nt )の二次式となり，p ( x
i→n
t | z i→nt , xit )が正規分布であること
を意味している．この分布の平均と分散は，Lt(xi→nt )の最小値と曲率である．これらは，
一次，二次導関数をxi→nt に対して計算することで得ることが可能である．
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式（4.23）の一次導関数は，次の式（4.24）になる．
∂Lt (x
i→n
t )
∂xi→nt
=
(
Ri→nt
)−1 (
xi→nt − h
(
z i→nt ,μ
i
t
)
+H tμ
i
t
)
− (Ri→nt )−1H t
(
HTt
(
Ri→nt
)−1
H t +
(
Σit
)−1)−1
[
HTt
(
Ri→nt
)−1 (
xi→nt − h
(
z i→nt ,μ
i
t
))
+
(
Σit
)−1
μit
]
=
[(
Ri→nt
)−1 − (Ri→nt )−1H t
(
HTt
(
Ri→nt
)−1
H t +
(
Σit
)−1)−1
HTt
(
Ri→nt
)−1]
(
xi→nt − h
(
z i→nt ,μ
i
t
)
+H tμ
i
t
)
− (Ri→nt )−1H t
(
HTt
(
Ri→nt
)−1
H t +
(
Σit
)−1)−1 (
Σit
)−1
μit (4.24)
ここで，逆行列の補題を用いると，式（4.24）は，次の式（4.25）となる．
(
Ri→nt
)−1 − (Ri→nt )−1H t
(
HTt
(
Ri→nt
)−1
H t +
(
Σit
)−1)−1
HTt
(
Ri→nt
)−1
=
(
Ri→nt +H tΣ
i
tH
T
t
)−1
(4.25)
式（4.25）より，式（4.24）は，次の式（4.26）のように書き表すことが可能である．
∂Lt (x
i→n
t )
∂xi→nt
=
(
Ri→nt +H tΣ
i
tH
T
t
)−1 (
xi→nt − h
(
z i→nt ,μ
i
t
)
+H tμ
i
t
)
− (Ri→nt )−1H t
(
HTt
(
Ri→nt
)−1
H t +
(
Σit
)−1)−1 (
Σit
)−1
μit (4.26)
Lt(x
i→n
t )の最小値は，式（4.26）の一次導関数がゼロのときに得られる．このとき，
式（4.26）は，次の式（4.27）のようになる．
(
Ri→nt +H tΣ
i
tH
T
t
)−1 (
xi→nt − h
(
z i→nt ,μ
i
t
)
+H tμ
i
t
)
=
(
Ri→nt
)−1
H t
(
HTt
(
Ri→nt
)−1
H t +
(
Σit
)−1)−1 (
Σit
)−1
μit (4.27)
この等式（4.27）をxi→nt について解くと，次の式（4.28）を得る．
xi→nt = h
(
z i→nt ,μ
i
t
)−H tμit
+
(
Ri→nt +H tΣ
i
tH
T
t
) (
Ri→nt
)−1
H t
(
HTt
(
Ri→nt
)−1
H t +
(
Σit
)−1)−1 (
Σit
)−1
μit
= h
(
z i→nt ,μ
i
t
)−H tμit
+ H t
(
I +ΣitH
T
t
(
Ri→nt
)−1
H t
)(
ΣitH
T
t
(
Ri→nt
)−1
H t + I
)−1
μit
= h
(
z i→nt ,μ
i
t
)−H tμit +H tμit
= h
(
z i→nt ,μ
i
t
)
(4.28)
ここで，式（4.28）の右辺は，式（4.6）から，次の式（4.29）のようになる．
h
(
z i→nt ,μ
i
t
)
= μit +
oT iz
i→n
t (4.29)
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式（4.29）から，Lt(xi→nt )の最小値は，次の式（4.30）のように表せる．
μi→nt = μ
i
t +
oT iz
i→n
t (4.30)
この式（4.30）は，確率密度分布p ( xi→nt | z i→nt , xit )の平均値を表す．
次に，Lt(xi→nt )の二次導関数は，次の式（4.31）のようになる．
∂2Lt (x
i→n
t )
∂xi→nt
=
(
H tΣ
i
tH t +R
i→n
t
)−1
(4.31)
ここで，式（4.31）は，確率密度分布p ( xi→nt | z i→nt , xit )の共分散行列を表す．この
ことから，次の式（4.32）のように定義する．
Σi→nt =: H tΣ
i
tH t +R
i→n
t (4.32)
この式（4.30），（4.32）から，式（4.3）は，次の式（4.33）のようなガウス分布となる．
p
(
xi→nt | z i→nt , zn→it−1 ,xit
)
=
∫
p
(
xi→nt | z i→nt ,xit
)
p
(
xit | zn→it−1 , z i→nt−2 ,xnt−1
)
dxi
∼ N (xi→nt ;μi→nt ,Σi→nt ) (4.33)
移動ロボットiは，自身が推定した移動ロボットnの状態xi→nt の確率密度分布p( x
i→n
t |
z i→nt , z
i→n
t−1 , x
i
t )を移動ロボットnに送信する．
4.3.4 受信した位置推定結果の統合手法
本節では，移動ロボットiの自身の周囲に存在するNm台の移動ロボットmにより，位
置を推定した結果を移動ロボットiが受信し，統合する手法について述べる．
移動ロボットiは，自身の周囲に存在するNm台の移動ロボットが推定した自身の状態
xm→it の確率密度分布をp
(
xm→it | zm→it , z i→mt−1 ,xmt
)
を受け取る．そして，移動ロボットi
は，この確率密度分布p(xm→it | zm→it , z i→mt−1 , xmt )を統合する．ここで，各移動ロボットか
ら得られる確率密度分布p(xm→it | z i→mt ,zm→it−1 ,xit)は，ステップtにおいて，各移動ロボッ
トがそれぞれ個々に推定する．このことから，p(xm→it | z i→mt ,zm→it−1 ,xit)は，独立と仮定
することが可能である．したがって，ガウス確率密度関数の積の性質により，移動ロ
ボットiは，次の式（4.34）の平均値μitと共分散行列Σ
i
tに従う確率密度分布p(x
m→i
t | z i→mt ,
zm→it−1 ,x
i
t)を得る．
p
(
xit | zm→it , zm→it−1 ,xmt
)
=
∏
Nm
p
(
xm→it | zm→it , z i→mt−1 ,xmt
)
∼
∏
Nm
N
(
xm→it ;μ
m→i
t ,Σ
i→m
t
)
∼ N (xit;μit,Σit) (4.34)
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⎧⎨
⎩
μit = S
−1
i
(∑
Nm
(Σm→it )
−1
μm→it
)
Σit = S
−1
i
ただし，Siは，
Si ≡
∑
Nm
(
Σm→it
)−1
とする．
4.3.5 計測更新手法
本節では，移動ロボットiが自身の周囲に存在するNm台の移動ロボットmを計測し，
計測更新を行う手法について述べる．本節における各移動ロボットの計測更新式は，次
の式（4.35）である．
p
(
z i→mt | xit,xmt
)
= ηp
(
z i→mt | xit
)× p (xit | zm→it , z i→mt−1 ,xmt ) (4.35)
式（4.35）のp(xit | zm→it , z i→mt , xmt )の平均，共分散は，4.3.4節のμit，Σitで与えられて
いる．式（4.35）のp(z i→mt | xit)は，次の式（4.36）により与えられる平均値と共分散行
列Qi→mt に従うガウス関数である．
z i→mt = h
(
xit
)
(4.36)
h
(
xit
)
= oT iz
i→m
t
式（4.36）は非線形であるため，h (xit)をμ
i
t周りのテイラー展開による線形化により，
次の式（4.37）を得る．
h
(
xit
) ≈ h (μit)+H it (xnt − μit) (4.37)
ただし，Htは，
H it ≡
∂h (xit)
∂xit
とする．
このことから，式（4.35）のp(z i→mt | xit, xmt )は，次の式（4.38）のようなガウス関数
になる．
p
(
z i→mt | xit,xmt
) ∼ N (z i→mt ; h (μit)+H it (xit − μit) ,Qi→mt ) (4.38)
式（4.38）から，式（4.35）は，次の式（4.39）のような指数関数で与えられる．
p
(
z i→mt | xit,xmt
)
= ηexp{−Jt} (4.39)
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このJtは，次の式（4.40）のように表せる．
Jt =
1
2
(
z i→mt − h
(
μit
)−H it (xit − μit))T (Qi→mt )−1 (z i→mt − h (μit)−H it (xit −μit))
+
1
2
(
xit −μit
)T (
Σit
)−1 (
xit − μit
)
(4.40)
式（4.40）の関数Jtは，xitの二次関数である．このことから，式（4.40）の関数Jtのx
i
t
に対する一次，二次導関数を計算すると，次の式（4.41），（4.42）となる．
∂Jt
∂xit
= − (H it)T (Qi→mt )−1 (z i→mt − h (μit)−H it (xit −μit))+ (Σit)−1 (xit −μit)
(4.41)
∂2Jt
∂xit
2 =
(
H it
)T (
Qi→mt
)−1
H it +
(
Σit
)−1
(4.42)
式（4.42）の右辺はp(z i→mt | xit, xmt )の共分散の逆行列である．このことから，次の式
（4.43）が得られる．
Σ¯
i
t =
((
H it
)T (
Qi→mt
)−1
H it +
(
Σit
)−1)−1
(4.43)
p(z i→mt | xit, xmt )の平均値は，二次関数Jtの最小値である．これは，関数Jtの一次導関
数の値をゼロとしてxitを求めることで計算できる．ここで，x
i
tをμ¯
i
tに置き換える．この
とき，式（4.41）は，次の式（4.44）のようになる．
(
H it
)T (
Qi→mt
) (
z i→mt − h
(
μit
)−H it (μ¯it − μit)) = (Σit)−1 (μ¯it −μit) (4.44)
式（4.44）の左辺は，次の式（4.45）のようになる．
(
H it
)T (
Qi→mt
)−1 (
z i→mt − h
(
μit
)−H it (μ¯it − μit))
=
(
H it
)T (
Qi→mt
)−1 (
z i→mt − h
(
μit
))− (H it)T (Qi→mt )−1H it (μ¯it −μit) (4.45)
式（4.45）を式（4.44）に代入すると，次の式（4.46）のようになる．
(
H it
)T (
Qi→mt
)−1 (
z i→mt − h
(
μit
))
=
((
H it
)T (
Qi→mt
)−1
H it +
(
Σit
)−1) (
μ¯it − μit
)
(4.46)
ここで，式（4.46）の((H it)
T
(Qi→mt )
−1
H it + (Σ
i
t)
−1
)は，式（4.43）より，(Σ¯it)
−1と
なるので，式（4.47）を得る．
Σ¯
i
t
(
H it
)T (
Qi→mt
)−1 (
z i→mt − h
(
μit
))
= μ¯it −μit (4.47)
式（4.47）のΣ¯it (H
i
t)
T
(Qi→mt )
−1 を次の式（4.48）のように定義する．
Kt = Σ¯
i
t
(
H it
)T (
Qi→mt
)−1
(4.48)
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式（4.48）より，式（4.47）は，次の式（4.49）のようになる．
μ¯it = μ
i
t +Kt
(
z i→mt − h
(
μit
))
(4.49)
ここで，Ktを次のように変換する．
Kt = Σ¯
i
t
(
H it
)T (
Qi→mt
)−1
= Σ¯
i
t
(
H it
)T (
Qi→mt
)−1 (
H itΣ
i
t
(
H it
)T
+Qi→mt
)(
H itΣ
i
t
(
H it
)T
+Qi→mt
)−1
= Σ¯
i
t
((
H it
)T (
Qi→mt
)−1
H itΣ
i
t
(
H it
)T
+
(
H it
)T (
Qi→mt
)−1
Qi→mt
)(
H itΣ
i
t
(
H it
)T
+Qi→mt
)−1
= Σ¯
i
t
((
H it
)T (
Qi→mt
)−1
H itΣ
i
t
(
H it
)T
+
(
H it
)T)(
H itΣ
i
t
(
H it
)T
+Qi→mt
)−1
= Σ¯
i
t
((
H it
)T (
Qi→mt
)−1
H itΣ
i
t
(
H it
)T
+
(
Σit
)−1
Σit
(
H it
)T)(
H itΣ
i
t
(
H it
)T
+Qi→mt
)−1
= Σ¯
i
t
((
H it
)T (
Qi→mt
)−1
H it +
(
Σit
)−1)
Σit
(
H it
)T (
H itΣ
i
t
(
H it
)T
+Qi→mt
)−1
= Σ¯
i
t
(
Σ¯
i
t
)−1
Σit
(
H it
)T (
H itΣ
i
t
(
H it
)T
+Qi→mt
)−1
= Σit
(
H it
)T (
H itΣ
i
t
(
H it
)T
+Qi→mt
)−1
(4.50)
ここで，式（4.43）の右辺に逆行列の補題を適用すると次の式（4.51）のようになる．
((
H it
)T (
Qi→mt
)−1
H it +
(
Σit
)−1)−1
= Σit −Σit
(
H it
)T (
Qi→mt +H
i
tΣ
i
t
(
H it
)T)−1
H itΣ
i
t
(4.51)
このことから，式（4.43）は，式（4.50），（4.51）より，次の式（4.52）となる．
Σ¯
i
t =
((
H it
)T (
Qi→mt
)−1
H it +
(
Σit
)−1)−1
= Σit −Σit
(
H it
)T (
Qi→mt +H
i
tΣ
i
t
(
H it
)T)−1
H itΣ
i
t
=
[
I −Σit
(
H it
)T (
Qi→mt +H
i
tΣ
i
t
(
H it
)T)−1
H it
]
Σit
=
[
I −KtH it
]
Σit (4.52)
このことから，移動ロボットiは，周囲の移動ロボットを計測し，式（4.49）の平均値
μ¯itと式（4.52）の共分散行列Σ¯
i
tに従う確率密度分布p(z
i→m
t | xit, xmt )を得ることにより，
計測更新を行う．以上より，各移動ロボットは，4.3.3∼ 4.3.5のように，Figure.4.2によ
り，自己位置を推定する．各移動ロボットは，動作中に上記のアルゴリズムを繰り返す．
次章では，本節で提案したアルゴリズムの検証のためのシミュレーション実験について
述べる．
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4.4 シミュレーション実験
本節では，本章で提案した2台の全方位カメラを搭載した移動ロボット群の協調位置
推定手法の検証を行うためのシミュレーション実験について述べる．このシミュレー
ション実験では，移動ロボット1∼4が相互に計測したときに，移動ロボット1が自己位置
を推定可能か検証を行った．
ここでは，2つのパターンのシミュレーション実験について述べる．シミュレーション
1では，移動ロボット1が3台の停止した移動ロボットの間を直進した場合のシミュレー
ション実験である．シミュレーション2では，移動ロボット1が3台の停止した移動ロボッ
トの間を直進し，移動ロボット1が動作した10ステップ後に移動ロボット2が動作した場
合のシミュレーション実験である．
4.4.1 シミュレーション実験1
シミュレーション実験1は，Figure.4.3のように移動ロボット1が行動を行った場合，
移動ロボット1が位置推定可能か検証する．Figure.4.3において，三角形は移動ロボット
1であり，アスタリスクは移動ロボット2であり，ひし形は移動ロボット3であり，四角
形は移動ロボット4である．移動ロボット1∼4の初期位置は，それぞれ，（−1.0，−0.5，
1.0），（1.0，−1.0，1.0），（0.0，0.0，1.0），（0.5，−1.5，1.0）である．そして，移動ロ
ボット1は，Figure.4.3の矢印の方向へ直進する．このとき，移動ロボット1は，1ステッ
プ，0.1の間隔で動作し，位置推定を行う．移動ロボット1は，x− y面上を行動する．ま
た，移動ロボット2∼4は，停止しているとする．シミュレーションステップは，20ステッ
プとした．この条件において，移動ロボット1が位置推定可能か検証を行った．
シミュレーション結果をFigure.4.4∼4.8に示す．Figure.4.4はxy座標の値を示し，Figure.4.5
はxz座標の値を示す．Figure.4.4，4.5において，黒点は移動ロボット1の真値を示し，三
角形は移動ロボット1が推定した位置を示す．Figure.4.6 ∼ 4.8は，それぞれのステップ
における移動ロボット1のx，y，zのそれぞれの誤差の値を示す．
Figure.4.4，4.5から，移動ロボット1の推定位置は，ステップ7のときに，移動ロボッ
ト1の真値から離れていることが確認できる．しかしながら，ステップ7のあと，移動ロ
ボット1は真値に近い位置に推定ができている．また，Figure.4.6 ∼ 4.8からも，ステッ
プ7のあとに，移動ロボット1が位置推定可能であることを示している．これは，移動ロ
ボット1がはじめ観測可能な移動ロボットの数が少ないために位置推定誤差が大きくなり，
その後，移動ロボット1が観測可能なロボットの数が増えたことから，位置推定誤差が
小さくなったと考えられる．このことから，本シミュレーションケースにおける結果は，
移動ロボット1と周囲の移動ロボットが相互に計測するときに，移動ロボットの台数が増え
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Figure 4.3: The mobile robot 1 moves in the simulation 1
ることにより，位置推定が可能であり，さらに，位置推定精度も向上することを示した．
4.4.2 シミュレーション実験2
シミュレーション実験2は，Figure.4.9のように移動ロボット1が行動を行った場合，
移動ロボット1が位置推定可能か検証する．Figure.4.9において，三角形は移動ロボット
1であり，アスタリスクは移動ロボット2であり，ひし形は移動ロボット3であり，四角
形は移動ロボット4である．移動ロボット1∼4の初期位置は，それぞれ，（−1.0，−0.5，
1.0），（1.0，−1.0，1.0），（0.0，0.0，1.0），（0.5，−1.5，1.0）である．そして，移動ロ
ボット1と2は，Figure.4.9の矢印の方向へ直進する．このとき，移動ロボット1は，1ス
テップ，0.1の間隔で動作し，位置推定を行う．移動ロボット1は，x− y面上を行動す
る．移動ロボット2は，移動ロボット1の動作開始から10ステップ後に，移動を開始する．
そして，移動ロボット2も，x− y面上を行動する．また，移動ロボット3，4は，停止し
ているとする．シミュレーションステップは，20ステップとした．この条件において，
移動ロボット1が位置推定可能か検証を行った．
シミュレーション結果をFigure.4.10∼4.14に示す．Figure.4.10はxy座標の値を示し，
Figure.4.11はxz座標の値を示す．Figure.4.10，4.11において，黒点は移動ロボット1の
真値を示し，三角形は移動ロボット1が推定した位置を示す．Figure.4.12 ∼ 4.14は，そ
れぞれのステップにおける移動ロボット1のx，y，zのそれぞれの誤差の値を示す．
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Figure 4.4: Result of simulation 1 (xy-coordinates)
Figure 4.5: Result of simulation 1 (xz-coordinates)
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Figure 4.6: Result of simulation 1 (x-error value)
Figure 4.7: Result of simulation 1 (y-error value)
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Figure 4.8: Result of simulation 1 (z-error value)
Figure 4.9: The mobile robots 1 and 2 move in the simulation 2
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Figure.4.10，4.11から，移動ロボット1が位置推定可能であることを示している．移
動ロボット2が動作を開始したとき，移動ロボット1の推定位置は，真値から離れている
が，その後，移動ロボット1は，真値に近い位置を推定していることが確認できる．
また，Figure.4.12 ∼ 4.14から，移動ロボット2が動作開始後，移動ロボット1のx，y
の座標が移動ロボット1の真値から離れていることを示しているが，移動ロボット2の動
作後，移動ロボット1が再び，真値に近い位置に推定可能であることを示している．
これは，移動ロボット2が動作を開始したことにより，移動ロボット2が移動ロボット
1の観測範囲外になったため，移動ロボット1の位置推定誤差が大きくなったと考えられ
る．しかしながら，再び，移動ロボット2が移動ロボット1の観測範囲に入ったため，位
置推定誤差が小さくなったと考えられる．以上から，本シミュレーションケースにおい
て，移動ロボットの観測範囲外から再び，範囲内に入った場合においても，位置推定可
能であることを示した．
Figure 4.10: Result of simulation 2 (xy-coordinates)
4.5 おわりに
本章では，ベイズフィルタ[61]をもとにした協調型位置推定手法を提案した．そして，
2台の全方位カメラ間の位置・姿勢におけるパラメータは正確に得られていると仮定し，
カメラが捉えた画像のピクセル誤差により，計測データが乱されたと仮定した．このピ
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Figure 4.11: Result of simulation 2 (xz-coordinates)
Figure 4.12: Result of simulation 2 (x-error value)
- 67 -
第4章 ロボットの観察の不確かさに着目した確率アプローチによる複数台ロボットの協調位置推定手法
Figure 4.13: Result of simulation 2 (y-error value)
Figure 4.14: Result of simulation 2 (z-error value)
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クセル誤差により乱された各移動ロボット間の計測データを用いて，各移動ロボットは
周囲の移動ロボットと相互に観測し，自身の状態を推定する手法の提案を行った．提案
手法の有効性を確認するために，シミュレーション実験を行った．シミュレーション実
験では，2つの条件において，有効性を確認した．条件1では，移動ロボット1が3台の静
止している移動ロボット2，3，4の間を直線的に移動する場合に移動ロボット1が位置推
定可能であるかを検証した．条件1のシミュレーション結果は，7ステップ目に移動ロ
ボット1が推定した位置は，自身が存在する正しい位置から外れていたが，その後のス
テップで移動ロボット1は，正しい位置に近い位置を推定可能であることを確認した．
条件2では，移動ロボット1が3台の静止している移動ロボット2，3，4の間を直線的に移
動し，10ステップ目に移動ロボット2が移動する場合に移動ロボット1が位置推定可能で
あるか検証した．条件2のシミュレーション結果は，静止していた移動ロボット2が動き
始めたときに，移動ロボット1が推定した位置は自身がいる正しい位置から外れていた．
しかしながら，この条件においても，その後のステップで移動ロボット1は自分が存在
する正しい位置に近い位置を推定可能であることを確認した．このことから，本章で提
案した手法は，複数台の移動ロボットの計測値を統合することにより，移動ロボットの
位置推定が可能であると言える．
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第5章
各ロボットに搭載される
カメラのキャリブレーションと
ロボットの位置の同時推定手法
5.1 はじめに
本章では，第3章，第4章で提案した手法をもとにした，2台の全方位カメラ間の位置・
姿勢のパラメータとホワイトノイズにより乱された計測値から移動ロボットの自己位置を
同時に推定する手法について述べる．提案手法の有効性を検証のためのシミュレーション
実験を行った．シミュレーション実験では，まず，移動ロボット1が動作し，移動ロボッ
ト2，3が停止する．10ステップ後に，移動ロボット1が停止し，移動ロボット2，3が動
作する．そして，さらに，10ステップ後に，移動ロボット1が動作し，移動ロボット2，
3が停止する．各移動ロボットがこの動作を交互に行ったときに，2台の全方位カメラ間の
位置・姿勢のパラメータ位置推定が可能であるかどうか検証を行った．各移動ロボット
は，1ステップ，0.1の間隔で移動し，他の移動ロボットの計測を行い，10ステップごと
に2台の全方位カメラ間の位置・姿勢に関するパラメータの推定と同時に自己位置の推
定を行う．シミュレーションの結果は，各移動ロボットは自身が存在する正しい位置に
近い値を推定可能であることを確認し，2台の全方位カメラ間の位置・姿勢のパラメー
タも真値に近い値を推定可能であることを示した．以上について，5.2節で問題の定式化
について述べ，5.3節でカメラキャリブレーションとロボット位置の同時推定手法につい
て述べ，5.4節でシミュレーション実験について述べ，5.5節でおわりにについて述べる．
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5.2 問題の定式化
本節では，本章における問題の定式化について述べる．
本章においても，Figure.5.1のように，システム内の各移動ロボットは，垂直に2台の
全方位カメラを搭載する．全方位カメラは，全方位ミラーアタッチメントと市販PCカ
メラを組み合わせたものである．
各移動ロボットは，この2台の全方位カメラにより，周囲の移動ロボットに搭載され
ているマーカを観測する．このとき，各移動ロボットに搭載した下側の全方位カメラか
ら観測した移動ロボットのマーカまでの距離・方向を計測し，自身の位置を推定する．
robot:x
upper
omni-camera
lower 
omni-camera
marker
and
attachment
robot:n
robot:i
spacer
and
attachment
Figure 5.1: The composition of mobile robots in this section
Figure.5.2は，Figure.5.1の移動ロボットiに搭載した2台の全方位カメラと移動ロボッ
トnに搭載したマーカの幾何関係を示したものである．Figure.5.2のXn ( Xn , Yn , Zn )
は，移動ロボットiが観測する周囲の移動ロボットnに搭載されているマーカの絶対座標で
ある．i1u1n ( i1u1n , i1v1n )，i2u2n ( i2u2n , i2v2n )は，移動ロボットiが移動ロボットnに
搭載されているマーカを観測して得た上下の全方位カメラの画像座標である．Figure.5.2
の添え字1は各移動ロボットに搭載した全方位カメラの下側を，2は上側を示す．i1，i2は
移動ロボットiに搭載した上下の全方位カメラの座標系を表す．また，i1d1nは移動ロボッ
トiに搭載した下側の全方位カメラから移動ロボットnに搭載したマーカまでのベクトル
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X Y
u
v
u
upper omni-camera
lower omni-camera
i2
i2
i2
i2
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Zi2
Zi1
Yi1
vi1
ui1
Xi1
Oi1
i2
2n(    u    ,    v    )2n 2n
i2 i2
di1 12
di1 1n
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Xn(X   ,Y   ,Z  )n n n
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(   dx    ,   dy    ,   dz    )i1 i1 i112 12 12
(   dx    ,   dy    ,   dz    )i1
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(   dx    ,   dy    ,   dz     )i2 i2 i22n 2n 2n
Figure 5.2: The geometric relation of two omnidirectional cameras equipped on the
robot i and the marker equipped robot n
を表し，i2d2nは移動ロボットiに搭載した上側の全方位カメラから移動ロボットnに搭載
したマーカまでのベクトルを表す．i1d12は，上下の全方位カメラ間のベクトルを表す．
Figure.5.2において，移動ロボットiに搭載した上下の全方位カメラと移動ロボット
nに搭載したマーカとの関係は，移動ロボットiに搭載した上下の全方位カメラが獲得
する画像座標と移動ロボットnに搭載したマーカの絶対座標の関係は，次の式（5.1）∼
（5.4）のようになる．
i1u1n =
i1dx1nf1(b
2
1 − c21)
(b21 + c
2
1)
i1dz1n − 2b1c1D1 (5.1)
i1v1n =
i1dy1nf1(b
2
1 − c21)
(b21 + c
2
1)
i1dz1n − 2b1c1D1 (5.2)
ただし，D1は，
D1 ≡
√
(i1dx1n)2 + (i1dy1n)2 + (i1dz1n)2
とする．
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i2u2n =
i2dx2nf2(b
2
2 − c22)
(b22 + c
2
2)
i2dz2n − 2b2c2D2 (5.3)
i2v2n =
i2dy2nf2(b
2
2 − c22)
(b22 + c
2
2)
i2dz2n − 2b2c2D2 (5.4)
ただし，D2は，
D2 ≡
√
(i2dx2n)2 + (i2dy2n)2 + (i2dz2n)2
とする．
式（5.1）∼（5.4）のi1dx1n，i1dy1n，i1dz1n，i2dx2n，i2dy2n，i2dz2nは，移動ロボット
iに搭載した上下の全方位カメラから移動ロボットnに搭載したマーカまでのベクトル
i1d1n，i2d2nの各成分を表す．式（5.3），（5.4）の座標系をi1に統一するために，次の式
（5.5）ように座標変換を行う．式（5.5）のi1T i2は，座標変換行列である．
i1d2n =
i1T i2
i2d2n (5.5)
i1d1nは，Figure.5.2に示す幾何関係から次の式（5.6）ように書き表すことができる．
i1d1n =
i1d12 +
i1d2n (5.6)
以上の式（5.5）と（5.6）を用いて式（5.1）∼（5.4）は，次の（5.7）∼（5.10）よう
に書き換えられる．
((
b21 − c21
)
f1
)
i1dx2n −
((
b21 + c
2
1
)
i1u1n
)
i1dz2n
+
((
b21 − c21
)
f1
i1dx12 −
(
b21 + c
2
1
)
i1u1n
i1dz12
)
+ (2b1c1
i1u1n)Dˇ1 = 0 (5.7)
((
b21 − c21
)
f1
)
i1dy2n −
((
b21 + c
2
1
)
i1v1n
)
i1dz2n
+
((
b21 − c21
)
f1
i1dy12 −
(
b21 + c
2
1
)
i1v1n
i1dz12
)
+ (2b1c1
i1u1n)Dˇ1 = 0 (5.8)
ただし，Dˇ1は，
Dˇ1 ≡
√
(i1dx12 + i1dx2n)2 + (i1dy12 + i1dy2n)2 + (i1dz12 + i1dz2n)2
とする．
((
b22 − c22
)
f2t11 −
(
b22 + c
2
2
)
i2u2nt31
)
i1dx2n
+
((
b22 − c22
)
f2t12 −
(
b22 + c
2
2
)
i2u2nt32
)
i1dy2n
+
((
b22 − c22
)
f2t13 −
(
b22 + c
2
2
)
i2u2nt33
)
i1dz2n
+ (2b2c2
i2u2n)Dˇ2 = 0 (5.9)
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((
b22 − c22
)
f2t21 −
(
b22 + c
2
2
)
i2v2nt31
)
i1dx2n
+
((
b22 − c22
)
f2t22 −
(
b22 + c
2
2
)
i2v2nt32
)
i1dy2n
+
((
b22 − c22
)
f2t23 −
(
b22 + c
2
2
)
i2v2nt33
)
i1dz2n
+ (2b2c2
i2v2n)Dˇ2 = 0 (5.10)
ただし，Dˇ2
Dˇ2 ≡
√
(i1dx12 + i1dx2n)2 + (i1dy12 + i1dy2n)2 + (i1dz12 + i1dz2n)2
式（5.9），（5.10）のt11∼t33は，座標変換行列i1T i2の各要素である．また，i1d12は，2台
の全方位カメラ間のベクトルである．この2つのパラメータi1d12，i1T i2は，事前にキャ
リブレーションをすることにより，式（5.7）∼（5.10）のパラメータa1，b1，a2，b2は，
全方位カメラの全方位ミラーアタッチメントを設計時に決定される値である．また，パ
ラメータc1，c2は，パラメータa1，b1，a2，b2より，決定される値である．そして，パラ
メータf1，f2は，カメラの焦点距離であり，本研究では，市販のPCカメラを用いるた
め，市販PCカメラの焦点距離を用いる．
式（5.7）∼（5.10）において，各パラメータa1，b1，c1，f1，a2，b2，c2，f2，i1d12，
i1T i2が既知で正確であると仮定する．この条件において，移動ロボットiは，移動ロボッ
トjを観測して，画像座標i1u1n，i2u2nを得た場合，式（5.7）∼（5.10）は，移動ロボッ
トiと移動ロボットnの間のベクトルi1d2nの各要素が未知となる4つの方程式となる．
ここで，2.2節より，パラメータa1，b1，a2，b2は全方位ミラーの形状であり，各値は
設計時に決定する．また，c1，c2は，a1，b1，a2，b2によって決定する値である．f1，f2
はカメラの焦点距離である．f1，f2の各値は，本研究では市販PCカメラの値を用いるこ
とから既知である．
このことから，本章においても，a1，b1，c1，f1，a2，b2，c2，f2は正確であると仮定
する．次に，上下の全方位カメラ間のベクトルi1d12と，上下の全方位カメラ間の座標変
換行列i1T i2は上下の全方位カメラ間の位置・姿勢を決定するパラメータである．このパ
ラメータは，キャリブレーションを行うことで推定することが可能である．キャリブ
レーションを行う移動ロボットの台数が少なければ，移動ロボットが探査を行う前に，
各移動ロボットにキャリブレーションを行うことは，問題とならない．しかし，移動ロ
ボットの台数が多くなると，各移動ロボットに対して，キャリブレーションを行う時間
が多大になる問題が発生する．また，これらのパラメータを推定した場合においても，
計算誤差などのホワイトノイズが発生する．さらには，各全方位カメラが獲得した画像
のピクセル誤差なども考慮しなければならない．
次に，各全方位カメラが獲得した画像座標のピクセル誤差，パラメータの計算誤差な
どのホワイトノイズにより，乱れた計測値を用いた位置推定問題の定式化について述べ
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る．各カメラが捉える画像のピクセル誤差や演算誤差，2台の全方位カメラ間の位置・
姿勢のパラメータ誤差などにより，計測データが乱れ，不正確な値となる．各移動ロ
ボットは，この乱れた計測データを用いて，自己位置推定を行うため，正確な自己位置
推定を行うことは困難である．
そこで，本章では，2台の全方位カメラ間の位置・姿勢のパラメータが正確に得られ
ているとした場合に，画像のピクセル誤差や演算誤差などにより，乱れた計測データか
ら各移動ロボットが相互に計測し，この計測データと周囲の移動ロボットの状態から，
各移動ロボットの状態を推定する問題とする．
本章の問題は，次の式（5.11）で与えられる．
p
(
xit | z i→mt ,xm→it ,xmt
)
= η
∫
p
(
xm→it | z i→mt ,xmt
)
p
(
xmt | zm→it−1 , z i→mt−1 ,xit−1
)
dxm
× p (z i→mt | xit,xmt ) (5.11)
式（5.11）は，移動ロボットiが周囲の移動ロボットnを計測し，位置推定を行った場
合である．式（5.11）のηは，正規化のための記号である．式（5.11）のp ( xit | z i→mt ，
zm→it ，x
m
t ）は，移動ロボットiの周囲に存在する移動ロボットn，x，. . .の状態 (m = n，
x，. . . )と相互に計測し，得られる各計測ベクトルzi→mt とz
m→i
t から得られる移動ロボッ
トiの状態xitの確率密度分布を意味する．tは，各移動ロボットにおける時間のステップ
数を表す．
式（5.11）の右辺のp ( xm→it | zm→it ，xmt ）は，移動ロボットiを移動ロボットn，x，
. . .（m = n,x,. . .）が計測し，移動ロボットiの状態x itの確率密度分布を推定したことを
表す．また，p ( z i→mt | xit，xmt )は，移動ロボットiが移動ロボットn，x，. . .を計測して
得られる計測ベクトルz i→mt の確率密度分布である．
p ( xmt | z i→mt−1 ，xit−1）は，時刻t− 1における移動ロボットn，x，. . .が状態推定を行っ
たあとの確率密度分布を表す．ここで，移動ロボットn，x，. . .の状態xmt のステップはt
としている．これは，移動ロボットn，x，. . .が，移動ロボットiが移動している間は静
止しているため，移動ロボットn，x，. . .のステップtのときの状態xmt は，ステップt− 1
で推定した状態xmt−1と同じであるとした．
本章では，式（5.7）∼（5.10）と，式（5.11）で定式化された問題を解決するための
自己位置と全方位カメラ間パラメータの同時推定手法を提案する．
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5.3 自己位置と全方位カメラ間パラメータの同時推定手法
5.3.1 前提条件
本章において，各移動ロボットは下記に示す条件により未知空間の探査を行うものと
する．
• 各移動ロボットは，自身が行動，センサデータの収集，状態推定，他のロボット
の通信を行うためのコントローラを搭載している．
• 各移動ロボットは，外界センサとして2台の全方位カメラを搭載している．
• 各移動ロボットは，自身の姿勢を計測できるセンサを搭載している．
• 外界センサとして用いる2台の全方位カメラのカメラ間パラメータは未知である．
• 各移動ロボットは，赤外線通信などの簡易な近距離通信が可能な機器を搭載している．
• 各移動ロボット自身を中心とするある半径の円を計測および通信可能範囲とする．
• 各移動ロボットの通信可能範囲と観測可能な範囲は同じとする．
• 各移動ロボットは，位置推定を行う移動ロボットとその位置推定結果を送信する
移動ロボットの識別は可能である．
• システム内の各移動ロボットは，動作する移動ロボットと，静止している移動ロ
ボットが交互に入れ替わることにより，未知空間内を行動する．
• 絶対座標系における各移動ロボットは，自身の初期状態を知っている．
5.3.2 自己位置と全方位カメラ間パラメータの同時推定手法
本節では，本章で提案する全方位カメラを搭載した移動ロボット群の自己位置と全方
位カメラ間パラメータの同時推定手法について述べる．
Figure.5.3に本章で提案するアルゴリズムのフローチャートを示す．Figure.5.3は，移
動ロボットiが時刻tの時に自身の状態を推定するものである．Figure.5.3において、nは
移動ロボットiの周囲に存在するロボットのことである．移動ロボットnは，移動ロボッ
トiが観測できる移動ロボットであり，移動ロボットnも移動ロボットiを観測できること
とする．このとき，各移動ロボットは，以下の行動を繰り返す．まず，移動ロボットiは
移動し，移動ロボットnは停止している．10ステップ後，移動ロボットiは停止し，移動
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Whether a number of          and          is 10, or not.
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Fusion update for                                       of the robot i  state
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and
Figure 5.3: Flow chart of cooperative position estimation by a mobile robot group
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ロボットnが移動を開始する．さらに，10ステップ後，移動ロボットnが停止し，移動ロ
ボットiが移動を開始する．
Figure.5.3は，移動ロボットiが動作した場合を例に示す．以下に，本章におけるアル
ゴリズムをFigure.5.3の順に説明する．
Step1:移動ロボットiは動作を開始し，移動ロボットnはその場に停止する．このとき，
移動ロボットiは，自身の観測範囲内に存在する移動ロボットnのマーカを観測し，上下
の全方位カメラの画像座標i1u1nt と
i2u2nt を得る．ここで，左上付き添字i1は移動ロボット
iに搭載した下側の全方位カメラの座標系を示し，i2は移動ロボットiに搭載した上側の
全方位カメラの座標系を示す．また，右側上付き添字1nは移動ロボットiに搭載した下
側全方位カメラから移動ロボットnに搭載したマーカを観測したことを示し，2nは移動
ロボットiに搭載した上側全方位カメラから移動ロボットnに搭載したマーカを観測した
ことを示す．
移動ロボットiは，この画像座標i1u1nt と
i2u2nt を用いて，単位方向余弦ベクトル
i1du1nt ，
i2du2nt を計算する．移動ロボットiは，この単位方向余弦ベクトル
i1du1nt ，
i2du2nt を動作中
の1ステップ毎に計算する．そして，移動ロボットiは，各ステップで計算した単位方向
余弦ベクトルi1du1nt ，
i2du2nt を保持する．
Step2:移動ロボットiは，各ステップで計算した単位方向余弦ベクトルi1du1nt ，
i2du2nt
を用いて，式（3.11）から全方位カメラ間の位置に関するパラメータi1d12t と姿勢に関す
るパラメータ（i1ω12t ，
i1θ12t ，
i1κ12t ）を推定する．式（5.12）は，
i1d˜t
12の各成分である
i1d˜xt
12，i1d˜yt
12，i1d˜zt12と角軸の回転角度（i1ω12t ，
i1θ12t ，
i1κ12t ）を最適化するための関
数である．式（5.12）は，式（3.12）を用いて，最適化計算を行う．式（5.12）の最適
化計算は，非線形最小二乗法のLevenberg-Marquart法を用いた[85]．ここで，i1ω12t は上
下の全方位カメラのx軸の回転角度であり，i1θ12t は上下の全方位カメラのy軸の回転角
度であり，i1κ12t は上下の全方位カメラのz軸の回転角度である．この回転角度（
i1ω12t ，
i1θ12t ，
i1κ12t ）は，座標変換行列
i1T i2の各要素である．式（5.13）のdl12t は，
i1d˜
12
t の各成
分と回転角度（i1ω12t ，
i1θ12t ，
i1κ12t ）を表す．
O =
∣∣∣ri1d˜x12t + si1d˜y12t + ti1d˜z12t
∣∣∣√
r2 + s2 + t2
(5.12)
E =
1
2
10∑
α=1
O
(
dl12t
)2
(5.13)
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また，式（5.12）のr，s，tは，以下の式（5.14）∼（5.16）のように表される．
r = i1duy1nt
i1duz2nt − i1duz1nt i1duy2nt (5.14)
s = i1duz1nt
i1dux2nt − i1dux1nt i1duz2nt (5.15)
t = i1dux1nt
i1duy2nt − i1duy1nt i1dux2nt (5.16)
式（5.14）∼（5.16）のduxt，duyt，duztは，単位方向余弦ベクトルdutの各要素を表
す．上側の全方位カメラ座標から観測するマーカまでの単位方向余弦ベクトルi2du2nt は，
座標変換行列i1T i2を用いて，以下の式（5.17）のようになる．
i1du2nt =
i1T i2
i2du2nt (5.17)
この式（5.17）により，式（3.13）∼（3.15）の単位方向余弦ベクトルi1du2nt の各要素
は，i1dux2nt ，
i1duy2nt ，
i1duz2nt となる．
移動ロボットiは，まず，任意の初期値dl12t をもちいて，式（5.13）のEを計算し，こ
のEから勾配dl12Eとヘッシアン行列H dl12を計算する．次に，移動ロボットiは，この
勾配dl12Eとヘッシアン行列Hdl12を用いて，以下の式（5.18）より，Δdl12t を計算する．
(H dl12 + cD [H dl12 ]) Δdl
12 = −dl12 E (5.18)
移動ロボットiは，式（5.19）のように，Δdl12を用いて，d´l12を計算する．
d´l12 ← dl12 +Δdl12 (5.19)
そして，移動ロボットiは，このd´l12を用いて，式（5.13）を再計算することにより，
E´を得る．このとき，E´がE´>Eであるならば，cをc←10cと更新し，式（5.18）を再計算
する．E´>Eでなければ，移動ロボットiは式（5.20）のように更新する．
c ← 1
10
, E ← E´, dl12 ← d´l12 (5.20)
Δdl12が‖Δdl12‖<δであれば，式（5.12）の最適化計算を終了する．Δdl12が‖Δdl12‖<δ
でなければ，移動ロボットiは勾配dl12Eとヘッシアン行列H dl12を再計算し，式（5.18）
と式（5.19）を再計算する．
Step3:移動ロボットiは，式（5.12）により，推定したi1d˜t12を用いて，式（5.7）∼（5.10）
により，自身に搭載された上側の全方位カメラから移動ロボットnに搭載されたマーカ
までのベクトルi1dˆ
2n
t を計算する．このベクトル
i1dˆt
2nの計算には，移動ロボットiがこの
ステップで移動ロボットnを観測して得られる画像座標i1u1nt と
i2u2nt を用いる．移動ロ
ボットiは，このベクトルi1dˆt2nと移動ロボットnから送信された移動ロボットnの位置
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x˜nt，移動ロボットi自身の位置x˜
i
tを用いて，式（3.20）で示されるカメラシステムのス
ケールを補正するパラメータKを計算する．
K =
‖ (x˜nt − x˜it) ‖
‖i1dˆt2n‖
(5.21)
移動ロボットiは，式（5.21）により計算されたパラメータKを用いて，次の式（5.22）
∼（5.24）から2台の全方位カメラ間のベクトルi1d12t の各要素i1dx12t ，i1dy12t ，i1dz12t を計
算する．
i1dxt
12 =
i1d˜xt
12
K
(5.22)
i1dyt
12 =
i1d˜yt
12
K
(5.23)
i1dzt
12 =
i1d˜zt
12
K
(5.24)
移動ロボットiは，この式（5.22）∼（5.24）により更新されたi1dt12と移動ロボットn
を観測して得られた画像座標i1u1nt と
i2u2nt を用いて，式（5.7）∼（5.10）からベクトル
i1d2nt を再計算する．
Step4:移動ロボットiは，上下の全方位カメラ間のベクトルi1d12t と上側の全方位カメラ
から移動ロボットnのマーカまでのベクトルi1d2nt を用いて，式（5.25）より，下側の全
方位カメラから移動ロボットnのマーカまでのベクトルi1d1nt を計算する．
i1dt
1n = i1dt
12 + i1dt
2n (5.25)
Step5:移動ロボットiは，式（5.25）から得られるdi→nt =
i1d1nt とステップt− 1で与え
られる移動ロボットnの位置xntを用いて，次の式（5.15）から自身の状態x
i
tを推定する．
ここで，di→nt を確率変数として扱う．
p
(
xt
i | di→nt ,xnt
)
=
∫
p
(
xt
i | di→nt
)
p
(
xnt | di→nt−1 ,xit−1
)
dxn
∼ N (xit;μit,Σit) (5.26)
μit = x
n
t +
oT id
i→n
t (5.27)
Σit = R
i→n
t + J tΣ
i
tJ
T
t (5.28)
式（5.26）のp (xit | di→nt ,xit)は，ステップtにおいて，移動ロボットiが移動ロボットn
を観測して，推定する自身の状態xitの確率密度分布である．d
i→n
t は，移動ロボットiが移
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動ロボットnを計測した時に得られる計測ベクトルである．xntは，ステップt− 1におい
て，移動ロボットiによって，推定された移動ロボットnの状態である．ここで，移動ロ
ボットnは，ステップt− 1からtの間，停止している．このことから，xntは，xnt−1と同じ
状態である．したがって，p
(
xnt | di→nt−1 ,xit−1
)
は，ステップtの移動ロボットnの状態xntの
確率密度分布となる．dn→it−1は，ステップt− 1において，移動ロボットnが移動ロボットi
を観測して得られる計測ベクトルである．式（5.27）のiT nは座標変換行列であり，J tは
ヤコビ行列である．
Step6:移動ロボットiは，Nm周囲の移動ロボット（移動ロボットnも含む）が推定し
た移動ロボットi自身の状態xm→it を受け取る．移動ロボットiは，周囲の移動ロボットか
ら受け取った確率密度p (xm→it | dm→it ,xmt )と式（5.26）より，推定した自身の状態xitを
統合する．ここで，p (xm→it | dm→it ,xmt )は，独立と仮定することができる．このことか
ら，ガウス確率密度関数の積の性質により，次の式（5.29）を得る．
p
(
xit | di→nt , dm→it ,xmt
)
= p
(
xit | di→nt ,xnt
)∏
Nm
p
(
xm→it | dm→it ,xmt
)
∼ N (xit;μit,Σit)
∏
Nm
(
xm→it ;μ
m→i
t ,Σ
m→i
t
)
∼ N (xit;μit,Σit) (5.29)⎧⎨
⎩
μit = S
−1
i
(
(Σit)
−1
+
∑
Nm
(Σm→it )
−1
μm→it
)
Σit = S
−1
i
ただし，S iは，
S i ≡
(
Σit
)−1
+
∑
Nm
(
Σm→it
)−1
とする．
Step7:移動ロボットiは停止し，次の式（5.30）のように，移動ロボットnの状態xi→nt+1
を推定する．このとき，移動ロボットnは移動している．
p
(
xi→nt+1 | di→nt+1 ,xit
)
=
∫
p
(
xi→nt+1 | di→nt+1 ,xit+1
)
p
(
xit+1 | di→nt ,xit−1
)
dxi
∼ N (xi→nt+1 ;μi→nt+1 ,Σi→nt+1 ) (5.30)
μi→nt+1 = x
i
t +
oT id
i→n
t+1 (5.31)
Σi→nt+1 = R
i→n
t+1 +H t+1Σ
i→n
t+1H
T
t+1 (5.32)
式（5.30）により移動ロボットnを推定後，移動ロボットiは，移動ロボットnへ，μit，
Σit，μ
i→n
t+1 ，Σ
i→n
t+1 を送信する．各移動ロボットは，Step1∼Step7を繰り返す．
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5.4 シミュレーション実験
本節では，シミュレーション実験において，前節で述べた全方位カメラ間のパラメー
タとロボットの位置の同時推定手法の有効性の検証について述べる．シミュレーション
実験では，移動ロボット1，2，3がお互いに計測することにより，各移動ロボットの自
己位置と自身に搭載されている全方位カメラ間パラメータの推定が可能か検証を行った．
5.4.1 シミュレーション条件
Figure 5.4: The mobile robots are the initial position
本章のシミュレーション実験では，Figure.5.4のように，移動ロボット1，2，3の初期
位置を設定した，Figure.5.4の三角形は移動ロボット1を，四角形は移動ロボット2を，
ひし形は移動ロボット3を表す．移動ロボット1，2，3の初期位置は，それぞれ，(2.0,
1.0, 1.0), (2.0, 0.0, 1.0), (2.0, 2.0, 1.0)とした．
本シミュレーション実験において，各移動ロボットはFigure.5.4の矢印の方向に直線
に進む．このとき，まず，移動ロボット1が直線に移動し，この間，移動ロボット2，3
は停止している．そして，10ステップ後，移動ロボット1は停止し，移動ロボット2，3
が動作を開始する．さらに，10ステップ後，移動ロボット2，3は停止し，移動ロボット
1が動作を開始する．各移動ロボットは，この行動を繰り返す．
ここで，各移動ロボットに搭載されている全方位カメラ間のパラメータをTable.5.1，
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5.2，5.3に示す．また，全方位カメラのミラー形状のパラメータをTable.5.4に示す．各
移動ロボットに搭載する全方位カメラのミラー形状のパラメータは，同じとする．
Table.5.4のa1，a2，b1，b2は，全方位ミラーアタッチメントのミラー形状パラメータで
ある．a1，a2，b1，b2のそれぞれの値は，全方位ミラーの設計時に決定する．Table.5.4
のa1，a2，b1，b2の値は，実際に全方位ミラーアタッチメントの設計時の値である．f1，
f2は焦点距離であり，各値は市販PCカメラの値を用いた．
5.4.2 シミュレーション結果
Figure.5.5∼5.10に示す．Figure.5.5，5.7，5.9は3台の移動ロボットのxy座標を表し，5.6，
5.8，5.10は移動ロボットのxz座標を表す．Figure.5.5∼5.10の黒点は各移動ロボットの位
置の真値を表す．Figure.5.5，5.6の三角形は移動ロボット1の位置の推定値を，Figure.5.7，
5.8の四角形は移動ロボット2の位置の推定値を，Figure.5.7，5.8の四角形は移動ロボット
2の位置の推定値を，Figure.5.9，5.10のひし形は移動ロボット3の位置の推定値を表す．
Figure 5.5: A simulation result of the robot 1 (xy-coordinates)
Table.5.5∼5.7に各移動ロボットに搭載した全方位カメラ間パラメーラの推定結果を
示す．Figure.5.5∼5.10のA，B，C，D，E，Fは，移動ロボット1∼3が位置推定を行っ
た場所である．Figure.5.5，5.7，5.9のA∼Fは，Figure.5.6，5.8，5.10とTable.5.5∼5.7
に一致する．
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Figure 5.6: A simulation result of the robot 1 (xz-coordinates)
Figure 5.7: A simulation result of the robot 2 (xz-coordinates)
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Figure 5.8: A simulation result of the robot 2 (xy-coordinates)
Figure 5.9: A simulation result of the robot 3 (xz-coordinates)
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Figure 5.10: A simulation result of the robot 3 (xy-coordinates)
Figure.5.5∼5.8の結果から，移動ロボット1，2は真値に近い位置に推定できているこ
とが確認できる．また，Table.5.5，5.6から，移動ロボット1，2は全方位カメラ間パラ
メータd12も真値に近い値を推定可能であることが確認できる．一方，移動ロボット3は，
Figure.5.9，5.10のB，Dにおいて，真値から外れた位置を推定している．この原因は，
Table.5.7から全方位カメラ間パラメータd12が真値から外れた値を推定していることな
どが考えられる．しかしながら，移動ロボット3は，その後（F），真値に近い値を推定
していることが確認できる．このとき，移動ロボット3の全方位カメラ間パラメータは
真値に近い値を推定されている．
このシミュレーション結果から，移動ロボット1，2，3が，交互に動作することによ
り，各移動ロボットは自己位置を推定可能であり，各移動ロボットに搭載された全方位
カメラ間パラメータも同時に推定可能であることを確認できた．このことから，各移動
ロボットは，周囲の移動ロボットをキャリブレーションパターンとして観測し，自己位
置推定可能であると言える．
5.5 おわりに
本章では，2台の全方位カメラ間の位置・姿勢のパラメータとホワイトノイズにより
乱された計測値から移動ロボットの自己位置を同時に推定する手法の提案を行った．本
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章で提案する手法は，第3章と第4章で提案した手法を拡張し，移動ロボット群の行動を
考慮した位置推定手法である．提案手法の有効性を検証のためのシミュレーション実験
を行った．シミュレーション実験では，まず，移動ロボット2，3が停止し，移動ロボッ
ト1が動作する．10ステップ後に，移動ロボット2，3が動作し，移動ロボット1が停止す
る．そして，さらに，10ステップ後に，移動ロボット2，3が停止し，移動ロボット1が
動作する．各移動ロボットがこの動作を交互に行ったときに，2台の全方位カメラ間の
位置・姿勢のパラメータ位置推定が可能であるかどうか検証を行った．シミュレーショ
ンの結果は，各移動ロボットは自身が存在する正しい位置に近い値を推定可能であるこ
とを確認し，2台の全方位カメラ間の位置・姿勢のパラメータも真値に近い値を推定可
能であることを示した．このことから，本章で提案した手法は，2台の全方位カメラ間
の位置・姿勢のパラメータとホワイトノイズにより乱された計測値から移動ロボットの
自己位置を同時に推定することが可能であると言える．
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Table 5.1: Set value of the omni-camera parameter mounted on the mobile robot 1
Symbol Quantity value
dx12
x component of the vector between
up-and-down omnidirectional cameras 0.05
dy12
y component of the vector between
up-and-down omnidirectional cameras -0.02
dz12
z component of the vector between
up-and-down omnidirectional cameras 0.3
ω12
The rotation angle of the
circumference of the x-axis between
up-and-down omnidirectional cameras 2.0
θ12
The rotation angle of the
circumference of the y-axis between
up-and-down omnidirectional cameras 5.0
κ12
The rotation angle of the
circumference of the z-axis between
up-and-down omnidirectional cameras 3.0
Table 5.2: Set value of the omni-camera parameter mounted on the mobile robot 2
Symbol Quantity value
dx12
x component of the vector between
up-and-down omnidirectional cameras 0.02
dy12
y component of the vector between
up-and-down omnidirectional cameras 0.02
dz12
z component of the vector between
up-and-down omnidirectional cameras 0.3
ω12
The rotation angle of the
circumference of the x-axis between
up-and-down omnidirectional cameras 5.0
θ12
The rotation angle of the
circumference of the y-axis between
up-and-down omnidirectional cameras 1.0
κ12
The rotation angle of the
circumference of the z-axis between
up-and-down omnidirectional cameras 8.0
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Table 5.3: Set value of the omni-camera parameter mounted on the mobile robot 3
Symbol Quantity value
dx12
x component of the vector between
up-and-down omnidirectional cameras -0.05
dy12
y component of the vector between
up-and-down omnidirectional cameras -0.02
dz12
z component of the vector between
up-and-down omnidirectional cameras 0.3
ω12
The rotation angle of the
circumference of the x-axis between
up-and-down omnidirectional cameras -1.0
θ12
The rotation angle of the
circumference of the y-axis between
up-and-down omnidirectional cameras 8.0
κ12
The rotation angle of the
circumference of the z-axis between
up-and-down omnidirectional cameras 1.0
Table 5.4: Parameters of omnidirectional mirror
Symbol Quantity value
a1，a2 Mirror geometry parameter 1.09407
b1，b2 Mirror geometry parameter 1.21500
f1，f2 Focal length 0.007
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Table 5.5: The result d12 of robot 1
True A B C D E F
dx12 0.05 0.053 0.053 0.050 0.056 0.049 0.055
dy12 -0.02 -0.022 -0.022 -0.021 -0.023 -0.021 -0.023
dz12 0.3 0.299 0.300 0.286 0.317 0.283 0.311
ω12 2.0 1.84 1.84 1.84 1.82 1.90 1.83
θ12 5.0 4.92 4.93 4.93 4.71 4.84 4.93
κ12 3.0 2.99 2.97 2.87 2.99 2.83 2.98
Table 5.6: The result d12 of robot 2
True A B C D E F
dx12 0.02 0.024 0.022 0.024 0.024 0.023 0.023
dy12 0.02 0.019 0.018 0.019 0.019 0.019 0.019
dz12 0.3 0.303 0.289 0.305 0.310 0.299 0.297
ω12 5.0 5.04 5.05 5.03 5.04 5.09 5.04
θ12 1.0 0.85 0.85 0.85 0.85 0.93 0.85
κ12 8.0 8.08 8.08 8.08 8.07 8.46 8.08
Table 5.7: The result d12 of robot 3
True A B C D E F
dx12 -0.05 -0.052 -0.051 -0.050 -0.048 -0.049 -0.049
dy12 -0.02 -0.025 -0.024 -0.024 -0.023 -0.024 -0.024
dz12 0.3 0.312 0.304 0.298 0.288 0.294 0.29
ω12 -1.0 -0.88 -2.23 -0.77 -0.85 -1.09 -0.88
θ12 8.0 7.91 8.70 7.99 7.68 7.85 7.95
κ12 2.0 1.99 4.04 1.96 1.96 1.80 2.01
- 90 -
第6章
結論
6.1 結論
本論文では，2台の全方位カメラを搭載した移動ロボット群の位置推定手法について述
べた．本論文で提案した位置推定手法は，2台の全方位カメラ間の位置・姿勢のパラメー
タと移動ロボットの自己位置を同時に推定するものである．提案手法は，NLT Method
を拡張した手法と，ベイズフィルタをもとにした確率的協調位置推定手法からなる．
以下に各結論をまとめる．
第一の結論: 2台の全方位カメラと加速度センサを搭載した移動ロボット群の自己位置
推定手法
第3章では，2台の全方位カメラ間の位置・姿勢のパラメータと位置を同時に推定する
ために，2台の全方位カメラ間の位置・姿勢におけるパラメータと移動ロボット群の自
己位置推定手法について述べた．第3章で提案する手法は，Non Linear Transformation
（NLT）Method を拡張した．NLT Methodは，モーションキャプチャなどに用いる固
定カメラ間の相対位置を推定する手法である．NLT Methodでは，キャリブレーション
パターンにより複数のキャリブレーションポイントを同時にカメラに移しこませること
により，固定カメラ間の相対位置を推定するまた，キャリブレーションパターンの形状
は，どのような形状でも良いことが知られている．このことから，本研究のように複数
台の移動ロボットを同時に扱う場合，周囲に存在する移動ロボットをキャリブレーショ
ンパターンとして観測することにより，観測する移動ロボットは自身に搭載する2台の
全方位カメラ間の位置・姿勢のパラメータと観測した移動ロボットまでのベクトルを同
時に推定することが可能となる．
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第6章 結論
シミュレーション実験を行い，提案手法の有効性を確認した．シミュレーション実験
では，1台の移動ロボットが静止している移動ロボットの周囲を動作する．動作中の移
動ロボットは，停止している移動ロボットを1ステップ，π/18の間隔で計測を行い，10
ステップになったときに位置推定を行った．このとき，2台の全方位カメラ間の位置・
姿勢に関するパラメータを2つの場合において，2台の全方位カメラ間の位置・姿勢のパ
ラメータの推定と同時に自己位置を推定可能であるかを検証した．実験結果は，2台の
全方位カメラ間の位置・姿勢のパラメータが推定可能である場合，移動ロボットの自己
位置も推定可能であることが確認できた．このことから，第3章で提案する手法は，移
動ロボット群に搭載した2台の全方位カメラ間のパラメータと自己位置を推定すること
が可能であると言える．これが本論文の第一の結論である．しかしながら，第3章で提
案する手法では，ホワイトノイズによる影響を考慮していない．そこで，第4章におい
て，ホワイトノイズの影響を低減する手法を提案した．
第二の結論: ロボットの観察の不確かさに着目した確率アプローチによる複数台ロボッ
トの協調位置推定手法
第4章では，移動ロボット群がホワイトノイズにより乱れた計測値から自己位置推定
を行うために，ベイズフィルタ[61]をもとにした確率的協調位置推定手法を提案した．
第4章では，2台の全方位カメラ間の位置・姿勢におけるパラメータは正確に得られてい
ると仮定し，カメラが捉えた画像のピクセル誤差により，計測データが乱されたと仮定
した．そして，このピクセル誤差により乱された各移動ロボット間の計測データを用い
て，各移動ロボットは周囲の移動ロボットと相互に観測し，自身の状態を推定する手法
の提案を行った．
シミュレーション実験を行い，提案手法の有効性を確認した．シミュレーション実験
では，2つの条件において，有効性を検証した．条件1では，移動ロボット1が3台の静止
している移動ロボット2，3，4の間を直線的に移動する場合に移動ロボット1が位置推定
可能であるかを検証した．条件1のシミュレーション結果は，7ステップ目に移動ロボッ
ト1が推定した位置は，自身が存在する正しい位置から外れていたが，その後のステッ
プで移動ロボット1は，正しい位置に近い位置を推定可能であることを確認した．条件2
では，移動ロボット1が3台の静止している移動ロボット2，3，4の間を直線的に移動し，
10ステップ目に移動ロボット2が移動する場合に移動ロボット1が位置推定可能であるか
検証した．条件2のシミュレーション結果は，静止していた移動ロボット2が動き始めた
ときに，移動ロボット1が推定した位置は自身がいる正しい位置から外れていた．しか
しながら，この条件においても，その後のステップで移動ロボット1は自分が存在する
正しい位置に近い位置を推定可能であることを確認した．このことから，第4章で提案
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6.2 今後の展開
した手法は，複数台の移動ロボットの計測値を統合することにより，移動ロボットの位
置推定が可能であると言える．これが本論文の第二の結論である．
第三の結論 : 各ロボットに搭載されるカメラのキャリブレーションとロボットの位置の
同時推定手法
第5章では，2台の全方位カメラ間の位置・姿勢のパラメータとホワイトノイズにより
乱された計測値から移動ロボットの自己位置を同時に推定する手法の提案を行った．第
5章で提案する手法は，第3章と第4章で提案した手法を拡張し，移動ロボット群の行動
を考慮した位置推定手法である．
シミュレーション実験を行い，提案手法の有効性を確認した．シミュレーション実験
では，まず，移動ロボット1が動作し，移動ロボット2，3が停止する．10ステップ後に，
移動ロボット1が停止し，移動ロボット2，3が動作する．そして，さらに，10ステップ
後に，移動ロボット1が動作し，移動ロボット2，3が停止する．各移動ロボットがこの
動作を交互に行ったときに，2台の全方位カメラ間の位置・姿勢のパラメータ位置推定
が可能であるかどうか検証を行った．シミュレーションの結果は，各移動ロボットは自
身が存在する正しい位置に近い値を推定可能であることを確認し，2台の全方位カメラ
間の位置・姿勢のパラメータも真値に近い値を推定可能であることを示した．このこと
から，本章で提案した手法は，2台の全方位カメラ間の位置・姿勢のパラメータとホワ
イトノイズにより乱された計測値から移動ロボットの自己位置を同時に推定することが
可能であると言える．これが本論文の第三の結論である．
6.2 今後の展開
本論文では，2台の全方位カメラを搭載した移動ロボット群の位置推定手法を提案し
た．本論文で提案した手法は，本論文内の条件におけるシミュレーション実験において，
一定の有効性を確認できた．今後は，実機を用いた実験において，有効性を確認する．
そして，実機実験において，3次元空間における有効性を確認する．さらに，実機実験
において，本論文で提案する手法の問題点を確認することにより，未知空間内を探査・
情報収集するシステムの実現を目指す．
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