Abstract. We show
Introduction
An elegant inequality of Grünbaum [5] gives a lower bound for the volume of that portion of a convex body lying in a halfspace which slices the convex body through its centroid. Let K be a convex body in R n ; that is, a convex and compact set with non-empty interior. Assume that the centroid of K,
is at the origin. Given a unit vector θ ∈ S n−1 , we define θ + := {x : x, θ ≥ 0}. Specifically, Grünbaum's inequality states that
There is equality when, for example, K is the cone conv −1 n + 1 θ + B n−1 2 , n n + 1 θ and B n−1 2 is the unit ball in θ ⊥ . This volume inequality was independently proven in [7] .
Compare Grünbaum's inequality with the following long known lower bound for the distance between the centroid g(K) = o and a supporting hyperplane of K. The support function of K is defined by h K (x) = max y∈K x, y for x ∈ R n . Evaluated at the unit vector θ, h K (θ) gives the distance from the origin to the supporting hyperplane of K in the direction θ. Now, the aforementioned inequality is
There is equality when, for example, K is the cone conv −n n + 1 θ + B n−1 2 , 1 n + 1 θ .
Refer to pages 57-58 of [1] for a discussion of (2) . A generalization of Grünbaum's inequality was recently established in [8] for projections of a convex body. Let E be a k-dimensional subspace of R n , 1 ≤ k ≤ n, and let K|E denote the orthogonal projection of K onto E. "Grünbaum's inequality for projections" states
There is equality when, for example,
is the unit ball in E ∩ θ ⊥ , and B n−k 2 is the unit ball in E ⊥ . See Corollary 9 in [8] for the complete characterization of the equality conditions. Observe that Grünbaum's inequality for projections provides a link between inequalities (1) and (2) . Let us also emphasize that Grünbaum's inequality does not imply (3) because the centroid of K|E is in general different from the centroid of K.
One goal of our paper is to establish a "Grünbaum's inequality for sections" with equality conditions (see Figure 1) . What is the largest constant c = c(n, k) > 0, depending only on n and k, so that
This question was first asked by Fradelizi, Meyer, and Yaskin in [3] . They showed there is an absolute constant c 0 > 0 so that
, but they did not prove c = c 1 . Again, note that the value of c cannot be obtained from Grünbaum's inequality because the centroid of K ∩ E is in general different from the centroid of K. Given Grünbaum's inequality for projections, it was conjectured in [8] that c = k n+1 k . To our knowledge, it is not possible to verify this conjecture directly from inequality (3) for 1 < k < n.
We prove in this paper that c = k n+1 k ; see Corollary 8. There is equality in (5) when, for example, K has the form in (4) . The complete characterization of the equality conditions is given in Corollary 8. Grünbaum's inequality for sections links inequalities (1) and (2), once it is observed that (2) is equivalent to
There are also several functional versions of Grünbaum's inequality. If the function f : R n → [0, ∞) is integrable, log-concave (i.e. log f is concave on convex support), and such that
This inequality is the limiting case of Grünbaum's inequality when the dimension tends to infinity, where f is approximated with an appropriate sequence of convex bodies K m ⊂ R m . Refer to Lemma 2.2.6 in [2] for an alternative proof. Our main result extends another functional version of Grünbaum's inequality proven in [6] . It was shown in [6] 
for every log-concave f : R n → [0, ∞) with a finite and positive integral, and
γ is concave on convex support. Adapting the methods used in [6] , we find
See Theorem 1 for the precise statement and the characterization of the equality conditions.
We state and prove Theorem 1, an integral inequality for one dimensional sections of γ-concave functions, in Section 2. In Section 3, we show that Theorem 1 implies a corresponding integral inequality for k-dimensional sections of γ-concave functions:
for every k-dimensional subspace E in R n , θ ∈ E ∩ S n−1 , and every γ-concave f : R n → [0, ∞) with γ > 0, 0 < R n f (x) dx < ∞, and R n xf (x) dx = o. In Section 4, we prove Grünbaum's inequality for sections as another consequence of Theorem 1.
One Dimensional Sections of γ-Concave Functions
for all 0 ≤ λ ≤ 1 and all x, y ∈ R n such that f (x) · f (y) = 0. We say f is γ-affine if inequality (6) is always an equality. These definitions are extended to γ = 0, ±∞ by continuity, and log-concavity corresponds to the case γ = 0. The support of a function f will be denoted by K f := supp(f ). If f is γ-concave, then K f is a convex set. If f is γ-concave for some γ ∈ (0, ∞) with a positive and finite integral, then K f is a convex body in R n (see Remark 2.2.7 (i) in [2] ); in this case, we define the centroid of f by
Note. We will always implicitly assume that a γ-concave function is continuous on its support. This does not lead to a real loss of generality in our results. Indeed, a γ-concave f must be continuous on the (relative) interior of K f ; assuming f is continuous on K f at most requires a redefinition of f on a set of measure zero.
Our main result is the following theorem:
There is equality if and only if
γ for some constants m, r > 0 and a unit vector ξ ∈ S n−1 such that θ, ξ > 0;
For the remainder of Section 2 we fix θ ∈ S n−1 , γ ∈ (0, ∞), and a γ-concave f : R n → [0, ∞) satisfying the hypotheses of Theorem 1. We prove Theorem 1 in subsections 2.1 to 2.3 by transforming f into a function having the form from the equality case, while showing that the ratio
2.1. Replacing γ-concave slices with γ-affine slices. For each
We will transform each slice f x into a γ-affine function of the form
where Ψ, H : K f |θ ⊥ → R are functions and β > 0 is a constant. As the first step in constructing F x , choose
Before describing H, we introduce the auxiliary function H :
where
The function H is well-defined with H(x ) ∈ R for every
for all a ∈ R and h ≥ H(x ). We now prove that
is affine on its support, and f γ o (0) = l(0); these facts and equality (8) imply there is some 0 < s < f We claim H is concave on K f |θ ⊥ . Indeed, let 0 ≤ λ ≤ 1 and
The Borell-BrascampLieb inequality (see, for example, Theorem 10.1 in [4] ), equality (10), and inequality (11) then imply
Therefore, we must have
so that H is an affine function on K f |θ ⊥ . Having defined β > 0 and
where F x (s) is defined as in (7). Then,
Since L(x ) is linear and x → R f (x + sθ) ds is γ γ+1 -concave (again by the BorellBrascamp-Lieb inequality), we have that Ψ :
Here,
and β, H, Ψ are as previously constructed. The set K F is a convex body in R n with K F |θ
respectively, convex and concave with Ψ < H/β on the relative interior of K f |θ ⊥ , and Ψ ≤ H/β on the relative boundary. Therefore, it is clear that F is γ-affine with supp(F ) = K F .
Also note that
where F x is the γ-affine slice defined in (7). Equality (8) (8) and (11) in the proof of the next lemma, we will be referring to their altered forms.
Lemma 2. The centroid g(F ) lies on the θ-axis and g(F ), θ ≥ 0. Furthermore,
with equality if and only if K F = K f and F ≡ f .
Proof. Because the mass of F along lines parallel to Rθ is the same as for f (see equation (12)), g(F ) will lie on the θ-axis. Integration by parts, the fact that H(x ) ≥ H(x ), and inequality (11) together imply
for all x ∈ K f |θ ⊥ . Inequality (15), equation (12), and
Inequality (16), equation (8), and equation (12) immediately give (14). Suppose there is equality in (14). Equality in (14) is only possible if g(F ), θ = 0, which implies equality in (16). It then follows from inequality (15) and the equality in (16) that
With continuity, we necessarily have
for every x ∈ K f |θ ⊥ , so there is equality in (15). Inequality (11) and the equality in (15) imply
Again invoking continuity, we get that
for all x ∈ K f |θ ⊥ and t ∈ R, so the supports of F and f must coincide. We conclude F ≡ f , after differentiating both sides of the last equation with respect to t.
2.2.
Replacing the domain with a cone. Let q : R n → [0, ∞) be a γ-affine function with centroid at the origin, and having the form
α > 0 is any positive constant, and K q = supp(q) is any convex body such that
for some respectively convex and affine functions Φ, G : K q |θ ⊥ → R. Distinct level sets of q lie within distinct but parallel hyperplanes, because q is γ-affine. Also, the set {q(x) = 0} ∩ K q lies entirely within the boundary of K q and intersects the positive θ-axis, because of the particular form of q. Let η ∈ S n−1 be the outward facing unit normal to {q(x) = 0} ∩ K q (see Figure 2) . We then have
and θ, η > 0. Let C be the n-dimensional cone with vertex −ρ Kq (−θ) θ ∈ K q , base lying in the hyperplane {h Kq (η) η + η ⊥ }, and for which
The "section volume" functions
are 1/(n − 1)-concave by the Brunn-Minkowski inequality. In fact, an explicit calculation shows A C,η is 1/(n − 1)-affine. As we also have it is necessary that
For convenience put a := −h C (−η), b := h C (η), and define
For each t ∈ (a, b], C[t]
is an (n−1)-dimensional convex body whose centroid within the hyperplane {tη + η ⊥ } is given by
in terms of the ambient coordinates of R n . Now, define the cone
The cones K Q and C have the same vertex, they have the same width in the direction η, and their sections K Q [t], C[t] are translates lying in the same hyperplane {tη + η ⊥ }. Therefore, the inequalities in (17) are valid for A K Q ,η in place of A C,η . We also have
is a dilated and translated copy of K Q [b] with
Define the γ-affine function Q :
The support of Q is K Q , Q is constant on the sections K Q [t], and
Lemma 3. There is a 0 < λ 0 < 1 so that
Proof. First, note that
because Q is constant on the sections
. Integration by parts then gives
where we use the representation of g(K Q [t]) in (18) to its derivative. Dividing both sides of the last equation by
and then rearranging the right-hand side shows
Remark 4. It can be seen from the proof of Lemma 3 that any function which is • integrable with a positive integral;
• supported by a cone;
• constant on hyperplane sections of the cone parallel to the base; will have its centroid on the line connecting the vertex of the cone to the centroid of the base.
Lemma 5. The centroid g(Q) lies on the θ-axis and g(Q), θ ≥ 0. Furthermore,
with equality if and only if K Q = K q and Q ≡ q.
Proof. Both the vertex of K Q and the centroid g(K Q [b]) lie on the θ-axis, so g(Q) = t 0 θ for some t 0 ∈ R by Lemma 3. We have
y, η q(y) dy dt (21)
, and q has the constant value q tθ/ θ, η on the section K q [t]. Similarly,
because Q has the constant value q tθ/ θ, η on the section K Q [t]. Therefore,
using inequality (17) and the fact that A K Q ,η (t) = A C,η (t). This shows 0 ≤ g(Q), η = t 0 θ, η , which then implies t 0 ≥ 0 because θ, η ≥ 0. That is, g(Q), θ ≥ 0. We get (20) from g(Q), θ ≥ 0 and (19). Suppose there is equality in (20). Necessarily g(Q), θ = 0, so there must also be equality in (22) and (21). Therefore, −a = h K Q (−η) = h Kq (−η) and A K Q ,η ≡ A Kq,η . This means A Kq,η is γ-affine and increasing from zero on [a, b], which is only possible if K q is a cone with vertex −ρ Kq (−θ)θ and base
Recalling the construction of the cone C, we see that C = K q . Because the centroid g(q) and the vertex of K q are on the θ-axis, Remark 4 implies
is also on the θ-axis. The choice of vertex and base for K Q now implies K Q = C = K q . Since for each c > 0, {q(x) = c} and {Q(x) = c} lie in the same translate of η ⊥ and the supports of both functions coincide, we must have Q ≡ q.
Remark 6. By applying the argument in this subsection to the function q(x) = F (x + g(F )) (where F is defined in (13)), we can conclude
2.3. Equality case. We will evaluate the last of the integrals in the previous remark. Fix any unit vector ξ ∈ S n−1 with θ, ξ > 0. Consider any n-dimensional cone
where r 0 , r 1 ∈ R with r 0 < r 1 , and D is an (n − 1)-dimensional convex body in ξ ⊥ with g(D) at the origin. Let T : R n → [0, ∞) be any γ-affine function having the form
where m > 0 is a constant. We now determine the coordinates of g(T ). Compute
using the change of variables t = s−r0 θ,ξ (r1−r0) θ,ξ . Combining these calculations gives
where we use the fact that for the Gamma function Γ(z) one has
Both the vertex of K T and the centroid of its base are on the θ-axis, so
by Remark 4. Note that the centroid g(T ) will be at the origin if and only if
Finally, calculate
This concludes the proof of Theorem 1.
k-Dimensional Sections of γ-Concave Functions
Recall θ + := {x ∈ R n : x, θ ≥ 0} for θ ∈ S n−1 . We have the following generalization:
Corollary 7. Fix a k-dimensional subspace E of R n , θ ∈ E ∩S n−1 , and γ ∈ (0, ∞). Let f : R n → [0, ∞) be a γ-concave function with 0 < R n f (x) dx < ∞ and centroid at the origin. Then
There is equality when
is the centred Euclidean ball of unit radius in E ⊥ = E ∩ θ ⊥ , and
Proof. Put E = span{E ⊥ , θ}, and define the function F : E → [0, ∞) by
We claim F is a γ := γ (k−1)γ+1 -concave function on the d := (n − k + 1)-dimensional space E. Fix any y 1 , y 2 ∈ E with F (y 1 )·F (y 2 ) = 0 and 0 < λ < 1. The γ-concavity of f allows us to apply the Borell-Brascamp-Lieb inequality to the functions
By Theorem 1, we have
Let y be any point lying in the (n − k + 1)-dimensional cone
There is a point v 1 in the base θ + B n−k 2 of K f | E so that y lies on the line segment connecting v 1 to the vertex v 0 := −(n − k + 1)
and so
is then γ-affine with support
The centroid of f must lie in E, because f is symmetric with respect to E. Also notice that F satisfies the equality conditions of Theorem 1 in dimension n − k + 1 for θ = ξ and r = 1. Therefore, the centroids of F and f are at the origin, and
Sections of Convex Bodies
We have the following corollary to Theorem 1:
Corollary 8. Fix a k-dimensional subspace E of R n , and θ ∈ E ∩ S n−1 . Let E be the (n − k + 1)-dimensional subspace spanned by θ and E ⊥ . Let K be a convex body in R n with g(K) ∈ E ⊥ = E ∩ θ ⊥ . Then
where
• z ∈ E with z, θ > 0;
• D 0 is a (k − 1)-dimensional convex body in E ⊥ ; • D 1 is an (n−k)-dimensional convex body in an (n−k)-dimensional subspace F ⊂ R n for which R n = span(E, F ), and g(D 1 ) is at the origin (see Figure  3 ). Remark 9. Observe that the inequality in Corollary 8 is the limiting case of the inequality in Corollary 7 as γ goes to infinity. This corresponds to the fact that ∞-concave functions, defined by taking the limit in (6) , are the indicator functions of convex sets.
Proof. Define the section function
Remark 10. We are able to recover Grünbaum's inequality for projections from Grünbaum's inequality for sections. Consider any convex body K ⊂ R n with its centroid at the origin. Let K be the Steiner symmetrization of K with respect to is the centred Euclidean ball of unit radius in E ⊥ . Now, K is a convex body with its centroid at the origin, and
for all θ ∈ E ∩ S n−1 .
