This paper describes the Subband-Autocorrelation (SBCOR) analysis technique and investigates how to apply it to speech recognition.
INTRODUCTION
One of the most important requirements for extracting acoustic features from speech signals is to extract them without phonetic information loss under any acoustic environments. Whether such extraction succeeds or not influences the performance of a practical speech recognition system. Although conventional approaches such as LPC analysis1) and cepstrum analysis,2) which are commonly used to get feature parameters for speech recognition, have been shown to be successful in quiet environment, their robustness against noise is not satisfactory by any means.
Thus, a robust alternative analysis technique is required.
One of the possible approaches is to simulate the human auditory process from a physiological point of view, because human listeners have good performance in recognizing speech under noisy conditions. This is what we call auditory modeling.
In recent studies of auditory modeling, the synchronous response of the auditory nerve firing and its periodicity extraction have attracted much attention. For example, Seneff has proposed a joint synchrony/mean-rate model, and shown that distinct formant peaks can be extracted by a generalized synchrony detector (GSD) from the output of the auditory nerve firing mode1.3,4) This GSD detects the periodicity that is associated with the inverse of the cochlear filter's center frequency. Some reports that applied Seneff 's model to speech recognition have shown that the acoustic features extracted by the model are robust against noise.5,6) Moreover, Ghitza has proposed an ensemble interval histogram (EIH) computational model, and shown that the EIH encodes the relevant phonetic information and outperforms the Fourier power spectrum in the presence of high levels of background noise." This EIH is defined as the ensemble histogram of the inverse of several level-crossing intervals in the auditory nerve firing.
A key to their success seems to be that the GSD and EIH capture the extent of the dominance of periodicities in the auditory nerve firing; because noises that have no correlation with speech do not influence the periodicity so much. For example, suppose that the periodicity is expressed by the autocorrelation function.
If the noise is white, it does not influence the autocorrelation function except for the zero order. Therefore, the utilization of periodicities is a key to the robustness against noise.
If the periodicity-extraction processing is focused on, Seneff and Ghitza's models can be separated into an auditory nerve firing model and a periodicityextraction model. As for Seneff 's model , the former is the critical band filter bank and the hair cell synapse model, and the latter is the synchrony detector (Fig. 1) . The parameters of the former are adjusted to match existing experimental results of the physiology of the auditory periphery.
If such a precise auditory model were used as the front-end of a speech recognition system, however, would it be the most suitable front-end ? Of course , it would be if the post-processor were a physiological model of the human recognition process; however, in the case of using a pattern-matching technique such as DTW, or a statistical technique such as HMM, as the post-processor, it can not be concluded because it is not known if such a post-processor corresponds to a physiological model of the human recognition process. Such post-processors require for the front-end intra-category variance-minimization and inter-category variance-maximization.8) Since we have interests to develop a practical signal processing model as the front-end of speech recognition, we only focus on its subband processing instead of using a precise auditory nerve firing model.
In this paper, considering our standpoints de- Fig. 1 Seneff 's auditory model. It consists of a critical band filter bank, a hair cell synapse model and a synchrony detector. scribed above, we propose a new signal processing model based on subband processing and autocorrelation detection, i.e., Subband-Autocorrelation (SBCOR) analysis technique. And we investigate the choice of both the filter bank (subband processing) and the autocorrelation detector in order to extract acoustic features with robustness against noise for speech recognition.
The paper is constructed as follows. The following section describes the methodology of the proposed SBCOR analysis technique in detail. Section 3 and section 4 give the experimental conditions and results respectively. Section 5 shows an analysis sample of speech using the SBCOR and section 6 concludes the whole paper.
SBCOR ANALYSIS

Principle of SBCOR Analysis
The SBCOR analysis is based on filter bank and autocorrelation analysis, and is defined as follows:
where, which is associated with the inverse of the center frequency fef of the band pass filter, is calculated with a special transformation A(.). The autocorrelation detection is performed every analysis frame. The array {Sk(n)} of the output of each autocorrelation detector is interpreted as a "spectrum" and we refer to it as "SBCOR spectrum." Details of the filter bank and the autocorrelation detector will be and F. ITAKURA: SUBBAND-AUTOCORRELATION ANALYSIS described later.
Difference between Conventional Filter Bank
Analysis and SBCOR Analysis As we define above, the SBCOR analysis is a version of filter bank analysis. The principal difference between the conventional filter bank analysis and the SBCOR is what kind of feature is extracted from the output of the filter bank; the conventional filter bank analysis detects the power, i.e., Ri,(0, n), whereas the SBCOR analysis detects the periodicity of the subband signal, which is associated with the inverse of the center frequency of the subband. For example, if A(x, y, C) = y/ x, it detects R,(Tef,n)/ Namely, utilizing not only Rk(O, n) but also Rk(TCf, n) is the peculiarity of the SBCOR.
Filter Bank Design
Since we have interests to develop a practical system for the front-end of speech recognition, we do not always stick to a cochlear filter. Therefore, we will investigate what kind of characteristics is appropriate for speech recognition in sections 3 and 4. Especially, its investigation will be focused on the band width (or Q value), the location and the shape of each subband filter, which mainly characterize the filter bank.
Autocorrelation Detection
In the autocorrelation detector, as we described above, the periodicity that is associated with the inverse of the center frequency is detected. as a front-end of a speech recognizer.
Recognizer and Database
A standard DTW speaker-dependent isolated word recognizer is used; it has a symmetric path shown in Fig. 3 and performs DP matching with fixed starting and ending points.9)
The basic database consists of two sets of 550
Japanese city names recorded twice by 5 Japanese male speakers. The sampling frequency is 10 kHz.
The first set is used as the reference pattern and the second set, which was spoken a week later, is used as the test pattern. Since the following experiments are speaker-dependent word recognition, we will get a very high recognition rate. Therefore, so as to clarify the differences of the performance, we selected 68 pairs of city names with phonetically similar names (Table 1) , and performed DP matching between each pair (Fig. 4) .10,12) Each pair is assumed to be easily mistaken in recognition.
The recognition rate is given by the average for 5 speakers. Fig. 3 Weighed DP path used in the recognition. Table 1 68 Japanese city name pairs. Fig. 4 An example of word pair recognition (D1 represents the distance between the reference pattern "ichikawa" and the test pattern "ichikawa." When D1<D2, the word "ichikawa" is correctly recognized, when D4<D3, the word "ichihara" is correctly recognized). 
Types of Filter Bank
The five types of filter bank shown in This cochlear filter is the one without adaptive Q circuits proposed by Hirahara.")
The Q values of 1.0, 1.5, 2.0, 2.5 and 3.0 are investigated.
The filter bank whose shape is similar to the cochlear filter is only this one. The conversion to the Bark scale was defined by the following set of equations :3) where f is the frequency in Hz, and B is the frequency in Bark. 
In this case, the autocorrelation detection function A(.) is defined as follows: (5) 2. MGSD method is the modified generalized synchrony detector (MGSD). The MGSD is defined by the ratio of the estimated power of a sum waveform to the estimated power of a difference waveform.
The MGSD method emphasizes the positive correlation.
(6) In order to compare the performance of the SBCOR with that of the SGDS under exactly the same conditions, the analysis frequency points of the SGDS are chosen to be the same center frequencies of the SBCOR.
RESULTS
Choice of Filter Bank: Experiment 1
The best results under SNR 0 dB (heavy noisy condition) are shown in Fig. 6 and the parameters of the filter bank are shown in Table 2 (the conditions shown in Table 2 are optimum for SNR 0 dB, but not necessarily optimum for other SNR).
The comparison was made as a function of SNR. These results are summarized to three points.
First, the cochlear filter bank (FQF-BPFQ) is better than any other filter bank among all conditions, but the differences of the performance between the FQF-BPFQ and IIR-BPFQ filter banks are not significant. Accordingly, it seems that the shape of the cochlear filter is not crucial in the SBCOR analysis system. Second, the fixed Q filter banks, such as the FQF-BPFQ and IIR-BPFQ filter banks, are better than the constant-band-width filter banks, such as the FIR-BPFBW and FIR-BPFBARK filter banks. Third, the filter banks whose center frequencies are equally spaced on the Bark scale, such as the IIR-BPFQ and FQF-BPFQ filter banks, are much better than the one whose center frequencies are equally spaced on the linear frequency scale, such as the IIR-LBPFQ filter bank. Thus, we can say that the fixed Q filter bank whose center frequencies are equally spaced on the Bark scale should be used in the SBCOR analysis system. Whether the filter shape is similar to the cochlear filter or not is not crucial. (Q=1) are shown in Fig. 7 . The comparison was made as a function of SNR. The best performance is obtained using the COR method among all conditions. Thus, it is not necessary to emphasize the difference of correlation in the SBCOR analysis system.
Comparison with SBPOWER and SGDS:
Experiment 3 As a consequence, it is shown in Fig. 7 that the best performance of the SBCOR spectrum is comparable to the SGDS under clean condition and far superior under noisy conditions. In noisy situations of SNR 0 dB, the recognition rate of the SBCOR is more than 10 % higher than that of the SGDS.
As for the comparison with the SBPOWER, while the performance of the SBPOWER is the worst under high SNR because of Q=1, it is the best under noisy condition because the patterns smeared by noise are closer to the low frequency resolution patterns by Q=1.
However, the average performance of the SBPOWER under all conditions was 86.5 %, and that of the SBCOR was 89.3 %. Thus, the comparison with the SBPOWER indicates that the autocorrelation detection of fcf-1 is totally better than the power detection, when all conditions are considered.
ANALYSIS EXAMPLES
The analysis examples of the SBCOR spectrum, the smoothed group delay spectrum (SGDS) and the FFT spectrum are illustrated in Fig. 8 . The input speech is the utterance "bakuonga" spoken by a male speaker. The sampling frequency is 10 kHz. The noisy speech of SNR 0 dB was created by adding the multiplicative signal-dependent white noise to the utterance.
The length and shift of the analysis frame are 20 and 5 ms respectively. The number of channels of SBCOR spectrum and SGDS is 128 between 4 and 17 Bark.
The FFT spectrum was calculated by a 256 point FFT.
The other analysis conditions are shown in Table 3 .
It can be seen that the SBCOR spectrum extracts important speech properties like spectral lines related to the first formant, and shows sharpness of both onset and offset for different speech segments under clean conditions (the left side of Fig. 8) . However, ) and (e) the smoothed group delay spectrum (SGDS) and (c) and (f) FFT spectrum. The SBCOR spectrum and SGDS are illustrated with gray levels between maximum (black) and minimum (white) values in whole. The FFT spectrum is illustrated with 50 dB dynamic range. the SBCOR spectrum does not necessarily extract higher formants. At SNR 0 dB, the SBCOR spectrum preserves more information up to about 10 Bark than the other spectra (the right side of Fig. 8 ).
CONCLUSIONS
In this paper, we have proposed the SubbandAutocorrelation analysis that is a new signal analysis technique to be used as the front-end of speech recognition, and investigated the choice of filter banks and autocorrelation detectors under clean and noisy conditions.
Our experimental results using a speaker-dependent DTW isolated word recognizer showed that the most suitable filter bank and autocorrelation detection method are a fixed Q filter bank whose center frequencies are equally spaced on the Bark scale, and a conventional autocorrelation detection, without controlling weak signals, respectively. Whether the filter shape is similar to the cochlear filter or not is not crucial.
The SBCOR spectrum extracted under these configurations performs equally as well as the smoothed group delay spectrum under clean conditions, and much better under noisy conditions. Although we could demonstrate experimentally that the SBCOR analysis is robust against noise, we should also give the reason based on the analysis characteristics. Furthermore, we will investigate the performance of the SBCOR for more realistic noises, and the configuration of the SBCOR in the case of using HMM as the backend.
