Abstract. Let A be a line arrangement in the complex projective plane P 2 . Denote by M its complement and by M the set of points in A with multiplicity at least 3. A rank one local system L on M is admissible if roughly speaking the dimension of the cohomology groups H k (M, L) can be computed directly from the cohomology algebra H * (M, C). In this work, we give a sufficient condition for the admissibility of all rank one local systems on M .
Introduction
When M is a hyperplane arrangement complement in projective space P n , the notion of an admissible local system L on M is defined in terms of some conditions on the residues of an associated logarithmic connection ∇(α) on a good compactification of M (see [9] , [15] , [10] , [13] and [5] ). This notion plays a key role in the theory, since for such an admissible local system L on M one has dim H k (M, L) = dim H k (H * (M, C), α∧) (1.1) for all k ∈ N.
Let A be a line arrangement in the complex projective plane P 2 and denote its arrangement complement by M . For the case of line arrangements, a good compactification is obtained by blowing-up points of multiplicity larger than 2 in A. This explains the simple definition of the admissibility given below in Definition 2.1.
In a recent paper [14] , the authors introduced a class of line arrangements for which all rank one local systems on the complements are admissible. Namely, for each non-negative integer k, the line arrangement A is called to be of type C k if k is the minimal number of lines in A containing all the points of multiplicity at least 3. It is proved in [14] that Theorem 1.1. Let A be a line arrangement in P 2 . If A belongs to the class C k for some k ≤ 2, then any rank one local system L on M is admissible.
The purpose of this paper is to improve the work in [7] , see Remark 2.6 below. More precisely, we give a combinatoric condition on a line arrangement A for the admissibility of rank one local systems on its complement M .
Let M be the set of points in A with multiplicity larger than 2. Two points x, y ∈ M are called adjacent if they belong to a line H ∈ A (see [7] ). Suppose that A satisfies the following condition:
(C) For each point x ∈ M, there exist at most two lines H 1 , H 2 ∈ A such that x ∈ H 1 ∩H 2 and H 1 , H 2 contain all points in M which are adjacent to x.
If all points of multiplicity ≥ 3 are situated on a line the arrangement is a nodal affine arrangement, see [3, 8] . Theorem 1.1 above shows that for such arrangements which are called of type C 1 all rank one local systems on the complement are admissible.
In [7] the author defines the notion of a path of length n to be the maximal sequence of distinct lines H 1 , H 2 , . . . , H n where x i = H i ∩ H i+1 ∈ M and #{x ∈ H i : x ∈ M} ≥ 2. One admits that lines in A containing only double points also make a path (i.e. the path {H}).
If a point x ∈ M is not adjacent to any point in M and if H is a line passing through x, we consider {H} as a path and for all H ′ passing through x, one identifies the path {H ′ } with {H}. A path is called a cycle if H 1 ∩ H n ∈ M with n ≥ 3, otherwise it is called open (see [7] ).
Our first main result is the following. 
In Section 2 we first make explicit the admissibility condition in the case of line arrangements and recall the definition of characteristic varieties. Then we prove Theorem 1.2. In the end of Section 2 we give example of a line arrangement where the results in [7] and [14] can not be applied while Theorem 1.2 is useful (Example 2.8).
In Section 3 we concentrate on arrangements having more than one cycle. The mains results in this section are Theorems 3.1 and 3.3 where we show that, under some additional assumptions, one still has the admissibility of all local systems. As an evidence, we give in Example 3.6 an arrangement and a nonadmissible local system on its complement. Accordingly, Theorem 1.2 does not hold if there are more than one cycle, also Theorem 3.3 is not true without the condition (1). That means our results are best possible.
In the last section, we will study the multinets and resonance varieties. We will prove that if the line arrangements A satisfies the condition (C) then it does not support any multinets, equivalently, these is not any global resonance component except all lines in A are concurrent.
Admissible rank one local systems
Let A = {H 0 , H 1 , ..., H n } be a line arrangement in P 2 and set M = P 2 \ (H 0 ∪ ... ∪ H n ). Let T(M ) = Hom(π 1 (M ), C * ) be the character variety of M . This is an algebraic torus T(M ) ≃ (C * ) n . Consider the exponential mapping (2.1) exp :
induced by the usual exponential function exp(2πi−) : C → C * . Clearly one has exp(H 1 (M, C)) = T(M ) and exp(H 1 (M, Z)) = {1}. More precisely, a rank one local system L ∈ T(M ) corresponds to the choice of some monodromy complex numbers λ j ∈ C * for 0 ≤ j ≤ n such that λ 0 ...λ n = 1. A cohomology class α ∈ H 1 (M, C) is given by
where the residues a j ∈ C satisfy j=0,n a j = 0 and f j = 0 a linear equation for the line H j . With this notation, one has exp(α) = L if and only if λ j = exp(2πia j ) for any j = 0, ..., n.
for all j and for all point p ∈ H 0 ∪ ... ∪ H n of multiplicity at least 3 one has
Here the sum is over all j's such that p ∈ H j .
For an admissible local system the isomorphism in (1.1) were proved in [9] , [15] .
Definition 2.2. The characteristic varieties of M are the jumping loci for the first cohomologies of M with coefficients in rank one local systems:
When i = 1 we use the simple notation
. Foundational results on the structure of the cohomology support loci for local systems on quasi-projective algebraic varieties were obtained by Beauville [2] , Green and Lazarsfeld [12] , Simpson [16] (for the proper case), and Arapura [1] (for the quasi-projective case and first characteristic varieties V 1 (M )).
Before prove Theorem 1.2 we introduce the following notion which is a generalization of a path as defined in the Introduction. (i) For all i ∈ I then #{x ∈ H i : x ∈ M} ≥ 2; (ii) For all i ∈ I, there exists j ∈ I \ {i} such that
(iii) For any two points x, y ∈ M where x = H i 1 ∩ H i 2 , y = H j 1 ∩ H j 2 with some i 1 , i 2 , j 1 , j 2 ∈ I, there exists a path {H k 1 , . . . , H km }, k i ∈ I as defined in the Introduction such that
If H contains only one point x in M which is isolated (i.e. x is not adjacent to any point in M), we also call {H} a graph. If H does not contain any point of M we also admits that {H} is a graph. The graph G is said to be maximal if there does not exist H ∈ A \ G such that H ∪ G is a graph. For each graph G, we denote by {x i } i∈I G set of points in M which belong to all lines in the graph. One defines zone Z(G) associated to G as follows:
Remark 2.4. (i) Every path is a graph.
(ii) One deduces from the hypothesis (C) that the non-isolated point x ∈ M determines lines which contain x and points of M adjacent to x. Then, a graph G will be characterized by the set of intersection points x i ∈ M.
Lemma 2.5. Let A be a line arrangement in P 2 satisfying the condition (C). Then, the set of zones of all maximal graphs makes a partition of A.

Proof. It is obvious that
where G runs over all maximal graphs of A. Now, let consider zones associated to two maximal graphs G 1 and G 2 . Assume that there exists H ∈ Z(G 1 ) ∩ Z(G 2 ). That means there are H 1 ∈ G 1 and H 2 ∈ G 2 such that
The proof is complete.
Proof of Theorem 1.2. Let L be a local system on M . In order to find a good cohomology class α for L, we will shape, graph by graph, the positive integer residues a(p) for all p ∈ M.
Fix one line H 0 in the cycle in A if it exists and any line in A containing at least two points in M, otherwise. We see from Definition 2.1 that the admissibility condition bases on the real part of the residues a H , H ∈ A. So instead of those complex residues, we may consider their real parts. It means we can assume that all residues a H , H ∈ A are real numbers. Without loss of generality, we may assume a H ∈ [0, 1) for all H ∈ A \ {H 0 } and a H 0 = − H =H 0 a H . Recall that for each x ∈ M we denote a(x) = H∈A,x∈H a H . Let G be any maximum graph.
Step 1: Start with a line H 1 ∈ G such that there is only one line H 2 in G having intersection in M with H 1 . Such a line exists since there does not exist any cycle in G. Let
Here and below, if the maximum is positive and attains at several points, we will take a 1 as the sum a(p) at the point p which is not the intersection point of two lines in G.
In this step, we replace a H 1 by a H 1 − a 1 and a H 0 by a H 0 + a 1 . It is obviously insures that
Since a 1 is either 0 or the sum of residues of some distinct lines H ∈ Z(G) with H = H 0 one still has a H 0 ≤ 0.
Step 2: We continue with the line H 2 defined in Step 1. Let
Denote by H j 2 , j ∈ J lines in G satisfying the following conditions:
, ∀j ∈ J. We consider the following three possibilities. (a) #J ≥ 2 and a H = 0 for all H ∈ A \ G passing through some p
Then, we repeat the process from the beginning using the same method as in Step 1 for the maximal graph in G \ {H 1 } which contains H 2 (in this case, it is actually G \ {H 1 }).
(b) #J ≥ 2 and there exist H
In the next step, we continue with H j 2 , j ∈ J simultaneously. For each H j 2 we use the same method as we do with H 2 .
(c) #J ≤ 1: In this case, we correct residues as follows:
It is easy to verify that
. Similarly, in the next step we process with H j 2 , j ∈ J simultaneously. For each one, we repeat the method as in Step 2.
We continue the process until the residue of all lines in the graph are corrected (may be changed or not). By the method we replace residues one can easily see that:
Claim 2:
H∈A a H = 0. In each step, we add to a H 0 integer numbers which are either 0 or positive. In case of positive numbers, each of them has the form as follows:
For H ∈ G we denote by b H the origin residue of H (i.e. before replacements) and for x ∈ M denote by b(x) the sum x∈H b H . We shall prove the following.
Claim 3:
The sum A(G) we added to a H 0 after correcting residue of all lines in G is
where H runs over some distinct lines in Z(G). Consequently, one has a H 0 ≤ 0.
Before proving Claim 3, we consider what we added to a H 0 after first two steps:
If a 2 = a(q) for some q ∈ M \ H 1 , it is easy to see the similar property of A 2 . In order to show Claim 3 we write A(G) as follows:
where a i,j ≥ 0, j = 1, . . . , s i denote the integer numbers we added to a H 0 in
Step i when we correct residues of H j i (we rename lines whose residues were corrected in Step i by H j i ) and m is the number of steps we correct residues of all lines in G.
One reminds that
It means a i,j is either 0 or
where
In the last case, we see that a i,j + a i−1,l = b(y). Note that once we have a i,j in the last form, we also have the associated a i−1,l as a term of A(G). The corresponding between those terms is one-to-one due to the way of correcting residues. Now, we pair terms in A(G) as follows: We start with a m,j , j = 1, . . . , m. If a m,j has the last form, we pair it with the associated a m−1,l , unless we keep it alone. By the same way, we continue with a m−1,j which is not in a pair. We repeat the process until each of a i,j 's is either in a pair or has one of the first two forms as above. Finally, one obtains that
where the sum takes over some distinct points y of ∪ H∈G (H ∩ M). It is easy to check that there do not exist two points in y's belonging to the same line in G. Claim 3 is proved. Our last claim is the following:
Claim 4: After replacing all residues we get B(G)
:= H∈Z(G) a H ≥ 0.
It is the consequence of Claim 3 and the fact B(G) = H∈Z(G) b H − A(G). Note that
Case 2: H 0 ∈ G. We correct residues a H of all lines in the graph G \ {H 0 } (we may choose H 0 such that G \ {H 0 } is a graph) by the same way as in Case 1. By the same argument as above, we also receive properties as in the Claim (1-4) .
If x ∈ M is isolated then we replace a H by a H − a(x) and a H 0 by a H 0 + a(x), where H is any line containing x.
To complete the proof, we need to check that a(x) / ∈ Z >0 for all x ∈ H 0 ∩ M. Indeed, if x is not adjacent to any point out of H 0 , according to Lemma 2.5, we have
where I runs over all graphs of A which do not contain H 0 , for each I then H runs over all lines in its zone; in the second term, H ′ runs over all lines in the zone of the graph G \ {H 0 }, where G is the graph containing H 0 and the last sum takes over all lines which do not contain any point of M or contain only one point of M and have intersection in M with H 0 . Each sum is non-negative according to Claim 4. Thus a(x) / ∈ Z >0 . If x is adjacent to y ∈ H ′ 1 = H 0 . We have
Because a H ′ 1 < 1 and the sums are non-negative we obtain a(x) < 1.
Finally, we obtain residues of all lines in A for L satisfying all conditions in Definition 2.1. In other words, the local system L is admissible. Combining this with results in [4] we get the properties of the characteristic varieties as shown in the theorem. Remark 2.6. In [7] , the author introduced a combinatoric condition for a line arrangement A such that all rank one local systems on its complement M are admissible.
Theorem 2.7 (see [7] ). Let A be a line arrangement in P 2 satisfying condition (C). Assume that A has at most one cycle and on each line H ∈ A, there exist at most two points in M adjacent to points in M \ H. Then, all local systems on complement M of A are admissible.
The following is an example of an arrangement in C 3 for which both Theorem 1.1 and Theorem 2.7 cannot be applied, yet our new Theorem 1.2 shows that all local systems are admissible.
Example 2.8. Let A be the arrangement in P 2 defined by 13 lines: Figure 1 , there are no parallel lines here. There are six points of multiplicity 3, these are
Since there are 3 points p 4 , p 5 , p 6 of L 0 which are adjacent to other points in M \ L 0 , the assumptions in Theorem 2.7 are not all satisfied. Also, since A is of type C 3 then Theorem 1.1 can not be applied. However, one can easily check that the condition (C) defined in the Introduction is fulfilled and there is not any cycle in A. Therefore, according to Theorem 1.2, all rank one local systems on the complement of A are admissible.
Admissibility for other classes of line arrangements
In this section, we discuss the case where the arrangement has more than one cycle. One still has the admissibility of local systems provided some certain assumptions. Proof. We repeat the algorithm in the proof of Theorem 1.2 by firstly choosing H 0 to be the common line of all cycles in A. The proof is then straightforward.
Let A be a line arrangement in P 2 satisfying the condition (C). Denote by A 1 set of all lines H ∈ A such that H contains only one point of M. Note that if M = ∅ then A 1 = ∅ (unless there exists x ∈ M and there are at least three lines passing through x which contain points adjacent to x, this contradicts to (C)). Let L ∈ T(M ) be a rank one local system and choose residues a H as in Definition 2.1 for H ∈ A. For each cycle C = {H 1 , . . . , H s } in A, we denote by P C the following subset of M:
Proposition 3.2. Let A be a line arrangement satisfying the condition (C) and fix a line
H 0 in A. Assume that for any cycle C in A not involving the line H 0 there exists H ∈ A 1 with H ∩ P C = ∅ such that a H / ∈ Z. Then, the local system L is admissible.
Proof. By the same argument as in the beginning of the proof of Theorem 1.2, we may assume that a H ∈ [0, 1) for all H ∈ A \ {H 0 }. Then the condition a H / ∈ Z means a H = 0. The idea of the proof is the same as in proof of Theorem 1.2, but firstly we open cycles in A.
Let G be any graph of A. For each cycle C in G which does not contain H 0 , according to the hypothesis, we can choose a line H C ∈ A 1 such that a H C ∈ (0, 1) and H C passes through some point
where a(x) = H∈A,x∈H a H . Then, in the first step, we replace residues as follows:
After this replacement, we see that a H C / ∈ Z >0 and a(x) / ∈ Z >0 for all x ∈ H 1 C ∩ M \ {p C }. However a(p C ) and a H with H / ∈ {H 1 C , H C } do not change. Now we repeat the process as in the proof of Theorem 1.2 for each graph in
. During the process, we regard p C as a point of G ′ of multiplicity at least 3 so that the corresponding residue a(p C ) is corrected when we shape the residue of H 2 C .
Finally, we obtain new residues with all conditions as in Definition 2.1 satisfied. Proof. Let L be any rank one local system on M with residues a H , H ∈ A. Similarly, we may assume that a H ∈ [0, 1) for all H ∈ A, H = H 0 . Let G be a maximal graph. If G contains H 0 or G does not contain any cycle, we will shape residues of line in G \ {H 0 } by using the same method as in the proof of Theorem 1.2. Since there is not any cycle in G \ {H 0 } all Claims and argument there hold in this situation. Otherwise, according to the hypothesis, the graph G is itself a cycle which satisfies conditions (1) and (2) above, namely C = {H 1 , . . . , H 2k }. We consider the following possibilities.
(i) There exists a point p ∈ P C such that a(p) = H∈A,p∈H a H / ∈ Z >0 : Without loss generality, we can assume that p = H 1 ∩ H 2k . Then, we repeat the algorithm as in the proof of Theorem 1.2 for C by firstly correcting the residue of H 1 : put
In the first step, replace a H 1 by a H 1 − a 1 and a H 0 by a H 0 + a 1 . We continue the process with H 2 until residues of all lines are corrected.
(ii) There exists H ∈ A 1 , H ∩ P C = ∅ such that a H = 0: Using same method as in proof of Proposition 3.2.
(iii) For all p ∈ P C then a(p) ∈ Z >0 and for all H ∈ A 1 , H ∩ P C = ∅ we have a H = 0: In this case, due to a H ∈ [0, 1), H ∈ C then for p ∈ P C we obtain a(p) ∈ [0, 2), hence a(p) = 1. We replace residues as follows:
where p 2i−1 = H 2i−1 ∩ H 2i ∈ P C . It is easy to see that after those replacements all Claims as in proof of Theorem 1.2 remain true.
Thus we get new residues for L with all conditions as in Definition 2.1 satisfied. In other words L is admissible.
Let L be a rank one local system on the complement M of a line arrangement A and λ H ∈ C * for H ∈ A be the corresponding monodromy numbers as in Definition 2.1. By the same argument as in the proof of Theorem 3.3 above, one can show the following. Then, either L is admissible or there exists a cycle C such that λ H = −1 for all H ∈ C and λ H = 1 for all H / ∈ C which has intersection in M with some line of C.
Remark 3.5. In the following example, we will see that among arrangements satisfying the condition (C) one can not remove the assumption in Theorem 1.2 as well as the condition (1) in Theorem 3.3.
Example 3.6. Let consider the arrangement A in P 2 consists of 12 lines:
and L 0 : z = 0, this last one is the line at infinity. There are 6 points of multiplicity at least 3: Figure 2 , there are two disjoint cycles of length 3, without any line in common. We consider the rank one local system L = exp(α), where the cohomology class α ∈ H 1 (M, C) is given by residues a i := a L i = 1/2 for i ∈ {1, 2, 3, 7, 8}, a j := a L j = 0 for j ∈ {4, 5, 6, 9, 10, 11} and a 0 := a L 0 = −5/2. We will prove that this local system L is not admissible. Indeed, assume by contradiction that L is admissible. It means, there exists a cohomology class α
for any i and b(p j ) / ∈ Z >0 for any j = 1, . . . , 6, where
It is easy to see that b i = k i +1/2 for i ∈ {0, 1, 2, 3, 7, 8} and b j = k j for j ∈ {4, 5, 6, 9, 10, 11} with k i ∈ Z for all i ∈ {0, 1, . . . , 11}. Since b i / ∈ Z >0 we get k j ≤ 0 for j ∈ {4, 5, 6, 9, 10, 11}. We have the following equalities: Thus L is not admissible.
Multinets and resonance varieties
In this section, we will work on the resonance varieties concerning our line arrangements and discuss how these resonance varieties behave. We use the notion of multinets which is defined in [11] where the authors gave the correspondence between the global components of the resonance varieties and the multinets. 
H∈A i m H = d, independent of i; (2) For each H ∈ A i and H ′ ∈ A j with i = j, the point H ∩ H ′ belongs to X; (3) For each X ∈ X, the sum n X := H∈A i : H≤X m H is independent of i; (4) For each 1 ≤ i ≤ k and H, H ′ ∈ A i , there is a sequence H = H 0 , H 1 , . . . , H r = H ′ such that H j−1 ∩ H j ∈ X for 1 ≤ j ≤ r. Proof. Suppose that A supports a multinet A = ∪ k i=1 A i , k ≥ 3 with multiplicities m : A → Z ≥0 and lines in A are not all concurrent. We denote by X the base locus.
Let H 1 ∈ A 1 and H 2 ∈ A 2 arbitrary. According to the Condition (2) of Definition 4.1 the point p := H 1 ∩ H 2 ∈ X. If p ∈ H for all H ∈ A i , i > 2 there exists H ′ ∈ A 1 ∪ A 2 such that p / ∈ H ′ . Unless, there is at least one line H ∈ A i for some i > 2 where p / ∈ H. Anyway, there always exist at least 3 lines belonging to different sets of A i 's which are not concurrent. Without any loss, we call them by H 1 ∈ A 1 , H 2 ∈ A 2 , H 3 ∈ A 3 . According to the Condition(3) of Definition 4.1, number of lines in each A i passing through each point of X are the same. Therefore, there exist H ′ 3 ∈ A which passes through the point q 3 := H 1 ∩ H 2 ∈ X and H ′ 2 ∈ A 2 passing through q 2 := H 1 ∩ H 3 ∈ X. But it implies from the Condition (2) that H ′ 2 ∩ H ′
