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Introduction
Our purpose is to compute the laws of certain integrals of the local
time at level 0 for one-dimensional stochastic processes such as Brownian
motion, Brownian bridge, Ornstein-Uhlenbeck process, Bessel process or
Bessel bridge of dimension d, 0 < d < 2. These functionals are of the type∫ t
0 ϕ(s)dLs, where ϕ is a positive locally bounded Borel function.
Functionals of the type
∫ t
0 ϕ(s)dLs, with the Brownian local time at level
1
0, appear naturally, for example:
i) if ϕ ≥ 0 (and regular), ∫ t0 ϕ(s)dLs is the local time at level 0 of (ϕ(t)Bt)
or of (ϕ(gt)Bt), where gt = sup{s ≤ t : Bs = 0};
ii) in an asymptotical manner,
n
∫ t
0
ϕ(s)f(nBs) ds→
∫
IR
f(x)dx
∫ t
0
ϕ(s)dLs , as n ↑ ∞
(see for instance [Re-Y], Chap. XIII §2). Here, we assume that the (regular)
function ϕ satisfies
∫ t
0 |ϕ(s)| ds/
√
s <∞. Clearly, the convergence take place
almost surely, for ϕ(s) = 1/sα, with α < 1/2.
Consider now ϕ(s) = 1/sα with 1/2 ≤ α. We may ask what is the asymptotic
behaviour of
I(α)n (f) := n
∫ t
0
1
sα
f(nBs) ds ,
as n ↑ ∞. By scaling, I(α)n (f) has the same law as n2α−1
∫ n2t
0 f(Bs)ds/s
α.
Therefore
I
(α)
n (f)
n2α−1
(law)−→
∫ ∞
0
ds
sα
f(Bs) =
∫ ∞
−∞
da f(a)
(∫ ∞
0
dLas(B)
sα
)
, as n ↑ ∞ ,
for some function f such that
∫∞
−∞ |f(a)| da/|a|2α−1 < ∞. Here, we denote
by Lat (B) the Brownian local time at level a. A natural question is to
describe the law of the process
{
a 7→
∫ ∞
0
dLas(B)
sα
: a ∈ IR
}
.
We compute the Laplace transform of
∫∞
0 dL
a
s(B)/s
α, for fixed a and α >
1/2. In particular, if α = 1, a
∫∞
0 dL
a
s(B)/s
α follows the exponential distri-
bution with parameter 1 (see Remark 1.25 iv));
iii) the study
∫∞
0 e
−sdLs(B) is connected to certain discounted arcsine
laws of Baxter and Williams (see [Ba-Wi], [Y3] and [S-Y] ).
We prove three types of results:
1. Laplace transforms expressed through series
We give the Laplace transform of the following functionals
(0.1)
∫ 1
0
(s+ (1− s)t)β−1/2dLt(B) and
∫ 1
0
(s+ (1− s)t)β−1/2dLt(b) ,
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where β ≥ 0, s ≥ 0 and Lt(B) and Lt(b) denote respectively the local times
at 0 of the Brownian motion and of the Brownian bridge (see Corollary 1.12
and 1.15). The Laplace transform is expressed as a series expansion.
Note that taking s = 0 and β = 0 leads to
∫ 1
0 dLt(B)/
√
t =∞ a.s.; we recall
(see [Ra-Y] and [J]) that
(0.2)
∫ 1
0
ϕ(t) dLt(B) <∞⇔
∫ 1
0
ϕ(t)√
t
dt <∞ .
The Laplace transform is expressed as a series expansion.
Similarly, let R (respectively r) denote a Bessel process of dimension 0 <
d := 2n+ 2 < 2 (respectively a Bessel bridge of the same dimension). Then
we obtain the Laplace transform of
(0.3)
∫ 1
0
dLt(R)
(s+ (1− s)t)|n| and
∫ 1
0
dLt(r)
(s+ (1− s)t)|n| ,
where Lt(R) and Lt(r) denote respectively the local times at 0 of the Bessel
process and of the Bessel bridge (see Theorems 2.17 and 2.18). In particular,
if d = 1 (that is n = −1/2), (0.3) is precisely (0.1) with β = 0.
We also obtain a similar formula for the one-dimensional Ornstein-Uhlenbeck
process (see Theorem 2.7).
2. Explicit laws with randomization
When the parameter s is replaced by some particular random variable
independent of the local time process we obtain well known laws.
We shall denote by Za,b a beta random variable with parameters a, b > 0:
(0.4) P (Za,b ∈ du) = u
a−1(1− u)b−1
B(a, b)
du (0 < u < 1)
and we shall assume that Za,b is independent from the process for which
the local time is considered. Here B(a, b) denotes the Euler function of the
first kind. Also, if we write ξ ∼ E(1) if the random variable ξ follows the
exponential distribution with parameter 1 and ξ ∼ ζ if the random variables
ξ and ζ have the same law.
For the Bessel process R we show that, for every α > 0, the random
variables
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(0.5) RZ1,α and
∫ Z1,α
0
dLt(R)
(1− Z1,α + t)|n|
are independent. Moreover,
(0.6)
2nΓ(α− n)Γ(n+ 1)
Γ(α)Γ(|n|+ 1)
∫ Z1,α
0
dLt(R)
(1− Z1,α + t)|n| ∼ E(1) ,
where Γ(a) denotes the Euler function of the second kind. The case of
Brownian motion is obtained for n = −1/2 (see Theorem 1.8 and 2.15).
An analogous result is obtained for the Ornstein-Uhlenbeck process (see
Theorem 2.6).
Moreover, we also show that for any λ > 0, there exist some random
variables µλ, respectively νλ, independent of B, respectively b, such that:
(0.7) cλ
∫ 1
0
dLt(B)√
t+ µλ
∼ E(1) ,
and
(0.8) cλ
∫ 1
0
dLt(b)√
t+ νλ
∼ E(1) ,
where cλ =
√
2pi/B(1/2, λ). Note that, if µλ satisfies (0.7), then νλ = µλ/g
satisfies (0.8), where the variables µλ and g = sup{s < 1 : Bs = 0} are
assumed to be independent.
We have the following examples: µ0λ = Zλ,1/1 − Zλ,1, then ν0λ = µ0λ/g, and
also ν1λ = Z1/2,λ/1− Z1/2,λ, or ν2λ = Zλ,1/2/1− Zλ,1/2.
In particular, taking λ = 1, respectively λ = 1/2 we get
(0.9)
√
pi
2
∫ 1
0
dLt(B)√
t+ U1−U
∼
√
2
pi
∫ 1
0
dLt(b)√
1
V − t
∼ E(1) ,
where we denote by U = Z1,1 a uniform random variable on [0, 1] inde-
pendent of B and by V = Z1/2,1/2 an arcsine random variable independent
of b.
We can obtain similar formulas for the Bessel process or Bessel bridge.
3. Limit theorems
On the other hand, using the formulas for the Laplace transform of ran-
dom variables of type (0.1) we prove some limit theorems (see Theorems
1.26, 1.28 and 1.30). Thus we obtain the convergence in law to N (0, 1), the
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standard normal distribution, of
(0.10)
√
pi
log 2
(√
β
∫ 1
0
tβ−1/2dLt(B)− 1√
2piβ
)
, as β ↓ 0 ,
(0.11)
√
pi
2 log 2

 1√
log 1/ε
∫ 1
0
dLt(B)√
ε+ t
−
√
log 1/ε
2pi

 , as ε ↓ 0 ,
or
(0.11’)
√
pi
2 log 2

 1√
log 1/ε2
∫ 1
0
dLεt (B)√
t
−
√
log 1/ε2
2pi

 , as ε ↓ 0 ,
with Lεt (B) the Brownian local time at level ε, and also
(0.12)
√
pi
2 log 2

 1√
log (t/s)
∫ t
s
dLv(B)√
v
−
√
log (t/s)
2pi

 , as s/t→ 0 .
We can prove that (0.10) and (0.11) are also true for the local time of
the Brownian bridge (see Remark 1.27).
Our general approach in this paper is based on a probabilistic represen-
tation for the solution of a partial differential equation. On one hand we
use the backward Kolmogorov representation for a parabolic partial differ-
ential equation to get an explicit form of the solution. On the other hand
in the Fokker-Planck representation we use the local time of the associated
diffusion. From these two expressions we deduce some useful information on
certain functionals of local time.
The plan of the paper is as follows. The first part is devoted to the
study of the Brownian motion case and general functionals of Brownian lo-
cal time. In §1.1 we present the general ideas of the method and in §1.2 we
make some explicit computations when we take some particular functionals.
Thus we obtain results on integrals of local time for the Brownian motion
and Brownian bridge with some deterministic or random parameters. §1.3
is devoted to extensions. Formulas for Laplace transforms allow us to obtain
some limit theorems in §1.4. The case of more general diffusion processes
is studied in the second part. We apply the general results of §2.1 to the
Ornstein-Uhlenbeck process (§2.2). Finally, the case of Bessel processes is
considered in §2.3. In the Appendix we give different proofs of our results
and some comments.
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1. Integrals of Brownian local time
1.1. General result for Brownian motion
Let us consider the equation:
(1.1)
∂ω
∂t
(t, x) =
1
2
∂2ω
∂x2
(t, x) , t > 0 , x > 0 ,
with
(1.2) ω(0, x) = ω0(x) , x ≥ 0
and
(1.3) ω(t, 0) = f(t) , t ≥ 0
as initial and boundary conditions, respectively. Our hypotheses on ω0 and
f are those needed to ensure the existence and the uniqueness of the solution
for the problem (1.1)-(1.3) (see [K-S], p. 254 for a closely related problem).
For instance, we assure that ω0 is a continuous function with growth less
than exponential at infinity, f is a continuous function which is C1 on IR∗
and ω0(0) = f(0).
Denote by Lt(B) the local time at 0 for the linear Brownian motion Bt
starting from 0. The main result of this section is the following
Theorem 1.1. Assume that f(t) = ω(t, 0) > 0, for all t > 0. Then for
every positive Borel function h,
(1.4) Eω0
[
h(|Bt|) exp
(
−
∫ t
0
∂ω/∂x
f
(s, 0)dLs(B)
)
1I{t≥T0}
]
=
1√
2pi
∫ ∞
0
y h(y) dy
∫ t
0
f(t− s)
s3/2
e−y
2/2sds .
Here, we denote T0 := inf{t > 0 : Bt = 0} and
(1.5) Eω0(A) :=
∫ ∞
0
ω0(x)Ex(A) dx ,
To prove the equality (1.4) we need some preliminary results concerning
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the probabilistic interpretation of the problem (1.1)-(1.3).
First, we write the explicit form of the solution ω(t, x). This is a con-
sequence of the backward Kolmogorov representation for the problem (1.1)-
(1.3).
Proposition 1.2. The solution ω(t, x) of (1.1)-(1.3) is given by
(1.6) ω(t, x) =
∫ ∞
0
ω0(y)[p(t, y − x)− p(t, y + x)] dy
+
1√
2pi
∫ t
0
x e−x2/2s
s3/2
f(t− s) ds ,
where we denote p(t, x) := 1√
2pi t
e−x2/2t.
Proof. Consider, for x ≥ 0 and t ≥ 0 the space -time process
At,xs := (x+Bs, t− s) , 0 ≤ s ≤ t ,
associated to the differential operator L = 12 ∂
2
∂x2
− ∂∂t . To obtain the solution
of the problem (1.1)-(1.3) it suffices to solve the Dirichlet problem for the
(operator L) process A on [0,∞[×[0, t].
We obtain
ω(t, x) = Ex
[
ω0(Bt)1I{t<T0}
]
+ Ex
[
f(t− T0)1I{t≥T0}
]
.
We get the second term in (1.6) from the preceding equality, once we recall
that
Px(T0 ∈ ds) = x e
−x2/2s
√
2pi s3
1I]0,∞[(s) ds .
To obtain the first term we use the symmetry principle. ✷
Before proving Theorem 1.1 let us note the following useful fact. The
unique solution ω(t, x) of (1.1)-(1.3) satisfies the Fokker-Planck representa-
tion:
Proposition 1.3. The solution ω(t, x) of (1.1)-(1.3) satisfies
(1.7) < h, ω(t, ·) >= Eω0
[
h(|Bt|) exp
(
−
∫ t
0
∂ω/∂x
f
(s, 0)dLs(B)
)]
,
for every positive Borel function h. Here, we denote
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(1.8) < h, ω(t, ·) >:=
∫ ∞
0
h(x)ω(t, x) dx .
Proof. Let us define:
ρ(s) :=
∂ω/∂x
f
(s, 0)
and
Mt := exp
(
−
∫ t
0
ρ(s)dLs(B)
)
.
We introduce, for t ≥ 0, x ≥ 0, the function ω˜(t, x) defined by
< h, ω˜(t, ·) >:= Eω0 [h(|Bt|)Mt] .
Consider a smooth function g and apply Ito’s formula to get
(i) g(t, |Bt|)Mt = g(0, |B0|) +
∫ t
0
∂g
∂s
(s, |Bs|)Ms ds
−
∫ t
0
g(s, |Bs|) ρ(s)Ms dLs(B) +
∫ t
0
∂g
∂x
(s, |Bs|)Ms(dLs(B) + dB˜s)
+
1
2
∫ t
0
∂2g
∂x2
(s, |Bs|)Ms ds ,
where dB˜s = sgn(Bs) dBs.
We choose the function g such that, for every t ≥ 0,
g(t, 0)ρ(t) =
∂g
∂x
(t, 0) .
Then, by taking Eω0 in the above equality (i) we get, firstly
(ii) < g(t, ·), ∂ω˜
∂t
(t, ·) >= 1
2
<
∂2g
∂x2
(t, ·), ω˜(t, ·) > ,
and, secondly
(iii)
∂g
∂x
(t, 0) · ω˜(t, 0) = g(t, 0) · ∂ω˜
∂x
(t, 0) .
Assuming g has compact support disjoint from {0} × [0,∞[, we can deduce
from the first equality (ii) that
∂ω˜
∂t
=
1
2
∂2ω˜
∂x2
.
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Moreover, ω˜ satisfies
ω˜(0, x) = ω0(x) , ∀x ≥ 0 ,
and
∂ω˜
∂x
(t, 0) = ρ(t) · ω˜(t, 0) , ∀t ≥ 0 ,
as we can see combining the second consequence (iii) of Ito’s formula and
the condition on the function g.
But ω(t, x) verifies the same conditions because it is the solution of (1.1)-
(1.3). Hence ω˜ = ω (cf [F], p. 147). ✷
Proof of Theorem 1.1. Combining (1.6) and (1.8), we write the left hand
side of (1.7) as∫ ∞
0
∫ ∞
0
h(x)ω0(y)[p(t, y − x)− p(t, y + x)] dx dy
+
1√
2pi
∫ ∞
0
h(x) dx
∫ t
0
x e−x2/2s
s3/2
f(t− s) ds .
Using (1.5) we write the right hand side of (1.7) as follows:
< h, ω(t, ·) >=
∫ ∞
0
ω0(y)Ey
[
h(|Bt|) exp
(
−
∫ t
0
∂ω/∂x
f
(s, 0)dLs(B)
)]
dy
=
∫ ∞
0
ω0(y)Ey[h(|Bt|)1I{t≤T0}] dy
+
∫ ∞
0
ω0(y)Ey
[
h(|Bt|) exp
(
−
∫ t
0
∂ω/∂x
f
(s, 0)dLs(B)
)
1I{t≥T0}
]
dy .
Indeed, before T0, the Brownian motion does not visit 0. It is well known
(see [K-S], p. 265) that
Ey[h(|Bt|)1I{t≤T0}] =
∫ ∞
0
h(x) [p(t, y − x)− p(t, y + x)] dx .
The result of the theorem follows from the previous equalities. ✷
Using the scaling property of the local time Lt(B) and the Markov prop-
erty we get
Corollary 1.4. For every positive Borel function h and every fixed t > 0,
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(1.9)
∫ ∞
0
y e−y
2/2 dy
∫ 1
0
ω0(y
√
t(1− u))√
1− u du
×E0
[
h(|Bu|) exp
(
−√t
∫ u
0
∂ω/∂x
f
(t(1− u+ v))dLv(B)
)]
=
∫ ∞
0
z h(z) dz
∫ 1
0
f(t(1− u))
u3/2
e−z
2/2udu .
Proof. Using the Markov property and the expression of the density of T0
we can write the left hand side of (1.4) as follows
∫ ∞
0
ω0(x)Ex
[
h(|Bt|) exp
(
−
∫ t
0
∂ω/∂x
f
(s, 0)dLs(B)
)
1I{t≥T0}
]
dx
=
∫ ∞
0
xω0(x) dx
∫ ∞
0
e−x2/2s√
2pi s3
1I{t≥s} ds
×E0
[
h(|Bt−s|) exp
(
−
∫ t−s
0
∂ω/∂x
f
(s+ w, 0)dLw(B)
)]
=
∫ ∞
0
y ω0(
√
s y) dy
∫ t
0
e−y2/2√
2pi s
ds
×E0
[
h(|Bt−s|) exp
(
−
∫ t−s
0
∂ω/∂x
f
(s+ w, 0)dLw(B)
)]
=
√
t
∫ ∞
0
y e−y
2/2 dy
∫ 1
0
ω0(y
√
t(1− u))√
1− u du
×E0
[
h(|Btu|) exp
(
−
∫ tu
0
∂ω/∂x
f
(t(1− u) + w)dLw(B)
)]
.
Here we made the two successive changes of variables x = y
√
s and s =
t(1− u).
It is well known that the Brownian motion and its local time have the fol-
lowing scaling property:
(1.10) (Bu,Lu)u≥0 ∼ (
√
tBu/t,
√
tLu/t)u≥0 .
Then the expectation in the above formula can be written as
E0
[
h(|Btu|) exp
(
−
∫ tu
0
∂ω/∂x
f
(t(1− u) + s)dLs(B)
)]
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= E0
[
h(
√
t |Bu|) exp
(
−√t
∫ tu
0
∂ω/∂x
f
(t(1− u) + s)dLs/t(B)
)]
= E0
[
h(
√
t |Bu|) exp
(
−√t
∫ u
0
∂ω/∂x
f
(t(1− u+ v))dLv(B)
)]
,
by the change of variable v = s/t in the integral with respect to the local
time. Hence, from the left hand side of (1.4) we obtain the left hand side
of (1.9), up to multiplication by
√
2pit. To get (1.9), we make the change
of variables s = tu and y = z
√
t on the right hand side of (1.4), and we
simplify the factor
√
2pit. ✷
From (1.6) we calculate the derivative (∂ω/∂x)(t, 0):
Corollary 1.5. For every t > 0,
(1.11)
∂ω
∂x
(t, 0) = 2
∫ ∞
0
y ω0(y)
t
p(t, y) dy − 2f(t)√
2pi t
+
1√
2pi
∫ t
0
f(t− s)− f(t)
s3/2
ds .
Proof. A direct calculation shows that the first term in (1.11) is the value
at (t, 0) of the derivative with respect to x of the first term in (1.6).
We need to compute the derivative of the second term in (1.6). t being fixed,
we denote, for x > 0,
ψ(x) :=
1√
2pi
∫ t
0
x e−x2/2s
s3/2
f(t− s) ds .
Then
ψ(x) = E0[f(t− Tx) 1I{Tx≤t}] ,
where, as usual Tx := inf{t > 0 : Bt = x}. Since limx↓0 Tx = 0, P0-a.s., we
get
lim
x↓0
ψ(x) = f(t) = ψ(0) .
We compute limx↓0(ψ(x)− f(t))/x. Let us denote
ψ1(x) := E0[(f(t− Tx)− f(t)) 1I{Tx≤t}]/x
and
ψ2(x) := f(t) P0(Tx > t)/x .
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Then
(ψ(x)− f(t))/x = ψ1(x)− ψ2(x) .
Since
ψ1(x) =
1√
2pi
∫ t
0
f(t− s)− f(t)
s3/2
e−x
2/2s ds ,
using the dominated convergence theorem and the fact that f ∈ C1(IR∗),
we get
lim
x↓0
ψ1(x) =
1√
2pi
∫ t
0
f(t− s)− f(t)
s3/2
ds ,
which is the third term in (1.11).
We show that the second term in (1.11) is the limit of ψ2, as x ↓ 0. Indeed,
it follows from [K-S], p. 96, that
Tx ∼ x2/η2 , with η ∼ N (0, 1) .
Therefore
P0(Tx > t) = P(
√
t |η| < x) ,
which yields
lim
x↓0
ψ2(x) = f(t)
(
2 e−x2/2t√
2pi t
)
x=0
. ✷
1.2. Explicit calculations in some particular cases
In the particular case where the initial and boundary conditions in the
problem (1.1)-(1.3) are powers, we can perform explicit calculations. More-
over if we replace some deterministic parameters by beta random variables
we get some classical distributions.
First, we explain the idea. To find the law of an integral
∫ t
0 ϕ(s)dLs(B),
we look for some functions f and ω0 such that ϕ(t) =
∂ω/∂x
f (t, 0) and then
use Theorem 1.1. Moreover, taking into account the third term in (1.11) we
see that a suitable type of functions are the power functions.
Let us introduce, for α > 0,
(1.12) cα := 2αB(1/2, α) =
2pi
B(1/2, α+ 1/2)
= 2 +
∫ 1
0
1− (1− u)α
u3/2
du .
We consider
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(1.13) f(t) := tα and ω0(x) :=
cα + µ
θα
x2α ,
where µ ≥ 0 and
(1.14) θα := 2
α+1Γ(α+ 1) = 2
∫ ∞
0
x2α+1e−x
2/2 dx .
These functions satisfy the hypothesis which ensures the existence of the
solution ω(t, x) of (1.1)-(1.3) (see the commentary after (1.3)). The main
results of this section give some relations involving the Laplace transforms
of some particular integrals of local time.
To justify the particular form of the functionals in the statement of our
results, let us establish the following
Lemma 1.6. Consider the functions f and ω0 given by (1.13). Then
(1.15)
∂ω/∂x
f
(t, 0) =
µ√
2pi t
.
Proof. The result is a consequence of Corollary 1.5. We calculate (1.15)
directly from (1.11). Indeed, using (1.13) and (1.14), we obtain:
∂ω
∂x
(t, 0) =
2√
2pi t
cα + µ
θα
1
t
∫ ∞
0
x2α+1e−x
2/2t dx− 2√
2pi
tα−1/2
+
1√
2pi
∫ t
0
(t− s)α − tα
s3/2
ds =
1√
2pi
(cα + µ)t
α−1/2 − 1√
2pi
cαt
α−1/2 .
by (1.12), and (1.15) follows at once. ✷
Our first result is a direct consequence of Corollary 1.4.
Theorem 1.7. For every positive Borel function h, and for every α > −1/2,
µ ≥ 0,
(1.16)
∫ 1
0
(1− u)α−1/2E0
[
h(|Bu|) exp
(
− µ√
2pi
∫ u
0
dLv(B)√
1− u+ v
)]
du
=
2
cα + µ
∫ ∞
0
y h(y) dy
∫ 1
0
(1− u)α
u3/2
e−y
2/2u du .
Remark. For α > −1/2, cα is well defined by the second equality in (1.12).
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As a consequence we can prove one of the main results of this section.
To state the result we introduce some notations.
Recall that, here and everywhere else, Za,b denotes a beta random vari-
able with parameters a, b > 0 (see (0.4)), independent from the Brownian
motion.
The next result is a translation of Theorem 1.7 in terms of independence
of Brownian functionals.
Theorem 1.8. For α > −1/2, the random variables
(1.17) BZ1,α+1/2 and
∫ Z1,α+1/2
0
dLv(B)√
1− Z1,α+1/2 + v
,
are independent. Moreover,
(1.18)
cα√
2pi
∫ Z1,α+1/2
0
dLv(B)√
1− Z1,α+1/2 + v
∼ E(1) ,
the exponential distribution with parameter 1.
Proof of Theorem 1.7. It suffices to prove (1.16) for α > 0. Then, by
analyticity, it can be extended for α > −1/2.
We write the equality (1.9) with t = 1 and the functions f and ω0 given by
(1.13):
cα + µ
θα
∫ ∞
0
y e−y
2/2 dy
∫ 1
0
y2α(1− u)α
(1− u)1/2 du
×E0
[
h(|Bu|) exp
(
−
∫ u
0
µ√
2pi (1− u+ v)dLv(B)
)]
=
∫ ∞
0
z h(z) dz
∫ 1
0
(1− u)α
u3/2
e−z
2/2udu .
(1.16) is then obtained by (1.14). ✷
Proof of Theorem 1.8. The first part is clear from the result of Theorem
1.7, noting that the positive Borel function h is arbitrary and that
1
cα + µ
=
∫ ∞
0
e−(cα+µ)sds .
To prove the second part we take h ≡ 1 in (1.16) and we get∫ 1
0
(1− u)α−1/2
B(1, α+ 1/2)
E0
[
exp
(
− µ√
2pi
∫ u
0
dLv(B)√
1− u+ v
)]
du
14
=
2B(1/2, α+ 1)
B(1, α+ 1/2)
∫ ∞
0
e−µ se−cα sds =
∫ ∞
0
e−µ scαe−cα sds .
We deduce (1.18) from the last equality. ✷
Remark. In the Appendix we give another proof for the first part of The-
orem 1.8. We prove that the result is connected with a simple property of
independence for beta-gamma random variables.
In the proof of Theorem 1.8 we used the Laplace transform with respect
to the parameter µ. In the second main result we shall use the “Laplace
transform” with respect to the parameter α. We shall use Theorem 1.7 and
Corollary 1.5. To state the result we introduce some notations.
Let V = Z1/2,1/2 be a random variable which is arcsine distributed. Con-
sider V1, . . . , Vn independent copies of V . We shall denote
(1.19) Pn =
n∏
j=1
Vj .
Theorem 1.9. For every µ ≥ 0, 0 < u ≤ 1, y ≥ 0,
(1.20) E0
[
exp
(
− µ√
2pi
√
1− u
∫ 1
0
dLv(B)√
u+ (1− u)v
)
| |B1| = y
]
=
√
1− u ey2/2
∑
n≥0
(−µ
2
)n
E
[
1I{Pn≥u}√
Pn − u
exp
(
−y
2
2
(1− u)Pn
Pn − u
)]
,
or, equivalently, denoting w = u/(1− u),
(1.20’) E0
[
exp
(
− µ√
2pi
∫ 1
0
dLv(B)√
w + v
)
| |B1| = y
]
= ey
2/2
∑
n≥0
(−µ
2
)n
E
[
1I{(w+1)Pn≥w}√
(w + 1)Pn − w
exp
(
−y
2
2
Pn
(w + 1)Pn − w
)]
.
For the proof of Theorem 1.9 we shall use the following two lemmas.
The first one is a consequence of Theorem 1.7.
Lemma 1.10 For every α > −1/2, µ ≥ 0, y ≥ 0,
(1.21)
∫ 1
0
uα−1/2√
1− ue
−y2/2(1−u)du
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×E0
[
exp
(
− µ√
2pi
√
1− u
∫ 1
0
dLv√
u+ (1− u)v
)
| |B1| = y√
1− u
]
=
√
2pi
cα + µ
∫ 1
0
y uαe−y2/2(1−u)
(1− u)3/2 du .
Proof. First we transform (1.16). On the left hand side we apply again the
scaling property (1.10). Therefore, for every positive Borel function h,
∫ 1
0
(1− u)α−1/2E0
[
h(
√
u |B1|) exp
(
− µ√
2pi
√
u
∫ 1
0
dLw√
1− u+ uw
)]
du
=
2
cα + µ
∫ ∞
0
z h(z) dz
∫ 1
0
(1− u)α
u3/2
e−z
2/2udu ,
also by the change of variable v = uw in the integral with respect to the
local time, or ∫ 1
0
uα−1/2du
×E0
[
h(
√
1− u |B1|) exp
(
− µ√
2pi
√
1− u
∫ 1
0
dLw√
u+ (1− u)w
)]
=
2
cα + µ
∫ ∞
0
z h(z) dz
∫ 1
0
uα
(1− u)3/2 e
−z2/2(1−u)du .
By conditioning with respect to |B1| = z in the left hand side of the above
equality we obtain ∫ ∞
0
e−z
2/2dz
∫ 1
0
uα−1/2du
×E0
[
h(
√
1− u z) exp
(
− µ√
2pi
√
1− u
∫ 1
0
dLw√
u+ (1− u)w
)
| |B1| = z
]
=
√
2pi
cα + µ
∫ ∞
0
h(z) dz
∫ 1
0
z uαe−z2/2(1−u)
(1− u)3/2 du ,
or, putting y =
√
1− u z on the left hand side,
∫ ∞
0
h(y) dy
∫ 1
0
uα−1/2√
1− ue
−y2/2(1−u)du
×E0
[
exp
(
− µ√
2pi
√
1− u
∫ 1
0
dLw√
u+ (1− u)w
)
| |B1| = y√
1− u
]
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=√
2pi
cα + µ
∫ ∞
0
h(y) dy
∫ 1
0
y uαe−y2/2(1−u)
(1− u)3/2 du .
✷
It is not difficult to deduce from this result the Laplace transforms with
respect to α by a simple change of variable.
Lemma 1.11. For every µ ≥ 0, 0 < u ≤ 1, y ≥ 0,
(1.22) E0
[
exp
(
− µ√
2pi
√
1− u
∫ 1
0
dLv√
u+ (1− u)v
)
| |B1| = y
]
=
√
2pi u
2
(1− u) ey2/2
∑
n≥0
(−µ
2
)n
×E
[
y
√
Pn+1
(Pn+1 − u)3/2 exp
(
−y
2(1− u)Pn+1
2(Pn+1 − u)
)
1I{Pn+1≥u}
]
.
Proof. Put
F (µ, y, u) := E0
[
exp
(
− µ√
2pi
√
1− u
×
∫ 1
0
dLv√
u+ (1− u)v
)
| |B1| = y√
1− u
]
.
Performing in (1.21) the change of variable u = e−w, we get
∫ ∞
0
e−wα−w/2√
1− e−w e
−y2/2(1−e−w)F (µ, y, e−w) dw
=
√
2pi
cα + µ
∫ ∞
0
y e−wαe−y2/2(1−e−w)
(1− e−w)3/2 e
−w dw .
Let us remark that 2/cα is a Laplace transform with respect to α. Indeed,
using (1.12) and the same change of variable u = e−w, we get
2
cα
=
1
pi
∫ 1
0
uα−1/2√
1− u du =
1
pi
∫ ∞
0
e−wα
e−w/2√
1− e−w dw .
This is the Laplace transform of the random variable log 1/V (recall that
V = Z1/2,1/2 is an arcsine random variable), with density
χ(w) =
e−w/2
pi
√
1− e−w 1I[0,∞[(w) .
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Then we can write,
√
2pi
cα + µ
∫ ∞
0
y e−wαe−y2/2(1−e−w)
(1− e−w)3/2 e
−w dw
=
√
2pi
cα

∑
n≥0
(−µ
cα
)n∫ ∞
0
e−wαg(w) dw
=
√
2pi
2

∑
n≥0
(−µ
2
)n ( 2
cα
)n+1∫ ∞
0
e−wαg(w) dw ,
where g(w) := y e−we−y2/2(1−e−w)/(1− e−w)3/21I]0,∞[(w).
Therefore we obtain the following equality where we denote the convolution
product by ∗:
e−w/2√
1− e−w e
−y2/2(1−e−w)F (µ, y, e−w)
= g ∗

√2pi
2
∑
n≥0
(−µ
2
)n
χ∗(n+1)

 (w)
=
√
2pi
2
∑
n≥0
(−µ
2
)n
E[g(w + logPn+1)] ,
because
(
g ∗ χ∗(n+1)
)
(w) = E[g(w+ log (V1 . . . Vn+1))]. We denote e
−w = u
and we get
e−y
2/2(1−u)F (µ, y, u) =
√
2pi
2
√
u(1− u)
∑
n≥0
(−µ
2
)n
×E
[
y
√
Pn+1
(Pn+1 − u)3/2 exp
(
− y
2Pn+1
2(Pn+1 − u)
)
1I{Pn+1≥u}
]
,
using also the expression of the function g. The result of the lemma is ob-
tained replacing y by y
√
1− u. ✷
Proof of Theorem 1.9. We only need to transform
E
[
y
√
Pn+1
(Pn+1 − u)3/2 exp
(
−y
2(1− u)Pn+1
2(Pn+1 − u)
)
1I{Pn+1≥u}
]
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= E
[
y
Pn
Vn+1
(Vn+1 − u/Pn)3/2 exp
(
−y
2(1− u)
2
Vn+1
Vn+1 − u/Pn
)
1I{Pn Vn+1≥u}
]
=
√
2
pi
1√
1− uE

 1
Pn
exp
(
− y2(1−u)2(1−u/Pn)
)
√
u
Pn
(1− u/Pn)
1I{Pn≥u}

 ,
as follows from Lemma A.2. Hence we get
E
[
y
√
Pn+1
(Pn+1 − u)3/2 exp
(
−y
2(1− u)Pn+1
2(Pn+1 − u)
)
1I{Pn+1≥u}
]
=
√
2
pi
1√
u(1− u)E
[
1√
Pn − u
exp
(
−y
2
2
(1− u)Pn
Pn − u
)
1I{Pn≥u}
]
.
Replacing this equality in (1.22) we obtain the result of the theorem. The
proof is complete except for the proof of Lemma A.2 in the Appendix. ✷
As simple consequences of Theorem 1.9 we get results without condi-
tioning and for the Brownian bridge.
First, we state the result without conditioning:
Corollary 1.12. For every µ ≥ 0, 0 < u ≤ 1,
(1.23) E0
[
exp
(
− µ√
2pi
√
1− u
∫ 1
0
dLv(B)√
u+ (1− u)v
)]
=
∑
n≥0
(−µ
2
)n
E
[
1I{Pn≥u}√
Pn
]
,
or, denoting w = u/(1− u),
(1.23’) E0
[
exp
(
− µ√
2pi
∫ 1
0
dLv(B)√
w + v
)]
=
∑
n≥0
(−µ
2
)n
E
[
1I{(w+1)Pn≥w}√
Pn
]
,
Remark 1.13. We cannot take u = 0 in (1.23) because
(1.24)
∫ 1
0
ϕ(t) dLt(B) <∞⇔
∫ 1
0
ϕ(t)√
t
dt <∞
(see [Ra-Y], p. 655 and [J], p. 44).
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Before proving Corollary 1.12, let us state an important consequence of
this result.
Proposition 1.14. For λ > 0,
(1.25)
√
2pi
B(λ, 1/2)
∫ 1
0
dLv(B)√
v +
Zλ,1
1−Zλ,1
∼ E(1) .
In particular, for λ = 1, Z1,1 = U is a uniform random variable on [0, 1]
independent from the Brownian motion and
(1.26)
√
pi
2
∫ 1
0
dLv(B)√
v + U1−U
∼ E(1) .
Remark. The second statement of Theorem 1.8 can be obtained using (1.25).
Indeed, by the scaling property, for every c > 0,
∫ 1
0
dLv(B)√
v +
Zλ,1
1−Zλ,1
∼
∫ 1
0
√
1− Zλ,1 dLc v(B)√
c
√
Zλ,1 + v(1− Zλ,1)
∼
∫ c
0
√
1− Zλ,1 dLw(B)√
c
√
Zλ,1 +
w
c (1− Zλ,1)
∼
∫ 1−Zλ,1
0
dLw(B)√
Zλ,1 + w
,
with c = 1− Zλ,1. It suffices to take λ = α+ 1/2 and to observe that
1− Zλ,1 ∼ Z1,λ .
Proof of Corollary 1.12. By conditioning,
E0
[
exp
(
− µ√
2pi
√
1− u
∫ 1
0
dLv(B)√
u+ (1− u)v
)]
=
√
2
pi
∫ ∞
0
e−y
2/2dy
×E0
[
exp
(
− µ√
2pi
√
1− u
∫ 1
0
dLv(B)√
u+ (1− u)v
)
| |B1| = y
]
.
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Using (1.20) and the obvious equality
∫∞
0 e
−y2a/2 dy =
√
pi/2a, we get the
result of the corollary. ✷
Proof of Proposition 1.14. First, let us note that
E
[
1I{Pn≥Zλ,1}√
Pn
]
= E
(
P λ−1/2n
)
=
[
E
(
V λ−1/2
)]n
=
[
B(λ, 1/2)
pi
]n
.
Therefore the right hand side of (1.23) can be written as
∑
n≥0
(−µ
2
)n B(λ, 1/2)n
pin
=
1
1 + µB(λ, 1/2)/2pi
.
✷
Remark. The random variable Zλ,1/(1−Zλ,1) has the density λuλ−1/(1 +
u)1+λ1I]0,∞[(u).
Taking y = 0 in Theorem 1.9 we get the result for the Brownian bridge:
Corollary 1.15. For every µ ≥ 0, 0 < u ≤ 1,
(1.27) E0
[
exp
(
− µ√
2pi
√
1− u
∫ 1
0
dLv(b)√
u+ (1− u)v
)]
=
√
1− u
∑
n≥0
(−µ
2
)n
E
[
1I{Pn≥u}√
Pn − u
]
.
or, denoting w = u/(1− u),
(1.27’) E0
[
exp
(
− µ√
2pi
∫ 1
0
dLv(b)√
w + v
)]
=
∑
n≥0
(−µ
2
)n
E
[
1I{(w+1)Pn≥w}√
(w + 1)Pn − w
]
.
Remark 1.16. We can obtain (1.23) from (1.27) and vice-versa. Indeed, it
is classical (and it goes back to Le´vy, [L]) that the local time of the Brownian
bridge can be represented as:
(1.28) (Lt(b))t∈[0,1] ∼ (Lgt(B)/
√
g)t∈[0,1] .
Here, we denote g = sup{s < 1 : Bs = 0} which is independent from
21
the process (Lgt(B)/
√
g)t∈[0,1]. From (1.28) we obtain
(1.29)
√
g
∫ 1
0
ϕ(g v) dLv(b) ∼
∫ 1
0
ϕ(v) dLv(B) ,
for any positive Borel function ϕ. Therefore
(1.30)
∫ 1
0
dLv(b)√
u
g + (1− u)v
∼
∫ 1
0
dLv(B)√
u+ (1− u)v .
We prove that (1.27’) implies (1.23’). By (1.27’), with w replaced by w/g,
E

exp

− µ√
2pi
∫ 1
0
dLv(b)√
w
g + v




=
∑
n≥0
(−µ
2
)n
E
[ √
g√
(w + g)Pn − w
1I{Pn≥ ww+g }
]
.
Conditionally on Pn, taking the expectation with respect to g in the n-th
term on the right hand side of the previous equality, we can write
1
pi
E
[(∫ 1
w(1−Pn)
Pn
dx√
1− x√(w + x)Pn − w
)
1I{(w+1)Pn≥w}
]
=
1
pi
E

1I{(w+1)Pn≥w}√
Pn
∫ 1
w(1−Pn)
Pn
dx
√
1− x
√
x− w(1−Pn)Pn


=
1
pi
E
[
1I{(w+1)Pn≥w}√
Pn
] ∫ 1
0
dy√
y(1− y) = E
[
1I{(w+1)Pn≥w}√
Pn
]
,
by the change of variable y = (x−w(1−Pn)/Pn)/(1−w(1−Pn)/Pn). (1.23’)
follows immediately. ✷
Similarly to Proposition 1.14, we can prove
Proposition 1.17. For λ > 0,
(1.31)
√
2pi
B(λ, 1/2)
∫ 1
0
dLv(b)√
v +
Zλ,1/2
1−Zλ,1/2
∼ E(1) .
In particular, for λ = 1/2, Z1/2,1/2 = V is an arcsine random variable
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independent from the Brownian motion and
(1.32)
√
2
pi
∫ 1
0
dLv(b)√
v + V1−V
∼
√
2
pi
∫ 1
0
dLv(b)√
1
V − v
∼ E(1) .
Proof. The reasoning is similar to that made in the proof of Proposition
1.14. First, we calculate
E

√1− Zλ,1/2 1I{Pn≥Zλ,1/2}√
Pn − Zλ,1/2

 = E (P λ−1/2n )
=
[
E
(
V λ−1/2
)]n
=
[
B(λ, 1/2)
pi
]n
.
Then we use the right hand side of (1.27) to obtain (1.31). The particular
case λ = 1/2 gives the first identity in (1.32). For the second one we simply
change v in 1− v and we use the identity in law
(b1−u)0≤u≤1 ∼ (bu)0≤u≤1 .
✷
Remark 1.18. By the identity in law for the Brownian bridge used in
the proof of (1.32) and taking ϕ(v) = 1/
√
1− v in (1.29), we see that
(1.33)
∫ 1
0
dLv(b)√
1−g
g + v
∼
∫ 1
0
dLv(B)√
1− v .
Recall that g is arcsine distributed and independent from b. Therefore,
by (1.32) we obtain
(1.34)
√
2
pi
∫ 1
0
dLv(B)√
1− v ∼ E(1) .
This known result is a particular case of Aze´ma’s result (see [A] and [J])
asserting that, if (AΛt , t ≥ 0) is the dual predictable projection of Λ, the end
of a predictable set such that P(Λ = T ) = 0 for every stopping time T , then
AΛ∞ ∼ E(1); here Λ = g = sup{t < 1 : Bt = 0}.
Finally, our method allows to obtain other distributions than the expo-
nential:
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Proposition 1.19. Consider Z a random variable of density
1
kpi
log 1/u√
u(1− u)1I[0,1](u) , where k =
1
pi
∫ 1
0
log 1/u√
u(1− u)du ,
and Z is independent from the Brownian motion. Then
(1.35)
√
2
pi
∫ 1
0
dLv(b)√
v + Z1−Z
∼ γ(2) ,
the gamma distribution of parameter 2, having the density x e−x1I[0,∞[(x).
Proof. As previously, we calculate the right hand side of (1.27). First,
E
[√
1− Z 1I{Pn≥Z}√
Pn − Z
]
=
1
kpi
E
[∫ Pn
0
√
1− u
Pn − u
log 1/u√
u(1− u) du
]
=
1
kpi
E
[∫ 1
0
log 1/v + log 1/Pn√
v(1− v) dv
]
= E
(
1− logPn
k
)
= 1 + n ,
as we can see by the change of variable u = vPn and direct integration. Then
the right hand side of (1.27) is 1/(1+µ/2)2, which is the Laplace transform
of the gamma distribution of parameter 2. ✷
Remark. Using Proposition 1.17 we can prove a more general result. Indeed,
by (1.31) we can write, for an arbitrary positive Borel function h,
∫ 1
0
du
uλ−1√
1− u Eh

√ 2
pi
∫ 1
0
dLv(b)√
v + u1−u


= B(λ, 1/2)
∫ ∞
0
h
(
B(λ, 1/2)
pi
x
)
e−xdx = pi
∫ ∞
0
h(y) exp
(
− pi y
B(λ, 1/2)
)
dy .
By derivation with respect to λ, we get
∫ 1
0
du
uλ−1 log u√
1− u Eh

√ 2
pi
∫ 1
0
dLv(b)√
v + u1−u


= −pi2B
′(λ, 1/2)
B(λ, 1/2)
∫ ∞
0
y h(y) exp
(
− pi y
B(λ, 1/2)
)
dy .
This a generalisation of (1.35). Indeed, (1.35) can be obtained taking λ =
1/2 (recall that B(1/2, 1/2) = pi).
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Moreover, by successive derivations with respect to λ, we can obtain that,
for every integer p ≥ 1, the density of√
2
pi
∫ 1
0
dLv(b)√
v +
Zp
1−Zp
is a linear combination of densities of gamma distributions of parameters
2, 3, . . . , p + 1. Here, the random variable Zp is independent of B and its
density is
1
kppi
(log u)p√
u(1− u)1I[0,1](u) , kp the normalisation constant .
1.3. Extensions of the particular cases
We show that a simple superposition of power functions as initial condi-
tions allows the same type of calculations.
Let us consider, for α > 0 β ≥ 0,
(1.36) f(t) := tα and ω0(x) :=
cα
θα
x2α +
µ
θα+β
x2α+2β
where µ ≥ 0 and the constants cα and θα are given by (1.12) and (1.14).
Then the main result of this section is contained in the following
Theorem 1.20. For every µ ≥ 0, β ≥ 0, 0 ≤ u ≤ 1,
(1.37) E0
[
exp
(
− µ√
2pi
√
1− u
∫ 1
0
(u+ (1− u)v)β−1/2dLv(B)
)]
=
∑
n≥0
(−µ
2
)n
unβE
[
(P1 . . . Pn−1)β
Pnβn
1I{Pn≥u}√
Pn
]
and
(1.38) E0
[
exp
(
− µ√
2pi
√
1− u
∫ 1
0
(u+ (1− u)v)β−1/2dLv(b)
)]
=
√
1− u
∑
n≥0
(−µ
2
)n
unβE
[
(P1 . . . Pn−1)β
Pnβn
1I{Pn>u}√
Pn − u
]
.
Proof. i) By Corollary 1.5, we note that, for t > 0,
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(1.39)
∂ω/∂x
f
(t, 0) =
µ√
2pi
tβ−1/2 .
ii) By the general formula (1.9) we can write, for t = 1,
∫ 1
0
[
(1− u)α−1/2 + µ
cα
(1− u)α+β−1/2
]
du
×E0
[
h(|Bu|) exp
(
− µ√
2pi
∫ u
0
(1− u+ v)β−1/2dLv(B)
)]
=
2
cα
∫ ∞
0
z h(z) dz
∫ 1
0
(1− u)α
u3/2
e−z
2/2udu .
Using the scaling property (1.10), and making the change of variable v = uw
in the integral with respect to the local time, we get, for every positive Borel
function h, ∫ 1
0
[
(1− u)α−1/2 + µ
cα
(1− u)α+β−1/2
]
du
×E0
[
h(
√
u |B1|) exp
(
− µ√
2pi
√
u
∫ 1
0
(1− u+ uw)β−1/2dLw(B)
)]
=
2
cα
∫ ∞
0
z h(z) dz
∫ 1
0
(1− u)α
u3/2
e−z
2/2udu ,
or, replacing u by 1− u,
(1.40)
∫ 1
0
[
uα−1/2 +
µ
cα
uα+β−1/2
]
du
×E0
[
h(
√
1− u |B1|) exp
(
− µ√
2pi
√
1− u
∫ 1
0
(u+ (1− u)w)β−1/2dLw(B)
)]
=
2
cα
∫ ∞
0
h(y) dy
∫ 1
0
y uα e−y2/2(1−u)
(1− u)3/2 du .
iii) Proof of (1.38). By conditioning in (1.40) with respect to |B1| we get
∫ ∞
0
h(y) dy
∫ 1
0
uα−1/2 + µcαu
α+β−1/2
√
1− u e
−y2/2(1−u)du
×E0
[
exp
(
− µ√
2pi
√
1− u
∫ 1
0
(u+ (1− u)w)β−1/2dLw(B)
)
| |B1| = y√
1− u
]
=
√
2pi
cα
∫ ∞
0
h(y) dy
∫ 1
0
y uα e−y2/2(1−u)
(1− u)3/2 du .
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Hence, ∫ 1
0
uα−1/2 + µcαu
α+β−1/2
√
1− u e
−y2/2(1−u)du
×E0
[
exp
(
− µ√
2pi
√
1− u
∫ 1
0
(u+ (1− u)w)β−1/2dLw(B)
)
| |B1| = y√
1− u
]
=
√
2pi
cα
∫ 1
0
y uα e−y2/2(1−u)
(1− u)3/2 du .
iv) We proceed now as in the proof of Lemma 1.11. Let us denote
F (µ, y, u) :=
E0
[
exp
(
− µ√
2pi
√
1− u
∫ 1
0
(u+ (1− u)w)β−1/2dLw(B)
)
| |B1| = y√
1− u
]
and we put u = e−w in the preceding equality. Then
∫ ∞
0
e−wαe−w/2
e−y2/2(1−e−w)√
1− e−w F (µ, y, e
−w) dw
+
µ
2
2
cα
∫ ∞
0
e−wαe−wβ−w/2
e−y2/2(1−e−w)√
1− e−w F (µ, y, e
−w) dw
=
√
pi
2
2
cα
∫ ∞
0
e−wαe−w
y e−y2/2(1−e−w)
(1− e−w)3/2 dw .
We recall that α 7→ 2/cα is the Laplace transform of the random variable
log 1/V with density
χ(w) =
e−w/2
pi
√
1− e−w 1I[0,∞[(w)
(V is as usual an arcsine random variable). Therefore, for every w ≥ 0,
e−w/2
e−y2/2(1−e−w)√
1− e−w F (µ, y, e
−w)
+
µ
2
(
e−•β−•/2
e−y2/2(1−e−•)√
1− e−• F (µ, y, e
−•) ∗ χ
)
(w)
=
√
pi
2
(
e−•
y e−y2/2(1−e−•)
(1− e−•)3/2 ∗ χ
)
(w) ,
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or, by calculating the convolutions, for every u = e−w ∈ [0, 1],
e−y2/2(1−u)√
1− u F (µ, y, u) +
µ
2
E
[
uβ
V β
e−y2V/2(V−u)√
V − u F (µ, y, u/V )1I{V >u}
]
=
√
pi
2
√
uE
[
y
√
V e−y2V/2(V−u)
(V − u)3/2 1I{V >u}
]
,
where we simplified by u1/2. But the right hand side of the last equal-
ity is e−y2/2(1−u)/
√
1− u by the result of Lemma A.2. Hence, denoting
y = z
√
1− u we get
(1.41) e−z
2/2F (µ, z
√
1− u, u)+
µ
2
√
1− uE
[
uβ
V β
e−z2V (1−u)/2(V−u)√
V − u F (µ, z
√
1− u, u/V )1I{V >u}
]
= e−z
2/2 .
with
F (µ, z
√
1− u, u) :=
E0
[
exp
(
− µ√
2pi
√
1− u
∫ 1
0
(u+ (1− u)w)β−1/2dLw(B)
)
| |B1| = z
]
.
To obtain the result for the Brownian bridge we take z = 0 in (1.41):
F (µ, 0, u) +
µ
2
√
1− uE
[
uβ
V β
F (µ, 0, u/V )√
V − u 1I{V >u}
]
= 1 .
Thus, we need to solve the functional equation
(I +
µ
2
B)F = 1 ,
where
Bψ(u) := √1− uuβ E
[
ψ(u/V )
V β
√
V − u1I{V >u}
]
.
Hence
F (µ, 0, u) =
∑
n≥0
(−µ
2
)n
(Bn1)(u) ,
with
(Bn1)(u) = √1− uunβ E
[
(P1 . . . Pn−1)β
Pnβn
1I{Pn>u}√
Pn − u
]
,
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as we can see by induction. (1.38) is proven.
v) Proof of (1.37). Unfortunately, we cannot use (1.41) to get, by in-
tegration with respect to z, the result for the Brownian motion without
conditioning as was done in Corollary 1.12.
To obtain (1.37) we use again (1.40), taking h ≡ 1:
∫ 1
0
[
uα−1/2 +
µ
cα
uα+β−1/2
]
du
×E0
[
exp
(
− µ√
2pi
√
1− u
∫ 1
0
(u+ (1− u)w)β−1/2dLw(B)
)]
=
2
cα
∫ ∞
0
y e−y
2/2(1−u)dy
∫ 1
0
uα
(1− u)3/2du ,
or, by integrating with respect to y on the right hand side,
∫ 1
0
[
uα−1/2 +
µ
cα
uα+β−1/2
]
G(µ, u) du =
2
cα
∫ 1
0
uα√
1− udu ,
where
G(µ, u) := E0
[
exp
(
− µ√
2pi
√
1− u
∫ 1
0
(u+ (1− u)v)β−1/2dLv(B)
)]
.
We make the change of variable u = e−w:∫ ∞
0
e−wαe−w/2G(µ, e−w) dw +
µ
2
2
cα
∫ ∞
0
e−wαe−wβ−w/2G(µ, e−w) dw =
2
cα
∫ ∞
0
e−wα
e−w√
1− e−w dw ,
or, for every w ≥ 0,
e−w/2G(µ, e−w) +
µ
2
(
e−•β−•/2G(µ, e−•) ∗ χ
)
(w) =
(
e−•√
1− e−• ∗ χ
)
(w) ,
χ being, as usual, the density of log 1/V . By calculating the convolutions,
for every u = e−w ∈ [0, 1],
G(µ, u) +
µ
2
uβ E
[
G(µ, u/V )
V β+1/2
1I{V≥u}
]
=
√
uE
[
1I{V >u}√
V (V − u)
]
.
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By (A.8) in Lemma A.3 the right hand side of the last equality is 1. Hence,
we need to solve the functional equation
(I +
µ
2
A)G = 1 ,
where
Aψ(u) := uβ E
[
ψ(u/V )
V β+1/2
1I{V≥u}
]
.
Hence
G(µ, u) =
∑
n≥0
(−µ
2
)n
(An1)(u) ,
with
(An1)(u) = unβE
[
(P1 . . . Pn−1)β
Pnβn
1I{Pn≥u}√
Pn
]
,
as we can see again by induction. (1.37) is proven.
The proof of Theorem 1.21 is complete except for the proofs of Lemmas
A.2 and A.3 which are presented in the Appendix. ✷
Remark. Clearly, formulas (1.23) and (1.27) are simple consequences of
Theorem 1.21 for β = 0.
As in §1.2 in Theorem 1.20 we can replace u by some particular random
variables in (1.37) and (1.38).
Corollary 1.21. For λ > 0 and, for every µ ≥ 0, β ≥ 0,
(1.42) E0
[
exp
(
− µ√
2pi
√
1− Zλ,1
∫ 1
0
(Zλ,1 + (1− Zλ,1)v)β−1/2 dLv(B)
)]
=
∑
n≥0
(−µ
2pi
)n λ
nβ + λ
n−1∏
j=0
B(jβ + λ, 1/2) ,
and
(1.43) E0
[
exp
(
− µ√
2pi
√
1− Zλ,1/2×∫ 1
0
(
Zλ,1/2 + (1− Zλ,1/2)v
)β−1/2
dLv(b)
)]
=
∑
n≥0
(−µ
2pi
)n n∏
j=1
B(jβ + λ, 1/2) .
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Proof. To obtain (1.42) we need to calculate, from (1.37)
E [(An1)(Zλ,1)] = E
[
Znβλ,1
(P1 . . . Pn−1)β
Pnβn
1I{Pn≥Zλ,1}√
Pn
]
= E
[
(P1 . . . Pn−1)β
Pnβn
1√
Pn
∫ Pn
0
λunβuλ−1du
]
=
λ
nβ + λ
E
[
(P1 . . . Pn−1)βP λ−1/2n
]
.
It suffices to note that E(V p) = B(p+ 1/2, 1/2)/pi and (1.42) follows.
Similarly, using (1.38)
E
[
(Bn1)(Zλ,1/2)
]
= E

√1− Zλ,1/2Znβλ,1/2 (P1 . . . Pn−1)
β
Pnβn
1I{Pn≥Zλ,1/2}√
Pn − Zλ,1/2


= E
[
(P1 . . . Pn−1)β
Pnβn
∫ Pn
0
unβ+λ−1
B(λ, 1/2)
√
Pn − u
du
]
=
B(nβ + λ, 1/2)
B(λ, 1/2)
E
[
(P1 . . . Pn−1)β
Pnβn
Pnβ+λ−1/2n
]
.
We get (1.43) as previously. ✷
Remark 1.22. Again, (1.25) and (1.31) can be obtained taking β = 0
in (1.42) and (1.43), respectively.
Remark 1.23. Taking ϕ(v) = (1 − v)β−1/2 in (1.29) and using the time
reversal property of the Brownian bridge, we get
(1.44)
∫ 1
0
(1− v)β−1/2dLv(B) ∼ gβ
∫ 1
0
(
1− g
g
+ v
)β−1/2
dLv(b) ,
where g is as usual the last zero before time 1; g has arcsine distribution.
Let us note that the Laplace transform of the left hand side of (1.44) can
be obtained by the same method as in Corollary 1.21, taking the random
variable 1−g instead of u in (1.38). Therefore we get, for every µ ≥ 0, β ≥ 0,
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(1.45) E0
[
exp
(
− µ√
2pi
∫ 1
0
(1− v)β−1/2dLv(B)
)]
=
∑
n≥0
(−µ
2
)n
E
[
√
g (1− g)nβ (P1 . . . Pn−1)
β
Pnβn
1I{Pn>1−g}√
Pn − 1 + g
]
=
∑
n≥0
(−µ
2pi
)n n∏
j=1
B(jβ + 1/2, 1/2) ,
with similar calculations as in Remark 1.16.
Finally, let us note that for β > 0 it is possible to let u ↓ 0 in the for-
mulas of Theorem 1.20. This is a different situation than in the case β = 0
(see also Remark 1.13).
Corollary 1.24. For every µ ≥ 0, β > 0,
(1.46) E0
[
exp
(
− µ√
2pi
∫ 1
0
vβ−1/2dLv(B)
)]
=
∑
n≥0
(−µ
2pi
)n 1
nβ
n−1∏
j=1
B(jβ, 1/2)
and
(1.47) E0
[
exp
(
− µ√
2pi
∫ 1
0
vβ−1/2dLv(b)
)]
=
∑
n≥0
(−µ
2pi
)n n∏
j=1
B(jβ, 1/2) .
Proof. To obtain (1.46) and (1.47) we need to calculate the limits
lim
u↓0
(An1)(u) and lim
u↓0
(Bn1)(u) ,
where
(An1)(u) = unβE
[
(P1 . . . Pn−1)β
Pnβn
1I{Pn≥u}√
Pn
]
,
and
(Bn1)(u) = √1− uunβ E
[
(P1 . . . Pn−1)β
Pnβn
1I{Pn>u}√
Pn − u
]
.
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It suffices to prove that
lim
u↓0
(An1)(u) = 1
pinnβ
n−1∏
j=1
B(jβ, 1/2)
and
lim
u↓0
(Bn1)(u) = 1
pin
n∏
j=1
B(jβ, 1/2) .
Let us prove the last equality, the previous one being similar. For n = 1 we
can write
(B1)(u) = uβ√1− uE
[
1I{V1>u}
V β1
√
V1 − u
]
=
uβ
√
1− u
pi
∫ 1
u
dv
vβ+1/2
√
v − u√1− v
=
√
1− u
pi
∫ 1/u
1
dw
wβ+1/2
√
w − 1√1− wu .
By the Lebesgue dominated theorem the last integral tends to B(β, 1/2),
when u ↓ 0. If n = 2, we obtain
(B21)(u) = u
2β
√
1− u
pi2
∫ ∫
{vw>u}
dv dw
v2β+1/2wβ+1/2
√
1− v√1− w√vw − u
=
√
1− u
pi2
∫ 1/u
1
dx
xβ+1/2
√
1− ux
∫ x
1
dy
yβ+1/2
√
x− y√y − 1 ,
as we can see by making the changes of variables w = yu/v and v = ux.
Again by the Lebesgue dominated theorem, the last double integral tends
to
1
pi2
∫ ∞
1
dx
xβ+1/2
∫ x
1
dy
yβ+1/2
√
x− y√y − 1 =
B(2β, 1/2)B(β, 1/2)
pi2
.
The same reasoning applies for arbitrary n. ✷
Remark 1.25. i) Taking β = 1/2 in (1.46) we recover the well known
Laplace transform of L1(B) ∼ |B1|.
ii) Let us denote M
(B)
n (β), respectively M
(b)
n (β) the moments of order n
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of the random variables
∫ 1
0 v
β−1/2dLv(B), respectively
∫ 1
0 v
β−1/2dLv(b). Us-
ing (1.46) and (1.47) we can obtain, by straightforward calculation,
M (B)n (β) =
2β n(n−1)
(2pi)n/2βn
n−1∏
j=1
1
Cjβ2jβ
, if β ∈ IN∗ ,
M (B)n (β) =
(n− 1)!
2n/2β
Γ(β)
Γ((n− 1)β + 12)
n−1∏
j=1
β− 1
2∏
i=1
(jβ − i) , if β − 1
2
∈ IN ,
M (b)n (β) =
2β n(n+1)
(2pi)n/2βn
n∏
j=1
1
Cjβ2jβ
, if β ∈ IN∗
and
M (b)n (β) =
n!
2n/2
Γ(β)
Γ(nβ + 12)
n∏
j=1
β− 1
2∏
i=1
(jβ − i) , if β − 1
2
∈ IN .
Note also, looking at the expressions of the moments featured in (1.46) and
(1.47), that this agrees with the identity in law
∫ 1
0
vβ−1/2dLv(B) ∼ gβ
∫ 1
0
vβ−1/2dLv(b) ,
where on the right hand side, g and b are independent.
iii) Here is another method to obtain (1.47), or the moments of order n,
M
(b)
n (β) of the random variable Xβ−1/2 :=
∫ 1
0 v
β−1/2dLv(b).
Let us apply the balayage formula to the martingale ψ(gt) |Bt|, with gt =
sup{s ≤ t : Bs = 0} and ψ a given function (for the balayage formula, see,
for instance, [A-Y]). Then, for some function ϕ,
ϕ
(∫ t
0
ψ(v)dLv(B)
)
ψ(gt) |Bt| − Φ
(∫ t
0
ψ(v)dLv(B)
)
is a martingale. Here, we denote Φ(x) =
∫ x
0 ϕ(y) dy. The expectation of the
previous expression is identically zero. By projection of |Bt| on Fgt we get
E (ψ(gt) |Bt| | Fgt) = ψ(gt)
√
pi/2
√
t− gt .
Hence, we can write
E
[
ϕ
(∫ 1
0
ψ(v)dLv(B)
)
ψ(g)
√
pi/2
√
1− g
]
= E
[
Φ
(∫ 1
0
ψ(v)dLv(B)
)]
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where g = g1. Taking ψ(v) = v
α, with α = β − 1/2, we obtain
E
[
ϕ
(∫ 1
0
vαdLv(B)
)√
pi/2
√
1− g gα
]
= E
[
Φ
(∫ 1
0
vαdLv(B)
)]
.
To get the moments of order n, we consider ϕ(x) = xn. Then, by scaling,
we get
E
[√
pi/2
√
1− g gα (√ggα)n
]
E [(Xα)
n]
=
1
n+ 1
E
[(
gα+1/2
)n+1]
E
[
(Xα)
n+1
]
Therefore, √
pi
2
E
[√
1− g gα+n(α+1/2)
]
M (b)n (α+ 1/2)
=
1
n+ 1
E
[
g(n+1)(α+1/2)
]
M
(b)
n+1(α+ 1/2) ,
or, using the fact that g is arcsine distributed,
M
(b)
n+1(α+ 1/2) =
n+ 1√
2
Γ((n+ 1)β)
Γ((n+ 1)β + 1/2)
M (b)n (α+ 1/2) .
This equality agrees with that obtained by (1.47).
iv) Using Corollary 1.24 we can study the law of
∫∞
0 dL
a
s(B)/s
α, with fixed
a. Here 1/2 < α and Lat (B) denotes the local time at level a. Indeed, we
can write (see also (A.16) in the Appendix),
(*)
∫ ∞
0
dLas(B)
sα
∼ 1
T
α−1/2
a
∫ ∞
0
dL0v(B˜)
(1 + v)α
∼ 1
T
α−1/2
a
∫ 1
0
vα−1dL0v(b˜) ,
where B˜ and b˜ are independent Brownian motion and Brownian bridge.
Let us note β = α− 1/2 > 0. Taking µ = λ√2pi/T βa in (1.47) we obtain
E0
[
exp
(
− λ
T
α−1/2
a
∫ 1
0
vα−1dL0v(b˜)
)]
= E0
[
exp
(
− λ
T βa
∫ 1
0
vβ−1/2dL0v(b˜)
)]
=
∑
n≥0
( −λ√
2pi
)n
E
(
1
Tnβa
)
n∏
j=1
B(jβ, 1/2) .
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A simple calculation gives
E
(
1
T γa
)
=
2γ√
pi a2γ
Γ(γ + 1/2) .
Therefore
E0
[
exp
(
− λ
T
α−1/2
a
∫ 1
0
vα−1dL0v(b˜)
)]
=
1√
pi
∑
n≥0
(
−2α−1λ
a2α−1
)n
Γ(α− 1/2) . . .Γ(n(α− 1/2))
Γ((α− 1/2) + 1/2) . . .Γ((n− 1)(α− 1/2) + 1/2) .
If α = 1 the right hand side of the preceding equality is equal to a/a + λ,
which gives by (*)
a
∫ ∞
0
dLas(B)
s
∼ a L
0
1(b˜)√
Ta
∼ E(1) .
The second identity in law can be also obtained as follows: if η ∼ N (0, 1) is
independent from b˜, then |η|/a ∼ 1/√Ta; moreover, taking µ = λ
√
2pi |η| in
(1.47), we prove that
|η|L01(b˜) ∼ E(1)
by calculation of the Laplace transform. Let us note that from the last
identity in law we deduce that
L01(b˜) ∼
√
2 E(1) ,
using also the classical and simple fact that η2 ∼ 2 g E(1) (see also the proof
of (A.5’) in the Appendix). Here, g and η are independent random variables.
1.4. Limit theorems
In this section we show that the Laplace transform formulas we already
obtained can be used to get some limit theorems.
For the moment, we illustrate the method with a simple case (obtaining
a simple formula). The other cases will be treated in the same manner.
Before stating the first result let us note some simple facts. Let us replace
µ in (1.47) by µβ:
E0
[
exp
(
− µβ√
2pi
∫ 1
0
vβ−1/2dLv(b)
)]
=
∑
n≥0
(−µβ
2pi
)n n∏
j=1
B(jβ, 1/2) .
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It is known that B(β, 1/2) ∼= 1/β, as β ↓ 0. Therefore, the right hand side of
the preceeding equality tends to exp(−µ/2pi), when β ↓ 0. Thus we obtained
that, for β ↓ 0,
(1.48)
√
2pi β
∫ 1
0
vβ−1/2dLv(b)
(law)−→ 1 .
In fact we prove the following stronger result:
Theorem 1.26. For β ↓ 0,
(1.49)
√
pi
log 2
(√
β
∫ 1
0
vβ−1/2dLv(b)− 1√
2piβ
)
(law)−→ N (0, 1) .
(Recall that N (0, 1) denotes the standard normal distribution).
Remark 1.27. A similar result can be obtained for the Brownian local
time using (1.46). In fact, the contribution of the time t, came from an
interval of type [0, a] (a < 1), and it suffices to use the equivalence in law of
the Brownian motion and the Brownian bridge on σ({Bt; t ≤ a}).
Proof of Theorem 1.26. Using (1.47) we can write
E0
[
exp− µ√
2pi
(√
β
∫ 1
0
vβ−1/2dLv(b)− 1√
2piβ
)]
=

∑
n≥0
(−µ
2pi
)n
βn/2
n∏
j=1
B(jβ, 1/2)

 ·

∑
n≥0
1
n!
(
µ
2pi
)n 1
βn/2

 .
The general term of the product series, cn(β) can be written as
cn(β) =
n∑
k=0
(−µ
2pi
)k
βk/2
k∏
j=1
B(jβ, 1/2)× 1
(n− k)!
(
µ
2pi
)n−k 1
β(n−k)/2
=
(
µ
2pi
)n 1
βn/2
n∑
k=0
(−1)k
(n− k)! k!
k∏
j=1
jβ B(jβ, 1/2) .
We now compute limβ↓0 cn(β). Let us note two important facts. First,
ψ(x) := xB(x, 1/2) = 1 + δ x+ o(x) , where δ :=
Γ′(1)
Γ(1)
− Γ
′(1/2)
Γ(1/2)
= log 4
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(see [Leb], p. 5). Second, for every integer n,
(1.50)
n∑
k=0
(−1)k
(n− k)! k! k
n = (−1)n , whereas
n∑
k=0
(−1)k
(n− k)! k!P(k) = 0 ,
when P is a polynomial of degree ≤ n − 1. We shall denote P ≡ Q (n), if
P −Q is of degree less or equal to n− 1.
With this remarks in hand, it is not difficult to see that the coefficient of
βr in
∏k
j=1 ψ(jβ) is ≡ 0 (n), if r ≤ n/2− 1. Indeed, the coefficient of great-
est degree is that of
∏k
j=1(1 + δ jβ). Moreover, the coefficient of β
m with
n = 2m is ≡ δm k2m/(2mm!) (n). Clearly, when we take the limit as β ↓ 0,
the terms in βr with r > m = n/2 have no contribution.
Therefore
lim
β↓0
c2m(β) =
(
µ
2pi
)2m δm
2mm!
,
and thus
lim
β↓0
E0
[
exp− µ√
2pi
(√
β
∫ 1
0
vβ−1/2dLv(b)− 1√
2piβ
)]
=
∑
m≥0
(
µ
2pi
)2m δm
2mm!
= exp
(
µ2
(2pi)2
δ
2
)
.
✷
Remark. In the Appendix we give another approach of (1.49) based on
Ito’s formula.
With this method in hand we can prove other limit theorems.
Theorem 1.28. For u ↓ 0,
(1.51)
√
pi
2 log 2
(√
1− u
log 1/u
∫ 1
0
dLv(B)√
u+ (1− u)v −
√
log 1/u
2pi(1− u)
)
(law)−→ N (0, 1) ,
or, equivalently, for ε ↓ 0,
(1.52)
√
pi
2 log 2

 1√
log 1/ε
∫ 1
0
dLv(B)√
ε+ v
−
√
log 1/ε
2pi

 (law)−→ N (0, 1) .
Proof. i) To get (1.51) we use the result of Corollary 1.12 with µ replaced
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by µ
√
2pi/(
√
1− u log 1/u):
E0
[
exp
(
− µ
log 1/u
∫ 1
0
dLv(B)√
u+ (1− u)v
)]
=
∑
n≥0
(
−µ√
1− u log 1/u
√
pi
2
)n
αn(u) ,
where αn(u) = E[1/
√
Pn 1I{Pn≥u}]. We prove that, for all integers n > 0,
αn(u) ∼= (log 1/u)
n
pinn!
, as u ↓ 0 .
Indeed,
αn(u) =
1
pin
∫
. . .
∫
u1...un≥u
1
u1 . . . un
du1 . . . dun√
1− u1 . . .
√
1− un
=
(log 1/u)n
pin
∫
. . .
∫
x1+...+xn≤1
dx1 . . . dxn√
1− e−x1(log 1/u) . . .
√
1− e−xn(log 1/u)
,
by the change of variables xj = (log 1/uj)/(log 1/u), j = 1, . . . , n. By
Lebesgue dominated theorem we get the equivalent for αn(u), as u ↓ 0.
Therefore, we get
lim
u↓0
E0
[
exp
(
− µ
log 1/u
∫ 1
0
dLv(B)√
u+ (1− u)v
)]
= exp
(
− µ√
2pi
)
,
or √
2pi
log 1/u
∫ 1
0
dLv(B)√
u+ (1− u)v
(law)−→ 1 ,
as u ↓ 0. We proceed now as in the proof of Theorem 1.26:
E0
[
exp− µ√
2pi
( √
1− u√
log 1/u
∫ 1
0
dLv(B)√
u+ (1− u)v −
√
log 1/u√
2pi
)]
=

∑
n≥0
(
−µ
2
√
log 1/u
)n
αn(u)

 ·

∑
n≥0
1
n!
(
µ
2pi
)n
(log 1/u)n/2

 .
Let us denote ρ := log 1/u. The general term of the product series is
cn(ρ) =
1
n!
(
µ
2pi
)n
ρn/2
n∑
k=0
(−1)k
(
pi
ρ
)k
Ckn k!αk(ρ) ,
39
where
αn(ρ) =
(
ρ
pi
)n ∫
. . .
∫
x1+...+xn≤1
dx1 . . . dxn√
1− e−x1ρ . . .√1− e−xnρ .
Hence we need to compute the limit as ρ ↑ ∞ of
cn(ρ) =
1
n!
(
µ
2pi
)n
ρn/2
n∑
k=0
(−1)kCkn k! Ik(ρ) ,
where
Ik(ρ) :=
∫
. . .
∫
x1+...+xk≤1
dx1 . . . dxk√
(1− e−x1ρ) . . . (1− e−xkρ) .
ii) Let us note that
2 log 2 =
∫ ∞
0
(
1√
1− e−x − 1
)
dx =
∑
n≥1
(2n)!
n22n(n!)2
= E
∫ η2/2
0
ey − 1
y
dy ,
where η ∼ N (0, 1). The first equality is obtained by direct integration and
the others by series expansion. Moreover,∫ ρ
0
(
1√
1− e−x − 1
)
dx = 2 log 2 +O(e−ρ) ,
because (1 − e−x)−1/2 − 1 ≤ 2e−x, for large x. We shall use the following
important similar fact: there exists two positive constants a, b such that
(1.53)
∫
. . .
∫
x1+...+xk≤ρ
(
1√
1− e−x1 − 1
)
. . .
(
1√
1− e−xk − 1
)
×xi11 . . . xikk dx1 . . . dxk < ae−bρ .
This can be done using the upper bound
∏k
j=1
∫ ρ
0
(
(1− e−xj )−1/2 − 1
)
x
ij
j dxj
and the lower bound
∏k
j=1
∫ ρ/k
0
(
(1− e−xj )−1/2 − 1
)
x
ij
j dxj .
The classical equality
(1.54)
r∏
i=1
ai − 1 =
r∏
i=1
(ai− 1) +
∑
j
∏
i6=j
(ai− 1) + . . .+
∑
j1,...,jp
∏
i6=j1,...,jp
(ai− 1) + . . .+
r∑
i=1
(ai− 1) ,
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and the relations (1.50) will be also used.
iii) We illustrate the idea computing limρ↑∞ c2(ρ). Using (1.50) and (1.54)
we can write
c2(ρ) =
1
2!
(
µ
2pi
)2
ρ
2∑
k=0
(−1)kCk2 k!
∫
. . .
∫
x1+...+xk≤1
dx1 . . . dxk√
(1− e−x1ρ) . . . (1− e−xkρ)
=
1
2!
(
µ
2pi
)2
ρ
2∑
k=0
(−1)kCk2 k!
∫
. . .
∫
x1+...+xk≤1
dx1 . . . dxk
×
(
1√
(1− e−x1ρ) . . . (1− e−xkρ) − 1
)
=
1
2!
(
µ
2pi
)2
ρ
[
−2
∫ 1
0
(
1√
1− e−xρ − 1
)
dx
+2
∫
x1+x2≤1
(
1√
1− e−x1ρ − 1
)(
1√
1− e−x2ρ − 1
)
dx1 dx2
+4
∫ ∫
x1+x2≤1
(
1√
1− e−x2ρ − 1
)
dx1 dx2
]
=
1
2!
(
µ
2pi
)2
ρ
[
−2
ρ
∫ ρ
0
(
1√
1− e−y − 1
)
dy
+
2
ρ2
∫ ∫
y1+y2≤ρ
(
1√
1− e−y1 − 1
)(
1√
1− e−y2 − 1
)
dy1 dy2
+
4
ρ
∫ 1
0
(
1√
1− e−y − 1
) (
1− y
ρ
)
dy
]
.
The last equality is obtained making the change of variables xiρ = yi. Using
(1.53) we get
lim
ρ↑∞
c2(ρ) =
1
2!
(
µ
2pi
)2
4 log 2 .
iv) In the general case we perform a similar calculation:
c2n(ρ) =
1
(2n)!
(
µ
2pi
)2n
ρn
2n∑
k=0
(−1)kCk2nk!
∫
. . .
∫
x1+...+xk≤1
dx1 . . . dxk
×
(
1√
(1− e−x1ρ) . . . (1− e−xkρ) − 1
)
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=
1
(2n)!
(
µ
2pi
)2n
ρn
2n∑
k=0
(−1)kCk2nk!
k∑
l=1
C lk
×
∫
. . .
∫
x1+...+xk≤1
(
1√
1− e−x1ρ − 1
)
. . .
(
1√
1− e−xlρ − 1
)
dx1 . . . dxk
=
1
(2n)!
(
µ
2pi
)2n
ρn
2n∑
k=0
(−1)kCk2nk!
k∑
l=1
C lk
×
∫
. . .
∫
x1+...+xl≤1
(
1√
1− e−x1ρ − 1
)
. . .
(
1√
1− e−xlρ − 1
)
×(1− x1 − . . .− xl)
k−l
(k − l)! dx1 . . . dxl
=
1
(2n)!
(
µ
2pi
)2n
ρn
2n∑
k=0
(−1)kCk2nk!
k∑
l=1
C lk
1
ρl
×
∫
. . .
∫
y1+...+yl≤ρ
(
1√
1− e−y1 − 1
)
. . .
(
1√
1− e−yl − 1
)
× 1
(k − l)!
(
1− y1
ρ
− . . .− yl
ρ
)k−l
dx1 . . . dxl .
We shall make ρ ↑ ∞. Replacing in the previous expression the integrals on
{x1 + . . . xl ≤ ρ} by integrals on IRl+ we make an exponentially small error.
We look in the preceeding sum for the coefficient of the term in 1/ρp, with
p ≤ n. The contribution of the constant terms of the development of (1 −
y1/ρ− . . .− yl/ρ)k−l is
1
(2n)!
(
µ
2pi
)2n
ρn
2n∑
k=p
(−1)kCk2nk!Cpk
1
ρp
(2 log 2)p
1
(k − p)!
=
1
(2n)!
(
µ
2pi
)2n
ρn−p
2n∑
k=p
(−1)kCk2n(2 log 2)p
(k(k − 1) . . . (k − p+ 1))2
p!
.
Using (1.50) we see that this contribution is zero if 2p < 2n, because
(k(k − 1) . . . (k − p+ 1))2 is a polynomial of degree less than 2n. If p = n
the coefficient is
1
(2n)!
(
µ
2pi
)2n
(2 log 2)n
(2n)!
n!
.
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The coefficient of 1/ρp+1 is given by the contribution of the terms with
degree 1 in yi of the development of (1− y1/ρ− . . .− yl/ρ)k−l:
1
(2n)!
(
µ
2pi
)2n
ρn
2n∑
k=p
(−1)kCk2nk!Cpk
1
ρp+1
(2 log 2)pc
p(k − p)
(k − p)! ,
where c =
∫∞
0 x
(
(1− e−x)−1/2 − 1
)
dx. But
k!Cpk
p(k − p)
(k − p)! = (k(k − 1) . . . (k − p+ 1))
2 p(k − p)
is a polynomial of degree 2p + 1 in k. We consider only p + 1 ≤ n, that is
2p+ 1 ≤ 2n− 1, and by (1.50) the sum of these coefficients is zero.
In a similar way, the coefficients of 1/ρp+i are given by the terms of degree
i of the development of (1 − y1/ρ − . . . − yl/ρ)k−l and are polynomials of
degree less than 2n− i, so they are zero.
Finally,
lim
ρ↑∞
c2n(ρ) =
(
µ
2pi
)2n (2 log 2)n
n!
and, clearly,
lim
ρ↑∞
c2n+1(ρ) = 0 .
Therefore
E0
[
exp− µ√
2pi
( √
1− u√
log 1/u
∫ 1
0
dLv(B)√
u+ (1− u)v −
√
log 1/u√
2pi(1− u)
)]
→
∑
n≥0
(
µ
2pi
)2n (2 log 2)n
n!
= exp
[
2 log 2
(
µ
2pi
)2]
, as u ↓ 0 .
✷
Corollary 1.29 We denote, for δ > 0, Lδt (B) the local time at level δ.
Then, for δ ↓ 0,
(1.55)
√
pi
2 log 2

 1√
log 1/δ2
∫ 1
0
dLδv(B)√
v
−
√
log 1/δ2
2pi

 (law)−→ N (0, 1) .
Proof. We can write∫ 1
0
dLδv(B)√
v
=
∫ 1
Tδ
dLδv(B)√
v
=
∫ 1−Tδ
0
dL0v(B˜)√
v + Tδ
,
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where Tδ = inf{t > 0 : Bt = δ} and B˜v := BTδ+v −BTδ . Hence
∫ 1
0
dLδv(B)√
v
∼
∫ 1−δ2T1
0
dL0v(B˜)√
v + δ2T1
.
By the independence we can take ε = δ2T1 and we apply (1.52) to obtain
(1.55). ✷
We finish this section with the following:
Theorem 1.30. For s/t→ 0,
(1.56)
√
2pi
log (t/s)
∫ t
s
dLv(B)√
v
(prob.)−→ 1 .
Moreover, for s/t→ 0,
(1.57)
√
pi
2 log 2

 1√
log (t/s)
∫ t
s
dLv(B)√
v
−
√
log (t/s)
2pi

 (law)−→ N (0, 1) .
Proof. The proof of this result is similar to the proofs of Theorems 1.26
and 1.28. We only point out the main ideas.
We can write
E0
[
exp− µ√
2pi
∫ t
s
dLv(B)√
v
]
= E0
[
EBs
[
exp− µ√
2pi
∫ t−s
0
dLv(B)√
s+ v
]]
= E0 [g(Bs)] .
Here
g(x) := Ex
[
exp− µ√
2pi
∫ t−s
0
dLv(B)√
s+ v
]
= g1(x) + g2(x) ,
with
g1(x) := Px(T0 > t− s)
and
g2(x) :=
∫ t−s
0
|x|√
2piu3
e−x
2/2uE0
[
exp− µ√
2pi
∫ t−s−u
0
dLv(B)√
s+ v + u
]
du .
We can easily see that
E0 [g1(Bs)]→ g1(0) , as s/t→ 0 .
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On the other hand, by straightforward calculation we get
E0 [g2(Bs)] =
2
pi
∑
n≥0
(−µ
2
)n
E
[
1I{Pn≥s/t}√
Pn
arctan
√
Pn − s/t
s/t
]
.
Therefore, the n-th moment of 1/
√
2pi
∫ t
s dLv(B)/
√
v behaves, for s/t → 0,
as E
[
1I{Pn≥s/t}/
√
Pn
]
. But this is exactly αn(s/t) in the proof of the Theo-
rem 1.28 (this explain the same constant 2 log 2 in (1.57)). The rest of the
proof is similar to the proof of (1.51) and we leave it to the reader. ✷
2. Integrals of local time for other diffusion processes
2.1 General results for diffusion processes
The purpose of this section is to develop the same method for other dif-
fusion processes. We follow the strategy developed in the previous sections.
Let us consider the problem
(2.1)
∂ω
∂t
(t, x) =
1
2
(
∂2ω
∂x2
(t, x)− b(x) ∂ω
∂x
(t, x)
)
, t > 0 , x > 0 ,
with
(2.2) ω(0, x) = ω0(x) , x ≥ 0
and
(2.3) ω(t, 0) = f(t) , t ≥ 0 .
Here b(−x) = −b(x). Under reasonable hypothesis on b, ω0 and f we have
the existence and the uniqueness of the solution for the problem (2.1)-(2.3).
Let Xt be the diffusion starting from 0 and generated by the differential
operator L := 12( d
2
dx2
−b(x) ddx). We shall denote Lt(X) its local time at level
0,
(2.4) φ(x, t) :=
d
dt
Px(t ≥ T0) ,
the density of T0 := inf{t > 0 : Xt = 0} and by ν the following den-
sity of probability
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(2.5) ν(x) :=
1
k
exp
(
−
∫ |x|
0
b(y) dy
)
, for x 6= 0 and ν(0) 6= 0
(we assume that b is locally integrable and k is the normalisation constant).
We can state the following general result
Theorem 2.1. For every positive Borel function h,
(2.6) Eω0ν
[
h(|Xt|) exp
(
−
∫ t
0
∂ω/∂x
f
(s, 0)dLs(X)
)
1I{t≥T0}
]
=
∫ ∞
0
h(y)ν(y) dy
∫ t
0
f(t− s)φ(y, s) ds ,
where
(2.7) Eω0ν(A) :=
∫ ∞
0
ω0(x) ν(x) Ex(A) dx .
The proof is similar to that of Theorem 1.1. Precisely, we use the back-
ward Kolmogorov representation for the problem (2.1)-(2.3) to obtain the
explicit form of the solution ω(t, x). Then, from the Fokker-Planck represen-
tation we get an equality containing this solution and the local time Lt(X).
Proposition 2.2. The solution ω(t, x) of (2.1)-(2.3) is given by
(2.8) ω(t, x) = Ex(ω0(Xt)1I{t<T0}) +
∫ t
0
φ(x, s)f(t− s) ds .
Proposition 2.3. For every positive Borel function h, the solution ω(t, x)
satisfies
(2.9) < h, ω(t, ·) >ν= Eω0ν
[
h(|Xt|) exp
(
−
∫ t
0
∂ω/∂x
f
(s, 0)dLs(X)
)]
.
Here, we denote
(2.10) < h, ω(t, ·) >ν :=
∫ ∞
0
h(x)ω(t, x)ν(x) dx .
The proofs of Theorem 2.1 and of Propositions 2.2 and 2.3 are entirely
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similar to the proofs of Theorem 1.1, of Propositions 1.2 and 1.3. Let us
note that the symmetry of the operator L with respect to ν plays a central
role. The proofs are omitted.
2.2. Integrals of local time for Ornstein-Uhlenbeck process
Clearly, the results in §2.1 are more explicit for particular processes. We
illustrate this for the case of the Ornstein-Uhlenbeck process Ot.
Let us note that b(x) = x and that the density ν is given by ν(x) =
2/
√
2pi e−x2/21I[0,∞[(x). Moreover, using both, the symmetry principle for O
and the explicit form of the density of the Ornstein-Uhlenbeck semi-group,
we obtain
(2.11) φ(x, t) =
1√
2pi
xe−t/2
(1− e−t)3/2 exp
(
− x
2e−t
2(1− e−t)
)
, x ≥ 0 .
(for an introduction to the Ornstein-Uhlenbeck process see [Bo-Sa]).
Therefore, using the result of Proposition 2.2, we obtain,
(2.12)
∂ω
∂x
(t, 0) = Qtω˜
′
0(0)−
2f(t)√
2pi
√
et − 1
+
1√
2pi
∫ t
0
(f(t− s)− f(t)) e
−s/2
(1− e−s)3/2ds ,
where Qt denotes the Ornstein-Uhlenbeck semi-group and
(2.13) ω˜0(x) :=
{
ω0(x) , if x ≥ 0
−ω0(−x) , if x ≤ 0 ,
As for the Brownian motion we take some particular initial and bound-
ary conditions. Let us consider, for α > 0,
(2.14) f(t) := (1− e−t)α and ω0(x) := cα + µ
θα
x2α ,
where µ ≥ 0 and
(2.15) cα := 2αB(1/2, α) , θα := 2
α+1Γ(α+ 1)
(see (1.12) and (1.14)).
To state the results we need the following:
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Lemma 2.4. Consider the functions f and ω0 given by (2.14). Then
(2.16)
∂ω/∂x
f
(t, 0) =
µ√
2pi
1√
et − 1
Proof. We use (2.12). By the Mehler-Heine formula we can write
Qtω˜0(x) =
1√
2pi
∫
IR
ω˜0(x e
−t/2 +
√
1− e−ty) e−y2/2dy .
Hence
Qtω˜
′
0(0) =
2√
2pi
∫ ∞
0
e−t/2ω′0(
√
1− e−ty)e−y2/2dy
=
4α√
2pi
cα + µ
θα
∫ ∞
0
e−t/2(
√
1− e−ty)2α−1e−y2/2dy .
From this we get
Qtω˜
′
0(0)
f(t)
=
4α√
2pi
cα + µ
θα
e−t/2√
1− e−t
∫ ∞
0
y2α−1e−y
2/2dy
=
cα + µ√
2pi
1√
et − 1 .
The third term in (2.12) gives
1
f(t)
1√
2pi
∫ t
0
(f(t− s)− f(t)) e
−s/2
(1− e−s)3/2ds =
−cα + 2√
2pi
√
et − 1 .
Thus (2.16) follows at once. ✷
A direct consequence of Theorem 2.1 is the following
Theorem 2.5. For every positive Borel function h and every µ ≥ 0, α > 0,
(2.17)
∫ t
0
e−s/2(1− e−s)α−1/2ds
×E0
[
h(|Ot−s|) exp
(
− µ√
2pi
∫ t−s
0
dLv(O)√
es+v − 1
)]
=
2
cα + µ
∫ ∞
0
y h(y)e−y
2/2dy
∫ t
0
(1− e−(t−s))αe−s/2
(1− e−s)3/2 exp
(
− y
2e−s
2(1− e−s)
)
ds .
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Proof. Using (2.6), (2.14) and (2.16) we get∫ ∞
0
e−x
2/2 cα + µ
θα
x2αdx
×Ex
[
h(|Ot|) exp
(
− µ√
2pi
∫ t
0
dLs(O)√
es − 1
)
1I{t≥T0}
]
=
∫ ∞
0
xh(x)e−x
2/2dx
×
∫ t
0
(1− e−(t−s))α e
−s/2
√
2pi(1− e−s)3/2 exp
(
− x
2e−s
2(1− e−s)
)
ds ,
or, by (2.11),
cα + µ
θα
∫ ∞
0
x2α+1e−x
2/2dx
∫ t
0
e−s/2
(1− e−s)3/2 exp
(
− x
2e−s
2(1− e−s)
)
ds
×E0
[
h(|Ot−s|) exp
(
− µ√
2pi
∫ t−s
0
dLv(O)√
es+v − 1
)]
=
∫ ∞
0
xh(x)e−x
2/2dx
∫ t
0
(1− e−(t−s))α e
−s/2
(1− e−s)3/2 exp
(
− x
2e−s
2(1− e−s)
)
ds .
We deduce (2.17) from (2.15), after making the change of variable y =
x e−s/2 on the left hand side. ✷
To state the main result of this section we introduce some notation. For
t, α > 0 we denote by Yt,α a random variable with density
kt,αe
u/2(1− eu−t)α−1/21I[0,t](u)
(kα,t is a normalisation constant) independent from the Ornstein-Uhlenbeck
process.
Theorem 2.6. For t, α > 0, the random variables
(2.18) OYt,α and
∫ Yt,α
0
dLv(O)√
et−Yt,α+v − 1
are independent. Moreover,
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(2.19)
cα√
2pi
∫ Yt,α
0
dLv(O)√
et−Yt,α+v − 1 ∼ E(1) .
Proof. We perform the change of variable t− s = u in (2.17):∫ t
0
eu/2(1− e−(t−u))α−1/2du
×E0
[
h(|Ou|) exp
(
− µ√
2pi
∫ u
0
dLv(O)√
et−u+v − 1
)]
=
∫ ∞
0
e−µ se−cα sds
× 2
∫ ∞
0
y h(y)e−y
2/2dy
∫ t
0
(1− e−u)αeu/2
(1− e−(t−u))3/2 exp
(
− y
2e−(t−u)
2(1− e−(t−u))
)
du .
We obtain the first part of the theorem noting that the positive Borel func-
tion h is arbitrary. To prove the second part it suffices to take h ≡ 1 in the
previous equality. ✷
As for the Brownian motion we shall use the “Laplace transform” with
respect to α. Recall that the random variable Pn was defined as the product
of n independent copies of an arcsine random variable (see (1.19)).
Theorem 2.7. For every µ ≥ 0, w > 0,
(2.20) E0

exp

− µ√
2pi
∫ ∞
0
dLv(O)√
ev
1−e−w − 1




=
∑
n≥0
(−µ
2
)n
E


√
1− e−w
Pn − e−w 1I{Pn>e−w}

 .
Proof. Let us take h ≡ 1 in (2.17):∫ t
0
e−s/2(1− e−s)α−1/2 E0
[
exp
(
− µ√
2pi
∫ t−s
0
dLv(O)√
es+v − 1
)]
ds
=
2
cα + µ
∫ t
0
(1− e−t+s))αe−s/2√
1− e−s ds .
Letting t ↑ ∞ we get∫ ∞
0
e−s/2(1− e−s)α−1/2 E0
[
exp
(
− µ√
2pi
∫ ∞
0
dLv(O)√
es+v − 1
)]
ds
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=
2
cα + µ
∫ ∞
0
e−s/2√
1− e−s ds ,
or, performing the integration on the right hand side and denoting 1−e−s =
e−w on the left hand side,
∫ ∞
0
e−w√
1− e−w e
−w (α−1/2) E0

exp

− µ√
2pi
∫ ∞
0
dLv(O)√
ev
1−e−w − 1



 dw
=
2pi
cα + µ
.
Recall that 2/cα is the Laplace transform with respect to α of the random
variable log 1/V ; V is an arcsine random variable (see also the proof of
Lemma 1.11). Moreover, the right hand side of the previous equality can be
written as
2pi
cα
∑
n≥0
(−µ
2
)n ( 2
cα
)n
.
Therefore,
e−w/2√
1− e−wE0

exp

− µ√
2pi
∫ ∞
0
dLv(O)√
ev
1−e−w − 1




= pi

χ ∗∑
n≥0
(−µ
2
)n
χ∗n

 (w) ,
where again χ(w) = e−w/2/pi
√
1− e−w1I[0,∞[(w). But, the right hand side
of the last equality is
pi
∑
n≥0
(−µ
2
)n
E [χ(w + logPn)]
= pi
∑
n≥0
(−µ
2
)n
E
[
e−w/2√
Pn − e−w
1I{Pn>e−w}
]
,
and (2.20) follows at once. ✷
The first consequence of Theorem 2.7 is contained in the following result.
The idea is simple: we replace the deterministic parameter e−w by a random
variable. Recall that Za,b denote a beta random variable independent from
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the Ornstein-Uhlenbeck process (see (0.4)).
Proposition 2.8. For every λ > 0,
(2.21)
√
2pi
B(λ, 1/2)
∫ ∞
0
dLv(O)√
ev
1−Zλ,1/2 − 1
∼ E(1) .
Proof. We need to calculate, by (2.20),
E
[√
1− Zλ,1/2
Pn − Zλ,1/2
1I{Pn>Zλ,1/2}
]
=
1
B(λ, 1/2)
E
[∫ Pn
0
uλ−1√
Pn − u
du
]
= E
[
P λ−1/2n
]
=
(
B(λ, 1/2)
pi
)n
.
✷
Another consequence is the relation with the results on Brownian bridge.
Proposition 2.9. For every 0 ≤ u ≤ 1,
(2.22)
∫ ∞
0
dLv(O)√
ev − (1− u) ∼
∫ 1
0
dLv(b)√
u+ (1− u)v .
Moreover, if V = Z1/2,1/2 is an arcsine random variable independent from
the Brownian motion, then
(2.23)
√
2
pi
∫ ∞
0
√
V dLv(O)√
ev − V ∼ E(1) .
Proof. To get (2.22) it suffices to replace e−w by u in (2.20) and to compare
the relation obtained with (1.27). Then we use (1.32) to deduce (2.23).
Remark 2.10. Another proof of the equality (2.22) is given in the Ap-
pendix, where we use some relations between the local times for Ornstein-
Uhlenbeck process, Brownian motion and Brownian bridge. We can deduce
then, as consequences, the following equalities. For every 0 < u ≤ 1,
(2.24) E0
[
exp
(
− µ√
2pi
√
1− u
∫ ∞
0
dLv(B)√
(1 + v) (v + u)
)]
=
∑
n≥0
(−µ
2
)n
E
[√
1− u
Pn − u1I{Pn≥u}
]
,
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and, for every λ > 0,
(2.25)
√
2pi
B(λ, 1/2)
√
1− Zλ,1/2
∫ ∞
0
dLv(B)√
(1 + v) (v + Zλ,1/2)
∼ E(1) .
This is a different type of formula than those of §1.2, since here the function
v 7→ 1/√(1 + v)(v + u) appears instead of v 7→ 1/√v + u.
2.3. Integrals of local time for Bessel processes
The purpose of this section is to apply our previous results to Bessel pro-
cesses. Let us consider Rt a Bessel process of dimension d, 0 < d < 2 (for
an introduction to Bessel processes, see [Re-Y], Chap. XI). Let n := d/2− 1
be the index of R, so that −1 < n < 0. The assumption 0 < d < 2 implies
that R may be chosen to be recurrent at 0, hence the existence of a local
time for R at 0, denoted Lt(R). The invariant measure associated to R is
(2.26) ν(dx) := xd−11I[0,∞[(dx)
Recall that the local times for the Bessel process may be chosen to satisfy,
for any positive Borel function h,
(2.27)
∫ t
0
h(Rs) ds = 2
∫ ∞
0
h(x)xd−1Lxt (R) dx
Note that we use a different normalisation than the formula in [Re-Y], p.
308, ex. (4.16), 4◦. This choice of local times agrees with the fact that
R2−dt − (2− d)L0t (R) is a martingale.
As previously, we denote T0 := inf{t > 0 : Rt = 0}.
Lemma 2.11. Let φ(x, t) be the density of T0 (see (2.4)). Then
(2.28) φ(x, t) =
2ntn−1
Γ(|n|) x
−2ne−x
2/2t .
Proof. Consider Xt a Bessel process of index |n| and note Sx = sup{t :
Xt = x}. Then the law of the process {XSx−t , t < Sx} under P|n|0 is the
same as the law of {Rt , t < T0} under Pnx (see [Re-Y], p. 309, ex. (4.18),
with Qt the Bessel semi-group of index n). We deduce that
Pnx(T0 ∈ dt) = P|n|0 (Sx ∈ dt) .
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Using a result in [Re-Y], p. 308, ex. (4.16), 5◦, we can write:
P
|n|
0 (Sx ∈ dt) =
|n|
x−2|n|
q|n|(t, 0, x)
x2|n|+1
dt ,
where by q|n|(t, y, x) we denote the density with respect to Lebesgue measure
of the Bessel semi-group of index |n|. It is known that for a Bessel semi-group
of index n
qn(t, 0, x) =
2−n
Γ(n+ 1)
x2n+1
tn+1
e−x
2/2t ,
(see [Re-Y], p. 426). Replacing this in the previous equality we obtain
(2.28). ✷
Remark. The Laplace transform of T0 is
Ex
[
e−λT0
]
=
∫ ∞
0
e−λ sφ(x, s) ds =
(2λ)|n|/2
2|n|−1Γ(|n|)x
|n|K|n|(x
√
2λ) ,
(see [Leb], p. 119 (5.10.25) and [Ken], p. 762; see also [P-Y1] for a general
discussion of first and last passage times distributions for Bessel processes).
Here K|n| is the modified Bessel function of parameter |n|; Kn = K−n, ∀n.
Let u and v be two real smooth functions defined on [0,∞[ and let us
consider g(t, x) := u(t)x2−d + v(t). Then Ito’s formula yields
g(t, Rt) = g(0, R0) +
∫ t
0
∂g
∂x
(s,Rs) dBs
+(2− d)
∫ t
0
u(s) dLs(R) +
∫ t
0
∂g
∂s
(s,Rs) ds .
Here and elsewhere we denote by Lt(R) = L
0
t (R) the local time at level 0.
We cannot apply directly Theorem 2.1 to Bessel processes: the drift and
the invariant measure admit a singularity at 0. We need to modify the proof
of Theorem 2.1, and in particular, we need to change the boundary condi-
tions. The new proof is based on the above Ito’s formula. Let us note that
the local time process is normalised (by (2.27)).
Let us denote by ω(t, x) the solution of (2.1)-(2.3) with b(x) = (1−d)/x
(the drift term is equal to −b(x)/2 = (d− 1)/2x).
Theorem 2.12. For every bounded positive Borel function h,
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(2.29) Eω0ν
[
h(Rt) exp
(
−
∫ t
0
ϕ(s) dLs(R)
)
1I{t≥T0}
]
=
∫ ∞
0
h(x)xd−1dx
∫ t
0
φ(x, s)f(t− s) ds ,
where
(2.30) ϕ(t) :=
1
f(t)
lim
x↓0
xd−1 ∂ω/∂x (t, x) .
Here, Eω0ν is given by (2.7).
We leave the proof to the reader. ✷
Again we shall take some particular functions f and ω0. Let us intro-
duce, for α > 0,
(2.31) cα,n :=
α
|n| B(n+ 1, α) .
We consider
(2.32) f(t) := tα and ω0(x) :=
cα,n + µ
θα,n
x2α ,
where µ ≥ 0 and
(2.33) θα,n :=
2αΓ(α+ 1)
|n| = cα,n E0
[
R2α1
]
.
Before stating the first important result for the particular functions we
establish the following
Lemma 2.13. Consider the functions given by (2.32). Then
(2.34) ϕ(t) =
2nµ
Γ(|n|) t
n .
Proof. i) As in Proposition 2.8, the solution of (2.1)-(2.3) can be written as
ω(t, x) = Ex
[
ω0(Rt)1I{t<T0}
]
+
∫ t
0
φ(x, s)(t− s)αds := ω1(t, x) + ω2(t, x) .
Let us denote
ϕ1(t) :=
1
tα
lim
x↓0
xd−2ω1(t, x) ,
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and
ϕ2(t) :=
1
tα
lim
x↓0
xd−1
ω2(t, x)− ω2(t, 0)
x
,
(because ω1(t, 0) = 0). Then
ϕ(t) =
cα,n + µ
θα,n
ϕ1(t) + ϕ2(t) ,
so, to get (2.34) we need to compute ϕ1 and ϕ2.
ii) Let us calculate ϕ2. Since
∫∞
0 φ(x, t) dt = 1 and ω2(t, 0) = t
α, we can
write
ρ2(t, x) :=
xd−1
tα
ω2(t, x)− ω2(t, 0)
x
=
xd−2
tα
(ω2(t, x)− tα)
= xd−2t
∫ 1
0
φ(x, tu)((1− u)α − 1) du− xd−2
∫ ∞
t
φ(x, s) ds
Using the explicit form of φ(x, t) (2.28) we obtain, as x ↓ 0,
ϕ2(t) = lim
x↓0
ρ2(t, x) = −2
ncα,n t
n
Γ(|n|) ,
with cα,n given by (2.31).
iii) Now we calculate ϕ1. We can write
ρ1(t, x) :=
xd−2
tα
ω1(t, x) =
xd−2
tα
Ex
[
R2αt 1I{t<T0}
]
=
xd−2
tα
Ex
[
R2αt
]
− x
d−2
tα
Ex
[
R2αt 1I{t≥T0}
]
=
xd−2
tα
(
Ex
[
R2αt
]
− E0
[
R2αt
])
+
xd−2
tα
(
E0
[
R2αt
]
− x
d−2
tα
E0
[
R2α1
] ∫ t
0
φ(x, s) (t− s)αds
)
=
xd−2
tα
(
Ex
[
R2αt
]
− E0
[
R2αt
])
+
xd−2
tα
E0
[
R2α1
] (∫ t
0
(tα − (t− s)α)φ(x, s) ds+ tα
∫ ∞
t
φ(x, s) ds
)
,
as we can see by the scaling property of the Bessel process. We can verify
that the first term in the last expression tends to 0, as x ↓ 0. Then, as for
ϕ2 we get
ϕ1(t) = lim
x↓0
ρ1(t, x) =
(2t)n
Γ(|n|)cα,n E0
[
R2α1
]
=
(2t)n
Γ(|n|)θα,n ,
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by (2.33).
We replace ϕ1 and ϕ2 in the expression of ϕ and the lemma is proven. ✷
Now we can state the first consequence of Theorem 2.12.
Theorem 2.14. For every bounded positive Borel function h and for every
µ ≥ 0,
(2.35)
∫ 1
0
(1− u)α+nE0
[
h(Ru) exp
(
− 2
nµ
Γ(|n|)
∫ u
0
(1− u+ v)ndLv(R)
)]
du
=
Γ(|n|)
2n|n| (cα,n + µ)
∫ ∞
0
xd−1h(x)dx
∫ 1
0
(1− s)αφ(x, s) ds .
As a consequence we can prove one of the main results of this section.
Recall that Za,b denotes a beta random variable independent from the Bessel
process (see (0.4)).
Theorem 2.15. For every α > 0, the random variables
(2.36) RZ1,α and
∫ Z1,α
0
(1− Z1,α + v)ndLv(R) ,
are independent. Moreover,
(2.37)
2nΓ(α+ |n|)Γ(n+ 1)
Γ(α)Γ(|n|+ 1)
∫ Z1,α
0
(1− Z1,α + v)ndLv(R) ∼ E(1) .
Proof of Theorem 2.14. The left hand side of (2.29) can be written as
Eω0ν
[
h(Rt) exp
(
− 2
nµ
Γ(|n|)
∫ t
0
vn dLv(R)
)]
=
cα,n + µ
θα,n
∫ ∞
0
x2α+d−1φ(x, s) dx
×
∫ t
0
E0
[
h(Rt−s) exp
(
− 2
nµ
Γ(|n|)
∫ t−s
0
(s+ v)n dLv(R)
)]
ds .
To calculate the integral in x we use the expression of the density (2.28) and
we get
(2.38)
∫ ∞
0
x2α+d−1φ(x, s) dx =
2α+nΓ(α+ 1)
Γ(|n|) s
α+n = θα,n
2n|n|
Γ(|n|) s
α+n ,
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by (2.33). We replace this in the transformed expression of the left hand
side of (2.29) and we get the following equality
2n|n| (cα,n + µ)
Γ(|n|)
∫ t
0
sα+nds
×E0
[
h(Rt−s) exp
(
− 2
nµ
Γ(|n|)
∫ t−s
0
(s+ v)n dLv(R)
)]
=
∫ ∞
0
xd−1h(x)dx
∫ t
0
(t− s)αφ(x, s) ds .
We make the change of variable s = t − u on the left hand side, we take
t = 1 and we get (2.35). ✷
Proof of Theorem 2.15. We use the same idea as for Theorem 1.8, namely
we write
1
cα,n + µ
=
∫ ∞
0
e−s cα,n−s µds .
The end of the proof is similar to that of Theorem 1.8. ✷
Remark. In the Appendix we prove that the first part of the Theorem
2.15 is connected with the property of independence for beta-gamma ran-
dom variables.
Remark. We obtain the results of §1.2 taking n = −1/2, that is d = 1.
Remark 2.16. It follows from the scaling property of R and from the
density of occupation formula (2.27) that,
(2.39) (Lc t(R))t≥0 ∼ (c|n|Lt(R))t≥0
(see [B-P-Y], p. 299). Then, it is not difficult to verify that
(2.40)
∫ u
0
dLv(R)
(1− u+ v)|n| ∼ u
|n|
∫ 1
0
dLv(R)
(1− u+ uv)|n| .
We carry on with the use of the “Laplace transform” with respect to α.
We introduce
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(2.41) Pm :=
m∏
j=1
Vj ,
where V1, . . . , Vm are independent copies of a beta random variable Z1+n,|n|.
Theorem 2.17. For every µ ≥ 0, 0 < u ≤ 1,
(2.42) E0
[
exp
(
− 2
nµ
Γ(|n|)(1− u)
|n|
∫ 1
0
dLv(R)
(u+ (1− u)v)|n|
)]
=
∑
m≥0
(µ n)mE
[
1I{Pm≥u}
P 1+nm
]
.
Proof. The ideas are essentially the same as for the proof of Corollary 1.12
(see also Lemma 1.11).
i) Let us note that the random variable log 1/Z1+n,|n| has the density
χ(w) =
e−w(n+1)(1− e−w)|n|−1
B(|n|, n+ 1) 1I[0,∞[(w) ,
and its Laplace transform with respect to α is equal to∫ ∞
0
e−αwχ(w) dw =
1
|n| cα,n .
ii) Taking α = 0 in (2.38) we get∫ ∞
0
xd−1φ(x, u) dx =
2n
Γ(|n|) u
n .
iii) We put this in (2.35) after we made h ≡ 1 and we replaced 1− u by u:∫ 1
0
uα+nE0
[
exp
(
− 2
nµ
Γ(|n|)
∫ 1−u
0
(u+ v)ndLv(R)
)]
du
=

∑
m≥0
(µ n)m
(|n| cα,n)m+1

∫ 1
0
uα(1− u)ndu ,
or, by the scaling property (2.39),∫ 1
0
uα+nE0
[
exp
(
− 2
nµ
Γ(|n|)(1− u)
|n|
∫ 1
0
dLv(R)
(u+ (1− u)v)|n|
)]
du
=

∑
m≥0
(µ n)m
(|n| cα,n)m+1

∫ 1
0
uα(1− u)ndu .
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Let us denote
F (µ, u) := E0
[
exp
(
− 2
nµ
Γ(|n|)(1− u)
|n|
∫ 1
0
dLv(R)
(u+ (1− u)v)|n|
)]
and we put u = e−w. Therefore,
e−w(n+1)F (µ, e−w) =

e−•(1− e−•)n ∗ ∑
m≥0
(µ n)mχ∗(m+1)

 (w) ,
or,
e−w(n+1)F (µ, e−w)
=
∑
m≥0
(µ n)mE
[
e−(w+logPm+1)(1− e−(w+logPm+1))n1I{Pm+1>e−w}
]
.
We denote e−w = u and we get
F (µ, u) = u|n|
∑
m≥0
(µ n)mE
[
(Pm+1 − u)n
P 1+nm+1
1I{Pm+1>u}
]
.
iv) To obtain (2.42) we need to calculate the expectation on the right hand
side of the last equality.
E
[
(Pm+1 − u)n
P 1+nm+1
1I{Pm+1>u}
]
= E
[
1
Pm
(Vm+1 − u/Pm)n
V 1+nm+1
1I{Vm+1>u/Pm} 1I{Pm>u}
]
= E
[
1
Pm
(
Pm
u
)|n|
1I{Pm>u}
]
,
as follows by Lemma A.3. The proof of the theorem is complete except for
the proof of Lemma A.3 found in the Appendix. ✷
We finish with a similar result for the local time at 0 of the Bessel bridge
r of dimension 0 < d < 2, which goes from 0 to 0, and is indexed by [0, 1].
Theorem 2.18. For every µ ≥ 0, 0 < u ≤ 1,
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(2.43) E0
[
exp
(
− 2
nµ
Γ(|n|)(1− u)
|n|
∫ 1
0
dLv(r)
(u+ (1− u)v)|n|
)]
= (1− u)1+n
∑
m≥0
(µ n)mE
[
(Pm − u)|n|−11I{Pm≥u}
]
.
Proof. The proof is similar to the proof of Theorem 2.17. We only point
out the essential formulas.
By (2.35), by conditioning and scaling we get, for every y ≥ 0,
∫ 1
0
(
uα+n/
√
1− u
)
q(1, 0, y/
√
1− u) du
×E0
[
exp
(
− 2
nµ
Γ(|n|)(1− u)
|n|
∫ 1
0
dLv(R)
(u+ (1− u)v)|n|
)
| R1 = y/
√
1− u
]
=
Γ(|n|)
2n|n| (cα,n + µ)y
d−1
∫ 1
0
(1− s)αφ(y, s) ds ,
where by q(t, x, y) we denoted the density with respect to Lebesgue measure
of the Bessel semi-group. It is known that
q(1, 0, y) =
2−n
Γ(n+ 1)
y2n+1e−y
2/2
(see the calculation preceding (2.28)). Replacing this in the previous equality
and taking y = 0, we obtain∫ 1
0
uα+n(1− u)−n−1du
×E0
[
exp
(
− 2
nµ
Γ(|n|)(1− u)
|n|
∫ 1
0
dLv(R)
(u+ (1− u)v)|n|
)
| R1 = 0
]
=
Γ(|n|)Γ(1 + n)
|n| cα,n
∑
m≥0
(µ n)m
(|n| cα,n)m .
We denote
F (µ, u) := E0
[
exp
(
− 2
nµ
Γ(|n|)(1− u)
|n|
∫ 1
0
dLv(r)
(u+ (1− u)v)|n|
)]
,
we make the change of variable u = e−w and finally we get, after inverting
the Laplace transform with respect to α,
(1− u)−n−1F (µ, u) =
∑
m≥0
(µ n)mE
[
1
P 1+nm
(
1− u
Pm
)|n|−1
1I{Pm>u}
]
.
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Here we denoted again e−w = u. ✷
Remark. It is clear that from Theorems 2.17 and 2.18 we can obtain similar
results as Propositions 1.14 and 1.17.
Appendix
A.1. Another proof for (1.17) and (2.36).
We give here a different proof of the first statements of Theorems 1.8 and
2.15. That is, for α > 0, if Z1,α+1/2 denotes a beta random variable which
is independent from the Brownian motion, respectively Z1,α is independent
from the Bessel process, then the random variables
BZ1,α+1/2 and
∫ Z1,α+1/2
0
dLv(B)√
1− Z1,α+1/2 + v
,
respectively
RZ1,α and
∫ Z1,α
0
(1− Z1,α + v)ndLv(R) ,
are independent.
We now give the details for Brownian motion. For the Bessel process the
proof is similar once we note that sup{s ≤ 1 : Rs = 0} ∼ Zn,1−n (see [Dy]
and [B-P-Y]).
For t ∈]0, 1], let us consider
mt(u) =
1√
t− gt |Bgt+(t−gt)u| and bt(u) =
Bgtu√
gt
, u ∈ [0, 1] ,
where gt = sup{s ≤ t : Bs = 0}. mt (respectively bt) is a Brownian meander
(respectively a Brownian bridge). mt and bt are two independent processes,
also independent of gt. Moreover, their laws do not depend on t. We can
write
|Bt| = mt(1)
√
t− gt and
∫ t
0
dLv(B)√
1− t+ v =
∫ 1
0
dLv(b)√
1−t
gt
+ v
.
Using Brownian scaling, it is easy to check that, for any c > 0,
(gct)t>0 ∼ (c gt)t>0 .
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We replace t by Z1,α+1/2. To obtain (1.17) it suffices to prove that the ran-
dom variables
(A.1) Z1,α+1/2 − gZ1,α+1/2 and
1− Z1,α+1/2
gZ1,α+1/2
are independent.
To prove (A.1) it is sufficient to prove that the random variables
(A.2) Z1,α+1/2(1− g1) and
1
g1
(
1
Z1,α+1/2
− 1
)
are independent.
Let us note that g1 = g = Z1/2,1/2 is an arcsine distributed random variable.
In fact, we can prove the following general result
Lemma A.1. Let p ∈]0, 1[. If Zp,1−p and Z1,1−p+α are independent beta
random variables then the random variables
(A.3) Z1,1−p+α(1− Zp,1−p) and 1
Zp,1−p
(
1
Z1,1−p+α
− 1
)
are independent.
Remark. To obtain (A.2) it suffices to take p = 1/2.
Proof. i) Let us denote by Za a gamma random variable with parame-
ter a, having the density xa−1e−x/Γ(a) 1I[0,∞[(x).
Recall a classical result (see also [Du] for more recent related developments):
if the random variables Za and Zb are independent, then the random vari-
ables
(A.4)
Za
Za + Zb
∼ Za,b and Za + Zb ∼ Za+b
are independent.
ii) Let Zp, Z1−p and Z1−p+α be three independent gamma random variables.
Then
ξ :=
Zp
Zp + Z1−p
∼ Zp,1−p ,
χ := Zp + Z1−p ∼ Z1 ,
ζ :=
χ
χ+ Z1−p+α
∼ Z1,1−p+α .
Moreover, by (A.4), the random variables ξ and ζ are independent.
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We can write
1
ξ
(
1
ζ
− 1
)
=
Zp + Z1−p
Zp
Z1−p+α
χ
=
Z1−p+α
Zp
,
and
ζ(1− ξ) = χ
Z1 + Z1−p+α
Z1−p
χ
=
Z1−p
Z1−p + Zp + Z1−p+α
.
But, again by (A.4), the random variable
Z1−p+α
Zp
=
Z1−p+α + Zp
Zp
− 1
is independent from Zp + Z1−p+α, hence, from
Z1−p
Z1−p + Zp + Z1−p+α
.
✷
A.2 Some computations of integrals.
Here we carry out some integral computations which we used in the
proofs of Theorems 1.9, 1.20 and 2.17 (see also [P] and [Y2]).
Lemma A.2. If V is an arcsine random variable then, for every 0 < u < 1,
y ≥ 0,
(A.5) E
[
y
√
V
(V − u)3/2 exp
(
− y
2 V
2(V − u)
)
1I{V >u}
]
=
√
2
pi
e−y2/2(1−u)√
u(1− u) .
Proof. The result is a consequence of the following equality:
(A.6)
y
pi
∫ 1
u
√
v
(v − u)3/2 exp
(
−y
2 v(1− u)
2(v − u)
)
dv√
v(1− v) =
√
2
pi
e−y2/2
(1− u)√u ,
replacing y by y/
√
1− u.
It suffices to calculate the above integral. Put v = u(w + 1)/(w + u)
I =
∫ 1
u
1
(v − u)3/2 exp
(
−y
2 v(1− u)
2(v − u)
)
dv√
1− v =
1
(1− u)√u
∫ ∞
0
exp
(
−y
2 (w + 1)
2
)
dw√
w
=
√
2
y
e−y2/2
(1− u)√u Γ
(
1
2
)
.
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From this we get (A.6). ✷
Remark. Here is another proof of this result. Let us consider the primi-
tives with respect to y on both sides of (A.5), which tend to zero at infinity:
(A.5’) E
[
exp
(
−z
2V (1− u)
2(V − u)
)
1I{V >u}√
V (V − u)
]
=
√
2
pi
∫ ∞
z
e−x
2/2 dx√
u
,
where we denote z = y/
√
1− u (see also [Sh-W], p. 400).
It is known that, for η ∼ N (0, 1),
η2 ∼ 2V E(1) ,
and we deduce √
2
pi
∫ ∞
z
e−x
2/2 dx = E
[
e−z
2/2V
]
.
Hence, to prove (A.5’), we need to show that, for every z ≥ 0,
E
[
exp
(
−z
2V (1− u)
2(V − u)
) √
u 1I{V >u}√
V (V − u)
]
= E
[
e−z
2/2V
]
.
By the injectivity of the Laplace transform, it suffices to prove that, for
every function ψ : [0, 1]→ [0,∞[,
(*) E
[
ψ
(
V − u
V (1− u)
) √
u 1I{V >u}√
V (V − u)
]
= E [ψ(V )] .
We can verify (*) using the fact that V is arcsine distributed and mak-
ing a simple change of variable.
Lemma A.3. If Z = Z1+n,|n| is a beta random variable, with n ∈] − 1, 0[,
then, for every 0 < u ≤ 1,
(A.7) E
[
(Z − u)n
Z1+n
1I{Z>u}
]
=
1
u|n|
.
In particular, for n = −1/2, (A.7) yields: if V = Z1/2,1/2 is an arcsine
random variable then, for every 0 < u ≤ 1
(A.8) E
[
1I{V >u}√
V (V − u)
]
=
1√
u
.
Proof. (A.7) is a consequence of the following equality:
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(A.9)
1
Γ(1 + n) Γ(|n|)
∫ 1
u
(v − u)n(1− v)|n|−1
v
dv =
1
u|n|
.
To obtain (A.9) it suffices to make the change of variables
v 7→ (v − u)/(v − uv) .
✷
Remark. (A.8) can be obtained taking ψ ≡ 1 in the equality (*) (see the
Remark preceding Lemma A.3).
A.3. Remarks on the proofs of some limit theorems.
The celebrated Stroock-Varadhan-Papanicolaou approach to second or-
der limit theorems concerning the occupation measure of Brownian motion
make essential use of Ito’s formula to replace fluctuating (signed)additive
functionals with bounded variation by stochastic integrals (see, for instance,
[Re-Y], Chap. XIII). Here, we show that, for integrals of local times, this
approach is too crude, and we use in fact Ito’s integral representation of L2
variables as stochastic integrals. This method has already been applied to
yield a proof of Varadhan’s normalization for planar Brownian motion (see
[Y1]).
“Proof” of Theorem 1.26. i) We can write, by Ito’s formula,
(A.10)
√
β
∫ 1
0
vβ−1/2dLv(B)
=
√
β|B1| −
√
β
∫ 1
0
vβ−1/2dB˜v −
√
β(β − 1/2)
∫ 1
0
vβ−3/2|Bv| dv .
Let us note that √
β|B1| → 0 , as β ↓ 0 in L1 ,
√
β
∫ 1
0
vβ−1/2dB˜v
is a centered Gaussian random variable having the variance 1/2,
β
√
β
∫ 1
0
vβ−3/2|Bv| dv → 0 , as β ↓ 0 in L1 ,
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and
E0
[√
β
2
∫ 1
0
vβ−3/2|Bv| dv
]
=
√
β
2
E0 [|B1|]
∫ 1
0
vβ−1dv =
1√
2piβ
.
We subtract in (A.10) 1/
√
2piβ and we would obtain a central limit theorem
if we can prove that
(A.11) a(β) := E
[
β
∫ 1
0
vβ−3/2(|Bv| − E[|Bv|]) dv
]2
→ 0 , as β ↓ 0 .
We shall compute a(β).
ii) If X and Y are centered Gaussian random variables such that E[X2] =
E[Y 2] = 1 and E[XY ] = ρ, it is not difficult to see that
E[|XY |] = 2
pi
(
(1− ρ2)1/2 + ρ arctan ρ√
1− ρ2
)
.
Then,
(A.12) E[|BuBv|] = 2
pi
(√
u(v − u) + u arctan
√
u
v − u
)
.
So, we can write
a(β) = β
∫ 1
0
∫ 1
0
du dv uβ−3/2vβ−3/2(E[|BuBv|]− E[|Bu|] E[|Bv|])
= 2β
∫ 1
0
dv
∫ v
0
duuβ−3/2vβ−3/2
2
pi
(√
u(v − u) + u arctan
√
u
v − u −
√
uv
)
=
4β
pi
∫ 1
0
dv vβ−3/2 b(v) ,
where
b(v) :=
∫ v
0
duuβ−1
(√
v − u+√u arctan
√
u
v − u −
√
v
)
= vβ+1/2 c(β) ,
and
c(β) :=
∫ 1
0
dwwβ−1
(√
1− w +√w arctan
√
w
1− w − 1
)
.
We obtain a(β) = c(β)/2pi. But,
c(β)→
∫ 1
0
dw
w
(√
1− w +√w arctan
√
w
1− w − 1
)
:= c(0) as β ↓ 0 ,
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with
c(0) =
∫ ∞
0
du
u(1 + u)3/2
(
1 +
√
u arctan
√
u−√1 + u
)
,
and c(0) > 0, since the function u 7→ (1 + √u arctan√u − √1 + u) is in-
creasing. We obtain that
a(β)→ c(0)/2pi > 0 .
This is in contradiction with (A.11) ✷
In a similar way we can show that proofs of Theorems 1.28 and 1.30
based on direct application of Ito’s formula do not lead to the result. In fact
we need to be more careful in applying this idea. We illustrate the approach
in the following:
Proof of Theorem 1.30. We only point out the essential steps. Take, for
simplicity, s = 1 and t ↑ ∞. We can write, by Ito’s formula,
(A.13)
1√
log t
(∫ t
1
dLv(B)√
v
− log t√
2pi
)
=
1√
log t
( |Bt|√
t
− |B1|
)
− 1√
log t
∫ t
1
sgn(Bv) dBv√
v
+
1
2
√
log t
∫ t
1
dv
v3/2
(|Bv| − E(|Bv|)) .
The first term on the right hand side of (A.13) converges in law towards
zero, as t ↑ ∞. We need to study the convergence in law of the couple(
1√
log t
∫ t
1
sgn(Bv) dBv√
v
,
1√
log t
∫ t
1
dv
v3/2
(|Bv| − E(|Bv|))
)
.
We shall use the following important result:
Lemma A.4. i) Consider a process {Φv(B); v ≥ 0} adapted to the Brown-
ian filtration, such that E(|Φ1(B)|) <∞ and, for each a > 0,
(A.14) Φa2v(B) = Φv(B
(a)) , v ≥ 0 ,
where B
(a)
t = Ba2t/a. Then
lim
t↑∞
1
log t
∫ t
1
dv
v
Φv(B) = E(Φ1(B)) , a.s.
ii) Assume that the processes {Φv(B); v ≥ 0} and {Ψv(B); v ≥ 0} are
adapted to the Brownian filtration, and satisfy E(|Φ1(B)|2) , E(|Ψ1(B)|2) <
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∞, as well as (A.14). Then
(
1√
log t
∫ t
1
dBv√
v
Φv(B),
1√
log t
∫ t
1
dBv√
v
Ψv(B)
)
converges in law, as t ↑ ∞, towards a centered Gaussian couple with covari-
ance matrix given by
 E
[
(Φ1(B))
2
]
E [(Φ1(B)Ψ1(B))]
E [(Φ1(B)Ψ1(B))] E
[
(Ψ1(B))
2
]

 .
We sketch the proof: to prove i) we use Birkhoff theorem (see for instance
[Be-We], pp. 150-151; see also [Bi] and [C-F]). The second part of the lemma
is a consequence of the first part and of the Dubins-Schwarz representation
of continuous martingales as time-changed Brownian motion.
We shall apply Lemma A.4 to our case. Clearly,
Φv(B) := sgn(Bv)
satisfies the hypothesis of the lemma. We shall now find out Ψv(B).
We can write, from the Markov property and Ito’s formula, for s ≤ t,
E (|Bt| | Fs) = Qt−sφ(Bs) = E(|Bt|) +
∫ s
0
∂
∂x
Qt−uφ(Bu) dBu
= E(|Bt|)−
∫ s
0
dBu
t− u E˜
(
B˜t−u |Bu − B˜t−u|
)
,
as we can see by a simple calculation. Here Qt denotes the heat semi-group,
B˜ is an independent Brownian motion and φ(v) = |v|.
Therefore,
|Bt| − E(|Bt|) = −
∫ t
0
dBu
t− u E˜
(
B˜t−u |Bu − B˜t−u|
)
,
or
1√
log t
∫ t
1
dv
v3/2
(|Bv| − E(|Bv|)) = 1√
log t
∫ t
1
dv
v3/2
(|B1| − E(|B1|))
− 1√
log t
∫ t
1
dv
v3/2
∫ v
1
dBu
v − u E˜
(
B˜v−u |Bu − B˜v−u|
)
.
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The first term on the right hand side of the preceeding equality converges
in law towards zero, as t ↑ ∞, whereas the second term can be written as
1√
log t
∫ t
1
dBu
∫ t
u
dv
v3/2(v − u) E˜
(
B˜v−u |Bu − B˜v−u|
)
.
Since we shall let t ↑ ∞, it suffices to consider only
1√
log t
∫ t
1
dBu
∫ ∞
u
dv
v3/2(v − u) E˜
(
B˜v−u |Bu − B˜v−u|
)
=
1√
log t
∫ t
1
dBu
u3/2
∫ ∞
1
dv
v3/2(v − 1)E˜
(
B˜u(v−1) |Bu − B˜u(v−1)|
)
=
1√
log t
∫ t
1
dBu√
u
Ψu(B) .
Therefore,
Ψu(B) :=
1
u
∫ ∞
1
dv
v3/2(v − 1)E˜
(
B˜u(v−1) |Bu − B˜u(v−1)|
)
,
and it is not difficult to see that it satisfies the hypothesis of Lemma A.4.
Finally, to obtain (1.57) we need to compute the variance of the sum of
the components of the Gaussian limit vector. This can be done using ii) of
Lemma A.4 and (A.12), which is left to the reader. ✷
A.4 Another proof for (2.22).
We give here another proof for the first statement of Proposition 2.9.
We leave as an exercice for the reader the proof of the following:
Lemma A.5. Consider two smooth functions u, v : [0,∞[→ [0,∞[. We
suppose that u strictly increasing, u(0) = 0 , and v(t) 6= 0 for any t > 0.
Denote Xt := v(t)Bu(t) and, as usual, by Lt(B) and Lt(X) the local times
at level 0 of the linear Brownian motion B and of X, respectively. Then
(A.15) Lt(X) =
∫ u(t)
0
v(u−1(s)) dLs(B) .
Moreover, if b denotes the Brownian bridge, and if Lt(b) denotes its lo-
cal time at level 0, then
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(A.16)
(∫ t
0
dLs(B)
1 + s
)
t≥0
∼
(
L t
1+t
(b)
)
t≥0
.
Consequently, ∫ ∞
0
ϕ(s)dLs(B) ∼
∫ 1
0
ϕ˜(s)dLs(b) ,
where ϕ˜(s) = ϕ(s/1− s)/1− s.
Proof of (2.22). We can write
Ot = e
t/2B˜1−e−t ,
where B˜ is a standard Brownian motion starting at 0. So, by (A.15),
dLt(O) = e
−t/2 dLet−1(B˜) .
We denote
(A.17) δ(w) :=
∫ ∞
0
dLt(O)√
(w + 1)et − 1 .
Therefore
δ(w) =
∫ ∞
0
e−t/2 dLet−1(B˜)√
(w + 1)et − 1 =
∫ ∞
0
dLs(B˜)√
1 + s
√
(w + 1)(1 + s)− 1 ,
making the change of variable s = et − 1. On the other hand, by (A.16),
dLt(B˜) ∼ (1 + t)dL t
1+t
(b) ,
so,
δ(w) ∼
∫ ∞
0
√
1 + s√
(w + 1)(1 + s)− 1 dL s1+s (b) .
We make the change of variable v = s/(1 + s) and we get
δ(w) ∼
∫ 1
0
dLv(b)√
1− v
√
w+1
1−v − 1
=
∫ 1
0
dLv(b)√
w + v
,
which is (2.22) with the usual notation w = u/(1− u).
Finally, let us note that (2.24) is a consequence of Lemma A.5.
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