The statistical properties of the residence times of a periodically modulated Poisson process (time-dependent shot noise) on a line segment are analyzed. They show the characteristic features of a resonant behavior, which is similar in many aspects to the stochastic resonance taking place in systems confined in monostable or multistable potentials. The dependence of the mean residence time on both the frequency of the periodic stimulus and its amplitude is studied in detail. The behavior of this parameter also displays the efFects associated with the interplay between noise and deterministic modulation. PACS number(s): 05.40. +j, 82.20. Mj 
J. Javier Brey, J. Casado-Pascual, * The statistical properties of the residence times of a periodically modulated Poisson process (time-dependent shot noise) on a line segment are analyzed. They show the characteristic features of a resonant behavior, which is similar in many aspects to the stochastic resonance taking place in systems confined in monostable or multistable potentials. The dependence of the mean residence time on both the frequency of the periodic stimulus and its amplitude is studied in detail. The behavior of this parameter also displays the efFects associated with the interplay between noise and deterministic modulation. PACS number(s): 05.40. +j, 82.20. Mj 
I. INTRODUCTION
The study of the efFects which appear as a consequence of the interaction of noise and periodic stimuli has attracted a considerable interest over the past decade or so. The best known and understood phenomenon is the so-called stochastic resonance, which consists in the enhancement of the response to a small periodic signal by noise in a nonlinear system [1, 2] . In fact, most of the treatments to date deal with nonlinear systems, where the cooperative e8'ects of the coupling between deterministic and random dynamics were expected to be interesting. Nevertheless, it has been shown that similar and partially unexpected cooperative features also appear in linear systems. In particular, Fletcher, Havlin, and Weiss [3] have described the response of a one-dimensional random walker on a line connecting two traps to a sinusoidally time-dependent stimulus. They show that the mean residence time as a function of the &equency of the field goes through a minimum. More recently, Bulsara, Lowen, and Rees [4] have considered a periodically modulated Wiener process with an absorbing boundary. The behavior they obtain for the response bears a great resemblance to stochastic resonance, although major diKerences exist in the physical characterization of their model and of bistable systems. It is interesting to notice that the works reported in both papers, Ref. [3] and Ref. [4] , were motivated by the modeling of biological processes, namely, pulse field electrophoresis [5] in the former and the response of sensory neurons in the latter [6] .
In the present paper we study the response properties to periodic external stimuli of a very simple model. It is a one-dimensional random walk model, like the two mentioned above. In fact, many of the cooperative ef-'Permanent address:
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fects we will discuss are very similar to the behaviors previously reported [3, 4, 7] , although some significant differences also occur. The theory of erst-passage times in stationary one-dimensional random walks is now well established and exact expressions have been worked out for their statistical properties [8, 9] . Nevertheless, the methods developed do not apply in general when [10] . In this case, it has a minimum as a function of the correlation time characterizing the fluctuations. This phenomenon has been termed resonant activation [ll] . The main difFerence a priori with the resonant effects mentioned above, which are the ones studied here, is the absence of any external deterministic force in the resonant activation. The latter is due to the interaction of two noise contributions.
The model we will deal with is a sinusoidally modu- dt I'(N + 1 -n, I(t)), (6) 
The model we will consider is a continuous-time random walk on a one-dimensional lattice. The walker is restricted to move in a given direction and it is submitted to a time-dependent external field. The probability p"(t) of finding the random walker at site n at time t obeys the master equation
. (10) For given values of the parameters, I(t) is an increasing function of t. Although Eq. (9) provides an exact explicit expression for f(t), and will be used in most of the calculations, it is convenient for future use to consider also the linear stimulus approximation. Expansion of Eq. (9) to first order in e gives where the transition rate a(t) is non-negative for all times. This equation can be easily solved using, for instance, the method of the generating function [8] n' =-oo (2) fo(t) = , (pt) (12) with t I(t) = dt' n(t') 0 is the FPTDF for the Poisson process in absence of the periodic stimulus. The corresponding linear approximation for the MFPT can be derived by linearizing Eq. (6) or by introducing Eq. (11) In what follows we will be concerned with a walker which is initially in the line segment (0, N). Therefore for n ) N the sum in Eq. (2) extends &om n' = 0 to n' = N.
Our main interest will be in the properties of the arrival times to site N + 1. Because Fig. 3 we plot the height of the peaks corresponding to l = 3, 4, and 5, respectively, for a particular set of system parameters given in the figure caption.
For them it is tM --102.5, which leads to M = 32.62, i.e. , the above discussion predicts that the last peak going I(p, l tl) + tl (per, tlL) [lN I(p, l tl)I -0. Equation (38) shows that the sign of the izntial slope of w(u) is determined by the value of the initial phase P of the sinusoidal perturbation.
The same parameter also determines whether w(0) is larger or smaller than 7(oo). For 0 & P ( vr/2 the MFPT always presents a minimum. As mentioned in the Introduction, a similar effect was noticed by Fletcher, Havlin, and Weiss [3] for a random walker that diffuses on a line connecting two traps, and they referred to u* as a resonant frequency.
Their numerical study was restricted to the value P = 0 and they did not discuss the relevance of the initial phase of the perturbation. Of course, the structure of Eq. (6) shows that 7 The above asymptotic dependencies on N of~* and 7* seem to be quite general for the resonant behavior of the MFPT for random walks on a line segment [3, 10] . Substitution of Eqs. (39) and (42) into Eqs. (40) and (41) leads to cos(aa' + P) -cos P + aa' sin(aa' + P) = 0 and pa' + ea' sin(aa' + P) = 1. (44) it is P = 0 and p = l.
For P = m/2, the MFPT has an absolute minimum at u = 0, as shown in Fig. 6 for three choices of e. The existence of this minimum has a trivial explanation. For P = vr/2 the transition rate cr(t) takes its greatest possible value at t = 0 and, therefore, the minimum MFPT corresponds to the limit in which o. remains constant in time.
We have also investigated the asymptotic interval length dependence of the &equency u* at which the first maximum ( The transition of the MFPT, &om being a decreasing function of the amplitude of a periodic cosine signal to increase with this parameter as the &equency of the signal varies, has been noticed by Gitterman and Weiss [7] for a random walk between two trapping points, i.e. , the same system as in Ref. [3] , but with a difFerence of vr/2 in the initial phase of the signal. In our model, the lowest &equency at which the transition takes place is Since we have discussed only the initial slope of the function w(e), no information can be obtained about whether it is a monotonic function. We have analyzed numerically Eq. (6), and it turns out that, for those values of P for which transitions appear, there is a frequency range near the transition &equency where 7. shows a nonmonotonic behavior as e is increased. An example of the described behavior is given in Fig. 9 .
All the results presented in this work have been restricted to the specific initial condition given in Eq. (8), but they remain qualitatively the same for other choices. 
Therefore the initial slope of w(e) will depend, among other factors, on the initial phase P of the stimulus. Consider first the specific value P = 7r/2, so that &Br) 0~e ) .=o [4, 14] . In this case, the crossing times are independent of one another and have the same distribution. As a consequence, the global random walk becomes a renewal
process. An important property of renewal processes is that the power spectral density (PSD) of the response can be easily obtained from the FPTDF through the relation V. DISCUSSION AND CQNCLUDINC REMARKS S(n) = 1bl(nil+1R I+X(n)
), 2~)~1 -y(B)
The objective in this paper has been to study the statistical properties of the residence time on a line segment for a Poisson random walk with a periodic timedependent transition rate. The simplicity of the model allows us to solve the master equation governing its evolution and to obtain an exact explicit expression for the probability distribution of the residence times. The structure of the latter shows many of the features which are considered as characteristic of resonant behavior and, in particular, of the phenomenon of stochastic resonance in bistable systems. Nevertheless, the deep physical differences between the model considered here and bistable models prevent us &om trying to establish any fundamental relationship between both phenomena. First, in our model the boundary is always reached, in contrast with bistable models of stochastic resonance, where the amplitude of the perturbation is too small to produce by itself crossing of the potential barrier. In fact, the amplitude of the modulation does not play an important role in determining the resonant behavior of our system. Secondly, in Poisson processes noise and drift are controlled by the same parameter and, therefore, no competition between them is possible. This also makes a relevant difference with the random walk model studied by Bulsara, Lowen, and Rees [4] .
The mean residence time exhibits a resonant behavior too, in the sense that some coherence is induced in the motion of the system, tending to reduce the time it takes the walker to reach the boundary. When the mean time is considered as a function of the &equency of the stimulus it can go through a minimum. However, this phenomenon is strongly influenced by the initial value of the perturbation. In particular, when the perturbation is maximum at the initial time it is evident that the minimum mean residence time will appear in the limit of zero &equency. Another interesting property which has been analyzed is the existence of a transition in the behavior of the mean residence time regarded as a function of the amplitude of the stimulus, passing &om being an increasing function to a decreasing function of the same parameter.
In 
