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METRIC-ENGLISH EQUIVALENTS

INTRODUCTION
The determination of ET (evapotranspiration) by phreatophytes from a flood plain by the water-budget method requires that all significant movement of liquid water into and out of the area be measured.
Components of the water budget include surface and subsurface flow through the area, precipitation on the area, and soil-moisture content changes in the unsatrrated zone of the area. It has been the general opinion of most researchers that the measurement errors associated with these components are too large to provide reliable estimates of ET particularly when an estimate of water salvage as a result of phreatophyte removal is desired. To date (1976) few studies have been conducted which evaluated ET from a large area (Gatewood and others, 1950; Turner and Skibitzke, 1952; Bowie and Kam, 1968) , and little is known about the accuracy of these evaluations. In October 1962 a nine-year water-budget study began on 5,500 acres (2,230 ha) of the Gila River flood plain in southeastern Arizona. The primary objective of this study was to evaluate seasonal ET rates of phreatophytes from the area and water salvage following removal of the phreatophytes (Culler and others, 1970) .
The study was designed and instrumented to measure independently each component of the water budget. Tt e Li L2 GILA RIVER PHREATOPHYTE PROJECT purposes of this report are to show how each component of the water budget was derived, to describe the method used in estimating the accuracy of each component, and to demonstrate the significance of each component and its error in the resulting ET values. The errors for m.ost of the water-budget components are expressed in terms of the standard error of their measurement. For some components, however, the measurement error can only be approximated. The assumptions and criteria used to arrive at these approximations were defined to provide a resultant error which, in most instances, should exceed the expected standard error in the measurement of the component. The derived error of each ET value is therefore considered to be only a relative indicator of measurement variability in ET.
Two types of error were investigated in this analysis the bias error and the sampling error. The bias error is a constant time-invariant error caused by consistent overestimates or underestimates of the true value of the component. When evaluating the average change in evapotranspiration ( &ET) such as occurs after clearing phreatophytes from the flood plain this error cancels and is thus iipt included in the determination of the accuracy of AET. However, when evaluating absolute values of ET, the bias error may, in some instances, be a significant part of the total error inET.
The sampling error reflects the variability in the measurement of a water-budget component due to insufficient sampling of the component. This error decreases with an increase in the number of observations at the sample point or with an increase in the number of sample points, and it increases with an increase in the magnitude of the component. The sampling error is time dependent for those components in which the number of sampling points and the magnitude changes during the study period.
The total measurement error of each ET value was obtained from the sum of squares of the bias and sampling errors defined for each component. Because of independence of the components no covariance term exists in the computation of the total measurement error. Furthermore, this total error term is considered to be only a relative indicator of the measurement variability in ET and not an estimate of the expected standard error in ET.
This study was conducted under the general supervision of R. C. Culler, project chief of the Gila River Phreatophyte Project. Transformation of basic field data into a form acceptable for analysis was performed by R. M. Myrick and F. P. Kipple. The authors are indebted to the San Carlos Apache Indian Tribe and the Bureau of Indian Affairs for the use of their lands and facilities, respectively, to make this study.
DESCRIPTION OF STUDY AREA
The study area includes a 15-mile (24 km) length of the Gila River flood plain above San Carlos Reservoir in southeastern Arizona ( fig. 1) . The flood plain averages 1 mile (1.6 km) in width and has a gradual dovnvalley slope of about 1.5 ft per 1,000 ft. The water-bearing deposits in the flood plain consist of basin-fill deposits and alluvial deposits which overlie the basin fill. The basin-fill deposits are more than 1,000 ft (300 m) thick and consist of fine-grained material of low permeability. The alluvial deposits are as much as 60 ft (20 m) thick and consist of lenticular gravel, sand, and silt beds with a relatively high permeability. The alluvial deposits form the flood plain and lower terraces in the study area. The Gila River meanders across the alluvium in a channel averaging 110 ft (35 m) wide and 7 ft (2 m) deep. A detailed description of the geology of the stuCy area is given by Weist (1971) .
The depth to ground water ranges from about 5 ft (IVz m) near the river to more than 20 ft (6 m) near the outer boundaries of the flood plain. Wells that penetrate through the flood-plain alluvium into the urderlying basin fill indicate that ground water in the basin fill flows vertically upward into the alluvium at a rate of about 0.3 ft (0.09 m) per year or 0.1 million gallons per day per acre (0.01 m3/s/ha). Down valley ground-water movement through the alluvium averages about 5.1 acre-ft per day (0.0063 hm3/day) (Hanson, 1972) . This downvalley flow is equivalent to 1.7 million gallons per day (180,000 m3/s).
Gila River inflow to the study area is derived from 11,500 mi2 (29,800 km2) of drainage area. Most of the streamflow results from winter and late summer precipitation. The average discharge of the Gila River is 250 ft3/s (7.1 m3/s) but can range from no flow for a few days in the summer to several thousand cubic feet per second during the winter and summer storm periods.
Tributary inflow is derived from 225 mi2 (583 km2) of drainage area bordering the study area. Annual runoff from these tributaries is small and generally occurs only for short periods during the summer as a result of thunderstorms.
Precipitation occurs primarily in December and January from large frontal storms and in July, August, and September from short-duration high-intensity convective storms. The average annual precipitation at San Carlos Reservoir is 14 in. (360 mm), but annual totals have ranged from 4.0 in. (102 mm) to 25.8 in. (655 mm) during the period of record, 1882-1973. Mean daily temperatures in the study area range from a minimum of 32°F (0°C) during the winter to a maximum of 100°F (38°C) in the summer. Pan evaporation at San Carlos Reservoir averages 97 in. (2,460 mm) per year, and evaporation from the reservoir is estimated at 70 in. (1,780 mm) per year (F. P. Kipple, written commun., 1975 The basic data used to compute each component of the water budget were collected at the 13 cross sections shown in figure 1. Each cross section included three ground-water level observation wells equipped with recorders on each side of the Gila River, an access hole for measuring soil-moisture content adjacent to each well, and a nonrecording precipitation gage at both ends of each cross section (see inset showing detail of typical cross section in fig. 1 ). Recording precipitation gages were established at both ends of cross sections 1, 9, 17, and 23. Streamflow gaging stations were established at cross sections 1,9,13,17, and 23 to define the Gila River inflow and outflow through reaches 1, 2, 2a, and 3 as shown in figure 1. Tributary inflow was measured at 16 continuous-recording gaging stations and 43 creststage gages (not shown in fig. 1 ) located along the perimeter of the study area. A more detailed discussion of the instrumentation is given by Culler and others (1970) .
To solve for ET in equation 1 all basic field data were first transformed into terms described by the components in equation 1. Table 1 shows the water-budget components obtained from the basic field data in reach 1 and corresponding ET values for the 22 budget periods included in the 1964 water year (Oct. 1, 1963 , to Sept. 30,1964 . The budget period includes either a two-week or a three-week period, depending on when field measurements of soil moisture were obtained. The end date shown in column 1 of table 1 refers to the last day of each budget period. The project day shown in column 2 refers to the ending day of the budget period referenced from the day the study began on October 1,1962. Table 2 shows the water-budget components, the resulting ET, and their corresponding errors for the 21-day budget period 688 to 708 (Aug. 18 to Sept. 7, 1964 
EVALUATION OF WATER-BUDGET COMPONENTS AND ERRORS
STREAMFLOW
The Gila River inflow (Qj) and outflow (^Q) were obtained by summing the computed daily discharges over the budget period at the upstream and downstream ends of the reach, respectively. For reach 1, Q/ was obtained from the computed daily discharges at cross section 1, and QQ was obtained from the computed daily discharges at cross section 9 ( fig. 1) . The total volume of inflow during the 21-day period in table 2 is l,0f 1 acre-ft (1.296 hm3), and the total volume of outflow is 1,107 acre-ft (1.365 hm3). Table 3 lists the daily discharges used for obtaining the volume of inflow Q/ through cross section 1 during budget period 688-708. The difference between Q7 and Qo is -56 acre-ft (-0.069 hm3), indicating a net inflow to the river through the reach.
The accuracy of the computed volume of water passing a gaging station during a budget period is dependent on the measurement error in discharge and the accuracy of the stage-discharge relation defined for the station. The channel of the Gila River is subject to considerable scour and fill; thus, good definition of the stage-discharge relation requires frequent discharge measurements. Burkham and Dawdy (1970, figs. 11 and 12) developed curves of the relation between the standard error in a computed instantaneous discharge obtained from the rating curve and the frequency of discharge measurements for the stations at cross sections 1 and 9. The data used in their analysis was restricted to flows below a bankfull discharge of about 4,000 ft3/s (100 m3/s). Their error curves were developed on the assumption that the standard error of any given measured discharge is 4 percent as indicated by Carter and Anderson (1963, fig. 1 ), and they show that the standard error in a computed instantaneous discharge obtained from the stage-discharge relation is greater for the summer months (July through October) than for the winter and spring months (November through June). Burkham and Bawdy's error curves for the summer months at cross sections 1 and 9 were averaged to define the error curves shown in the semilog plot of figure 2 for measurement frequencies of one measurement every 3 days, every 5 days, and every 12 days. Because the curves in figure 2 were developed from only the summer data, their application to winter flows may give estimates of the standard error in a computed discharge which are too high. The frequency of discharge measurements for the Gila River during the study 
where eq is the error, expressed as a fraction of tl^ instantaneous discharge, q, in cubic feet per second. For discharges above 4,000 ft3/s (113 m3/s), the error is assumed to increase linearly by the relation e9 =-1.75 + 0.50
Equation 3 assumes that the error in flows abo^e bankfull stage increases from 5 percent of the discharge at q =4,000 ft3/s (113 m3/s) to 25 percent of the discharge at g = 10,000 ft3/s (283 m3/s). Estimates of the error in discharge during overbank flooding in the Gila River as defined by equation 3 are believed to be high because most of the flow in the 4,000 to 10,000 ft3/s range is contained within the main channel where measurement errors are minimal. Equation 3 is not considered applicable to discharges above 10,000 ft3/s (283 m3/s). Burkham and Dawdy (1970) showed that the standard error, EQ, in the volume of flow passing a station during the budget period is FIGURE 2. Average relation between instantaneous discharge and the error in discharge expressed as a fraction of the discharge for summer (July through October) flows of the Gila River at cross sections 1 and 9.
where Eq is the average standard error in the mean daily discharge for the budget period expressed as a fraction of the discharge, D is the number of days in the budget period, and N is the number of discharge measurements made during the budget period. Eq is obtained from the relation
where qd is the average discharge for day d and eqd is the fractional error in qd as defined by equation 2 or 3. Only the discharge measurements provide an independent estimate of the daily discharge all other daily discharges are computed from the stage-discharge relation and are therefore dependent estimates. Equation 4 considers this dependency by including the number of measurements, N =D/5, made during the budget period. The application of equation 2 or 3 to obtain Eq assumes that the error for a daily discharge is the same as the error for an instantaneous discharge. This assumption is invalid only during wide fluctuations in discharge which occur for a few days during the winter snowmelt runoff and the late summer thunderstorm periods. Included in table 3 are the computations for determining the standard error of the volume of inflow through cross section 1, Eqr during budget period 688-708. The fractional errors, eq, shown for each daily discharge were obtained from figure 2 (or equation 2). Applying equation 5 gives the average error for the 21 daily discharges ofEg =±10.4 A comparison of the net change in discharge in reach 1 of -56 acre-ft (-0.069 hm3) for budget period 688-708 with the average sampling error in this change, computed as V (107)2+(121)2=±162 acre-ft (±0.200 hm3), emphasizes the significance of the sampling error in the discharge components of the water budget.
No independent evaluation of the discharge error was made for the flow at the gaging stations at cross sections 13, 17, and 23, because the flow characteristics and measurement conditions at these stations are similar to those at cross sections 1 and 9 and the freqMency of discharge measurements is the same. The error relation of figure 2 was therefore applied to the flow at cross sections 13, 17, and 23.
Of the 12 components included in the water budget, Q/ and Qo are generally the largest (table 1) . A comparison of the ET values in table 1 with their corresponding discharge values suggests that a highET coincides with a high discharge. But, this is true only during periods of high runoff in the summer when thunderstorms provide sufficient moisture to satisfy the seasonally high potential ET. Thus, all ET values associated with a high runoff in table 1 reflect, in part, a large sampling error and are therefore not considered reliable estimates of the true ET.
The errors in the volume of discharge for those budget periods containing days without streamflow were not evaluated and the ET rates computed for those periods were discarded. Possible bias in the determinations of Q/ and QQ was investigated for the gaging stations at cross sections 1 and 9. The difference between the measured discharge and the computed discharge obtained from the stagedischarge rating using the river stage observed on the day of the measurement was plotted against the computed discharge. The plots for both stations show a relatively uniform distribution of points about the line of zero difference, indicating no significant bias in the computed discharges. A further investigation of possible bias in streamflow was made by comparing the gains and losses in the computed flow in reach 1 for days midway between discharge measurements with the gains and losses on days when discharge measurements were made. The gains and losses obtained from the computed discharges appear to be equally distributed among the gains and losses from the measured discharges, thus supporting the assumption of no bias in the computed discharges at cross sections 1 and 9. A plot of these gains and losses with time of year for the period before the phreatophytes were removed indicates that the Gila River was a gaining stream during the winter months (October through February) and a losing stream during the summer months of high ET (March through June). No independent evaluation of streamflow bias was made for reaches 2a or 3.
CHANNEL STORAGE
The change in channel storage within a reach of the Gila River during a budget period is computed from the average change in wetted cross-sectional areas of the channel at the upstream and downstream ends of the reach. This change may be expressed as AC = (6) where AC is the change in channel storage in acre-feet, L is the length of the river channel within the reach in feet, and A/ and AQ are the wetted cross-sectional areas of the river channel in square feet at the upstream and downstream ends of the reach, respectively. Subscripts 1 and 2 denote the first and last day of the budget period, respectively. A positive change in AC indicates a depletion in channel storage and a corresponding addition to ET. A negative change in AC indicates an increase in channel storage and a corresponding subtraction from ET.
Aj and AQ in equation 6 were not measured for each budget period but were derived indirectly from a predetermined area-discharge relation. Figure 3 shoe's the data points defining the relation between measured discharge and corresponding wetted area using data from selected discharge measurements at cross section 9 for water years 1963-69.
Similar relations were defined for cross sections 1,13, and 17. The curves defining the area-discharge relation for each cross section all lie within the scatter of the data defining the curve for any one cross section. Thus, only one relation approximating the average of all of tl v» curves has been used to obtain the A/ and AQ values in equation 6. This relation is expressed as A =2.9^0.65,
where q is the daily average discharge in cubic feet p?r second and A is the wetted cross-sectional area in square feet. The change in channel storage for each budget period was determined by solving equation 7 for A/I} A/2, AOp and Ao2, using the inflow and outflow discharges computed for the beginning and ending days of the budget period and substituting these area values in equation 6 (8) where EA = the total sampling error in the wetted cross-sectional area of the river channel, e\ = the temporal variability of A at a given cro-^s section as indicated by the scatter of data points in the q versus A relation of figure 3, 62 = the variability of A between cross sections as indicated by the difference in the q versus A curves of figure 3, 63 = the variability in A due to the error in tl s discharge used in equation 7 to obtain A as indicated by the q versus eq relation of figure 2. Equation 8 is applicable only if ei, 2, and 63 are independent estimates of error. This assumption is considered valid because no relation should be expected to exist between these three error terms.
The temporal variability in A at cross section 9 ranges from ±10 ft2 (±0.93 m2) when g = 10 ft3/s (0.28 m3/s) to ±70 ft2 (±6.50 m2) when 9 =4,000 ft3/s (113 m3/s) ( fig and can be expressed as ei=4.6g°-33. The variability in A between cross sections ranges from± 2 ft2 (±0.2 m2) at q = W ft3/s (0.28 m3/s) to ±55 ft2 (±5.1 m2) at ?=4,000 ft3/s (113 m3/s) ( fig. 3 ) and can be expressed as e2=0.38<70-60. The error in A attributed to the error in the computed discharge can be derived from the q versus eq relation of figure 2. For this analysis the fractional error, eq, is assumed to be 0.13 for all discharges, and so the error in q is 0.13q. When this discharge is included in equation 7, 63 can be expressed in term« of the expected values:
Applying a first order approximation of the Taylor series expansion to equation 9 and dropping all but the first terms in the series yields e3=0.17^°-65 . Inclusion of higher order terms in the Taylor series was found to have no effect on the expression for 63. The above expressions for e\, 62, and 63, when substituted in equation 8, can be approximated by
where EA is in square feet and q is in cubic feet per second. Figure 4 shows the relation of q toE^ both as defined where the EA terms are in square feet and E^; is in acre-feet. Solving equation 11 for iheE^ values in table 4 gives-EAC =± 12 acre-ft (± 0.015 hm3) for budget period 688-708. This error is about 50 percent of the computed change in channel storage of +23 acre-ft (+0.028 hm3) but is only 2 percent of the total ET of 513 acre-ft (0.633 hm3).
A~3.9q*\^-
AC is generally not a significant component in the water-budget equation, and greater refinement in its computation was not considered justified. The determination of E&c in equation 11 assumes independence of the error terms EA{ andEA0 both with time and between cross sections.
The computed increase in channel storage (-AC in equation 1) is substantially underestimated during periods of high discharge when low-lying portions of the channel banks are overtopped and surface water goes into depression storage in the many small channels and low areas on the flood plain. ET values computed for these periods are commonly unrealistically high and actually indicate a large component of unmeasured water going into storage. This may partly explain the unrealistically high ET values for the budget periods ending on project days 394, 666, 687, and 729 (table   1) all periods of high discharge in the Gila River. The subsequent period of drainage from depression store <?e immediately following a high discharge frequently causes an underestimate of the decrease in channel storage (+AC in equation 1) resulting in computed ET values which are too low. Reliable field measurements of depression storage were not possible, particularly during high flow periods. However, the errors in discharge of the Gila River for these high flow periods are too large to give reliable estimates ofET and those ET values are generally disregarded.
TRIBUTARY INFLOW
Runoff from tributaries adjacent to the study area originates from 225 mi2 (583 km2) of drainage area. A total of 43 tributaries draining 95 percent of the area adjacent to reaches 1 and 2 were instrumented with either recording-stage gages or crest-stage gages. The stage data from the recording gages were used for estimating runoff volumes, and the crest-stage gages were used primarily to define periods of significant runoff. Tributary runoff into reach 3 was not measured, because collection of water-budget data on this reach was discontinued before instrumentation on the tributaries was fully established.
Normally the tributaries were not monitored during the winter season (November through April) because precipitation during this period is generally from frontal storm systems which may cover a large area but seldom produce significant flow volumes into the Gila River. Tributary inflow to the study area was observed during a few large winter storms, but these periods coincide with a high discharge in the Gila River and a corresponding large error in the water budget. The ET values for these periods have been discarded or are recognized as not reliable. The only significant tributary runoff observed in the project area during the 9-year study occurred from May through October. Most of this runoff resulted from short, intense thunderstorms in July and August.
Tributary runoff occurred, on the average, less than 4 percent of the time, or about 13 days out of the year, and runoff in any one tributary occurred, on the average, only 3 days per year. Tributary runoff occurred in about 30 of the over 180 budget periods evaluated during the nine-year study, but only 15 of these periods had runoff volumes which were a significant part of the ET.
Estimates of the volume of tributary runoff into reaches 1,2, and 2a were obtained from stage-discharge relations and peak discharge-storm volume relations developed for each tributary by Burkham (1976) . Tie runoff volumes during budget period 688-708 in each of the 20 tributaries bordering reach 1 (table 5) wore estimated from these relations. Burkham (1976) indicated that definition of the stage-discharge and peak discharge-storm volume relations are poor at best and estimated that the computed volume from a runoff event in any one tributary may be in error by 100 percent; however, periods when runoff did not occur were considered to be accurately defined. Because of the generally low volume of tributary inflow to the study reaches and their relatively infrequent occurrence, no evaluation was made of their standard error. All estimates of tributary inflow to the study area were thus assumed to be 100 percent in error. Accordingly, the tributary runoff of Qy=252 acre-ft (0.311 hm3) for budget period 688-708 (table 2) was assumed to have an error of EQT =±252 acre-ft (±0.311 hm3).
PRECIPITATION
Accumulated precipitation during each budget period was obtained from wedge gages located at the ends of each cross section (see fig. 1 ). Visits to the gages were made at two-or three-week intervals which coincided (within two or three days) with the last day of the budget period and with the field measurements of soil moisture. In a few instances precipitation occurred during the two-day period required to visit all the gages in a reach, resulting in discrepancies in the total accumulated precipitation between gages for the budget period. These occurrences were rare, and an attempt ws made to correct only the obvious discrepancies.
Each gage was assigned a portion of the total area in the reach using a method of proportioning whicl^ closely approximates the Thiessen method (1911). T^e total accumulated precipitation for the budget period was computed as an average weighted value from (12) .7 = 1 where P the average weighted precipitation for the budget period, in inches, Pj = the accumulated precipitation at gage.; for the budget period, in inches, AJ = the area assigned to gagej, in acre?, and n = total number of gages in the reach. Table 6 shows the precipitation amounts observed at each gage in reach 1 for budget period 688-708 and the areas assigned to each gage. The average weighted precipitation of these 10 gages isP=1.21in. (30.7 mm), or 174 acre-ft (0.215 hm3) in volume for the budget period.
Occasionally the precipitation at a gage was not obtained. In such instances, the precipitation was estimated using observed data from nearby wedge gages or from the recording gages located at the ends of the reach. Thus, all budget periods contain a complete set of data.
The total measurement error in the computed average precipitation for a budget period can include both a bias error and a sampling error. A bias error commonly occurs when the gage is located too close to trees, buildings, or other obstructions which interfere with catchment in the gage. This type of error is not considered significant for the project area as a 11 of the wedge gages were located in areas of ample exposure. The measurement of precipitation by the gages may have been slightly low during the summer months owing to loss by evaporation from the gage; however, a thin film of oil was maintained in each gage to minimize evaporation, and this loss is not considered significant. Thus, all bias errors involved in the measurement of precipitation are believed to be negligible. The sampling error in the measurement of precipitation may be attributed to missing data and insufficient sampling points (gages) within the reach. Included in the sampling error is the human error resulting from misreading the gage and the instrument error resulting from leakage of a damaged gage or debris falling into the gage.
In this analysis the missing-data error was first evaluated. The rate of change in the missing-data error as the number of sample points increases was then evaluated to obtain an estimate of the sampling error for a complete set of sample points that is, with no missing data.
The missing-data error of the average precipitation per budget period decreases as the number of gages monitoring precipitation on the reach increases. Estimates of this error were obtained for reach 1 by evaluating the departure of the average precipitation computed using all gages in the reach Oi = 10 gages) from the average precipitation computed using m gages, where m <n. This analysis was made using a total of 114 budget periods with average precipitation amounts of 0.06 in. The following six steps outline the procedure used in evaluating the missing-data error, Sm. The procedure assumes that the observations of precipitation at each gage are independent and that Sm = 0 when m = 10 gages. The computations described below refer to the precipitation data in a given range; these same computations were made for each range of data: 1. Compute the average unweighted precipitation, Pt, for each budget period, t, from
where Pjt is the accumulated precipitation at gage j for budget period t. Budget period ft)
each gage from the average precipitation computed from all gages in the reach from (14) t=l where j =the average departure of precipitation at gage j, for k budget periods, and
The Rjt and Rj values defined by this step are included in 
where Sj is the standard deviation of the averrge departure in precipitation for gage j based on precipitation data from k budget periods. and thus defining a "closed array" of departures. Chayes (1971, p. 40) showed that a closed array of values having a constant mean and variance defines a correlation coefficient which is negatively biased. This coefficient, r, can be approximated as a constant value from the relation r=-r > (19) 1 n where n is the total number of gages in tl^ reach. For reach 1, r -0.11 with re = 10 gages. Justification for using equation 19 to approximate the true correlation coefficient was investigated by evaluating Sm,v in equation 18 for selected combinations of gages using an estimate of the true correlation coefficient , /fyy 2 , computed from the relation *u-2: (*j,«»tf)/(zX' ixo* . <2°> figure 5 for each of the three precipitation ranges with a solid curve drawn through the points to approximate the average rate of decrease in Sm as m increases. The broken curves bounding each solid curve approximate the maximum and minimum missing-data errors computed from the 10 permutations. Table 11 lists the I5m values obtained from the curves in figure 5 for each of the three precipitation ranges investigated. These 3^ values show the expected departure of an average precipitation value computed from data at m gages from the average value computed from data at 10 gages. For example, referring to tal^v 11, the departure of the average precipitation defin<>d with 5 gages from the average precipitation defined with 10 gages can be expected to have a mean standa rd deviation of 85 =±0.10 in. (±0.25 cm) when the average precipitation is in the middle range. The development of the curves in figure 5 assuir^s that no error exists in the average precipitation computed from 10 gages. Each curve shows, however, a residual error (Sio) when m=10 gages. This residral error is attributed to two factors: (1) the use of a constant r to approximate the actual correlation coefficients and (2) differences in the standard deviations, s/, of the gages (table 8) . These curves therefore overestimate the expected standard deviation of an average precipitation value computed from m ^W gages.
The primary objective of the analysis of precipitation error is not to determine the error attributed to missing data, as all budget periods contain a complete set of data, but rather to define the sampling error in precipitation computed from a complete set of data (m = 10 gages). This sampling error was estimated by evaluating the rate of change in Sm as m approaches 10 
and where n' is the largest even number s£n. The derivations of equation 22 and the coefficients a, b, and c are given in the section "Development of equations describing unadjusted sampling error, V." The coefficients a, b, and c were determined for each of the three ranges of precipitation by substituting the appropriate Sm andS^m values of table 11 in equations 23r 24, and 25. These coefficients were then used to solve equation 22 for V, which defines the sampling error of precipitation for ra = 10 gages. This value does not include the residual error, SIQ, (table 11) and is therefore referred to as the "unadjusted" sampling error as shown in table 11.
The total "adjusted" sampling error, Epm , in precipitation for any given number of gages includes both the missing-data error (Sm\) and the sampling error, V. This total error is computed from (26) where Sm is defined by equation 21 and V is defined by equation 22. The total adjusted sampling error for a complete set of data (m = 10 gages) was obtained for each precipitation range by substituting the appropriate V and SIQ values of table 11 into equation 26. These Ep values are included in table 11 and are plotted against their corresponding average precipitation values in figure 6 .
A curve closely approximating the relation between these sampling errors and their respective average precipitation values may be expressed as (27) where Ep is the sampling error in precipitation in inches for 10 gages and P is the average precipitation in inches.
Substituting the average precipitation for th ^ example period 688-708 of P = 1.21 in.(30.7 mm) (see table 6) into equation 27 gives a total adjusted sampling error of £p=±0.11 in. (±2.8 mm) or ±16 acre-ft (±0.020 hm3).
Independent evaluations of the precipitation errors for reaches 2, 2a, and 3 were not made, but the error relation of figure 6 is considered applicable to these reaches because the gage density of these reaches is similar to that for reach 1. A few conclusions can be drawn from this analysis regarding optimum gage density and variation in the areal distribution of precipitation on the study area. Referring to figure 5, the missing-data error curves show a relatively small rate of change in error as ra approaches 10 gages. This suggests that a large increase in gage density above 10 gages on reach 1 may not significantly reduce the error in computing average precipitation. In fact, precipitation per budget period in the two lower ranges can be defined from only six or seven gages with little loss in accuracy. Also, as noted previously, the average precipitation for a budget period is a weighted value reflecting the fraction of total area in the reach assigned to each gage. For purposes of simplicity in the error analysis, precipitation at each gage was given equal weight using equation 13. A comparison of average precipitation values weighted by area (equation 12) with the equally weighted values indicates no significant differences. Equation 27, which defines the error of an unweighted precipitation value, is therefore considered applicable to the weighted precipitation values in the water budget.
Finally, a correlation between precipitation on the left bank of the flood plain with precipitation on the right bank of the flood plain indicates that precipitation averages slightly greater (+0.02 in. or +0.5 mm per budget period) on the left bank. This is attributed to the orographic position of Mount Turnbull and the Santa Teresa Mountains which rise to an altitude of over 8,000 ft (2,400 m) 8 miles (13 km) to the south (left bank) of the flood plain.
SOIL-MOISTURE CONTENT
The soil-moisture content was measured within two areas of each reach: (1) the flood plain which corresponds with the area for which ET is evaluated and (2) the adjacent terrace area which extends out from the flood plain to the contact of the saturated terrace alluvium with the basin fill. Measurements were made with a neutron probe at two-to three-week intervals thus defining the water-budget periods. The difference in the moisture content measured between the beginning and end of the period defines the change in moisture content for the budget period.
An access hole for measuring moisture content was located within about 15 ft (4.6 m) of each ground-water observation well in the study area. Each hole was classified as one of the following three types: (1) river hole located adjacent to the river, (2) flood-plain hole located between the river and the terrace, or (3) terrace hole located in the adjacent terrace. The river and flood-plain holes were used to obtain the change in moisture content in the unsaturated zone of the flood-plain alluvium and the terrace holes were used to obtain the change in the unsaturated zone of the adjacent terrace alluvium. A detailed description of the installation of the access holes was given by MyricV in Culler and others (1970) .
Neutron probes were used to obtain moisture-content readings in each hole at the Mj-ft (0.15 m) and 1-ft (C .30 m) depths below the land surface and at 1-ft (0.30 m) intervals throughout the remaining depth of the hole which generally extended several feet below the ground-water level. The change in moisture content was determined for three zones of the profile: (1) the soil zone extending from the land surface to 2% ft (0.76 m) below land surface in the flood plain and to 5 ft (1.52 m) below land surface in the terrace, (2) the intermediate zone extending from the bottom of the soil zone to about 3 ft (0.9 m) above the highest observed ground-water level, and (3) the capillary zone extending from the bottom of the intermediate zone to the bottom of the h ole in the flood plain and to about 3 ft (0.9 m) below the lowest observed ground-water level in the terrace. No intermediate zone was defined for the flood plair of reach 1 because of the relatively shallow ground-water level in the reach.
The change in moisture content in each of these three zones within the ET area of the flood_plain_corresponds to the water-budget components AMs, AM/, and AMc respectively in equation 1 and items 6, 7, and 8 respectively in table 2. The change in moisture content in the capillary zone of the terrace corresponds to AAfyc in equation 1 and item 12 in table 2. Moisture changes in the soil and intermediate zones of the terrace (AMys and AM?1/ respectively) are not included in the water-budget equation when evaluating ET from the flood plain because the moisture in these two zones is considered to be removed solely by the overlying terrace vegetation which lies outside the boundaries of the ET area. Moisture in the capillary zone of the tenroe, however, is believed to be too deep (20 to 40 ft or 6 to 12 m below land surface) to be readily extracted by the overlying terrace vegetation. Moisture changes in the terrace capillary zone are thus assumed to result from changes in ground-water levels in the adjacent floodplain alluvium. All significant movement of water out of the terrace capillary zone is assumed to be lateral and in the direction of the flood plain in response to an overall drop in ground-water levels with a general water-level gradient towards the Gila River. All significant movement of water into the terrace capillary zone is also assumed to be lateral but originating from the flood plain in response to an overall increase in ground-water levels with a general water-level gradient away from the river.
The average change in moisture content in a given zone of the reach for a budget period was computed from where AM,
average weighted change in moisture content in zone z of the reach during budget period t, Mzj (t_ l} -Mzjt ,
and Mzjt = measured moisture content in zone z of holej at the beginning (£-1) and end (t) of the budget period, AJ = surface area assigned to holej, and n = total number of access holes in the reach. The surface area, AJ, assigned to each hole was determined using the same approximation of the Thiessen method that was applied in assigning areas to the precipitation gages. When moisture-content data were missing for an access hole, the change in moisture content for the hole was approximated using the average unweighted change computed from the measured access holes in the reach of the same type (river, flood plain, or terrace) as the unmeasured hole. Table 12 gives the moisture-content data for the soil and capillary zones of each hole in the flood plain of reach 1 measured on budget period days 688 and 708. A negative change in moisture content indicates an increase of moisture in the profile (negative ET component) during the budget period, whereas a positive change indicates a loss of moisture in th^ profile (positive ET component). The AA?s and &M/c values shown in inches of moisture-content change at the bottom of table 12 were converted to acre-feet in table 2. Similar computations were made to obtain the AMyC = -44 acre-ft (-0.054 hm3) for the terrace capillary zone as shown in table 2.
The soil-moisture data in table 12 indicate that the amount of moisture change during a budget period is relatively small compared to the total moisture measured in the profile. For example, the total moisture content measured in the flood plain of reach 1 averages about 3 in. Thus, a reliable estimate of this comparatively small moisture change requires that measurements of the total average moisture be highly accurate allowing for only a fraction of a percent error.
During periods of low streamflow_in the Gil a River, the moisture-storage components AMS , AM^, and AM^c are generally the most significant components of the A comprehensive evaluation of the measurement error of soil-moisture content was therefore undertaken to determine the reliability of these moisture-storage components. The sampling error is the only significant error in the measurement of the change in moisture content. A bias error may exist in the measurement of the total moisture content of the soil profile because of calibration inaccuracies of the measuring equipment; but this error is one directional and nearly constant with time and thus essentially cancels when computing the change in moisture content as used in the water budget.
The sampling error in the measurement of the average change in moisture content in a reach may be attributed to the following factors: 1. Missing moisture-content data during flood periods when measurements could not be obtained at some access holes. 2. Insufficient sampling points (access holes) within the reach. 3. Improper placement of the neutron probe in the access hole or misreading the count of returning neutrons.
Variability in the count of returning neutrons.
The method for evaluating the total measurement error in moisture change is the same as was used in the precipitation analysis, that is, the missing-data error was first evaluated and then the rate of change in the missing-data error as the number of access holes increases was evaluated to obtain an estimate of the sampling error.
These errors were evaluated for each zone of the soil profile in reaches 1 and 2 of the flood plain and reaches 1, 2,2a, and 3 of the terrace. These errors were then used to approximate the error in moisture change for reaches 2a and 3 of the flood plain, thus providing estimates of measurement error in moisture change for all of the areas included in the water-budget study.
The general form of the equations used in defining the measurement errors in moisture change is identical to the equations previously described for defining the precipitation error. The steps used in applying these equations are described below. All computations refer to the moisture-content data in a given zone; the same computations were made for each zone. Moisture content data from a total of k =53 buc'get periods were used to obtain an.Rj value for each of the 21 access holes in the flood plain of reach 1, and data from k =66 budget periods were used to obtain anRj value for each of the nine terrace access holes in the reach. . 208 . 247 .070
. 097 . 323 .110 average departure in moisture change in hole j based on k budget periods/ To test the reliability of r as an approximation of the actual correlation coefficient, Pj I j 2 (see equation 20), the Smv values for selected combinations of access holes in the flood plain of reach 1 were computed using r=-0.05 and compared with the Smv values derived using the actual correlation coefficients, pjj2 , computed from equation 20. The Smv values derived by these two methods showed relatively close agreement, both for the soil zone and the capillary zone. Particularly close agreement exists between the Smv values as m approaches the total number of access holes in the reach.
No attempt was made to evaluate pj lj 2 for each combination of the nine access holes in the terrace of reach 1; however, r=-0.12 is considered a reasonable approximation of the actual correlation coefficients. Table 14 lists the curve values of Sm for the flood plain and the terrace of reach 1. As with the precipitation error curves ( fig. 5) , a residual error also exists in the moisture-content error curves when m=n holes. This residual error is attributed to differences in thes-values of the access holes (see table 13) and the use of a constant r to approximate each pjj2 . These curves are thus assumed to overestimate the expected standard deviation in the average moisture change.
The curves in figure 1A show that the error in the computed average change in moisture content for the flood plain of reach 1 does not decrease substantially beyond about 12 holes. Thus, moisture change could have been obtained for this area from about one-half the access holes actually used without a significant increase in error. _ The rate of change in Sm as m increases ( fig. 7) provides an estimate of the sampling error in moisture change when the change is computed from a complete set of data (m =n holes). To estimate this_samplir <* error, equations 22-25 were applied using theSm values taken from the curves in figure 7 and listed in table 14. The As with precipitation, the total adjusted sampling error in moisture change (EZm) for any given number of access holes includes both Sm and V. Thus, the Sm values in table 14 and the corresponding V values determined above were substituted in equation 26 to define the total error curves shown in figure 8 for each zone of the flood plain and terrace in reach 1.
hcj TOTAL S AMP L I NG ERROR IN M O I S T U R E -C O N T E N T CHANGE (E -
As indicated in table 12, soil moisture at 17 of the 21 access holes in the flood plain was measured during budget period 688-708. Entering m = 17 in figure SA gives the total adjusted sampling errors for the flood plain of£?s17 =±20 acre-ft (±0.025 hm3) in the soil zone and JEc 17 =±42 acre-ft (±0.052 hm3) in the capillary zone. Similarly, soil moisture at eight of the nine access holes in the terrace was measured during budget period 688-708 giving, from figure SA, £TC8 =±138 acre-ft (±0.170 hm3) in the terrace capillary zone. Table 2 shows each of these sampling errors under their respective zone.
The procedure described above for determining the total adjusted sampling error in moisture chang? of each zone was also applied to the soil-moisture content data for the flood plain and terrace of reach 2 and the terraces of reaches 2a and 3. Table 15 lists these errors in moisture change computed from a complete se+ of data (m=n). As indicated previously, moisture change in the soil and intermediate zones of the terrace are not included in the water budget (equation 1) when evaluatingET from the flood plain. However, the errors for these two terrace zones were independently evaluated and are included in table 15 .
The estimated error in moisture change is frequently as large or larger than the measured change in moisture content for the budget period. These errors are relatively small, however, when compared with the total volume of moisture measured in the reach. For example, the total volume of moisture in the soil and capillary zones of the flood plain of reach 1 averages about 31 in. (79 cm) or 4,450 acre-ft (5.49 hm3) (p. 16). The total error in moisture change for the flood plain of reach 1, assuming no missing data, is (Eg2 +.Ec 2) ^ = (182 +392)^=±43 acre-ft (±0.053 hm3) from table 15. Because this error is derived from two measurements of moisture volume one at the beginning and one at the end of the budget period the total error for one measurement is V432/2=±30 acre-ft (±0.037 hm3) or only 0.7 percent of the total volume.
No independent evaluation of the sampling errors in moisture change (Ez ) was made for the flood plain of reaches 2a and 3; rather, an approximation of the errors for these two areas was obtained from the previously derived errors for the flood plain of reaches 1 and 2 and the terrace of reach 3. These previously derived errors are considered to be applicable to the flood plain of reaches 2a and 3 because the areas have similar sampling densities (table 15) .
To estimate the total sampling error in moisture change for the flood plain of reaches 2a and 3, the previously derived Ezm \ values in figure 8 were first expressed in terms of sampling density by converting the ra associated with each error value to the ratio Aim. The relation between Ezm and Aim for each zone was then plotted on a semilog scale as shown in figure 9 . Finally, a straight line approximating an average relation for each zone was drawn to estimate the average errors in the measured moisture-content change for the flood plain of reaches 2a and 3. Equations for these average relations are
(32) (33) where ES:, EI? and EC are the errors in measured moisture change in acre-feet for the soil, intermediate, and capillary zones, respectively, A is the flood-plain area of the reach in acres, and m is the number of access holes. Equations 31-33 were solved using m=n to obtain the total sampling errors shown in table 15 for the flood plain of reaches 2a and 3.
Moisture-content measurements could not always be obtained at every access hole in a reach during a field visit; however, ground-water levels were generally recorded at most of the wells adjacent to the access holes. When moisture-content data from more than half of the access holes in a reach were missing for the budget period, a more reliable estimate of the change in moisture content in the capillary zone could generally be obtained from the water-level data. The relation used to obtain the capillary moisture-content change from the average water-level change is change in the capillary zone of the flood plain (or terrace) in acre-feet, AA is the average change in the ground-water levels in the flood plain (or terrace) of the reach, in feet (positive for a rise and negative for a drop in water level), S' is the apparent specific yield of the aquifer in the zone of water-level change (dimensionless), and A is the area of the flood plain (or terrace) in acres. An average value of S' was determined for both the flood plain and terrace areas of each reach by relating the average water-level change of the area, M, to the corresponding measured average moisturecontent change in the capillary zone, ^M0(or AM^c1 ), using budget periods containing a complete set of wrter level and moisture content data. indicate a slight difference inS' between recharge and drainage of the aquifer; however, the variability of the data used to define the relation and the normally small changes in A/& did not justify defining this difference in S'. Table 16 lists the S' values and the number of budget periods, k, used to define S' for the flood plain and terrace areas of each reach. The dotted lines paralleling the average line in each plot of figure 10 bound two-thirds of the data points, thus approximating the standard error of the measured moisture-content change in the capillary zone. These standard error values include, not only the sampling (measurement) error in moisture change for any given A/i, but also the actual variability in moisture change due to temporal variations in ET. Thus, the error values in the figure cannot be compared directly with the sampling errors, Ec and ETC , given for reach 1 in table 15 .
An illustration of the application of water-level data to compute the average moisture change in the capillary zone of the flood plain of reach 1 for budget period 688-708 is given in table 17. The average weighted change in ground-water levels for the 21 wells in the flood plain is AE= -0.386 ft (-11.8 figure 1QA .
A brief examination of the error in estimating AM^c from the average change in water levels was made using water-level data collected at the 10 terrace wells in reach 1. The method of analysis was identical to that used for evaluating the sampling errors in precipitation and moisture change and therefore will not be described in detail here. Water-level data collected during 20 budget periods for the 1968 water year were used in this analysis because the data provide a wide range in. water-level changes. Table 18 gives the average   TABLE 16 . Average apparent specific yield (S'), number of budget periods (k) used to define S', total adjusted sampling error in the measurement of average water-level change (EAh), and the total adjusted sampling error of moisture change in the capillary zone (^C^h anc* -) when the moisture change is derived from water-level chpnge (equation 34) departure in water-level change (Rj) derived from equation 14 and the standard deviation of these departures (sy) derived from equation 16 for eacl of the 10 wells. The missing-data error values, Sm , derived from equation 21 are plotted in figure 11 and, ar in the previous evaluations, indicate a residual error of Sm =±0.035 ft (±^07 cm) when m = 10 wells. The application of these Sm\ values in equations 22-25 give an unadjusted sampling error in water-level change of V =±0.15 ft (±4.6 cm). Combining the residual ei~or and the unadjusted sampling error as in equation 2~ gives an adjusted sampling error in A^ of .£^=±0.16 ft (±4.9 cm) for m = 10 wells. The use of water-level data to estimate moisture-content change in the water budget was seldom required, and the error in A^ for th^ other flood plain and terrace areas was not evaluated. The error E^=±0.16 ft (±4.9 cm) was therefore applied throughout the study area when using AA to estimate AMc and AMrc . Using equation 34 to express this error in terms of acre-feet of moisture change for the capillary zone of the terrace in reach 1 gives E^=± 50 acre-feet (±0.062 hm3) where S' in equation 34 is 0.17 (trble 16) and A is 1,855 acres (751 ha). Table 16 lists these E^ values for each reach in the study area. The total error of moisture_ change in the capillary zone when derived from the A/& vs. AM relation includes not only the sampling error in AA as defined above, but also the sampling error in AM as defined previously for the capillary zones of the flood plain and terrace areas of ,2, +0.33 . 33 . 43 . 41 .18 .19 .28 .36 .34 49 each reach. This total error may be expressed as
where EM is given in 
BASIN-FILL INFLOW
Basin-fill inflow (Gfi) to the study area is derived from deposits of low permeability which underlie the alluvium of the flood plain. This component moves vertically upward into the alluvium, and estimates of its rate of flow range from 0.07 to 1.3 ft (0.02 per year (Hanson, 1972, p. F27 A subsequent analysis of the moisture movement in the capillary zone of the deep terrace wells of reach 1 did, however, provide a better indication of basin-fill inflow to the study area. In the analysis, only moisture data from the winter months, when ET is minimal and cross-valley ground-water slopes are negligible, was evaluated. The results of this study indicate that the basin-fill inflow is about 0.3 ft (0.09 m) per year per unit area of flood plain or GB =62 acre-ft (0.076 hm3) per 21 days for reach 1. This value is believed to be a irore reasonable estimate of the true rate of basin-fill inflow.
The basin-fill inflow was assumed to remain constant throughout the year, unaffected by seasonal variations in barometric pressure, temperature, or ground-water levels. Because GQ is considered time invariant, its sampling error is zero as indicated under item 9 of table 2.
No evaluation of the bias in the estimate of basin-fill inflow was possible. Thus, it is assumed that the estimate is 100 percent in error as indicated by the lias error value ofEoB =±62 acre-ft (±0.076 hm3) under item 9 in table 2. This bias may be significant when evaluating ET for a given budget period, but the bias cancels when computing the change in ET f~om before-clearing and after-clearing ET data.
DOWNVALLEY GROUND-WATER FLOW
Ground-water movement downvalley through the upstream and downstream ends of each reach was calculated from G=iTWD, (36) where
downvalley ground-water flow through the alluvium in acre-feet per budget period, average downvalley gradient of the groundwater level during the budget period through the upstream or downstream end of the reach, transmissivity of the alluvium in acre-feet per day per foot, width of saturated alluvium at the upstream or downstream end of the reach, in feet, and number of days in the budget period.
The transmissivity, T, of the alluvium was assumed to be constant throughout the study area and was determined by Hanson (1972, p. F27) to be 28,000 ft3 per day per foot or 0.644 acre-ft per day per foot (2,600 m3 per day per metre). The width of saturated alluvium, W, was determined by measuring the distance between the points of contact of the alluvium with the basin fill at the water table on each side of the flood plain. The downvalley slope, i, was computed from the average ground-water levels for the budget period measured at the river wells and flood-plain wells on and adjacent to the cross sections at the ends of the reach. For example, the slope through the upstream end of reach 1 (cross section 1 in figure 1 ) was computed from the average water levels measured in the river wells and flood-plain wells at cross sections 1 and 3. Similarly, the slope through the downstream end of the reach (cross section 9) was computed from the average water levels in the wells at adjacent cross sections 7 and 11. The calculations used to obtain G/ and GQ in table 2 are G7 = 0.00158x0.644x5,800x21 = 124 acre-ft/21 days (0.153 hm3 721 days) GQ = 0.00148x0.644x5,600x21 = 112 acre-ft/21 days (0.138 hm3/21 days).
The sampling error associated with the G/ and GQ components is dependent only on the sampling error of i in equation 36 because i is the only factor in the equation which is measured for each budget period. The factors T and W do not have a sampling error, because they are considered constant with time (actually T and W may vary slightly with large changes in water level) and T is assumed to be constant throughout all reaches.
Seasonal variations in downvalley slope through most cross sections are generally less than 5 percent during periods of minimum ground-water level fluctuations. Most of this variability reflects changes in the ground-water level caused by precipitation, changes in the river stage and seasonal variations in ET. As a result, no detailed evaluation of the sampling error in slope was possible. An approximation of this er^or was obtained, however, by examining the variabilitj^ in the measured downvalley slope during the winter months when ET is negligible and the ground-wate** level remains relatively stable. Figure 12 shows the average downvalley slopes through cross section 9 for the winter months (November through February) of water years 1964,1965,1967,1969, and 1970 . Variability about the general trends in these slopes suggests that the error in i for any given budget period is probably less than ±0.005xlO~3 or ±0.3 percent of the slope. An error of ±0.3 percent gives an average error in the downvalley ground-water movement of ±0.4 acre-ft (±0.0005 hm3) per 21 days for the ground-water inflow and outflow components in table 2. Because this sampling error is so small, it is considered zero as shown under the G/ and Go components in table 2.
Any bias error in the ground-water components, G/ and Go , is attributed solely to W and T in equation 36. The bias error in G/ and GQ resulting from an inaccurate determination of W was estimated to be ±200 ft (±60 m) or 4 percent of W. This estimate is probably high and is believed to be closer to ± 100 ft (±30 m). Considering that the downvalley ground-water inflow to reach 1 is G7'=124 acre-ft (0.153 hm3) for budget period 688-708, the error in W of 4 percent gives a bias error in G/ of ±5 acre-ft (±0.006 hm3).
The bias in Gl and Go attributed to using a constant average T for all reaches was estimated by assuming that the spatial variability in downvalley slopes, not explained by differences in flood-plain width, was a direct measure of the variability in T. The average downvalley slopes between the cross sections at the ends of each reach are plotted in figure 13 FIGURE 12. Average down valley ground-water slopes through cross section 9 for winter months of the 1964,1965,1967, 1969, and 1970 water years. of the downstream cross section used in the slope computation. The plot indicates that the spatial variability in slope, after the effect of differences in cross-section width is removed, is ±0.25xlO~3 or about 18 percent of the mean slope of 1.42 xlO~3. Assuming that this variability reflects the spatial variation in T, the bias error in the ground-water components attributed to using a constant T is 18 percent of the value of the component. For the ground-water inflow component G7 = 124 acre-ft (0.153 hm3), this bias error is ±0.18x 124=±22 acre-ft (±0.027 hm3). The total bias in Gj due to the bias errors in W and T is then EG{ = V 52 +222=23 acre-ft (±0.028 hm3). Similar computations show that the total bias inGo is^G0 =±21 acre-ft (±0.026 hm3) for budget period 688-708. These bias errors are shown under the Gj and GQ components of table 2. Because the bias error is computed as a fraction of G, the error will approach zero as G approaches zero. It was assumed in this analysis, however, that a bias error always exists because of the uncertainty in the measurement of a zero slope. Thus, a bias error of ±0.8 acre-ft (±0.001 hm3) per day, which corresponds to the average measurement error in slope ( fig. 13 ), was arbitrarily set as the minimum total bias error.
COMPUTATION OYET AND TOTAL ERROR INET
The total ET for a budget period is obtained by algebraically summing the 12 components of the wrter budget as expressed in equation 1. For the exairrile budget period in table 2, this summation gives.ET=513 acre-ft (0.633 hm3) per 21 days.
The components of the water budget in reach 1 for each budget period of the 1964 water year (table 1) have been grouped into four principal sources of water ( fig.  14) to illustrate the relative significance of each source. The algebraic summation of the bar graph values for any given budget period in the figure gives ET in acr-vft per 14 days. The graph of surface water sources does not indicate the amount of discharge in the Gila River and its tributaries but rather the loss (or gain) of f ow through the reach during the budget period. mhe primary components in the surface water sources are the Gila River inflow (Q/) and outflow (Qo ). The channel storage (AC) and the tributary inflow (Qj) components are generally only a small part of the total surfecewater source (see also table 1). The graph indicates that surface water is the most significant source contributing toET during the winter and late summer month * of the 1964 water year. _ _ _The soil-moisture components (AMg, AMc, and AM^c) are the most significant sources of water in the water budget during May and June, when the contribution from surface water is minimal and ET rates are approaching a maximum. The precipitation (P) and ground-water sources (GB , G/, and Go ) are relatively insignificant during most of the year, with the ground-water components contributing a nearly constant 50 acre-ft (0.062 hm3) per 14 days to ET throughout the year.
This report has shown that nine of the components contain significant sampling errors and three of the components contain significant bias errors. Even though some of these components are interrelated, the measurement of each component is based on an independent observation. Thus, the estimate of the total error in.ET is treated as an expected value of the error variance of each term. The total sampling error in ET may therefore be obtained from
=E+E+E Q,Q0 QT (
where EET is tne total sampling error in ET and the error terms on the right side of the equation are as defined previously. For budget period 688-708, this error is £#^=±344 acre-ft (±0.412 hm3).
The total bias error in ET may be obtained from 
ILA RI VER P H R E A T O P H Y T E P ROJ ECT REACH 1 1964 WATER YEAR
WATER-BUDGET COMPONENTS, IN CUBIC HECTOMETRES PER 14 DAYS
where E^Tb ig the expected bias error inET and the error terms on the right side of the equation are as defined previously. As in equation 37, equation 38 also assumes that the bias errors of each component are independent and unknown as to direction. For budget period 688-708, EETb =±G3 acre-ft (±0.085 hm3). The total measurement error inET attributed to both the bias and the sampling errors is
For budget period 688-708, this total error is EE? =V (334)2+(69)2 =±341 acre-ft (±0.420 hm3 ), which is 66 percent of the computed ET. Figure 15A shows the ET values computed for each budget period in reach 1 during the 1964 water year and the errors associated with eachET value. The brackets bounding these values define the total measurement error (E^T} in ET. Included within these brackets are bars indicating the error in ET attributed to the streamflow components Q/ and QQ and the error attributed to the soil-moisture change components AMS , AMc, and AM^c The hydrograph of the Gila River at cross section 9 in figure 15B shows that the magnitude of the streamflow errors is directly related to the discharge, with the largest errors occurring during periods of highest discharge.
The seasonal trend inET is indicated in figure 15A by the average potential ET curve. This curve was determined by using the average daily temperatures and the number of daylight hours for the study area (Blaney and Griddle, 1962) and by assuming that sufficient moisture is always available to satisfy the demand for vaporization; therefore, the curve approximates the upper limit of ET throughout the year. Actual ET may exceed this potential curve, however, because the curve is only an estimate of the potential rate and does not account for all the factors controlling ET. Most of the water-budget ET values in figure 15A which exceed this curve contain measurement errors that fall well below the curve, suggesting that the measurement errors are, in most instances, at least as large as the expected standard error in ET. Also, those ET values with the lowest measurement error follow, in general, the trend defined by the potential curve. Some ET values in the water budget are negative, but their measurement errors are generally large and extend into the positive ET range. In a few instances the computed measurement errors do not explain large negative ET values (as in January in fig. 15A ) or unrealistically high ET values. These outliers generally occur during periods of high streamflow and are assumed to reflect large unmeasured changes in the stage-discharge relations which are not fully accounted for in the streamflow error analysis. They may also reflect unknown quantities of surface water moving into or out of depression storage as described on page 9.
One of the most important points realized f~om figures 14 and 15 is that the total measurement errc** in ET is dependent on the volume of water moving through the reach and not the magnitude of ET. This is emphasized in figure 15A by the nearly constant error in moisti change for each ET value reflecting not the large varit oion in moisture change shown in figure 14 but rather the ir l al volume of soil moisture measured in the reach whic i fluctuates relatively little with time.
None of the 12 water-budget components has both a sampling error and a bias error. This circumstance is unique to this study area and should not be expected to occur in other areas having the same type of components, particularly if the components are of different hydrologic significance. For example, in areas wl ^re ground-water movement is comparatively large, the sampling error may also be large and contribute significantly to the total measurement error in ET. A bias error in any one of the water-budget components may also become significant if the frequency of data collection or the sampling density do not adequately describe the temporal and spatial changes in the component.
During the 9-year study, a total of 416 ET values were computed from reaches 1, 2, 2a, and 3. Table 19 lists these ET values for each budget period and each reach and gives the sampling error (EET^ and total error (EET) for each ET value. About 60 percent of the ET values have a measurement error which exceeds theET value. However, as noted previously, the assumptions and criteria used in this analysis give measurement errors which, in most instances, would be expected to exceed the standard error of estimate.
COMPUTATION OF AfT AND ERROR IN
One of the principle objectives of the Gila R: ver Phreatophyte Project is to determine the salvage of water as defined by the change in evapotranspiration following removal of phreatophytes from the flood plain. The average change in evapotranspiration derived from ET data obtained before and after clearing for the June-July period is presented in this section to illustrate both the magnitude and the measurement variability of this ET change.
The average change (AET) is -ET,
where ETg and ET^ are the average evapotranspiration rates for given periods of time before and after The fact that these measurement errors in ET and AET are significantly greater than their standard deviations indicates that the assumptions and criteria used to obtain the measurement errors produce an overestimate of the true measurement variability in ET. These total measurement errors must therefore be considered only an indicator of the relative significance of each ET value.
No evaluation was made of the winter ET rates in this report; however, Hanson, Kipple, and Culler (1972, fig. 4) showed that the winter rates average substantially lower than the summer rates before clearing and that no significant change in the winter rates can be detected after clearing. The measurement errors inET are also generally higher during the winter than during the spring and early summer months as indicated in figure  15A . Estimates ofET for the winter months of typically low rates are therefore less reliable than the summer estimates.
DISCUSSION OF RESULTS
Of the 12 components of the water budget, the G :la River inflow (Q/) and outflow (Qo) are generally the most significant, reaching maximum rates during the winter and spring snowmelt period and during the late summer thunderstorm period. Tributary inflow (Py) occured only 4 percent of the time during the nine-year study period, and even though some of these events did produce large volumes of inflow, this component is considered to be one of the least significant during the study period. Of the more important components in the water budget, moisture-content changes AMg, AM/, AMc, and AM^c are the most difficult to measure. Moisture change, particularly in the capillary zone, generally becomes significant during periods of low streamflow. Except for basin-fill inflow, which was assumed constant, the ground-water inflow (G/) rnd outflow (Go) are the least variable components durng the year, fluctuating only in response to seasonal changes in the down valley ground-water slope. The only component of any consequence in the water budget that was not measured in this study is depression storage that water which fills side channels ?nd depressions in the flood plain during overbank flooding. The relatively infrequent occurrence of depression storage and the difficulties in measuring this component did not justify including it in the water-budget analysis.
The total measurement error for most of the water-budget components consists primarily of a ss mpling error which is dependent on the number of observation points used to evaluate the component. The sampling error is time variant reflecting both the variability in repetitive measurements and the error due to missing data. Included in the total measurement error is a bias error which reflects a consistent overestimate or underestimate of the water-budget component. Only the basin-fill inflow and the groundwater inflow and outflow components introduce a measurable bias in the computation of ET. Because of the uncertainty in the estimate of the basin-fill inflow, the bias of this component is assumed to equal the tctal basin-fill inflow. The bias in the ground-water inflow and outflow components reflect possible errors in the determination of the average transmissivity for the study area and inaccurate measurements of the width of saturated alluvium at the inflow and outflow cross sections of each reach.
The magnitude of the measurement error of ET is directly related to the total volume of water moving through the reach and not the magnitude ofET. Thus, ET computed from a budget period of high streamflow has a correspondingly large measurement error. Fortunately, high streamflow is generally limited to the winter months, whenl?T is minimal and a few weeks in late summer when runoff from thunderstorms occurs. During the midsummer months of maximum ET, the measurement errors become minimal because of low streamflow and negligible tributary inflow and precipitation.
The measurement errors of ET for the summer periods investigated in this report (table 20) are ±59 percent of the computed average before-clearing value of ET and ±113 percent of the computed average after-clearing ET rate. The measurement error of the average change in ET as a result of clearing is nearly ±200 percent of the computed change for these summer periods. The measurement errors of ET and change in ET for the winter periods are generally even greater than for the summer periods.
The large measurement errors computed in this study would make it appear that theET rates derived from the water budget do not provide reliable estimates of the true ET rates. Most of these computed errors can be assumed, however, to exceed the actual measurement errors of ET and AET because the criteria used to estimate the error of each component give values that would be expected to exceed their standard error. This is substantiated by a comparison of the EET values with the significantly lower sgf values in table 20. Because SB? includes both the true measurement errors in the data and real variations reflecting year to year differences in moisture available for evapotranspiration, it is apparent that the computed measurement errors are too high. These data show, in fact, that reliable estimates of ET for the summer periods can be obtained and that a significant difference inl?T could be detected as a result of clearing the phreatophytes from the flood plain.
Even though most of the computed measurement errors for ET probably exceed the actual measurement errors, they do provide a good indication of the relative significance of each ET value. These measurement errors were used as the basis for selecting the most reliable ET estimate in evaluating the average before clearing and after clearing ET rates from all reaches in the study. A discussion of the application of these measurement errors to the evaluation of the average ET rates will be included in a subsequent paper in this series.
Studies have been carried out to evaluate the variability in the ET data due to differences in moisture available for vaporization and differences in the potential to remove the available water. In addition, the differences inl?T between reaches due to differences in vegetative cover has been evaluated. The results of these studies will also be included in a subsequent report.
DEVELOPMENT OF EQUATIONS DESCRIBING
UNADJUSTED SAMPLING ERROR, V An estimate of the average value of a hydrologic variable for a given area such_as precipitation approaches the population mean (P) as the number of sample points used for the estimation in creases. Measures of most hydrologic variables are sample realizations of the time series in which they occur and therefore are frequently autocorrelated. Thus, the rate at which any estimate of a given variable approaches its mean value is unknown. _ Ifn sample points are used to estimate the meanPn, the standard deviation of the departure between Pn and Pm (where m<n) decreases as m approacher n in a manner indicated by curve Sm of figure 17. In this report Sm is referred to as the average missing-data error. A sampling error, V, exists at m=n, and a relation between sample size and total error which includes both Sm and V can be described by curve Epm in figure 17 . An approximation to the shape of curve Epm can be found by estimating V such that (26) where E 2pm is the variance of the departure between Pm and an estimate of the population mean, and is inversely proportional to the sample size m.
The procedure for determining l §m for all values of m has been described previously in this report. The purpose of this section is to describe the development of the equations used in estimating the sampling error, V.
An approximation of V may be obtained from an evaluation of the rate of change in Sm as m approaches n. If the variance S 2m is defined from m sample-* and the
NUMBER OF SAMPLES (m)
»-FIGURE 17. General relation for error in departures of average of m samples from average of n samples (curve Sm), and error in departure of average of m samples from estimate of population mean (curve Ep ).
variance S 22m is defined from 2m samples, then the ratio S 2m +V2 ^ g ig e(lual to 2 with some residual error, gm 2m . It 
and 7?' is the largest even value less than or equal to n. 
Solving for V in equation 48 using the coefficients a, 6, and c obtained from equations 23-25 gives the le^st squares best-fit curve for V.
