This work extends and generalizes a recently developed fluid-structure coupled computational framework to model and simulate fluid-induced failure and fracture. In particular, a novel surface representation approach is proposed to represent a fractured fluid-structure interface in the context of embedded boundary method. This approach is generic in the sense that it is applicable to many different computational fracture models and methods, including the element deletion (ED) technique and the extended finite element method (XFEM). Two three-dimensional model problems are presented to demonstrate the salient features of the computational framework, and to compare the performance of ED and XFEM in the context of fluid-induced failure and fracture.
INTRODUCTION
Oil and gas production continues to push into deeper water, which bring new challenges to design and analysis. Deeper drilling yields longer risers subjected to higher pressure loads. With drilling and production locations that are deeper and further offshore, the pipes needed to bring the oil and gas back to shore become longer and deeper, resulting in more extreme loads on pipelines as well as difficulties in installation, monitoring, and * Address all correspondence to this author.
maintenance. Failure of a small segment of a riser or a pipeline due to fluid loading can cause significant damage to the entire structural system. Failures can result from hydrostatic overloading of the pipe, over pressurization of the pipe, explosive loading incidents (external or internal), or many other potential scenarios. In general, fluid-induced failure and fracture is a complex fluid-structure interaction problem involving shock waves, multiphase flow, large and plastic deformation, topological change of fluid-structure interface, and flow seepage. The development of a predictive computational approach for this type of problem is a formidable challenge. It requires accounting for all possible interactions of all fluid and structural subsystems and therefore tracking all fluid-fluid and fluid-structure interfaces. It also necessitates the proper discretization of the governing flow equations across fluid-fluid interfaces involving different Equations of State (EOSs) and high density jumps.
In [1] , a high-fidelity, fluid-structure coupled computational framework is presented for fluid-structure interaction with dynamic, fluid-induced failure and fracture. This computational framework couples a novel finite volume compressible flow solver, FIVER, with a finite element nonlinear structural solver using an embedded boundary method. The extended finite element method (XFEM) is used to numerically represent the cracks that result from fracture and failure. However, it is notable that fracture mechanics is currently an active research area where nu-merous computational models and methods co-exist and compete. Therefore, it is desirable to develop generic computational tools that can be used with multiple fracture models and methods.
In this work, we generalize the fluid-structure coupled computational framework presented in [1] to allow the use of many finite element based fracture models and methods, including the extended finite element method (XFEM), element deletion (ED), and various cohesive element methods. In particular, a generic interface tracking algorithm is proposed to track the fractured fluid-structure interface with respect to the non body-fitted fluid computational mesh. This generalized computational framework is applied to two three-dimensional model problems involving fluid-induced fracture and failure of underwater structures. The salient features of the computational framework are demonstrated, and different computational fracture methods, particularly XFEM and ED, are compared and contrasted in the context of fluid-structure interaction.
Application of the presented computational framework is not limited to the oil and gas industry. Indeed, there are many industrial processes where strong dynamic pressure load can occur (e.g. in an accidental explosion), which subject structures to failure and fracture. The petrochemical industry is a perfect example where accidental explosions can have serious consequences [2, 3] ; accurately modeling the structures and fluids involved could provide insight into designing safer structures and layouts. The food industry also deals with the threat of explosions particularly in milling processes. There were 129 grain dust explosions in a ten year period ending in 1997 [4] as well as explosions caused from sugar dust [5] and in an olive oil processing facility [6] .
The remainder of this paper is organized as follows. The fluid-structure coupled computational framework presented in [1] is outlined in Section 2. Several popular, finite element based computational fracture models and methods are introduced in Section 3. The generalization of the interface tracking algorithms to account for these different fracture models and methods is presented in Section 4. Two numerical examples are shown in Section 5, followed by conclusions and perspectives on future work.
COMPUTATIONAL FRAMEWORK
Due to the nature of the problems being solved, the fluid flow is considered compressible and inviscid, and therefore governed by the Euler equations. The governing equations are semidiscretized in space using the FInite Volume method with Exact two-phase Riemann problems (FIVER) [7, 8, 9] . One of the key components of FIVER is an embedded boundary method (EBM), which is used for solving fluid-structure interaction problems. A schematic of this EBM is shown in Fig. 1 . The governing equations are discretized in time using the 2nd-order Runge-Kutta method. Water is modeled using either the Tait or the stiffened gas equation of state, which closes the Euler equations. The treat- 
A schematic of the embedded boundary method (EBM) in FIVER for fluid-structure interaction.
ment of EBM for XFEM can be found in greater detail in [1] . The structure is modeled using a constitutive model that accounts for elastic-plastic behavior and failure. The structure's deformation and stress are governed by the conservation of mass, momentum, and energy. The structural governing equations are discretized in space using low order shell elements inside a finite element framework, and discretized in time using the explicit central difference method. A thorough description is given in [10, 11] .
STRUCTURAL FAILURE: MODELS AND NUMERI-CAL METHODS
Structural failure can mean multiple things. For large structures we often think of complete structural failure and collapse. These types of failures are uncommon, although they make a large impact in the media, and generally begin with a smaller failures. These small failures can include geometric failures such as local or global buckling of a structural member. Alternatively material failure that result in loss of material strength and or fracture can be a root cause of overall failure. Additional different types of failure can combine or have a causal relationship. This paper looks into both of these types of failure and demonstrates how the framework is applicable to multiple types of structural failure.
Fracture
While material failure can simply be the loss of some or all of the load carrying capacity, a special category of material failure is fracture. There is much ongoing research into the modeling as well as understanding fracture. Understanding and modeling fracture propagation can be critical to many applications, from cellphone screens to joints in a pipeline.
There are numerous methods for modeling of fracture inside of the finite element method (FEM); three of the most common are XFEM, ED, and cohesive elements (CE). This work focuses on the first two, but the framework is easily extendible to all three, as well as other methods not covered here.
Cohesive Elements
Cohesive elements were developed by [12] and extended by [13] . The cohesive element method uses duplicated nodes in adjacent elements allowing them to separate along the shared edge. The cohesive forces between separating elements can be controlled by a special cohesive element or can be modeled in another numerical fashion. One of the limitations of cohesive elements is that the crack pattern is limited to the element edges making the crack pattern very sensitive to different meshes, even those with the same element size [14] .
Element Deletion
Element deletion, also referred to as element erosion, is a common method for modeling fracture and is easily the most robust one. ED uses a failure criterion to remove elements from the calculation. Once an element has exceeded its failure criterion the internal stresses in the element are then set to zero in subsequent time steps. Additionally the element needs to be removed from any contact surfaces to which it belongs.
The mass of the element, generally lumped to the nodes, is not changed when the element is removed. Leaving the mass matrix untouched has numerous advantages. For example, it conserves the kinetic energy of the problem, and simplifies software implementation. Keeping the total mass constant is also logical since material failure does not lead to loss of mass; it only opens the structure and leads to loss of load carrying capacity.
As a demonstration of the advantages of keeping the mass matrix constant we imagine that all elements connected to a node have been deleted. This would result in a zero on the diagonal of the mass matrix (at that node), whether lumped or not if the mass matrix was changed. This would in turn mean that a = M −1 F would not have a solution; by keeping a constant mass matrix the implementation becomes easier and the physics modeling is consistent with real-world physics.
While the kinetic energy is conserved the strain energy of the element is lost. The amount of strain energy lost is proportional to the size of the element. There are methods that can be used to soften the elements before they are completely removed that reduce or eliminate the amount of elastic strain energy removed. This can help to alleviate some energy concerns and helps prevent spurious vibrations that can result from the sudden removal of elements. However, softening was not done in this work. It should be noted that work continues on improving ED methodologies (see e.g. [15] ).
Extended Finite Element Method
Belytschko and Black [16] and Moës et al. [17] used the partition of unity [18] to enrich the standard finite element basis with the step function to represent the discontinuity across the crack and the asymptotic solutions near the crack tip to improve accuracy. Research related to modeling fracture using this enrichment method has continued to grow and has become known as XFEM [19, 20] . This research uses XFEM to model dynamic crack propagation problems involving fracture initiation and propagation which are caused by fluid loading. The phantom node method used in this research is equivalent to XFEM but uses superposed elements to represent the discontinuity. The phantom node method originated with Fish (who called it the "s-method") [21] and was subsequently rediscovered by Hansbo and Hansbo [22] . Song et al. [23] reformulated the method and called it the "phantom node" method. The equivalence of the superposed "phantom node" method to XFEM was shown in Areias and Belytschko [24] and Song et al. [23] .
The phantom node method and element-wise crack propagation is employed in this work as it provides for rapid calculations and is less difficult to implement in legacy codes because of the consistent degrees of freedom per node and other implementation details. While the phantom node method and element-wise crack propagation provide a practical way to implement XFEM in legacy codes, there are some drawbacks. The element-wise crack propagation can become noisy but Song et al. [23] show that with sufficient mesh refinement the noise diminishes. The resolution of the crack tip and therefore the crack tip speed show the effects of the element-wise crack propagation with larger meshes. Belytschko et al. [25] show that with mesh refinement the crack speed converges, as would be expected with the finite element method. According to Réthoré et al. [26] , with a sufficient mesh refinement the results of the simulations are acceptable for dynamic crack propagation analysis.
The formulation used here is similar to that presented by Song and Belytschko [11] , where all cracks are injected normal to the mid-plane and through the entire thickness and length of the element.
Stolarska et al. [27] combined XFEM with level sets enabling it to track and model complicated cracks. Local level sets provide an effective means of tracking the crack location for communication between the structure and the fluid.
A cohesive law will be injected behind the crack tip in this work. It has been shown by Belytschko et al. [25] that a cohesive law is not adequate to determine if the crack should propagate and in which direction it should propagate. Therefore, fracture criteria are also required as indicated by Song and Belytschko [11] . Their research states that local stress-based fracture criteria can be problematic for quasi-brittle materials due to the noise associated with stress values in explicit dynamic simulations. Crack tip averaging or other non-local criteria can be used to reduce the crack speed and path noise.
Comparison of Failure Models
Each method described above has specific advantages and disadvantages. Both XFEM and cohesive elements have distinct crack paths and openings, which is very useful especially in FSI where the size of the opening will greatly affect the flow. ED, on the other hand, removes the entire element, meaning that the instantaneous crack opening is always the size of the element allowing excessive flow.
All FEM-based methods have some degree of mesh dependence. XFEM reduces this dependency for fracture problems. In XFEM, cracks can pass anywhere inside an element, following whatever propagation direction the physics model indicates. Both cohesive elements and ED do not have this ability, with ED just removing the entire element and cohesive elements cracking only along element edges. Both of these therefore do not capture the physics of crack propagation as fully as XFEM but by removing this physics of crack direction both can gain robustness. Depending on the problem to be modeled this trade-off might be worthwhile.
Another difference is how fracture propagates in each method. For ED, only a failure criteria is examined for each element at all locations, so there is no real propagation, just a series of failures that are each taken as independent actions. XFEM, with its distinct crack tip, allows for crack propagation at the tip. Additionally XFEM can be used for crack initiation, checking failure criteria away from the crack tip. Cohesive elements are similar to XFEM in how crack propagation and initiation are handled.
As fracture analysis is usually performed with an explicit time integrator the effects of each method on time step size becomes important. ED removes elements from the computation and therefore the elements removed no longer affect the critical time step size. In many cases the highly deformed elements that have the smallest critical time step are also the ones that fail and are then deleted. Deleting these elements allows the whole simulation to proceed with a larger time step. Many solvers take advantage of this and even use the critical time step of an element as a failure criteria, although this concept should be used with caution. XFEM does not remove these highly distorted elements and actually has a time penalty of about thirty percent [28] . Cohesive elements also do not remove elements from the computation but as elements remain whole there is no time penalty as in XFEM, depending upon interface modeling.
Crack branching represents a special challenge for computational models. There are a number of theories on why cracks branch that each require different computational methods to capture. Because the interface zone in CE are examined to determine when a crack propagates it is one of the most natural methods for modeling branching and fragmentation. While ED does not have true branching since there is no distinct crack path, it can also be used to model branching and fragmentation problems. One potential issue of using ED for fragmentation is the loss of contact surface that might be critical to the end result. XFEM has been extended to branching problem, however it provides the most challenging method of the three for branching as a separate branching criteria is required [14] . A modified enrichment must also be used for elements that contain multiple cracks or branches occurs.
TREATMENT OF A FRACTURED FLUID-STRUCTURE INTERFACE IN EBM
In most EBMs, the fluid-structure interface Σ F/S is represented by a discrete embedded surface Σ h which does not coincide in general with any subset of the CFD grid. As a result, the position of Σ h with respect to the CFD grid needs to be tracked in order to locate at any time the wall boundary of the CFD domain. For FIVER, this task boils down to finding the edge-interface intersections {(i, j)/i j ∩ Σ h = / 0} which are needed for identifying the surrogate material interface. Various interface tracking algorithms have been designed for FSI problems without fracture (for example, see [29] and the references cited therein). In FSI problems with dynamic fracture, Σ F/S typically undergoes topological changes, which complicates further the task of an interface tracking algorithm. Additionally, as pointed out in Section 3, there are many approaches for computational fracture modeling which represent a crack differently. For all these reasons, there is a pressing need for designing a generic interface tracking algorithm which can be used with different types of embedded surfaces and different computational fracture models and methods. Such an algorithm must account for the fact that the geometry of a fractured structure -and particularly, that of a crackis often represented differently by different computational fracture methods. For example, the phantom node implementation of XFEM outlined in Section 3 implicitly defines a crack as {X ∈ Ω S h | φ (X) = 0}, where Ω S h denotes the finite element discretization of the structural domain of interest, and φ (·) is the local signed distance function. On the other hand, ED explicitly defines a crack through the reduction of the computational structural domain -that is, Ω S h nd
. This difference is illustrated in Fig. 2 .
The main idea here is to introduce a generic representation of a fractured fluid-structure interface that is sufficiently comprehensive to enable an interface tracking algorithm to be applicable to as many FE-based fracture methods as possible, including ED and XFEM. Then, the collision-based interface tracking algorithm presented in [29] is adapted to accommodate this representation. The result is a computational approach to FSI where neither the interface tracking algorithm nor the CFD solver needs to be aware of the specifics of the chosen computational fracture model. 
Generic Representation of a Fractured Fluid-
Structure Interface In this approach, a fluid-structure interface subjected to fracture is represented by the combination of a surface grid Σ * h that represents an augmented fluid-structure interface, and a signed distance function ϕ that identifies the real fluid-structure interface as a subset of Σ * h . Let ∂ Ω S h denote the discretization of Σ F/S in the FE structural model. Before the initiation of fracture, Σ * h is set to be identical to ∂ Ω S h . Once fracture starts, the node set, element set, and connectivity of ∂ Ω S h may change depending on the way fracture is represented in the structural model. New nodes and elements in ∂ Ω S h are added to Σ * h . However, deleted nodes and elements in ∂ Ω S h are not removed from Σ * h . Therefore, Σ * h represents an augmented fluid-structure interface which includes the real, fractured interface as a subset. Specifically, in the case of XFEM, Σ * h consists of both real and phantom elements. For element deletion, Σ * h consists of both the active elements and the deleted ones. Next, a signed distance function ϕ is defined on Σ * h , such that for all x ∈ Σ * h , |ϕ(x)| gives the distance from x to the closest crack, and ϕ(x) > 0 if and only if x is located in the real fluid-structure interface. Clearly, ϕ(·) is a linear function, and the fractured fluid-structure interface Σ F/S can be represented implicitly by:
Given that only the sign of ϕ is used in Eq. 1, in practice, the precise value of ϕ(x) is only needed near the cracks. As a result, for XFEM, ϕ can be the same as the local signed distance function introduced in the phantom node formulation. For element deletion, ϕ can be defined as
where N I (x) denotes the linear shape function associated with node I, and ϕ I = 0 if node I belongs to an deleted structural element, 1 otherwise.
This implicit representation is called generic because it is applicable not only to XFEM and element deletion, but also to several other FE-based fracture methods. For cohesive element methods that rely on node-splitting, the additional nodes and the change in node-element connectivity need to be included in the augmented fluid-structure interface, while ϕ can be set to a positive constant (e.g. 1) on all the nodes. For other cohesive element methods that use specialized cohesive elements, these elements need to be included in the augmented fluid-structure interface as in the case of XFEM. Once they fail completely, the signed distance function ϕ need to be set to 0 on the nodes as in the case of element deletion.
Tracking of an Embedded Fractured Fluid-
Structure Interface To track the embedded fluid-structure interface, FIVER requires the knowledge of the interactions between the edges of the CFD grid and the elements in Σ h . In [29] , a robust and efficient computational algorithm is proposed, which is capable of tracking both closed and open surfaces with respect to arbitrary (i.e. structured and unstructured) CFD grids. Referred to as the collision-based approach, this algorithm is based on nodesimplex collision detection with motivation from the computer graphics community. In this work, it is extended to track fractured fluid-structure interfaces under the generic representation proposed in Section 4.1.
A Collision-Based Approach
The collisionbased algorithm proposed in [29] detects edge-interface intersections by casting rays along the edges in the CFD grid and searching for collisions between the rays and the triangle elements 1 in Σ h . Specifically, the possible intersection between an arbitrary edge i j and an arbitrary element e ∈ Σ h is detected in two steps.
1. Cast a ray from grid point i towards grid point j. Find the ray's arrival time (t * ) at the plane defined by triangle e by solving a linear equation
where x i denotes the position of i, x i j denotes the vector from i to j, x 0 is the position of an arbitrary node in e, and n e is the normal direction of e. If 0 ≤ t * ≤ 1, which means collision occurs between i and j, proceed to Step 2; otherwise, conclude that i j does not intersect with e. 2. Calculate the barycentric coordinates (ξ 1 , ξ 2 , ξ 3 ) of the rayplane collision node x * = x i + t * x i j with respect to triangle e. If 0 ≤ ξ i ≤ 1, i = 1, 2, 3, register x * as an intersection between i j and e. Otherwise, conclude that i j does not intersect with e.
Applying the above algorithm for every edge in the CFD grid and every element in Σ h leads to an algorithm with complexity O(NM), where N and M denote the number of CFD grid points and the number of elements in Σ h , respectively. Several techniques including bounding boxes and k-d trees are employed in [29] to reduce complexity to O(N log M), which in practice accounts for only 5% or less of the total computational cost of an FSI simulation.
Extension to Fractured Interfaces
In this work, the above algorithm is extended to track fractured interfaces represented using the surface grid Σ * h and the signed distance function ϕ. Edge-interface intersections are searched in Σ * h following the procedure outlined in Section 4.2.1. However, an intersection point x * ∈ Σ * h is registered if and only if ϕ(x * ) > 0, that is, x * ∈ Σ h (Fig. 3) . The only additional computation involved in this extension is the evaluation of ϕ(x * ). It is performed only after an intersection is found in Σ * h , therefore the computational cost is negligible.
FIGURE 3:
Registered and ignored intersections in a fractured fluid-structure interface.
NUMERICAL EXAMPLES 5.1 Flow-Induced Failure of a Plate Dividing
The first problem is a 1 m × 1 m vertical plate lying in the xy plane and centered at the origin. The thickness of the plate varies linearly through its height with the top and bottom edges being 16.35 mm thick and the center of the plate (y = 0) being 4.35 mm thick. The displacement of this plate is constrained in all directions along its top and bottom edges, and in the xdirection along its lateral edges -which controls failure initiation. The plate is modeled as aluminum having a density of ρ S = 2.78 × 10 3 kg/m 3 . It is modeled here using a J2 plasticity constitutive equation with an elastic modulus of 6.9 × 10 10 Pa, a Poisson's ratio of 0.3, a yield stress of 2.75 × 10 8 Pa, and a hardening modulus of 6.4 × 10 8 Pa.
The plate is discretized by 9 × 9, 39 × 39, and 99 × 99 FE grids. It is embedded in a rectangular prismatic three- Convergence is demonstrated for both the fluid mesh size as well as the structure mesh size. The demonstration is done separately for each mesh type while the other mesh is held constant. The first series compares the XFEM and ED results for various structural mesh sizes, while the CFD mesh is held constant with an edge length of h = 0.02 m. The second series examines the effects of the fluid grid size and uses a constant structural mesh size of 39 × 39 and ED as the method for modeling fracture.
The structural deformation and failure pattern are similar for all cases with the plate bowing and then failing along the centerline. The main difference in these results is the size of the opening at failure, which is found to be zero in the case of XFEM and 0.01 m to 0.11 m in the case of ED, depending on the considered structural grid. Consequently, the computed pressure signatures are also found to differ slightly at the beginning -that is, at the opening of the crack -by up to 7.5% at later times for the coarsest considered structural grid, but by less than 1% at all times for the finest considered structural grid. Figure 4 and Fig. 5 illustrate the conclusions formulated above. The results reported in Fig. 5-top show that ED generates an artificial hump when the computations are performed on the coarsest structural grid. As the structural grid is refined, this hump tends to disappear but remains noticeable, albeit minimal (less than 1% relative discrepancy between the signatures predicted using both XFEM and ED). The velocity field shows that from the onset of failure a large velocity of the fluid through the opening begins. The extent of the flow being proportional to the velocity and size of the opening means that ED will have larger flows at fracture onset.
Box Section Subjected to Blast Loading
To show the capabilities of this framework a manufactured problem was developed that subjects an underwater structural element to blast loading. This problem is characterized by the collapse and fracture of a shell structure due to hydrodynamic pressure loading from an underwater explosion. It involves the interaction of multiple fluids and those fluids interaction with a structure.
In this problem, the structural specimen consists of an rect-(a) t = 0.0004s angular aluminum tube. The tube has a square cross section that is 22.86 cm per side and has an overall length of 2.156 m, sealed at both ends by an aluminum plate. The thickness of all aluminum in the structure is 6.35 mm. The specimen is filled with air at atmospheric pressure. Because of symmetry, only half the of the specimen is modeled although images show the whole specimen through mirroring. The collapse of the structure is induced by a near-field underwater explosion of 11.34 kg of TNT. The center of the charge is located on the plane of symmetry of the structure, at a distance of 3.77 m to the geometric center of the structure.
A multi-material fluid-structure coupled simulation is performed to predict the structural failure as caused by the coupled fluid structure interaction. The setup of computational domains and boundary conditions are shown in Fig. 8 . The heavy, solid blue lines identify the symmetry boundary planes of the fluid and structure domains. The dotted lines correspond to the far-field boundaries of the fluid domain. Three fluid media are involved in the simulation: namely water, air, and the gaseous explosion product from TNT. The water is modeled using the Tait equation of state, at the equivalent pressure of 30.48 m of seawater, while the air is modeled using the ideal gas equation of state at sea level. The explosion product is modeled using the Jones-Wilkins-Lee (JWL) equation of state using A 1 = 370.9 GPa, A 2 = 3.227 GPa, R 1 = 4.15, R 2 = 0.95, ω = 0.3, and ρ 0 = 1630 g/cm 3 . The aluminum material of the structure is represented as an isotropic elasto-plastic medium with J 2 -plasticity and linear hardening, with the constants: Young's modulus is set to E = 69.2 GPa; the Poisson ratio is set to ν = 0.3; and the density is set to ρ S = 2693 (kg/m 3 )). The yield stress is set to 263.4MPa and the hardening modulus is set to 172.4 MPa.
The simulation is performed in three steps. Initially the tube is pressurized to 30.48 m in a quasi-static manner. This is done by the structural solver alone for computational savings. To start the coupled simulation, the explosion of the TNT charge is simulated in one-dimension (exploiting the spherical symmetry of the explosive) to the point in time just prior to when the blast wave reaches the structure 2 (t = 2.0 ms). Then, the threedimensional fluid-structure coupled simulation is started, using the one-dimensional solution (mapped to three dimensions) as the initial condition. The CFD domain is discretized by a non-body-fitted CFD grid with 2,212,600 points and 13,204,917 tetrahedra, while the structure has 27,281 nodes and 27,200 Belytschko-Lin-Tsay shell elements.
The structural results can be seen in Fig. 9 . The results show that initially the side of the section facing the blast is pushed in with plastic hinges forming along the edges of the box as would be expected. The front continues to push into the interior of the box finally failing along its mid-line as all sides collapse onto the adjacent sides of the tube. Finally the longitudinal fracture along the sides of the tube open as collapsed back half the tube is pulled away from the front.
CONCLUSIONS
A framework and tools have been presented that allows for modeling of structural failure induced by fluid loads. The framework is sufficiently generic to allow for multiple methods for modeling of fracture with both element deletion and XFEM being presented in the work. The problems involved a high degree of non-linearity inside both the fluid and the structure all of which were dealt with effectively. The framework and tools proved robust for a set of problems involving failure of structures that could be applied to numerous applications including military, petrochemical, and other industrial processes. While the theoretical framework has been established for multiple failure methods the implementation could be extended to this and tested against experimental and real world problems. EPS 0.00 0.25 0.125 FIGURE 9: Select structural results for a box subjected to blast loading at a depth of 30.48 m with failure modeled by ED.
