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The quantum dynamical map of the spin boson model
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One of the main frameworks to analyze the effects of the environment in a quantum computer is
that of pure dephasing, where the dynamics of qubits can be characterised in terms of a well-known
dynamical map. In this work we present a non-peturbative extension of such map beyond this
simple pure-dephasing case, i.e. that is valid for a general spin coupled to a bosonic environment in
a thermal state. To this aim, we use a Trotter decomposition and a Magnus expansion to simplify
the unitary evolution operator in interaction picture. The proposed derivation can be extended to
other finite-level open quantum systems including many body, initial system-environment correlated
states, multiple-time correlation functions or quantum information protocols.
I. I. INTRODUCTION
In the era of quantum technologies, understanding
and controlling the effects of the environment in quan-
tum mechanical systems has became a crucial task [1–
3]. State of the art quantum computation, for instance,
has been referred as noisy-intermediate-scale quantum,
to describe the fact that, currently, we can not prevent
the environment from affecting the computation [4]. This
problem is described with a Hamiltonian of the form
H = HS +HE +HI , which includes the system (for in-
stance the qubit) and environment terms, HS and HE
respectively, and the interaction HI =
∑
α Sα ⊗ Bα,
where Sα and Bα act on the system and the environment
Hilbert space, respectively. Despite environments can be
of very different nature, Feynman and Vernon suggested
in 1963 [5] that most of them can be described in terms
of (real or virtual) harmonic oscillators, characterised by
creation and annihilation operators b†k, bk. Hence, con-
sidering for simplicity a single component in HI we find
HE =
∑
k
ωkb
†
kbk; HI = S ⊗B, (1)
with B =
∑
k gk(b
†
k + bk), where gk is the coupling con-
stant of the system with each of the k oscillators having
a frequency ωk. With this consideration, the effects of
the environment in the open system dynamics can be
encoded in second order fluctuations of these operators,
CB(t) = trE{B(t)B(0)ρE}, or the related spectral den-
sity, J(ω), which depend only on gk and ωk.
Despite such a relatively simple description of the
problem, obtaining the dynamics of the open quantum
system (OQS) for all parameter regimes is still a chal-
lenging task. Simply accessing the reduced density ma-
trix to compute its quantum mean values is in general
not trivial. This quantity is obtained by tracing out the
environment degrees of freedom from the total density
matrix, ρS(t) = TrE{ρ(t)}, either numerically or analyt-
ically, and can also be written as ρS(t) = φt[ρS(0)] in
terms of the dynamical map φt. Interestingly, the for-
mal structure of both the master equation, that evolves
ρS(t) [6, 7], and the dynamical map [8–10] is well known.
Their specific form in terms of the Hamiltonian parame-
ters is, however, only known in certain cases: when the
dynamics is reduced to the one excitation sector [11], in
pure dephasing ([HS , HI ] = 0) [12–15], or when the full
Hamiltonian is quadratic [16, 17].
Beyond these situations, the problem becomes more in-
volved and approximations, numerical methods and spe-
cial techniques are required. Among the most successful
approximations is to consider a weak coupling between
the system and the environment and a related perturba-
tive expansion [1, 18]. A unitary transformation like the
polaron, can allow for a similar peturbative expansion
with respect to other Hamiltonian parameters [19, 20].
Beyond such perturbative treatments, the number of ap-
proaches that have been developed during the past few
years is extremely large [3]. A non-comprehensive list
include numerical methods like Monte-Carlo and path
integrals [21] as well as other stochastic methods like
the stochastic Liouville-von-Neumann equation [22, 23],
that provides an accurate description of the open system
in some parameter regimes. Other numerical methods
include tensor networks [24–26] or chain mapping tech-
niques combined with tensor networks [27, 28] that can
be optimized to efficiently deal with finite temperature
environments [29–32]. Alternatively, one may consider
hierarchy expansions that are based on expressing the
correlation function CB(t) as a combination of exponen-
tials [33], or formal derivations of the OQS dynamics
based on thermodynamic principles [34, 35], coherent-
state representations [36–38], or on re-expressing the
system-environment correlations in a specific form [39],
to mention just a few.
However, obtaining a non-perturbative and com-
putable form of the dynamical map φt in terms of the
Hamiltonian parameters is, to the best of our knowledge,
still an open problem. In this work we derive such a map
for one of the most paradigmatic examples of OQS, the
spin boson model, although our method can be extended
to discrete OQS with more internal levels. The derived
map is based on decomposing the total evolution opera-
tor in interaction picture into segments of duration ∆t,
and then performing a Trotter decomposition for each of
them. The Trotter error is zero in the pure dephasing
limit, and beyond this limit it scales with ∆t2. For this
2reason, the map hereby obtained can be considered as a
natural extension of the pure dephasing dynamical map,
which has been of extreme importance to characterize
quantum information processes and dephasing in open
quantum systems (see for instance [12, 13, 40–42]).
II. STATEMENT OF THE PROBLEM
We first introduce the formal derivation of an OQS
dynamical map, which is the main object we want to
access with our derivation. To this aim, we consider
a decorrelated initial state, ρ(0) = ρS(0) ⊗ ρE , where
ρS(0) is the system reduced density matrix at initial
time and ρE is an environment equilibrium state, such
that [HE , ρE ] = 0. For simplicity, we consider a thermal
state ρE =
∑
m Pm|ǫm〉〈ǫm|, where |ǫm〉 are environment
eigenstates (i.e. Fock states) and Pm = e
−βǫm/ZE , with
β = 1/KBT the inverse temperature (KB the Boltz-
mann constant), ǫm the environment eigenvalues, and
ZE =
∑
m e
−βǫm . Thus, the reduced density matrix can
be written as
ρS(t) = TrE{UI(t)ρS(0)⊗ ρEU †I (t)}
=
∑
nm
Pm〈ǫn|UI(t)|ǫm〉ρS(0)〈ǫm|U †I (t)|ǫn〉
=
∑
nm
Enm(t)ρS(0)E†nm(t) = φt[ρS(0)], (2)
where UI(t) = UI(0, t) is the total evolution operator in
the interaction picture with respect to the environment,
which can be written as
UI(t) = Te
−i
∫
t
0
dsH(s), (3)
where T represents the time ordering operator, and
H(t) = HS + HI(t), with HI(t) = e
iHEtHIe
−iHEt,
represents the full Hamiltonian rotated with respect to
HE . In addition, we have defined the Kraus operators
Enm =
√
Pm〈ǫn|UI(t)|ǫm〉, which fulfil the property∑
n,m
E†nmEnm = 11S , (4)
where 11S is the unit operator in the system Hilbert space
of dimension d. Very often, the Kraus decomposition (2)
is written in terms of single label l ≡ (n,m) to simplify,
such that
ρS(t) =
∑
l
El(t)ρS(0)E†l (t) = φt[ρS(0)]. (5)
Moreover, if the open system is a discrete-variable sys-
tem (e.g. a spin), it can be described with a Gell-Mann
complete basis of observables {Gu ; u = 1, · · · , d2 − 1},
where d is the dimension of the open system (for d = 2,
they correspond to the Pauli matrices). In this case, we
can write an alternative form for the map
ρS(t) =
∑
uv
∑
l
TrS{El(t)Gu}TrS{E†l (t)Gv}GuρS(0)Gv
=
∑
uv
fuv(t)GuρS(0)Gv, (6)
where we have defined
fuv(t) =
∑
l
TrS{El(t)Gu}TrS{E†l (t)Gv}. (7)
The map can be written in a matrix representation,
where it acts over the reduced density matrix written
as vector as
ρvs(t) = Φtρ
v
s(0), (8)
where ρvs = (ρ00, ρ01, · · · , ρdd), with ρab = 〈a|ρS(t)|b〉
elements in a system basis which can be for instance
(|0〉, · · · , |d〉). The main problem to derive the dynamical
map Φt is that the unitary evolution operator (3) is in
general quite hard to deal with due to the time order-
ing factor, which implies that the trace over the environ-
ment degrees of freedom in Eq. (2) is also quite involved.
However, in this paper we manage to do both by consid-
ering a Trotter decomposition of Eq. (3), followed by a
Magnus expansion. This allows us to derive a compact
and numerically integrable form for the dynamical map
Φtn = Φn, with tn = n∆t,
Φn =
∑
uv
fuv(tn)Gu ⊗Gv. (9)
In other words, our derivation allows to find a specific
form for fuv in terms of functions that depend on the
environment frequencies ωk, couplings gk and initial state
coefficients Pm.
III. TROTTER DECOMPOSITION OF THE
UNITARY EVOLUTION OPERATOR
To access the dynamical map of the open system, a
first step is to break the total time evolution (3) into
short segments,
UI(0, tn) = UI(tn−1, tn)UI(tn−2, tn−1) · · ·
× UI(t1, t2)UI(0, t1), (10)
where tn = n∆t. The evolution operator at each segment
can be written as
UI(tj , tj +∆t) = Te
−i
∫ tj+∆t
tj
ds(HS+HI (s)). (11)
In the following, we consider the interesting result in
[43, 44], which approximates the former operator as
UI(tj , tj +∆t) ≈ UI(tj , tj +∆t)TS where
UTSI (tj , tj +∆t) = Te
−i
∫ tj+∆t
tj
dsHSTe
−i
∫ tj+∆t
tj
dsHI(s)
= e−iHS∆tTe
−i
∫ tj+∆t
tj
dsHI(s). (12)
This is a generalized Trotter-Suzuki expansion, which as
shown in [44] gives an error in terms of the operator norm
that goes like
||UI(tj , tj +∆t)− UTSI (tj , tj +∆t)|| ≤ c12(∆t)2,(13)
3where
c12 =
1
(∆t)2
∫ tj+∆t
tj
dv
∫ v
tj
du||[HS , HI(u)]||. (14)
This reduces to the usual Trotter error for the time-
independent case. Thus, the Trotter approximated ex-
pansion of Eq. (10) can be written as
UI(0, tn) ≈ UTSI (tn−1, tn)UTSI (tn−2, tn−1) · · ·
× UTSI (t1, t2)UTSI (0, t1), (15)
with each piece given by Eq. (12). We notice that in
the pure dephasing case, c12 = 0 and the Trotter error
vanishes. However, away from this situation, one should
consider a ∆t small enough such that the error remains
bounded, and the approximation (12) accurate enough
to describe the physics.
Moreover, despite Eq. (12) is a more simplified version
of the original unitary evolution operator, it still contains
a time ordered exponential, which makes very hard to nu-
merically evaluate the trace over the environment degrees
of freedom as required in Eq. (2). For this reason, fur-
ther manipulations are needed before this trace operation
can be done. However, it is important to emphasize that
none of these manipulations involve further errors.
A. The system Hamiltonian
To proceed further, we consider that our open quan-
tum system is a spin with a general Hamiltonian HS =
∆˜σx + ωSσz , where ∆˜ and ωS are two system energies,
σx = |0〉〈1|+ |1〉〈0| and σz = |0〉〈0| − |1〉〈1|, with |0〉, ||1〉
the spin computational basis. This Hamiltonian can be
diagonalized as
HS =
∑
α=+,−
Eα|α〉〈α|, (16)
where |α〉 and Eα are the eigenvalues and eigenstates.
Notice that the eigenstates can be written in terms of
the computational basis of the spin {|a〉} = {|0〉, |1〉} as a
linear combination of the form |α〉 =∑a=0,1 cα,a|a〉, with
cα,a = 〈a|α〉. In addition, we chose we chose the coupling
operator S = σz . As it will be shown, the obtained
map has a very appealing form, and reduces to the pure
dephasing one when ∆˜ = 0, as expected.
B. Re-expressing the two terms in Eq. (12)
The first term of the decomposition (12) corresponds
to the system evolution part with Hamiltonian (16) and
can be written as
M = e−iHS∆t =
∑
α=±
|α〉〈α|e−iEα∆t. (17)
The second term of Eq. (12) can also be simplified,
reminding that time-ordered exponentials can in general
be written in terms of a Magnus expansion [19, 45, 46],
Te
−i
∫ tj+∆t
tj
dsHI (s) = eΩ(tj ,tj+∆t) with Ω(tj , tj + ∆t) =∑∞
k=1 Ωk(tj , tj +∆t), and Ω(tj , tj) = 0. The first terms
of the series have the form [46]
Ω1(tj , tj +∆t) = −i
∫ tj+∆t
tj
dt1HI(t1), (18)
Ω2(tj , tj +∆t) = −1
2
∫ tj+∆t
tj
dt1
∫ t1
tj
dt2[HI(t1), HI(t2)],
Ω3(tj , tj +∆t) =
i
6
∫ tj+∆t
tj
dt1
∫ t1
tj
dt2
∫ t2
tj
dt3
×
(
[HI(t1), [HI(t2), HI(t3)]
+ [HI(t3), [HI(t2), HI(t1)]
)
. (19)
In our case,
HI(t) = e
iHEtHIe
−iHEt
= σz
∑
k
gk
(
b†ke
iωkt + bke
−iωkt
)
[HI(t1), HI(t2)] = 2i
∑
k
g2k sin(ωk(t2 − t1)). (20)
Since the commutator [HI(ti), HI(tj)] is a c-number,
the Magnus decomposition is truncated to the first two
terms, i.e.
Te
−i
∫ tj
tj+∆t
dsHI (s) = eΩ
(j)
1 +Ω
(j)
2 , (21)
where we have used the compact notation Ω
(j)
1 =
Ω1(tj , tj +∆t) and Ω
(j)
2 = Ω2(tj , tj +∆t). Then, accord-
ing to Eq. (19), the only non-zero terms in the Magnus
expansion are
Ω
(j)
1 = −iσzΩ˜(j)1
Ω
(j)
2 = −i
∑
k
g2k
ω2k
(sin(ωk∆t)− ωk∆t) = Ω2, (22)
where Ω
(j)
2 = Ω2, since it is independent from j, and we
have defined Ω˜
(j)
1 =
∑
k(α
∗
kjb
†
k + αkjbk), with
αkj = gk
∫ tj+∆t
tj
dse−iωks
= gke
−iωktj
e−iωk∆t − 1
−iωk , (23)
The next step consists on rewriting Ω
(j)
1 considering that
σz = |0〉〈0| − |1〉〈1|,
Ω
(j)
1 = −iσzΩ˜(j)1 =
∑
lj=−i,i
lj|lj〉〈lj |Ω˜(j)1 , (24)
where each j has two possible values lj = −i, i and corre-
sponding states of the computational basis, |lj = −i〉 =
4|0〉 and |lj = i〉 = |1〉. As the exponential of a diagonal
operator in the system basis, it can be written as
eΩ
(j)
1 =
∑
lj
|lj〉〈lj |eljΩ˜
(j)
1 . (25)
Considering Eqs. (17) and (25), the Trotter approxi-
mated evolution operator (12) can be written as
UTSI (tj , tj +∆t) = e
Ω2M
∑
lj
|lj〉〈lj |eljΩ˜
(j)
1 . (26)
C. Reordering the string of evolution operators
Having written each time segment in such a convenient
form, we now analyze how to simplify the product of two
segments, such that we place at its left an exponential
over creation operators and at its right an exponential
over annihilation operators. The reasons to do this will
be clear later on, when making the trace over the envi-
ronment degrees of freedom. Indeed, the product of two
segments is simply,
UTS(t1, t2)U
TS(0, t1) = e
Ω2eΩ2
∑
l0,l1
M |l1〉〈l1|M |l0〉〈l0|
× el1Ω˜(1)1 el0Ω˜(0)1 , (27)
Through the Baker-Campbell-Hausdorff (BCH) formula
eA+B+
1
2 [A,B] = eAeB, when [A,B] = c, (28)
we can consider A = l1Ω˜
(1)
1 , B = l0Ω˜
(0)
1 , such that
[A,B] = l0l1
∑
k(α
∗
k0αk1 − α∗k1αk0), so that Eq. (27)
can be rewritten as
UTS(t1, t2)U
TS(0, t1) =
(
eΩ2
)2∑
l0,l1
M |l1〉〈l1|M |l0〉〈l0|
× e
∑
j=0,1 ljΩ˜
(j)
1 e
1
2 l0l1
∑
k(α
∗
k0αk1−αk0α
∗
k1). (29)
We now use again the BCH formula, but now considering
that A =
∑
jk ljα
∗
kjb
†
k and B =
∑
jk ljαkjbk, such that
[A,B] = −∑jp lj lpα∗kjαkp, such that
e
∑
j=0,1 ljΩ˜
(j)
1 = e
∑
jk lj(α
∗
kjb
†
k
+αkjbk) (30)
= e
∑
jk
ljα
∗
kjb
†
ke
∑
jk
ljαkjbke
1
2
∑
jpk
lj lpα
∗
kjαkp ,
where j, p = 0, 1. Replacing this in Eq. (29), we find
UTS(t1, t2)U
TS(0, t1) =
(
eΩ2
)2∑
l0,l1
M |l1〉〈l1|M |l0〉〈l0|
× e
∑
kj
ljα
∗
kjb
†
ke
1
2
∑
kj
ljαkjbkF (l0, l1), (31)
where we have defined
F (l0, l1) = e
l0l1
∑
k
α∗k0αk1e
1
2
∑
k,j=0,1 l
2
j |αkj |
2
. (32)
We now extend this computation to n time steps. Fol-
lowing first a similar procedure as in Eq. (27), we find
that the full evolution operator (10) with Trotter can be
written as
UI(0, tn) ≈
(
eΩ2
)n ∑
l0,···ln−1
M |ln−1〉〈ln−1| · · ·M |l0〉〈l0|
× eln−1Ω˜(n)1 · · · el1Ω˜(1)1 . (33)
Similarly as with the simpler case (29), this expression
can be written as
UI(0, tn) ≈
(
eΩ2
)n ∑
l0,···ln−1
M |ln−1〉〈ln−1| · · ·M |l0〉〈l0|
× e
∑n−1
j=0 ljΩ˜
(j)
1 e
1
2
∑
j<p,k
lplj(α
∗
kjαkp−αkjα
∗
kp). (34)
Through the BCH formula we decompose e
∑
j
ljΩ˜
(j)
1 ex-
actly as Eq. (31), but now with the sums j, p = 0, · · · , n−
1. Replacing this in Eq. (34) we find the following ex-
pression
UI(0, tn) ≈
(
eΩ2
)n ∑
l0,···ln−1
e
∑
j,k ljα
∗
kjb
†
ke
∑
j,k ljαkjbk
× F (l)Πl, (35)
where we have defined the generalization of the function
(32) as
F (l) = e
∑
j<p,k
lpljα
∗
kjαkpe
1
2
∑
kj
l2j |αkj |
2
, (36)
and the operator
Πl =M |ln〉〈ln−1| · · ·M |l0〉〈l0|. (37)
Notice that for any j we find that l2j = −1, such that
e
1
2
∑
kj l
2
j |αkj |
2
= e−
1
2
∑
kj |αkj |
2
. In addition, we note
that each l = (l0, · · · , ln−1) corresponds to a particu-
lar string of values of each lj , and that the multiple sums∑
l0,···ln−1
=
∑
l
correspond to summing over all possible
strings of the form (−i, i, i,−i, · · · , i), each correspond-
ing to a different combination of values (l0, · · · , ln−1) and
corresponding string of projections Πl. Since for each lj
we have two different values, the number of combinations
is of the order of 2n.
IV. THE REDUCED DENSITY MATRIX
The reduced density matrix of the open quantum sys-
tem can be written as
ρS(tn) = TrE{UI(0, tn)ρ(0)U−1I (0, tn)}. (38)
We may consider for simplicity that ρ(0) = ρE ⊗ ρS(0),
and that ρE is a thermal state. Considering this, as well
as the expression (35) for the unitary evolution operator,
the reduced density matrix can be written as
ρS(tn) =
∑
l,l′
G(l, l′)F (l)F ∗(l′)ρ˜S(l, l
′), (39)
where we have considered Eqs. (36) and further defined
the operator
ρ˜S(l, l
′) = ΠlρS(0)Π
†
l′
, (40)
5and the function
G(l, l′) = TrE{e
∑
j,k
ljα
∗
kjb
†
ke
∑
j,k
ljαkjbkρE
× e
∑
j,k
l′∗j α
∗
kjb
†
ke
∑
j,k
l′∗j αkjbk}. (41)
We note that the dependency on the Hamiltonian param-
eters ωk and gk is encoded in the constants αkj defined
in Eq. (23). Furthermore, thanks to the re-orderings of
the exponentials performed in Sec. III C, we can per-
form quite easily the trace over the environment degrees
of freedom. This will be seen in the next section.
A. Performing the environment trace
The environment trace in Eq. (41) can now be per-
formed in many different ways. One possibility is to ex-
press the environment degrees of freedom in terms of a
Bargmann coherent state basis |z〉 = |z1〉|z2〉 · · · |zk〉...,
which represents a tensor product of the states of all the
k environmental oscillators [36, 47]. The basis states for
each oscillator are |zk〉 = exp(zka†k)|vac〉, where |vac〉 is
the vacuum state for this oscillator. In this basis, the
environment initial thermal state can be written as [48]
ρE =
∫
dµ(z0)PT (z
∗
0 , z0)|z0〉〈z0|, (42)
where we used the Gaussian measure,∫
dµ(z) =
∫
d2ze−|z|
2
=
∏
k
∫
d2zk
π
e−|zk|
2
, (43)
with the notation e|z|
2
= e
∑
k
z∗kzk , and considering the
thermal P -function, P (z∗0 , z0) =
∏
λ PT (z
∗
0k, z0k),
PT (z
∗
0k, z0k) =
e−|z0k|
2/N(ωk)
N(ωk)
, (44)
where N(ωk) =
1
eβωk−1
is the Bose Einstein distribution
for a bosonic bath with inverse temperature β = 1/KBT ,
withKB the Boltzmann constant. Considering this basis,
we can write the Eq. (41) as
G(l, l′) =
∫
dµ(z1)
∫
dµ(z0)P (z
∗
0 , z0)
× 〈z1|e
∑
j,k
ljα
∗
kjb
†
ke
∑
j,k
ljαkjbk |z0〉
× 〈z0|e
∑
j,k l
′∗
j α
∗
kjb
†
ke
∑
j,k l
′∗
j αkjbk |z1〉. (45)
We now consider the fact that for Bargmann states
〈z1k|z0k〉 = ez∗1kz0k , and aλ|z1k〉 = z1k|z1k〉. Therefore,
we can rewrite the function (45) as
G(l, l′) =
∫
dµ(z1)
∫
dµ(z0)P (z
∗
0 , z0)
× e
∑
j,k
ljα
∗
kjz
∗
1ke
∑
j,k
ljαkjz0k
× e
∑
j,k
l′∗j α
∗
kjz
∗
0ke
∑
j,k
l′∗j αkjz1kez
∗
1z0ez
∗
0z1 , (46)
where again we have used the notation e|z0|
2
= e
∑
k
|z0k|
2
.
Notice that such a simple expression is doable thanks to
the arrangement of exponentials performed in Sec. III C.
The interesting thing about Eq. (46) is that it corre-
sponds to a product of Gaussian integrals, that are ana-
lytically solvable. Solving first the integral in z1 we find
(see App. A)
G(l, l′) =
∫
dz20P (z
∗
0 , z0)e
∑
j,k(lj+l
′∗
j )α
∗
kjz
∗
0k
× e
∑
j,k
(lj+l
′∗
j )αkjz0ke
∑
jpk
lj l
′∗
p α
∗
kjαkp . (47)
Solving now the Gaussian integrals in z0 we find
G(l, l′) = e
∑
jpk(lj+l
′∗
j )(lp+l
′∗
p )N(ωk)α
∗
kjαkp
× e
∑
jpk lj l
′∗
p α
∗
kjαkp . (48)
Thus, the functions (36) and (48) and the operator (40)
give rise to a closed and well-defined form for the the re-
duced density matrix (39), in terms of the Hamiltonian
parameters ωk, gk and the initial state of the environ-
ment. We also note that the dependency over time is im-
plicit in the sums in j and p over the quantities αkj , αkp.
This will be dealt with in the next section.
B. Further simplification of the coefficients
In the following we further simplify the products∑
k α
∗
kjαkp that appear the functions (36) and (48)
within the reduced density matrix (39). These functions
can now be written as
F (l) = e
∑
j<p lpljβ(tp−tj)e−
1
2β(0),
G(l, l′) = e
∑
jp
(lj+l
′∗
j )(lp+l
′∗
p )βT (tp−tj)
× e
∑
jp
lj l
′∗
p β(tp−tj), (49)
where we have defined
β(tp − tj) =
∑
k
α∗kjαkp =
∑
k
g2ke
−iωk(tp−tj)
×
(
eiωk∆t − 1
iωk
)(
e−iωk∆t − 1
−iωk
)
= 4
∑
k
sin2
(
ωk∆t
2
)
g2k
ω2k
e−iωk(tp−tj), (50)
where we have considered (23) and used the fact that
sin2(x/2) = (1 − cos(x))/2. In a similar way, we find
that
βT (tp − tj) =
∑
k
N(ωk)α
∗
kjαkp =
∑
k
g2kN(ωk)e
−iωk(tp−tj)
×
(
eiωk∆t − 1
iωk
)(
e−iωk∆t − 1
−iωk
)
= 4
∑
k
N(ωk) sin
2
(
ωk∆t
2
)
g2k
ω2k
e−iωk(tp−tj).(51)
We can therefore conclude that both β(t) and βT (t) in-
deed depend only on the time difference, and their decay
is related to the decay of the environment correlation
function.
6C. Building the map
Once we have the formal expression of the reduced
density matrix (39), i.e.
ρS(tn) =
∑
l,l′
G(l, l′)F (l)F ∗(l′)ρ˜S(l, l
′), (52)
where we now consider Eqs. (49) and further defined
the operator like in Eq. (40), ρ˜S(l, l
′) = ΠlρS(0)Π
†
l′
, we
can derive the corresponding dynamical map. This is
made by considering that the spin can be described in
terms of the compete base of observables conformed by
Pauli matrices, Gu ∈ {11/
√
2, σx/
√
2, σy/
√
2, σz/
√
2}. As
discussed in Sec. II, we can write the map as follows
ρS(tn) =
∑
uv
∑
l,l′
G(l, l′)F (l)F ∗(l′)TrS{ΠlGu}
× TrS{Π†l′Gv}GuρS(0)Gv, (53)
where the coefficients are given by Eq. (49) and ΠL(l)
is given by Eq. (37). We now write the map ρvS(t) =
Φnρ
v
S(0) that propagates in time the vectorized form of
the reduced density matrix, ρvS = (ρ00, ρ01, ρ10, ρ11), with
ρab = 〈a|ρS |b〉 and |n〉 ∈ {|0〉, |1〉} as Eq. (8), Φn =∑
uv fuv(tn)Gu ⊗ Gv, where now we known the specific
form of the coefficients
fuv(tn) =
∑
l,l′
G(l, l′)F (l)F ∗(l′)TrS{ΠlGu}
× TrS{Π†l′Gv}. (54)
This expression, with the coefficients given once again by
Eq. (49) and ΠL(l) is by Eq. (37) is the main result of
the paper.
V. CONSIDERATIONS ABOUT THE
NUMERICAL INTEGRATION
We have obtained a closed form for the dynamical map
(8) in terms of F (l), G(l, l′) and the operator string Πl.
The complexity of the problem has been reduced to the
task of computing such quantities for every combination
of values for l and l′. Despite the number of such com-
binations will grow as 2n × 2n, where n is the number of
time steps that we need to consider, such that tn = n∆t,
the whole process is computationally efficient, particu-
larly in the following two limits:
• The most obvious one is one one has to consider a
small number of time steps n. This can be made
when quantity c12 in the Trotter error, given by
Eq. (14), is very small. A good reference is to con-
sider that this quantity is zero in the pure dephas-
ing limit, when [HS , HI(t)] = 0, which means that
the decomposition (12) is exact in this case, and one
can simply chose ∆t = t, where t is the desired evo-
lution time. For this reason, if our system Hamil-
tonian is composed of two terms HS = ωsσz+∆˜σx,
and ∆˜≪ 1, the factor c12 given by Eq. (14) will be
proportional to ∆˜, and thus the ∆t can be chosen to
be very large. In a certain sense, the present deriva-
tion represents a natural extension of the pure de-
phasing limit.
• We can also consider the proposal in [49, 50] in
which the set of dynamical maps of the form (8)
that propagates the open system is transformed
into a set of transfer tensors, T , such that
ρvS(tn) =
n−1∑
j=0
Tn,jρ
v
S(tj), (55)
where we define
Tn,0 = Φn −
n−1∑
j=1
Tn,jΦj . (56)
In our case, the dynamical maps only depend on
the time difference, and so does the transfer tensor
Tn,j = Tn−j. Thus, the different transfer tensors
are built as T1 = Φ1, T2 = Φ2−Φ1Φ1 = Φ2−T1Φ1,
and T3 = Φ3 − T1Φ2 − T2Φ1, and so on. The con-
struction (55) shows that the reduced density ma-
trix at a time tn depends on the reduced density
matrix at previous times. In most of the problems
the environment has a finite correlation or relax-
ation time τc, which is approximately given by the
decay of β(t1 − t2) and βT (t1 − t2). In this cases,
the dependency over the past is limited by a cutoff
K, such that Tn−j = Tp → 0 when p = n− j > K.
This implies that it is enough to obtain the dy-
namical map with coefficients (54) up to a time
tn = tK = τc, and this is quite advantageous since
very often τc is much smaller than the time we need
to propagate the open system.
Away from these cases the problem can be computation-
ally more intensive, and a careful optimization of the al-
gorithm might be required, based for instance in storing
the matrix arrays Πn to advance further time steps.
VI. SIMPLE LIMITS
A. Pure dephasing limit
The pure dephasing limit is that in which the sys-
tem Hamiltonian (16) is diagonal in the same basis
{|a〉} = {|0〉, |1〉} in which also the interaction Hamil-
tonian is diagonal, i.e. HS =
∑
a=0,1Ea|a〉〈a|. In this
case, the reduced density matrix (39) is simplified as
ρS(tn) =
∑
l0
∑
l′0
MD(l0)ρs(0)M
−1
D (l
′
0)
∏
j>0
δlj ,l0
∏
j>0
δl′
j
,l′0
× G(l, l′)F (l)F ∗(l′), (57)
7where we have defined
MD(l0) = (|0〉〈0|e−iE0tδl0,−i + |1〉〈1|e−iE1tδl0,i).(58)
Eq. (70) can be further simplified as
ρS(tn) =
∑
l0
∑
l′0
MD(l0)ρs(0)M
−1
D (l
′
0)
∏
j>0
δlj ,l0
∏
j>0
δl′
j
,l′0
× e−
∑
kj
|αkj |
2
e
∑
kjp
lj l
′∗
p α
∗
kjαkp
× e
∑
kjp
(lj+l
′∗
j )(lp+l
′∗
p )α
∗
kjαkpN(ωk). (59)
Now we consider the following cases:
1. Case l0 = lj = l
′
j = l
′
0 = i
In this situation we find that
F (l) = e−
∑
j<p,k α
∗
kjαkpe−
1
2
∑
jk |αkj |
2
F ∗(l′) = e−
∑
j<p,k
αkjα
∗
kpe−
1
2
∑
jk
|αkj |
2
G(l, l′) = e
∑
jpk
α∗kjαkp , (60)
but e
∑
kjp α
∗
kjαkp = e
∑
j<p,k(α
∗
kjαkp+αkjα
∗
kp)e
∑
kj l
2
j |αkj |
2
,
and therefore F (l)F ∗(l′)G(l, l′) = 1, so that all the time
dependency in Eq. (59) disappears for this case. A sim-
ilar situation occurs for l0 = lj = l
′
j = l
′
0 = −i.
2. Case l0 = lj = i, and l
′
0 = l
′
j = −i
For this case, we find that
F (l) = e−
∑
j<p,k α
∗
kjαkpe−
1
2
∑
jk |αkj |
2
F ∗(l′) = e−
∑
j<p,k
αkjα
∗
kpe−
1
2
∑
jk
|αkj |
2
G(l, l′) = e−
∑
jpk
4N(ωk)α
∗
kjαkpe−
∑
jp
α∗kjαkp , (61)
so that we find that
F (l)F ∗(l′)G(l, l′) = e−2
∑
jpk(2N(ωk)+1)α
∗
kjαkp . (62)
Now, in the continuum limit, we find that
n−1∑
j=0
α∗kj = gk
∫ tn
0
dseiωks = gk
eiωktn − 1
iωk
. (63)
Considering this, we find that Eq. (62) can be written as
F (l)F ∗(l′)G(l, l′) = e
−8
∑
k
g2
k
ω2
k
(2N(ωk)+1) sin
2
(
ωktn
2
)
,(64)
where we have considered the fact that (1−cos(ωkt))/2 =
sin2(ωkt/2). The same result is obtained for l0 = lj = −i
and l′0 = l
′
j = i.
3. Reduced density matrix
Considering all these cases, we find that Eq. (59) can
be written as
ρS(t) = |1〉〈1|ρ0|1〉〈1|
+ |0〉〈0|ρ0|0〉〈0|
+ |1〉〈1|ρ0|0〉〈0|e−i(E1−E0)te−Γ(t)
+ |0〉〈0|ρ0|1〉〈1|e−i(E0−E1)te−Γ(t) (65)
Where we defined the decay rate Γ(t) as follows:
Γ(t) := 8
∑
k
g2k
ω2k
sin2
(
ωkt
2
)
coth
(
βωk
2
)
= 4Re
{∫ t
0
ds
∫ s
0
duCB(s− u)
}
, (66)
where CB(t− s) = TrE{B(t)B(s)ρE}. This corresponds
to the standard reduced density matrix undergoing pure
dephasing.
B. Simple Markov limit
Notice that there is a very simple case where the re-
quired time step ∆t ≫ τc, where τc is the decay time of
the functions β(t) and βT (t). In this very simple case,
the map is memory-less, i.e.
F (l) = e−
1
2β(0),
G(l, l′) = e
∑
j(lj+l
′∗
j )(lj+l
′∗
j )βT (0)
× e
∑
j lj l
′∗
j β(0), (67)
and each piece of the map obeys the semi-group property,
i.e. Φ2 = Φ1Φ1, where Φ1 =
∑
uv fuv(t1)Gu ⊗Gv with
fuv(t1) = e
−β(0)
∑
l0,l′0
e(l0+l
′∗
0 )(l0+l
′∗
0 )βT (0)el0l
′∗
0 β(0)
× TrS{M |l0〉〈l0|Gu}TrS{|l′0〉〈l′0|MGv}, (68)
where, as usual, the sums run over l0 = −i, i and l′0 =
−i, i.
VII. DIFFERENT INITIAL STATES,
MULTIPLE-TIME CORRELATION FUNCTIONS
AND QUANTUM INFORMATION PROTOCOLS
Once we have been able to express the evolution oper-
ator in interaction picture as in Eq. (35) it is possible to
access other dynamical quantities of the open quantum
system. In detail, we can obtain the evolution of its re-
duced density matrix when starting from an initial state
that is decorrelated between the system and the environ-
ment [51], like for instance a statistical mixture of the
form
ρ(0) =
∫
dµ(z0)J (z0, z∗0)ρ˜S(z∗0 , z0)|z0〉〈z0|, (69)
8where J (z0, z∗0) is the statistical probability for the mem-
ber ρ˜S(z
∗
0 , z0) of the statistical ensemble. Indeed, the
reduced density matrix can be written as
ρS(tn) =
∑
l,l′
ρ˜GS (l, l
′)F (l)F ∗(l′), (70)
but now with ρ˜GS (l, l
′) the following operator
ρ˜GS (l, l
′) =
∫
dµ(z1)
∫
dµ(z0)J (z0, z∗0)Πlρ˜S(z∗0 , z0)Π†l′
× 〈z1|e
∑
j,k
ljα
∗
kjb
†
ke
∑
j,k
ljαkjbk |z0〉
× 〈z0|e
∑
j,k
l′∗j α
∗
kjb
†
ke
∑
j,k
l′∗j αkjbk |z1〉. (71)
In a similar way, it is possible to access multiple time
correlation functions, like for instance [47],
CA(t) = Tr
{ N∏
i=1
U−1I (ti, 0)AiUI(ti, 0)ρ(0)
}
(72)
where A1, · · · , AN is any array of system operators, by
directly replacing the expression (35) for the unitary evo-
lution operators. Measurement-like correlations like the
ones considered in [52] can also be obtained. In the end,
independently from the particular construction consid-
ered, we will have to compute the environment trace of
exponentials of linear combinations of creation and anni-
hilation operators. These can be arranged as before, i.e.
using the BCH formula (28), such that in the end one
one is left with terms of the form e
∑
k
Akb
†
ke
∑
k
Bkbk .
Finally, we notice that in between the unitary evolu-
tion operators that characterize the interaction with the
environment, one may consider unitary operations V act-
ing over the open system only, as it happens during a
quantum computation protocol [52, 53]. In this case, we
would still be able to determine with our procedure the
resulting evolution, conditioned to such operations,
ρcondS (t) = TrE{· · ·V2UI(t1, t2)V1UI(0, t1)
× ρS(0)⊗ ρEU−1I (0, t1)V1U−1I (t1, t2)V2 · · · }. (73)
We note that for quantum information protocols the
most desirable property is the divisibility property, i.e.
the property such that in the decomposition φ(0, t2) =
φ(t2, t1)φ(t1, 0), the intermediate piece φ(t2, t1) is also a
well-defined (i.e. completely positive) dynamical map.
We note that here we have changed the notation of the
map to specify the time interval, such that φt ≡ φ(t, 0).
Thanks to this property, we can always rewrite the above
protocol (73) as
ρcondS (t) = · · ·V2φ(t1, t2)V1φ(0, t1)ρS(0), (74)
i.e. in terms of the subsequent application of different
dynamical maps φ(tn, tn+1) in between qubit operations
Vn. An even more desirable case is that in which besides
being divisible, the dynamical map is a semigroup, such
that all intermediate pieces are built in the same way,
since φ(tn, tn+1) = φ(tn+1 − tn, 0).
VIII. CONCLUSIONS
We have derived the dynamical map corresponding to
the spin-boson model by considering, in a similar way as
in a tensor network time-evolution, a Trotter decompo-
sition of the unitary evolution operator with a time step
∆t. The only particularity is that we perform such de-
composition for the evolution operator in the interaction
picture with respect to the environment. Further, we
consider a Magnus expansion for the resulting terms and
analytically solve the trace over the environment degrees
of freedom. The resulting map depends on the Hamilto-
nian parameters ωk and gk, as well as on the environment
initial state, and can be numerically computed in an effi-
cient way. Moreover, the most convenient limits are the
limit close to pure dephasing (so that the trotter error is
small and ∆t can be chosen to be large) and when the
environment correlations are relatively short (such that
the transfer tensor method can be used efficiently).
Moreover, since the method is based on having re-
expressed the unitary evolution operator, which is a basic
building block of the evolution, it can be used to describe
not only quantum mean values but also any other dy-
namical quantity, like multiple-time correlation functions
[47, 52]. In addition, it can be easily extended to deal
with arbitrary system-environment initial states, and sit-
uations where the environment evolution is interrupted
by local operations over the open system, as it occurs
during a quantum computation protocol [52, 53].
We note that the resulting expression for the reduced
density matrix is very similar to the one obtained in [54]
based on a Trotter discretization of the Feynman path
integral. The advantage of the method here proposed is
that while the Feynman influence functional required in
path integrals is best known for Gaussian, i.e. harmonic,
environments, the present method can in principle be ex-
tended beyond this case, provided that the pure dephas-
ing pieces of the evolution, Te
−i
∫ tj+1
tj dsHI(s), are can be
properly arranged to perform the trace [42]. Moreover, as
it is shown, our method allows for a straightforward ac-
cess not only to the reduced density matrix but to other
system dynamical quantities.
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9Appendix A: Gaussian integrals
Each Gaussian integral in z1 appearing in Eq. (46),
i.e.
G(l, l′) =
∫
dµ(z1)
∫
dµ(z0)P (z
∗
0 , z0)
× e
∑
j,k ljα
∗
kjz
∗
1ke
∑
j,k ljαkjz0k
× e
∑
j,k
l′∗j α
∗
kjz
∗
0ke
∑
j,k
l′∗j αkjz1kez
∗
1z0ez
∗
0z1 ,(A1)
can be decomposed as the product of Gaussian integrals
for each component k, with the form
∫
dz1k
e−|z1k|
2
π
eAkz
∗
1keBkz1kez0kz
∗
1kez
∗
0kz1k
= e(Ak+z0k)(Bk+z
∗
0k), (A2)
where Ak =
∑
j ljα
∗
kj and Bk =
∑
j l
′∗
j αkj . The integral
in z0 can be solved analogously, i.e. by considering it as
a product of integrals for each z0k. Indeed, we then find
that
∫
dz0k
e−|z0k|
2/N(ωk)
πN(ωk)
eAkz
∗
0keBkz0k
= eAkBkN(ωk), (A3)
where this time Ak =
∑
j(lj + l
′∗
j )α
∗
kj and Bk =
∑
j(lj +
l′∗j )αkj
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