This paper studies recent modi cations of the limited memory BFGS (L-BFGS) method for solving large scale unconstrained optimization problems. Each modi cation technique attempts to improve the quality of the L-BFGS Hessian by e m p l o ying (extra) updates in certain sense. Because at some iterations these updates might b e redundant o r w orsen the quality of this Hessian, this paper proposes an updates criterion to measure this quality. Hence, extra updates are employed only to improve the poorapproximation of the L-BFGS Hessian. The presented numerical results illustrate the usefulness of this criterion and show that extra updates improve the performance of the L-BFGS method substantially.
Introduction
Finding a solution to a general large scale nonlinear optimization problem min f(x) (1) where f is a smooth function of n variables, by low storage quasi-Newton methods is considered. It is assumed that n is large so that a small number(at least 7) of vectors of n components can bestored, but an n n symmetric matrix cannot. Three of these vectors are required to store the current iterate x (k) , the gradient v ector g (k) = rf(x (k) ) and the search direction s (k) . The other vector pairs are used to store the information of the Hessian approximation H (k);1 so that the product H (k) v, for any v ector v, c a n b e obtained without calculating this matrix explicitly. In the limited memory BFGS (L-BFGS) method of Nocedal 16] , these pairs are de ned by the di erences ; g (i) k ;m + 1 i k (2) wherem = m i n (m k) (3) and for convenience m 2. These pairs and the positive scalars times in terms of the pairs (2), using the BFGS updating formula. Note that this Hessian is equivalent to the BFGS Hessian if m = 1 which is not possible in practice. Thus, the latter Hessian depends on more information than the L-BFGS one. Hence, under mild conditions on convex functions, the BFGS method converges superlinearly (Powell 17] ), while the L-BFGS algorithm converges linearly (Liu and Nocedal 12] ).
In practice, the L-BFGS method is attractive because of its low storage requirement (usually, 3 m 20) and its useful performance which has been observed when the method was applied with D (k) de ned by a multiple of the unit matrix to general large scale optimization problems (e. (k) before using the normalm updates. Although the authors reported encouraging numerical results in terms of the numberof function and gradient e v aluations required to solve some test problems, the total number of updates is usually larger than that required by the L-BFGS method.
Since this drawback is due to the fact that some extra updates become redundant i n some cases, this paper attempts to avoid such redundancy. It proposes an updates criterion to distinguish between poor and acceptable quality of the L-BFGS Hessian. Hence extra updates are employed to improve only the poor quality one. In Section 2, we provide some details about the storage locations and the number of updates employed by the methods of this paper. In Section 3, further details concerning certain modi ed L-BFGS algorithms are outlined. Section 4 derives the updates criterion and shows that a number of extra updates p k p can be varied from one iteration to another. Section 5 gives some numerical results. It is shown that the choice p k = 0 occurs at several iterations, and that the performance of a modi ed L-BFGS algorithm with the new criterion is substantially better than that of the L-BFGS method.
Motivations for Extra Updates
Since the BFGS Hessian contains more information than the L-BFGS Hessian, it is expected that the quality of the latter Hessian improves as m increases. Although this is not always the case (see Fletcher 7] ) increasing m also means increasing the storage location for storing the pairs (2) . Therefore, the L-BFGS Hessian is need to beupdated particularly as follows.
In the modi ed L-BFGS algorithm of Byrd, Nocedal and Zhu 6], p extra updates are employed in terms of p vector pairs. Thus, the storage location is increased from approximately 2m to 2(m + p) v ectors, as well as the numberofupdatesfromm to m k = p + m i n (m k ; k i + 1 ) (4) where k i i = 1 2 : : : denote certain iterations. Note that the p pairs do not have the di erence form as in (2), since they are generated at iteration k i by the inner conjugate gradient iterations of one step of the discrete-truncated Newton method.
The authors show that this technique improves the performance of the L-BFGS method when applied to a certain type of problems. It is thus clear that the extra updates improve the quality of the L-BFGS Hessian at some iterations. However, when we examined certain numerical results, we observed that the quality of the L-BFGS Hessian seems good so that employing extra updates are not needed. Therefore extra updates should be employed when only satisfy certain properties. In fact, Morales and Nocedal 13] consider this possibility and improve the performance of the above modi ed algorithm by employing a number of extra updates when a value of the steplength (see Section 3) satis es a certain condition. Although this condition seems useful in practice, it is not directly related to the quality of the L-BFGS matrices. This paper proposes an updates criterion to measure the quality of these matrices and hence considers employing at most p extra updates whenever necessary.
We note that the modi ed L-BFGS algorithm of Byrd, Nocedal and Zhu 6] or that of Morales and Nocedal 13] have the disadvantages that it increases the storage location as well as the cost of evaluating the p extra pairs, but it also has the advantage that it preserves the simple form of the L-BFGS matrix. To a void these drawbacks and maintain this useful property, Al-Baali 2] introduces certain modi cation techniques to the L-BFGS matrix similar to that of Byrd, Nocedal and Zhu 6], except that the p extra pairs are chosen from the set of the stored pairs (2) in several ways. In particular, we consider the following technique. Once k m, the rst q = p=m] updates are employed in terms of (2) with m replaced by q. The other updates, say mr, depend on re-using the pairs (2) r times. (Further details can be seen in the next section).
Al-Baali 2] reported encouraging numerical results and showed that this modi ed L-BFGS algorithm with xed values of m and p works better than the L-BFGS method for general problems. In certain cases, however, we observed that employing extra updates does not improve (or even worsens) the performance of the L-BFGS method. To avoid this drawback, the number of extra updates need not be xed for all iterations, a subject that is the main aim of this paper. For example, let the number of updates be de ned by
where p k 2 0 p ] is a parameter. As mentioned above the value of p k depends on the quality of the Hessian approximation. Thus, the choice p k = 0 is possible and extra updates might be employed at some iterations rather than at all, as in the modi ed algorithm of Al-Baali 2].
Modi ed L-BFGS Algorithms
We n o w describe the L-BFGS method of Nocedal 16] and certain modi cation techniques which preserve t h e i n verse Hessian approximations fH (k) g in the L-BFGS matrix form.
The L-BFGS algorithm resembles the line search BFGS method which generates a sequence of points fx (k) g by the equation (6) where x (1) is given, (k) is a steplength parameter and
is the search direction. At e v ery iteration, the matrix H (k) is updated to (9) is the BFGS updating formula and (k) and (k) are the di erence vector pairs
; g (k) (10) which is the most recent pair of the set of pairs (2). The BFGS method has several useful properties (e.g., see Fletcher 8] ). In particular, it ensures the quasi-Newton condition 6 = 0 .
The L-BFGS method is de ned as above, except that the inverse L-BFGS Hessian contains less information than the inverse BFGS Hessian (8) and the product in (7) 
: : :
where for any matrix H and any positive i n teger m k, lbfgs(m H (k;m+1)
and
Expression (14) de nes the L-BFGS updating formula which employs m BFGS updates to H in terms of the vector pairs (2) . For simplicity, these m updates are denoted by L (k) m (H) which satis es the property
where the zero update L (k)
m is used with m k, but if the inequality does not hold, then the subscript m is replaced by k. Note also that we will omit the parentheses whenever confusion does not occur.
Because expression (16) can bewritten as a sum of symmetric matrices of a certain structure, Nocedal 16] We observe that the storage requirements for this algorithm are 2mn spaces to hold the pairs (2) and 2m spaces for the scalars. Excluding step 2, we note that each update requires 4n multiplications. If H is diagonal and the scalar product l (H)g, f o r l = 1 : : : m , can be computed not only before the \end for" of step 3, but also before the \end for" of step 1. This useful property p l a ys an important role for measuring the quality of the L-BFGS matrices before calculating them implicitly at the \end for" of step 3. Hence, extra updates might be made before and after step 2. Now it is clear that the next BFGS search direction s (k+1) (de ned by ( 7 ) with k replaced by k+1) can be computed without storing the matrix (13) 
in terms of the pairs (2). Liu and Nocedal 12] recommend the choice of the multiple of the unit matrix
which depends on the most recent pair of (2). For simplicity, w e consider this choice here, though another desirable one has been suggested by Al-Baali 2]. It is worth noting that a comparison of the number of multiplications required to obtain the search direction by the L-BFGS algorithm (de ned by (7), (17) and (18)) to that required by the BFGS method shows that the cost of the former direction is cheaper than the latter if k < n = 2m ; 1. For certain problems with su ciently large value of n, this inequality is usually satis ed. This case provides further motivation for using L-BFGS rather than BFGS.
However, since a small numberof m is usually used, the L-BFGS method with the choice (18) c a n b e v ery slow in certain cases. Although this di culty is sometimes overcome by repeating the run with a larger value of m, the repeating procedure is time consuming and one may not beable to increase the value of m since the memory is limited (see, also, Fletcher 7] and Nocedal 15] ). Therefore certain techniques have been introduced to the L-BFGS method.
In particular, Al-Baali 2] replaces the L-BFGS matrix (17) by
where p m is a xed number, which employsm + p updates to the matrix in (18) .
Although this numberis larger thanm, these updates only depend on the pairs (2) and the storage location is increased by o n l y p spaces. The author shows that this modi ed L-BFGS algorithm with some xed values of m and p works well in practice. Although it improves the performance of the L-BFGS method in terms of the function and gradient e v aluations required to solve general problems, it may worsen its performance in terms of the number of updates. Therefore we are concerned to keep numberoftimes the p extra updates are employed at a minimum because they are time consuming. In the next section, we suggest a criterion to guess the number of extra updates, which is not necessarily smaller than m (p will be used to denote the maximum number of extra updates). Note that the choice (19) can be generalized to
where r 0 and q 2 1 m] such that rm+ q m + p. Note that r = 0 and q =m if m k. The storage requirements for this algorithm is only (r;1)m+q (which de nes p k in (5)) spaces more than L-BFGS, which can be ignored compared to the other requirement spaces. Although the number of updates required to obtain (20) is usually larger than m, the total number of updates required to solve certain problems is still small compared to that required by the L-BFGS method (see Section 5, for details).
Finally it is also worth noting that the matrix (19) di ers from the choice
where the square brackets are used to denote that the p extra pairs are di erent from the pairs (2 
Conditions for Employing Extra Updates
We n o w study the behaviour of the L-BFGS matrices (17) and the modi ed matrices (20) by measuring their quality on the basis of certain useful properties that usually hold for the BFGS matrices. It is obvious that these matrices maintain the positive de niteness property and satisfy the quasi-Newton condition (11) , since the last update in both (17) and (20) depends on the pair (10) which satis es the inequality
Another useful property is that if the objective function f is strictly convex quadratic, then the BFGS method with exact line searches terminates in at most n iterations (e.g., see Fletcher 8] ). This termination property has been extended to the L-BFGS method with at least one update employed at each iteration by Kolda, O'Leary and Nazareth 11] who also suggest several modi cations of the L-BFGS method. Because the reported numerical results show slight improvement of the modi ed algorithms over the L-BFGS method in certain cases only, it seems that the latter termination property may not hold when approximate line searches are performed. Therefore, we study the possible convergence of the L-BFGS matrices in the context of inexact line searches as follows.
We begin with the result of Ge and Powell 9] (2), and shows the usefulness of extra updates.
To motivate this improvement and generalize it to the extra-updates matrices of this paper, we consider a particular result of Boggs and Tolle 4] who analyze the behaviour of BFGS matrices independently of the optimization setting. To a void confusion with the above B F GS matrices, let fH l g be generated by t h e B F GS formula H l+1 = b f g s (H l l l ) (22) where H 1 is positive de nite. Here l are given vectors in R n , that are not related directly to its generation by an optimization process and l are vectors that depend on l in some way. In particular, let l = G l (23) where G is the Hessian of a strictly convex quadratic f. Note that equation (23) includes the de nition of l and l in (10) with the superscript (k) replaced by the subscript l as a special case. The authors establish the convergence of fH l g under certain restrictions on f l g.
An examination of this result shows that it also holds if the sequence f l g is a subset of the sequence of vectors f (i) g k i=k;m+1 , de ned in (2), assuming the vectors satisfy certain conditions. In this case the sequence of matrices fH l g depends on re-using these vectors, as well as the corresponding vectors f , the BFGS matrix (22) can be written as follows
which is equivalent to the modi ed L-BFGS Hessian (20) if r is bounded.
In practice, one would like to stop updating when the di erence H l+1 ;H l is su ciently close to the zero matrix. Because this di erence matrix cannot becalculated explicitly, an alternative scheme to quantify this di erence should be tested instead. In particular, we c heck the relative error
where > 0 a n d d l = g T H l g (27) which can be calculated before the \end for" of step 1 of Algorithm A, de ned in Section 3.
In this paper, g denotes the most recent gradient v ector g (k+1) . The cost of computing the scalar (27) is equal to approximately n multiplications if D (k) is de ned as a multiple of the unit matrix (e.g. (18)). Although the limit d l+1 ; d l ! 0 does not imply convergence of fH l+1 ; H l g, w e use the criterion (26) for nonconvergence as follows. If the inequality (26) is satis ed for some l = j m, then we stop updating and de ne r and q so that mr+q = j. Otherwise, the inequality does not hold and hence further updates are needed.
It is worth mentioning that Boggs and Tolle 4] also show that the sequence of matrices fH l g converges linearly. Because of this result and that this sequence may not converge for general functions, a value of r and hence a maximum number of extra updates should be given small.
Numerical Experiments
We now present results of some modi ed L-BFGS algorithms on a set of standard test problems used by Al-Baali 2] to examine the updates criterion (26). We consider the class of modi ed L-BFGS methods which de nes the inverse Hessian approximation by ( 2 5 ) ( o r (20)), using (24) and (18) , for some values of l m + p. The values of m, p and are de ned a priori, while the values of r, q and hence l are de ned at each iteration depending on the criterion (26). All runs were performed in double precision using a software routine that implements all algorithms but di er only in the choices of m, p and . The routine nds a value of the steplength (k) that satis es the strong Wolfe conditions which imply Table 1 through Table 4 in the form nfe/nu required to solve Q20. Note that the choice p = 0 yields the normal L-BFGS method of Nocedal 16] We observe from Tables 1{4 that for all values of m, nfe decreases as p increases or decreases, although this improvement increases nu. However, bothnfe and nu are decreased in some cases (e.g., see in particular the rst column of the results in Tables 3  and 4 ).
Except for m = 5 , t h e c hoices = 1 0 ;10 and = 0 yield the same nfe which indicates that all extra updates are employed for the former choice. Although the latter choice for is smaller than the former one, it yields smaller nu due to the following reason. We do not examine condition (26) which requires the cost of (m + p)=4 updates periteration, because this condition never satis ed for = 0 . This observation suggests that examining this condition for su ciently small value of is not necessary after each extra update.
Instead, however, it can be checked after every m updates. We observe that large values of yield a little reduction in nfe, even for large values of p (see in particular the rst column of the results in Tables 3 and 4) . However, di erences can beseenin Tables 1{4 when is su ciently small and, hence, large values of p reduce nfe substantially.
To compare this result with the best possible one, we considered an application of the L-BFGS method with m su ciently large so that the method became equivalent to the BFGS method. For m = 2 0 0 , w e found that the nfe=nu required to solve the Q20 function are 180=15975. Comparing this result to those of Table 4 , we observe that the modi ed L-BFGS algorithm with most choices of p and performs better than the BFGS method in terms of nfe. In addition, it is preferable in terms of nu for the values of p = m 2m and 10 ;6 . Therefore, it seems desirable to de ne m as large as possible, p 2m and 10 ;6 , and examine the criterion (26) only r times at each iteration. To see if these observations apply to general functions, we applied the modi ed algorithm with m = 1 0 , p = 2 1 a n d = 1 0 ;6 to the set of 27 tests of Al-Baali 2]. This choice of p (as well as p = mr + 1) imply that the rst extra update depends on the most recent pair of (2) which seems useful for solving general problems (see Al-Baali 2]). The results are given in Table 5 in the form nfe/nu required to solve each test. For comparison, we also include the results for p = 0 and p = 2 1 with = 0 . We observe that, generally, t h e performance of the modi ed algorithm with = 1 0 ;6 is substantially better than that of the L-BFGS method in terms of nfe (the average reduction is about 30%). Although the maximum numberof updates periteration is equal to 3:1 times m, the average increase of nu is 2:14 approximately. This result shows the usefulness of the criterion (26) which also prevents using extra updates when L-BFGS works well on some tests (e.g. VAR-DIM), though the modi ed algorithm worsens L-BFGS in a few cases. A comparison of the results in the last two columns of Table 5 shows that the performance of the modi ed algorithm with the choice = 0 is slightly less e cient than that with the choice = 1 0 ;6 . Depending on these results, we recommend the above modi ed L-BFGS algorithm with m as large as possible and p = 2 m + 1, though further experiments are required to choose typical values for m, p, and the number of times for testing the condition (26).
For future experiments, it is worth introducing the criterion (26) to the modi ed L-BFGS algorithm of Byrd, Nocedal and Zhu 6], and comparing its performance with that of the modi ed method of Morales and Nocedal 13]. 
