I. INTRODUCTION
The travelling Salesman's Problem (TSP) is one of the most studied problems among combinatorial optimizations problems since its development [1, 2] . The Travelling Salesman's Problem is the problem of a salesman who intends to visit several of his customers scattered all over a large city or in different locations over a given geographical area using the shortest possible path and then return to his starting location/city/node. The TSP can be likened to a graph theory challenge where the cities are represented as nodes and the connecting links/roads are viewed as Edges of the nodes. To give the TSP a measure of reality, the edges are given a cost which may represent the time, distance or travel expenses. In this way, it becomes easier to determine the path with the shortest cost in the graph [3] . There are primarily two types of TSP: symmetric TSP in which case the distance between Edges x and y in the entire graph is the same as that between y and x in all edges. In the Asymmetric TSP, on the other hand, there is at least an instance in the graph where the distance between Edges x and y is not exactly the same cost/distance as that of y and x. Mathematically, for the asymmetric TSP, dyx , xy n in at least one edge in the graph.
A. The Need for Asymmetric TSP
There is extensive literature on the symmetric Travelling Salesman's Problem over the past few decades. It is rather surprising that there is a paucity of literature on the asymmetric TSP [4] . This is, in fact, puzzling because most real-life applications are asymmetric in nature [3] . These real life applications includes a post office official seeking the best route to use in delivering mails to different addresses within an environment; a school bus driver seeking best route to pick up school children; delivery of food to home-bound people etc [5] . The most probable route in solving these problems would be asymmetric. This understanding informs the need for this research study as it will attempt a solution to the day-to-day problems of life and, therefore, find wide applicability. In literature, TSP calculations are usually done through Eucledian or orthodromic distances [6] . The Euclediaa distance is calculated by x-y coordinates using the Pythagorean formula such that it is obvious to see that the distance between x and y is symmetric [7] . The orthodromic distance, on the other hand calculates the surface distance between the geolocation of two locations/nodes/cities through a part on the sphere [8] . Though more accurate than the Euclidean measurement especially when measuring long distances, yet it does present the accurate real-life measurement when nodes are linked via roads or transportation networks as does the asymmetric calculations that take cognizance of one-way traffic and other civil engineering considerations [3] .
This paper is organized in this way: the first part introduces the Travelling Salesman' Problem highlighting the need for the asymmetric TSP since it bears more relevance to real life problem, the next introduces the African Buffalo Optimization (ABO) detailing its working. The third section examines the Randomized Insertion Algorithm (RAI) with emphasis on its procedures to obtain solutions to the target problems. The fourth section concentrates on the experiments performed and discussion of the results obtained. This is followed by the Conclusion, recommendations for future work, acknowledgement of support for the study and references.
II. AFRICAN BUFFALO OPTIMIZATION
The African Buffalo Optimization (ABO) was developed in an attempt to provide solution to issues of low speed, premature convergence, the use of several parameters and complicated fitness functions of some already existing algorithms like the Genetic Algorithm [9] , Simulated Annealing [10] , Ant Colony Optimization [11] and Particle Swarm Optimizations, [12] to mention a few.
The ABO basically is a simulation of the alert 'maaa' with which the buffalos mobilise themselves to stay on to exploit a particular grazing field and the alarm 'waaa' communication calls with which they mobilse the entire herd to seek a better or safer grazing location. Using these vocalizations, the African buffalos organize themselves in their navigation through the African forests in search of lush green pastures to satisfy their huge appetites [3, 13] . In this algorithm, each animal's location represents a solution in the search space . The ABO algorithm is presented in Figure 1 . 
A. The Basic Workings of ABO
The ABO starts by initializing the buffalos, randomly placing them to nodes/locations within the search space (in this case the ATSP graph). The animals probabilistically chooses any unvisited node closest and cheapest to it to visit. This choice is influenced by the cost of the move determined by the available heuristic in the first move. Subsequent movements are influenced by the cost heuristic of such moves, personal benefit of the move to the buffalo as determined by its previous experience and the overall benefit of the particular move to the entire buffalo herd. Mathematically, this is represented by Equation (3) in a later section. Next, the algorithm updates the buffalos' fitness. In this way, the algorithm determines the position of best buffalo (bg max ) in the herd in relation to the optimal solution. Also, each animal's personal best (bp max ) is determined. The buffalos keep a memory of its coordinates. If the current fitness value of a particular buffalo is superior to the bg max , the algorithm saves it as the herd's best location, bg max. Similarly, if the current fitness of a particular buffalo is better than any in its memory, the algorithm saves it as the animal's best (bp max ). At this juncture, if the bgmax meets the exit criteria, the algorithm terminates and provides the best buffalo's location vector as the optimal solution. If not, it goes to another iteration and repeats the process until it meets the exit criteria.
B. How African Buffalo Optimization Solves the Asymmetric Travelling Salesman's Problem
Solution steps of ABO to solve ATSP: (a.) Choose, according to some criterion, a start city for each of the buffalos and randomly locate them in those cities.
where w ab is the negative reinforcement alarm thereby asking the buffalos to relocate to a safer or more rewarding grazing area, m ab is the positive reinforcement alert invitation to the buffalos to exploit further a particular grazing area, lpr1and lpr2 are learning factors >0. The algorithm parameters are set as lp 1 be 1.0, lp 2 as 0.5, r1 as 0.6, r2 as 0.4 and λ has the value of 0.5 and -0.5 in alternate iterations.
C. Internal Workings of the ABO in Arriving at a Solution
The ABO applies the Modified Karp Steele algorithm in its solution of the Asymmetric Travelling Salesman's Problem [14] . It follows a simple solution step of first constructing a cycle factor F of the cheapest weight in the K graph. Next, it selects a pair of Edges taken from different cycles of the K graph and patch in a way that will result in a minimum weight. Patching is simply removing the selected Edges in the two Cycle Factors and then replacing them with cheaper edges and in this way forming a larger Cycle factor, thus reducing the number of Cycle Factors in graph K by one.
Objective function f(x) x=(x1, x2, ……… xn )
T 2. Initialization: randomly place buffalos to nodes at the solution space; 3. Update the buffalos fitness values using Equation (1) w. k +1 = w. k + lpr 1 Thirdly, the second step in repeated until we arrive at a single Cycle factor in the entire graph K.. ABO overcomes the problem of problem of delay in this process through the use of two primary parameters to ensure speed, namely lpr1 and lpr2 coupled with the algorithm keeping a track of the route of the bg max as well as bp max in each construction step. The ABO flowchart is presented in Figure 2 . 
D. Similarities with Related Works
• Stigmergy: the communication among buffalos/ants/ bees/ particles as they seek a solutions to their problem. The ants do this via the dropping of pheromones, the buffalos using their waaa and maaa sounds, the particles maintain a detailed information matrix and the bees do a waggle dance.
• The artificial bees exploit locations through individual bees called food positions, just like the PSO that make use of positions and velocity and the ABO that taps into buffalos waaa sound (move on to explore for better grazing areas) and maaa sound (stay to exploit) gestures.
• Cooperation: The buffalos/ants/bees/particles work as a team to achieve results. The buffalos are able to tell the best in the herd at a particular iteration, the scout bees report their exploits to onlooker bees, the ants inform their fellows through pheromone deposits of their exploits and the particles track the more successful ones. There is no clear leader among ants/bees/particles/buffalos. Leaders emerge with a probabilistic discovery of a better solution at a particular iteration.
E. Differences with Related Works
• Movements: Ants deposit pheromones to enable track their ways back; buffalos have in-built memories so they are able to tell their routes without external markings; particles keep extensive information matrix; bees are rather alert to the dance steps and flight direction of scout bees.
• Intelligence: The buffalos and particles have capacity for intelligence and so are able to tell their most lucrative position (bp max ); the bees and ants have limited intelligence.
• Parameter usage: ACO makes use of lots of parameters in arriving at solutions such as distance among ants, pheromone level, pheromone evaporation rate, pheromone coefficient that controls the amount of contribution that pheromone plays in the selection of a particular route, β parameter which is the heuristic coefficient that controls the amount of contribution problem-specific heuristic information plays in a component's probability of selection, constant pheromone update so as to keep the algorithm on track [14, 15] . The ABC uses such parameters as the colony size, scout bees, employed bees, onlooker bees, maximum cycle number, nest and food positions [16, 17] . The ABO uses learning parameters, waaa and maaa (represented by w and m respectively in the ABO algorithm) values. The PSO makes use of parameters like velocity, location, neighbors distance, local best, personal best, group best, inertia factor, construction factor, random numbers, constants etc. In fact, the parameters in PSO are also on the increase with each subsequent modifications to achieve better results [18, 19] .
• Herd/flock Mobilization: The bees return to the dancing arena to perform in order to attract followers, the buffalos listen to the invitation sounds of the more successful ones, the ants track pheromones and the particles track movements of other particles.
• In summary, the bees exploit the sense of sight; the buffalos exploit sound; the ants, sense of smell and the particles simply track movements.
III. THE RANDOMIZED INSERTION ALGORITHM
The Randomized Insertion Algorithm (RAI) which uses the arbitrary insertion algorithm that is a relaxation of the cheapest insertion algorithm was developed to provide solution to the Travelling Salesman's Problem through the use of approximate algorithm that will obtain optimal results within a short time. It is about the only study in literature that attempted all the ATSP instance available in the TSPLIB with extremely good results.
A. The RAI algorithm
This algorithm works by generating an initial tour (See algorithm steps 1-4 in Figure 3 ) and through subsequent systematic removal and addition of Edges in the cheapest possible generates solution. The basic solution steps of the RAI is, firstly, randomly select two initial nodes i and j and form a Cycle ij within the graph. Next in each subsequent construction step, randomly choose a node which is not a part of the present Cycle and insert into the Cycle in the cheapest possible way. In this way the cost of the Cycle increases minimally. This procedure continues until all the nodes are inserted into the tour. Then the algorithm calculates the path discovered and outputs a solution. 
IV. EXPERIMENTS AND DISCUSSION OF RESULTS
In applying these two algorithms, the ABO and the RAI to solve Asymmetric Travelling Salesman's Problem, a number of experiments were done involving 15 out of the 19 instances of the ATSP as listed in the TSPLIB95. The experiments were done using a desktop computer running the Windows 7 O.S, Intel Core [TM] , i7-3770 CPU@ 3.4GHz, 3.4GHz, 4 GB RAM. The ATSP program is coded in MATLAB programming language and ran on MATLAB 2012b Compiler. The results obtained from the experiment using ABO are compared with the results from RAI [3] .
In Table 1 , the first column lists the ATSP instances as available in TSPLIB [20] , the second column indicates the number of cities represented by the ATSP instances. This is followed by the Opt Values, that is, the optimal results as listed in TSPLIB. The two next set of columns calculates the value obtained from applying the ABO and the RAI respectively with Best = the best values obtained by the algorithm, the Avg = Average values; Rel. Error = relative error; and Time (secs) = the best time in seconds that the algorithm used to obtain result. The relative error was obtained by:
Rel. Error
As can be seen from the Table, the ABO obtained excellent results in all instances, obtaining over 99.5% in all 15 ATSP instances under investigation. This is a noble feat when one compares this performance with that of a popular algorithm like the ACS [2] . The RAI performed very well too, as can be seen in Table 1 , obtaining over 99.3% accuracy in all cases.
Moreover, the ABO obtained the optimal solution in five instances to RAI's 13 accurate performance. The difference in performance here can be traceable to their use of two different techniques in obtaining results. While the RAI uses the random insertion method, ABO uses the modified KarpSteele method. Whatever, it is a competitive performance.
Furthermore, the cumulative relative error of the ABO, calculated by summing up the values of the relative errors is 1.32% to RAI's 0.94%. This is also a commendable performance by the ABO in view of the fact that the RAI has the best result in literature and the algorithms employ different schemes in solving the ATSP.
The uncommon strength of the ABO comes to play when calculating the execution cost. The execution cost calculates the relative use of CPU resources in achieving results. In an instance-by-instance execution speed assessment, the RAI slightly outperformed the ABO in just one instance, namely, Br17 where ABO executed in 0.028 seconds to RAI's 0.027 seconds. In all the remaining 14 instances, the algorithm of choice when speed is a factor is the ABO. In the second ATSP instance, it took ABO 0.037 seconds to obtain result to RAI's 1.598 seconds: ABO here was over 43 times faster. This trend continues in all other instances up to Ftv64 where RAI spent 5.241 to execute as opposed to ABO's 0.041. Here ABO is about 127.83 times faster. Someone may rightly say that speed is a function of CPU and RAM's capacity, the programmer's expertise and a few other factors but it should also be observed that the algorithm that uses such few parameters, straightforward function like the ABO has a vital role to play in 1. Construct a tour consisting of a given vertex and self-loop. 2. Randomly choose a vertex on the tour. In total, it took ABO, a cumulative time of 21.086 seconds to provide solutions to all the 15 of the total 19 ATSP instances in TSPLIB. On the other hand, RAI spent a total of 38,978.25 to solve the same number of problems. Clearly, therefore, the ABO outperformed the RAI.
V. CONCLUSION
From the foregoing analysis and discussion of results, it is obvious that both ABO and RAI are competitive in obtaining optimal solutions to Asymmetric Travelling Salesman's Problem instances. The results show that ABO slightly outperformed the RAI in attaining optimal solutions to the ATSP cases under investigation with a little over 99.5% accuracy to RAI's 99.3%. However RAI obtained the optimal solution in 13 out of the 15 instances under investigation with the ABO obtaining optimal solution in five instances and very near optimal solution in the remaining cases. However, in terms of speed required to obtain results, the ABO is the dominant algorithm of choice. Since accuracy (trustworthiness) and efficiency are two of the four major criteria for determining a better algorithm, the other two being general applicability and ease of use [23, 24] , the ABO can be adjudged a better algorithm than RAI since it has scored more than RAI on the two criteria being investigated here.
VI. FUTURE WORK
The authors recommend the comparison of the performance of ABO with other state-of-the-art algorithms in solving other optimization problems like knapsack problem, job scheduling and vehicle routing.
