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a b s t r a c t
We study the large sample behavior of the standard bootstrap, the m-out-of-n bootstrap,
and the oracle bootstrap (Giurcanu and Presnell, 2009) [14] percentile confidence intervals
in non-regular smooth function models. We show that the oracle bootstrap percentile
confidence intervals are consistent while the standard bootstrap and the m-out-of-
n bootstrap confidence intervals are inconsistent. Further analysis of coverage probabilities
reveals that, for large samples, the iterated oracle bootstrap percentile confidence intervals
are more accurate than their non-iterated versions. We also describe the large sample
local behavior of the bootstrap confidence intervals for parameter values near the points
of inconsistency of the standard bootstrap. In a simulation study, we describe the finite
sample local behavior of various bootstrap confidence intervals.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
Babu [1] shows that, in non-regular smooth function models, the standard bootstrap estimator of the distribution of a
smooth function of the sample mean is inconsistent for some values of the mean parameter vector, while Shao [25] shows
that them-out-of-n bootstrap estimator is consistent over the entire parameter space. In this paper, we show that both the
standard bootstrap and them-out-of-n bootstrap percentile confidence intervals are inconsistent for some values of themean
parameter vector,while the test inversion and them-out-of-nbootstrap test inversion confidence regions are consistent over
the entire parameter space. Moreover, asymptotic expansions of coverage probabilities reveal that, for large samples, the
test inversion confidence regions are more accurate than them-out-of-n bootstrap test inversion confidence regions.
Giurcanu and Presnell [14] propose the oracle bootstrap as an alternative to the m-out-of-n bootstrap for consistent
estimation of the distributions of many non-regular estimators, including the square of the sample mean, the Hodges and
Stein estimators, and sparse estimators such as the LASSO. In this paper, we focus on the consistency and the higher order
properties of oracle-bootstrap percentile confidence intervals and their iterated versions in non-regular smooth function
models. We show that the oracle-bootstrap percentile confidence intervals are consistent over the entire parameter space,
and that iteration increases their accuracy by an order of magnitude for large sample sizes.
It is well known that fixed parameter consistency may not adequately describe the large sample behavior of bootstrap
estimators. For example, while the standard parametric bootstrap inconsistently estimates the distribution of both the
Hodges and Stein estimators over a subset of the parameter space, it nevertheless performs better than the m-out-
of-n bootstrap and a parametric version of the oracle bootstrap near the points of inconsistency [24]. More generally,
a pointwise-consistent bootstrap estimator of the distribution of a non-locally asymptotically equivariant estimator is
typically not locally uniform convergent at the points of inconsistency of the standard bootstrap [2,21]. In our local
asymptotics analysis, we show that if the local parameter is close to a point of inconsistency, then the oracle bootstrap
percentile confidence intervals are consistent, and that both the standard bootstrap and them-out-of-n bootstrap percentile
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confidence intervals are inconsistent. Furthermore, if the local parameter is moderately close to a point of inconsistency,
then all bootstrap confidence intervals are inconsistent. Finally, if the local parameter is moderately far from a point of
inconsistency, then all bootstrap confidence intervals are consistent.
We conclude this section with an outline. In Section 2, we present the asymptotic behavior of the standard bootstrap
percentile confidence intervals in non-regular models. In Section 3, we present the large sample results for the m-out-of-
n bootstrap confidence intervals and for them-out-of-n bootstrap test inversion confidence regions. In Section 4, we present
the asymptotic behavior of the oracle bootstrap percentile confidence intervals and their iterated versions and in Section 5,
we study the large sample local behavior of the bootstrap confidence intervals. In Section 6, we provide some computational
details and the results of an empirical study which describe the finite sample local behavior of the bootstrap confidence
intervals. The proofs of the theoretical results can be found in the Appendix.
2. Standard bootstrap estimation
Consider the smooth function model (see, e.g., [4,15]) given by a random sample X1:n = X1, . . . , Xn of i.i.d. observations
from a distribution P on Rd such that E(X) = µ and var(X) = Σ , where X ∼ P and Σ is positive definite. Let θ = f (µ)
be the parameter of interest, where f : Rd → R is a smooth function, and let θˆn = f (X¯n) be its natural estimator, where
X¯n is the sample mean. The smooth function model is called regular if ∇f (µ) ≠ 0 for all µ ∈ Rd and non-regular if there
exists a µ ∈ Rd such that ∇f (µ) = 0, where ∇f (µ) is the gradient of f (µ). Let Θ = f (µ) : µ ∈ Rd,∇2f (µ) ≠ 0,
S = µ ∈ Rd : ∇f (µ) = 0, and Θ0 = f (µ) : µ ∈ S be the image set of S under f , where ∇2f (µ) is the Hessian matrix
of f (µ). By a two-term Taylor expansion of f (X¯n) about µ, we have
f (X¯n) = f (µ)+ γ T (X¯n − µ)+ (X¯n − µ)TΓ (X¯n − µ)+ oP(n−1),
where γ = ∇f (µ) and Γ = (1/2)∇2f (µ). If θ ∈ Θ \Θ0, then n1/2(θˆn − θ)  N(0, γ TΣγ ), where denotes convergence
in distribution. If θ ∈ Θ0, then n(θˆn− θ)  dj=1 λjU2j , where λ1, . . . , λd are the eigenvalues ofΣ1/2ΓΣ1/2 and U1, . . . ,Ud
are i.i.d.∼ N(0, 1). Let F(x) = Pr(γ TZ ≤ x) and G(x) = Pr(ZTΓ Z ≤ x), where Z ∼ N(0,Σ).
The standard bootstrap confidence intervals were introduced by Efron [13] and their higher order properties were
characterized by Hall [16]. Let X∗1:n = X∗1 , . . . , X∗n be a standard bootstrap resample, i.e., X∗1:n is a with replacement random
sample of size n from X1:n. Let θˆ∗n = f (X¯∗n ) be the bootstrap version of θˆn, and let Lˆθˆ∗n (x) = Pr

θˆ∗n − θˆn ≤ x|X1:n

, Fˆθˆ∗n (x) =
Lˆθˆ∗n (x/n
1/2), and Gˆθˆ∗n (x) = Lˆθˆ∗n (x/n) be the bootstrap estimators of Lθˆn(x) = Pr(θˆn−θ ≤ x), Fθˆn(x) = Pr

n1/2(θˆn−θ) ≤ x

, and
Gθˆn(x) = Pr

n(θˆn−θ) ≤ x

, respectively. Note that if θ ∈ Θ\Θ0 and Lθˆn(x) is continuous at L−1θˆn (1−α), where L
−1
θˆn
(1−α) is the
(1−α) quantile of Lθˆn(x), an exactα level upper confidence limit for θ is θˆn−L−1θˆn (1−α). Let Lˆ
−1
θˆ∗n
(1−α) be the (1−α) quantile
of Lˆθˆ∗n (x), then the α level bootstrap percentile upper confidence interval for θ is Iˆn(α) =
−∞, θˆn− Lˆ−1
θˆ∗n
(1−α). Similarly,
the bootstrap percentile lower, equal-tailed, and symmetric confidence intervals for θ are IˆLn(α) =

θˆn − Lˆ−1
θˆ∗n
(α),∞,
IˆETn (α) =

θˆn−Lˆ−1
θˆ∗n
((1+α)/2), θˆn−Lˆ−1
θˆ∗n
((1−α)/2), and IˆSn(α) = θˆn−Lˆ′−1θˆ∗n (α), θˆn+Lˆ′−1θˆ∗n (α), where Lˆ′θˆ∗n (x) = Pr|θˆ∗n−θˆn| ≤
x|X1:n

(see, e.g., [15]).
Recall that an α level confidence interval In(α) is consistent if its asymptotic coverage probability equals the nominal
level, i.e., limn→∞ Pr(θ ∈ In(α)) = α, and is inconsistent otherwise (see, e.g., [26, p. 329]). The following theorem shows
that Iˆn(α) is consistent for θ ∈ Θ \Θ0 and is inconsistent for θ ∈ Θ0. Part (ii) of this theorem gives the asymptotic coverage
probability of Iˆn(α) for θ ∈ Θ0. Similar results can be readily derived for the other types of confidence intervals.
Theorem 1. Suppose f is two times continuously differentiable and E(∥X∥2) <∞.
(i) If θ ∈ Θ \Θ0, then limn→∞ Pr(θ ∈ Iˆn(α)) = α.
(ii) If θ ∈ Θ0, then limn→∞ Pr(θ ∈ Iˆn(α)) = 1− Pr

ZTΓ Z − F−1N(0,Σ)(1− α; Z) < 0

, where F−1N(0,Σ)(1− α; y) is the (1− α)
quantile of the distribution of 2yTΓ Z + ZTΓ Z. 
3. Them-out-of-n bootstrap estimation
The m-out-of-n bootstrap estimation was introduced by Bickel and Freedman [5] and its large sample and higher order
propertieswere analyzed by Bickel et al. [6]. Cheung et al. describe them-out-of-n bootstrap confidence intervals for θ under
the constraint that∇f (µ) = 0. However, solving∇f (µ) = 0 forµ, onemay be able to determine the parameter θ , and thus,
the confidence interval estimation may not be suitable under such constraints on the parameters.
Let X∗1:m = X∗1 , . . . , X∗m be an m-out-of-n bootstrap resample, i.e., X∗1 , . . . , X∗m is a with replacement random sample
of size m from X1:n, with m = o(n) and m → ∞. Let θˆ∗m = f (X¯∗m) be the m-out-of-n bootstrap version of θˆn, and
let Lˆθˆ∗m(x) = Pr

θˆ∗m − θˆn ≤ x|X1:n

, Fˆθˆ∗m(x) = Lˆθˆ∗m(x/m1/2), and Gˆθˆ∗m(x) = Lˆθˆ∗m(x/m). The α level m-out-of-n bootstrap
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percentile upper confidence interval for θ is Iˆm(α) =
−∞, θˆn− (m/n)1/2Lˆ−1
θˆ∗m
(1− α). Similarly, them-out-of-n bootstrap
percentile lower, equal-tailed, and symmetric confidence intervals for θ are IˆLm(α) =

θˆn − (m/n)1/2Lˆ−1
θˆ∗m
(α),∞, IˆETm (α) =
θˆn− (m/n)1/2Lˆ−1
θˆ∗m
((1+ α)/2), θˆn− (m/n)1/2Lˆ−1
θˆ∗m
((1− α)/2), and IˆSm(α) = θˆn− (m/n)1/2Lˆ′−1θˆ∗m (α), θˆn+ (m/n)1/2Lˆ′−1θˆ∗m (α),
where Lˆ′
θˆ∗m
(x) = Pr|θˆ∗m − θˆn| ≤ x|X1:n. The following theorem shows that the m-out-of-n bootstrap percentile upper
confidence interval is consistent for θ ∈ Θ \Θ0 and is inconsistent for θ ∈ Θ0.
Theorem 2. Suppose f is two times continuously differentiable, E(∥X∥2) < ∞, λj ≥ 0 for all j = 1, . . . , d, m = o(n), and
m →∞. Then limn→∞ Pr(θ ∈ Iˆm(α)) = α if θ ∈ Θ \Θ0 and limn→∞ Pr(θ ∈ Iˆm(α)) = 0 if θ ∈ Θ0. 
Bootstrap confidence regions can be derived by inverting bootstrap test statistics in analogywith the classical theory (see,
e.g., [9, Section 9.2.1]). Consider testing H0 : θ = θ0 versus Ha : θ > θ0 using the test statistic Tn(X1:n, θ0) = n1/2(θˆn − θ0) if
θ0 ∈ Θ \Θ0 and Tn(X1:n, θ0) = n(θˆn−θ0) if θ0 ∈ Θ0. Under H0, Tn(X1:n, θ0)  γ TZ if θ0 ∈ Θ \Θ0 and Tn(X1:n, θ0)  ZTΓ Z
if θ0 ∈ Θ0. An α level test inversion confidence region for θ is defined as
In(α) =

θ ∈ Θ \Θ0 : Fˆ−1n (1− α) ≤ n1/2(θˆn − θ)
 ∪ θ ∈ Θ0 : Gˆ−1n (1− α) ≤ n(θˆn − θ),
where Fˆn(x) = Pr(γˆ Tn Σˆ1/2n U ≤ x|X1:n) and Gˆn(x) = Pr(UT Σˆ1/2n ΓˆnΣˆ1/2n U ≤ x|X1:n) are conditional distribution functions
given X1:n, U ∼ N(0, I) is independent of X1:n, γˆn = ∇f (X¯n), Γˆn = (1/2)∇2f (X¯n), and Σˆn = n−1ni=1(Xi − X¯n)(Xi − X¯n)T .
The correspondingm-out-of-n bootstrap test inversion confidence region for θ is
Jˆm(α) =

θ ∈ Θ \Θ0 : Fˆ−1
θˆ∗m
(1− α) ≤ n1/2(θˆn − θ)
 ∪ θ ∈ Θ0 : Gˆ−1
θˆ∗m
(1− α) ≤ n(θˆn − θ)

.
The following corollary shows that the test inversion confidence regions and the m-out-of-n bootstrap test inversion
confidence regions are consistent over the entire parameter space.
Corollary 1. Suppose f is two times continuously differentiable, E(∥X∥2) < ∞, m = o(n), and m → ∞. Then, for all θ ∈ Θ ,
limn→∞ Pr(θ ∈ In(α)) = α and limn→∞ Pr(θ ∈ Jˆm(α)) = α. 
Suppose E
∥X∥5 <∞ and that the characteristic function ofX satisfies the Cramer condition lim sup∥t∥→∞ |E exp(itTX)|
< 1, and thus, the Edgeworth expansion of the distribution function FZn(x) of Zn = (Z (1)n , . . . , Z (d)n )T = n1/2(X¯n − µ)
holds (see, e.g., [4, Theorem 2, p. 436]):
FZn(x) =

I(z ≤ x)1+ n−1/2p1(z)+ n−1p2(z)φΣ (z)dz + O(n−3/2), (1)
where φΣ (z) is the density function of N(0,Σ), pi(z) are odd/even polynomials in z for odd/even i = 1, 2 (see, e.g.,
[15, pp. 162–167]), and I(A) is the indicator function of an event A. Let H(x) = Ep1(Z)I(γ TZ ≤ x) and J(x) =
E

ZTΓ ZI(γ TZ ≤ x). Furthermore, let f (i1···ik) = ∂k/∂µi1 · · · ∂µikf (µ) for k ≥ 2, Ξi = (1/3!)f (ijk) : j, k = 1, . . . , d ∈
Rd×d, Ξ = (Ξ1, . . . ,Ξd) ∈ Rd×d2 , Π = (Π1, . . . ,Πd) ∈ Rd×d3 , Πi = (Πi1, . . . ,Πid) ∈ Rd×d2 , Πij =

(1/4!)f (ijkl) : k, l =
1, . . . , d
 ∈ Rd×d, K(x) = Ep2(Z)I(ZTΓ Z ≤ x), M(x) = Ep1(Z)ZTΞ(Z ⊗ Id)ZI(ZTΓ Z ≤ x), N(x) = EZTΠ(Z ⊗
Id2)(Z ⊗ Id)ZI(ZTΓ Z ≤ x)

, P(x) = (1/2)E(ZTΞ(Z ⊗ Id)Z)2I(ZTΓ Z ≤ x), where ⊗ denotes the Kronecker product.
The following lemma provides the Edgeworth and the Cornish–Fisher expansions of Fθˆn(x), F
−1
θˆn
(α), Gθˆn(x), and G
−1
θˆn
(α),
respectively. Similar expansions have been obtained by Cheung et al. [10] for θ ∈ Θ0.
Lemma 1. Assume that f is five times continuously differentiable, E
∥X∥5 <∞, and lim sup∥t∥→∞ |E exp(itTX)| < 1.
(i) If θ ∈ Θ \ Θ0, then Fθˆn(x) = F(x) + n−1/2

H(x) − J ′(x) + O(n−1) and F−1
θˆn
(α) = F−1(α) −
n−1/2

F ′(F−1(α))
−1H(F−1(α))− J ′(F−1(α))+ O(n−1);
(ii) If θ ∈ Θ0, then Gθˆn(x) = G(x) + n−1

K(x) − M ′(x) − N ′(x) + P ′′(x) + O(n−3/2) and G−1
θˆn
(α) = G−1(α) −
n−1

G′(G−1(α))
−1K(G−1(α))−M ′(G−1(α))− N ′(G−1(α))+ P ′′(G−1(α))+ O(n−3/2). 
Let Z∗m = (Z∗m(1), . . . , Z∗m(d))T = m1/2(X¯∗m − X¯n), then the Edgeworth expansion of FˆZ∗m(x), the conditional distribution
function of Z∗m given X1:n, holds:
FˆZ∗m(x) =

I(z ≤ x)1+m−1/2pˆ1n(z)+m−1pˆ2n(z)φΣˆn(z)dz + OP(m−3/2), (2)
where φΣˆn(z) is the conditional density function of N(0, Σˆn) given X1:n, pˆin(z) are odd/even polynomials in z for odd/even
i = 1, 2, the sample versions of p1(z) and p2(z) defined by (1). Let Hˆn(x) = E

pˆ1n(Z∗)I(γˆ Tn Z∗ ≤ x)|X1:n

, Jˆn(x) =
E

Z∗T ΓˆnZ∗I(γˆ Tn Z∗ ≤ x)|X1:n

, and Qˆn(x) = E

pˆ1n(Z∗)n1/2γˆ Tn Z∗I(Z∗
T ΓˆnZ∗ ≤ x)|X1:n

, where Z∗ ∼ N(0, Σˆn). The following
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lemma provides the empirical Edgeworth and the empirical Cornish–Fisher expansions of the m-out-of-n bootstrap
estimators Fˆθˆ∗m(x), Fˆ
−1
θˆ∗m
(α), Gˆθˆ∗m(x), and Gˆ
−1
θˆ∗m
(α), respectively.
Lemma 2. Suppose f is five times continuously differentiable, m = o(n), m → ∞, E∥X∥5 < ∞, and lim sup∥t∥→∞
|E exp(itTX)| < 1.
(i) If θ ∈ Θ \ Θ0, then Fˆθˆ∗m(x) = Fˆn(x) + m−1/2

Hˆn(x) − Jˆ ′n(x)
 + OP(m−1) and Fˆ−1
θˆ∗m
(α) = Fˆ−1n (α) − m−1/2
Fˆ ′n(Fˆ−1n (α))
−1Hˆn(Fˆ−1n (α))− Jˆ ′n(Fˆ−1n (α))+ OP(m−1).
(ii) If θ ∈ Θ0, then Gˆθˆ∗m(x) = Gˆn(x) − n−1/2Qˆ ′n(x) + OP

m−1 + mn−1 and Gˆ−1
θˆ∗m
(α) = Gˆ−1n (α) + n−1/2
Gˆ′n(Gˆ−1n (α))
−1Qˆ ′n(Gˆ−1n (α))+ OPm−1 +mn−1. 
Next theorem shows that the test inversion confidence regions are more accurate than the m-out-of-n bootstrap test
inversion confidence regions.
Theorem 3. Suppose f is five times continuously differentiable, m = o(n), m → ∞, E∥X∥5 < ∞, and lim sup∥t∥→∞
|E exp(itTX)| < 1.
(i) If θ ∈ Θ \Θ0, then Pr

θ ∈ In(α)
 = α + O(n−1/2) and Prθ ∈ Jˆm(α) = α + O(m−1/2).
(ii) If θ ∈ Θ0, then Pr

θ ∈ In(α)
 = α + O(n−1) and Prθ ∈ Jˆm(α) = α + Om−1 +mn−1.
4. Oracle bootstrap estimation
The oracle bootstrap is a particular type of the empirical likelihood bootstrap [8] and of the intentionally-biased
bootstrap [18] that adapts a parametric bootstrap proposed by Putter and van Zwet [22] to nonparametric setting. First, the
empirical distribution is embedded in a parametric family of weighted empirical distributions of the sample and then Putter
and van Zwet’s parametric bootstrap procedure is applied to this family. To construct the parametric family {Pˆυ : υ ∈ Rd}
associated with the smooth function model, we choose a vector of weights (w1, . . . , wn) to minimize−n−1ni=1 log(nwi),
the Kullback–Leibler divergence of (w1, . . . , wn) to the vector of uniformweights (n−1, . . . , n−1), subject to the constraintsn
i=1wiXi = υ ,
n
i=1wi = 1, andwi ≥ 0 for all i = 1, . . . , n. The solution of this constraint optimization problem coincides
with the empirical likelihood weights for testing the null hypothesis H0 : µ = υ [20]. If υ is not in the convex hull of X1:n,
then we arbitrarily take Pˆυ = Pˆn, where Pˆn is the empirical distribution of the sample.
Let µ˜n be a sequence of n1/2-consistent estimators of µ such that Pr

µ˜n ∈ S
 → 1 whenever µ ∈ S, i.e., µ˜n has the
‘‘oracle property’’ for the set S. A typical oracle bootstrap resample XĎ1:n = XĎ1 , . . . , XĎn is a sequence of n conditionally
i.i.d. random draws from Pˆµ˜n and µ˜n plays the role of µ in the oracle bootstrap world. Let θˆ
Ď
n = f (X¯Ďn ) and θ˜n = f (µ˜n)
be the oracle bootstrap versions of θˆn and θ , respectively, where X¯
Ď
n is the sample mean of the oracle bootstrap resample.
Then, L˜
θˆ
Ď
n
(x) = PrθˆĎn − θ˜n ≤ x|X1:n, F˜θˆĎn (x) = L˜θˆĎn (x/n1/2), and G˜θˆĎn (x) = L˜θˆĎn (x/n) are the oracle bootstrap versions
of Lθˆn(x), Fθˆn(x), and Gθˆn(x), respectively. Thus, the α level oracle bootstrap percentile upper confidence interval for θ is
I˜n(α) =
−∞, θˆn − L˜−1
θˆ
Ď
n
(1− α). Similarly, the oracle bootstrap percentile lower, equal-tailed, and symmetric confidence
intervals for θ are defined as I˜Ln(α) =

θˆn − L˜−1
θˆ
Ď
n
(α),∞, I˜ETn (α) = θˆn − L˜−1θˆĎn ((1 + α)/2), θˆn − L˜−1θˆĎn ((1 − α)/2), and
I˜Sn(α) =

θˆn − L˜′−1
θˆ
Ď
n
(α), θˆn + L˜′−1
θˆ
Ď
n
(α)

, respectively, where L˜′
θˆ
Ď
n
(x) = Pr|θˆĎn − θ˜n| ≤ x|X1:n.
Note that there are many estimators µ˜n which have the oracle property for the set S. For example, if S = {µ0} is a
singleton, let µ˜n = µ0 + (X¯n − µ0) ◦ I(|∇f (X¯n)| ≥ an), where ‘‘◦’’ is the component-wise vector to vector multiplication
(Hadamard product), I(|∇f (X¯n)| ≥ an) =

I(|∇f (X¯n)(j)| ≥ an) : j = 1, . . . , d

, an → 0 and n1/2an → ∞, e.g., an =
n−1/2 log(log(n)). Another option is to use a LASSO-type estimator which has the oracle property for the set S, such as an
adaptive LASSO-type estimator (see, e.g., [28]):
µ˜n = argmin
b

n
i=1
(Xi − b)T (Xi − b)+ λn
d
j=1
|X¯ (j)n − µ(j)0 |−1|b(j) − µ(j)0 |

,
where n−1/2λn → 0 and λn → ∞. If the non-empty set S is not a singleton, then for all ν ∈ S, let µ˜n,ν = ν + (X¯n − ν) ◦
I
|∇f (X¯n)| ≥ an. In the case of the adaptive LASSO estimator, let
µ˜n,ν = argmin
b

n
i=1
(Xi − b)T (Xi − b)+ λn
d
j=1
|X¯ (j)n − ν(j)|−1|b(j) − ν(j)|

.
Then, set µ˜n = µ˜n,νˆn , where νˆn = argminν∈S∥µ˜n,ν − X¯n∥2 and ∥ · ∥ is the Euclidean norm. Next theorem shows that the
oracle bootstrap upper confidence intervals are consistent over the entire parameter spaceΘ .
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Theorem 4. Assume that f is two times continuously differentiable and E(∥X∥2) < ∞. Then limn→∞ Pr(θ ∈ I˜n(α)) = α for
all θ ∈ Θ . 
Let An = ∩dj=1
|∇f (X¯n)(j)| ≥ n−r, where r ∈ (0, 1/2). Next lemma shows that if an = n−r and ∇f (µ)(j) ≠ 0 for
all j = 1, . . . , d, then there exists a constant c > 0 such that Pr(An) = 1 − O

exp(−cn1−2r). Since µ˜n = X¯n on An, it
follows that the oracle bootstrap and the standard bootstrap are equivalent except on an event of probability exponentially
small. If θ ∈ Θ0, next lemma shows that there exists a constant c > 0 such that Pr(Bn) = 1 − O

exp(−cn1−2r), where
Bn = {∥∇f (X¯n)∥∞ ≤ n−r} and ∥ · ∥∞ is the infinity norm. Therefore, ∇f (µ˜n) = 0 except on an event of probability
exponentially small.
Lemma 3. Suppose f is twice continuously differentiable, E
∥X∥2 < ∞, and log Eexp(tTX) < ∞ in a neighborhood of
0 ∈ Rd.
1. If ∇f (µ)(j) ≠ 0 for all j = 1, . . . , d, there exists c > 0 such that Pr(An) = 1− O

exp(−cn1−2r).
2. If θ ∈ Θ0, there exists a constant c > 0 such that Pr(Bn) = 1− O

exp(−cn1−2r). 
Suppose θ ∈ Θ \ Θ0. Similarly to the m-out-of-n bootstrap, under the conditions of Lemma 4, the following empirical
Edgeworth expansion of F˜ZĎn (x) holds:
F˜ZĎn (x) =

I(z ≤ x)1+ n−1/2p˜1n(z)+ n−1p˜2n(z)φΣ˜n(z)dz + OP(n−3/2), (3)
where ZĎn = n1/2(X¯Ďn − µ˜n), and given X1:n, φΣ˜n(z) is the conditional density of ZĎ ∼ N(0, Σ˜n), Σ˜n =
n
i=1 w˜i

Xi− µ˜n)(Xi−
µ˜n)
T , w˜i, i = 1, . . . , n, are the oracle bootstrap weights corresponding to Pˆµ˜n , p˜in(z) are odd/even polynomials in z for
odd/even i = 1, 2, the oracle bootstrap versions of p1(z) and p2(z) defined by (1). Let γ˜n = ∇f (µ˜n), Γ˜n = (1/2)∇2f (µ˜n) ∈
Rd×d, Ξ˜n = (Ξ˜1n, . . . , Ξ˜dn) ∈ Rd×d2 , Ξ˜in =

(1/3!)f˜ (ijk)n : j, k = 1, . . . , d
 ∈ Rd×d, Π˜n = (Π˜1n, . . . , Π˜dn) ∈ Rd×d3 ,
Π˜in = (Π˜i1n, . . . , Π˜idn) ∈ Rd×d2 , Π˜ijn =

(1/4!)f˜ (ijkl)n : k, l = 1, . . . , d
 ∈ Rd×d, and f˜ (i1···ik)n = f (i1···ik)(µ˜n), where k ≥ 2.
Let further F˜n(x) = Pr(γ˜ Tn ZĎ ≤ x|X1:n), H˜n(x) = E(p˜1n(ZĎ)I(γ˜ Tn ZĎ ≤ x)|X1:n), J˜n(x) = E(ZĎT Γ˜nZĎI(γ˜ Tn ZĎ ≤ x)|X1:n), G˜n(x) =
Pr

ZĎT Γ˜nZĎ ≤ x|X1:n

, K˜n(x) = E

p˜2n(ZĎ)I(ZĎT Γ˜nZĎ ≤ x)|X1:n

, M˜n(x) = E

p˜1n(ZĎ)ZĎT Ξ˜n(ZĎ ⊗ Id)ZĎI(ZĎT Γ˜nZĎ ≤ x)|X1:n

,
N˜n(x) = E

ZĎT Π˜n(Z˜Ď ⊗ Id2)(ZĎ ⊗ Id)ZĎI(ZĎT Γ˜nZĎ ≤ x)|X1:n

, and P˜n(x) = (1/2)E

(ZĎT Ξ˜n(ZĎ ⊗ Id)ZĎ)2I(ZĎT Γ˜nZĎ ≤ x)|X1:n

.
Next lemma gives the empirical Edgeworth and the empirical Cornish–Fisher expansions of Fˆ
θˆ
Ď
n
(x), Fˆ−1
θˆ
Ď
n
(α), Gˆ
θˆ
Ď
n
(x), and
Gˆ−1
θˆ
Ď
n
(α), respectively.
Lemma 4. Assume that f is five times continuously differentiable, E
∥X∥5 <∞, and lim sup∥t∥→∞ |E exp(itTX)| < 1.
(i) If θ ∈ Θ \ Θ0, then F˜θˆĎn (x) = F˜n(x) + n−1/2

H˜n(x) − J˜ ′n(x)
 + OP(n−1) and F˜−1
θˆ
Ď
n
(α) = F˜−1n (α) − n−1/2
F˜ ′n(F˜−1n (α))
−1H˜n(F˜−1n (α))− J˜ ′n(F˜−1n (α))+ OP(n−1);
(ii) If θ ∈ Θ0, then G˜θˆĎn (x) = G˜n(x) + n−1

K˜n(x) − M˜ ′n(x) − N˜ ′n(x) + P˜ ′′n (x)
 + OP(n−3/2) and G˜−1
θˆ
Ď
n
(α) = G˜−1n (α) −
n−1

G˜′n(G˜−1n (α))
−1K˜n(G˜−1n (α))− M˜ ′n(G˜−1n (α))− N˜ ′n(G˜−1n (α))+ P˜ ′′n (G˜−1n (α))+ OP(n−3/2). 
Bootstrap iteration is known to further reduce the size distortion of a bootstrap test, to further reduce the bias of an
estimator, and to further improve the coverage probability of a bootstrap confidence interval [3,17,10]. Bootstrap iteration is
usually used to estimate a parameter of the distribution of a statistical quantity defined in terms of a bootstrap estimator. For
example, to obtain a (coverage calibrated) iterated bootstrap confidence interval, one first estimates the coverage probability
of the bootstrap confidence interval using the iterated bootstrap, and then, the nominal level of the bootstrap confidence
interval is re-adjusted based on this estimate. Specifically, let XĎ1:n = XĎ1 , . . . , XĎn be an oracle bootstrap resample, and let
θˆn− L˜−1
θˆ
Ď
n
(1−α) be the α level oracle bootstrap percentile upper confidence limit, and let πn(α) = Pr

θ ≤ θˆn− L˜−1
θˆ
Ď
n
(1−α)
be the coverage probability of the confidence interval. A typical iterated oracle bootstrap corresponding to XĎ1:n is a collection
XĎĎ1:n = XĎĎ1 , . . . , XĎĎn of n conditionally i.i.d. draws from Pˆµ˜Ďn . Let θˆ
ĎĎ
n be the iterated oracle bootstrap version of θˆn. The iterated
oracle bootstrap estimate of πn(α) is π˜n(α) = Pr

θ˜n ≤ θˆĎn − L˜Ď−1
θˆ
ĎĎ
n
(1 − α)|X1:n

, where L˜Ď
θˆ
ĎĎ
n
(x) = PrθˆĎĎn − θ˜Ďn ≤ x|XĎ1:n.
Thus, the α level coverage calibrated confidence interval is I˜Ďn(α) =
−∞, θˆn − L˜−1
θˆ
Ď
n
(1 − π˜−1n (α))

. Similarly, the iterated
standard bootstrap and the m-out-of-n bootstrap confidence intervals are Iˆ∗n(α) =
−∞, θˆn − Lˆ−1
θˆ∗n
(1 − πˆ−1n (α))

and
Iˆ∗m(α) =
−∞, θˆn − (m/n)1/2Lˆ−1
θˆ∗m
(1 − πˆ−1m (α))

, respectively, where πˆn(α) = Pr

θˆn ≤ θˆ∗n − Lˆ∗−1θˆ∗∗n (1 − α)|X1:n

,
πˆm(α) = Pr

θˆn ≤ θˆ∗m − (l/m)1/2Lˆ∗−1θˆ∗∗l (1− α)|X1:n

, and l is the size of them-out-of-n bootstrap re-resample.
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Next theorem shows that iterated oracle bootstrap percentile confidence intervals are more accurate than their non-
iterated versions by an order of magnitude for large sample sizes.
Theorem 5. Assume that f is five times continuously differentiable, E
∥X∥5 <∞, and lim sup∥t∥→∞ | exp(itTX)| < 1.
(i) If θ ∈ Θ \Θ0, then Pr

θ ∈ I˜n(α)
 = α + O(n−1/2) and Prθ ∈ I˜Ďn(α) = α + O(n−1).
(ii) If θ ∈ Θ0, then Pr

θ ∈ I˜n(α)
 = α + O(n−1) and Prθ ∈ I˜Ďn(α) = α + O(n−3/2).
In practice, the bootstrap confidence bounds do not have closed form expressions, and thus, we usually approximate
them by Monte-Carlo methods. Specifically, let XĎ11:n, . . . , X
ĎB
1:n be B oracle bootstrap resamples, and let ℓ˜n,B(1 − α) denote
the (1 − α)Bth order statistic of (θˆĎbn − θ˜n), for b = 1, . . . , B, where θˆĎbn is the bootstrap version of θˆn on XĎb1:n. For
each b = 1, . . . , B, let XĎĎb11:n , . . . , XĎĎbC1:n be C iterated oracle bootstrap re-resamples and let ℓ˜Ďn,b,C (1 − α) denote the
(1 − α)Cth order statistic of (θˆĎĎbcn − θ˜Ďbn ), for c = 1, . . . , C , where θˆĎĎbcn is the bootstrap version of θˆn on XĎĎbc1:n . Since
L˜Ď−1
θˆ
ĎĎ
n
(1− α) ≤ (θˆĎn − θ˜n) ⇐⇒ (1− α) ≤ L˜Ď
θˆ
ĎĎ
n
(θˆ
Ď
n − θ˜n), π˜n(α) = 1− Pr

L˜Ď
θˆ
ĎĎ
n
(θˆ
Ď
n − θ˜n) < (1− α)|X1:n

. The Monte-Carlo
approximation of π˜n(α) is (see also, e.g., [11, p. 224])
π˜BCn (α) = 1− B−1
B
b=1
I

C−1
C
c=1
I(θˆĎĎbcn − θ˜Ďbn ≤ θˆĎbn − θ˜n) < (1− α)

.
Due to the parametric structure of the oracle bootstrap,we can use a bootstrap recycling algorithm to approximate π˜n(α).
Similar algorithms have been proposed by Newton and Geyer [19] for the parametric bootstrap. To this end, we generate C
independent oracle bootstrap resamples XĎ11:n, . . . , X
ĎC
1:n, and use the importance resampling identity to reweight the terms
of the Monte-Carlo approximations of the iterated bootstrap expectations as follows:
Pr

θˆĎĎn − θ˜Ďbn ≤ θˆĎbn − θ˜n|XĎb1:n

≃ C−1
C
c=1
I

θˆĎcn − θ˜Ďbn ≤ θˆĎbn − θ˜n
 dPˆ
µ˜
Ďb
n
(XĎc1:n)
dPˆµ˜n(X
Ďc
1:n)
= C−1
C
c=1
I

θˆĎcn − θ˜Ďbn ≤ θˆĎbn − θ˜n

w˜bc,
where
w˜bc =
n
i=1

w˜
Ďb
i
w˜i
m(c)i
, and m(c)i = #{j : XĎcj = Xi},
#A denotes the number of elements of a set A, w˜Ďbi and w˜i are the oracle bootstrap weights corresponding to Pˆµ˜Ďbn and Pˆµ˜n ,
respectively. Note that C−1
C
c=1 w˜bc
Pr−→ 1 as C →∞. For finite C , (C−1wbc : c = 1, . . . , C) are not validweights since some
bootstrap recycling estimates of π˜n(α)maybe greater than 1. A remedy to this problem is to use the following approximation
instead:
Pr

θˆĎĎn − θ˜Ďbn ≤ θˆĎbn − θ˜n|XĎb1:n

≃
C
c=1
I

θˆĎcn − θ˜Ďbn ≤ θˆĎbn − θ˜n

w¯bc,
where w¯bc = w˜bc/Cc=1 w˜bc . In fact, this version of the oracle bootstrap recycling algorithm is implemented in the
simulation study carried out in Section 6.
5. Local asymptotics
In this section, we study the large sample behavior of the bootstrap percentile confidence intervals when the mean
parameter vector is in a local neighborhood of the set of points of inconsistency of the standard bootstrap. Specifically,
assume that X1:nn = X1n, . . . , Xnn is a sample of n i.i.d. observations from a distribution Pn on Rd, such that E(X1n) = µn
and var(X1n) = Σ , where the local parameter µn is defined as µn = µ + hn−δ with δ > 0, µ ∈ S, and h ∈ Rd \ {0} is a
nonzero constant vector. The behavior of the bootstrap confidence intervals depends on how far is the local parameter from
S; specifically, we consider three cases for δ, namely δ < 1/2, δ = 1/2, and δ > 1/2.
Local parameters ‘‘close’’ to S. Consider first the case when δ > 1/2, that is, when the local parameter is ‘‘close’’ to S.
By a Taylor expansion of f (X¯n) about µn, since ∇f (µn) = O(n−δ), it follows that n(θˆn − θn) = ZTn Γ Zn + oP(1) and
n1/2∇f (X¯n) = 2Γ Zn + oP(1), where θn = f (µn) and Zn = n1/2(X¯n − µn). Similarly to the proof of Theorem 1, we obtain
lim
n→∞ Pr

θn ∈ Iˆn(α)
 = 1− PrZTΓ Z − F−1N(0,Σ)(1− α; Z) < 0,
and thus, the standard bootstrap upper percentile confidence interval is inconsistent.
84 M.C. Giurcanu / Journal of Multivariate Analysis 111 (2012) 78–93
Since m(θˆ∗m − θˆn) = m∇f (X¯n)T (X¯∗m − X¯n) + m(X¯∗m − X¯n)TΓ (X¯∗m − X¯n) + oP(1) and m1/2∇f (X¯n) = oP(1), it follows that
L

m(θˆ∗m − θˆn)|X1:nn
 Pr−→ L(ZTΓ Z). Hence Gˆ−1
θˆ∗m
(1− α) Pr−→ G−1(1− α), and sincedi=1 λi ≥ 0, we obtain
lim
n→∞ Pr

θn ∈ Iˆm(α)
 = 1− lim
n→∞ Pr

n(θˆn − θn)− (n/m)1/2Gˆ−1
θˆ∗m
(1− α) < 0 = 0.
Therefore, them-out-of-n bootstrap percentile upper confidence interval is inconsistent.
Since n1/2an → ∞, it follows that Pr
∥∇f (X¯n)∥∞ ≤ an → 1, and thus, G˜−1
θˆ
Ď
n
(α)
Pr−→ G−1(α) for all α ∈ (0, 1) (see, e.g.,
[14]). Therefore, limn→∞ Pr

θn ∈ I˜n(α)
 = 1− PrZTΓ Z − G−1(1− α) < 0 = α; hence, the oracle bootstrap confidence
interval is consistent.
Local parameters ‘‘moderately close’’ to S. Consider now the case when δ = 1/2, that is, when the local parameter is
‘‘moderately close’’ to S. By Taylor expansions, we have
n(θˆn − θn) = n1/2∇f (µn)TZn + ZTn Γ Zn + oP(1) = 2hTΓ Zn + ZTn Γ Zn + oP(1)
and n1/2∇f (X¯n) = 2Γ (Zn+ h)+ oP(1). Let GQ,h(x; z) = Pr

2(z+ h)TΓ Z + ZTΓ Z ≤ x, where Z ∼ Q. Similarly to the proof
of Theorem 1,
n(θˆn − θn)− ξˆn,1−α  2hTΓ Z + ZTΓ Z − G−1N(0,Σ),h(1− α; Z).
Therefore, limn→∞ Pr

θn ∈ Iˆn(α)
 = 1−Pr2hTΓ Z+ZTΓ Z−G−1N(0,Σ),h(1−α; Z) < 0 ≠ α; hence, the standard bootstrap
percentile upper confidence interval is inconsistent.
Since m(θˆ∗m − θˆn) = m∇f (X¯n)T (X¯∗m − X¯n) + m(X¯∗m − X¯n)TΓ (X¯∗m − X¯n) + oP(1) and m1/2∇f (X¯n) = oP(1), it follows that
Gˆ−1
θˆ∗m
(1− α) Pr−→ G−1(1− α). Hence, limn→∞ Pr

θn ∈ Iˆm(α)
 = 1− limn→∞ Prn(θˆn − θn)− (n/m)1/2Gˆ−1
θˆ∗m
(1− α) < 0 = 0.
Therefore, them-out-of-n bootstrap percentile upper confidence interval is inconsistent.
Since n1/2an → ∞, it follows that Pr
∥∇f (X¯n)∥∞ ≤ an → 1. Hence, G˜−1
θˆ
Ď
n
(α)
Pr−→ G−1(α) for all α ∈ (0, 1) [14], and
thus, it follows that Pr

θn ∈ I˜n(α)
 → 1 − Pr2hΓ Z + ZTΓ Z − G−1(1 − α) < 0 ≠ 0. Therefore, the oracle bootstrap
percentile upper confidence interval is inconsistent. This result is similar to Pötscher and Leeb’s impossibility result which
shows that, for non locally asymptotically equivariant estimators, pointwise consistent distribution function estimators are
not uniformly consistent [21, Theorem 15].
Local parameters ‘‘far’’ from S. Consider now the case when δ < 1/2, that is, when the local parameter is ‘‘far’’ from S. By
Taylor expansions, it follows that
n1/2+δ(θˆn − θn) = nδ∇f (µn)TZn + oP(1) = 2hTΓ Zn + oP(1)
and nδ∇f (X¯n) = 2Γ h + oP(1). Since n1/2+δ(θˆ∗n − θˆn) = n1/2+δ∇f (X¯n)T (X¯∗n − X¯n) + oP(1), it follows that L

n1/2+δ(θˆ∗n −
θˆn)|X1:nn
 Pr−→ L2hTΓ Z. Therefore,
lim
n→∞ Pr

θn ∈ Iˆn(α)
 = 1− lim
n→∞ Pr

n1/2+δ(θˆn − θn)− n1/2+δ Lˆ−1
θˆ∗n
(1− α) < 0 = α,
and thus, the standard bootstrap upper confidence interval is consistent.
Sincem1/2nδ(θˆ∗m − θˆn) = nδ∇f (X¯n)TZ∗m + oP(1), it follows thatL

m1/2nδ(θˆ∗m − θˆn)|X1:nn
 Pr−→ L2hTΓ Z. Hence
lim
n→∞ Pr

θn ∈ Iˆm(α)
 = 1− lim
n→∞ Pr

n1/2+δ(θˆn − θn)− nδm1/2Lˆ−1
θˆ∗m
(1− α) < 0 = α,
and thus, them-out-of-n percentile bootstrap upper confidence interval is consistent.
For simplicity, consider the case when an = n−1/2 log(log(n)) and h(i) ≠ 0 for all i = 1, . . . , d. Then Pr
|∇f (X¯n)(j)| ≥
an
 = Prnδ|∇f (X¯n)(j)| ≥ nδan → 1 for all j = 1, . . . , d. Hence, µ˜n = X¯n on events of probability going to one, and thus,
by the consistency of the standard bootstrap estimators, it follows that the oracle bootstrap percentile upper confidence
interval is consistent.
6. Empirical results
In this section, we present the results of a simulation study that describes the finite sample local behavior of the errors in
coverage probabilities of the bootstrap confidence intervals. Computations are done using R [23], the R package emplik [27]
is used to calculate the oracle bootstrap weights. The simulations were run on LITE’s Altix 4700 supercomputer (also called
the Beast), a Debian Linux cluster with 160 processing cores (80 dual-core Itanium 2, 1.6 GHz) and 4.1 Terabytes of main
memory.
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Fig. 1. Empirical coverage errors of the α = 0.95 level standard bootstrap (SB),m-out-of-n bootstrap (MNB), and oracle bootstrap (OB) percentile upper,
lower, equal-tailed, and symmetric confidence intervals for θ = ∥µ∥2 , whereµ = ε× (1, 1, 1)T , and the sample sizes are n = 50, 100, 200, 400, 800. The
m-out-of-n bootstrap sample size is set asm = ⌊n1/2⌋, and the oracle estimator of µ is µ˜n = X¯n ◦ I
|X¯n| ≥ n−1/2 log(log(n)).
The samples are generated from N(µ,Σ), where µ = ε × (1, 1, 1)T , with ε taking values on a grid on the interval (0, 1)
which is finer near 0, andΣ is given by
Σ =
 3.28 1.04 −0.49
1.04 2.22 0.43
−0.49 0.43 1.93

.
The bootstrap sample size of the m-out-of-n bootstrap is set as m = ⌊n1/2⌋, where ⌊·⌋ is the floor function, and the oracle
estimator used is µ˜n = X¯n ◦ I
|X¯n| ≥ n−1/2 log(log(n)). The simulation estimates of the errors in coverage probabilities
(empirical coverage errors) are calculated as the differences between the proportion of the bootstrap confidence intervals
that include the parameter θ and the nominal levels. For each sample size n = 50, 100, 200, 400, 800, we generated
S = 2000 samples, and for each simulated sample, B = 2000 resamples are generated to form the Monte-Carlo bootstrap
confidence intervals.
Fig. 1 gives the empirical coverage errors of the α = 0.95 level standard bootstrap, m-out-of-n bootstrap, and oracle
bootstrap percentile upper, lower, equal-tailed, and symmetric confidence intervals for θ = ∥µ∥2. The results of this
simulation study follow closely the theoretical results regarding the local asymptotic behavior of the bootstrap confidence
intervals. Specifically, the empirical coverage errors of the oracle bootstrap confidence intervals are smaller than those of
both the standard bootstrap and them-out-of-n bootstrap confidence intervals for local parameters which are ‘‘close’’ to 0.
Recall that, both the standard bootstrap and them-out-of-n bootstrap confidence intervals are inconsistent in this case. Note
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Fig. 2. Empirical coverage errors of the α = 0.95 level iterated standard bootstrap,m-out-of-n bootstrap, recycling oracle bootstrap, and oracle bootstrap
percentile upper, lower, and equal-tailed confidence intervals for θ = ∥µ∥2 , where µ = ε × (1, 1, 1)T , and the sample sizes are n = 50, 100, 200, 400.
Them-out-of-n bootstrap resample size is set asm = ⌊n1/2⌋, the iteratedm-out-of-n bootstrap re-resample size is l = ⌊m1/2⌋, and the oracle estimator of
µ is µ˜n = X¯n ◦ I
|X¯n| ≥ n−1/2 log(log(n)).
also that for moderately large local parameters, although the standard bootstrap outperforms them-out-of-n bootstrap and
the oracle bootstrap, the empirical coverage errors of all bootstrap confidence intervals are large even for large sample sizes.
Recall that all bootstrap estimators are inconsistent in this case. Finally, note that for local parameters far from0, the standard
bootstrap and the oracle bootstrap have similar coverage errors. The empirical coverage errors of them-out-of-n bootstrap
confidence intervals are the largest for all sample sizes and over the entire range of values of ε.
Fig. 2 gives the empirical coverage errors of theα = 0.95 level iterated standard bootstrap, iteratedm-out-of-n bootstrap,
iterated oracle bootstrap, and oracle bootstrap recycling percentile upper, lower, and equal-tailed confidence intervals. The
number of simulated samples is S = 1000, and for each generated sample of size n = 50, 100, 200, 400, we draw B = 499
bootstrap resamples and C = 499 bootstrap re-resamples to derive the Monte-Carlo approximations of the coverage
calibrated bootstrap confidence intervals, and we generated B = 999 and C = 999 oracle bootstrap resamples for the
oracle bootstrap recycling confidence intervals. The results of this simulation study show that the empirical coverage errors
of the iterated bootstrap confidence intervals are generally lower than those of their non-iterated versions. An important
aspect of the oracle bootstrap recycling algorithm is that it ismuch faster than any iterated bootstrap algorithm. For example,
for a sample of size n = 50, with B = 499 bootstrap resamples and C = 499 re-resamples, the oracle bootstrap recycling
confidence interval is derived in about 9 s compared to the iterated standard bootstrap confidence interval which is derived
in about 62 s on an Intel(R) Core(TM) Duo CPU @ 2.33 GHz and 2.8 Gb RAM. Table 1 presents the empirical coverage
probabilities of the α = 0.95 level bootstrap percentile upper confidence intervals for two values of the mean parameter
µ = (0, 0, 0) andµ = (0.1, 0.1, 0.1). Note that the empirical coverage errors of the iterated bootstrap confidence intervals
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Table 1
Coverage probabilities of the α = 0.95 level standard bootstrap (SB), iterated standard bootstrap (ISB), m-out-of-n bootstrap (MNB), iterated m-out-
of-n (IMNB), oracle bootstrap (OB), iterated oracle bootstrap (IOB), and recycling bootstrap (RB) upper confidence intervals when µ = (0, 0, 0) and
µ = (0.1, 0.1, 0.1). The sample sizes are n = 50, 100, 200, 400, the number of generated samples is S = 1000, the number of bootstrap resamples
is B = 499 and the number of iterated bootstrap re-resamples is C = 499.
n µ = (0, 0, 0)
SB MNB OB ISB IMNB IOB RB
50 0.977 0.868 0.949 0.967 0.874 0.957 0.952
100 0.985 0.846 0.963 0.970 0.861 0.952 0.941
200 0.983 0.798 0.952 0.970 0.840 0.935 0.947
400 0.979 0.736 0.957 0.968 0.841 0.945 0.944
µ = (0.1, 0.1, 0.1)
50 0.924 0.795 0.833 0.935 0.814 0.852 0.835
100 0.881 0.748 0.806 0.889 0.742 0.788 0.768
200 0.839 0.661 0.793 0.876 0.700 0.807 0.796
400 0.814 0.598 0.775 0.863 0.701 0.818 0.813
are smaller than the non-iterated versions for all sample sizes and for all values of the mean parameter vector (and thus,
also for parameter values close to 0.) This indicates that the iterated bootstrap might be a valid approach to inference in
non-regular models, aspect which was noticed in our theoretical results as well.
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Appendix
Proof of Theorem 1. Consider first the case when θ ∈ Θ \ Θ0. Since n1/2Lˆ−1
θˆ∗n
(1 − α) = Fˆ−1
θˆ∗n
(1 − α), it follows that
Pr

θ ∈ Iˆn(α)
 = 1 − Prn1/2(θˆn − θ) − Fˆ−1
θˆ∗n
(1 − α) < 0. Note that Fˆθˆ∗n (x) Pr−→ F(x) for all x ∈ R (see, e.g.,
[5]), where
Pr−→ denotes convergence in probability. Since F−1(α), the limiting quantile function, is continuous, it follows
that Fˆ−1
θˆ∗n
(1 − α) Pr−→ F−1(1 − α) for all α ∈ (0, 1) (see, e.g., [26, Lemma 21.1, p. 305]). Thus, by Slutsky’s theorem,
Pr

θ ∈ Iˆn(α)
→ α.
Consider now the case when θ ∈ Θ0. Note first that
Pr

θ ∈ Iˆn(α)
 = 1− Prn(θˆn − θ)− nLˆ−1
θˆ∗n
(1− α) < 0
= 1− Prn(X¯n − µ)TΓ (X¯n − µ)− ξˆn,1−α < 0+ o(1),
where ξˆn,1−α is the (1− α) quantile of the conditional distribution
L

2n(X¯n − µ)TΓ (X¯∗n − X¯n)+ n(X¯∗n − X¯n)TΓ (X¯∗n − X¯n)|X1:n

.
Let Pd be the space of distributions on Rd equipped with a metric that metrizes weak convergence (such as the Prohorov
metric), and let ϕ : Rd × Pd → R be given by ϕ(y,Q) = yTΓ y − F−1Q (1 − α; y), where F−1Q (α; y) = inf

x : Pr(2yTΓ X +
XTΓ X ≤ x) ≥ α, with X ∼ Q. It is an easy exercise to show that ϕ(yn,Qn) → ϕ(y,Q) for all yn → y and Qn → Q, with
F−1Q (·; y) continuous at (1− α). By the continuous mapping theorem (see, e.g., [7, Theorem 5.1]),
n(X¯n − µ)TΓ (X¯n − µ)− ξˆn,1−α  ZTΓ Z − F−1N(0,Σ)(1− α; Z).
Therefore, Pr

θ ∈ Iˆn(α)
→ 1− PrZTΓ Z − F−1N(0,Σ)(1− α; Z) < 0. 
Proof of Theorem 2. Suppose θ ∈ Θ \ Θ0. Note that m1/2Lˆ−1
θˆ∗m
(1 − α) = Fˆ−1
θˆ∗m
(1 − α). Since Fˆθˆ∗m(x)
Pr−→ F(x) for all x ∈ R
(see, e.g., [5]), Pr

θ ∈ Iˆm(α)
 = 1 − Prn1/2(θˆn − θ) − Fˆ−1
θˆ∗m
(1 − α) < 0 → α. Suppose that θ ∈ Θ0. Note that
mLˆ−1
θˆ∗m
(1− α) = Gˆ−1
θˆ∗m
(1− α) and Gˆθˆ∗m(x)
Pr−→ G(x) for all x ∈ R (see, e.g., [25, Theorem 1]). Since λj ≥ 0 for all j = 1, . . . , d, it
follows that Pr

θ ∈ Iˆm(α)
 = 1− Prn(θˆn − θ)− (n/m)1/2Gˆ−1
θˆ∗m
(1− α) < 0→ 0. 
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Proof of Corollary 1. If θ ∈ Θ , it readily follows that Pr(θ ∈ In(α)) → α. If θ ∈ Θ \ Θ0, then Pr

θ ∈ Jˆm(α)
 =
1−Prn1/2(θˆn−θ)− Fˆ−1
θˆ∗m
(1−α) < 0→ α. If θ ∈ Θ0, then Prθ ∈ Jˆm(α) = 1−Prn(θˆn−θ)− Gˆ−1
θˆ∗m
(1−α) < 0→ α. 
Proof of Lemma 1. Consider first the case when θ ∈ Θ \ Θ0. Letting Fn(z, w) denote the joint distribution function of
γ TZn, ZTn Γ Zn

, we obtain
Fθˆn(x) = Pr

γ TZn + n−1/2ZTn Γ Zn ≤ x
+ O(n−1) =  I(z ≤ x− n−1/2w)dFn(z, w)+ O(n−1)
=

I(z ≤ x)dFn(z, w)+

I(x,x−n−1/2w)(z)dFn(z, w)+ O(n−1)
= Prγ TZn ≤ x− n−1/2 ddxEZTn Γ ZnI(γ TZn ≤ x)+ O(n−1)
= Prγ TZ ≤ x+ n−1/2Ep1(Z)I(γ TZ ≤ x)− n−1/2 ddxEZTΓ ZI(γ TZ ≤ x)+ O(n−1),
where I(a,b)(x) = I(x ∈ (a, b)) if a < b and I(a,b)(x) = −I(x ∈ (b, a)) if b < a. Thus, Fθˆn(x) = F(x)+ n−1/2

H(x)− J ′(x)+
O(n−1). Let F−1
θˆn
(α) = F−1(α)+n−1/2g(α)+O(n−1) be the Cornish–Fisher expansion of F−1
θˆn
(α) (see, e.g., [15, p. 68]). By the
Taylor expansion, α = α + n−1/2F ′(F−1(α))g(α) + n−1/2H(F−1(α)) − J ′(F−1(α)) + O(n−1), and thus, the result follows
from g(α) = −F ′(F−1(α))−1H(F−1(α))− J ′(F−1(α)).
If θ ∈ Θ0, then, by the Taylor expansion, we have
n(θˆn − θ) = (1/2!)

ij
f (ij)Z (i)n Z
(j)
n + n−1/2(1/3!)

ijk
f (ijk)Z (i)n Z
(j)
n Z
(k)
n
+ n−1(1/4!)

ijkl
f (ijkl)Z (i)n Z
(j)
n Z
(k)
n Z
(l)
n + OP(n−3/2)
= ZTn Γ Zn + n−1/2ZTn

i
ΞiZ (i)n

Zn + n−1(1/4!)

i
Z (i)n

jkl
f (ijkl)Z (j)n Z
(k)
n Z
(l)
n + OP(n−3/2).
Therefore, it follows that
n(θˆn − θ) = ZTn Γ Zn + n−1/2ZTnΞ(Zn ⊗ Id)Zn + n−1ZTn

i
ΠiZ (i)n

(Zn ⊗ Id)Zn + OP(n−3/2)
= ZTn Γ Zn + n−1/2ZTnΞ(Zn ⊗ Id)Zn + n−1ZTnΠ(Zn ⊗ Id2)(Zn ⊗ Id)Zn + OP(n−3/2).
Similarly, it follows that
Pr

n(θˆn − θ) ≤ x
 = PrZTn Γ Zn + n−1/2ZTnΞ(Zn ⊗ Id)Zn + n−1ZTnΠ(Zn ⊗ Id2)(Zn ⊗ Id)Zn ≤ x+ O(n−3/2)
= PrZTn Γ Zn ≤ x− n−1/2 ddxEZTnΞ(Zn ⊗ Id)ZnI(ZTn Γ Zn ≤ x)
− n−1 d
dx
E

ZTnΠ(Zn ⊗ Id2)(Zn ⊗ Id)ZnI(ZTn Γ Zn ≤ x)

+ n−1(1/2) d
2
dx2
E

(ZTnΞ(Zn ⊗ Id)Zn)2I(ZTn Γ Zn ≤ x)
+ O(n−3/2).
Since

I

zT z ≤ x)q(z)φΣ (z)dz = 0 for any odd polynomial q(z), i.e., q(z) = −q(−z) (this follows readily by a change of
variable y = −z) by (1), we obtain
Pr

n(θˆn − θ) ≤ x
 =  I(zTΓ z ≤ x)φΣ (z)1+ n−1p2(z)dz
− n−1 d
dx

zTΞ(z ⊗ Id)zI(zTΓ z ≤ x)p1(z)φΣ (z)dz
− n−1 d
dx

zTΠ(z ⊗ Id2)(z ⊗ Id)zI(zTΓ z ≤ x)φΣ (z)dz
+ n−1(1/2) d
2
dx2
 
zTΞ(z ⊗ Id)z
2I(zTΓ z ≤ x)φΣ (z)dz + O(n−3/2).
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Therefore, Gθˆn(x) = G(x)+n−1

K(x)−M ′(x)−N ′(x)+P ′′(x)+O(n−3/2). Let G−1
θˆn
(α) = G−1(α)+n−1h(α)+O(n−3/2) be the
Cornish–Fisher expansion of the quantile function G−1
θˆn
(α). It follows that α = α+ n−1G′(G−1(α))h(α)+ n−1K(G−1(α))−
M ′(G−1(α))− N ′(G−1(α))+ P ′′(G−1(α))+ O(n−3/2), and thus, by h(α) = −G′(G−1(α))−1K(G−1(α))−M ′(G−1(α))−
N ′(G−1(α))+ P ′′(G−1(α)), we obtain the desired result. 
Proof of Lemma 2. Let θ ∈ Θ \Θ0. Sincem1/2(θˆ∗m − θˆn) = γˆ Tn Z∗m +m−1/2Z∗mT ΓˆnZ∗m + OP(m−1), we obtain
Fˆθˆ∗m(x) = Pr

γˆ Tn Z
∗
m +m−1/2Z∗mT ΓˆnZ∗m ≤ x|X1:n
+ OP(m−1)
=

I(z ≤ x)dFˆm(z, w)+

I(x,x−m−1/2w)(z)dFˆm(z, w)+ OP(m−1)
= Prγˆ Tn Z∗ ≤ x|X1:n+m−1/2Epˆ1n(Z∗)I(γˆ Tn Z∗ ≤ x)|X1:n
−m−1/2 d
dx
E

Z∗T ΓˆnZ∗I(γˆnTZ∗ ≤ x)|X1:n
+ OP(m−1),
where Fˆm(z, w) denotes the conditional joint distribution of

γˆ Tn Z
∗
m, Z
∗
m
T ΓˆnZ∗m

given X1:n. Therefore, Fˆθˆ∗m(x) = Fˆn(x) +
m−1/2

Hˆn(x)− Jˆ ′n(x)
+OP(m−1). Let Fˆ−1
θˆ∗m
(α) = Fˆ−1n (α)+m−1/2gˆn(α)+OP(m−1) be the empirical Cornish–Fisher expansion
of the quantile function Fˆ−1
θˆ∗m
(α). As before, α = α+m−1/2Fˆ ′n(Fˆ−1n (α))gˆn(α)+m−1/2

Hˆn(Fˆ−1n (α))− Jˆ ′n(Fˆ−1n (α))
+ OP(m−1),
and, by gˆn(α) = −

Fˆ ′n(Fˆ−1n (α))
−1Hˆn(Fˆ−1n (α))− Jˆ ′n(Fˆ−1n (α)), we obtain the desired result.
Consider now the case when θ ∈ Θ0. By a Taylor expansion, we have
m(θˆ∗m − θˆn) = m1/2γˆ Tn Z∗m + Z∗mT ΓˆnZ∗m +m−1/2Z∗mT

i
ΞˆinZ∗m
(i)

Z∗m + OP(m−1)
= Z∗mT ΓˆnZ∗m + (m/n)1/2n1/2γˆ Tn Z∗m +m−1/2Z∗mT Ξˆn(Z∗m ⊗ Id)Z∗m + OP(m−1),
where fˆ (i1...ik)n = f (i1...ik)(X¯n) for k ≥ 2, Ξˆin =

(1/3!)fˆ (ijk)n : j, k = 1, . . . , d
 ∈ Rd×d, Ξˆn = (Ξˆ1n, . . . , Ξˆdn) ∈ Rd×d2 . Since,
with probability one,

I

zT z ≤ x)qˆn(z)φΣˆn(z)dz = 0 for any odd polynomial qˆn(z), similarly to the proof of Lemma 1, we
obtain
Gˆθˆ∗m(x) = Pr

Z∗m
T
ΓˆnZ∗m + (m/n)1/2n1/2γˆ Tn Z∗m +m−1/2Z∗mT Ξˆn(Z∗m ⊗ Id)Z∗m ≤ x
+ OP(m−1)
=

I(zT Γˆnz ≤ x)φΣˆn(z)dz − n−1/2
d
dx

n1/2pˆ1n(z)γˆ Tn zI(z
T Γˆnz ≤ x)φΣˆn(z)dz
+OP(m−1 +mn−1).
Therefore, Gˆθˆ∗m(x) = Gˆn(x) − n−1/2Qˆ ′n(x) + OP(m−1 + mn−1). Let Gˆ−1θˆ∗m (α) = Gˆ
−1
n (α) + n−1/2hˆn(α) + OP(m−1 + mn−1) be
the Cornish–Fisher expansion of Gˆ−1
θˆ∗m
(α). By a Taylor expansion, we have hˆn(α) =

Gˆ′n(Gˆ−1n (α))
−1Qˆ ′n(Gˆ−1n (α)), and thus, we
obtain the desired result. 
Proof of Theorem 3. Consider first the casewhen θ ∈ Θ\Θ0.Without loss of generality, assume that (γˆ Tn Σˆnγˆn)1/2 = ϑ(X¯n),
where ϑ : Rd → R is two times continuously differentiable. This can be readily accomplished by extending the vectors
of observations X1, . . . , Xn with proper quantities and redefining the smooth function model problem (as well as the
corresponding regularity conditions) in termsof these extended vectors (see, e.g., [15, p. 52]). By a one-termTaylor expansion
of ϑ(X¯n) about µ, σˆn = σ + n−1/2ηTZn + OP(n−1/2), where σˆ 2n = γˆ Tn Σˆnγˆn, σ 2 = γ TΣγ , and η = ∇ϑ(µ). Note that
Fˆ−1n (1 − α) = σˆnΦ−1(1 − α) and F−1(1 − α) = σΦ−1(1 − α), where Φ(·) is the standard normal distribution function.
Therefore, Fˆ−1n (1− α) = F−1(1− α)+ OP(n−1/2), and by Lemma 1, we obtain
Pr

θ ∈ In(α)
 = 1− Prn1/2(θˆn − θ) < Fˆ−1n (1− α) = α + O(n−1/2).
Similarly, by Lemmas 1 and 2, we obtain
Pr

θ ∈ Jˆm(α)
 = 1− Prn1/2(θˆn − θ) < Fˆ−1
θˆ∗m
(1− α) = α + O(m−1/2).
Consider now the casewhen θ ∈ Θ0.Without loss of generality, assume that Σˆ1/2n ΓˆnΣˆ1/2n = κ(X¯n), where κ : Rd → Rd×d
is two times continuously differentiable. By a one-term Taylor expansion of κij(X¯n) aboutµ, where κij(X¯n) is the ijth entry of
κ(X¯n), we have κij(X¯n) = κij(µ)+ n−1/2∇κij(µ)TZn + OP(n−1). Letting Ψ =
∇κij(µ)T : i, j = 1, . . . , d ∈ Rd×d2 , we obtain
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Σˆ
1/2
n ΓˆnΣˆ
1/2
n = Σ1/2ΓΣ1/2 + n−1/2Ψ (Id ⊗ Zn)+ OP(n−1). Therefore,
Gˆn(x) = Pr

UT Σˆ1/2n ΓˆnΣˆ
1/2
n U ≤ x|X1:n

= PrUTΣ1/2ΓΣ1/2U + n−1/2UTΨ (Id ⊗ Zn)U ≤ x|X1:n+ OP(n−1)
= G(x)− n−1/2 d
dx
E

UTΨ (Id ⊗ Zn)UI(UTΣ1/2ΓΣ1/2U ≤ x)|X1:n
+ OP(n−1).
Hence Gˆn(x) = G(x)− n−1/2Tˆ ′(x, Zn)+ OP(n−1), where
Tˆ ′(x, Zn) = ddxE

UTΨ (Id ⊗ Zn)UI(UTΣ1/2ΓΣ1/2U ≤ x)|X1:n

.
By a Taylor expansion, we obtain Gˆ−1n (α) = G−1(α)+n−1/2

G′(G−1(α))
−1Tˆ ′(G−1(α), Zn)+OP(n−1), and thus, by Lemma 1,
Pr

θ ∈ In(α)
 = 1− Prn(θˆn − θ) < Gˆ−1n (1− α)
= 1− PrZTn Γ Zn + n−1/2ZTnΞ(Zn ⊗ Id)Zn < G−1(1− α)
+ n−1/2G′(G−1(1− α))−1Tˆ ′(G−1(1− α), Zn)+ O(n−1) = α + O(n−1).
Similarly, by Lemma 2, we have
Pr

θ ∈ Jˆm(α)
 = 1− Prn(θˆn − θ) < Gˆ−1
θˆ∗m
(1− α)
= 1− PrZTn Γ Zn + n−1/2ZTnΞ(Zn ⊗ Id)Zn < G−1(1− α)+ n−1/2G′(G−1(1− α))−1
× Tˆ ′(G−1(1− α), Zn)+ Qˆ ′n(G−1(1− α))+ O(m−1 +mn−1) = α + O(m−1 +mn−1). 
Proof of Theorem 4. Suppose θ ∈ Θ \Θ0. Note that F˜θˆĎn (x)
Pr−→ F(x) for all x ∈ R (see [14]); hence F˜−1
θˆ
Ď
n
(α)
Pr−→ F−1(α) for all
α ∈ (0, 1). Therefore, Prθ ∈ I˜n(α) = 1− Prn1/2(θˆn − θ)− F˜−1
θˆ
Ď
n
(1− α) < 0→ α. If θ ∈ Θ0, then G˜θˆĎn (x) Pr−→ G(x) for all
x ∈ R (see [14]), and thus, G˜−1
θˆ
Ď
n
(α)
Pr−→ G−1(α) for all α ∈ (0, 1). Therefore, Prθ ∈ I˜n(α) = 1−Prn(θˆn−θ)− G˜−1
θˆ
Ď
n
(1−α) <
0
→ α as n →∞. 
Proof of Lemma 3. Note first that, for n large enough, the following inclusion of events holds:
|∇f (X¯n)(j)| ≥ n−r ⊇∥∇f (X¯n) − ∇f (µ)∥∞ ≤ n−r ⊇ C∥X¯n − µ∥∞ ≤ n−r for all j = 1, . . . , d, where C = sup∥∇2f (ν)∥∞ : ν ∈
Rd, ∥ν − µ∥∞ ≤ 1

. It thus follows that
lim inf
n→∞ Pr(An) ≥ lim infn→∞ Pr(C∥X¯n − µ∥∞ ≤ n
−r).
By a large deviation result for the sample mean (see, e.g., [12, Theorem 3.7.1, p. 94]), it follows that there exists a c > 0 such
that Pr

C∥X¯n − µ∥∞ ≥ n−r
 = Oexp(−cn1−2r). Therefore, we obtain that Pr(An) = 1 − Oexp(−cn1−2r). Similarly, if
θ ∈ Θ0, it follows that
∥∇f (X¯n)∥∞ ≤ n−r ⊇ C∥X¯n − µ∥∞ ≤ n−r, and by the large deviation for the sample mean, it
thus follows that Pr(Bn) = 1− O

exp(−cn1−2r). 
Proof of Lemma 4. Consider first the case when θ ∈ Θ \ Θ0. Note that n1/2(θˆ∗n − θ˜n) = γ˜ Tn ZĎn + n−1/2ZĎTn Γ˜nZĎn + OP(n−1).
Similarly to the proof of Lemma 2, we obtain
F˜
θˆ
Ď
n
(x) = Prγ˜ Tn ZĎ ≤ x|X1:n+ n−1/2Ep˜1n(ZĎ)I(γ˜ Tn ZĎ ≤ x)|X1:n
− n−1/2 d
dx
E

ZĎT Γ˜nZĎI(γ˜ Tn Z
Ď ≤ x)|X1:n
+ OP(n−1).
Therefore, F˜
θˆ
Ď
n
(x) = F˜n(x) + n−1/2

H˜n(x) − J˜ ′n(x)
 + OP(n−1) and thus, we obtain F˜−1
θˆ
Ď
n
(α) = F˜−1n (α) −
n−1/2

F˜ ′n(F˜−1n (α))
−1H˜n(F˜−1n (α))− J˜ ′n(F˜−1n (α))+ OP(n−1).
Consider now the case when θ0 ∈ Θ0. By a Taylor expansion of f (X¯Ďn ) about µ˜n,
n(θˆĎn − θ˜n) = ZĎTn Γ˜nZĎn + n−1/2ZĎTn Ξ˜n(ZĎn ⊗ Id)ZĎn + n−1ZĎTn Π˜n

ZĎn ⊗ Id2)(ZĎn ⊗ Id)ZĎn + OP(n−3/2).
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Since, with probability one,

I

zT z ≤ x)q˜n(z)φΣ˜n(z)dz = 0 for any odd polynomial q˜n(z),
Pr

n(θˆĎn − θ˜n) ≤ x|X1:n
 =  I(zT Γ˜nz ≤ x)φΣ˜n(z)1+ n−1p˜2n(z)dz
− n−1 d
dx

zT Ξ˜n(z ⊗ Id)zI(zT Γ˜nz ≤ x)p˜1n(z)φΣ˜n(z)dz
+ n−1(1/2) d
2
dx2

(zT Ξ˜n(z ⊗ Id)z)2I(zT Γ˜nz ≤ x)φΣ˜n(z)dz
− n−1 d
dx

zT Π˜n(z ⊗ Id2)(z ⊗ Id)zI(zT Γ˜nz ≤ x)φΣ˜n(z)dz + OP(n−3/2).
Therefore, G˜
θˆ
Ď
n
(x) = G˜n(x)+n−1

K˜n(x)−M˜ ′n(x)− N˜ ′n(x)+ P˜ ′′n (x)
+OP(n−3/2). Let G˜−1
θˆ
Ď
n
(α) = G˜−1n (α)+n−1h˜n(α)+OP(n−3/2)
be the Cornish–Fisher expansion of G˜−1
θˆ
Ď
n
(α). It follows that α = α+n−1G˜′n(G˜−1n (α))h˜n(α)+n−1

K˜n(G˜−1n (α))−M˜ ′n(G˜−1n (α))−
N˜ ′n(G˜−1n (α))+ P˜ ′′n (G˜−1n (α))
+OP(n−3/2), and thus, by h˜n(α) = −G˜′n(G˜−1n (α))−1K˜n(G˜−1n (α))−M˜ ′n(G˜−1n (α))− N˜ ′n(G˜−1n (α))+
P˜ ′′n (G˜−1n (α))

, we obtain the desired result. 
Proof of Theorem 5. Consider first the casewhen θ ∈ Θ\Θ0.Without loss of generality, assume that σ˜n = ω(X¯n)+OP(n−1),
whereω : Rd → R is two times continuously differentiable. Therefore, σ˜n = σ+n−1/2ϖ TZn+OP(n−1), whereϖ = ∇ω(µ).
Since F˜−1n (1−α) = σ˜nΦ−1(1−α) and F−1(1−α) = σΦ−1(1−α), it follows that F˜−1n (1−α) = F−1(1−α)+n−1/2Φ−1(1−
α)ϖ TZn + OP(n−1). By Lemmas 1 and 4, F˜−1
θˆ
Ď
n
(1− α) = F−1
θˆn
(1− α)+ n−1/2Φ−1(1− α)ϖ TZn + OP(n−1). Therefore,
Pr

θ ∈ I˜n(α)
 = 1− Prn1/2(θˆn − θ) < F˜−1
θˆ
Ď
n
(1− α)
= 1− Prγ TZn + n−1/2ZTn Γ Zn < F−1θˆn (1− α)+ n−1/2Φ−1(1− α)ϖ TZn+ O(n−1)
= α − n−1/2Φ−1(1− α)R′(F−1(1− α))+ O(n−1) = α + OP(n−1/2),
where R = E(ϖ TZI(ηTZ ≤ x)). Note further that
Pr

θ ∈ I˜Ďn(α)
 = Prθ ≤ θˆn − L˜−1
θˆ
Ď
n
(1− π˜−1n (α))
 = 1− Prn1/2(θˆn − θ) < F˜−1
θˆ
Ď
n
(1− π˜−1n (α))

.
By Lemma 4, F˜ Ď−1
θˆ
ĎĎ
n
(1 − α) = F˜ Ď−1n (1 − α) − n−1/2

F ′(F−1(1 − α))−1H(F−1(1 − α)) − J ′(F−1(1 − α)) + OP(n−1), and
since F˜ Ď−1n (1−α) = F˜−1n (1−α)+ n−1/2Φ−1(1−α)ϖ TZĎn +OP(n−1), we have F˜ Ď−1θˆĎĎn (1−α) = F˜
−1
θˆ
Ď
n
(1−α)+ n−1/2Φ−1(1−
α)ϖ TZĎn + OP(n−1). Therefore,
π˜n(α) = 1− Pr

n1/2(θˆĎn − θ˜n) < F˜ Ď−1θˆĎĎn (1− α)|X1:n

= 1− Prγ˜ Tn ZĎn + n−1/2ZĎTn Γ˜nZĎn < F˜−1θˆĎn (1− α)+ n−1/2Φ−1(1− α)ϖ TZĎn |X1:n+ OP(n−1)
= α − n−1/2Φ−1(1− α)R′(F−1(1− α))+ OP(n−1) = πn(α)+ OP(n−1).
Hence π˜−1n (α) = π−1n (α)+ OP(n−1), and thus by Lemmas 1 and 4, F˜−1θˆĎn (1− π˜
−1
n (α)) = F−1θˆn (1− π
−1
n (α))+ n−1/2Φ−1(1−
α)ϖ TZn + OP(n−1). Therefore,
Pr

θ ∈ I˜Ďn(α)
 = 1− Prn1/2(θˆn − θ) < F˜−1
θˆ
Ď
n
(1− π˜−1n (α))

= 1− Prγ TZn + n−1/2ZTn Γ Zn < F−1θˆn (1− π−1n (α))+ n−1/2Φ−1(1− α)ϖ TZn+ O(n−1)
= 1− (1− π−1n (α))− n−1/2Φ−1(1− α)R′(F−1(1− α))+ O(n−1) = α + O(n−1).
Consider now the casewhen θ ∈ Θ0. Without loss of generality, assume as before that Σ˜1/2n Γ˜nΣ˜1/2n = ϱ(X¯n)+OP(n−3/2),
where ϱ : Rd → Rd×d is twice continuously differentiable. By the Taylor expansion of ϱ(X¯n) about µ, it follows that
Σ˜
1/2
n Γ˜
1/2
n Σ˜
1/2
n = Σ1/2Γ 1/2Σ1/2 + n−1/2∆(Id ⊗ Zn) + n−1(Id ⊗ ZTn )Λ(Id ⊗ Zn) + OP(n−3/2), where ∆ =
∇ϱij(µ)T : i, j =
1, . . . , d
 ∈ Rd×d2 andΛ = (1/2)∇2ϱij(µ) : i, j = 1, . . . , d ∈ Rd2×d2 . Therefore,
G˜n(x) = Pr

UT Σ˜1/2n Γ˜nΣ˜
1/2
n U ≤ x|X1:n
 = PrUTΣ1/2ΓΣ1/2U + n−1/2UT∆(Id ⊗ Zn)U
+ n−1UT (Id ⊗ ZnT )Λ(Id ⊗ Zn)U ≤ x|X1:n
+ OP(n−3/2)
= G(x)− n−1/2Aˆ′(x, Zn)+ n−1Bˆ′′(x, Zn)− n−1Cˆ ′(x, Zn)+ OP(n−3/2),
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where Aˆ(x, Zn) = E

UT∆(Id ⊗ Zn)UI(UTΣ1/2ΓΣ1/2U ≤ x)|X1:n

, Bˆ(x, Zn) = (1/2)E

(UT∆(Id ⊗ Zn)U)2I(UTΣ1/2ΓΣ1/2U ≤
x)|X1:n

, Cˆn(x, Zn) = E

UT (Id ⊗ ZTn )Λ(Id ⊗ Zn)UI(UTΣ1/2ΓΣ1/2U ≤ x)|X1:n

. Thus, G˜−1n (α) = G−1(α) +
G′(G−1(α))
−1n−1/2Aˆ′(G−1(α), Zn)− n−1Bˆ′′(G−1(α), Zn)+ n−1Cˆ ′(G−1(α), Zn)+ OP(n−3/2). Therefore,
Pr

θ ∈ I˜n(α)
 = 1− Prn(θˆn − θ) < G˜−1
θˆ
Ď
n
(1− α)
= α − n−1G′(G−1(1− α))−1A′(G−1(1− α))− D′′(G−1(1− α))
− B′(G−1(1− α))+ C ′(G−1(1− α))+ O(n−3/2) = α + OP(n−1),
where A(x) = E(Aˆ′(G−1(1 − α), Z)p1(Z)I(ZTΓ Z ≤ x)), B(x) = E(Bˆ′′(G−1(1 − α), Z)I(ZTΓ Z ≤ x)), C(x) = E(Cˆ ′(G−1(1 −
α), Z)I(ZTΓ Z ≤ x)), D(x) = (1/2)E((Aˆ′(G−1(1 − α), Z))2I(ZTΓ Z ≤ x)). By Lemma 4, G˜−1
θˆ
ĎĎ
n
(1 − α) = G˜Ď−1n (1 − α) −
n−1

G′(G−1(1 − α))−1K(G−1(1 − α)) − M ′(G−1(1 − α)) − N ′(G−1(1 − α)) + P ′′(G−1(1 − α)) + OP(n−3/2), where
G˜Ďn(x) = Pr

UT Σ˜Ďn Γ˜
Ď
n Σ˜
Ď
nU ≤ x|XĎ1:n

, XĎ1:n is an oracle bootstrap resample, and U ∼ N(0, I) is independent of XĎ1:n. As before,
it follows that G˜Ď−1n (1 − α) = G˜−1n (1 − α) +

G′(G−1(1 − α))−1n−1/2Aˆ′(G−1(1 − α), ZĎn ) − n−1Bˆ′′(G−1(1 − α), ZĎn ) +
n−1Cˆ ′(G−1(1− α), ZĎn )
+ OP(n−3/2), and thus,
π˜n(α) = 1− Pr

n(θˆĎn − θ˜n) < G˜−1θˆĎĎn (1− α)|X1:n

= 1− Prn(θˆĎn − θ˜n) < G˜−1θˆĎn (1− α)+ G′(G−1(1− α))−1n−1/2Aˆ′(G−1(1− α), ZĎn )
− n−1Bˆ′′(G−1(1− α), ZĎn )+ n−1Cˆ ′(G−1(1− α), ZĎn )|X1:n
+ OP(n−3/2)
= α − n−1G′(G−1(1− α))−1A′(G−1(1− α))− D′′(G−1(1− α))− B′(G−1(1− α))
+ C ′(G−1(1− α))+ OP(n−3/2) = πn(α)+ OP(n−3/2).
Therefore, π˜−1n (α) = α + n−1

G′(G−1(1 − α))−1A′(G−1(1 − α)) − D′′(G−1(1 − α)) − B′(G−1(1 − α)) + C ′(G−1(1 −
α))
 + OP(n−3/2) = π−1n (α) + OP(n−3/2). By Lemmas 1 and 4, G˜−1θˆĎn (1 − π˜−1n (α)) = G−1θˆn (1 − π−1n (α)) + G′(G−1(1 −
α))
−1n−1/2Aˆ′(G−1(1− α), Zn)− n−1Bˆ′′(G−1(1− α), Zn)+ n−1Cˆ ′(G−1(1− α), Zn)+ OP(n−3/2). Finally, we obtain
Pr

θ ∈ I˜Ďn(α)
 = 1− Prn(θˆn − θ) < G˜−1
θˆ
Ď
n
(1− π˜−1n (α))

= 1− Prn(θˆn − θ) < G−1
θˆn
(1− π−1n (α))+

G′(G−1(1− α))−1n−1/2Aˆ′(G−1(1− α), Zn)
− n−1Bˆ′′(G−1(1− α), Zn)+ n−1Cˆ ′(G−1(1− α), Zn)
+ O(n−3/2)
= 1− (1− π−1n (α))− n−1

G′(G−1(1− α))−1A′(G−1(1− α))− D′′(G−1(1− α))
− B′(G−1(1− α))+ C ′(G−1(1− α))+ O(n−3/2) = α + O(n−3/2). 
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