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Abstract—This work presents a new adaptation of the dis-
crete particle swarm optimization method applied to the FPGA
placement problem, a crucial and time-consuming step in the
FPGA synthesis flow. We evaluate the performance of the new
optimizer against the existing version by embedding them into a
publicly available FPGA placer LIQUID to replace the simulated
annealing-based optimizer used for the hard block optimization.
The benchmark testing using Titan23 circuits shows the runtime
efficiency of the new optimizer with comparable post-routed
results as those of LIQUID using simulated annealing.
Index Terms—particle swarm optimization, discrete optimiza-
tion, placement, FPGA synthesis
I. INTRODUCTION
Particle swarm optimization (PSO) is introduced by Eber-
hart and Kennedy in 1995, inspired by the bird flocking
in searching food [1]. It has been widely used in solving
various optimization problems since its introduction [2]. FPGA
placement is a time-consuming step in the FPGA synthesis
flow [3]. It aims at properly placing connected blocks (i.e.
CLB, DSP, and RAM blocks) onto physical sites of an FPGA
while minimizing the circuit’s total wirelength and critical path
delay. Due to the discrete nature of FPGA architectures, the
placement becomes a discrete optimization problem. The base
PSO algorithm, unfortunately, assumes continuous variables
targeting continuous optimization problems. Discrete varia-
tions on the PSO algorithm have therefore been developed,
typically based on the concept of the swap operator and the
swap sequence [4], as in a state-of-the-art work on the discrete
PSO for FPGA placement [5].
In this work, we focus on the swap operator-based discrete
PSO. By introducing a new learning strategy using a dynamic
probability indicator, a cost-based evolutionary factor and self-
adaptive learning factors, we develop a new and fast optimizer
for the FPGA placer.
The remainder of this paper is organized as follows. The
swap operator-based discrete PSO as the background is de-
scribed in section II, with our motivations given. Section III
is focused on the proposed adaptation, while the benchmark
testing is given in section IV. Finally, conclusions are drawn
in section V.
This work is supported by a CSC Grant and the Special Research
Fund (BOF) of Ghent University.
II. BACKGROUND
A. Swap Operator-based PSO
In the swap operator-based PSO applied to FPGA place-
ment, a swarm of N particles represents candidate solutions
of how the blocks are placed. The ith particle is associated
with two vectors, the position vector Xi that is represented by
a list of block indices indicating an arrangement of the blocks
on physical locations of the FPGA, and the velocity vector Vi
which indicates a sequence of swaps of the blocks [5].
The ith particle is able to remember the best posi-
tion (pbesti) it has found with the lowest placement cost.
All the particles can share information about their search,
resulting in the global best position (gbest) of the swarm.
These two best positions are updated according to (1) and (2),
respectively, assuming that the problem is a minimization of
a specialized function f .
pbestt+1i =
{
pbestti, if f(X
t+1
i ) ≥ f(pbestti)
Xt+1i , if f(X
t+1
i ) < f(pbest
t
i)
(1)
gbestt+1 = argmin
pbestt+1i
f(pbestt+1i ),∀i ∈ {0, 1, ..., N − 1} (2)
In each iteration t, the ith particle not only relies on itself
but also learns from its pbestti and the gbest
t to update its
vectors:
V t+1i = ω ∗ V ti + c1 ∗ r1 ∗ (pbestti −Xti )
+c2 ∗ r2 ∗ (gbestt −Xti )
(3)
Xt+1i = X
t
i + V
t+1
i (4)
where ω is the inertia weight indicating the impact of the
particle’s previous velocity on its new velocity, c1 and c2 are
the learning factors representing the attraction of the personal
success and the success of the whole swarm to the particle,
respectively, r1 and r2 are two independent random numbers
uniformly distributed within [0, 1]. The redefinition of the
addition and subtraction operators can be found in [4].
Take the placement of six blocks onto a column with eight
sites as an example. From left to right, Fig. 1 shows the
construction of one particle’s position using integer coding, its
position update and the decoding of its position to the blocks’978-1-7281-1201-5/19/$31.00 ©2019 IEEE
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Fig. 1. The construction of a particle’s position, its position update and the
decoding of its position to the blocks’ placement in one FPGA column.
placement, where if a location is free, a value of -1 is set
for the corresponding element in the particle’s position vector
and vice versa. The top-down three parts of the new velocity
split by the red dash lines are what the particle learns from its
inertia, its best position and the globally best position of the
whole swarm.
B. Motivation
As mentioned above, the existing swap operator-based PSO
uses the original learning strategy (3). Grabbing all informa-
tion simultaneously is a simple and appealing learning strategy.
However, it is not necessarily an efficient way for the particles
to make use of successful information.
For one thing, the particle would be subjected to the
searching behavior of taking two steps forward and one step
back, due to the fact that the improvement of the solution
represented by one exemplar may be deteriorated by the other.
For another thing, simply summing up all information learned
from a particle’s inertia, its pbest and the gbest can cause
an undesirable result when the three components have swap
conflicts for the same blocks, resulting in an unexpected swap
of the blocks. Thus the search ability of each particle will
suffer a lot leading to a delayed convergence of the algorithm.
Therefore, priorities of the learning models should be set.
Our motivations are: i) to solve the aforementioned problem
existing in the swap operator-based discrete PSO applied to
FPGA placement; ii) to explore the runtime efficiency of PSO
in the modern FPGA placement; iii) to provide a new way of
thinking about applying PSO-based algorithms to the physical
synthesis flow of circuits.
III. PROPOSED ADAPTATION
In this section, we describe our modifications to the existing
discrete PSO to develop a modified discrete adaptive particle
swarm optimizer (MODA-PSO) for the hard block optimiza-
tion in FPGA placement. The hard blocks, i.e. DSP and RAM
blocks, are distributed in discrete columns of FPGAs.
A. Cost Function
To formulate the optimization problem of FPGA placement
using PSO, we first present the necessary definitions of the cost
function cost, which is in consistent with current requirements
of modern placers. It is formulated by summing up the wire
length cost Cwl and timing cost Ctiming of a certain placement
solution, as shown by (5), similar as in [6]. The goal of the
placement is to minimize the function.
cost = Cwl + Ctiming (5)
The wire length cost Cwl is estimated by the sum of the
half-perimeter wire length (HPWL) of each net’s bounding box
weighted by a factor q(net), which depends on the number of
terminals of the net.
Cwl =
∑
net∈cNets
q (net) ·HPWL (net) (6)
where cNets denotes all unique nets involved with the blocks
to be placed in one hard block column.
The timing cost Ctiming is evaluated as the total cost of all
critical connections:
Ctiming =
∑
con∈cConns
wcon · δcon (7)
where cConns represents all critical connections involved
with the blocks, δcon denotes the Manhattan distance between
the two blocks of the connection con, and wcon means the
weight of the connection, which is evaluated based on the
delay of the connection and a threshold to judge the criticality
of the connection [6].
B. Modified Learning Strategies
In the proposed MODA-PSO, at each iteration during the
course of optimization, the ith particle chooses a single search
strategy from three categories: learning from pbest, learning
from gbest and perturbation by its inertia, lead by an indicator
of a dynamic probability pti. The modified velocity update rule
is given below:
V t+1i =

c1 ∗ r1 ∗ (pbestti −Xti ), if p1 < pti 6 1
c2 ∗ r2 ∗ (gbestt −Xti ), if p2 < pti 6 p1
ω ∗ V ti , if 0 6 pti 6 p2
(8)
where p1 and p2 are the introduced parameters indicating
how much the chances are for the particles to learn from
its own best experience, the global best experience of the
swarm and perturbation by its inertia. The main consideration
of involving the perturbation component is to reduce possible
search stagnation of particles.
C. Cost-based Evolutionary Factor
It is hard to choose an exact number of optimization
iterations that can balance the runtime and the performance
of PSO in the placement problem of today’s large FPGAs.
The PSO algorithms in the state-of-the-art work [5] perform
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Fig. 2. Evolutionary factor and the swarm distribution along iterations
the same number of function evaluations performed by VPR
for each circuit.
In order to have a global view of the evolutionary status
of the MODA-PSO and make a more flexible stop criterion
based on the optimization status instead of an exact number
of iterations, we introduce a cost-based evolutionary factor to
the discrete PSO, inspired by [7], where the swarm distribu-
tion information is formulated based on an Euclidian metric.
Firstly, taking into account the particles’ distribution over the
cost space, a mean distance of the ith particle to all the other
particles is calculated in each iteration t, given in:
dti =
1
N − 1 ·
N−1∑
j=0,j 6=i
∣∣costti − costtj∣∣ (9)
with N denoting the swarm size.
Take the mean distance of the globally best particle as dtgb.
It is reasonable to expect that dgb would be minimal when the
optimizer goes to the later iterations, since other particles tend
to cluster at the globally best position gbest of the swarm. In
contrast, this mean distance would be larger in early stages,
because particles most likely scatter over the cost space. Then
the evolutionary factor fe at iteration t is calculated as:
f te =
dtgb − dtmin
dtmax − dtmin + 
∈ [0, 1] (10)
where  is equal to e−9 to avoid an invalid division, dtmax
and dtmin are the maximum and minimum of all the mean
distances of the whole swarm, respectively. It is clear that fe
is relatively large if the particles are scattered and becomes
relatively small when particles cluster to the globally best one
of the swarm, as shown in Fig. 2.
D. Self-adaptation of Parameters
The inertia weight ω in MODA-PSO is used to control how
much perturbation the particle will accept due to its previous
velocity. It is preferable to set a large value of ω in earlier
iterations to benefit the search of the particles and a small one
in later stages for the sake of the swarm’s stability, sharing
a similar spirit as in [8]. In this work, ω changes over the
evolutionary factor fitting a sigmoid function:
ωt =
1
1 + 1.5e−2.6fe
(11)
For the learning factors c1 and c2, an adaptation based on the
evolutionary factor is also introduced. That is, a larger c1 and
a smaller c2 are set at early stages to benefit the global search
and the reverse happens during the search to enhance the
convergence of particles to the gbest of the swarm. The reverse
is controlled by the difference between the evolutionary factor
fe and inertia weight ω. The adaptive strategies of these two
coefficients are formulated as follows:
ct1 = c0 + ω
t ∗ (f te − ωt) (12)
ct2 = c0 − ωt ∗ (f te − ωt) (13)
with c0 indicating the initial value of the two learning factors.
IV. BENCHMARK TESTING
A. Experiment Setup
The proposed MODA-PSO in this work is embedded into
the analytical placer LIQUID with a single-threaded imple-
mentation by replacing the SA-based optimizer that is used
for the optimization of hard block columns. We keep the fact
that MODA-PSO starts from the same legalized solution as
the SA-based approach in [6], by initializing one particle of
the swarm as the legalized solution of the column obtained
from a greedy assignment. Other particles’ position vectors
are initialized randomly. All particles’ velocities are initialized
to null, since there is no information indicating the swaps that
should be performed at the initialization stage. The remaining
parameters are set as below.
The swarm size N and the two introduced parameters of the
modified velocity updating rule in (8) are evaluated empirically
to gain a balanced trade-off between the optimization runtime
and the quality of optimized results. N is set dynamically
according to the number of the blocks nb as N = nb∗0.05+5,
by fitting the optimum swarm size linearly against nb, while
p1 is set to 0.75 and p2 is set to 0.25. The initial value for
the learning factors in (13) and (12) is initialized as c0 = 2.05
to bound ct1 and c
t
2 as c
t
1 + c
t
2 = 4.1, which is a common
value [9].
To explore the impact of the modifications we have pro-
posed, we also implement two versions of the original discrete
PSO. One is using the original learning rule and the same
parameters as in [5] named DPSO-I. The other is with the
original rule while parameters are set as mentioned above in
this work named DPSO-II.
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Fig. 3. Runtime speedup obtained by the MODA-PSO
For the PSO algorithms, an adaptive stop criterion controller
similar to the SA-based optimizer is built. Unlike that of [6],
it is not based on the placement cost but on a characteristic
value of the evolutionary factor fe, which is evaluated as the
ratio of its maximum to its minimum (plus 1 to avoid invalid
division) in an interval of PSO iterations. The characteristic
value is set to decrease exponentially through the outer-level
iterations of the LIQUID placement flow.
B. Benchmarking Methodology
The modern Titan23 benchmarks [3] and a detailed model
of Altera’s Stratix IV architecture are used. The circuits
are packed by VPR 7.0.7 [10], placed by LIQUID with
different optimizers and finally routed by VPR 7.0.7. For
fair comparison, the channel width stays the same for the
same design when placed by LIQUID with different optimiza-
tion methods (i.e. SA, DPSO-I, DPSO-II, and MODA-PSO).
All experiments of the circuit placement are performed 15
times on an Intel E5-2660v3@2.6GHz based workstation with
128GB memory.
C. Experimental Results
We evaluate the different optimizers in terms of both the
optimizer runtime and the post-routed results of the placer
LIQUID. Post-routed results include the total wirelength and
the final critical path delay of the circuits. Due to the page
limitation, we only present the overall speedup in optimization
runtime obtained by the MODA-PSO, shown circuit-by-circuit
in Fig. 3. The runtime speedup of each circuit is defined
as the quotient of the runtime of other optimizer runtime to
the runtime of the MODA-PSO optimizer. Table I shows the
geometric mean of the ratios on the post-routed results over
the circuits in Fig. 3, taking the results of LIQUID using SA
as the baseline.
From Fig. 3 and Table I, it can be seen that the proposed
MODA-PSO outperforms other optimizers in the runtime
efficiency, achieving comparable post-routed results as those
of LIQUID with simulated annealing used.
TABLE I
AVERAGE RATIO ON POST-ROUTED WIRELENGTH (WL) AND CRITICAL
PATH DELAY(CPD) FOR LIQUID WITH DIFFERENT OPTIMIZERS
Routed Optimization Methods Used
Results SA [6] DPSO-I DPSO-II MODA-PSO
WL 1.000 1.016 1.016 1.010
CPD 1.000 1.010 1.013 1.016
V. CONCLUSION
To sum up, we have introduced a new adaptation of the
swap operator-based discrete PSO with the modified learning
strategy controlled by a dynamic probability indicator and the
adaptive parameters according to the evolutionary status of the
swarm. Overall, we find that MODA-PSO with is more time-
saving for the hard block optimization in analytical FPGA
placement than the existing discrete PSO and simulated an-
nealing, with only a minor penalty in terms of both wirelength
and critical path delay.
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