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ABSTRACT
PAGE-TO-PROCESSOR ASSIGNMENT TECHNIQUES
FOR PARALLEL CRAWLERS
Ata Tu¨rk
M.S. in Computer Engineering
Supervisor: Prof. Dr. Cevdet Aykanat
September, 2004
In less than a decade, the World Wide Web has evolved from a research project
to a cultural phenomena effective in almost every facet of our society. The increase
in the popularity and usage of the Web enforced an increase in the efficiency of
information retrieval techniques used over the net. Crawling is among such tech-
niques and is used by search engines, web portals, and web caches. A crawler is a
program which downloads and stores web pages, generally to feed a search engine
or a web repository. In order to be of use for its target applications, a crawler
must download huge amounts of data in a reasonable amount of time. Gener-
ally, the high download rates required for efficient crawling cannot be achieved
by single-processor systems. Thus, existing large-scale applications use multiple
parallel processors to solve the crawling problem. Apart from the classical paral-
lelization issues such as load balancing and minimization of the communication
overhead, parallel crawling poses problems such as overlap avoidance and early
retrieval of high quality pages. This thesis addresses parallelization of the crawl-
ing task, and its major contribution is mainly on partitioning/page-to-processor
assignment techniques applied in parallel crawlers. We propose two new page-
to-processor assignment techniques based on graph and hypergraph partitioning,
which respectively minimize the total communication volume and the number of
messages, while balancing the storage load and page download requests of proces-
sors. We implemented the proposed models, and our theoretic approaches have
been supported with empirical findings. We also implemented an efficient parallel
crawler which uses the proposed models.
Keywords: Parallel crawling, graph partitioning, hypergraph partitioning, page
assignment.
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O¨ZET
PARALEL AG˘ TARAYICILARI I˙C¸I˙N SAYFA ATAMA
YO¨NTEMLERI˙
Ata Tu¨rk
Bilgisayar Mu¨hendislig˘i, Yu¨ksek Lisans
Tez Yo¨neticisi: Prof. Dr. Cevdet Aykanat
Eylu¨l, 2004
On yıldan kısa bir su¨re ic¸erisinde, Web (World Wide Web), bir aras¸tırma pro-
jesinden, toplumumuzun her yu¨zu¨nde etkili, ku¨ltu¨rel bir fenomene do¨nu¨s¸mu¨s¸tu¨r.
I˙nternetin popu¨laritesindeki ve kullanımındaki artıs¸, I˙nternette bilgi aramayı
sag˘layan tekniklerin etkinliklerinde de bir artıs¸a neden olmus¸tur. Ag˘ tarama
bu tu¨r tekniklerden birisidir. Bir ag˘ tarayıcı, genellikle arama motorlarını ve
ag˘ depolarını beslemek ic¸in Web sayfalarını indiren ve kaydeden bir programdır.
Bir ag˘ tarayıcısının faydalı olabilmesi ic¸in, kısa bir su¨re ic¸erisinde yu¨ksek miktar-
larda bilgiyi tarayabilmesi gerekmektedir. Genellikle, etkin bir tarama ic¸in gerekli
olan yu¨ksek indirme hızlarına tek is¸lemcili sistemlerde eris¸ilinemez. Bu yu¨zden,
gu¨nu¨mu¨zdeki bu¨yu¨k c¸aplı uygulamalar, ag˘ tarama problemini c¸o¨zmek ic¸in c¸ok
is¸lemcili paralel sistemleri kullanırlar. Paralel ag˘ tarama, es¸it yu¨k dag˘ıtımı ve
haberles¸me hacminin ya da mesaj sayısının azaltılması gibi bilinen problemlerin
yanında, c¸akıs¸maların o¨nlenmesi ve yu¨ksek kalitedeki sayfaların erken taranması
gibi problemlerin de c¸o¨zu¨mu¨nu¨ gerektirir. Bu tez, ag˘ tarama is¸leminin par-
alelles¸tirilmesi konuludur ve temel olarak ana katkısı paralel ag˘ tarayıcılarında
sayfaların is¸lemcilere atanması is¸lemindedir. Bu tezde, c¸izge ve hiper-c¸izge
modellerini bo¨lu¨mlemeye dayanan, iki yeni sayfa atama yo¨ntemi o¨nermekteyiz.
Yo¨ntemlerimiz, toplam haberles¸me hacmini ve toplam mesaj sayısını azaltırken,
is¸lemci bas¸ına du¨s¸en depolama yu¨ku¨nu¨ ve taranması gereken sayfa miktarını den-
gelemektedir. Tez sırasında o¨nerdig˘imiz modeller uygulamaya do¨nu¨s¸tu¨ru¨lmu¨s¸ ve
teorik yaklas¸ımlarımızın dog˘rulug˘u deneysel sonuc¸larla kanıtlanmıs¸tır. Ayrıca
o¨nerilen yo¨ntemleri kullanan etkin bir ag˘ tarama programı yazılmıs¸tır.
Anahtar so¨zcu¨kler : Paralel ag˘ tarama, c¸izge bo¨lu¨mleme, hiper-c¸izge bo¨lu¨mleme,
sayfa atama.
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Chapter 1
Introduction
The World Wide Web is by far among the most successful software creatures
living in the information society. It continuously grows and evolves according to
the changing technologies, and thus, avoids being obsolete. Due to its enormous
growth, millions of people use specific tools like search engines and Web portals
to search the Web. In order to provide up-to-date and thus accurate results,
search engines try to keep a local and fresh replica of the publicly indexable Web
pages. Achieving such a task is challenging by all means as Web pages tend to
increase in number and their contents tend to change quickly. A survey on the
size of the public Web [5] claims that, as of June 2002, the number of public
Web sites is beyond three million, and they contain approximately 1.4 billion
Web pages. Today, in 2004, the Google search engine claims to have indexed
more than 4 billion pages [3]. A study by Cho and Garcia-Molina [1], analyzes
the rate of change in the Web. In this study, which is based on crawling the
same 720000 pages each day for a four month period, it is stated that 40% of
the pages among 720000 changed within a week, 23% of the pages that fall into
.com domain changed daily and it takes about 50 days for 50% of the pages to
change or to be replaced by new pages. In order to achieve a download rate that
can harvest World-Wide data with sufficient freshness, usage of multiple parallel
processors turns out to be a necessity.
1
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The parallel crawling problem has been addressed by people from different sci-
entific communities varying from Information Retrieval to Mathematics whereas
contribution from parallel computing community is relatively restricted. Even
so, we believe an analysis from the perspective of the parallel computing com-
munities may provide additional insight to the implications of parallel crawling.
In parallel computing problems, assignment of tasks to processes plays a key role
on the computation and communication costs of the overall parallel system. In
parallel crawling problem, this assignment is mostly done by hash functions that
take page URLs as seed and determine the responsible process for a page accord-
ing to the hash values generated by these hash functions. We believe that instead
of such a random assignment, a new assignment technique that will place pages
that are highly connected –i.e. that have hyperlinks pointing to each other– to-
gether will provide reduced communication costs between the crawling processes
and thus will perform better.
This thesis proposes two new task-assignment or page-to-processor assignment
techniques, depending on graph partitioning and hypergraph partitioning. The
efficiency of these techniques can be enhanced by applying them in different
granularities, i.e., in page granularity or in site granularity. Having proposed these
models, the usability and efficiency of the models are validated by conducting a
series of experiments analyzing our models, comparing them with the traditional
methods, and implementing a parallel crawler.
The structure of the thesis is as follows. In Chapter 2, we present the gen-
eral crawling challenges and the architecture of our experimental crawler ABC.
In Chapter 3, we explain parallel crawler architectures and advantages and dif-
ficulties of parallel crawling. In Chapter 4, we propose two models based on
multi-constraint graph partitioning for page-to-processor assignment and site-to-
peocessor assignment. The models only differ in the granularity they apply on,
i.e., page-based or site-based. Chapter 5 proposes two models based on multi-
constraint hypergraph partitioning. Again, the models differ in the granularity
they apply. In Chapter 6, we provide an explanation of our testbed and present
experimental results verifying the validity of the proposed models. Finally, we
conclude and analyze future prospects in Chapter 7.
Chapter 2
Crawling Problem
In parallel to its growing size, structural complexity of the Web has reached to
such a level that, without the help of specific information retrieval tools, a Web
user who surfs among Web pages by just following hyperlinks among pages will
most likely fail in locating his/her target information. In order to compensate this
inefficiency in Web structure, state-of-the-art search engines and Web portals have
started to serve as an interface between the users and the Web content, and thus,
they have gained enormous importance and attention as they have turned into
irreplaceable tools for Web users. Search engines and Web portals provide their
services by analyzing the Web content and graph structure of the Web. In order
to provide accurate and useful information to their users, search engines and Web
portals have to form huge Web repositories, which ideally cover the whole Web.
Furthermore, they have to refresh their repositories in concordance with the Web
page changes. These repositories are formed through the usage of Web crawlers.
Web crawlers, sometimes called as spiders, robots, bots, or wanderers, are tools
which collect data for search engines. Many crawlers wander freely within the
Web in order to retrieve data for major search engines and Web caches today.
Within this chapter, our focus will be on providing an understanding of crawlers,
the basic crawling algorithm, generic problems to be addressed in crawler design,
and architectural components of an agent of our experimental crawler ABC.
3
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2.1 Introduction
A crawler is a program which retrieves and stores Web pages by traveling over the
Web graph using the hyperlinks among pages. The main algorithm for a crawler
is deceptively simple. A basic crawler starts with an initial set of seed URLs to
crawl, adds those URLs to its queue, downloads URLs within its queue, extracts
the hyperlinks within downloaded pages, and then adds the URLs extracted from
these hyperlinks (those of which have not already been added) to its queue. A
Crawler simply continues to run until its URL queue gets empty. A variant of
the stated algorithm is given in Algorithm 1.
In traditional crawler designs, the Algorithm 1 is run until a desired number
of pages is crawled. In such systems, the crawling of a new collection is done from
scratch whenever a fresh collection is required. A crawling session or crawling
cycle is a term referring to the process of crawling a desired number of pages and
then stopping the crawl.
Algorithm 1 Basic crawler algorithm.
Require: Q is a queue of URLs
S is an initial set of seed URLs
H is a set of hyperlinks
1: Q← S
2: H ← ∅
3: while | Q |6= ∅ do
4: h← dequeue(Q)
5: retrieve page p pointed by hyperlink h
6: store page p
7: add every hyperlink h ∈ p to set H
8: for all h ∈ H and h /∈ Q do
9: enqueue(Q, h)
10: end for
11: end while
The simplicity of Algorithm 1 is deceptive in the sense that implementing
a working, basic crawler requires addressing many more challenges than simply
implementing such an algorithm. In particular, a crawler must be polite, that
is: it must not overload Web sites, it must be able to handle huge volumes of
CHAPTER 2. CRAWLING PROBLEM 5
data, it must have a good coverage, it must meet the freshness requirements of
the Web to provide accurate data, and it must pay attention to details such as:
handling dynamic pages and avoiding black holes (spider traps). These challenges
are explored in depth in Section 2.2.
Implementing an efficient crawler is a complex task. Hence, it is useful to
divide the functionality of a crawler into basic components in order to reduce
the overall design complexity and enhance modularity. A probable list of the
components required to implement an efficient crawler is given below:
• A component for avoiding server overloading,
• A DNS resolving component for URL-to-IP-address resolution,
• A fetcher component which retrieves pages from the given IP addresses,
• An HTML parsing component for extracting the URLs from downloaded
pages,
• A checker component for checking whether a given URL was discovered
before,
• A component for storing downloaded page contents into page repositories,
• A component for checking robots.txt files to see whether discovered URLs
are allowed by site admins.
This list can be extended easily. A crawler designer can follow various design
choices while implementing these main components, such as merging these com-
ponents into a single component or further dividing some complex components
into smaller components. Section 2.3 provides a detailed analysis of the design
choices that we have made for the components of our experimental crawler ABC,
as well as providing information about its general architecture.
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2.2 Challenges in Crawling
Design and implementation of a Web crawler compatible with the existing search
engine crawlers is a challenging task. We have listed and analyzed some of the
major difficulties that one has to overcome to accomplish this complex endeavor
below:
• Politeness: It is vital for general purpose Web crawlers to achieve high
download rates, but, while doing so, a crawler must avoid overloading the
Web servers it visits. It is natural for a site admin to ban a Web crawler from
accessing his/her site given that the specific crawler consumes an unaccept-
able portion of the site’s resources. Thus, it is expected from a crawler not
to download more than one Web page from the same host concurrently, and
if possible limit the amount of resource consumption from a server while
crawling. Furthermore, a crawler is expected to download only the Web
pages allowed by site admins. Many Web crawlers offer this polite service
through obeying The Robots Exclusion Protocol [16]. The Robots Exclu-
sion Protocol allows site admins to indicate which parts of their sites must
not be visited by a robot. This is achieved by placing a special format file
named robots.txt in their sites’ base directory. A “polite” crawler obeys the
Robots Exclusion Protocol and also avoids overloading sites by not making
more than one Web page request from the same site simultaneously.
• Huge data structures: There are certain types of intermediate and tem-
porary data that each crawler must keep and use through a crawling session.
Many times, if careful selection of data structures is not made, the size of
the data structures keeping these intermediate data may exceed the size of
the available memory. Some examples to these intermediate data might be:
– A to-be-crawled URL list: Each crawler must keep a list of URLs that
it is going to visit.
– A crawled-URL list: Avoiding to crawl the same URL twice is vital
for an efficient crawler design. Thus, each crawler must keep a list
of URLs that have been crawled or identified previously. Whenever a
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URL is extracted from a downloaded page, it must check this list to
avoid duplicate crawls.
– An IP and domain name list: Keeping a list of resolved domain names
and their respective IP addresses in memory avoids duplicate DNS
queries to be made by the crawling system.
– A crawled-page content-hash list: There are many duplicate-content
pages with different URLs within WWW. A crawler, after downloading
such pages, should not store those pages in its repository, as this would
cause a waste in storage resources. In order to avoid storing duplicate-
content pages, keeping the hash of the stored pages and comparing the
hash of newly crawled pages with the stored page hashes is necessary.
• Freshness: A document crawled by a crawler is considered to be fresh if
its content had not changed during its last crawl. Let W be the set of all
pages crawled by a crawler in its last crawling session. Let Ci be the set of
pages in W whose content changed during the time period between their
last crawl and time ti. Freshness of a crawler at time ti can be described
with the formula: F(i) = W−Ci
W
. Ideally one would like to keep the freshness
value close to one. To achieve such a goal, the Google search engine crawls
more than 4 billion pages once a month [3] as well as keeping a list of
hand-selected pages which are determined to be changing more than once
within a month and crawling those pages more frequently. Furthermore, to
fix problems and complaints that may arise from inconsistencies between
the search engine results and the actual Web, Google provides a cached
copy of crawled pages. Such inconsistencies may happen due to changes
that take place in the content of the crawled URLs. It turns out that a
through understanding of the rate of change in Web pages is necessary for
understanding the required crawling frequencies for Web pages. Cho and
Garcia-Molina have published an excellent study regarding the subject [1].
In their study, they crawled the same 720.000 pages, once a day, for a four
month period. A page whose MD5 checksum changed in consecutive crawls
was considered as changed. Their experimental results show that 23% of the
pages in the .com domain changed daily and 40% of all the pages in their
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set changed within a week. An expanded version of this study in terms of
coverage and in terms of sensitivity to change has been provided by Fetterly
et al. [2]. In their study, Fetterly et al. crawled a set of 151 million pages,
once a week, for a three month period. Their experimental results reveal
that there is a strong relationship between the top-level domain and the
frequency of change of a Web page. They have also shown that the greater
the document size, the greater the change rate and change frequency of a
page.
Both of the studies described above prove that the Web has an enormous
change rate. According to Cho and Garcia-Molina’s results [1], a crawler,
completing its crawling cycle within a month will be missing 50% of the
change taking place within the Web. This tells us that the current Web
dynamics enforce high refresh rates on any general purpose crawler, which
tries to catch Web page changes promptly. Some of the results provided by
the above studies may prove to be valuable in determining a refresh policy
for a crawler which tries to maximize the freshness of its crawled collection.
However, the determination of crawling strategies for high freshness values
is still an open question.
• Coverage and seed selection: The coverage of a crawler can be for-
malized as the division of the number of pages crawled by the crawler in a
crawling session, to the total number of crawlable pages. A crawlable page is
one which can be reached by a crawler and is allowed for crawling. Achiev-
ing a high coverage value is pretty much related with seed selection and
the amount of resources available to the crawling system. The size of the
crawled collection is a field on which current search engine battles are done
today. Crawling the whole Web requires a significant amount of storage and
time. Even with the enormous resources of state-of-the-art search engines,
it turns to be almost infeasible to crawl the whole Web content. Thus,
instead of crawling the whole Web, search engines try to crawl somewhat
“high-quality” pages and try to keep their collections “fresh”. Even with
such approaches, the selection of “good” seed pages is still important. Start-
ing from highly connected pages such as yahoo.com or dmoz.org does not
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provide efficient results because of the graph structure of the Web. Broder
et al. show that the structure of the Web [17] is not fully connected. Find-
ing “good” seed pages and achieving high coverage values in a reasonable
amount of time are among important challenges for crawlers.
• Quality: Due to the enormous size of the Web and the limitations on the
number of pages to be downloaded, many times, it is desirable for crawlers
to crawl pages that are more “interesting” and “important” earlier so that,
whenever they finish crawling, they will not be missing these high-quality
pages in their collection. In order to retrieve high-quality pages, a crawler
can modify the order of the URLs that it will be crawling such that more
important pages are crawled first. Cho et al. [7] show that ordering the
discovered URLs according to their PageRank values, which are calculated
from the collected/downloaded collection, provides good collections when-
ever pages with high overall PageRank or backlink counts are desirable. If
we assume that Web pages are nodes of a graph and the hyperlinks among
pages are directed edges of that graph, then crawling becomes equivalent
to traversing this Web graph. Najork and Wiener [9] show that traversing
the Web graph in breadth-first search order yields high-quality collections
as well.
• Hidden-Web: The state-of-the-art search engines generally crawl from
the so-called publicly indexable Web. Publicly indexable Web refers to the
set of Web pages which can be downloaded by just following the hyperlink
structure within the Web. Other than publicly indexable pages, Web has a
hidden face well kept behind forms, searchable electronic databases, and au-
thorization/registration routines. These dynamic or registration-dependent
pages constitute the hidden-Web. Raghavan and Garcia-Molina [10] an-
alyze the challenges of hidden Web crawling and propose a design for a
crawler that can crawl the hidden Web. Their crawler is a task-specific,
human-assisted crawler. Task-specifity means that they try to crawl spe-
cific, predefined topics, and human-assistance means that the crawler is
supported with a set of important information related with the crawling
topic provided by a human expert. Unfortunately, apart from Raghavan
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and Garcia-Molina’s study, there is not much research published on discov-
ery of the hidden Web. Crawling the hidden Web is another open problem
in crawling and stands as a challenge in crawler design.
• Spider traps: Unfortunately, not all Web crawlers are designed for the
benefit of the Internet community. There are many crawlers developed
with the idea of collecting e-mails from pages, or rather simply producing
an excessive load on the Internet. The e-mails collected by these bots are
generally abused by commercial and spam mails. Many people are aware
and annoyed of such bots and some of them choose to simply fight against
their activities. The software and sites prepared by these people in order
to abuse Web crawlers are called spider traps. There are different kinds
of spider traps in the Internet [11, 12, 13, 14, 15]. A classic example is
http://spiders.must.die.net, which is a site that generates infinite number
of pages, dynamically, whenever a link within the site is followed. Such a
design would trap any crawler recursively crawling this site. An efficient
general purpose crawler must find a way to avoid spider traps.
2.3 Structure of ABC
In order to validate usefulness of the models that we propose and compare them
with the currently deployed models, we decided to implement an efficient parallel
crawler. Our crawler, ABC, is being implemented in C programming language
using MPI libraries. Throughout this section we will try to give a detailed picture
of the architecture of an ABC crawling agent running on a single host of our
parallel system.
ABC agents use synchronous I/O and make use of threading in order to be
able to utilize resources such as bandwidth, CPU, and disk. All intermediate data
structures are stored within dynamic trie data structures [39], a space utilizing
data structure, and kept within memory.
There are different types of threads for accomplishing domain name resolution
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and page download as well as avoiding server overloads and providing politeness.
These threads take their input and write their output to special safe queues which
provide mutual exclusion and high performance.
URL−Queue
DNS−Queue
Fetch−Queue
BusyHost−Queue
INITIAL SEED URL FEEDING
HOST IS BUSY
FILE
SEED NEWLY DISCOVERED URLS
SERVER IS AVAILABLE
IP−ADDRESS IS RESOLVED
PAGE DOWNLOAD
URL EXTRACTION
DOMAIN NAME RESOLUTION
BUSY HOST CHECK
 BusyHost Threads
DNS Threads 
Fetch Threads
Figure 2.1: Queues and threads of ABC
Figure 2.1 shows the data flow between the threads of an ABC agent. Initially,
URL-Queue is filled up with the URLs listed within the SEED file. A BusyHost
thread parses each URL it receives into its host, port, path, and file parts and
checks whether the parsed host was visited within a user-defined amount of time.
If so, BusyHost thread sends that URL to the BusyHost-queue. If the identified
host was not visited within a certain amount of time, the thread puts that URL
into the DNS-queue. BusyHost threads take their input from the URL-queue and
the BusyHost-queue in a round-robin fashion.
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As illustrated in Figure 2.2, DNS threads take their input from the DNS-
queue. Upon receipt of a URL, they check whether the given URL’s IP was
resolved previously. If so, they directly put the IP address to the Fetch-queue. If
the given URL’s IP address was not resolved previously, DNS threads resolve the
IP address for the host of the URL, put that IP address to the Fetch-queue, and
store the host, IP-address pair in the HostIP dynamic trie.
hostIP
dynamic
trie
DNS−Queue
IP−ADDRESS IS RESOLVED
dynaimc trie
Host and update the hostIP
Resolve IP−address for the
NO
YES
Host − IP pair
    Exists?
URL
DOMAIN NAME RESOLUTION
DNS Threads 
Figure 2.2: DNS threads
In ABC, it is the responsibility of the fetch threads to connect to remote
servers, download Web pages from those servers, and store the downloaded pages.
Before storing downloaded pages, a contentSeenTest is done on the downloaded
page content. This task is done by taking the MD5 hash value of the content of
the downloaded Web page and querying this value in the contentHash dynamic
trie. If the crawled page’s content has not been downloaded/seen before, the
content of the page is stored into the PageRepository, and its hash value is stored
in the contentHash dynamic trie. If the page content was crawled before (with
some other URL), the page is simply discarded. After saving a page into the
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WebRepository, fetch threads extract the links within the downloaded page. Each
extracted link goes through a URLSeenTest. This is done by querying extracted
URLs within the seenURLs dynamic trie. As a last step, the robots.txt file in
the URL server is checked to see whether newly discovered URLs are allowed for
crawling. URLs passing this final test are then sent to the URL-Queue and added
to the seenURLs dynamic trie. Already discovered URLs and URLs that point
to files which are not allowed by the Robots.txt file are simply discarded. This
mechanism is illustrated in Figure 2.3.
REPOSITORY
PAGE
contentHash
trie
dynamic
Robots.txt
(IP, port, filePath, fileName) Connect to the serverwith the given IP.
Download the file
given with the filePath
and fileName.
Content
NO
YES
DISCARD PAGE
Page
Content
Extraction
URL
Page
Content
Store
Extracted
URLs
Dynamic
Trie
seenURL
Seen
Test
URL
YES
DISCARD URL
Content
Hash
Insert
Insert
URL
Test
Seen
NO
DISCARD URL
YES
NO
allowed
is
URL−queue
to
Send
URL
Fetch−Queue
PAGE DOWNLOAD
URL EXTRACTION
Fetch Threads
Figure 2.3: Fetch threads
Chapter 3
Parallel Crawlers
The amount of information presented in the World Wide Web and the number of
pages providing this information have reached to such a level that it is difficult, if
not impossible, to crawl the entire web by a single processor. Thus, current search
engines use multiple parallel processors to crawl the Web content. However, due
to the competitive nature of the search engine industry, little has been presented
to the public about internal structures and design considerations of these engines.
Nevertheless, in order to design an efficient parallel crawler, major techniques ap-
plied in parallel crawlers and the challenges to be faced must be analyzed. Apart
from known and studied problems, we believe that one of the most important
problems that have not been studied yet lies in finding efficient page-to-processor
assignments. This chapter deals with the parallel crawler architectures and the
challenges and advantages of building parallel crawlers. A brief presentation of
the ABC’s parallel architecture is also provided.
3.1 Introduction
Architectural design choices in crawler design could probably be best identified
and presented to public by the engineering teams of the state-of-the-art search
engines as they have the chance of observing the practical challenges and have the
14
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obligation of producing solutions to these challenges. Unfortunately, providing
the expertise and the valuable data gathered through commercial crawling ses-
sions to public use can reduce competitive power of search engines, thus, almost
all of the search engines choose not to declare specifications about their crawling
techniques and the solutions they develop for the faced challenges. Fortunately,
even if computer science technologies are steered by corporate policies depending
on profit analysis and user requests/expectations, it is mostly steamed up by aca-
demic researches. An excellent example of the meeting of academic knowledge
and technological development lies in the history of the foundation of Google,
probably the most popular state-of-the-art search engine today. Google has its
roots in academical researches. Initiated by Sergey Brin and Lawrance Page
throughout their PhD studies, Google was first designed and implemented as a
prototype search engine and its structure was presented to the public by Page
and Brin [18] in 1998. While explaining their search engine architecture, their
paper includes an explanation of the general structure of their crawler and their
crawling algorithm as well. Google uses a distributed system of multiple proces-
sors for crawling. Unfortunately, focusing on the presentation of a new search
engine, Sergey and Brin’s paper lacks details about the problems encountered in
parallelization of crawling and how did they cope up with those problems.
Unlike the results from commercial researches, the results from academic re-
searches contributing to the field of crawling have steadily increased within the
last few years. An extensive study about parallel crawlers was presented by Cho
and Garcia-Molina in [8], where they discuss important issues that need to be
addressed in parallelization of crawling, advantages of parallel crawlers over single
process crawlers, categorization of crawlers according to different aspects, eval-
uation metrics to evaluate crawler performance, and experimental results gath-
ered from crawls with different crawler architectures. The references [19, 20, 6]
all present the design and implementation of distributed/parallel Web crawlers.
Major components for parallel crawlers, implementation details, alternatives and
design choices are well presented within these references. Boldi et al. [21] presents
the implementation of a distributed crawler as well. The assignment function they
propose is designed such that it will bring fault tolerance to the system.
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3.2 Advantages of Parallel Crawling
Cho and Garcia-Molina discuss the advantages of parallel crawlers over single
process crawlers in [8]. We will summarize their observations as we believe that
they cover most of the issues valuable enough to be discussed.
• Scalability: Given the current size of the Web, it turns out to be a necessity
to use multiple parallel processors to achieve the required download rate,
and given the growth rate of the Web, it is easier to scale to the increase of
the Web by increasing the number of processors in parallel crawlers, rather
than increasing the power/capacity of the hardware components within a
sequential system. Parallel crawling architectures are far more scalable than
single processor architectures.
• Network-load dispersion: By running each crawler process at geographically
distant locations and having them download geographically-close pages, the
network load can be dispersed over the Internet instead of focusing on a
single point.
• Network-load reduction: Distributing crawlers geographically may reduce
the network load as well. In such a scheme, crawler processes would be
closer to their target pages and this would reduce the network load caused
by the crawler as pages will have to go only through the local networks.
In addition to these issues listed by Cho and Garcia-Molina, we believe that
reducing the duration the crawling cycle is also an important advantage of parallel
crawlers:
• Reduced crawling cycle: A crawling cycle is the time elapsed between the
start of a crawling session and the start of the following new crawling ses-
sion. Generally, within a crawling cycle, crawlers do not download the same
pages more than once. An optimistic crawling cycle for crawling the whole
Web would take more than a month. Within such a long time period, many
of the crawled Web pages become obsolete and thus the Web repository
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generated loses its value to some extent. Reducing the crawling cycle en-
hances the freshness of the generated Web repository. Parallel crawlers can
reduce the overall crawling time and thus can shorten the crawling cycle
significantly as they provide higher download rates and parallel processing
of the downloaded data.
3.3 Parallel Crawling Challenges
The crawling problem poses many challenges in its pure self as we have described
in Section 2.2. Crawling in parallel adds another level of complexity to this al-
ready difficult problem. Generally speaking, main overheads in parallel programs
are due to:
• Computational imbalance,
• Communication overhead,
• Redundant computation.
Minimizing these overheads while sacrificing minimum from performance is the
single most important challenge in parallel crawling.
In [8], Cho and Garcia-Molina present the major challenges to be addressed
in parallel crawlers. We will summarize their analysis here together with our
own observations in order to give an understanding of the challenges of parallel
crawling. We categorize these challenges according to the overhead types listed
above.
• Computational imbalance: An important source of overhead in parallel
programs is due to the imbalances in the loads of the tasks assigned to
processors. Due to such imbalances, some processors may spend time being
idle while other processors are overloaded.
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– Balancing storage and page download requests: In parallel crawling,
it is very important to balance the stored data amount and the num-
ber of page download requests. Retrieving page contents from remote
hosts and storing them is one of the most time-consuming portions of
the crawling process. Balancing the storage among the crawling agents
will probably make sure that each agent spends roughly equal times
in retrieving and saving page contents. Another time consuming op-
eration is running TCP’s three-way handshake protocol and opening
sockets to retrieve the contents of pages. Balancing the overall page
download request numbers that the crawling agents do will probably
balance the time spend during the handshake and socket operations.
Balancing the loads on the agents will make sure that they will finish
their crawls roughly in the same time and thus, will reduce the overall
crawling cycle time.
• Redundant computation: Parallel programs may sometimes do redundant
computation in order to simplify program design or to reduce the depen-
dencies and interaction overheads.
– Overlap avoidance/minimization: It is possible for multiple crawlers
running in parallel to crawl the same page more than once. If such
overlaps increase in number, a degradation in the overall performance
of the crawler will be observed. This type of problems may occur
in crawlers that have no-coordination among its crawling agents. In
order to avoid overlaps, crawling agents of a crawler have to either
communicate the downloaded URLs with each other or obey to a page-
to-processor mapping strategy which avoids overlaps.
• Communication overhead: Communication of information between the par-
allel processors is one of the major overheads in execution of parallel pro-
grams. Thus, in message passing environments such as MPI, the perfor-
mance of the system is often measured in time units in order to understand
the overhead induced by the communication. The message passing time
tcomm is usually a linear function of message size and is represented as:
tcomm = ts + mtt, where ts represents the startup time, the time required
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to handle a message at the sending and the receiving nodes, m represents
the size of the data being transferred and tt represents the transfer time
per data unit, a metric related with the bandwidth and includes network
as well as buffering overheads. We can figure out that the amount of data
communicated and the number of messages sent during communication are
both important metrics in determining the overall communication overhead
from the formula for tcomm. The total volume of the communication mes-
sages (MV ) and the total number of messages (NM) are two loose upper
bounds for the costs induced by communication. In parallel crawling, there
are many challenges which can only be solved through communication. This
communication may be effective on the crawlers performance if the number
of parallel processors increase or the processors are located at geographically
distant locations.
– Maximization of coverage: In a parallel crawler where processors only
crawl the pages that are assigned to themselves, a problem arises when
a crawling agent discovers URLs to pages which are not assigned to
itself. If the agent discards those URLs, the coverage of the crawler
decreases. In order to maximize the coverage, each crawling agent has
to send the URLs that it had discovered to the responsible agents.
– Early retrieval of high-quality pages: Even the state-of-the-art search
engines cannot manage to crawl and index the whole content of the
Web in required refresh rates. Thus, it is often desirable to increase
the quality of the crawled portion of the web. Techniques used in
increasing the crawling quality generally use the information extracted
from the downloaded portion of the Web. In a parallel crawler, each
process has the information of the structure of the Web portion that is
assigned to itself. Thus, unless it has the overall crawling information
provided by the other crawling processes, a process of a parallel crawler
may not be able to make as good crawling decisions as a centralized
crawler makes.
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3.4 A Taxonomy of Parallel Crawlers
We believe that it is appropriate to categorize parallel crawler architectures de-
pending on the parallel algorithm models. Furthermore, it is known that par-
allelization of any problem has two major steps. “Dividing a computation into
smaller computations and assigning them to different processors for parallel exe-
cution.” [30]. The data decomposition and mapping greatly effects the commu-
nication and coordination of the processors. Specifying the type of coordination
taking place and the data decomposition and mapping applied is also important
in the understanding of the nature of a parallel algorithm, so we will try to elab-
orate on these issues as well while inducing a categorization depending on the
parallelization models. For a detailed explanation of the principles of parallel
algorithm design, the reader may refer to [30].
In parallel crawling, there are two major algorithmic models applied: master-
slave and data-parallel.
• m
¯
aster-slave parallel crawling model: In the master-slave parallel crawling
model, each processor sends its links, extracted from the pages it down-
loaded, to a central coordinator. This coordinator, then assigns the col-
lected URLs to the crawling processors. An implicit data partitioning on
both the input and output data is implied by the master processor, and the
mapping technique is a centralized dynamic mapping. Dynamic mapping
techniques distribute the work among processors during the execution. In
the parallel crawling problem, the crawling tasks are mostly generated dy-
namically (through URL discovery) and the size of the data related with
each task (just a URL) is relatively small enough to be moved from a proces-
sor to the master and back to another processor. Hence, one might believe
that dynamic mapping and the master-slave model are suitable for parallel
crawling. The weakness of the master-slave approach is that the coordi-
nating processor may become a bottleneck. Within the crawling problem,
the number of crawling tasks are very large and even though the size of a
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single URL may be small, a large number of messages must be communi-
cated between the slave processors and the master for dynamic mapping
of all URLs to the crawling processors. Furthermore, even if the crawling
tasks are generated dynamically, an accurate estimation of task sizes and
numbers for the forthcoming crawls can be made depending on the previous
crawls, a property of the crawling problem which favors static mapping. A
figure representing the architecture of master-slave parallel crawling model
is given in Figure 3.1.
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Figure 3.1: Master-slave crawling model
• D
¯
ata-parallel crawling model: In the data-parallel model, parallelism is
achieved by applying the same computation on different data. Depending on
the coordination requirements, data-parallel algorithms can be also divided
into two: independent and coordinated.
– In the independent data-parallel crawling model, each processor inde-
pendently traverses a portion of the Web and downloads a set of pages
pointed by the links it had discovered. Since some pages are fetched
multiple times in this approach, there is an overlap problem, and hence,
both storage space and network bandwidth are wasted. The partition-
ing scheme adopted is input data partitioning. The input data, namely
the seed pages, are partitioned among processors. There is no coor-
dination among the crawling processors and thus there is no need for
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communication. The intermediate data and the output data may be
replicated unnecessarily. In this approach, data is not mapped to pro-
cessors. Even though a great amount of data replication can occur,
the algorithmic model applied is classified as a data-parallel model due
to the initial partitioning of the input data, namely the partitioning
of the seed pages.
– In the coordinated data-parallel crawling model, pages are partitioned
among the processors such that each processor is responsible from
fetching a non-overlapping subset of the pages. Since some pages
downloaded by a processor may have links to the pages in other pro-
cessors, these inter-processor links need to be communicated in order
to obtain the maximum page coverage and to prevent the overlap of
downloaded pages. In this approach, each processor freely exchanges
its inter-processor links with the others. Both the input and the out-
put data is partitioned in the data-parallel model and static mapping
techniques are applied. There are various static mapping techniques
applied in parallel crawling. These techniques may be categorized into
two groups: Hash-based and hierarchical mapping techniques. Hash-
based techniques are based on the hash value of the URL of a page or
the hash of the host part of the URL of a page. Hierarchical mapping
techniques use the already existing hierarchy within the URL tree. For
example, a processor may crawl pages in the .com domain whereas an-
other processor may crawl pages in the .org domain. In this study, we
propose a new class of mapping techniques based on graph and hy-
pergraph partitioning. A figure illustrating coordinated data-parallel
crawling model is given in Figure 3.2.
3.5 Architecture of Parallel Crawlers
In this section, we will try to visualize the architecture and structure of parallel
crawlers as well as analyzing the structure of our crawling system ABC.
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3.5.1 General Architecture
Within a parallel crawler, there exist multiple crawling processors trying to down-
load and store the Web content in parallel. These crawling processors may be
located within the same local Intranet and thus connect to Internet through the
same access point, or they may be located at different geographical locations all
over the World. A crawler whose processors are located within the same local
network may be labeled as an intranet parallel crawler whereas a crawler that
has distributed its processors at geographically distant locations can be labeled
as a distributed crawler. When crawling processors are located within the same
network, the bandwidth capacity of the local network connection becomes a bot-
tleneck for the overall crawling system. Furthermore, as the network traffic will
be focused on a single fixed point within the Internet, it will not be possible to
exploit the possibilities for reducing or dispersing the network load. However, the
communication between the crawling processors will be faster than a distributed
crawler. We illustrate an intranet parallel crawler in Figure 3.3.
A distributed crawler can exploit localism in order to reduce and disperse the
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overall crawling network consumption. A distributed crawler whose agents are
distributed all over the world is illustrated in Figure 3.4. As it can be understood
from the figure, agents of a distributed crawler will often need to communicate
through satalite or WAN connections. Hence, communication among the crawling
processors will be very slow and costly. Thus, especially in distributed parallel
crawlers, analyzing the possibilities for communication reduction is much more
valuable.
3.5.2 Architecture of ABC
ABC is a coordinated data-parallel crawler, whose crawling processors are run-
ning in the same local intranet. Each crawling processor may run several threads
to fetch data from multiple servers simultaneously. The crawling space is par-
titioned among the crawling processors in a non-overlapping fashion. A major
assumption in our models is that the crawling system runs in sessions. Within a
session, if a page is downloaded, it is not downloaded again, that is, each page can
be downloaded just once in a session. The crawling system, after downloading
enough number of pages, decides to start another download session and recrawls
the Web. For efficient crawling, our models utilize the information (i.e., the Web
graph) obtained in the previous crawling session and provide a better page-to-
processor mapping for the following crawling session. We assume that between
two consecutive sessions, there are no drastic changes in the Web graph (in terms
of page sizes and the topology of the links).
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Whenever a URL belonging to another processor’s part is discovered by a
processor, the URL is sent to its owner, which induces a communication and co-
ordination among crawling processors. Each processor has a to-be-crawled queue
and a downloaded-content repository of its own. The collected data is stored in
a distributed way on the nodes of the parallel system and is used for generat-
ing the page-to-processor mapping that will be used on the next crawling cycle.
The page-to-processor assignment is determined using our page- or site-based
partitioning models prior to the crawling process. The resulting part vectors are
replicated at each processor. Whenever a URL which has not been crawled yet is
discovered, the processor responsible from the URL is located by the part vector.
If a newly found URL which is not listed in the part vector is discovered, the
discovering processor becomes responsible from crawling that URL.
Figure 3.5 illustrates ABC’s architecture. Our crawling system is being de-
veloped on a 24 machine PC-cluster and resides in a local area network with
100Mbps bandwidth connectivity. Unfortunately, nodes of our system do not
have network access and thus, running our parallel crawler is infeasible. We are
currently in the process of building a new parallel crawling system composing of
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48 Intel P4 2.8GHz PC’s with 1MB cache, 1GB memory and capable of gigabit
network connectivity. We are planning to embed our parallel crawler to this new
PC cluster and start testing our crawler by running actual crawls.
Chapter 4
Graph-Partitioning-Based Page
Assignment
In general, while parallelizing a serial problem, classical issues such as load bal-
ancing and reduction of the communication overhead must be analyzed in depth.
Within current parallel crawling designs, load-balancing issues are implicitly
solved through page-to-processor assignment functions, which are in fact par-
titioning functions for parallel crawling. However, to the best of our knowledge,
even though they provide a rough load-balancing, existing page-to-processor func-
tions have no effect in reducing the communication overhead. The importance
of the communication overhead has been previously observed in parallel crawling
community and there is a proposed solution that may reduce the communica-
tion overhead through batch communication of messages [8]. However, batch
communication requires delaying of messages and trade the crawling quality for
minimized communication overhead. Furthermore, the proposed batch communi-
cation solution is more like a programming improvement instead of an algorithmic
improvement. In this chapter, we propose two graph-partitioning-based page-to-
processor assignment algorithms, which minimize the communication overhead
significantly. If desired, batch communication of messages can still be applied on
top of our algorithms to further reduce the communication overhead. In addition
to reduced communication, our algorithms balance both the storage requirements
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of crawling processors and the number of page download requests issued at each
processor concurrently.
4.1 Introduction
As we have stated before in Chapter 3, most of the challenges that are faced in
parallel crawling can be solved through communication. The amount of commu-
nication required in a crawling session can be determinant on the performance of
a crawler. Hence, minimization of the communication overhead turns out to be
an important requirement in efficient parallel crawler design. The communication
requirements of a parallel crawler can be reduced by efficiently partitioning the
data to be crawled among processors.
Existing page-to-processor assignment techniques are either hierarchical or
hash-based. Hierarchical approach assigns pages to processors according to the
domain of URLs. This approach suffers from the imbalance in processor work-
loads since some domains contain more pages than the others. In the hash-based
approach, either single pages or sites as a whole are assigned to the processors.
This approach solves the load balancing problem implicitly. However, in this ap-
proach, there is a significant communication overhead since inter-processor links,
which must be communicated, are not considered while creating the page-to-
processor assignment.
Page-to-processor assignment has been addressed differently by a number of
authors. Cho and Garcia-Molina [8] used the site-hash-based assignment tech-
nique, a technique that uses host addresses of URLs to feed hash functions that
determine the assignment and thus, assigns pages of the same site to the same
part, with the belief that this technique will implicitly reduce the number of
inter-processor links when compared to the page-hash-based assignment tech-
nique. Boldi et al. [21] proposed to apply the consistent hashing technique, a
method assigning more than one hash values for a site in order to handle failures
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among the crawling processors. Teng et al. [31] proposed a hierarchical, bin-
packing-based page-to-processor assignment approach. In this chapter, we pro-
pose two models based on multi-constraint graph partitioning for load-balanced
and communication-efficient parallel crawling.
4.2 Graph Partitioning Problem
An undirected graph G=(V, E) [32] is defined as a set of vertices V and a set of
edges E . Every edge eij∈E connects a pair of distinct vertices vi and vj. Multiple
weights w1i , w
2
i , . . . , w
M
i may be associated with a vertex vi ∈ V. A cost cij is
assigned as the cost of an edge eij∈E .
Π={V1,V2, . . . ,VK} is said to be a K-way partition of G if each part Vk is a
nonempty subset of V, parts are pairwise disjoint, and the union of the K parts
is equal to V. A partition Π is said to be balanced if each part Vk satisfies the
balance criteria
W mk ≤ W
m
avg(1 + ), for k=1, 2, . . . , K and m=1, 2, . . . , M. (4.1)
In Eq. 4.1, each weight W mk of a part Vk is defined as the sum of the weights
wmi of the vertices in that part. W
m
avg is the weight that each part should have in
the case of perfect load balancing.  is the maximum imbalance ratio allowed.
In a partition Π of G, an edge is said to be cut if its pair of vertices fall into
two different parts and uncut otherwise. The cutsize definition for representing
the cost χ(Π) of a partition Π is
χ(Π) =
∑
eij∈E
cij (4.2)
After these definitions, the K-way, multi-constraint graph partitioning prob-
lem [33, 34] can be stated as the problem of dividing a graph into two or more parts
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Figure 4.1: An example to the graph structure on the Web.
such that the cutsize is minimized (Eq. 4.2) while the balance criteria (Eq. 4.1)
on the part weights is maintained. This problem is known to be NP-hard.
4.3 Page-Based Partitioning Model
We describe our parallel crawling models on the sample Web graph displayed in
Fig. 4.1. In this graph, which is assumed to be created in the previous crawling
session, there are 7 sites. Each site contains several pages, which are represented
by small squares. The directed lines between the squares represent the hyperlinks
between the pages. There may be multi-links (e.g., (i1, i3)) and bidirectional links
between the pages (e.g., (g5, g6)). In the figure, inter-site links are displayed as
dashed lines. For simplicity, unit page sizes and URL lengths are assumed.
In our page-based partitioning model, we represent the link structure between
the pages by a page graph Gp = (Vp, Ep). In this representation, each page pi
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corresponds to a vertex vi. There exists an undirected edge eij between vertices
vi and vj if and only if page pi has a link to page pj or vice versa. Multi-links
between the pages are collapsed into a single edge. Two weights w1i and w
2
i are
associated with each vertex vi. The weight w
1
i of vertex vi is equal to the size (in
bytes) of page pi, and represents the download and storage overhead for pi. The
weight w2i of vertex vi is equal to 1, and represents the overhead for requesting
pi. The cost cij of an edge eij ∈Ep is equal to the total string length of the links
(pi, pj) and (pj, pi) (if any) between pages pi and pj. This cost corresponds to the
volume of communication performed for exchanging the links between pages pi
and pj in case pi and pj are mapped to different processors.
In a K-way partition Πp =(Vp1 ,V
p
2 , . . . ,V
p
K) of the page graph G
p, each vertex
part Vpk corresponds to a subset Pk of pages to be downloaded by processor Pk.
That is, every page pi ∈ Pk, represented by a vertex vi ∈ V
p
k , is fetched and
stored by processor Pk. In this model, maintaining the balance on part weights
W 1k and W
2
k (Eq. 4.1) in partitioning the page graph G
p, effectively balances
the download and storage overhead of processors as well as the number of page
download requests issued by processors. Minimizing the cost χ(Πp) (Eq. 4.2)
corresponds to minimizing the total volume of inter-processor communication
that will occur during the link exchange between processors.
Fig. 4.2 shows a 3-way partition for the page graph corresponding to the
sample Web graph in Fig. 4.1. For simplicity, unit edge costs are not displayed.
In this example, almost perfect load balance is obtained since weights (for both
weight constraints) of the three vertex parts Vp1 , V
p
2 , and V
p
3 are respectively 14,
13, and 14. Hence, according to this partitioning, each processor Pk, which is
responsible from downloading all pages pi ∈ P
p
k , is expected to fetch and store
almost equal amounts of data in the next crawling session. In Fig. 4.2, dotted
lines represent the cut edges. These edges correspond to inter-processor links,
which must be communicated. In our example, χ(Πp) = 8, and hence, the total
volume of link information that must be communicated is 8.
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Figure 4.2: A 3-way partition for the page graph of the sample Web graph in
Fig. 4.1.
4.4 Site-Based Partitioning Model
Due to the enormous size of the Web, the constructed page graph may be huge,
and hence it may be quite costly to partition it. For efficiency purposes, we also
propose a site-based partitioning model, which considers sites instead of pages
as the atomic tasks for assignment. We represent the link structure between
the pages by a site graph GS = (VS, ES). All pages belonging to a site Si are
represented by a single vertex vi ∈V
S. The weights w1i and w
2
i of each vertex vi
are respectively equal to the total size of the pages (in bytes) and the number of
pages hosted by site Si. There is an edge eij between two vertices vi and vj if
and only if there is at least one link between any pages px∈Si and py ∈Sj . The
cost cij of an edge eij ∈E
S is equal to the total string length of all links (px, py)
and (py, px) between each pair of pages px ∈ Si and py ∈ Sj. All intra-site links,
i.e., the links between the pages belonging to the same site, are ignored.
In a K-way partition ΠS =(VS1 ,V
S
2 , . . . ,V
S
K) of graph G
S, each vertex part VSk
corresponds to a subset Sk of sites whose pages are to be downloaded by processor
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Figure 4.3: A 2-way partition for the site graph of the sample Web graph in
Fig. 4.1.
Pk. Balancing the part weights (Eq. 4.1) and minimizing the cost (Eq. 4.2) has
the same effects with those in the page-based model.
Fig. 4.3 shows a 2-way partition for the site graph corresponding to the sample
Web graph in Fig. 4.1. Vertex weights are displayed inside the circles, which
represent the sites. Part weights are W 11 =W
2
1 =17 and W
1
2 =W
2
2 =24 for the two
parts VS1 and V
S
2 , respectively. The cut edges are displayed as dotted lines. The
cut cost is χ(Πp) = 1+1+3 = 5. Hence, according to this partitioning, the total
volume of communication for the next crawling session is expected to be 5.
Chapter 5
Hypergraph-Partitioning-Based
Page Assignment
In parallel sparse matrix vector multiplication (SpMxV) problem, usage of graphs
to model the communication requirements are pretty common, even though
graphs do not truly model the communication volume. In fact, it has been
shown [26] that in SPMxV, graphs model a metric which is loosely related with
the communication volume. C¸atalyu¨rek and Aykanat [24, 27] proposed novel
hypergraph models which avoid this deficiency of the graph model. In SPMxV
problem, hypergraph models correctly model the volume of communication. On
the other hand, in the parallel crawling problem, graph model has no deficiency
and correctly models the volume of communication occurring within the parallel
system. However, hypergraph models are still valuable for this flavor of problems.
For the parallel crawling problem, the hypergraph representation of the Web cor-
rectly represents the number of messages that will be communicated among the
crawling processes, which is another important metric in minimization of the
communication overhead of a parallel system. Even though most of the existing
models that try to minimize the communication overhead focuses on minimiza-
tion of the communication volume believing that minimizing that metric is likely
to minimize the overall communication overhead, Uc¸ar and Aykanat [25] show
that minimizing the number of communication messages may be as important
34
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as minimizing the volume of the communication. Within this chapter, we will
provide hypergraph models which correctly model and minimize the number of
messages transmitted between the crawling processes.
5.1 Introduction
In order to follow up the proposed models presented in this chapter, it is vital to
understand the distinction between minimizing the message volume and minimiz-
ing the number of messages. Figure 5.1 is introduced to clarify this distinction.
In this figure, we assume that there is a page A which has been assigned to part 0.
Page A contains links to other pages and some of the pages pointed by these links
are in other parts. Without loss of generality, part i is assumed to be mapped
to processor Pi, for i = 1, 2, ...k, where k is the number of processors. We see
that A has one link to a page in part 0, two links to pages in part 1, three links
to pages in part 2, and one link to a page in part 3. Whenever processor P0,
which is responsible from crawling page A, crawls page A and extracts the links
within, it will have to communicate the links that belongs to other processors.
Actually, processor P0 will have to send three messages. The messages to be sent
to processors P1, P2 and P3 will carry 2, 1, and 3 URLs respectively. The number
of messages induced by page A is 3 messages, whereas the communication volume
that is induced by page A is (2 + 3 + 1)= 6 URLs.
The total communication volume and the total number of messages provide
estimations for defining the communication overheads of a parallel program. The
communication volume represents the amount of data transfer that will happen
between the processors. If we think of the communication formula described in
Section 3.3, communication volume can be thought as the sum of message size
m’s for all of the messages that will be communicated. The number of messages
is a self-explanatory term that represents the number of messages that have to
be communicated during the execution of the parallel program.
In determining the overall communication overhead, we can use NM and MV
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Figure 5.1: Communication volume vs. number of messages.
to bring an estimation. The communication volume is multiplied with tt to give
an estimation on the overall transfer overhead, and the number of messages is
multiplied with ts to give an estimation of the overall startup latency. Note that
these estimations would give totally exact results if none of the communications
were occuring concurrently. Nevertheless, some of the message passing operations
are accomplished in parallel. Even so we believe that minimizing NM or MV
is a reasonable estimation for the overall communication overhead and reducing
them by efficient heuristics is likely to reduce the overall communication overhead.
Depending on the problem and the system architecture, the transfer overhead
or the startup latency can be the dominant factor within the communication
overhead or they may have equal importance. In parallel crawling problem, the
messages generally contain URLs which are small in size. A rough average would
be 45 bytes for a URL. This implies that, in parallel crawling, reducing the
number of messages might be more crucial than reducing the communication
volume. Thus, throughout this chapter, we provide two novel hypergraph models
which minimize the number of messages during link exchange.
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5.2 Hypergraph Partitioning Problem
A hypergraph H = (V,N ) is defined as a set of vertices V and a set of nets
N . Every net ni is a subset of vertices. The vertices of a net are also called its
pins. The size of a net ni is equal to the number of its pins, i.e., |ni|. The set of
nets that contain vertex vj is denoted by Nets(vj). The degree of a vertex vj is
denoted by dj = |Nets(vj)|. Weights can be associated with vertices.
Π={V1, . . . ,VK} is a K-way vertex partition of H = (V,N ) if each part Vk is
non empty, parts are pairwise disjoint, and the union of parts gives V. In Π, a net
is said to connect a part if it has at least one pin in that part. The connectivity
set Λi of a net ni is the set of parts connected by ni. The connectivity λi = |Λi| of
a net ni is the number of parts connected by ni. A net ni is said to be cut if it
connects more than one part (i.e., λi > 1) and uncut otherwise. The set of cut
and uncut nets are also referred to as external and internal nets, respectively. In
Π, weight of a part is the sum of the weights of vertices in that part.
In hypergraph partitioning problem, the partitioning objective is to minimize
the cutsize:
cutsize(Π) =
∑
ni∈N
(λi − 1). (5.1)
This objective function is widely used in VLSI community [22] and in scientific
computing community [23, 24, 25] and it is referred to as the connectivity−1
cutsize metric. The partitioning constraint is to satisfy a balancing constraint on
part weights. A partition Π is said to be balanced if each part Vk satisfies the
balance criteria, i.e.,
Wmax −Wavg
Wavg
≤ . (5.2)
Here Wmax is the weight of the part with the maximum weight, Wavg is the
average part weight, and  is a predetermined imbalance ratio. This problem is
NP-hard [22].
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A recent variant of the above problem is the multi-constraint hypergraph
partitioning [26, 27, 28] in which each vertex has a vector of weights associated
with it. In this problem, the partitioning objective is the same as above, however,
the partitioning constraint is to satisfy a set of balancing constraints, one for each
one of the weights. The balance criteria for this type of problems is:
W mk ≤ W
m
avg(1 + ), for k=1, 2, . . . , K and m=1, 2, . . . , M. (5.3)
In Eq. 5.3, each weight W mk of a part Vk is defined as the sum of the weights
wmi of the vertices in that part. W
m
avg is the weight that each part should have in
the case of perfect load balancing.  is the maximum imbalance ratio allowed.
Y :www.yahoo.com
m1
m4
m3
m2
m6
b1
B:www.bilkent.edu.tr
M :www.microsoft.com
d4
d3
d2
m5
y2
y4
y3y1
b2
d1
D:www.dmoz.org
Figure 5.2: Sample Web graph.
5.3 Page-Based Hypergraph Partitioning Model
In our page-based hypergraph partitioning model, we represent the link structure
between pages by a page hypergraph Hp =(Vp,N p). In this representation, each
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page pi corresponds to a vertex vi. For each vertex vi, there exists a net ni whose
pins are composed of vi and the pages that vi has links to. Vertex vj is a pin
of net ni either if page pi has a link to page pj or i = j. Multi-links between
the pages are collapsed into a single link between the source page’s net and the
destination page. Two weights w1i and w
2
i are associated with each vertex vi. The
weight w1i of vertex vi is equal to the size (in bytes) of page pi, and represents
the download and storage overhead for pi. The weight w
2
i of vertex vi is equal to
1, and represents the overhead for requesting pi.
B:www.bilkent.edu.tr
D:www.dmoz.org
Y :www.yahoo.comM :www.microsoft.com
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Figure 5.3: Page-based Web hypergraph.
We describe our hypergraph partitioning models on the sample Web graph
displayed in Figure 5.2. The corresponding page-based hypergraph is presented
in Figure 5.3. In this hypergraph, there are 4 sites. Each site contains several
pages, which are represented by small squares. In the figure, inter-site links are
displayed as dashed lines between the source page’s net and the destination page.
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Figure 5.4: A 4-way partition of the page hypergraph in Figure 5.3
In a K-way partition Πp =(Vp1 ,V
p
2 , . . . ,V
p
K) of the page hypergraph H
p, each
vertex part Vpk corresponds to a subset Pk of pages to be downloaded by processor
Pk. That is, every page pi ∈Pk, represented by a vertex vi ∈V
p
k , is fetched and
stored by processor Pk. In this model, maintaining the balance on part weights
W 1k and W
2
k (Eq. 5.3) in partitioning the page hypergraphH
p, effectively balances
the download and storage overhead of processors as well as the number of page
download requests issued by processors. Minimizing the cutsize(Π) (Eq. 5.1)
corresponds to minimizing the total number of messages during the link exchange
between processors.
Figure 5.4 shows a 4-way partition for the page hypergraph in Figure 5.3. For
simplicity, unit vertex weights are assumed. In this example, perfect load balance
is obtained since weights (for both weight constraints) of the four vertex parts
Vp1 , V
p
2 , V
p
3 , and V
p
4 are four. Hence, according to this partitioning, each processor
Pk, which is responsible from downloading all pages pi∈P
p
k , is expected to fetch
and store almost equal amounts of data in the next crawling session. In Fig. 5.4,
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cut-nets correspond to inter-processor links, which must be communicated. In
our example, cutsize(Π)=(λnm4−1)+(λnm5−1)+(λny3−1)+(λnd4−1)=2+1+1+2=6,
and hence, the total number of messages that must be communicated during the
link information exchange is 6.
5.4 Site-Based Hypergraph Partitioning Model
In order to ease the partitioning of the constructed page hypergraph, we also pro-
pose a site-based hypergraph partitioning model, which is smaller in size when
compared to page-based hypergraph. Another advantage of this model is that
it avoids host overloading by assigning all pages of a host to a single crawl-
ing agent. Site-based hypergraph model considers sites instead of pages as the
atomic tasks for assignment. Even when the atomic tasks are sites, the site-based
hypergraph model must have a net for each page in order to be able to correctly
measure the number of communication that will occur. Thus, in our site-based
hypergraph model, vertices are in site granularity, whereas nets are in page gran-
ularity. We represent the link structure between the pages by a site hypergraph
HS =(VS,N P). All pages belonging to a site Si are represented by a single vertex
vi∈VS. For each page pi, there exists a net ni. Net ni has pins on the site that
pi belongs to and the sites of the pages that page pi has links to. Multi-links
between the pages are collapsed into a single edge between the source page’s net
and the destination site. The weights w1i and w
2
i of each vertex vi are respectively
equal to the total size of the pages (in bytes) and the number of pages hosted by
site Si. Vertex vj is a pin of net ni if there is at least one link between page pi
and any pages in py∈Sj or i = j. Net costs are equal to one. All intra-site nets,
i.e., the nets whose all pins are in the same site, are ignored.
In a K-way partition ΠS = (VS1 ,V
S
2 , . . . ,V
S
K) of hypergraph H
S, each vertex
part VSk corresponds to a subset Sk of sites whose pages are to be downloaded
by processor Pk. Balancing the part weights (Eq. 5.3) and minimizing the cost
(Eq. 5.1) has the same effects with those in the page-based model.
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Figure 5.5: A 2-way partition for the site graph of the sample Web graph in
Fig. 5.2.
Fig. 5.5 shows a 2-way partition for the site graph corresponding to the sample
Web graph in Fig. 5.2. Vertex weights are displayed inside the empty circles,
which represent the sites. Nets are represented with small, black, dot-like circles
and all net edges have a cost or weight of one. Part weights are W 11 = W
2
1 = 8
and W 12 =W
2
2 =8 for the two parts V
S
1 and V
S
2 , respectively. The nets that are in
the cut (nm4 and nd4) are connected with dotted lines to their pins. The cost is
cutsize = (λnm4−1)+(λnd4−1) =1+1=2. Hence, according to this partitioning,
the total number of messages that will be communicated during the next crawling
session is expected to be 2.
Chapter 6
Experimental Results
Throughout the previous chapters, we have seen the difficulties of crawling and
its parallelization, the deficiencies of hash-based techniques in addressing the task
assignment in parallel crawling and alternative graph/hypergraph-based models,
which can replace hash-based techniques. In this chapter, we will try to evaluate
the improvement gained through the usage of the proposed models. A compar-
ison of graph/hypergraph-based techniques and the state-of-the-art hash-based
techniques with respect to properties such as the load imbalance in storage or in
page request numbers, the communication volume incurred and the number of
messages required during the link information exchange will be given.
6.1 Experimental Setup
In this thesis, our main contribution is on the page-to-processor assignment part of
the crawling process. To validate the usefulness and applicability of our proposed
models, we have implemented a group of programs which take a set of crawled
pages in a repository as input, generate the graph or hypergraph structure of this
repository from this input and by partitioning this graph or hypergraph, generate
an assignment vector for the pages within the repository.
43
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6.1.1 Platform
We have implemented and tested the code that extracts linking struc-
ture, generates graph/hypergraph structures, and partitions the generated
graph/hypergraph on an Intel Pentium IV 2.54 GHz PC, which has 2 GB of
main memory, 512 KB of L2 cache, and 8 KB of L1 cache. All of the code within
this set of programs are implemented in C and are compiled in gcc with -O2
optimization option. The state-of-the-art graph partitioning tool MeTiS [33] is
used for partitioning the constructed page and site graphs and the state-of-the-art
hypergraph partitioning tool PaToH [29] is used for partitioning the constructed
page and site hypergraphs. In order to verify the validity of the proposed models,
we also developed a data-parallel crawler. Our crawler ABC was implemented on
a 24 machine Linux PC cluster. Nodes of our cluster are Intel Pentium II 400Mhz
machines with 128MB RAM.
6.1.2 Dataset properties
We have tested our code on a crawled set of pages provided by the Google search
engine [4]. The dataset is composed of 913, 569 web pages crawled from the US
education sites by Google. Pages are collected from 15, 819 sites. The size of this
dataset is approximately 8 GB. We have analyzed the properties of the gener-
ated graphs and hypergraphs for this dataset and presented them in Table 6.1.
According to Table 6.1, average vertex degree for site-based graph is around 2
times larger than that of page-based, which reveals that, even though smaller,
the site-based graph is a coarser graph than the page-based graph. The average
vertex weight of a site in site graph is 542.71 KB, which is consistent with the
values of average vertex weight for a page (9.89 KB) and the average number of
pages per site (57.75). Average edge weight for the page graph is given as 45.34
bytes. Remember that edge weights represent the size of the URLs that will be
communicated. Thus, we can conclude that on the average, a link URL is incurs
45 bytes of communication overhead. Average edge weight for the site graph is
177.50 bytes. This is due to the fact that some of the links in the page-based
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Table 6.1: Dataset properties
Parameters Page-based Site-based
Number of pages 913,569
Number of sites 15,819
Number of vertices 913,569 15,819
Average vertex in-degree 4.90 10.46
Maximum vertex in-degree 5989 999
Average vertex out-degree 4.90 10.46
Maximum vertex out-degree 618 528
Average vertex weight (KB) 9.89 542.71
Maximum vertex weight (KB) 513 90,586
Average number of pages per site 57.75
Maximum number of pages per site 8066
Number of edges 4,480,218 165,450
Average edge weight (byte) 45.34 177.50
Maximum edge weight (byte) 182 401,456
Number of connected components 67,759 243
Maximum sized connected component 805,153 15,576
Number of nets 913,569 913,569
Average net size 5.90 2.79
Maximum net size 619 149
Number of pins 5,393,787 1,350,121
Average vertex degree (hypergraph) 5.90 85.35
Maximum vertex degree (hypergraph) 5990 8855
graph are overlapped as a single edge in the site-based graph. Out of 913,569
pages, 805,153 of them are connected and out of 15,819 sites, 15,576 of them are
connected with each other. This tells us that our dataset is a highly connected
dataset. Both the average net size and the average vertex degree of the page-
based hypergraph are 5.90, basically one more than average out-degree of the
vertices of the page-based graph. This is merely due to the fact that there is a
net ni for each page pi and ni has a pin to all pages linked by pi. Thus, each net’s
size is one more than the out-degree of its originating page. As the size of vertices
and nets are equal in our page-based hypergraph, the average vertex degree has
to be equal to the average net size. On the other hand, we observe that, for the
site-based hypergraph, average vertex degree increases to 85.35 while the average
net size decreases to 2.79. This is reasonable since in our site-based hypergraph
model, we still have a net for each page and thus, even though the number of
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vertices decreases to 15,819 from 913,569, the number of nets still remains as
913,569. Basically, a site in the site-based hypergraph is connected to all of the
nets that belong to the pages in the site along with the nets that connect to them
because of other sites giving link to that site. From Table 6.1 we can see that
the site with the maximum number of pages had 8066 pages. This tells us that
the cite vertices that has the maximum degree shall have a degree no less than
8066 as it will already be connected to the nets of the pages in itself. We see that
the site vertex with the maximum degree has a degree of 8855. The number of
pins for the page-based hypergraph is 5, 393, 787, basically the sum of the number
of edges in the page-based graph (4, 480, 218) and the number of vertices in the
page-based graph (913,569), as there is a net for each page which is connected
to pages that are linked from that page as well as the page itself. Unfortunately,
the number of pins in the site-based hypergraph can not be explained with the
parameters in this table. We could have easily guessed that it should be big-
ger than the number of nets (913,569), but as there are edges that are merged
into a single edge in the site-based graph but will be represented with multiple
nets in the site-based hypergraph, we can not add the number of edges in the
site-based graph (165,450) to the number of nets in the site based-hypergraph to
find the number of pins. But we can say that it should be bigger than this sum
and the given number of pins in the site-based hypergraph is consistent with this
observation.
6.1.3 Experimental parameters
In the experiments, the multi-constraint, multi-level K-way partitioning algorithm
of MeTiS and the multi-constraint partitioning algorithm of PaToH are used. The
imbalance tolerance is set to 5% for both weight constraints in MeTiS. Due to
the randomized nature of the algorithms, experiments are repeated 8 times, and
the average values are reported. Results are provided for load imbalance values
in storage and page request amounts of processors as well as the total volume of
inter-processor communication and the total number of messages occuring in link
exchange. The communication volumes presented are given in KiloByte (KB)
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units. We have conducted a series of experiments to compare the performance of
our proposed algorithms with hash-based algorithms. The experiments analyzing
the page-based models are conducted on the K values 2, 4, 8, 16, 32, 64, 128,
and 256 whereas experiments on site-based techniques are conducted on the K
values 2, 4, 8, 16, 32 and 64. This is due to the fact that the number of atomic
task units in our site-based graph and hypergraph are very small (15, 819) and
there is no need to partition further when part sizes are very small.
6.2 Experiment Results
Totally, it takes approximately 4 hours to parse the mentioned raw dataset, ex-
tract its linking structure, create the graph and/or hypergraph structure and by
partitioning the graph and/or hypergraph generate the part vector. Nevertheless,
most of this cost is induced by the parsing and graph generation phases which
might be done concurrently with crawling. To be more precise, it takes around 3
hours to parse the raw dataset to extract it’s page and site-based linking struc-
ture. Generation of the graphs and hypergraphs takes about 30 minutes and the
time costs for partitioning the graph and hypergraphs of the mentioned dataset
is 5 and 10 minutes, respectively. Estimating that a crawling cycle would take a
time in the order of weeks, we believe that the pre-processing cost for creating
the part vector is negligible.
Table 6.2 displays the imbalance values observed in storage amounts of proces-
sors for the page-based assignment techniques. Storage imbalance and number
of page download request imbalance values for graph-partitioning-based (GP-
based), hypergraph-partitioning-based (HP-based), and hash-based techniques
are given. Experiments on page-based assignment show that the hash-based
model, our GP-based model, and HP-based model perform roughly equally in
balancing both the storage overhead and the number of page download requests.
Table 6.3 shows the imbalance values observed for site-based assignment tech-
niques. In site-based assignment, the GP- and HP-based models outperform the
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Table 6.2: Page-based imbalance values
Page-based
Storage Imbalance Page Request Imbalance
K GP-based HP-based Hash-based GP-based HP-based Hash-based
2 0.378 0.015 0.237 0.393 0.025 0.433
4 1.231 0.255 0.567 1.271 0.230 0.530
8 3.472 0.414 1.298 3.507 0.446 0.751
16 4.663 0.538 1.751 4.593 0.564 0.900
32 4.708 0.796 2.972 4.715 0.663 1.580
64 4.762 4.091 5.299 4.763 4.448 2.346
128 4.763 7.857 6.982 4.763 4.816 3.006
256 4.765 9.966 8.981 4.777 8.247 5.215
Table 6.3: Site-based imbalance values
Site-based
Storage Imbalance Page Request Imbalance
K GP-based HP-based Hash-based GP-based HP-based Hash-based
2 2.910 0.005 9.140 3.133 0.005 2.001
4 3.740 0.313 12.687 3.725 0.331 2.718
8 4.487 3.031 17.137 4.483 3.022 3.101
16 4.749 3.856 18.185 4.724 3.708 3.740
32 4.755 7.499 41.309 4.754 7.735 8.611
64 4.761 11.406 56.777 4.763 10.530 15.442
hash-based approach in balancing the storage requirements as imbalance rates of
the hash-based approach deteriorate with increasing K values. This is basically
due to the high variation in the sizes of the sites in the dataset used. In balancing
the page download request numbers, all three methods perform similarly. Since
solution space is more restricted in the site graph and hypergraph, the site-based
GP and HP models produce slightly inferior load imbalance rates compared to
their page-based counterparts.
Table 6.4 presents the total volume of link information and the total number
of messages that must be communicated among the processors for page-based
models, whereas Table 6.5 presents the results obtained through site-based tech-
niques. As expected, an increasing trend is observed in communication volumes
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Table 6.4: The total volume of communication (in bytes) and the total number
of messages during the link exchange for page-based models
Page-based
Message Volume Number of Messages
K GP-based Hash-based HP-based Hash-based
2 1,036,283 101,525,422 55,352 583,151
4 1,678,582 152,337,986 102,085 1,387,089
8 1,962,202 177,796,646 133,260 2,298,673
16 2,273,460 190,489,244 163,817 3,108,535
32 2,445,155 196,846,038 190,847 3,687,317
64 2,971,509 200,033,019 210,704 4,047,882
128 5,237,738 201,627,972 223,107 4,251,617
256 9,090,080 202,417,736 245,029 4,362,796
and message numbers as K increases. According to Table 6.4 and Table 6.5, the
proposed GP-based models perform much better in minimizing the total com-
munication volume than hash-based approaches. Site-based hashing results in
around 5 times less communication than page-based hashing. This is due to the
fact that many inter-processor links are eliminated since sites act as clusters of
pages, and almost 4 out of 5 page links turn out to be an intra-processor link
when site-based hashing is employed. However, in contrast to the hash-based
techniques, the site-based GP model causes an increase in the communication
volume. This can be explained by the sparsity of our dataset and the simpler
(relative to the page graph) site graph topology which causes a reduction in the
solution space. Due to the sparsity of our dataset, there are many pages which do
not link each other although they are associated with the same site. By working
on the coarser site graph, the MeTiS graph partitioning tool fails to utilize the
good edge cuts that cross across the sites (e.g., in Fig. 4.2, pages y1, y2, y3, and
y4 are mapped to V
p
1 while y5, y6, and y7 are mapped to V
p
3 ). Consequently,
the site-based GP model results in partitions with higher cut costs and hence
communication volumes.
By analyzing Table 6.4 we can observe that the page-based HP model greatly
outperforms hash-based model in reducing the number of messages. However,
even though the site-based HP model performs slightly better than the site-based
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Table 6.5: The total volume of communication (in bytes) and the total number
of messages during the link exchange for site-based models
Site-based
Message Volume Number of Messages
K GP-based Hash-based HP-based Hash-based
2 1,735,560 13,475,898 14,002 10,725
4 2,625,363 19,986,309 23,872 25,681
8 3,152,428 23,046,239 33,687 44,791
16 3,464,325 24,645,513 41,698 67,022
32 4,229,328 25,582,315 51,958 89,547
64 5,723,167 26,205,765 83,590 110,535
hash model, we do not see such a big difference between the site-based HP model
and its hash-based counterpart. This is again due to the fact that working on
the coarser hypergraph, PaToH fails to utilize good cuts that cross across sites.
Consequently, the site-based HP model results in partitions with higher cut costs
and hence higher number of message requirements.
We observe from Figure 6.4 that, in order to crawl an 8 GB Web content
in page granularity, a crawler with 64 processors will need to communicate 200
MB of data if it uses a hash-based assignment scheme. On the other hand, if
the crawler uses our GP-based model, the required volume of communication
will be around 3 MB. Again for a 64 processor crawling same dataset requires
sending of around 4 million messages in the hash-based approach, whereas our
HP-based assignment scheme requires around 210, 000 messages. As illustrated
in Figure 6.5, while crawling 8 GB of data in site granularity, the communication
volumes generated by hash-based and GP-based schemas for 64 processors are
26.2 MB and 5, 5 MB respectively. The number of messages generated for the
same dataset by hash-based and HP-based approaches are 110, 535 and 83, 590
respectively.
We believe that the reduction produced by the GP-based model in the com-
munication volume is very important and through such a reduction, it is obvious
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that the performance of the crawler would increase significantly. The improve-
ment generated by HP-based models would be more significant and beneficial es-
pecially if the crawling agents are located on geographically distributed locations.
Note that in a distributed crawling system, the startup time of the communication
takes significantly large values and thus, the number of message communications
may be the dominant factor in the communication overhead in such systems. We
would suggest the usage of GP-based approaches for an intranet crawler and the
usage of HP-based approaches for a distributed crawler.
Chapter 7
Conclusion
Throughout this thesis, we mainly focus on designing elegant page assignment
models for the parallel Web crawling problem. We summarize what we have
discussed throughout the previous chapters here. In Chapter 1, we have given
a brief introduction to the parallel crawling and page-to-processor assignment
problems together with a guide to the upcoming chapters. An analysis of serial
Web crawlers are presented in Chapter 2. We define the basic crawling algorithm,
the crawler components, the challenges in Web crawling and the structure of
our crawler ABC. Chapter 3 is designed in order to give an understanding of
parallel crawlers and their implications. We present the necessity of parallelism
in Web crawling problem, the advantages of parallel crawlers, the challenges in
parallel crawler design, parallel crawler architectures, a categorization of parallel
crawlers according to parallelization models and where in this categorization our
crawler ABC falls in. Having explained the implications, we propose a graph-
based assignment technique which greatly reduces the communication volume
during link exchange while balancing storage and the number of page download
requests in the crawling agents in Chapter 4. We explain two models based on
graph partitioning that differ only in their granularity. In the following section we
propose another assignment technique which is based on hypergraph partitioning.
This assignment technique minimizes the number of messages during the link
exchange, thus, reduces the communication overhead while still balancing the
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storage and page download requests. In Chapter 6 we experiment on our models
comparing them with the hashing technique. An explanation of the dataset on
which we have conducted our experiments is presented firstly, storage and page
download request imbalance values for hash-based, graph-based, and hypergraph-
based techniques are given. The total communication volume and the number of
messages induced by the proposed techniques are compared with those of hash-
based technique and the results are analyzed in depth.
All of our studies depend on the observation that there is room for algorithmic
improvements in the state-of-the-art page-to-processor assignment schemas. We
proposed two different types of page assignment techniques depending on graph-
partitioning and hypergraph-partitioning. Our empirical findings prove that the
proposed algorithms can greatly be used to reduce the communication overhead
in parallel Web crawling while providing good load balancing on storage or the
number of page download requests.
For future research, we consider working on the following issues.
• Actual crawl: We haven’t been able to test our proposed models on an
actual crawl. Instead of working with pre-crawled datasets, working with
data that we have crawled would bring more insight to our analysis about
our algorithms. We are currently on the process of establishing a PC cluster
on which we can test our models.
• Implementation of a parallel hypergraph partitioning tool: A distributed
or parallel crawler generally stores the crawled pages in a local repos-
itory. Hence, in a parallel crawler there are multiple repositories that
constitute the overall crawled dataset. Partitioning this dataset requires
the usage of parallel partitioning tools. For graph partitioning, we have
ParMeTiS [35, 36, 37, 38] which can partition graphs in parallel. Unfor-
tunately, PaToH does not have a parallel hypergraph partitioning utility,
thus, implementing a parallel hypergraph partitioning tool is necessary to
generalize our assignment techniques.
• Hybrid model: In this thesis, we have presented two distinct models, one
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minimizing the total volume of communication, other minimizing the num-
ber of communication. We are planning to work on a hybrid model which
combines the benefits gained from these two approaches.
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