the strong correlation between central black hole mass and host galaxy properties (including concentration index) observed in nearby galaxies is already evident by z ∼ 0.5 − 1. By contrast, the asymmetry index distribution of the 21 resolved CDFS sources at I < 23 is indistinguishable from the I < 23 field. Moreover, the frequency of I < 23 near neighbors around the CDFS counterparts is not significantly different from the field sample. These results, combined with previous similar findings for local samples, suggest that recent merger/interaction history is not a good indicator of AGN activity over a substantial range of look-back time.
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Introduction
It is becoming clear that a proper understanding of galaxy formation and evolution must address the role played by the supermassive black holes (SBH) now suspected to be present in most galaxy nuclei (e.g., Magorrian et al. 1998 ) and responsible for the AGN phenomenon. In the local universe, the importance of the SBH-host-galaxy relationship has been highlighted recently by the tight correlation of SBH mass with the host bulge velocity dispersion (Gebhardt et al. 2000; Ferrarese & Merritt 2000) and concentration index (Graham et al. 2001) . It is of great interest to probe the AGN-host-galaxy relationship out to higher redshifts, where, for example, the strong evolution observed at the low end of the AGN luminosity function by ROSAT deep X-ray surveys (Hasinger et al. 1999; Miyaji et al. 2000) has been associated with an increased rate of galaxy interactions and distorted/irregular morphologies in the early universe (Lilly et al. 1998; Abraham et al. 1999 ).
The recent Chandra X-ray Observatory (CXO) Deepest Field surveys have extended the ROSAT results to fainter fluxes and harder X-ray energies (Cowie et al. 2003; Giacconi et al. 2002; Brandt et al. 2001; Hornschemeier et al. 2001; Mushotzky et al. 2000; . These studies have also confirmed that the cosmic X-ray background is largely attributable to moderate-luminosity AGN (L X ∼ 10 43−44 erg s −1 ) at moderate to high redshifts (z 0.5), many with significant obscuration by the host galaxy. This underscores the desirability of studying the AGN-host connection with samples detected at hard X-ray energies, where there is much less bias against the dust obscuration that segregates AGN into type 1 (unobscured) and type 2 (obscured) in the standard unified model (e.g., Urry & Padovani 1995) . Although much has been learned from studies of AGN and their hosts at low redshift, and from comparisons of the evolution of higher-luminosity AGN and field galaxies at high redshifts, the fundamental question of whether nuclear activity drives galaxy evolution, or vice versa, can only be fully addressed by obtaining high-resolution multi-wavelength observations of typical AGN and their hosts over a wide range of redshifts. The combination of Hubble Space Telescope (HST) and CXO deep imaging offers a unique opportunity to satisfy these requirements: the Chandra Deepest Fields contain the requisite large, unbiased sample of distant low-to moderate-luminosity AGN with the high positional accuracy ( 0.
′′ 5) necessary for unambiguous association with their faint host galaxies; subsequent high-resolution HST images of these regions then permit the detailed investigation of their host galaxy morphologies and environments.
To this end, we obtained the first HST imaging within the Chandra Deep Field South (hereafter CDFS; Giacconi et al. 2002) : three moderately-deep exposures using the Wide Field Planetary Camera 2 (WFPC2) in V and I. In Paper I of this series , we identified unambiguous HST counterparts for > 90% of the 26 CDFS sources in the initial 300 ksec exposure , and discussed the heterogeneous nature of this population as indicated by the joint X-ray and optical photometry. Paper II extended this analysis to the larger population of 40 CDFS sources revealed at the 1 Ms CXO depth, which is still current at the time of this writing. Again we found a > 90% fraction with unambiguous HST counterparts, and the combined X-ray and optical properties of this expanded sample largely reinforced the conclusions of Paper I: the optical counterparts to the X-ray sources are divided into two distinct populations, namely 1) an optically faint group with relatively blue colors, similar to the faint blue field galaxy population, and 2) an optically brighter group, including resolved galaxies with average colors significantly redder than the corresponding bright field galaxy population. The brighter objects comprise a wide range of types, including early and late type galaxies, starbursts, and AGN, most at moderate redshifts (z ∼ 0.4-1.0; Szokoly et al., in prep.). The faint blue X-ray population is consistent with expected numbers and characteristics of low-to moderate-luminosity type 2 AGN at the quasar epoch (z ∼ 2-3).
In the present paper, we undertake a detailed morphological analysis of the CDFS optical counterparts introduced in Papers I and II. In §2 we review the HST and CXO imaging of the CDFS, introduce the full HST/WFPC2 source list, and review the matching of sources common to both sets of observations. We then present a variety of morphological analyses of the HST data in §3, including isophotal ellipse fitting and point-spread function (PSF) convolved two-dimensional surface-brightness modeling of the CXO counterparts, as well as determinations of asymmetry and concentration indices for the entire HST source list in order to contrast the CXO counterparts with the much more numerous field population in our WFPC2 frames. We discuss the implications of these findings in §4 and conclude in §5. Throughout this paper we adopt a cosmology with Ω M = 0.3, Ω Λ = 0.7, and H 0 = 70 km s −1 Mpc −1 .
Observations and Source Catalogs
In §2.1 and §2.2 we provide a brief summary of the HST and CXO observations used in this study. We refer the reader to Paper II and to Giacconi et al. (2002) , respectively, for detailed descriptions of the HST and CXO observations and reduction. In §2.3 we present the combined source catalog from our three HST/WFPC2 fields and summarize the optical-Xray source matching procedure detailed in Paper II. We conclude this section with the catalog of 37 optical-X-ray associations in these fields, whose HST morphologies and environments we analyse in the following sections.
HST Observations and Reduction
We observed three HST/WFPC2 fields within the CDFS during the period 22-27 July 2000. Each field received 3700s (∼ 2 orbits) exposure in the F606W filter and 5800s (∼ 3 orbits) in the F814W filter. In each filter the exposure time was divided among four pairs of images, arranged in a compact dither pattern with sub-pixel offsets to ameliorate the undersampled HST PSF of the 0.
′′ 1/pixel Wide-Field (WF) cameras. We refer the reader to Tables 1 and 3 of Paper II for the specific field coordinates and observation log.
After retrieving the images from the HST Data Archive, we re-calibrated them through the standard pipeline once the most up-to-date calibration reference files for the time of the observations became available. We next registered each set of eight images corresponding to a given field and filter combination via cross-correlation, using tasks in the IRAF/STSDAS dither package. To take advantage of our sub-pixel dithering, we employed the drizzle software (Fruchter & Hook 2001) to combine the images with cosmic-ray rejection onto a 0.
′′ 05/pixel grid (half the WF scale) with a pixfrac parameter of 1.0. These drizzled images are shown in Figure 1 of Paper I. The image combination is described in more detail in Paper II.
The zeropoints of the stacked images are ZP (F 606W ) = 33.322 and ZP (F 814W ) = 32.084 in the VEGAMAG system, which we adopt throughout this paper when quoting magnitudes or surface brightnesses. The background noise RMS in the WF portions of the images is ≈ 3.1 ADU in both F606W and F814W, and in the PC portions is ≈ 8.2 ADU in F606W and ≈ 8.6 ADU in F814W. For notational convenience, we refer to measurements from the F814W images as "I" and from the F606W images as "V ", though we note that the F606W passband is significantly broader and redder than Johnson V .
CXO Observations
The CDFS , of which 40 fall within the three HST/WFPC2 fields in this study -≈ 3 times the number of Chandra Deep Field North sources appearing in the Hubble Deep FieldNorth . The overdensity of CDFS sources in our three fields is partly by construction, as we chose the WFPC2 aimpoints for a large overlap with the earlier CDFS 300 ksec source list ).
WFPC2 Photometry and Source Association
Following the reduction described in Paper I, we used SExtractor (version 2.2.1; Bertin & Arnouts 1996) in multiple-image mode to detect sources from the stacked V +I WFPC2 images and perform photometry of these sources on the V and I frames. Table 1 is the source catalog produced from the HST data, containing all sources detected in the three WFPC2 fields of view, according to the detection criteria discussed in Paper I. The catalog is complete to I ∼ 26.4 and V ∼ 27.6. In addition to the J2000 coordinates and V and I magnitudes (SExtractor MAG AUTO), we include the SExtractor determinations of half-light radius, r 0.5 , and stellarity measure, η, defined such that η → 1 for an unresolved surface-brightness profile and η → 0 for a resolved profile. We further include each source's asymmetry (A) and concentration (C) indices, to be discussed in §3.3.
We registered each of the three fields independently to the CDFS frame by subtracting the error-weighted median offset of the nearest HST/WFPC2 optical counterpart to each CXO source, typically ∼ 1 ′′ . After this registration, the RMS of the optical/X-ray offsets is ≈ 0.
′′ 5, consistent with the CXO positional uncertainties . Table 2 lists the 37 X-ray sources found by Giacconi et al. (2002) in the 1 Ms CDFS that were also detected in our WFPC2 observations. We do not list the three additional Giacconi et al. sources in our WPFC2 fields for which we did not detect an optical counterpart within 2 ′′ (see Paper II). Table 2 includes the Giacconi et al. catalog XID number, IAU-format coordinate designation, hard-band (2-10 keV) X-ray flux, and X-ray hardness ratio, defined as (H − S)/(H + S) where H and S are the measured counts in the hard and soft (0.5-2 keV) bands, respectively. For convenience, we repeat from Table 1 the V and I magnitudes and stellarities, and the I-band half-light radius, concentration index, and asymmetry index. We also tabulate the nuclear-to-total flux ratio, to be discussed in §3.2.
Morphological Analyses
We performed a number of quantitative analyses of the morphology of the optical galaxies associated with the CDFS X-ray sources. For the brighter resolved sources (I < 24, η V < 0.5), we carried out isophotal fitting ( §3.1) and two-dimensional model fitting ( §3.2). For all the WFPC2 sources, including those not seen in X-rays, we also measured the asymmetry and concentration indices ( §3.3), following the techniques of and Bershady, Jangren, & Conselice (2000, hereafter BJC00) .
Isophote Fitting
We fit surface brightness profiles with the IRAF isophotal analysis package ISOPHOTE, part of STSDAS. The package's contour fitting task ellipse works from an initial guess for an isophotal ellipse, then steps logarithmically in major axis. At each step it finds the optimal isophotal ellipse center, ellipticity, and positional angle. Prior to the ellipse fitting, we use the task imedit to mask foreground stars, neighboring galaxies, etc., near the galaxies of interest. Such masked pixels are ignored by ellipse. We first construct the V -band surface brightness profile, then apply those isophotes to the corresponding I-band image to obtain isophotal colors.
Because the ellipse algorithm averages pixels within an elliptical annulus, it is capable of fitting isophotes out to a surface brightness µ V ≈ 25.7 mag arcsec −2 , well below the RMS noise. Far enough from the galaxy center, the fitting algorithm will ultimately fail to converge, and ellipse enters a non-fitting mode that fixes larger ellipses to be similar to the largest convergent isophote. We generally ran ellipse non-interactively, but in cases where a peculiar galaxy surface brightness profile sent the task into non-fitting mode prematurely, we stepped through the isophote fitting interactively. We show the resulting surface brightness profiles in Figure 1 , also including the isophotal color, position angle, and ellipticity as a function of semimajor axis. We have fit the one-dimensional profiles to bulge/disk models using the IRAF task nfit1d to assist in our classification of the optical morphologies (Paper II).
Two-dimensional Profile Fitting
We have fit parametric two-dimensional surface brightness models combining an exponential disk, an R 1/4 bulge, and a point-source nucleus all constrained to a common center. The parameters of the fit are the disk scale-length R d , inclination i d , and position angle PA d , the bulge effective radius R b , ellipticity ǫ b , and position angle PA b , the bulge-to-disk flux ratio B/D, the point-source to total flux ratio P/T , the total source flux T ≡ (B + D + P ), the coordinates of the profile center, and a uniform background level. We pixellize the intensity distribution given by the above 12 parameters to the same scale as the data (0.
′′ 05/pixel), using a 3 times oversampled grid in the central 11 × 11 pixels to maintain accuracy in the presence of steep intensity gradients.
We convolve this model-predicted source image by the WFPC2 PSF at the location of the source. Because there are too few point sources in our images to reliably map the spatially variable WFPC2 PSF with our data, we estimate the PSF appropriate to each CXO counterpart with the help of the Tiny Tim software (v6.0, Krist & Hook 2001) . We first generate a 4 times oversampled WFPC2 PSF image with Tiny Tim, which we then convolve with the WFPC2 pixel response function (Gaussian with σ = 0.28 pixel; A. Fruchter 2003, private comm.) as this is not automatically done by Tiny Tim for oversampled PSFs. We simulate the effect on the PSF of drizzling with pixfrac=1.0 onto a 0.
′′ 05/pixel grid by further convolving the oversampled PSF image with the input (0.
′′ 1) and output (0. ′′ 05) pixels. Finally, we block-average the oversampled PSF up to the desired 0.
′′ 05 pixel −1 scale.
We fit the PSF-convolved model to an image section centered on the source coordinates and extending well beyond the faintest detectable isophote: as small as 64 × 64 pixels (3.
′′ 2 square) for the I 22 sources, and as large as 256×256 pixels (12.
′′ 8 square) for the I ≈ 18 edge-on spiral CDFS J033208.6−274649. As with the isophote fitting described in §3.1, we mask out neighboring sources, chip edges, etc., and ignore such masked pixels when calculating the goodness of fit. We derive a noise image in this region from the data itself, assuming Poisson statistics. We calculate a figure-of-merit χ 2 (p) for a given parameter set p by subtracting the model image from the data, dividing this difference image by the noise image, and summing the squares of the resulting pixel values. This algorithm neglects the small-scale noise correlation introduced into the data by our drizzling procedure, but we expect the effect to be minimal (see also Casertano et al. 2000) .
We implement the parameter fitting in IDL, using as inputs: the data image section; the associated RMS noise image; and the PSF image. The fitting proceeds in two stages, starting with a downhill simplex optimization of χ 2 (p) based on the "amoeba" subroutine from Numerical Recipes (Press et al. 1992) . In order to minimize our sensitivity to starting values in the optimization, we seed the initial simplex with randomly-generated parameter values spanning the broadest range in the various parameters. In the second stage of the fitting, we try to improve upon the local minimum found in the first stage by using the best-fit parameters as one of the starting points for a further simulated-annealing simplex optimization based on the "amebsa" subroutine from Numerical Recipes (Press et al. 1992 ).
We extensively tested the fidelity of the model-fitting code with simulated galaxy images matched to the PSF and noise properties of our data, with representative fluxes (10 3 - 10 5 counts: 19.6 < I < 24.6) and scale lengths (3-10 pixels: 0. ′′ 15-0. ′′ 5), and spanning the full ranges of profile shape parameters. We found that the code performed very well at recovering P/T and moderately well at recovering B/D for simulated galaxies with 10 4 counts (I 22.1). For example, the code typically recovered P in simulated I = 22.1 galaxies to within 10% over the full range of P/T , and for P = 0 models it typically returned 3σ upper limits of P/T 1% (I 27.1). For fainter simulated galaxies of 10 3 counts (I = 24.6), the signal-to-noise became too poor for adequate model fits. We therefore restrict our discussion of the two-dimensional profile-fitting results to the I < 23 galaxies in our sample, where in particular we have high confidence in the central point-source recovery.
To determine the uncertainty in the best-fit value for the central point-source flux P , we first define the PSF-weighted chi-square of the best-fit parameter set:
Starting from the best-fit point-source flux P best , we step away from this value with increasing ∆P , at each step carrying out a downhill simplex minimization of all the parameters subject to the constraint T × (P/T ) = (P best + ∆P ). We continue to increase ∆P in both directions until reaching the effective 3σ perturbations, ∆P 3σ , defined according to χ
We have adopted this more conservative approach to estimating the errors on the point-source component because the χ 2 /pixel in the immediate vicinity of the galaxy core is often much larger than the mean χ 2 /pixel across the entire comparison region. If this procedure indicates that P = 0 is not excluded at > 3σ, we quote a 3σ upper-limit to the galaxy's point-source component in Table 2 . Otherwise we quote P best with its ±1σ errors.
Asymmetry and Concentration Indices
We measure an asymmetry index A of all WFPC2 sources (both X-ray counterparts and X-ray undetected field sources) in the three fields following the prescription of Conselice et al. (2000) , which we summarize here. For each source, we determine its half-light radius r 0.5 using SExtractor. We then extract the square image section S centered on the source with sides of length 6 r 0.5 . We rotate S by 180
• to obtain the comparison image S 180 . The asymmetry index is then calculated according to the formula
where the summation is over individual pixels, and the minimization is over a fractional-pixel grid (with spacing of 0.2 pixel, or 0.
′′ 01) of possible centers of rotation . We determine the asymmetry zeropoint A 0 = min pix |B − B 180 | pix |B| from a fixed large square region B of blank sky on the particular chip where the source resides. Because the background noise properties vary between pointings and between the WFs and the PC, we cannot simply use a single A 0 for all sources.
Sources which happen to fall close to a chip edge, or happen to have a spurious companion very close in projection, will have artificially inflated asymmetry estimates in this prescription. We have modified the asymmetry index code (in IRAF, provided to us by C. Conselice) to correct for the former bias by masking the regions along chip edges where the exposure map falls off. When a source's image section S contains such masked pixels, we exclude those pixels (and their 180
• -rotated counterparts) from the summation above. Fortunately, this chip-edge asymmetry inflation affects only a small fraction of all sources (e.g., two of 37 CXO counterparts: CDFS XIDs 185 and 538), and should not introduce a bias between the asymmetry distributions of CXO and non-CXO sources. We do not attempt to correct the "spurious-companion" bias, because we do not know a priori if two neighboring sources are only close because of projection. As with the chip-edge bias, we do not expect the spurious-companion bias to preferentially affect either CXO or non-CXO sources.
We list the I-band asymmetry indices of all field sources in Table 1 , and list the asymmetries with associated errors (as computed by the Conselice code) for the CXO counterparts in Table 2 . We flag with colons the asymmetry indices in Table 2 which are suspect (anomalously large) because of substantial source overlap with a chip boundary (CDFS XIDs 185 and 538) or likely spurious close neighbor (CDFS XID 36). We plot the asymmetries of all sources versus magnitude in Figure 2 , denoting the CXO counterparts by large symbols keyed to morphological type as classified in Paper II: E/S0 (circles); S/Irr (squares); unresolved (stars); and indeterminate (triangles). We also plot the median A and median uncertainty in A for field sources in successive 1-mag bins (crosses with error bars). We see no significant trend in A with magnitude, but the typical measurement error becomes substantial ( 0.1) by I ≈ 23. We therefore restrict our samples to I < 23 when discussing the implications of the asymmetry measurements in §4.3.
We measure the concentration index C of all sources in the three fields following the prescription of BJC00. Using SExtractor to measure the radii containing 20% and 80% of each source's flux (r 0.2 and r 0.8 , respectively), we then compute the concentration index as C ≡ 5 log(r 0.8 /r 0.2 ). Given this definition, a pure exponential profile has C = 2.80, while a pure R 1/4 profile has C = 5.27. A Gaussian profile has C = 2.15, and thus an observed PSF-convolved exponential or R 1/4 profile will appear less concentrated than the theoretical values. We list the concentration indices for the individual CXO counterparts in Table 2 and plot the distribution of concentration with magnitude in Figure 3 for both the X-ray counterparts (large symbols) and all the sources in the field (small symbols). We note that the high-asymmetry galaxy CDFSJ033211.0−274343 (A = 0.47), which is significantly truncated by a chip edge, is the lone low-concentration outlier among the brighter CXOdetected sources.
Because the SExtractor detection algorithm requires a minimum number of connected pixels above a minimum counts/pixel threshold, sources at the faintest flux levels will be preferentially detected if they have a flatter intensity profile. This detection bias should be reflected in a systematic decline of the mean C at the faintest flux levels, which we indeed observe in Figure 3 at I 23-24. When discussing the implications of the concentration measurements in §4.5, we avoid the complications of this detection bias by restricting our analysis to the I < 24 population.
We estimate the error on C because of uncertainty in the total flux of the source by measuring the additional two flux-radius ratios C ± ≡ 5 log(r 0.8(1±σ f ) /r 0.2(1±σ f ) ), where σ f is the fractional error on the total flux. The total error on C should also include the uncertainty in the two isophotal radii values because of the pixel RMS noise. This error on the flux radii is not reported by SExtractor, and is cumbersome to compute for all sources. However we do not expect this additional uncertainty to greatly exceed our estimate based on C ± . In Figure 3 we plot the median C and median uncertainty in C for field sources in successive 1-mag bins (crosses with error bars). The uncertainty in C is 0.05 for sources with I 24.
Discussion

Surface Brightness Profile Results for the CXO Counterparts
Examining the isophotal fitting results for the 22 resolved I < 24 CXO counterparts (Fig. 1) , we find that about half of the objects have a relatively flat color profile all the way into the nucleus, while a slightly smaller fraction display a nucleus that is at least half a magnitude bluer at its core than the average color across the rest of the galaxy. Three objects display nuclei that are redder by at least half a magnitude than their average global color.
We have searched for correlations between color gradient results and the X-ray properties of the galaxies. The three redder-centered objects appear to have somewhat harder X-ray spectra, while the flat-color objects are softer and in particular include all objects detected solely in the CXO soft band (0.5-2 keV). The bluer-centered objects have hardness ratios that are intermediate in value, covering the entire range from soft to hard. There is also some suggestion that the bluer-centered objects have a slightly higher L X on average than the flat-color and redder-centered objects.
The correlation between higher L X and blue central color gradient is expected since the bluer-centered objects are probably all type 1 AGN and are therefore detected at somewhat higher distances on average. This is confirmed by the optical spectroscopy that we have so far: all 3 of the 8 bluer-centered objects for which we have spectroscopic classifications (Szokoly et al. 2003, in prep.) are type 1's; all 4 of the spectroscopic classifications available for the 16 flat-color and redder-centered objects suggest that they are type 2's. Finally, the bluer-centered objects are found mostly in elliptical hosts (according to our morphological classifications), while the flat-centered objects are found in both spiral and elliptical hosts.
The Ratio of Obscured to Unobscured
Most of the optically brighter CXO counterparts for which we estimated the nuclear point-source flux (3.2) also have measured redshifts (Szokoly et al., in prep.) which imply L X 10 42.5 . Such large X-ray luminosities are associated with AGN or intense starbursts -in either case the X-ray output of the host galaxy is dominated by the nuclear regions. Thus we can use our estimates of the unresolved nuclear flux in the CDFS counterparts to provide a much cleaner investigation of X-ray sources' F X /F opt . Figure 4 shows two plots of 2-10 keV F X versus F opt for the 1 Ms CDFS sources in our fields: the top panel shows F opt,tot of the entire host (including nucleus), analogous to Figure 8 of Paper I for the 300 ksec CDFS sources; the bottom panel shows F opt,nuc of the counterparts which are either unresolved (filled star symbols) or resolved but with finite unresolved nuclear flux (open star symbols). In the bottom panel, we also pair each F opt,nuc with the corresponding F opt,tot (dotted symbols) for comparison with the top panel. Here and throughout the rest of the discussion, we focus on the I-band data in preference to the V -band, since only the former samples rest-frame optical light ( 4000Å) at the substantial redshifts (z ∼ 0.5-1) of even the brighter resolved CXO counterparts. Figure 4 that the scatter in F X /F opt is greatly reduced when considering only the optical flux originating from an unresolved nucleus -most have log(F X /F opt,nuc ) ∼ 1.1±0.3. In particular, we see that the F X /F opt,nuc values for the resolved CDFS sources are now consistent with the narrow range of F X /F opt of the several HSTunresolved counterparts -all spectroscopically-confirmed type 1 AGN (Szokoly et al., in prep.). We may therefore infer that we are seeing type 1 AGN in these additional resolved hosts, bringing the total fraction of brighter CDFS counterparts with unobscured AGN to ∼ 50%.
It is immediately obvious from
Even these brighter optical CDFS counterparts are at substantial distances (z ∼ 0.5-1; Szokoly et al., in prep.), yet their type 1 fraction is comparable with recent measures of unbiased AGN samples at lower redshift (Wilkes et al. 2002) . The hard-X-ray sensitivity of CXO can detect even highly-obscured AGN (N H ∼ 10 24 cm −2 ) of moderate luminosities (L X 10 42.5 erg s −1 ) in the 1 Ms CDFS out to z 1, leading us to conclude that our current sample, albeit modest, does not support a steep redshift evolution in the type 2/type 1 ratio as favored by recent AGN synthesis models (e.g., Gilli et al. 2001 ).
Asymmetry of X-ray Hosts versus Field Galaxies
Having measured the asymmetry and concentration indices of all sources appearing in our three WFPC2 pointings ( §3.3), we can make statistical comparisons of these morphological indicators between the CXO-detected and the CXO-undetected sources. Figure 5 shows the cumulative distribution of asymmetry index A for the 21 CXO-detected and HSTresolved sources with I < 23 (heavy solid line) and for the remaining 267 galaxies with I < 23 but undetected by CXO. The two distributions are statistically indistinguishable according to the Kolmogorov-Smirnov (K-S) test, which gives a 56% probability of the null hypothesis that they are drawn from the same underlying distribution.
Our finding that the brighter resolved CDFS sources, almost all at moderate redshifts z ∼ 0.5-1, have a strikingly similar asymmetry distribution to the I < 23 field may be compared with earlier morphological studies of the local AGN population. For example, Corbin (2000) finds that the 45 galaxies in the Seyfert and LINER subsets of the BJC00 sample do not show significant asymmetry index differences compared with the 60 galaxies among the non-active subsets. N-body simulations of galaxy interactions (Walker, Mihos & Hernquist 1996) suggest that even minor mergers induce sufficient morphological disturbances to be detectable via the asymmetry index up to ∼ 1 Gyr after the onset of the merger. On this basis, Corbin (2000) concludes that minor mergers either have no role in the triggering of lower-luminosity AGN, or that the AGN manifests only in the late stages of the mergers -implying that the nuclei in his nearby sample have only been active within the last ∼ 0.1 Gyr.
Inasmuch as the hard X-ray sensitivity of the CDFS provides a near-complete census of both obscured and unobscured AGN at z 1 down to modest luminosities, similar to the BJC00 sample, the CDFS counterparts' unexceptional asymmetries and paucity of obvious merger candidates (A > 0.35; C. Conselice 2003, private comm.) now suggest that very recent merger history is not a good indicator of AGN activity over a substantial range of lookback time. If galaxy mergers are indeed a primary driver of AGN fueling, as has been commonly hypothesized (e.g. Gunn 1979 , Dahari 1984 , Roos 1985 , Taniguchi 1999 , then the epoch of AGN activity cannot closely coincide with that of merger-induced morphological disturbance -10 9 yr.
Companions to X-ray Hosts versus Field Galaxies
As a further check into the merger-AGN connection, we took a census of near neighbors to the CDFS counterparts. In Figure 6 we plot a histogram of the number of I < 23 galaxies appearing within 8 ′′ of the I < 23 CDFS counterparts (heavier solid line). For comparison, we also plot the histogram of I < 23 galaxies appearing within 8 ′′ of the CXO-undetected I < 23 population (lighter solid line). We adopt an angular separation threshold rather than a projected linear distance because we currently lack redshift information for most of the field galaxy control sample. However we note that 8 ′′ corresponds to a narrow range of angular diameter distance, ≈ 50-65 kpc, over a broad redshift range 0.5 < z < 5 in our adopted cosmology. This redshift range includes almost all the CDFS counterparts at I < 23, whose redshift survey is virtually complete (Szokoly et al., in prep.) , and presumably the majority of the I < 23 field galaxies. If the I < 23 galaxies were not clustered, an 8 ′′ radius would on average contain 1.1 such objects given their source density over the ≈ 14.7 arcmin 2 of our three WFPC2 fields. We show the corresponding Poisson distribution in Figure 6 (dotted line) for reference.
Compared with the X-ray-undetected I < 23 population, the CDFS counterparts show an enhancement in the fraction with a single near neighbor and a corresponding deficit of isolated systems; the fraction with multiple companions is almost identical between the two populations. While it is obvious that the near-neighbor frequency histogram (Fig. 6) shows greater discrepancy between the X-ray host and field populations than the asymmetry parameter, nonetheless the χ 2 statistic between the two histograms gives only a modest rejection of the null hypothesis (Prob(χ 2 ) = 0.019) that the nearest-neighbor frequencies are consistent. Larger samples are clearly needed to establish the significance of a bias against isolated CDFS sources (see §5). As the current data do not support a significant enhancement in the fraction of CDFS sources with near neighbors, this reinforces our interpretation from the asymmetry analysis ( §4.3) that there is no strong association between low-to moderate-luminosity AGN at moderate redshifts and recent/ongoing merger activity of the host galaxies. Similar conclusions at low redshift have emerged from recent studies of the AGN fractions among close pairs versus the field (Barton, Geller, & Kenyon 2000) , and of the companion fractions of AGN versus non-AGN (Schmitt 2001) . Figure 7 shows the cumulative distribution of concentration index C for the 21 CXOdetected and HST-resolved sources with I < 23 (heavier line) and for the remaining 267 galaxies with I < 23 but undetected by CXO (lighter line). In marked contrast to the result for the asymmetry index, the two distributions of C are clearly distinct and have a low K-S probability of 4.3 × 10 −6 for the null hypothesis.
Central Concentration of X-ray Hosts versus Field Galaxies
Even though we have restricted this comparison to the HST-resolved CDFS counterparts, i.e. those whose optical flux is not dominated by the central engine, one may still worry that their concentration indices may be biased by the presence of optical flux from the AGN. Indeed we have found several of the CDFS host galaxies to be best-fit with a nuclear point source comprising ∼ 1 − 10% of the total flux (Fig. 4) .
In theory, our two-dimensional modeling could be used to refine the C estimates by removing nuclear point-source bias. For example, one may consider computing C from a galaxy image after subtracting the best-fit nuclear point source. The model PSF does not precisely match the shape of the true PSF, however, and scaled PSF subtraction leaves relatively large-amplitude residuals in the host's central pixels which hamper C estimation via SExtractor. Alternately, one may consider computing C from a model galaxy image constructed from the other, non-point-source, parameters in the two-dimensional fit. In practice this approach also fails, as our simulations indicate the two-dimensional fitting robustly recovers the point-source flux but not the input bulge and disk shape parameters. Furthermore, a proper comparison with the field control sample in either case would require extending the two-dimensional modeling and "nuclear point-source correction" to the whole population, which is beyond the scope of the current study. Fortunately, our calculations below suggest that any enhancement of C from nuclear point-source flux is at most a small fraction of the observed C discrepancy (Fig. 7) between CXO hosts and field.
The effect of added point-source flux to a galaxy's concentration index is not straightforward, since the near-Gaussian HST PSF is significantly less concentrated than an exponential or R 1/4 profile. Small additions of nuclear flux will cause C to rise as r 20 shrinks faster than r 80 , but when the point-source becomes sufficiently dominant the concentration will peak and then collapse to the lower C of the PSF. We have attempted to quantify this effect by creating a suite of model galaxies based on a fiducial galaxy profile typical of our I < 23 CDFS counterparts: a PSF-convolved, I = 22 deVaucouleurs profile with R e = 5 pixels (0.25 ′′ ). We then steadily increase the flux fraction in the point-source nucleus, and measure C as a function of the point-source fraction.
The result is plotted in Figure 8 , where we see that the peak increase of C is only ∼ 0.1. Over the range corresponding to our measured point-source fractions, the deviation is < 0.05. This is only ≈ 10% of the discrepancy seen in Figure 7 , from which we conclude that the AGN host concentration bias is truly related to differences in the host galaxy structure, and not to the possibility of nuclear point-source flux contribution. Graham et al. (2001) have found a tight correlation between SBH mass and host galaxy concentration index exists among the nearby galaxy samples which previously established the close correlation between SBH mass and host bulge velocity dispersion (Ferrarese & Merritt 2000 , Gebhardt et al. 2000 . Although our initial analysis reveals little correlation between L X (as a proxy for SBH mass) and C for the I < 23 CDFS host galaxies, it is likely that our sample -almost all with hard X-ray luminosities indicative of AGN (L X > 10 42.5 ergs s −1 ) -harbor SBHs at the high end of the SBH mass function relative to the Xray undetected galaxies in our fields. Our WFPC2 findings therefore suggest, for the first time, that the close linkage between SBH mass and host galaxy properties extends to the substantial look-back times (z ∼ 0.5 − 1) typical of the I < 23 CDFS X-ray sources.
Summary
The deep fields observed with the Chandra X-ray Observatory have produced the first large uniform catalogs of X-ray sources down to modest AGN luminosities (L X ∼ 10 42−42.5 erg s −1 ) at substantial redshift. Given the good hard-X-ray sensitivity of the CDFS observations, this catalog is expected to provide a near-complete census of both obscured and unobscured AGN at z 1, whose redshifts appear to be concentrated in the range z ∼ 0.5 − 1 Szokoly et al., in prep.) . We have presented this first quantitative morphological study of many optical counterparts of these distant AGN based on our deep HST observations of three WFPC2 fields in the CDFS.
We have compared the asymmetry indices of I < 23 AGN hosts with the much larger population of similarly bright X-ray-undetected field galaxies. We find a very good agreement between the asymmetry distributions of the two populations (Fig. 5) . Furthermore, the CXO counterparts show only a modest difference from the field population in the frequency of nearby companions (Fig. 6) . These findings are similar to studies of comparable low-redshift populations, and now suggest that recent merger history is not a good indicator of AGN activity over a substantial range of lookback time.
Our PSF-convolved two-dimensional profile fitting of the HST-resolved CXO counterparts shows that over a third have significant nuclear point-source emission. The F X /F opt of these unresolved nuclear sources is consistent with the narrow F X /F opt range of the several HST-unresolved counterparts (Fig. 7) . We therefore infer that the total fraction of I < 24 CDFS counterparts harboring type 1 AGN is ∼ 50%, consistent with recent findings for unbiased AGN samples at lower redshift (Wilkes et al. 2002) . If the large type 1 fraction inferred from our modest sample were representative of the overall z ∼ 0.5-1 AGN population, this would be problematic for recent AGN synthesis models (e.g. Gilli et al. 2001 ) which favor a sharp rise in the type 2/type 1 ratio out to z ∼ 1.
Our comparison of the concentration indices of CXO counterparts with the field reveals a clear bias toward higher C among the CXO host galaxies (Fig. 7) . This ∼ 5σ result does not appear to be an artifact of heightened optical flux from the CDFS hosts' nuclei, and may represent the first evidence that the locally-observed correlation between SBH mass and host-galaxy properties, including concentration index, is already in place by z ∼ 1.
To press upon these results regarding the merger-AGN connection and SBH-host-galaxy connection at moderate-to high-redshift, we are undertaking extensive HST/Advanced Camera for Surveys (ACS) multicolor imaging of the two Chandra Deepest Fields as part of the Great Observatories Origins Deep Survey (GOODS, Dickinson & Giavalisco 2003) . The GOODS data will both increase by 10 times the available number of HST-imaged AGN hosts and comparison field galaxies in CXO 1 Ms fields and also will provide extensive spectroscopic and photometric redshift coverage to complement the ACS morphologies. With > 400 HST counterparts of 1 Ms CXO sources, we will solidly verify the morphological and environmental conclusions we have drawn from the 37 CDFS host galaxies in the present work. Furthermore, the large sample in combination with multicolor imaging and redshift information will allow us to track the evolution of AGN versus non-AGN environment and rest-frame B morphology out to z ∼ 1.3 (Grogin et al. 2003) .
We thank C. Conselice for insightful discussions and for graciously providing his asymmetryindex code for our use. We thank R. Gilli and the anonymous referee for comments which strengthened the manuscript. We gratefully acknowledge the award of HST Director's Discretionary time in support of this project. We also acknowledge support for this work which was provided by NASA through GO grants GO-08809.01-A and GO-07267.01-A from the Space Telescope Science Institute, which is operated by AURA, Inc., under NASA Contract NAS 5-26555. ′′ ) I < 23 galaxies appearing around the 21 resolved CDFS counterparts with I < 23 (heavy solid line) and around the 267 non-CXOdetected galaxies in our catalog with I < 23 (light solid line). These two histograms are normalized by the sample sizes. For comparison we also show the expected histogram if the I < 23 galaxies were distributed at random given their observed number density (dotted line). ′′ 25). The comparatively low C of the PSF causes the turnover in the curve at large nuclear point-source flux fractions. The amplitude of the C increase remains small relative to the bias observed in Figure 7 . 0.038 ± 0.065 2.80 ± 0.04
a Sources detected only in CXO soft band (0.5-2 keV) indicated with upper limits b X-ray hardness ratio ≡ (H − S)/(H + S), for hard-and soft-band counts H and S c If 0 is not excluded at > 3σ, only 3σ upper limit is shown; otherwise limits are ±1σ.
d HST-unresolved sources omitted from 2-D fitting, plotted with fnuc ≡ ftot in Fig. 4 
