Abstract-A three year Knowledge Transfer Partnership between @UK plc, University of Reading and Goldsmiths College, London produced an e-procurement system called SpendInsight which the National Audit Office reports could save the NHS £500 million per annum. An extension to the system, GreenInsight, enables procurers to assess the environmental impact of their purchases and hence make savings there. Key to these systems is the ability to classify products from different sources. This paper focusses on the classification techniques used for analyzing product data, and the research which shows that the normal best method for text classification is not the best here.
INTRODUCTION
Three linked Knowledge Transfer Partnerships (KTP) between the University of Reading, Goldsmiths College and @UK plc, a leading electronic marketplace provider, have produced a system named SpendInsight. This system uses various artificial intelligence techniques to enable e-procurers to analyse their purchases and identify potentially significant savings. As an added benefit, it is also possible to estimate the carbon footprint of products and so develop an environmentally friendly procurement policy.
The three KTP projects had an overall aim which was to develop a product-and location-aware search engine which would be a key component in the platform developed by @UK plc for e-procurement and e-marketplace, and would provide added value by improving the user experience. Although the three projects were linked closely, and the associates employed worked together, they each had a specific focus: spidering, classification and ranking.
The aim of the spidering project was to produce a program that browses a defined portion of the internet, here websites of large external suppliers of products, following links between pages, so as to build a catalog of web pages and their content.
The aim of the classification project was to automatically classify products identified by the spidering program into one or more of the popular systems used in e-procurement. These are eClass used by the UK's National Health Service (NHS), NSV (National Supplier Vocabulary) and UNSPSC (United Nations Standard Products and Services Code).
The aim of the ranking project was to produce a program which would process a user search query and return an ordered list of matches, with the most relevant (the highest rank) given first.
During the project, as a result of data processing done for the classification project, opportunities arose allowing data to be obtained about procurements in the NHS. The application for the project then focused towards analysis of spend for eprocurement for the NHS. The spidering project focused on matching companies and products identified in the spend analysis, the classification project had to work on the product data so returned [1] , and the ranking project focused on automatic detection of attribute data in textual descriptions of products [2] .
All three projects worked together to produce an integrated system, which has been named SpendInsight [3] . This enabled the deployment of a large scale spend analysis solution over the 73 NHS trusts in London, suggesting significant savings in the NHS. This was confirmed in the National Audit Office report in Feb 2011 [4] , which concludes that across all NHS trusts in England, annual savings of £500 million pounds could be made, over 10% of the spending on consumables.
Key to the system is the ability to classify vast numbers of different products from a variety of suppliers and hence determine equivalent products from different suppliers. Given this, it is then possible to assess the economic cost of each product and hence choose the cheapest.
In addition, the 'environmental' cost of each classified product can also be allocated, and this is available in the associated system 'GreenInsight' [5] . This allows e-procurers to assess the environmental cost of their purchases.
As stated earlier, classification is key to the system, and this paper focusses on that aspect. Classification of textual data is common, but the text associated with the products used here requires some different approaches. Hence the paper is organized as follows. The next section reviews classification and previous work as regards product purchases. The measures used and the performance metrics are given next. The results of the work are in the fourth section. The paper ends with a discussion on these results and a brief conclusion.
II. CLASSIFICATION OF PRODUCTS
Classification is a technique used to compartmentalize the world. It could be as simple as determining whether an object is food, or as specialized as placing a specimen into a taxonomy of moths. As classification is so integral to natural intelligence, it is unsurprising that it forms a substantial part of research into artificial intelligence (AI).
One important branch of this research is text classification, or the problem of assigning one of a number of predefined classes to a document based upon the natural language therein. This is almost always achieved with supervised learning: the process of using a set of pre-classified example documents to predict the class of unseen documents.
Text classification has been used for many practical purposes. Document organisation, or the dividing of a set of documents into categories, has been used to sort patents [6] and scientific articles [7] . Text filtering, or redirecting documents from a stream to different destinations, has been used to sort newsgroup articles [8] and email [9] , and to filter adult content or spam [10] .
The focus of the work here is product classification, in particular from purchase order (PO) lines, in a real-world setting. A labelled dataset is formed using 2,179,122 PO lines, taken from 87 NHS trusts. The dataset has 909 distinct labels, and each PO line is described only by a short description. In such a dataset, there is a large number of mislabelled documents. The size of the dataset, in terms of the number of training items and the number of classes, means that implementing classification algorithms so that they complete in an acceptable amount of time and use an acceptable amount of resources is difficult, and makes many standard implementations unusable.
The purpose of classifying NHS PO lines is to allow the expenditure to be analysed. An NHS trust typically buys around 15,000 distinct products in a given year. If these products are classified to a formal schema, analysis of spending patterns is possible, and areas can be found where negotiating contracts with suppliers would be particularly beneficial. If the average carbon footprint per pound spent on products of a class is known, then classified PO lines can be used to estimate the carbon footprint of an organization, and to track how it changes over time.
For trusts that wish to gain access to this information, the standard method of classification is to do the task manually. This process requires domain expertise [11] , is expensive (as much as £1 per item), and tends to have a large error rate. The thrust of this work is to consider how this can be done automatically.
The problem of product classification is, in general, more difficult than standard document classification. This is because there are very many classes, the textural descriptions of products are generally very short; they do not necessarily employ correct English spelling or grammar; and they contain irrelevant or subsidiary information.
At the extreme of this are line descriptions from PO data. Some typical lines of average length taken at random from NHS trust PO data are:
 Pinnacle sector, acetabular cup /duofix HA sz 52 mm.  Engineering fasteners, ST151 4w -20w series starters  MRB065 Soap tablet Guest lightly fragranced 21g T041  Plain Tube 2ml 9x44mm pack of 1000 Product code Z3132 These typically have 4 or 5 English words, and the rest of the average of 53 characters is composed mostly of trademarks, numbers and codes. For example, "Pinnacle sector" is the brand name of an acetabular cup, which is used in hip replacements. The name of this particular cup is the "duofix HA", and is 52mm across. Very few if any of these words could be found in a standard dictionary with the meaning intended here.
In general there are far more categories in product schemata (over 20,000 in UNSPSC [12] ) than in typical document classification tasks (in the oft-used Reuters corpus [13] there are between 93 and 113 classes). As in many text classification problems, the class distribution is very skewed. A few classes are very common, before a long tail of infrequent classes. Product classification also differs from many text classification tasks due to the presence of a formal schema into which products are classified.
The two main published product classifiers are GoldenBullet and AutoCat. The GoldenBullet product classifier of Ding et al [14] uses vector space models, knearest neighbour and Naïve Bayes to classify products into UNSPSC. 41,913 products were manually classified into 421 UNSPSC categories as training and test sets. The best method was Naïve Bayes, where an accuracy of 78% was reported. They also attempted to take advantage of the hierarchical nature of the UNSPSC by building a classifier at each of the four levels of the UNSPSC. Contrary to other attempts at hierarchical classification, they found accuracy hugely reduced, with an accuracy of only 38%.
The AutoCat classifier of Wolin [15] uses a vector space model for product classification. It was tested with 206,301 products belonging to 272 commodities related to computing. An accuracy of 79.5% is reported. They attempted to use numeric attributes such as product cost to alter class confidences, but this did not work well as category descriptions were too broad, and because of the bundling of multiple products. The standard deviation of product cost exceeded the mean in 82.5% of categories.
Neither classifier repeated their tests on the full UNSPSC tree; both used around 5% of it.
III. CLASSIFICATION METHODS USED
Text classification is the task of predicting the class of a previously-unseen document based upon its words. The relationship between words and class is learnt from a labelled training set. Since the 1960s, many methods have been proposed, including decision rule classifiers [16] , decision trees [17] , k-nearest neighbour [18] , Naïve Bayes [19] , neural networks [20] , regression models [21] , Rocchio [22] , the support vector machine (SVM) [23] and winnow [24] .
In this paper, results are presented using k-nearest neighbour, Rocchio, naive Bayes, support vector machines and decision trees. These are arguably the five most popular classifiers in the literature.
In Precision of a classifier for class c, which is the proportion of the data which the classifier deems to belong to that class, which does actually do so, is defined by 
These are measures for one class, but for multiple classes the measure of each has to be amalgamated. This can be done as micro-averaging, where these formulae are applied to the sum of all classes, or by averaging each class's measures which is known as macro-averaging.
So if C is the set of all classes, the overall micro-averaging measures of precision and recall are 
When micro-averaging, classes count proportionately to the number of times they appear in the training documents. When macro-averaging, all classes are equal. Therefore classifiers that are better at classifying to rare classes will get higher macro-averaged scores than micro-averaged. Conversely, classifiers that are better at classifying to common classes will get higher micro-averaged scores.
Generally there is a trade-off between precision and recall, so it is common to have a measure of both. The F measure [13] is the harmonic mean of the two: 2 p r F = p + r
IV. CLASSIFICATION RESULTS Naïve Bayes, k-nearest neighbour, Rocchio, C4.5, a support vector machine and two 'null hypothesis' classifiers were compared on the PO data. In addition, the classifiers were also run on a standard benchmark, the Reuters data [13] . Some preliminary studies were carried out first on subsets of the data to find the best parameters for each classifier.
A.
Preliminary Studies The Bernoulli [25] event model was used for Naïve Bayes, as the presence or absence of a word in a document is treated as a Boolean event across all experiments. This is because document lengths in the PO data are so short that repetitions of a word are rare. Where they do occur, it is generally because two repeating fields have been concatenated together at some point during the creation of the data.
Naïve Bayes performed best when the prior was set very small. In fact, performance increased the smaller the prior was, as long as it was greater than zero. Therefore 10 -11 was used.
Using the results of preliminary experiments, the parameter k of k-nearest neighbour was set to 5. Setting k greater than 5 had a detrimental effect on predicting rare classes. Setting k less than 5 had a detrimental effect on the classifier's ability to generalize.
Rocchio performed better with an equal balance between negative and positive prototypes.
The SVM took prohibitively long to train with non-linear kernels on the PO data with this implementation, so only linear was considered (this is appropriate as text classification tends to be a linear task [26] ). It performed best with squared slack variables and a trade-off between training error and margin of C = 1:0.
The two null hypotheses are trivial classifiers, which should significantly underperform every other classifier. "Null Hypothesis 1" assigns classes to documents at random, with an even distribution. "Null Hypothesis 2", assigns the most frequently-occurring class in the training data to all test items.
B.
Main Results The five classification algorithms and two null hypotheses were compared on the PO and the Reuters data. Figure 2 shows the results of this experiment.
Interestingly, while the SVM significantly outperformed all other methods in the Reuters data, which could be expected from the literature [26, 27] , it performed poorly with the PO data. Rocchio performed badly in all experiments, which agrees with the literature [28] . C4.5, k-NN, and naive Bayes performed similarly well in the PO data, but in the Reuters data naive Bayes performed worse than the other two.
All classifiers performed much better than the null hypotheses. Unsurprisingly, Null Hypothesis 2 (which assigns the most common class in the training data to all test items) performed better than Null Hypothesis 1 (which assigns classes at random with a uniform distribution), especially in the micro-averaged results. Due to the large number of classes, the performance of the null hypotheses in the PO data was much lower than in the Reuters. These results are presented in more detail in Table 1 , in which the macro and micro-averaged precision p, recall r and F measures are given, for each classifier in the Purchase Order and Reuters data sets. The right-most column gives C, the number of distinct classes that were predicted by each classifier. Skew in the data sets results in large numbers of rare classes which dominate the measures, and hence the Macro measures are lower. Of the methods, for the Purchase order data, the Naïve Bayes method performs best, the Rocchio and SVM the worse (apart from the Null Hypothesis). However, SVM is the best for the Reuters data. Except for Naïve Bayes in the PO set, all classifiers have much higher macro-averaged precisions than recalls, whereas their micro-averaged values are closer. This suggests that rarer classes have lower false positive and higher false negative results.
C.
Why did SVMs perform badly? SVMs are known to perform well on standard text classification tasks, but performed relatively poorly on the PO data. To try to see why, key differences between the Reuters and PO data were investigated, and found to be: PO has 2,179,122 documents, Reuters has 9,495 PO has 909 classes, Reuters has 66 PO data has on average 8.04 features per document, Reuters has 62.78 Each feature in the PO data appears in an average of 325.59 documents: in Reuters the figure is 19.38 PO data contains appreciable label noise (where classes are misclassified), the Reuters data does not. In order to attempt to evaluate the significances of these differences, data sets were formed that shared characteristics of the PO and Reuters data. These were achieved by projecting PO data into the Reuters data set (document, class) distribution.
For each class in the Reuters set, a class in the PO set was chosen at random which had at least as many documents as that in the Reuters set. Then, for each document in the Reuter class, a unique document was chosen from the PO class, for inclusion in the projection. The projection thus had the same number of documents as the Reuters set, the same number of classes and the same number of documents in each class.
Five such projections were randomly formed, to increase the typification of results. The projections have an average of 7.71 features per document, which is comparable to PO's 8.04. Each feature appears in an average of 21.45 documents in each projection, which is comparable to the control's 20.33.
As regards label noise, whilst the ratio of mislabelled documents in the projection should be similar to that in the PO data set, the effect of the noise may be different. This is because a document labelled as class A which is of class B would have an impact in the PO data set as class B exists, but may not have an impact in the projection as class B may not exist. Therefore a second version of the projections was made where label noise was absent -which was achieved by manually checking the file and removing the errors.
The differences between the projections and the noiseless projections were negligible, so only the former is shown graphically. A novel approach to the identification of such label noise can be found in [29] . The results of the classifiers are shown in Fig 3 and for both sets in Table 2 . With the exception of micro-averaged support vector machine results, all classifiers perform better in these results than they do in the PO or control datasets. The micro-and macro-averaged precision and recall of every classifier is greater in the noiseless projections than the standard projections. The difference between the results of the standard and noiseless projections is quite consistent across classifiers, so this noise cannot explain the differences in performance between classifiers with the PO and the control datasets.
The difference in macro-averaged results between the PO and the projection was fairly uniform across classifiers, except for the support vector machine. The difference in the performance of the support vector machine was much greater than the other classifiers, causing it to obtain a higher macroaveraged F1 score than Rocchio and C4.5. In the microaveraged results, the support vector machine and Rocchio both performed much better in the projection relative to the other classifiers.
Comparing macro-averaged results between the control and the projection gives smaller differences in performance of the support vector machine, but larger differences in the performance of the other classifiers. In terms of ranking, Naïve Bayes gained the highest difference, moving from fourth place in the control test to first place in the projection. In the micro-averaged results, the support vector machine performs slightly worse in the projection than the control. All other classifiers perform much better in the projection. Naïve Bayes and k-NN both obtain higher micro-averaged F1 results than the support vector machine in the projection.
One possible hypothesis is that in the projection the support vector machine has retained its high performance from the control dataset, whereas k-NN, Naïve Bayes and C4.5 maintained their performances from the PO. Therefore, the support vector machine does not perform as well in the PO dataset due either to the (document, class) distribution, or due to noise. The reason the other methods do better in the PO is its feature distribution. Future work would be to test the validity of this hypothesis.
V.
DISCUSSION
The SVM performs better than the other classifiers in the Reuters data, as was expected. In the domain of product classification, however, it does not perform as well as other classification algorithms.
In the PO data, C4.5, k-NN, and Naïve Bayes perform best, with each attaining the highest score in at least one of the macro-and micro-averaged precision and recall columns. Rocchio and the SVM perform relatively badly, especially on rarer classes.
All classifiers are better at classifying documents belonging to common than rare classes. Classifiers tend to predict rarer classes less frequently than they ought. This is particularly true with Rocchio, and with the SVM in the PO data.
The classification algorithms were successfully applied to the PO data and used for SpendInsight and GreenInsight.
VI. CONCLUSION
Automatic classification of product data is demonstrated to be successful. However, the domain of product classification is different from standard classification tasks. As such, Support Vector Machines, which are normally recommended, and which work best on the Reuters data, are not a universal solution to text classification problems.
VII.
