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ABSTRACT 
 
The thesis assesses the monetary and fiscal policy interaction in Sri Lanka while counting the 
policy reaction to the foreign exchange market dynamics. The analysis has twofold objectives, 
in which the first attempts to identify the relative potentials of monetary and fiscal policy in 
achieving output target while evaluating how it has been the macroeconomic policy conduct 
operating in Sri Lanka so far. The second objective investigates the behavior of foreign 
exchange market owing to the dynamics in macroeconomic policy stance of the country and 
therein observes monetary policy reactions to foreign exchange market fluctuations. 
Encapsulating the two objectives, the attempt has been made to identify the leading 
macroeconomic policy stance in economic decision-making in Sri Lanka while emphasizing the 
role played by monetary policy alone in order to strike the balance between economic stability, 
output growth and deficit financing. 
 
The analysis contains three main parts in which the first addresses the problem of unit root of 
variables of the sample covers from 1980 to 2012. Three alternative methods are adopted; i.e. 
Augmented Dickey Fuller (ADF) test, Phillips Perron (PP) test and 
Kwiatkowski–Phillips–Schmidt–Shin (KPSS) test for the task, and a modified version of ADF 
test is used with structural breaks for further confirmation of the stationarity. The results have 
revealed that the presence of structural breaks prevents variables from becoming stationary at 
levels initially, but corrected after the inclusion of structural breaks making them suitable for the 
other analyses. The second section focuses on achieving the first objective through vector 
auto-regression (VAR) analysis where the inferences are drawn based on the results of impulse 
responses analyses and the analyses of variance decompositions. Granger causality test is also 
conducted to identify the possible predictive causal directions of variables and hypothesis 
testing. The study employs narrow money supply (m1) as a tool to represent monetary policy 
where government expenditure (g) chooses as a fiscal policy tool. In addition, real output (y), 
public sector wages (w) and exchange rate (e) are used for the test. To identify relative potentials 
of policies, three null hypotheses are formed namely, 𝐻01: Money supply does not have a direct 
effect on output; 𝐻02: money supply and government expenditure do not have a direct influence 
on each other; 𝐻03: Government expenditure does not have a direct effect on output. Thus, the 
achievement of the objective is decided by the acceptance or the rejection of each null 
hypothesis. The VAR results have revealed that the overall effect of money supply on output is 
considerably low in Sri Lanka, and no any predictive causality can be found between the two. 
Hence, the first null hypothesis is accepted confirming the weak contribution of money supply to the 
output. In contrast, money supply established a significant link with government expenditure 
  
 
showing a policy compliment and found a uni-directional causality that runs from money supply to 
government expenditure. Thus, the results rejected the second null hypothesis confirming the 
prevailing monetization process of the central bank of Sri Lanka. Hence, it provides the suspicion 
that fiscal policy may emasculate the effect of monetary policy on output since it is visible in 
practice that the government fiscal operations consume a large part of money supply in the 
country. The output effect of government expenditure has on the other hand shown outstanding 
results and it established a bi-directional causality between the two. Thus, it rejected the third null 
hypothesis emphasizing the effectiveness of fiscal policy. Output effect due to other 
macroeconomic variables has provided controversial results indicating countercyclical output 
effect due to wage dynamics and marginal positive output effect due to exchange rate 
adjustments in the initial periods revealing the nature of the labor market and foreign exchange 
market conditions in developing countries.  
 
To achieve the second objective, ordinary least square (OLS) model is developed based on 
uncovered interest rate parity framework where both domestic and foreign (US) interest rates 
and exchange rates are used as variables. Results have asserted that Sri Lankan central bank 
undertakes interest rate smoothing practice to restrain the large swings of foreign exchange rates 
without any direct involvement. Hence, it validates the status of floating exchange rate system 
in Sri Lanka. All the results have retested using Chow robustness test and it has confirmed the 
robustness and practical validity. Thus, the study concluded that owing to the issues like fiscal 
dominance, excessive monetization, information asymmetry, disputes in the labor market and 
the misuse of exchange rate for inflation control, the contribution of money, wages and 
exchange rate adjustments on output are marginal. Therefore, the country needs efficient fiscal 
policy adjustments with minimal government expenditure to avoid aforementioned adverse 
consequences that hinder the economic growth.      
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Chapter 1 
 
Introduction 
 
1.1. Background to the Study 
1.1.1. Debate over Macroeconomic Policy Choice  
 
After the great depression in 1930s, the dramatic economic deterioration puts pressure on policy 
makers to concern over the accountability of monetary and fiscal policies in supply and demand 
management at a greater extent. Thus, their focus was mainly relied on choosing the most 
suitable policy option for low inflation with a near full-employment level of output. The 
pioneering work of Friedman (1948) who emphasized the self-sustaining policies for the 
long-term economic prosperity was severely influenced for this process during 1950s. In this 
respect, the Monetarists’ view which emphasized that an increase of circulation of money helps 
preventing sluggish economic condition become popular and therefore, monetary authorities 
occupied a greater responsibility. Thus, monetary policy became leading policy choice to curb 
inflation and raising the output level. However, the expected results were marginally achieved 
due to upward trend in unemployment rate even though the inflation rate was under control. 
 
The aforementioned situation led the policy makers to believe that there is a trade-off between 
unemployment and inflation in the long-term and therefore policy focus turned around to the 
short-term and priorities were given to fiscal policy during 1960s. This was mainly influenced 
by Keynesian ideology in which it demonstrates that short-term macroeconomic forecasting is 
an essential part of stabilization and it is the way of achieving full employment level. This can 
be fulfilled through an effective management of aggregate demand which should be done 
through an effective implementation of fiscal and monetary policy. Following the rule, monetary 
policy was tightened during 1960s while allowing fiscal stimulus packages. Nonetheless, the 
suitability of fiscal policy was also short-lived and it began to disappear in 1970s as 
international oil and food prices started to rise dramatically. During the time neither increase 
spending nor tax cut helped to reduce rising inflation and unemployment in general. Although 
the situation turned out to be better during 1980s and 1990s owing to the technological 
development and the expansion of educational facilities, the effectiveness of fiscal policy as a 
demand management tool appeared doubtful as it widened the fiscal deficit in most industrial 
and developing countries all around the world. Besides, Monetarists continued to believe that 
fiscal policy formulates in accordance with the desire of political leaders and hence it does not 
represent the society’s best interests. Thus, the economic management once again substantially 
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shifted from fiscal policy to monetary policy during the 20
th
 century.  
 
This on and off desirability of monetary and fiscal policy choice in economic decision-making 
has predominantly led to a controversial debate among economists. As delineates in the 
macroeconomic history, two main extremes have become more popular in this regard and in 
which the Monetarists’ school emphasized the importance of monetary policy while the 
Keynesians stressed the notable role that government can do via fiscal policy. However, up until 
now a compromised decision on the contribution of two policies cannot be found in the 
empirical literature as it provides mixed results. Anyhow, it seems that the Keynesian 
recommendation has become quite popular among the majority in the world recently since it has 
proven the ineffectiveness and the danger of certain monetary policy implementations through 
the currency and financial crises.
1
 The former Federal Reserve Chair Allen Greenspan has also 
emphasized the failure of monetary policy mentioning “the whole intellectual edifice collapsed 
in the summer of last year”, referring to the recent global financial crisis (2007-2008) that arose 
with the US subprime mortgage issue in August 2007. It is assumed that 2007-2008 financial 
crisis has brought tremendous damages to the world economy and the financial system 
compared to the other economic crises that occurred after the great depression. The lesson learnt 
from this financial crisis is highly supporting the Keynesian idea of laissez-fair policies which 
demonstrates that government can enhance the economy boosting aggregate demand (AD) 
through its expenditure. Simply, it says that government stimulus is necessary to fight against 
the depression which can be created through problematic monetary policy implementations.      
 
The other reason that emasculates the Monetarists’ view is widely recognized ‘liquidity trap’ 
situation which emerges through the insufficient aggregate demand where people store cash due 
to the expectations of adverse events such as a deflation or a war. Owing to the fact, even if the 
money supply increases, it fails to lower the interest rate. According to the narrow version of the 
Keynesian theory, monetary policy stimulates economy only through the interest rate. Thus, 
when the liquidity trap occurs, further increase in money supply fails to lower the interest rate 
and therefore it withholds further economic inducements. However, some neo-classical 
economists have argued that even if the liquidity trap exists, money supply still can stimulate 
the economy through increasing money stock which leads to increase the AD. This method was 
practically adopted by the Bank of Japan (in 2001 and again after 2010), US, UK and Eurozone 
                                                   
1 In the 20th century, Mexican crisis (1994), Asian financial crisis (1997) and Argentine economic crisis (1992-2002) 
and in the 21st century, subprime mortgage crisis (2007-2009), and European sovereign debt crisis are some of the 
most severe currency and financial crises happened in the recent history which collapsed most economies in the 
world. 
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(during the financial crisis 2008-2009) through the process of quantitative easing (QE).
2
 
Nonetheless, the Keynesian counterparts have shown that QE is quite inflationary and it will 
eventually bring more adverse impacts to the economy. According to them, output can only 
increase through fiscal expansion in such a situation and since the fiscal expansion does not 
affect interest rate, it does not create a crowding out effects as well.
3
 However, adverse impact 
of QE is not always true if an economy is experiencing a deep recession. Because the objective 
of QE is to encourage banks to make more loans for buying assets from the government and 
replacing them for the assets that they have already sold to the central bank. In this process, 
stock price goes up and interest rate lowers making a better environment for investors. This 
eventually boosts investors’ confidence and fights for deflation and therein boosts the economic 
activity. Explaining the practical example, Japanese economy faced a severe recession after the 
2008 world financial crisis and sales tax increment (8%) during 2014 thus, Japanese 
government released US$ 660 billion monetary stimulus package on the objective of creating an 
inflationary environment in the country. Bank of Japan still keeps on purchasing bond at an 
annual rate of 14 percent in order to boost the economy. Even though Japanese government 
could not reach to its targeted 2 percent inflation rise, the strategy appeared to be successful so 
far. Observing the Japanese economy, there are other factors that delay Japan for escaping from 
the recession such as aging population and shrinking workforce which are the real milestones of 
the country.  
 
Consideration of fiscal stimulus has also undergone to criticisms as the Keynesian opponents 
have argued that the increase of AD through government spending induces the inflation in an 
economy. According to them, following the unconditional monetary policy rule which was 
suggested by Friedman (1948), in which he emphasized the ‘k percent’ increase in money 
supply (or the k percent money growth) can avoid inflationary pressure while achieving the 
desired output target.
4
 However, when it comes to the stabilization objectives, Monetarists’ 
view is grounded by the Keynesians demonstrating that economic stabilization can only be 
achieved through a proper fiscal policy with active government intervention. The suggestion 
that the Keynesians gave on this regard is to stimulate AD during the recession and curb the AD 
during inflationary situation through fiscal policy stance and thereby achieves stabilization.  
                                                   
2 QE describes the situation that central bank buys special financial assets from commercial banks and other financial 
institutes with higher prices or lowering their yields while increasing the monetary base at the same time. Central 
bank engages in this activity when the formal monetary policy is ineffective in enhancing the economy. On the other 
hand, it encourages commercial banks for making more loans which facilitates investments. 
3 “Crowding out effect” refers to the condition where higher government spending causes equivalence falls in private 
spending and investments. This can occurs in two ways. First, when government spends through borrowed money, it 
borrows from private sector, individuals, pension funds etc., which reduces the liquidity for private spending. Thus, 
private spending and investment eventually reduces. Second, when government needs money, it sells own securities 
at a higher interest rate to attract people. This is likely to discourage private sector investments.    
4 A detailed description of this is given in Section 3 of the study. 
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Conversely, this creates a policy dilemma raising the question of how to strike the balance 
between growth momentum and price stability, as stimulating and curbing cannot do at the same 
time. In this setting, economists’ advice to use both policy stances in achieving desired targets 
without hindering any macroeconomic parameter. Mundell (1962) instead suggested utilizing 
the monetary policy for price controlling while using the fiscal policy for enhancing the 
aggregate supply (AS). In this way, the policy mix hypothesis came into the discussion and it 
appears as the best alternative for maintaining economic growth and price stability as a single 
policy cannot achieve them alone. In contrast, according to the heterodox economists, monetary 
policy should be used for growth targets whereas fiscal policy is ideal for stabilization. However, 
all in all it emphasizes that the policy mix approach encourages savings and private investments 
as well as foreign direct investments and therefore is able to enhance the economic growth and 
development (Brunner and Meltzer 1997).  
 
There are four types of policy mixes can be found in the literature. They are namely: loose fiscal 
policy combined with easy monetary policy; loose fiscal policy together with tight monetary 
policy; tight fiscal policy combined with easy monetary policy; and tight fiscal policy together 
with tight monetary policy. As shown in the related empirical studies, if a country is 
experiencing a high inflationary situation, easy fiscal policy and easy monetary policy are the 
ideal combinations, because they enhances the output through higher money supply and higher 
budget deficit. Notwithstanding the combination of loose fiscal/ tight monetary and tight 
fiscal/easy monetary policy are known to be counterproductive (Brimmer and Sinai 1986). 
However, those who are opposed to the policy mix approach have emphasized that tax and 
money growth concurrently create stagflation and therefore government should choose either 
monetary or fiscal policy to enhance the growth (Reynolds 2001).     
 
International experience of practicing the policy mix approach varies across countries and most 
countries adopted the method during 1980s and 1990s. Among them, the policy practices of US, 
UK and EU area are well documented and hence noteworthy. Looking back on the effectiveness 
of policy mix framework in the United State, it seems that monetary and fiscal policies were 
dissimilar, but the tight monetary/ loose fiscal policy was abundantly used in 1980s. Most of the 
time, it was successful in controlling inflation, but ended up with high fiscal deficit. Critics have 
revealed that it reduced the private investment growth as less liquidity in the loanable fund 
market for private borrowing due to heavy government borrowings (Tobin 1986). UK, on the 
other hand monetary targeting became the means of coordinating fiscal and monetary policy, 
where active monetary policy was used to reduce inflation and fiscal policy was oriented 
towards medium-term objectives since 1980 to 1990s. Notwithstanding, both monetary and 
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fiscal expansions were done during 2000s to cope with the ‘dot com bubble’ and special fiscal 
stimulus program was adopted during the crisis period in 2007/08 with an accommodative 
monetary policy. Here also the policy mix gained success in controlling inflation (Buiter and 
Sibert, 2001). Considering the EU area, the prime objective of policy mix was price stability 
where monetary policy controls output while fiscal policy determines the distribution of output 
to different segments of the economy (Dixit and Lambertini, 2001). However, critics have 
claimed that as it is a monetary union, member countries should be sufficiently flexible for a 
unified monetary policy. Since the economic statuses and business cycles are different across 
the region, adopting such a cohesive monetary policy would induce vulnerability, if the member 
countries are not economically flexible (Weber, 2011). Owing to the above fact and the 
variations in the average inflation across the region, the target of monetary policy achievement 
is sub-optimal in EU zone.   
 
In any case, experts believe that the autonomy of the country is highly important to obtain 
effective results from the macroeconomic policy mix (Cooper 1968). This idea seems highly 
applicable for developing countries and it can be proven by using two examples which created 
too much tension on policy making. First, policy agenda that was previously utilized during 
1980 and 1990 which came as liberalization wave did not gain desirable impacts for developing 
countries. Second, international factors which come from the integrated nature of global market 
at present emasculate the effectiveness of domestic policies of those countries (World Bank, 
2005). Albeit, some countries have reported the external influences, they have overcome most of 
them through expansionary policies. Brazil and China are noteworthy to mention in this regard. 
All countries were initiated expansionary monetary policy under policy coordination in order to 
curb the inflation and to meet the rising financial needs of the government (Goodfriend and 
Prasad 2005). Referring to the South Asian context, civil conflicts are the most influential 
reasons to close off the benefits of macroeconomic policies (Devarajan et al. 1993). Some 
research has shown that due to the high inflationary situation, monetary policy seems powerful 
in enhancing the growth rather than fiscal policy in the region (Ali et al. 2008). Yet, empirical 
evidence provides that increasing development expenditure through fiscal policy would also be 
beneficial for growth in South Asia.  
 
Encapsulating the aforementioned history, it implies that under policy mix approach, 
expansionary monetary policy (active monetary policy) was the leading policy concern during 
1980 and 1990s while fiscal policy played a supportive role. With the appearance of global 
financial crisis, however the potential effectiveness of active fiscal policy came into the 
discussion as monetary policy is no longer effective in rescuing the increasing economic 
 6 
 
vulnerabilities. Thus, fiscal stimulus program has been undertaken by many countries across the 
world including crisis hit advance economies. In this respect, US and UK introduced temporary 
tax cut (consumption and income), and increased government purchases, while China and many 
other economies undertook large public work projects after 2008. This led to 1.7 percent of 
increase in global GDP in 2009 confirming the Keynesian ideology of fiscal stimulus can 
enhance overall economic performances (Khatiwada 2009). Under this global occurrence, 
monetary policy acted as accommodative. Thus, the entire policy coordination was based on an 
expansionary fiscal policy together with an accommodative (expansionary) monetary policy 
where central bank helped to finance the increasing budget deficit and debt. Critics quipped that 
the risk of the above type of fiscal/monetary coordination ends up with a situation of fiscal 
dominance of monetary policy (Krugman 1999).  
 
Nonetheless, it can be said that even though issues exist, the aforesaid policy coordination is 
seemingly effective in achieving stabilization objectives of the central bank and the government. 
Thus, further investigation on the concept of policy mix is essential for a wider recognition of 
the relative effectiveness of monetary and fiscal policy stances in handling cyclical fluctuations 
in the economy. Research investigations on this area are however very limited in the Sri Lankan 
context. Understanding the difficulty of obtaining accurate results on policy impact through a 
single policy analysis, empirical investigations on policy mix approach has a prime importance 
for Sri Lanka at present. Therefore, one of the several objectives is set to examine the 
macroeconomic impact of policy mix framework in the country.     
 
Observing the policy behavior in Sri Lanka, unclear policy regimes appear as the main obstacle 
for policy analysis. Albeit, many measures have been taken ever since the introduction of 
economic liberalization in 1977, they did not distinguish into specific policy regimes. It is well 
documented that soon after the liberalization, there was an active fiscal policy with tight 
monetary policy framework operated in the country in early 1980s to cope with the shocks arose 
from external counterparts. A large scale of public investment program was implemented 
however; this led to create a significant macroeconomic instability afterwards. Thus, policy 
reforms were done focusing on macroeconomic stability where government reduced its 
expenditure especially by cutting the capital expenditure. Meanwhile the central bank adopted a 
tighter monetary policy with a high interest rate margin to lower the money supply growth 
(Weerakoon 2004). Nonetheless, during 1990s government again adopted an expansionary fiscal 
policy package naming as the ‘second wave of liberalization’ focusing completely on welfare 
improvement. After 2001, when central bank decided to allow free float exchange rate and 
current account liberalization, policy impacts has dramatically changed where the country 
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adopted tight monetary policy most of the time. Notwithstanding from 2006 policy coordination 
came under serious discussion and active use of monetary policy framework has been put into 
practice since 2008 (CBSL 2009). Monetary policy was again tightened during 2009 in order to 
avoid the adverse impact of global financial crisis and it gained a considerable success. At 
present, Sri Lanka is practicing a policy mix framework with an expansion of government 
expenditure (without cutting tax) where monetary policy acts as accommoda1tive (CBSL 
2013).
5
  
 
1.1.2. Policy Mix Approach, External Stability and the Role of the Central Bank 
 
Despite the domestic macroeconomic stability, the other important element that a country 
should take into account is its external stability. It is true that policy mix framework allows 
authorities to make policies that are consistent with domestic policy autonomy; however, this 
can lead to a greater external instability in many ways. Normally, authorities undertake 
expansionary fiscal policy which ultimately leads to monetary expansion due to rise in budget 
deficit. This ends up with the currency appreciation and balance of payment difficulties. On the 
other hand, if the government tends to borrow money from foreign sources, it again increases 
the foreign exchange risk making the balance of payment worse. At the end, both these cases 
leave much burden to the central bank. 
 
The major role of the central bank in any country is to maintain economic and financial sector 
stability including the prices and the foreign exchange market. In this setting, central bank has a 
biggest responsibility to achieve its targets in every possible way without hindering the 
country’s economy. In this setting, policy co-ordination, communication, medium-term plans 
bottom-line considerations (focus on deficit and debt) and adaptation of counter cyclical 
measures to minimize adverse impact comes from high risk taking activities in the foreign 
exchange market (lean against the wind) are appeared to be the best alternatives.  
 
While all the aforementioned central bank practices are covered using both monetary and fiscal 
policies, the concept of ‘lean against the wind’ is what that central bank practices alone during 
both boom and bust periods which appeared to be realistic.
6
 The concept is also known as 
‘interest rate smoothing’ in which it describes that central bank cautiously raises/lower the 
interest rate in the short to medium term in order to discourage the excessive risk taking 
                                                   
5 The description about the macroeconomic situation in Sri Lanka given here is brief. The detailed analysis about the 
behavior of monetary and fiscal policy and their relative influences are discussed in the second chapter of the thesis. 
6 Since it is one of the main objective of this study, a comprehensive analysis on ‘lean against wind’ practice in Sri 
Lanka is given in Chapter 6. 
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practices of investors. The raise of interest rate sometimes goes beyond the necessary level 
whenever there is assets bubble in the market, more especially in the foreign exchange market.  
 
There are two types of interest rate smoothing that can be found in the literature i.e. a traditional 
smoothing and the smoothing under forward-looking behavior. The traditional explanation of 
interest rate smoothing is based on the uncertainties about the economy. According to the study 
of Brainard (1967), central bankers are very cautious about economic dynamics as they have 
limited knowledge about the entire economic structure and how it operates. Thus, they 
continuously observed data and gradually alter interest rate policies to avoid large fluctuations 
in the economy. On the other hand, Sack (1998) argued that central bank believes that economic 
structure is constantly changing and the best alternative for this is to move the interest rate 
slowly in accordance with those changes. This way provides monetary policy to be effective in 
minimizing the adverse impacts coming from system dynamics.  
 
Forward-looking smoothing on the other hand, describes the reaction of central bank due to 
private sector behavior. In macroeconomics, it is assumed that private sector agents are rational 
and forward-looking. They make their decision about investments looking about future 
circumstances. Thus, when the short-term interest rate is increased, private investors plan their 
investments as well as funding thinking the increase of interest rate long lasting. This helps to 
prioritize stabilization objectives because a small change in interest rate affects change in 
investments, which in turn affects the fluctuations in consumer prices as well as output. 
Observing the aforementioned condition in Sri Lanka, the study tries to maintain its originality 
which separates from previous country related studies on Monetary and fiscal policy analysis. 
 
Therefore, the second objective of this study is set to analyze the forward-looking interest rate 
smoothing related to foreign exchange market in Sri Lanka because it has a greater importance 
to the economy. First, Sri Lanka is a developing country with export oriented economy where 
most of the products depend on imported raw materials. Thus, behavior of exchange rate is 
significant for the economy. Second, Sri Lanka is one of the main destinations of foreign direct 
(FDI) and portfolio investments (FPI). It has shown that there is a bi-directional causality 
between FDI and economic growth in Sri Lanka (Balamurali and Bogahawatte 2004; 
Athukorala 2004). It has recorded that FDI was $1.42 billion and it was 1.4 percent of GDP in 
the country at the end of 2013. The exchange rate movements have serious implications on FDI 
as the appreciation and depreciation of exchange rate provides the information on the cost of 
labor, production cost, location advantage to attract foreign investors as well as they decide the 
rate of returns from foreign investments (Goldburg 1993).    
 9 
 
It is said that every central bank routinely engages in interest rate smoothing influencing either 
short-term policy interest rate or loan rates through open market operations and practices in the 
forex market. A wide array of literature can be found in this regard with reference to both 
industrialized and developing countries covering both traditional and forward-looking interest 
rate practices (Goodhard 1998; Srour 2001). Among them studies related to US and Eurozone 
are large in number due to their significant economic structure. However, the majority have 
argued that this practice has many desirable consequences (woodford 2002).
7
   
 
1.2. Motivation for the Study  
 
Several reasons are related to pursue this study. First, it is a noticeable fact that fiscal policy 
acted as a leading policy in Sri Lanka most of the time since 1980 with the support of monetary 
policy. Thus, the macroeconomic effects of fiscal and monetary policy interaction in Sri Lanka 
seem fiscal leading. However, it is ridiculous to draw such conclusions without conducting a 
proper policy investigation. Therefore, assuming that it is worth trying to pursue such analysis 
to identify the effectiveness of both monetary and fiscal policy in macroeconomic management 
in Sri Lanka. 
 
Second, observing the evolution of fiscal and monetary policy in the country, it is evident that 
monetary policy, especially money supply plays a bigger role in the economy. This motivates to 
examine the potential of money supply alone in enhancing output of the country. 
 
Third, even though money supply plays a critical role in the Sri Lankan economy, the effect is 
not significantly visible. Previous country related empirical studies also did not address the 
particular matter nor even provided a clue for that. Surveying the monetary economic literature, 
it has mentioned that the role of money is always indirect in the presence of the fiscal policy.
8
 
This seems quite interesting, and to conduct an empirical investigation on this subject would be 
helpful to identify the exact contribution of money to the Sri Lankan economy which in turn 
helps for better policy formulation in the future. 
 
Fourth, looking into the deep, fiscal and monetary policy conduct in Sri Lanka is quite 
ambiguous. It is hard to understand the operation procedure of central bank and the monetary 
policy in one hand, and on the other hand, the objectives of the government and its behavior. As 
mentioned in the literature, this is a quite a common situation in developing countries as they 
                                                   
7 A complete review of interest rate smoothing practice is given in third section of this thesis. 
8 A detailed description on this regard is given in the third section of the thesis.  
 10 
 
are dealing with complex socio-political issues and relatively underdeveloped institutional 
setting.
9
 This motivates to examine in which ways the central bank and the government behave 
in conducting monetary and fiscal operations.   
 
Fifth, many country specific studies have shown that exchange rate is also an integral part of the 
Sri Lankan economy and the monetary policy, especially when it comes to the international 
trade.
10
 The production sector of Sri Lanka mostly depends on imported raw materials and the 
income is mainly based on export commodities. The behavior of exchange rate is highly critical 
to the Sri Lankan economy and therefore it gains much attention of the CBSL. Since the country 
experiences a free float exchange rate system since 2001, CBSL adjusts the monetary policy in 
accordance with the exchange rate dynamics to minimize the adverse impacts coming from the 
international trade. This background persuades the study to investigate how central bank directs 
monetary policy to reduce such external shocks.                      
 
Finally, the predictive link between macroeconomic variables including monetary and fiscal 
variables is also doubtful in the Sri Lankan context. Since, the predictive power is essential to 
measure the relative effectiveness of policy variables towards other macroeconomic 
counterparts, it inspires this study to observe the predictive link between variables through the 
utilization of Granger Causality test in addition to the vector auto-regression (VAR) test which 
is accounted as the main estimation technique of the study. 
 
1.3. Objectives of the Study  
 
The study has two main objectives. 
1. To evaluate monetary and fiscal interaction in Sri Lanka and therein to identify the 
potentials of monetary policy (money supply) and fiscal policy (government expenditure) in 
enhancing the output and overall macroeconomic performance of the country. 
2. To identify the extent to which the monetary policy reaction minimizes the adverse impact 
that comes from volatilities in the foreign exchange market. 
 
 
 
 
 
                                                   
9 See Parrado (2010) for more details. 
10 See Athukorala (2004), Jayasooriya (2004) and Weerakoon (2004)  
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1.4. Organization of the thesis. 
 
The entire thesis consists of seven chapters. Chapter 1 is the introductory chapter in which it 
explains the general background of the existing debate on the accountability of monetary/fiscal 
policies and their relative effectiveness. In addition it delineates the adverse consequences that 
the world is experiencing at present due to the excessive use of expansionary monetary policy. 
The same chapter is devoted to discuss different combinations of fiscal and monetary policy 
stances, the importance of policy mixing, the countries that previously adopted the framework 
and its relative advantages. Further, the chapter illustrates what motivates to conduct such a 
policy related research in the Sri Lankan context and the objectives that are planned to achieve 
through the study.  
 
Chapter 2 deals with the macroeconomic policy conduct in Sri Lanka to help readers to 
understand the institutional structure of the country. Explaining the monetary policy conduct in 
the country, it demonstrates the role of the central bank, monetary aggregates, interest rate 
behavior, inflation and the GDP. In addition, it discusses the influence of money supply on fiscal 
variables and the extent of which the growth of money supply affects government budget deficit. 
On the other hand, the chapter describes the fiscal policy operation in the country evaluating its 
performances so far. To the end, a brief explanation is given about government deficit and the 
contribution of the domestic banking sector together with the external sector for deficit 
financing. 
 
A comprehensive review of literature is given in Chapter 3, including a discussion about 
fundamental theories of fiscal and monetary policy. Reviewing the survey, priority is given not 
only to discuss the previous empirical studies, but also to explain the analytical methods they 
have used for policy analyses. By doing so, all the research problems and the objectives of the 
thesis are formed based on the gaps that are found in the literature. 
 
Chapter 4 discusses the common time series properties of variables used in the study. It is a 
common task of every econometric analysis to test for the presence of unit root which is 
assumed in providing spurious results. Thus, the chapter is devoted for a traditional unit root 
testing procedure and the modern version of unit root testing with the inclusion of parameters 
for structural breaks since modern world economists believe that variables might be influenced 
by the structural changes in the economy, and owing to that they may become non-stationary.  
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Chapter 5 deals with the analysis of fiscal and monetary policy interaction in Sri Lanka. In this 
chapter it compares former analytical models and discusses their relative advantages and 
disadvantages. Finally, it explains the reasons for the adaptation of VAR methods as the main 
estimation technique of the study. Once the model is estimated, the results are discussed with 
the help of the results of impulse responses and the variance decompositions analyses. The 
possible predictive causal links are also observed based on the results of the Granger causality 
test.  
 
Chapter 6 describes the analysis about monetary policy reactions to exchange rate dynamics. 
The analysis is done based on the uncovered interest parity (UIP) hypothesis in which it 
examines the deviation of the UIP in the Sri Lankan setting. The analytical model is estimated 
using the ordinary least square (OLS) method, and assessed how the central bank of Sri Lanka 
directs its interest rate practices to cope with adverse economic consequences that come through 
exchange rate volatilities. The same chapter also uses to check the robustness of the results of 
both analyses employing the Chow Breakpoint Test. 
 
Chapter 7 provides a summary of the thesis and conclusions with some policy recommendations. 
The same section is devoted to discuss the shortcomings of the present study and explains the 
possibilities and the areas for future research.     
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Chapter 2 
 
Macroeconomic Policy Conduct in Sri Lanka 
 
2.1. Introduction  
 
The sole purpose of this chapter is to provide a general overview of monetary and fiscal policy 
conduct in Sri Lanka and their relative performances so far. The chapter therefore separated into 
two sub sections in which the first section discusses about the Sri Lankan economy covering 
both financial and real sectors. In the meantime, it deliberates the monetary policy conduct in 
the country while explaining the dynamics of real macroeconomic variables with respect to 
changes in monetary policy stance over time. In this respect, it is prioritized to explain the 
movements of interest rates and money supply and their relative influences on financial and real 
economic variables. The other sub section provides an explanation about the fiscal policy 
conduct in Sri Lanka paying attention to the tax and revenue structure as well as the government 
expenditure while counting their relative influences on the other macroeconomic counterparts of 
the country. By doing so, it tries to identify the strengths and weaknesses of both monetary and 
fiscal policy in handling the country’s economic performances over the years since liberalization 
initiatives in 1977. 
 
Before jumping into the policy discussion, a general description about Sri Lanka may be 
advantageous to understand the existing socio-economic setup of the country. Describing Sri 
Lanka, it belongs to the countries of lower middle income category in the South Asian region 
which consists of US$ 67.2 billion gross domestic product (GDP) with 7.3 percent annual 
growth rate. The income structure of the country still depends mostly on plantation agriculture 
which was introduced by the colonial administration. In addition, there can be seen a rising 
manufacturing sector contribution after the introduction of liberalization policies in 1977. 
However, up until now, for almost 40 years, the economy was lagged behind with stagnant 
economic growth, even though recently it has been shown some improvement compared to 
other countries in the region with per capita GDP US$ 7045 and 4.4 percent of unemployment 
rate. Despite the fact, the inflation condition in Sri Lanka is still at a higher rate accounting 6.7 
percent.
11
 However, the human development has been at a quite high rate (0.75) throughout the 
years showing the significance of the welfare state.  
 
The economy of Sri Lanka has been undergone to various structural changes from time to time 
                                                   
11 All the figures given here are based on 2013 estimations of the Central Bank of Sri Lanka (CBSL 2013). 
 14 
 
since 1977 based on the authorities’ objectives of achieving high economic growth and stability 
with equal distribution of income. However, it is witnessed that the country has been suffered 
from number of economic and social burdens throughout the time since 1977 owing to the facts 
of irregular national planning and improper implementation of macroeconomic policies. As 
mentioned in academic sources, changes in the country’s administration with party political 
system was the root cause for the aforementioned policy mishaps. In addition, youth conflict in 
1989 and the war between Sri Lankan army and L.T.T.E. Tamil separatists for over 30 years 
which was ended up in 2009 were also responsible for stagnant macroeconomic condition of the 
country. Nonetheless, it is said that there are numerous other reasons behind this sluggish 
economic condition. Thus, the aim is set to re-investigate the underlined reason for the weak 
macroeconomic environment in the country along with its monetary and fiscal policy conduct. 
In this respect, dynamics in country’s financial sector and real sector are discussed with 
reference to monetary and fiscal policy changes.  
 
2.1.1. Financial Sector  
Money Market 
As an entry point, it is noteworthy to offer a brief description about the country’s financial 
system including the function of money, capital and foreign exchange markets; as they are 
considered as the backbone of the economy. Sri Lankan financial system is famous for its bank 
based system where commercial banks play major role in handling daily monetary transactions. 
The money market consists of both financial institutions (commercial banks and other 
specialized financial institutions) and money dealers and brokers who wish to borrow or lend 
money.
12
 Referring to commercial banks, two state banks and four private banks shares most of 
the power of banking sector, and the central bank regulates entire banking system.
13
  
 
Development of money market was mostly occurred after the financial reforms in 1977, which 
now comprises of four sub-markets namely the inter-bank call money market, treasury bills 
market (T-bills), foreign exchange market and the off-shore market. In addition to the above, 
central bank of Sri Lanka has recently introduced mobile money market (e.g. eZ cash) for both 
bank and non-bank providers to extend the services to non-bank populations in rural areas of the 
country.
14
 Considering the sub-markets, T-bills market in Sri Lanka is seemingly progressive 
                                                   
12 The major financial institutions, namely the Central Bank of Sri Lanka, 24 of Licensed Commercial Banks (LCBs), 
9 of Licensed Specialized Banks (LSBs), Licensed Finance Companies (LFCs), Specialized Leasing Companies 
(SLCs), Primary Dealers (PDs), Pension and Provident Funds, Insurance Companies, Rural Banks. 
13 Peoples’ bank and the Bank of Ceylon are two major state banks while commercial bank; Sampath bank, Hatton 
National Bank and Seylan Bank are the leading private sector banks 
14 Mobile money market in Sri Lanka was introduced in 2012, which is operated by Dialog Axiata PLC (Dialog), a 
mobile network operator (MNO) which has the license to operate as a payment services provider under central bank’s 
regulations. The service has dual objectives of financial inclusion and economic growth. 
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after introducing the discount window in 1981. Commercial banks are the major purchaser in 
this market. At present, T-bills market is functioning with weekly auctions of repurchase (repo) 
market, reverse repo market. Call money market has a close connection with the T-bills market 
and therefore changes in the call rate significantly represent the change in policy rates (repo and 
reverse repo rates).   
 
Capital Market 
It is said that capital market has a significant place in the financial market as it contributes 
strongly to the country’s economic growth. Theoretically, it provides several functions including 
mobilization of savings, increase of investment, low cost resource allocation, attract foreign 
investments, and dispersions. Sri Lankan capital market however quite laid back from these 
functions due to its premature nature. It is primarily dealing with long-term securities (i. e. 
shares and bonds) where equities play a major role while cooperate debt market is still small. 
Capital account which records capital transactions remains restrictive despite the removal of 
trade and payment restrictions that took place in 1990. However, there can be seen sequential 
liberalization in the capital account over time starting from 1990.
15
 Nonetheless, compared to 
other countries, capital market contribution to GDP is still low in Sri Lanka with 30 percent of 
market capitalization to GDP (Godahewa 2013).
16
 Comparing the market value of securities 
and deposits, it is a visible fact that value of securities held by central depository system is 24 
percent of total market value and deposits of domestic banking and other financial institutions 
are accounted for 76 percent at present providing the clue for underdeveloped capital market in 
Sri Lanka (Godahewa 2013). In this respect, it seems that there are untapped potentials in the 
capital market in the country. Previous empirical studies in this regard have asserted that 
institutional weaknesses are highly responsible for this condition. According to them, especially 
the government regulations, political influences and poor shareholder protections and 
underdeveloped financial market condition prevent investors from entering into the market. As a 
developing country, Sri Lanka historically had a quite good fortune for business groups who had 
a close connection with the ruling party which has been deep rooted since the colonial 
administration. This is together with the lacking of proper legal environment encourage a 
particular group of business people to control the entire market which ultimately trimmed down 
the investment confidence of small business holders and thereby prevented them from investing 
in capital market. 
 
 
                                                   
15 1992- allowing 100 percent equity participants, 1995- commercial banks were permitted to obtain foreign loans up 
to 5 percent and then increased to 15 percent in 1997 of their capital and reserves,  
16 Singapore 250%, India 53%, Indonesia 49%, Bangladesh 29% and Vietnam 17%. 
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Foreign Exchange Market 
Theory has stressed that a strong exchange rate is needed for a smooth running in domestic 
economy. Therefore it is a responsibility of domestic monetary authorities to make a prudent 
monetary policy to maintain a stable exchange rate. Looking back to the foreign exchange rate 
regimes in Sri Lanka, it has shown that various exchange rate systems had prevailed in the 
country. It has had a soft-pegged exchange rate (pegged to US dollar) system since 1950. Then 
it shifted to a multiple exchange rate system under the foreign exchange entitlement certificate 
scheme (FEECs) in 1968 which was on the objective of promoting country’s exports. However, 
due to the inadequacy of foreign exchange reserves to cope with the balance of payment (BOP) 
problem, the government again introduced a unified exchange rate system in 1977. Under this 
system, Sri Lankan rupee was allowed to float initially, but central bank changed the system in 
1982 introducing managed float system to the country. In this setting, exchange rate was used as 
a tool for controlling inflation rather than promoting exports. Nonetheless, during 1990s due to 
the heavy capital flow, the central bank again adopted a crawling peg exchange rate system 
which led to steady depreciation of domestic currency. However, export growth could be 
achieved through foreign investments and other related trade and investment liberalization. But 
the situation was changed due to Mexican crisis, changes in the government, and re-emerge of 
terrorism in mid 1990s in the country. Therefore, the level of investment dried up and so as the 
exports because the central bank’s effort of maintaining the depreciation eventually ended up in 
real exchange rate appreciation. Country specific empirical studies have mentioned that central 
bank used ‘lean against the wind’ (or interest rate smoothing) practice to avoid exchange rate 
appreciation (Jayasuriya 2004), however according to them due to the outside forces like high 
fiscal deficit, international tea price boom, and current account deficit, it couldn’t be achieved 
up to the desired level.
17
 Owing to the aforementioned reasons, monetary authority allowed 
exchange rate to freely float in 2001 making it as a tool for controlling inflation rather than 
export promotion.  
 
2.1.2. Real Sector 
Looking into the real sector, the overall performance of the country is not satisfactory. 
Considering the GDP growth in Sri Lanka, it remains at a low level indicating a stagnant 
position for many years to the present. Although it has shown some improvement from time to 
time, the pattern did not last long owing to country-specific socio-political issues especially the 
civil war which was lasted almost 30 years. After ending the civil war in 2009 Sri Lanka was 
able to achieve impressive social development including magnificent infrastructure 
development including highways, port and railways, but it did not contribute to enhance the 
                                                   
17 A detailed explanation with empirical analysis regarding interest rate smoothing is given in Chapter 6 in this study. 
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GDP growth at a large scale (Sandaratne 2011). There are several underlined reasons behind this 
scenario. First, Most of the infrastructure projects were done using foreign borrowings, but the 
earnings of them were not sufficient enough to repay the loans. Second, even though there is a 
development in infrastructure, the country’s production sectors is still at a premature stage; say 
agricultural and industry sectors still contribute marginally to the GDP accounting 10.6 percent 
and 32.4 percent respectively (as of 2013). However, the services sector surpasses both the other 
sectors adding 57 percent to the GDP (CBSL 2013). It is obvious that agriculture and industry 
sectors are more crucial for economic growth and therefore more attention is needed for these 
sectors with productive investments. On the other hand, the authorities have begun a social 
development program neglecting the most important sectors like healthcare and education. Thus, 
it is not surprising that country’s growth is stagnant in the long run as crucial sectors that 
contribute for growth is underdeveloped. 
 
Table 2.1: Sector Share of GDP 
Year 
Agriculture 
Share 
Industry 
Share 
Services 
Share 
1970 28.3 23.8 47.9 
1980 27.6 29.6 42.8 
1990 26.3 26 47.7 
2000 19.9 27.3 52.8 
2013 10.8 32.5 56.8 
(Source: CBSL annual reports, 2013) 
 
 
Figure 2.1: Annual average GDP growth and the rate of inflation 
Source: CBSL annual reports, various issues 
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When discussing economic growth of the country, it is necessary to pay attention to the behavior 
of private/public consumption, savings, investments and exports and imports as well. As 
denoted in the theory, these components have significant influence on GDP growth as they are 
the key indicators of domestic aggregate demand. Some country specific studies have shown 
that Sri Lanka is experiencing insufficient aggregate demand to boost the economy. In another 
word, savings and investments are at a low level in general with a quite high rate of 
consumption. Thus, savings and investments are inadequate to generate considerable pressure to 
enhance the economic growth. On the other hand, consumers depend mostly on imported 
consumption goods rather than domestics sources. Further, manufacturing sector is also mostly 
depending on the imported raw materials. Therefore, payments for imports are higher than the 
export earnings. In this respect, the net export earnings are always negative and volume of 
imports surpass the exports in the country. Further, FDI that flows into the country is also at low 
level mainly due to the capital market inefficiencies. In addition, lack of skilled-workers and 
labor market inefficiencies and lack of legal protection for investors are major drawbacks in this 
regard.  
 
 
Figure 2.2: Behavior of consumption, savings and investments in Sri Lanka 
(Source: CBSL annual reports, various issues) 
 
Meanwhile, the inflation in Sri Lanka seems at a quite high (and volatile) rate despite of the 
central bank efforts on price control (refer to Figure 1). Several reasons can be given here in this 
regard. As mentioned in the country specific studies, the primary cause for this is the high fiscal 
deficit of the country (Athukorala and Jayasooriya 1996; IMF 2004). According to them, fiscal 
deficit not only fuels up inflation, but it also affects to real exchange rate appreciation and 
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creates current account deficit.
18
 There are several other factors have discussed in the media 
and other academics in the country asserting that 30 years of military expenses and political 
instability, oil price, seasonal weather conditions, lack of skilled workers and efficient 
technology, low level of domestic savings and investments and continuous money growth are 
also responsible for the persistent inflation in Sri Lanka. However, some experts reject these 
ideas demonstrating that these factors are not significantly affect inflation. First, evidences have 
shown that puzzling link between oil price and inflation as in some periods there can be 
observed high inflationary and low inflationary situations disregarding the oil price (Silva 2008). 
As pointed out in his study, during the period 2001 and 2006 inflation has reduced to 2.5 percent 
and 6.4 percent respectively when there were oil price hike by 91 percent and 26 percent in the 
respective years. In this context, it is clear that oil price was not the significant factor for the rise 
inflation around that time. The same puzzle was revealed regarding the reserve money growth 
and inflation in the aforementioned study. It asserted that even though central bank reserve 
money target is achieved, a continuous rise in inflation can be seen in the country. Considering 
the above, the true factor which affects inflation persistence in the country is high fiscal deficit. 
As long as fiscal deficit exists and the central bank monetization process continues, Sri Lanka 
can hardly be achieved stable price level. Thus, plans for proper policies should be put in place 
to curb the inflation in the country. 
 
2.2. Monetary Policy Conduct in Sri Lanka 
2.2.1. Role of the Central Bank in Monetary Policy Conduct 
 
The prominent role of the central bank in conducting monetary policy is prudential supervision. 
It is said that the combination of financial supervision with the monetary policy tasks may lead 
to gain information which in turn helps for the effective monetary policy conduct. Critics argue 
that the combination sometimes leads to reputational loss in the central bank, but opinions in 
favor of the combination stress that if the central bank establishes proper communication 
policies, risk incurred from the reputational loss which can be avoided overtime due to increase 
in public awareness on monetary policy and the central bank.  
 
Before explaining about communication and financial supervision in the Sri Lankan context, 
general introduction of central bank of Sri Lanka is most noteworthy as it makes readers to 
understand its institutional setting and targets. Central bank of Sri Lanka (CBSL) was 
established in 1950 under the Monetary Law Act (MLA), No. 58 which was formed in 1949. 
The CBSL acts as a monetary authority of the country, which is operating under a 
                                                   
18 More details on the macroeconomic impacts on fiscal policy are given in the later part of the chapter. 
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semi-autonomous nature. At present, it consists of 27 departments and 5 broad members 
including the secretary to the ministry of planning after the second amendment in 2002. The 
core objectives of the CBSL are to maintain economic and price stability and financial system 
stability while paying attention to the exchange rate movements. In this respect, the main 
responsibilities of the CBSL are currency issues and management, and advising to the domestic 
banking sector. The CBSL tries to achieve the aforementioned objectives by controlling the 
money supply as it is the primary causal factor which influences price instability. Under this 
setting, the CBSL controls the reserve money growth, (base money, m0) where placing the 
broad money supply, (m2) as an intermediate target. To control the money supply, it uses policy 
interest rates (repo and reverse repo), open market operations (OMO) and statutory reserve 
requirements, that describe the amount that commercial banks should have as deposits in the 
central bank (SRR). Engaging in these activities it tries to control the excess supply of money 
which will eventually maintain the price stability, and therein will preserve the stability of the 
entire financial system.  
 
Considering the prudential supervision, the CBSL has put many actions into practice. For the 
licensed banks, supervision is running through common banking meetings, technical sessions, 
quarterly chairmen meetings and directors’ symposiums and thereby they share knowledge and 
experiences of risk managing practices. On the other hand, it uses media i.e. newspapers, radio, 
TV, to increase the public awareness on the banking system and inform the public about 
prohibited institutions to prevent damages when engaging in money related transactions. 
Supervision of other finance companies conducts using off-site surveillance and on-site 
examinations. According to a recent study on the effectiveness of macro-prudential supervision, 
it has been shown that Sri Lankan banking sector is quite strong to withstand all kinds of threats 
(Amerasekara 2011).  
 
As mentioned above, due to its semi-autonomous nature of the CBSL, it cannot be achieved 
much of its targets through monetary policy as it depends on political classes.
19
 Since it works 
as an advisor to the government, most of its money goes for budgetary finances which result 
from the short term political considerations. This monetizing process has become a tradition in 
Sri Lanka making the central bank and government are practically depend on each other. Owing 
to the fact, Sri Lanka has been experiencing prolonged indebtedness, slow economic growth and 
persistent inflation.  
                                                   
19 The index of CBSL independence has reduced from 7 in 2005 to 5.5 in 2012 emphasizing that more government 
interventions in monetary policy decision making. Although this is still higher compared to the neighboring countries 
in South Asia (3 in India, 4 in Bangladesh, 3 in Pakistan), It is quite low compared to Industrialized countries (10.5 in 
Japan, 11 in USA, 12 in UK and 11 in Euro zone) as of the end of 2012. 
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2.2.2. Monetary Policy Tools and their behavior 
Interest rates 
As previously mentioned in this chapter, the primary instrument of monetary policy which acts 
as the main policy instrument is interest rate.
20
 Interest rates are used to control the growth of 
the money supply (especially reserve money growth) to maintain price stability as excessive 
growth of money supply causes inflation. Considering the interest rates in Sri Lanka, both 
long-term and short-term interest rates are assumed to have a significant contribution to the 
country’s economy. Explaining the short-term interest rate, policy interest rate i.e. repurchases 
(repo) and reverses repurchase (reverse repo) and call money market rate are three main rates 
which the central bank handles in daily basis in the money market. In addition, treasury bills 
rate (with 3 months maturity) is also belonging to this category. It is given that policy rate 
affects interest rate structure of the country and long-term interest rate, like 12 months fixed 
deposit rates. However, in practice it cannot be seen that interest rate movements generate 
considerable changes in the macroeconomic counterparts as the theories predicted. Several 
empirical studies on interest rate movements in Sri Lanka have emphasized that results 
regarding the increase in interest rates do not confirm the negative impact on savings or 
investments, nor they trim down the aggregate demand. More importantly, researchers have 
asserted that there is no any confirmation on the impact of policy interest rate on inflation 
(Hemachandra 2003; Amerasekara 2005). According to them, savings behave irrespective to the 
interest rate due to the high consumption practices, low income, existence of contractual savings 
and other social habits of the general public. All these circumstances confirm the 
underdeveloped nature of financial system in the country.  
 
Money Supply 
Though it is obvious that the role of money in economic activities is controversial, there is still a 
place for money in every economy. First and foremost, money is important due to its balance 
sheet position which shows the capacity of bank lending. Monetary aggregates play a prime role 
here by conveying information about the risk that particular economy is taking. They also show 
the vulnerability that economy faces through excess credit or money. On the other hand, this 
may be due to its contribution to macroeconomic policy conduct. As mentioned in the literature, 
there are several roles that money can plays in the conduct of monetary policy, as an instrument, 
as an intermediate target, as an indicator variable and it can be a part of the transmission process 
(Longworth 2003). When considering the fiscal aspect, money appears as the prime instrument 
which helps to bring down high fiscal deficit. It is obvious that money supply should grow when 
                                                   
20 On the other hand, open market operations (OMO), RR, are also considered as monetary policy instruments in Sri 
Lanka. 
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the economy is growing in order to prevent deflation. But if the growth of the money supply is 
faster than the economic growth, it creates inflation. In such situations, people lose faith on 
money and start using money as soon as possible before it reduces its value. On the other hand, 
businesses tend to decline due to future uncertainties and limiting of investment spending. 
Therefore understanding the behavior of inflation and continuous observation of inflation rate 
should be necessary to formulate policies to control them in order to avoid macroeconomic 
imbalances. 
 
There are two important monetary aggregates i.e. narrow definition of money (m1) and broad 
definition of money (m2) that are considered as important indicators of money supply in Sri 
Lanka.
21
 Nonetheless, the importance of m1 and m2 is not limited only to the Sri Lankan 
context, but also for many countries their role is significant as they convey useful information 
about the economy.
22
 It is said that m1 is the most restrictive measure of money supply which 
represents most liquid form of money and the money in the hands of public. Thus, it is 
considered as the best measure for calculating the amount of liquidity in the economy. Since the 
liquidity level predicts the level of inflation, it is noteworthy to observe the behavior of the rate 
of inflation and m1 money supply over the years in the Sri Lankan setting. 
 
 
Figure 2.3: M1 money supply and inflation rate 
Source: CBSL annual reports, various issues 
 
 
                                                   
21 Even though there are many indicators that come under broad definition of money (m2b, m3, m4.), m1 and m2 are 
considered as the most important measurements for inflation in the Sri Lankan context. 
22 USA, Japan, Australia, India, New Zealand are some countries that use m1 and m2 as money supply measures. See 
Federal Reserve statistical release (2013), Official pages of each country’s central banks. 
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The most visible fact here is the high volatility of both variables over time indicating that 
central bank’s consideration over m1 money supply. Observing the behavior with respect to the 
lag effect, inflation rate increases most of the time with the expansion of money supply. As 
indicates in the graph, three considerable peaks in m1 money supply in Sri Lanka, mainly in 
1982, in 1987 and in 2004. After each expansionary money supply condition, there can be seen 
a high inflation rate (double digit: 20.26 in 1982, 21.75 in 1987 and 18.31 in 2004). The 
significance of the years with the expansionary money supply can be explained under two 
scenarios. The first and foremost factor is the financial deregulation which started in 1977 and 
owing to that, the average increase in money supply was significant between the periods of 
1978-1988 to finance massive infrastructure projects of government and to cope with the 
international capital flaws (Cooray 2008; Seelantha and Wickramasinghe 2009). However, 
considerable reduction can be seen in m1 money supply thereafter despite the rise in 1992/1993. 
The rise in m1 during 1992/93 was a demand driven factor which results from the global 
economic boom. On the other hand, increase in currency demand during 2001/2002 due to “Dot 
com bubble” and domestic economic damage due to terrorist attack to the central bank of Sri 
Lanka, made money supply increase to gain economic recovery as well as fulfill the aggregate 
demand for money. In contrast, m1 money supply started to decline after 2004 as people stated 
to move from demand deposits to interest bearing deposits as the deposits interest rate 
increased.  
 
In comparison to the m1, the situation with broad money supply (m2) is quite different. The 
behavior of inflation rate seems more controllable with the m2 than with the m1. This is 
somewhat agreeable as it is said that m2 is the best measure of controlling inflation since it 
contains more information compared to m1 (Longworth 2003). Considering the behavior of m2 
money supply, it does not show much volatility like in m1 confirming the central bank 
intervention on m2. As mentioned above, CBSL uses m2 money supply as its intermediate target, 
it is under a closer observation of CBSL, and hence volatility is at a minimal level. Nonetheless, 
during 1994/95, there can be seen a rapid growth of m2 which was a result of new financial 
deregulation program that came with the expansion of commercial banking activities in the 
country. Owing to the changes happened in the political structure of the country, financial sector 
widened and it enhanced the market for deposits and therefore a considerable improvement has 
shown in time and savings deposits (Seelantha and Wickramasinghe 2009).  
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Figure 2.4: M2 money supply and Inflation rate 
Source: www.indexmundi.com  
 
Money Supply (m2), Interest Rates and Exchange Rate 
Sri Lanka officially had a managed float exchange rate system before it upgraded to free 
floating system in 2001. According to Friedman and Schwartz (1963) floating exchange rate 
helps central banks to conduct independent monetary policy which protects economies from 
recession as well as benefits for economic gains. However, under the floating exchange rate 
system, a country’s money growth depends on bank credits as it cannot be achieved through 
exports due to commodity price fluctuations in the world market as well as the uncertainties in 
the foreign exchange market.
23
  
 
Observing the money supply growth together with the policy interest rate (call money rate), they 
exhibit a clear pattern where higher money growth with low interest rate and vice versa most of 
the time emphasizing that interest rate is assigned to control the money supply. Exchange rate 
on the other hand shows no significant link with the money supply or interest rate implying 
some controversy. As mentioned above, this may be the due to the persistent high current 
account deficit in Sri Lanka.  
 
                                                   
23 According to exchange rate theories, sources of money supply growth vary with prevailing exchange rate systems. 
If a country has a fixed exchange rate system, money growth depends on exports which promotes national savings. 
Nonetheless, it is different with the floating exchange rate system as it leads to current account deficit. Therefore, 
bank credits are the major source of money growth. 
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Figure 2.5: M2 growth, Call money market interest rate (R) and Exchange rate (ER) 
Source: CBSL annual reports, various issues 
 
This can be further explained with the status of government budget. Sri Lanka is famous for 
having quite high budget deficit in addition to the current account deficit, making a 
macroeconomic imbalance with ‘twin deficits’. Some studies related to Sri Lanka have 
demonstrated that high budget deficit is another reason leading to current account deficit 
implying that there is a long term link between the two (Perera and Liyanage 2012).
24
 At the 
initial stage after introducing the liberalization program, government undertook large irrigation 
projects including Mahaweli development program and ports and railway development projects 
in 1980s which caused huge budget deficit (-19.2 in 1980 and 11.28 on average during 1980s) 
due to increase in government’s capital expenditure. At that time, current account deficit was 
-16.4 and it was on average -7.73 during 1980s. However, both deficits lowered in 1990s and 
again increased in 2009 due to the fact that decline in government revenue with the North and 
East development projects (CBSL 2009). As emphasized by the previous country specific 
studies, fiscal tightening would help to reduce the current account deficit (Perera and Liyanage 
2012).
25
 
                                                   
24 The detailed discussion on fiscal policy and budget deficit is given in the next section of the chapter. 
25 The same ideology held by Abell (1990), Biswas et al (1992) and Khalid and Teo (1999). 
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Figure 2.6: Current Account Deficit and the Budget Deficit (as a percentage of GDP) 
Source: CBSL annual reports (various issues), www.indexmundi.com 
 
 
Figure 2.7: M2 Growth and Current Account Deficit (as a percentage of GDP) 
Source: CBSL annual reports, various issues 
 
Sri Lanka heavily depends on imported consumer goods. Import expenditure is significantly 
higher than that of exports earnings. Thus government spends a lot of money for imports and 
this expenditure is covered by the monetary authority of the country. Owing to the fact, the 
country experiences a kind of monetary deficiency as most of the money goes for financing 
these deficits. In this setting, floating exchange rate does not provide optimal benefits of 
monetary expansion and central bank also does not have an adequate monetary independence 
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due to government actions. Therefore, fiscal policy alterations should be done in order to get the 
maximum benefits from monetary policy in general and money supply in particular. 
 
2.3. Fiscal Policy Conduct in Sri Lanka 
2.3.1. Revenue Generation  
 
The primary objective of the tax system in a developing country like Sri Lanka is to gather 
revenue to cover public and other local authorities’ expenses. In addition, it uses to 
redistribution of income and wealth among the population to establish the equity principle. 
Owing to the large number of international and domestic economic and political challenges, Sri 
Lankan tax structure has been provided a blurred picture so far. Thus, IMF has identified Sri 
Lanka as a country which has one of the lowest revenue collections in the region. Before 
shifting to the open economic context in 1977 the country had a tax structure based on high 
public involvement focusing on welfare and income redistribution. High import duties, higher 
marginal tax rates and relatively a few private sector concerns were the dominant features of the 
pre-liberalization period. In general, it can be said that severe tax burdens were put on business 
and entrepreneurial parties and wealthy families. In this setting, the main objective of the 
government was to restrict imports and encourage domestic infant industries and thereby uplifts 
the economy. However, due to tight restrictions, heavy tax burden, the authorities could not 
achieve the desired target and the country suffered from resource scarcity and low economic 
growth.   
 
Hence, the newly appointed government implements policies to relax the restrictions and open 
the economy to create competitiveness. After opening up the economy to international 
transactions, import duties were greatly reduced and personal tax also progressively lowered. 
On the other hand, tax incentives were given to private sector including tax holidays and very 
marginal tax rates for business investments considering the private sector as the engine of 
growth. In addition, revenue administration has been quite weak in Sri Lanka and therefore the 
tax collection is very low. Still Sri Lanka is heavily relying on indirect taxes mainly based on 
goods and services (approximately 80 percent of total tax revenue), rather than direct taxes 
(approximately 20 percent of total tax revenue) showing the predominant nature of tax structure 
in developing countries. This situation breaks the equity principle as it puts heavy tax burden on 
poor people rather than the rich because unlike direct tax, indirect taxes impose without 
considering the person’s ability to pay. In this respect, Sri Lanka has failed to establish both 
equity and economic stability through its revenue generation system.  
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Table 2.2 – Government Revenue in Sri Lanka 
Year Direct 
Tax/Total Tax 
Indirect 
Tax/Total Tax 
Non-tax/Total 
Revenue 
Total Tax Rev. 
as % of GDP 
1970 - - - 18.3 
1980 - - - 18.27 
1990 12 88 9.9 19 
2000 15.1 84.9 13.7 14 
2010~ 18.7 81.3 11.3 12.9 
(Source: CBSL annual reports, various issues) 
 
There are many underline reasons behind the low direct tax revenue in the country. Considering 
the income tax, wealth tax and taxes on profits, the main reason for that is, after the 
liberalization there are many forms of tax incentives and tax exemptions put in place that 
eventually led to erode the tax base. On the other hand, business tax holidays and disputes in tax 
collection have also caused to decrease the direct tax revenue in the country. All in all total tax 
revenue remains low in Sri Lanka despite the reforms brought by the fiscal authorities from time 
to time. It has been said that for a country to be better off with sound fiscal environment, the tax 
ratio should be between 25% - 30% (Kaldor 1963). Sri Lanka’s performance in this respect is 
quite weak when investigating the tax ratio over the years. Practically, it is very poor compared 
to the other countries in the Asian region. It is given that Vietnam (21.2%), Malaysia (16.6%), 
and Thailand (17.7%). Even though neighboring countries like India, Bangladesh and Pakistan’s 
tax ratio is lower than the Sri Lankan rates, their direct tax (business income tax) ratio is higher 
than that of Sri Lanka accounting India (50%) and Pakistan (40%). In this respect, a vital fiscal 
policy reform process is needed for Sri Lanka to halt its declining trend in the revenue 
generating mechanism. 
 
2.3.2. Government Expenditure  
 
Despite the fact, revenue target cannot be achieved if the government does not control its public 
spending. As mentioned before, historically Sri Lanka is very popular for having huge amount 
of government spending. Since the revenue is not adequate to finance such a huge amount of 
spending, the country always experiences a huge fiscal deficit. This is the root cause for detain 
of the economic growth of the country in one hand, and a persistence high inflation at the other 
end. Sri Lanka is famous for its welfare state where education and healthcare are freely provided. 
On the other hand, large cabinet, social safety net programs and salaries of government sector 
employees are also contributing to increase the recurrent expenditure. Hence, the recurrent 
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expenditure of the government remains high (Rs. millions 113, 1023) compared to its capital 
expenditure (Rs. millions 425,476) at the end of 2012.  
 
Table 2.3: Govt. Revenue & Expenditure as a % of GDP 
Year Revenue 
& Grants 
Govt. 
Expenditure 
Surplus 
(+)/deficit(-) 
1970 20.5 26.9 -6.4 
1980 23.5 42.7 -19.2 
1990 23.2 32.3 -7.8 
2000 17.2 26.7 -9.5 
2010 14.9 22.9 -8.0 
2012 14.1 20.5 -6.5 
(Source: CBSL annual report - 2013) 
 
However, in recent years spending on education and healthcare has been reduced while 
increasing other infrastructure expenditure which on the other hand detriments the public sector 
education and health of the poor in the country. In addition, sector vise large public sector 
spending hinders the resource access of the private sector which has higher returns than the 
public sector.  
 
The other category of government expenditure is debt services payments. Owing to the low 
revenue, government borrows considerable amount of money from both domestic banks and 
foreign sources. Although it is a usual habit to borrow money from various sources for 
development purposes, it would not be beneficial to borrow money to finance budget deficit. 
Since borrowings in Sri Lanka mostly go for deficit financing, its revenue generation is almost 
zero. In this case, Sri Lanka has been trapped because it is difficult to reduce debt financing 
expenditure without reducing the public debt. The only alternative here is that revises the 
revenue structure of the country and implement suitable fiscal policies which are compatible 
with the dynamics in exchange rate and international market conditions. 
 
2.4. Monetary Policy Tools and the Fiscal Policy 
 
As an extra addition to the aforementioned description this section devotes to identify the 
contribution of monetary policy tools: especially monetary aggregates to fiscal policy conduct 
in Sri Lanka. As some of the empirical studies have emphasized that there is a positive link 
between money supply and fiscal expansion (MaCMillin and Beard 1982), it would be 
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worthwhile to look into money supply and fiscal policy conduct in Sri Lanka as that is the 
priority of the thesis. Considering that, it is very visible Money supply links to fiscal policy 
mainly via deficit financing. This can be budget deficit or BOP deficit, where central bank 
issues money in order to finance the deficits.  
 
 
Figure 2.8: Govt. Debt to GDP ratio in Sri Lanka 
Source: CBSL annual reports (various issues) 
 
It has been said that public debt benefits the economy in many ways (Sanderatne 2014). 
However, the problem arises with the utilization of these debts and sources that are used to 
finance them. Considering Sri Lanka, most of the debts go for the consumption purpose of the 
government and a very little is allocated for the investments on infrastructure and corporations. 
Therefore, the returns are very low (Pathberiya et al. 2005). Moreover, up to the year 2009, 
there was a civil conflict in Sri Lanka and most of debts utilized for the military expenditure. 
These were some of the root causes of low economic growth of the country so far.  
 
On the other hand, sources of debts/deficit financing severely influence to the country’s 
economic condition. Until recently, Sri Lankan government heavily relied on domestic banking 
sector to finance the debts. As previously mentioned in this study, most of the time central bank 
has been conducted open market operations in order to create money for the purpose of deficit 
financing. This led to create inflationary condition in the country and hence, the monetary 
policy target of price stability could not bring the expected results so far. In addition, myopic 
behavior of politicians led to inefficient policy formulations which are unfavorable for 
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economic growth and inflation maintenance in the country. 
 
 
Figure 2.9: Govt. Deficit Financing in Sri Lanka 
Source: CBSL annual reports (various issues) 
 
As shown in the picture, up until 2008, Sri Lankan government relied heavily on domestic 
sources for debt financing. This appears as one of the influential reasons for the sluggish 
economic condition that Sri Lanka has been experiencing so far. Nonetheless, since 2008, it 
seems that government has changed the direction and increased the dependency on foreign 
sources. The results of this are however uncertain since it depends on future global economic 
circumstances.   
 
2.5. Concluding Remarks 
 
This chapter illustrates the monetary and fiscal policy conduct in Sri Lanka while paying 
attention to the general macroeconomic environment in the country including the behavior of 
financial and real sectors. In addition, it sheds lights on both monetary and fiscal policy 
implementation and their behavior between 1980 and 2012. Investigating the monetary policy 
conduct of the central bank of Sri Lanka the contribution of money supply to the domestic 
economy, it appears that the CBSL experiences a certain level of independence in monetary 
policy decision making. However, it has revealed that most of the time supply of money is 
mainly consumed by government. In this sense, government seems influencing the central bank 
by encouraging it for deficit financing. Unless otherwise, money supply can play a considerable 
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role in the economy especially in achieving price stability. It has been shown in history so far 
that the central bank somehow managed the price fluctuations up to some extent, but was unable 
to bring the complete stabilization due to various socio-political factors including government 
influences. Notwithstanding the policy conduct is also weak in achieving economic growth of 
the country as well. Thus, the CBSL has been prioritizing the price stability rather than the 
economic growth. 
 
The role of monetary policy in handling the external sector of the economy is seemingly less 
efficient. As described in the chapter, due to the government deficit financing, there is an 
inadequacy in money supply to smooth conduct of activities in the external sector. Owing to the 
fact, the CBSL has sometimes been used the exchange rate as an instrument of controlling the 
inflationary/deflationary situation in which it loses the competitive power of the exchange rate 
in the country. Hence, Sri Lanka became one of the countries which gains adverse trade benefits 
continuously. Therefore, it seems that it is a paramount need for Sri Lanka to undertake a 
necessary monetary policy reform process soon in order to receive benefits from international 
trade and other related external activities. 
 
On the other hand, fiscal policy implementation is also weak especially in revenue generation. 
Government could hardly achieve its targeted revenue since the tax system in Sri Lanka does 
not operate in an efficient way. Government expenditure instead surpasses the revenue leading 
to a high fiscal deficit. To finance the fiscal deficit government borrows money from various 
sources including domestic banks. The aforementioned weak monetary performance is resulted 
from this incident. The most appealing solution to avoid such situation is to reform the revenue 
structure of the country. In this context, tax reform; especially income tax reforms should be 
necessary as its current contribution is at a marginal level. On the other hand, limiting 
government expenditure by allocating expenses only to essential sectors would be advantageous 
to trim down the budget deficit. 
 
Although the above explanation gives seemingly clear picture about the Sri Lankan economy, it 
is worth trying to bring a comprehensive econometric analysis in order to find underline 
strengths and weaknesses of macroeconomic policy stances in the country. This in turn helps to 
identify the suitable policy option which can enhance the country’s economic growth and 
stability. The next sections of the study are therefore devoted to discuss various ideologies 
related to monetary and fiscal policy and several econometric analyses that can be used for the 
main analyses in this study.  
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Chapter 3 
 
Survey of the Literature 
 
3.1. Introduction 
 
The aim of this chapter is to provide a descriptive review of theoretical developments and 
empirical evidence on the link between money supply, output and prices. In addition, it presents 
an elaboration on the importance of fiscal variables in monetary policy decision-making while 
conducting an assessment of the macroeconomic effect of monetary/fiscal policy interaction. 
The same chapter is used to address the role of the central bank in maintaining external sector 
stability in a situation of policy mix, besides its deficit financing activity. To the end, it is also 
utilized for the purpose of developing possible hypotheses based on the research questions 
which came across during the review process. 
 
The chapter demonstrates that most of the empirical studies which addressed the issue of the 
macroeconomic effect of money supply have widely focused on the monetary aspect discussing 
the effect of monetary variables on the real economy. On the other hand, most of them have 
investigated the transmission mechanism of monetary policy in which they have emphasized the 
effectiveness of the policy stance and the ways in which monetary policy shocks propagate to 
the real economy. A limited number of studies can be found related to the fiscal effect on 
monetary policy in general and output effect of monetary and fiscal policy interaction in 
particular.  
 
One of the other significant features of this chapter is that it consists of a review of both 
theoretical and empirical literature about the role of the central bank (or the routinely practices 
of central banks) in maintaining the external sector stability of a country. It discusses how the 
central bank reacts to boom and bust cycles in the foreign exchange market to avoid adverse 
economic outcomes due to excessive risk taking practices of forward looking investors. At the 
end, it has shown that as far as the Sri Lankan economy is concerned, studies have been very 
limited in this regard and evidence on fiscal consideration of monetary policy analysis is 
missing. 
 
The organization of this chapter is as follows. The next section is dedicated to assert the 
theoretical debates on the effectiveness of money and conceptual definitions of its related 
counterparts. The section 3 reviews the empirical studies which assess the link between money, 
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prices and output. Section 4 illustrates the studies which have examined the monetary and fiscal 
policy interaction. Section 5 reviews the theoretical and empirical literature on the central bank 
practices that have been used by central banks around the world to maintain the external sector 
stability under policy mix agenda. Section 6 explains the empirical studies which have 
investigated the effectiveness of monetary policy and its transmission mechanism in the Sri 
Lankan context. Finally, a brief summary with possible conclusions is provided. 
 
3.2. Link between Money, Prices and Output - Theoretical Debates 
 
Addressing the link between money and other macroeconomic variables, there can be found 
several important but quite conflicting theoretical debates in the economic literature. The 
fundamental doctrine on this regard is the classical theory (led by Fisher and Harry 1911) who 
stresses the important of the quantity of money. It emphasizes that changes in the quantity of 
money supply cause proportional changes in the price level given that; 
 
MV = PY 
 
Where, the amount of money (M) and the velocity of circulation of money (V) is equal to 
nominal GD {price level (P)*real GDP (Y)}. Through this equation of exchange, classical 
economists argue that economy is always at or near the natural equilibrium level and the income 
and the velocity of money is fixed. The effect of money changes therefore would only be 
reflected in the price. Thus, expansion/contraction of the quantity of money leads prices to 
increase/decrease proportionately. The key suggestion of the classical school is therefore to 
control money supply in order to maintain a low level of inflation in the country. 
 
The Keynesian, however, rejects the idea criticizing that money does not play an active role in 
changing prices or income and it does not lead to economic instability. Instead, the Keynesian 
notion postulates that income causes the money supply to change through public demand for 
money. In this setting, they reject the idea of natural level of GDP, constant velocity and fixed 
income; instead, they believe the indirect link between money supply and GDP. Recall the 
Keynesian synthesis, expansion of money supply leads to increase the supply of loanable funds 
which direct interest rate to fall. Low level of interest rate then boosts the aggregate investment 
expenditure and the demand for interest-sensitive consumption goods which will eventually lead 
to rise in GDP. In this way, money may indirectly affect GDP. However, their view on money is 
quite skeptical as they emphasize that in a rational economy, increase in money supply may not 
be induced loanable funds if banks refuse to lend their excessive reserves and on the other hand, 
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firms and households might not be very sensitive to the low interest rate. In this respect, 
Keynesian argues that output effect of fiscal policy may outperform the output effect of 
monetary policy and thus, they suggest that prioritizing fiscal policy would be more 
advantageous.  
 
However, monetarists’ school opposes to the Keynesian orthodox, claiming that money is 
predominant in the economy and there is a mutual interaction between money and other 
macroeconomic variables (Friedman 1956; Friedman and Schwartz 1963). According to them, 
country’s public demand for money is stable and it may not be very sensitive to the interest rate 
changes. Monetary expansion may therefore boost the consumption and thereby increases the 
aggregate demand which ultimately affects the GDP. Monetarists demonstrate that this would be 
valid for the short-term, while in the long-term when the economy reaches full employment 
level, output is not affected by the monetary expansion which creates inflation. They have 
emphasized that inflation is always a monetary phenomenon, in order to keep it low, a country 
must conduct fixed monetary policy rule where rate of money growth equals to the growth rate 
of GDP overtime. However, they acknowledged the Keynesian view of the absence of natural 
level of output and constant velocity. They have further illustrated that impact of money on 
output is certain, but sometimes the reverse causation is also possible (Friedman 1956). 
Regarding the Keynesian fiscal policy notion, he argues that insignificant or contradictory effect 
of money on output is mostly due to its lag effect as well as money financed fiscal policy. He 
further stressed that money financed fiscal policy may have a greater impact on output and 
therefore, direct effect of money on output might be smaller as a large amount of money supply 
is absorbed by the fiscal policy. In this respect, monetarists stress the other indirect ways that 
money can affect output. 
 
In addition to the aforementioned three major doctrines, New Classical theory, New Keynesian 
theory, and the real business cycle theory remain important in the macroeconomic literature. The 
remarkable feature of the New Classical theory is the “rational expectations hypothesis”, which 
explains that people are rational and if they use all available information in the market, 
systematic or predictable changes in aggregate demand policies do not alter the output or 
employment level in the economy.
26
 On the other hand, New Keynesian theory which added a 
micro-foundation to Keynesian theory, postulates that a variety of market failures exist due to 
imperfect competition and therefore price and wages do not adjust instantly to the change in 
                                                   
26 The proponents of new classical theory are Lucas (1973), Barro (1977) Sergent and Wallace (1975) whose central 
argument was based on the assumption of classical theory which says free market. Though they have emphasized the 
policy ineffectiveness, empirical evidence have shown that with rational expectations government policies are even 
more effective than under myopic expectations and hence, rational expectations do not imply policy ineffectiveness 
(Neary and Stiglitz 1983; Taylor 1985).  
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economic condition.
27
 The theory agrees with the classical dichotomy emphasizing that in the 
long run, output effect of changes in money supply is neutral. According to them, expansionary 
monetary policy is ideal for the stabilization purpose rather than using for the short-term output 
gain which creates inflation. Nonetheless, they stressed that monetary expansion is good during 
the time of unexpected exogenous shocks. Same as Keynesians, their main focus relies on 
interest rate rules emphasizing that central bank should adjust interest rate in response to 
changes in output and inflation. 
 
In contrast to the all aforementioned theories, real business cycle theory postulates that cyclical 
fluctuations in the real economic variables occur not because of the changes in government 
policies, but because of changes in exogenous economic fundamentals like productivity change, 
technological advancement, changes in consumer preference and resource endowment.
28
 This 
notion states that money has a little importance in business cycle and a countercyclical monetary 
policy is not possible. Instead, it stressed that countercyclical fiscal policy is possible, where 
increase in one product tends to decline in another. In this respect, real business cycle theory 
emphasizes the substitution effect. However, critics have revealed that it cannot be used to 
explain the country wide expansion or contraction, but it is suitable for explaining the product 
wise expansion and contraction.
29
  
 
In this way, there are various ideologies presented in the literature which can be used as 
theoretical foundation to money output link. Even though they discuss different insights on 
which macroeconomic variable affects overall economy the most, they have many similarities 
and all are extended versions of the popular doctrines of either the Keynesianism or the 
Monetarism. However, learning about each of them would be beneficial for better understanding 
the operating system of the economic fundamentals. 
 
3.3. Link between Money, Prices, Output -Theoretical Models  
 
There are two famous theoretical models in macroeconomic literature that explain the 
interrelationships of macroeconomic variables in the goods market as well as in the money 
market. The first is IS-LM (Investment Savings-Liquidity preference Money supply) model, 
which explains the relationship between interest rate and real output in both goods and money 
                                                   
27 New Keynesian theory was introduced by Parkin (1986), later further theoretical interpretations were given by 
Ball, Mankiw and Romer (1989) Mankiw and Romer (1991) and hence, consider as leading New Keynesian 
Economist. This was empirically tested by Woodford (2003). 
28 Kydland and Prescott (1982) are the main proponent of this theory and it was first empirically examined and 
developed by Plosser (1989). 
29 The mainstream economists who criticize the real business cycle theory were Krugman and Summer.  
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markets. The model was first introduced by Hicks (1936), in which he emphasized the 
interaction of IS and LM curve representing the simultaneous equilibrium in both goods and 
money markets. The model basically focuses on short-term economic fluctuations and helps 
finding appropriate policies for stabilization.  
 
Nonetheless, critics on this regards have claimed that IS-LM model is not suitable for large 
analysis since it focuses on short-term where prices are assumed to be fixed and no 
consideration is given for inflation. On the other hand, it is designed for more closed economies. 
In this respect, AD-AS model came into the discussion which can be applied to the real world 
where prices are more flexible. The AD-AS model is based on the Keynesian theory, in which it 
demonstrates the nature of resource market and business cycle. Basically, it explains the 
relationship between output and price level in the economy. It postulates that when there is a 
sudden change in spending, output changes more than the prices change initially, but later on 
prices change more than the output changes.  
 
Box – 1 
The link between aggregate demand and output, Y = 𝑌𝑑(
𝑀
𝑃
, 𝐺, 𝑇, 𝑍) ,which explains that 
output depends on aggregate demand which is a function of real money balance, government 
spending, taxes and other exogenous factors related with spending. On the other hand, the link 
between output and aggregate supply that can be explained by, ),,( 1Z
p
p
p
w
YY
e
s  in which it 
indicates that AS is a function of real wage rate, expected price level and other exogenous 
factors relate to the labor demand such as capital stock or the state of the available technology. 
In this sense, short-term AS mainly depends on labor market condition, especially in the case of 
excess supply of labor.  
 
Theoretically AD curve can be derived through IS-LM model in which that emphasizes the 
equilibrium in the money and goods markets, because aggregate demand depends on both goods 
and money markets as previously explained. For the clarification, it would be noteworthy to 
explain the mathematical derivation of IS-LM, before jump into the derivation of AD curve.  
 
IS can be described through the output and expenditure link:  
MXGICEY   
Where, 
*CcYdC  ,  ** QqYTtYYYd  ,  iYIbrI  * ,  *GG  ,
 
*XX  , *MmYM   
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LM can be described through money output link: 
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Both the aforementioned equations (eq. 1, and 2) are expressed in terms of interest rate. In order 
to get the equilibrium of money and the goods markets, the equation (1) can be substituted into 
the equation (2). In this setting, the equilibrium market condition can be illustrated as follows. 
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The equation describes in terms of Y which explains that both goods and money markets are in 
market-clearing equilibrium. The first part of the equation explains the IS-LM multiplier, 
( 00,,0,0  ebdeanddb ), which is generally known to be smaller than AD/AS 
multiplier because when income increases, it leads to increase the disposable income which 
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disturbs the money market. On the other hand, it leads money demand to increase in amount 
greater than money supply, which ultimately increases the interest rate and crowds out private 
investments, thus goods markets distortions happen. Therefore, the overall increase in 
equilibrium income gets smaller. 
 
The aforementioned process can also be described using the graphical formation which gives 
clearer picture than the mathematical derivation. It can be illustrated as follows, 
 
(1) 
 
 
 
 
 
 
  
 
(2) 
 
 
 
 
 
 
 
 
 
Source: Macroeconomic Text Book (Dornbusch and Fisher 6
th
 edition) 
 
As shown above, the diagram (1) explains IS-LM model where the initial output level is Y1 
with respect to initial money demand which is LM1, and the initial interest rate R1 (both money 
and goods markets are in equilibrium at E1). When there is an expansionary monetary policy, 
money demand increases so the LM curve shifts up (LM2) lowering the interest rate to R2 and 
increasing the output to Y2. When this applies to find the behavior of AD, which shows the link 
between prices and output, the same output levels can be found with respect to two different 
price levels as the slope of the AD curve represents the extent of which real money balances 
AS – 
(Short run) 
Y* 
IS 
P 
Y2 Y1 
P2 
P1 
AD 
E2 
E1 
E2 
E1 
Y2 Y1 
R2 
R1 1 
LM1 
R 
LM2 
Y 
Y 
 40 
 
affect equilibrium level of spending. AS curve on the other hand, depends on the resource 
availability of the economy and it reflects the labor market equilibrium/disequilibrium. The shift 
in the AS curve directly relates to the government fiscal policy actions and the changes in the 
inputs of production such as capital and labor.  
 
Despite the fact, further extension of the IS-LM model can also be found in the monetary 
economic literature which adds the exchange rate behavior that represents more open economic 
context. This is famous as IS-LM-BP (IS-LM balance of payment model) or Mundell-Fleming 
model, which was introduced by Mundell (1962) and Fleming (1962). This model arguably 
demonstrates that a country cannot maintain free capital mobility, independent monetary policy 
and fixed exchange rate system at the same time naming it as ‘impossible trinity’. Basically the 
model is used to explain the relationship between exchange rate, interest rate and output. 
 
However, due to the flexibility and applicability of AD-AS framework for the study context, it is 
utilized for the first analysis of the study. The process of model construction and the application 
are described in Section 4 in the thesis. The rest of the section is therefore dedicated for a 
critical review of previous empirical studies on money in general and monetary and fiscal policy 
considerations in particular. 
 
3.4. Effect of Monetary Supply on Output and Prices – Empirical Evidence 
 
The aforementioned different dichotomies on money have extensively been examined by many 
researchers through observing the causal link, and as well as investigating the ways in which the 
monetary dynamics propagate to the real economy. Although the majority rejects the idea 
emphasizing the absence of causality between money and output, there is a growing consensus 
on the relationship between them as many believe that money is a crucial factor in economic 
growth process. Herein it assesses the literature that confirms the causal link between money 
and output and it discusses what factors that lead studies to reject the notion. The section then 
moves to discuss the literature on the monetary policy transmission mechanism. 
 
It is not a surprise that most of the empirical studies are based on developed countries, 
especially USA and Canada owing to their dynamic economic environment, and the easiness of 
obtaining all relevant data as they are readily available. Since those are large in number, hereby 
the thesis reviews the literature that can be considered as most important. In this respect, the 
study of Eichenbaum and Singleton (1986) is impressive. They examined the causal link 
between money and output using the postwar US data from 1959 to 1983, in the vector 
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auto-regressive (VAR) framework, and found that money-output causality existed prior to 1980s 
and after that it disappears. There is no wonder about the consistency of obtained results as they 
have assessed the real business cycle theory where there is no place for money in it. However, 
they have declared that their statistical analysis is premature and the theory was examined based 
on several different political regimes and therefore inconsistencies could exist. On the other 
hand, they have emphasized that presence of time trend in variables may sometimes fade away 
the causality links. Nonetheless, they did not put effort to test the variables without time trend. 
Taking this into consideration, Stock and Watson (1989) using de-trended data on money supply 
(m1) and output for US and has revealed that the presence of causality between money and 
output. They argued that time trend matters highly in statistical inferences and therefore 
suggested that de-trending is worthy. The study further revealed that money-output causality 
exists even after including the interest rate into the model. However, the explanatory power of 
money in this setting is low. Nonetheless, Friedman and Kuttner (1992) found a little evidence 
on money-output causality with the inclusion of US treasury bills rate. On the other hand, 
Swanson (1998) reexamined the money-output link in the US using ten year and fifteen year 
rolling window with various econometric models including the co-integration test. He has found 
that both m1 and m2 have a predictive power on output. Through the study, he has revealed that 
the type of econometric test has a higher weight in determining the causality between variables. 
 
Considerable amount of literature can also be found in the Canadian context as well. A study of 
Longworth (1997) has revealed that m1 money supply was able to explain the movement of 
GDP during the study period. The study examined the causal link between money and output 
using quarterly data of both m1 and m2 from 1968 to 2001. Based on the results of VECM, it 
has argued that due to the broadening of broad money supply, its explanatory power on inflation 
is greater than that on output. Nonetheless, the study emphasized that after 1980s and 1990s, the 
explanatory power is diminishing. The study of Adam and Hendry (2000) has also found that 
m1 plays a forecasting role than m2. They have used quarterly data from 1956 to 1999 and 
modeled them using VECM framework. The results have revealed that m1 forecasts inflation 
and the future GDP. On the other hand, Kichian (2012) examined whether the less significance 
of money on output is due to the utilization of restrictive models or omitted variables. In this 
respect, he included the financial condition i.e. credit access by individuals in to his drift-less 
coefficient time varying model and tested the hypothesis of money- output causality. The results 
have revealed that time variation can be observed by m2, but there cannot be found long run 
monetary effect on output. As mentioned in the study, sometimes it observed the negative output 
effect from m2; however, it is mostly associated with recessions. Further, it has revealed that 
credit tightening generates additional negative effect on output.  
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Considering the Asia-Pacific region, the output effect of money supply has extensively been 
studied in Malaysia, with the focus put on the causality nexus between money supply, output 
and prices (Tan and Cheng 1995; Tan and Baharumshah 1999; Shanmugam et al. 2003). The 
results revealed that a bi-directional causality exists between money supply and output and 
narrow money supply (m1) contributes to inflation whereas m2 and m3 have a strong effect on 
real output (Tan and Cheng 1995; Tan and Baharumshah 1999). Hence, they have suggested that 
targeting m1 is appropriate for curbing inflation in Malaysia. In contrast, Shanmugam et al. 
(2003) have reported a bi-directional causality between money supply (m3) and bank loans 
confirming the endogeneity concept of money. Therefore, they have argued that m3 is not a 
suitable indicator for monetary policy and money supply cannot predict the movement in the 
output. Most of the studies have utilized VAR based co-integration and error correction methods 
for their estimations with different time frame from 1970 to 2000, while giving special attention 
to the Granger causality test. 
 
A study related to Pakistan on the other hand, has shown that price leads to money supply, but 
not the other way around (Maish and Maish 1996). In this respect, it has highlighted that 
monetarists argument does not work in Pakistan’s monetary policy, but the view of structuralism 
maintains. On the contrary, Jan et al. (2012) has found that money growth affects both output 
growth and inflation in Pakistan, where the real GDP is negatively affected by inflation. Since 
the above study has mainly focused on inflation, it has given more weight to find the 
macroeconomic factors that relate to inflation in the country. In this respect, the study has 
revealed that both interest rate and exchange rate cause inflation, and therefore it has suggested 
that monetary tightening would be the best remedy to curb inflation in Pakistan. On the other 
hand, Mohammed et al. (2009) have also revealed that money supply positively affects to output 
in the long-term. Nonetheless, the study has incorporated government expenditure into the 
empirical model and therefore the results of monetary variables might become smooth due to 
the impact of fiscal variables. While investigating the causal link between money supply, 
government expenditure, GDP and prices, the study has further revealed that government 
expenditure negatively relates to the GDP due to high level of non-developmental expenditure 
of the government of Pakistan. In addition, it has stressed that inflation in Pakistan is mainly 
driven by supply shocks. 
 
Empirical investigations related to Eurozone have obtained similar results in most cases 
regarding the causal nexus between money supply and output (Tomsik 2006). According to the 
study, real money supply does not cause output, but it works in the other way around. As 
explained in the aforementioned studies, such situations can be seen in Czech Republic, France 
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and Italy where output effect of contractionary monetary policy is greater than the effect of 
expansionary monetary policy. In this setting, they have demonstrated that real output is 
determined by the interest rate. Other European countries like German and UK, however, show 
greater output effect due to money supply expansion. 
 
In addition to the causality nexus between money and output, researchers have investigated how 
the policy-induces changes in money stock and interest rate propagates to the real economy as 
well. In this context, Bernanke and Blinder (1992), Strongin (1995), Sims and Zha (1995), 
Cushman and Zha (1997), Mishkin (2001), Bhuyian (2012) are most noteworthy. They have 
discussed the most suitable modelling structure which helps to obtain more accurate results of 
the effect of monetary shocks based on vector autoregressive (VAR) approach introduced by 
Sims (1980). In addition, their results have been used to explain the dynamic responses of 
macroeconomic variables due to monetary shocks. In this respect, Bernanke and Blinder (1992) 
have argued that innovations in the federal fund rate explain the responses of real economic 
variables more than the innovations in monetary aggregates and further they have explained that 
monetary shocks transmit to the real economy via bank loans and bank deposits which are on 
the other hand dependent on interest rates. Some of other noticeable works related to Canada 
(Sims and Zha 1995; Cushman and Zha 1997; Bhuyian 2012) have emphasized that there is an 
impact of monetary policy on the real economy and the effect transmits through the market 
interest rate and exchange rate. For the analysis, those studies have utilized a small open 
economy version of structural VAR model which stays as a popular modelling technique in 
policy analysis at present. 
 
Referring to the African continent, some recent studies have shown that output effect of 
monetary policy shocks cannot be traceable in most of countries in the African continent due to 
the very premature state of financial system. In addition, they have found that responses of 
prices to monetary innovations are greater in the short time horizon while the output response is 
neutral in the region (Cheng 2006; Montiel et al 2012). The study of Cheng (2006) has also 
found that monetary innovations have a considerable impact on exchange rate in Kenya. Studies 
related to transition economies in Europe and Central Asia, have found that monetary policy 
innovations have a significant impact on lending rate in the short time horizon. Moreover, using 
a specific recursive identification scheme, they have shown that monetary policy has a greater 
impact on real economic activity especially on output which is also theoretically consistent 
(Bakradze and Billmeier 2007; Egert and Macdonald 2009; Elbourne and De Haan 2009). 
However, these results are only for shorter time horizon and they failed to prove any statistically 
significant impact in the long-term. As a whole the aforementioned literature has used vector 
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auto-regression based methodology, which is dealt with different types of ordering procedure 
with quarterly or monthly data. 
 
A study of Aleem (2010) has found that banking sector plays a considerable role in the process 
of monetary transmission in India. VAR results of this study have shown that there is a 
considerable increment in the lending rate in the short-term owing to the fact of tightening of 
money supply and it caused to slow down the economy. The study has further asserted that 
credit channel seems to be very efficient due to the well-established banking network in India, 
whereas exchange rate and asset price channels seem to be weak in the monetary transmission 
process. Contrary to the above findings, Mohan (2011) has emphasized that monetary policy has 
influenced on the real economic variable and the monetary transmission mainly propagates 
through interest rates and exchange rate channels. This analysis has shown that money and 
credits aggregates are also playing a role in this process but interest rate and exchange rate 
channels have greater importance compared to them. In addition, Battacharya and Sensarma 
(2008) have investigated the effectiveness of monetary policy signaling procedure in India using 
SVAR approach and identified bank rate as the key signaling financial instrument in the period 
before the liquidity adjustment facility (LAF) implemented and it has changed to repo rate in the 
post-LAF period. The study further emphasized that interest rate signals all the segments of 
financial markets in India except stock market. A sector analysis carried out by Alam and 
Waheed (2006) related to Pakistan has emphasized that following the tightened money supply, 
manufacturing, wholesale and retail trade and finance and insurance sectors have shown a 
considerable decline in the country. Further the study has indicated that agriculture, mining and 
quarrying and constructions sectors respond to other interest rate changes. Another interesting 
study of Bhuda (2013) appears in Nepal which has utilized bank level data with a 
comprehensive GMM estimation, has found that bank plays a key role in Nepalese monetary 
policy transmission process. These findings seem theoretically consistent as they have shown 
that tightening of monetary policy decreases bank lending and it affects a considerable reduction 
in GDP in Nepal. As shown in the analysis bank size is significantly affected to the loan supply 
or in another word smaller banks are very sensitive to money supply. On the other hand, the 
results have proven that loan supply is significantly affected by the GDP as well. As described 
in the study, this in turn shows that there is a causal link between GDP and loan supply in the 
Nepal context.  
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3.5. Fiscal/Monetary Policy interaction and its effect on output and Prices 
 
Fiscal/ monetary policy mix is one of the key and more complex relationships in 
macroeconomic theory. The idea of monetary-fiscal policy interaction goes far back to Friedman 
(1948), Mundell (1962) and Cooper (1969) in which they emphasized the stability of cyclical 
fluctuations and inflation determination. However, formal empirical investigations on this 
regard did not appear as most discussions have focused only on each policy in isolation. On the 
other hand, the concept of monetary-fiscal policy mix has also been undergone to serious 
academic debates over time. In 1970s the debate was centered on inflation due to money 
financed budget deficit. Many economists have argued that monetary policy should be 
controlled by an independent authority and it should be determined by rules rather than 
discretion (Kydland and Prescott 1977; Rogoff 1985). On the other hand, especially during the 
post-war era, as many economic intellectuals opposed to the idea demonstrating that policy mix 
strategy leads to stagflation and the policy mix effect is not considerably large enough to steer 
the economy in the right direction like others presumed (Blinder 1982, Reynold 2001).  
 
As mentioned in the introductory chapter, generally the policy mix concept implies that 
monetary and fiscal policy can coordinate in a way that enhances economic growth while 
maintaining the prices at a certain level. To achieve this, both authorities should be responsible 
about their own policy alternatives and how to guide them towards the common goal. This 
situation generally known as ‘fiscal/monetary harmonization’, where there is no dominance in 
any policy alternative, but the central bank should guide its monetary policy towards the 
short-end of the market and government should conduct fiscal policy towards the long-end of 
the market. This framework is ideal for the countries with liquidity trap condition. As explained 
before, countries with zero or lower bound nominal interest rate cannot use monetary policy to 
increase aggregate demand and to uplift the economy because it brings more adverse effects. In 
this respect, policy mix concept can be applied as a solution. The rationale behind this is that the 
stimulus should give to the society in which it creates sufficient inflationary pressure. Central 
bank and the government can jointly generate higher inflationary expectations in the society 
through monetary and fiscal policy mixing where nominal interest rate cannot hit the zero. 
Experts believe that this is a quite good solution for countries like Japan, which are 
experiencing persistence lower bound interest rate and zero inflation (Dhami and Al-Nowaihi 
2011). At present, Japanese authorities are gradually implementing this concept, however, still 
they could not generate expected inflationary pressure in the society but so far the results are 
seemingly optimistic. As shown in the related literature this is quite complicated task and 
therefore cannot reach to the desired goal easily due to government involvement at the end.   
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Observing the above facts it is very visible that the suitability of monetary/ fiscal policy mix has 
become an all-time topic which has gained a continuous attention from academics, policy 
makers and the political persona all around the world. Even though any of the debates has not 
yet firmly been accepted practically, it is noteworthy to examine the insight of each argument to 
understand what they try to emphasize exactly through their arguments. These debates can be 
explained under different categories.  
  
3.5.1. Theoretical Debates of Monetary/ Fiscal policy Mix 
Hard-Core Monetarism 
 
The pioneering work of Milton Friedman was the fundamental to the Monetarism. The core 
argument here is that they stress that central bank should keep the money supply growth at a 
constant rate and government should handle its spending and tax/transfer procedure based on 
allocative needs. Through this circumstance, both policy making parties were advised to follow 
non-reactive rules. Somehow, economists at early years opposed to this concept stressing that 
constant rate of money growth and limited deficit financing lead to destabilize the economy, but 
financing deficit through continuous creation of money helps the economy to have a stable 
growth (Blinder and Solow 1973; Tobin and Buiter 1976). However, more recently there can be 
found many studies that are re-emphasized the Friedman’s idea asserting the importance of the 
concept. The seminal works of McCallum (1981, 1983), Smith (1982), Sargent and Wallace 
(1981) on monetary-fiscal policy interaction have emphasized that tight monetary policy may 
reduce inflation in the short run but it will create higher inflation in the long term. To avoid 
these kinds of situations, they have suggested the interaction of both policies where monetary 
policy moves first and then guides fiscal policy to achieve related targets then it may lead to 
stabilize price levels. In line with that, most recently Alesina and Tabellini (1987), Nordhaus 
(1994), Leeper (2010) and Libich et al. (2012) have made contributions to the existing literature 
on fiscal and monetary policy interaction. In the Leeper’s explanation, he has pointed out the 
indirect ways that monetary policy and fiscal policy interact and achieve the price level stability 
by handling budget deficit through the nominal interest rate. However, the study discussed only 
the possibilities and there is no any exact conclusions drawn using any econometric analysis.  
 
Besides, the Hard-core Monetarism has undergone to a serious criticism questioning its long run 
effect. Considering the effect on inflation, this seems quite effective as maintained money 
growth eventually leads to control inflation; however when it comes to stability and growth the 
validity of the ideology is suspicious (Blinder 1982). According to him, when the recession 
comes, demand lowers and capital formation slows down. On the other hand, deficit financing 
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pushes up interest rate and the economy gets worse. In this respect, the suggestions of the 
Hard-core Monetarism are not suitable for achieving long-term stabilization objectives. 
 
Another ideology came into the discussion with the work of McCallum (1981), known as 
‘Bondism’ which is equivalent to Monetarism, in which he emphasized an active monetary 
policy with an expansionary fiscal policy. According to Bondists’, economic growth can be 
achieved by using expansionary fiscal policy and accumulation of government debt to a certain 
level. As emphasized in the ideology, inflationary pressure may not be raised due to the active 
monetary policy stance in which it directs to control inflation. This mechanism was assumed to 
be more efficient than that of Monetarism especially in countries that are operating under a 
monetary targeting framework; however the empirical evidence on this regard is limited in 
number. Nevertheless, this ideology is also received a massive criticism in which they stressed 
that if the budget deficit can finance through bond sales, the private sector will increase their 
wealth and as a result of that they increase the demand for money. With a given money supply 
condition, this may drive up for further rise in interest rate depressing the aggregate demand. 
This ultimately leads to increase the government debt burden making the economy more 
unstable than it was before.  
 
In addition to the aforementioned philosophies, ‘Soft-core Monetarism (mark II Monetarism)’ 
which is a part of Neo-classical school, came into the discussion as another suggestion for 
policy coordination. As discussed in Blinder (1982), this ideology is brought by Taylor (1982), 
in which he stressed that active fiscal policy and non-reactive monetary policy where fiscal 
policy acts as countercyclical manner. Unlike in early Monetarism, the soft-core monetarists 
hold the idea that fiscal policy can affect output and real interest rate. According to them, 
expansionary fiscal policy can affect output and the real interest rate via its impact on aggregate 
demand. However, they have stressed that fiscal policy does not have any effect on output 
unless it affect labor supply or the marginal productivity of labor. In this respect, as suggested 
by Taylor (1982) monetary policy sticks to the k-percent money supply growth, while using the 
fiscal policy for countercyclical purposes. The countercyclical act of fiscal policy can either be 
done through rules or using the discretionary power of the government. Even though these 
suggestions appeared to be more effectives than that of Hard-core Monetarism, the strength of 
the ideas cannot be confirmed because none of the aforementioned ideologies specify the 
strength of fiscal stabilizer. On the other hand, critics have claimed that the same long-run 
capital formation issue remains here as well (Blinder 1982).  
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Tobin- Mundell Debate 
 
Tobin-Mundell ideology often known as ‘funnel theory’, as Tobin emphasized that monetary or 
fiscal stimulus leads to faster growth in nominal GDP over time hence, monetary and fiscal 
policies are interchangeable. According to him, if the economy below the full employment level, 
faster nominal GDP growth may leads to higher real GDP where as if the economy is operating 
above the full employment level, it will put pressure on inflation as workers demand for higher 
wages. However, high inflation may induce investors to lower their cash balances in favor of 
increasing real capital formation which may in turn increase output growth. The Tobin-Mundell 
debate emphasized that if a country undertakes monetary stimulus programs restraining fiscal 
policy, there would be no growth or inflation.  
 
In this context, they suggested that both authorities should be cooperated and each policy 
instrument should be assigned to the task on which each has a greater influence. According to 
them, proper policy mix can lead to achieve both external and internal balance of the economy. 
This emphasizes that proper institutional cooperation is necessary in order to formulate an 
optimal policy mix approach. Many empirical studies have evident the aforementioned 
argument revealing several adverse economic outcomes of policy mix under poor cooperation 
between monetary and fiscal authorities. As stated in their studies, due to the lack of cooperation, 
policy mix approach always gave sub-optimal outcomes such as high fiscal deficit and high real 
interest rate, and in the long-term such policy mix leads government debt to grow fast and 
thereby lower the level of output in the country (Blinder 1982; Nordhaus 1994; Lambertini 
2006). On the other hand, Reynold (2001) argued that monetary and fiscal policies are not 
interchangeable and fiscal deficit cannot be financed by issuing new money. He emphasized that 
monetization leads to inflation and restrictive monetary policy can create deflation. According 
to him inflation and deflation is monetary phenomena and it cannot come through fiscal or real 
consequences. Paying attention to the idea stressed by Reynold (2001), fiscal policy in handling 
macroeconomic condition is not effective compared to the monetary policy.  
 
Likewise there are ongoing debates exists in macroeconomic literature over policy choice and 
their suitability. It is not a surprising fact as economic theories are evolving over time and new 
ideas and methods come into display from time to time. However, one thing that all agree in this 
regard is that a profound institutional cooperation must be established beforehand in order to 
achieve desired targets of each authorities which will eventually lead to enhance the output 
growth, price stability and economic performance of the country.   
 
 49 
 
3.5.1. Empirical Survey 
 
Empirical studies related to monetary and fiscal policy interaction discussed the approach while 
giving special attention to fiscal policy rather than monetary policy. However, they have found 
inferior monetary policy impact in the medium term due to the fiscal spillovers (Libich et al. 
2012). They have suggested that appropriate institutional setup is necessary to get the maximum 
benefits of monetary policy stance. Moreover, they have pointed out that for countries like US, 
Japan, Switzerland and Eurozone, adopting a numerical inflation target is ideal to get the better 
results from money and fiscal policy interaction. 
 
A study related to Nigerian economy (Udah 2009), has revealed that monetary variables link 
with fiscal variables through net government debt to domestic banking sector and therefore, it 
leads to have an undesirable impact on domestic output and employment. Utilizing the error 
correction framework, the study has disclosed that even though monetary tightening leads to 
reduce the inflation in Nigeria, it may eventually leads to decline the output growth and 
employment in the country. In another word, there is a trade-off between output growth and 
inflation in Nigeria and that is purely due to the high fiscal deficit. Another comprehensive work 
in the related field has been done by Dungey and Fry (2009) based on New Zealand economy 
and they have emphasized that when there is policy interaction, fiscal policy shocks generate 
larger impact than monetary policy shocks. Using a specific form of SVAR modelling 
framework with sign restrictions, they have found that taxation and debt policy shocks also have 
more substantial impact on domestic economy than government expenditure does. However, 
their results of the decomposition of monetary policy shocks have revealed that inflation 
responds to monetary policy shocks and therefore they have suggested that conduct of monetary 
policy is important in the New Zealand economic context.  
 
One of the most comprehensive works on this regard has been done using the game theoretic 
approach by Santos (2010), which is quite different from other recent studies. However, this is 
quite similar to earlier work which has done by Blinder (1982) who used the same approach by 
categorizing the policy interaction from perfect coordination to complete lack of coordination. 
Through the study he has found that policy mix outcome is sub-optimal in the cases of lack of 
coordination. Utilizing the leader –follower model, he has emphasized that both monetary and 
fiscal policy makers should consider about the each other’s policy reaction functions before 
setting the desired targets. In this way, policy mix strategy would gain more promising results. 
The focus of Santos (2010) study is to find the leading policy in stabilizing prices and achieving 
economic growth in Brazil when it was under monetary regime. When the study compares two 
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regimes i.e. monetary and fiscal regimes using both Nash equilibrium and Stackelberg 
leadership approaches and findings revealed that monetary leadership helps to reduce losses. 
However, when it comes to fiscal dominance, it has found that monetary authority loses control 
over price level and central bank has to create money to finance the budget deficit. It further 
revealed that fiscal policy impact on monetary policy to control over inflation. Before Santos 
(2010), Loyo (2000) and Fialho and Portugal (2005) has also investigated the effect of fiscal/ 
monetary interaction in Brazil and has found that results are consistent with the fiscal theory of 
price level. The study has emphasized that tight monetary and loose fiscal policy mix resulted in 
hyperinflation even without the seignorage activity. Nonetheless, these studies have used 
different analytical approaches under different policy regimes, thus provided different results.  
 
Although there are several other studies which emphasized the impact of policy mix, the focus 
of those studies are mainly on EU zone (Dixit 2001; Van Aarle et al. 2002; Kirsanova et al. 
2009). Due to the specific economic and financial set up in EU zone, the generalization of 
results of these studies to other countries is difficult. A recent study of Fetai (2013), which 
examines the fiscal and monetary interaction using SVAR in Macedonia during 1997 to 2009, 
has emphasized that there cannot be found any output effect of fiscal policy due to the 
contractionary monetary policy. When there is fiscal expansion, monetary policy acts 
immediately and it counteracts the effect of fiscal policy. Even though there is a short lived 
output effect from tax cut, the results have shown that the effect does not long last. 
 
In the case of other emerging countries, studies on Indonesia, Singapore and India are most 
noteworthy. Considering the case of Indonesia, several studies can be found in this regard and 
among them Kunco and Sebayang (2013) study is remarkable. Using the quarterly data between 
1999 and 2010, they have first investigated the reaction functions of fiscal and monetary policy 
and therein they have examined their determinants. They have found that interest rate and 
primary balance of surplus are the main determinants of policy reaction functions. Utilizing 
multi-co-integration approach, they have identified that fiscal policy reaction to the monetary 
policy is marginal in Indonesia and therefore it seems quite difficult to achieve fiscal 
sustainability of the country. On the other hand, their results revealed that monetary policy is 
dominant in Indonesia. The other studies related to Indonesia have also shown quite similar 
findings (De Brouwer et al. 2005; Ramayandi 2007).  
 
Another interesting study based on Singapore Francisco and Simone (2000) has emphasized that 
a contractionary fiscal policy is accompanied by a contractionary monetary policy. The analysis 
was done based on Mundell-Fleming model with linear rational expectation hypothesis and 
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Lucas’s aggregate supply function.30 This study has mainly focused on exchange rate effect of 
policy interaction and the results have shown that contractionary fiscal policy depreciates the 
exchange rate and contractionary monetary policy appreciates the exchange rate.  
 
With reference to India, the study of Raj et al. (2011) is significant in this context. They have 
analyzed the fiscal/ monetary policy interaction in India based on quarterly data from 2000 to 
2010, using VAR methods and Granger causality test covering the most restrictive monetary 
regime in the country. During that period central bank was prohibited from buying government 
securities and authorities eliminated the automatic monetizing procedure in India. The findings 
of the study however revealed that fiscal policy somehow substantially influences to conduct of 
monetary policy even after all the restrictions were introduced. The results of the analysis have 
further asserted that the reaction of monetary policy to output and inflation is always 
countercyclical whereas fiscal policy reaction to both variables is pro-cyclical. However, the 
positive output effect of expansionary fiscal policy is short lived and the fiscal policy generates 
significant negative output effect in the medium-term and in the long-term.   
 
Considering other South Asian countries, empirical evidence fiscal/ monetary policy interaction 
is very limited and none can be found relates to Sri Lankan economy. However, there can be 
found several interesting studies related to Pakistan in which they have emphasized the fiscal 
policy sustainability (Cashin et al. (2003); Khalid et al. 2007; Arby and Hanif 2010). According 
to those studies full fiscal sustainability cannot be achieved in the country due to the 
institutional mismatch and other socio-political reasons. The study of Arby and Hanif (2011) has 
shown that even after implementing coordination policy approach in 1994, there cannot be seen 
any significant changes in monetary or fiscal policy behavior and there was a least coordination 
between the two policies. Using the date from 1959 to 2009, they have identified that policy 
coordination can be observed only in 12 years which covered the military regime. Thus, they 
have concluded that monetary and fiscal policy are independent from each other in the Pakistan 
context and hence the imbalance in the country’s economy persists. 
 
As mentioned in the text before, there cannot be found any evidence related to Sri Lanka in this 
regard as the majority focuses only on single policy stance. Even though the central bank and 
the government recently implemented a policy harmonization plan, it seems none of the 
researchers have empirically evaluated the approach so far. Thus, the present study puts some 
more weight on the analysis of monetary/fiscal policy interaction in the Sri Lankan context in 
                                                   
30 Lucas’ aggregate supply function is only valid for countries with higher economic openness. Singapore is one of 
the highest open economies with 89.4 percent of economic freedom. Therefore utilization of this method is quite 
reasonable. 
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order to examine the macroeconomic impact of policy interaction. This would help to identify 
the effectiveness of policy mix approach and the relative importance of fiscal and monetary 
policies in maintaining the macroeconomic balance of the country. Further, it would contribute 
to the existing literature and fill the aforementioned empirical gap in the Sri Lankan context.  
  
3.6. Policy Mix Approach and the Role of the Central Bank 
 
When it comes to the discussion of policy mix, central bank has a greater role to play than that 
of the government. This is because there are some sectors in the economy i.e. external sector 
that central bank assistance is needed at a greater extent. Therefore, it is worth trying to review 
previous empirical studies related to the topic to understand how central banks direct its policies 
to maintain the stability of the external sector of their countries.  
 
As mentioned earlier, there is a significant body of literature that can be found on the central 
banks practices in a situation of external sector instability under policy mix approach. The 
theoretical stands on this regard emphasize that central bank gradually changes the interest rate 
against both boom and bust cycles that comes from assets bubbles in the financial markets. This 
is mostly to avoid the debt insolvency and balance sheet problems that come from the large 
swings of asset prices and financial returns. Gradual changes in interest rate help central bank to 
understand and to avoid unnecessary liquidation of the economy that leads towards inflationary 
situation (Grabel 1995; Chukeirman 1996; Stiglitz 2000, 2005; Crotty 2007). Second, it is said 
that central bank practices interest rate smoothing in order to maintain its credibility. In this 
setting, the bank changes the interest rate over extended time period rather than frequent 
adjustments to show the general public that it is well informed about the market mechanism. 
Third, interest rate smoothing can reduce the future volatilities in both goods and financial 
markets as it minimizes the uncertainties arisen from data, modeling approaches and policy 
tools. By doing so it contributes to the stability in the economy (Benhabib et al. 2003; Johnson 
and Vegera 2005).  
 
Considering the modeling of interest rate smoothing, various methods can be found in the 
literature. Some studies have tested the traditional interest rate smoothing through simple linear 
regression with reference to the central bank policy reaction function/lose function etc., while 
some other studies have used interest rate parity theory for this purpose. Since the focus of this 
study is forward-looking interest rate smoothing, studies based on the interest rate parity theory 
is assumed to be more suitable to discuss here. Previous empirical studies that used the interest 
rate parity hypothesis to measure the concerns of the intervention of monetary authorities in 
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both money and foreign exchange markets focused mostly on the uncovered interest rate parity 
(UIP) hypothesis (McCallum 1994a; Eichenbaum and Evans 1995; Christensen 2000; Ferreira 
2004; Matros and Weber 2010). The UIP hypothesis postulates that nominal interest rate 
differential between two countries must be equal to the expected change in the exchange rate.
31
 
However, the aforementioned studies have emphasized the practical failure of UIP hypothesis 
due to the central bank policy reactions. According to them, monetary authorities slowly change 
the interest rate (which in turn affect to change the interest rate differentials) and it alters the 
variables in the UIP model and therefore it affects to deviation from the UIP (McCallum 1994). 
In another way, the interest rate alteration resists exchange rate changes or it changes the 
direction of the exchange rate. These simultaneous changes in two variables can alter the 
presence of UIP in practice. Nonetheless, this delayed overshooting hypothesis found less robust 
through the study of Faust et al. (2003). Using UK and German data they have argued that it is 
unlikely that monetary policy shocks affect for the variance in exchange rate in those countries. 
In addition, another study has also found that exchange rate dynamics due to monetary policy 
shocks are very short-lived and almost no effect in the long run in Australia, Canada, New 
Zealand and Sweden. Despite that, failure of UIP hypothesis (delayed overshooting) in US 
economy has continuously been confirmed by researchers emphasizing the monetary policy 
influence on foreign exchange market. According to the study of Scholl and Uhlig (2008), 
exchange rate delayed due to monetary policy shocks. As shown in the aforementioned study, 
the results have confirmed the previous results of Eichenbaum and Evans (1995) study and have 
emphasized that when the sample is longer, the maximum delay becomes shorter compared to 
the shorter samples. 
 
Developing country situation in this regard is rather different. Monetary policy in developing 
countries is affected by the practices of developed countries. These external constraints force 
central bank of developing countries to maintain a stable exchange rate as far as they can. On 
the other hand, empirical studies in this regard are very limited in number in the developing 
country setting. Even if the studies exist, those belong to the countries which have inflation 
targeting framework. In this setting, Studies on countries like Mexico, Brazil, Pakistan, Turkey, 
and India have shown that interest rate smoothing always at a backward-looking form. Even 
though some countries have investigated the forward-looking behavior the results are not clear.  
 
 
 
                                                   
31 Further explanation on the UIP hypothesis can be found in Section 6 of this study. For more information, refer 
Taylor (1995), Meredith and Chinn (1998), Flood and Rose (2002). 
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3.7. Empirical Evidence in the Sri Lankan Context. 
 
It is obvious that Sri Lanka is lacking of the empirical assessments on money and monetary 
transmission mechanism in general. There can be found a handful of studies that address 
monetary policy related issues under various headings, but none of them have discussed the role 
played by money stock in monetary policy decision-making. However, studies related to interest 
rate smoothing are relatively missing in the Sri Lankan context.  
 
Among the studies of monetary policy related issues, Madurapperuma (2007) has pointed out 
that a weak, but positive link between money supply (m2) and economic growth in Sri Lanka. 
Nonetheless, the study has shown that all monetary aggregates (m0, m1, m2) have strong 
positive relationship with price indices in the country. With the correlation analysis utilizing 
data from 1950 to 2007, the study has further emphasized that control of the growth of the 
money supply is essential in the Sri Lankan setting as money growth link with the inflation. On 
the other hand, it claims that money supply plays even a little role in economic growth in the 
country. However, the study has rejected the link between inflation and economic growth as the 
results of the correlation analysis proven weak in this context. Although the results provide 
considerable insight to the monetary behavior in Sri Lanka, they are not fully conclusive due to 
the omission of lag effects and other related variables. On the other hand, simplicity of the 
econometric analysis is also another factor contributing to the above results and therefore 
requires a bit comprehensive econometric modeling technique in addressing the money-output 
issue in the country. 
 
Following the VAR Framework, two comprehensive studies on the effectiveness of monetary 
policy have done by Amarasekara (2008) and Vinayagathasan (2013) that are quite advanced 
compared to the previous empirical work. The main focus of these studies was to identify the 
monetary policy influence on domestic output and inflation covering the period from 1978 to 
2005 and 1978 to 2011. The main focus of both of these studies is interest rate and hence, a little 
attention was given to the monetary aggregates. As shown in the study of Amarasekara (2008), 
following the positive innovations on interest rate, both GDP and inflation rate decline while 
appreciating the exchange rate. On the other hand, positive innovations on reserve money stock 
did not provide any significant results, however GDP seems to be declined with respect to 
positive exchange rate innovations. Besides the benchmark study, he has examined the 
effectiveness of monetary policy using three sub samples (1978 - 1993, 1993 - 2000 and 2001 - 
2005) for further confirmation of results. However, the results are dubious. First, they revealed 
 55 
 
that rising inflation following positive interest rate innovations (price puzzle)
32
. On the other 
hand, the study has emphasized the liquidity puzzle explaining that positive innovations in 
interest rate led to reserve money contraction.
33
 To the end, many inconsistencies can be found 
in results of the study. In contrast, the study of Vinayagathasan (2013) has revealed that there is 
no sign of price or liquidity puzzles appear in Sri Lanka during the period from 1978 to 2011. In 
the study he clearly distinguished both domestic and external shocks emphasizing the 
disappearance of price puzzle due to the inclusion of oil prices in the model, which is totally 
opposite to the findings of Amerasekara (2008). Further the study has emphasized that reserve 
money target is a better strategy in the monetary policy framework in Sri Lanka than narrow or 
broad money target. This is quite problematic as there is no estimated results related to other 
monetary aggregates that are shown in his study in order to prove that conclusion.  
 
However, there are two agreeable findings that can be seen in the aforementioned studies; 
namely, positive innovations in exchange rate did not provide a significant results on output and 
positive innovations in reserve money did not have significant impact on output. As illustrated 
in those studies, output shows a declining trend marginally rather than increase due to the 
positive innovations in reserve money. Nonetheless, this is unreliable according to the study of 
Vinayagathasan (2013) as he concluded that reserve money target is effective in the Sri Lankan 
setting, but emphasized that the effect of reserve money on output is insignificant. To the end, it 
is visible that the results of previous literature related to Sri Lanka are dubious as well as 
inconsistent in many ways. One of the reasons can be given here for such inconsistencies i.e. 
this study relied on a single policy stance. As previously noted, it is a general truth that no single 
policy alone can measure the real effectiveness of monetary or fiscal policy, but it can be 
measured by incorporating both monetary and fiscal variable up to some extent. In this respect, 
fiscal consideration should be taken into account when measuring the effectiveness of monetary 
policy and monetary variables must also be counted in the fiscal evaluations. This is the least 
addressed issue in the aforementioned literature on monetary policy analysis. 
 
Other studies, (Weerasekara 1992; Cooray 2008; Ratnasiri 2009; Kasavarajah 2010) have also 
contributed to the policy analysis literature in the Sri Lankan setting, however, their main focus 
was to reveal the effect of money growth on inflation. Most of the studies have confirmed that 
money supply and price level are positively correlated while finding weak significance between 
output and price level. Other than that, they have barely discussed the output effect of money 
supply.  
                                                   
32 Theoretically, inflation rate should decline with respect to interest rate innovations. The study has emphasized that 
price puzzle did not fade away even after including the crude oil prices. 
33 Theoretically, reserve money should increase following the positive interest rate innovations 
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3.8. Concluding Remarks 
 
This chapter is devoted to critical examination of the related theoretical and empirical work on 
money-output relation as well as the monetary and fiscal policy interaction while giving special 
attention to the Sri Lankan economy. After a careful review, it has identified that various 
theoretical dichotomies and ideologies on the role of money in economic decision-making. 
Further, it has recognized that most of the theories have similarities as well as differences 
emphasizing some uniqueness of each other. However, the noticeable fact here is that most of 
the new theories are some advanced versions of old theories which were treated as foundations.  
 
Considering the empirical studies, the most common feature that can be found in the 
aforementioned literature is the utilization of VAR based methodologies for all kinds of policy 
analysis. It seems that the pioneering work of Sims (1980) made easy for researchers to identify 
the most effective policy alternative which reduces implementation costs as well as other 
implementation errors. Another common finding is that lower stabilization impact of monetary 
related policies in most countries due to country specific socio-economic setting. On the other 
hand, results related to causality nexus between money and output seem mixed, showing that 
money has a positive impact on output in some countries where as a neutral effect on others. 
Studies on monetary transmission mechanism have mostly shown that interest rate channel is 
better in propagating the monetary shocks to the economy whereas, some have emphasized the 
role of the credit and assets price channel. Further, empirical evidences have revealed that the 
effectiveness of money on output diminishes due to its deficit financing role.  
 
With reference to monetary and fiscal interaction, various ideologies can be found in different 
time frames in the literature. However, when it comes to empirical assessments most studies 
centered around developed countries where country specific studies are limited in the 
developing country setting. The significant feature which found from the review is that most of 
the developing countries fiscal policy seems dominating the economy while monetary policy 
acts as accommodative role. Some country specific studies have declared that even though their 
countries adopted policy mix approach, it could not generate expected output effect due to high 
public debt and therefore could not curb the inflation to the desired level. As a whole the 
literature suggested that a proper institutional set up is necessary in order to gain from the policy 
mix approach in developing countries. In addition, respective authorities should prioritize their 
goals and resources should allocate in accordance with the priorities. If not, whatever the policy 
mix framework that adopts in those countries will not be efficient in achieving desired 
macroeconomic targets.  
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The chapter also discussed the role and the reactions of the central bank in maintaining the 
external sector stability especially in the foreign exchange market. It explains that central bank 
interest rate smoothing practice helps maintaining the external stability which on the other hand 
leads to disappearance of other important macroeconomic counterparts like interest rate parities 
that help to smooth flow of foreign trade and investments. However, it is said that interest rate 
smoothing practice helps to minimize the adverse impacts that come through the excessive risk 
taking practices in the foreign exchange market. Nonetheless, the aforementioned empirical 
investigations are lacking of some important parts. First and foremost, they have barely 
discussed the extent to which the role is played by money in the AD-AS functions. Second, they 
rarely address possible causes for the ineffectiveness of monetary aggregates in uplifting real 
economic activities. On the other hand, they have not discussed the indirect role that money 
plays in enhancing the output via fiscal variables. Thus, the rest of the chapters of this study are 
dedicated to fulfill the possible research gaps still present in the previous literature. 
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Chapter 4  
 
Unit Root and Structural Breaks 
 
4.1. Introduction 
 
Unit root is referred to random or stochastic circumstances that evolve over time in most of the 
financial time series data. In another word, the variable whose mean and variance change over 
time is known as unit root variable or non-stationary variable. This is a critical issue in the 
statistical analysis as if they deal with non-stationary variables it could lead to obtain erroneous 
statistical inferences. Thus, testing for unit root is a common routine in econometric analyses, 
since the non-stationary data does not give straightforward results and hence directs for 
misleading conclusions (Campbell and Perron 1992). Unit root test was first introduced by 
Dickey and Fuller (1979) which has gained considerable attention in empirical analysis. 
However, the testing procedure became popular after the work of Nelson and Plosser (1982), 
which used fourteen macroeconomic variables in the United State to find whether random 
shocks that affect the results of the statistical analysis. The findings have revealed that those 
data series consist of various stochastic processes.
34
 
 
However, later it has undergone to some criticisms as it does not deal with structural breaks. It is 
a widely recognized fact that macroeconomic and financial time series deal with various 
structural dynamics. These dynamics often bring significant socio-economic changes and if they 
do not count for the analysis, decisions on unit root hypothesis may be incorrect. Considering 
the above fact, Perron (1989) introduced structural breaks into the system and thereby explained 
how the Dickey- Fuller test (known as ADF test) rejects the false unit root null hypothesis. 
Since then, ADF test has been conducted allowing exogenous or endogenous structural breaks 
in the test (Zivot and Andrews 1992; Perron 1997; Lumsdaine and Papell 1997; Lee and 
Strazicich 2003).     
 
The focus of this chapter is therefore to examine the concept of unit root testing and its recent 
developments while comparing the conventional unit root testing procedure and the unit root 
tests with structural breaks. The next section of the paper discusses the traditional unit root test 
that does not deal with structural breaks and it is also devoted to test the presence/absence of 
unit root of all time series variables included in this study. The section 3 explores the recent 
development in the unit root testing and the extent to which recent empirical studies investigate 
                                                   
34 For more information, see the studies of Phillips and Xiao (1998) and Maddala and Kim (2003). 
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the presence of unit root with structural breaks. In addition, the same variables are tested again 
implementing structural breaks which are assumed to be present in the Sri Lankan context. By 
doing so, it tries to identify the extent of acceptance and the rejection of the null hypothesis of 
unit root and therein to decide the suitability of variables which suits for the main empirical test 
in this study. Finally it summarizes the findings and gives the possible conclusions. 
 
4.2. Traditional Unit Root Test 
 
As mentioned in the introductory section, the presence and the absence of unit root help to 
identify some features of the data generating process. When the variable is stationary (no unit 
root), it implies that a series has a constant long-term mean and finite variance that does not 
depend on time. In contrast, the non- stationarity data (data with unit root) variance is time 
dependent. As mentioned in the theory, they suffer permanent effect from random shocks and 
therefore follow random walk.  
 
As mentioned before, unit root test first introduced by Dickey and Fuller (1979, 1981) which is 
known as Augmented Dickey-Fuller test (ADF test) that is used for testing the unit root of large 
and complicated data series. It can be interpreted using the following equation form 
 
t
k
i
titttt xcxzx   


1
11               (4.1) 
 
Where  is the first difference and t, is time variables. z is a constant and  is the coefficient on 
a time trend. tx  is the time series to be tested. Here it tests the null hypothesis 0  against 
the alternative hypothesis 0 . In addition to the ADF test which is regarded as the main test 
for the unit root, the Phillips and Perron (PP) test and the Kwiatkowski-Phillips-Schmidt-Shin 
(KPSS) test are also utilized as they appeared as alternatives to the ADF test. In the PP test, 
)0(:),1(: 10 IyHIyH tt  explains the null hypothesis of the presence of unit root which is 
same as in the ADF test, while the KPSS test,  explains the 
null hypothesis of stationary series. Thus, the PP test has shown that if the test statistic is above 
the critical value it implies the rejection of null hypothesis of non-stationarity, whereas in the 
KPSS test, if the test statistic is lower than the given critical value, it explains the impossibility 
of rejection of the null hypothesis of stationary. Lag selection for the test is done using the 
Akaike Information Criteria (AIC) which shows 6 lags and Schwarz Information Criteria (SC) 
which shows 3 lags. Thus, the study is used 3 to 6 lags of variables for the test. The results are 
presented in following Table 1. It should be noted here that the study utilized ten variables {real 
)1(:),0(: 10 IyHIyH tt 
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GDP (RY), base money stock (ms), narrow money supply (m1), broad money supply (m2), total 
government expenditure (g), nominal exchange rate (er), public sector wage rate (w); past and 
present call interest rate differentials (r), lag interest rate differential (r-1), spot exchange rate 
differentials (S (s-st-1))} in which seven variables are used for the first analysis and the other three 
are used for the second main analysis.
35
 However, the first analysis is done utilizing only m1 
money supply where the results obtained with respect to the other two monetary aggregates did 
not report in the study to avoid complex nature of the analysis.    
 
Table 4.1 – Stationarity Test Results*  
Variables ADF Test PP Test KPSS Test 
Level 1
st
 
difference 
Level 1
st
 
difference 
Level  1
st
 
difference 
Variables in Analysis I 
RY -7.594** - -7.639** - 0.062 - 
Ms -2.373 -7.357** -1.884 -20.06*** 1.005 0.044 
m1 -2.027 -8.166*** -1.908 -19.055*** 0.809 0.057 
m2 -3.596** - -5.865** - 0.115 0.015 
G -2.389 -9.766*** -5.835** - 0.228 0.091 
Er -1.452 -6.409** -1.218 -11.67*** 0.91 0.0557 
W -2.954 -7.719** -2.669 -19.133*** 0.867 0.058 
Variables in Analysis II 
r -2.9691 -6.7372** -3.3403* -22.8107** 0.6235 0.02587 
S (s-st-1) -3.9585** -7.2389** -2.7842 -5.2582** 0.0572 0.0035 
r-1 -3.0052 -6.8337** -3.2657* -7.2107** 0.6288 0.02496 
 (Source: Author’s own estimation) 
*Results shown here include only intercept and trend of the variables.  Note 1: *, **, *** show the rejection of null 
hypothesis of non-stationarity at 10%, 5%, and 1% respectively, whereas bold values show the acceptance of null 
hypothesis of stationarity. Note 2: critical values of the 5 % significance level of all tests are {ADF - 3.4223, PP – 
(-3.4212), KPSS – 0.1460} 
 
Results of all three unit root tests demonstrate that real GDP (RY) is stationary at its level while 
other variables became stationary after taking their first difference. However, in some cases, 
government expenditure and m2 money supply are proven stationarity at the levels in PP test 
and ADF test respectively. However, both of the variables did not show any clue for stationaity 
until they take the first difference according to the KPSS test. Since the conclusions were drawn 
                                                   
35
 A detailed description on data is given in Appendix 1.  
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with reference to all three tests, the study concluded that the variables become stationary at their 
first difference except the real GDP. 
 
As shown in some studies, variables of non-stationary nature often show co-integration and 
therefore, it is ideal for testing co-integration prior to any other estimation (Watson 1994). 
Following that, the study is tested the presence of co-integration among m1, ms, g, er, and w, 
using Johansen co-integration test. However, the results revealed the absence of co-integration 
relationships between the given variables. Results are not reported here for the sake of brevity. 
In the analysis II, variables r, and r-1 show unit root at their levels while exchange rate changes 
(er) is stationary. However, they are not tested for their co-integration relationship, instead, this 
study extended the test including structural breaks (for all variables) as it is assumed that unit 
root test without structural breaks leads false inferences. Evidences on this regard have claimed 
that sometimes it falsely accepts the null hypothesis of the presence of unit root when it should 
reject and vice versa (Perron 1989). Therefore, it seems imperative to test the presence/absence 
of unit root with the inclusion of structural breaks. This procedure is explained in the following 
section. 
 
4.3. Unit Root with Structural Breaks 
 
Macroeconomic time series experience various breaks due to change in the economic structure 
owing to domestic policy change or external macroeconomic circumstances. Ignoring these 
structural breaks might also cause obtaining spurious results as well as misleading conclusions. 
According to the previous literature, these structural breaks can be more than one in a data 
series. Early empirical works provide different opinions about the timing of structural breaks 
when testing. As mentioned in the study of Perron (1989) structural breaks occur at an unknown 
time. He considered only one structural break and treated it as exogenous. To represent the 
structural breaks he utilized a dummy variable in his analysis. However, some economists 
rejected the Perron’s idea arguing that it is better to allow data to determine the structural breaks, 
so then all the external and internal events that caused to domestic economic dynamics can be 
found. In this context, not only it facilitates to find more than one structural breaks, but also 
breaks can be treated as endogenous (Zivot and Andrews 1992; Lumsdaine and Pappell 1997; 
Ben-David et al. 2003).  
 
Considering the Sri Lankan context, numerous policy changes took place since independence in 
1948 that led to alter the structure of the economy. The major structural shifts can be categorized 
into five periods for the analytical convenience i.e. 1950-1959, 1960-1977, 1978-1989, 1990- 
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2004 and 2005 onwards. During 1950s and 1959s, the country adopted a pro-entrepreneurial 
policy approach with greater government involvement with limited participation of the foreign 
exchange market. This condition was transformed into a highly controlled economy by 1970s 
with heavy state intervention and least privet sector participation. However, late 1970s, Sri 
Lankan government was introduced market-oriented policies in which the country undertook 
major structural shift as suggested by IMF through the Washington Consensus. During 
1978-1989, liberalization procedure continued with market friendly economic framework and 
financial sector performance was prioritized. In this respect, introduction of m2 monetary 
aggregate (1980), monetary base (m0/ms) and money multipliers are most noteworthy. These 
new monetary measurements were taken to minimize the problems related to economic growth, 
inflation, budget deficit and the BOP deficits. Together with the above, policies were put 
forward to gradual dismantling of foreign exchange controls adopting managed float exchange 
rate system by neglecting the exchange rate unification (Karunasena 1996). On the other hand, 
interest rate was made to be the main policy instrument for handling inflation and open market 
operations. However, during mid-80s (1984-1985) central bank had to tighten monetary policy 
by marketing its own securities to absorb the excess liquidity in the economy which resulted 
from the tea price boom.   
 
During 1990s Sri Lanka experienced a heavy capital inflow which helped to increase economic 
growth around 3-4 percent and on the other hand, it contributed to rapid monetary expansion. 
Owing to the adverse impact of monetary expansion, central bank raised the interest rate which 
made foreign capital inflow less effective to the economy. In addition, during 1994-1995 with 
the new ‘People Alliance’ government introducing a partial privatization procedure appeared as 
an influential policy change to the Sri Lankan economy. Adaptation of free float exchange rate 
in 2001 and changing the ruling party again in 2004/2005 are also responsible for a considerable 
change in the Sri Lankan economy. Of course it is obvious that in between those periods number 
of other minor policy changes were put in place, however they did not generate significant 
influence for the economy in one hand and on the other hand, those changes were focused on 
specific segments of the economy and hence the effect of them belongs to those specific sectors. 
Therefore, the study retested the unit root test of the variables in the sample 1980 to 2012 
counting all policy changes within the period. In this way, it accounts the extent to which the 
aforementioned structural adjustments were influential to change the movements of each 
variable.   
 
As mentioned earlier in the chapter, Lumsdane and Pappell (1997) were made the first attempts 
to test the unit root with two structural breaks. Utilizing the same data series of Nelson and 
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Plosser (1988), their results have shown evidence against the study of Zivot and Andrews 
(1992) confirming more unit root series than previous studies. In addition, the studies of 
Ben-David (1998) and Ben-David et al. (2003) are also noteworthy in this regard. Following the 
literature, this study extends the unit root testing with the inclusion of two structural breaks for 
the Sri Lankan data. In this setting, following model, which is used by Lumsdane and Pappell 
(1997) is utilized. This model is the extended version of Zivot and Andrews (1992) model C.  
 
Based on the Perron (1989) model, Zivot and Andrews (1992) and Perron (1997) developed 
three models namely A, B and C, in which they estimated the impact of shift in the intercept, 
change in the trend slop and the combination of both intercept and trend changes respectively. 
Those models can be described by Dickey-fuller version with the inclusion of dummies to 
represent structural breaks. All three models can be explained as follows: 
 
Model A: tt
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Model C: t
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As mentioned earlier all the aforementioned models; A, B, and C are the models for testing the 
unit root with one structural break in intercept, trend slope and both intercept and trend slope 
respectively. For the purpose of this study, model C is utilized extending it including two 
structural breaks. The extended version of the model can be described as follows. 
 
∆𝑥𝑡 = 𝛼 + 𝛽1𝑡𝑥𝑡−1 + 𝛽2𝑡 + 𝛽3𝑡𝐷1𝑡 + 𝛽4𝑡𝐷𝑇1𝑡 + 𝛽5𝑡𝐷2𝑡 + 𝛽6𝑡𝐷𝑇2𝑡 + ∑ 𝑐𝑖∆𝑥𝑡−1
𝑘
𝑖=1 + 𝑒𝑡  
         (4.4) 
With reference to all models, where, D is dummy variables and x is representing the other 
variables in the model. D1 and D2 are included to capture the structural changes in the intercept 
at time of structural breaks that took place in the given sample (henceforth the study uses TB for 
the date of structural breaks, TB1 is first date of the structural break and TB2 is the second date). 
D1=1, if t>TB1 zero or otherwise. D2=1, if t>TB2 zero or otherwise. DT, on the other hand is 
used to capture the shifts in the trend variables at time TB1 and TB2. In this setting, DT1=t-TB1, 
if t>TB or otherwise zero. DT2=t-TB2, if t>TB2 or otherwise zero. k is maximum lag length 
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and it is set to 6. By doing so, the modified version of ADF test including structural breaks is 
utilized for checking the possible structural breaks in the given variables. The study did not give 
a priority for other two tests i. e. PP test and KPSS test when testing for structural breaks. 
 
One of the other important factors that should be considered here is the additive outlier (AO) 
and the innovational outliers (IO). AO describes that structural break is taken to be sudden 
whereas IO explains that break is allowed to be evolved over time. This idea is one with which 
came up with the studies of Perron and Vogelsang (1992) and Perron (1997), as they proposed a 
series of tests for two different structural breaks. These tests are based on the minimal value of t 
statistics’ on the sum of the autoregressive coefficient over all the possible breaks in the model. 
These can be applied for non- trending as well as trending data (Perron and Vogelsang 1992; 
Perron 1997). According to them, these tests have two advantageous. First, they prevent 
obtaining false results about unit root. Second, they help identifying times of structural breaks 
occurred and reasons behind those breaks such as introduction of new policies, financial and 
other external shocks or domestic structural changes.  
 
4.3.1. Results of the Unit Root Test with Two Structural Breaks  
 
The following table explains the results of the unit root test with two structural breaks relating 
to the Sri Lankan economy. The conclusions were drawn based on two-break endogenous model 
Bai-Perron (2003) critical value. The estimation was done using the innovational outlier (IO) 
and the modified version of ADF test.  
 
Table 4.2Unit Root Test Results with Two Structural Breaks 
Variable ADF Test Bai-Perron (2003) critical 
Value** 
Test determined break 
dates 
MS (M0) Unit root Stationary with two breaks 1988m01, 1995m07 
M1 Unit root Stationary with two breaks 1989m09, 2003m09 
M2 Unit root Stationary with two breaks 1984m12, 1995m02 
G Unit root Stationary with one breaks 1994m12 
ER Unit root Stationary with two breaks 1995m12, 2001m01 
r Unit root Stationary with two breaks 1982m08, 1992m03 
r-1 Unit root Stationary with two break 1982m08, 1992m03 
(Source: Author’s own estimation) 
** assumes breaks under both null and alternative hypothesis 
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As shown in the above table, the variables that are shown as having unit root in the traditional 
ADF test became stationary after calculating the possible structural breaks. In this setting, 
variables can be used in their levels for statistical analysis. It is assumed that since all the 
variables are stationary, the results that are obtained by the analysis are not spurious.  
 
Comparing the periods of structural adjustments in Sri Lanka with structural breaks determined 
by the test, the study finds quite similar time periods. As noted earlier in this chapter, 1980s was 
the era that most of the structural adjustments have been implemented in the financial sector. On 
the other hand, due to political party changes in 1990s, the economy has undergone to some 
changes which also brought significant impact in general.    
 
4.4. Concluding Remarks 
 
This chapter delineates the time series properties of macroeconomic variables and their recent 
development in general. The discussion is extended paying special attention to the order of 
integration of macroeconomic variables that are utilized in order to examine the monetary and 
fiscal policy interaction in Sri Lanka. In this respect, both conventional and modern tests that 
are commonly used for finding the integration properties were discussed. Due to the limitations 
of the traditional unit root test, all variables were retested counting the structural breaks 
considering the structural dynamics that Sri Lanka has been implemented so far.  
 
According to the traditional unit root testing most of the variables have shown non-stationarity 
(m1, m2, m0, g er, w, r, r-1), while some other variables {real output (RY), exchange rate change 
(er)} were stationary. Thus, the all non-stationary variables are again tested for unit root with 
the inclusion of structural breaks based on innovational outlier (IO) procedure. The results 
reveal that after introducing the structural breaks, model with non-stationary variables became 
stationary. Therefore, the results confirm the earlier empirical findings that emphasized failure 
of traditional unit root test in measuring the exact level of integration of variables.     
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Chapter 5 
 
Monetary and Fiscal Policy Interaction in Sri Lanka 
 
5.1. Introduction 
 
The main focus of this chapter is to analyze the nature of interaction of monetary and fiscal 
policy in Sri Lanka. In this setting, it examines the impact of money supply on output along 
with the fiscal policy variables and other macroeconomic variables. This provides the ground 
which helps to evaluate the relative effectiveness of both monetary and fiscal policy in 
enhancing the output in the country. On the other hand, it would be useful to assess the extent of 
monetary/fiscal policy influence on each other and thereby to find the dominant policy stance in 
the country. In this way, the chapter tries to achieve the first objective that explains in the 
introductory chapter. 
 
Before starting the analysis, it is noteworthy to bring a discussion on monetary/fiscal policy 
interaction. It is said that money and fiscal coordination appears as a remedy for 
macroeconomic stabilization which makes higher degree of credibility of both policies (Dahan 
1998; Arestis and Sawyer 2003). Thus, deliberation of the influence of both policy stances in 
policy analyses would be more advantageous to identify the exact macroeconomic effect of each 
policy choice. As mentioned in the introductory chapter of this thesis, there is a growing interest 
towards the effect of policy coordination/monetary and fiscal policy interaction on output and 
inflation as well as other related macroeconomic variables at present (Blanchard and Perotti 
2002; Chung and Leeper 2007; Dungey and Fry 2009). Through those studies they have 
emphasized the reaction of output due to sudden changes in money and fiscal variables, and the 
role of each policy variable plays in minimizing the negative outcome of those sudden dynamics. 
However, due to the complexity in analyzing policy interactions, obtained results are not 
reliable in most cases and hence, they cannot be generalized. 
 
The other point that should be brought up here is the model construction since it remains as an 
open issue in macroeconomic policy evaluation. Due to the absence of specific model which is 
fitted with every economic circumstance, it is very difficult to capture exact influence of policy 
alternatives. The foremost reason for this is country specific economic and socio-political 
counterparts. Thus, there can be seen various types of empirical models in macroeconomic 
literature i.e. single equation models and structural models (systems equation models) that are 
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employed to evaluate the policy effectiveness.
36
 There are both pros and cons in every 
econometric model, but some of them are more advanced in providing nearly accurate results 
that match with practical situations. More specifically, it is said that models with systems of 
equations are better than single equation models mainly because of the simultaneity problem 
which emphasizes the interdependence of variables. It is known that the results obtained from 
single equation models are less robust as they estimate its parameters without getting 
information about other parameters.  
 
In contrast, system equation models or the structural models are better for dealing with the 
above problem as they utilize all available information in other equations in the system for the 
estimations and therefore, results are more robust. However, critics have argued that these 
models with large set of equations also have limitations as they are costly to modify or 
reproduce (Zha 1999). On the other hand, they are also not flexible for unanticipated changes 
and therefore one cannot get precise estimations as models may not fit with data. Nonetheless, 
this shortcoming of system equation models can be avoided by separating the system into 
several parts using some strong assumptions related to macroeconomic theories (Sims 1980). 
This separation would be more beneficial for identifying the direct and indirect relationships of 
variables.  
 
In the Sri Lankan context, single equation models have been widely employed models for 
empirical analyses so far. However, there can be seen a trend of shifting from the traditional 
methods to more advanced methods like system equation methods; especially SVAR when 
dealing with policy analysis recently (Amerasekera 2008; Vinayagathasan 2013). Anyhow 
limitations can also be seen in those models too as they based on strong assumptions that are 
hardly visible in Sri Lanka. This problem is to be discussed more precisely in the later section of 
the chapter. This analysis therefore does not go for strong assumptions and relies on basic VAR 
instead.   
 
Among others, one of the reasons not to use SVAR here is, although such model supposes that 
one has theoretical model and in estimation from reduced-form model one infers structural 
parameters, many studies based on developing countries have skipped this procedure (e.g. 
Vinayagathasan 2013). This makes SVAR meaningless. The background might be a social and 
institutional complexity particularity in developing countries. Although many SVAR models 
                                                   
36 Ordinary Least Squares (OLS), Logit, Probit and Tobit models are considered as single equation models in 
economics. Among them, OLS is used to estimate linear regressions while others are used for non-linear estimations. 
On the contrary, system equation models consist of both structural and reduced form sets equations and estimated 
through the two stage least square, maximum likelihood, vector auto-regression (VAR) and structural VAR (SVAR).   
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suppose some theoretical basis such as AD-AS model and the IS-LM model, precedent studies 
are not fully aware of such things and hence analyses are incomplete. On the other hand, they 
have shown many irregular results (kind of “puzzles”) and those might be due to some unknown 
or unexplored non-economic factors which are not considered in their analyses. Since one can 
assume that studies of SVAR in developing countries are still in rudimentary state considering 
this immature nature of the related studies and still finds inherent limitations in SVAR approach 
as will be discussed in later section, the study avoided exploring this way and reserves SVAR 
approach as a future task of exploration. 
 
The rest of the chapter is organized as follows. The next section provides theoretical 
underpinnings used for the model construction, while Section 3 explains data and the sources of 
data used for the study purpose. Section 4 describes the choice of the estimation method 
supplying specific reasons for the choice and possible benefits of the particular estimation 
method. Section 5 discusses the results using impulse responses and variance decompositions 
comparing the practical economic situation in Sri Lanka. Section 6 elaborates the discussion of 
the previous section with Granger causality test results which shows the predictable link 
between policy and non-policy variables in the model. Section 7 concludes the chapter with 
possible policy implications. 
 
5.2. Theoretical Framework and the Model Construction 
 
The main theoretical standpoint used here is the aggregate demand (AD) and supply (AS) theory. 
The AD-AS theory postulates that the level of output of a particular country depends on its final 
demand for goods and services and its ability of supplying those goods and services. In this 
sense, country’s GDP, savings, interest rate, consumer confidence are considered as the leading 
factors that affect to aggregate demand. On the other hand, availability of money, 
quality/quantity and accessibility of capital, size of the labor force, health, education, other 
resource endowments and technology affect determining aggregate supply of an economy. 
Generally, AD-AS theory assumes that prices are tended to be flexible in the long term where 
they are sticky in the short run.    
 
When illustrating the AD-AS, a clear interpretation can be given about them with equations. As 
pointed out in the theory, aggregate demand can be explained using a following common 
equation. It is noteworthy to mention here that AD is also expressed as country’s total income 
(Y), or the total expenditure (E). Thus, it is said that Y = E = AD (output = expenditure = 
aggregate demand). 
 69 
 
Y = C + I + G + (X − M)        (1) 
 
Where Y represents aggregate demand (output), C represents the private consumption which 
depends on the disposable income of the people, which explains total income, plus transfers 
minus tax {C = 𝐶̅ + c𝑇𝑅̅̅ ̅̅ + c(1 − t)Y}. I represents planned investment which is assumed to be 
exogenously fixed {I = 𝐼}̅, however it is determined by the various factors including income, 
rate of interest, profit margin and the government tax policies. G explains government 
expenditure which is also assumed to be exogenously fixed {G = ?̅?}, depends however on 
public opinion, state of the economy as well as market conditions. The final component 
represents net exports, which is calculated from deducting country’s total imports from its total 
exports. Net exports represents external demand for goods and services of a country that is 
determined by the exchange rate, domestic income and other related external factors.
37
 
 
The aggregate supply equation can be given in the production function framework, referring 
Solow growth model: 
 
Y = F(AL, K)         (2) 
 
Where, Y represents aggregate supply (output), L, represents labor inputs and K represents 
capital inputs. A, describes the technological efficiency which is embedded in labor and in turns 
represents the labor efficiency. Solow model can also be explained as ),( RWY  , where it 
describes that output depends on wage rate and interest rate. Both of the aforementioned 
equations can be reproduced introducing aggregate money supply emphasizing the Monetarists’ 
view which postulates that importance of money supply on aggregate economy. In this setting, 
the model can be used to evaluate both Monetarists and Keynesian views that emphasize the 
role of money supply and the role of fiscal policy in economic stabilization process. It should be 
noted here that AD-AS framework is developed at a given price (or assuming that prices are 
given). Hence, rather than focusing on price effect, the study mainly focuses on output effect of 
fiscal and monetary interaction.  
 
Considering the aggregate demand equation, it can be said that consumption is a function of 
GDP and the real interest rate, {C = c(Y, r)}. The theoretical standpoint behind this is, the link 
between income tax and interest rate. It emphasizes that when there is income tax cut, it leads to 
                                                   
37 It is obvious fact that total exports is a function of world income in addition to the exchange rate 
(𝑋𝑡 = 𝑎0 + 𝑎1𝑌
∗ + 𝑎3𝐸𝑅𝑡) where,𝑋𝑡, represents exports, 𝑌
∗, is world output and 𝐸𝑅𝑡 represents the exchange rate. 
However, for the simplicity of the study, it is assumed that total export is determined by the domestic output and 
exchange rate. Thus, world output is excluded from the present analysis.  
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lower the interest rate which in turn increases the private consumption (Wang 1984; Woodford 
2003). So it is given that consumption is a positive function of GDP and negative function of 
interest rate. On the other hand, investment is also shown as the negative function of interest 
rate {I=i(r)}. Government expenditure, (G) however, is considered as an external factor that 
depends on government fiscal operations. The other component of the aggregate demand 
function is net exports. It is specified as a function of domestic GDP and prevailing exchange 
rate {NX=nx(Y, ER)}. Based on the aforementioned explanations, the aggregate demand 
function can be rewritten as follows: 
 
𝑌𝑡 = 𝛽0 − 𝛽1(𝑟 − 𝑝
𝑒)𝑡 + 𝛽2𝐺𝑡 − 𝛽3𝐸𝑅𝑡 + 𝜀𝑡      (3) 
 
Where, Y represents aggregate demand (GDP), 𝛽0  is the constant term and (r − 𝑝
𝑒) 
represents real interest rate (nominal interest rate – expected price level)38. Since both private 
consumption and private investment depend on nominal interest rate and price level, this term is 
used to represent both components. G and ER represent government expenditure and exchange 
rate respectively. The notation 𝜀𝑡 indicates the error term.  
 
The aggregate supply equation can also be rewritten based on underline theories of production 
function which describes that output increases with respect to the increase of factors of 
production. Considering the labor as the main production input, the cost of labor depends on the 
wage rate. If the wage rate is high it benefits the employees, but the production cost also 
increases alongside making a decline in labor demand. On the other hand, the cost of capital 
depends on the market interest rate. When the interest rate is high, cost of capital increases and 
the demand for capital decreases. Decline of both labor and capital demand lowers the 
production. In this respect, wage rate and interest rate play a key role in the production process. 
Considering technology as a factor of production, the equation (2) represents labor augmented 
technology where technology is used to increase the efficiency of labor. Theory says that 
technology can increase labor efficiency even when in the low wage rate. However, 
considerable time duration is required in order to achieve this level. Therefore, in the short run, 
wage rate has an influential power where capital is assumed to be fixed. Summarizing the above, 
the new version of aggregate supply equation can be explained as follows: 
 
𝑌𝑡 = 𝛽4 − 𝛽5(𝑟 − 𝑝
𝑒)𝑡 − 𝛽6𝑤𝑡 + 𝜗𝑡       (4) 
 
Where, Y represents aggregate supply (output/GDP), W indicates the wage rate and  (r − 𝑝𝑒) 
                                                   
38 Fisher’s equation 
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represents the real interest rate. The error term is explained by 𝜗𝑡. 
 
The next move is to introduce the monetary variable in to the demand and supply equations. In 
this process, this study closely follows the empirical literature of Khan and Ahmad (1985), 
Rukelj (2009), Benchimol (2013), and Alawin et al. (2013), where they assumed that interest 
rate depends on the amount of money supply. Therefore, the term(r − 𝑝𝑒), can be replaced 
using real money balances. Based on the above argument, a combined version of equation (3) 
and (4) is illustrated as follows: 
 
𝑌𝑡 = β + 𝛽1𝑀𝑆𝑡 + 𝛽2𝐺𝑡 − 𝛽3𝐸𝑅𝑡 − 𝛽4𝑊𝑡 + 𝜀𝑡     (5) 
 
Where, Y explains the output and MS represents money supply. G, ER and W represent; 
government expenditure, exchange rate and wages respectively. Given that the production of 
goods and services mostly depends on imported raw materials, the appreciation and depreciation 
of the exchange rate can change the cost of imported raw materials. This on the other hand 
affects output and therefore, both positive and negative signs for the exchange rate used in the 
equation. 
 
So the equation (5) can be rewritten as follows: 
 
𝑌𝑡 = 𝛽0 + 𝛽1𝑀𝑆𝑡 + 𝛽2𝐺𝑡 ± 𝛽3𝐸𝑅𝑡 − 𝛽4𝑊𝑡 + 𝜀𝑡     (6) 
 
Taking the log form of equation (6): 
 
𝑦𝑡 = 𝛽0 + 𝛽1𝑚𝑠𝑡 + 𝛽2𝑔𝑡 ± 𝛽3𝑒𝑟𝑡 − 𝛽4𝑤𝑡 + 𝜀𝑡     (7) 
 
The equation (7) represents the log linear model of combined aggregate demand and supply 
functions that represents all sectors of the economy i.e. monetary (financial), government, 
external sector and the production sector. For the estimation purpose, the equation (7) separated 
into five equations i.e. output, fiscal and monetary policy, exchange rate and wage equations 
which are described as follows: 
 
Output equation: 
𝑦𝑡 = 𝛽0 + 𝛽1𝑚𝑠𝑡 + 𝛽2𝑔𝑡 ± 𝛽3𝑒𝑟𝑡 − 𝛽4𝑤𝑡 + 𝜀𝑡     (8) 
𝜀1𝑡 = 𝜔1𝜀1,𝑡−1 + 𝑒𝑡
𝑦
  
|𝜔1| = 1  
 72 
 
Fiscal policy equation: 
𝑔𝑡 = 𝛽0 + 𝛽1𝑦𝑡 + 𝛽2𝑚𝑠𝑡 ± 𝛽3𝑒𝑟𝑡 − 𝛽4𝑤𝑡 + 𝜀𝑡
𝑔
     (9) 
𝜀2𝑡 = 𝜔2𝜀2,𝑡−1 + 𝑒𝑡
𝑔
  
|𝜔2| < 1  
 
Monetary Policy Equation: 
𝑚𝑠𝑡 = 𝛽5 + 𝛽6𝑦𝑡 + 𝛽7𝑔𝑡 ± 𝛽8𝑒𝑟𝑡 + 𝛽9𝑤𝑡 + 𝜀𝑡
𝑚     (10) 
𝜀3𝑡 = 𝜔3𝜀3,𝑡−1 + 𝑒𝑡
𝑚  
|𝜔3| < 1  
 
Exchange Rate Equation: 
𝑒𝑟𝑡 = 𝛽9 − 𝛽10𝑦𝑡 − 𝛽11𝑚𝑠𝑡 − 𝛽12𝑔𝑡 + 𝛽13𝑤𝑡 + 𝜀𝑡
𝑒𝑟     (11) 
𝜀4𝑡 = 𝜔4𝜀4,𝑡−1 + 𝑒𝑡
𝑒𝑟  
|𝜔4| < 1  
 
Wages: 
𝑤𝑡 = 𝛽14 + 𝛽15𝑦𝑡 + 𝛽16𝑚𝑠𝑡 + 𝛽17𝑔𝑡 + 𝛽18𝑒𝑟𝑡 + 𝜀𝑡
𝑤     (12) 
𝜀5𝑡 = 𝜔4𝜀5,𝑡−1 + 𝑒𝑡
𝑤  
|𝜔5| < 1  
 
Where, 𝜀𝑡  explains the error terms of each equation which represents the unexplained variables 
in each. 𝑒𝑡
𝑦, 𝑒𝑡
𝑔, 𝑒𝑡
𝑚, 𝑒𝑡
𝑒𝑟 , 𝑒𝑡
𝑤  explain supply shocks, fiscal policy shocks, monetary policy 
shocks, exchange rate shocks and labor market shocks respectively. 𝑣𝑡 represents the velocity 
of money.  
 
Adding a description to the aforementioned equations with a theoretical and empirical 
discussion would be most noteworthy to understand the logic behind the inclusion of variables 
in each equation. Considering the output equation as the major concern of the study, the sign 
which represents the nature of the relationship of a variable is most important. In this respect, 
link between money and output is assumed to be positive as expansionary monetary policy help 
boosting aggregate demand. However, the contribution of government expenditure on output is 
a bit controversial because it mainly depends on the composition as well as the category of 
government expenditure. Majority of the empirical literature has emphasized a negative link 
between government expenditure and output (Laudan 1983; Devarajan et al. 1993; Hansson and 
Henrekson 1994; Wyatt 2005). Despite that, considering the category of expenditure, most of 
the literature has stressed a positive link between government recurrent expenditure and output, 
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but all of them have shown a negative link between capital expenditure and output. The study of 
Hansson and Henrekson (1994) have demonstrated that both government consumption and 
government investment have a negative influence on output. The study of Wyatt (2005) has 
shown that expenditure on education has a negative influence on output while most of the other 
categories of expenditure indicate positive links but they did not show any significance. 
Majority of the aforementioned studies (except Devarajan et al. 1993) are in cross country 
nature and therefore the results can be generalized in most cases. Nonetheless, empirical 
investigations related to EU nations have pointed out that government expenditure establishes a 
positive long term relationship with output in most countries within the union. In this respect, 
the impact of government expenditure on output could be positive or negative across countries 
in accordance with their level of fiscal deficits.  
 
Considering Sri Lankan case, historically it has a huge budget deficit and balance of payment 
deficits due to high government expenditure. Nevertheless, the previous empirical studies 
related to Sri Lanka did not emphasize a significant negative output effect due to government 
expenditure, some of them have indicated that recurrent expenditure has a large positive output 
effect than that of capital expenditure. Perera (2005) has found that 10 percent increase in the 
recurrent expenditure causes 0.75 rise in output where the same amount of capital expenditure 
causes only 0.21 increments in output. Nonetheless, the study stressed that government 
expenditure has a negative influence on country’s exports. In contrast, Cooray (1996) has 
demonstrated that 10 percent increase in capital expenditure has 0.81 percent impact to increase 
output. Although it is a contradiction to the previous study, here it illustrated that the situation is 
due to rise in fiscal deficit as a result of high capital expenditure. However, the study stressed 
that massive government investment projects were the root cause for huge fiscal deficit and 
therefore should reduce the government investment programs in order to reduce the deficit. 
Some other country specific studies too have confirmed these findings of high fiscal deficit 
elaborating that government investment programs do not bring a significant impact to the Sri 
Lankan economy, the only outcome it brings is a high fiscal deficit (Athukorala and Jayasooriya 
1994; Abeyratna and Rodrigo 2002). These studies have on the other hand shown that defense 
expenditure and expenditure on interest payments on external debts negatively related with the 
output. In this respect, impact of government expenditure on output seems quite controversial 
and investigating the link is also complicated. However, theoretically it is assumed that there is 
a positive link between government expenditure and output. Hence, this study is used a positive 
sign in the equation assuming that link between output and government expenditure is positive 
as the study uses the total government expenditure (including both recurrent and capital 
expenditure).  
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The next variable in the output equation is exchange rate and the link between exchange rate 
and output can also take both negative and positive forms. Some established macroeconomic 
theories of exchange rate (IS-LM framework or the monetary approach to balance of payment) 
have emphasized depreciation of the domestic currency against foreign currency increase the 
competitiveness and thereby increase the production. Hence, the output effect of exchange rate 
is significantly positive. On the other hand, currency appreciation leads to decline the net 
exports and therefore domestic output declines (Dornbusch 1989; Mandoza 1995).On the 
contrary, some other exchange rate related theories have postulated that depreciation of 
domestic currency creates a contractionary pressure on domestic output especially in developing 
countries as the majority of production depends on imported raw materials. As a result of 
domestic currency depreciation, prices of imported goods increase and therein increases the 
production cost. This leads to increase in the prices of domestic goods and services, which will 
eventually create an inflationary situation in the country (Krugman 1999). On the other hand, 
currency depreciation affects income distribution as it diverges the wages to profit (Krugman 
and Taylor 1978). Considering all circumstances, both positive and negative signs are used for 
the exchange rate in the output equation (eq.8). 
 
The link between wages and output is also controversial in the macroeconomic literature. There 
can be seen a huge deception between the theory and the empirical findings on this regard. As 
emphasized by Keynes (1936), output effect of real wages is countercyclical. As he illustrated, 
this is due to the short term stickiness of wages and expectations. Nominal wages are very slow 
to adjust over time and especially when the economy is in recession periods. According to some 
empirical studies, countercyclical behavior of real wages can be seen due to the intertemporal 
labor-leisure substitution, and hence labor supply shifts in response to interest rate changes 
(Barro 1990; Christiano and Eichenbaum 1992). Nevertheless, some studies have emphasized 
that technological advancements or the introduction of new technology and related shocks affect 
real wages to create a pro-cyclical effect on output (Kydland and Prescott 1982; Long and 
Plosser 1983; Malik and Ahmed 2011). The recent study of Malik and Ahmed (2011) has shown 
that effect of real wages on manufacturing is counter-cyclical, but their effect on agricultural 
sector is pro-cyclical. All the mixed results of empirical literature provide that controversy over 
the link between real wages and output cannot be resolved. Due to the lack of investigations in 
Sri Lanka, the nature of the relationship between wages and output cannot be exactly identified. 
In any case, observing the country specific economic circumstances, market imperfection, sticky 
wages and disequilibria in the labor market and higher debt accumulation are quite visible due 
to high government involvement in economic activities. Thus, negative sign for the real wages 
placed in the equation assuming output effect of real wages is countercyclical in Sri Lanka. 
 75 
 
Considering the fiscal policy equation (eq. 9), it is also quite difficult to establish an exact link 
between variables. If we follow the theory, it is reasonable to assume that output has a positive 
effect on government expenditure. In some literature, it has shown that there is no unique 
relationship between exchange rate and government spending (Penati 1983; Rovn et al. 2012). 
However, some other studies have shown that government consumption spending causes the 
appreciation of the exchange rate (Galstyan and Lane 2008). Since this concept has not been 
investigated in Sri Lanka, this study includes the exchange rate in the fiscal policy equation 
aiming to identify the link between them. Inclusion of the wage rate in the equation is not 
strange as it is proven theoretically. On the other hand, the inclusion of the exchange rate in the 
monetary policy equation is agreeable according to the interest rate parity hypotheses.
39
 Besides, 
in order to check the possibility of policy interaction, monetary and fiscal variables are included 
into both fiscal and monetary policy equations respectively.
40
 
 
As previously cited in the paper, in the model building process, this study closely follows the 
studies of Rukelj (2009), and Alawin et al. (2013), introducing some extra variables which are 
important to the Sri Lankan macroeconomic setting. Thus, the present study is different from 
those with respect to some variables, country specific factors and underline objectives of the 
paper.  
 
5.3. Methodology  
5.3.1. Vector Auto-regression (VAR) Method 
 
Employing structural VAR rather than basic VAR for policy analysis is quite common in recent 
empirical studies. This study however, deviates from this common path and uses the basic VAR 
method due to complexities and doubtful facts about SVAR. First of all, some economists have 
doubts on the role of shocks in SVAR models as there is no proof to show whether they are truly 
measured the central bank behavior on policy alterations. In addition, SVAR test uses 
restrictions and those restrictions have their own disadvantages as they develop based on 
assumptions. Besides, the real world is far more complicated than what use in the assumptions 
and thus, a limited number of variables that are restricted using assumptions may provide 
misleading results (Rudebusch 1998). As explained in that study, usage of informal restrictions 
and restricting some policy effects to zero reduces the chances of explaining how they likely 
                                                   
39 Literature on covered and uncovered interest rate parity (CIP and UIP) parity hypotheses postulates that the 
important of exchange rate in monetary policy decision making (McCallum 1994a; Taylor 1995; Christensen 2000; 
Ferreira 2004; Chinn 2007; Matros and Weber 2010). 
40 It should be noted here that it is not a common method to include monetary/fiscal variables into fiscal/monetary 
policy equations in the normal setting. However, the VAR test the interaction of each and every variable in the model, 
inclusion of those variables would not be harmful in this setting. 
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affect other macroeconomic variables. The other limitation of SVAR is that the model 
emphasizes that central banks randomize its decisions which is practically not true (Bernanke 
and Mihov 1996).  
 
Unlike SVAR, multiple reasons can be given here in order to justify the utilization of VAR. The 
first and foremost reason is that it is the best modeling approach for short-term forecasting. On 
the other hand, VAR can identify the shocks that arise due to measurement errors in 
macroeconomic policies through the estimation of policy instruments. In general sense VAR is 
popular in identifying policy shocks than that of SVAR. The other basic advantage of VAR (also 
common to SVAR) is, since the analysis contains more than one dependent variable, it is most 
suitable method to overcome the problem of multicollinearity. Moreover, in VAR it is not 
necessary to specify whether utilized variables are endogenous or exogenous (Sims 1980; 
Lütkepohl 2004) and it avoids the incredible identification problem which is likely to have in 
simultaneous equation models. On the other hand, since VAR modelling technique allows 
variables to depend on more than just their own lags, it helps to capture some specific nature of 
data and identify shocks more accurately.  
 
Considering the aforementioned flexibility in VAR, following reduced form of VAR is used for 
the analysis the five variable model is described in the previous section. 
 
𝑥𝑡 = 𝐴0𝐷𝑡 + 𝐴1𝑥𝑡−1 + ⋯ + 𝐴𝑝𝑥𝑡−𝑝 + 𝑢𝑡      (11) 
 
Where 𝑥𝑡 represents the list of endogenous variables, i.e. {y, ms, g, er, w}. 𝐴1….𝑝 represents 
(K × K) coefficients, in this study it is five coefficient matrix. 𝑢𝑡 is five dimensional white 
noise process where, E(𝑢𝑡𝑢𝑡
′ ) = ∑ 𝑢. 𝐴0 is the coefficient matrix of deterministic regressor 
and 𝐷𝑡  is the column vector of the deterministic regressor i.e. constant. This applied to 
equation (7) and the results are discussed referring to equations (8)-(12) giving special attention 
to the behavior of monetary and fiscal variables. 
 
Once VAR is estimated, impulse response and forecast error variance decomposition analyses 
are employed mainly to observe the dynamic behavior of each variable due to both monetary 
and fiscal shocks.
41
 Three hypotheses are formed to identify the impact of both monetary and 
fiscal variables on output as well as other given macroeconomic variables: 
 
                                                   
41 Basic VAR test results are not consider here as it is said that VAR test results are weak explaining exact impact due 
to insignificance of lags in general. Instead, impulse responses and variance decompositions help identifying the 
impact of exogenous shocks in general and the proportion of variable fluctuations in particular. 
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𝐻01: Monetary aggregate does not have a direct effect on output 
𝐻02: Monetary aggregate does not have a direct effect on government expenditure 
𝐻03: Government expenditure does not have a direct effect on output 
 
The above hypotheses are in the form of null hypotheses and the decisions regarding the 
acceptance or the rejection is made based on the Granger causality test results which is utilized 
in addition to the results of impulse responses and variance decomposition. Conclusions are 
then drawn observing the acceptance or the rejections of hypotheses in the Sri Lankan context.  
 
5.3.2. Data and the Sources of Data 
 
Five variables are utilized in this analysis namely; real GDP (RY), money supply (m1), 
government expenditure (g), exchange rate (er) and wage rate (w). All variables are shown in 
real terms and are in the form of natural logarithms. Time span utilized in this study is from 
1980 to 2012 and frequency is in monthly basis.
42
 However, since the data on GDP only comes 
as annual and quarterly basis, the study used an interpolated version of the annual GDP data for 
the estimation. This would be reasonable as same interpolated data can be found in the previous 
country specific studies of Amarasekara (2008) and Vinayagathasan (2013) as well. Narrow 
money supply (m1) used as the indicator of money supply considering its role and the relative 
importance in the economy.
43
 In addition, both recurrent and capital expenditure are used to 
represent total government expenditure while wage rate of the government sector employee is 
used for the labor cost. LKR/ USD (Sri Lankan rupee/ US dollar) rate is used to symbolize the 
exchange rate, since US dollar is the dominant currency used for international transactions in 
the country. 
 
Data are sourced from various monthly reports of the central bank of Sri Lanka, international 
financial statistic monthly reports (IFS) and statistical websites such as www.indexmundi.com, 
www.tradingeconomics.com, www.stlouisfed.org. In order to make the estimation easy and 
smooth, seasonally adjusted data are employed. 
 
 
 
 
                                                   
42 A complete list of variables is given in the Appendix I 
43 Measuring the stability of the money demand in Sri Lanka, it has identified that money demand is more stable with 
the narrow money supply (m1) than that of broad money supply (m2) in the country (Dharmadasa and Nakanishi 
2013; Weliwita and Ekanayake 1998). Thus, m1 money supply is utilized for the analysis since the stable money 
demand is a precondition for an effective monetary policy conduct. 
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5.4. Results and Discussions 
5.4.1. VAR Test: Impulse Responses and Variance Decompositions 
 
As previously shown in the paper, the maximum lag length is six and the same lag length is used 
for the VAR test.
44
 Basic impulse responses are observed for the period of 48 months with six 
lag of all variables. Shocks were calculated based on the generalized procedure with one 
standard deviation innovations.
45
 Results are discussed separately for each variable.  
 
5.4.2. Output Effect (due to Innovations in Money Supply, Government Expenditure, 
Exchange Rate and Wages) 
 
Innovations in Money Supply (m1) 
Considering the effect of money on each variable separately, the output effect has shown some 
controversial results. First, effect of expansionary m1 money supply on output is around zero, 
but shows a positive and increasing trend after twelve months. The rise in output seems 
permanent within the estimated time frame (48 months) and hence, it can be said that positive 
innovations in m1 can enhance the output in Sri Lanka. The output effect of m1 money supply is 
not previously addressed in the Sri Lankan setting so far; however, the reason for positive 
output effect due to expansionary m1 is the increase in liquidity in the economy. Increasing cash 
in peoples’ hand creates more demand for goods and services and therefore boosts the aggregate 
demand in the economy which in turn brings positive output effect. Theoretically it is said that 
‘demand driven output’. 
 
This result further confirms the previous findings of Weliwita and Ekanayake (1998) and 
Dharmadasa and Nakanishi (2013) as they have shown that m1 money supply is co-integrated 
with the output of the country and it has a stable demand. Thus, it can be suggested that local 
monetary authority should focus more on narrow money supply control in Sri Lanka. However, 
the contribution of money supply to the output cannot be firmly confirmed yet without 
considering the fiscal policy effect and the results of other tests like variance decomposition and 
Granger causality which explains in the later part of the chapter. 
                                                   
44 The results of the lag length criteria, and residual autocorrelation test of VAR are given in the Appendix I 
45 Cholesky procedure did not utilize here as it leads to inconsistencies of the results due to it heavy dependence on 
variable ordering (Sims 1980). 
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Figure 5.1: Impulse responses of real output (RY) due to M1 money supply 
Sources: Author’s own statistical output 
 
It should be noted here that m1 has a greater importance in the economy as it is the most valued 
measure in central bank decision-making. Since it is the best indicator for the medium of 
exchange, it uses as a cross-check measure in inflation forecasting in most cases. 
 
Innovations in Government Expenditure 
Effect of government expenditure (fiscal variable) on output in this study however seems 
significant and positive. Although the results displayed a little fluctuation in output in the first 
quarter, it has shown increasing pattern after that and remained positive within the estimated 
time frame emphasizing that fiscal contribution to the output. This implies that fiscal policy can 
help achieving output target in Sri Lanka over time confirming what CBSL says, if the policy 
implementation can be done in a judicious way (CBSL 2013). The results are seemingly 
described the macroeconomic situation in the country as it has been undertaking various fiscal 
stimulus programs since 1990s with the introduction of privatization procedure. Providing 
subsidies to manufacturing sector including tax incentives, tax holidays and bank loans at low 
interest margins, as well as supplying fertilizer subsidies to agricultural sector, government has 
encouraged the production sector. These expenditure side fiscal stimulus programs may in turn 
affects the level of output over time owing to the increase in aggregate supply in the economy. 
Several empirical studies (Ball 1997 and Wren-Lewis 2000, 2003) have also argued that 
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expansionary fiscal policy can have a greater impact on the economy if it is designed to improve 
construction and investment goods sector than that of services sector.  
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Figure 5.2: Impulse responses of real output-RY due to govt. expenditure 
Sources: Author’s own statistical output 
 
The results on the other hand confirm previous findings of the previous study related to Sri 
Lanka in which it asserts that government spending through deficit budget has a positive output 
effect even though it adversely affects for the private investments (Priyadarshanee and 
Dayaratna-Banda 2010). 
 
Innovations in Exchange Rate 
Output response due to innovations in exchange rate here explains a rise during the first year 
and then start to decline and become insignificant during the end of second year. The 
contribution of exchange rate to output seems very little. In historical perspective, exchange rate 
was designed to use as an instrument to create a competitive environment in the international 
trade, in which the authority aimed to attract both domestic and private investments to foster 
economic growth of the country. Owing to the fact, Sri Lanka gave up fixed exchange rate 
system a long time ago in 1960s by adopting a managed float system in 1980s, which was 
eventually abandoned and implemented the free float system in 2001. However, the desired 
objective cannot be achieved due to policy mismatch and high fiscal deficit of the government 
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which was eventually led to a high inflation for a prolonged period of time. In this respect, 
authorities have sometimes used exchange rate as an anchor of controlling inflation rather than 
directing it to attract private investments and generate competitiveness in the international trade.  
 
After 2001, the inflationary pressure has been reduced making it 9 percent per annum. This 
creates a favorable environment for investors, but the earlier overvalued exchange rate lowered 
the capacity of achieving the target growth. Instead, public expenditure driven growth and 
investment have deepened the fiscal deficit and therefore Sri Lanka has lost the exchange rate 
competitiveness (Pathfinder Foundation 2012). Hence, the contribution of exchange rate to the 
country’s GDP is still at a very marginal level and due to the high volatile situation in the 
foreign exchange market, output cannot be enhanced whatever the innovations take place in 
exchange rate in Sri Lanka. 
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Figure 5.3: Impulse responses of real output (RY) due to innovation in exchange rate  
(Source: Author’s own statistical output) 
 
Innovations in Wage Rate 
At the beginning of this chapter, it is assumed that output effect of wages is countercyclical in 
the Sri Lankan setting. Based on country specific factors, such as sticky wages, labor market 
disputes and asymmetric information, it is assumed that innovations in wage rates would bring 
adverse effect to the output in the short-run. Validating the assumption, the responses of output 
due to wage impulses indicate declining pattern for almost two years and increasing (but 
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negative) trend thereafter.  
 
The adverse effect of wage increment of public sector employees in Sri Lanka has undergone to 
the serious academic discussion recently as many political leaders including the secretary of the 
government treasury have asserted that increasing wages of public sector employees do not 
enhance the GDP in Sri Lanka as public sector is not operating in an efficient manner. The other 
argument they put forward is inflation because they assume that increase in wages leads cost of 
production to increase and therein increases the prices of goods and services. Although some Sri 
Lankan economists (Dayaratna-Banda 2011) have provided explanations in favor of wage 
increment and the positive contribution of wages to GDP, they did not prove it empirically using 
real Sri Lankan macroeconomic data. Hence, validity of that explanation is dubious.  
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Figure 5.4: Impulse responses of real output (RY) due to innovation in wages 
(Source: Author’s own statistical output) 
 
5.4.3. Effect of Government Expenditure (due to Innovations in Output, Money Supply, 
Exchange Rate and Wages) 
 
Innovations in Output 
The response of government expenditure due to the increase in output seems positive all the 
time confirming the theory. This explains the inter-relationship between government 
expenditure and output Sri Lanka. It is quite common fact that output is mainly driven by fiscal 
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policy, especially public spending in Sri Lanka. Historically, Sri Lanka has been experiencing an 
active fiscal policy where investment, employment and economic growth are mainly driven by 
government spending. In this setting, even when output increases, government expenditure 
continuously increases in order to maintain the growth path.  
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Figure 5.5: Impulse responses of government expenditure due to innovation in real output 
(Source: Author’s own statistical output) 
 
Innovations in Money Supply 
The aforementioned fiscal policy results are further confirmed by the responses of government 
expenditure to expansionary monetary policy. According to the results, m1 monetary aggregate 
has established a positive and increasing effect on government expenditure over time indicating 
a co-movement of both variables. This can further be explained that fiscal variable complements 
the monetary variable with reference to m1 monetary aggregate. Complementary policies imply 
that monetary policy affects all the aspects of the market but the government expenditure affects 
only a specific sector i.e. production. The situation is evident by the fact that adopting “fiscal 
and monetary policy harmonization” strategy in Sri Lanka since 2006. One of the main steps 
has taken in this regard is opening of government treasury bills and bonds to the foreign 
investors in order to provide sufficient money for government to overcome the budget deficit 
while government has implemented massive infrastructure projects to encourage production and 
thereby to uplift the economy (CBSL 2013). In this way, central bank has been working for an 
accommodative monetary policy while conducting robust debt management with the foreign 
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financial inflows where government maintains growth momentum. The strategy well fits with 
the m1 money supply as it largely depends on public demand for currency which the central 
bank is always in control. With the harmonizing strategy (and the modern central banking 
strategy), government has tried to increase the aggregate demand of the economy boosting 
consumption and investments through increasing expenditure, while central bank has improved 
market performances through the expansion of money supply.  
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Figure 5.6: Impulse responses of govt. expenditure to M1 money supply 
Source: Author’s own statistical output 
 
Several reasons can be given here to justify the aforementioned continuous fiscal expansion. 
First is the worsening of trade sector because of some external supply shocks came with 
international oil price hike. Second, a large amount of capital inflow (from China and Japan) 
through infrastructure development, government bonds sales and investment tax holidays which 
automatically leads to increase in the aggregate demand. On the other hand, owing to the 
temporary boom in the economy there was a wage increment and the country is locked in the 
real exchange rate appreciation (CBSL 2010).
46
 Thus, central bank started quantitative easing 
while government eventually began to control its expenditure by reallocating resources across 
                                                   
46 This explains Balassa-Samuelson effect which emphasized that productivity growth in tradable sector causes to 
wage increment in the whole economy and therefore the prices in the non-tradable sector. Eventually, it leads to 
higher persistent inflation in the country. In Sri Lanka however the situation was not permanent because price hike is 
offset the nominal wage rise and therefore real wage declined over time.  
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sectors without going for further fiscal stimulation in order to cope with the rising inflation 
(weerakoon and Arunatilake 2011). However, the results have verified that aforementioned 
monetary and fiscal policy behavior has been contributing to expand the output in the Sri 
Lankan setting. In this context, m1 money supply seems predictable as it has established a 
positive sign on output in the country.  
 
Innovations in Exchange Rate 
As mentioned earlier, the main objective of setting up exchange rate system in Sri Lanka was to 
create competitiveness in international trade in order to gain the maximum benefits from trade 
within an open economic environment. However, this turned into an illusion due to the 
accelerating government fiscal deficit and inflation, so that exchange rate finally became a tool 
for inflation control. Innovations in the exchange rate have two sides: increase the value of local 
currency or decrease the value of local currency. Normally central bank uses both methods from 
time to time in order to avoid the adverse impact coming from the volatile foreign exchange 
market. Thinking about exchange rate appreciation, which is on the other hand good for output 
level, it increases the demand for cheap imports along with the increase in exports creating 
current account difficulties. Thus, government has to minimize its spending for a certain period 
in order to manage the aggregate demand of the economy.  
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Figure 5.7: Impulse Responses of Govt. Expenditure to Exchange Rate 
Source: Author’s own statistical output 
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The aforementioned situation might be the cause for the marginal output effect due to exchange 
rate innovations that have shown in Section 5.5.1. Since the growth of government spending is 
an important determinant for the economic condition of the country, reduction of it may affect 
overall investment and production process of the country and thereby lower the level of output. 
 
Innovations in Wages 
The results of the impulse response analysis have indicated that response of government 
expenditure to real wages is neutral in the first half of the year while showing a declining trend 
thereafter. This must be due to its inflationary effect as rise in real wages is assumed to 
contribute for the inflation in two ways. First, it contributes through the increase in aggregate 
demand. Second, it indirectly affects to inflation through budget deficit when central bank 
increases the money supply to finance the budget deficit.  
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Figure 5.8: Impulse Responses of Govt. Expenditure to wages 
Source: Author’s own statistical output 
 
Considering the public sector, public sector wages play an important part of government 
expenditure in Sri Lanka. It accounted for one-third of the recurrent expenditure and public 
sector employment is about 15 percent to total employment (CBSL, various issues). In this 
respect, rise in real wages expects government expenditure to rise. But this does not happen in a 
country like Sri Lanka due to the prevailing high fiscal deficit. Government tries to control the 
fiscal deficit by cutting its capital expenditure and other expenditures belonging to recurrent 
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expenditure category. Thus overall expenditure of government tends to decline with the rise in 
real wages. However, it should be noted here that the duration of this process is not long lasting 
as government makes labor market adjustments from time to time to maintain the balance 
between its recurrent expenditures. 
 
5.4.4. Effect of Money Supply (Due to innovations in Output, Government Expenditure, 
Exchange Rate and wages) 
 
Innovations in Output 
As in the (eq.10), it is assumed that all variables are positively affected to monetary 
aggregates/money supply in the Sri Lankan setting. Confirming that, responses in monetary 
aggregates due to the positive dynamics in output indicate positive trend throughout the first 17 
months and then show a declining trend. But it is observed that money supply stays positive 
within the given time duration confirming output has a positive impact on money supply in Sri 
Lanka.
47
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Figure 5.9: Impulse Responses of M1 money supply to real output (RY) innovations 
Source: Author’s own statistical output 
 
The results also prove the theory which emphasized that output innovations enhance money 
                                                   
47 The other two monetary aggregates also show the same pattern hence did not reported here. In general it confirms 
that the increase in output positively affect to money supply in the country.   
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growth. This is really a controversial matter that led to a debate among academics whether 
money growth leads to economic growth or the other way around. Impulse responses related to 
this indicates both money growth and economic growth are interdependent in the country. 
Nonetheless, the results are incomplete as it required an additional causality test in order of 
sufficient proof.
48
 
 
Innovations in Government Expenditure 
Confirming that Sri Lanka is conducting an accommodative monetary policy, there can be seen 
a positive trend in money supply due to increase in government expenditure. It is a well-known 
fact that the main source of revenue for the Sri Lankan fiscal authority is central bank 
seigniorage activity. Thus, with the rise in government expenditure, there can be a rise in 
country’s money supply as well. As mentioned earlier in this study, Sri Lanka is a developing 
country with inefficient tax system, large public sector involvement in economic activities and 
limited access to external borrowings. All the above factors cause government to depend on 
central bank deficit financing to cope with the rising fiscal deficit.  
 
.0000
.0004
.0008
.0012
.0016
.0020
5 10 15 20 25 30 35 40 45
Response of M1 to G
 
Figure 5.10: Impulse responses of M1 money supply to innovations in govt. expenditure 
Source: Author’s own statistical output 
 
Central bank engages in deficit financing through open market operations (buying Treasury bill 
and bonds) in which money transfers to the public hands which eventually increase the liquidity 
                                                   
48 Causality analysis is given at the end of the section. 
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of the economy. Even though many argued that this process increases the general price level of 
the country, other alternatives of deficit financing for Sri Lanka are very limited.  
 
Innovations in Exchange Rate 
Exchange rate effect on m1 money supply was negative for the first couple of months of the 
year emphasizing the central bank’s sudden intervention in the foreign exchange market. In this 
case, when central bank keeps buying its own currency using its foreign reserves, it 
automatically leads to reduce the liquidity in the market which will eventually create a 
deflationary situation and slow down the economy. In order to avoid that central bank increases 
the money supply through formerly expanding the base money.
49
 Looking through this aspect, 
findings of this study are trustworthy as it shows that m1 money supply is decreasing sharply 
during the first 10 months due to the innovations in foreign exchange market. 
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Figure 5.11: Impulse responses of M1 due to innovation in exchange rate 
(Source: Author’s own statistical output) 
 
                                                   
49 Theoretically, it explains two types of sterilization. First, it demonstrates that through sterilization central bank 
tends to buy foreign currency denominated assets which eventually releases more currency into the domestic 
economy which creates inflationary situation in the country over time. To avoid this situation again central bank 
engages in open market operations where it sells treasury bills and bonds which helps to absorb extra liquidity in the 
system, then m1 tend to reduce. This process is called sterilization intervention to prevent currency appreciation. In 
contrast, central bank creates an artificial demand for local currency using the foreign reserves and tries to restore the 
value of local currency. The prime purpose of this is to prevent local currency depreciation. This however, leads to 
reduce the liquidity in the economy as it helps to boom imports at the other end and will eventually create a 
deflationary situation in the country. Thus, central bank again tries to inject liquidity into the economy through open 
market operations and printing more money. This is called sterilization intervention to prevent currency depreciation.    
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Innovations in Wages 
It is said that increase in wages eventually creates inflationary situation within the economy. On 
the other hand, arguments are there asserting that increase in wages may raise the level of 
unemployment as well. This is due to increase in money supply together with the wage 
increment. When government allocates money for wage increment, it causes increase in the 
recurrent expenditure of the government and makes the deficit budget, which is eventually 
financed by the central bank. 
 
Sri Lankan situation validates the aforementioned state as fiscal expenses are always covered by 
monetary policy since the Treasury does not have financial gains from its tax system. The 
impulse responses of money supply indicate that despite the initial volatile situation which 
prolonged almost a year, money supply has a positive response to the innovations in real wages. 
The positive effect remains constant throughout the estimated time frame. The study however, 
did not measure the inflationary effect or unemployment effect therefore, cannot draw any 
conclusions related to them. 
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Figure 5.12: Impulse responses of M1 due to innovation in wages 
(Source: Author’s own statistical output) 
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5.4.5. Exchange Rate effect (due to Innovations in Output, Monetary Aggregates, 
Government Expenditure and Wages) 
 
Innovation in Output 
Upward pressure on output due to other macroeconomic circumstances causes exchange rate to 
appreciate and that is certain with macroeconomic theories. Confirming the theory, it has 
indicated that exchange rate is appreciating when output increases in the Sri Lankan setting. The 
results of the impulse response analysis have demonstrated that despite the quick depreciation of 
the exchange rate at initial four month of time, it indicates declining trend up to one and half 
year and then starts showing depreciation.  
 
The reason for the appreciation condition not to last long is due to the fear of less export gaining. 
It is obvious fact that continuous appreciation makes domestic exports less competitive in the 
international market and imports become cheaper. In addition unnecessary capital inflows create 
balance of payments vulnerable. Thus central bank intervenes in the foreign exchange market 
through sterilization process and tries to neutralize the condition. Owing to the fact, exchange 
rate appreciation gradually disappears.
50
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Figure 5.13: Impulse responses of exchange rate due to innovation in real output (RY) 
(Source: Author’s own statistical output) 
                                                   
50 A note on sterilization process is explained in page 75. 
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Innovations in Money Supply 
Since, output, money supply and government expenditure are closely related in the Sri Lankan 
setting their behavior affect exchange rate is a quite similar way over time. Because, it is said 
that even though the expansionary policies create sudden improvement in domestic currency, it 
will return to the previous position over time due to central bank re-intervention to the foreign 
exchange market.   
 
As shown in the impulse responses, on impact effect of exchange rate due to expansionary 
monetary policy shows initial appreciation followed by depreciation, which is in line with the 
underline theories related to exchange rate. Anyhow, the appreciation is short lived starting with 
a continuous depreciation. Since the exchange rate depends on interest rate behavior and 
inflation expectations which are lower the return on domestic currency, expansionary monetary 
policy makes depreciate the domestic currency.  
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Figure 5.14: Impulse responses of exchange rate due to M1 money supply 
(Source: Author’s own statistical output) 
 
Innovations in the Government Expenditure 
Exchange rate response to the government expenditure shows a cyclical pattern within the 
estimated time frame showing the volatility nature of foreign exchange market due to certain 
macroeconomic policies. Exchange rate shows on impact depreciation due to government 
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expenditure, however it turns out an appreciation lasting six months together with depreciation 
until it shows a continuous appreciation for almost a year afterwards. Nonetheless, this cyclical 
nature may not only due to government expenditure pattern, but also due to other specific 
factors like unexplored external consequences. 
 
This again confirms the aforementioned explanation which emphasized a balance of payment 
problem and inflationary condition owing to the decline in exports and increases in domestic 
demand for cheap imports. 
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Figure 5.15: Impulse responses of exchange rate due to innovations in govt. expenditure 
 (Source: Author’s own statistical output) 
 
As previously clarified in this paper, the initial appreciation of exchange rate is attributed to 
large inflow of foreign investment and increases in domestic demand for goods and services.  
 
Innovations in Wages 
The link between exchange rate and real wages is very important because it describes the 
tradeoff between competitiveness and the living condition of the people. When the real wages 
increment implies that people can increase their purchasing power which on the other hand 
increases the demand and therefore increases the competitiveness. Owing to the rise in 
competitiveness, the value of domestic currency lowered and exchange rate depreciates. This on 
the other hand leads to increase the prices of goods and services which will eventually lead to 
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lower the consumption level of the people over time. However, local authorities prevent this to 
happen for a long time as their target is to maintain a stable income and consumption level in 
the country.  
 
The aforementioned explanation seems valid in the Sri Lankan setting when observing the 
response of exchange rate to the innovations of wages in this study. The results have has shown 
a continuous depreciation of exchange rate throughout the first twelve months due to the 
innovations in wages. However, it started to appreciate thereafter around two years and again 
shows rising trend after two years. This confirms the authorities’ intervention in both labor and 
foreign exchange markets in order to strike the balance between competitiveness and stable 
income and consumption level in the country.   
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Figure 5.16: Impulse responses of exchange rate due to innovations in wages 
(Source: Author’s own statistical output) 
 
5.4.6. Effect on Wages (due to Innovations in Output, Money Supply, Government 
Expenditure and Exchange Rate) 
 
Innovations in Output 
The results of the impulse responses have shown a declining pattern of wage rate during the first 
semester of the year, but started improving in the later semester establishing a positive pattern 
after 19 months. The effect thereafter seems permanent with reference to the estimated time 
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frame. This emphasized that the general discussion of countercyclical nature of response of real 
wages to output enhance is short lived in the Sri Lankan setting creating a pro-cyclical pattern 
with the output improvement. The reason can be given here for the initial decline of real wages 
is that even though the nominal wage increases the effect of it offset by the price level increases 
most of the time and therefore, real wage tends to decline as shown in the results of the first two 
years. However, providing of various grants including non-pensionable allowances, living cost 
allowances for public sector employees made their real wages to increase marginally over time 
(CBSL, various issues).  
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Figure 5.17: Impulse responses of wages due to real Output (RY) 
(Source: Author’s own statistical output) 
 
Innovations in Money Supply 
The responses of real wages to money supply growth indicate volatile situation during the first 
year, but remain positive stable state thereafter. It is worthwhile to note here that Sri Lankan 
monetary policy continuously ease after the financial crisis in 2008, although it was tighten 
from time to time before the incident. However, real wages remain volatile and low rate as it 
took time for the wage adjustments despite the rise in money growth. Another reason that can be 
given here is the rise in cost of production together with the nominal wage increment leads real 
wages volatile soon after the adjustments. These reasons are evident by the impulse response 
graph related to the Sri Lankan economy.  
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Figure 5.18: Impulse responses of wages due to M1 money supply 
(Source: Author’s own statistical output) 
 
However, a year after, it shows positive and permanent effect confirming that money supply 
growth causes increasing real wages over time despite the possible inflationary pressure.  
 
Innovations in Government Expenditure 
The link between government expenditure and wages is far more important than any other factor 
to understand the behavior of the economy of a country. First, it is a crucial determinant of a 
fiscal performance of the country. Second, public wages may affect country’s cost 
competitiveness as public and private sector wages likely to be interdependent. It has said that 
since the government normally competes with private firms, wage setting increases the 
competitiveness among public and private firms. However, according to theory and some 
empirical studies this might bring adverse impact lowering the intra-industry competitiveness. 
Thus, government always tries to restrain public sector wages making the wage bargaining is 
less coordinate. In this way, the authorities try to reduce public wage spillover and facilitates to 
private sector to adjust their wages according to their own policies.  
 
As previously explained in this study, Sri Lankan public sector wages are still at a low level 
making complicates issue between the government and the public sector employees. Whatever 
the actions that trade unions have taken, the government managed to keep the public sector 
wage increment under control in the country so far. This practical situation clearly shows 
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through the results of the impulse responses in this study as well. Here the wage effect due to 
expansionary government policies indicates on impact decline but continuous rise afterwards 
explaining that increase in government expenditure positively affects real wages. However, 
according to the results, it shows again a declining pattern after two years emphasizing that rise 
in real wages does not last long due to labor market adjustments and other macroeconomic 
policy reactions.  
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Figure 5.19: Impulse responses of wages due to govt. expenditure 
(Source: Author’s own statistical output) 
 
All in all, the results confirm the theory which asserts that government controls the public sector 
wages through its fiscal policy stance in order to encourage the private sector in their production 
process.  
 
Innovations in Exchange Rate 
As noted earlier, it is clear that the link between exchange rate and wages are globalized 
phenomena where it embodies a tradeoff between competitiveness and standard of living of the 
people in the country. It is said that exchange rate depreciate tends to lower the real wages as 
people lose the purchasing power due to high prices of goods and services. Confirming the 
notion, it seems that innovations on exchange rate make adverse consequences on real wages in 
Sri Lanka over time. It is quite volatile during the first semester of the year but indicate a 
permanent pattern thereafter.  
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Figure 5.20: Impulse responses of wages due to Exchange Rate 
(Source: Author’s own statistical output) 
 
However, one limitation should be mentioned here is that this study used only government 
sector employee wage rate without considering their educational attainments or skill levels. If 
the study disaggregated the wage groups, the results might be asymmetric in between groups. 
Most of the empirical studies have shown that wage volatility varies with the job category of 
public sector employees i.e. wage responds positively to the exchange rate depreciation and 
appreciation, while blue collar workers experience large wage loss during the period of currency 
appreciation and gain a little during depreciation (Acemoglu 1998). As the study describes, 
when the domestic currency gets stronger, production cost pressures and it tends to replace high 
skill workers hence, inward shift in the labor demand function. On the other hand, if the study 
evaluates the wage effect of exchange rate using appreciation and depreciation periods 
separately that would give more accurate results than the results of the present analysis. 
However, that is beyond the scope of the study and hence leaves for future considerations. 
 
5.5. Forecast Error Variance Decomposition Analysis 
 
The results of variance decomposition instead have described that variances in output are mostly 
explained by its own supply shocks in all time confirming the results of previous findings of 
Amerasekara (2008) and Vinayagathasan (2013). In addition, variations in government 
expenditure also seem contributing to the variance in output. The dynamics in monetary 
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aggregates however, contributes to the variance in output in the country over time but not the 
initial periods. Most of the time results confirm the previous findings of related country studies. 
Notwithstanding, other studies utilized interest rate as a monetary policy indicator (Amarasekara 
2008; Vinayagathasan 2013), while the present study used narrow money supply. In this respect, 
positive innovations in interest rate imply contractionary monetary policy (without using sign 
restrictions) where negative innovations in interest rate imply expansionary monetary policy, 
hence the interpretation of results can be changed.
51
 Other than that, both of the aforementioned 
studies have confirmed that monetary policy indicators contribute very little to other non-policy 
variables and interest rate plays a better role than those of monetary aggregates and exchange 
rates. However, since those studies focused especially on interest rate effects only using 
monetary policy indicators, they were not able to tackle the indirect economic effect that money 
can create through fiscal variables. 
 
Table 5.1 – Results of the Variance Decomposition Analysis 
 Variance Decomposition of RY: 
 Period S.E. RY M1 G ER W 
 1  0.002543  100.0000  0.000000  0.000000  0.000000  0.000000 
 6  0.029890  89.42945  0.002572  10.47026  0.042366  0.055347 
 12  0.041352  91.09770  0.018844  8.187307  0.275515  0.420633 
 24  0.049398  79.04859  2.704958  13.44634  0.237539  4.562580 
 36  0.055954  72.15590  7.084052  12.08842  0.195520  8.476108 
 48  0.060784  66.64240  11.31787  11.38539  0.327587  10.32676 
(Source: Author’s own statistical output) 
 
 Variance Decomposition of M1 
 Period S.E. RY M2 G ER W 
 1  0.008807  0.302376  99.69762  0.000000  0.000000  0.000000 
 6  0.019890  2.844503  92.87508  1.396602  2.449822  0.433994 
 12  0.026297  6.187202  84.33245  2.560183  6.643235  0.276933 
 24  0.034654  12.78844  76.44932  3.316799  7.223821  0.221625 
 36  0.039726  15.85004  74.94896  3.151976  5.841757  0.207271 
 48  0.043298  16.90028  74.74860  3.130760  5.028750  0.191609 
(Source: Author’s own statistical output) 
 
                                                   
51 Both of the previous studies in the Sri Lankan setting did not use sign restrictions in their SVAR models and hence, 
interest rate innovations refer to contractionary monetary policy. 
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 Variance Decomposition of G 
 Period S.E. RY M1 G ER W 
 1  0.000541  46.75856  0.000381  53.24105  0.000000  0.000000 
 6  0.007788  67.91003  0.465845  31.61095  0.009383  0.003792 
 12  0.018739  52.18623  0.274449  47.29665  0.127152  0.115522 
 24  0.033851  56.66309  2.963975  35.47610  0.901535  3.995300 
 36  0.043131  56.02895  9.077304  24.22937  1.152170  9.512198 
 48  0.048766  52.29879  14.30533  20.28366  0.966268  12.14595 
(Source: Author’s own statistical output) 
 
 Variance Decomposition of ER 
 Period S.E. RY M1 G ER W 
 1  0.002564  0.011776  0.001154  0.212619  99.77445  0.000000 
 6  0.011219  0.024768  0.105448  0.076650  99.48942  0.303718 
 12  0.019492  0.634271  0.086631  0.044391  98.66251  0.572195 
 24  0.029332  1.659364  0.558201  0.039734  97.35486  0.387840 
 36  0.034768  1.982282  1.665507  0.036428  96.02799  0.287793 
 48  0.038330  2.061281  2.989502  0.034337  94.65931  0.255573 
(Source: Author’s own statistical output) 
 
 Variance Decomposition of W 
 Period S.E. RY M1 G ER W 
 1  0.014885  0.183188  0.019085  0.062023  0.518062  99.21764 
 6  0.033663  1.124422  0.256929  1.374149  1.390144  95.85436 
 12  0.042959  1.337203  0.312856  1.398087  2.014424  94.93743 
 24  0.050769  1.025706  0.303890  1.068943  4.061619  93.53984 
 36  0.053820  1.164918  0.462151  0.962892  6.715795  90.69424 
 48  0.055296  1.287403  0.609674  0.922701  9.044781  88.13544 
(Source: Author’s own statistical output) 
 
Output seems contributing to money supply and government expenditure throughout the 
estimated time. Considering the dynamics in government expenditure, GDP seems only 
contributing factor except its own variations in the beginning. In addition, money supply is also 
contributing to government expenditure marginally over time in which the results again support 
the view that monetary influence on fiscal variable. The dynamics in the exchange rate also due 
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to its own dynamics and none of the other variables seem contributing for that.
52
 On the other 
hand, dynamics in wages are affected only by the exchange rate over time except its own 
dynamics, confirming the globalized link between wages and exchange rate.  
 
Considering the overall results, in certain situations the results of impulse responses and 
variance decompositions depict a bit different picture. Notwithstanding, the fact is common in 
most literature and owing to the particular reason, some economists entirely disregard the 
variance decomposition analysis (eg: Sims 1980). Instead they have focused on impulse 
response analysis alone or together with causality tests. However, since the outcome differences 
are very marginal in this study generally it can be said that results are seemingly accurate in 
accordance with the given theories and validates the practical situation in Sri Lanka. 
Nonetheless, Granger causality test is also employed in order to confirm the results of the 
aforementioned analysis and find the predictive causal direction of policy and non-policy 
variables in the sample which is explained in the subsequent section. 
 
5.6. Causality Test 
 
As described earlier Granger causality test is employed here for hypothesis testing and for 
further confirmation of the results of the VAR analysis. It is said that Granger causality test is 
popular in hypothesis testing as provides more accurate prediction about the future behavior of a 
particular variable due to the past value of another variable. Thus, the test is employed here and 
the decision regarding the acceptance or the rejection of each hypothesis has made with respect 
to 5 percent significance level.  
 
Table 5. 2. – Granger Causality Test Results 
Dependent ry m1 G er w 
Independent 
ry -  0.3914  0.0000  0.8575  0.9535 
m1  0.3430 -  0.0451  0.6909  0.0688 
g  0.0000  0.1778 -  0.9706  0.6665 
er  0.9982  0.1354  0.9818   0.0791 
w  0.5231  0.2644  0.3826 0.8689 - 
Source: Author’s own estimation 
Note1: Decisions were made based on 5% significance level, which indicates in bold numbers 
                                                   
52  In Amerasekara (2008), mentioned that innovations in reserve money cause exchange rate depreciation 
emphasizing the presence of exchange rate puzzle in Sri Lanka. However, this is very common in most empirical 
studies that addresses the monetary policy issues (see Eichenbaum and Evans 1995 for more details). 
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According to Granger causality test results, a direct relationship cannot be found between 
money supply and output in Sri Lanka and hence the first hypothesis cannot be rejected. This is 
merely confirms the findings of impulse responses and variance decompositions in which the 
results reveal that the contribution of money supply to output is almost zero in the initial periods 
and very marginal over time. However, the results revealed that one-way causality exists 
between money supply and government expenditure which runs from m1 to government 
expenditure. Therefore, the results rejected the second hypothesis emphasizing the link between 
money supply and government expenditure in Sri Lanka. Results have further confirmed 
underline macroeconomic theories which says that money supply links to both public and 
private spending. On the other hand, another predictive causality can be found between money 
supply and wages confirming the findings of the VAR analysis.  
 
Considering the link between government expenditure and output, the results have confirmed 
that there is a bi-directional causality between them. Therefore, the third hypothesis is also 
rejected in the Sri Lankan setting emphasizing the link between government expenditure and 
output as shown in the VAR results. The other interesting finding here is that exchange rate has 
shown a causal effect on wage rate confirming that floating exchange rate has an impact on 
wages. This again confirms the findings of VAR analysis as well as the theory itself as they 
describe wages always link with the exchange rate owing to the financial globalization.  
 
After careful examination of the overall test results there can be found both similarities and 
differences among the results of different estimations. However, when they compare with the 
practical situation in Sri Lanka over several decades, results seems fair enough in explaining the 
behavior of Sri Lankan macroeconomic policies in general and their effects on output in 
particular. Considering the output effect due to policy dynamics, it has shown that government 
expenditure plays a significant role according to the results of the all three estimations. This is 
quite valid in Sri Lanka as fiscal policy (expenditure side) acts as leading source in 
macroeconomic performance of the country. In addition, the results have visualized that the 
government and the central bank operating independently up to some extent but not 
experiencing full independence hence, their capacity of achieving targets are limited. On the 
other hand, results have explained that even if the monetary policy does not show the 
considerable impact to the output directly, it seems influencing the output via fiscal policy since 
the fiscal policy is appeared to be playing an active role in the Sri Lankan economy.  
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5.7. Concluding Remarks 
 
One of the main objectives of this study was to evaluate the monetary and fiscal policy 
interaction in Sri Lanka while identifying relative importance of fiscal and monetary policy in 
enhancing the domestic output. Therefore, this chapter dedicated to achieve the desired 
objective utilizing a simple theoretical model based on the aggregate demand and supply 
framework. It includes money supply and government expenditure as variables in which they 
represent monetary policy and fiscal policy respectively. To derive the demand side variables, a 
simple Keynesian aggregate demand function was utilized whereas a production function 
framework was used to obtain supply side factors giving special reference to Solow growth 
model. The estimation procedure was consisted of vector auto-regression test and Granger 
causality test. The effect of exogenous shock and policy related shock were examined using 
impulse response and variance decomposition analyses, and finally, Granger causality test was 
employed to identify the possible predictive causal link of variables. 
 
To represent monetary policy, narrow money supply (m1) is utilized and the effect of it was 
tested along with GDP, government expenditure, exchange rate and wages. Based on the 
significance of the coefficients, decisions of the relative effectiveness of each policy and 
non-policy variables in enhancing output was made. Some of the results were in line with 
macroeconomic theories but some makes another addition to the existing empirical findings 
which go against the theories. Even though the results of the impulse response analysis and 
Granger causality test provide different picture, in general, the results reveal that monetary 
policy variable do not contribute directly to the output in a significant way, but government 
expenditure does. Particularly, government expenditure seems to be producing considerable 
dynamics to the aggregate output (besides its own dynamics) throughout the estimated time 
despite an initial marginal fluctuations. Confirming the above findings further, the causality test 
results also reveal that there is a bi-directional causality between government expenditure and 
output.  
 
Considering the effect of money supply on government expenditure, results revealed that 
increases in m1 monetary aggregate induces government expenditure over time and causality 
runs from money supply to government expenditure emphasizing a complementary behavior of 
fiscal and monetary policy. This on the other hand implies that monetary and fiscal policy act 
together to achieve output target of the country with a direct fiscal effect and an indirect 
monetary effect. This on the other hand due to the practical situation in Sri Lanka since the 
output is not the main target of central bank of the country at present, but it focuses on 
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stabilization objectives which mainly relies on broad money supply and fiscal policy. However, 
based on the results of this study, focus on narrow money supply would also be beneficial as it 
seems complement the fiscal policy which has a significant direct contribution to the output.  
 
Other than that, there cannot be seen a significant output contribution from the other non-policy 
variables. However, considering the effect of exchange rate, both impulse responses and 
causality test results have confirmed that exchange rate shocks generate permanent negative 
influence on wage rate, demonstrating the exchange rate influence on wages in Sri Lanka which 
on the other hand confirms the related theories.   
 
As a whole it can be said that obtained results are reasonable in most cases when they compare 
with the Sri Lankan economic structure. The case that reveals an indirect output effect of money 
supply is quite reasonable as most of the money supply in Sri Lanka is going deficit financing. 
Simply, monetary policy helps fiscal policy to achieve targeted objectives by providing 
necessary equipment. Therefore, possible policy suggestion can be given here that is if the 
authorities need to see an output expansion in the country, the central bank should focus on the 
narrow money supply (m1). Even though it does not predict a causal link between output and 
narrow money supply, considering the relationship between m1 money supply and government 
expenditure, it seems a good indicator for achieving output target, since here explanatory power 
of money has disappeared owing to the fiscal dominance. On the other hand, considering the 
controllability and permanent stability condition of the demand for narrow money in Sri Lanka, 
m1 target would be more advantageous than any other monetary aggregates in all aspects.
53
 To 
the end, it can be said that introduction of fiscal variable into monetary policy analysis help 
understanding the exact role played by money in the Sri Lankan economy in general and 
monetary policy in particular when achieving authorities’ desired targets. 
 
 
 
 
 
 
 
 
 
                                                   
53 Many country related studies have shown that broad money supply does not have stable demand and it does not 
contribute significantly to country’s economic performance ( Weliwita and Ekanayake 1998; Amerasekara 2008; 
Dharmadasa and Nakanishi 2013; Vinayagathasan 2013) 
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Chapter 6 
 
Policy Mix and Interest Rate smoothing 
 
6.1. Introduction 
 
The main focus of this chapter is to achieve the second objective of this study which is set to 
investigate how do central bank monetary policy reactions influence the foreign exchange 
market to minimize the adverse impact comes from exchange rate fluctuations. In this respect, 
the focus of the chapter mainly depends on interest rate behavior of Sri Lanka. Although the 
previous chapter focused on the role of money supply in the Sri Lankan economy, it is obvious 
fact that CBSL uses interest rate as the main policy instrument in monetary policy decision 
making. CBSL conducts monetary policy basically by setting targets for overnight policy rate to 
achieve its operation target of controlling the base money. In this respect, interest rate dynamics 
is assumed to have a considerable impact to the financial system in Sri Lanka in general and the 
economy of the country in particular. Thus, investigating the interest rate adjustments would 
also be beneficial in identifying the particular policy effectiveness.  
 
On the other hand, within the policy mix environment, there is high possibility for disputes in 
both goods and financial markets due to expansionary policy stances. Forward-looking investors 
may go for risky investments as increase the liquidation in the market. In addition, external 
sector may tend to destabilize owing to the balance of payment problems coming through the 
high government borrowings. All these circumstances finally put pressure on the central bank. 
Thus, the focus of this chapter mainly relies on the discussion of how the central bank reacts in 
order to minimize the damage that arises from the sudden shocks in financial markets using 
their policy interest rates. In the situation where sudden shocks hit the economy, central banks 
tend to move the interest rate very slowly by steps without taking a quick reverse. This situation 
is called as interest rate smoothing. It is said that in 1990s, interest rate smoothing was popular 
phenomena across the world where most of the central banks in developed and developing 
countries adjust their interest rate gradually to minimize the adverse impact of financial and 
currency shocks (Amato and Laubach 1999).    
 
As mentioned in the introductory chapter, there are two types of interest rate smoothing namely 
traditional and forward-looking. This chapter prioritizes the forward-looking smooth related to 
foreign exchange market (forex market) since it has a greater importance in the Sri Lankan 
setting as it is an export oriented economy. On the other hand, all the international transactions 
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are done using US dollar, movements of Sri Lankan rupee with respect to dollar are highly 
important. In this respect, forex market has a greater importance and the CBSL has a 
responsibility to safeguard its stability. Therefore, analyzing the reaction of central bank with 
reference to forex market is most noteworthy in the Sri Lankan context.   
 
One of the other significant features of this analysis is, it is utilized the uncovered interest rate 
parity (UIP) framework to analyze the interest rate smoothing practice. Due to some economic 
restrictions and limited work related to monetary policy analysis, studies on UIP are relatively 
scarce in the Sri Lankan setting. Therefore, the study aims to fulfil the above gap by 
investigating the UIP condition in Sri Lanka while analyzing the central bank interest rate 
smoothing practice based on the UIP model. International vise there can be found several 
studies in the related literature which concerns the intervention of monetary authorities in both 
money and foreign exchange markets in which they found how central bank policy reactions 
alter the variables in the UIP model (McCallum 1994a; Christensen 2000; Ferreira 2004; Matros 
and Weber 2010).
54
  
 
Before going to the analysis, it is noteworthy to clarify the concept of UIP and review the 
related literature that has done so far on the concept. It is said that UIP is the most tested interest 
rate parity hypothesis in the international finance literature, which postulates that nominal 
interest rate differentials between two countries must be equal to the expected change in the 
exchange rate. This happens when investors hold their positions at a particular time and wait for 
a future date in order to convert their earnings at prevailing spot rate on the decided future date. 
When UIP holds, it implies there is free capital movement among countries and investors are 
willing to allocate their international investments without exchange rate risks. The fundamental 
assumption behind UIP is the Efficient Market Hypothesis (EMH) which postulates that 
information should be fully available to the market participants and therefore no excess returns 
is possible. As described by Taylor (1995) EMH is the joint hypothesis which reflects rational 
expectations and risk neutrality of market participants. 
 
Considering the empirical studies, it is quite large in number and most of them have proven the 
practical failure of UIP hypothesis (Taylor 1995; Meredith and Chinn 1998; Flood and Rose 
2001). Among the numerous reasons for this practical failure, one of the most important 
explanations given is the existence of risk premium (Lewis 1995; Benassy-Quere et al. 1999; 
Flood and Marion 2000). On the other hand, market inefficiencies, sampling problems and 
                                                   
54 Please refer Chapter 3 of the thesis for more information about the literature on UIP and interest rate smoothing 
practice. 
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autocorrelation problems of the interest rate differentials are given as reasons for its less 
practical validity (Huisman et al. 1998; Frankel and Froot 1989; De Grauwe et al. 1993; Francis 
et al. 2002; Chinn and Meredith 2004; Lily et al. 2011). Further, the non-linearity nature of 
exchange rates and interest rates differentials is also given as another factor in this regard 
(Dummas 1992; Hollifield and Uppal 1997; Sercua and Wu 2000; Mark and Moh 2004; Sarantis 
2006). 
  
6.2. Theoretical Background and the model selection 
 
6.2.1. Covered interest rate parity (CIP) and the UIP 
 
The basic rationales behind the UIP hypothesis are the covered interest rate parity (CIP), 
unbiasedness hypothesis, rational expectations and risk neutrality assumptions (Chinn, 2007). 
Thus, before explaining the UIP, a discussion about the CIP is most noteworthy. CIP can be 
expressed as follows: 
 
*
t
d
tt
n
t iisf                       (1) 
Where 
n
tf , is the logarithm of the forward exchange rate for maturity n period ahead, st is the 
logarithm of spot exchange rate at time t, and 
*, t
d
t ii are domestic and foreign interest rate 
respectively. It should be noted here that CIP holds regardless of the investors’ preference. 
Nevertheless, this condition is not always practical. If the market participants are risk averse, the 
forward rate will differ from the future spot exchange rate with risk premium which comes from 
the risk of holding domestic versus foreign assets. This situation can be explained using the 
following formula; 
 
1
*
1   tt
d
tttt iissE            (2) 
 
Where, 1ts  is the logarithm of a future spot exchange rate, 1tt sE expectations of future 
exchange rate at time t and 1t  is the future risk premium. As mentioned before in this paper, 
UIP is based on the joint hypothesis which relies on rational expectations and risk neutrality. 
Thus these assumptions can be used to form UIP. In this setting, risk neutrality can be expressed 
as 1t =0 and rational expectation hypothesis can be given as follows: 
 108 
 
 
111   tttt sEs               (3) 
 
Substituting Eq. (3) into (2), UIP can be derived as follows: 
 
1
*
1 )(   tt
d
ttt iiss                (4) 
 
Where, ts  is the logarithm of current spot exchange rate and 1ts  is the logarithm of a future 
spot exchange rate. 
*,, t
d
t iandi , indicate the domestic interest rate and foreign interest rate 
respectively. Thus )(
*
t
d
t ii  explains the interest rates differentials between domestic and 
abroad which is represented by tr in the next section. 1t , represents the error term.  
 
Basically, the UIP hypothesis explains the condition where nominal interest rate differentials 
between two countries must be equal to the expected exchange rate changes in two countries. 
Hence, it implies that high yielding currencies depreciate and the low yielding currencies 
appreciate so that revaluation offsets the interest rate differentials over time. It should be noted 
that this condition exists when the capital account is fully open. In the case of Sri Lanka, the 
capital account is not fully open although the current account is fully opened since 2001. 
However, since 2006 capital restrictions related to financial transactions in the foreign exchange 
market in Sri Lanka were at a minimal level and therefore utilizing the model would not be 
harmful.  
 
As for the removal of financial transactions and related capital restrictions in Sri Lanka, it can 
be said that they are still at a slower process. However, foreign capital inflows (foreign direct 
investment and company equities) are largely free at present (Samarasiri 2008). The easing of 
restrictions of capital inflows was initiated in 1978 by allowing foreign direct investments (FDI) 
and it was further liberalized in 1991 facilitating for foreign portfolio investments. In addition, 
restrictions on deposits of foreign currency (NRFC and RFC) were eased from 2006 and now 
the authorities allow interbank transfer of those deposits (CBSL 2011; LBO 2013). Earlier (until 
2005) they were permitted under specific schemes which stated that non-residents should be in a 
position to a minimum $1000 to open a foreign currency account (NRFC) while for residents it 
was $500. On the other hand, the permission of repatriate capital gains for non-residents by 
selling residential properties was up to 20% until 2008. In other words, foreign investors’ 
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repatriation can only be done by staggered basis up to US$ 20,000 per annum, however that rule 
was not in operation at present and foreign investors can invest in immovable properties in the 
country (CBSL 2012). 
 
Easing controls on aforementioned capital inflows and controls in the foreign exchange market 
are most noteworthy here as they are very helpful in smoothing financial transactions between 
countries. If the restrictions on these two are high, it is impossible to consider the role of foreign 
investors in the foreign exchange market. However, considering the present situation in Sri 
Lanka it can be assumed that money and interest rates can flow between countries up to some 
extent and exchange rate can adjust to align itself with foreign interest rates. This simply 
explains the interest rate parity theory. In this respect, utilization of interest rate parity theory 
would be applicable for the present analysis. 
 
On the other hand, this paper did not test the UIP hypothesis directly. Instead, it utilized the 
central bank policy reaction function to explain the possible variations in macroeconomic 
variables, especially the exchange rate and the interest rate due to the central bank intervention. 
Since the monetary policy reaction function itself includes foreign interest rates, it would be 
helpful in explaining the UIP hypothesis as well as its deviation. The rationale of monetary 
policy reaction function will be described in the next section of the paper. 
 
6.2.2. Monetary Policy Reaction Function and the UIP 
 
According to McCallum (1994), monetary policy reaction function can be explained together 
with the UIP hypothesis as well as the assumption of rational expectation. Thus it can be 
explained as follows. 
 
tttt
s
t rssr    11)(       (5) 
 
The above Eq. (5) can be converted into the following regression form. 
 
ttt
s
t rsr   10       (6) 
 
Where, s is the degree to which a central bank reacts to exchange rate, r implies the interest 
rate differential between domestic and abroad (of the countries considered in the study) which 
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represented by )(
*
t
d
t ii  in the previous section. , is representing the interest rate smoothing. 
This is measured using the lag operator of interest rate differentials given that ])([ 1 tt rrL . 
The term )( 1 tt ss implies the difference between current and past spot exchange rates. The 
notation,  represents the error term. 
 
6.3. Data and the Sources of Data 
 
Same as in the preceding chapter (Chapter 5), monthly data from January 1980 to December 
2012 is used for the investigation since it is said that monthly data is good for indicating 
volatilities in the market. Data on interest rates and exchange rates are collected from US 
financial market as it shares a close connection with the Sri Lankan financial market in terms of 
daily trade and financial transactions as well as direct and indirect capital flows. In addition, 
there are several dominant reasons for this study to choose US for the analysis to represent 
foreign financial market. First is the importance of the US economy to the world economy and 
the position of US dollar in the world currency market. The central bank of Sri Lanka (as well 
as other international central banks) held its de-facto reserve currency in US dollars, which 
means that most of the commodities are priced and traded in the international market in US 
dollars (CBSL 2011). Therefore, external value of Sri Lankan rupee in terms of US dollar is 
highly significant compared to other foreign currencies. On the other hand, considering the size 
of international spillover effect of industrial countries, US shocks generate significant spillover 
effect compared to Euro zone and Japan (Bayoumie and Swiston 2007). According to the 
aforementioned literature, among those spillover effects, US financial effects tend to dominate 
the international spillovers. Another important fact is, for many years the US has been Sri 
Lanka’s largest buyer of Sri Lankan exports which accounts for 22.6 per cent of total Sri Lankan 
exports.
55
 Moreover, the US has also been buying more than 60 percent of Sri Lankan apparels 
that utilizes more than 20 percent of country’s labor force. Although the trade statistics are low 
on average comparing to other countries trade with the US, the prominent role that US dollar 
plays in Sri Lanka’s trade and other related financial transactions are most noteworthy. Since, 
the movement of US dollar largely represents the behavior of US economy; studying its 
behavior and its impact to the Sri Lankan economy would be important for the economic 
decision-making process.  
 
In addition to the dollar-Rupee exchange rate, interbank call loan rates i. e. Sri Lankan interbank 
                                                   
55 UK (9.8%), India (6.4%), while India is the main import partner of Sri Lanka which accounts 21.3 % of total 
imports (CBSL 2012).  
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offer rate and federal fund effective rate with three months maturity period are used as short 
term interest rates including both domestic and foreign markets. It should be noted here that 
interest rate differentials are obtained by taking the difference between domestic and foreign 
interbank call loan rates. LKR/USD rate is used to represent exchange rates between US and Sri 
Lanka and it is given by natural logarithms.   
 
Data is collected from various publications including monthly bulletins of the Central Bank of 
Sri Lanka, as well as Federal Reserve website. In addition, internet sources like 
www.indexmundi.com, www.gocurrency.com, and Bloomberg are used. 
 
6.4. Results and Discussions 
 
6.4.1. Ordinary Least Square (OLS) Estimation 
 
For the regression analysis, ordinary least square (OLS) method is very popular estimation 
method due to its attractive and powerful statistical properties. Since, it provides a single point 
value of each estimator rather than a range of possible values (as provides in interval estimation), 
they can be considered as unbiased estimators. Thus, OLS estimations named as BLUE 
referring best linear unbiased estimation. Considering the above benefits and features of OLS 
regression, the study is employed it as the main estimation technique to analyze the impact of 
policy reaction on forex market in Sri Lanka. It is given that in order to utilize the OLS method, 
all the variables should be stationary at their levels. As shown in Chapter 4 in this study, the 
modified ADF test has shown that all variables are stationary at their levels after inclusion of the 
structural breaks. Thus, the problem of stationarity is not an issue to employ the OLS method 
for this analysis.
56
  
 
In this respect, the equation (6) is tested to check whether the monetary authority of Sri Lanka 
influence interest rates and exchange rates changes. The results of the OLS estimation are 
shown in Table 3. 
 
 
 
 
 
 
                                                   
56 Please refer Chapter 4 to check the stationarity nature of all variables utilized for the analysis. 
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Table 6.1 – Results of the Monetary Reaction Function 
Terms SL vs. US 
Intercept () 
(standard error in parenthesis) 
0.4806**  
(0.6633) 
s 
(standard error in parenthesis) 
0.0558 
(0.1063) 
  
(standard error in parenthesis) 
0.9504** 
(0.0149) 
R
2 0.91 
Residual Normality  
(Kurtosis in parenthesis) 
0.69 
(39.95) 
(Source: Author’s own statistical output) 
     Note 1: *** indicates the level of significance of rejecting the null hypothesis of zero coefficients at 5%.   
 
Considering the OLS test results in Table 3, it shows that the value of coefficient of s is 
insignificant and the value of  are significant and 0.95. As mentioned in Section (2.3), s 
measures the degree to which a central bank reacts to exchange rate changes and  measures 
interest rate smoothing. According to McCallum (1994) the value of coefficients, 2.0s and
8.0 . Since the results of the present analysis show that the value of the coefficient of s is 
insignificant (also it is below the value of than McCallum’s finding), this implies that central 
bank does not show direct reaction to the exchange rate. 
 
Test Results emphasized the central bank practices of interest rate smoothing rather than direct 
intervention to the forex market. At this point, it has a validation to the Sri Lankan setting. 
Several reasons can be given in this regard. First, the Sri Lankan central bank is operating under 
a monetary targeting framework where interest rate is an important policy consideration. Second, 
the amount of external debt in Sri Lanka is quite large and therefore the central bank has to 
avoid large swings of interest rate as they can lead to destabilize the entire financial and 
exchange markets.
57
 Third, generally if the central bank uses interest rate as the main policy 
tool, the external shocks change the responsiveness of other economic variables to interest rate 
changes. In this setting, responding to interest rate changes would be more beneficial than 
responding directly to exchange rates. Besides, the theoretical viewpoint on this regard is also 
noteworthy. Since the private agents in financial markets are forward looking, small movement 
in the interest rate which are expected to persist is more effective than trying to make large 
                                                   
57 The total external debt in Sri Lanka was US$11.05 billion in 2006 and US$22. 81billion at the end of 2012 (CBSL 
2012) 
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changes in another market (cited in Srour 2001). In this setting, policy makers may also 
effective as they have been committed for the interest rate smoothing policy over a long period 
of time. Therefore, the central bank preference on interest rate smoothing over exchange market 
intervention is quite clear.  
 
The overall results seem to be consistent with other similar studies of Christensen (2000) and 
Ferrerira (2004)
58
. The results can be further explained considering the situation in each case. 
Thus, Eq. (6) can be expressed for US case as follows: 
 
𝑟?̂? = 0.4806 + 0.0558∆?̂?𝑡 + 𝑜. 9504?̂?𝑡−1     (14) 
s.e  (0.1063)  (0.0149)  (0.6633)     
Note: s.e represents the standard error of the coefficients and it is given in the parenthesis. 
 
The above case explains the monetary policy reaction of the central bank when there is 
fluctuation in domestic interest rates due to the fluctuations in US interest rates. In this case, the 
central bank alters (increase) the domestic interest rate by point 0.95 (or 95 per cent). Although 
this is a policy reaction, this can lead to many changes in the money market as well as in the 
foreign exchange market. Increase in the interest rate may change the investors’ decision 
regarding obtaining loans from the overnight market. Therefore, when the demand for overnight 
loans decreases, it indirectly reduces the demand for dollar denominated assets since investors 
face uncertainties about the prevailing market conditions as naturally investors are risk averse. 
Hence, the dollar exchange rate appreciates due to low demand in the dollar exchange market. 
This condition explains the failure of the UIP relationship. Therefore, central bank intervention 
in money market can cause the deviation of interest rate parity in general and UIP in particular 
(Ferreira 2004).  
 
Drawing attention towards the normality assumption of the residuals as a diagnostic test for the 
validity of the obtained OLS result, they have shown the problem of Kurtosis. However it does 
not affect for the distribution since it does not have huge variations from the normality. The 
overall significance of the test therefore seems good and it is above 90 per cent indicating that 
sample regression well fit with the data. 
 
 
                                                   
58 In Christensen (2000),  is significant and it lies between 0.96 and 0.98. In Ferrerira (2004), it is in between 0.75 
and 1.00 (see Ferrerira 2004 for further reference). Similar to the present paper, both these studies have failed to 
prove the significance on the degree of central bank influence on exchange rate which proves the central bank 
preference on interest rate smoothing. 
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6.5. Concluding Remarks 
 
The aim of this chapter was to achieve the second objective of the thesis which is set to explore 
the influence of monetary authority on the foreign exchange market in Sri Lanka. The 
fundamental theory utilized here is the uncovered interest rate parity (UIP) framework in which 
it developed an empirically testable model to capture the monetary policy reaction of the central 
bank. The monetary policy reaction function emphasized the central bank policy reactions 
against the volatility of money and exchange rate markets in the country. Time period utilized 
here was from 1980 to 2012 covering the entire post liberalization period which creates 
dynamics in the international trade and the country’s economic structure. US, is chosen as 
foreign counterpart considering its position in the world economy and its importance for the Sri 
Lankan economy. In order to obtain the interest rate differentials federal fund effective rate 
together with the Sri Lankan interbank offer rate is used. In addition, Sri Lanka/US bilateral 
exchange rate (LKR/USD) is utilized to represent the exchange rate and it is defined as the 
domestic value of foreign currency.       
 
The OLS estimation technique was utilized for the estimation of the model. The overall test 
results reveal that the interest rate policy reactions of the central bank have a significant effect 
on foreign exchange market in Sri Lanka. In other words, the central bank conducts interest rate 
smoothing practice to avoid adverse impact of forex market fluctuations, rather than directly 
controlling the exchange rate. This on the other hand affects the deviation of the UIP. Hence, the 
UIP cannot be seen in the Sri Lankan setting. Such conditions may lead to create an arbitrary 
condition in the money market and change the equilibrium market condition in the long run. At 
present the Sri Lankan central bank is operating under a monetary targeting framework which is 
aiming at controlling the money supply. At this point the interest rate is their main tool and they 
can use it at any time against any circumstances in money market which creates uncertainties. 
Since uncertainty creates risk this is against the UIP presumption of risk neutrality. Although the 
results did not support the idea of exchange rate smoothing as shown in other empirical studies, 
money market risk and uncertainties may directly or indirectly affect the foreign exchange 
market as well. Thus, it can be said that the policy reactions of the central bank may violate 
interest parity relationships. Considering the free float exchange rate system in Sri Lanka, the 
above findings seems accurate as the central bank does not control the exchange rate and it 
allows to freely float. Therefore, whatever the actions that it takes to maintain the stability of the 
market, it uses its interest rate policy rather than direct intervention in exchange rate controlling. 
It must also be taken into consideration that this may be due to the limitations of the utilized 
model as this study used only the monetary policy reaction function. If it included other policy 
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reaction functions in the analysis, it might bring different predictions about the influence of 
government policies on domestic financial market behavior.  
 
Annex 1 
Robustness Check (For Chapter 5/6) 
 
1. Introduction 
 
It is quite clear that the main analytical counterparts of this study are illustrated in Chapter 5 and 
6 in which it tries to achieve the main objectives of the study. Both chapters addressed the 
important research issues related to Sri Lanka and the empirical tests provided seemingly 
acceptable results. Notwithstanding the results are acceptable, it is important to test their 
robustness as it is a necessary requirement for the confirmation of results for coherent 
conclusions.  
 
In the process of robustness checking, some studies have adopted different time frequency for 
the same data set i. e. for monthly data they have replaced quarterly or annual data. Also they 
have employed the same estimation technique as well. In contrast, some studies have used the 
split sub samples of the same data sample and estimate them separately. Moreover, introduction 
of dummy variables into the system can also be seen in the literature. All in all, they have been 
testing the seasonality effects of variables and check whether the seasonality is constant across 
time and variables. In this way, if the estimation results do not bring significant difference from 
the initial analysis, the results are assumed to be robust.  
 
The widely utilized method for the robustness check in the literature is Stepwise Chow Test 
introduced by Chow (1960). The test is common for time series data which examines the 
presence of structural breaks in the given sample. Through the test, it measures whether the 
independent variables have different impact on the sub groups of the same population. 
 
2. Analytical Method 
 
For the robustness check of the two empirical test results of this study, it is utilized the sub 
sample method as it is said that inclusion of dummy variables sometimes lead to create 
non-normality problems in the residuals and hence make the model unreliable. As explained 
above, the split sampling method given that same sample first undergone to the Chow 
breakpoint test and thereby find whether the data set experiences a structural break in a given 
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year. If it confirms the existence of structural break in that specific year (or if the F statistics in 
the main sample fails to reject the null hypothesis of structural stability), then spit the sample 
from that year and separate sub samples before and after the specific year and test the separate 
samples. This can be explained using the following equation forms. Suppose that the main 
sample is explained as follows: 
 
𝑦𝑡 = 𝛼 + 𝛽𝑥1𝑡 + 𝛾𝑥2𝑡 + 𝜀𝑡               (1) 
 
The above can be spits into two samples as:  
𝑦1𝑡 = 𝛼1 + 𝛽1𝑥1𝑡 + 𝛾1𝑥2𝑡 + 𝜀1𝑡            (2) 
 
𝑦2𝑡 = 𝛼2 + 𝛽2𝑥1𝑡 + 𝛾2𝑥2𝑡 + 𝜀2𝑡            (3) 
 
The formula of Chow test can be given as follows: 
 
F =
𝑅𝑆𝑆𝑐−(𝑅𝑆𝑆1+𝑅𝑆𝑆2)/𝑘
𝑅𝑆𝑆1+
𝑅𝑆𝑆2
𝑛−2𝑘
                    (4) 
 
Where, RSSc refers to the residual sum of square of the complete sample and RSS1 and RSS2 
are the residual sum of squares of pre-break and post break sub samples respectively. n 
represents the sample size (number of observations) and k is the number of parameters in the 
sample.  
 
3. Robustness of the Results in VAR (Chapter 5) 
 
As shown in Chapter 4, there are several landmarks can be found in the Sri Lankan economic 
history, especially 1989, 1992, 1994, 2001, that are brought significant influence to the 
country’s economy. Unlike in OLS regression, conducting Chow test in VAR is quite 
complicated because it consists of systems of equations. Thus, the VAR results first converted 
into a system and then estimated the system. At the end, it separated the each equation and 
tested them for coefficient stability by using the Wald coefficient stability test. The test results 
revealed that coefficient are stable and thereby check for the model stability. The Chow 
breakpoint test indicated the most significant year for structural break as 1994 while other years 
have shown less significance. In the year 1994, the F statistic reject the null hypothesis, 
indication that F = 9.55 (given in Table*) which is greater than the given F value that is 
assumed to be significant at {F (3,390(α)) = 2.6}. Therefore, the study is assumed that data in the 
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sample are influenced by the structural breaks in 1994.  
 
Table*- Computed F statistic for Chow Breakpoint Test 
F-statistic 9.554435 Prob. F(5,386) 0.0000 
Log likelihood ratio 46.20611 Prob. Chi-Square(5) 0.0000 
(Source: Author’s own Statistical Output) 
 
In accordance with the test results, the sample is separated in to two parts, from 1980 to 1994 
and from 1995 to 2012 and retested as sub samples. After conducting the VAR test for the 
sub-sample (1980 to 1994), the results of the impulse response functions have revealed that 
movement of output due to change in monetary and fiscal variables do not vary much with the 
movements shown in the complete sample (refer to Figure *). Comparing the sub sample results 
with the complete sample results, monetary variables exhibit the same pattern showing marginal 
positive link between m1 and output where the government expenditure is positively 
contributing in the long term despite the fluctuation nature in the beginning.  
 
Output response to exchange rate on the other hand, demonstrates the same declining pattern as 
in the complete sample initially, however; it indicates some improvements in the middle of the 
given time frame and again the declining trend over time. Output response of wages also 
demonstrates the same insignificance response initially where it indicates some rising trend over 
time.  
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        Figure *: Impulse responses of Output due to dynamics in the 
 macroeconomic variables (between 1980-1994) 
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Results of the second sub sample also provided that the responses of output due to dynamics in 
various macroeconomic variables in the sample including monetary and fiscal policy variables 
exhibit a similar pattern to the complete sample. In addition, output response to all the other 
macroeconomic variables in the second sub sample take the same pattern as in the complete 
sample albeit some small changes in the size.  
 
In this respect, the most important thing to note here is the results of both of the sub samples in 
VAR estimation are provided seemingly similar results as in the complete sample. This proves 
the robustness of the estimation. They indicated that even though the structural breaks exist, 
they did not affect considerably to the change in the output owing to the changes in other 
macroeconomic variables. 
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Figure **: Impulse responses of Output due to dynamics in the 
 macroeconomic variables (between 1995-2012) 
 
4. Robustness of the Results in OLS (Chapter 6) 
 
Unlike in VAR, conducting Chow test in OLS is easy. It can be directly tested after running the 
regression through the coefficient stability test. As previously noted, even though there are 
several years of structural breaks, Chow break point test indicated that only the year 1994, the F 
statistics of the test reject the null hypothesis of ‘no structural breaks at specific break point’. As 
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shown in the following table, obtained test statistic is F = 2.7346, which is greater than the 
given F value that is assumed to be significant at {F (3,390(α)) = 2.6}.    
 
Table 
2
*- Computed Test Statistics of Chow Breakpoint Test 
F-statistic 2.734661  Prob. F(3,390) 0.0434 
Log likelihood ratio 8.243793  Prob. Chi-Square(3) 0.0412 
Wald Statistic 8.203984  Prob. Chi-Square(3) 0.0420 
(Source: Author’s own Statistical Output) 
 
Therefore, it is assumed that in 1994 structural adjustments in the country had an influence on 
the stability of the model. Hence, the model is retested by splitting the entire dataset into two 
parts i.e. from 1980 to 1994 taking as a pre break era and from 1995 to 2012 as a post break era. 
Results of the two tests are given in Table
2
**. The results reveal that albeit the value of the 
coefficients are different from the complete sample coefficient values, there significance 
remains as the same where the coefficient of interest rate smoothing is significant and exchange 
rate smoothing is insignificant. Thus, the results of the complete sample are assumed to be 
robust. 
 
Table
2**
- Results of the OLS Test 
Terms Pre- break era Post-break era 
Intercept () 
(standard error in parenthesis) 
0.3415**  
(0.16) 
0.9771** 
(0.3239) 
s 
(standard error in parenthesis) 
1.2422* 
(0.0633) 
0.0598 
(0.1300) 
  
(standard error in parenthesis) 
0.9799** 
(0.0128) 
0.8984** 
(0.2923) 
R
2 0.97 0.81 
Residual Normality  
(Kurtosis in parenthesis) 
1.10 
(13.7) 
1.01 
(31.07) 
(source: Author’s own statistical Output) 
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Chapter 7 
 
Summary and Conclusions 
 
7.1. Introduction 
 
The prime purpose of this study was to find the monetary and fiscal policy interaction in Sri 
Lanka and their macroeconomic outcomes. Based on that, two main empirically testable 
objectives were formed considering the theoretical value and socio-economic background of the 
country. In this respect, the first objective was set to evaluate monetary and fiscal interaction in 
Sri Lanka while observing the relative potentials of monetary policy (m1 money supply) and 
fiscal policy (government expenditure) in enhancing output and other macroeconomic 
counterparts of the country. Second objective was set to identify the extent to which the 
monetary policy reaction (central bank policy actions) minimizes the adverse impact coming 
from volatilities in the foreign exchange market. The time period covered in the entire study was 
from 1980 to 2012 taking the time after the introduction of economic and financial reforms to 
the country in 1977. The time before the liberalization did not utilize here since the study was 
not on the objective of comparing two economic regimes. Further it should be noted here that 
the study did not distinguish any political regimes or exchange rate regimes for analytical 
purpose separately. Instead, it carries several comprehensive explanations about each political 
and exchange rate regimes in Sri Lanka and their impact to the country’s economy to the 
present. 
 
Both theoretical and empirical literature related to monetary economics as well as country 
specific studies related to Sri Lanka have been referred in order to extract the suitable 
econometric model for the empirical analysis. Based on each objective, several empirical tests 
were conducted. First, the comprehensive stationarity test was carried out in order to check the 
presence of unit root in the variables and to identify possible structural breaks in the utilized 
sample. Second a vector auto-regression framework based analysis and Granger causality test 
were done to achieve the first objective which is assumed to be important for the study. As for 
the second objective, the study’s choice was ordinary least square estimation, in which it tested 
the central bank intervention in foreign exchange market in Sri Lanka. Besides, several 
hypotheses were also formed in the form of null hypotheses for the testing procedure which is 
required in achieving the objectives.  
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The study is quite unique in comparison to the other country related studies as it has explored 
several research areas that are previously untouched. First, it has uncovered the reason behind 
the less effectiveness of monetary policy in enhancing the output by analyzing the relative 
effectiveness of both monetary and fiscal policy where it found the higher level of fiscal 
dominance in the country. Second, it has shown the capacity of narrow money supply in 
boosting the country’s output together with the fiscal policy if the policy stances are properly 
implemented. Third, it has assessed the policy effectiveness using aggregate demand/ supply 
model which is not previously utilized in studies related to Sri Lanka. Finally, it has confirmed 
the suitability of monetary/fiscal harmonization strategy which is planning to implement in the 
country and its relative potentials in uplifting the country’s economy. Counting the 
aforementioned uniqueness, it provides originality for the present study which helps to fill some 
of the existing research gaps in the Sri Lankan context. 
 
7.2. Summary of the thesis    
 
The study has begun with a clear introduction about both monetary and fiscal policy and debates 
around them based on their practical validity. The introduction has elaborated the discussion on 
monetary policy in general illustrating the situations of its success as well as its failure 
comparing the practical world circumstances. In addition, it has explained the possible but 
controversial reasons that are given by the renowned economic ideologists around the world. It 
has also discussed the importance of conducting policy analysis in the Sri Lankan setting and 
has demonstrated the purpose of the study by explaining the targeted objectives that the study 
wishes to achieve through the main analyses.  
 
The second chapter of the study has completely devoted to explain the socio-economic 
background in Sri Lanka, the operations of monetary and fiscal policy, structure of the central 
banks and its targets and policy instruments. In addition, it has illustrated macroeconomic 
condition in Sri Lanka describing different political regimes, exchange rate regimes and policy 
achievements and their impacts since 1980 covering the period after the introduction of 
financial liberalization to the country in 1977. Owing to the descriptive analysis done in this 
chapter, the study was able to identify that CBSL is operating under a semi-autonomous 
environment targeting the money supply to achieve price stability of the country. Due to the 
management in supervision activities, it was able to overcome adverse impacts coming from 
global market most of the time including the time of global financial crisis. Investigating the 
behavior of money supply, output and inflation, it has recognized that money does not play as a 
primary instrument of monetary policy and Sri Lanka has a quite low GDP growth with the 
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pattern of stagnant and a quite high rate of inflation. Through this chapter it has identified that 
not only the domestic factor, but also international factors are affecting to high inflation in Sri 
Lanka as the country heavily depends on imported consumer goods. Further it has revealed that 
low level of GDP on the other hand is due to the insufficiency of money and underutilized 
resources, low investments and lack of skilled workforce. In addition, BOP problems and high 
current account deficit are also responsible in this regard. It has provided that owing to the fact 
that Sri Lanka still depends largely on primary exports, their earning is not enough to cover the 
import expenditure. Investigating the fiscal policy stance of the country, it could be identified 
that country’s tax structure is weak and inefficient. Thus, revenue collection is low and domestic 
debt is high and it seems putting heavy burdens on the economy. On the other hand, it has 
revealed that due to the government utilization of domestic banking sources for deficit financing, 
the ability of money supply in contributing to the output is very limited. As a whole, the chapter 
has provided the fact that the extent to which CBSL maintains its independence is limited and 
the fiscal policy seems dominating monetary policy for achieving its desired targets.  
 
To form a profound theoretical basis and to construct sound empirical models, the study is given 
a comprehensive review of the previous theoretical and empirical studies using the third chapter 
of the thesis. The chapter is separated into several sub sections under different topics to make 
the explanations easier for the readers. A rigorous theoretical explanation on the link between 
money supply, prices, output and exchange rate is given in the first section including all the 
debates found in monetary economic literature. It has recognized that numerous ideologies had 
been presented in the literature which has contributed to the development of the monetary 
economy. The other interesting finding there was that even though they exposed different sets of 
thoughts, a careful observation provided that they all are interconnect with each other at some 
point thus, each of the ideology has an influence on each other. In this respect, the study has 
identified that all the theories in monetary economics have been evolving over time and are 
based on a common economic belief. The same fact had been identified through the review 
process of the theoretical models in the literature. Investigating the empirical evidence so far, 
the study has found that some of the empirical findings go against the underline theories while 
some of them provide similar results. The foremost reasons for the aforementioned fact are 
country specific socio-economic characteristics and levels of development. However, through 
this literature survey, the study was able to identify the meanings of each conceptual counterpart 
and the extent to which each policy stance is utilized around the world so far. In addition it is 
used as a supporter to reshape the objectives which the study set at the beginning. Further, the 
survey helped to identify the aggregate demand and supply (AD-AS) framework as the most 
suitable method to achieved desired objectives of this study. 
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The fourth chapter brought a discussion about unit root that exists in most financial time series 
which may lead for wrongful inferences. The test was done in two steps in which the first step 
focused on the traditional unit root testing using three alternative tests namely ADF, PP and 
KPSS. After obtaining the results, they have emphasized that some variables {output-(ry)} in the 
sample are stationary (no unit roots), but some of others are non-stationary {money supply-(m1), 
Government expenditure-(g), Exchange rate-(er), interest rate differential-(r), lag value of 
interest rate differential-(r-1)}. In this setting, the study proceeded to the second step of the test 
assuming that structural changes of the country might be the cause for the presence of unit root. 
Based on the assumption, it has employed the innovational outlier (IO) method introduced by 
Lumsdaine and Papell (1997) which is assumed to be the best method for true data generating 
process with structural breaks. After conducting the test, it has recognized that non- stationary 
variable in the traditional unit root test results became stationary afterwards. In this way, the 
study was able to deal with the problems associated with non- stationary variables in both VAR 
and OLS analyses. 
 
The fifth chapter is used for the empirical analysis in which the study tries to achieve the first 
desired objective. The AD-AS framework is utilized for the model construction and the 
estimation is mainly done using the vector auto-regression method. The dynamics behavior of 
both monetary and fiscal policy and their impact on other non-policy variables were observed 
through the impulse response analysis and variance decomposition analysis. Although certain 
situations, the analysis provided quite contradictory results, in most cases both analyses gave 
similar results. However, due to the presence of some dissimilarities of results, Granger 
causality test is also utilized for further confirmation of the validity of the results obtained by 
impulse response analysis and variance decomposition test. Finally, the conclusions were made 
based on most accurate results comparing the results of all three estimations. The results 
confirmed the fiscal dominance of the country. 
 
The sixth chapter is dedicated to identify possible central bank reactions to forward looking 
behavior of the private sector in the foreign exchange market. For this analysis, the model is 
constructed based on uncovered interest rate parity theory and from that theory the study 
derived a central bank policy reaction function to identify the central bank innovations to the 
dynamics of foreign exchange market. To estimate the model ordinary least square (OLS) 
estimation technique is utilized. Based on the results of the OLS estimation, it has identified that 
central bank of Sri Lanka gradually reacts to the dynamics in the foreign exchange market and 
tries to eliminate the adverse consequences smoothly through the interest rate. In this respect, 
central bank’s interest rate policy is appeared as the main policy choice that CBSL has used for 
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the intervention in the foreign exchange market so far. At the end of the chapter, a robustness 
test is carried out using Chow Test to confirm the accuracy of the results of both estimations. 
 
7.3. Conclusions 
 
As described in the preceding section, Vector auto-regression (VAR) estimation is utilized as the 
main estimation technique to achieve the first objective of the study and the impressions about 
the behavior of both policy and non-policy variables gained through the results of the impulse 
response functions, variance decompositions and Granger causality test. The results of the 
impulse response function have revealed that the overall effect of monetary aggregates on 
output is quite low in Sri Lanka, indicating that output receives a marginal positive influence 
from m1 money supply. However, the monetary response due to output innovations shows 
positive trend all the time indicating that output causes money growth in the Sri Lankan setting. 
Results of the variance decomposition have also confirmed the above findings, but he granger 
causality results did not support any of the above. Hence, the first null hypothesis which 
emphasized the inability of money supply to contribute output is not rejected.  
 
The effect of money supply on government expenditure on the other hand seems significant. 
The obtained results have demonstrated m1 money supply and government expenditure have a 
co-movement implying a policy complement. Variance decomposition and granger causality 
results have also established the aforementioned situation, revealing a one-way causality runs 
from money supply to government expenditure. According to the literature complimentary 
hypothesis seems favorable for economic growth rather than stability. In this respect, the results 
have confirmed that money supply supports government expenditure which is practically valid 
in the Sri Lankan context. It is shown in the study that Sri Lankan is a fiscal dominant country 
where fiscal policy absorbs the most part of the money supply. Owing to the fact it seems that 
output effect of money supply is very marginal and the inferior output effect of money supply is 
due to the fiscal dominance. This emphasized the need of a proper coordination of both policy 
stances in the Sri Lankan setting. 
  
Considering the output effect of government expenditure, the results revealed that it brings 
considerable positive impact on output and the effect seems persistent according to the impulse 
responses. Further the results suggested that positive output effect of government expenditure 
mostly comes from supply side sources in Sri Lanka and therefore, the study suggested to 
increase the public spending on infrastructure to encourage the production sector. On the other 
hand, results have indicated that output enhancement is also affecting government expenditure 
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positively. This implies that output and fiscal policy variables move closely to each other 
compared to the link between monetary policy variables and output. Both variance 
decomposition and granger causality test results have also confirmed the findings and hence the 
third null hypothesis is rejected demonstrating the interrelationship between government 
expenditure and output in Sri Lanka. 
 
The results of the output effect of other macroeconomic variables except fiscal and monetary 
policy variables have provided some controversial results. First, they have demonstrated that the 
output effect of wages is countercyclical in Sri Lanka validating the assumption of sticky wages 
and labor market disputes adversely affect output in the short-term. The effect of exchange rate 
on output instead shows a positive sign but cyclical nature. Comparing the results with the 
practical situation in Sri Lanka, it is quite true since the exchange rate uses as an instrument to 
handle inflation due to heavy budget deficit. Therefore, it cannot be used as a tool for enhancing 
the external competitiveness which is assumed to be benefited to the country’s economic growth. 
Monetary and fiscal policy influences over other variables have also provided mixed results. 
Exchange rate has shown depreciation after the initial appreciation due to expansionary 
monetary policy, while it indicated permanent appreciation due to the expansionary fiscal policy. 
Wages on the other hand have demonstrated a positive trend due to expansionary effect of 
output and money supply. Nonetheless, it has shown a cyclical nature due to the innovations in 
government expenditure. On the other hand, the link between exchange rate and wages has 
confirmed through the results indicating that exchange rate has a considerable influence on 
wages in Sri Lanka. 
 
Since it has shown a fiscal dominance in the Sri Lankan setting, the behavior of output, money, 
wages and exchange rate can be considered as reasonable. Considering the money supply, one 
of the previous chapters has shown that a large part of money supply goes for deficit financing 
of the government. This is further confirmed through the results of the analysis. The overall 
results have shown the inability of monetary policy to play its role properly as the money supply 
is inadequate for smooth running of the economy as well as the foreign exchange market. If 
someone thinks carefully about this situation, he/she may identify that fiscal policy plays a 
bigger role behind all these circumstances. Especially the government borrowings for deficit 
financing critically affect the country’s economic performances. Not only it reduces the 
efficiency of monetary policy in uplifting the output, but it also minimizes the ability of 
exchange rate for bringing the adequate competitiveness in the foreign exchange market in Sri 
Lanka. It is true that government spending is necessary for better economic performance of the 
country; however, government should formulate fiscal policy which can gain more revenue in 
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order to cover its expenditure. In this respect, reforming tax structure is necessary in the Sri 
Lankan context. As far as concerned, tax revenue is not sufficient to cover the public spending 
of Sri Lanka. It is said that direct tax should be the main revenue source of the government 
which helps for income redistribution at the other end. Nonetheless, within the Sri Lankan tax 
structure, indirect tax is the main revenue source which is insufficient and puts more burdens on 
the poor. As long as this system exists, the government cannot gain sufficient revenue to cover 
its expenditure. Thus policy priorities should be given to increase the direct tax revenue by 
levying reasonable tax from the rich and the business counterparts. This will help to     
reduce government debt burden and as well as the burdens of the poor through proper income 
distribution.  
 
All in all, the first main analysis regarding the impact of monetary/fiscal interaction of Sri 
Lanka has revealed that fiscal policy plays a dominant role in the country where monetary 
policy plays a supportive role to the fiscal policy. Owing to the fact, the true effectiveness of 
monetary policy in enhancing the output seems weak in the country. However, results suggested 
that if authorities want to enhance the output, a better coordination between monetary and fiscal 
policy is needed. As shown by the results, government expenditure and m1 money supply act as 
complements, which is on the other hand a good sign for output growth.  
 
The second empirical analysis is targeted to find the central bank reaction to foreign exchange 
market dynamics through the ordinary least square (OLS) estimation. For the analysis, it has 
utilized the interest rate and exchange rate differentials of both domestic and foreign markets as 
it was tested based on the uncovered interest parity theory. The results of the estimation have 
revealed that Sri Lankan central bank is engaging in interest rate smoothing in order to 
minimize the adverse economic consequences coming from the exchange rate fluctuations. 
Since the study only focused on rupee/dollar exchange rate as dollar is the leading currency in 
the foreign exchange market, only the impact of dollar dynamics could be tested. However the 
results have shown that fluctuations in dollar significantly affect to the country’s economy. As 
shown in previous chapters, due to domestic monetary and fiscal policy shocks, exchange rate 
with larger swings (for an example a yearlong appreciation or depreciation) bringing adverse 
trade benefits which ultimately lead to create BOP problems. Thus, central bank uses its interest 
rate policy to minimize the negative consequences. The results further revealed that central bank 
does not directly influence to the exchange rate besides, its tries to minimize the adverse 
consequences fundamentally via setting up of interest rate, in which they gradually raise the 
interest rate until the imbalance disappears from the foreign exchange market. Thus, the practice 
of lean against the wind which the central bank engages in has proven through the analysis. 
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Considering the practical situation in Sri Lanka, the obtained results is trustworthy as the central 
bank adopted the free float exchange rate system in 2001 in which it has minimized the direct 
intervention to foreign exchange rate market. Up until 2001, the country was experienced a 
managed-float exchange rate system in which the central bank controls the movement of the 
domestic currency up to some extent. However, during that time also interest rate was the main 
priority of the central bank in handling of foreign exchange market behavior. This emphasized 
the policy priority of the central bank indicating that interest rate policy is prioritized than that 
of other policy alternatives where necessary. As a developing country prioritizing of interest rate 
is most beneficial for Sri Lanka than engage in direct controlling of domestic currency. Since 
the free float system is now well-established in the country, controlling exchange rate is quite 
difficult task as its movements depend on the behavior of powerful international currencies. In 
this respect, domestic interest rate can play a better role regarding the flow of foreign 
investments and thereby manage the inflow and the outflow of foreign investment capital. 
 
When examines the results and the conclusions that have drawn from the results, many areas are 
appeared to be needed further reforms. Therefore, the later section of this chapter provides some 
suggestions which are assumed to be important for policy makers to consider during the policy 
making process. These suggestions may help to understand the inadequacy of policy tools, the 
areas which the policy makers should prioritize and the best possible alternative policy option 
that should implement in order to achieve the economic growth and stability in the country. 
 
7.4. Policy Recommendation  
 
The results of the analysis of the interaction of monetary and fiscal policy in the Sri Lanka have 
provided that fiscal policy influence surpasses the influence of monetary policy in the country 
creating a certain fiscal dominance. However, it revealed that monetary policy also plays a 
considerable role in helping the economy by accommodating the fiscal expenses, which on the 
other hand limits the contribution of monetary policy to the level of output of the country. In this 
respect, the important policy suggestion can be given here is to revise the fiscal policy stance; 
especially the revenue structure in Sri Lanka since the revenue system at present is not sufficient 
for coving the government expenditure. Owing to the fact, a larger portion of the money supply 
goes for financing the government deficit, which adversely affects for price level, output level 
and the standard of living of the people of the country. Therefore, steps should be taken to revise 
the tax structure of the country in a way that the proportion of direct tax surpasses the 
proportion of indirect tax. This would be the best way of achieving a desired output growth with 
a sustainable income distribution which benefits the poor.  
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Second, it is ideal to suggest restoring financial intermediation of banks to encourage private 
sector. In this setting, both central bank and the government have a considerable role to play. 
First, government should increase its expenditure to develop necessary infrastructural facilities 
to attract the private sector investors. Government should reallocate its resources from less 
needed sectors to well-functioning sectors. Currently Sri Lankan government is operating this 
system however; the future impact of the present program will not be pleasant as it increases the 
spending on road and railways by cutting the spending on education and healthcare. Since sound 
education and healthcare systems are necessary requirements for economic growth and stability, 
government should revise its current resource reallocation process paying much more attention 
to those two sectors in the country. On the other hand, central bank should take actions to 
restore the monetary policy actions; especially the intermediate function of the commercial bank 
to facilitate private sector investments. In this respect, interest rate and credit adjustments 
should be done to attract the both local and foreign investments. On the other hand, it is 
beneficial if the Sri Lankan central bank should take necessary steps for inflation targeting 
rather than monetary targeting as some of previous empirical studies have shown that in order to 
reap the maximum benefit of policy mix approach inflation targeting would be ideal. 
 
Third, it is said that to achieve the desirable growth and stabilization targets, a well-functioning 
capital market is also needed along with the efficient money market. Sri Lankan capital market 
is still at a premature state that requires an urgent restructuring. Therefore, policy priority should 
be given to the development of capital market as asset prices can bring greater benefits to the 
economy. Same as the exchange rate, other assets prices also have equal importance in the 
economy and therefore revising policy formulation considering their movements should also be 
noteworthy. On the other hand, exchange rate policies should also revise focusing more on their 
desired target of increasing trade competitiveness rather than using them as a tool for inflation 
control. Even though it is beneficial to use exchange rate as an alternative instrument for 
controlling inflation, policy makers should understand the importance of foreign exchange for 
upgrading international trade. Since Sri Lanka is a small open economy with a heavy 
dependency of exports and imports, maintaining the value of domestic currency has a prime 
importance. In order to do that, focusing on its primary target is valuable under prevailing 
economic circumstances. 
 
Forth, through this study it reveals that dynamics in the wage rate does not bring significant 
impact to the country’s GDP. This warns that labor market regulations are inefficient and hence 
more attention should be given to the labor market development. It is said that for effective 
monetary policy, people’s consumption spending is important. Since the spending for 
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consumption depends on wages, efficient wage rate should be introduced to the public sector 
employees. Despite the fact that increasing the inflationary pressure due to wage increment, 
recent country specific studies have asserted that public sector can have a large influence on 
output in a developing country like Sri Lanka. Therefore, suggestion can be given to the 
responsible authorities to make necessary wage adjustments of public sector employees in 
accordance with the skills and the level of education so that, it would help to increase the 
contribution of public sector to country’s GDP in the future.  
 
Considering the entire policy structure which prevails in Sri Lanka at present, credits can be 
given for the policy harmonization as the best policy option where both monetary and fiscal 
policy focus on overall economic growth and stability by playing their role efficiently as it 
always requires an interdependency of macroeconomic policies to achieve a desired growth 
target. For all those things national planning and implementation procedure should be sharpened 
in the Sri Lankan context as it appeared to be weak in its performance. 
 
7.5. Direction for Future Research   
 
As mentioned earlier, this study is analyzed the monetary and fiscal policy interaction and its 
macroeconomic impact in Sri Lanka. In this respect, primary attempt is given to identify to what 
extent that money supply can help uplifting the country’s GDP. In addition, it assessed the role 
of fiscal policy in Sri Lankan economy in which the study found that certain fiscal dominance in 
Sri Lanka with an accommodative monetary policy. On the other hand, it examined the central 
bank reaction to the foreign exchange dynamics which is assumed to be adversely affected to 
the country’s economy. Findings in this setting have revealed that central bank uses interest rate 
policies to minimize exchange rate fluctuations. Besides, the study deals with several 
limitations.  
 
One of the main obstacles that study has faced is the data limitation which prevented the study 
clearly reaching to the point that it supposed to be when dealing with policy analysis. Especially, 
when conducting policy related analysis, information on country’s political system is highly 
important as politics plays a major role in the economy. Sri Lanka, in this regard is still far 
behind to those countries which have full socio-economic data set on regular basis. Due to the 
absence of data related to most of the macroeconomic variables in Sri Lanka including political 
counterparts, policy analyses are always appeared as incomplete. This study too deals with the 
same problem since the utilization of most suitable variables is scarce. In the future when the 
data becomes available with regular basis inclusion of all suitable variables would help in 
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capturing the exact output effect of macroeconomic dynamics. 
 
The other limitation is related to the analytical method of the study. According to the literature, 
it is said that structural VAR is the best modeling approach for analyzing policy related issues. 
Since the method allows imposing restrictions, it would be helpful to interpret the exact country 
specific economic circumstances through the model. On the other hand, adopting the error 
correction version of SVAR would be more beneficial as one can impose restrictions not only 
for the short term but also for the long term as well. Some studies have revealed that SVEC 
method provides more stable impulse responses than that of VAR and SVAR (Afandi 2005). 
Although some other economists opposed to the SVAR method, it is the most popular and 
widely employed method for policy analyses in the world at present. Therefore, it is assumed 
that the utilization of SVEC for future studies would provide more accurate results than the 
basic VAR results obtained in the present study. 
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APPENDIX- I 
 
1. List of Variables in the Samples (all Variables are monthly basis and in Natural 
Logarithms) 
 
Variable 
Name 
Description Source 
ry Real GDP( interpolated data from annual 
GDP) 
 
 
 www.statistics.gov.lk 
 Monthly Bulletins/annual 
reports of the Central 
Bank of Sri Lanka (CBSL) 
 Monthly Reports of the 
International Financial 
Statistics (IFS) –IMF 
 www.cbsl.lk 
 www.indexmundi.com  
  
m1 Narrow money supply (currency held by the 
public) 
g Total government expenditure- transfer 
payments 
er Nominal (rupee/dollar) exchange rate – 
explains in domestic value of foreign (US) 
currency  
w Wage rate f public servants 
r Nominal interest rate ( Sri Lanka interbank 
call money rate – SLIBOR, three months of 
maturity) 
r-1 Interest rate differentials (US federal Fund 
Rate - Domestic interbank call money rate), 
(Present value of domestic interbank rate- 
past value of domestic interbank rate) 
s Nominal rupee/dollar exchange rate – 
explains in domestic value of foreign (US) 
currency 
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2. Lag length Selection Test 
 
VAR Lag Order Selection Criteria 
Endogenous variables: Y M1 G ER W  
Exogenous variables: C  
Sample: 1980m01 2012m12 
Included observations: 390 
 Lag LogL LR FPE AIC SC HQ 
0  2215.210 NA   8.23e-12 -11.33441 -11.28356 -11.31426 
1  7007.139  9436.412  1.99e-22 -35.78020 -35.47511 -35.65926 
2  8022.096  1972.660  1.24e-24 -40.85690 -40.29757 -40.63518 
3  8360.303  648.6636  2.49e-25 -42.46309  -41.64952* -42.14059 
4  8423.923  120.3888  2.04e-25 -42.66114 -41.59333 -42.23786 
5  8480.019  104.7132  1.74e-25 -42.82061 -41.49856  -42.29654* 
6  8516.092   66.41123*   1.65e-25*  -42.87740* -41.30111 -42.25255 
 * indicates lag order selected by the criterion,  LR: sequential modified LR test 
statistic (each test at 5% level),  FPE: Final prediction error,  AIC: Akaike 
information criterion,  SC: Schwarz information criterion,  HQ: Hannan-Quinn 
information criterion 
(Source: Author’s own Statistical Output) 
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3. Autocorrelation LM Test 
 
VAR Residual Serial Correlation LM Tests 
Null Hypothesis: no serial correlation at lag 
order h 
Sample: 1980m01 2012m12 
Included observations: 390 
Lags LM-Stat Prob 
1  40.43897  0.0263 
2  134.0530  0.0000 
3  236.6509  0.0000 
4  75.67592  0.0000 
5  52.02042  0.0012 
6  34.20197  0.1037 
7  25.02783  0.4608 
8  23.69806  0.5369 
Probs from chi-square with 25 df. 
(Source: Author’s own Statistical Output) 
 
4. Some Concepts  
 
 Lean against the wind – Utilization of countercyclical monetary policy actions 
that use to reduce inflationary boom and market fluctuations. 
 
 Spot exchange rate – prevailing exchange rate 
 
 Forward exchange rate – Exchange rate is quoted and traded today but deliver 
in a future date 
 
 Covered interest parity – interest rates and spot/forward exchange rates in two 
countries are in equilibrium 
 
 Uncovered interest parity – Interest rate differentials in two countries is equal to 
the expected change in exchange rate between the two. 
