We consider Evolution Strategies operating only with isotropic Gaussian mutations on positive quadratic objective functions, and investigate the covariance matrix when constructed out of selected individuals by truncation. We prove that the covariance matrix over (1, λ)-selected decision vectors becomes proportional to the inverse of the landscape Hessian as the population-size λ increases. This generalizes a previous result that proved an equivalent phenomenon when sampling was assumed to take place in the vicinity of the optimum. It further confirms the classical hypothesis that statistical learning of the landscape is an inherent characteristic of standard Evolution Strategies, and that this distinguishing capability stems only from the usage of isotropic Gaussian mutations and rank-based selection. We provide broad numerical validation for the proven results, and present empirical evidence for its generalization to (µ, λ)-selection.
Introduction
Evolution Strategies (ESs) are popular randomized search heuristics that excel in global optimization of continuous landscapes; for recent reviews see [1, 2, 3] . Their mechanism is primarily characterized by the mutation operator, whose step is drawn from a multivariate normal distribution using an evolving covariance matrix. Since their early development in the 1960's [4, 5, 6] and up until recently, it has been hypothesized that this adapted matrix approximates the inverse Hessian of the search landscape. This hypothesis was intuitively supported by the rationale that the optimal covariance distribution can offer mutation steps whose equidensity probability contours match the level sets of the landscape, and so they maximize the progress rate [7] . Altogether, the motivation to hold a covariance matrix reflective of the eigen-directions of the landscape Hessian is well-justified [1] .
Historically speaking, Rudolph's study on correlated mutations [7] constituted one of the motivations for ESs' scholars to design strategies that accumulate search information of selected individuals. Such information is to be iteratively constructed by means of statistically-learned algebraic structures -memory vectors, sliding-window matrices, or proper covariance matrices -which in turn hold the capacity to derandomize the search process. Derandomized ESs [8, 9, 10, 11] have become a successful family of search heuristics, whose operation heavily relies on statistical learning of past search information; for a comprehensive overview see [12] .
Lastly but importantly, from an empirical perspective, it must be noted that the volume of supportive evidence for the hypothesis that ESs can learn such a covariance matrix is overwhelming, including applicative studies with practical implications (see, e.g., [13] ).
Recent developments in randomized search heuristics for continuous optimization succeeded in making a link between certain modern ESs (e.g., the renowned CMA-ES [2] ) to Information Geometry [14] ; the linkage is due to the strategy adaptation by means of the mutation distribution update. This line of research originated in the release of the so-called Natural ESs [15] , and the consequent compilation of the Information Geometry Optimization (IGO) philosophy [16] in parallel to the formulation of the Natural Gradient (NGD) algorithm [17] . In short, the building block of this class of algorithms is the natural gradient method [14] , which features steepest ascent moves on the Riemannian manifold of the strategy distribution function using Fisher information. Importantly, in the context of landscape learning, modern ESs were proven to achieve such learning under certain adaptation mechanisms.
Akimoto proved that the NGD algorithm adapts its covariance matrix so it becomes proportional to the inverse landscape Hessian of any monotonic convex-quadratic composite function in the limit of a large population-size [17] . In a broader perspective, Beyer showed that upon implementing the IGO philosophy in the same populationsize limit, the self-adapted covariance matrix necessarily becomes proportional to the inverse Hessian [18] .
For the generic ESs' context, a preliminary study [19] assumed a quadratic model in the vicinity of the optimum, and proved that learning the landscape was an inherent property of classical ESs. Notably, this kind of learning does not require Derandomization (for adaptation) nor IGO (as a proof tool). In short, it showed that the statistically-constructed covariance matrix over selected decision vectors had the same eigenvectors as the Hessian matrix, and that when the population size was increased, the covariance became proportional to the inverse of the Hessian. Its main results are furthermore outlined in Section 2.2.
The current study generalizes this model beyond the near-optimum-assumption and obtains results that are valid for learning anywhere on positive quadratic objective functions. Here, we prove that the statisticallyconstructed covariance matrix over single-winning decision vectors converges to the inverse of the landscape Hessian, up to a scalar factor, when the population-size tends to infinity (around any point for any quadratic objective function). This shows that for large populations, ESs indeed unveil effective information on the landscape, requiring only usage of isotropic Gaussian mutations and rank-based selection.
The remainder of this paper is organized as follows. The framework is formally stated in Section 2, where the assumed model is described in detail, and the covariance matrices for (1, λ)-and (µ, λ)-truncation selection are explicitly derived. We also outline the previous results concerning the near-optimum-assumption. We address in Section 3 the relation between the covariance matrix and the landscape Hessian, subject to a large population size. A simulation study encompassing various landscape scenarios for (1, λ)-selection is presented in Section 4, constituting a numerical corroboration for all the theoretical outcomes in this work. Finally, the results are summarized in Section 5, and a future direction is discussed, constituting a generalization of the current results into (µ, λ)-selection. We formally hypothesize such a generalizing claim and present empirical evidence to support it.
Statistical Learning of the Landscape
We target the following research question:
What is the relation between the statistically-constructed covariance matrix over ESs' (1, λ)-winners to the landscape Hessian under the quadratic approximation when search-points are taken anywhere?
We focus on the a posteriori statistical construction of the covariance matrix of the decision variables. Next, we formulate the problem, assume a model and present our notation.
The Model
Let J : R n → R denote the objective function subject to minimization, and let it be minimized at the location x * . We assume that J is quadratic; we model the n-dimensional basin of attraction about x * by means of a quadratic function:
with H being the landscape Hessian about the optimum, which is assumed to be full-rank. The classical non-elitist single-parent ES operates in the following manner: λ search-points x 1 , . . . , x λ are generated in each iteration, based upon Gaussian sampling with respect to the given search-point x 0 . We are especially concerned with the canonical ES variation operator, which adds a normally distributed mutation z ∼ N ( 0, I). That is, x 1 , . . . , x λ are independent and each is N ( x 0 , I). Upon evaluating those λ search-points with respect to J, the best (minimal) individual is selected and recorded as
Finally, let ω denote the winning objective function value,
We will also consider the case of (µ, λ)-selection, where the truncated subset of µ winners is selected.
We mention the difference between the optimization phase, which aims to arrive at the optimum and is not discussed here, to the statistical learning of the basin, which lies in the focus of this study. In other words, we consider a static model where sampling takes place around a fixed point and the selected points are statistically accumulated. The sampling procedure is summarized as Algorithm 1, wherein the routine statCovariance refers to statistically constructing a covariance matrix from raw observations. Our notation is summarized in Table 1 . 
Previous Results: Optimum's Vicinity
Here are the main results obtained for the special case of near-optimum sampling (i.e., the case x 0 = x * ) [19] : (i) C and H commute for any λ. This learning capability stems only from two components: (1) isotropic Gaussian mutations, and (2) rank-based selection. (ii) There is α (λ, H) > 0 so that lim λ→∞ αCH = I. For this we need to guarantee that C is pointwise ǫ-close to αH −1 . An upper bound on the λ needed for this part depends on ǫ and on the spectrum of H. (iii) Guaranteeing that C stat is pointwise ǫ-close to C with confidence 1 − δ. The number of samples required for this part is polynomial in λ, 1/ǫ, ln(n) and ln(1/δ). (iv) In order to calculate C ij when λ tends to infinity, it is possible to approximate the appropriate density function by considering the Generalized Extreme Value Distribution (GEVD) [20] , which belongs to the only nondegenerate family of distributions satisfying the limit λ → ∞.
The Covariance Matrix for (1, λ)-Selection
For simplicity, we address (1, λ)-selection, and accordingly, we analytically formulate the covariance matrix when constructed by consecutive single winners. Importantly, the following results hold for sampling about any search-point x 0 . The expectation vector of the winner is defined by its i th element:
where PDF y ( x) is an n-dimensional density function characterizing the winning decision variables in this mutation and selection processes. The covariance elements are defined as
The density function of a single winning vector y is related to the density of the winning value ω via the following relation [19] :
with PDF z denoting the density function for generating an individual by mutation (i.e., Gaussian), and PDF ψ denoting the density function of the objective function values for an individual mutation. We also note the distribution function of the winning value,
of which the density function is differentiated:
Overall, we get the following pleasant representation:
(µ, λ)-Truncation Selection
In a more general case, µ winners are selected out of the population of size λ in each iteration. We denote by J 1:λ ≤ J 2:λ ≤ . . . ≤ J λ:λ the order statistics obtained by sorting the objective function values, and furthermore denote by ω 1:λ , . . . , ω µ:λ the first µ values from this list, and by y 1:λ , . . . , y µ:λ their corresponding vectors. Here, there are µ vectors, rather than a single vector, so the expectation vector and covariance matrix can be defined in several ways. We choose to focus on the average of these µ vectors.
The expectation vector reads:
for the appropriate density of y k:λ . The covariance element reads:
for the appropriate joint density.
The Inverse Relation
The following propositions show that for a large population size λ, the covariance matrix in (5) is close to being proportional to the inverse of the landscape Hessian.
We begin by considering the diagonal Hessian case:
Proof. In the following, ǫ 1 , ǫ 2 , . . . tend to zero as λ tends to infinity and c 1 , c 2 , . . . are large positive constants (that may depend on H and x * ). We start by studying the expectation vector. We already know from Eqs. 4 and 9 that
where f (v) = PDF z ((v, 0, 0, . . . , 0)). By changing variables from x to r, defined as
where c H > 0 is a constant that depends on H and
whereĴ denotes some quadratic function of r, having the general formĴ ( r) = r T B r + c T r + d.
We partition the integration to two parts: firstly on
and secondly on its complementĀ. The integral on A is at most c 1 λe − √ λ :
We now move to the integral overĀ. Observe that
since this is the only way to obtain CDF ψ ( r 2 ) sufficiently small, as prescribed by the construction of A (recall that ψ is the objective function value for an individual mutation). Continuity hence implies there is a constant φ > 0 so that for all r ∈Ā,
In addition,
because this is an integral of an odd function over an even domain. Therefore,
where the transition into the last inequality uses the convexity of ξ → ξ 2 . Next, we target the covariance diagonal term. Fix i for now. We claim that
The reason being that for every ǫ 5 > 0, a normally distributed z i takes values in any interval of length L, with a probability at most 2L. So, by the union bound over the λ choices of mutations, Pr
Using the same change of variables as above:
where
By (14), (18) and (17),
Hence,
and
We now claim that ∆ i S hardly depends on i. Let
where φ > 0 is defined in (15) ; note that α > 0 does not depend on i. Bound
Similarly to (14) and by (18), we know that S A ≤ Cii /2 for large λ. Since SĀ + S A ≥ C ii , we get
Similarly to (14) again,
Now, bound
Hence, using (22) and (14),
Finally,
This completes the treatment of the diagonal of αCH.
Let us move to the off-diagonal term C ij for i = j. With the same substitution, using (13),
We need to show that the two summands are small, even when multiplied by α. The second summand is small by (24). Bound the first summand as follows. By symmetry,
(see end of (23)) Finally, (αCH) ij = αC ij ∆ j ≤ ǫ 18 .
Next, we show how to handle non-diagonal H.
Proposition 2. Let the orthogonal matrix
Let C H and C D denote the covariance matrices over winning decision vectors for J H, x * and J D,U x * , respectively. Then,
Proof. The relation between the two objective functions reads:
Now, consider the following experiment. Sample λ Gaussian mutations x 1 , . . . , x λ . Let y H be the winner among x 1 , . . . , x λ with respect to J H, x . The winner among U x 1 , . . . , U x λ with respect to J D,U x * is
Since N ( 0, I) is invariant under rotations, the vectors U x 1 , . . . , U x λ are also distributed as λ Gaussian mutations. The expectation vectors over such winners thus satisfy:
The covariance matrices read: Before proving the theorem, we note that (a posteriori) for a given λ, one can choose α as 1 /β for β = max{(CH) ij : i, j}.
Proof. Proposition 2 shows for a general (non-diagonal) Hessian matrix H with diagonalizing matrix U and covariance matrix C, the matrix UCU T is the covariance matrix for the diagonal Hessian D = UHU T . Applying Proposition 1 to D yields that
as needed.
Numerical Validation
Numerical validation is provided herein for two aspects:
• Section 4.1 assesses the nature of the winners' distribution.
• Section 4.2 validates Propositions 1 and 2 by accounting for the deviation of HC stat away from the identity as a function of increasing λ and/or translating the sampling point farther away from the optimum. It also presents a systematic evaluation of the inverse relation when the Hessian's conditioning varies.
We consider three separable and two non-separable Hessian matrices: (H-1) Discus: (H discus ) 11 = c, (H discus ) ii = 1 i = 2, . . . , n with c denoting a parametric condition number. In practice, sampling is carried out as follows (H 0 refers to one of the above matrices):
where z is normally distributed, and a is the translation vector. Unless specified otherwise, the translation is set to a vector of ones, a := 1. Finally, we note that although C and C stat tend to zero, no regularization was needed in our experiments. All calculations were implemented using python3. 
Probability Density Functions
We are interested in providing estimates for the distributions that are relevant to Theorem 1. The n-dimensional density PDF y , which lies in the center of proof, is difficult to visualize. We therefore numerically assess only the following two distributions:
1. The objective function values for a single sample -PDF ψ .
The winning objective function values per competitions over λ individuals -PDF ω .
These underlying probability functions for the quadratic model were extensively explored in [19] for the nearoptimum case. We summarize them in Table 2 below. In practice, the generalized χ 2 -distribution for any proper Hessian [21] F Hχ 2 is approximated [22] by F τ χ 2 . In our calculations, we used F τ χ 2 instead of F Hχ 2 to approximate the density PDF ω ; see Eq. 31 below. The density PDF ω may alternatively be approximated by GEVD, which is not used herein. 3 We consider the (H-1)-(H-4) landscapes with conditioning c = 10 at dimensionality n = 64. The objective function values are generated over a sample of 10 5 individuals when constructing PDF ψ . The winners are selected out of a population-size of λ = 10 3 over N iter = 10 6 competitions when constructing PDF ω . The empirical densities are constructed by histograms and depicted side-by-side with the analytical forms in Figures 1 and 2 .
Firstly, it is evident that f τ χ 2 constitutes a sound approximation for the generalized χ 2 -distribution over the various Hessian forms. Secondly, PDF ω , whose analytical form uses F τ χ 2 , exhibits high accuracy on all cases. exact generalized χ 2 -distribution
approx. density of (1, λ)-winning values 
The Inverse Relation -Theorem 1
We numerically examine the inverse relation in light of increasing the population-size. The sampling was done using (26) with increasing population sizes λ non-uniformly in 5, . . . , 10 5 , for dimensions n := {4, 8, 16, 32, 64}, and over N iter = 10 6 iterations. The (H-1)-(H-5) landscapes are considered with conditioning c = 10. The winner in iteration t = 1, . . . , N iter is denoted by y t . The statistical covariance matrix C stat is constructed out of the winners.
Firstly, the average distance of the winners from the optimum x * is assessed using the following (e-0) measure:
(e-0) the mean distance from the optimum:
As expected, our experiments show that (e-0) systematically decreases as λ increases, with tendency to vanish. Secondly, the statistical covariance matrix was multiplied by the Hessian matrix and normalized by the largest element:
The deviations from the identity matrix are assessed by two error measures (e-1),(e-2):
(e-1) the largest deviation within the diagonal:
(e-2) the largest off-diagonal deviation:
Our experiments show that both (e-1) and (e-2) tend to 0 as λ increases. Note that (e-1) and (e-2) also implicitly account for the commutator error
which was directly investigated for the near-optimum special case in [19] . e-0 The mean winners' distance to the optimum shrinks with the growing population-size. Experiments at lower dimensions yield lower absolute distance, as expected.
Elaboration
e-1 This error measure consistently decreases as the population-size grows, reflecting a consistently increasing alignment of the diagonal of H 0 C to uniform as λ → ∞.
(H-5) exhibits exceptional behavior. Its (e-1) value is practically zero for all λ. This effect occurs regardless of the sampling/learning scheme; see additional numerical analysis below. We mention the inherent properties of the Hadamard transformation S that are responsible for this effect: (i) it is orthogonal and (ii) the absolute values of its entries |S ij | are identical constants. These properties imply that for any diagonal matrix D, the diagonal of SDS −1 is constant.
e-2 This error measure is practically zero for (H-1)-(H-3); it lies within the noise regime due to the separable (non-rotated) nature of those landscapes. This follows from the fact that when the Hessian is diagonal the covariance matrix is also diagonal [19] . It is therefore relevant only to the non-separable landscapes (H-4) and (H-5), where it follows the same trend of decrease that occurs for (e-1).
Overall, given the observations of (e-1) and (e-2), we conclude that the normalized multiplication H 0 C indeed approaches the identity matrix when the population-size increases, as Theorem 1 predicts.
We numerically investigated the somewhat surprising effect of (e-1) vanishing on (H-5), which we discussed and explained above. We replaced the statistically constructed covariance matrix C stat by a normally-perturbed identity matrix
with E being a symmetric matrix whose elements are independently normally distributed N (0, ε 2 ) with ε = 0.05. The goal was to isolate the properties of the Hadamard matrix, by removing the "cumulation" aspect of the covariance matrix and using a truly random matrix instead (a "no-cumulation" reference). We generated 10 6 normallyperturbed identity matrices, and examined (e-1) and (e-2) with respect to all five Hessians. Figure 6 depicts the statistical tests evaluating both (e-1) and (e-2) on all the quadratic landscapes listed in (H-1)-(H-5) for dimensions {4, 8, 32} and over conditioning in the exponential range c = 2 2 , 2 3 , . . . , 2 10 . It is apparent that the error measure (e-1) on (H-5) for this "no-cumulation" reference C pert is significantly low in comparison to the (H-1)-H-4) landscapes for all tested dimensions and along all condition numbers. This behavior is consistent with the aforementioned observation when constructing covariance matrices over winning vectors ( Figure 5 ). The behavior on the other landscapes is as expected, with the separable cases (H-1)-(H-3) asymptotically approaching together e1 = 1.0 as the conditioning grows. At the same time, the (e-2) measure also behaves as expected, with increasingly growing values as the conditioning grows, exhibiting changing behavior for the various cases. 6 iterations. All axes are logarithmically scaled except for the y-axis in (e-2). Both (e-0) and (e-2) exhibit exponential patterns of decay as λ increases, as observed for the other test-cases. Unlike the other test-cases, the (e-1) measure is practically vanishing (it lies within the noise regime), as was noted above. 
The Inverse Relation subject to Translations from the Optimum
Since Theorem 1 extends a previous result concerning the near-optimum special case [19] , x 0 = x * = 0, we are also interested in exploring the impact of translating farther away from the optimum. Additional experiments were run to investigate the impact of such translations on the inverse relation. In practice, we account for the effect of increasing the shift vector a: the vectors˜ a := 2, 4, 8 are utilized in (26), introducing a factor of {2 √ n,
Euclidean distance away in comparison to the main results reported herein (Figures 3-5 ). Numerical observations for (H-4) with conditioning c = 10 are presented in Figures 7-8 , encompassing in addition the default case a = 1, as well as the optimum-based sampling a 0 = 0. Per a given translation vector a, it is evident that the decrease in both (e-1) and (e-2) is consistent with the previously observed trends. That is, a decay toward zero as λ increases, which becomes slower as the dimension n increases. When comparing amongst the translation degrees per dimension, the decay becomes slower as the sampling location translates farther from the optimum, as expected. According to Theorem 1, the error rates will necessarily vanish for any translation, yet large translations would necessitate in practice very large λ values.
The Inverse Relation subject to Increasing Conditioning
As an extension, we conducted a systematic evaluation over condition numbers in the exponential range c ∈ [2 2 , 2 3 , . . .
, in order to account also for ill-conditioned Hessians. Figure 9 depicts the evaluation of the (H-4) and (H-5) landscapes using the error measures (e-1) and (e-2), exhibiting a clear trend of error increase as the conditioning grows. At the same time, the actual error values are lower as the population-size grows, as expected. This effect of increasing error rates for increasing conditioning is rather intuitive, and is explained by the increasingly growing problem-complexity and the requirement for larger population-sizes to demonstrate the proved inverse-relation. According to Theorem 1, the error rates will necessarily vanish also for extreme Hessian spectra, yet this would require in practice dramatically larger λ values.
Discussion
This study has proven the inverse relation between the landscape Hessian and the covariance matrix when statistically constructed by ESs operating with (1, λ)-selection on the class of positive quadratic functions. The results presented herein generalized previous analytical work [19] that was limited to sampling in the vicinity of the minima. This work modeled passive evolutionary learning, adhering to no strategy adaptation, when a covariance matrix is constructed statically out of winning decision vectors around a fixed sampling point.
As was for the near-optimum special case, this proven learning capability is rooted only at two aspects: (i) isotropic Gaussian mutations, and (ii) rank-based selection. Notably, learning the landscape is an inherent property of classical ESs; it does not require Derandomization, nor does it require IGO as a proof tool. This general result confirms the hypothesized capacity of ESs to extract the sensitive optimization directions from their covariance matrices.
The approximation sampling bounds derived for the near-optimum special case (see Section 2.2) hold also for the general case. Firstly, guaranteeing that C stat is pointwise ǫ-close to C with confidence 1 − δ requires a polynomial number of samples in λ, 1/ǫ, ln(n) and ln(1/δ). Secondly, guaranteeing that C is pointwise ǫ-close to αH −1 with α (λ, H) > 0, dictates an upper bound on the number of samples depending upon ǫ, λ and on the Hessian's spectrum.
Following our analytical work, which concluded with Theorem 1, we carried out an extensive simulation study to numerically corroborate this result at multiple levels. Most importantly, we demonstrated the tendency of the normalized H 0 C stat to become the identity when λ increases, exactly as Theorem 1 predicts, over multiple landscapes, condition numbers, and search-locations.
Next, we offer a future direction of work and hypothesize a generalization of this work to (µ, λ)-selection. 
Future Work: The Inverse Relation in (µ, λ)-Selection
The exact probability and density functions for the ℓ th -degree winning value, ω ℓ:λ , read (see, e.g., [23] ):
Let C (ℓ:λ) denote the covariance matrix constructed out of ℓ th -degree winners only. We hypothesize that this covariance matrix is also close to being proportional to the inverse Hessian, under a large population and subject to strong selection pressure, i.e., λ → ∞, ℓ ≪ λ.
In Figure 10 we present empirical evidence for this hypothesis on the (H-4) test-case considering either ℓ = 2 or ℓ = 5. It is apparent that the equivalent phenomenon occurs for these covariance matrices of ℓ th -degree winners.
