Blind channel identification techniques based on second-order statistics (SOS) of the received data have been a topic of active research in recent years. Among the most popular is the subspace method (SS) proposed by Moulines et al. (1995) . It has good performance when the channel output is corrupted by white noise. However, when the channel noise is correlated and unknown as is often encountered in practice, the performance of the SS method degrades severely. In this paper, we address the problem of estimating FIR channels in the presence of arbitrarily correlated noise whose covariance matrix is unknown. We propose several algorithms according to the different available system resources: (1) when only one receiving antenna is available, by upsampling the output, we develop the maximum a posteriori (MAP) algorithm for which a simple criterion is obtained and an efficient implementation algorithm is developed; (2) when two receiving antennae are available, by upsampling both the outputs and utilizing canonical correlation decomposition (CCD) to obtain the subspaces, we present two algorithms (CCD-SS and CCD-ML) to blindly estimate the channels. Our algorithms perform well in unknown noise environment and outperform existing methods proposed for similar scenarios.
INTRODUCTION
Channel distortion remains one of the hurdles in highfidelity data communications because the performance of a digital communication system is invariably affected by the characteristics of the channel over which the signals are transmitted as well as by additive noise. The effects of the channel often manifest themselves as distortions to the transmitted signals in the form of intersymbol interference (ISI), cross-talks, fading, and so forth [2] . Mitigation of such effects is often carried out by filtering, channel equalization, and appropriate signal designs for which a proper knowledge of the channel characteristics is required. Thus, channel estimation is a very important process in digital communications. Traditionally, channel estimation is carried out by observing the received pilot signals sent over the channel and various algorithms for identifying the channel have been developed based on the transmission of pilot signals [3] [4] [5] . However, the insertion of pilot signals often means a decrease of bandwidth efficiency, and the resulting limitation of effective data throughput [6] may be a substantial penalty in performance. Thus, blind identification of the channel could be helpful.
Since the pioneering work of Tong et al. [7] , a number of blind channel estimation algorithms based on second-order statistics (SOS) have been proposed. A popular method is the subspace (SS) method [1] which performs well in a white noise environment. However, in practice, this method degrades seriously because the "white noise" assumption is seldom satisfied in reality. In addition, cochannel interference often modeled as noise is generally nonwhite and unknown [8] . For practical applications therefore, channel estimation algorithms capable of dealing with arbitrary noise are necessary.
It is proposed in [9] that the noise covariance matrix be iteratively estimated by trying to fit it into an assumed special band-Toeplitz structure, and then be subtracted from the received data covariance so that the SS method can be applied. The estimation of the noise in this way may suffer from being subjective. Thus, algorithms which obviate noise estimation may be more desirable. A modified subspace (MSS) method was proposed in [10] transmitting two adjacent nonoverlapping signal sequences. Due to the channel response, the received signal vectors will overlap. By making use of the fact that the noise in the received signal vectors is uncorrelated, 2 EURASIP Journal on Advances in Signal Processing the SS method can then be applied. However, this algorithm depends on the signal property, and severe restrictions on the length of the transmitted signal sequences may have to be imposed for the method to be applicable. More recently, a semiblind ML estimator of single-input multiple-output flatfading channels in spatially correlated noise is proposed in [11] . On the other hand, applying the EM algorithm to evaluate ML, the channel coefficients and the spatial noise covariance can be computed [12] , and this estimator is also proposed for estimating space-time fading channels under unknown spatially correlated noise.
In this paper, based on SOS, we consider different system models having unknown correlated noise environments and accordingly develop different algorithms for the estimation of the channel. Natural and man-made noise in wireless communications can occur as both temporally and spatially correlated. These include electromagnetic pickup of radiating signals, switching transients, atmospheric disturbances, extra-terrestrial radiation, internal circuit noise, and so forth. If only one transmitter antenna and one receiver antenna are available in the communication system, we only have to deal with temporally correlated noise, and for this case, we develop the maximum a posteriori (MAP) criterion utilizing Jeffreys' Principle. On the other hand, if two (or more) receiving antennae are available (such as in the case of a base station), we may encounter noise which is both temporally and spatially correlated. However, since spatial correlation of noise is negligible when the two receiving antennae are separated by more than a few wavelengths of the transmission carrier [13] , a condition not hard to satisfy in the case of a base station, therefore, we assume in this paper, that the noise vectors from the two antennae are uncorrelated while the temporal correlation of the individual noise vector still maintains. For this case, we employ the canonical correlation decomposition (CCD) [14, 15] for identifying the subspaces and forming the corresponding projectors, and develop a subspace-based algorithm (CCD-SS) and a maximum likelihood-based algorithm (CCD-ML) for the estimation of the channel. Computer simulations show that all these methods achieve superior performance to the MSS method under different signal-to-noise ratio (SNR).
SYSTEM MODEL AND SUBSPACE CHANNEL ESTIMATION

System model
The output of a linear time-invariant complex channel can be represented in baseband as
where T is the symbol period, {s(k)} is the sequence of complex symbols transmitted, h(t) is the complex impulse response of the channel, and η(t) is the additive complex noise process independent of {s(k)}. 
where r m (n) = r(t 0 + nT
Clearly, these M subsequences can be conveniently viewed as outputs of M discrete FIR channels with a common input sequence {s(n)}. At time instant n, the upsampled received signal can now be represented in vector form at the symbol rate as
where
Assume the channel is invariant during the time period of K symbols, then the received MK × 1 signal vector can be represented as
T is the noise vector, and H is the MK × (K + L) channel matrix which has a block Toeplitz structure such that
with 0 being the M dimensional null vector.
Subspace channel estimation
Let the covariance matrix of the received signal vector r of (6) be denoted by Σ r , that is,
where Σ s = E{s(n)s H (n)} and Σ η = E{η(n)η H (n)} are the covariance matrices of the transmitted signal and the noise, respectively. The following assumptions are usually made for X. He and K. M. Wong 3 the channel to be identifiable using SS method:
(1) the channel matrix H is of full column rank, that is, the subchannels share no common zeros; (2) the signal covariance matrix Σ s is of full rank; (3) the noise process is uncorrelated with the signal; (4) the channel order L is known or has been correctly estimated; (5) the noise process is complex and white, that is, Σ η = E{η(n 1 )η H (n 2 )} = σ 2 η Iδ n1n2 , where σ 2 η is the noise variance and δ n1n2 is the Kronecker delta.
Applying eigendecomposition (ED) on Σ r , we have
η being the eigenvalues of Σ r . Since Σ r is Hermitian and positive definite, its eigenvalues are real and positive and its eigenvectors are orthonormal. The columns of U s and U η are the eigenvectors corresponding to the largest K + L eigenvalues and to the remaining eigenvalues, respectively. Thus, the noise subspace spanned by the columns of U η is orthogonal to the signal subspace spanned by the columns of the channel matrix H.
In practice, we can only estimate the covariance matrix Σ r by observing N received signal vectors of (6) such that Σ r = (1/N) N n=1 r(n)r H (n) so that the estimated noise subspace U η can be obtained by replacing Σ r by Σ r in (9) . Since Σ r is still Hermitian and positive definite, its eigenvalues are still real and positive and its eigenvectors are still orthonormal. However, the MK − (K + L) smallest eigenvalues are no longer equal. Also since the noise subspace is estimated, therefore it will not be truly orthogonal to the true signal subspace spanned by the columns of the channel matrix. Hence, we should search for the subspace that is closest to being orthogonal to the estimated noise subspace, that is,
is the channel coefficient vector to be estimated. For the use of (10) to estimate the channel, we need the following theorem [1] . According to Theorem 1, h can be obtained up to a constant of proportionality. Due to the specific block Toeplitz structure of the channel matrix, we can carry out the channel estimation of (10) using a more convenient objective function such that
from which h can be obtained as the eigenvector corresponding to the smallest eigenvalue of (
Here in (12), U j is constructed from the jth column of U η according to the following lemma [1] .
where v m is the mth subvector of v and
Lemma 1 can be easily proved by showing that the results of multiplying out the matrices in the two equations are the same. The above channel estimation method employing (12) is referred to as the subspace (SS) method.
CHANNEL ESTIMATION IN UNKNOWN NOISE
Assumptions (1) to (3) for the SS method in the previous section are at least approximately valid in practice. For assumption (4) (known channel order), there are various research work that have addressed the issue in different ways [16] [17] [18] [19] . Assumption (5) on white noise, however, is often violated in many applications as mentioned in Section 1, resulting in severe deterioration in the performance of the method. An algorithm, designated modified subspace (MSS) method which is based on the above SS, has been proposed [10] . However, this MSS algorithm depends on the signal property, and restrictions on the length of the transmitted signal block have to be imposed for the method to be applicable. To address the problem of Assumption (5) , in this section, we examine the situation when noise is temporally correlated and unknown, and develop various effective algorithms to estimate the channel. The algorithms are developed under different considerations of the receiver resources. Specifically, they are developed according to the number of receiver antennas available. To facilitate our algorithms so that the channel estimates can be obtained more directly, we will make use of the following results in matrix algebra.
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Channel matrix transformation
It has been shown in detail [20] that a highly structured matrix G η , the columns of which span the orthogonal complement of a special Sylvester channel matrix, can be obtained using an efficient recursive algorithm. This Sylvester channel matrix, denoted by H in turn, has a structure which is the row-permuted form of the block Toeplitz channel matrix H shown in (7), that is,
H (2) . . .
where Π is a proper row-permutation matrix, and
with {h m ( ), m = 1, . . . , M} being the elements of the ( + 1)th column vector of
Delete the last L rows and L columns of H (m) , and denote the truncated matrix by H (m) which has the dimension of (
with m = 2, . . . , M being the index of the subchannels.
Specifically, for the channel model with M subchannels (m = M), we denote G η,M by G η which has the following desirable properties useful to our channel estimation algorithms.
Properties of
Since the columns of G η spans the orthogonal complement of the columns of H, then we have
Since the (M(M − 1)(K − L)/2) columns of G η spans the orthogonal complement of H, we must have
(2) For any vector
. . , M, the following relation holds:
with
. . , M being the vector comprising of the coefficients of the mth subchannel and B M is constructed from b recursively according to
−B (2) . . . . . .
with B 2 = [B(2) −B (1) ] and
We now present our channel estimation algorithms in the following.
Maximum a posteriori estimation
In this channel estimation algorithm which is based on the MAP criterion, we assume that there is only one receiver antenna available, and therefore the signal model is the same as that presented in the last section. Over N snapshots, we represent received data as R N = [r(1) r(2) · · · r(N)], where r(n), n = 1, 2, . . . , N, are the N snapshots of the received data vectors defined in (6) . If the noise is Gaussian distributed with zero mean and unknown covariance Σ η , then the conditional probability density function (PDF) of the received X. He and K. M. Wong 5 signal over N snapshots is
If we define the estimate of the noise covariance matrix as
then (23) can be rewritten as
where etr(·) denotes exp [tr{·}] . Applying Bayes' rule, that is,
to (25) and noting that p(R N ) is independent of h and Σ η , we arrive at the a posteriori PDF containing only the channel coefficients by integrating p(h,
to obtain the marginal density function, that is,
where, to arrive at (27b), we have assumed that all the channel coefficients are equally likely within the range of distribution. To evaluate the integral in (27b), we must obtain an expression for p(Σ
−1
η | h). Now, Σ η is the covariance matrix of the noise and since we assume that we know nothing about the noise, we choose a noninformative a priori PDF [21] . Jeffreys [22] derived a general principle to obtain the noninformative a priori PDF such that: the priori distribution of a set of parameters is taken to be proportional to the square root of the determinant of the information matrix. Applying Jeffreys' principle, the noninformative a priori PDF of the noise covariance matrix can be written as [23] 
Substituting (28) into (27b), the a posteriori PDF becomes
The integrand in (29) can be recognized as the complex Wishart distribution [24] with the role of Σ −1 η and N Σ η reversed, and hence the integral is a constant. Therefore,
To arrive at a MAP estimate of the channel using (30), we need to relate Σ η to the channel matrix H. We can employ the ML estimate [25] of the transmitted signal s(n)
η r(n) and after substituting this for s(n) in (24), we obtain
η is a weighted projection matrix with the idempotent property (P
Putting this value of Σ η into (30) and taking logarithm, the MAP estimate of the channel coefficients can be obtained as
We note that P ⊥ H is a (nonorthogonal) projector onto the
, that is, its determinant equals zero. Therefore, direct maximization of (32) (which is equivalent to minimization of the determinant) becomes meaningless, and we have to look for modification of the criterion. Let us examine the geometric interpretation of the MAP criterion in (32) : it is well known [26] that the determinant of a square matrix is equal to the product of its eigenvalues. It is also well known [26] that the determinant of the covariance matrix Σ r represents the square of the volume of the parallelepiped whose edges are formed by the MK data vectors. Now, consider the projected data represented by ( (32) which will lead us to nowhere, we argue from a geometric viewpoint that it is more fruitful to maximize the 
Total Sum of the rows following criterion: [23] using an orthonormal basis of P ⊥ H can be taken to develop (33) from (32)). Following the same mathematical manipulation as in [23] , (33) can be written as
where the logarithm of a positive definite matrix A is defined such that if A can be eigendecomposed as A = V a Λ a V H a , then log A = V a (log Λ a )V H a and the logarithm of a diagonal matrix is the matrix with the diagonal entries being the logarithm of the original entries [23] . Equation (34) is our MAP estimate of the channel coefficients under unknown correlated noise. However, it is not very convenient to use since P ⊥ H is an implicit function of h. We overcome this difficulty by applying the result of channel matrix transformation [20] as summarized in the beginning of this section. By permuting the rows of the channel matrix H using Π, we obtain the Sylvester form H of the channel matrix from which we recursively generate the matrix G η . Now, from (17), we have
where, because of the relation of (18), the pseudoinverse, denoted by †, of the matrix (G H η ΠΠ H G η ) has to be used. Combining the projection matrix P ⊥ H and (35), we obtain
Thus, the MAP criterion in (34) can now be written as (21), then the channel coefficients can be estimated as
We can see that the estimated channel vector h from (38) is a permuted version of the channel vector defined in (11) .
is a weighting matrix which has the unknown channel coefficients. The IQML [27] algorithm can now be applied to solve this optimization problem. The computation complexity for each iteration of the MAP algorithm using IQML is summarized in Table 1 . It can be observed that the computation is dominated by the calculation of
When the number of iteration is small (which is the case according to the simulation results), the computation complexity is of the same order as that summarized in Table 1 .
Channel estimation using canonical correlation decomposition
For the MAP algorithm, only one set of received data from the transmitted signals is needed. However, if two versions of the same set of transmitted signals can be received at different points in space by applying two sufficiently separated receiver antennae (as may be in the case of a base station), channel estimation algorithms with better performance may be developed. Here, we develop two algorithms based on the CCD of two sets of received data. Consider a receiver activated by the same transmitted signal having two antennae the outputs of which are upsampled by factors M 1 and M 2 , respectively. For mathematical convenience, we assume the order of the two channels linking the transmitter to the two receiver antennae to be the same. Then, similar to (6), the two outputs from the antennae over K symbols can be represented as
Let the two antennae be sufficiently separated so that the noise vectors are uncorrelated, that is, E{η 1 (n)η H 2 (n)} = 0 and E{η 2 (n)η H 1 (n)} = 0, and we allow the covariance matrix of η 1 (n) and η 2 (n) to be arbitrary and unknown. We now stack the two received vectors to form vector r, the covariance matrix of which is given by
where the submatrices Σ i j are given by [10] mentioned in Section 1, for example, uses received signal vectors r 1 and r 2 in consecutive time slots and employed their cross-correlation matrix to estimate the channel taking advantage of the zero noise correlation term. In doing so, some arbitrarily restrictive assumptions of the signals have to be made. This method generally achieves higher accuracy in the channel estimate than the simple SS method.
CCD-based subspace algorithm
We now introduce the matrix product (Σ [28] can be performed such that
where U 1 and U 2 are of dimension
with Γ = diag(γ 1 , . . . , γ K+L ), and
Equation (41) is referred to as the CCD of the matrix Σ, and {γ 1 , . . . , γ K+L } are called the canonical correlation coefficients [29, 30] . Now, for i = 1, 2, define the canonical vector matrices and the reciprocal canonical vector matrices corresponding to the data r i as
CCD attempts to characterize the correlation structure between two sets of variables r 1 and r 2 by replacing them with two new sets using the transformations Z i and Y i . It has been shown [30] that such transformations render the new sets to attain maximum correlation between corresponding elements while maintaining zero correlations between noncorresponding elements. While such properties separate the signal and noise subspaces, they fully exploit the correlation between the two versions of the transmitted signal. Now, partition Z i and Y i , i = 1, 2, such that
where Z is and Z iη , Y is and Y iη , U is and U iη are the first K + L columns and the last M i K − (K + L) columns of Z i , Y i , and U i , respectively. Then, the following relations hold [29, 30] :
where span{H i } denotes the orthogonal complement of span{H i }. We can see that, in the presence of correlated noise, by applying CCD, the signal and noise subspaces can be partitioned according to the column spaces of Y is and Z iη , respectively. From (45), we can conclude that
As usual in practice, we can only estimate the covariance matrix Σ of r in (40) such that
and all the parameter matrices obtained from this are estimates, that is, we apply CCD on Σ to obtain U i , Z i , and Y i , accordingly. Using the estimate Z iη , we can employ a technique similar to the SS method in white noise by applying the concept in (46) to obtain the channel coefficient estimates up to a constant of proportionality such that
where Z j is constructed from the jth column of Z iη in a similar way as (13) in Lemma 1. Again, the channel estimate h i can be obtained from (48) as the eigenvector corresponding to the smallest eigenvalue of (
. This method is referred to as the "CCD-based subspace" method.
The main computation complexity involved in the CCD-SS method is summarized in Table 2 .
CCD-based maximum likelihood algorithm (CCD-ML)
Maximum likelihood (ML) is one of the most powerful methods in parameter estimation. Because of its superior performance, it is also widely used as a criterion in channel estimation when the channel noise can be assumed Gaussian distributed and white. This assumption makes the concentration of the log-likelihood function from the nuisance parameters possible and results in the reduction of the dimension of the parameter space and thus the computational burden. However, when the noise covariance matrix is unknown as is the focus of this paper, the ML estimation cannot 
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Sum of the rows be applied directly. However, we can approach the problem in a different way by examining the asymptotic projection error between the signal subspace and the noise subspace and from the statistical properties of this, we can establish a log-likelihood function from which an ML estimation of the channel can be obtained. Let us first construct the two eigenprojectors P is and P iη associated, respectively, with the subspace spanned by {z ik },
where the last steps of (49a) and (49b) are arrived at directly from the definitions of Z i and Y i in (43). It can be easily verified that P is and P iη are both idempotent and are, therefore, valid projectors. Due to the span of the columns of Y is and Z iη , we can see that P
Equation (57) is designated the CCD-ML method of channel estimation. Since the information of h i is also embedded in the matrix contained in the parentheses, the IQML [27] algorithm can again be applied to solve this optimization problem with the approximate computation complexity summarized in Table 3 . The computation of the last four lines will be repeated according to the number of iterations. When the number of iteration is small (which is the case according to the simulation results), the complexity of the CCD-ML algorithm will be of the same order as that shown in Table 3 .
COMPUTER SIMULATION RESULTS
In this section, using computer simulations, we examine the performance of our channel estimation algorithms (MAP, CCD-SS, and CCD-ML) and compare their performance with that of the two subspace methods: the SS [1] and MSS [10] under different SNR. Since the MSS method [10] is developed for channel estimation in unknown correlated noise, it is a main competitor with the algorithms developed in this paper. We, therefore, briefly summarize the MSS algorithm here.
In MSS, we collect two blocks of data r(n) and r(n + 1), and a cross-correlation is calculated between these two vectors such that Σ r = E{r(n + 1)r H (n)} = H · E{s(n + 1)s H (n)}H H = HΣ s H H for which the noise correlation term disappears because the noise in the two blocks of data transmitted at different times are assumed to be uncorrelated whereas intrablock correlation of the noise is nonzero. Then a new matrix Σ = Σ r + Σ H r = H(Σ s + Σ H s )H H = HΣ s H H is created so that the signal correlation matrix Σ s is full rank, for which the two transmitted signal blocks need to be either totally correlated or, the block length K has to be equal to the channel order L if the signals are independent. Then the standard SS method is applied to this "noise-cleaned" covariance matrix Σ to obtain the channel coefficients. (Equivalently, this method can also be applied to the model having two versions of the same transmitted signal vector from two different antennas by forming the "noise cleaned" covariance matrix through the cross correlation between the received vectors.)
In the examples below, 40 (for MAP algorithm) or 40 pairs of (for CCD based algorithms) randomly generated channels are used. Our estimation performance are evaluated by averaging over these 40 or 40 pairs of different channels. Over each channel realization, signals are transmitted. At the receiver, we upsample the received signal by a factor M. While in theory, we can choose any value of M ≥ 2, in practice, to reduce the computational load, we should keep M as low as possible. Therefore, in our simulations, we focus on the case when oversampling is carried out by a factor of M = 2 to minimize the additional computational requirement. At the receiver, for the ith trial of each channel realization, utilizing the received signal and noise, we employ the various methods to obtain the estimate h (i) of the channel. We then evaluate the error of estimation (e i = h (i) − h). The criterion of performance comparison is the normalized root mean square error (NRMSE) of estimates defined as
where j denote the NRMSE performance for the jth channel realization and N T is the number of trials for each channel realization. The NRMSE of the channel estimation for each algorithm is averaged over all the channel realizations which can be calculated as
As mentioned above, J, the total number of channel realizations, is 40.
Example 1.
In this example, we examine the performance of the algorithms MAP, MSS, and SS which are developed under the condition that only one receiving antenna is available. The transmitted signals are randomly chosen from the 4-QAM constellation and transmitted through the ISI induced FIR channel with order L = 3. During the collection of N = 200 snapshots of the data blocks, the channel is assumed to be stationary. We choose the additive correlated noise to have the similar model as presented in [10] such that the noise subsamples within one signal sampling period are assumed to have the correlation matrix given by 1 0.7 0.7 1
whereas the noise subsamples from two different sampling periods are assumed to be uncorrelated. We designate this noise Model 1. The estimation error is averaged over N T = 100 trials for each channel realization.
As mentioned in the beginning of Section 3, the condition that K ≥ ((M + 1)/(M − 1))L has to be satisfied for the MAP algorithm to apply the channel matrix transformation. Here, we choose the block size to be K = 12. The weighting (38) is initialized by the estimate from the SS method and the IQML algorithm is then applied iteratively. The stopping criterion is such that the norm of the difference vector between two consecutive iterations is less than 10 −6 and the average number of iterations for each estimate is taken over 100 trials. Also, as discussed previously in this section, the MSS method can be applied with one receiving antenna if the transmitted signals are fully correlated such that the lag-K correlation matrix of the signals is full rank. Thus, for the MSS method, we transmit the same signal vector s(n) in two consecutive blocks and obtain the MSS estimates. Now, since the MAP algorithm does not need two correlated signal vectors, the repeated transmission in MSS is redundant for the MAP method. Therefore, for fairness of comparison, the length of the transmitted signal block for MSS is chosen to be half of that for the MAP method. Figure 1 shows the NRMSE performance of the MAP algorithm in comparison with those of the SS and MSS methods with respect to different SNR. As expected, since the SS method is developed under the assumption of white noise, it does not work well under correlated noise environments and therefore, we can see that under all the SNR considered, both the MSS method and the MAP algorithm are superior in performance to the SS method. Furthermore, the MAP algorithm shows substantially better performance than the MSS algorithm under higher SNR where the performance gain of the MAP algorithm over that of MSS is considerable. The average number of iterations needed in the MAP algorithm to achieve such performance are shown in Table 4 . It can be observed that the number of iterations required is small. At high SNR (20 dB and beyond), the performance of SS and MSS become quite close because at high SNR, the effect of the correlation of the noise becomes less dominant. Figure 2 . It is observed that the MAP algorithm still performs just as well, whereas due to the violation of its noise assumption, the MSS method has a performance even slightly inferior to that of the SS algorithm which assumes a white noise environment. On the other hand, the MAP algorithm assumes that the noise is simply unknown and therefore is independent of the noise model and robust to change the noise environments.
Using a zero-forcing (ZF) equalizer together with a threshold detector, the corresponding symbol error rates (SER) using the various channel estimation methods are shown in Figure 3 . We can see that the SER performance of the MAP algorithm is very close to the SER when the channel is exactly known. Example 3. In this example, we compare the performance of CCD-SS, CCD-ML, and MSS. The development of CCD-SS and CCD-ML are based on having two versions of received data r 1 and r 2 when the same signal vector is transmitted. The noise in the two received signals are assumed uncorrelated. Such a scenario usually occurs in the case when there are two receiver antennae sufficiently separated, and the uncorrelated noise also fits well with the assumption made in the MSS method. For MSS, the cross-correlation of these two received vectors are calculated so that the effect of the uncorrelated noise in the two separate channels are removed. For CCD-SS and CCD-ML, on the other hand, these two received signal vectors collected by two receiving antennae are stacked up and CCD is applied to the correlation matrix of the stacked vector.
In this example, we assume that the channel order of the two channels are the same, that is, L 1 = L 2 = 4. The upsampling factors are M 1 = M 2 = 2, the block size is chosen to be K = 12 to satisfy K ≥ ((M + 1)/(M − 1))L in the channel matrix transformation. We choose the noise model to be that given by Example 2. For this noise model, since there are two separate transmission channels, the noise will be independent and therefore, the AR model will be used to generate two independent noise sequences in the two channels. This satisfies the assumption made in the MSS algorithm. To facilitate the CCD-ML method, the weighting matrix in Table 5 : Averaged number of iterations for CCD-ML to achieve the NRMSE performance in Figure 4 . (57) is initialized using the channel coefficients estimated from CCD-SS and then the channel is estimated iteratively with the updated weighting matrix. We use the same iteration stopping criterion as in Examples 1 and 2. Table 5 shows the average number of iterations needed for each CCD-ML estimate over 100 trials under different SNR, averaged over 40 different channel realizations, and as can be seen, these average numbers of iterations are reasonably small under a wide range of SNR. Figure 4 shows the performance of the three methods. It can be observed that both the CCD-ML and the CCD-SS methods are far superior in performance to the MSS method under all the SNR considered. Thus, employing CCD definitely provides us with performance advantage. While the CCD-ML method yields the best NRMSE performance, as shown in Figure 4 , it is only marginally better than CCD-SS. This may lead us to conclude that the extra computation needed by the CCD-ML algorithm may not be worth the amount of improvement achieved. The corresponding SER are shown in Figure 5 , where the performance of both CCD-SS and CCD-ML are observed to be very close to that when the channel is exactly known.
Several tests following similar scenarios as those in the above examples have been carried out under other channel and noise models. Similar observations as presented in the above examples are obtained [31, 32] . 
CONCLUSION
In this paper, we address the important practical problem of FIR channel estimation in unknown correlated noise environments. We examine the effect of additive correlated noise with arbitrary unknown covariance matrix in FIR channels and develop different algorithms according to the different number of antennae available at the receiver. For receivers having only one antenna, we develop an algorithm which maximizes the criterion of a posteriori PDF (MAP) derived by employing the Jeffreys' principle. For receivers having two antennae and therefore, having two copies of the transmitted signal vector infested with independent unknown noise, we employ the canonical correlation decomposition (CCD) to separate the signal and noise subspaces arriving at the CCD-SS algorithm. By further examining the asymptotic distribution of the projected noise onto the estimated signal subspace, we formulate the likelihood function for which we could maximize and obtain the CCD-ML algorithm of channel estimation. The advantage of these new methods is that they do not need to assume any noise model, and therefore, their performance are relatively robust. All these algorithms when employed under the conditions for which they have been developed (i.e., either having one antenna or two antennae in the receiver) have been shown to have superior performance to existing (SS and MSS) methods. It is also observed that there is very little difference in performance between the CCD-SS and CCD-ML methods. Hence, if there are two antennae available, the comparatively simpler algorithm of CCD-SS will be favored.
Throughout the paper, we have assumed that the order of the channel is either known or has been accurately estimated using appropriate methods [16] [17] [18] [19] . However, the error in the channel order estimation may affect the outcome of the channel estimation. Since the MAP and the CCD methods employ the noise subspace to identify the channel, if the channel order is underestimated, the estimated noise subspace will contain vectors which belong to the signal subspace. The identification of the channel will then be based on an erroneous subspace leading to significant errors. On the other hand, if the channel order is overestimated, the dimension of the estimated noise subspace will be reduced from that of the true noise subspace. If this dimension difference is not substantial, the algorithms will be affected only in their estimation accuracy because in this case, the noise subspace is not fully utilized. Simulations [1, 32] show some of the relative effects on the estimation of the channels due to channel order under-and overestimation.
