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G-FROBENIUS MANIFOLDS
BYEONGHO LEE
Abstract. The goal of this paper is to introduce the notion of G-
Frobenius manifolds for any finite group G. This work is motivated
by the fact that any G-Frobenius algebra yields an ordinary Frobenius
algebra by taking its G-invariants. We generalize this on the level of
Frobenius manifolds.
To define a G-Frobenius manifold as a braided-commutative general-
ization of the ordinary commutative Frobenius manifold, we develop the
theory of G-braided spaces. These are defined as G-graded G-modules
with certain braided-commutative “rings of functions”, generalizing the
commutative rings of power series on ordinary vector spaces.
As the genus zero part of any ordinary cohomological field theory of
Kontsevich-Manin contains a Frobenius manifold, we show that any G-
cohomological field theory defined by Jarvis-Kaufmann-Kimura contains
a G-Frobenius manifold up to a rescaling of its metric.
Finally, we specialize to the case of G = Z/2Z and prove the struc-
ture theorem for (pre-)Z/2Z-Frobenius manifolds. We also construct an
example of a Z/2Z-Frobenius manifold using this theorem, that arises
in singularity theory in the hypothetical context of orbifolding.
1. Introduction
There are several statements in the philosophy of mirror symmetry. One
of them involves Frobenius manifolds. Namely, the Frobenius manifolds of
a mirror pair should be isomorphic.
Quantum cohomology ring of a smooth projective variety X is an example
of a Frobenius manifold in the A-model. It encodes the genus zero part of
the Gromov-Witten invariants of X on its cohomology ring.
According to Costello[4], genus g GW-invariants of X can be written
in terms of the genus zero GW-invariants of [Xg+1/Sg+1], the (g + 1)th
symmetric power of X. The latter can be encoded as a Frobenius manifold
structure on its Chen-Ruan orbifold cohomology ring[2, 3].
Now suppose X has a finite group G-action on it, and let [X/G] be
the global quotient orbifold. On the level of Frobenius algebras, Fantechi-
Go¨ttsche constructed a certain braided-commutative ring H∗(X,G) with
G-action, now called a stringy cohomology ring, that yields H∗CR([X/G]) by
taking the G-invariants[8]. H∗(X,G) also contains the cohomology of X as
a subring.
H∗(X,G) is an example of the structure called a G-Frobenius algebra
(also known as crossed G-algebra, or Turaev algebra)[12, 20, 24]. Kaufmann
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generalized the construction in [8] and showed that one can produce a certain
type ofG-Frobenius algebras starting from a Jacobian Frobenius algebra[12].
The resulting G-Frobenius algebra contains the original Frobenius algebra as
a subalgebra called the untwisted sector. In particular, he proved that there
is an essentially unique nth symmetric power, an Sn-Frobenius algebra, of
each Jacobian Frobenius algebra[13]. Note that this result works for both
A- and B-model sides of mirror symmetry.
One can then ask if we can generalize his results on the level of Frobenius
manifolds. Namely, we want a notion of G-Frobenius manifold structure
on each G-Frobenius algebra, that contains an ordinary Frobenius manifold
on the untwisted sector and yields another Frobenius manifold on the G-
invariants of the underlying G-Frobenius algebra. Once we have this, we
should ask if we can construct a G-Frobenius manifold starting from an or-
dinary Frobenius manifold and the G-Frobenius algebra that extends the
underlying Frobenius algebra of the given Frobenius manifold. In partic-
ular, we should investigate if we can construct a symmetric power of each
Frobenius manifold, and how unique it is.
Once the answers to these questions are obtained, we will be able to
apply them to the GW-theory of symmetric powers of X. Starting from the
quantum cohomology of X, we build the Sn-Frobenius manifold of X
n, and
taking its Sn-invariants will yield the orbifold quantum cohomology of the
symmetric power. By Costello’s formula, we will essentially know all the
higher genus GW-invariants.
We start to answer this series of questions in this paper. Namely, we
define a notion of G-Frobenius manifold for each finite group G and find
some examples.
In the definition of ordinary Frobenius manifolds, certain symmetric mul-
tilinear forms called correlation functions play an important role. Each of
these is given as the homogeneous degree n part of the potential of the
given Frobenius manifold, using the well-known identification between ho-
mogeneous polynomials and symmetric multilinear forms. The underlying
Frobenius algebra is obtained by truncating the potential at degree 3.
On the other hand, the role of n-linear forms that are invariant under the
braid group Bn plays a similar role in the theory of G-Frobenius algebras
for n = 2 and 3. In fact, a G-Frobenius algebra is a monoid object in the
braided monoidal category of G-graded G-modules, D(k[G])-Mod. This
motivates us to study braided tensors in the category. See Definition 2.2.1.
Once we identify the ring of power series on a finite dimensional vector
space as the ring of symmetric multilinear forms on it, we are tempted to
define a G-braided space as a finite dimensional object in D(k[G])-Mod
with a suitable ring structure on braided multilinear forms as the “ring
of functions”, following a common practice in the field of noncommutative
geometry. We do this in Section 2. We first develop the theory of braided
tensors in certain braided monoidal categories, and specialize to D(k[G])-
Mod. When G is trivial, we recover the notion of finite dimensional vector
G-FROBENIUS MANIFOLDS 3
spaces with their commutative ring of power series. Theorem 2.4.13 is the
main result in this section.
After reviewing the notions of Frobenius manifolds and G-Frobenius al-
gebras, We first define the notion of pre-G-Frobenius manifolds in Section 3.
They are certain G-braided spaces containing two Frobenius manifolds as
their subspaces on the untwisted sector and the G-invariants. If they also
contain a G-Frobenius algebra, in a similar way as an ordinary Frobenius
manifold contains a Frobenius algebra, then they are called G-Frobenius
manifolds. Definition 3.3.1 gives the precise descriptions.
We show that any G-Cohomological field theory (G-CohFT) of Jarvis-
Kaufmann-Kimura[10] contains a pre-G-Frobenius manifold structure on its
state space in Section 4. In fact, it also contains a G-Frobenius algebra up
to a rescaling of its metric. To prove this result, we introduce two types of
correlation functions that one can obtain out of any G-CohFT: a symmetric
one and a G-braided one. We use these and relevant results in [10] to prove
that one can obtain a G-braided potential that yields a symmetric potential
for a Frobenius manifold structure on its subspace of G-invariants. See
Theorem 4.4.2 and Remark 4.4.3.
In singularity theory, A2n−3 singularities have natural Z/2Z-actions. In
physics literature regarding Landau-Ginzburg B-models, the Frobenius man-
ifolds for Dn are obtained from A2n−3 using the procedure of orbifolding[5],
but there is no satisfactory mathematical theory about it yet, except for
the level of Frobenius algebras[12]. We construct the examples of Z/2Z-
Frobenius manifolds for A2n−3 as possible partial ingredients for such a
theory in Section 5. The first step is to prove the Structure Theorem 5.1.3
for any pre-Z/2Z-Frobenius manifold. After reviewing known facts about
the Frobenius manifold and G-Frobenius algebra structures for the singular-
ities A2n−3 and Dn, we use this theorem to construct pre-Z/2Z-Frobenius
manifolds for A2n−3. In fact, it turns out that these are Z/2Z-Frobenius
manifolds. Section 5.5 contains the details.
We conclude our paper with a brief discussion of a possible development
of the concept of G-braided spaces. In particular, we discuss about a differ-
entiation rule on the ring of braided multilinear forms.
We expect that other important structures on G-Frobenius manifolds will
emerge in the process of answering the questions above. Rather than using
a priori constructions, we will take the approach of picking up necessary
structures while analyzing more examples and working on relevant theo-
ries. Although we gave a minimal definition for G-Frobenius manifolds, it
is strong enough for G = Z/2Z in the sense that we see in Theorem 5.1.3.
Remark 1. This work is also a starting point for answering one of the Tu-
raev’s questions[24, Appendix 4, No. 2].
Remark 2. Matsumura-Shapiro considered a different version of G-braided
geometry onG-graded G-modules usingMajid’s theory of braided calculus[17,
Chapter 10] to define a different notion ofG-Frobenius structure on them[22].
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Notation. Throughout this paper, G is a finite group, k a field of characteris-
tic zero. We use the Einstein convention, namely, we sum over the repeated
upper and lower indices. The identity in G is denoted by e. We do not con-
sider the trace axiom of G-Frobenius algebras in this paper. We use boldface
letters to denote elements of Gn. For example,m means (m1, . . . ,mn) ∈ G
n.
The identity in G is denoted by e.
2. G-braided Spaces
2.1. Functions on Vector Spaces. We review some well-known facts
about ordinary vector spaces. The goal of this section is to fix notations
and emphasize the viewpoint that will be useful for the generalization we
have in mind.
Let H be a finite dimensional vector space over k. We take the ring
of power series kJH∗K to be its ring of functions. This is required for the
definition of Frobenius manifold. See Section 3.1.
It is well known that kJH∗Kn, the homogeneous polynomials of degree n,
can be identified with SymnH∗ := [(H∗)⊗n]Sn , the subspace of invariants
under the natural Sn action, also known as the symmetric n-linear forms.
Hence we have isomorphisms of vector spaces
kJH∗K ∼=
∞∏
n=0
SymnH∗ := SymJH∗K .
Also, observe that there is another characterization of SymnH∗, consid-
ering the Sn action on H
⊗n. Namely,
SymnH∗ = {x ∈ (H∗)⊗n|x(v) = x(σ · v) for any σ ∈ Sn and v ∈ H
⊗n} .
Note that kJH∗K also has the structure of a commutative ring. We transfer
this ring structure to SymJH∗K. Note also that SymJH∗K is a vector subspace
of the complete tensor algebra
∏∞
n=0(H
∗)⊗n := T JH∗K. The latter also has
the natural ring structure of juxtaposition, but SymJH∗K is not a subring of
T JH∗K.
If we consider how these two multiplication rules relate to each other and
view the ring structure of SymJH∗K intrinsically, we realize that the following
map is in action.
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Definition 2.1.1. For any n ≥ 0, the nth symmetrization on H is the map
Sn : (H
∗)⊗n → SymnH∗ , x 7→
1
|Sn|
∑
σ∈Sn
σx .
Also, the symmetrization on H is the map
S :=
∞∏
n=0
Sn : T JH
∗K → SymJH∗K .
We observe that the ring structure on SymJH∗K is given as follows. Let
µ be the multiplication map in T JH∗K, namely, the juxtaposition.
Proposition 2.1.2. The composition of the following maps
SymJH∗K⊗ SymJH∗K →֒ T JH∗K⊗ T JH∗K
µ
−→ T JH∗K
S
−→ SymJH∗K
is the multiplication map of SymJH∗K.
Remark 2.1.3. In view of the identification of kJH∗K with SymJH∗K, we
regard kJH∗K as the ring of symmetric multilinear forms.
The following functorial property is also well known.
Proposition 2.1.4. Let φ : H → K be a linear map of finite dimensional
vector spaces. Then we have the induced map of algebra with unity
φ∗ : SymJK∗K → SymJH∗K .
2.2. Braided Tensors. In this section, we introduce the notion of braided
tensors in certain subcategories of Vectk, that are also braided monoidal.
We also define ring structures for them. Note that we work in the covari-
ant setting. The dual setting will be considered when we specialize to the
category of G-graded G-modules in Section 2.4.
We work with a subcategory C of Vectk, and fix a braided monoidal
structure (C,⊗,1 = k,Φ). Here ⊗ is the usual tensor product of vector
spaces, but Φ may be different from the usual braided (actually, symmet-
ric) monoidal structure of Vectk. We may simply use C understanding its
braided monoidal structure.
We first generalize the notion of symmetric tensors on vector spaces. For
any H ∈ C, note that the braid group Bn acts on H
⊗n canonically. Let Cfin
be the full subcategory of finite dimensional objects.
Definition 2.2.1. For each H ∈ Cfin, set
Br nH := (H⊗n)Bn ,
the subspace of Bn-invariant n-tensors. Its elements are called the braided
n-tensors on H. Also, set
Br JHK :=
∞∏
n=0
Br nH ⊂ T JHK .
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Its elements are called the braided tensors on H.
To prove that braided tensors are functorial, we need the following lemma.
Lemma 2.2.2. Let φ : H → K be a morphism in Cfin. Then for any
b ∈ Bn, we have the following commutative diagram.
H⊗n
φ⊗n
−−−−→ K⊗nyb yb
H⊗n
φ⊗n
−−−−→ K⊗n
Proof. This follows from the functoriality of the braiding in C. 
Remark 2.2.3. We regard that φ⊗n = idk when n = 0.
Proposition 2.2.4. Br n(·) and Br J·K are functors Cfin → VectC.
Proof. Let φ : H → K be a morphism in Cfin. Consider the restriction
of the morphism φ⊗n : H⊗n → K⊗n on Br nH. Let v ∈ Br nH. Then by
Lemma 2.2.2, we have
b · φ⊗n(v) = φ⊗n(b · v) = φ⊗n(v) .
showing that φ⊗n(v) ∈ Br nK.
Set φ∗ :=
∏∞
n=0 φ
⊗n. Then φ∗ maps Br JHK to Br JKK.
If ψ is another morphism in Cfin, the equations (ψ◦φ)
⊗n = ψ⊗n◦φ⊗n and
(ψ ◦ φ)∗ = ψ∗ ◦ φ∗ are inherited from the ones before restricting to braided
tensors.
We also observe that id⊗n = id and id∗ = id. 
Note that Br nH and Br JHK are vector spaces, but they need not be
objects of C. We want them to be objects in C.
Definition 2.2.5. C is regular if, for each H ∈ Cfin, Br
nH and Br JHK are
objects of C, and their braidings are natural in the following sense: given
another object W of C, the braiding map
ΦBrnH,W : Br
nH ⊗W →W ⊗ Br nH
is given by the restriction of the braiding map
ΦH⊗n,W : H
⊗n ⊗W → W ⊗H⊗n,
and the braiding map
ΦBr JHK,W : Br JHK⊗W →W ⊗ Br JHK
comes from ΦBrnH,W applied degree by degree. Similarly for the braiding
maps ΦW,BrnH and ΦW,BrJHK.
Note that Br JHK need not be a subalgebra of T JHK. Instead, we define
a different multiplication on it. To this end, we generalize the notion of
symmetrization in Definition 2.1.1 in the covariant setting.
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Definition 2.2.6. A braidization in C is the following data.
• (nth braidization) For each H ∈ Cfin and each n ≥ 0, a surjective
linear map
Bn : H
⊗n → Br nH
that satisfies
(i) B2n = Bn ,
(ii) Bn(v) = Bn(b · v) for any v ∈ H⊗n and b ∈ Bn .
These maps should satisfy the following two conditions.
• (Functoriality) For each morphism φ : H → K in Cfin, the following
diagram is commutative for each n.
H⊗n
Bn−−−−→ Br nHyφ⊗n yφ⊗n
K⊗n
Bn−−−−→ Br nK
• (Associativity) For each H ∈ Cfin, v ∈ H
⊗n, w ∈ H⊗m and z ∈ H⊗k,
Bn+m+k(Bn+m(v ⊗ w)⊗ z) = Bn+m+k(v ⊗ Bm+k(w ⊗ z)).
C is braidizable if C admits a braidization. After fixing a braidization, C is
braidized. If C is braidized, for each H ∈ Cfin, set the total braidization
B :=
∞∏
n=0
Bn : T JHK → Br JHK .
Remark 2.2.7. Note that the surjectivity and condition (i) of Bn implies
that it is the identity on Br nH.
Now we are ready to generalize Proposition 2.1.2 in the covariant setting.
Proposition 2.2.8. Suppose that C is regular and braidized. Then for each
H ∈ Cfin, the composition of the following maps
◦ : Br JHK⊗Br JHK →֒ T JHK⊗ T JHK
µ
−→ T JHK
B
−→ Br JHK
gives Br JHK the structure of a braided-commutative algebra with unity. More-
over, for any morphism φ : H → K in Cfin, the induced linear map
φ∗ : Br JHK → Br JKK
is a morphism of algebra with unity.
Proof. Braided-commutativity follows from the following equations. Let∑∞
m=0 vm,
∑∞
n=0 wn ∈ Br JHK with vm ∈ Br
mH and wn ∈ Br
nH. Using the
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regularity of C, we have
B(µ(
∞∑
m=0
vm ⊗
∞∑
n=0
wn)) = B(
∞∑
m,n=0
vm ⊗ wn)
= B(
∞∑
m,n=0
Φ(vm ⊗ wn)) by (ii) of Definition 2.2.6 ,
= B(µΦ(
∞∑
m=0
vm ⊗
∞∑
n=0
wn)) .
Associativity of ◦ follows from that of the braidization. Unity exists by
Remark 2.2.7.
We have the following commutative diagram by the functoriality of the
braidization in C.
Br nH ⊗BrmH
µ
−−−−→ H⊗(n+m)
Bn+m
−−−−→ Br n+mHyφ⊗(n+m) yφ⊗(n+m) yφ⊗(n+m)
Br nK ⊗BrmK
µ
−−−−→ K⊗(n+m)
Bn+m
−−−−→ Br n+mK
Recall that µ in the left box denotes the juxtaposition. This diagram shows
that φ∗ preserves the multiplication. Unity is preserved since φ
⊗n = idk on
Br nH = Br nK = k when n = 0. 
2.3. A Groupoid Structure on Gn. Before specializing to the case of G-
graded G-modules, we study the Bn-action on the G
n-degrees on H⊗n for
any G-graded G-module H.
Gn ⋊ Sn acts on G
n by taking the componentwise adjoint action of Gn
first, and then switching positions. This induces a natural Bn action on G
n
in the following way. Let b1 be one of the standard generators of Bn that
braids the first two strands. Then
b1(γ1, . . . , γn) := (γ1γ2γ
−1
1 , γ1, γ3, . . . , γn) ,
and similarly for the other generators. This shows that given any b ∈ Bn
and γ ∈ Gn, we have an element bγ ∈ G
n
⋊ Sn that really acts on γ. For
example, we see that b1,γ = (e, γ1, e, . . . , e)× (1, 2). Note that this does not
define a homomorphism from Bn to G
n
⋊ Sn since bγ depends on γ. We
have the following structure instead.
Definition 2.3.1. The Bn-groupoid G
n is defined in the following way:
Obj(Gn) = Gn ,
Hom(γ1,γ2) = {bγ1 ∈ G
n
⋊ Sn|bγ1 = γ2 for some b ∈ Bn} .
Remark 2.3.2. A related structure is the action groupoid Bn ⋉G
n. See [19]
for its definition. This is different from Gn in that different elements of Bn
can give rise to the same arrow in Gn. In particular, Gn is a finite groupoid,
whereas Bn ⋉G
n is not.
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Remark 2.3.3. Obj(Gn) has the natural G-grading that is defined as
∏
γi for
γ ∈ Obj(Gn). Since it is invariant under the action of Bn, each component
of Gn has the constant G-degree.
Remark 2.3.4. Consider the diagonal adjoint G-action on Obj(Gn). We
observe that this commutes with the action of Bn. This implies that G acts
on the set of components of Gn. If a component C has the G-degree γ, the
G-degree of g · C is equal to gγg−1.
We want to introduce the concept of reflection map on Bn, that will be
useful when we consider braided tensors.
Definition 2.3.5. The reflection r on Bn is an antihomomorphism that
sends bi to bn−i.
Remark 2.3.6. This definition makes sense since the defining relations on
the generators of Bn are also satisfied among the images of them. r being
an antihomomorphism does not matter because of the form of the relations.
We want to see how this map works in the categories Gn. Let γ :=
(γ1, . . . , γn) ∈ G
n. Let
r : Gn → Gn , (γ1, . . . , γn) 7→ (γ
−1
n , . . . , γ
−1
1 )
be a set map. Then we have the following commutative diagram
(γ1, . . . , γn)
r
−−−−→ (γ−1n , . . . , γ
−1
1 )yb1 xbn−1
(γ1γ2γ
−1
1 , γ1, γ3, . . . , γn)
r
−−−−→ (γ−1n , . . . , γ
−1
3 , γ
−1
1 , γ1γ
−1
2 γ
−1
1 )
and similarly for the other generators of Bn. This allows us to make the
following definition.
Definition 2.3.7. The reflection map on Gn is the functor r : (Gn)◦ → Gn
that maps γ to r(γ) in the sense above, and sends bi,γ to bn−i,r(bi·γ).
Remark 2.3.8. Given a morphism in Gn, note that we should choose an
element in Bn that acts as the given one to know the image of it under r.
One sees that this does not depend on the choice of the representative by
looking at the diagram above. Namely, suppose we return to the original γ
after several application of bi’s and its inverses on the left side of the above
diagram. Then the same thing should happen to the right side since the
right side is the exact “reflection” of the left side.
This observation also implies the following proposition.
Proposition 2.3.9. r is fully faithful.
2.4. G-braided Spaces. In this section, we consider the category of G-
graded G-modules, and interpret its finite dimensional objects as braided-
commutative spaces.
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Definition 2.4.1. A G-graded G-module (H, ρ) is a vector space H with
the decomposition
H =
⊕
m∈G
Hm
and a G-action ρ respecting the G-grading, in the sense that
ρ(γ)Hm = Hγmγ−1
for any γ,m ∈ G.
Remark 2.4.2. We may suppress ρ for the G-action and use · instead, when
no confusion should arise.
Remark 2.4.3. G-graded G-modules form the category D(k[G])-Mod, the
category of D(k[G])-modules [14, 17]. The latter is the Drinfel’d double of
the group algebra k[G]. It is a quasitriangular Hopf algebra, hence D(k[G])-
Mod is a braided monoidal category. The braiding is given by
Φ : Vg ⊗Wh → Wghg−1 ⊗ Vg , w ⊗ v 7→ g · v ⊗ w
and extending linearly. Their morphisms are G-equivariant linear maps that
preserve the G-gradings. See [17] for details.
Remark 2.4.4. A (linear) representation of a groupoid is a functor from the
groupoid to the category of k-vector spaces. Given a G-graded G-module
H, H⊗n gives rise to a Gn-representation. For γ := (γ1, . . . , γn), let Hγ :=
Hγ1 ⊗ · · · ⊗Hγn . Then we have H
⊗n =
⊕
Hγ . The representation assigns
γ to Hγ and bγ to b : Hγ → Hbγ . This is well defined since if bγ = b
′
γ , the
maps b and b′ : Hγ → Hbγ = Hb′γ are the same.
Remark 2.4.5. When G is trivial, D(k[G])-Mod is nothing but the symmet-
ric monoidal category of vector spaces. Hence its braided multilinear forms
on finite dimensional objects are the same as the symmetric multilinear
forms.
Note that Br nH is graded by components of Gn. That is, let C be a
component of Gn. Then HC :=
⊕
γ∈C Hγ is an invariant subspace of the
map
b : H⊗n → H⊗n ,
for any b ∈ Bn. Let C(G
n) denote the set of components in Gn and define
Br nCH := Br
nH ∩HC . Then we have
Br nH =
⊕
C∈C(Gn)
Br nCH ,
where Bn acts on Br
n
CH trivially. This follows from the equation b · v = v
for any v ∈ Br nH and b ∈ Bn. We give a characterization of vectors in
Br nCH.
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Proposition 2.4.6. Let C ∈ C(Gn) and v ∈ HC . Write
v =
∑
γ∈C
vγ ,
where vγ denotes the G
n-homogeneous component of v. Then v ∈ Br nCH if
and only if
b · vγ = vb·γ
for any b ∈ Bn.
Proof. Suppose v ∈ Br nCH. Then the equation b · v = v implies∑
γ∈C
b · vγ =
∑
γ∈C
vγ .
Comparing the homogeneous components yields the desired equation. Con-
versely, suppose b · vγ = vb·γ for b ∈ Bn. We compute
b · v =
∑
γ∈C
b · vγ =
∑
γ∈C
vb·γ =
∑
γ∈C
vγ = v ,
since the map b : C → C, defined by acting on elements in C, is bijective. 
Now we are ready to prove that D(k[G])-Mod is regular and braidizable.
Proposition 2.4.7. D(k[G])-Mod is regular.
Proof. Let H be a finite dimensional G-graded G-module. To see the G-
graded G-module structure of Br nH, note that Br nCH has the natural G-
degree equal to that of C as defined in Remark 2.3.3. This defines a G-
grading on Br nH.
To prove the G-module structure, consider the diagonal G-action on H⊗n.
We want to show that Br nH is invariant under this action. Suppose that
v =
∑
γ∈C
vγ ∈ Br
n
CH
for some C ∈ C(Gn). Then we have
w := g · v =
∑
γ∈C
g · vγ ,
and set wg·γ := g · vγ , so that
w =
∑
γ∈g·C
wγ .
We use Proposition 2.4.6 to show that w ∈ Br ng·CH. Recall from Re-
mark 2.3.4 that the Bn and G-actions on Obj(G
n) commutes with each
other. Moreover, we observe that the two actions on H⊗n also commute
with each other. Hence for any b ∈ Bn,
b · wγ = b · (g · vg−1·γ) = g · (b · vg−1·γ)
= g · vb·(g−1·γ) = g · vg−1·(b·γ) = wb·γ .
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The compatibility of its G-grading and G-action follows by observing that
degG(g · C) = g · degGC · g
−1
where degG denotes the G-degree.
Next, we prove that Br JHK is a G-graded G-module. Using the G-grading
on Br nH, write
Br nH =
⊕
g∈G
(Br nH)g
where the subscript denotes the G-degree. Using the finiteness of G, we
have
Br JHK =
∞∏
n=0
Br nH =
∞∏
n=0
⊕
g∈G
(Br nH)g
=
⊕
g∈G
∞∏
n=0
(Br nH)g =
⊕
g∈G
(Br JHK)g ,
by setting that (Br JHK)g :=
∏∞
n=0(Br
nH)g. G-action on Br JHK is defined
term by term diagonally. The G-invariance of Br nH guarantees that of
Br JHK. The compatibility of its G-grading and G-action also follows from
that of Br nH.
The naturality of their braidings follows from the fact that the G-grading
on Br nH is inherited from H⊗n. 
Proposition 2.4.8. D(k[G])-Mod is braidizable.
Proof. (nth braidization) Let H be a finite dimensional G-graded G-module.
We use the Gn-representation structure of Remark 2.4.4 on H⊗n. For γ ∈
Obj(Gn), let Aγ be the set of all the morphisms in the component of γ with
the source γ. That is,
Aγ :=
∐
γ
′=bγ
for some b∈Bn
HomGn(γ,γ
′) .
For v ∈ Hγ , define
Bn(v) :=
1
|Aγ |
∑
bγ∈Aγ
bγ · v ,
and extend linearly.
We show that
bi · Bn(v) = Bn(v)
for any generator bi of Bn. It is still enough to assume that v ∈ Hγ. Write
bi · Bn(v) =
1
|Aγ |
∑
bγ∈Aγ
bi · (bγ · v)
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and observe that the map
bi : Aγ → Aγ
defined by postcomposing the element bi,γ′ ∈ G
n
⋊ Sn is a bijection. Here
γ
′ denotes the target of each arrows in Aγ . Hence
bi · Bn(v) =
1
|Aγ |
∑
b′
γ
∈Aγ
b′
γ
· v = Bn(v) ,
where b′γ denotes each element in the image of the map bi above.
To show the surjectivity and condition (i) of Definition 2.2.6, it is enough
to show that
Bn(v) = v
for any v ∈ Br nH. Considering the C(Gn)-grading of Br nH, it is enough to
consider that v ∈ Br nCH for C ∈ C(G
n) and put
v =
∑
γ∈C
vγ .
Observe that |Aγ | is constant for γ ∈ C. Write
nC := |Aγ |
for any choice of γ ∈ C. Also, |HomGn(γ,γ
′)| is constant for any two objects
γ and γ ′ in C. Define
mC := |HomGn(γ,γ
′)|
for any choice of two objects γ and γ′ in C. Then we have
nC = |C| ·mC . (1)
By the definition of Bn, we have
Bn(v) =
1
nC
∑
γ∈C
bγ∈Aγ
bγ · vγ .
Proposition 2.4.6 implies ∑
bγ∈Aγ
bγ · vγ = mC · v
for any fixed γ ∈ C. Thus
Bn(v) =
1
nC
∑
γ∈C
mC · v =
1
nC
· |C| ·mC · v = v ,
by Equation (1).
To prove condition (ii), it is enough to consider v ∈ Hγ . Then b ·v ∈ Hb·γ.
Hence
Bn(b · v) =
1
|Ab·γ |
∑
bb·γ∈Ab·γ
bb·γ · (b · v) .
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Since the map
b : Ab·γ → Aγ
defined by precomposing bγ is a bijection, and using the fact that |Ab·γ | =
|Aγ |, we have
Bn(b · v) =
1
|Aγ |
∑
b′γ∈Aγ
b′
γ
· v ,
where b′
γ
denotes each element in the image of the map b above.
(Functoriality) It is enough to consider Gn-homogeneous vectors. Hence,
suppose v ∈ Hγ . Then by the definition of nth braidization, we have
φ⊗n(Bn(v)) =
1
|Aγ |
∑
bγ∈Aγ
φ⊗n(bγ · v) .
For each bγ ∈ Aγ , choose b ∈ Bn such that b acts as bγ on Hγ . Let A
′ be
the finite subset of Bn of such b’s. Then we have
φ⊗n(Bn(v)) =
1
|Aγ |
∑
b∈A′
φ⊗n(b · v) =
1
|Aγ |
∑
b∈A′
b · φ⊗n(v)
by Lemma 2.2.2. Since φ⊗n preserves the Gn-grading, we have
φ⊗n(Bn(v)) =
1
|Aγ |
∑
bγ∈Aγ
bγ · φ
⊗n(v) = Bn(φ
⊗n(v)) .
(Associativity) Suppose v, w and z in T JHK are homogeneous of degree
n, m and k, respectively. By linearity, it is enough to assume that they are
also monomials of homogeneous Gn, Gm and Gk-degrees, respectively. We
observe that
Bn+m+k(Bn+m(v ⊗ w)⊗ z) = Bn+m+k(v ⊗ w ⊗ z)
= Bn+m+k(v ⊗ Bm+k(w ⊗ z))
since the Gn+m+k-orbits of monomials of Bn+m(v⊗w)⊗z and v⊗Bm+k(w⊗z)
coincide with that of v ⊗ w ⊗ z, with correct averaging constants. 
Remark 2.4.9. We assume that D(k[G])-Mod is braidized in this way here-
after.
Remark 2.4.10. Note that we recover the usual symmetrization when G is
trivial.
The following proposition enables us to use the results of the previous
section in the dual setting.
Proposition 2.4.11. In D(k[G])-Mod, taking the dual space is a con-
travariant functor on its full subcategory of finite dimensional G-graded G-
modules.
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Proof. Given a finite dimensional G-graded G-module H, its induced G-
action on H∗ is given by the following formula.
(γ · x)(v) = x(γ−1 · v) . (2)
One consistent choice of G-grading on H∗ can be obtained by requiring that
the trace map
tr : H ⊗H∗ → C , v ⊗ x 7→ x(v)
are G-degree preserving. Namely, the G-grading on H∗ can be given as
(H∗)m = (Hm−1)
∗ .
We observe that Equation (2) implies that
γ · (H∗)m = (H
∗)γmγ−1 .
Let φ : H → K be a morphism between finite dimensional objects. Then
φ∗ : K∗ → H∗ is a linear map. To prove that φ∗ preserves the G-degree,
suppose that x ∈ (K∗)m, x 6= 0. If φ
∗x = 0 for any x, then φ∗ preserves
degreem. If not, there exist a homogeneous vector v ∈ H such that φ∗x(v) 6=
0. But φ∗x(v) = x(φ(v)) and φ is degree-preserving, it follows that degG v =
m−1. We conclude that φ∗x is homogeneous of G-degree m. To show the
G-equivariance, let x ∈ K∗ and v ∈ H. Using the G-equivariance of φ, we
compute
φ∗(g · x)(v) = (g · x)(φ(v)) = x(g−1 · φ(v))
= x(φ(g−1 · v)) = φ∗x(g−1 · v) = g · (φ∗x)(v) .
The conditions on composition and identity follows from that of linear
maps. 
Remark 2.4.12. We fix this G-graded G-module structure for dual spaces
hereafter.
The following theorem summarizes what we have been proving.
Theorem 2.4.13. Let H be a finite dimensional G-graded G-module, and ◦
be defined as in Proposition 2.2.8. Then (Br JH∗K, ◦) is a braided-commutative
algebra with unity. Moreover, for each morphism φ : H → K of finite di-
mensional G-graded G-modules, the induced linear map
φ∗ : Br JK∗K → Br JH∗K
is a morphism of algebra with unity.
Proof. This follows from Propositions 2.2.8, 2.4.7, 2.4.8, and 2.4.11.

Remark 2.4.14. We call the elements of Br nH∗ and Br JH∗K the braided
n-linear forms and braided multilinear forms, respectively.
Remark 2.4.15. We adopt the viewpoint that any finite dimensional G-
graded G-module is a braided-commutative space with its ring of braided
multilinear forms.
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Lastly, we compare the Bn actions on H
⊗n and (H∗)⊗n. We use the
notation of Definition 2.3.5 for the following proposition.
Proposition 2.4.16. For any x ∈ (H∗)⊗n and v ∈ H⊗n, the following
equations hold.
(b · x)(v) = x(r(b) · v) .
Proof. Recall that the trace map is given by
tr : (H∗)⊗n ⊗H⊗n → C ,
x1 ⊗ · · · ⊗ xn ⊗ v1 ⊗ · · · ⊗ vn 7→ xn(v1) · xn−1(v2) · · · x1(vn)
so that there is no need of braiding.
To prove the equation, it is enough to prove the following equations
(bi · x)(v) = x(bn−i · v) ,
(b−1i · x)(v) = x(b
−1
n−i · v) .
By linearity, we assume that x is a Gn-homogeneous monomial. For
simplicity, we only consider i = 1. Suppose that x ∈ H∗
γ
in the notation of
Remark 2.4.4, and write
x = xγ1 ⊗ · · · ⊗ xγn .
Then we have
b1 · x = γ1 · xγ2 ⊗ xγ1 ⊗ xγ3 ⊗ · · · ⊗ xγn .
It is enough to consider Gn-homogeneous v of matching Gn-degrees, other-
wise both sides are equal to zero. Hence, write
v = vγ−1n ⊗ · · · ⊗ vγ−13
⊗ vγ−11
⊗ vγ1γ−12 γ
−1
1
.
Then we have
bn−1 · v = vγ−1n ⊗ · · · ⊗ vγ−13
⊗ γ−11 · vγ1γ−12 γ
−1
1
⊗ vγ−11
.
We compute
(b1 · x)(v) = xγn(vγ−1n ) · · · xγ3(vγ−13
) · xγ1(vγ−11
) · (γ1 · xγ2)(vγ1γ−12 γ
−1
1
)
= xγn(vγ−1n ) · · · xγ3(vγ−13
) · xγ1(vγ−11
) · xγ2(γ
−1
1 · vγ1γ−12 γ
−1
1
)
= x(bn−1 · v)
by Equation (2). The second equation can be proved in a similar fashion. 
This leads to the following characterization of braided multilinear forms
on H.
Corollary 2.4.17. For any finite dimensional G-graded G-module H, we
have
Br nH∗ = {x ∈ (H∗)⊗n|x(v) = x(b · v) for any b ∈ Bn and v ∈ H
⊗n} ,
the subspace of Bn-invariant multilinear forms.
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Proof.
x ∈ Br nH∗
⇐⇒ x ∈ [(H∗)⊗n]Bn
⇐⇒ x = b · x , ∀ b ∈ Bn
⇐⇒ x(v) = (bi · x)(v) = x(bn−i · v) , {bi} standard generators of Bn ,
∀ v ∈ H⊗n
⇐⇒ x(v) = x(b · v) , ∀ b ∈ Bn , ∀ v ∈ H
⊗n .

The previous proposition also allows us to relate the nth braidization on
Br nH and Br nH∗.
Corollary 2.4.18. For any x ∈ (H∗)⊗n and v ∈ H⊗n, we have
[Bn(x)](v) = x(Bn(v)) .
Proof. We use the notation of Definition 2.3.7.
Let x ∈ H∗
γ
. Suppose that C is the component of γ ∈ Gn and choose
γ
′ ∈ C. We assume that v ∈ Hr(γ′). Otherwise both sides are zero. Then
we have
[Bn(x)](v) =
1
|Aγ |
 ∑
bγ∈Aγ
bγ · x
 (v) = 1
|Aγ |
∑
bγ∈Hom(γ,γ′)
[(bγ · x)(v)] .
Choose b ∈ Bn for each bγ ∈ HomGn(γ,γ
′) so that b acts as bγ on H
∗
γ
. Let
A′ be the subset of Bn of such b’s. Using Proposition 2.4.16 we have
[Bn(x)](v) =
1
|Aγ |
∑
b∈A′
[(b · x)(v)]
=
1
|Aγ |
∑
b∈A′
x(r(b) · v) = x
(
1
|Aγ |
∑
b∈A′
r(b) · v
)
.
By Proposition 2.3.9, we see that the action of {r(b)|b ∈ A′} is the same as
that of HomGn(r(γ
′), r(γ)). Since x ∈ H∗
γ
and |Aγ | = |Ar(γ ′)| by Proposi-
tion 2.3.9, we conclude
[Bn(x)](v) = x(Bn(v)) .

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2.5. Distinguished Subspaces. For any finite dimensional G-graded G-
moduleH, we have two distinguished subspaces He and H
G. He denotes the
G-homogeneous subspace of G-degree e. HG is the subspace of G-invariants.
Let us first considerHe. SinceHe is a G-graded G-module concentrated at
G-degree e, we can talk about its braided multilinear forms. But in a similar
way as Remark 2.4.5, notice that the braided multilinear forms are the same
as symmetric multilinear forms in this case. Remark 2.4.15 shows that this
identification is as rings. Let ie : He →֒ H be the inclusion map. Note that
this is a morphism of G-graded G-modules. Applying Theorem 2.4.13, we
have the following proposition.
Proposition 2.5.1. We have the following induced morphism of algebras
with unity.
(ie)
∗ : Br JH∗K → Br JH∗e K = SymJH
∗
e K
Next, we consider the subspace of G-invariants, HG. Let g ∈ G, the
conjugacy class of g. Since
⊕
h∈gHh is an invariant space for any g ∈ G,
we see that HG has a G-grading. Let HGg denote the homogeneous part of
G-degree g.
In particular, HG is not a G-graded G-module sinceHh is not an invariant
subspace of the map g : H → H in general. Hence we cannot talk about
braided multilinear forms on HG, but we can consider the restrictions of
those of H on HG.
Proposition 2.5.2. Let iG : HG →֒ H be the inclusion. Then we have the
linear map
(iG)∗ : Br JH∗K → SymJ(HG)∗K ,
∞∑
n=0
xn 7→
∞∑
n=0
xn|(HG)⊗n ,
where xn ∈ Br
nH∗.
Proof. Let x ∈ Br nH∗ and v ∈ (HG)⊗n ⊂ H⊗n. Let s : Bn → Sn , bi 7→
(i, i + 1) be the standard surjective homomorphism. Then for any b ∈ Bn,
we have b · v = s(b) · v. To see this, suppose v = v1⊗ · · · ⊗ vn with vi ∈ H
G.
Suppose further that v1 =
∑
g∈G vg, where vg ∈ Hg. Note that each vg need
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not be in HG. We consider b1 ·v. The other generators are similar. We have
b1 · v = b1 ·
∑
g∈G
vg
⊗ v2 ⊗ · · · ⊗ vn

=
∑
g∈G
g · v2 ⊗ vg
⊗ v3 ⊗ · · · ⊗ vn
=
∑
g∈G
v2 ⊗ vg ⊗ v3 ⊗ · · · ⊗ vn
= v2 ⊗
∑
g∈G
vg
⊗ v3 ⊗ · · · ⊗ vn = v2 ⊗ v1 ⊗ v3 ⊗ · · · ⊗ vn .
Given σ ∈ Sn choose b ∈ Bn such that s(b) = σ. Using Corollary 2.4.17, we
have
x(σ · v) = x(s(b) · v) = x(b · v) = x(v) ,
showing that (iG)∗(x) ∈ Symn(HG)∗. 
Remark 2.5.3. (iG)∗ need not preserve the multiplication since Bn on (H∗)⊗n
and Sn on [(HG)∗]⊗n need not be compatible.
We mention the following functorial property.
Proposition 2.5.4. Suppose φ : H → K is a morphism of finite dimen-
sional G-graded G-modules. Then we have the following morphisms of alge-
bras with unity
φ∗ : SymJK∗e K → SymJH
∗
e K , φ
∗ : SymJ(KG)∗K → SymJ(HG)∗K .
Proof. Since φ preserves the G-grading, it maps He into Ke. Note that this
restriction is also a morphism of G-graded G-modules. Hence the existence
of the first map follows from Theorem 2.4.13.
Since φ isG-equivariant, it mapsHG intoKG. Applying Proposition 2.1.4,
we have the second map. 
3. G-Frobenius Manifolds
3.1. Ordinary Frobenius Manifolds. We review the concept of formal
Frobenius manifold in this section. See [16], [18] for details.
Let H be a finite dimensional vector space, and fix a basis {∂a}. Let {x
a}
be its dual basis. Recall from Section 2.1 that we have the identification
SymJH∗K = kJH∗K, which we interpret as functions on H. We identify the
vectors in H with differential operators on SymJH∗K. Then we can regard
XH := SymJH∗K⊗H to be global vector fields on H. Suppose also that we
have a symmetric nondegenerate bilinear form g on H.
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Given a function Y ∈ SymJH∗K, we define a multiplication ◦Y on XH in
the following way.
∂a ◦Y ∂b := ∂a∂b∂kY g
kl∂l ,
and extending to XH using the symmetric monoidal structure of vector
spaces and commutative ring structure of SymJH∗K.
Since the order of differentiation does not matter, we see that ◦Y is com-
mutative. But ◦Y need not be associative. In fact, its associativity is
equivalent to the following system of partial differential equations known
as WDVV-equations. We use the notation Ya := ∂aY , etc.
Yabkg
klYlcd = Ybckg
klYlcd .
Definition 3.1.1. (H, g, Y ) is a formal Frobenius manifold if Y satisfies the
WDVV-equations.
It follows that a formal Frobenius manifold yields a commutative algebra
structure on XH.
A closely related concept is that of cohomological field theory(CohFT) of
Kontsevich-Manin[16]. For a definition of it, see Section 4.2. They proved
the following theorem.
Theorem 3.1.2. A formal Frobenius manifold is equivalent to the genus
zero part of a CohFT.
We outline the proof of one direction of this theorem. Namely, we review
how one obtains a formal Frobenius manifold out of a CohFT.
Suppose that we are given a CohFT Λ := (H, g, {Λn}). For each n ≥ 3,
the nth correlation function Yn of Λ is a symmetric n-linear form on H
defined as
Yn : H
⊗n → k , v 7→
∫
M0,n
Λn(v) ,
whereM0,n denotes the moduli space of rational stable curves with nmarked
points. Now, set
Y :=
∑
n≥3
1
n!
Yn ∈ SymJH
∗K .
Then the axioms of CohFT and the topology of M0,n together imply that
Y satisfies the WDVV-equations.
3.2. G-Frobenius Algebras. We recall the definition of G-Frobenius alge-
bras (also known as Turaev algebras, or crossed G-algebras) in this section.
See [10], [12], [15], [20] and [24] for details.
These are certain algebra structures on G-graded G-modules. First, we
put the following compatibility condition on G-action with the G-grading.
Let (H, ρ) be a G-graded G-module.
Definition 3.2.1. (H, ρ) is self-invariant if γ acts on Hγ trivially, for any
γ ∈ G.
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We consider a bilinear form on (H, ρ) that is compatible with theG-action.
Definition 3.2.2. A symmetric bilinear form η on (H, ρ) is G-invariant if
η(ρ(γ)v1, ρ(γ)v2) = η(v1, v2)
for any γ ∈ G and v1, v2 ∈ H.
Our bilinear form should also be compatible with the G-grading in the
following sense. Let vg, vh ∈ H be G-homogeneous vectors of G-degree g
and h.
Definition 3.2.3. A bilinear form η onH preserves the G-grading if η(vg, vh)
equals zero unless gh = e.
Remark 3.2.4. η preserves the G-grading if and only if η ∈ [(H∗)⊗2]e, the
G-degree e part.
Remark 3.2.5. We note that a symmetric bilinear form on a self-invariant G-
graded G-module that preserves the G-grading is actually a braided bilinear
form in the sense of Remark 2.4.14.
We observe the following characterization about nondegenerate bilinear
forms on H.
Lemma 3.2.6. Suppose η ∈ [(H∗)⊗2]e. Then η is nondegenerate if and only
if the following linear map
Hg → [H
∗]g = (Hg−1)
∗ , vg 7→ η(vg, ·)
is an isomorphism for each g ∈ G.
The following lemma plays an important role in the theory of G-Frobenius
algebras.
Lemma 3.2.7. Let η be a G-invariant nondegenerate symmetric bilinear
form that preserves the G-grading on H. Then (iG)∗η is nondegenerate on
HG.
Our main definition in this section follows. We denote the G-degrees of
homogeneous elements as subscripts.
Definition 3.2.8. A G-Frobenius algebra ((H, ρ), η, ·, 1) is a unital associa-
tive algebra on a finite dimensional self-invariant G-graded G-module (H, ρ)
with a G-invariant nondegenerate symmetric bilinear form η that preserves
the G-grading, and satisfying the following compatibility conditions:
(1) G-equivariance of multiplication. ρ(γ)v1 · ρ(γ)v2 = ρ(γ)(v1 · v2) for
any γ ∈ G and v1, v2 ∈ H.
(2) G-graded multiplication. vm1 · vm2 ∈ Hm1m2 .
(3) Braided commutativity. vm1 · vm2 = ρ(m
−1
1 )vm2 · vm1 .
(4) Invariance of the metric. η(v1·v2, v3) = η(v1, v2·v3) for any v1, v2, v3 ∈
H.
(5) G-invariant identity. ρ(γ)1 = 1.
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Remark 3.2.9. The standard definition of a G-Frobenius algebra requires
that it satisfies the trace axiom. We do not consider it in this paper. See
[10, Definition 4.13].
Remark 3.2.10. [12] shows that a G-Frobenius algebra can also be defined
in terms of certain G-braided bi- and tri-linear forms.
Remark 3.2.11. In [14, 15] the authors show that a G-Frobenius algebra is
a monoid object in D(k[G])-Mod, satisfying further conditions.
Remark 3.2.12. Note that the identity should be G-homogeneous with G-
degree equal to the identity in G.
Remark 3.2.13. When G is trivial, we recover the notion of Frobenius al-
gebra. In particular, He of any G-Frobenius algebra H has the induced
structure of a Frobenius algebra. Moreover, [12, Proposition 2.1] shows that
the restriction of the algebra structure and the bilinear form on HG also
yields a Frobenius algebra structure on it.
3.3. G-Frobenius Manifolds. Let (H, ρ) be a self-invariant G-graded G-
module of finite dimension, Φ the braiding as in Remark 3.2.11, η a G-
invariant nondegenerate symmetric bilinear form on it that preserves the G-
grading. Let Y n ∈ [Br nH∗]e for each n ≥ 3 and set Y :=
∑
Y n ∈ [Br JH∗K]e.
Write ηe := (ie)
∗η, ηG := (iG)∗η, Ye := (ie)
∗Y , and Y G := (iG)∗Y .
Definition 3.3.1. ((H, ρ), η, Y ) is a pre-G-Frobenius manifold if both Ye
and Y G satisfies the WDVV-equations. Moreover, if there is a vector 1 ∈ He
such that ((H, ρ), η, Y 3, 1) is a G-Frobenius algebra, then ((H, ρ), η, Y, 1) is
a G-Frobenius manifold.
Remark 3.3.2. Here we are using Remark 3.2.10.
Remark 3.3.3. (He, ηe, Ye) and (H
G, ηG, Y G) become ordinary formal Frobe-
nius manifolds. The nondegeneracies of ηe and η
G are guaranteed by Lem-
mas 3.2.6 and 3.2.7.
Remark 3.3.4. Kaufmann envisioned such a structure as an ingredient for
generalizing the results of [12] to the level of Frobenius manifolds. I realized
it by interpreting G-graded G-modules as G-braided spaces.
4. Correlation Functions of G-Cohomological Field Theory
4.1. Moduli Spaces. We review the theory of moduli spaces of pointed
admissible G-covers from [10]. We start with (unpointed) admissible G-
covers from [1] and [10].
Let (C → T, p1, . . . , pn) be a stable curve over T of genus zero with n
marked points p1, . . . , pn.
Definition 4.1.1. A finite morphism π : E → C is an admissible G-cover
if it satisfies the following conditions.
(i) E/T is a nodal curve, possibly disconnected.
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(ii) Nodes of E maps to nodes of C.
(iii) G acts on E, respecting the fibers.
(iv) π is a principal G-bundle outside of the special points (nodes or marked
points).
(v) Over the nodes of C, the structure of the maps E → C → T is locally
analytically isomorphic to the following:
SpecA[z, w]/(zw − t)→ SpecA[x, y]/(xy − tr)→ SpecA ,
where t ∈ A, x = zr, and y = wr for some positive integer r.
(vi) Over the marked points of C, the structure of the maps E → C → T
is locally analytically isomorphic to the following:
SpecA[z]→ SpecA[x]→ SpecA ,
where x = zs for some positive integer s.
(vii) At each node q of E, the eigenvalues of the action of the stabilizer Gq
on the two tangent spaces should be the multiplicative inverses of each
other.
Remark 4.1.2. [1] shows that the stack of admissible G-covers is isomorphic
to the stack M0,n(BG) of balanced twisted stable maps into the classifying
stack of G, and is a smooth Deligne-Mumford stack, flat, proper, and quasi-
finite over M0,n.
As in the case of principal G-bundles, admissible G-covers are classified
by their holonomies up to the adjoint action of G. Let Cgen and Egen be
the points that are neither nodes nor marked points in C and E. Choose a
point p0 ∈ Cgen.
Proposition 4.1.3. If Cgen is connected, then there is a one to one corre-
spondence between the set of homomorphisms π1(Cgen, p0)→ G
n and the set
of isomorphism classes of admissible G-covers over C together with a point
p˜0 in the fiber of p0.
Let G be the set of conjugacy classes of G, and γ ∈ G
n
be the n-tuple
of conjugacy classes determined by γ ∈ Gn. [11] shows that we have the
following decomposition:
M0,n(BG) =
∐
γ∈G
n
M0,n(BG;γ) ,
whereM0,n(BG;γ) denote the substack with holonomies that can be labeled
by γ. Note that M0,n(BG;γ) consists of multiple components.
We now come to the pointed version of the previous moduli space.
Definition 4.1.4. For a g = 0 stable curve with n ≥ 3 marked points
(C → T, p1, . . . , pn), an n-pointed admissible G-cover is an admissible G-
cover π : E → C with n marked points p˜i ∈ E such that π(p˜i) = pi. The
morphisms in the stack of admissible G-covers M
G
0,n are the G-equivariant
fibered diagrams preserving the points p˜i.
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Remark 4.1.5. We have forgetful morphisms
M
G
0,n
s˜t
−−−−→ M0,n(BG)
ŝt
−−−−→ M0,n .
Let st := ŝt ◦ s˜t. [10] shows that M
G
0,n are smooth Deligne-Mumford stacks,
flat, proper, and quasi-finite over M0,n.
Given a pointed admissible G-cover, let m := (m1, . . . ,mn) be the mon-
odromy around the marked points on the cover, and M
G
0,n(m) denote the
substack with the monodromy m. Then we have the decomposition
M
G
0,n =
∐
m∈Gn
M
G
0,n(m) .
Given a pointed admissible G-cover, the structure of the fiber over a
marked point on the underlying curve with monodromy m is the same as
G/ < m > as a G-set. This gives rise to the Gn-action on M
G
0,n. Also, we
have the Sn-action on it given by switching the labels of the marked points
on underlying curves.
We now describe two morphisms that are relevant in g = 0: the forgetting
tails morphism τ and the gluing morphism gl.
τ is defined when the monodromy of the last point is trivial. Suppose
m ∈ Gn. Then
τ :M
G
0,n+1(m, e)→M
G
0,n(m)
is given simply by forgetting the last marks on the underlying stable curve
and the point over it. If we get an unstable curve as the result, we stabilize
it and [10] shows that we have a way to define a suitable pointed admissible
G-cover on the stabilized curve.
We can glue two G-covers at marked points when their monodromies are
inverse to each other. Let µ ∈ G and n = n1 + n2. Then
gl :M
G
0,n1+1(m, µ)×M
G
0,n2+1(µ
−1,m′)→M
G
0,n(m,m
′)
is given by gluing the underlying curve at the last marked point of the first
curve and the first marked point of the second curve, and gluing the G-cover
equivariantly at the points over the marked points just glued. The result is
already a pointed admissible G-cover. More generally, the gluing morphism
can be defined for any partition I ⊔ J of {1, . . . , n} as
gl :M
G
0,n1+1(mI)×M
G
0,n2+1(mJ)→M
G
0,n(m)
making use of the symmetric group action. Here mI and mJ are obtained
by adjoining µ and µ−1 at some position to the corresponding components
of m.
Next, we define distinguished components ofM
G
0,n following [10]. Suppose
that we have n marked points at P :=
{
e
2kpii
n : 1 ≤ k ≤ n
}
on P1 = C∪{∞}.
We label the points from 1 to n counterclockwise starting from the point 1 ∈
C. Draw line segments from 0 to each marked point. Then this determines
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a set of generators of the fundamental group of P1 − P at 0. Let m ∈ Gn
with
∏
imi = e. Then m determines a holonomy, and Proposition 4.1.3
gives us an admissible G-cover and a point p over 0. Parallel transporting
p along the line segments above yields n points over the marked points on
the underlying P1. Note that the monodromy at these points are also given
by m. We denote [m] the component of M
G
0,n(m) that contains the point
representing this pointed admissible G-cover.
Remark 4.1.6. The homology classes of M
G
0,n in this paper denote those
of its coarse moduli space. Namely, we do not divide by the orders of
automorphism groups.
4.2. G-Cohomological Field Theory. In this section, we recall the notion
of G-cohomological Field Theory(G-CohFT) from [10], and review how one
obtains an ordinary cohomological field theory(CohFT) and a G-Frobenius
algebra out of it. We consider only g = 0 case.
Definition 4.2.1. A genus zero G-CohFT is a quadruple ((H, ρ), η, {Λn}, 1)
where
(i) (H, ρ) is a G-graded G-module,
(ii) Λn ∈
⊕
m
H•(M
G
n (m))⊗H
∗
m
and Gn ⋊ Sn-invariant,
(iii) 1 6= 0 ∈ He such that
(a) 1 is G-invariant,
(b) Λn+1(vm, 1) = τ
∗Λn(vm) under the forgetting tails morphism τ ,
(iv) η is a nondegenerate symmetric bilinear form on H such that
η(vm1 , vm2) :=
∫
[m1,m2,1]
Λ3(vm1 , vm2 , 1) , (3)
(v) for any basis {eα} of H,
gl∗Λn(vm) =
∑
α,β
Λn1+1(vmI , eα)η
αβΛn2+1(eβ , vmJ )
under the gluing morphism gl, for any partition I ⊔ J of {1, . . . , n}.
Remark 4.2.2. The notion of CohFT as defined in [16] does not involves the
axioms regarding 1. Hence we recover the notion of the g = 0 part of the
CohFT by considering trivial group G and removing the axiom (iii) above
and Equation (3).
We now review how to obtain an ordinary CohFT from a G-CohFT. This
is a two-step process that involves the three moduli spaces M
G
0,n, M0,n(BG)
and M0,n.
The first step involves the forgetful map
s˜tm :M
G
0,n(m)→M0,n(BG;m) ,
where
M
G
0,n(m) :=
∐
m∈m
M
G
0,n(m) .
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We have the following proposition.
Proposition 4.2.3. There are unique classes
Λ̂n ∈
⊕
m∈G
n
H•(M0,n(BG;m))⊗ (H
G
m
)∗
such that
s˜t
∗
m
Λ̂n(vm) = Λn(vm)
for all vm ∈ H
G
m
.
Once we obtain Λ̂n, we define Λn in the following way.
Definition 4.2.4.
Λn := ŝt∗ Λ̂n ∈ H
•(M0,n)⊗ [(H
G)∗]⊗n .
Let ηG be the restriction of η to HG. Then we get the CohFT we wanted
as follows.
Theorem 4.2.5. (HG, ηG, {Λn}) is a CohFT.
Remark 4.2.6. In [10], the authors use η := (1/|G|)ηG instead of ηG. This
is because they include 1 as a data for the definition of a CohFT. Once we
remove the conditions about 1, we can normalize ηG as needed, and we still
get a CohFT.
Next, we consider the G-Frobenius algebra that is contained in any G-
CohFT ((H, ρ), η,Λn, 1). Let g, h, and k be in G such that ghk = e. Fix a
basis {eα} for Hk and {fβ} for Hk−1 . Let v ∈ Hg and w ∈ Hh. Define
v · w :=
∫
[g,h,k]
Λ3(v,w, eα)η
αβfβ . (4)
Theorem 4.2.7. ((H, ρ), η, ·, 1) is a G-Frobenius algebra.
Remark 4.2.8. In particular, ρ is self-invariant, and η is G-invariant and
preserves the G-grading.
Remark 4.2.9. Due to our convention in Remark 4.1.6 on the homology
classes in M
G
0,n, the homology class that is used for the definition of · in [10]
is the same class as we use here.
4.3. Correlation Functions. In this section, we define two types of cor-
relation functions that we can get out of a G-CohFT ((H, ρ), η, {Λn}, 1), a
symmetric one and a braided one, and prove that they coincide on HG.
Given m = (m1, . . . ,mn) ∈ G
n, let τ be a component of M0,n(BG;m).
Then s˜t
−1
m
(τ) is the union of the components of M
G
0,n(m) that are mapped
to τ . Given a component κ of M
G
0,n(m), let τ(κ) denote the component
of M0,n(BG;m) that contains the image of κ under s˜tm. Set u(κ) :=
s˜t
−1
m
(τ(κ)) and define p(κ) to be the degree of the forgetful map
s˜tm |u(κ) : u(κ)→ τ(κ) .
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In particular, we write p(m) := p([m]). Also, since γ : [m] → γ[m] is an
isomorphism that is compatible with the forgetful map, we have p(γ[m]) =
p(m). Let {κi(m)} be the set of components of M
G
0,n(m). This is a finite
set since any component in M
G
0,n can be written as γ[m
′] for some γ and
m
′ with
∏
m′i = e in G
n.
Definition 4.3.1. Given a G-CohFT ((H, ρ), η, {Λn}, 1), its degree n sym-
metric correlation function Y nS is defined as
Y nS (v) :=
∑
i
1
p(κi(m))
∫
κi(m)
Λn(v) ,
for any v ∈ Hm.
Proposition 4.3.2. Y nS is a symmetric n-linear form.
Proof. It is enough to consider homogeneous vectors. Suppose v ∈ Hm and
σ ∈ Sn.
Y nS (σv) =
∑
i
1
p(κi(σm))
∫
κi(σm)
Λn(σv)
=
∑
i
1
p(κi(σm))
∫
κi(σm)
σΛn(v) by the G
n
⋊ Sn invariance,
=
∑
i
1
p(κi(σm))
∫
σ−1κi(σm)
Λn(v) .
Note that we have the following commutative diagram, where the two σ’s
are isomorphisms.
u(κj(m))
σ
−−−−→ u(κi(σm))ys˜tm ys˜tσm
τ(κj(m))
σ
−−−−→ τ(κi(σm))
This implies that p(κi(σm)) = p(κj(m)). Hence,
Y nS (σv) =
∑
j
1
p(κj(m))
∫
κj(m)
Λn(v) = Y
n
S (v) .

Since the ways of representing components as γ[m′] are not unique, let
ν(κ) be the number of ways that κ can be written in this way. In partic-
ular, let ν(m) := ν([m]). Note that ν is invariant under the Bn-action,
and ν(γ[m]) = ν(m) for any γ ∈ Gn andm, since these actions are isomor-
phisms. Also, we see that the component γ[m] has the constant monodromy
md(γ[m]) :=
(
γ1m1γ
−1
1 , . . . , γnmnγ
−1
n
)
.
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Definition 4.3.3. The degree n braided correlation function Y nB of a G-
CohFT ((H, ρ), η, {Λn}, 1) is defined as
Y nB (v) :=
∑
∏
m=e
|G|n
p(m)ν(m)
∫
[m]
Λ(v) ,
for any v ∈ H⊗n.
Remark 4.3.4. Note that Y nB ∈ (Br
nH∗)e for each n.
The analogue of Proposition 4.3.2 follows.
Proposition 4.3.5. Y nB is a braided n-linear form.
Proof. Note that the Bn action onM0,n(BG) amounts to choosing a new set
of generators of the fundamental group on the underlying curve, to determine
the holonomy of its admissible G-cover. Using the Bn-invariance of ν, and
the fact that b[m] = [bm], the proof is completely analogous to that of
Proposition 4.3.2. 
Note that Y nB restricted to (H
G)⊗n are symmetric n-linear forms. More-
over, we have the following proposition.
Proposition 4.3.6. For v ∈ (HG)⊗n,
Y nS (v) = Y
n
B (v) .
Proof. We first prove Equation (5) below, that relates Y nS and Y
n
B for any
homogeneous vector w. Hence, suppose w ∈ Hm. Then we have
Y nS (w) =
∑
i
1
p(κi(m))
∫
κi(m)
Λ(w)
=
∑
∏
m
′=e
md(γ[m′])=m
1
ν(m′)
1
p(γ[m′])
∫
γ[m′]
Λ(w).
By the Gn ⋊ Sn-invariance of Λn and G
n-invariance of p,
Y nS (w) =
∑
∏
m
′=e
md(γ[m′])=m
1
ν(m′)
1
p(m′)
∫
[m′]
Λ(γ−1w).
By the definition of Y nB ,
Y nS (w) =
∑
∏
m
′=e
md(γ [m′])=m
1
|G|n
Y nB (γ
−1w).
Since Y nB is zero on the vectors of total degree not equal to e,
Y nS (w) =
1
|G|n
Y nB (
∑
γ∈Gn
γw) . (5)
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Now we use this equation to prove the proposition. Let c(γ) be the
number of elements in the conjugacy class of γ. Form ∈ Gn, define c(m) :=∏
c(mi). Suppose v ∈ H
G
m
and let
v =
c(m)∑
i=1
wi
be the homogeneous decomposition of v. Then
|G|nv =
∑
γ∈Gn
γv =
∑
γ∈Gn
c(m)∑
i=1
γwi .
Hence we conclude
Y nS (v) = Y
n
S (
c(m)∑
i=1
wi) =
c(m)∑
i=1
Y nS (wi)
=
c(m)∑
i=1
1
|G|n
Y nB (
∑
γ∈Gn
γwi) = Y
n
B (v) .

4.4. Pre-G-Frobenius Manifold Structure. In this section, we prove
that any G-cohomological field theory gives rise to a pre-G-Frobenius man-
ifold structure on its state space. We first make the following observation.
Let H be a finite dimensional vector space.
Lemma 4.4.1. If Y :=
∑
Y n ∈ SymJH∗K satisfies the WDVV-equations,
then Y ′ :=
∑
anY n for some a ∈ k also satisfies the WDVV-equations.
Proof. This is true since WDVV-equations can be proved degree-by-degree.

Given a G-CohFT ((H, ρ), η, {Λn}, 1), set
YB :=
∑
n≥3
1
n!
Y nB .
Theorem 4.4.2. ((H, ρ), η, YB) is a pre-G-Frobenius manifold.
Proof. By Remark 4.2.8, ρ is self-invariant, and η is G-invariant and pre-
serves the G-grading.
We first consider (iG)∗(YB). Let (H
G, ηG,Λn) be the CohFT obtained by
taking the G-quotient of our G-CohFT. Recall that its correlation functions
are defined as
(Y G)n(v) :=
∫
M0,n
Λ(v)
for any v ∈ (HG)⊗n. In view of the equivalence of CohFT’s and Frobenius
manifolds, and Proposition 4.3.6, it is enough to show
Y nS (v) = (Y
G)n(v)
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for any v ∈ (HG)⊗n. Suppose v is homogeneous of G-degree equal to m,
and v =
∑
m∈mwm be its homogeneous decomposition. Since Λn(wm) is
supported on M
G
0,n(m), we have
Y nS (v) =
∑
m∈m
∑
i
1
p(κi(m))
∫
κi(m)
Λn(wm)
=
∑
m∈m
∑
i
1
p(κi(m))
∫
κi(m)
Λn(v) =
∫
∑
m∈m
∑
i
1
p(κi(m))
κi(m)
Λn(v) .
Using the projection formula, we have
Y nS (v) =
∫
M(BG;m)
Λ̂n(v) .
Using the Gysin map, we conclude that
Y nS (v) =
∫
M0,n
Λ(v) = (Y G)n(v) .
Consider (ie)
∗(YB) next. Let e := (e, . . . , e), and v ∈ He. Note that
ν(e) = |G| since [e] can be also written as g[e] where g := (g, . . . , g), for
any g ∈ G. Since p(e) = 1, we have
Y nB (v) = |G|
n−1
∫
[e]
Λn(v) .
Observe that
Y ′ :=
∑
n
1
|G|n−1
·
1
n!
Y nB
satisfies the WDVV-equations since [e] is isomorphic to M0,n and we are re-
duced to an ordinary CohFT. A simple modification of Lemma 4.4.1 implies
that (ie)
∗(YB) satisfies the WDVV-equations. 
Remark 4.4.3. In fact, we can say a little bit more. By comparing Equa-
tion (4) and Definition 4.3.3, we notice that the multiplication structure of
the G-Frobenius algebra that is contained in the G-CohFT differs by con-
stants from the one given by the degree 3 braided correlation functions, and
these constants depend on the G-degrees of the vectors multiplied together.
This means that we can identify the two multiplication rules by rescaling the
metric on the underlying G-graded G-module. In other words, a G-CohFT
contains a G-Frobenius manifold up to a rescaling of its metric.
Remark 4.4.4. One can ask if it is possible to get a G-CohFT starting from
a pre-G-Frobenius manifold, in analogy with the case of ordinary CohFT’s
and Frobenius manifolds. A difficulty answering this question is that the
topology of M
G
0,n is not very well understood compared to that of M0,n.
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5. Examples of Z/2Z-Frobenius Manifolds
5.1. G = Z/2Z. In this section, we specialize to the case G = Z/2Z = {e, g}
and prove the structure theorem 5.1.3 for pre-Z/2Z-Frobenius manifolds.
We first state some general facts about Z/2Z-graded Z/2Z-modules.
Proposition 5.1.1. Let (H, ρ) be a Z/2Z-graded Z/2Z-module that is self-
invariant. Then H = He ⊕Hg has the following properties.
(i) The non-twisted sector He has the following decomposition:
He = Hi
⊕
Hv ,
where Hi is invariant under Z/2Z and ρ(g)v = −v for any v ∈ Hv.
(ii) The G-invariants decomposes as
HG = Hi
⊕
Hg .
Proof. (i) follows from the theory of representations of finite groups, sinceHe
is a Z/2Z-module. See, for example, [21]. For (ii), note that the conjugacy
classes of Z/2Z are Z/2Z itself, and Hg is Z/2Z-invariant. Also, (He)
G =
Hi. 
Fix a homogeneous basis {xp} of H∗ under the grading
H∗ = H∗i
⊕
H∗v
⊕
H∗g ,
and denote their homogeneous G-degree as subscripts. We have the following
description of the braided multilinear forms on H.
Proposition 5.1.2. Given a basis of H∗ as above, we have the isomorphism
of vector spaces
Br JH∗K ∼= kJxpK/I ,
where I is generated by {xpvx
q
g}.
Proof. SupposeX ∈ Br nH∗. Then it is symmetric on HG and He by Propo-
sitions 2.5.1 and 2.5.2. In view of Proposition 5.1.1, it remains to consider
the value of X on vectors w ∈ H⊗n that has at least one factor wg ∈ Hg
and another wv ∈ Hv. By linearity it is enough to assume that w has only
one term. Then w can be written as one of the following two forms.
w = · · · ⊗ wv ⊗ wi1 ⊗ · · · ⊗ wik ⊗ wg ⊗ . . .
or
w = · · · ⊗ wg ⊗ wi1 ⊗ · · · ⊗ wil ⊗ wv ⊗ . . .
where wij denotes vectors in Hi.
We use Corollary 2.4.17 and consider only the first case. The other one
is similar.
X(w) = X(· · · ⊗ wv ⊗ wi1 ⊗ · · · ⊗ wik ⊗ wg ⊗ . . . )
= X(· · · ⊗ wv ⊗ wg ⊗ . . . )
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by Bn invariance and the fact that Hi is invariant under the action of Z/2Z.
Since wv is in He, we have
X(w) = X(· · · ⊗ wg ⊗ wv ⊗ . . . )
= −X(· · · ⊗wv ⊗ wg . . . ) = −X(w)
since wv is in the eigenspace of g with eigenvalue −1. Hence we have
X(w) = 0
if w has factors of Hv and He together. This implies that any element in
Br nH∗ does not have any term that has both xpv and x
q
g as its factors. The
proposition follows by the identification of symmetric n-linear forms and
homogeneous polynomials of degree n. 
Once we have a pre-Z/2Z-Frobenius manifold structure on H = Hi ⊕
Hv ⊕Hg, we have ordinary Frobenius manifold structures on He = Hi⊕Hv
and HG = Hi⊕Hg with induced potentials. On the other hand, we may be
able to produce a pre-Z/2Z-Frobenius manifold starting from two ordinary
Frobenius manifolds in the following way.
Let (He, ηe, Ye) and (H
G, ηG, Y G) be formal Frobenius manifolds. Sup-
pose that there is a vector space Hi and two linear injections ιe : Hi → He
and ιG : Hi → H
G such that (ιe)
∗Ye = (ι
G)∗Y G := Yi, and (ιe)
∗ηe =
(ιG)∗ηG := ηi. Fix decompositions He = Hi⊕Hv and H
G = Hi⊕Hg. Write
Ye = Yi + Yv and Y
G = Yi + Yg, and ηe = ηi + ηv and η
G = ηi + ηg where
(ιe)
∗Yv = (ι
G)∗Yg = 0 and (ιe)
∗ηv = (ι
G)∗ηg = 0. Let H := Hi⊕Hv⊕Hg be
a Z/2Z-graded Z/2Z-module as in Proposition 5.1.1. Set Y := Yi + Yv + Yg
and η := ηi + ηv + ηg, extending by zero.
Let S := {i, v, g} be the set of the subscript in the decomposition of H
above. Then we can talk about the S2-degrees of homogeneous terms of η.
Theorem 5.1.3 (Structure of pre-Z/2Z-Frobenius manifolds). Suppose that
Y ∈ [T JH∗K]e, and ηi, ηv, and ηg are S2-homogeneous of degrees (i, i),
(v, v) and (g, g) respectively. Then ((H, ρ), η, Y ) is a pre-Z/2Z-Frobenius
manifold. Conversely, the η and Y of any pre-Z/2Z-Frobenius manifold
((H, ρ), η, Y ) is of this form, and uniquely determined by the metrics and
potentials of the two Frobenius manifolds it contains.
Proof. We first prove that ((H, ρ), η, Y ) constructed as above is a pre-Z/2Z-
Frobenius manifold. By construction, ρ is self-invariant, and η is Z/2Z-
invariant, symmetric, and preserves the Z/2Z-grading. Since the S2-degree
of ηg is (g, g), the condition of Lemma 3.2.6 is satisfied for Z/2Z-degree e by
the nondegeneracy of ηe. The S
2-degrees of ηi and ηg, and the nondegeneracy
of ηG also implies that of ηg, satisfying the condition of the Lemma for g.
It follows that η is nondegenerate.
Proposition 5.1.2 implies that Y is automatically in Br JH∗K. It remains
to show that Ye = (ie)
∗Y and Y G = (iG)∗Y . Since we are extending by
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zero and (ιG)∗Yg = 0, we have (ie)
∗Yg = 0. With the completely analogous
reasoning, we also have (iG)∗Yv = 0.
To prove the converse, we first consider η. Writing the S2-degrees as
subscripts, we have the decomposition
η = ηii + ηiv + ηig + ηvv + ηvg + ηgg .
Since η preserves the G-degree, we have ηig = ηvg = 0. To see that ηiv = 0,
take wi ∈ Hi and wv ∈ Hv. Using the Z/2Z-invariance of η, we have
ηiv(wi, wv) = ηiv(g · wi, g · wv) = ηiv(wi,−wv) = −ηiv(wi, wv) .
For Y , let Yi be the sum of terms that only have factors of S-degree i, Yv
the sum of terms that have at least a factor of S-degree v, and Yg the sum
of terms that have at least a factor of S-degree g. Proposition 5.1.2 implies
that every term of Y is uniquely a term of either Yi, Yv or Yg. Hence we
have the unique decomposition of Y as
Y = Yi + Yv + Yg .
Note that (ie)
∗Yg = (i
G)∗Yv = 0, and (ιe)
∗Yv = (ι
G)∗Yg = 0 by construction.
Uniqueness is obvious from the decompositions of η and Y . 
5.2. An and Dn Singularities and Their Milnor Rings. We review the
concept of Milnor rings and their Frobenius algebra structures for certain
singularities. See [7] for details.
We consider two series of polynomials called An and Dn.
An :
1
n+ 1
zn+1
Dn :
1
2
xy2 +
1
2n− 2
xn−1
Note that these polynomials define complex valued functions on C or C2,
and they have isolated singularities (critical points) at the origin.
Let f be one of the polynomials. Then its Milnor ring(Jacobian ring or
local ring) Af is given by the quotient ring of the polynomial ring by the
Jacobian ideal Jf of f . For example, the Milnor ring of D4 is C[x, y]/(y
2 +
x2, xy). Note that the Milnor ring for An is generated by {1, z, . . . , z
n−1}
and for Dn by {1, x, . . . , x
n−2, y} as vector spaces. Hence their dimensions
are equal to n.
Af has the structure of a Frobenius algebra with counit ǫ as follows:
An : ǫ(z
i) = δi,n−1 for i = 0, . . . , n − 1 ,
Dn : ǫ(x
i) = δi,n−2 for i = 0, . . . , n − 2 and
ǫ(y) = 0
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5.3. Frobenius Manifold Structures on Milnor Rings. We review the
Frobenius manifold structures associated with the universal unfoldings of
the singularities An and Dn. For details, see [5] and [18].
Any vector in the Milnor rings of An and Dn can be uniquely written as
follows.
An : kn−1z
n−1 + · · · + k1z + k0
Dn : ln−2x
n−2 + · · ·+ l1x+ l0 + l∗y
These identify their Milnor rings with Cn, whose coordinates can be written
as (kn−1, . . . , k0) for An and (ln−2, . . . , l0, l∗) for Dn. It follows that we have
the following identifications of vectors.
An : ∂ki ↔ z
i
Dn : ∂lj ↔ x
j and ∂l∗ ↔ y
We also associate a deformation of the defining polynomials of An and
Dn tautologically for each vector in the Milnor ring simply by addition.
An :
1
n+ 1
zn+1 + kn−1z
n−1 + · · ·+ k1z + k0 := FAn
Dn :
1
2
xy2 +
1
2n− 2
xn−1 + ln−2x
n−2 + · · · + l1x+ l0 + l∗y := FDn
We define multiplication rules between vector fields in the way that each
tangent space is isomorphic to the Jacobian ring of the deformed polynomial.
To be more precise, the ring of formal vector fields are isomorphic to the
following.
An : CJk0, . . . , kn−1K[z]/JFAn
Dn : CJl0, . . . , ln−2, l∗K[x, y]/JFDn
Here JFAn and JFDn denote the Jacobian ideal of FAn and FDn with respect
to z for An and x, y for Dn.
Next we describe the metrics. The metrics are given by the residues.
Their multi-variable version can be found, for example, in [9]. We divide by
2 for Dn for normalization purposes. Fix a tangent space, take f, g in the
Jacobian ring, and let F be equal to either FAn or FDn . P runs through all
the poles.
An : η(f, g) :=
∑
P
ResP
fg
F ′
dz
Dn : η(f, g) :=
1
2
∑
P
ResP
fg
∂F
∂x
∂F
∂y
dx dy
One can show that the metric at the origin is the same as the one in the
previous section. Thus we can identify the undeformed Milnor ring as the
tangent space at the origin.
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Consider the odd dimensional ones in An series. First we identify a series
of Frobenius manifolds called Bn−1 as submanifolds in both A2n−3 and Dn.
For generalities about Frobenius submanifolds, see [23].
Consider the (n−1)-dimensional submanifold with coordinates ai := k2i =
li, i = 0, . . . , n−2, that is, we are considering hypersurfaces given by k2i−1 =
0 and l∗ = 0 . The algebra of tangent vectors at any point on the submanifold
is generated by z2 or x. One can show that the ring homomorphism of
tangent spaces given by z2 7→ x at each point of the submanifold is an
isomorphism that also preserves the metric. We will use (a0, a1, . . . , a2n−4)
and (a0, a2, . . . , a2n−4, a∗) for coordinates of A2n−3 and Dn, respectively, so
that (a0, a2, . . . , a2n−4) will be the coordinates for Bn−1.
Before considering the potential, note that the coordinates we are using
are not flat, meaning that the metric between the coordinate vector fields
are not constants. We first describe how to get a set of flat coordinates for
An. If we set
wn+1
n+ 1
= FAn =
1
n+ 1
zn+1 + kn−1z
n−1 + · · ·+ k1z + k0 ,
then we have the Laurent series expansion
z = w +
tn−1
w
+
tn−2
w2
+ · · · +
t0
wn
+O(
1
wn+1
) .
It is known that ai is a polynomial of ti, ti+2, . . . , tn−1 for each i, where
the linear term is equal to −ti and the higher order terms are functions
of ti+2, . . . , tn−1 [5]. Thus this gives us a global diffeomorphism, and the
inverse map can be found easily. It is also easy to see that the coordinate
vector fields ∂i := ∂/∂ti can be identified with ∂iFAn . Moreover, it can be
shown that the metric ηij := η(∂i, ∂j) is constant by change of coordinates,
hence its values can be obtained by looking at the origin as shown in the
previous subsection.
The uniqueness of the series expansion implies that the submanifold Bn−1
is also the hyperplane defined by the equations t2i−1 = 0 in the flat coordi-
nates. Thus {t2i} constitutes a flat coordinate system for Bn−1. Moreover,
it can be shown that {t2i, t∗ := −a∗} is also a flat coordinate system for Dn.
Now we are ready to describe the potentials. It is known that the poten-
tial for An is a polynomial of degree ≤ n + 2 in the flat coordinates. Its
explicit form can be determined from the ring structure and the metric. The
potential for Bn−1 can be obtained by setting t2i−1 = 0 from the potential
for A2n−3. Finally, it is known that the potential for Dn can be obtained by
adding the term (−1/2)a0t
2
∗ to the A2n−3 potential and setting t2i−1 = 0,
where a0 is the constant term in the usual coordinates, and is a function of
the flat coordinates.
We list some explicit formulas for n = 3 and 4. Let ΦA2n−3 denote the
potential for A2n−3, etc.
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Example 5.3.1 (n = 3). Flat coordinates and their inverse:
t2 = −a2 a2 = −t2
t1 = −a1 a2 = −t1
t0 = −a0 +
1
2
a22 a0 = −t0 +
1
2
t22
ΦA3 = −
1
2
t20t2 −
1
2
t0t
2
1 −
1
4
t21t
2
2 −
1
60
t52
ΦD3 = −
1
2
t20t2 +
1
2
t0t
2
∗ −
1
4
t22t
2
∗ −
1
60
t52
Example 5.3.2 (n = 4). Flat coordinates and their inverse:
t4 = −a4 a4 = −t4
t3 = −a3 a3 = −t3
t2 = −a2 +
3
2
a24 a2 = −t2 +
3
2
t24
t1 = −a1 + 2a3a4 a1 = −t1 + 2t3t4
t0 = −a0 +
1
2
a23 + a2a4 −
7
6
a34 a0 = −t0 +
1
2
t23 + t2t4 −
1
3
t34
ΦA5 = −
1
2
t20t4 − t0t1t3 −
1
2
t0t
2
2 −
1
2
t21t2 −
1
4
t21t
2
4 − t1t2t3t4 −
1
6
t1t
3
3
−
1
6
t32t4 −
1
2
t22t
2
3 −
1
6
t22t
3
4 −
1
2
t2t
2
3t
2
4 −
1
6
t43t4 −
1
8
t23t
4
4 −
1
210
t74
ΦD4 = −
1
2
t20t4 −
1
2
t0t
2
2 +
1
2
t0t
2
∗ −
1
6
t32t4 −
1
2
t2t4t
2
∗ −
1
6
t22t
3
4 +
1
6
t2∗t
3
4 −
1
210
t74
5.4. Z/2Z-Frobenius Algebra for A2n−3. We review the Z/2Z-Frobenius
algebra structure for A2n−3 as described in [12]. Call it H. Let I be the
ideal of C[z, y] generated by
{
z2n−3, yz, y2 + z2n−4
}
. Then its ring structure
is
H = C[z, y]/I .
Note that this is a 2n−2 dimensional vector space having
{
1, z, . . . , z2n−4, y
}
as a basis.
The Z/2Z-graded Z/2Z-module structure is the following.
Hi = Span
{
1, z2, . . . , z2n−4
}
Hv = Span
{
z, z3, . . . , z2n−5
}
Hg = Span {y}
G-FROBENIUS MANIFOLDS 37
If we fix an ordered basis for H as
(
1, z2, . . . , z2n−4, z, z3, . . . , z2n−5, y
)
,
then η is given by the following matrix.
0 · · · 1
0
0
. .
. ...
1 · · · 0 0
0
0 · · · 1 0
. .
. ...
1 · · · 0 0
0 · · · 0 0 · · · 0 −1

It is straightforward to check that H thus defined is a Z/2Z-Frobenius
algebra.
Remark 5.4.1. Note that η satisfies the conditions of Theorem 5.1.3, and the
restriction of η on He coincides with the metric on the Frobenius algebra of
A2n−3.
Remark 5.4.2. We observe thatHZ/2Z is isomorphic to the Frobenius algebra
of Dn via the map z
2 7→ x. Note that it also preserves the metric.
5.5. Z/2Z-Frobenius Manifold for A2n−3. We use the flat coordinates
{t0, . . . , t2n−3, t∗} as defined in Section 5.3 on the underlying Z/2Z-graded
Z/2Z-module of the Z/2Z-Frobenius algebra of A2n−3 as described in the
previous section. Theorem 5.1.3 gives us a pre-Z/2Z-Frobenius manifold
structure on it. This is because we can obtain the potential for Bn−1 by
restricting either that of A2n−3 or that of Dn, and the condition on the
metric is also met by Remark 5.4.1. Since t∗ always appear as t
2
∗ in the
terms of ΦDn , the G-degree requirement for Y is also satisfied. We identify
He as the Frobenius manifold of A2n−3 and H
G as that of Dn.
To see that this is a Z/2Z-Frobenius manifold, note that we have
Y 3g =
1
2
t0t
2
∗
regardless of the value of n, from the discussions in Section 5.3. Considering
the metric, we notice that this term implies all the multiplication rule that
involves ∂∗ ↔ −y (at the origin) described in Section 5.4, up to the factor of
1/6. Of course, Y 3i +Y
3
v is just the degree 3 term of A2n−3. Thus these terms
accounts for the multiplication rules for ∂i ↔ −z
i (at the origin), again up
to the factor of 1/6. Hence it contains the same Z/2Z-Frobenius algebra as
in Section 5.4, up to the constant factor of 1/6.
6. Prospects
6.1. A Differential Geometry of G-braided Spaces. Although we con-
centrated on the formal aspects of Frobenius manifolds so far, their theory
becomes much richer once we start considering their differential geometric
aspects[6, 18]. One can then ask if we can extend this part of their theory
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to our case. This leads to the question of developing a differential calculus
on the ring of braided multilinear forms.
The usual way of introducing a differential calculus on the ring of func-
tions in noncommutative geometry is to define a derivation that satisfies the
ordinary Leibniz rule on the ring. But in our case it is more natural to define
a differential operator in terms of multilinear forms. Namely, the usual rule
of differentiation on polynomials can be transferred into one on symmetric
multilinear forms via their identifications. Once we extend the same rule to
all multilinear forms, then it turns out that this rule restricted to braided
multilinear forms yields braided multilinear forms.
The problem with this approach is in that this definition of differentiation
rule need not satisfy the usual Leibniz rule. This is not surprising since the
usual rule does not seem to take into account any braided structure. Namely,
the differential operator and the functions freely change their positions, ex-
cept possibly gaining the minus sign. It seems that the usual Leibniz rule
lives in symmetric monoidal categories.
Hence it will be interesting to generalize the Leibniz rule so that it would
work in braided monoidal categories. In fact, one such generalization can be
found in [17, Chapter 10] in his version of braided geometry. We will need
a version that would work for our purposes.
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