Abstract. Applying a few steps of the Arnoldi process to a large nonsymmetric matrix A with initial vector v is shown to induce several quadrature rules. Properties of these rules are discussed, and their application to the computation of inexpensive estimates of the quadratic form f, g := v * (f (A)) * g(A)v and related quadratic and bilinear forms is considered. Under suitable conditions on the functions f and g, the matrix A, and the vector v, the computed estimates provide upper and lower bounds of the quadratic and bilinear forms.
Introduction. Let
n×n is an upper Hessenberg matrix with nonvanishing subdiagonal entries h i+1,i , 1 ≤ i < n. Here and throughout this paper I n denotes the n × n identity matrix, e j denotes the jth axis vector of appropriate dimension, · denotes the Euclidean vector norm, and the superscript * denotes transposition and, if applicable, complex conjugation. We tacitly assume that the number of steps n of the Arnoldi process is small enough so that the decomposition (1.1) with the stated properties exists; see, e.g., Golub and Van Loan [11, Chapter 9] or Saad [16, Chapter 6] for discussions on the Arnoldi process. Here we note only that the evaluation of the Arnoldi decomposition (1.1) requires the computation of n matrix-vector products with the matrix A. The fact that A does not have to be factored makes it possible to compute Arnoldi decompositions (1.1) for small to moderate values of n also when the order N of the matrix A is very large.
We are particularly interested in the generic case whenv n+1 is nonvanishing; whenv n+1 = 0 our discussion simplifies. Thus, unless explicitly stated otherwise, we assume thatv n+1 = 0 and define where the contour of integration Γ contains the spectrum of A in its interior and the bar denotes complex conjugation; see, e.g., [12] for discussions of related representations.
The present paper is concerned with the approximation of the quadratic form (1.3) and related quadratic and bilinear forms by expressions that are based on the Arnoldi decomposition (1.1) and are easy to evaluate when n N . For instance, we consider the approximation of (1.3) by the positive semidefinite quadratic form f, g n := v 2 e * 1 (f (H n )) * g(H n )e 1 , (1.5) where the functions f and g also are required to be analytic in a neighborhood of the eigenvalues of H n . The expression (1.5) can be considered a quadrature rule for approximating the integral (1.4), and we refer to (1.5) as an Arnoldi quadrature rule. The error f, g − f, g n has been investigated by Freund and Hochbruck [7] . We review their results in section 2.
A new quadrature rule,
for the approximation of (1.3) is introduced in section 3. The matrixH n+1 in (1.6) is defined as follows. Let H n+1 be the upper Hessenberg matrix in (1.1) with n replaced by n + 1. Since the entry h n+1,n is assumed to be nonvanishing, cf. (1.2), the matrix H n+1 exists. The matrixH n+1 ∈ C (n+1)×(n+1) in (1.6) now is determined by modifying some of the entries in H n+1 , so that
∀{f, g} ∈ W n , (1.7) where W n := (P n ⊕ P n+1 ) ∪ (P n+1 ⊕ P n ) (1.8) and P j denotes the set of all polynomials of degree at most j. Because of the property (1.7), we refer to (1.6) as an anti-Arnoldi quadrature rule. This rule generalizes the anti-Gauss rules introduced by Laurie [14] . Application of the latter rules to the estimation of functionals of the form (1.3) with a Hermitian matrix A is discussed in [5, 6] . Section 4 considers expansions of f and g in terms of certain orthogonal polynomials determined by the Arnoldi process. We show that if these expansions converge sufficiently rapidly, then the real and imaginary parts of f, g n and [f, g] n+1 furnish upper and lower bounds, or lower and upper bounds, respectively, of the real and imaginary parts of f, g . This is illustrated by computed examples in section 5.
When f (t) := 1, the quadratic form (1.3) simplifies to the functional
The approximation of functionals of the form (1.9), when the matrix A is Hermitian, has received considerable attention; see, e.g., [ 1, 2, 3, 4, 10, 15 ]. These references exploit the connection between the Hermitian Lanczos process, orthogonal polynomials, and Gauss quadrature rules. A nice survey of these techniques is provided by Golub and Meurant [9] . In the present paper, we are concerned with the approximation of functionals of the form (1.9) with a non-Hermitian matrix A. Application of the nonHermitian Lanczos process to this problem, using the connection with biorthogonal polynomials, is described in [6, 17, 18]. Knizhnerman [13] considers application of the Arnoldi process to the approximation of f (A)v and discusses the rate of convergence.
We conclude this section with a few applications, where the computation of inexpensive estimates of quantities of the form ( 
can be used as a preconditioner. Estimates d j can be computed inexpensively, e.g., by using (1. 
where
Moreover, for 1 ≤ n ≤ n(A), the nontrivial entries of the upper Hessenberg matrices H n , and the scalar h n+1,n defined by (1.2), can be expressed as
(2.4)
In particular,
Proof. Let the polynomials p j be defined by (2.2) for some recursion coefficients c kj . Then p j is of degree j, and it follows from the definition of n(A) that
Hence, the expressions (2.3) and (2.4) for the coefficients c kj , h kj , and h j+1,j are well defined for 1 ≤ k ≤ j ≤ n(A). In particular, the family of polynomials {p j }
n(A) j=0
determined by the recursion coefficients (2.3) is well defined.
The fact that the polynomial p j can be obtained by scaling the polynomialsp j , defined by (2.1), and the relation (2.4) between the p j and the entries h kj of H n and the scalar h n+1,n defined by (1.2) follows from the Arnoldi decomposition (1.1) and straightforward computations.
The equations (2.4) and inequalities (2.7) show (2.5). We turn to the proof of (2.6). Let the polynomial p of degree n(A) > 0 satisfy p(A)v = 0 and express p in the form
The inequalities (2.7) imply that α k = 0 for 0 ≤ k < n(A), and therefore p
(t) = α n(A) p n(A) (t). Since p is of exactly degree n(A), the coefficient α n(A) is nonvanishing and it follows from (2.8) that p n(A) , p n(A) = 0. This shows (2.6).
The following result has been shown by Freund and Hochbruck [7] . A proof is included for completeness.
where the set W n−1 is defined by (1.8).
Proof. Since f, g = g, f and f, g n = g, f n , where the bar denotes complex conjugation, it suffices to show that f, g n = f, g ∀f ∈ P n , ∀g ∈ P n−1 . (2.10) Clearly, this equality only has to be established for monomials f (t) = t k and g(t) = t j . Thus, (2.10) is equivalent to
The Arnoldi decomposition (1.1) and induction over j yield
The relation (2.11) now follows from (2.12), V * n V n = I n and V * nvn+1 = 0. We next show that if the vectorv n+1 in the Arnoldi decomposition (1.1) vanishes, then the Arnoldi quadrature rule (1.5) is exact for all polynomials.
Corollary 2.3. Assume that n = n(A). Then
for all polynomials f and g.
Proof. It follows from (2.6) that the vectorv n+1 in (1.1) vanishes. Therefore,
n e 1 for all nonnegative integers j. This implies the desired result.
It is convenient to introduce the bilinear forms
where v is the initial vector for the Arnoldi process and v j is the jth column of the matrix V n , i.e., v j = V n e j for 1 ≤ j ≤ n; cf. (1.1). We note that f, g = f, g (1, 1) and f, g n = f, g
for all integers r, s such that 1 ≤ r, s ≤ n, and all polynomials f, g such that either f ∈ P n−r+1 and g ∈ P n−s or f ∈ P n−r and g ∈ P n−s+1 . Proof. Letf ∈ P n andĝ ∈ P n−1 be of the form
where the polynomialsp r−1 andp s−1 are defined by (2.1). It follows from (2.1) that
and therefore f ,ĝ = f, g (r,s) . (2.14)
The proof of Theorem 2.2, specifically (2.12), shows that
Substituting the polynomialsp j−1 defined by (2.1) into (2.15) yields Similarly, whenf ∈ P n−1 andĝ ∈ P n , (2.18) follows for f ∈ P n−r and g ∈ P n−s+1 . This establishes the theorem.
Corollary 2.5. Assume that n = n(A). Then
for all integers r and s such that 1 ≤ r, s ≤ n and for all polynomials f and g. Proof. It follows from (2.6) that the vectorv n+1 in (1.1) vanishes. Therefore,
k n e r for all nonnegative integers k and 1 ≤ r ≤ n. The desired result follows.
3. Anti-Arnoldi quadrature rules. This section discusses the construction of the matrixH n+1 in the anti-Arnoldi rule (1.6), which is characterized by (1.7). Our derivation ofH n+1 is analogous to the derivation of the symmetric tridiagonal matrices associated with anti-Gauss quadrature rules introduced by Laurie [14] .
Equation ( 
Proof. Formulas (3.4) and (3.5) are analogous to (2.2) and (2.3), respectively. The latter formulas express orthogonality with respect to the quadratic form (1.3), and similarly the formulas (3.4) and (3.5) express orthogonality with respect to the quadratic form (3.2), provided that the denominators in (3.5) do not vanish for 1 ≤ k ≤ n. We now establish the latter. It follows from (3.2), Theorem 2.2, and n ≤ n(A) that
This shows the proposition. We are now in a position to define the upper Hessenberg matrix
in (1.6) using formulas analogous to (2.4). Thus, let
k,j=1 be the upper Hessenberg matrix of order n + 1 determined by n + 1 steps of the Arnoldi process applied to A with initial vector v. The matrix H n is the leading principal submatrix of H n+1 of order n. The following theorem shows thatH
Theorem 3.2. Assume that n < n(A) and let h kj , 1 ≤ k, j ≤ n + 1, be the entries of the upper Hessenberg matrix H n+1 in the Arnoldi decomposition (1.1) with n replaced by n + 1. Thenh for all integers r, s such that 1 ≤ r, s ≤ n, and for all polynomials f, g such that either f ∈ P n−r+2 and g ∈ P n−s+1 or f ∈ P n−r+1 and g ∈ P n−s+2 . Proof. Letf ∈ P n+1 andĝ ∈ P n be of the form When insteadf ∈ P n andĝ ∈ P n+1 , (3.17) can be shown in a similar fashion for f ∈ P n−r+1 and g ∈ P n−s+2 . This completes the proof of the theorem. Replacing the quadratic form ·, · by ·, · n in (4.2), and using the facts that p i ,p j n = p i ,p j for 0 ≤ i, j < n, and p n , q n = 0 for any polynomial q, shows that
Proof. It follows from Proposition 2.1 that the entries h
h k,n+1 = 2 p k−1 , tp n √ 2 p k−1 , p k−1 1/2 p n , p n 1/2 = √ 2h k,n+1 , 1 ≤ k ≤ n, h n+1,n = √ 2 p n , p n 1/2 p n−1 , p n−1 1/2 = √ 2h n+1,n , h n+1,n+1 = 2 p n , tp n 2 p n , p n = h n+1,
Straightforward computation yields
Similarly, replacing the quadratic form ·, · by [·, ·] n+1 in (4.2), and using the facts that [p i ,p j ] n+1 = p i ,p j for 0 ≤ i, j < n, [p n ,p j ] n+1 = 0 for 0 ≤ j < n as well as for j = n + 1, [p n ,p n ] n+1 = 2, and [p n+1 ,p j ] n+1 = − p n+1 ,p j n for 0 ≤ j ≤ n, yields 3) with (4.4), and (4.3) with (4.5) , yields
Combining (4.
respectively, where δ n ,δ n ∈ C converge to zero when the coefficients η j and ξ j , j ≥ n + 1, do.
Assume that the coefficients η j and ξ j for j ≥ n + 1 are of sufficiently small magnitude, so that
where Re(z) and Im(z) denote the real and imaginary parts of z ∈ C, respectively. Then, if Re(ψ n ) ≤ 0, we have
Conversely, the inequality Re(ψ n ) ≥ 0 implies that Re( f, g n ) and Re([f, g] n+1 ) furnish upper and lower bounds, respectively, of Re( f, g ), and Im(ψ n ) ≥ 0 implies that Im( f, g n ) and Im([f, g] n+1 ) are upper and lower bounds, respectively, of Im( f, g ).
We remark that it is generally not straightforward to verify whether the conditions (4.6) hold. Nevertheless, it is interesting that there are sufficient conditions for the Arnoldi and anti-Arnoldi rules to give upper and lower bounds. Moreover, for many quadratic forms (1.3) and (1.9) these quadrature rules provide upper and lower bounds. This is illustrated in section 5.
Expansions for f, g (r,s) , f, g as an estimate of a lower bound. As another application, note that from (1.7) the error f, g − f, g n for {f, g} ∈ W n can be computed by evaluating the right-hand side of
This suggests that the quadratic form ·, · can be approximated by the averaged quadrature rule
and from (1.7),
Moreover, since p n ,p n = 1, p n ,p n n = 0, and [p n ,p n ] = 2, the averaged quadrature rule (·, ·) n+1/2 takes on the same values as ·, · for a larger class of functions than the quadrature rules (1.5) and (1.6). The expansion for the averaged quadrature rule, The initial vector v = v 1 has random complex entries and is of unit length. We compute approximations of the functionals (5.1) for g(t) = exp(t) and n = 3. Table 5 .4 displays the values I (r,s) (g) computed by using the MATLAB command expm(A) as well as approximations determined by the Arnoldi, anti-Arnoldi, and averaged quadrature rules. The real and imaginary parts of I (r,s) (g) can be seen to be bracketed by the real and imaginary parts, respectively, of the approximations determined by the Arnoldi and anti-Arnoldi quadrature rules. The averaged quadrature rule yields higher quadrature rule is slightly more accurate than the value delivered by the Arnoldi quadrature rule with n = 5. The computational effort required by these rules is about the same. The above examples show how the Arnoldi and anti-Arnoldi quadrature rules can be applied to determine estimates of upper and lower bounds for certain quadratic and bilinear forms. Moreover, the examples illustrate that for many quadratic and bilinear forms, the computed estimates are upper and lower bounds.
