The problem of posterior inference is central to Bayesian statistics and a wealth of Markov Chain Monte Carlo (MCMC) methods have been proposed to obtain asymptotically correct samples from the posterior. As datasets in applications grow larger and larger, scalability has emerged as a central problem for MCMC methods. Stochastic Gradient Langevin Dynamics (SGLD) and related stochastic gradient Markov Chain Monte Carlo methods offer scalability by using stochastic gradients in each step of the simulated dynamics. While these methods are asymptotically unbiased if the stepsizes are reduced in an appropriate fashion, in practice constant stepsizes are used. This introduces a bias that is often ignored. In this paper we study the mean squared error of Lipschitz functionals in strongly logconcave models with i.i.d. data of growing data set size and show that, given a batchsize, to control the bias of SGLD the stepsize has to be chosen so small that the computational cost of reaching a target accuracy is roughly the same for all batchsizes. Using a control variate approach, the cost can be reduced dramatically. The analysis is performed by considering the algorithms as noisy discretisations of the Langevin SDE which correspond to the Euler method if the full data set is used. An important observation is that the 1 arXiv:1706.02692v1 [stat.ME] 8 Jun 2017 scale of the step size is determined by the stability criterion if the accuracy is required for consistent credible intervals. Experimental results confirm our theoretical findings.
Introduction
Bayesian statistics offers a principled way to reason about uncertainty and incorporate prior information. It naturally helps to prevent overfitting. Unfortunately these advantages come at a cost -exact sampling from the posterior is typically impossible and approximate methods are needed. Markov Chain Monte Carlo (MCMC) methods are an appealing class of methods for posterior sampling since they produce asymptotically exact results. As datasets become ever larger and models become ever more complicated there is a demand for more scalable sampling techniques. One recently introduced class of methods is stochastic gradient MCMC (Welling and Teh (2011) ). These methods generally use a discretisation of a stochastic differential equation (SDE) with the correct invariant distribution. For scalability, in every iteration stochastic gradients based on a subset of the data are used. Ma et al. (2015) provide a general framework for such samplers. It can be shown that these methods are asymptotically exact for decreasing stepsize schemes. However, in practice these methods are used with a constant stepsize, incurring a bias.
Stochastic gradient MCMC methods have been applied across a large range of machine learning application such as matrix factorization models (Chen et al. (2014) ; Ding et al. (2014) ; Ahn et al. (2015) ), topic models (Ding et al. (2014) ; Gan et al. (2015) ) and neural networks (Li et al. (2016) ; Chen et al. (2014) ). More recent work has sought to make samplers more robust to large stepsizes (Lu et al. (2017) ). While SGMCMC produces stateof-the-art results in many applications there has been little work attempting to quantify the bias introduced by the stochastic gradients and discretisation, especially in the big data limit N → ∞.
In statistics methods based on Euler discretisations of SDEs have not been popular in contrast to molecular dynamics, see Leimkuhler and Matthews (2015) . The reason for this goes back to Roberts and Tweedie (1996): 1. discretisations can be unstable (e.g. particular Euler discretisation of Langevin SDE for light tailed distributions) 2. the step size affects the accuracy and is difficult to choose.
For 1) there has been a lot of progress in terms of adaptive, (semi-implicit) and tamed schemes, see e.g. Sabanis et al. (2013) ; Lamba et al. (2007) , In this article we address 2) and consider the simple case of globally Lipschitz drift coming from a strongly log-concave potential, see Section 2.2. There are two constraints on the step size. It needs to be small enough to ensure stability and small enough to lead to a bias on the right scale, see discussion around Equation (14) . In this paper we consider estimators of expectations of Lipschitz functions and study the computational cost of reaching a certain accuracy (as measured by the mean squared error) as the size of the dataset increases. Note that the required accuracy depends both on the functional we are interested in and the width of the posterior. For example if we are interested in estimating the posterior mean of a parameter then the natural scale is the standard deviation which will scale with the size of the dataset (typically as N − 1 2 ). We show that SGLD is at most better by a constant factor relative to an Euler discretisation with full gradients. However we argue that in a big-data setting the dependence on the size of the data set dominates. This observation raises important questions about the use of stochastic gradient methods in more complicated models -does the good performance of stochastic gradient methods come from averaging slightly different models (similar to averaging over stochastic gradient descent) rather than faithful posterior simulation?
This paper is organised as follows: Section 2 briefly reviews SGLD and sets out our notation. In sections 2.1 and 2.2 we summarise the main results of the paper and the assumptions used. Section 3 presents our results for the Euler discretisation of SGLD in strongly log-concave models and analyses in detail a Gaussian toy model. In section 4 we analyse a different subsampling scheme. In section 5 we present numerical experiments for the Gaussian toy model and logistic regression. We conclude in section 6.
Background and Main Results
We consider the problem of posterior inference in Bayesian statistics: let X ∈ R d be a parameter vector where π(X) denotes a prior distribution, and π(y|X) the likelihood of an observation y is parametrized by X. The posterior distribution of X given a set of N observations
In Bayesian statistics we are interested in computing expectations with respect to the posterior distribution. Since the posterior distribution is intractable in all but the simplest cases, approximate methods are needed. One popular approach is Markov Chain Monte Carlo (MCMC). In recent years there has been growing interest in MCMC methods based on continuous dynamics using stochastic gradients. The simplest example of such dynamics is given by the Langevin equation:
where W t is a d-dimensional standard Brownian motion. Langevin dynamics are ergodic with respect to the posterior distribution π(X|Y ). In other words, the probability distribution of X t converges to π(X|Y ) as t → ∞. Thus, the simulation of (2) provides an algorithm to sample from π(X|Y ). Since an explicit solution to (2) is rarely known, we need to discretize it. An application of the Euler scheme yields
where ξ k is a standard Gaussian random variable on R d . However, this algorithm is computationally expensive since it involves computations on all N observations. The stochastic gradient Langevin dynamics algorithm (SGLD) circumvents this problem by replacing the sum of the N log likelihood gradient terms by an random sum of n N terms sampled without replacement. In the following n is called the batchsize. The update equation for SGLD is given by the following recursion formula
where τ k s is a random subset of [N ] = {1, · · · , N }, generated for example by sampling with or without replacement from [N ] . We also introduce a new version of (4), with control variates
where the x * is the mode of the posterior. Practitioners have observed that requirement that the injected noise ( √ hξ) should of the same order as that of the stochastic gradient yields following back of the envelope computation.
Var(
This means that in the case of subsampling without replacement we want
as we have N h < 1, which we will use in the rest of the paper. The condition (6) we derive through the analysis of the bias and variance for the SGLD estimators, and we show, how it affects the overall cost of the algorithm in terms of target accuracies and number of observations N . This paper verifies that this intuition is in fact correct.
The condition N h < 1, as we consider an explicit Euler scheme, ensures that the scheme is numerically stable in mean (see Saito (2008) for precise definition). In simple terms it means that the expectation of numerical approximation converges to a steady state, as the number of steps goes to infinity.
Before we proceed, we consider a motivational example, where we study application of SGLD (4) to a simple Gaussian example. We consider the following one-dimensional linear Gaussian model,
Due to conjugacy the posterior is tractable and given by
For this choice of π, the Langevin diffusion (2) becomes,
Note that this is a rescaled version of (2) where t = 2t. We keep it here for simplicity of the upcoming presentation. In our experiments we used σ 2 x = σ 2 θ = 1 for simplicity. The numerical discretisation with explicit Euler scheme with subsampling reads
where ξ k i.i.d.
∼ N (0, 1) and A = 1
denote a random subset of [N ] = {1, · · · , N } generated by sampling without replacement from [N ], independently for each k. We note that the updates (7) will be stable only if 0 ≤ 1 − Ah < 1, that is, 0 < h < 1/A. For sampling without replacement we have,
where Var(y) is the usual unbiased empirical estimate of the variance of {y 1 , . . . , y N }. We consider first consider the problem of posterior mean estimation. The bias at the step M has the form
As M goes to infinity, the bias vanishes. Notice that the bias is independent of the variance of B. As long as we use unbiased stochastic gradients our estimate of the posterior mean will be asymptotically unbiased. In particular, to obtain an unbiased mean estimate we only require the Euler scheme to be stable i.e. N h < 1. The variance of the posterior tells a different story. Starting with the law of total variance, we have
The two terms obey the following recurrence relations:
Combining these two results and a law of total variance for Var(θ M −1 ), we see that
Using (9) and (10) the overall MSE for the estimator of the form (11) with P paths can be written as
so the variance will depend on the batchsize, which we will confirm with the numerical experiments in Section 5. The fact that Var(B) increases significantly, i.e. proportionally to N 2 n necessitates a careful cost analysis. Moreover one might expect that an appropriate control variate would mitigate this variance contribution.
Additional Notation
We write a b, if there exists a constant c, that does not depend on the parameters of interest, such that a ≤ c · b. Moreover, a b means b a, and a b stands for a b and b a.
Main Results
We consider an estimator for π(f ) based on P paths simulated to time T with step size h
where h is the discretisation step in Euler approximation. Note that this is different from the classical ergodic average, see Remark 1. The article Durmus and Moulines (2016) does consider the ergodic average but does not study the limit N → ∞. We are interested in quantifying the computational cost, defined here as the expected number of operations, performed by the algorithm. Given a prescribed accuracy and a number of paths P ( ), an integration time T ( ), a stepsize h( ), and a batchsize n( ) such that
the our cost estimate is given by
We say, that the algorithm M P,T,h (f ) converges with rate γ > 0, if there exist constants c and η, which are independent of the hyper-parameters of the algorithm, such that
Notice, that in this notation the smaller the value of γ the better the algorithm's performance.
What accuracy do we need? Credible intervals are typically of the form (µ p − κσ p , µ p + κσ p ) .
If we replace the exact posterior mean by an estimate we would like to ensure that with confidence α
For this reason the root mean square error ofμ p should be of order σ p and the root mean square ofσ should be of order σ p . In regular cases, we expect
By considering the limit as the number of data items N → ∞ we will see that the stability condition dominates the scale of the step size. In fact if one uses Richardson Romberg extrapolation (or a higher method) the accuracy condition on that scale becomes negligible, as the timesteps size, required by the stability condition, can be much smaller, than the target accuracy .
The main results of our analysis are the following:
(A1) We study in detail convergence of Euler (3), Euler with naive subsampling (4) (SGLD) and Euler with control variate subsampling (5) (SGLD with CV). We provide explicit analysis for the bias error and its dependence on number of observations N (A2) We also show, that for the accuracies of interest, namely 1 √ N , the overall cost is proportional to N log N , see Theorems 8 and 15. Moreover, disregarding the cost of finding the mode SGLD with CV achieves log(N ), see Theorem 15.
(A3) Given the dataset of size N and a target accuracy the minimum minibatch size n in (4) required to reach the target accuracy is n N 2 h N 2 min( , N −1 ), which leads to no gain in required computational cost to achieve tolerance of interest = 1 √ N , see Figure 3 .
(A4) For control variate subsampling, given by (5), we have a complexity gain for √ N −1 N over Euler (3) and (4) schemes. This scheme relies heavily on knowing exactly the mode of the posterior density , which in practice is not the case. On the other hand, our analysis indicates that the usage of computable control variates can lead to substantial gains in a very high accuracy demand regimes.
Ergodicity properties of SDEs is a well studied area, see for Mattingly et al. (2002) , Mattingly et al. (2010) . However, here we look at the exact MSE properties for the estimator based on independent paths.
Remark 1 Note that this is not the classic MCMC estimator but rather an estimator based on many independent simulations of (11). While we are planning to look at traditional estimators based on ergodic averages in future work, for now we are focusing on the behavior of the computational cost as the size of the data set becomes large. Due to the insufficient burn-in the bias of ergodic averages will always be larger than for the estimator considered here. In addition, as we will show later on, for the models studied in this article we need a simulation time T = O(N −1 ) and a stepsize h = O(N −1 ) as N increases and value of fixed. This means that we simulate constantly many steps S. Since the samples will generally be positively correlated we can only hope to reduce the variance by at most S −1 = O(1). This will not affect the scaling with N . For an ergodic average estimator in Mattingly et al. (2010) on bounded domain and later in on unbounded domains it has been verified (for sufficiently regular f and some stringent conditions on π provided the discretisation is stable) that for the chain on length N one has
thus making the overall cost proportional to −3 . If our findings here transfer to the ergodic average (which we strongly believe), then our results show that this trade off does not apply to accuracy regime of interest.
Assumptions
We consider
where the function
We will use the following four assumptions: S1 There exists m ∈ R + , such that for any x, y ∈ R d s.t
which is also known as a one-side Lipschitz condition. Condition S1 is satisfied for strongly concave potential, i.e when for any x, y ∈ R d there exists constant m s.t
Observe that S1 implies that for any > 0 and ∀x
We also denote by x * a minimum of function U (x), so that |∇U (x * )| = 0, and by x * i the minimum of function U i (x).
Another assumption is a uniform bound on the gradient.
S2 There exists constant M such that for any
As a consequence of this assumption we have
The next assumption is in the spirit of Assumptions S1 and S2, but formulated for individual terms U i (x).
S3
There exist constants M i ≥ 0 and m i > 0, i = 1, . . . , N , which are independent of N and uniformly bounded from above and below respectively, such that for any
Notice, that though we explicitly state that m i and M i are independent from N , but M and m are both dependent from N . Moreover, their values are expected to increase linearly with N . We also setM = max i=1,...,N M i .
S4 For any n ≤ N and τ 1 , . . . , τ n , which is a random subset of [N ] = {1, · · · , N }, generated by sampling with or without replacement from [N ] one has lim sup
We do not make any further assumption where y i in Equation (1) 
Euler method for strongly log-concave case with full gradients
Consider Euler approximation of equation (16) θ
The MSE can be decomposed into a sum of two terms
where the first term quantifies the error in expectations of the functional integrated with respect to the invariant measure π and the measure generated by (2) at finite time T .
Controlling the bias
We state the following two results from Gorham et al. (2016) Proposition 2 Theorem 10 of Gorham et al. (2016) ] Let (P t ) t≥0 be the transition semigroup of the Langevin SDE (X t ) t≥0 (see (2)) defined via
under the assumptions S1 and S2 the diffusion
where δ x P t denotes the distribution of X t with X 0 = x.
Corollary 3 Under Assumptions S1 and S2 the diffusion we have sup
Proof
We calculate as follows
sup
Similar bounds in total variation norm have been established in Dalalyan (2016) . In order to get variance and bias estimates, we need estimates of the moments of the process (X t ) itself first. Let us set = m 4 in (17), which leads to
which gives a possible choice of m 0 = 3 4 m and α 0 = max(|∇U (0)|, 1 m |∇U (0)| 2 ) for the α 0 in the Lemma 4 and Theorem 5, which gives bounds on the second moment (and therefore the variance) of the continuous-time process in d dimensions.
Proof Itô formula implies
The second inequality is obtained in the same way. Namely
which concludes the proof.
If we assume that |∇U (0)| = 0, or in other words that the mode is at the origin, then for (23) we get α 0 = 0 and b 0 = 1 m 0 , which means that the second moment is bounded from above by a value proportional to 1 N , for sufficiently large t. The bound (24), which is formulated in terms of distance between the starting position and the mode, gives the same estimate. Although the bound (24) feels more natural, in practice the location of mode is unknown, and an expensive optimization procedure has to be done in order to get its location.
The following proof does not require the assumption that the extremum of the function U (x) is at the origin.
Theorem 5 Assume S1, S2 and
hold and set e k := X t k − θ k . Then
where h = t k+1 − t k and c is independent from M , m and h.
Proof Explicit analysis of the strong error. For any k > 0
Observe that
Squaring both sides of the equality we obtain
By S1 and S2 and Young's inequality applied to the term 2 R k , ∇U
is a natural filtration generated by Brownian increments,
Finally using Young's inequality again
Let us recall, that
This implies
Hence, due to the Fubini's theorem
Now using (23) one can see that we have
It's easy to bound (25). To obtain (26) we only need to change the step (28).
so by taking expectation from both sides we get
Remark 6 In both estimates (25) and (26) the effect of the initial miss, given by E[|X 0 | 2 ] and E[|X 0 − x * | 2 ] respectively, gets exponentially negligible due to exponentially small multiplicative term. Though (26) seems more natural, as it measures the bias in terms of initial difference between mode and the starting position, the bound (25) does not require a priori knowledge of the mode location, thus it can be useful in practice.
Controlling the variance of Euler discretisation
The variance is a transition independent quantity, which suggests that variance of the estimator should also be transition invariant. If we consider the extremum of the function U (x) at the origin, then in Lemma 4 we have α 0 and b 0 = 1 m 0 , thus making the variance proportional to 1 N . Notice that this agrees with Brascamp-Lieb inequality from Brascamp and Lieb (1976) which states that for globally 1-Lipschitz functions over strongly log-concave distributions the following bound on the variance holds:
Consider two independent realisations X and Y coming from the same distribution. Then
where L is a Lipschitz coefficient of a function f . This observation allows us to formulate the following theorem.
Theorem 7 Let f be a Lipschitz functional with Lipschitz coefficient L. Then for a process θ k , given by (21) with h ≤ m M 2 , we have
where c depends only on the dimensionality of the process θ k .
Proof Consider two independent Euler discretisation θ k andθ k , given by (21), of the process given by (16). Let us denote by η k = θ k −θ k along with E k [·] := E[·|F k ], where (F k ) k≥0 is a natural filtration generated by Brownian increments. Then we have
which gives us desired result, as η 0 = θ 0 −θ 0 = 0.
Cost bounds
We are interested in estimating E π f (X), where π is a strongly log-concave distribution, and f is a Lipschitz function with Lipschitz constant less than 1. We end up with the following problem: estimate Ef (X T ), where T − log N , and the X t dynamics are given by equation (16). We take the Euler discretisation (21), which gives us estimates θ T,h,n . The following cost result follows immediately from Proposition 3 and Theorems 5, 7.
Theorem 8 The overall cost for the estimator 1 P P i=1 f (θ i T,h,n ) to get the MSE less than 2 , where f is a 1−Lipschitz function is given by
In the machine learning community the usual target accuracy is around −1 √ N which can be motivated by Equation (14), which means that we are in the regime, when the cost is around N log −1 .
Estimating the posterior standard deviation.
Though standard deviation estimation involves calculating an expectation of the non-Lipschitz functional, which violates our assumptions, we still can estimate the error in standard deviation estimation through some simple calculations. Consider independent processes y,ȳ, and their Euler approximations θ,θ. Simple calculations show, that
where µ p = Ef (x),μ p = 1 P f (X i ) and σ p = 1 P f 2 (X i ) − µ 2 p . We analyze both terms independently:
For the second term we have
In the case when we estimate the posterior variance on its own then f (x) = x, then 1 P Ef 2 (X) + Ef 2 (X)
see Lemma 4 and Theorem 5.
Euler method for strongly log-concave case with subsampling
In this section we consider two different schemes. The first scheme we denote as Euler scheme with naive subsampling
where τ k s is a random subset of [N ] = {1, · · · , N }, generated by sampling without replace-
We also consider the Euler scheme with control variate subsampling
where τ k s is a random subset of size n from [N ] = {1, · · · , N }, generated for by sampling without replacement from [N ] . Notice that
We start with several technical lemmas. The following result is the version of Lemma 4, but formulated for the discretized process.
where m h = |∇U (0)| 2 h + α 0 + 2d .
Proof We have
Alternatively we have
The next lemma will allow us to analyze the contribution of subsampling variance to the bias and the variance of our estimators.
a i , and its estimator, based on subsampling without replace-
Proof From straightforward calculations we get
The following result extends the results of Lemma 9 on the case of naive and control variate subsamplings.
Lemma 11 For SGLD based on naive subsampling
for Taylor based stochastic gradient we obtain
Proof For any unbiased estimator ∇Û we have
Now we have two different cases of possible subsampling. Naive subsampling according to Lemma 10 leads to
In the case of control variate subsampling we get
which leads to
Lemma 11 suggests a guideline for keeping the EE τ |X k − x * | 2 proportional to 1 N in case of the scheme (31). One could choose h = min , 1 N , m 4M 2 , while batchsize could be chosen as n = 4 NM 2 m +M 2 , while for the case of naive subsampling in scheme (30) one should keep n N 2 · h, which agrees with the observation (6).
Corollary 12 Assume, that in the schemes (30) and (31) we start at the initial condition θ 0 , such that E|θ 0 − x * | 2 1 N . Under the assumptions for Theorem 5 and assumptions S3 and S4 we get in the bounds for the error (25) and (26) an additional additive term of order N (N − n) n · h 2 for the scheme (30), and N − n n · h 2 for the scheme (31).
Proof By the nature of the proof of the Theorem 5, the estimates for |E k R k | and E k R 2 k stay the same, as these estimates are for the true process.
In the case of naive subsampling we set
and due to the estimate (34) from Lemma 11 and Assumption S4.
In the case of control variate subsampling in the scheme (31) Remark 13 Under the condition M m m 0 N, we have for the naive subsampling
which means that n N is the right choice, or at least n ≥ N 2 · h, which agrees with the observation (6) to keep the squared bias of order 1 N . The variance for the naive subsampling is a simple update of the bound (29) to
which means that we need
which also agrees with (6).
For the variance of the scheme (31) we immediately have
Theorem 14 Let f be a Lipschitz functional with Lipschitz coefficient L. Then for a process θ k , given by (31) with h ≤ m 4M 2 and θ 0 = x * , we have
Proof Consider two independent Euler discretisation θ k andθ k , given by (31). Let us again denote by η k = θ k −θ k along with E k [·] := E[·|F k ], where (F k ) k≥0 is a natural filtration generated by Brownian increments. Then we have
Theorem 15 Assume, that Assumption S1-S4 are fulfilled along with Assumptions from Corollary 12. Then the overall cost for the estimator 1 P P i=1 f (θ i T,h,n ) to achieve MSE of order 2 , where f is a 1−Lipschitz function is given by
if θ i T,h,n is generated with (30) and
if θ i T,h,n is generated with (31).
Proof According to the (13) we get for the case of naive subsampling scheme (30) cost (M P,T,h (f )) :
and for the control variate subsampling scheme (31).
hence concluding the proof.
The complexity in the control variate subsampling scheme (31) is due to the fact, that we know the mode exactly. At the scale of interest ∼ 1 √ N this yields the cost of log N this disregards the fact the we need to find the mode. However, by using Newton's algorithm this cost is proportional to N with small constant.
Numerical experiments

Gaussian case
In a first set of experiments we show that as predicted bias and variance grow very large in the Gaussian toy model introduced in section 4 if N 2 h/n 1 is violated. To show this we ran simulations with N = 10000, h = 10 −5 , T = 5 log −1 /N and a range of different batch sizes. Figure 1 show the bias and the variance of a single sample. As predicted the bias vanishes due to the specific properties of the Gaussian toy model. However the variance blows up with decreasing batch size. We found that this is also the case with stochastic gradient Hamiltonian Monte Carlo, another popular SGMCMC method. Figure 2 show the bias and variance of | sin X − µ| where X is a single sample. Note that since | sin(·)| is a Lipschitz function our analysis applies. This experiment shows that if we are estimating a non-linear functional both bias and variance grow drastically if N 2 h/n 1 does not hold.
In a second set of experiments, we verified Theorem 8. Within the Gaussian toy model we considered estimators of | sin x − µ| based on P = 10 paths. For dataset sizes equally spaced on a logarithmic scale on [10 3 , 10 5 ] we set accuracy demand = 1/ √ N , integration time T = 3 log −1 /N and consider various combinations of batchsizes n and stepsizes h s.t. n/h corresponding to the same computational cost. Figure 3 shows the estimated root mean-squared error (RMSE) divided by the accuracy demand vs the subsample size ratio for various dataset sizes. Crucially, all estimated root mean squared errors are below the accuracy demand. For a given dataset size, the root mean squared error stays roughly constant for constant computational cost. This shows that there is no gain in trading stepsize h against the batch size n. 
Relative bias of the standard deviation/variance estimator
We show that the standard deviation, which is another example of the nonlinear functional, follows the results from Section 3. As we have seen in the previous sections, using stochastic gradients leads to biased variance estimates and will consistently overestimate the posterior variance. Figure 4 shows the relative bias in the variance estimator as a function of log batchsize fraction and log r where n = r/A for long simulation times. Shown in red are lines of constant computational cost, which run parallel to lines of constant relative bias: subsampling does not lead to a gain.
Richardson-Romberg extrapolation for SGLD
Recently, Richardson-Romberg extrapolation has been proposed for stochastic gradient MCMC algorithms (see ). Richardson-Romberg schemes reduce the bias in expectations due to the discretisation of the underlying SDE. Letπ N,h (f ) be estimator of the integral π(f ) of a function f with respect to a measure π. It can be shown that Eπ N,h (f ) = π(f ) + C(f, π, x 0 )h + O(h 2 ). Richardson-Romberg schemes cancel the linear term in the expansion by running two chains with stepsizes h and h 2 in parallel. The Richardson-Romberg estimator is then given by E2π N,h/2 (f ) − Eπ N,h (f ) = π(f ) + O(h 2 ). This approach can dramatically reduce the discretisation bias but does not affect the bias due to the stochastic gradients. Figure 5 shows the relative bias in estimating the variance with a Richardson-Romberg scheme applied to SGLD. Here subsampling performs worse than using the full gradient. In fact, in this scenario it appears to be optimal to choose the stepsize as large as possible while still maintaining numerical stability. This observation is important since numerical stability is easy to verify in practice while it is much harder to verify that the estimator achieves a certain target accuracy. Under appropriate assumptions this observation generalises to general log concave target distributions greatly simplifying the choice of stepsize as N → ∞.
Logistic regression
Logistic regression is one of the most ubiquitous models in applied statistics and machine learning. Logistic regression is strictly but not strongly log-concave and hence not covered by our results. However, our experiments indicate that the same results apply.
To investigate the scaling of SGLD with the size of the dataset we applied logistic regression on artificial dataset sampled from the model with varying data set size but the same underlying data distribution. Given a dimension of covariates d and a dataset size N batchsize ratio Note that by construction, P is positive semi-definite and hence a valid covariance matrix. Then we sampled weights w j i.i.d.
∼ N (0, σ 2 ), j ∈ {1, . . . , d} from the prior and responses y (n) according to the model as y (n) ∼ Bernoulli(s w T x (n) , n ∈ {1, . . . , N }. Note that we did not include an intercept term in our model. In our experiments we used d = 3 and σ 2 = 10 and ensured the same weights and data distribution by fixing the seed of the random number generator.
We choose a constant number of paths P = 100, an integration time of c/N where c is a constant, dataset sizes N equally spaced on a logarithmic scale on [10 3 , 10 5 ] and a range of stepsizes and subsample sizes corresponding to constant computational cost. To estimate root-mean squared errors we estimated the ground truth using long MCMC runs with a Metropolis-Hastings scheme. Given a set of paths we estimated the variance of the estimators using bootstrap. Figure 6 shows the estimated root mean squared error for estimating the parameter mean and standard deviations summed over dimensions (scaled by √ N or N respectively to allow different N to be shown on the same graph). We get to the important conclusion, that for a fixed dataset size, subsample sizes and stepsizes corresponding to the same computational cost yield the same RMSE.
Conclusion
In this paper we analyzed the computational cost of reaching a given accuracy (relative to the width of the posterior) of SGLD in a simple Gaussian toy model. Our analysis shows that subsampling does not improve the scaling of the computational cost of reaching a given accuracy (relative to the width of the posterior) with the size of the dataset. Stochastic gradient MCMC does not provide a silver bullet. Numerical experiments showed that the same conclusion holds true for stochastic gradient HMC. We also extended our analysis to strongly log-concave targets.
Our results raise several questions. SGLD performs many sequential updates of low computational cost. Due to the sequential nature of SGLD every single update is hard to parallelize. Using larger batchsizes or the full gradient instead gives greater scope for parallelization per update. In practice the optimal batchsize that minimizes the wall-clock time to reach a given accuracy will depend on the details of the hardware used for the simulation. However the overall amount of computation needed for the same accuracy stays roughly constant.
In addition, our results raise questions about the good performance of SGMCMC in many machine learning applications. Our results indicated that with a constant batchsize the stepsize should be at most O(N −2 ). Given this, stepsizes typically used in machine learning application seems large. Perhaps these methods are effectively averaging over stochastic gradient descent rather than faithfully sampling from the posterior.
Outlook
We have found that for standard subsampling for a fixed batchsize and step-size can be chosen freely. This has interesting practical implications if one considers parallelisability. For small batchsizes we need to perform many cheap steps in sequence, for large batchsizes we perform few expensive updates. Which of these scenarios is better will depend on the model (in particular the parallelisabilty of the gradient computation) and the particular hardware that the computation is being performed on. We conjecture that in many scenarios it will be better to use a large batchsize to reap the benefits of parallelisation.
Using a constant batchsize n with SGLD requires h = O(N −2 ) to reach given accuracy . While we only analyze SGLD in this article, we observed similar behaviour for stochastic gradient Hamiltonian Monte Carlo Ding et al. (2014) , another popular SGMCMC method.
