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 要  旨 
情報理論分野において、通信路の論理モデルに対する情報通信の理論的限界を解明するため 






本論文では、1 入力 2 出力の劣化型放送通信路(DBC)に対する通信路容量域を求めるための 
容領域計算アルゴリズムについて考察する。 
安井は DBC の容領域を求める Arimoto-Blahut 型領域計算アルゴリズムを提案し、領域の境界 
を与える最適分布へ収束するための十分条件を得た。 




果と比較した。結果として、2 元対称 DBC における実験の値は理論、総当たりアルゴリズム、 
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X ,Y を有限集合とし、通信路の入力を表す確率変数を X ∈ X、出力を表す確率変
数を Y ∈ Y とする。X ,Y の各要素をそれぞれ x, y とすると、通信路は遷移確率行列
W = {W (y|x)}(x,y)∈X×Y で表現される。(X,Y )の同時分布を pXY とすると、この同時分
布は通信路の入力分布 pX とW を用いて
pXY = {pXY (x, y)}(x,y)∈X×Y
= {pX(x)W (y|x)}(x,y)∈X×Y
















pXY (x, y) log
W (y|x)
pY (y)
で与えられる。I(X;Y )が入力分布の関数であることを明示したい場合、I(X;Y ) = I(pX ,W )
と表す。2端子通信路の通信路容量C(W )は以下の式で定義される。




入力集合X 上の 2つの確率分布を pX , qX としたとき、以下の目的関数を定義する。
F (pX , qX) ≜ I(qX ,W ) +D(qY ||pY )−D(qX ||pX)
5
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ここで pY , qY はそれぞれ入力分布 pX , qX で指定される確率変数X ∈ X を通信路につな
いだときに得られる出力 Y ∈ Yの確率分布であり、以下のように定義される。








またD(qY ||pY )およびD(qX ||pX)はそれぞれ分布 qY と pY および qX と pX の間の差異の
度合いを表すダイバージェンスと呼ばれる非負の量であり、以下で定義される。






D(qX ||pX)の定義はD(qY ||pY )と全く同様である。ダイバージェンスD(qY ||pY )は非負性
を持っており
qY = pY ⇔ D(qY ||pY ) = 0
となることが知られている。同様の性質がD(qX ||pX)についても成り立つ。pY , qY がそ
れぞれ入力分布 pX , qXに対する通信路W から得られた出力分布であることを明示すると
きには、pY = pXW, qY = qXW と記す。このとき F (pX , qX)は以下のように書き直すこ
とができる。
F (pX , qX) ≜ I(qX ,W ) +D(qXW ||pXW )−D(qX ||pX)
この目的関数について次の補題が成り立つ。
補題 1. 固定した qX に対し、pX = qX のとき F (pX , qX)は最大値
F (qX , qX) = I(qX ,W )
をとる。
証明. 対数和不等式より
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が成り立つ。式 (2.1)より以下を得る。
F (pX , qX) =I(qX ,W ) +D(qXW ||pXW )−D(qX ||pX) ≤ I(qX ,W )
等号条件は pX = qX。
















































































































= −D(qX ||q̃X) + log(K)
(c)
≤ logK (2.3)
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≤ F (q[1]X , q
[1]
X ) ≤ . . . . . .
(a)












≤ F (q[t+1]X , q
[t+1]











































証明. 命題 1の不等式におけるステップ (b)と式 (2.7)は、補題 1より従う。またステッ




F (qX , qX)の最適値を与える分布を q∗X とすると、補題 1より
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命題 2. t = 0, 1, 2, . . . に対し、以下が成り立つ。





































































C(W )− F (q[t]X , q
[t+1]










































































は t → +∞のとき q∗X に
収束する。
証明. 命題 2より t = 0, 1, 2, . . . について以下が成り立つ。
C(W )− F (q[t]X , q
[t+1]
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そこで∆t = C(W )− F (q[t]X , q
[t+1]
X )とおくと、







t = 0, 1, 2, . . . T について和をとると、
T∑
t=0




























X ,Y ,Z を有限集合とし、通信路の入力を表す確率変数をX ∈ X、出力を表す確率変
数を Y ∈ Y , Z ∈ Zとする。X ,Y ,Zの各要素をそれぞれ x, y, zとするとその遷移確率行
列は以下で与えられる。
W = {W (y, z|x)}(x,y,z)∈X×Y×Z
図 3.1: 放送通信路
本稿では特に、上記の遷移確率行列が
W (y, z|x) = {W1(y|x)W2(z|y)}(x,y,z)∈X×Y×Z (3.1)
なる条件を満たす場合を考える。
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U に値をとる確率変数 U を導入し、(U,X, Y, Z)の同時分布 pUXY Z(u, x, y, z)とその集合
P(W1,W2)を以下で定義する。
pUXY Z(u, x, y, z) = {pUXY Z(u, x, y, z)}(u,x,y,z)∈U×X×Y×Z
P(W1,W2) ≜ {p = pUXY Z : p(u, x, y, z) = p(u, x)W1(y|x)W2(z|y), |U| ≤ min {X ,Y ,Z}}
この条件はU,X, Y, Zがマルコフ連鎖U → X → Y → Zをなすことと等価である。確率
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このとき CDBC(W1,W2)は以下で与えられる。






















𝜇𝐼𝑞 𝑋;𝑌|𝑈 + 𝐼𝑞 𝑍; 𝑈 = 𝐶
𝜇 𝑊1,𝑊2
𝑅2 = −𝜇𝑅1 + 𝜇𝐼𝑞 𝑋; 𝑌|𝑈 + 𝐼𝑞 𝑍;𝑈
𝜇𝐼𝑞 𝑋; 𝑌|𝑈 + 𝐼𝑞 𝑍; 𝑈
𝜇, 1
𝑅1 − 𝐼𝑞 𝑋; 𝑌|𝑈 , 𝑅2 − 𝐼𝑞 𝑍; 𝑈
45°線
図 3.3: 劣化型放送通信路の通信路容量域
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直線 µR1 +R2 ≤ C(µ)(W1,W2)は領域CDBC(W1,W2)の支持直線とよばれる。支持直線
R1 + µR2 ≤ C(µ)(W1,W2)は法線ベクトルを (µ, 1)とする直線で領域 CDBC(W1,W2)と共
有点を持つようなもののうち、そのR2切片が最大となるものと等しい。











{µIp(X;Y |U) + Ip(Z;U)}
上記の最大化問題について考察し、DBCの容領域計算問題が差凸関数を目的関数とする
非凸最適化問題であることを示した。実際、µIp(X;Y |U) + Ip(Z;U)について












































































{µIp(X;Y |U) + Ip(U ;Z)}
=max
pUX
{µIpUX (X;Y |U) + IpUX (U ;Z)}
ここで p = (pUX ,W1,W2)について、W1,W2は固定されている事を明示するために p =
pUX と表記する。C(µ)(W1,W2)を求めるために目的関数を以下に定義する。
F (pUX , qUX) ≜µIqUX (X;Y |U) + µD(qY |U ||pY |U |pU)− µD(qX|U ||pX|U |pU)
+ IqUX (U ;Z) +D(qZ ||pZ)−D(qZ|U ||pZ|U |pU)−D(qU ||pU) (4.1)
このとき次の補題が成り立つ。
補題 3. 固定した qUX に対し、pUX = qUX のとき F (pUX , qUX)は最大値
F (qUX , qUX) = IqUX (X;Y |U) + µIqUX (U ;Z)
証明. 補題 1の証明と同様
D(qY |U ||pY |U |pU) ≤D(qX|U ||pX|U |pU) (4.2)
D(qZ ||pZ) ≤D(qZ|U ||pZ|U |pU) (4.3)
式 (4.2),式 (4.3)より、式 (4.1)は
F (pUX , qUX) =µIqUX (X;Y |U) + µD(qY |U ||pY |U |pU)− µD(qX|U ||pX|U |pU)
+ IqUX (U ;Z) +D(qZ ||pZ)−D(qZ|U ||pZ|U |pU)−D(qU ||pU)
≤µIqUX (X;Y |U) + IqUX (U ;Z)
17
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等号条件は pUX = qUX。
同様に固定した pUX に対し、F (pUX , qUX)の最大値について、次の補題が成り立つ。




exp {µApUX (u, x) +BpUX (u, x)} pUX(u, x)
のときに最大値 logKをとる。ここで


















exp {µApUX (u, x) +BpUX (u, x)} pUX(u, x)
証明.


























F (pUX , qUX) =
∑
u,x






























exp {µApUX (u, x) +BpUX (u, x)} pUX(u, x)
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補題 4に基づき、C(µ)(W1,W2)を求めるアルゴリズムを導出する。t = 0, 1, 2, . . . に対








1. q[0]を U × X 上の適当な分布にとる。



















命題 4. t = 0, 1, 2, . . . に対し、次の不等式が成り立つ。
F (q[0], q[0])
(a)
≤ F (q[0], q[1])
(b)
≤ F (q[1], q[1]) ≤ . . . . . .
(a)
≤ F (q[t−1], q[t])
(b)
≤ F (q[t], q[t]) (4.6)
(a)
≤ F (q[t], q[t+1]) (4.7)
(b)
≤ F (q[t+1], q[t+1]) ≤ . . . . . .
≤ C(µ)(W1,W2)
ここで不等式 (4.6)および不等式 (4.7)の右辺に現れる量に関しては以下が成り立つ。
F (q[t], q[t]) = Iq[t](X;Y |U) + µIq[t](U ;Z) (4.8)
F (q[t], q[t+1]) = logKt
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証明. 命題 4の不等式におけるステップ (b)と式 (4.8)は補題 3より従う。またステップ
(a)と式 (4.9)は補題 4より従う。
𝐹 𝑞 0 , 𝑞 0
𝐹 𝑞 0 , 𝑞 1
𝐹 𝑞 1 , 𝑞 1
最大化




F (pUX , qUX)の最適値を与える分布を q∗(u, x)とすると、補題 3より
C(µ)(W1,W2) =max
pUX
{µIpUX (X;Y |U) + IpUX (U ;Z)}
=F (q∗, q∗)
=µIq∗(X;Y |U) + Iq∗(U ;Z)
拡張されたArimoto-Blahutアルゴリズムの収束性について次の命題が成り立つ。
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命題 5. t = 0, 1, 2, . . . に対し、以下が成り立つ。
C(µ)(W1,W2)− F (q[t], q[t+1])












































































qZY |XU(z, y|x, u)
F (α,µ)(p, q) ≜(µ+ α)
∑
u,x,y,z




ω(α,µ)p (u, x, y, z) + log
p(u, x, y, z)
q(u, x, y, z)
}
以後はパラメータ (α, µ)が以下の条件
1− µ ≤ α (5.1)
を満たすと仮定して議論する。ここで次の補題が成り立つ。
22
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補題 5. 固定した qに対し、p = qのとき F (α,µ)(p、q)は最大値
F (α,µ)(q, q) =
∑
u,x,y,z
q(u, x, y, z)
{





















































=µIq(X;Y |U) + Iq(Z;U)
− αD(qZY |XU ||W1,W2|qXU)− µD(qY |XU ||W1|qXU) (5.2)
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ω(α,µ)p (u, x, y, z) + log
p(u, x, y, z)









ω(α,µ)q (u, x, y, z) +
1
µ+ α
[ω(α,µ)p (u, x, y, z)− ω(α,µ)q (u, x, y, z)]
+ log
p(u, x, y, z)





















pZY |XU(z, y|x, u)





− α log W2(z|y)W1(y|x)
qZY |XU(z, y|x, u)
]
+ log
p(u, x, y, z)






















































































qU |Z ||pU |Z
)
− [−1 + α + µ]D (pU |qU)
}
条件式 (5.1)の元で J1は J1 ≤ 0が成り立つ。よって条件式 (5.1)の元で、p = qのとき
F (α,µ)(p, q)は最大値をとる。
補題 5の式 (5.2)の
−αD(qZY |XU ||W1,W2|qXU)− µD(qY |XU ||W1|qXU)












{µIq(X;Y |U) + Iq(Z;U)
−αD(qZY |XU ||W1,W2|qXU)− µD(qY |XU ||W1|qXU)
}
(5.3)
また、α > 0に関して単調減少であり、任意の α > 0に対し






証明. まず式 (5.3)を示す。補題 5より、固定した qに対し、p = qのとき F (α,µ)(p, q)は
最大値
F (α,µ)(q, q) =
∑
u,x,y,z
q(u, x, y, z)
{
ω(α,µ)q (u, x, y, z)
}
= µIq(X;Y |U) + Iq(Z;U)− αD(qZY |XU ||W1,W2|qXU)− µD(qY |XU ||W1|qXU)
をとる。よって式 (5.3)が示された。次に式 (5.4),式 (5.5)を示す。C(α,µ)(W1,W2)を達成
する分布を






=µIq∗α(X;Y |U) + Iq∗α(Z;U)











∆(α,µ) ≜ µIq∗α(X;Y |U) + Iq∗α(Z;U)− C(α,µ)(W1,W2)
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とおくと、式 (5.6)より
0 ≤ D(q∗ZY |XU,α||W1,W2|q∗XU,α) =






C(α,µ)(W1,W2) ≤ µIq∗α(X;Y |U) + Iq∗α(Z;U) (5.7)
分布 q̂α = q̂UXY Z,αを
q̂UXY Z,α(u, x, y, z) = q
∗
XU,αW1(y|x)W2(z|y)
と定めると q̂α ∈ P(W1,W2)であり、以下が成り立つ。




α → +∞とするとD(q∗α||q̂α) → 0が成り立つ。すると Iq(X;Y |Z)および Iq(Z;U)の分布
qに関する連続性より、以下が成り立つ。







≤µIq∗α(X;Y |U) + Iq∗α(Z;U)
(b)
≤µIq̂α(X;Y |U) + Iq̂α(Z;U) + τ(α)
(c)
≤C(µ)(W1,W2) + τ(α) (5.9)
ここでステップ (a)は式 (5.7)より従う。また、ステップ (b)は式 (5.8)より従う。また、
ステップ (c)は q̂α ∈ P(W1,W2)と C(µ)(W1,W2)の定義より従う。他方、C(µ)(W1,W2)
を達成する分布を q̃α とすると、q̃α ∈ P(W1,W2)であることより、任意の (u, x, y, z) ∈
(U × X × Y × Z)に対し、以下が成り立つ。
q̃Y |XU,α(y|x, u) =W1(y|x)
q̃ZY |XU,α(z, y|x, u) =W2(z|y)W1(y|x)
よって
D(q̃ZY |XU,α||W1,W2|q̃XU,α) = D(q̃Y |XU,α||W1|q̃XU,α) = 0
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このとき
C(µ)(W1,W2) =µIq̃α(X;Y |U) + Iq̃α(Z;U)
=µIq̃α(X;Y |U) + Iq̃α(Z;U)
− αD(q̃ZY |XU,α||W1,W2|q̃XU,α)− µD(q̃Y |XU,α||W1|q̃XU,α)
≤C(α,µ)(W1,W2) (5.10)
が成り立つ。式 (5.9),式 (5.10)より以下を得る。
0 ≤ C(α,µ)(W1,W2)− C(µ)(W1,W2) ≤ τ(α)
上式で α → +∞とすると式 (5.5)を得る。




• 順次 p, qを更新し、F (α,µ)(p, q)を最大化する。 
以下ではこの最大化問題を考察する。固定した pに対するF (α,µ)(p、q)の最大値について、
次の補題が成り立つ
補題 7. 固定した pに対し、F (α,µ)(p、q)は、







ω(α,µ)p (u, x, y, z)
}
p(u, x, y, z)








ω(α,µ)p (u, x, y, z)
}







F (α,µ)(p, q) =
∑
u,x,y,z







p (u, x, y, z)
}
p(u, x, y, z)
q(u, x, y, z)
(5.11)






F (α,µ)(p, q) =
∑
u,x,y,z









p (u, x, y, z)
}
p(u, x, y, z)















p (u, x, y, z)
}
p(u, x, y, z)
q(u, x, y, z)
≤ 0
であるから、上式と式 (5.12)より以下を得る。
F (α,µ)(p, q) ≤ (µ+ α) logK
等号は







ω(α,µ)p (u, x, y, z)
}
p(u, x, y, z)
のとき成り立つ。
補題 5-7に基づき、十分小さな αに対する C(α,µ)(W1,W2)を求めるアルゴリズムを導
出する。t = 0, 1, 2, . . . .に対し U × X × Y × Z上の分布の列
q[t] =
{





1. q[0]を U × X × Y × Z上の適当な分布にとる。
2. t = 0, 1, 2, . . . に対する分布更新式を以下で定める。










(u, x, y, z)
}



































=Ω[t]α,µ (u, x, y, z)
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と置くことにより、q[t+1](u, x, y, z)を以下のように書き直す。
q[t+1](u, x, y, z) =
1
Kt
Ω[t]α,µ (u, x, y, z) q





Ω[t]α,µ (u, x, y, z) q
[t](u, x, y, z)
上記の分布更新アルゴリズムに対して、次の命題が成り立つ。
命題 6. t = 0, 1, 2 . . . に対し、次の不等式が成り立つ。
F (α,µ)(q[0], q[0])
(a)
≤ F (α,µ)(q[0], q[1])
(b)
≤ F (α,µ)(q[1], q[1]) ≤ . . . . . .
(a)
≤ F (α,µ)(q[t−1], q[t])
(b)
≤ F (α,µ)(q[t], q[t]) (5.14)
(a)
≤ F (α,µ)(q[t], q[t+1]) (5.15)
(b)
≤ F (α,µ)(q[t+1], q[t+1]) ≤ . . . . . .
≤ C(α,µ)
ここで不等式 (5.14)および不等 (5.15)の右辺に現れる量に関しては以下が成り立つ。
F (α,µ)(q[t], q[t]) =
∑
u,x,y,z





(u, x, y, z)
}




















(u, x, y, z)
}
q[t](u, x, y, z)










{µIp(X;Y |U) + Ip(U ;Z)}








{µIq(X;Y |U) + Iq(Z;U)
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命題 7. t = 0, 1, 2, . . . に対し、以下が成り立つ。
C(α,µ)(W1,W2)− F (α,µ)(q[t], q[t+1])




q∗(u, x, y, z)ω
(α,µ)































(u, x, y, z)
}
q[t](u, x, y, z)
q[t+1](u, x, y, z)
任意の (u, x, y, z)に対し、以下が成り立つ。










(u, x, y, z)
}
q[t](u, x, y, z)









(u, x, y, z) + log
q[t](u, x, y, z)





(u, x, y, z)− (µ+ α) log q
[t+1](u, x, y, z)
q[t](u, x, y, z)
(5.18)














(u, x, y, z)− (µ+ α) log q
[t+1](u, x, y, z)
q[t](u, x, y, z)
}
(5.19)
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式 (5.16),式 (5.19)より以下を得る。




q∗(u, x, y, z)ω
(α,µ)









(u, x, y, z)− (µ+ α) log q
[t+1](u, x, y, z)





q∗(u, x, y, z) log
q[t+1](u, x, y, z)








q∗ (u, x, y, z)− ω
(α,µ)
q[t]
(u, x, y, z)
}





q∗(u, x, y, z) log
q[t+1](u, x, y, z)








q∗ (u, x, y, z)− ω
(α,µ)
q[t]






q∗(u, x, y, z)
[
log
q[t+1](u, x, y, z)
q[t](u, x, y, z)
− log q
∗(u, x, y, z)





q∗(u, x, y, z)
[
log
q∗(u, x, y, z)
q[t](u, x, y, z)
− log q
∗(u, x, y, z)
































− α log W2(z|y)W1(y|x)
q
[t]

























ZY |XU(z, y|x, u)
q∗ZY |XU(z, y|x, u)
}
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したがって、式 (5.20)-式 (5.21)より




q∗(u, x, y, z) log
q[t+1](u, x, y, z)








q∗ (u, x, y, z)− ω
(α,µ)
q[t]


























命題 8. 式 (5.17)より、任意の t = 0, 1, 2, . . . に対し、以下の不等式が成り立つと仮定
する。
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これより
0 ≤ ∆T ≤
µ+ α
T





• µ = 1, 0のとき、この仮定は成り立つ。この場合は単一通信路の通信路容量を計算
していることと同義であり、収束が保証されている。
























図 6.1: 劣化型 2元対称放送通信路
35
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劣化型 2元対称放送通信路の通信路容量を求める理論式は以下である。





β ∗ γ1 =βγ̄1 + β̄γ1
β ∗ pγ̄ =βp̄γ̄ + β̄pγ̄
pγ̄ =γ1γ̄2 + γ̄1γ2
各種パラメータの設定
2元の実験で使用するパラメータを以下のように設定する。ここで、C(α,µ)(W1,W2)を











6 × µk, µk =
1
ρk
, ρ : 1 → 104, ρk+1 = ρk + 0.1, k = 0, 1, 2, . . . 
分布更新の停止条件は、任意の (u, x, y, z)のもとで∣∣q[t]µk(u, x, y, z)− q[t−1]µk (u, x, y, z)∣∣ ≤ ϵ, ϵ = 10−4
を満たす最小の t(これを t∗とする)のとき停止する。
初期分布の設定 
1. k = 0に対し U × X × Y × Z上の分布 q[0]µ0 をを適当にとる































































































5 × µk, µk =
1
ρk
, ρ : 1 → 104, ρk+1 = ρk + 0.1, k = 0, 1, 2, . . . 
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分布更新の停止条件は、任意の (u, x, y, z)のもとで∣∣q[t]µk(u, x, y, z)− q[t−1]µk (u, x, y, z)∣∣ ≤ ϵ, ϵ = 10−2
を満たす最小の t(これを t∗とする)のとき停止する。
初期分布の設定 
1. k = 0に対し U × X × Y × Z上の分布 q[0]µ0 をを適当にとる





C : W1(y|x) =
0.90 0.05 0.050.05 0.90 0.05
0.05 0.05 0.90
 ,W2(z|y) =




























































2. k = 1− (h + i + j)とし、h, i, jのステップ幅を 0.1として 0 ≤ h + i + j ≤ 1の範囲
で動かし q = qUX(u, x)W1(y|x)W2(z|y)を計算する
3.任意の µに対し、µI (X;Y |U)q + I (Z;U)qが最大となる qをその µの最適分布 q∗と
する
4. q∗のときの I (X;Y |U)と I (Z;U)をグラフにプロットする
以上の手順を µを 1 → 0の範囲で動かしプロットしていく。
3元の場合
1. qUX(u, x) =
h i jk l m
n o p
と置く
2. p = 1− (h+ i+ j+k+ l+m+n+o)とし、h, i, j, k, l,m, n, oのステップ幅を 0.1とし
て 0 ≤ h+ i+ j+k+ l+m+n+ o ≤ 1の範囲で動かし q = qUX(u, x)W1(y|x)W2(z|y)
を計算する
3.任意の µに対し、µI (X;Y |U)q + I (Z;U)qが最大となる qをその µの最適分布 q∗と
する
4. q∗のときの I (X;Y |U)と I (Z;U)をグラフにプロットする
3元の通信路においてqUX(u, x) =
h i jk l m
n o p
と置く。p = 1−(h+i+j+k+l+m+n+o)と
して、h, i, j, k, l,m, n, oのステップ幅を0.1として0 ≤ h+i+j+k+l+m+n+o ≤ 1の範囲で
動かし q = qUX(u, x)W1(y|x)W2(z|y)を計算する。あるµのとき、µI (X;Y |U)q+I (Z;U)q
が最大となる qを q∗とする。q∗のときの I (X;Y |U)と I (Z;U)をグラフにプロットする。
以上の手順を µを 1 → 0の範囲で動かしプロットしていく。





{µIp(X;Y |U) + Ip(Z;U)}
は p(u, x) = p(u)p(x|u)の p(x|u)を固定すると、p(u)について上に凸な関数を目的関数と
する凸最適化問題となる。実際、µIp(X;Y |U) + Ip(Z;U)について






































































DBCにおいて、境界の領域を与える最適な分布を q∗(u, x) = q∗(u)q∗(x|u)とする。以
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下では q(x|u)を q∗(x|u)に固定し、W0(x|u)と表記する。



































































































D(qZ ||pZ) ≤ D(qU ||pU)より、pU = qU のとき F (pU , qU)は最大値




















命題 9. t = 0, 1, 2, . . . に対し、次の不等式が成り立つ。
F (q[0], q[0])
(a)
≤ F (q[0], q[1])
(b)
≤ F (q[1], q[1]) ≤ . . . . . .
(a)
≤ F (q[t−1], q[t])
(b)
≤ F (q[t], q[t]) (6.1)
(a)
≤ F (q[t], q[t+1]) (6.2)
(b)




F (q[t], q[t]) =Iq[t](X;Y |U) + µIq[t](U ;Z)
F (q[t], q[t+1]) = logKt
=Aq[t](u, x) + log
q[t]
q[t+1]
F (pU , qU)の最適値を与える分布を q∗(u)とすると
C(µ)(W1,W2) =max
pU
{µIpU (X;Y |U) + IpU (U ;Z)}
=F (q∗, q∗)
=µIq∗(X;Y |U) + Iq∗(U ;Z)
収束性について次の命題が成り立つ。
命題 10. t = 0, 1, 2, . . . に対し、以下が成り立つ。
C(µ)(W1,W2)− F (q[t], q[t+1])


































は t → +∞のとき q∗U に
収束する。
証明. 命題 2より t = 0, 1, 2, . . . について以下が成り立つ。







そこで∆t = C(W )− F (q[t], q[t+1])とおくと、







t = 0, 1, 2, . . . T について和をとると、
T∑
t=0


























異なる収束が得られる理由を考察する。µ = 1のときの収束分布 q∗UX(u, x)を以下に
示す
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C− 1 :
0.106 0.097 0.1160.091 0.131 0.113
0.137 0.122 0.089
 C− 2 :




0.130 0.078 0.1320.085 0.100 0.114
0.130 0.101 0.131
 C− 4 :




0.090 0.104 0.1130.111 0.101 0.100
0.131 0.119 0.130

図 6.3より、µ = 1のとき、それぞれ同じR1, R2が得られている。つまり、初期分布に
関わらず目的関数はR1 = C(W1), R2 = 0へと収束している。しかし、分布は異なる値へ












f (α,µ)(q) = F (α,µ)(q, q)
= µIq(X;Y |U) + Iq(Z;U)− αD(qZY |XU ||W1,W2|qXU)





q|f (α,µ)(q) ≥ k
}
集合 Tk,(α,µ)(q̃)を q̃(∈ Sk,(α,µ))から連続経路で到達できる全ての q(∈ Sk,(α,µ))の集合と
定義する。このとき、補題 8を得る。






(q) = F (α,µ)(q[t], q)
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とする。補題 2より f (α,µ)(q) ≥ F̃ (α,µ)
q[t]
(q)なので S̃k,(α,µ) ⊆ Sk,(α,µ)である。また、q = q[t]
であるとき f (α,µ)(q[t]) = F̃ (α,µ)
q[t]
(q[t])となるので q[t] ∈ S̃k,(α,µ)である。
pを固定すると F (α,µ)(p, q)は qで上に凸である。したがって S̃k,(α,µ)は凸集合である。
S̃k,(α,µ)が凸集合であることより、∀q′ ∈ S̃k,(α,µ)と q[t]を結ぶ線分上の任意の点は S̃k,(α,µ)









(q[t+1]) ≥ F̃ (α,µ)
q[t]
(q[t]) ≥ kとなり、q[t+1] ∈ S̃k,(α,µ)である。したがって q[t+1] ∈
Tk,(α,µ)(q
[t])となる。
以後、領域 T で関数 f (α,µ)(q)が上に凸だと仮定して議論する。
補題 9. 関数 f : Rn → Rが領域 T ⊆ Rnで上に凸であることと、T が凸集合であり、任
意の x, y ∈ T に対して f(y) ≤ f(x) + (∇f |x)T (y − x)が成り立つことは同値である。こ
こで、∇f |xは点 xにおける f の勾配である。
補題 9より命題 11を得る。
命題 11. 関数 f (α,µ)(q)が集合 T において上に凸であることと、T が凸集合であり任意の
qa, qb ∈ T について
µD(qaY |U ||qb Y |U |qaU) +D(qaZ ||qb Z)





























x,z q(u, x, y, z)∑







x,y q(u, x, y, z)∑









q(u, x, y, z)
)′
+ α · 1
qZY |XU(z, y|x, u)
(
q(u, x, y, z)∑
y′,z′ q(u, x, y
′, z′)
)′}
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以上より∑
u,x,y,z
qb(u, x, y, z)
∂f

























qa(u, x, y, z)
∂f
∂q(u, x, y, z)
∣∣∣
qb
=f (α,µ)(qa) + µ
∑
u,x,y,z












qa(u, x, y, z) log
qaZY |XU(z, y|x, u)
qb ZY |XU(z, y|x, u)
−Rs(qb)
が成り立つ。補題 9より




∂q(u, x, y, z)
∣∣∣
qb

















qa(u, x, y, z) log
qaZY |XU(z, y|x, u)
qb ZY |XU(z, y|x, u)
= µD(qaY |U ||qb Y |U |qaU) +D(qaZ ||qb Z) + αD(qaZY |XU ||qb ZY |XU |qaXU)
−D(qaZ|U ||qb Z|U |qaU) ≥ 0
以上より命題 11は証明された。


















U) ≥ 0 (7.2)




定理 3. 0 ≤ µ ≤ 1に対し、q∗が Tk,(α,µ)(q̃)に存在し、関数 f (α,µ)(q)が領域 Tk,(α,µ)(q̃)で
上に凸であり、初期分布 q[0] ∈ Tk,(α,µ)(q̃)ならば、F (α,µ)(p, q)はC(α,µ)(W1,W2)に下から
収束する。
7.2 十分条件の比較
q∗, q[t] ∈ P (W1,W2)とすると補題 6の証明と同様に
f (α,µ)(q) = µIq(X;Y |U) + Iq(Z;U)
− αD(qZY |XU ||W1,W2|qXU)− µD(qY |XU ||W1|qXU)
















U) ≥ 0 (7.3)
目的関数 f (µ)(q)と式 (7.3)の条件式は、安井の提案したアルゴリズムにおける目的関数
と大域収束のための十分条件に一致している。したがって、式 (7.2)の条件は、緩和項を
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