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a b s t r a c t
For square contingency tables, we propose a quasi-symmetry model with an exponential
form along subdiagonal and give the theorem that Tomizawa’s (1992) diagonal exponent
symmetry model holds if and only if the proposed model and marginal means equality
model hold with the orthogonality of test statistics.
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1. Introduction
For an R × R square contingency table with the same row and column classifications, let pij denote the probability that
an observation will fall in the ith row and jth column of the table (i = 1, . . . , R; j = 1, . . . , R). The symmetry (S) model is
defined by
pij = ψij (i = 1, . . . , R; j = 1, . . . , R),
where ψij = ψji (Bishop et al., 1975, p. 282). Caussinus (1965) considered the quasi-symmetry (QS) model, defined by
pij = αiβjψij (i = 1, . . . , R; j = 1, . . . , R),
whereψij = ψji. A special case of thismodel with {αi = βi} is the Smodel. Themarginal homogeneity (MH)model is defined
by
pi· = p·i (i = 1, . . . , R),
where pi· = Rt=1 pit and p·i = Rs=1 psi (Stuart, 1955). Caussinus (1965) gave the theorem that the S model holds if and
only if both the QS and MHmodels hold.
Tomizawa (1992) considered the diagonal exponent symmetry (DES) model, defined by
pij = pji = µ|j−i|γ i−1 (i < j).
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By putting γ
1
2 = δ and µ|j−i|γ−1− 12 |j−i| = d|j−i|, this model may be expressed as
pij =

δi+jd|j−i| (i ≠ j),
ψii (i = j).
The DES model states that, in addition to the structure of the S model, pi+1,j+1 (i ≠ j) is γ times higher than pij. Namely, for
fixed distance k (k = 1, . . . , R− 2) from the main diagonal of the table, pi,i+k (or pi+k,i) increases (decreases) exponentially
along every subdiagonal of the table as the value of i increases (i = 1, . . . , R− k) with the structure of the S model. We are
now interested in proposing a new model such that, in addition to the structure of the QS model (instead of the S model),
the expected frequency has an exponential form along every subdiagonal of the table. Also we are interested in considering
a decomposition of the DES model using the proposed model (as the decomposition of the S model into the QS and MH
models).
Section 2 proposes a newmodel. Section 3 gives the decomposition of the DES model. Section 4 shows the orthogonality
of the test statistics for decomposed models.
2. Quasi-diagonal exponent symmetry model
Consider a model defined by
pij =

αiβ jd|j−i| (i ≠ j),
ψii (i = j).
We shall refer to this model as the quasi-diagonal exponent symmetry (QDES) model. The QDES model is a special case of
the QS model and a special case of the paired diagonals model (Bishop et al., 1975, p. 322). A special case of the QDES model
obtained by putting α = β is the DES model. The QDES model states that, in addition to the structure of the QS model,
pi+1,j+1 for i ≠ j is αβ times higher than pij; in other words, for fixed distance k (k = 1, . . . , R− 2) from the main diagonal
of the table, pi,i+k (or pi+k,i) increases (decreases) exponentially as the value of i increases (i = 1, . . . , R− k).
Denote the odds ratio for rows i and s (> i), and columns j and t (> j) by θ(i<s; j<t); thus θ(i<s; j<t) = (pijpst)/(pitpsj).
Under the QDES model, we obtain
θ(i<s; j<t) = θ(j<t; i<s) (i < s; j < t),
and
θ(i<s; j<t) = θ(i+c<s+c; j+c<t+c) (i < s < j < t; c = 1, . . . , R− t).
Thus under thismodel we see that (i) the odds ratios are symmetry (being the structure of the QSmodel), and (ii) the parallel
odds ratios for the main diagonal of the table are the same.
3. Decomposition
Let X and Y denote the row and column variables, respectively. Refer to the model of equality of marginal means,
i.e., E(X) = E(Y ), as the ME model. We obtain the following theorem.
Theorem 1. The DES model holds if and only if the QDES and ME models hold.
Proof. If the DESmodel holds, then the QDES andMEmodels hold. Assuming that both the QDES andMEmodels hold, then
we shall show that the DES model holds. The ME model can be expressed as
R−1
k=1
G1(k) =
R−1
k=1
G2(k),
where
G1(k) =
k
s=1
R
t=k+1
pst , and G2(k) =
R
s=k+1
k
t=1
pst .
We see
R−1
k=1
G1(k) −
R−1
k=1
G2(k) =
R−1
k=1
R−k
s=1
kps,s+k −
R−1
k=1
R−k
s=1
kps+k,s
=
R−1
k=1
R−k
s=1
kαsβs+kdk −
R−1
k=1
R−k
s=1
kαs+kβsdk
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=
R−1
k=1

kdk(βk − αk)
R−k
s=1
αsβs

= (β − α)
R−1
k=1

kdk
 k
t=1
αk−tβ t−1
R−k
s=1
αsβs

.
Since the ME model holds, we obtain α = β . Namely, the DES model holds.
4. Orthogonality of test statistics
Let nij denote the observed frequency in the (i, j)th cell of the table (i = 1, . . . , R; j = 1, . . . , R) with n =  nij,
and letmij denote the corresponding expected frequency. Assume that {nij} have a multinomial distribution. The maximum
likelihood estimates (MLEs) of {mij} under the QDES model could be obtained using iterative procedures; for example, see
Darroch and Ratcliff (1972).
Let G2(M) denote the likelihood ratio chi-squared statistic for testing the goodness-of-fit of model M . The number of
degrees of freedom for the QDES model is R2 − 2R− 1, which is one less than that for the DES model.
The orthogonality (asymptotic separability or independence) of the test statistics for the goodness-of-fit of two models
is discussed by, e.g., Aitchison (1962), Darroch and Silvey (1963), Read (1977), Lang and Agresti (1994) and Lang (1996). We
obtain the following theorem.
Theorem 2. The test statistic G2(DES) is asymptotically equivalent to the sum of G2(QDES) and G2(ME).
The proof is given in the Appendix.
5. Examples
Example 1. Consider the vision data in Table 1 taken from Tomizawa (1992). The row variable X is the right eye grade and
the column variable Y is the left eye grade. The categories are ordered from best (1) to worst (4).
We see from Table 3 that each model fits these data well. From Table 3 we see that the value of the test statistic for the
DES model is very close to the sum of the values of those for the QDES and ME models. We shall compare the QDES and the
QSmodels being nestedmodels. For testing the hypothesis that the QDESmodel holds assuming that the QSmodel holds for
these data, we can use the likelihood ratio chi-squared statistic G2(QDES|QS), where G2(QDES|QS) = G2(QDES) − G2(QS)
with four degrees of freedom being the difference between the numbers of degrees of freedom for the QDES and the QS
models. Since G2(QDES|QS) = 5.90, this hypothesis is accepted at the 0.05 significance level. Therefore, the QDES model
would be preferable to the QS model.
Under the QDES model, the MLEs of α and β are αˆ = 0.58 and βˆ = 0.63, respectively. Therefore in addition to
the interpretation of the QS model (although it is omitted), the probability that a pupil’s right and left eye grades are
i + 1 and j + 1 is estimated to be αˆβˆ = 0.36 times higher than the probability that they are i and j, respectively
(i = 1, 2, 3; j = 1, 2, 3; i ≠ j). Namely, the value of sum of right and left eye grades X + Y tends to be smaller when
the difference |X − Y | is a constant.
Example 2. Consider the decayed teeth data in Table 2 taken from Tomizawa et al. (2006). These are classified by the
numbers of decayed teeth in the left side of the mouth of a patient and those in the right side.
We see from Table 3 that the QDES and QS models fit these data well although the other models fit poorly. According to
the test based on the difference between G2(QDES) and G2(QS), the QDES model would be preferable to the QS model.
Under the QDES model, the MLEs of α and β are αˆ = 0.59 and βˆ = 1.00, respectively. Therefore the probability that a
man’s left and right decayed teeth grades are i+ 1 and j+ 1 is estimated to be αˆβˆ = 0.59 times higher than the probability
that they are i and j, respectively (i = 1, 2; j = 1, 2; i ≠ j).
We see from Table 3 that the poor fit of the DESmodel is caused by the influence of the lack of structure of the MEmodel
rather than the QDES model.
Note that only when the number of categories is 3, the DESmodel and the QDESmodel are equivalent to the Smodel and
the linear diagonals-parameter symmetry model (Agresti, 1983), respectively.
6. Simulation studies
Under the QDESmodel, we see the structure of pij/pji = (β/α)j−i for i < j, which is the structure of Agresti’s (1983) linear
diagonals-parameter symmetrymodel. Also under the DESmodel, we see the structure of pij/pji = 1 for i < j. Consider now
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Table 1
Unaided distance vision of 3168 pupils comprising nearly equal number of boys
and girls aged 6–12 at elementary schools in Tokyo, Japan, examined in June 1984;
from Tomizawa (1992). (The parenthesized values areMLEs of expected frequencies
under the QDES model.)
Right eye grade Left eye grade Total
Best (1) Second (2) Third (3) Worst (4)
Best (1) 2470 126 21 10 2627
(2470.00) (114.71) (17.22) (12.51)
Second (2) 96 138 33 5 272
(104.63) (138.00) (41.68) (6.26)
Third (3) 10 42 75 15 142
(14.32) (38.02) (75.00) (15.15)
Worst (4) 12 7 16 92 127
(9.49) (5.21) (13.82) (92.00)
Total 2588 313 145 122 3168
Table 2
Decayed teeth data of 349 men aged 18–39, for patients visiting a dental clinic
in Sapporo City, Japan, from 2001 to 2005; from Tomizawa et al. (2006). (The
parenthesized values are MLEs of expected frequencies under the QDES model.)
Left (numbers of decayed teeth) Right (numbers of decayed teeth)
0–4 (1) 5–8 (2) 9+ (3)
0–4 (1) 118 37 2 157
(118.00) (36.59) (2.98)
5–8 (2) 21 87 23 131
(21.41) (87.00) (21.45)
9+(3) 2 11 48 61
(1.02) (12.55) (48.00)
Total 141 135 73 349
Table 3
Likelihood ratio chi-squared values G2 for models applied to Tables 1 and 2.
Applied models Table 1 Table 2
Degrees of freedom G2 p-value Degrees of freedom G2 p-value
DES 8 10.18 0.25 3 8.80a 0.03
S 6 9.69 0.14 3 8.80a 0.03
QDES 7 8.71 0.27 2 1.42 0.49
QS 3 2.81 0.42 1 1.35 0.24
MH 3 6.87 0.08 2 7.27a 0.03
ME 1 1.46 0.23 1 7.21a 0.01
a Means significant at the 0.05 level.
random variables U and V having a joint bivariate normal distribution with means E(U) = µ1 and E(V ) = µ2, variances
Var(U) = Var(V ) = σ 2, and correlation Corr(U, V ) = ρ. Then the joint bivariate normal density f (u, v) satisfies
f (u, v)
f (v, u)
= exp

(µ2 − µ1)(v − u)
σ 2(1− ρ)

(u < v).
Namely, f (u, v)/f (v, u) has the form γ v−u for some constant γ (γ = 1 when µ1 = µ2). Agresti (1983) described the
relationship between the linear diagonals-parameter symmetry model and the joint bivariate normal distribution (see also
Tahata et al. (2009); Tahata and Tomizawa (2010)). We now consider the relationship between the QDES (DES) model and
the joint bivariate normal distribution with Var(U) = Var(V ) in terms of simulation studies.
Table 4 gives the 4 × 4 tables of sample size 5000 formed by using cutpoints for each variable at µ1, µ1 ± 0.7σ , for an
underlying bivariate normal distribution with the conditions σ 21 = σ 22 (=σ 2), ρ = 0.3 and µ2 − µ1 = 0 (Table 4(a)), 0.1
(Table 4(b)), 0.3 (Table 4(c)) and 0.5 (Table 4(d)).
We see from Table 5 that the QDES model fits well for each of Table 4(a)–(d), although the DES model fits well for
Table 4(a) and fits poorly for each of Table 4(b)–(d). Thus the QDES model may be appropriate for a square ordinal table
if it is reasonable to assume an underlying bivariate normal distribution with equal marginal variances, although the DES
model may be appropriate if it is reasonable to assume it with both equal marginal means and equal marginal variances.
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Table 4
The 4 × 4 tables of sample size 5000, formed by using cutpoints for each
variable atµ1 ,µ1 ± 0.7σ , from an underlying bivariate normal distribution
with the conditionsσ 21 = σ 22 (=σ 2),ρ = 0.3 andµ2−µ1 = 0, 0.1, 0.3, 0.5.
(a) For µ2 − µ1 = 0 (b) For µ2 − µ1 = 0.1
476 315 268 143 403 360 248 190
347 369 339 250 282 401 350 271
233 348 341 337 222 311 372 375
166 257 321 490 146 240 340 489
(c) For µ2 − µ1 = 0.3 (d) For µ2 − µ1 = 0.5
310 340 302 252 260 317 338 328
214 301 368 388 154 279 382 463
135 277 360 481 125 232 326 579
100 200 349 623 39 156 317 705
Table 5
Likelihood ratio chi-squared values G2 for models applied to Table 4.
Applied models Degrees of freedom G2
Table 4(a) Table 4(b) Table 4(c) Table 4(d)
DES 8 7.08 23.07a 260.22a 695.17a
QDES 7 6.92 5.37 7.59 13.61
a Means significant at the 0.05 level.
7. Concluding remarks
The proposed model (QDES) is useful for seeing the structure of symmetry of odds ratios plus the exponential form
along every subdiagonal of the table, although the DES model would be useful for seeing the structure of symmetry of cell
probabilities plus the exponential form along every subdiagonal of the table.
Theorem 1 may be useful for seeing the reason for its poor fit when the DES model fits the data poorly.
For the orthogonality of test statistic in Theorem 2, we point out that the likelihood ratio chi-squared statistic for
testing the goodness-of-fit of the DES model assuming that the QDES model holds true is G2(DES) − G2(QDES) and this
is asymptotically equivalent to the likelihood ratio chi-squared statistic for testing the goodness-of-fit of the ME model,
i.e., G2(ME). We observe that for the data in Tables 1 and 2 the value of G2(DES) is very close to the value of the sum of
G2(QDES) and G2(ME).
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Appendix. Proof of Theorem 2
The QDES model is expressed as
log pij = iβ∗1 + jβ∗2 + φij (i = 1, . . . , R; j = 1, . . . R), (A.1)
where φij = γ|j−i| (i ≠ j). Let
p = (p11, . . . , p1R, p21, . . . , p2R, . . . , pR1, . . . , pRR)t ,
β∗ = (β∗1 , β∗2 , β∗3 )t ,
β∗3 = (γ1, γ2, . . . , γR−1, φ11, φ22, . . . , φRR); the 1× (2R− 1) vector,
where ‘‘t ’’ denotes the transpose. The QDES model is expressed as
log p = Xβ∗ = (X1, X2, X3)β∗,
where X is the R2 × K matrix with K = 2R+ 1, X1 = JR ⊗ 1R (the R2 × 1 vector), X2 = 1R ⊗ JR (the R2 × 1 vector), and X3 is
the R2× (2R− 1)matrix of 1 or 0 elements determined from (A.1), 1s is the s× 1 vector of 1 elements, JR = (1, . . . , R)t , and
⊗ denotes the Kronecker product. Note that X312R−1 = 1R2 and the rank of X is K . In a similar manner to Haber (1985), we
denote the linear space spanned by the columns of the matrix X by S(X) with the dimension K . Let U be an R2 × l1, where
l1 = R2 − K , full column rank matrix such that S(U) is the orthogonal complement of S(X). Thus, U tX = Ol1,K , where Ol1,K
is the l1 × K zero matrix. Therefore the QDES model is expressed as
h1(p) = 0l1 ,
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where 0l1 is the l1 × 1 zero vector and h1(p) = U t log p. The ME model is expressed as
h2(p) = 0,
where h2(p) = Wp, with W = (1R ⊗ JR − JR ⊗ 1R)t being the 1 × R2 vector. Namely, W t = X2 − X1. Thus W t belongs to
S(X). HenceWU = 0tl1 . From Theorem 1 the DES model is expressed as
h3(p) = 0l3 ,
where l3 = l1 + l2 = R(R− 2)with l2 = 1, and h3 = (ht1, h2)t .
Let Hs(p) = ∂hs(p)/∂pt be the ls × R2 matrix. LetΣ(p) = diag(p)− ppt , where diag(p) denotes a diagonal matrix with
the ith component of p as the ith diagonal component. Let pˆ denote pwith {pij} replaced by {pˆij = nij/n}. Then√n(pˆ−p) has
asymptotically a normal distributionwithmean 0R2 and covariancematrixΣ(p). Using the deltamethod,
√
n(h3(pˆ)−h3(p))
has asymptotically a normal distribution with mean 0l3 and covariance matrix
H3(p)Σ(p)H3(p)t =

H1(p)Σ(p)H1(p)t H1(p)Σ(p)H2(p)t
H2(p)Σ(p)H1(p)t H2(p)Σ(p)H2(p)t

.
Since H1(p)p = U t1R2 = 0l1 , H1(p)diag(p) = U t and H2(p) = W , we see H1(p)Σ(p)H2(p)t = U tW t = 0l1 . Thus we obtain
∆3(p) = ∆1(p)+∆2(p), where
∆s(p) = hs(p)t [Hs(p)Σ(p)Hs(p)t ]−1hs(p). (A.2)
Under each hs(p) = 0ls (s = 1, 2, 3), the Wald statistic Ws = n∆s(pˆ) has asymptotically a chi-squared distribution with
ls degrees of freedom. From (A.2) we see that W3 = W1 +W2. From the asymptotic equivalence of the Wald statistic and
likelihood ratio statistic, we obtain Theorem 2.
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