ABSTlACT.
The LQG/LTR method used on non-minimum phase plants has been treated in an earlier paper by Stein and Athans [5] , special the SISO case.
The target design has a more central role in the LTR-design, when it is used on a non-minimm phase plant.
In the minimm-phase case we have asymptotic recovery (3, 4, 5] , which make it possible to recovery a target loop to any prescribed level. The final controller will, of cause, depend on the target design (9] .
For non-minimum phase plants, where asymptotic recovery normally doesn't exist, the resulting difference between the target and the full-loop transfer function, i.e. the recovery error, will depend of the target design [1, 2, 5, 9] . It is therefore important to select the target design careful so the recovery error is minimized. Zhang and Freudenberg [2] have given a loop shaping design method for non-minimum phase plants. They have noted that it is possible to recovery the state-feedback properties exactly in the directions that are orthogonal to the RHP-zero directions, which have been used in the loop-shaping method.
In this paper it will be assumed that we have a target design with good properties in regard to the LTR-design. We will instead look at the LTR-step and give an analysis of the recovery error when a zero isn't cancelled by a pole in the controller. The non-minimum phase case is included in the analysis as a special case. The analysis is only treaded in the case when one zero isn't cancelled by a pole, which will make the equations more simple.
A REP-zero zI is, of cause, impossible to cancel by a pole from a stable LTR-controller. When the LQG/LTR-solution is used (1, 2] the controller will include a pole at pi --z1. However, if e.g. the eigenstructure assignment-LTR method [6] is used, the pole p I will be free to place in the THP. This freedom in the selection of z1 will be analyzed and explicit equations for the recovery error as function of PI will be derived for both full-order observers in section 3 as well as minimal-order observers in section 4.. Let the state-feedback gain be denoted K, then the target loop shape (i.e. the loop to be recovered) is GTFL(S) -K4'(s)B. If G(s) is minimum phase then [3, 4] : E1(s) = K$(s)B -C(s)C(s) (2) (3) It is then easy to derive that (8] : (2) (3) (4) where the recovery matrix MlI(s) is given by:
The prime interest of the designs lies in the input sensitivity function S,(s) for the full-loop. By using eq. (2-3) and (2) (3) (4) it is possible to express Sl(s) as function of the sensitivity function for the target design STFL(S). The following theorem can now be obtained: (2) (3) (4) (5) Proof. Follows by simple manipulations of eq. (2-3) and (2-4), see (9, 17] . Theorem 2.1 is very general, because it include also the case when a Luenberger observer is used, see [17] , as well as the discrete-time case can also be described by an equivalent expression, (10, 11] . In sec. 3 and 4 theorem 2.1 will be used in the analysis of pole/zero cancellation in LTR-based feedback design. S,(S) = STFL(S)(I+ES(S)) (3) (4) where Es(s) is given by the simple equation: (3) (4) (5) This result is similar in spirit to eq.
(2-5), but eq. (2-5) from [9] Es will therefore also be named the recovery matrix in the rest of this paper.
The general description by using the recovery matrix M in theorem 2. 1 describe both the asymptotic properties of LTRdesign as studied in [9, 17] roofQt See [10, 15, 17] .
LYt with minimal-order observers.
In this section the results from section 2 and 3 will be extended to include LTR with minimal-order observers. In the following the notation of minimal-order observers is briefly introduced [13] .
Let S(A,DBC) be partitioned as:
There is no loos of generallity of assuming that C-(I. 0), since any system can be transformed into this form. The minimal order observer for the system in eq. (4-1) is (14] :
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The feedback law is:
u(t) = -Kk(t) = -Kjxj(t)-K2*2(t) It is assumed that (C,A) is observable, which implies that (A12,A2) is observable [14] . ftggf. See (17] . be extended to minimal-order observers. In the rest of this section, it will be assumed that B Es(s)=K2(IS-A22)f'(B2-B20B2=(s)) (4) (5) (6) (7) (8) (9) The proof is omitted here. 
