This paper presents a novel semi-supervised algorithmic approach to creating large scale sociocentric networks in rural East Africa. We describe the construction of 32 large-scale sociocentric social networks in rural Sub-Saharan Africa. Networks were constructed by applying a semi-supervised record-linkage algorithm to data from census-enumerated residents of the 32 communities included in the SEARCH study (NCT01864603), a community-cluster randomized HIV prevention trial in Uganda and Kenya. Contacts were solicited using a five question name generator in the domains of emotional support, food sharing, free time, health issues and money issues. The fully constructed networks include 170, 028 nodes and 362, 965 edges aggregated across communities (ranging from 4449 to 6829 nodes and from 2349 to 31,779 edges per community). Our algorithm matched on average 30% of named contacts in Kenyan communities and 50% of named contacts in Ugandan communities to residents named in census enumeration. Assortative mixing measures for eight different covariates reveal that residents in the network have a very strong tendency to associate with others who are similar to them in age, sex, and especially village. The networks in the SEARCH Study will provide a platform for improved understanding of health outcomes in rural East Africa. The network construction algorithm we present may facilitate future social network research in resource-limited settings.
Introduction
Social networks contribute extensively to understanding human behavior and relations, particularly in public health settings. A growing body of literature in epidemiology, in particular, investigates behavioral determinants of health-related outcomes and the role of social networks in shaping individual health conditions [Perkins et al., 2018 , Christakis and Fowler, 2008 , Christakis and Fowler, 2007 , Danon et al., 2011 , Salathé et al., 2010 , Riley, 2007 , Klovdahl et al., 1994 , Eubank et al., 2004 , Keeling and Eames, 2005 , Kramer et al., 2014 , Christakis and Fowler, 2013 , Kossinets and Watts, 2006 , Choice and Adolescents, 1998 ]. Prior work has measured specific social connections representing participants' personal ties, analyzed how those ties can be used 2/20 as proxy measures for transmission networks for infectious diseases or support networks for non-communicable diseases [Christakis and Fowler, 2008 , Christakis and Fowler, 2007 , Christakis and Fowler, 2013 , Christley et al., 2005 , Newman, 2002 , Kretzschmar and Morris, 1996 , Fowler and Christakis, 2008a , Fowler and Christakis, 2008b , and explored the use of social networks to improve intervention effectiveness, stratify risk, and inform precision public health policies [Eubank et al., 2004 , Lipsitch et al., 2003 , Klovdahl, 1985 , Read et al., 2008a , Fowler and Christakis, 2008a , Loucks et al., 2006 , Cohen-Cole and Fletcher, 2008 .
Much of the social network construction and analysis reported in the epidemiologic and health literature have been conducted in resource-rich settings. In sub-Saharan Africa, in particular, literature describing the construction and analysis of networks is limited [Perkins et al., 2015 , Perkins et al., 2018 . Moreover, much of the existing literature focuses on ego-centric networks, constructed by interviewing participants and their named contacts using methods such as respondent-driven sampling or linkage tracing [Thompson and Frank, 2000 , Gile and Handcock, 2015 , Lin et al., 2012 . In contrast, sociocentric networks aim to map entire collections of social relations for surveyed communities, and therefore offer opportunities to answer a richer set of research questions using global network characteristics, such as overall network densities, centralities, and local topologies; such properties have been found in both simulations and applied analyses to be important determinants of health behavior [Christley et al., 2005 , Perkins et al., 2015 , Chami et al., 2014 , Amirkhanian, 2014 , Kossinets and Watts, 2006 .
To date, sociocentric networks that have been constructed in resource-limited settings have generally consisted of a single community of small to moderate size [Shah et al., 2017 , Chami et al., 2014 , Rothenberg, 2009 , Kelly et al., 2014 . Networks in the present HIV literature, in particular, have been commonly based on networks of approximately 50-100 individuals [Lin et al., 2012 , Chami et al., 2014 , Rothenberg, 2009 , Morris, 2004 , Read et al., 2008b , Latkin and Knowlton, 2015 . Larger sociocentric networks in this setting include the Likoma network study conducted in Likoma Island, with a total size of 923 nodes (participants) and 2040 edges consisting of sexual relationships [Helleringer et al., 2009] , and more recently constructed sociocentric networks in rural Uganda with 1669 nodes [Takada et al., 2019] and Tanzania with 923 nodes [Yamanis et al., 2017 , Mulawa et al., 2018 .
One of the factors that may contribute to the rarity of large-scale sociocentric networks in resource-limited settings is a lack of explicit algorithms for network construction. While research on methods for analyzing social network data is extensive, much less work has been explicitly dedicated to the construction of sociocentric networks, especially for large communities where real-time linkage of participants and named contacts is not feasible. The current paper aims to contribute to the literature on algorithms for large-scale sociocentric network construction in resource-limited settings by describing a record linkage-based semi-supervised algorithm that enables network construction from raw census data consisting of participants and their named contacts.
The algorithm is applied to baseline social network data from the SEARCH (Sustainable East Africa Research in Community Health) Study (NCT01864603), a cluster-randomized HIV-prevention study that measured HIV infection, additional health outcomes, and health-related behaviors longitudinally in approximately 320,000 individuals. Data from SEARCH are used to construct 32 distinct sociocentric social networks in three different geographical regions in rural Kenya and Uganda, with approximately 5,000 adult participants in each network. As in many studies, the absence of unique identifiers for named contacts in the study creates a substantial linkage challenge. We calibrate the performance of our algorithms by computing the percent of all named contacts matched, a metric rarely reported in the 3/20 literature [Rothenberg, 2009] . We also provide metrics for evaluating linkage performance, describe characteristics of the resulting networks, and report a proof-of-concept assortative mixing analysis, which not only provides information about the structure of a network, but also informs inference on the and robustness properties of the network [Lemieux-Mellouki et al., 2016 , Bollen et al., 2011 .
Methods

Data collection:
The Sustainable East Africa Research in Community Health (SEARCH) Study is a community cluster-randomized trial (NCT01864683) in 12 communities in rural Kenya and 20 communities in rural Uganda (10 in the southwestern region and 10 in the eastern region). Each community contains approximately 10,000 residents, of whom about 50% are adults (≥ 15 years of age). A door-to-door household census was conducted at study baseline (June 2013 -June 2014 , and involved collection of demographic information from all residents including age, sex, marital status, education level, income level, and occupation. Census enumeration was followed by HIV and multi-disease testing using a hybrid model that combined multi-disease community health campaigns with home-based testing for non-attendees, and which reached 89% of the enumerated population [Chamie et al., 2016] . During hybrid testing, adult (aged ≥ 15 years) residents were asked to name up to 6 contacts in each of 5 different social domains (food issues, health issues, monetary matters, interaction during free time, and emotional support), as well as the age and village of these contacts, adapted from earlier work by [Perkins et al., 2018] . For instance, regarding money domain, the question is phrased as "Over the last 12 months, with whom have you usually discussed any kind of money matters?". A complete set of name generators is included in the Appendix. Contact names were collected by field staff on tablet computers. All participants provided verbal informed consent in their preferred language with fingerprint confirmation of agreement. The Makerere University School of Medicine Research and Ethics Committee (Uganda), the Ugandan National Council on Science and Technology (Uganda), the KEMRI Scientific and Ethics Review Unit (Kenya), and the UCSF Human Research Protection Program & IRB (USA) approved the consent procedures and the study.
Network Construction:
Using these raw data, sociocentric networks for each community were constructed using the following steps: pre-processing, two-step blocked matching, optimal weight determination, and post-processing (Figure 1 ), each described in the following sections in detail. Computing code is publicly available (https://github.com/yiqunchen/SEARCH_code). While only adult residents were able to name contacts, matching was performed for all enumerated residents, allowing children named as contacts to be matched.
Pre-processing of census data:
Building on record linkage algorithms reported in the literature [Randall et al., 2013 , Christen, 2012 , we applied the following techniques in our pre-processing pipeline.
Name Standardization:
(a) Remove extra spaces, remove punctuation within name fields, and combine names to a unique string. In Kenyan communities, common nicknames were identified and pre-processed. For example, "Min", "Wuon", "Nyar" and "Nya", stand for, respectively,"Mother of", "father of", "daughter of", and"young one". For instance, someone referred to as Nyar John is "daughter of John".
(c) Honorific and suffix lookups: Similar to nicknames, we extract honorifics and suffix information using a lookup table (including Dr./Mr./Jr. and etc.).
(d) Breakdown of name fields: Names of participants and contacts are then broken down into up to 4 individual components (excluding nicknames, honorifics add suffices).
(e) Permutation of name fields: The name fields are then permuted to maximize chances of match. For instance, Jason Max Nissima would appear in all six of its possible permutations, as 3! = 6 2. Sex imputation: As participants were not asked about the sex information of their contacts, all records of contacts have a missing sex value. Sex of contacts were imputed using a lookup table equating common first names with sex.
3. Address Standardizations: Unique villages listed by participants and contacts were compared and fixes to villages of contacts were made according to the specific data. Common fixes, for instance, would include numeral standardization such as changing "Nsiika II" into "Nsiika 2" and common typos such as "Nsika" into "Nsiika".
Pair linking and matching:
The cleaned and standardized files were then matched using a semi-supervised learning algorithm with the following steps: parameter tuning, linking and matching with blocking, linking and matching without blocking, and finally, post-processing. The matching process is broken into three algorithms. Algorithm 1 serves as the template for finding a match for given hyperparameters; algorithm 2 provides a guide on hyperparameter tuning and finally algorithm 3 is the meta-algorithm summarizing the streamline in the matching process, which calls both of the previous algorithms.
• Algorithm 1: General Linking and Matching strategy Input: Cleaned participant and contact data sets, a weight vector w for fields we want to match on (in this application, a vector in 7 dimensional simplex) and a quantile q for fitting Pareto distribution.
Output: Matched pairs 1. First linking stage: our algorithm starts with a blocking procedure on first name, middle name, last name, village name and sex, i.e., only participants and contacts with exact the same entry on at least one of the five fields will be linked and considered for the following steps.
2. We then compute the similarities between seven different fields: first name, middle name, last name, age, village, sex and honorifics and/or suffixes. The similarity for age is defined to be 1 − |age2−age1| 100
, while the other fields are treated as two strings s 1 , s 2 , and Jaro-Winkler (JW) similarity is used. JW similarity, denoted by S JW , is defined based on Jaro distance d Jaro :
where -|s i | is the length of string s i ; -m is the number of matching characters from s 1 and s 2 and two characters from s 1 and s 2 are considered matching only if they are the same character and not farther than max |s1|,|s2| 2 − 1; -t is half the number of transpositions which is defined to be the number of matching (but different sequence order) characters divided by 2.
The Jaro-Winker distance is an extension of the Jaro distance:
where -l is the length of common prefix of the two string up to maximum of 4 characters; -p is a constant scaling factor for adjusting distance for having common prefix, the common value (applied in our case) is p = 0.1.
Finally similarity is defined to be
We then apply an epiweight calculation [Contiero et al., 2005] to the pairs in each block based on the computed similarities from the previous step, using 6/20 input weight vector w. The epiweight between two records r 1 , r 2 is defined to be:
2 ) is the similarity of two records in i th fields, which would be JW similarity in our case;
where f i is the average frequency of field i and e i is the estimated error rate of field i, which is the solution of the following problem:
We refer interested readers to the original epiLink paper [Contiero et al., 2005] .
3. Using weights stored from the previous step, a threshold-based classification approach is then applied; the general idea is that the more similar two records, the more likely it is that they refer to the same person. With epiweights collected for all pairs from last step, we apply a single classification threshold, t, to classify a pair of records (r i , r j ):
To determine the threshold t, we fit a Pareto distribution to the distribution of epiweights and calculate a quantile on the fitted model using gpdEst function in R [Sariyar and Borg, 2010] . The threshold for exceedances used to fit the distribution is determined by finding extreme quantile q (from the input) of epiweight collections. The 95% quantile of the exceeding weights is then used as the threshold. The matches having epiweight greater than the quantile are kept and considered as a match.
• Algorithm 2: Parameter tuning for weight w and quantile q Input: Participant data and sampled 1000 contacts Output: Optimal weight vector w and quantile q 1. To generate the input we randomly sample 1000 contacts and link to all participants using the same blocking criteria as in algorithm 1.
2. 1000 random weights are then sampled from 7 dimensional simplex and with each weight we create 7 different exceedance quantile cutoffs q, ranging from 0.92 to 0.98 and spaced by 0.01, resulting in 7000 different choices of hyperparameters.
3. Sampled parameters are used as input in algorithm 1 to generate 7000 different sets of matched pairs.
4. One parameter out of the candidate pool is then sampled and its matched result is manually curated for assessment of performance. To achieve a balance between too many false positives and too few true positives, we choose parameters which result in lowest false positive rate subject to at least 85% true positive rate.
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• Algorithm 3: meta-algorithm for matching pairs
Input: Cleaned participants and contacts data sets
Output: Final matched pairs 1. We apply Algorithm 2 to select the best parameter for the sampled dataset 2. Algorithm 1 is applied to the entire dataset, with best-performing hyperparameters from the previous step.
3. The matched contacts are then taken out from contact list and we create links between participants and unmatched contacts, without blocking on key fields this time.
4. The same matching procedure described in steps 2-4 in Algorithm 1 is then applied with same weight vector w, quantile cutoff q. Matched pairs from this step are then combined with those obtained from step 2.
5. Post-processing of matched pairs: Matches produced by the linking and matching algorithm are then subject to the following post-processing procedures. We first define 4 different sets of properties:
(a) Good name, defined as having average similarities of name above 0.9 and both contact and participant with at least 2 name fields. (b) Very good name, defined as having average similarities of names above 0.95 with at least 2 name fields. (c) Good age, defined as matched contact having a valid age, and, if the participant is younger than 15, age of contact within 5 years of that of participant. The difference is relaxed to 10 years when participants are older than 15. (d) Good village, defined as a similarity of villages above 0.9
The following three types of pairs are then removed:
(a) Neither good name nor good village (b) Neither very good name nor good age (c) Neither good age nor good village
Evaluation of matched results:
The lack of ground truth on whether a given pair is a match limits our choices of metrics for evaluating performance in matching. However, under an assumption that post-processed pairs are true matches, we used the following evaluation metrics for assessing the quality of raw census data and the performance of our linkage algorithm:
1. Percent of named contacts who do not have their age information provided 2. Percent of named contacts who either are missing village information or live in a village outside the community 3. Proportion of named contacts who were linked by the algorithm, which would be 100% if the baseline census enumeration were 100% complete, every named contact lived in a village located within the boundaries of the study community, and the matching algorithm was perfect.
4. Proportion of named contacts from a village within the community who were linked by the algorithm, which would be 100% if the baseline census enumeration were 100% complete, reporting of village of every named contact were 100% accurate, and the matching algorithm was perfect.
8/20
5. Proportion of edges across different households, which measures the network connectedness using family as a unit instead of individual participants. If the above conditions in 2 held and every individual formed their own household, this proportion would be 100%, while if every participant were from the same household it would be 0%.
Building and visualization of social networks:
The resulting contacts are then used to build social networks, with both undirected and directed edges, using igraph package in R, with nodes being participants and edges being final matched pairs [Gábor Csárdi et al., 2017] . We used Gephi with the ForceAtlas2 algorithm to visualize constructed networks [Jacomy et al., 2014] . In addition, the following network statistics were computed using igraph package [Gábor Csárdi et al., 2017 , Kolaczyk, 2009 , Kolaczyk and Csárdi, 2014 : average degree, transitivity, reciprocity, average degree of separation, and proportion of coverage of the top connected component.
Assortative mixing
Constructed social networks can be used to understand and test social theories such as contagion or homophily between peers. One possible metric, assortative mixing, measures the tendency for like (or unlike) nodes in networks to be connected with each other. [Newman, 2003] proposed a number of measures of assortative mixing appropriate to various mixing types, e.g., discrete versus continuous node characteristics. In addition, as noted, for example, by [Newman, 2003 , Newman, 2002 , while natural networks such as protein regulation pathway often exhibit negative assortative mixing, social networks often have a positive mixing coefficient, i.e., "like attracts like".
We used the assortativity coefficient defined in [Newman, 2003] and computed it for the following eight baseline covariates: age, sex, village, education level, occupation, household wealth index (derived via principal components analysis from a household socioeconomic survey), alcohol use, and contraception use. Age was treated as a continuous scalar variable and the rest as discrete. Survey questions for drinking and contraception use status are included in the appendix.
Results
Population-level coverage of census enumeration and name generation
A total of 334,952 individuals were enumerated in the 32 communities during the household census; 110,118, 103,585, and 121,249 in East Uganda, Southwest Uganda, and Kenya respectively, closely matching country-based population projections [Chami et al., 2014] . Of enumerated residents, 168,720 were adults (aged ≥ 15 years) eligible for administration of the name generator. Of these, 127,226 (73.24%) had the name generator administered and named at least one contact. The proportion of census-enumerated adult residents who named at least one contact varied by region (82.57% in East Uganda, 75.31% in Southwest Uganda, and 63.88% in Kenya). Among enumerated adults who were stable community residents (defined as having lived in the community for at least 6 months of the prior year; N= 146,862), 115,979 (78.97%) named at least one contact (85.34% in East Uganda, 81.67% in Southwest Uganda, and 70.53% in Kenya). Among the enumerated adults who named at least one contact, adults in East and Southwest Uganda communities reported more contacts on average (mean = 11.7 and 9/20 14.5 with SD 7.8 and 7.5 respectively) than Kenya communities (mean = 8.59, SD = 6.5). A higher proportion of named contacts in Kenyan communities had no age recorded (mean = 60.5%, SD = 14.5%), compared to Ugandan communities (mean= 3.42%, SD=7.3% in Southwest Uganda and mean = 7.15%, SD=6.67% in East Uganda, (See Table 1 ). Finally, the proportion of named contacts reported to live in a village located inside the enumerated community, and who therefore would be expected to match to a community resident enumerated in the baseline census, also varied substantially across communities, ranging, for example from 34% to 88% across communities in Southwestern Uganda.
Regarding pre-processing steps, our algorithm corrected for on average 7.0% (SD: 3.5%) of names with nickname prefixes in Kenyan communities; nickname pre-processing was not performed for Ugandan communities. In Kenyan communities, pre-processing corrected for an average of 5.5% (SD 7.3%) of village names in Kenya, versus an average 8.7% (SD 12.3%) for villages in East Uganda and 6.3% (SD 10.4%) in Southwest Uganda. We matched named contacts within each community using our proposed algorithm, with results of contact matching listed in Table 1 .
Matched results and social networks
The percentage of named contacts who were successfully matched varied greatly across geographical regions, both before and after accounting for variability in the proportion of named contacts who lived within the enumerated community. On average, 28.42% of all named contacts (SD = 9.99%) and 35.38% of named contacts reported to live within the community (SD = 14.30%) were successfully matched in Kenya; 48.70% (SD = 5.16%) of all contacts and 85.09% (SD = 20.45%) of within-community contacts 10/20 Table 2 . Summary statistics of adult social networks for 32 parishes in the SEARCH study were successfully matched in Southwest Uganda; and 54.7% (SD = 5.16%) of all contacts and 74.79% (SD = 14.9%) of within-community contacts were successfully matched in East Uganda. Proportion of named contacts who were successfully matched was closely correlated with proportion of named contacts with non-missing age (correlation 0.90). Summary statistics of the resulting social networks, restricted to adult (aged ≥ 15 years) residents are shown in Table 2 . Kenyan communities had less dense networks, with an average degree of 1.6, in contrast to an average degree of 5.69 and 5.84 in East and Southwest Ugandan communities respectively. Overall our network characteristics corroborated patterns in [Perkins et al., 2018] where an average degree of 9.1 and 8·6 for female and male networks in Uganda were reported.
Transitivity and reciprocity were more similar across regions; Kenyan communities had average transitivity 0.12 (SD = 0.04) and reciprocity 0.16 (SD = 0.03) compared to average transitivity 0.14 (SD = 0.03) and reciprocity 0.22 (SD = 0.03) in Uganda. Finally, networks for Kenyan communities were sparser than those for Uganda, as expected given the lower numbers of matched contacts in Kenya. In addition, largest connected components in Uganda, normalized by sizes of graphs, were larger than those in Kenya.
Corresponding summary statistics of subnetworks among "stable" adult residents, defined as adult residents who reported living in the community for more than 6 months of the past year, are provided in Table 3 . Similar trends held for subgraphs among stable residents, with Kenyan communities less dense and connected with respect to every metric, compared to Ugandan communities.
As illustration, Figure 2 shows the largest connected component in Nankoma community with each color representing a unique village, using a ForceAtlas2 layout [Jacomy et al., 2014] .
11/20
Figure 2. Largest connected component of constructed social network in Nankoma where each color represents a unique village
Mixing patterns
Assortative mixing coefficients were calculated for all communities in eight different domains and plotted in a violin plot (Figure 3) .
Overall we observed positive associations among community members with similar covariates, with reasonable consistency across regions. Among the eight covariates considered, village, sex, age, and household wealth index had high assortative mixing, with averages from 0.4-0.7. In comparison, those reported in [Newman, 2003] and [Chow et al., 2016] for the networks deemed as assortative were generally in the range of 0.2-0.6.
Discussion
We constructed 32 large-scale sociocentric social networks in rural Sub-Saharan Africa using a record-linkage algorithm applied to link census enumerated individuals with contacts generated using a five question name generator. To the best of our knowledge, this is the largest set of sociocentric networks in Sub-Saharan Africa described in the literature, incorporating 170,028 adult residents and 362,965 relationships in 32 communities in rural Uganda and Kenya. Success at matching named contacts living within the community ranged from 22% to 100% across communities. As one of the first detailed descriptions of the network building process in the absence of real time linkage at time of name generation in rural resource-limited settings, this paper illustrates one process for generating large scale sociocentric networks in prototypic Sub-Saharan rural Figure 3 . Assortative mixing pattern of covariates across different communities communities that may enable the pursuit of novel questions and insights into public health. As a proof of concept exercise, we also demonstrated the mixing or homophily pattern for a number of covariates in the constructed networks.
The combination of scale (total number of residents in the networks we mapped) and limited resources available during baseline census enumeration and name generation resulted in a dataset that that was not amenable to commonly used approaches for network construction. Specifically, current literature on existing record linkage algorithms is largely focused on their application to manually curated census datasets in the U.S. or other resources-rich regions [Sariyar and Borg, 2010 , Contiero et al., 2005 , Christen, 2012 , Randall et al., 2013 . We instead developed a novel approach to network construction that builds on and extends existing matching algorithms and incorporates assessment of matching quality. To optimize the trade-off between scalability and number of true matches, we modified the traditional blocking criteria to incorporate two-step blocking. We incorporated a widely-applied blocking step in our algorithm [Christen, 2012 , Contiero et al., 2005 and then introduced a separate unblocking matching step for unmatched records, as documented in record linkage reviews such as [Christen, 2012] . In addition, to minimize the impact of varying raw data quality, we proposed a comprehensive set of pre-processing and post-processing rules. While the algorithm still largely operates within the classical record linkage framework, it offers practitioners a complete procedure to clean, match, and analyze survey-based network data. It thus contributes to the literature applying explicit record linkage algorithms to network data, and may facilitate network construction for future applied network analyses.
Both our approach to network construction and the resulting networks we report are subject to several limitations. Complete census enumeration of entire communities and administration of a name generator questionnaire to most residents is resource-intensive and the challenges of data collection in the field impacts the completeness and accuracy of the networks. The household-based census enumerated a similar number of residents as projected by recent official government census [Chamie et al., 2016] ; however some individuals still may have been missed. Name matching is challenged by the following observations in this cultural context: cultural variations of names may not have been captured in our algorithm; individuals may go by multiple different names; and, persons may have used alternate names to protect confidentiality. We also did not explicitly ask about the sex of contacts and thus relied on imputation for this information. Age estimation can also be challenging in a region where birth certificates are not issued. In order to mitigate the challenges associated with data collection in the field, the name 13/20 generator was administered by local field staff who spoke the same language as those interviewed, and community sensitization efforts in collaboration with local leaders were undertaken prior to the census in order to prepare the community for personal questions. Real time quality control using a community census for validation at the time of administration of the name generator would likely reduce these potential errors and could improve matching in future work. Finally, the weight parameter selection during network construction still requires manual inspection, and our matched results have not been externally verified.
The matched ratio of a constructed network provides a context for interpreting downstream analyses. However, further toolkits are needed to quantify the effect of both missing nodes (due to incompletely enumerated residents) and missing edges (due to missing or erroneous contact information leading to missed or incorrect matches) on downstream analyses. For instance, differences in network summary statistics and estimates of network assortativity seen across regions could be attributed to a greater proportion of true edges that remained undetected by our algorithm in Kenya compared to Uganda.
The constructed networks in the SEARCH study offer a platform for improving understanding of the role of networks in health outcomes, and new opportunities for novel and tailored interventions. The algorithm for social network construction from census enumeration data described here is scalable and includes performance metrics that are easily computed for network quality assessment. Including network construction in population-based research studies opens the door to a wide range of analyses and may enrich our understanding of the role social networks play in communicable and non-communicable diseases. Network data can also be combined with phylogenetic data and geospatial data to provide new, multi-dimensional insights about disease transmission and diffusion of health-related behaviors.
Appendix
Name generators
The following five different name generators were used to ask information about participants' social network data:
The following information was provided with before asking specific contact questions: For the next 5 questions, I am going to ask you about specific relationships you may have. You may name up to six people in response to each question. It is acceptable if you repeat names for different questions. Please only name people aged 15 years or older. I will ask you to tell me their names. Please do not name anyone who has passed away. Tell me their full names, including any nicknames.
Money contacts
• Over the last 12 months, with whom have you usually discussed any kind of money matters? Examples of money matters might include school fees; employment; giving, receiving, or paying loans; starting businesses; financing for big events; or other financial issues.
• Please remember that you may include the names of people that you have named in response to previous questions.
• What is your contact's age?
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Health contacts
• Over the past 12 months, with whom have you usually discussed any kind of health issue? Examples of health issues might include topics like your child's health, family planning, nutrition, HIV, mental health, immunizations, sanitation methods, alcohol abuse or other issues.
Emotional support contacts
• Over the past 12 months, to whom have you gone to receive emotional support? Examples of emotional support might include talking about either positive or negative topics such as deaths, marriages, births, loss of a job, or other topics of emotional importance for you.
Free time contacts
• Over the past 12 months, with whom have you usually spent time for your leisure, enjoyment, relaxation, at parties, attending trainings together of your choice, watching sports games, taking alcohol together, weaving mats, or whenever you have made time for yourself (free time)?
Food contacts
• Over the past 12 months, with whom have you shared, borrowed, received, or exchanged any food?
For this question only, please do not name people who regularly stay at your household.
5.2 Summary statistics of stable residents' social networks
Measures of risky behavior:
For alcohol use, participants were asked to report their consumption of alcohol: "Do you drink alcohol?" Responses were encoded in four different categories: No, Yes, Refused to answer, and Skipped. If participants answered "Yes", they would be further asked to answer "How many days in a month do you drink alcohol?" and "How many drinks containing alcohol do you have on a typical day, when drinking?" For contraceptive use, participants were asked: "Are you or your partner currently using contraception?" and again results were encoded in No, Yes, Refused to answer, and Skipped categories. If participants answered "Yes", they would answer the question "What contraceptive are you or your partner currently using?" For the scope of our analysis, we encode Yes and No to be the binary outcomes, and both Refused to answer, and Skipped were grouped under "Missing" category, which was treated as node censoring in subsequent analysis.
