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Die Programmierausbildung als Bestandteil der Lehre in der Informatik und in
verwandten Fächern lebt ganz wesentlich auch von praktischen Übungen anhand
von Programmieraufgaben. Es ist allgemein anerkannt, dass solche Aufgaben ein
wichtiger Baustein sind, um aus reinem Faktenwissen über eine Programmier-
sprache operationales Wissen zu machen und somit höhere Stufen in den gängi-
gen Lernziel- oder Kompetenztaxonomien zu erreichen. Die manuelle Korrektur
der von Studierenden abgegebenen Lösungen zu Programmieraufgaben ist aller-
dings aufwändig und erfolgt meist mit einem deutlichen zeitlichen Abstand zum
Abgabezeitpunkt.
Hier liegt die Überlegung nahe, analog zu rechnergestützten Bewertungssyste-
men für Lösungen zu zum Beispiel Multiple-Choice- oder Mathematikaufgaben
auch Lösungen zu Programmieraufgaben automatisiert bewerten zu lassen. Dies
nicht nur, um insbesondere im Rahmen von E-Klausuren (respektive summati-
ven Assessments) Zeit beziehungsweise Ressourcen für die manuelle Durchsicht
zu sparen, sondern auch um den Lernenden lernunterstützend möglichst umge-
hend nach Abgabe der Lösung ein individualisiertes Feedback zur Korrektheit und
Qualität ihrer Programme und gegebenenfalls zu Verbesserungsmöglichkeiten be-
reitzustellen (formatives Assessment). Der Einsatz automatisierter Bewertung für
das diagnostische Assessment zum Beispiel zur Eignungsüberprüfung oder zur
Einstufung in Programmierkurse ist ein weiteres mögliches Einsatzszenario. Idea-
lerweise ermöglichen Systeme für automatisiert beurteilte Programmieraufgaben
eine Darstellung des Lernfortschritts, die sowohl für Lernende als auch Lehren-
de hilfreich ist. Auch können Lernende durch regelmäßige und zeitnah bewer-
tete Übungsaufgaben besser zur kontinuierlichen Mitarbeit angehalten werden.
Lehrende hingegen erhalten einen Überblick der Lernfortschritte und Lernhürden
einzelner Studierender und der gesamten Gruppe und können ihre Lehre daran
ausrichten.
Vor diesem Hintergrund wird seit mehr als 30 Jahren intensiv an der automa-
tisierten Bewertung von Lösungen zu Programmieraufgaben geforscht, wobei die
ältesten derartigen Systeme bereits in den 1960er Jahren entwickelt und publiziert
wurden. Daher verwundert es nicht, dass mittlerweile eine Vielzahl von Syste-
men (im Buch wird die im Englischen übliche Bezeichnung „Grader“ verwendet)
mit unterschiedlichem Leistungsumfang und für verschiedene Programmierspra-





































































































































































2 Automatisierte Bewertung in der
Programmierausbildung – Eine
Übersicht
Sven Strickroth und Niels Pinkwart
Zusammenfassung
Dieses Kapitel gibt eine Übersicht über verschiedene Sichtweisen und
Klassifikationsansätze für Programmierlernsysteme beziehungsweise
automatische Bewertungssysteme. Dabei werden besondere Ansätze
innerhalb dieser Kategorisierungen mit Beispielen hervorgehoben so-
wie Trends identifiziert und diskutiert.
2.1 Einleitung
An vielen Schulen, Hochschulen und in der Weiterbildung nimmt die Relevanz
des Themas Informatik gegenwärtig stark zu – so werden zum Beispiel Rufe nach
einem Pflichtfach Informatik in Schulen lauter, zahlreiche Universitäten führen
Einführungskurse zu IT-Themen in die Curricula von auch nicht informatischen
Studiengängen ein, und Selbstlernangebote wie MOOCs werden insbesondere zu
IT-Themen stark frequentiert. In diesen Lern- und Ausbildungskontexten spielt
Programmierung typischerweise eine zentrale Rolle. Nicht allen fällt es jedoch
leicht, Programmierfähigkeiten zu erwerben: Oft stehen Lernende beim Erstellen,
Testen und Debuggen von Programmen vor schier unüberwindlichen Hindernis-
sen. Lehrpersonen können hier natürlich unterstützen, haben aber nicht immer die
Zeit, auf die Bedürfnisse aller Kursteilnehmer ausführlich einzugehen.
Computer sind in der Lage, Lernerlösungen zu Programmieraufgaben automa-
tisiert zu analysieren. Die Ergebnisse der automatischen Bewertung können zum
Beispiel als Feedback an Lerner zurückgespiegelt werden, um diese bei der indi-
viduellen Lösungsfindung zu unterstützen. In Lernszenarien, an denen viele Ler-
nende teilnehmen, aber nur begrenzte Lehrpersonenzeit zur Verfügung steht, wie
































































































































































































































































































































































































































































































































































































































































































































































































Michael Striewe und Robert Garmann
Zusammenfassung
Das folgende Kapitel stellt verschiedene Aufgabentypen sowie ein
Veranstaltungskonzept für die Einführung in die objektorientierte
Programmierung in Java vor. Es basiert auf Erfahrungen an der Uni-
versität Duisburg-Essen sowie der Hochschule Hannover, an denen
die Einführung in die objektorientierte Programmierung seit mehre-
ren Jahren durch automatische Bewertungssysteme unterstützt wird.
3.1 Einleitung
Das Erlernen der objektorientierten Programmierung stellt Lernende vor mehrere
Herausforderungen: Zum einen müssen die verschiedenen Aspekte der Objekt-
orientierung verstanden und verinnerlicht werden und zum anderen muss eine
konkrete Programmiersprache erlernt werden, in der diese Konzepte auf eine be-
stimmte Weise umgesetzt werden. Programmieranfänger, die zuvor keine andere
Sprache erlernt haben, müssen zudem grundlegende Programmierfähigkeiten un-
abhängig von der Objektorientierung erlernen.
Aufgrund dieser Herausforderungen ist es sinnvoll, in der Lehre zur objektori-
entierten Programmierung im großen Umfang Übungsaufgaben einzusetzen, in
denen verschiedene Fähigkeiten in unterschiedlichen Situationen angewandt wer-
den müssen. Die Aufgaben sollten detailliertes Feedback vorsehen, um Fehler auf
den verschiedenen Ebenen der Umsetzung zielgerichtet kommentieren zu kön-
nen: Eine funktional korrekte Lösung kann im Sinne der Aufgabenstellung falsch




































































































































































































































































tem übernimmt dabei zunächst die Rolle eines Tutors, der zu jeder eingereichten
Lösung zeitnah Feedback geben kann und den Studierenden somit selbstgesteuer-
tes Arbeiten ermöglicht. Die Präsenzübung und das Tutorium dienen somit ledig-
lich als Ergänzung für diejenigen Studierenden, die eine intensivere, individuelle
Betreuung benötigen beziehungsweise Beispiele detaillierter erläutert bekommen
wollen, als dies im Rahmen der Vorlesung möglich wäre. Die Bearbeitung der
Übungsaufgaben ist daher auch freiwillig und ohne Einfluss auf die spätere No-
te. Zur Vorbereitung auf die regelmäßigen Testate (s. u.) wird zudem im selben
Rhythmus eine Projektaufgabe ausgegeben, die verpflichtend zu bearbeiten ist.
Der Fokus der automatischen Bewertung liegt auf der Erzeugung von mög-
lichst umfangreichem Feedback. Eine detaillierte Gewichtung der verschiedenen
Fehler für eine differenzierte Punktevergabe ist daher nicht notwendig, solange
die Punktzahlen in etwa den Fortschritt bei der Bearbeitung einer Aufgabe wider-
spiegeln und somit eine motivierende Rolle einnehmen. Allerdings kann auch ein
Übermaß an Feedback nachteilige Effekte haben, wenn es zu umfangreich ist, um
von Lernenden noch als hilfreich wahrgenommen zu werden. Insbesondere könnte
es Lernenden selbst bei Einsatz einer unterschiedlichen Gewichtung verschiede-
ner Bewertungsaspekte schwer fallen, ihre zentralen Fehler zu erkennen, um diese
vorrangig zu beheben. Zudem kann eine große Menge negativen Feedbacks einen
demotivierenden Effekt haben. Daher kann es sinnvoll sein, wenn ein Bewertungs-
system eine solche Priorisierung intern vornimmt und nur die wichtigsten Rück-
meldungen ausgibt. Die weiteren Meldungen können dann beispielsweise nur für
Tutoren sichtbar sein, die diese im Rahmen ihrer individuellen Betreuung für zu-
sätzliches Feedback nutzen können. Eine vom Bewertungssystem vorgenommene
Gruppierung der Meldungen nach zu lernenden Kompetenzen bzw. nach Bewer-
tungsaspekten ist hierbei häufig hilfreicher, als eine sequenzielle Ordnung nach
Programmzeilen.
Auch wenn der Einsatz von Bewertungssystemen eine Einsparung beim Kor-
rekturaufwand bedeutet, der die Korrektur massenhafter Übungsaufgaben für gro-
ße Studierendengruppen überhaupt erst ermöglicht, darf der Aufwand für die Er-
stellung guter Aufgaben nicht unterschätzt werden. Insbesondere für detailliertes,
aufgabenspezifisches Feedback müssen entsprechende Prüfregeln, Testfälle usw.
individuell erstellt werden. Daher muss mit einem Zeitaufwand von 1-3 Stunden
für eine einfache Übungsaufgabe und noch einmal erheblich mehr Zeit für eine
Projektaufgabe mit umfangreichem Feedback gerechnet werden. Ein Erstellungs-
aufwand von 16 Stunden ist für eine komplexe Projektaufgabe nicht ungewöhn-
lich. Der Aufwand lohnt sich, da einmal erstellte Aufgaben mehrere Jahre oder







































gesetzte Klammer) zu mehreren Fehlermeldungen des Compilers führen kann,
kann es sinnvoll sein, das Vorhandensein von Compilerfehlern pauschal zu bewer-
ten. Gleichzeitig kann es sinnvoll sein, verschiedenen Testfällen ein unterschied-
liches Gewicht zu geben, um zentrale Fälle stärker in die Bewertung einfließen zu
lassen als Randfälle. Auch die Art des Fehlers kann mit in die Bewertung aufge-
nommen werden, um zwischen einer fehlenden oder völlig falschen Ausgabe und
einem leichten Rundungsfehler zu unterscheiden. Auf diese Weise wird sicherge-
stellt, dass eine im Kern richtige Lösung eine hinreichend hohe Punktzahl erhält,
auch wenn es zahlreiche Sonderfälle gibt, die nicht korrekt beachtet wurden.
Zu beachten ist außerdem, dass nicht alle Funktionen eines Bewertungssys-
tems für den Einsatz bei der Testat- oder Klausurbewertung geeignet sind. So
kann beispielsweise randomisiertes Testen bei Übungsaufgaben sehr nützlich sein,
weil Lösungen so bei jedem Versuch mit neuen Eingaben konfrontiert werden.
Dies spornt dazu an, eine allgemeingültige Lösung zu gestalten, die alle Rand-
fälle abdeckt, ohne dass der Aufgabenautor für jeden dieser Fälle manuell einen
Testfall erzeugen muss. Das gleiche Verfahren kann jedoch in einem Testat oder
einer Klausur rechtlich problematisch sein, wenn zwei identische Lösungen un-
terschiedlich bewertet werden, weil durch die Randomisierung der Testfälle ein
Fehler nur in einem der beiden Fälle entdeckt wird.
Gegenüber den Übungsaufgaben steigt bei Testataufgaben noch einmal der Auf-
wand für die Erstellung, da insbesondere mehr Sorgfalt bei der Punkteverga-
be nötig ist. Idealerweise werden dazu nicht nur eine, sondern mehrere Mus-
terlösungen oder auch prototypische fehlerhafte Lösungen angefertigt, um später
das Systemverhalten für diese Fälle überprüfen zu können. Anschließend müssen
wie bei Übungsaufgaben für alle gewählten Prüfverfahren die nötigen Testfälle,
Prüfregeln, usw. sowie ihre Gewichtung gemäß des gewählten Punkteschemas und
die zugehörigen Rückmeldungen erstellt werden. Erfahrungsgemäß gelingt eine
für alle denkbaren Lösungen zutreffende Aufteilung von Teilpunkten auf Bewer-
tungsaspekte erst, nachdem viele Lösungen bewertet wurden und die Ergebnisse
nachjustiert werden konnten. Dies macht einen großen Teil des Zeitaufwandes für
die Vorbereitung aus. Insgesamt kann daher im Schnitt ein Aufwand von etwa 8
Stunden für die Einrichtung einer Testataufgabe angenommen werden.
Wie bereits weiter oben erwähnt wurde, ist es erforderlich und sinnvoll, die
automatisch erzeugten Bewertungen durch Menschen zu überprüfen, sobald sie
direkt oder indirekt in die Prüfungsnote eingehen. Die entstehenden Überprü-
fungsaufwände liegen allerdings erheblich unter den Aufwänden einer vollstän-
dig manuellen Korrektur, da korrigierende Eingriffe in das Bewertungsresultat
bei sorgfältigem Aufgabendesign erfahrungsgemäß eher selten sind. Der Erstel-
lungsaufwand einer Testataufgabe kann gegen den zu erwartenden menschlichen
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Überprüfungsaufwand abgewogen werden. Je häufiger eine Testataufgabe genutzt
wird, desto eher lohnt sich die Entwicklung eines alle denkbaren Lösungen abde-
ckenden, ausgefeilten Punkteschemas.
3.3.4 Klausur
Da durch die regelmäßigen Testate bzw. durch regelmäßige Übungseinreichungen
bereits im Verlauf des Semesters sichergestellt ist, dass die Studierenden ausrei-
chende Programmierfähigkeiten nachweisen, um überhaupt zur Teilnahme an der
Klausur zugelassen zu werden, kann der Schwerpunkt der Klausur auch auf kon-
zeptionelle Fragen der Programmierausbildung gelegt werden. Die Klausur wird
daher idealerweise als Hybridklausur durchgeführt, in der Programmieraufgaben
am Rechner gelöst werden, während weitere Aufgaben schriftlich auf Papier oder
in einem allgemeinen elektronischen Prüfungssystem bearbeitet werden. Fehlt die
entsprechende Infrastruktur für eine E-Prüfung, gehen wir in diesem Szenario von
vollständig handschriftlich angefertigten Klausuren aus, die sich einer automati-
sierten Bewertung entziehen.
3.4 Erfahrungen
3.4.1 Erfahrungen der Lehrenden
Die Entwicklung und der Einsatz des oben beschriebenen Konzepts mit wöchent-
lichen Übungs- und Testataufgaben war in einer großen Einführungsveranstaltung
überhaupt erst möglich, weil automatische Bewertungssysteme zu Hilfe genom-
men werden konnten. Die einzige Alternative ist der keineswegs kostengünstige
Einsatz von Tutoren als Bewertungspersonal. Zwar können Tutoren prinzipiell ein
differenziertes Feedback geben, zu bedenken ist dabei allerdings, dass die Qua-
lität der von Tutoren abgegebenen Bewertungen erheblich schwanken kann und
die Wartezeiten für die Studierenden bis zum Erhalt von Feedback auf jeden Fall
höher liegen als bei einer automatisierten Lösung.
Gleichwohl sollen automatische Bewertungssysteme die menschliche Betreu-
ung nicht gänzlich abschaffen, sondern ihren Einsatz gewinnbringender gestalten.
In Tutorien können Lehrende ihre Zeit erfahrungsgemäß insbesondere für sinn-
vollere Aufgaben als die Fehlersuche in studentischen Programmen investieren.
Individuelle Beratung von schwächeren Studierenden, die Wiederholung von in











































































































































































































































60 Automatisierte Bewertung am Beispiel SQL
Die Rückmeldung der Trainingssysteme orientiert sich an den zur Verfügung
stehenden Bewertungskriterien und liefert je nach Grader mehr oder weniger aus-
sagekräftige Hinweise insbesondere im Falle negativer Bewertungen zu den ge-
nannten Kriterien. Zudem können die Bewertungskriterien mit einer Bewertungs-
vorschrift verknüpft sein, die im einfachsten Falle eine Punktzahl berechnet, die
dann häufig zu einer Summenpunktzahl zusammengeführt wird. Auch werden
von einigen Trainingssystemen die Musterlösung und/oder die Ergebnistabellen
im Rahmen der Rückmeldung präsentiert.
Ein weiteres häufiges und didaktisch relevantes Merkmal der Trainingssyste-
me ist die Wiederholbarkeit einer Abgabe. Je nach Vorgabe des Lehrenden kann
dem Lernenden in einem Testsystem ermöglicht werden, die Abgabe einer Lö-
sung mehrfach oder beliebig oft zu wiederholen und so auf Basis der rückge-
meldeten Hinweise eine fehlerhafte Lösung zu verbessern. Diese Funktionalität
ermöglicht formative, das Lernen begleitende e-Assessment-Szenarien, in denen
die Rückmeldungen des Systems der Lernunterstützung dienen. Für diagnosti-
sche e-Assessments zur Unterstützung der Selbsteinschätzung oder für summati-
ve e-Assessments zur abschließenden Prüfung und Bewertung der vom Lernenden
erworbenen Kompetenzen des Lernenden spielt diese Funktionalität keine wesent-
liche Rolle.
Ein Autorensystem eines SQL-Trainingssystems bietet auf Basis dieser Grund-
konzeption bei der Gestaltung von Aufgaben mehr oder weniger komfortabel fol-
gende Optionen:
1. Anlage des zugrundeliegenden Datenbankschemas inklusive Datenbasis.
2. Textuelle Beschreibung der Aufgabenstellung.
3. Vorgabe einer Musterlösung.
4. Festlegung der Bewertung ggf. auf Basis der Parametrierung jedes einzel-
nen Bewertungskriteriums.
5. Vorgabe der Wiederholbarkeit der Abgabe einer Lösung gegebenenfalls un-
ter Angabe zunehmend spezifischerer Lösungshinweise.
4.3 Unterstützbare Lernziele und Abgrenzung
Betrachtetet man die auf dieser Grundlage prinzipiell erreichbaren Lernziele, so






































62 Automatisierte Bewertung am Beispiel SQL
der Musterlösung abweichenden, aber dennoch in Bezug auf das Ergebnis kor-
rekten Lösung erreicht wird, kann bei einem Lückentext nur dann berücksichtigt
werden, wenn alle möglichen Lösungen antizipiert und explizit beschrieben wer-
den.
Bei der Verwendung von Multiple-Choice- oder Zuordnungsaufgaben besteht
gegenüber der automatischen Bewertung der Nachteil, dass Lernende hierbei nicht
gefordert sind, die Lösung mit ihren Bestandteilen aktiv zu erarbeiten, sondern le-
diglich eine vermutlich funktionierende Lösung zu erkennen. Ein weiterer Nach-
teil von Multiple-Choice- und Zuordnungsaufgaben gegenüber Aufgaben eines
Testsystems eröffnet sich vor dem Hintergrund der Wiederholbarkeit einer Ab-
gabe (s. o.): Während in formativen e-Assessment-Szenarien dem Lernenden in
einem Testsystem nahezu beliebig oft ermöglicht werden kann, eine Lösung ab-
zugeben und auf Basis der rückgemeldeten Hinweise eine fehlerhafte Lösung
zu verbessern, erschöpft sich diese Möglichkeit bei Multiple-Choice und Zuord-
nungsaufgaben naturgemäß sehr rasch. Nichts desto trotz können insbesondere
MC-Fragen zur korrekten Syntax oder Bedeutung von SQL-Anweisungen zum
Beispiel im Rahmen von mit Audience-Response-Systemen (ARS; auch Klicker-
Systeme) an das Plenum einer Vorlesung gestellten Fragen hilfreich sein, um Ken-
nen und Verstehen von SQL-Anweisungen zu vertiefen oder den bisher erreichten
Lehrerfolg zu überprüfen.
4.4 Einsatzszenarien und Erfahrungen
Im folgenden Kapitel werden anhand konkreter Einsatzszenarien und didakti-
scher Konzepte Optionen des Einsatzes automatisierter Programmbewertung in
der SQL-Ausbildung diskutiert.
4.4.1 SQL im Studiengang Medizinisches
Informationsmanagement
Im Bachelorstudiengang Medizinisches Informationsmanagement (BMI) an der
Hochschule Hannover erfolgt im ersten Semester eine Einführung in die rela-
tionale Datenbanktheorie inklusive einer ersten Einführung in SQL. Im zweiten
Semester werden in einer hierauf aufbauenden Veranstaltung die SQL-Kenntnisse
vertieft. In beiden Veranstaltungen wird automatisierte Programmbewertung in

























































4.4 Einsatzszenarien und Erfahrungen 65
text SQL, sondern im Zusammenhang insbesondere mit der ER-Modellierung, der
Überführung von ER-Modellen in Relationenschemata und der relationalen Alge-
bra eingesetzt, würde sich aber natürlich analog für die SQL-Vorlesungsanteile
eignen.
4.4.1.2 Vertiefungsveranstaltung Datenbanken II
Die Veranstaltung Datenbanken II des BMI-Studiengangs vertieft die im ersten
Semester vermittelten SQL-Grundkenntnisse. Vermittelt werden alle relevanten
Sprachbestandteile der DDL, DML und der DQL. Weiterführende Themen sind
Transaktionssicherheit, Stored Procedures/Trigger und datenbankbasierte Anwen-
dungsentwicklung.
Die Veranstaltung ist organisiert in eine zweistündige Vorlesungseinheit im Ple-
num und eine zweistündige begleitende Übung in Kleingruppen. Für die Lehrver-
anstaltung wird analog zu Datenbanken I ein begleitender Kurs im Lernmanage-
mentsystem (LMS) Moodle angeboten. In der Übung wird parallel zu den Vor-
lesungsinhalten der jeweils behandelte Sprachumfang eingeübt. Da im Rahmen
der Übungen zur Vorlesung bereits Aufgaben zu SQL gestellt und die Lösungen
diskutiert werden, beschränkt sich die Nutzung der automatisierten Programm-
Abbildung 4.2: Beispielhaftes Feedback des aSQLg-Graders
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bewertung – erneut wird aSQLg integriert in Moodle eingesetzt – auf den Zeit-
raum der Klausurvorbereitung. Bereitgestellt wird eine Probeklausur mit 20 Auf-
gaben zu SQL, davon sieben Aufgaben zu Datenbankabfragen mit dem SELECT-
Statement. Das Spektrum der Aufgaben umfasste komplexere Abfragen über ei-
ne und mehrere Tabellen inklusive Sortierung und Selektion, Aggregationen und
Gruppierungen und Unterabfragen. Nur diese Aufgabenkategorien konnten mit
aSQLg automatisiert bewertet werden, die weiteren aufgrund des diesbezüglich
eingeschränkten Sprachumfangs des verwendeten Graders noch nicht.
Insgesamt nutzten im Sommersemester 15 (n=39) 31 % der Studierenden (n=32)
das freiwillige Angebot. Die Übersichtlichkeit wurde ebenso wie die Geschwin-
digkeit der Rückmeldung mit Note 2,4 (n=20, n=12) bewertet, die Qualität des
Feedbacks im Hinblick auf dessen Unterstützungspotenzial die richtige Lösung
zu finden mit 2,5 (n=10). 27,3 % (n=11) empfanden das Feedback geeignet, um
Fehler in der eigenen Lösung zu finden, 27,3 % waren diesbezüglich unentschie-
den, 45,5 % schätzten das Feedback als diesbezüglich wenig hilfreich ein. Bei
vergleichsweise geringer Antwortrate ist dieses im Verhältnis zu den Evaluati-
onsergebnissen des Wintersemesters 14/15 unerwartete Ergebnis der Bewertung
der Nützlichkeit des Feedbacks mit Vorsicht zu interpretieren. In den Freitextant-
worten nannten die Studierenden technische Probleme des Systems während der
Vorbereitungszeit, was sich negativ auf die Bewertung des Feedbacks ausgewirkt
haben könnte. Die Studierenden, die das System nutzen konnten, gaben in den
Freitextrückmeldungen zum Teil positive Rückmeldungen, zum Teil wünschten
sie sich detailliertere Informationen zu den eigenen Fehlern. Dies untermauert
die Vermutung, dass gerade bei komplexeren Aufgaben die auf Syntax, Ausfüh-
rungszeit und Ergebniskorrektheit fokussierten Rückmeldungen des Systems nur
noch sehr bedingt geeignet sind, die Gründe der Fehler in der eigenen Lösung
zu finden. 83,3 % (n=18) der Studierenden können sich vorstellen, automatisierte
Programmbewertung auch in anderen Fächern einzusetzen.
4.4.2 SQL im Bachelorstudiengang Angewandte Informatik
Der Bachelorstudiengang Angewandte Informatik (BIN) an der Hochschule Han-
nover ist ein sechssemestriger Informatikstudiengang. Im Bereich der Datenbank-
systeme sieht das Curriculum drei Module im Pflichtbereich vor:
• eine Grundlagenveranstaltung (Datenbanken), die sich mit konzeptioneller
Datenmodellierung, Grundlagen relationaler Datenbanken sowie einer Ein-






































































































































































































































Dieses Prolog-Programm ist ein typisches Beispiel für eine deduktive Datenbank.
Das Prädikat sehenswürdig enthält (analog zu einer Datenbanktabelle) Aussagen
über Orte und ihre Sehenswürdigkeiten in Form von Prolog-Fakten. An diese Da-
tenbank können zum Beispiel im Prolog-Interpreter interaktiv Anfragen gestellt
werden (% leitet Zeilenkommentare ein):
% Gibt es in Osnabrück ein Museum?
[1] ?- sehenswuerdigkeit(osnabrueck, museum).
true
% In welcher Stadt gibt es einen See?
[2] ?- sehenswuerdigkeit(X, see).
X=hannover
% In welcher Stadt gibt es Schloss und Museum?
[3] ?- sehenswuerdigkeit(X, schloss),
sehenswurdigkeit(X, museum).
X=osnabrueck
% In welcher Stadt gibt es ein Museum?




Anfrage [4] zeigt den nichtdeterministischen Charakter von Prolog-Programmen:
Anfragen können mehrere gültige Antworten haben, die Prolog sukzessive be-




X=osnabrueck ; X=hannover ;
X=fuerstenau ; X=osnabrueck ;
X=hannover ;
false
Die Regel Besuchstipp besteht aus zwei Teilregeln (Klauseln), die als Oder-ver-
knüpfte Implikationen („:-“ steht für den umgedrehten Imkplikationspfeil) zu
lesen sind. Eine Stadt ist also dann ein Besuchstipp, wenn sie über ein Schloss
verfügt oder mindestens zwei Sehenswürdigkeiten aufweist. Das Oder ist nicht-
exklusiv, deshalb erscheinen Osnabrück und Hannover, die beide Kriterien erfül-
len, in der Ergebnisliste doppelt.
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Das zweite Beispiel ist ein rekursiv definiertes Prädikat mit drei Argumenten,
das wahr ist, wenn das dritte Argument eine Liste enthält, die als Verkettung der




Dieses sehr einfach erscheinende Prädikat bedient eine Fülle von Anwendungsfäl-
len, was Prolog-Anfänger häufig vor große Schwierigkeiten stellt. Als Standard-
lesart wird häufig die Verketten-Operation angenommen, also eine prozedurale
Lesart, in der zwei gegebene Listen zu einer dritten, noch unbekannten verkettet
werden. Da aber jeder Parameter auch mit einer freien Variablen belegt werden









Anfrage [1] prüft, ob die drei gegebenen Listen die Verkettungsrelation erfüllen,
Anfrage [2] belegt X mit der Verkettung der beiden gegebenen Listen. Das Prä-
dikat kann aber auch verwendet werden, um bekannte Präfixe (Anfrage [4]) oder
Suffixe (Anfrage [3]) abzuspalten. All diese Anfragen haben nur eine Lösung.
Wird nur eine oder gar keine Variable belegt, ergeben sich weitere Möglichkei-
ten, die mehrere Lösungen haben und dem nichtdeterministischen Programmieren
zuzurechen sind.
[5] ?- verkette(L1,L2,[1,2,3,4]).
[6] ?- verkette(L, L, L2).
Anfrage [5] erzeugt alle möglichen Zerteilungen der als drittes Argument gege-
benen Liste. In der interaktiven Verwendung des Prolog-Interpreters müssen all
diese Lösungen nacheinander explizit angefordert werden. Bei der Ausführung
eines Prolog-Programms (d. h. der Suche nach einem Beweis samt Variablenbele-
gungen für die gestellte Anfrage) passiert die Generierung einer weiteren Lösung
immer dann, wenn sich ein möglicher Lösungsweg als Sackgasse erwiesen hat
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und der Prolog-Interpreter weitere Lösungenmöglichkeiten durchprobiert. Denk-
bar wäre hier zum Beispiel die Verwendung von Anfrage [5] in einem Programm,
das prüfen soll, ob es eine Zerlegung einer Liste von Zahlen gibt, so dass bei-
de Teile die gleiche Summe aufweisen. In diesem Programm würde die Zeile
verkette(L1,L2,Liste) dafür sorgen, dass bei der Suche nach einer Lö-
sung wie im Beispiel alle möglichen Zerlegungen von einer gegebenen Liste in
zwei Teile generiert werden.
Anfrage [6] verwendet nur freie Variablen, fordert aber, dass das erste und zwei-
te Argument identisch sind. Die Anfrage generiert beliebig viele Lösungen (bis
zum Erreichen von Speicherlimits), die alle ausschließlich freie Variablen enthal-
ten. Die Anfrage generiert somit alle Muster für Listen, die als Verdopplung ei-
ner Liste betrachtet werden können. Solch eine Form der Mustergenerierung wird
häufig für Generate-And-Testansätze verwendet: Ein Generator-Ziel wie in An-
frage [6] generiert sukzessive alle möglichen Muster für erlaubte Lösungen, die
anschließend getestet werden. Diese Form der Programmierung ist in der Regel
nicht besonders effizient, aber besonders einfach zu implementieren.
Die beiden in diesem Abschnitt präsentierten Beispiele sollten einen kleinen
Einblick in die Programmierung mit Prolog bieten und dabei vor allem aufzeigen,
dass sehr kompakte Programme bereits komplexe Verhaltensweisen hervorrufen
können. Die Gründe dafür liegen in der automatischen Beweisstrategie, der Ver-
wendung logischer Variablen mit Unifikationsmechanismus und der rekursiven
Verarbeitung komplexer Datenstrukturen.
5.1.2 Der Studiengang Cognitive Science
Die noch relativ junge Disziplin Kognitionswissenschaft befasst sich in interdis-
ziplinärer Weise mit Fragestellungen rund um das Phänomen (menschlicher) Ko-
gnition, d. h. des menschlichen Geistes. An der Universität Osnabrück werden seit
1998 internationale kognitionswissenschaftliche Studiengänge (Bachelor, Master,
Promotionsprogramm) eingerichtet, die in großer Breite kognitionswissenschaft-
liche Fragestellungen abbilden. Die Studiengänge sind mittlerweise sehr gut eta-
bliert und ziehen Studierende mit sehr unterschiedlichen Hintergründen und In-
teressenspektren in großer Zahl an.
Insbesondere der Bachelorstudiengang zählt mit über 120 Studienanfängern pro
Jahr zu den größeren Studiengängen an der Universität Osnabrück und steht an
der Schwelle zum Massenfach. Das Bachelorprogramm besteht aus 8 Teilmodu-
len, die jeweils eine kognitionswissenschaftliche Teildisziplin abdecken. Im Ein-
zelnen sind dies: Computerlingustik, Informatik, Kognitive (Neuro-)Psychologie,
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Künstliche Intelligenz, Mathematik, Neuroinformatik, Neurowissenschaft (Neu-
robiologie, Neurophysiologie) und Philosophie des Geistes. Studierende müssen
in jedem dieser Module ein bis zwei Einführungs- bzw. Grundlagenveranstaltun-
gen belegen, und in fünf der acht Module weiterführende Wahlpflichtveranstaltun-
gen belegen. Darüber hinaus gibt es einen individuell zu füllenden Profilbildungs-
bereich mit 22-33 Leistungspunkten und ein verpflichtendes Auslandssemester.
5.2 Einsatzszenario: Introduction to Artificial
Intelligence and Logic Programming
Die Vorlesung/Übung „Introduction to Artificial Intelligence and Logic Program-
ming“ (Intro AI) ist eine Pflichtverstaltung im Modul „Artificial Intelligence“. Sie
wird also von allen Studierenden des Bachelorprogramms besucht und ist laut Stu-
dienplan für das zweite Fachsemester empfohlen. Zu den Voraussetzungen zählen
im Wesentlichen eine Einführung in die Logik und die Informatikeinführung „In-
formatik A – Algorithmen und Datenstrukturen“, die im ersten Fachsemester be-
sucht werden. Parallel zu „Intro AI“ werden überlicherweise die ebenfalls sehr
arbeitsintensiven Vorlesungen und Übungen zur Einführung in die Computerlin-
guistik und die Philosphie des Geistes belegt.
Die Veranstaltung besteht aus Vorlesung, Übung und Tutorien. Im Vorlesungs-
teil werden Konzepte eingeführt, die im Übungsteil mit praktischen Program-
mieranteilen in Prolog verknüpft werden. Studentische Tutoren führen Tutorien
für Gruppen von ca. 30 Studierenden durch, die der Wiederholung und Festigung
des Wissens dienen. Die von den Studierenden zu erbringenden Leistungen beste-
hen aus vier Teilen:
• zwei Blöcke von Übungsaufgaben, die in Teams von bis zu vier Studieren-
den als wöchentliche Hausarbeiten zu erledigen sind,
• zwei Klausuren, eine in der Mitte und eine am Ende des Semesters.
Die Veranstaltung baut inhaltlich vor allem auf der Einführung in die Logik auf
und verdeutlicht das Potenzial der Prädikatenlogik erster Stufe als Wissensre-
präsentationsformalismus. Von dieser Basis aus wird Prolog als automatisiertes
Beweisverfahren motiviert, das (künstliche) Intelligenz als Schlussfolgern aus be-
kannten Fakten und Regeln darstellt. In den ersten Wochen spielt daher die „Über-
setzung“ natürlichsprachlicher Aussagen in Prädikatenlogik und von dort in Pro-
log eine große Rolle. Neben einer Einführung in die (sehr einfache) Prolog-Syntax
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5.3.1 Übungstyp: Formulierung von Prolog-Anfragen
Dieser Übungstyp ist vor allem in den ersten Wochen relevant, wenn Grundkon-
zepte von Prolog erarbeitet werden. Typischerweise wird ein Prolog-Programm
und eine natürlichsprachliche Beschreibung des Anfrageziels vorgegeben, die Stu-
dierenden sollen dann eine geeignete Anfrage formulieren und sowohl Anfrage als
auch Ergebnis dokumentieren.
Typisches Beispiel ist hier die Modellierung von Familienstammbäumen als de-
duktive Datenbank (zum Beispiel aus der griechischen Mythologie entnommen),
an die dann Anfragen zu stellen sind, wie: „Wie heißen die Kinder von Zeus?“,
„Welche Individuen haben gemeinsame Kinder?“.
5.3.2 Übungstyp: Vervollständigung von Prolog-Programmen
Bei diesem Aufgabentyp soll ein vorgegebenes Programm ergänzt, verändert oder
korrigiert werden. Ein grundsätzlicher Vorteil dieses Aufgabentyps ist es, dass
auch unsichere Studierende in der Regel eine gute Vorstellung davon haben, was
zu tun ist, da keine völlig freien Entscheidungen über Aufbau und Strukturierung
des Programms zu treffen sind. Ein typisches Beispiel ist die Fomulierung eines









% The predicate is provable if all cities
% are located in the same country.
domestic_trip(Tour, Country) :-
...
Ergebnis ist ein typisches rekursives Prädikat mit zwei Klauseln, von denen die
erste die Rekursionsbasis darstellt und die zweite den rekursiven Fall abbildet.
Hier kann es zum Beispiel zwei Sturkturvarianten geben:
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city(City, Country),
domestic_trip(Rest, Country).





Die zweite Variante scheint zunächst besser zu sein, da sie auf Codeduplizierung
(city-Subgoal in beiden Klauseln) verzichtet. Allerdings führt sie dazu, dass auch
eine leere Route als gültiger Trip bewertet wird, was der Aufgabenstellung wider-
spricht. Die beiden Varianten werden daher gewichtet: Variante 1 führt zu 100%
der Punkte, Variante 2 nur zu 75%. Wichtig ist auch, bei der Formulierung von
Testanfragen alle intendierten Verwendungsweisen mit zu berücksichtigen.
5.3.3 Übungstyp: Vollständige Eigenimplementation von
Prolog-Programmen
In einem dritten Aufgabentyp sind die Studierenden angehalten, aufgrund einer
Problemstellung völlig frei zu entscheiden, wie die Implementation ausgestaltet
werden soll. Hierbei sind zwei wichtige Einschränkungen zu beachten:
1. Alle Programmeingaben erfolgen in einem einzigen Textfeld. Damit ist es
nicht möglich, Programme zu implementieren und einzureichen, die aus
mehr als einer Datei bestehen. Angesichts der typischen Kompaktheit von
Prolog-Programmen ist das für die vorliegende Veranstaltung kein grund-
sätzliches Problem, da sich alle behandelten Problemstellungen mit maxi-
mal 200-300 Zeilen Code erledigen lassen. Sollen allerdings größere Da-
tenbasen verwendet werden, müssen diese auch Teil der Programme sein,
was im Einzelfall etwas unübersichtlich werden kann.
2. Das Programm kann nur getestet werden, wenn eine bekannte Testanfra-
ge verwendet werden kann, d. h. zumindest das Top-Level-Prädikat einen
erwarteten Namen und eine erwartete Stelligkeit aufweist.
Mit komplexer werdenden Problemstellungen und insbesondere flexibleren Mög-
lichkeiten der Aufteilung in Teilprobleme (und Teilprädikate) besteht kaum noch
die Möglichkeit, sinnvolle Musterlösungen für den Strukturvergleich anzugeben.
In diesen Fällen dient die Musterlösung im Wesentlichen nur noch dazu, die Va-
riablenbelegungen für Testfälle zu prüfen.
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5.4 Prolog im Klausurbetrieb
Die an den Prolog-Grader angeschlossene Online-Übungsumgebung wird neben
dem Übungsbetrieb auch für die Durchführung von Online-Klausuren zur Vor-
lesung/Übung „Introduction to Artificial Intelligence and Logic Programming“
im PC-Pool verwendet. In den Klausuren spielt Prolog eine wichtige Rolle. Der
überwiegende Teil der Klausur besteht allerdings aus geschlossenen Aufgaben-
formaten, insbesondere Einfach- oder Mehrfachauswahlfragen.
Für Prolog-Aufgaben werden grundsätzlich die gleichen Übungstypen wie im
Übungsbetrieb verwendet, allerdings in veränderter Gewichtung. Umfangreiche
Programmieraufgaben spielen nur eine geringe Rolle, sehr viel häufiger sind Er-
gänzungs- oder Korrekturaufgaben, bei denen wenige Freiheitsgrade in der Im-
plementation bestehen bzw. keine umfangreichen Entwurfstätigkeiten notwendig
sind.
Die Grader-Umgebung wird auch hier wieder in zweierlei Hinsicht verwendet:
1. Als Korrekturunterstützung. Wie im Übungsbetrieb werden als sicher falsch
oder sicher richtig erkannte Lösung vollautomatisch korrigiert und für alle
anderen ein Ergebnis für die manuelle Nachkorrektur vorgeschlagen. Die
Korrekteure verwenden die Möglichkeit, online Prolog-Testanfragen an die
abgegebenen Lösungen zu stellen, um die Vorschläge zu überprüfen und mit
effizienten Arbeitsabläufen zu einer endgültigen Bewertung zu gelangen.
2. Als Arbeitsunterstützung während der Klausur. Studierende können bei al-
len Prolog-Aufgaben ihre Ergebnisse testen, indem sie Testanfragen stellen
bzw. vorformulierte Anfragen abschicken. Das Grader-Ergebnis im Sinne
einer Bewertung des Vergleichs mit Musterlösungen wird hier nicht ver-
wendet, sondern nur die oben skizzierte Funktionalität einer eingeschränk-
ten Online-Entwicklungsumgebung.
Im einfachsten Fall bestehen Korrekturaufgaben darin, syntaktische und andere
einfache Fehler in vorgegebenen Programmen zu finden und zu korrigieren. Im
folgenden Beispiel fehlt ein Komma nach einem Subgoal in der zweiten Klau-
sel (Syntaxfehler), und es wird ein falscher Listenoperator in der letzten Zeile
verwendet (, statt |, semantischer Fehler). Der Syntaxfehler ist durch korrekte
Interpretation der Prolog-Fehlermeldung beim Ausprobieren des Programms zu
finden, der semantische Fehler am ehesten durch Nachvollziehen des Programms
oder Ausprobieren, da das Muster [X|F] an dieser Stelle deutlich typischer ist
als [X,F].
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% Korrigieren Sie das folgende Programm.










N1 is N - 1,
rotate(right,N1,[X,F],L2).
Dieser Aufgabentyp wäre natürlich auch durch einen reinen Textvergleich auto-
matisch zu korrigieren. Der Grader-Einsatz bietet aber zum einen den Nebenef-
fekt der Online-Entwicklungsumgebung und ist zum anderen in der Lage, auch
Teillösungen oder zu komplizierte Lösungen zu bewerten. Insbesondere letzte-
re treten häufig auf: Variablen werden umbenannt, Klauselreihenfolgen geändert,
Leerzeichen verschoben etc. und diese Lösungsversuche werden nicht vollständig
rückgängig gemacht.
Ein anderer häufiger Ergänzungs- bzw. Veränderungstyp ist die Transformation
von Programmen, die Negationen enthalten in solche, die stattdessen Kontrollan-
weisungen für den Beweisprozess verwenden („Cuts“) und umgekehrt. Hier sind
nur sehr geringe Eingriffe in den Programmcode an richtiger Stelle nötig. Dabei
ergeben sich die gleichen Vorteile wie bei den Korrekturaufgaben.
Freie Programmieraufgaben werden in den Klausuren wie erwähnt in nur gerin-
gem Maße genutzt, sind aber vorhanden. Im Gegensatz zum Übungsbetrieb ist hier
sehr viel häufiger mit unvollständigen Lösungen zu rechnen, da die Studierenden
unter sehr viel größerem Zeitdruck stehen und hoffen, auch für Lösungsansätze
Punkte zu bekommen. Eine typische Aufgabenstellung sieht wie folgt aus:
/*
Define a predicate ’powerset’ which computes
the powerset of a set.
Assume that sets are represented as sorted list.
Make sure, that the resulting powerset is sorted,




P = [[], [a], [a, b], [a, b, c], [a, c],
[b], [b, c], [c]]
*/
Die Musterlösung zu dieser Aufgabe umfasst zwei Prädikate und insgesamt neun
Zeilen. Eine solche Lösung ist noch einfach genug, dass eine hinreichende Zahl
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von korrekten Lösungen sich auch strukturell so weit ähneln, dass die automati-
sche Korrektur sie erkennen kann.
Wenn Prolog-Aufgaben in einer Klausur verwendet werden, muss allerdings
ein weiteres Problem bedacht werden: In das Anfrageinterface können beliebige
Anfragen eingespeist werden, insbesondere auch solche aus anderen Aufgaben,
die gegebenenfalls so konzipiert waren, dass sie ohne Zugriff auf einen Prolog-
Interpreter zu lösen waren. Beispiele für solche geschlossenen Aufgaben sind: Ist
folgender Ausdruck ein korrekter Prolog-Term? Welche der folgenden Aussagen
treffen auf das gegebene Programm zu? Welches Ergebnis liefert folgende Anfra-
ge?
In dem vorliegenden Kurs gab es auch solche Aufgaben und es konnte nicht
ausgeschlossen werden, dass zur Beantwortung ein Prolog-Interpreter verwen-
det wurde. Der hier verfolgte Ansatz zur Verhinderung solcher Tricks war ein
zeitlicher: Die Anzahl der Aufgaben ist so hoch gewählt, dass sie sämtlich unter
Zeitdruck zu bearbeiten sind und das Kopieren eines Ausdrucks, der Aufruf einer
Prolog-Aufgabe, das Einfügen und Bewerten des Ausdrucks und die Rückkehr
zur ursprünglichen Aufgabe zu viel Zeit in Anspruch nehmen.
5.5 Erfahrungen, Fazit und Ausblick
Die hier skizzierte Verwendungsweise eines Prolog-Graders, der auch als einfache
webbasierte Entwicklungsumgebung benutzt werden kann, hat sich sowohl für
den Übungsbetrieb als auch die Verwendung in Klausuren in den letzten Jahren
bewährt. Der Hauptnutzen des Grader-Einsatzes ist die gesteigerte Effizienz bei
der Korrektur, die es Tutoren und Dozenten ermöglicht, sich auf unklare Fälle zu
konzentrieren und dort verbesserte Rückmeldungen zu geben.
Die Teilnehmerinnen und Teilnehmer der Veranstaltung „Introduction to Artifi-
cial Intelligence and Logic Programming“ profitieren in mehrfacher Hinsicht vom
Einsatz der Grader-Technologie. Zuächst stellt die Veranstaltung sie grundsätzlich
vor hohe Herausforderungen: Viele der Studierenden haben kaum programmier-
technische Vorkenntnisse und interessieren sich gegebenenfalls eher für die neu-
rowissenschaftlichen und psychologischen Aspekte des Cognitive-Science-Studi-
ums. Die Veranstaltung findet im zweiten Fachsemester neben weiteren arbeits-
intensiven Einführungsveranstaltungen statt und verlangt hohen Arbeitseinsatz.
In diesem Umfeld ist das Ziel, auch praktische Kenntnisse und Fertigkeiten zu
vermitteln, schwierig zu erreichen. Die konsequente Einbeziehung programmier-
praktischer Aufgaben in Übungen und Klausuren verstärkt den Praxisbezug aller-
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dings grundsätzlich und wird auf Auswertungsseite nur durch die automatisierte
Bewertung handhabbar.
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Namen aller vorkommenden Klassen mit Großbuchstaben beginnen. Da Dozen-
ten, die Aufgaben zu UML-Klassendiagrammen stellen, GReQL im Allgemeinen
wohl nicht beherrschen, müssen diese Regeln also von entsprechenden Experten
eingegeben werden. Es wird hier nur die Gleichheit der entsprechenden Namen
geprüft. Alternative Schreibweisen, die beispielsweise durch Flexion oder Tipp-
fehler entstehen, müssten in den Regeln explizit angegeben werden. Für eine Bei-
spielaufgabe mussten 17 solche Regeln definiert werden. 5 davon sind allerdings
allgemeine Regeln, die auch in anderen Aufgaben weiter verwendet werden kön-
nen, so dass speziell für diese Aufgabe 12 Regeln definiert werden mussten. Für
die Auswertung, also die Berechnung der Punktzahl für eine Lernerlösung, gibt
es nun zwei Strategien. Entweder wird von 0 Punkten ausgegangen und Studie-
rende erhalten Punkte für jede Regel, die nach einem gewünschten Element sucht
und dieses auch findet (pessimistischer Ansatz). Oder es wird von der maxima-
len Punktzahl ausgegangen und den Studierenden werden für jede Regel Punkte
abgezogen, die nach einem gewünschten Element sucht und dieses nicht findet
(optimistischer Ansatz). Der Punktwert muss bei der Definition der entsprechen-
den Regel hinterlegt werden. In einem Experiment, bei welchem der pessimis-
tische Ansatz verwendet wurde, wurden sechs Gruppen von Studierenden eine
Aufgabe vorgelegt, die diese in Teamarbeit lösten. Die automatischen Bewertun-
gen der Lernerlösungen reichten von 67 bis 91 von 100 Punkten. Diese Bewer-
tungen lagen im gleichen Bereich der Bewertungen, die ein menschlicher Kor-
rektor vorgenommen hatte, dem die Regeln zur automatischen Bewertung nicht
bekannt waren. Über die Korrelation der Bewertungen der beiden Methoden wird
allerdings keine Aussage gemacht. Es zeigte sich außerdem, dass die definierten
Regeln nicht alle Aspekte abdecken konnten, die bei einer manuellen Bewertung
betrachtet würden. Dies wird nicht als Problem der Technik beschrieben, sondern
als Problem der Tatsache, dass die Regeln geschrieben werden, ohne die Lerner-
lösungen zu kennen. Es ist also nötig, die Regeln in einem iterativen Prozess nach
der Bewertung einiger Lernerlösungen anzupassen. Unter der Voraussetzung, dass
eine praxiserprobte Menge an allgemeinen Regeln besteht und dass Dozenten die
Fähigkeit besitzen, in akzeptabler Zeit gute Regeln zu erstellen, verspricht dieser
Ansatz gute Ergebnisse. Positiv hervorzuheben ist, dass anhand der Anfrageergeb-
nisse ein eindeutiges Feedback, beispielsweise in natürlichsprachiger Form, ge-
neriert werden kann, in welchem mitgeteilt wird, welche Regeln verletzt wurden.
Das Fehlen einer Musterlösung im Feedback ist allerdings durchaus als Nachteil
zu sehen. Ebenfalls bleibt die Problematik verschiedener Schreibweisen von Ele-
menten ohne deren explizite Angabe ungelöst, wobei die Autoren andeuten, dass
es eine Möglichkeit gibt, GReQL um entsprechende Funktionen zu erweitern. Als
problematisch anzusehen ist die komplex erscheinende Eingabe der Regeln, die
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eine Hürde für Dozenten darstellen kann, ein entsprechendes Trainingssystem ein-
zusetzen.
6.2.2 Eigener Ansatz
Wir verwenden ein Überdeckungsmaß zum Vergleich von Lerner- und Musterlö-
sung. Dabei ist ein Klassendiagramm D ein 6-Tupel (KD, VD, AD,MD, TD, OD)
mit
• KD: Menge aller in D enthaltenen Klassen,
• VD: Menge aller in D enthaltenen Vererbungsbeziehungen,
• AD: Menge aller in D enthaltenen Assoziationen,
• MD: Menge aller in D enthaltenen Multiplizitäten (|MD| = |AD|),
• TD: Menge aller in D enthaltenen Attribute,
• OD: Menge aller in D enthaltenen Operationen.
Beim Vergleich eines vom Lerner erstellten Klassendiagramms mit einer Muster-
lösung wird zunächst ein Zuordnungsproblem gelöst, dass möglichst jedem Ele-
ment des Lernerklassendiagramms einem Element der Musterlösung zuordnet.
Anschließend werden die Zuordnungen mit einem Bewertungsmaß B für jedes
Tupelelement mit einer Zahl zwischen 0 und 1 bewertet:
• BK : K ×K 7→ [0..1],
• BV : V × V 7→ [0..1],
• BA : A×A 7→ [0..1],
• BM : M ×M 7→ [0..1],
• BT : T × T 7→ [0..1],
• BO : O ×O 7→ [0..1].
Die einzelnen Bewertungstypen werden für die Tupelelemente gewichtet. Der Ge-
samtscore kann als Prozentsatz erzielter Punkte zu maximal möglichen Punkten
berechnet werden. Alternativ kann er auch als Abzugsmodell („optimistischer An-







































Anz. RPFP FNPrecision Recal F1-MaßFehlerr.
SoSe13trivial 28491699 0291 100%85,4% 92,6% 10,2%
SoSe13komplex28491969 16 21 99,2%98,9% 99,1% 1,3%
SoSe14trivial 19761282 0278 100%82,2% 90,2% 14,1%
SoSe14komplex19761540 24 20 98,5%98,7% 98,6% 2,2%
gesamttrivial 48252981 0569 100%84,0% 91,3% 11,8%
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• Spezielle Regeln für Besonderheiten der Aufgabenstellung, dass man zum
Beispiel zwar Buchexemplare, aber keine Bücher ausleihen kann, wenn bei-
de Klassen im Klassendiagramm vorkommen.
Weitere Verbesserungen beinhalten verfeinerte Verfahren zur Berechnung der Le-
venshtein-Distanz zwischen Namen, das Erkennen von Teilwörtern in Komposita,
das zum Beispiel auch für die Angabe von Synonymen für Teilwörtern genutzt
werden kann, oder die variable Zugehörigkeit von Operationen zu verschiedenen
Klassen, um die aufwändige Angabe verschiedener Musterlösungen zu verrin-
gern.
6.3 Das Einsatzszenario „Automatische Bewertung
von Aktivitätsdiagrammen“
Das Ziel der Modellierung von Aktivitätsdiagrammen ist, die wesentliche Funk-
tionalität des Programms übersichtlich darzustellen. Bei großen Programmen ist
eine starke Abstraktion erforderlich. Kleine Programme können dagegen auch in
vollem Umfang exakt abgebildet werden. Beides erlaubt die Syntax der Aktivi-
tätsdiagramme in UML. Typische Lernziele beim Einüben der Erstellung von Ak-
tivitätsdiagrammen sind:
• Erstellen von syntaktisch korrekten Aktivitätsdiagrammen,
• Verwendung von Bedingungen und entsprechenden Verzweigungen,
• Verwendung von Schleifen,
• Übergabe und Rückgabe von Parametern,
• Kapselung häufig verwendeter Subroutinen,
• Zugriff auf Objektattribute,
• Verständnis des Zusammenhangs von Diagrammen und Programmcode,
• algorithmisches Problemlösen.
Durch die Verwendung von Subroutinen, deren konkretes Verhalten vordefiniert






























































































































2013 RE ST LAB gesamt
AnzahlEinreichungen 244 228 206 678
AnteilbestandenerEinreichungen 91,8% 91,7% 87,3% 90,4%
ØAnzahlAktivitäten 2,9 3,0 2,4 2,8
ØAnzahlKnoten 12,8 20,3 13,1 15,4
ØAnzahlKanten 11,6 16,3 11,0 13,0
2014 RE ST STZ LAB KAN gesamt
AnzahlEinreichungen 256 243 209 221 144 1073
AnteilbestandenerEinreichungen 98,0% 98,8% 89,5% 98,2% 88,2% 95,3%
ØAnzahlAktivitäten 2,5 3,0 3,8 2,3 3,4 2,9
ØAnzahlKnoten 17,2 21,5 39,3 12,9 34,5 23,2
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Aspekt 2013 2014
Konzept des Tools, unabhängig von der Implementierung 2,28 1,91
Umsetzung des Tools, Gesamtnote 2,79 3,24
Bedienbarkeit (Einarbeitung, intuitive Bedienbarkeit) 2,76 3,59
Technik (Verfügbarkeit, Robustheit, Effizienz) 3,81 3,87
Inhalt der Übungsaufgaben 2,19 2,66
Tabelle 6.4: Ergebnisse der Benutzerumfrage; Mittelwerte von Schulnoten (1-6)
gend liegen (mit Ausnahme wiederum der Technik mit der Note 3,81, die auf
mangelnde Robustheit des Programms zurückzuführen ist), haben sich 2014 die
Noten insgesamt verschlechtert. Ein möglicher Grund sind die anspruchsvolleren
Aufgaben, die auch zu mehr Problemen bei der Technik geführt haben. Das wur-
de insofern anerkannt, dass das Konzept im SoSe 2014 mit einer besseren Note
(1,91) bewertet wurde. Ähnlich wie bei dem UML-Tool hat sich die große Mehr-
heit für die weitere Nutzung elektronischer Korrekturtools ausgesprochen (2014:
78%). Allerdings wurden auch zahlreiche Verbesserungen angesprochen.
6.3.4 Diskussion und Verbesserungen
Da die Syntax von Aktivitätsdiagrammen weitgehend vorgegeben ist, beziehen
sich die Verbesserungen aufgrund der bisherigen Erfahrungen mit dem Einsatz
nicht auf die Vereinfachung der Sprache, sondern hauptsächlich auf pragmatische
Aspekte des Editors:
• Variables Platzangebot im Editor: Es sollte für den Benutzer möglich sein,
die Zeichenfläche nicht nur in der Tiefe, sondern auch in der Breite zu ver-
größern. Wie beim Programmieren wachsen auch Aktivitätsdiagramme oft
inkrementell in alle Richtungen.
• Verschieben von Elementen in Knoten-Container: Beim herkömmlichen
Programmieren kann man mit Copy-and-Paste Code für ein Teilproblem
an eine andere Stelle beliebig verschieben. Derzeit wird beim grafischen
Programmieren das Verschieben von grafischen Strukturen direkt auf der
Zeichenfläche unterstützt, aber nicht in andere Container und insbesondere
in strukturierte Knoten hinein, deren Begrenzungen sich dann vergrößern
müssten.
• Alternative Eingabe von Name und Ein-/Rückgabe-Parametern einer Akti-


































































































7 Automatisierte Bewertung im
Kontext der App-Entwicklung am
Beispiel Android
Britta Herres, Rainer Oechsle und David Schuster
Zusammenfassung
In diesem Kapitel wird das ASB-System (Automatische Softwarebe-
wertung) der Hochschule Trier beschrieben, das seit mehreren Jah-
ren für unterschiedliche Programmierlehrveranstaltungen eingesetzt
wird. In den letzten Jahren wurde das System erweitert, um auch
Android-Apps automatisch bewerten zu können. Aus Sicht der Stu-
dierenden ist die Einreichung einer Android-App und das Betrachten
der Ergebnisse der Bewertungsmaßnahmen nicht wesentlich anders
als für andere Programme. Wir beschreiben in diesem Kapitel, wie
das ASB-System im Rahmen der unterschiedlichen Lehrveranstaltun-
gen eingesetzt wird, wie die Studierenden und die Dozenten das Sys-
tem benutzen, welche Art von Vorgaben in den Programmieraufgaben
vorkommen und welche Erfahrungen wir im Umgang mit dem System
gemacht haben.
7.1 Einleitung
Im Fachbereich Informatik der Hochschule Trier wird seit 2006 das webbasier-
te System ASB (Automatische Softwarebewertung) zur Bewertung der studenti-
schen Lösungen von Programmieraufgaben entwickelt und eingesetzt. Das ASB-
System ermöglicht Dozenten, Programmieraufgaben zu ihren Vorlesungen zu er-
stellen, zu denen Studierende Lösungen hochladen können. Die von den Studie-
renden programmierten Lösungen werden durch mehrere Bewertungsmaßnahmen
automatisch überprüft.
Neben einer Überprüfung der Einhaltung von Programmierkonventionen (z. B.
Einrückungen) werden die studentischen Programme ausgeführt. Dabei wird ge-






































In der Regel wird jede Woche nach der Vorlesung ein Übungsblatt auf Stud.IP
veröffentlicht, das die Studierenden bis zur Übungsstunde der folgenden Woche
bearbeiten müssen. In den Übungsstunden werden die Aufgaben von den Stu-
dierenden dem betreuenden Dozenten sowie den anderen anwesenden Studieren-
den der Gruppe vorgestellt und diskutiert, wobei die Studierenden sich teils dazu
freiwillig melden können, teils werden sie auch zufällig aufgerufen. Studierende,
die zu häufig die Aufforderung, ihre Lösung vorzustellen, verweigern, können die
Prüfungsvorleistung, die zur Teilnahme an der schriftlichen 90-minütigen Prüfung
berechtigt, im laufenden Semester nicht mehr erwerben. Zu Beginn des Semesters
wird bekannt gegeben, wie häufig eine solche Aufforderung ohne Konsequenzen
abgelehnt werden darf.
Einige der Aufgaben der veröffentlichten Übungsblätter sind als sogenannte
ASB-Aufgaben gekennzeichnet. Das heißt, hierzu muss bis zu einer angegebenen
Frist eine Lösung auf den ASB-Server hochgeladen werden. Die Studierenden
können relativ schnell die automatischen Bewertungsergebnisse zu ihren hochge-
ladenen Lösungen einsehen. Sollte der ASB-Server anzeigen, dass Mängel fest-
gestellt wurden, können die Studierenden ihre Software verändern und die so ver-
änderte Software erneut auf den ASB-Server laden. Es gibt keine Versuchszäh-
lung, sodass dies beliebig oft möglich ist, bis die Abgabefrist erreicht ist. Die
Abgabefrist liegt in der Regel jede Woche immer einige Stunden vor Beginn der
Übungsstunde der ersten Gruppe, sodass die Übungsbetreuenden noch die Mög-
lichkeit haben, die finalen Bewertungsergebnisse der eingereichten Programme
vor Beginn der Übungsstunden einzusehen. Auch für die ASB-Aufgaben gibt es
bestimmte Mindestanforderungen, die zu Beginn des Semesters mitgeteilt werden
und die die Studierenden erfüllen müssen, um die Prüfungsvorleistung zu erwer-
ben. Die Anforderungen sind nicht derart, dass alle Einreichungen der Studie-
renden komplett mängelfrei sein müssen. Es wird stattdessen gefordert, dass für
einen Großteil der gestellten ASB-Aufgaben ein ernsthaftes Bemühen zur Lösung
der Aufgabe erkennbar ist. Ob es ein solches „ernsthaftes Bemühen“ gibt oder
nicht, kann nicht vollautomatisch vom ASB-System festgestellt werden. Hierzu
begutachten die Übungsbetreuenden die Lösungen, wobei hier insbesondere die
Lösungen in Augenschein genommen werden, die nach Ablauf der Abgabefrist
noch Mängel aufweisen. Nach einer kurzen Anlaufzeit wird von den Studieren-
den erwartet, dass die formalen Anforderungen, die an ihre Programme gestellt
werden (z. B. die richtige Struktur der Ordner und Dateien in der hochgelade-
nen ZIP-Datei oder die korrekte Formatierung der Quellcodedateien), eingehalten
werden. Sollten diese eher einfach zu erfüllenden Anforderungen wiederholt nicht
erfüllt werden, führt dies zum Verlust der Prüfungsvorleistung.
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Der Anteil derjenigen Aufgaben, die als ASB-Aufgaben gekennzeichnet sind,
ist im Präsenzstudium je nach Modul unterschiedlich. Dies hängt im Wesentli-
chen davon ab, ob für die unterschiedlichen Aufgabenstellungen überhaupt Tests
entwickelt werden können, wie aufwändig dies gegebenenfalls ist und wie schnell
die Tests entwickelt werden können. Im Moment wird ASB nur in Modulen ein-
gesetzt, in denen Java als Programmiersprache verwendet wird. Obwohl geplant
war, den Einsatz auch auf Module, die Python oder C++ nutzen, auszudehnen, ist
dies bis jetzt nicht geschehen. Es folgt eine Übersicht über die einzelnen Module
des Präsenzstudiums, in denen ASB eingesetzt wird:
• Modul Grafische Benutzeroberflächen: Der Anteil an ASB-Aufgaben für
dieses Modul war vergleichsweise hoch. Mit der Umstellung von Swing
auf JavaFX müssen allerdings alle Tests neu entwickelt werden, wobei zu-
nächst geklärt werden musste, wie JavaFX-Programme grundsätzlich ge-
testet werden können. Hierbei war die besondere Herausforderung, heraus-
zufinden, ob und wie es möglich ist, JavaFX-Programme im sogenannten
Headless-Modus (d. h. ohne einen an den Rechner angeschlossenen Bild-
schirm) zu testen. Dies ist eine wichtige Voraussetzung, da der ASB-Server
auf einer virtuellen Maschine ohne Bildschirm betrieben wird. Nachdem
diese Schwierigkeit überwunden wurde, beginnt nun die Entwicklung neuer
Testfälle für die ASB-Aufgaben. In den Testfällen wird die Benutzerinter-
aktion (Eingaben über Tastatur und Maus) mit dem zu testenden Programm
über eine Programmierschnittstelle simuliert. Anschließend wird überprüft,
ob Elemente der Benutzeroberfläche bestimmte Eigenschaften aufweisen
(z. B. ob in einem Anzeigenfeld ein bestimmter Text steht oder ob eine
Schaltfläche eine bestimmte Farbe hat). Um einen größeren Nachdruck auf
die Bearbeitung der Übungsaufgaben zu legen, müssen die Studierenden
ihre Lösungen auch zu manchen Aufgaben auf den ASB-Server laden, ob-
wohl es dafür (noch) keine Tests gibt. Hier werden dann lediglich forma-
le Überprüfungen durchgeführt. Die Übungsbetreuer haben somit aber die
Möglichkeit, stichprobenhaft die eingereichten Lösungen durchzusehen.
• Modul Parallele Programmierung: Das Testen paralleler Programme ist ei-
ne besondere Herausforderung, da sich der genaue Ablauf nicht steuern
lässt und sich somit Synchronisationsfehler nicht bei jeder Ausführung des
Programms manifestieren. Entsprechend ist hier die Abdeckung mit ASB-
Aufgaben eher gering. Wie für das Modul Grafische Benutzeroberflächen
beschrieben, gibt es auch hier ASB-Aufgaben ohne Tests. Für einige weni-
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wobei hierfür je nach Modul unterschiedliche Arten von Lehrmaterialien zur Ver-
fügung gestellt werden: speziell für das Fernstudium entwickelte Lehrmaterialien
(in Papierform und als PDF-Datei bereitgestellt), Bücher, webbasierte Lehrma-
terialien sowie Vorlesungsaufzeichnungen. Dazu gibt es im Verlauf des Semes-
ters pro Modul mehrmals abendliche Tutorien, die als Videokonferenz durchge-
führt werden. Im Verlauf dieser Tutorien werden exemplarisch Lehrinhalte ver-
tieft, wobei die teilnehmenden Studierenden hierzu direkt Fragen stellen können.
Eine Beratung per E-Mail ist ebenfalls jederzeit möglich. Die Übungen bestehen
aus Einsendeaufgaben und einem einwöchigen Präsenzpraktikum. Wenn von den
Einsendeaufgaben mindestens 50 % erfolgreich bearbeitet wurden, erfolgt eine
Zulassung zum einwöchigen Präsenzpraktikum, das mit einer schriftlichen oder
mündlichen Prüfung am letzten Tag des Praktikums abgeschlossen wird. In den
Modulen Einführung in die objektorientierte Programmierung und Fortgeschrit-
tene Programmiertechniken (FOPT) wird zur Kontrolle der Einsendeaufgaben das
ASB-System eingesetzt, wobei es sich im Modul FOPT bei allen Einsendeaufga-
ben um ASB-Aufgaben handelt. In beiden Modulen ist die verwendete Program-
miersprache auch wieder Java. Abschließend sei noch erwähnt, dass das ASB-
System auch in einem anderen Fachbereich der Hochschule Trier eingesetzt wird,
nämlich im Fachbereich Wirtschaft für die Java-Programmierausbildung des Ba-
chelorstudiengangs Wirtschaftsinformatik.
7.3 Das Modul Entwicklung mobiler Anwendungen
Im Folgenden soll näher auf das Modul Entwicklung mobiler Anwendungen (EMA)
eingegangen werden, da die Nutzung des ASB-Systems in diesem Modul eine
besondere Herausforderung darstellt. Bei diesem Modul handelt es sich um ein
Pflichtmodul des Bachelorstudiengangs „Informatik – Sichere und mobile Syste-
me“, der vom Fachbereich Informatik der Hochschule Trier seit 2008 (damals
noch unter der Studiengangsbezeichnung „Informatik – Internetbasierte Syste-
me“) angeboten wird. Der Studienplan sieht vor, dass dieses Modul im 4. Semester
zu absolvieren ist. Das Modul EMA kann von den Studierenden der drei anderen
Informatik-Bachelorstudiengänge („Informatik“, „Informatik – Digitale Medien
und Spiele“ und „Medizininformatik“) als Wahlpflichtmodul belegt werden. Das
Modul erfreut sich großer Beliebtheit. Es wird jedes Jahr in der Regel von ca. 80
Studierenden belegt, sodass hierfür drei Übungsgruppen benötigt werden. Mehre-
re Personen treten als Lehrende dieses Moduls auf: die Vorlesung teilen sich 3 –
4 Dozenten im Verlauf der Vorlesungszeit eines Semesters auf, auch die Übungs-
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gabe einen Zeitraum, in dem Studierende Lösungen zu dieser Aufgabe hochla-
den können. Wird diese Abgabefrist überschritten, erscheint die Aufgabe auf der
Übersichtsseite nicht mehr. In der Regel wird jede eingereichte studentische Lö-
sung mehreren Bewertungsmaßnahmen unterworfen. Jede einzelne Bewertungs-
maßnahme hat pro Aufgabe und pro registriertem Studierenden einen von fünf
möglichen Zuständen:
• Noch keine Lösung eingereicht,
• Bewertungsmaßnahme fehlerfrei abgeschlossen (d. h. die Bewertungsmaß-
nahme konnte erfolgreich durchgeführt werden, dabei gab es keine Bean-
standungen),
• Bewertungsmaßnahme mit Warnung abgeschlossen (d. h. die Bewertungs-
maßnahme konnte erfolgreich durchgeführt werden, hat aber Punkte gefun-
den, die noch verbessert werden können wie zum Beispiel die Deklaration
einer lokalen Variablen, die im Code gar nicht verwendet wird und somit
entbehrlich ist),
• Bewertungsmaßnahme mit Fehlern abgeschlossen (d. h. die Bewertungs-
maßnahme konnte erfolgreich durchgeführt werden, hat aber Fehler im zu
bewertenden Programm entdeckt),
• Bewertungsmaßnahme fehlgeschlagen (d. h. die Bewertungsmaßnahme
konnte nicht durchgeführt werden).
Die Ergebnisse der einzelnen Bewertungsmaßnahmen für eine eingereichte Lö-
sung werden zu einem Gesamtergebnis zusammengefasst. Dabei ist das Gesamt-
ergebnis das Ergebnis einer Einzelbewertungsmaßnahme, das in der obigen Liste
am weitesten unten steht. Wenn also beispielsweise ein eingereichtes studenti-
sches Programm durch drei Maßnahmen bewertet wird, wobei eine fehlerfrei, eine
mit Warnungen und eine mit Fehlern abgeschlossen wird, so ist das Gesamtergeb-
nis: mit Fehlern abgeschlossen. Als Ergebnis einer Bewertung werden also keine
Punkte wie beispielsweise bei einer Klausur vergeben.
Ungeachtet des Ergebnisses der Bewertungsmaßnahmen können die Studieren-
den bis zum Erreichen der Abgabefrist ihre Lösungen beliebig oft hochladen und
bewerten lassen. Allerdings wird für den Zustand der Aufgabe lediglich die letzte
Bewertung betrachtet. Auf der Webseite zum Hochladen einer Lösung wird den
Studierenden auch eine Übersicht über die Bewertung der zuletzt hochgelade-
nen Lösung angezeigt, falls zu dieser Aufgabe überhaupt schon etwas eingereicht
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Lehrveranstaltung registriert sind. Man kann dadurch auch leicht erkennen, wer
nichts eingereicht hat. Wird eine Person aus der Liste ausgewählt, so werden die
dazugehörigen Bewertungsergebnisse angezeigt. Neben den für Studierende ein-
sehbaren Bewertungsmaßnahmen kann das ASB-System auch versteckte Maß-
nahmen durchführen, deren Resultate nur die Dozenten sehen können. Hierzu
zählt beispielsweise die selbst entwickelte Plagiatserkennung JMaat. Diese wird
nach Ablauf der Abgabefrist angestoßen und zeigt dem Dozenten eine Übersicht
möglicher Plagiate.
7.6 Vorgaben für ASB-Aufgaben
Zur Bewertung von Lösungen müssen bestimmte Vorgaben seitens der Studie-
renden eingehalten werden. Diese werden zu den jeweiligen ASB-Aufgaben auf
den Übungsblättern erläutert. So werden in vielen Aufgaben Package-, Klassen-
und Methodennamen vorgegeben. Darüberhinaus ist es notwendig, dass für man-
che Methoden die Parametertypen und der Rückgabetyp genau festgelegt werden.
Dies ist notwendig, damit die durchzuführenden Unit-Tests ausgeführt werden
können. Häufig werden hierfür vordefinierte Schnittstellen in Form von Dateien
zur Verfügung gestellt, die die Studierenden implementieren müssen. Den Unit-






























jetzt die beiden obersten Kellerelemente (3 und 4) vom Keller genommen, addiert
und das Ergebnis als oberstes Element auf den Keller gelegt und angezeigt haben.
In der vorletzen Zeile wird der angezeigte Wert des obersten Kellerelements von
der Oberfläche ausgelesen. Dazu wird eine Hilfsmethode verwendet. In der letz-
ten Zeile schließlich wird der ausgelesene Wert mit 7 (dem erwarteten Resultat
der Addition von 4 und 3) verglichen. Sind beide Werte (bis auf eine angegebe-
ne Toleranz von 0.001) gleich, endet der Test erfolgreich, andernfalls mit einem
Fehler.
Das Einreichen von Lösungen wird den Studierenden zu Beginn der Lehrver-
anstaltungen erläutert. Das ASB-System erwartet alle zu testenden und darüber
hinaus genutzten Dateien (*.java, *.fxml, *.xml, ...) innerhalb der vorgegebenen
Paketstruktur als ZIP-Archiv. Dieses wird auf dem ASB-System entpackt und den
Bewertungsmaßnahmen zur Bewertung übergeben.
Die Tests zu den Lehrveranstaltungen werden von Mitarbeiterinnen und Mitar-
beitern des Fachbereiches in Git-Repositories gepflegt und erweitert. Sowohl das
ASB-System selbst als auch die Tests sind Eigenentwicklungen der Hochschule
Trier. Die Testkonzepte zum Testen von Android-Applikationen sind im Rahmen
von studentischen Projekten entstanden.
7.7 Erfahrungen
Die Erfahrung zeigt, dass das ASB-System im Allgemeinen sehr gut angenom-
men und von vielen Studierenden sehr positiv hervorgehoben wird. In den hoch-
schulweit standardisierten Fragebögen zur Lehrveranstaltungsbewertung gibt es
(selbstverständlich) keine Frage zum ASB-System. In den Freitextantworten wird
die Nutzung des ASB-Systems immer wieder positiv hervorgehoben, insbesonde-
re auch von den Fernstudierenden. Es gibt jedoch auch Situationen, bei denen die
Studierenden sich über das ASB-System beklagen. Eine typische Aussage lautet
dann: „Ich versuche jetzt seit Stunden, die vom ASB-Sever gemeldeten Fehler zu
beheben. Bei mir lokal auf dem Rechner funktioniert alles einwandfrei, aber der
ASB-Server meldet ständig Fehler. Ich drehe gleich durch“. Die Ursache dafür
liegt nach unserer Erfahrung nur in einigen solcher Fälle beim ASB-System. So
kann es beispielsweise vorkommen, dass die Aufgabenspezifikation und die Tests
nicht konsistent zueinander sind, insbesondere wenn die Aufgabenbeschreibung
angepasst und dabei vergessen wird, diese Änderungen auch in den automati-
schen Tests nachzuvollziehen. Dann steigt die Anzahl der Forumsbeiträge auf der
Lernplattform Stud.IP stark an. In der Regel werden die Tests oder die Aufga-
benstellung dann umgehend angepasst und die Änderung im Forum mitgeteilt. In
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manchen Fällen finden die Studierenden durch Ausprobieren heraus, was getan
werden muss, damit die Lösung vom ASB-Server nicht mehr beanstandet wird,
und teilen dies den anderen Studierenden im Forum mit. In seltenen Fällen treten
auch noch Fehler im ASB-System selbst auf, was zu einer gewissen Frustration
führt. Oft liegt die Ursache des Problems allerdings nicht auf Seiten des ASB-
Servers, sondern auf Seiten der Studierenden selbst. Die Studierenden probieren
ihre Software aus, kommen dabei jedoch nicht in solche Situationen, die in den
Tests auf dem ASB-System überprüft werden. Wenn dann die Studierenden die
Fehlermeldungen des ASB-Systems nicht verstehen oder nicht richtig interpretie-
ren, was manchmal an zu knappen oder nicht treffend formulierten Meldungen
des ASB-Systems liegen kann, dann beklagen sich die Studierenden über das Fo-
rum oder per Mail. Die Lehrenden geben daraufhin dezente Hinweise, in welche
Richtung die eingereichte Lösung geändert werden sollte.
Wie soeben angesprochen können schwer verständliche Fehlermeldungen ein
Problem sein. Sind hingegen die Fehlermeldungen sehr klar und ausführlich for-
muliert, so kann dies wiederum auch zu Problemen führen. So haben wir zum
Beispiel schon beobachtet, dass die Studierenden ihre Programme genau auf die
getesteten Spezialfälle hin ausrichten, wenn der ASB-Server sehr genau meldet,
was das Programm ausgibt und was erwartet wird. Um zu verstehem was damit
gemeint ist, stelle man sich als Beispiel ein Programm vor, das zwei eingegebene
Zahlen addieren und das Ergebnis ausgeben soll. In einem Fehlerfall würde das
ASB-System beispielsweise melden: „Es wurden die Zahlen 3 und 4 eingegeben.
Ihr Programm gibt 9 aus, erwartet wird aber 7“. Wir haben schon erlebt, dass
dann Programme so geändert werden, dass die Eingaben ignoriert werden und
genau das vom ASB-System erforderte Resultat produziert wird. Würde bezogen
auf das oben angegebene Beispiel immer 7 als Ergebnis der Addition ausgegeben,
wäre der Test zwar bestanden, die programmierte Lösung wäre aber eigentlich
falsch. Als Gegenmaßnahmen führen wir nach Möglichkeit mehrere unterschied-
liche Tests aus. Wenn es die Aufgabenstellung erlaubt, variieren die Tests die Ein-
gaben auch zufällig, sodass bei jedem erneuten Hochladen einer Lösung ein ande-
rer Testfall geprüft wird. Grundsätzlich geben wir den Testcode den Studierenden
nicht bekannt.
Das ASB-System wird von den Lehrenden ausschließlich als Assistenzsystem
genutzt. Es geht dabei um die Vergabe des Nachweises einer unbenoteten Prü-
fungsvorleistung. Zur Unterstützung von Prüfungen wird das System nicht einge-
setzt (wie zuvor beschrieben wurde, gibt es auch kein Punktesystem). Und auch
die Bestätigung der erbrachten Prüfungsvorleistung erfolgt nicht vollautomatisch.
Zum Erwerb der Prüfungsvorleistung wird nicht gefordert, dass ein bestimmter
Prozentsatz der von den Studierenden eingereichten Lösungen fehlerfrei ist; es
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wird lediglich gefordert, dass es das „ernsthafte Bemühen“ gibt, einen bestimm-
ten Teil der Aufgaben zu lösen. Das ASB-System unterstützt die Lehrenden dabei
herauszufinden, welche Lösungen sie genauer betrachten sollten, um dann zu ent-
scheiden, ob ein „ernsthaftes Bemühen“ vorliegt. Eine eingereichte Lösung wird
auf jeden Fall betrachtet, wenn dazu eine Frage oder Beschwerde zum Verhalten
des ASB-Systems eintrifft. Aber auch ohne eine solche Rückmeldung ist ein Blick
in fehlerhaft gekennzeichnete Lösungen interessant. Man kann dann nicht nur das
„ernsthafte Bemühen“ überprüfen, sondern in den Übungsstunden ganz speziell
darauf hinweisen, wie etwas nicht gelöst werden sollte. Stichprobenhaft werden
auch als korrekt markierte Lösungen aufgrund der oben beschriebenen Trickserei-
en angeschaut. Dies ist insbesondere dann nötig, wenn es zu einer ASB-Aufgabe
keine Tests gibt und nur formale Überprüfungen (korrekte Syntax, Einhaltung von
Codierungskonventionen) durchgeführt werden. Es ist sogar schon vorgekommen,
dass Programme, die mit der gestellten Aufgabe nichts zu tun haben, eingereicht
wurden (z. B. Lösungen zu anderen Aufgaben). In diesem Fall werden die Stu-
dierenden ermahnt, dass dies als Täuschungsversuch interpretiert und im wieder-
holten Fall die Prüfungsvorleistung nicht vergeben wird. Ein weiteres Problem ist
die einfache Kopierbarkeit von Dateien. Musterlösungen zu den Aufgaben werden
seit langer Zeit nicht mehr herausgegeben, weil dies in der Vergangenheit zu dem
Problem geführt hat, dass von einigen Studierenden die Musterlösung des Vorjah-
res inklusive aller Kommentare eingereicht wird. Auch Plagiate sind ein Problem.
Die Studierenden werden intensiv darauf hingewiesen, dass sie alle ihre Lösungen
selbst zu programmieren haben. „Gruppenarbeit“ ist grundsätzlich nicht erlaubt,
da die Lehrveranstaltungen auf den Erwerb individueller Programmierkompetenz
ausgerichtet sind, was nicht immer von allen Studierenden klaglos akzeptiert wird.
Ob Lösungen als Plagiate eingestuft werden, wird ebenfalls nicht vollautomatisch
allein aufgrund der ASB-Meldungen entschieden. Die im ASB-System genutzte
Plagiatserkennung gibt lediglich Hinweise, welche Lösungen sehr ähnlich sind.
Diese verdächtigen Lösungen werden dann von den Lehrenden näher in Augen-
schein genommen. Dies führt bei starkem Verdacht zu Verwarnungen, in beson-
ders dreisten Fällen direkt zum Verlust der Prüfungsvorleistung. Aus unserer Er-
fahrung scheinen solche abschreckenden Vorgehensweisen notwendig zu sein.
Studierenden, die zwar eine korrekte Lösung eingereicht haben, die sich jedoch
darüber hinaus fragen, ob ihre Lösung „Schönheitsmängel“ besitzt und trotz er-
folgreicher ASB-Prüfung verbessert werden kann, bieten wir seit Kurzem ein so-
genanntes Programmierberatungsbüro an, in dem Assistenten und Assistentinnen
den Studierenden Verbesserungshinweise zu ihrer Software geben.
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7.8 Fazit und Ausblick
Insbesondere in Zeiten mit hohen Studierendenzahlen bietet das ASB-System ei-
ne wertvolle und komfortable Unterstützung bei der Durchführung des Übungs-
betriebs programmierlastiger Lehrveranstaltungen im Fachbereich Informatik der
Hochschule Trier. Bei der Nutzung des ASB-Systems fallen immer wieder Punk-
te auf, wie das ASB-System, insbesondere dessen Bedienbarkeit, verbessert wer-
den könnte. Je nach Aufwand werden dann entsprechende Änderungen am ASB-
System vorgenommen oder auch nicht.
Eine signifikante Erhöhung der Automatisierung bei der Bewertung studenti-
scher Lösungen ist dagegen im Augenblick schwer vorstellbar. Die Lehrenden
wissen, dass beim Programmieren aufgrund eines kleinen Fehlers sehr viel schief
gehen kann. Zum Beispiel kann ein vergessenes Semikolon einen Syntaxfehler
erzeugen, sodass die studentischen Programme nicht übersetzt, damit nicht aus-
geführt und nicht getestet werden können, oder eine fehlende Initialisierung kann
in einer NullPointerException resultieren, die alle Testläufe scheitern lässt. Wür-
de man in solchen Fällen vollautomatisch zu dem Ergebnis kommen, dass nichts
an dem eingereichten Programm richtig ist, würde man die studentischen Pro-
gramme sicher zu negativ bewerten. Auch die Überprüfung von Strukturvorgaben
(z. B. ob ein Programm nach dem Model-View-Presenter-Prinzip gestaltet wurde)
ist schwer automatisch überprüfbar. Umgekehrt werden auch die Studierenden im-
mer wieder darauf hingewiesen, dass sie auf keinen Fall davon ausgehen dürfen,
dass die Anzeige der Fehlerfreiheit durch ASB bedeutet, dass ihr Programm kor-
rekt ist. Aus diesen Gründen wird das ASB-System nicht zur vollautomatischen
Bewertung genutzt, sondern lediglich als Assistenzsystem sowohl für Lehrende
als auch für Studierende.
Literatur für dieses Kapitel
[Mor+07] Thiemo Morth u. a. „Automatische Bewertung studentischer Soft-
ware“. In: Workshop „Rechnerunterstütztes Selbststudium in der Infor-
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ben werden. Zum Beispiel kann die Menge der geraden Zahlen mathematisch
durch {n | n ∈ Z ∧ n mod 2 = 0} und in der Programmiersprache SetlX durch
{n : n in [1..100]| n % 2 == 0}; beschrieben werden. Ein Unter-
schied zwischen der mathematischen und der programmiersprachlichen Notation
ist, dass in der Programmiersprache nur endliche Mengen verwendet werden kön-
nen. Ansonsten sind sich die beiden Notationen aber recht ähnlich. Ein wesentli-
ches Einsatzgebiet für Aufgaben, in denen die Studierenden Set-Comprehension
Notation verwenden sollen, ist das Üben von logischen Ausdrücken einschließ-
lich von Quantoren (forall und exists). Um die Mengen korrekt zu bilden, müssen
die Studierenden logische Ausdrücke richtig anwenden. Tupel (oder Listen) las-
sen sich ebenso definieren, da sie sich in SetlX von Mengen nur durch die Art der
Klammern unterscheiden. Da Listen und Mengen auch summiert werden können,
lassen sich auch Folgen und Reihen auf diese Art darstellen.
8.3.2 Mathematische Eigenschaften verstehen
Ein Vorteil des Einsatzes von Programmiersprachen ist, dass sich viele mathema-
tische Eigenschaften (oder Axiome) direkt darstellen und überprüfen lassen. Das
Assoziativgesetz kann beispielsweise wie folgt implementiert werden:
istAssoziativ := procedure(set,operat){
return forall(a in set, b in set, c in set|
operat(a,operat(b,c)) == operat(operat(a,b),c));
};
Der Anhang dieses Kapitels enthält für dieses Beispiel eine mögliche Aufga-
benstellung und Unit-Tests. Eine komplexere Struktur „istGruppe“ kann dann
durch Zusammenfügen der Axiome (Assoziativität usw.) definiert werden. Die
Eingaben für die Funktion „istAssoziativ“ sind eine Menge und eine Operation
(zum Beispiel addition := procedure(a,b){return a+b;};). Die
Studierenden können zum einen dadurch, dass sie die Eigenschaften selbst im-
plementieren, sehen, wie diese genau funktionieren. Zum anderen können sie mit
Beispielen experimentieren, auf die die Eigenschaften zutreffen oder nicht zutref-
fen, und somit durch Programmieren ein Gefühl dafür entwickeln, wie sich die
Strukturen verhalten. Das Übergeben der Operationen als Parameter fördert au-
ßerdem ein abstraktes Verständnis des Operationsbegriffs.
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8.3.3 Ein abstrakter Funktionsbegriff
Operationen, die wie im vorherigen Beispiel als Parameter übergeben werden,
sind aus Programmiersprachensicht als Funktionen implementiert. Diese Darstel-
lung kann im Unterricht thematisiert werden. Neben mehrstelligen, partiellen, re-
kursiven und verketteten Funktionen können Funktionen auch anonym definiert,
verschachtelt und als Ausgabewert zurückgegeben werden. Damit sind Lambda-
Ausdrücke darstellbar und insgesamt ein sehr abstrakter Umgang mit Funktionen
möglich. Für mathematische Grundlagenveranstaltungen sind davon vermutlich
hauptsächlich die rekursiven Funktionsdefinitionen von Interesse.
Außerdem kann es zumindest für Informatikstudierende hilfreich sein, ein Funk-
tionsverständnis zu entwickeln, welches sowohl mathematische Funktionen um-
fasst als auch die vielfältigen Anwendungen von Funktionen in Programmierspra-
chen, die sie schon aus anderen Vorlesungen kennen. Damit kann auch ein Beitrag
geschaffen werden, Studierenden zumindest die Möglichkeit zu geben Studienin-
halte miteinander zu vernetzen. Die wichtige Aufgabe „Wissensinseln“ zu einem
kohärenten Ganzen zu verbinden wird vielleicht selten in Lehrveranstaltungen ak-
tiv unterstützt. Es ist zumindest fraglich, ob Lehre davon ausgehen kann, dass ein
Großteil der Studierenden diese Integration ohne Hilfe leisten kann oder ohne
Anlass leistet.
8.3.4 Algorithmisches Denken in der Mathematik
Algorithmisches Denken hat in der Informatik vermutlich einen ähnlichen Stellen-
wert wie logisches Denken in mathematischen Beweisen. Algorithmen lassen sich
gut mit automatisch bewerteten Programmieraufgaben üben – für Beweisverfah-
ren, die nicht nur aus Umformen bestehen, ist das schwieriger oder unmöglich. In
einigen mathematischen Gebieten, wie zum Beispiel in der Graphentheorie, sind
aber Algorithmen auch von Bedeutung. Studierenden können durch das Program-
mieren von Algorithmen kreativer tätig werden, als das bei den anderen schon
vorgestellten Aufgabentypen der Fall ist. Zumindest Informatikstudierende kann
man eventuell für Algorithmen eher begeistern als für Beweisverfahren. Außer-
dem lassen sich durch Algorithmen auch gut Grenzen erfahren. Zum Beispiel ist
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riger. Wenn zum Beispiel die Gruppenaxiome implementiert werden sollen, be-
nötigt man als Testfälle jeweils Strukturen, die alle Axiome bis auf eins nicht
erfüllen, damit man sieht, ob jedes Axiom korrekt implementiert ist. Das Axiom
bezüglich inverser Elemente bedingt aber, dass ein neutrales Element existiert. Es
gibt also keine Struktur, welche inverse Elemente ohne ein neutrales Element ent-
hält. Ein Beispiel einer algebraische Struktur, die alle Gruppenaxiome außer der
Assoziativität erfüllt, sind die Oktonionen. Insbesondere, wenn die Tests durch
studentische Hilfskräfte geschrieben werden, kann man aber davon ausgehen, dass
diese die Oktonionen nicht kennen und vermutlich den Test für das Assoziativge-
setz weglassen werden.
Tests können also aus verschiedenen Gründen unvollständig oder auch fehler-
haft sein. Eine gute Möglichkeit fehlende oder falsche Tests zu entdecken besteht
darin, dass man die studentischen Einreichungen zumindest beim ersten Einsatz
der Aufgaben auch manuell kontrolliert und aufpasst, ob es Einreichungen gab,
die als korrekt bewertet wurden, obwohl sie fehlerhaft waren. Gleichzeitig kann
man damit auch feststellen, ob es vielleicht Fehler aufgrund einer unklaren Auf-
gabenstellung gab, welche verbessert werden sollte. Es empfiehlt sich also, die
Aufgaben und Tests einem Entwicklungszyklus zu unterstellen.
8.5 Einsatzszenarien und Erfahrungen
8.5.1 Erfahrungen mit Programmieraufgaben
Wir haben Programmieraufgaben bereits mehrfach in Mathematikveranstaltun-
gen eingesetzt. Die Aufgaben wurden von den Studierenden gut angenommen
und in studentischen Evaluationen zumindest nicht als schlechter als traditionel-
le Übungsaufgaben bewertet. Ein Test auf Plagiate ergab, dass im Durchschnitt
50% der Einreichungen plagiiert sein könnten. Den Studierenden wurde aber nicht
explizit verboten, die Aufgaben vor der Einreichung in Lerngruppen zu diskutie-
ren. Außerdem können insbesondere bei einfachen Aufgaben Übereinstimmungen
auch zufällig sein. Bei schwierigeren Aufgaben scheint auf jeden Fall mehr plagi-
iert zu werden als bei einfacheren Aufgaben, da bei solchen Aufgaben die Anzahl
der verschiedenen Einreichungen abnimmt, obwohl zufällige Ähnlichkeiten we-
niger wahrscheinlich sind. Laut einer anonymen Umfrage in einer Veranstaltung
(mit 70 Studierenden) besprachen 65% der Studierenden die Programmieraufga-
ben miteinander, aber kaum jemand gab an, nur abzuschreiben. Wir wissen nicht,
inwieweit sich dieses Verhalten vom Verhalten bei der Bearbeitung traditionel-
ler Hausaufgaben unterscheidet, bei denen vermutlich auch abgeschrieben oder in
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Lerngruppen gearbeitet wird. In der gleichen Veranstaltung haben wir auch die
Klausur, in der die Studierenden auch Programmcode schreiben mussten, analy-
siert. Die Auswertung ergab, dass 10% der Studierenden, die die Hausaufgaben
regelmäßig eingereicht hatten, überhaupt keinen Programmcode schreiben konn-
ten. Es könnte also sein, dass 10% die tatsächliche Quote der Studierenden dar-
stellt, welche die Programmieraufgaben als Lernmethode nicht annehmen. Wir
wissen nicht, ob andere Methoden bei diesen Studierenden erfolgreicher wären
oder nicht.
Im Allgemeinen zeigte die Klausur eine Korrelation zwischen Klausurnote und
Programmierfähigkeit. Im Sinne der APOS-Theorie enthielt die Klausur eine ge-
ringe Anzahl von Aufgabenteilen, welche rezeptartig (im Action-Stadium) lösbar
waren. Da es sich um eine Erstsemesterveranstaltung handelte, gab es auch nur ei-
ne geringe Anzahl von Aufgaben, welche ein Object-Stadium voraussetzten, und
gar keine zum Schema-Stadium. Die meisten Aufgabenteile überprüften also das
Verstehen mathematischer Konzepte im Process-Stadium. Interessanterweise gab
es einen Aufgabenteil zum Object-Verständnis von Gruppen, welcher mit dem Er-
reichen der Note 3 korrelierte, und zwar nicht aufgrund der Bepunktung, da diese
nicht höher war als für andere Aufgabenteile. Fast alle Studierenden mit Note 3
und fast keine Studierenden mit einer schlechteren Note hatten diesen Aufgaben-
teil richtig gelöst. Im Großen und Ganzen bestätigte die Klausur damit unsere
Erwartungen zur APOS-Theorie und zum Einsatz von Programmieraufgaben.
Für die meisten Studierenden scheint der Einsatz von Programmieraufgaben so-
mit hilfreich oder zumindest nicht nachteilig zu sein. Wir haben aber in der Klau-
sur beobachtet, dass es einerseits einige wenige Studierende zu geben scheint, die
mathematische Notation wesentlich besser lesen und schreiben können als Pro-
grammcode, aber andererseits auch Studierende, die Programmieren können, aber
keine mathematische Notation lesen und schreiben. Es wäre interessant, genauer
zu untersuchen, warum das der Fall ist. Möglicherweise gibt es einerseits selbst
bei Aufgaben, die auf Process-Verständnis zielen, noch Studierende, die diese
Aufgaben ohne Verständnis anhand von Regeln und Strategien lösen. Und zwar
gibt es bei einigen Themen nur eine begrenzte Art von möglichen Aufgabenstel-
lungen, so dass Klausuraufgaben eventuell vorher behandelten Aufgaben ähneln
und trainiert werden können. Andererseits ist vielleicht die imperative Struktur
von Programmcode leichter verständlich für einige Studierende als die mathema-
tische Notation. Es gibt also noch viele offene Fragen bezüglich des Einsatzes von
Programmieraufgaben mit (oder auch ohne) Berücksichtigung der APOS-Theorie
in der Mathematiklehre.
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8.5.2 Studentisches Verständnis mathematischer Ausdrücke
Wie in der Einleitung geschildert verstehen wir Programmieren auch als Dialog.
Aus dieser Perspektive betrachtet schaffen Programmierübungen für Lehrende die
Gelegenheit Studierenden bei solchen Dialogen „zuzuhören“ und dabei herauszu-
finden, welche Aspekte des Stoffes diesen schwerfallen und womit diese Schwie-
rigkeiten haben. Die Präzision, die eine Programmierspache hinsichtlich des For-
mulierens mathematischer Sachverhalte fordert, erlaubt es mitunter studentische
Schwierigkeiten ebenso präzise wahrzunehmen.
In einer unserer Lehrveranstaltungen ist dieses Diagnosepotenzial beispielswei-
se bei der folgenden Aufgabenstellung zutage getreten. Studierende sollten mittels
SetlX überprüfen, ob eine gegebene Funktion f mit Definitionsmenge D injektiv
ist, ob also für alle x1, x2 ∈ D gilt, dass aus x1 6= x2 auch f(x1) 6= f(x2) folgt.
Ein merklicher Teil der Studierenden hat als Lösung einen Ausdruck der Art
forall (x1 in domain, x2 in domain | f(x1) != f(x2) );
formuliert (wobei domain hier für D steht). In diesem Ausdruck ist die erforderli-
che Bedingung x1 6= x2 nicht genannt. Diese Studierenden gehen also potenziell
davon aus, dass x1 6= x2 automatisch erfüllt ist. Gespräche mit den Studieren-
den haben diese Vermutung bestätigt wobei sich herausgestellt hat, dass für sie
x1 6= x2 eine Folge von x1, x2 ∈ D ist, zum Beispiel weil sie sich vorstellen, dass
ein Element aus D ohne Zurücklegen entnommen wird und x1 als Wert zugewie-
sen wird, und daher für x2 nicht mehr als Wert zur Verfügung stehen kann.
8.5.3 Erfahrungen der Lehrenden
Es ist sicherlich keine neue Erkenntnis, dass die Sprache der Mathematik nicht
immer alles im Detail expliziert. Beispielsweise ist eine gängige Formulierung
der Assoziativität einer Operation ⊗:
a⊗ (b⊗ c) = (a⊗ b)⊗ c.
Dabei wird nicht explizit genannt, dass dies für alle Werte von a, b und c aus einer
ebenfalls nicht benannten Menge gelten muss. Experten können damit umgehen,
dass nicht alles explizit genannt ist. Bei Studierenden ist es allerdings zweifelhaft,
ob diese den Aussagegehalt verstehen können, ohne dass Lehrende sie darauf auf-
merksam machen, was implizit ist und wie man das Implizite herausarbeiten kann.
Uns als Lehrende hat die Formulierung von Programmieraufgaben immer wie-
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Anhang: Beispiel einer Programmieraufgabe
Der Aufgabentext muss genau spezifizieren, was implementiert werden soll, ein-
schließlich der Namen von Variablen oder Funktionen, die in den Tests aufgeru-
fen werden. Wie viel sonstige Hilfestellung (mathematische Definitionen, Tipps
zur Implementierung) gegeben wird, hängt davon ab, was die Studierenden schon
vorher im Unterricht gelernt haben und welche anderen Aufgaben sie schon pro-
grammiert haben.
Beispiel einer Aufgabenstellung:
Eine binäre Verknüpfung ∗ : A × A → A auf einer Menge A heißt
assoziativ, wenn für alle a, b, c ∈ A gilt: a ∗ (b ∗ c) = (a ∗ b) ∗ c.
Schreiben Sie in SetlX eine Funktion istAssoziativ, die (in dieser
Reihenfolge) eine Menge und eine Verknüpfung entgegennimmt und
entscheidet, ob die Verknüpfung bezüglich der Menge assoziativ ist.
Tipps: Die Verknüpfung können Sie auch als Funktion definieren,
z. B. add := procedure(a,b) {return a+b;};. Ein Bei-
spiel eines Funktionsaufrufs, der True zurückgibt ist dann:
istAssoziativ({1,2,3},add). Überlegen Sie sich auch wei-
tere Beispiele für Funktionsaufrufe, die jeweils True oder False zu-
rückgeben.
Musterlösung (zum Testen der Tests):
istAssoziativ := procedure(set,operat){
return forall(a in set, b in set, c in set|
operat(a,operat(b,c)) == operat(operat(a,b),c));
};
Für die Tests müssen Beispielmengen und Verknüpfungen definiert werden. Jedes
print-Statement enthält zwischen den $-Zeichen einen Ausdruck, der True zurück-
gibt, wenn der Test bestanden ist, und sonst False. Es ist eine Herausforderung an
Autoren, sich genau zu überlegen, welche Arten von Tests wirklich alle möglichen
Fehlerquellen abdecken. Die ersten beiden Testfälle enthalten jeweils ein positives
und negatives Beispiel der Assoziativität. Im dritten Test wird Assoziativität für
einen String-Datentyp getestet, um sicherzustellen, dass die Funktion abstrakt ge-
nug definiert ist. Im letzten Testfall wird die leere Menge getestet, da nach unserer
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add := procedure(a,b) {return a+b;};
minus := procedure(a,b) {return a-b;};
concat := procedure(a,b) {return a+" "+b;};
print("Test Addition:$istAssoziativ(set1,add) == true$");
print("Test Subtraktion:$istAssoziativ(set1,minus) == false$");
print("Test anderer Datentyp:$istAssoziativ(set3,concat) == true$");
print("Test Leere Menge:$istAssoziativ(set2,minus) == true$");
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sondere wird in dieser Aufgabe zwischen zu bearbeitendem Quellcode („working
sheet“) und weiterem Quellcode („reference sheet“) unterschieden, aber alle diese
Dateien werden allen Checker-Modulen zur Verfügung gestellt, da der Quellcode
nur im Zusammenspiel aller Dateien kompilieren kann. Das Aufgabenblatt („in-
struction sheet“) ist dagegen für keines der Checker-Module relevant, während
weitere Dateien für die Studierenden nicht sichtbar sind („hidden sheet“) und nur
jeweils einem Modul zugewiesen werden, wie in den Abbildungen exemplarisch
anhand der „rules.xml“ gezeigt.
9.3 Feedbackmöglichkeiten
Durch die Verwendung unabhängiger Checker-Module ist JACK sehr flexibel be-
züglich der möglichen Rückmeldung zu den Lösungen einer Programmieraufga-
be. Grundsätzlich müssen alle Checker-Module eine Punktzahl im Intervall von
0 bis 100 zurückgeben, wobei ein höherer Wert für eine bessere Lösung steht.
Die Ergebnisse der einzelnen Checker-Module können gemäß einer Gewichtung
oder eines komplexeren Ausdrucks miteinander verrechnet werden, um die Ge-
samtpunktzahl für die Lösung zu erhalten. Ferner können Checker-Module einen
globalen Feedbacktext, eine Liste einzelner Fehlermeldungen sowie eine beliebi-
ge Menge an zusätzlichen Dateien zurückgeben, die während des Prüfvorgangs
erstellt wurden. Im Folgenden werden die drei wichtigsten Checker-Module für
Programmieraufgaben in Java vorgestellt.
9.3.1 Regelbasierte statische Prüfung
Die regelbasierte statische Prüfung von Programmcode zielt darauf ab, syntakti-
sche und strukturelle Fehler und Schwächen einer Lösung zu entdecken und zu
kommentieren. Sie besteht aus zwei Schritten: Im ersten Schritt wird die Einrei-
chung kompiliert und gegebenenfalls werden die Fehlermeldungen des Compilers
ohne weitere Verarbeitung an die Studierenden weitergereicht. Im zweiten Schritt
erfolgt die Erzeugung eines Syntaxgraphen, auf den vom Aufgabenautor definier-
te Regeln angewandt werden können.
Jede dieser Regeln kann eine erwünschte oder unerwünschte Struktur definie-
ren, die für den Fall ihres Auftretens bzw. Fehlens mit einem Feedback verknüpft
wird. Zur Formulierung der Regeln kommt die Graphabfragesprache GReQL zum
Einsatz, mit der beliebige Abfragen über Graphstrukturen definiert werden kön-


















































m -->{MethodDeclarationParameters} v and
m -->{Child}* c --> t and




<feedback>In der Methode "neu(String branche)" erfolgt kein
Aufruf des Konstruktors von "BrancheElement", dem der
übergebene String für den Namen weitergegeben wird.
</feedback>
</rule>
Abbildung 9.6: Diese Regel zur statischen Codeprüfung überprüft, ob in einer
bestimmten Methode ein vorgegebener Konstruktor aufgerufen
wird.
kann jede Regel mit einem unterschiedlichen Punktgewicht versehen werden, um
ihren Einfluss auf die Gesamtbewertung zu steuern.
9.3.2 Testfallbasierte dynamische Prüfung
Die dynamische Prüfung zielt darauf ab, die funktionale Korrektheit einer Lösung
festzustellen und führt dazu Testfälle aus. Jeder Testfall muss vom Aufgabenau-
tor durch eine Methode in einem Testtreiber definiert werden, wie dies auch bei
klassischen Unit-Tests mit Werkzeugen wie JUnit der Fall ist. JACK bietet im
Vergleich zu derartigen Werkzeugen jedoch einige abweichende Funktionen.
Erstens können in JACK Testfälle nicht nur bei einem Fehlschlag oder einem
Erfolg eine definierte Fehlermeldung zurückgeben, sondern im Verlauf ihrer Aus-
führung nach Bedarf beliebig viele Meldungen erzeugen. Ebenso können Testfälle
je nach Verlauf oder Ergebnis unterschiedliche Auswirkungen auf die Punktzahl
haben und es können beliebige Abhängigkeiten zwischen den Testfällen erzeugt
werden. Die Entscheidung, welche dieser Möglichkeiten in welchem Umfang ge-
nutzt werden, ist Sache der Aufgabenautoren und bedarf einer sorgfältigen Pla-
nung, da die Testergebnisse sonst schlecht nachvollziehbar werden können. Zwei-
tens kann JACK während der Ausführung der Testfälle alle Programmschritte der




































public class DemoProjekt2Dynamisch {
private int[] punkte = new int[18];
@Test(name = "Test 1")
public void test1() {
Telefonbuch t1 = new Telefonbuch("Syke");
if (t1.ort() == null) {
TracingFramework.printError(/* . . . */);
} else if (!(t1.ort().equals("Syke"))) {
TracingFramework.printError(/* . . . */);
} else punkte[0] = 4;
}
@Test(name = "Test 2")
public void test2() {
if (punkte[0] == 0)
TracingFramework.printWarning(/* . . . */);
else {
TracingFramework.switchOffTracing();
Telefonbuch t1 = new Telefonbuch("Syke");
TracingFramework.switchOnTracing();
t1.neu("Mueller", 7978);
if (t1.ersterEintrag() == null){
TracingFramework.printError(/* . . . */);
} else if (!t1.ersterEintrag.name().equals("Mueller")){
TracingFramework.printError(/* . . . */);
punkte[1] = 1;
} else if (t1.ersterEintrag.nummer() != 7978){
TracingFramework.printError(/* . . . */);
punkte[1] = 1;
} else punkte[1] = 3;
}
}
// . . . (weitere Testmethoden)
public int getResult() {
// . . . (Punkte summieren und zurückgeben)
}
}
Abbildung 9.8: Ausschnitt aus einem Testtreiber für den dynamischen
Test einer Klasse. Die Inhalte der über TracingFrame-
work.printError() ausgegebenen Fehlermeldungen sind
zur besseren Lesbarkeit ausgeblendet.
eine Methoden aufgerufen. Auch hier erfolgen zur Kontrolle mehrere Vergleiche,




































Abbildung 9.9: Beispielhafte Ausgabe eines Objektdiagramms. Objekte, die zum
Zeitpunkt der Erzeugung des Snapshots bereits vom Garbage Col-
lector entfernt worden sind, werden mit einem roten Rand darge-
stellt.
unerreichter Code grundsätzlich überflüssig sein, oder aufgrund eines bestimmten
Fehlers nicht erreicht werden und damit ursächlich für einen fehlgeschlagenen
Testfall sein. Der Grad der Testabdeckung wird daher auch nicht zur Berechnung
der Punktzahl herangezogen, sondern als reine Zusatzinformation verwendet.
Als weitere Feedbackmöglichkeiten, die nur den Aufgabenautoren angezeigt
werden, kann JACK auch Softwaremetriken berechnen und Aussagen zur Lauf-
zeit einer Lösung machen. Grundsätzlich könnten diese Informationen zwar auch
den Lernenden zur Verfügung gestellt werden, doch bietet JACK derzeit keine
Möglichkeit, diese Informationen sinnvoll in einen Kontext einzubetten und zu
interpretieren. Metriken wie die zyklomatische Komplexität einer Lösung sind
daher momentan eher für Lehrende interessant, um einzelne auffällige Lösungen
































































156 Der Grader JACK
++ + o - - - #Antworten
Einstellung bzgl. der




2008/2009 34% 44% 15% 7% 0% 61
2009/2010 53% 29% 9% 5% 4% 77
2010/2011 26% 43% 25% 5% 2% 61
2011/2012 35% 27% 27% 10% 2% 63
2012/2013 Keine Daten verfügbar
2013/2014 49% 33% 13% 5% 0% 61
Schnitt 40% 35% 17% 6% 2%
Einstellung bzgl. der
Aussage „JACK ist im
Testatbetrieb insgesamt
betrachtet nützlich.“
2008/2009 30% 36% 23% 8% 3% 61
2009/2010 48% 16% 12% 13% 11% 77
2010/2011 34% 38% 16% 10% 2% 61
2011/2012 30% 35% 19% 10% 6% 63
2012/2013 Keine Daten verfügbar
2013/2014 36% 38% 13% 11% 4% 56
Schnitt 36% 32% 16% 11% 6%
Tabelle 9.1: Ergebnisse mehrerer Befragungen der Studierenden zu ihrer grund-
sätzlichen Einstellung zu JACK in den beiden hauptsächlichen Ein-
satzszenarien. Es steht ++ für die volle Zustimmung zur Aussage und
- - für die vollständige Ablehnung.
Fehler, 2% auf strukturelle Fehler und 1% auf Timeouts für mutmaßliche Endlos-
schleifen. Die Kombination verschiedener Feedbackmöglichkeiten ist also auch
tatsächlich effektiv bei der Erstellung vielfältiger Rückmeldungen.
9.6 Zusammenfassung
Nach inzwischen 10 Jahren Einsatzzeit zeigt sich JACK als stabiles System mit
vielfältigen Feedbackmöglichkeiten, das von den Studierenden überwiegend als
hilfreich erachtet wird. Der Aufwand für die Lehrenden bei der Erstellung und
Konfiguration neuer Aufgaben liegt im Durchschnitt höher als bei anderen Sys-
temen, aber dafür sind auch vielfältigere und detailliertere Rückmeldungen mög-
lich. Obwohl ursprünglich nur für Programmieraufgaben in Java entwickelt, ist
die Architektur von JACK so generisch, dass Checker-Module für weitere Pro-
grammiersprachen einfach ergänzt werden können.
Literatur für dieses Kapitel
[D’A15] Mario D’Amico. „Konzeption universeller .NET-Prüfkomponenten
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• Unit-Test-Checker, die vom Übungsleiter vorgegebene JUnit- oder DejaGnu-
Tests gegen den studentischen Code laufen lassen. Haskell-Abgaben wer-
den durch HUnit- und QuickCheck-Tests überprüft.
• Für die Sprache R existiert ein spezieller Checker, der ein bei der Ausfüh-
rung des R-Codes erzeugtes PDF-Dokument abspeichert, damit es später
bei der Begutachtung der Einreichungen betrachtet werden kann.
• Ein generischer Skript-Checker, der es dem Übungsleiter erlaubt, beliebi-
gen Code (etwa Python- oder Bash-Skripte) im Kontext der studentischen
Abgabe laufen zu lassen. Dieser Checker bietet dem Übungsleiter maxi-
male Freiheiten, und einige Übungsleiter nutzen diesen, um mit selbst ent-
wickelten Frameworks aufwendige Akzeptanztests gegen das eingereichte
Programm laufen zu lassen.
Jeder Checker produziert einen Ausgabetext und einen Status, der den Erfolg des
Checkers angibt.
Der Ausgabetext kann dabei entweder reiner Text sein (etwa die Statusmel-
dungen des Compilers) oder HTML-Fragmente. Letzteres erlaubt es insbesonde-
re dem Skript eines Skript-Checkers, ansprechende und interaktive dynamische
Ausgaben zu erstellen.
Der Übungsleiter markiert jeden Checker als zwingend nötig oder optional so-
wie als privat oder öffentlich. Meldet ein zwingend nötiger Checker einen Fehl-
schlag, so werden keine weiteren Checker ausgeführt und die Einreichung wird
gar nicht erst angenommen. So kann erreicht werden, das nicht kompilierender
Code nicht bewertet wird. Die Ergebnisse von privaten Checkern werden dem
Studenten nicht angezeigt, sondern sind nur dem Übungsleiter und dem Tutor
sichtbar.
Über die Funktion, Testabgaben hochzuladen, kann der Übungsleiter die Kon-
figuration der Aufgabe überprüfen.
Die Bewertungsskala für die Aufgabe (z. B. bestanden/nicht bestanden, Schul-
noten, Zahlenbereiche etc.) ist auch konfigurierbar. Auch mehrere Skalen (z. B.
Funktionalität, Stil) können angelegt werden.
Zuletzt legt der Übungsleiter fest, ab wann die Aufgabe für die Studenten sicht-
bar ist und bis wann Einreichungen angenommen werden sollen.
Nach dem Ende der Einreichungsfrist stößt der Übungsleiter einmal die erneu-
te Prüfung aller finalen Abgaben an, bevor die Tutoren die Einreichungen zu se-
hen bekommen. So wird sichergestellt, dass auch bei späteren Verbesserungen der
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Programmieren Abschlussaufgaben WS 2015/2016
Welcome, Joachim Breitner / View Account / Log-out
Rating overview / Admin Panel
Home > Abschlussaufgabe 2 > My solutions > Solution 3
Abschlussaufgabe 2
Al required tests have been passed. Nevertheless there is at least one warning
This is your current final solution.
Results
 Checkstyle: Required Rules : passed
 Checkstyle: Optional Rules : passed
 Checkstyle: Secret Tests : failed (but not required)
 Pakete, Klassen, Methoden Checks : passed
 Java - Compiler : passed
 Öffentliche Tests : failed (but not required)
 Basic Tests : failed (but not required)
+ Bag als erster befehl (0.5p)
Success
+ Colprint befehl einer leeren spalte. (0.5p)
Success
+ Rowprint befehl einer leeren spalte. (0.5p)
Success
+ Einfaches select/place im standard spielfeld. (0.5p)
Failure: Found 2 serious issues
-Select/place und colprint im standard spielfeld. (0.5p)
Description:
Select/Place und Colprint im Standard Spielfeld.
Program execution:
Terminal






Expected call to Terminal.printLine(), but got error message





Expected call to Terminal.printLine(), but got error message
Expected call to Terminal.printLine(), but got call to Terminal.readLine()
colprint 4
# 11 10 # # #
quit




Failure: Found 4 serious issues
+ Select/place und rowprint im standard spielfeld. (0.5p)
Failure: Found 4 serious issues
+ Select/place und colprint im torus spielfeld. (0.5p)
Failure: Found 5 serious issues
+ Select/place und colprint im torus spielfeld. (0.5p)
Failure: Found 6 serious issues
+ Einfaches spiel ohne gewinner nach vier zügen. (0.5p)
Failure: Found 8 serious issues
+ Beispiel aus dem Übungsblatt (0.5p)
Failure: Found 9 serious issues
3 successes 7 failures
 Advanced Tests : failed (but not required)














































































































 * Ball class
 * @author Some Student








    
/**
     * Ball constructor
     * @param size
     *        the size of the ball { big or small}
     * @param color
     *        the color of the ball { black or white}
     * @param shape
     *        the shape of the ball { rectangular or cylindrical}
     * @param density
     *        the density of the ball { hollow or solid}
     * @param name
     *        the reference of the ball








    
/**
     * Color getter method
     * @return color
     *         the color of the ball




    
/**
     * Size getter method
     * @return size
     *         the size of the ball




    
/**
     * Density getter method
     * @return density 
     *         returns the density of the ball




    
/**
     * Shape getter method
     * @return shape
     *         returns the shape of the ball




    
/**
     * Name getter method
     * @return name
     *         the reference number of the ball




    
/**
     * Prints all the details of the ball
















Bal.java Main.java StandardPitch.java TorusPitch.java
Programmieren Abschlussaufgaben WS 2015/2016
Welcome, Joachim Breitner / View Account / Log-out
Rating overview / Admin Panel
Home > Abschlussaufgabe 2 > My solutions > Solution 3
Abschlus fgabe 2
Al required tests have been passed. Nevertheless there is at least one warning
This is your current final solution.
Results
Checkstyle: Reqired Rules : passed
 Checkstyle: Optional Rules : passed
 Checkstyle: Secret Tests : failed (but not required)
 Pakete, Klassen, Methoden Checks : passed
 Java - Compiler : passed
 Öffentliche Tests : failed (but not required)
 Basic Tests : failed (but not required)
+ Bag alserterbefehl (0.5p)
Success
+ Colprint befehl einer leeren spalte. (0.5p)
Success
+ Rowprint befehl einer leeren spalte. (0.5p)
Success
+ Einfaches select/place im standard spielfeld. (0.5p)
Failure: Foud2 serious ssues
-Select/place und colprint im standard spielfeld. (0.5p)
Description:
Select/Place und Colprint im Standard Spielfeld.
Progam execution:
Terminal






Expected call to Terminal.printLine(), but got error message





Expected call to Terminal.printLine(), but got error message
Expected call to Terminal.printLine(), but got call to Terminal.readLine()
colprint 4
# 11 10 # # #
quit




Failure: Found 4 serious issues
+ Select/place und rowprint im standard spielfeld. (0.5p)
Failure: Found 4 serious issues
+ Select/place und colprint im torus spielfeld. (0.5p)
Failur: Found 5 serious issues
+ Select/place und colprint im torus spielfeld. (0.5p)
Failur: Found 6 serious issues
+ Einfaches spiel ohne gewinner nach vier zügen. (0.5p)
Failur: Found 8 serious issues
+ Beispiel aus dem Übungsblatt (0.5p)
Failure: Found 9 serious issues
3 successes 7 failures
 Advanced Tests : failed (but not required)














































































































 * Bll class
 * @author Some Student








    
/**
     * Bll constructor
     * @param sze
     *        he size of the ball { big or small}
 * @param color
             the color of the ball { black or white}
@param shape
      the shape of the ball { rectangular or cylindrical}
@paramdensity
      the density of the ball { hollow or solid}
@paramname









    
/**
     * Color gtter method
     * @retur color






     * Sze getter method
     * @  size






     * Densiy gettr method
     * @  density 






     * Shape getter method
     * @  shape






     * Name getter metod
     * @  name






     * Prints all the details of the ball















Bal.java Main.java StandardPitch.java TorusPitch.java
Programmieren Abschlussaufgaben WS 2015/2016
Welcome, Joachim Breitner / View Account / Log-out
Rating overview / Admin Panel
Home > Abschlussaufgabe 2 > My solutions > Solution 3
Abschlussaufgabe 2
Al required tests have been passed. Nevertheless thereis at least one warning
This is your current final solution.
Results
 Ch ck yle: R quired Rules : pa ed
Checkstyle: Optional Rules : passed
 Checkstyle: Secret Tests : failed (but not required)
 Pakete, Klassen, Methoden Checks : passed
 Java - Compiler : passed
 Öffentliche Tests : failed (but not required)
 Basic Tests : failed (but not required)
+ Bag alserste bef hl (0.5p)
Success
+ Colprint befehl einer leeren spalte. (0.5p)
Success
Rowprint befehl einer eren spalte.(0.5p)
Einfaches slect/place im standardspielfeld. (0.5p)
Failure: Found 2 s ious issues
-Select/plac und colpint im standard spielfeld. (0.5p)
Description:
Select/Place und Colprint im Standard Spielfeld.
Program execution:
Terminal






Expect  call to Terminal.printLie(), but got error message





Expected call to Terminal.printLine(), but got error message
Expected call to Terminal.printLine(), but got call to Terminal.readLine()
colpint 4
# 11 10 # # #
quit




Failure: Found 4 serious issues
+ Select/place und rowprint im standard spielfeld. (0.5p)
Failure: Found 4 serious issues
+ Select/place und colprint im torus spielfeld. (0.5p)
5
clprint im torus spielfeld. (0.5p)
6
Einfaches spiel ohne gewnner nach vier zügen. (0.5p)
8
Bispiel usdemÜbungsbla  (0.5p)
9
3 successs 7 failures
 Advanced Test :failed (bu not required)














































































































 * Ball class
 * @author Some Student








   
/**
     * Bll constructor
     * @param sze
     *        the size of the ball { big or small}
     * @param color
     *        he color of the ball { black or white}
 * @param shape
             the shape of the ball { rectangular or cylindrical}
@param density
      the density of the ball { hollow or solid}
@paramname









    
/**
     * Color getter methd
     * @return color
     *         the color of he ball






     @return size
     *         the size f the ball






     @return density 
     *         returns the density of the ball






     @return shape
     *         returns the shape of the ball






     @return name
     *         the reference number of the ball





Printsall th details of the ball
















Bal.java Main.java StandardPitch.java TorusPitch.java
Programmieren Abschlussaufgaben WS 2015/2016
Welcome, Joachim Breitner / View Account / Log-out
Rating overview / Admin Panel
Home > Abschlussaufgabe 2 > My solutions > Solution 3
Abschlussaufgabe 2
Al required tests have been passed. Nevertheless there is at least one warning
This is your current final solution.
Results
 Checkstyle: Required Rules : passed
 Checkstyle: Optional Rules : passed
 Checkstyle: Secret Tests : failed (but not required)
 Pakete, Klassen, Methoden Checks : passed
 Java - Compiler : passed
 Öff nlic e Tests : fail d (but not equired)
BasicTests : failed (but not required)
+ Bag als erster befehl (0.5p)
Success
+ Colprintbefehl einer lerenspalt. (0.5p)
Success
+ Rowprint befehl einer leeren spalte. (0.5p)
Succss
+ Einfaches select/place im standard spielfeld. (0.5p)
Failure: Found 2 serious issues
-Select/place und colprint im standard spielfeld. (0.5p)
Description:
elect/Place und Colprint mStadrd Spielfeld.
Program execution:
Trminal






Expected cal to Terminal.pintLine(), but got error message






Expected call to Terminal.printLine(), but got call to Terminal.readLine()
colprint 4
# 11 10 # # #
quit




Failure: Found 4 serious issues
+ elect/place und rowprint im standard spielfeld. (0.5p)
Failure: Found 4 serious issues
+ Slect/place und colprint im torus spielfeld. (0.5p)
Failure: Found 5 serious issues
+ Slect/place und colprint im torus spielfeld. (0.5p)
Failure: Found 6 serious issues
+ Einfaches spiel ohne gewinner nach vier zügen. (0.5p)
Failure: Found 8 serious issues
+ Bispiel au dem Üb ngsblatt (0.5p)
9
3succeses 7 failures
 Adv nced Test :fail d(bu not r quired)














































































































 * Ball class
 * @author Some Student








    
/**
   * Bal constructor
   * @param size
   *       the size of the ball { big or small}
    * @param color
     *        the color of the ball { black or white}
   * @param shape
   *       the shape of the ball { rectangular or cylindrical}
   * @param desity
    *        the density of the ball { hollow or solid}
     * @pram name
 *        the reference of the ball

















     * Size gettr method
 * @return size
































    
/*












// TODO Au -generated method stub
0;
}
Bal.java Mai.java StandardPitch.java TorusPitch.java
Programmieren Abschlussaufgaben WS 2015/2016
Welcome, Joachim Breitner / View Account / Log-out
Rating overview / Admin Panel
Home > Abschlussaufgabe 2 > My solutions > Solution 3
Abschlussaufgabe 2
Al required tests have been passed. Nevertheless there is at least one warning
This is your current final solution.
Results
 Checkstyle: Required Rules : passed
 Checkstyle: Optional Rules : passed
 Checkstyle: SecretTest : failed (but not required)
 Pakete, Klassen, Methode Checks : passed
 Java - Compiler : passed
 Öffentliche Tests :failed (butn  required)
BasicTests : failed (but not required)
+ Bag al erster befehl (0.5p)
Success
+ Colprint befehl einer leeren spalte. (0.5p)
Success
+ Rowprint fehl einerl eren spale. (0.5p)
Success
+ Einfaches select/place im standard spielfeld. (0.5p)
Failure: Found 2 serious issues
-Slect/place nd colprint imst ndard spielfeld. (0.5p)
Description:
Slect/Place und Colprintim Stadard Spielfeld.
Program execution:
Term al






Expected call to Terminal.printLine(), but got error message





xpetedcal o Termnal.printLine(), but got error message
Expected call to Terminal.printLine(), but got call to Terminal.readLine()
colprint 4
#11 10 # # #
qui
Sucessfully detected program exit.
>
Time tk : 0.50s
System.in System.out System.err
Failue: Found serious issues
+ Select/place und owprint im standard spielfeld. (0.5p)
Failure: Foun 4 seriousissues
+ Selct/placeund colprint im torus spielfeld. (0.5p)
Failue: Found 5 serious issues
+ Select/place und colprint im torus spielfeld. (0.5p)
Failure: Foun 6 seriousissues
+ Einfachesspiel ohne gewinner nach vier zügen. (0.5p)
Failure: Found 8 serious issues
+ Bispiel au dem Üb ngsblatt (0.5p)
Failure: Found 9 serious issues
3 succeses 7 failures
 Adv nced Test : fail d (but not required)














































































































 * Ball class









    
/**
   * Bal constructor
   * @param size
   *       the size of the ball { big or small}
    * @prm color
     *        the color of the ball { black or white}
     * @param shape
     *        the shape of the ball { rectangular or cylindrical}
     * @param desity
     *        the density of the ball { hollow or solid}
     * @param name
 *        the reference of the ball


























 @return density 






 Shape getter method
  @return shap






 Name getter method
  @return ame



















// TODO Au -generated method stub
0;
}
Bal.java Main.java StandardPitch.java TorusPitch.java
Abblug10.1:Studentische Abgabe mit Testresultaten
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Comment
OO-Modelierung: CommandLine solte normale Instanzmethoden besitzen, weil der Parameter Pitch überal verwendet wird. Spielogik solte von
Kommandozeilenein- und ausgabe getrennt werden
Komplexität: CommandLine:pitch , Pitch::check* sind zu lange, obwohl die Methoden unterteilbar wäre. Schachtelung des Kontrolflusses teilweise zu tief.
Kapselung: Prüfung und Umrechnung von Koordinaten solte im Spielfeld stattfinden, weil nur dort Dimensionen bekannt sein solten.
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   * CommandLine class to catch user interactions/commands
   * Using those commands to calculate stuff about the graph we use
   * 
   * @version 1.0
   * @author Some Student
   */
publicfinalclassCommandLine{
/**
       * The bag command.
       * This command prints which figures we can still use and which
       * we haven't used yet, so the player can see what he can do.
       * Output: A list of unused figures.
       */
publicstaticfinalStringBAG="bag";
      
/**
       * The rowprint command.
       * Printing a whole row of a game field.
       * {@code Input: rowprint <row number>}
       * Output: a chosen row with number of figure or '#' if field is empty.
       */
publicstaticfinalStringROWPRINT="rowprint";
      
/**
       * The colprint command.
       * Printing a whole column of a game field.
       * {@code Input: colprint <row number>}
       * Output: a chosen column with number of figure or '#' if field is empty.
       */
publicstaticfinalStringCOLPRINT="colprint";
      
/**
       * The quit command.
       * Stopping program.
       * Output: Nothing. Just terminating program without any output.
       */
publicstaticfinalStringQUIT="quit";
      
/**
       * The place command.
       * Using this command player can set a figure to a new position on the GameBoard.
       * {@code Input: place <row>;<column>}
       * Output: Returns P1/P2 wins or OK if it was a normal move without win.
       */
publicstaticfinalStringPLACE="place";
      
/**
       * The select command.
       * Using this command player can choose a figure which he wants his enemy to play.
       * {@code Input: select <figure number>}
       * Output: OK if it could be done and an error message otherwise.
       */
publicstaticfinalStringSELECT="select";
      
/**
       * Private constructor to avoid instantiation.
       */
privateCommandLine(){
}
      
/**
       * Helper method which checks the number of required arguments against the number of given ones.
       * The arguments are whitespace-separated.
       * @param given the number of arguments actually provided
       * @param required the number of required arguments
       * @throws SyntaxException thrown if number of given arguments does not match the required one
       */
privatestaticvoidcheckParameterNumber(intgiven,intrequired)throwsSyntaxException{
if(given!=required&&required==2){
thrownewSyntaxException("this command requires exactly 1 parameter to work.");
}
elseif(given!=required&&required==1){
thrownewSyntaxException("this command does not accept any additional parameter, but you provided some."
}
}
      
/**
       * Helper method which checks the arguments for a command for valid argument length
       * @throws SyntaxException if there's something wrong with arguments.
       *         Throws also an exception if there is a ';' at the ending of a command,
       *         this happens because ';' is starting a new parameter, even if it's empty.

















      
/**
       * Helper method which is checking if a string is a positive integer (containing 0).
       * @param str is our string to be checked
       * @return integer if it was as desired.
       * @throws SyntaxException if it's not a number or a negative one.






thrownewSyntaxException("this command expects a positive integer as argument.");
}
}catch(NumberFormatExceptione){




      
/**
       * Helper method which is checking if a string is a integer (containing negative ones).
       * @param str is our string to be checked
       * @return integer if it was as desired.
       * @throws SyntaxException if it's not a integer.










      
/**
       * Reads commands from the command-line and executes them if they are valid.
       * This method runs infinitely until the quit command is called or the game is over
       * @param pitch the pitch to execute the commands on (null not allowed)








              
try{
if(parts.length==0){

































/* check if only enter was pressed */
if(command.trim().length()==0){
thrownewSyntaxException("please enter a command.");
}
else{
/* print error stating the requested command was not found */
thrownewSyntaxException("command \""+parts[0]+"\" not found. "
















      
privatestaticvoidselect(Pitchpitch,String[]args)throwsSyntaxException{
if(pitch.getRound()==-1){




          
/* we don't need to look for 0 < id since it's already done. */
- if(id>15){
+ if(id>15){// Selbsterklärende Konstanten wären hilfreich!













      
privatestaticvoidplace(Pitchpitch,String[]args)throwsSyntaxException{
if(pitch.getRound()==-1){
thrownewSyntaxException("game has been finished. You can't place anything anymore.");
}
  




          






















          
Figuref=pitch.getChosenFigure();
if(f==null){
thrownewSyntaxException("you have to 'select' a figure first.");
}
/* Everything went good. Now let's add them all and check if we got a winner. */
if(!pitch.setChosenCell(row,column)){





/* checking if there's a winning situation.
           * If there's one then we print the winner and end the game by setting -1










          























































Figure.java CommandLine.java* Pitch.java SyntaxException.java PitchTorus.java Main.java
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   * CommandLine class to catch user interactions/commands
   * Using those commands to calculate stuff about the graph we use
   * 
   * @version 1.0
   * @author Some Student
   */
publicfinalclassCommandLine{
/**
       * The bag command.
       * This command prints which figures we can still use and which
       * we haven't used yet, so the player can see what he can do.
       * Output: A list of unused figures.
       */
publicstaticfinalStringBAG="bag";
      
/**
       * The rowprint command.
       * Printing a whole row of a game field.
       * {@code Input: rowprint <row number>}
       * Output: a chosen row with number of figure or '#' if field is empty.
       */
publicstaticfinalStringROWPRINT="rowprint";
      
/**
       * The colprint command.
       * Printing a whole column of a game field.
       * {@code Input: colprint <row number>}
       * Output: a chosen column with number of figure or '#' if field is empty.
       */
publicstaticfinalStringCOLPRINT="colprint";
      
/**
       * The quit command.
       * Stopping program.
       * Output: Nothing. Just terminating program without any output.
       */
publicstaticfinalStringQUIT="quit";
      
/**
       * The place command.
       * Using this command player can set a figure to a new position on the GameBoard.
       * {@code Input: place <row>;<column>}
       * Output: Returns P1/P2 wins or OK if it was a normal move without win.
       */
publicstaticfinalStringPLACE="place";
      
/**
       * The select command.
       * Using this command player can choose a figure which he wants his enemy to play.
       * {@code Input: select <figure number>}
       * Output: OK if it could be done and an error message otherwise.
       */
publicstaticfinalStringSELECT="select";
      
/**
       * Private constructor to avoid instantiation.
       */
privateCommandLine(){
}
      
/**
       * Helper method which checks the number of required arguments against the number of given ones.
       * The arguments are whitespace-separated.
       * @param given the number of arguments actually provided
       * @param required the number of required arguments
       * @throws SyntaxException thrown if number of given arguments does not match the required one
       */
privatestaticvoidcheckParameterNumber(intgiven,intrequired)throwsSyntaxException{
if(given!=required&&required==2){
thrownewSyntaxException("this command requires exactly 1 parameter to work.");
}
elseif(given!=required&&required==1){
thrownewSyntaxException("this command does not accept any additional parameter, but you provided some."
}
}
      
/**
       * Helper method which checks the arguments for a command for valid argument length
       * @throws SyntaxException if there's something wrong with arguments.
       *         Throws also an exception if there is a ';' at the ending of a command,
       *         this happens because ';' is starting a new parameter, even if it's empty.

















      
/**
       * Helper method which is checking if a string is a positive integer (containing 0).
       * @param str is our string to be checked
       * @return integer if it was as desired.
       * @throws SyntaxException if it's not a number or a negative one.






thrownewSyntaxException("this command expects a positive integer as argument.");
}
}catch(NumberFormatExceptione){




      
/**
       * Helper method which is checking if a string is a integer (containing negative ones).
       * @param str is our string to be checked
       * @return integer if it was as desired.
       * @throws SyntaxException if it's not a integer.










      
/**
       * Reads commands from the command-line and executes them if they are valid.
       * This method runs infinitely until the quit command is called or the game is over
       * @param pitch the pitch to execute the commands on (null not allowed)








              
try{
if(parts.length==0){

































/* check if only enter was pressed */
if(command.trim().length()==0){
thrownewSyntaxException("please enter a command.");
}
else{
/* print error stating the requested command was not found */
thrownewSyntaxException("command \""+parts[0]+"\" not found. "
















    
privatestaticvoidselect(Pitchpitch,String[]args)throwsSyntaxException{
if(pitch.getRound()==-1){




          
/* we don't need to look for 0 < id since it's already done. */
- if(id>15) {
+ if(id>15) {// Selbsterklärende Konstanten wären hilfreich!













      
privatestaticvoidplace(Pitchpitch,String[]args)throwsSyntaxException{
if(pitch.getRound()==-1){
thrownewSyntaxExcepton("gamehas beenfinished. Youcan't place anything anymore.");
}
  




          






















         
Figur f=pitch.getChosenFigure();
if(f==nll){
thrownewSyntaxException("you have to 'select' a figure first.");
}
/* Everything went good. Now let's add them all and check if we got a winner. */
if(!pitch.setChosenCll(ow,column)){





/* checking if there's a winning situation.
           * If there's one then we print the winner and end the game by setting -1










         























































Figure.java CommandLine.java* Pitch.java SyntaxException.java PitchTorus.java Main.java
Abbldu 10.2:B utachtungmitKommentaren im Queltext
10.2.4...asSiht desTutors
Die AufgabeeinesTutor ist es, die Abgaben der Studenten in seiner Übungs-
gruppezubeguahen. Dabi können einer Übungsgruppe auch mehrere Tutoren
zugewiesenwer ,diesichd Arb teilen.DerTutor sieht die Ausgabe aler
Checker, auch dr ls pivt markieren, owie den Quelcode des Studenten, mit
ensprechendemSynax-Highligting(Abbldug10.1).DieQuldatien darf er
bearbeiten,etwa mbesimme Coezeiln zu kommentieren oder Verbesserungs-
vorschlägezu mahen. Dem Studenten werden diese Änderung mit entsprechend
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SS 2014 267 26 5 391 101 417 259
Computational Risk and Asset Management (R, Python)
WS 2014 34 3 12 256 55 427 216
WS 2015 21 2 13 173 34 949 202
Programmieren (Java)
SS 2011 90 4 11 380 108 784 286
WS 2011 848 29 10 3 455 5 101 898 1476
SS 2012 203 8 12 807 235 509 291
WS 2012 864 37 11 4 959 1 781 767 359
SS 2013 267 7 7 378 98 041 259
WS 2013 724 27 9 3 623 1 198 904 330
SS 2014 238 5 9 798 204 685 256
WS 2014 798 30 20 7 899 1 377 868 174
SS 2015 212 10 12 1 212 236 248 194
WS 2015 933 29 22 12 210 1 495 461 122
SS 2016 192 8 9 803 200 314 249
Programmieren: Abschlussaufgaben (Java)
SS 2011 105 6 2 84 152 027 1809
WS 2011 855 30 2 972 1 538 585 1582
SS 2012 147 4 2 176 188 556 1071
WS 2012 590 23 2 922 1 076 255 1167
SS 2013 187 7 2 154 96 171 624
WS 2013 391 20 2 596 673 590 1130
SS 2014 126 11 2 187 167 701 896
WS 2014 397 24 2 703 949 137 1350
SS 2015 133 8 2 222 189 844 855
WS 2015 453 17 2 797 1 053 362 1321
Theorembeweiser: Anwendungen in der Sprachtechnologie (Isabelle)
SS 2013 29 1 7 51 20 788 407
SS 2016 18 2 6 53 15 472 291
LOC: lines of code der Abgaben,  pro Task, beinhaltet Leer-, Kommentarzeilen.
Stand der Zahlen für SS 2016: 10.06.2016.




































170 Der Grader Praktomat
5 × 8 × 30 = 1200 Arbeitsstunden – was, verglichen mit typischen Industrie-
kennzahlen, sehr wenig ist für ein Produkt von 10000 LOC. Alle Teams erzielen
zumeist glänzende Ergebnisse mit Industriequalität (auch in der GUI), und preisen
ihre Projekte in ihrem CV, im Internet und anderswo an.
Möglich ist das nur durch die mittels Praktomat erworbenen Vorkenntnisse in
Programmieren. Frühere PSE-ähnliche Veranstaltungen des Lehrstuhl Snelting
hatten klassische „manuelle“ Programmierkurse als Vorstufe, so dass bei wei-
tem nicht die Größe und Professionalität von PSE-Projekten erreicht wurde. Ent-
scheidend ist die stringente Qualitätssicherung durch das automatische Testen.
Der Lehrstuhl Snelting erhielt für die Einführung von PSE den Fakultätslehrpreis.
Systemakkreditierung. Ein interessanter, „politischer“ Nebeneffekt des Ein-
satzes von Praktomat ergab sich 2014 im Zuge der Systemakkreditierung des
KIT-Informatikstudiengangs. Die Frauenbeauftragte hatte festgestellt, dass sich
die durchschnittlichen Bachelorabschlussnoten von Männern und Frauen um ca.
0,25 Notenpunkte unterscheiden, und dafür eine (bewusste oder unbewusste) Dis-
kriminierung von Studentinnen durch die Dozenten verantwortlich gemacht. Da
„Programmieren“ die größte Veranstaltung der KIT Informatik ist, wurden Daten
aus Praktomat zur Überprüfung dieser Behauptung analysiert. In der Tat schnitten
in den Jahre 2008 – 2010 Frauen durchschnittlich ca. 0,3 Notenpunkte schlechter
in „Programmieren“ ab. In diesen Jahren wurden Aufgaben strikt anonymisiert
bewertet. Es war den Bewertern definitiv unmöglich, das Geschlecht (oder ande-
re Eigenschaften) der Teilnehmer zu erkennen: Praktomat zeigte keinerlei Infor-
mationen zu Einreichern an, und Einreichungen, die Hinweise auf den Autor im
Quelltext enthielten, wurden zurückgewiesen.
Ab 2011 konnten die Bewerter (auf Wunsch des damaligen Dozenten) die Na-
men der Einreicher sehen. Daraufhin glichen sich die Durchschnittsnoten von
Männern und Frauen in „Programmieren“ an. Da der Schwierigkeitsgrad der Auf-
gaben und die Bewertungskriterien gleich blieben (insbesondere wird weiterhin
vollautomatisch getestet) war gezeigt, dass es entweder ab 2011 eine signifikan-
te Veränderung in der Erstsemesterpopulation gab, oder dass die Betreuer Frauen
(bewusst oder unbewusst) besser bewerten als Männer. Die Frauenbeauftragte zog
daraufhin ihre Behauptung zurück.
Plagiatsversuche. Ein anderes, offenes Problem sind Betrugsversuche. Zwar
erkennt JPlag zuverlässig Plagiate, insbesondere Kopien und Varianten von ein-
gereichten Programmen (weil z. B. ein Teilnehmer das Programm abgeschrieben
hat); auch geänderte Variablennamen oder THEN-ELSE Vertauschungen nützen


























































































































































































































































11.4 Technische Architektur 179
Abbildung 11.1: Ein LMS kann Graja wahlweise als LocalClient über die Kom-
mandozeile (links) oder über einen von der Middleware Grappa
angebotenen Webservice starten (rechts).
11.4 Technische Architektur
Graja ist in Java implementiert und wurde bisher auf verschiedenen Windows-
und Linuxsystemen genutzt. Graja ist als eigenständiges Programm konzipiert,
das über Schnitstelen an verschiedene LMS angebunden werden kann. Zur Aus-
führung wird ein Java Development Kit (JDK; Java SE 7 oder höher) benötigt
(vgl. Abbildung 11.1). Zunächst kann Graja einfach auf der Kommandozeile mit
Dateieingaben gestartet werden (SchnitsteleCmdlineStarter). Eine Dateieingabe
besteht aus einer sogenanntenFrontendRequest-Datei, welche die Aufgabendatei9
task.zipund die Einreichungsubmission.zipenthält. Die Bewertungsergebnisse
stelt Graja nach Abschluss der Bewertung als Ausgabedateien bereit. Auf der Ba-
sis der SchnitsteleCmdlineStarterwurde Graja in die LMS-Eigenentwicklung
ppkmder Hochschule Hannover eingebunden. Außerdem besitzt Graja eine Java-
APIWithinJVMStarter, die zur Einbindung in die Middleware Grappa (vgl. Kapi-
tel 23 und [GHW15]) genutzt wurde, welche wiederum als Webservice beispiel-
haft in das LMS Moodle integriert wurde (vgl. Kapitel 18 und [Stö+14]). Graja
ist interoperabel durch die zur Wahl stehenden Schnitstelenformate XML, JSON
oder Java-Objekte. XML bzw. JSON werden an der SchnitsteleCmdlineStarter
erwartet, Java-Objekte an der SchnitsteleWithinJVMStarter.
9 Im Fale eines multi request sind mehrere Aufgabendateien in einemFrontendRe-
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Attributes in class Student should be private JUnit wrong 0.00 4.00
Variable naming conventions PMD wrong 0.00 2.00
Fields (attributes) should be at the start of the class PMD   2.00 2.00
Comments needed in front of methods and classes PMD   2.00 2.00




Should reject illegal matriculation number JUnit wrong 0.00 5.00
  0.00 5.00
Total scores 4.00 30.00
Abbildung 11.2: Beispielfeedback von geringer Detailtiefe für Studierende
 
Functional correctness. Score: 0.00/10.00
Wrong. Should have a functionally correct constructor and toString method. Score: 0.00/10.00
Output of new Student("John", 79205).toString();
Expected and observed behaviours differ.
Expected Observed
1 John (79205) <D> John 79205 1
Legend: <D>=difference
Maintainability. Score: 4.00/15.00
Wrong. Attributes in class Student should be private. Score: 0.00/4.00
There are at least 2 non-private attributes in de.hsh.Student.
Wrong. Variable naming conventions. Score: 0.00/2.00
Variables should be named conventionally.
Variables should start with a lowercase character, 'Matrn' starts with uppercase character.
Student.java
10 : public Student(String Name, int Matrn) throws Exception {
Variables should start with a lowercase character, 'Name' starts with uppercase character.
Student.java
10 : public Student(String Name, int Matrn) throws Exception {
Delayed - Non-automated activity. Code should be readable. Score: 0.00/5.00
A grading assistant will manually assign scores for readability of your code. - The evaluation and grading of this aspect is a
human activity.
Reliability. Score: 0.00/5.00
Wrong. Should reject illegal matriculation number. Score: 0.00/5.00
Your constructor should reject an illegal matriculation number with an IllegalArgumentException (observed: Exception).
1 von 1 21.10.2016 22:59




















































































public class Grader extends AssignmentGrader {
private static final String VALID_NAME= "John";
private static final int VALID_MATRN= 79205;
private static Class<?> submission;
@BeforeClass public static void setupClass() {
submission= getPublicClassForName("de.hsh.Student");
}
@Test public void attributesShouldBePrivate() {
Support.assertAllAttributesArePrivateOrClassConstants(submission);
}
private String toString(Object student) {
return ReflectionSupport.invoke(student, String.class, "toString");
}
@Test public void shouldRejectIllegalMatrn() {
final int illegalMatrn= -55;
try {
ReflectionSupport.createEx(submission, VALID_NAME, illegalMatrn);
org.junit.Assert.fail("Your constructor should reject "+illegalMatrn+
" as matriculation number");
} catch (IllegalArgumentException ex) {
} catch (Exception ex) {
org.junit.Assert.fail("Your constructor should reject an illegal "+




@Test public void shouldReturnString() {











Abbildung 11.4: Gekürzter Inhalt von Grader.java
<?xml version="1.0"?>
<ruleset name="Simple rules" ...>
<description>A few simple rules</description>
<rule ref="rulesets/java/naming.xml/VariableNamingConventions">










<description>Leading comments are required before a class and ...</description>
</rule>
</ruleset>



















































































188 Der Grader Graja
tet sich an, dass Studierende von „Bindestrich-Studiengängen“ etwas weniger
stark vom Feedback des Autobewerters profitieren können.
Fragestellung Ergebnisse
L1 L2 L3
Wie hilfreich war für Sie das automatisierte Feedback zu Ih-
ren Aufgabenlösungen (1=sehr / 5=nicht hilfreich)?
2,0 2,1 2,3
Führte der Graja-Einsatz dazu, dass Sie Fehler im Code Ihrer
Lösung leichter erkennen konnten? (1=ja, 5=nein)?
1,8 2,0 2,7
Tabelle 11.5: Kurzevaluierung des Autobewerters Graja seit 2014 in drei Erst-
semesterlehrveranstaltungen der Hochschule Hannover. L1: Ange-
wandte Informatik (WS 2014/15, N=72), L2: Angewandte Informa-
tik (WS 2015/16, N=63), L3: Med. Informationsmanagement (WS
2015/16, N=56). Ergebnisse sind Mittelwerte der von Studierenden
gegebenen Antworten.
11.8 Zusammenfassung
Verglichen mit anderen Autobewertern für Java-Programme ist Graja noch rela-
tiv jung, bietet jedoch innovative Ansätze zur Feedbackgestaltung und ist durch
seine Schnittstellen sehr gut für die Einbindung in fremde Kursverwaltungswerk-
zeuge vorbereitet. Da Graja weit verbreitete Softwareentwicklungswerkzeuge wie
JUnit und PMD einsetzt, ist der Einarbeitungsaufwand für mit diesen Werkzeugen
vertraute Aufgabenautoren relativ klein.
Die automatisierte Bewertung von Java-Programmen mit Graja ist Gegenstand
intensiver Forschungsbemühungen. In Zukunft ist geplant, die Bewertungsmög-
lichkeiten von Graja auszudehnen. So sollen Bewertungen ohne Internetzugang,
internationalisierte Aufgaben und parametrierte Aufgaben als Grundlage einer zu-
fallsbasierten Erzeugung gleichwertiger aber im Detail unterschiedlicher Aufga-
ben ermöglicht werden. Zudem ist geplant, die didaktischen Handlungsspielräume
durch Maßnahmen wie Strafpunkte für mehrfache Einreichungen, Hinzubuchung
































12 Der Grader aSQLg
Felix Heine und Carsten Kleiner
Zusammenfassung
In diesem Kapitel beschreiben wir das Konzept sowie Implemen-
tierungsdetails des Graders aSQLg, der zur Bewertung von SQL-
Aufgaben verwendet wird. Zielgruppe der Software sind Studierende
in typischen Datenbankvorlesungenen, die im Rahmen der Veranstal-
tung SQL lernen. Das aSQLg-System ermöglicht es zum einen dem
Dozenten bzw. der Dozentin, Aufwand bei der Korrektur von Übungs-
arbeiten einzusparen, zum anderen unterstützt das System die Studie-
renden beim Erlernen von SQL, da es möglich ist, die gleiche Aufgabe
mehrfach abzugeben und dabei mit Hilfe der Rückmeldungen des Sys-
tems die Antwort kontinuierlich zu verbessern.
12.1 Einleitung und Motivation
Das Beherrschen der Sprache SQL ist, neben der Modellierung, ein wichtiges Ziel
von Einführungsvorlesungen im Bereich Datenbanken. Die automatische Bewer-
tung von Modellierungsaufgaben erscheint schwierig, wohingegen dies für SQL-
Aufgaben gut von Gradern übernommen werden kann. In Einführungsveranstal-
tungen ist dies besonders wünschenswert, da hier normalerweise große Gruppen
unterrichtet werden und die Heterogenität besonders ausgeprägt ist.
Der Grader aSQLg verfolgt daher zwei Hauptziele: zum einen soll er die Stu-
dierenden im Lernprozess unterstützen, indem eine Aufgabe ggf. mehrfach und
mit Hilfe von Hinweisen des Systems bearbeitet werden kann, und zum anderen
soll das Lehrpersonal bei der Korrektur großer Mengen von Aufgabenzetteln ent-
lastet werden. Zusätzlich können die Studierenden zeit- und raumunabhängig die
Aufgaben bearbeiten.
Der Einsatz von aSQLg beschränkt sich aber nicht auf Einführungsvorlesungen.
Auch in späteren Veranstaltungen kann das System gut verwendet werden, wenn
bestimmte SQL-Features unterrichtet werden oder zur Wiederholung in Veran-










































































































12.3 Konzept zur automatisierten Bewertung von SQL-Aufgaben 195
der Dozent die optionalen Prüfschritte verwendet. Je nach Konfiguration muss der
Dozent die Studierenden über den geforderten Dialekt informieren.
Der genaue technische Ablauf der Syntaxprüfung ist abhängig von der Zielda-
tenbank. Im Falle von Oracle wird die Syntaxprüfung und die Kostenprüfung in
einem Schritt durchgeführt, indem der Ausführungsplan angefordert wird. Wenn
dieser nicht erstellt werden kann, wird das Statement als syntaktisch fehlerhaft
zurückgewiesen. Für andere DBMS-Typen kann diese Prüfung angepasst werden.
Die Kostenprüfung dient im Wesentlichen dazu, ggf. fehlerhafte Statements ab-
zuweisen, die beim Prüfen zu viel Last auf der Datenbank erzeugen würden. Da-
zu kann in der Konfiguration eine absolute oder eine relative Kostenobergrenze
hinterlegt werden. Die relative Obergrenze bezieht sich auf die Kosten der Mus-
terlösung. Wenn die Obergrenze überschritten wird, wird die Korrektheitsprüfung
übersprungen, um das Prüfsystem nicht zu überlasten. Für die Kosten können auch
Punkte vergeben werden, wenn z. B. mit Hilfe von Optimizer-Hints effizientere
Lösungen möglich sind und dies Ziel der Aufgabe ist.
Im nächsten Schritt wird die Korrektheit des Statements ermittelt. Kern dieser
Prüfung ist ein Ergebnisvergleich der studentischen Lösung mit der Musterlösung,











































































198 Der Grader aSQLg
SELECT first_name || ’ ’ || last_name name,
TO_NUMBER(TO_CHAR(hire_date, ’YYYY’)) hired
FROM hr.employees
ORDER BY hired, last_name;
Wir beschreiben jetzt ein vereinfachtes Protokoll eines Studenten, der die Aufgabe




order by Hire_Date, Last_Name;
Die Syntaxprüfung des Graders schlug fehl. Als Teil des Ergebnisberichts wurde
auch die Datenbankfehlermeldung von Oracle ausgegeben:
\texttt{ORA-00904: "YEAR": invalid identifier.}}
Aufgrund der fehlerhaften Syntax wurden alle weiteren Prüfungen übersprungen.
Im nächsten Schritt hat der Student den Syntaxfehler korrigiert:
... to_char(Hire_Date, ’YYYY’) ...
Da der Syntaxcheck jetzt erfolgreich war, konnte aSQLg die nächsten Schritte
durchführen. Die Kostenprüfung war in diesem Fall unkritisch. Als erster Teil der
Korrektheitsprüfung wurden die Spalten vergleichen. Die Spaltenanzahl war zwar
wie erwartet zwei, aber die Typprüfung schlug für die Datumsspalte mit folgender
Meldung fehl:
Datatype of column 2 is wrong.
Expected: NUMBER, your solution: VARCHAR2.
Dies veranlasste den Studenten zu folgender Modifikation:
... to_number(to_char(Hire_Date, ’YYYY’)) ...
Die Änderung war erfolgreich, und somit konnte aSQLg die Spaltenprüfung er-
folgreich beenden. Zeilenanzahl und Dateninhalte waren ebenfalls korrekt. Aller-
dings waren die Zeilen noch nicht wie erwünscht sortiert, da die Musterlösung
nach Jahr und nicht nach dem gesamten Datum sortiert war. In der letzten Einsen-































































Datenbankschemas, auf denen der SQL-Code auszuführen ist, ist bisher nicht im-
plementiert, da das Konzept von aSQLg eine Pflege dieser Daten direkt in der
entsprechenden Zieldatenbank vorsieht.
Insgesamt umfasst der Bearbeitungsprozess aus Sicht der Lehrenden die fol-
genden Aufgaben:
• Anlegen des für die Aufgaben zu verwendenden Datenbankschemas und
Import der Daten direkt auf der Ausführungsdatenbank (meist nur einmal
pro Veranstaltung).
• Anlegen der häufig zu verwendenden Konfigurationsinformationen in der
aSQLg-GUI und Speicherung dieser Informationen in der Datenbank
(Grundkonfiguration in wenigen Fällen pro Veranstaltung).
• Anlegen von Aufgabentexten, Musterlösungen und spezifischen Konfigu-
rationen für jede Aufgabe in der aSQLg-GUI; dieser Prozess kann iterativ
mit Test der Ausführung aus der GUI heraus erfolgen. Am Ende wird die
erstellte Aufgabe gespeichert.
• Anlegen einer Aufgabe im LMS und Hochladen der zuvor gespeicherten
Aufgaben- und Konfigurationsdatei (für jede Aufgabe).
• Optional: Nutzung der Auswertungsfunktionalitäten des LMS, um die Er-
gebnisse der Lernenden zu einer Aufgabe bewerten und berücksichtigen zu
können.
Für die Lernenden stellt sich eine aSQLg-Aufgabe im LMS analog zu anderen
Aufgaben im LMS dar, so dass eine einfache Bedienung für die Studierenden in
der ohnehin gewohnten Umgebung möglich ist.
12.6 Ausblick
In diesem Abschnitt beschreiben wir geplante Erweiterungen des Systems. Da-
zu gehört das Thema Plagiatsprüfung, die Verfeinerung der Bewertung und des
Feedbacks, sowie die Unterstützung von weiteren Typen von SQL-Befehlen.
Wie oben beschrieben, gibt es derzeit in aSQLg keine Plagiatsprüfung. Da das
System jedes Statement individuell prüft, ist dies auch im derzeitigen Rahmen
nicht lösbar, bzw. würde die persistente Speicherung der bisherigen Lösungen
erfordern. Eine weitere Schwierigkeit ergibt sich insbesondere bei einfachen Auf-
gaben. Diese haben häufig nur eine bzw. wenige sinnvolle Lösungen, so dass eine
Plagiatsprüfung zu häufig anschlagen würde.
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Wir bevorzugen daher eine Lösung auf Basis der Individualisierung von Auf-
gaben. Die Grundidee ist dabei, dass Aufgaben mit Platzhaltern variabel gestaltet
werden. Ein neues Modul kann dann auf Basis einer solchen Vorlage eine konkrete
Aufgabe generieren, wobei z. B. Konstanten verändert werden, Abfragen verän-
dert werden oder sogar andere Spalten genutzt werden. Der Aufgabentext wird
entsprechend angepasst. Der eigentliche Bewertungsprozess läuft dann identisch
ab, nur kann aufgrund der Veränderungen keine Lösung mehr kopiert werden. Ne-
ben der Verhinderung von Plagiaten hat diese Lösung den weiteren Vorteil, dass
Studierende zum Üben weitere Variationen einer Aufgabe anfordern können.
Auch wenn der Bewertungsprozess schon verschiedene Teilprüfungen durch-
läuft, ist eine weitere Verfeinerung denkbar. Zum einen könnten über einen seman-
tischen Vergleich weitere Hinweise zur Verbesserung erzeugt werden. So könnte
z. B. erkannt werden, dass das Statement im Prinzip korrekt ist, allerdings in ei-
nem Vergleich fälschlicherweise „<“ statt „<=“ verwendet wurde. Diese Analysen
könnten neben dem verbesserten Feedback an die Studierenden auch zur weiteren
Verbesserung der Abstufung der Bewertungen genutzt werden, mit dem Ziel, dass
jede schrittweise Verbesserung auch mehr Punkte erzielt und damit zur Motivation
der Studierenden beiträgt.
Aktuell unterstützt aSQLg nur SQL-Abfragen. Wir haben bereits ein Konzept
zur Erweiterung auf DML- und DDL-Kommandos erarbeitet. Dies würde es er-
möglichen, z. B. „CREATE TABLE“- oder „INSERT“-Anweisungen zu prüfen.
Dies erfordert jeweils ein gleiches initiales Schema vor der Bewertung, welches
im Anschluss wieder bereinigt werden muss. Ansätze sind bereits prototypisch
realisiert worden, diese müssen jedoch noch erweitert und vervollständigt wer-
den. Insbesondere ist das bisher eingesetzte Sicherheitskonzept entsprechend zu
erweitern bzw. verbessern.
12.7 Zusammenfassung
In diesem Kapitel haben wir das Konzept von aSQLg vorgestellt. Kern von aSQLg
ist ein Bewertungsmodul, welches studentische Lösungen für SQL-Abfragen be-
wertet und ggf. Hinweise zur Verbesserung der Lösung erstellt. Die Bewertung
wird dabei anhand der folgenden Kriterien vorgenommen: syntaktische Korrekt-
heit, Effizienz, Korrektheit des Ergebnisses und Stil des SQL-Statements. Der
genaue Ablauf der Prüfung und die Punktevergabe sind konfigurierbar. Optional
können über Filter bestimmte Lösungen verboten werden. Die Prüfung läuft so ab,




















































































































































































































210 Der Grader GATE
eines falsch gewählten Dateinamens nicht ausführbar sind. Ebenso ist es möglich
Archive, bestehend aus mehreren Dateien, hochzuladen, die bei entsprechender
Konfiguration automatisch entpackt werden. Zudem lässt sich angeben, welche
Dateien für einen Tutor automatisch in der Ansicht für Bewertung und Korrektur
einer Abgabe hervorgehoben werden sollen.
Das GATE-System lässt neben Einzelabgaben auch Abgaben in Gruppen zu.
Die maximale Größe einer Abgabegruppe kann dabei vom Betreuer einer Veran-
staltung für jede Aufgabe konfiguriert werden.
Weiterhin kann für eine Aufgabe definiert werden, in welchem Zeitraum eine
Abgabe einer Lösung in GATE möglich ist. Innerhalb des festgelegten Abgabe-
zeitraums lassen sich Abgaben stets erweitern bzw. eingereichte Dateien durch
überarbeitete/korrigierte Versionen beliebig oft ersetzen. Dies ist u. a. notwendig,
um Studierenden eine sinnvolle Nutzung der bereits erwähnten Self-Assessment
Funktionalität zu ermöglichen.
Betreuer einer Veranstaltung können optional für jede Aufgabe erlauben, dass
von Studierenden für die Lösung einer Aufgabe erstellte Dateien auch von Tuto-
rinnen und Tutoren in das GATE-System hochgeladen werden können. Dies kann
z. B. dann hilfreich sein, falls Studierende, die das System zum ersten Mal ver-
wenden, auf Probleme beim Dateiupload stoßen oder aus Kulanz eine Abgabe in
Einzelfällen auch nach der Abgabefrist erlaubt wird.
Spezifikation der Punktevergabe Für jede Aufgabe lässt sich die maximal zu
erreichende Punktzahl definieren sowie festlegen, ob nur volle Punkte oder auch
halbe Punkte, viertel Punkte etc. vergeben werden können. Zudem kann bestimmt
werden, wann Studierende für ihre Abgaben zu einer Aufgabe die jeweils verge-
benen Punkte im GATE-System angezeigt bekommen. Die Übersicht über die er-
reichten Punkte kann entweder manuell oder automatisch zu einem vorgegebenen
Zeitpunkt für die Studierenden sichtbar geschaltet werden. Die Wahl der erstge-
nannten Option bietet sich an, wenn eine erfolgreiche persönliche Abnahme einer
Lösung durch Tutorinnen/Tutoren erforderlich ist, damit den jeweiligen Studie-
renden die für ihre Lösungen bereits im System eingetragenen Punkte zugespro-
chen werden. Bei letztgenannter Option werden die Punkte für alle Studierenden
gleichzeitig sichtbar.
In einem zweiten Schritt können für eine anzulegende Aufgabe beliebig viele
Bewertungskategorien/-kriterien hinzugefügt werden (inkl. Kategorien für Bonus-
punkte), für die sich jeweils die maximal zu erreichenden Punkte festlegen lassen.
Außerdem besteht die Möglichkeit, Musterlösungsdateien, die nur für Tuto-
rinnen und Tutoren bzw. Betreuer der jeweiligen Veranstaltung einsehbar sind so-
wie Dateien, die Studierenden zur Bearbeitung einer Aufgabe bereitgestellt wer-























































































































































































































+maxSubmitters: Integer = 1
+maxsize: Long = 10485760
+minPointStep: Integer = 50
+filenameRegexp: String
+archiveFilenameRegexp: String
+showTextArea: Boolean = false
+featuredFiles: String
+tutorsCanUploadFiles: Boolean = false
+alowSubmittersAcrossGroups: Boolean = false
























+timesRunnableByStudents: Integer = 0
+timeout: Integer = 5
+forTutors: Boolean = false
+testTitle: String
+testDescription: String
+needsToRun: Boolean = true




































+minimumDiferenceInPercent: Integer = 50









































































































































































220 Der Grader GATE
Lösungen mit durchgeführtem Test im Schnitt zu 52% korrekt waren und Lösun-
gen ohne durchgeführtem Test im Schnitt zu 18%.
Bezüglich der Plagiatstests, die bei Abgaben zu Java-Programmieraufgaben
durchgeführt wurden, wurde von den befragten Tutorinnen und Tutoren der
Plaggie-Test als am nützlichsten empfunden (Bewertung im Schnitt 4,3 auf einer
Skala von 1 bis 5, wobei 5 besser ist), der Levenshtein-Test und der Normalized-
Compression-Distance-Test dagegen als weniger nützlich (durchschnittliche Be-
wertung jeweils 2,8 auf einer Skala von 1 bis 5).
Die befragten Tutorinnen und Tutoren bescheinigten, dass durch die zur Verfü-
gung gestellten Funktionen des GATE-Systems der manuelle Korrektur- und Be-
wertungsaufwand verringert werden kann.
Einige der eingereichten Lösungen (201 Lösungen von 1031 Lösungen) wiesen
nur kleinere Fehler auf (z. B. Tippfehler, Packages falsch). Die auf diese Lösun-
gen angewendeten Syntax-/Compile-Tests bzw. Tests auf die logische Korrektheit
von Java-Programmen schlugen folgerichtig fehl, da die abgegebenen Programme
aufgrund der vorhandenen Fehler nicht kompilierbar waren. Die Abgaben wurden
nach manueller Kontrolle der Tutorinnen und Tutoren trotzdem mit der vollen
Semester Veranstaltungen Betreuer Tutoren Studierende
SS 2016 2 4 5 164
WS 2015/2016 3 7 14 421
SS 2015 2 6 5 218
WS 2014/2015 2 3 13 399
SS 2014 2 6 7 185
WS 2013/2014 2 3 15 342
SS 2013 3 6 6 107
WS 2012/2013 2 4 18 376
SS 2012 3 7 1 113
WS 2011/2012 2 5 18 521
SS 2011 2 4 3 87
WS 2010/2011 1 2 12 341
SS 2010 1 2 2 45
WS 2009/2010 1 2 12 317
Gesamt 28 61 131 3636
Durchschnitt 2 4 9 259




































































































































226 Der Grader VEA
kann das Ergebnis auch bei diesen Aufgaben von Lehrenden nachträglich über-
schrieben werden.
Immer dann, wenn freie Texteingaben erwartet werden (und dies gilt bereits
bei Lückentextaufgaben), ist für die Beurteilung aber ein gewisses Verständnis
der Aufgabe notwendig, zumindest dann, wenn von der vorgegebenen Muster-
lösung abgewichen wird. Aber auch bei diesen Aufgaben lässt sich die Korrek-
tur und Bewertung von automatischen Systemen zumindest unterstützen. So hilft
bereits das Herausfiltern klarer Standardfälle, einen erheblichen Teil des Zeitauf-
wandes einzusparen, etwa wenn auf der einen Seite Musterlösungen erkannt und
auf der anderen Seite eindeutige Fälle der Nichtbeantwortung herausgefiltert wer-
den können. Programmieraufgaben nehmen eine Sonderstellung ein. Zum einen
handelt es sich um Aufgaben, die sich weitgehend wie Freitextaufgaben verhalten.
Zum andern gibt es aber starke formale Restriktionen an die eingegebenen Texte:
Sie müssen als Programmcode fehlerfrei kompilierbar sein und sie müssen das
geforderte Programmverhalten produzieren. Die Korrektur und Bewertung von
Programmieraufgaben ist normalerweise noch erheblich aufwändiger als bei Frei-
textaufgaben, insbesondere dann, wenn sie Fehler enthalten. Eine Unterstützung
bei diesen Aufgaben ist also sehr hilfreich, aber wegen der Komplexität solcher
Aufgaben auch entsprechend schwierig. Genau hier liegt ein Schwerpunkt der
Vips-Entwicklung: die automatische Auswertung von Programmieraufgaben, mit
dem Ziel, demjenigen, der die Aufgaben stellt und beurteilen muss, möglichst viel
Arbeit abzunehmen. Darüber hinaus ermöglicht Vips Übungen und Klausuren für
die Studierenden in einem Selbsttestmodus anzubieten.
Vips stellt für Programmieraufgaben eine Runtime-Umgebung mit einer einfa-
chen GUI zur Verfügung. Dies ermöglicht den Kursteilnehmern, die Aufgaben oh-
ne lokale Installationen der Programmiersprachen zu lösen. Allerdings stehen in-
teraktive Debug-Möglichkeiten in einer solchen Umgebung nicht zur Verfügung.
Es kann daher auf eine lokale Installation der Programmiersprachen vor allem bei
komplexen Aufgaben nicht immer verzichtet werden. Um lokale Installationen
zum Aufgabenlösen benutzen zu können, gibt es Up- und Download-Möglich-
keiten für die Aufgaben. Die Runtime-Umgebung steht auch für die Aufgaben-
korrektur zur Verfügung. Zusammen mit einem vorgegebenen Default-Aufruf der
Hauptfunktion eines Programms ermöglicht dies sowohl dem Kursteilnehmer als
auch dem Korrekteur sich mit einem Mausklick einen ersten Überblick über die
Lauffähigkeit der Lösung zu verschaffen.
Zur Unterstützung der Bewertung dieser Programmieraufgaben gibt es ein ei-
genes Servermodul VEA (Vips-Evaluation-Assistent), das auf einem vom StudIP/
Vips-System getrennten Rechner läuft. Die Kommunikation zwischen StudIP/Vips







































































230 Der Grader VEA
list Es wird eine Liste der verfügbaren Services zurückgegeben. Zurzeit ist nur
der Service Prolog und Lisp komplett realisiert. Haskel, Oktave und R sind nur
rudimentär vorhanden.
hash Es werden vier MD5-Hash-Werte zurückgegeben, die den vier Codenor-
malisierungen (s. u.) entsprechen. Diese Werte können in Vips benutzt werden, um
Ähnlichkeiten zwischen den Lösungen unterschiedlicher Teilnehmer zu erkennen.
So kann z. B. festgestellt werden, ob eine Lösung schon als Lösung eines anderen
Teilnehmers korrigiert wurde.
query Der Auswertungsmodus query wertet das qry-Feld relativ zum Inhalt des
Lösungsfeldes aus. In Prolog enthält qry ein Ziel (Goal), d. h. einen logischen
Ausdruck, der bewiesen werden soll. Bei funktionalen Sprachen wie Lisp enthält
qry einen Funktionsaufruf. Der Ergebnistext (z. B. das Compiler-Protokoll und
das Ergebnis der Ausführung, falls das Programm syntaktisch fehlerfrei war) wird
an Vips übertragen und ausgegeben. Im Falle einer Fehlermeldung oder einer War-
nung wird zusätzlich der mit Zeilennummern versehene Code ausgegeben, um die
Fehlersuche zu erleichtern. Damit wird eine rudimentäre Entwicklungsumgebung
realisiert, in der Programmentwürfe und Lösungsansätze getestet werden können.
eval Der Auswertungsmodus eval testet die abgegebene Lösung und versucht,
eine automatische Bewertung durchzuführen. In diesem Modus liefert VEA im
Wesentlichen zwei Zahlen s (score) und v (validity) zwischen 0 und 1 zurück.
v = 1 bedeutet, dass eine valide Bewertung vorgenommen werden konnte. s = 0
bedeutet in diesem Fall, dass die Lösung vollkommen falsch ist und s = 1 ent-
sprechend, dass sie vollkommen richtig ist (z. B. wenn sie mit einer Musterlösung
übereinstimmt). Eine Überprüfung durch einen Korrekteur sollte in diesem Fall
nicht notwendig sein.
Werte von v kleiner 1 deuten darauf hin, dass keine sichere Bewertung vorge-
nommen werden konnte, der Score s also nur ein Anhaltspunkt für den Korrekteur
sein sollte. Es stehen mehrere Testverfahren zur Verfügung. VEA iteriert die bei-
den folgenden Verfahren jeweils über alle Musterlösungen m.
• Vergleich der Ergebnisse der eingereichten Lösung und der Musterlösung
bei verschiedenen Eingaben („black box“-Test). Der Auswertungsmodus
eval integriert den Lösungsfeldinhalt und die Musterlösung zusammen mit
einem Stückchen Testcode in ein Programm, das die Ergebnisse des Lö-
sungsvorschlags und der Musterlösungen vergleicht. Die Werte für s und v
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bezüglich der lexikalischen Ordnung.
Für jede Aufgabe kann festgelegt werden, ob nur der Lösungsmengenvergleich,
nur der Textvergleich oder eine Kombination von beiden (Default) in die endgül-
tigen Werte von s und v eingehen, die zur Berechnung eines Bewertungsvorschla-
ges benutzt werden. Diese relativ groben heuristischen Verfahren zur Berechnung
der Werte s und v haben sich insbesondere für Prolog als durchaus brauchbar
erwiesen.
Es ergibt sich folgende grobe Interpretation der Werte s und v:
v = 1 Die Lösung konnte sicher bewertet werden. s kann als Faktor zur Berech-
nung der Punkte für die eingereichte Lösung verwendet werden. Es könnte
sich aber um ein Plagiat halten, falls z. B. eine der Musterlösungen einge-
reicht wurde.
v ≥ 0.7, s ≥ 0.5 Die Lösung scheint partiell richtig zu sein.
v = 0.5, s = 0.5 Die Lösung konnte nicht bewertet werden. Vermutlich ist sie
falsch.
Dieses Schema ist natürlich sehr grob und muss noch verfeinert werden.
14.2.3 Konfiguration
Zur Konfiguration eines Services sind zwei Dateien notwendig:
config enthält eine Reihe von Attribut-Wert-Paaren zur Konfiguration des Sys-
tems. Hier werden u. a. die Auswertungsparameter eingestellt, die Kommentar-
spezifikation der Programmiersprache festgelegt sowie die erlaubten Funktionen
und Symbole aufgelistet.




# Lösungen, die gleich sind bezüglich dieser
# Normalisierungsebene werden nicht neu evaluiert
hash_result=1
# Comments (line comments, multi line comments
line_comment=%
multi_line_comment=\/\*.*?\*\/
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# Eine einfache Methode Missbrauch zu erschweren




# check for non-meaningful input
empty_pattern=[^()[\].:]*
# Nur diese Symbole können in Lösungen benutzt werden.






length, nth0, random, mod, max, number, is_list,
time, use_module,
dynamic, assert, asserta, assertz,
retract, abolish, sort, maplist, reverse, permutation
"""
exec ist ein Shell-Script und implementiert für die Funktionen query und eval
den Compiler-Aufruf. Hier ist darauf zu achten, dass der Ressourcenverbrauch
des Prozesses limitiert und die Priorität niedrig eingestellt wird, damit der Pro-
zess die Maschine nicht blockiert. Zudem sind Sicherheitsmaßnahmen gegen den
Missbrauch dieser Schnittstelle zu bedenken.
Darüber hinaus muss für die Funktion eval ein Programm zur Verfügung ge-
stellt werden, das die IO-Relation des Lösungsvorschlags überprüft. In den imple-
mentierten Services wird dazu die erste Musterlösung benutzt und für eine Reihe
von Testfällen die Ergebnisse beider Programme verglichen.
14.3 Ein Beispiel
Als typisches kleines Beispiel für eine Prologaufgabe wählen wir wieder das Pro-
blem der Invertierung der Reihenfolge der Listenelemente.
Beispiel: Invertieren einer Liste
Die Aufgabenstellung
Definiere ein Prädikat rev(L1, L2) das wahr ist falls L2 die Elemente
von L1 in inverser Reihenfolge enthält.






• Naive Variante (benutzt append)
% naive reverse
m_l_rev([], []).
m_l_rev([X | Rest], Result) :-
m_l_rev(Rest, RevRest),
append(RevRest, [X], Result).





m_l_rev([F | R1], [L | R4]) :-
m_l_rev(R1, [L | R2]),
m_l_rev(R2, R3),
m_l_rev([F | R3], R4).





m_l_rev([X |R], AC, Result) :-
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mu_test erwartet im ersten Argument einen Testdatengenerator (hier werden durch
mu_genlist Listen generiert) und im zweiten und dritten Argument die zu ver-
gleichenden Lösungen.
Lösungsbeispiele und ihre Bewertung
Werden Musterlösungen eingegeben, werden diese erkannt und entsprechend be-
wertet. Daher werden im Folgenden nur Fälle diskutiert, die sich von allen Mus-
terlösungen unterscheiden.
• Korrekt, aber geänderte Klauselreihenfolge
rev([X], [X]).
rev([F | R1], [L | R4]) :-
rev(R1, [L | R2]), rev(R2, R3),
rev([F | R3], R4).
rev([], []).
Bewertung:
– Strukturell ähnlich zu Musterlösung 2
– korrekte Ein/Ausgabe-Relation
– validity=1, score=1
• Korrekte Programmstruktur, Variablennamen falsch
rev([X], [X]).
rev([F | R1], [L | R4]) :-
rev(R1, [L | R3]), rev(R4, R3),
rev([F | R3], R4).
rev([], []).
Bewertung:
– Strukturell ähnlich zu Musterlösung 2
– Gegenbeispiel:
rev([5,4],[4,5])
sollte wahr sein, ist aber falsch
– validity=0.7, score=0.7
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– Keine Ähnlichkeit zu einer Musterlösung
– Gegenbeispiel:
rev([],[[]|B])
ist wahr, sollte aber falsch sein.
– validity=0.5, score=0.5
• Korrekt: andere Reihenfolge der Prädikatsdefinitionen, andere Prädikatsna-
men, andere Variablennamen und andere Verwendung der Argumente.
rev_a([], Accu, Accu).
rev_a([X | Rest], Result, Accu) :-
rev_a(Rest, Result, [X | Accu]).
rev(Liste1, Liste2) :- rev(Liste1, Liste2, []).
Bewertung:

























































































































































































































































clearname [Auflösung Nutzername nach Echtname]




user01 [SVN Verweis zu Lösungsversion]
...
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16 Der Grader ASB
Britta Herres, Rainer Oechsle und David Schuster
Zusammenfassung
Im Fachbereich Informatik der Hochschule Trier wird seit 2006 das
ASB-System (Automatische Softwarebewertung) entwickelt und einge-
setzt. Die webbasierte Client-Server-Anwendung ermöglicht die au-
tomatische Bewertung von studentischen Lösungen zu Programmier-
aufgaben innerhalb eines festgelegten Zeitraums. In diesem Beitrag
wird das ASB-System aus technischer Sicht beschrieben. Das ASB-
System ist ein Komponentensystem, dessen Infrastruktur von einem
verteilten Ereignisbus gebildet wird, über den die Komponenten in-
nerhalb eines Rechners, aber auch über Rechnergrenzen hinweg,
kommunizieren können. Die einzelnen Bestandteile bilden ein Schich-
tensystem bestehend aus Ausführungsumgebungen, Bewertungsmaß-
nahmen (Plugins) und Konfigurationseinstellungen für die Bewer-
tungsmaßnahmen. Es werden statische und dynamische Bewertungs-
maßnahmen unterstützt. Eine besondere Herausforderung stellt die
dynamische Bewertung von Android-Apps dar. Auf die Integration der
Bewertungsmaßnahme für Android-Apps in das ASB-System wird in
diesem Beitrag speziell eingegangen.
16.1 Einleitung
Das System zur automatischen Bewertung von Software (ASB) ist eine webba-
sierte Client-Server-Anwendung, die seit 2006 im Fachbereich Informatik der
Hochschule Trier entwickelt und eingesetzt wird. Ziel dieses Systems ist die auto-
matisierte Bewertung studentischer Lösungen von Programmieraufgaben. Durch
die Vielzahl von Studierenden in programmierlastigen Lehrveranstaltungen soll
das ASB-System den Aufwand des händischen Korrigierens von Lösungen zu
Programmieraufgaben deutlich reduzieren und Studierenden sofortiges Feedback










































Basierend auf den Erfahrungen, die wir mit früheren Versionen des ASB-Systems
gesammelt haben, und den im Laufe der Jahre aufgekommenen Wünschen der
Nutzenden wurden die nachfolgend aufgeführten Anforderungen an die aktuelle
Version gestellt. Diese sollten insbesondere die Modularität und Flexibilität des
Systems sicherstellen:
• A1: Das System soll Programme bewerten, die in unterschiedlichen Pro-
grammiersprachen geschrieben sind.
• A2: Auch die auf die eingereichten Programme angewendeten Bewertungs-
maßnahmen sollen in unterschiedlichen Programmiersprachen implemen-
tiert werden können.
• A3: Das System soll sowohl statische als auch dynamische Bewertungs-
maßnahmen unterstützen.
• A4: Die im Kontext von dynamischen Bewertungsmaßnahmen ausgeführ-
ten Programme, die zur Bewertung eingereicht wurden, sollen beschränkte
Zugriffsrechte besitzen. Welche konkreten Rechte solche Programme ha-
ben, soll von der jeweiligen Bewertungsmaßnahme abhängig sein. So soll
es beispielsweise den eingereichten Programmen in den allermeisten Fällen
nicht möglich sein, Netzverbindungen aufzubauen und darüber Daten zu
senden. Für Bewertungsmaßnahmen von Programmen, die einen Client ei-
ner Client-Server-Anwendung realisieren, soll dies aber sehr wohl möglich
sein. Allerdings sollen diese Programme dann nur eine Verbindung zum
Testprogramm aufbauen können, welches die Serverseite nachahmt und da-
bei überprüft, ob sich das zu bewertende Client-Programm so verhält, wie
es soll.
• A5: Bereits vorhandene Werkzeuge wie zum Beipsiel Checkstyle und Find-
bugs sollen als Bewertungsmaßnahmen in das System integriert werden
können.
• A6: Die Bewertungsmaßnahmen sollen individuell je nach Anwendungsfall
konfigurierbar sein. Damit ist zum Beispiel gemeint, dass für unterschiedli-
che Lehrveranstaltungen unterschiedliche Kodierungskonventionen von der
































































260 Der Grader ASB
jekt besitzt. Umgangssprachlich kann man dies so ausdrücken, dass damit Objekte
über das Netz gesendet werden können.
Die Verwendung von GWT, den Ereignisbussen und den WebSockets ermög-
licht sowohl die strikte Trennung zwischen Client und Server als auch die voll-
ständige Entwicklung des Systems in der Programmiersprache Java. Somit ist es
möglich, client- und serverseitig mit den gleichen Java-Objekten zu arbeiten und
diese als JSON-formatierte Zeichenketten zu übertragen.
Im Folgenden gehen wir auf die Architektur des ASB-Servers ein.
16.4 Architektur des ASB-Servers
Wie zuvor erläutert wurde, handelt es sich beim ASB-System um ein Komponen-
ten-Framework mit austauschbaren Komponenten. Das Framework wird ASB-
Kern genannt. Die restlichen Teile bilden ein dreischichtiges System, das sich aus
den Anforderungen ergibt:
• Schicht 1: Ausführungsumgebungen: Aufgrund der Anforderungen A1 und
A2, dass sowohl die zu bewertenden Programme als auch die Bewertungs-
maßnahmen in unterschiedlichen Programmiersprachen geschrieben sein
können, stellt das ASB-System Ausführungsumgebungen zur Verfügung,
die die Ausführung von Programmen unterschiedlicher Programmierspra-
chen erlauben. Auch die Beschränkung der Rechte, die die eingereichten
Programme während der Ausführung haben, wird durch die Ausführungs-
umgebungen realisiert (Anforderung A4).
• Schicht 2: Plugins bzw. Bewertungsmaßnahmen: Alle Bewertungsmaßnah-
men werden in einheitlicher Weise im System als Plugins verwaltet. Dies
gilt sowohl für statische als auch für dynamische Bewertungsmaßnahmen
(Anforderung A3). Das ASB-System unterscheidet nicht zwischen stati-
schen und dynamischen Bewertungsmaßnahmen. Durch Programmierung
eines kleinen Adapters können bereits existierende Werkzeuge gekapselt
und als Bewertungsmaßnahmen in das ASB-System integriert werden (An-
forderung A5). Bewertungsmaßnahmen können auch im laufenden Betrieb
hinzugefügt, geändert und gelöscht werden (Anforderung A7).
• Schicht 3: Konfigurationen: Ein Plugin allein definiert eine Bewertungs-
maßnahme in der Regel nicht vollständig. So müssen die Parameter von Ko-
dierungskonventionen, die von der statischen Bewertungsmaßnahme Check-

























































16.4 Architektur des ASB-Servers 263
kein Zugriff auf das Dateisystem gewährt. Über sogenannte Umgebungsparame-
ter können jedoch Zugriffsrechte definiert werden. Ein Beispiel dafür sind die
Android-Permissions für die Android-AU. Zu einer Ausführungsumgebung kann
es beliebig viele Konfigurationen geben, bei denen die Werte der Umgebungspa-
rameter je nach Kontext variieren. Programme für verteilte Anwendungen dürfen
zum Beispiel Socket-Verbindungen aufbauen, wobei die erlaubten Portnummern
auf einen bestimmten einstellbaren Bereich beschränkt sind. Programmen zu einer
Lehrveranstaltung über grafische Benutzeroberflächen ist im Gegensatz dazu jeg-
liche Netzkommunikation verboten. Weiterhin kann eine Ausführungsumgebung
Ausführungsparameter verlangen. Innerhalb der Java-AU ist es beispielsweise nö-
tig, die Einstiegsklasse des zu startenden Programms anzugeben. Die Android-
AU hingegen verlangt keine Ausführungsparameter. Darüberhinaus definiert ei-
ne Ausführungsumgebung das Dateiformat, in dem zu analysierende studentische
Lösungen eingereicht werden müssen.
Eine Ausführungsumgebung besitzt eine Programmierschnittstelle mit der zen-
tralen Methode execute(), der als Parameter ein File-Objekt übergeben wird.
Dieses repräsentiert einen Ordner, der alle Dateien enthält, die zur Ausführung
eines Programms benötigt werden. Dazu gehören die eingereichten Dateien der
studentischen Lösung, das anzuwendende Plugin und deren Konfigurationsdatei-
en sowie zusätzlich benötigte Bibliotheken. In diesen Ordner werden nach durch-
geführter Bewertung auch die Bewertungsergebnisse als XML-Datei abgelegt, die
den Studierenden in aufbereiteter Form im Browser angezeigt werden. Die Aus-
führungsumgebung bereitet alle vorliegenden Daten auf, setzt die Parameter und
bringt das Programm zur Ausführung. Jede Konfiguration eines Plugins enthält
eine Maximalzeit, die die Ausführung des Plugins nicht überschreiten darf. Wird
diese Zeit erreicht, wird die Ausführung abgebrochen, indem die von jeder Aus-
führungsumgebung bereitgestellte Methode cancel() automatisch aufgerufen
wird. Diese Methode kümmert sich um die korrekte Terminierung der Bewertung
und generiert eine entsprechende Fehlermeldung, die dem Studierenden, dessen
Programm gerade bewertet wurde, als Feedback angezeigt wird.
Bisher wurden Ausführungsumgebungen für Java, Python, C++ und Android
implementiert.
Die Plugins
Programme, die Bewertungsmaßnahmen auf studentischen Lösungen durchfüh-
ren, werden Plugins genannt. Diese werden für Ausführungsumgebungen defi-



















































































































16.5 Testen von Android-Apps 267
Lehrveranstaltungen und Aufgaben
Das ASB-System unterscheidet zwischen der Konfiguration von Bewertungsmaß-
nahmen und dem Administrieren von Lehrveranstaltungen. Lehrveranstaltungen
und ihre Aufgaben, zu denen Lösungen hochgeladen werden können, sind der
zentrale Kontext, in dem sowohl Dozenten als auch Studierende das ASB-System
innerhalb eines Semesters nutzen.
Die Dozenten bzw. die sie unterstützenden Assistenten können Lehrveranstal-
tungen sowie dazugehörige Aufgaben anlegen und diesen die durchzuführenden
Bewertungsmaßnahmen in Form von Plugin-Konfigurationen zuordnen. Bewer-
tungsmaßnahmen können der gesamten Lehrveranstaltung oder aber nur einzel-
nen Aufgaben zugeordnet werden. Der Lehrveranstaltung zugeordnete Bewer-
tungsmaßnahmen gelten automatisch für jede Aufgabe dieser Lehrveranstaltung.
Dies bietet sich für Checkstyle und das Kompilieren an, denn in der Regel werden
in einer Lehrveranstaltung über das gesamte Semester dieselbe Programmierspra-
che und dieselben Programmierkonventionen verwendet. Will man eine Plagiats-
erkennung immer für alle Aufgaben durchführen, so würde man die entsprechen-
de Konfiguration auch der Lehrveranstaltung zuordnen. Plugin-Konfigurationen,
die Testfälle zu einer konkreten Aufgabe beinhalten, werden direkt einer Aufga-
be zugeordnet. Einmal konfigurierte Bewertungsmaßnahmen müssen nur im Falle
einer Änderung angepasst werden. Gibt es keine Änderungen, so können einmal
angelegte Aufgaben über mehrere Semester verwendet werden. Beim Anlegen
von Aufgaben müssen die Dozenten einen Zeitraum angeben, in dem Lösungen
zu dieser Aufgabe hochgeladen werden können. Lediglich dieser Zeitraum muss
in jedem Semester angepasst werden.
Studierende melden sich zu den Lehrveranstaltungen im System an und ha-
ben somit Zugriff auf alle offenen Aufgaben. Zu erstellten Aufgaben können die
Studierenden innerhalb des festgelegten Zeitraumes Lösungen einreichen. Beim
Einreichen einer Lösung werden die Konfigurationen der anzuwendenden Bewer-
tungsmaßnahmen ausgelesen, die oben vorgestellte Ordnerstruktur aufgebaut und
der Ausführungsumgebung übergeben. Nach Beenden einer Bewertung wird die
Bewertungsdatei ausgelesen, aufbereitet und dem Client zur Darstellung übermit-
telt.
16.5 Testen von Android-Apps
Das Testen von Android-Applikationen stellt für das ASB-System eine besonde-




























16.6 Einsatz des Systems 269
die Erstellung einer APK-Datei ressourcenintensiv ist, werden Test-APK-
Dateien in einem Cache vorgehalten. Falls noch keine solche APK vorhan-
den ist, wird diese aus den übergebenen Testklassen erzeugt und im Cache
gespeichert.
5. Android-Apps können nicht direkt auf dem Server ausgeführt werden, son-
dern benötigen Android-Emulatoren. Diese werden in einem Pool vorge-
halten. Der Server wählt einen freien Emulator aus und übergibt diesem
sowohl die studentische APK als auch die Test-APK über die Android De-
bug Bridge (ADB). Über die ADB wird das Installieren, Starten und Testen
der Applikationen veranlasst. Sollte kein Emulator verfügbar sein, wird der
Auftrag in einer Auftragswarteschlange gestaut.
6. Nach Ausführung der Tests wird die erstellte Ergebnisdatei über die ADB
vom Emulator geladen. Der Emulator wird heruntergefahren und ein neuer
Emulator im Pool bereitgestellt. Dies garantiert gleiche Bedingungen für je-
den Bewertungsvorgang und verhindert mögliche Seiteneffekte vorheriger
Bewertungen.
7. Der ASB-Server empfängt nun die Ergebnisdatei vom Android-Server via
SSH.
8. Dieser bereitet die Ergebnisdatei des Testlaufes so auf, dass sie der Studie-
renden im Browser angezeigt werden kann.
16.6 Einsatz des Systems
Das ASB-System befindet sich derzeit bei vier Modulen des Präsenz- und zwei
Modulen des Fernstudiums produktiv im Einsatz. In den diesen Modulen entspre-
chenden Lehrveranstaltungen auf dem ASB-Server werden pro Jahr ca. 400-500
Studierende registriert, wobei bei dieser Zahl manche Studierende auch mehrfach
gezählt werden können, nämlich dann, wenn sie im Laufe eines Jahres mehre-
re Module belegen, in denen ASB eingesetzt wird. Die Ausführungsumgebungen
für C++ und Python wurden realisiert, weil entsprechender Bedarf angemeldet
wurde. Tatsächlich wurden sie aber bislang nicht genutzt. Auch die Bewertungs-
maßnahmen haben sich im Laufe der Zeit geändert und wurden weiterentwickelt.
So hatten wir eine Zeit lang das Tool Findbugs sowie ein Tool zur Bestimmung
von Softwaremetriken im Einsatz. Da die Bewertungsergebnisse aber doch nicht
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  <import id="11">/Pfad/zur/header-library</import>
  <script type="loncapa/perl"> 
    # URL des externen Service festlegen 
    $externalurl = '$url' 
    # Formular-Daten des HTTP-POST-Request festlegen 
    %args = 'key => value'</script>
  <startouttext/> Aufgabentext <endouttext/>
  <instructorcomment>
      $error
  </instructorcomment>
  <startouttext/> $ausgabe 
    <div id="codemirror-textfield">
  <endouttext/> 
  <externalresponse answerdisplay="" answer=""   
    url="$externalurl" form="%args" id="1">
    <textfield> </textfield>
  </externalresponse> 
  <startouttext/>
    </div>
  <endouttext/>
















































































































































































  <import Vorbereitung />
  <script type="loncapa/perl">
    @letter = ('a' .. 'g');
    $choice = random(0,$#letter-2,2);
    $a = $letter[$choice];
    $b = $letter[$choice+1];
    $given = 'S->'.$a.'S'.$b.'|'.$a.$b;
    $mode = 'agtw';
    $type = "pda";
    $numberOfWords = 20; 
    $maxlength = 20;
    $tasktitle = "Automat für $ân $b̂n";
    ($externalurl,$input,$error) =
     jflapUrlInput($mode,$given,$type,        
     $tasktitle,$numberOfWords,$maxlength); 
    $listSubmission =  listOfSubmissions(JFC,JFlapCall);
  </script>
  <startouttext />
    Geben Sie einen Automaten an, der die folgende       
    Sprache akzeptiert:
    <m eval="on"> 
     \[ L = \{ $a ̂n $b ̂n  \,|\, n \in       
  \mathbb{N} \}
    </m>  <p />
  <endouttext />
  <import AutomatonHead>
  <part id="JFC">
     <externalresponse answer="$input" id="JFlapCall" 
           url="$externalurl">
         <textfield spellcheck="none" />
     </externalresponse>
  </part>





























































































308 Integration automatisierter Bewertung in der LON-CAPA
Grammatiktypen sind wie erwartet rl rechtslinear, rlcfg rechtslinear oder
kontextfrei, cfg kontextfrei, aber nicht rechtslinear, ncfg nicht kontextfrei oder
non nicht angegeben.
19.4.6 Reguläre Ausdrücke und Grammatiken
Die regulären Ausdrücke werden entweder in Java (ohne w) oder in Perl (mit w)
verarbeitet. Somit hat man viele Formulierungsmöglichkeiten. Als Terminale sind
alle Kleinbuchstaben (a . . .z) sowie 0,1 erlaubt.
Eine Grammatik wird für die Verarbeitung in JFLAP wie folgt als String ge-
schrieben:
S -> aB, B -> bS | E | a, S -> aSa
Als Konvention wird hiernach verwendet: Kommata zur Trennung der Regeln, ein
Pfeil (->) zwischen linker und rechter Seite der Regel, der senkrechte Strich | zur
Trennung mehrerer rechter Seiten, ein großes E (statt ε) für das leere Wort, ein
großes S als Startsymbol, alle anderen Großbuchstaben als Nichtterminale, alle
Kleinbuchstaben (a . . .z) und 0,1 als Terminale. Dazwischen sind beliebig viele
Leerzeichen erlaubt.
Innerhalb der LON-CAPA-Aufgabe kann man wie gewohnt die Perl-Funktionen
zur Randomisierung z. B. der Buchstaben des Alphabets der Grammatik oder des
regulären Ausdrucks benutzen.
19.5 Fazit
In LON-CAPA ist die Anbindung externer Grader für Programmbewertung oder
ähnliches durch die Problemart External-Response sehr einfach möglich. Dem
aufgerufenen Grader können neben der studentischen Eingabe weitere Parameter
als POST-Request übergeben werden. Studentische Programmeingaben sind nur
einzeln und nur über das Textfeld und nicht als hochzuladende Dateien möglich.




























Das Lernmanagementsystem Stud.IP stellt – was ungewöhnlich ist –
selbst noch keine Funktionen zur Erstellung von Aufgaben bereit, es
gibt allerdings verschiedene Erweiterungsmodule, die in das System
installiert werden können, um Aufgaben- und Bewertungsfunktionen
nachzurüsten. Eine dieser Komponenten ist das „Vips“- Modul, das
bereits eine Schnittstelle zu dem VEA Grader für Prolog (und eini-
ge andere Programmiersprachen) mitbringt. Die Einbindung dieser
Schnittstelle in Vips als Stud.IP-Modul soll im Folgenden vorgestellt
werden.
20.1 Stud.IP
Das Lernmanagementsystemen Stud.IP entstand 1999 an der Universität Göttin-
gen als internetbasiertes System zur Unterstützung von Lehrveranstaltungen. An-
fangs noch auf wenige Funktionen rund um die Themen Kommunikation (Fo-
rum), Datenaustausch (Dateiordner) und Organisation (Stundenplan) fokussiert,
entstand im Laufe der Zeit ein umfangreiches Lernmanagementsystem, das mitt-
lerweile von einer größeren Zahl von Hochschulen und Universitäten, aber auch
außeruniversitäten Bildungseinrichtungen zur Organisation und Unterstützung des
Lehrangebots eingesetzt wird.
Neben den klassischen Funktionen eines Lernmanagementsystems hinsichtlich
der onlinebasierten Durchführung einer Lehrveranstaltung gibt es auch einzelne
Funktionen aus dem Bereich des Campusmanagement – z. B. eine umfangreiche
Raum- und Ressourcenverwaltung sowie Funktionen zur Personaldatenverwal-
tung, die Stud.IP ein breites Einsatzspektrum ermöglichen. Infolgedessen ist der
Grad der Nutzung der einzelnen Komponenten an den verschiedenen Standorten






































20.2 Das Vips-Modul in Stud.IP 313
Multiple Choice Eine Frage mit Auswahl aus einer Liste von vorgegebenen Ant-
worten, mehrere Antworten können gewählt werden.
Ja/Nein Frage Eine spezielle Variante der Single Choice Aufgabe mit den Ant-
wortmöglichkeiten „Ja“ und „Nein“.
Freitext Eine Frage mit freier Anwort (einzeilig oder mehrzeilig), die nur einge-
schränkt automatisch ausgewertet werden kann.
Lückentext Ein Fragetext, in dem Lücken durch die Teilnehmer auszufüllen
sind. Hier ist eine automatische Auswertung in den meisten Fällen mög-
lich.
Mathematischer Term Eine Frage mit freier Anwort, die einen algebraischen
Term erwartet, z. B. eine Formel. Die Antwort kann in den meisten Fällen
automatisch ausgewertet werden.
Zuordnung Eine Aufgabe, bei der eine Liste von Begriffen, Texten oder Bilder
einer Menge von Kategorien zugeordnet oder in eine bestimmte Reihenfol-
ge gebracht werden soll.
Programmieraufgabe Aufgabe, die zur Lösung die Erstellung eines Programms
erwartet. Aktuell werden von Vips nur Prolog Aufgaben unterstützt, weite-
re Grader zur Auswertung anderer Programmiersprachen sollen in Zukunft
über die ProFormA-Middleware angebunden werden.
Das System bietet dabei umfangreiche Möglichkeiten zur Entwicklung, Pflege
und Auswertung elektronischer Aufgaben sowie die Verwaltung des gesamten
Übungsbetriebs eines Kurses. Dabei gibt es grundsätzlich Übungsblätter und Klau-
suren als Aufgabensammlungen innerhalb von Vips. Beide unterscheiden sich
nicht in der Struktur der Aufgaben, sondern nur im Modus des Ablaufes und
der Zuordnung zu einzelnen Teilnehmern (bei Klausuren) bzw. zu Arbeitsgruppen
(bei Übungsblättern). Zudem gibt es für Übungsblätter einen Selbsttestmodus, bei
dem einem Kursteilnehmer nach dem Absenden einer Lösung sofort das Ergebnis
der automatischen Auswertung präsentiert wird. Der Klausurmodus erlaubt eine
Online-Überprüfung der Zugriffsparameter sowie eine Überwachung des Arbeits-
fortschritts der Teilnehmer z. B. durch die Aufsicht.
Vips umfasst ebenfalls eine Arbeitsgruppenverwaltung (Aufgaben werden dann
von mehreren Teilnehmern gemeinsam gelöst), Punkte- und Notenübersichten für
einzelne Teilnehmer und Arbeitsgruppen im Kurs, sowie eine flexible Notenbe-





























































316 Integration automatisierter Programmbewertung in Stud.IP
folgen soll – beispielsweise nur durch einen strukturellen Vergleich mit den
Musterlösungen. In Zukunft werden diese Informationen zur Auswertung
in Vips in einem eigenen Textfeld verwaltet.
• Ein Feld mit dem Aufruf der Hauptfunktion des Programms. In Prolog ist
dies eine Folge von Subgoals durch Kommas getrennt. In anderen Program-
miersprachen kann dies ein Prozedur- bzw. Funktionsaufruf oder ein arith-
metischer Ausdruck sein.
Da das Erscheinungsbild einer Aufgabenspezifikation aus der Sicht der Kurs-
teilnehmer nicht immer einfach vorhergesehen werden kann, gibt es eine direk-
te Möglichkeit zwischen der Darstellung für die Aufgabenentwicklung und der
Darstellung für den Kursteilnehmer umzuschalten. In der Darstellung aus Teil-
nehmersicht kann der Aufgabenersteller – wie die Teilnehmer später auch – die
integrierte Runtime-Umgebung zum Testen der Aufgabe verwenden.


















318 Integration automatisierter Programmbewertung in Stud.IP
ein umfangreicherer Editor oder eine IDE zur Programmentwicklung be-
nutzt werden kann.
• Anschießend kann die fertige Lösung wieder in das Bearbeitungsfeld hoch-
geladen werden.
• Über den Button Abschicken wird die eigene Lösung abgegeben. Übungs-
aufgaben können im Rahmen der Bearbeitungszeit mehrfach abgegeben
werden, die als letztes abgegebene Lösung zählt.
Abbildung 20.4: Bearbeitung einer Programmieraufgabe in Vips
Kursteilnehmer können in Arbeitsgruppen organisiert sein. Dann gilt bei einem
Aufgabenblatt eine abgegebene Lösung für die gesamte Arbeitsgruppe, wobei je-
der Teilnehmer der Gruppe die Gruppenlösung einsehen kann. Die jeweils letzte
Lösung, die einer der Gruppenteilnehmer dabei abgegeben hat, zählt bei der Aus-
wertung. Bei einer Klausur werden keine Gruppen berücksichtigt, hier arbeitet
immer jeder Teilnehmer für sich.
Im Selbsttestmodus wird nach der Abgabe die Aufgabe automatisch ausgewer-
tet und die Auswertung sowie die (erste) Musterlösung angezeigt. Ansonsten er-
folgt die Auswertung durch den Dozenten und ist erst einsehbar, wenn die Bewer-
tungen freigegeben wurden.
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20.3.3 Auswertung eines Übungsblattes mit
Programmieraufgaben
Alle abgegebenen Übungsblätter werden dem Dozenten in Vips in einer Übersicht
präsentiert. Von hier aus gelangt er zu den einzelnen Übungsaufgaben bzw. den
Lösungen der Teilnehmer.
Die Auswertung eines Übungsblattes beginnt normalerweise mit dem Aufruf
der Autokorrekturfunktion, die alle automatisch auswertbaren Aufgabentypen zu
bewerten versucht. Bei Programmieraufgaben liefert die automatische Auswer-
tung aber oft nur einen Indikator für die Bewertung, daher stellt die Vips-Oberflä-
che im Korrektur- und Bewertungsmodus ähnliche Funktionen wie bei der Bear-
beitung durch die Studierenden zur Verfügung – inklusive der Runtime-Umgebung
zur Nutzung durch den Dozenten, hier aber noch erweitert um die Möglichkeiten
zur Annotation der Lösung und zur Punktevergabe. Innerhalb des Auswertungs-
modus einer Programmieraufgabe gibt es folgende Funktionen:
• Im abgegebenen Programmcode kann korrigiert und kommentiert werden.
Dies kann beispielsweise nützlich sein, wenn die vom Teilnehmer abgege-
bene Lösung einen Syntaxfehler enthält, der eine automatische Bewertung
des Progamms verhindert. Der Dozent oder Tutor kann dann diesen Fehler
korrigieren und die Bewertung anschließend noch mal durchführen.
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Vips-Format
Das Vips-Format ist ein XML-basiertes Format speziell für den Datenaus-
tausch von Aufgaben zwischen verschiedenen Vips-Installationen. Daneben
kann auch das ältere, nicht XML-basierte Textformat weiterhin eingelesen
werden, auf das hier nicht weiter eingegangen wird.
ProFormA-Task
Das ProFormA-Format ist ein Austauschformat speziell für Programmier-
aufgaben, das auch von anderen Werkzeugen unterstützt wird. Bisher ist
Vips allerdings das einzige System, das Grader-Unterstützung für Aufga-
ben in Prolog enthält.
Daneben gibt es in Vips noch einen Export in das QTI 2.1 Format, der allerdings
nicht alle Aufgabentypen darstellen kann – insbesondere werden von QTI keine
Programmieraufgaben unterstützt.
20.4.1 Vips-Format
Das Vips-Format ist ein eigenes, XML-basiertes Austauschformat für alle Auf-
gabentypen. Das Schema ist auf Basis eines Aufgabenblattes definiert (d. h. einer
Aufgabensammlung), der Export einzelner Aufgaben ist dabei eigentlich nicht
vorgesehen. Daher eignet es sich auch nur bedingt zum Austausch isolierter Auf-
gaben mit anderen Werkzeugen bzw. Gradern – hierfür ist das im nächsten Kapitel
dargestellte ProFormA-Format besser geeignet.
Generell besteht die Darstellung einer Programmieraufgabe aus verschiedenen
Metadaten (Titel, Aufgabentext, Aufgabentyp) sowie dem enthaltenen Programm-
code. Im Einzelnen sind das:
• Die Textvorgabe, die Grundlage für die Lösung der Teilnehmer ist.
• Eine oder mehrere Musterlösungen mit Angaben dazu, wie gut eine solche
Lösung zu bewerten ist.
• Sowie optional auch Tests, die in die automatische Bewertung eingehen (in
dem folgenden Beispiel nicht zu sehen).
Schließlich gibt es noch die Möglichkeit, einen Programmaufruf zu hinterlegen,
mit dem die Teilnehmer in der interaktiven Runtime-Umgebung in Vips während
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<task xmlns="urn:proforma:task:v0.9.4" lang="en">
<description>
<h1>Reverse Elements of a List</h1>
Define a predicate ’rev(L1,L2)’ which is true if L2














<file id="m_l_0" class="internal" filename="m_l_0.pl" type="embedded">
m_l_rev([], []).











<model-solution id="m_s_0" filename="m_s_0.pl" type="embedded">
rev([], []).


























































Elektronische Programmierübungen werden oft in dezidierten Ent-
wicklungsumgebungen realisiert und sind daher selten in ein eLear-
ning Gesamtkonzept integriert, welches Programmieraufgaben mit
traditionellen Elementen von elektronischen Prüfungen wie Lücken-
texten, Multiple Choice oder Freitextaufgaben kombinieren kann.
In diesem Kapitel wird eine ILIAS-Erweiterung diskutiert, welche
die Durchführung einfacher Programmieraufgaben in mannigfaltigen
Sprachen erlaubt, neben textuellen auch graphische Ausgabemöglich-
keiten bietet und ebenso automatische Auswertung von Lösungen er-
laubt. Neben der Softwarearchitektur wird ebenso auf die historische
Entwicklung des Systems eingegangen und über die bisherigen Erfah-
rungen und geplante Entwicklungen berichtet.
21.1 Einführung und Hintergrund
Die Vermittlung elementarer Kenntnisse numerischer Mathematik sind schon seit
geraumer Zeit Teil der Ingenieurausbildung. Je nach Studienfach erlernen hier
die Studierenden numerische Algorithmen mit Hilfe von Computer-Algebra-Sys-
temen (CAS) wie MATLAB oder implementieren die Algorithmen in höheren
Programmiersprachen wie C++. Anders als im Studium der Informatik ist dabei
die Kenntnis von Softwareentwicklungssystemen oder das Management größerer
Softwareprojekte wenig relevant; ein niedrigschwelliger Einstieg in elementare
Programmstrukturen und Algorithmen steht hier im Zentrum der Bedürfnisse.
Ein an der Universität Stuttgart nicht unübliches Vorgehen bestand nun darin,
die Studierenden dazu aufzufordern, die notwendige Software – also etwa MAT-
LAB oder ein C++ Compiler – herunterzuladen und auf dem eigenen Laptop oder
dem heimischen PC zwecks der Durchführung der Übungsaufgaben zu installie-
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ren. Obwohl die Universität Stuttgart über Rechnerpools verfügt, sind die Kapazi-
täten hier zu begrenzt, um allen Studierenden genügend Rechenzeit einräumen zu
können; Übungsaufgaben wurden also typischerweise am eigenen Rechner durch-
geführt und Lösungen manuell per E-Mail an das Lehrpersonal verschickt und
dort korrigiert. Obwohl die Installation von Software auf dem heimischen Rechner
eigentlich keine technische Hürde darstellen sollte, entstanden doch immer wie-
der erhebliche Verzögerungen durch Installationsprobleme, deren Lösung durch
das Lehrpersonal viel Zeit in Anspruch nahm und zu Verzögerungen im Lehrplan
führten.
Klausuren wurden und werden immer noch in Papierform durchgeführt, d. h.
Programmbeispiele müssen mit Bleistift und Papier entwickelt werden, ohne dass
die Möglichkeit besteht, diese ausprobieren zu können. Triviale Fehler wie feh-
lende Semikolons oder falsche Klammerung von Ausdrücken lassen sich so nur
schwerlich verhindern, und die Klausurkorrektur ist zeitaufwendig und fehleran-
fällig.
Nicht zuletzt durch Studierende entstand eine Initiative, die Prozesse der manu-
ellen Installation und manuellen Korrektur durch eine webbasierte Lösung zu er-
setzen, die keinen Installationsaufwand erfordert und die eine sofortige Rückmel-
dung des Compilers oder CAS erlaubt. Dies war der Start des ViPLab-Projektes –
kurz für Virtuelles Programmierlabor.
Anders als viele andere in diesem Buch besprochene Projekte sollte ViPLab
von Anfang an ein von der Wahl der Programmiersprache unabhängiges System
werden, die Anwenderwünsche reichten von MATLAB über C++ und C und Java
bis zu universitären Eigenentwicklungen wie dem Numerikwerkzeug DuMux.
Die Entwicklungsziele von ViPLab beinhalteten dabei jedoch nicht, gängige
Werkzeuge zur Softwareentwicklung – wie etwa Eclipse oder Visual Studio – zu
ersetzen oder Kenntnisse im Management großer Softwareprojekte zu vermitteln.
Die von Studierenden der Ingenieurwissenschaften zu erstellenden Programme
sind oft kurz und umfassen selten mehr als eine Quelldatei. ViPLab ist darum
nicht als Ersatz für ein graphisches Entwicklungssystem (IDE) gedacht.
Stattdessen soll ViPLab vor allen Dingen von Studierenden sofort vollumfäng-
lich benutzbar sein und nur durch die Installation eines Webbrowsers nutzbar sein.
Installation von zusätzlicher Software erzeugt eine Barriere, die es zu vermeiden
galt. Zu guter Letzt sollte ViPLab sich in das eLearning-System der Universi-
tät eingliedern, welches weiterhin die zentrale Anlaufstelle für Übungsaufgaben,
































































































































































































































































































































336 Integration automatisierter Programmbewertung in ILIAS
genkatalogs auf drei Skalen: Die praktische Computererfahrung (PRAECOWI),
theoretisches Wissen (TECOWI), und das Selbstvertrauen der Nutzer im Umgang
mit Rechnern (COMA). Zusätzlich wurden die Studierenden nach ihrem bislang
verwendeten Betriebssystem auf ihren eigenen Rechnern befragt.
Das Resultat der Studie zeigte, dass zwischen der Zufriedenheit mit der lokalen
Compilerinstallation und der Nutzung von ViPLab kein statistisch signifikanter
Unterschied besteht. Ferner sollte die Studie klären, ob zwischen der Technikaf-
finität der Studierenden und der Zufriedenheit mit den zwei Lösungen ein Unter-
schied besteht. Hier konnte nur in einem Fall eine statistisch signifikante negati-
ve Korrelation nachgewiesen werden, nämlich zwischen Nutzern des Windows-
Betriebssystems und der Zufriedenheit mit der lokalen Installation. Es zeigte sich,
dass Windows-Nutzer mit der Unix Oberfläche im Computerpool weniger zufrie-
den waren als mit ViPLab. Bei Nutzern anderer Betriebssysteme (Apple und Li-
nux) waren derartige Korrelationen statistisch nicht signifikant.
Das Resultat zeigt, dass ViPLab genauso gut angenommen wird wie eine klassi-
sche gut vorbereitete Installation auf lokalen Rechnern, wobei die Vorbereitungs-
zeit für das Erstellen der Arbeitsumgebung durch die Dozenten und das Lehr-
personal für eine lokale Installation erheblich höher ist. Zusammenfassend kann
man sagen, dass ViPLab von den Studierenden ebenso gut wie eine lokale Instal-
lation angenommen wird, aber die Arbeitsleistung beim Lehrpersonal erheblich
reduziert.
21.9 Ausblick: Elektronische Klausuren
Ein möglicher zukünftiger Einsatz von ViPLab liegt in der Durchführung elektro-
nischer Klausuren. ViPLab würde dabei ein Hauptproblem der bisherigen Papier-
klausuren lösen, nämlich dass Studierenden die Möglichkeit gegeben wird, Pro-
grammcode und Zwischenergebnisse direkt am Rechner zu validieren. ViPLab-
Aufgaben würden hierbei mit klassischen Elementen elektronischer Prüfungen
verknüpft werden, nämlich Multiple- und Single-Choice-Aufgaben, Freitext- und
Formelfragen.
Leider verfügt die Universität Stuttgart über keinen geeignet großen Compu-
terpool, um typische Bachelorstudiengänge aufnehmen zu können; hierbei sind
Teilnehmerzahlen von bis zu 2000 Studierenden keine Seltenheit. Der größte ver-
fügbare Pool verfügt hingegen nur über knapp 70 Plätze.
Zur Durchführung elektronischer Klausuren müssen stattdessen gewöhnliche
Hörsäle mit mobilen Rechnern ausgestattet werden. Es wurden hierbei zwei mög-























































































































































































































































fw-version String Version des Frameworks
HTTP-Parameter:
Feld Typ Beschreibung
task-repo String IP bzw Domain des Repositories
task-path String Name der Aufgabe mit Pfad
answer-format String
Name und Version des
Antwortformates
submission String Inhalt der Einreichung























- Einreichung der Problemlösung
URI-Parameter:

















Direkte Einreichung im String
geeignet für kurzeLösungen
submission-file FileObject
Einzelne Datei oder eine














































































































































































































































































































































































































































































































































































































































































































































































24.2 ProFormA: Ein XML-Austauschformat für Programmieraufgaben 373
zum Beispiel für neue Programmiersprachen, Testverfahren und besondere Fä-
higkeiten von implementierenden Systemen erweiterbar sein. Zu diesem Zweck
sind ähnlich zu Programmierframeworks sog. „Hotspots“ vorgesehen, an denen
weitere Elemente aus anderen XML-Namespaces importiert und genutzt wer-
den können – somit bleibt das Format für systemspezifische Konfigurationen und
(neue) Bewertungsverfahren flexibel lokal erweiterbar. Zudem ist die vorgeschla-
gene Spezifikation versioniert (über die Namespace URI), um spätere Ergänzun-
gen oder Änderungen der Spezifikation zu erlauben (die aktuelle Version trägt die
URI „urn:proforma:task:v1.1“). Seit Version 0.9.4 des Formats müssen sämtliche
Tags mit einem Namespace-Identifier voll qualifiziert werden. Diese Änderung
wurde vorgenommen, da Parser für Aufgaben so einfacher implementiert werden
können.
Listing 1 zeigt ein konkretes Minimalbeispiel einer Aufgabe im vorgeschlage-
nen Format, wie sie in einem typischen Einführungskurs in die Java-Programmie-
rung zum Thema Rekursion oder Schleifen vorkommen kann: Die Berechnung
der n-ten Fibonacci-Zahl.
<?xml version="1.0" encoding="UTF-8"?>
<p:task xmlns:p="urn:proforma:task:v1.1" lang="en" uuid="66217f7d-ca8e-4666-a6f8-934c79c24206">
<p:description>Calculate the n-th Fibonacci number. As a reminder:
The first two Fibonacci numbers are 0 and 1.
The following numbers are the sum of the previous two numbers
(0, 1, 1, 2, 3, 5, 8, 13, 21...). The class should be named Fibonacci









<p:file class="internal" filename="FibonacciTest.java" id="f1" type="embedded">
import junit.framework.TestCase;
public class FibonacciTest extends TestCase {
public void testPos() { assertEquals(13, Fibonacci.fibonacci(7)); }
public void testNull() { assertEquals(0, Fibonacci.fibonacci(0)); }
}
</p:file>
<p:file class="internal" filename="Fibonacci.java" id="f2" type="embedded">
public class Fibonacci {
public int fibonacci(int i) {
if (i &lt;= 0) return 0;
else if (i == 1) return 1;






























<p:title>Calculation of n-th Fibonacci number</p:title>
</p:meta-data>
</p:task>
Listing 1: Beispielinstanz einer Programmieraufgabe
Zum besseren Verständnis wird im Folgenden genauer auf die zentralen Elemente
des Austauschformats eingegangen.
24.2.1 Dateianhänge
Dateianhänge können entweder direkt in das XML-Dokument eingebunden oder
über die Angabe des entsprechenden Dateinamens in einem ZIP-Archiv referen-
ziert werden. Der letztere Fall ist vor allem für Binärdaten vorgesehen, damit das
XML-Dokument nicht zu groß und unübersichtlich wird. Dabei ist lediglich vor-
gegeben, dass sich das XML-Dokument als „task.xml“ im Wurzelverzeichnis be-
finden muss, damit ein ZIP-Archiv korrekt als ProFormA-Aufgabe erkannt wer-
den kann – die Organisation und Benennung weiterer Dateien ist nicht festgelegt.
Eine Datei, unabhängig ob es sich um eine Musterlösung, einen Test oder sons-
tiges handelt, wird durch ein file-Element repräsentiert, das unterhalb des Ele-
ments /task/files eingefügt wird. Die Verwaltung der Dateien an einer zentralen
Stelle soll zum einen für Übersichtlichkeit sorgen und zum anderen zur Vermei-
dung von Redundanzen beitragen. Für jede Datei muss eine innerhalb des XML-
Dokuments eindeutige ID zur späteren Referenzierbarkeit (z. B. bei der Testde-
finition) und eine Klasse (Attribut class) angegeben werden, die den Zweck und
die Zugangsrechte beschreibt. Vorgesehen sind in diesem Zusammenhang Code-
vorlagen (template), Bibliotheken (library), Eingabedaten (inputdata), zusätzliche
Informationen oder Anweisungen zur Bearbeitung einer Aufgabe (instruction),
interne Dateien (z. B. Testtreiber oder Dateien zu einer Musterlösung, internal)
sowie interne Bibliotheken (z. B. notwendige Bibliothek zur Ausführung eines
Tests, internal-library, neu seit Version 0.9.4). „Intern“ bezieht sich dabei auf die
Einschränkung, dass diese Dateien für Lernende grundsätzlich nicht zugänglich
sind. Ob eine Datei direkt eingebunden ist oder im ZIP-Archiv referenziert wird,






















































































































































































































382 Ein XML-Austauschformat für Programmieraufgaben
Aufgabe, die zuvor aus einem anderen System exportiert wurde, ist jedoch nicht
immer gewährleistet. Dies ist zum einen durch die unterstützten Bewertungsver-
fahren und zum anderen durch besondere Systemfeatures begründet. Beispiels-
weise werden alle drei Systeme für Java-Programmieraufgaben eingesetzt. GATE
und Praktomat unterstützen beide JUnit-Tests – zwischen diesen beiden Systemen
lassen sich daher Aufgaben samt Syntax- und JUnit-Tests vollständig austauschen
und ausführen. Das JACK-System hingegen unterstützt keine JUnit-Tests, son-
dern setzt auf andere Bewertungsverfahren, die zurzeit exklusiv im JACK-System
Anwendung finden. Im GATE-System findet sich (noch) keine vollständige Un-
terstützung für RegExp-Tests; sie erlauben bisher nur das Matching von korrekten
Lösungen (not-allowed-regexp fehlt). Dennoch lassen sich durch die Möglich-
keit systemspezifische Elemente in Form von Metadaten zu exportieren (Elemente
/task/meta-data und /task/tests/test/test-configuration/test-meta-data), wie weiter
oben bereits erwähnt, wesentliche Elemente von Programmieraufgaben system-
übergreifend austauschen und zugleich systeminterne Importe verlustfrei durch-
führen.
24.3.2 Systemübergreifender Austausch in der Praxis
Wie im vorherigen Abschnitt beschrieben, ist ein Austausch von Aufgaben zwi-
schen den Systemen GATE, JACK und Praktomat seit mehreren Jahren mithilfe
der ProFormA-Spezifikation möglich. Einsetzende Institutionen besitzen zudem
recht gut gefüllte Pools von Programmieraufgaben mit teilweise sehr ausführli-
chen Tests (GATE an der TU Clausthal: ca. 250 Java-Aufgaben, JACK an der
Universität Duisburg-Essen: ca. 70 Java-Aufgaben, Praktomat an der Hochschule
Ostfalia: 60 Aufgaben in Java, Python und einer mathematischen Programmier-
sprache). Dennoch wurde ein hochschulübergreifender Austausch bisher nur re-
lativ selten praktiziert – auch wenn allgemeines Interesse daran besteht, neue,
bewährte Aufgaben zu nutzen. Hauptgründe sind sicherlich, dass Lehrende bisher
keinen Zugriff auf die Aufgabenpools der anderen Institutionen besitzen und sich
folglich keinen Überblick über potenziell passende Aufgaben verschaffen können.
Dies erfordert bisweilen einen persönlichen Kontakt, wobei Aufgaben schließlich
über E-Mail ausgetauscht werden.
Zur Verbesserung des Austausches wäre daher eine Möglichkeit wünschens-
wert, direkt aus dem lokal genutzten System neue Aufgaben suchen und impor-
tieren zu können. Dies würde zudem die Attraktivität von ProFormA für andere


























































































































































































































Das vorliegende Buch hat Einblicke in aktuelle Konzepte und Tools
zum halb- oder vollautomatisierten Assessment in der hochschul-
spezifischen Programmierausbildung gegeben. In diesem Kapitel soll
ausgehend von den erreichten, erprobten Ansätzen gezeigt werden,
welche Herausforderungen in der praktischen Anwendung liegen und
welche neuen Entwicklungs- und Forschungsansätze sich daraus er-
geben. Die folgenden Ausführungen sind dabei weder umfassend noch
erschöpfend. Gleichwohl sollen sie der Leserschaft Inspiration und
Impuls sein.
25.1 Zielsetzung der hochschulspezifischen
Programmierausbildung
An einer Hochschule sollen die Grundlagenkenntnisse in einer Programmierspra-
che, meistens Java, vermittelt werden. Vielfach schließt das Vorlesungseinheiten
und Übungen zu Debugging, Korrektheit und Stil ein. Es ist hierbei nicht Auf-
gabe der Hochschulen, eine abgeschlossene Ausbildung in der Programmierung
zu bieten. In der Praxis müssen daher die Kenntnisse durch „Training-on-the-job“
und maßgeschneiderte Schulungen vertieft werden. Nur wenige Informatikerin-
nen und Informatiker werden im Beruf langfristig als Programmierer eingesetzt
werden.
Gleichwohl sollen viele Studierende durch den Erwerb der Grundlagenkennt-
nisse die Kompetenz erlangen, Probleme rational erfassen, in Teilaufgaben zerle-
gen und algorithmisch verallgemeinert lösen zu können. Als Computational Thin-

















































































































































































25.7 E-Assessments und Feedback 399
• Zugangskontrolle: Nur registrierten, nachgewiesenen Lehrenden ist der Zu-
gang zu gestatten. Authentifizierung, Autorisierung und gegebenenfalls Au-
dits im Rahmen der Datenschutzgesetze sind erforderlich.
• Mehrsprachigkeit: Die Ressourcen sollten auf Deutsch und in andere Spra-
chen übersetzt sein. Es sollte die Möglichkeit bestehen, dass Übersetzun-
gen von anderen als den Autorinnen und Autoren der Ressourcen einge-
pflegt und qualitätsgesichert werden. Insbesondere die Qualität und Mehr-
sprachigkeit der Aufgabentexte erfordert mehrfache Peer Reviews, mitunter
durch die Studierenden.
• Bepunktung: Die Art der Bepunktung sollte den Lehrenden, nicht den Au-
torinnen und Autoren, obliegen, d. h. im LMS vorgenommen werden. Den-
noch kann eine Bepunktungsempfehlung Teil der Ressource sein.
25.7 E-Assessments und Feedback
E-Assessments stellen eine elektronisch unterstützte Erhebung der Lernleistung
der Studierenden dar. Hierbei kommen wie auch im nichttechnischen Fall for-
mative (begleitende) und summative (abschließende) Tests zum Einsatz. Den for-
mativen Assessments liegt im Gegensatz zu den Prüfungen nicht das Erfordernis
zugrunde, eine Wertung zu vergeben, sondern den Lernfortschritt abseits einer
quantitativen Beurteilung zu kennen, um wiederum selbst oder gemeinsam daraus
zu lernen.
25.7.1 Die rechtliche Seite
Die niedersächsische Lehrverpflichtungsordnung (LVVO) sieht streng betrachtet
nur den Fall der Präsenzlehre, d. h., die Kontaktzeit mit den Studierenden im sel-
ben Raum vor. Genauso sieht sie streng betrachtet nur die Prüfung ohne Zuhil-
fenahme technischer Hilfsmittel vor. Diese Rahmenbedingungen sind nicht mehr
zeitgemäß und verbauen vielfach den effektiven, angemessenen Einsatz von Tools
in Lehre und Prüfungswesen. Im Projekt eCULT etablieren wir seit 2011 den
Einsatz von Vorlesungsaufzeichnungen, Response-Systemen, computerbasierten
Lernräumen und E-Assessments sowie E-Prüfungen. Es ist zu erwarten, dass mehr
als bisher der Gesetzgeber und die Fakultäten klar benennen müssen, welcher Ein-
satz von Tools rechtlich abgesichert ist. Auch ist hierbei wichtig zu benennen,
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• Zeitstempel: Die Serverzeit der Einreichung ist festzuhalten.
• Versuch: Der aktuelle Versuch der Einreichung muss gespeichert und hoch-
gezählt werden. Auch hier darf die Nummer nicht durch den Client verän-
dert werden können. Versuche, die durch klare Fehlbedienung des Clients
entstanden sind, sollten nicht gezählt werden.
• Maximale Anzahl Versuche (Max. Versuch): Nach Überschreiten dieses
durch die Lehrenden gesetzten Feldes (d. h. Anzahl Versuche > Max. Ver-
such) ist die Einreichung abzuweisen.
• Einreichung: Dieses Feld enthält alle zur Einreichung erforderlichen Daten.
• Pass/Fail: Der Grader erzeugt ein Flag, das vom LMS als Pass/Fail gespei-
chert wird. Eine erfolgreiche Einreichung verhindert die Eingabe weiterer
Versuche.
• Punktzahl (Score): Der Score wird auf Basis des Rohergebnisses des Gra-
ders vom LMS ermittelt und angezeigt.
• Mindestpunktzahl (Min. Score): Dieser Score wird von den Lehrenden ge-
setzt. Es gilt, dass Pass genau dann wahr ist, wenn Score ≥ Min. Score
gilt.
• Höchstpunktzahl (Max. Score): Der Max. Score dient den Studierenden
als Richtschnur, wieweit ihre Lösung vom Optimum entfernt ist. Auch der
Max. Score wird auf Basis von Empfehlungen, die mit der Aufgabenres-
source verbunden sind, im LMS gesetzt.
• Ausführungsreport (formatiert): Hier erhält jede Studentin und jeder Stu-
dent ihren bzw. seinen Nachweis der Einreichung und nachgewiesenen Prü-
fung der Einreichung durch das System.
• Grund der Ablehnung (nur bei Fail): Es muss klar erkennbar sein und somit
als Fehlermeldung oder Empfehlungstext vorliegen, an welcher Stelle bei
der Prüfung der Einreichung welcher Fehler vorliegt.
• Lösungshinweise (Hints – nur wenn Score < Max. Score): Die Hints sind
auf Basis von Heuristiken von den Autorinnen und Autoren gesetzte Hilfs-
texte, die erläutern, welche Verbesserungen bei der Einreichung möglich
sind. Es sollten auch Hints ausgegeben werden können, wenn die Einrei-





































erkennbar sein müsste. Doch diese Prüfungen können erst im Nachhinein einge-
setzt werden. Wünschenswerter sind konstruktive Verfahren, die ein Plagiat von
vornherein hinreichend erschweren.
Dem Plagiarismus nach Punkt zwei entgegenwirken kann zum einen eine ge-
meinsame Eingabefrist für alle. Die Abgabe einer fremden Lösung wäre einer-
seits aufgrund des hohen Grads der Entdeckungswahrscheinlichkeit risikoreich,
und zum anderen wäre sie keine Garantie auf ein korrektes Lösen der Aufgabe,
da alle zum selben Zeitpunkt ihr Feedback erhielten. Zum anderen kann die Ran-
domisierung von Aufgaben oder deren ständiger Austausch Abhilfe schaffen. Sie
ist auch bei Punkt drei anwendbar.
Die Randomisierung von Programmieraufgaben ist diffizil. Einen möglichen
Ansatz stellt die Parametrierung dar. Eine Ausprägung der Parametrierung hin-
terlegt bestimmte Felder mit variablen Ausdrücken, zum Beispiel „Schreiben Sie
ein Programm, das zwei Zahlen des Datentyps <DATENTYP> <multipliziert |
dividiert>“. Nehmen wir an, dass als Datentyp Float, Double und Integer hin-
terlegt sind, so ergeben sich 6 mögliche Ausprägungen. Entweder muss für jede
dieser Ausprägungen eine andere Musterlösung hinterlegt werden, oder es exis-
tiert dieselbe Lösung, die mittels eines Präprozessors in die jeweilige Ausprägung
gebracht und dann verwendet wird. Die Schwierigkeit, solche Varianten zu de-
buggen, ist erheblich. Es wäre hilfreich, eine Form der Randomisierung zu ent-
wickeln, deren „Komplexität“ konstant oder logarithmisch mit der gewünschten
Anzahl der Möglichkeiten wüchse. Eine andere Herausforderung ergibt sich aus
der Wahrscheinlichkeit, dass mit der Zeit eine Sammlung an studentischen Lösun-
gen entsteht, die außerhalb des Systems ebenfalls in einer Art Tauschbörse genutzt
werden könnte.
Ein probabilistischer Ansatz dürfte ein durch Learning Analytics/KI ermitteltes
Wahrscheinlichkeitsmodell sein, das die kognitiven Fortschritte jeder Studentin
und jedes Studenten verzeichnen würde. Das Modell könnte nicht nur automatisch
darauf hinweisen, wie wahrscheinlich es ist, dass die Einreichung von der Studen-
tin oder dem Studenten selbst stammt, also zur Plagiatserkennung herangezogen
werden. Es könnte darüber hinaus didaktisch sinnvoll dazu einsetzbar sein, Defizi-
te und daraus abgeleitet erforderliche Lernwege zu prognostizieren. Hier schließt
sich wieder der Kreis zu den ITS und zur eingangs zitierten APOS-Theorie, die
eine Grundlage für ein Modell sein könnte. Auch andere technische Modelle, zum
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Robert Garmann studierte und promovierte am Fachbe-
reich Informatik der Universität Dortmund. Nach verschie-
denen Softwareprojekten in der Privatwirtschaft wechselte
er 2006 als Professor an die Fachhochschule Stralsund und
2009 an die Hochschule Hannover. Er lehrt zu allen Aspek-
ten der Programmierung von Softwaresystemen. Forschend
widmet er sich schwerpunktmäßig lehrbezogenen Frage-
stellungen der Softwareentwicklung. Insbesondere befasst
er sich mit der automatischen Bewertung von Computer-
programmen. (Kapitel 3 und 11)
Helmar Gust (helmar.gust@uos.de) studierte Mathematik
und Physik an den Universitäten Marburg und Göttingen.
1988 promovierte er am Fachbereich Informatik der Tech-
nischen Universität Berlin zum Dr.-Ing. und habilitierte sich
1994 in Computerlinguistik und Künstlicher Intelligenz an
der Universität Osnabrück. Von 1993 bis 2001 war er Mit-
glied des Instituts für Semantische Informationsverarbei-
tung und seit 2001 ist er Mitglied des Instituts für Ko-
gnitionswissenschaft an der Universität Osnabrück. Seine
Arbeits- und Forschungsgebiete umfassen logische Metho-
den in der Künstlichen Intelligenz, Logisches Programmie-
ren, Constraints und analoges Schließen. (Kapitel 5 und 14)
Martin Hecker ist seit dem Abschluss seines Informa-
tikstudiums an der Universität Münster wissenschaftlicher
Mitarbeiter am Karlsruher Institut für Technologie (KIT).
Dort beschäftigt er sich mit der statischen Sicherheitsana-
lyse verteilter und nebenläufiger Programme. Er ist seit
2011 Mitentwickler von Praktomat, einem System zur Qua-
litätskontrolle in Programmierpraktika. In der Lehre betreut
er Veranstaltungen des Lehrstuhls für Programmierparadig-
men sowie den Einsatz von Praktomat am KIT. (Kapitel 10)
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Felix Heine (felix.heine@hs-hannover.de) ist seit 2010 Pro-
fessor für Datenbanken und Informationssysteme an der
Hochschule Hannover. Er studierte Informatik an der Uni-
versität des Saarlandes und an der Universität-GH Pader-
born. 2006 promovierte er an der Universität Paderborn zum
Dr. rer. nat. Zwischenzeitlich arbeitete er in verschiedenen
Stationen als IT-Berater in der Privatwirtschaft. Prof. Heine
forscht u.a. im Bereich der automatisierten Bewertung von
SQL-Aufgaben und der Integration von Bewertern in Lern-
managementsysteme. (Kapitel 4 und 12)
Britta Herres studiert im Masterstudiengang Informatik an
der Hochschule Trier und ist dort seit 2012 wissenschaftli-
che Mitarbeiterin im Fachbereich Informatik. Neben unter-
stützenden Tätigkeiten in der Lehre beschäftigt sie sich mit
der Entwicklung von Systemen zur automatischen Bewer-
tung von Software und zur Stundenplanung. (Kapitel 7 und
16)
Lukas Iffländer (lukas.ifflaender@uni-wuerzburg.de)
schloss sein Informatikstudium 2016 an der Universität
Würzburg ab. Derzeit ist er wissenschaftlicher Mitarbeiter
und Doktorand am Lehrstuhl für Software Engineering
an der Universität Würzburg. Seine Forschung fokussiert
sich auf Verlässlichkeit und Widerstandsfähigkeit cyber-
physischer Systeme. Sein Interesse an der Entwicklung
automatischer Bewertungssysteme entspringt seiner lang-
jährigen Betreuung des Programmierpraktikums und des
Ziels der Aufwandsreduzierung. (Kapitel 15)
Marianus Ifland (ifland@informatik.uni-wuerzburg.de)
studierte bis 2008 Informatik an der Universität Würzburg.
Anschließend arbeitete er als wissenschaftlicher Mitarbei-
ter, wobei er sich hauptsächlich mit fallbasiertem Trai-
ning beschäftigte und maßgeblich an der Entwicklung des
„CaseTrain“-System beteiligt war. Er promovierte 2014 zur
Feedbackgenerierung in E-Learning-Systemen. Seit 2014
ist er an der Universität Würzburg in der Lehre für das Pro-
grammierparaktikum für Informatiker verantwortlich. (Ka-
pitel 6)
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Nils Jensen ist seit 2010 Professor für Medieninformatik
an der Ostfalia Hochschule. Er arbeitete unter anderem am
Forschungszentrum L3S/RRZN und promovierte 2007 an
der Leibniz Universität Hannover zum Doktor-Ingenieur.
Seine Gebiete umfassen die Softwareentwicklung, die wis-
senschaftliche Visualisierung und das Autonomic Compu-
ting. Nils Jensen ist Mitglied der Gesellschaft für Informa-
tik. (Kapitel 25)
Carsten Kleiner (carsten.kleiner@hs-hannover.de) stu-
dierte Mathematik an der Universität Hannover sowie Com-
puter Science an der Purdue University. Vor und nach seiner
Promotion (2003) zum Dr. rer. nat. an der Universität Han-
nover war er als Softwareentwickler, Technischer Berater
und Projektleiter in Wirtschaftsunternehmen in Köln und
Hamburg tätig. Seit Ende 2004 ist er Professor für Siche-
re Informationssysteme an der Hochschule Hannover. Seine
Arbeits- und Forschungsgebiete umfassen neben Grundla-
gen und Anwendungen der Datenbank- und Informations-
systeme die automatisierte Bewertung von Studierendenab-
gaben, insbesondere im Bereich der Datenbanksysteme so-
wie der theoretischen Informatik. (Kapitel 4 und 12)
Elmar Ludwig (elmar.ludwig@uni-osnabrueck.de) stu-
dierte Mathematik an der Universität Osnabrück und pro-
movierte dort 2006 am Institut für Informatik. Seit 2006 ar-
beitet er am Zentrum für Informationsmanagement und vir-
tuelle Lehre der Universität Osnabrück (virtUOS) und be-
schäftigt sich dort unter anderem mit der Weiterentwicklung
der Lernplattform Stud.IP (als Mitglied der Core Group)
und leitet die Entwicklung des an der Universität entstan-
denen Aufgabentools „Vips“. (Kapitel 5 und 20)
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Oliver Müller studierte Wirtschaftsinformatik an der Tech-
nischen Universität Clausthal. Seit dem Ende seines Studi-
ums im Jahr 2013 ist er im eCULT Projekt der TU Claus-
thal beschäftigt. Dort befasst er sich mit dem Einsatz und
der Weiterentwicklung von Systemen zur automatisierten
Bewertung von Programmier- beziehungsweise Modellie-
rungsaufgaben und promoviert in diesem Themenbereich
am Institut für Informatik der TU Clausthal. (Kapitel 13 und
24)
Rainer Oechsle studierte Informatik an der Universität
Stuttgart und promovierte an der Universität Karlsruhe
(heute KIT) im Bereich Betriebssysteme. Nach der Tätig-
keit bei IBM am Europäischen Zentrum für Netzwerkfor-
schung in Heidelberg und im IBM-Forschungslabor Rüsch-
likon bei Zürich folgte er 1994 einem Ruf auf eine Professur
für Rechnernetze und Verteilte Systeme an der Hochschu-
le Trier. Neben der automatischen Softwarebewertung um-
fassen seine Arbeitsgebiete parallele, verteilte und mobile
Anwendungen sowie Softwarekomponenten. (Kapitel 7 und
16)
Niels Pinkwart (pinkwart@hu-berlin.de) studierte Mathe-
matik und Informatik an der Universität Duisburg-Essen
und promovierte dort im Jahr 2005. Nach Stationen an der
Carnegie Mellon University und der TU Clausthal wechsel-
te er im Jahr 2013 an die Humboldt-Universität Berlin. Dort
leitet er den Lehrstuhl „Didaktik der Informatik/Informatik
und Gesellschaft“ und das Zentrum für technologiegestütz-
tes Lernen. Innerhalb der GI ist er in den Leitungsgremi-
en der Fachgruppen eLearning und CSCW aktiv und ist
Sprecher des Arbeitskreises zu Learning Analytics. Seine
Arbeitsgebiete umfassen digitale Medien und Technologi-
en, die menschliches Lernen, Kooperation, Kommunikation
und soziale Interaktion unterstützen. (Kapitel 2)
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Uta Priss hat im Bereich mathematischer Anwendungen in
der Linguistik promoviert und anschließend 15 Jahre erst
als Assistant Professor (Indiana University) und dann als
Lecturer (Edinburgh Napier University) in der Informati-
onswissenschaft und Informatik geforscht und gelehrt. Seit
2011 ist sie Didaktikerin im eCULT-Projekt der Ostfalia,
wo sie sich mit dem Einsatz von eLearning-Technologien
in der Lehre und insbesondere mit der automatisierten Be-
wertung von Programmieraufgaben in MINT-Fächern be-
schäftigt. (Kapitel 8 und 24)
Frank Puppe (frank.puppe@uni-wuerzburg.de) studierte
bis 1983 Informatik an der Universität Bonn, promovierte
bis 1986 an der Universität Kaiserslautern und habilitierte
bis 1991 an der Universität Karlsruhe mit dem Thema „Pro-
blemlösungsmethoden in Experten“. Seit 1992 hat er den
Lehrstuhl für Künstliche Intelligenz und Angewandte In-
formatik an der Universität Würzburg. Seine Forschungsge-
biete umfassen Wissensbasierte Systeme, E-Learning, Data
Mining, Deep Learning, Sprachverarbeitung, Bildverarbei-
tung und Medizinische Informatik. (Kapitel 6)
Thomas Richter (richter@tik.uni-stuttgart.de) studierte an
der TU-Berlin Physik und Mathematik. 2000 promovierte
er an der TU-Berlin am Institut für Mathematik zum Dr.
rer. nat. Nach einer zweijährigen Tätigkeit in der Privat-
wirtschaft zum Thema Bilddatenkompression nahm er eine
Stellung am Multimediazentrum der TU-Berlin an, bevor
er 2007 an die Abteilung für „Neue Medien in Lehre und
Forschung“ des Rechenzentrums der Universität Stuttgart
(heute TIK) wechselte. Seine Arbeitsfelder sind E-Learn-
ing-Technologien, insbesondere virtuelle und ferngesteuer-
te Labore sowie elektronische Klausuren. (Kapitel 21)
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Peter Riegler hat Physik an der University of New Mexi-
co und der Universität Würzburg studiert mit Forschungstä-
tigkeiten in Quantenoptik, Statistischer Physik und Maschi-
nenlernen. Nach Industrietätigkeit in Telekommunikation,
Sensorik und Automatisierungstechnik ist er seit 2002 Pro-
fessor für Mathematik an der Ostfalia Hochschule. Seine
Forschungsinteressen umfassen charakteristische studenti-
sche Verständnisschwierigkeiten, wirksame Lehre und Me-
dieneinsatz in der Lehre. (Kapitel 8)
Oliver Rod studierte bis 2011 Elektrotechnik an der Ost-
falia Hochschule. Seit 2011 arbeitet er im Zentrum für
erfolgreiches Lehren und Lernen der Ostfalia Hochschule
als Softwareentwickler und Didaktisch-Technischer Exper-
te. Er entwickelte eine Middlewarelösung zwischen LON-
CAPA und dem Praktomat. Sein Interesse liegt im forma-
tiven Assessment von Programmieraufgaben. (Kapitel 19
und 22)
David Schuster schloss sein Informatikstudium (B.Sc.)
2015 an der Hochschule Trier ab. Derzeit studiert er Infor-
matik im Masterstudiengang und arbeitet als wissenschaft-
licher Mitarbeiter im Fachbereich Informatik, ebenfalls an
der Hochschule Trier. Neben seiner Lehrtätigkeit umfasst
seine Arbeit die Entwicklung einer verteilten Anwendung
zur automatisierten Analyse und Bewertung von Software.
(Kapitel 7 und 16)
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Gregor Snelting, Jahrgang 1958, schloss 1982 das Studi-
um der Informatik und Mathematik mit Auszeichnung ab,
und promovierte 1986 mit Auszeichnung zum Dr.-Ing. 1992
wurde er zum C3-Professor an der TU Braunschweig beru-
fen, 1999 übernahm er den Lehrstuhl Softwaretechnik an
der U. Passau; seit 2008 ist er Inhaber des Lehrstuhls für
Programmierparadigmen am KIT und erhielt 2012 den Fa-
kultätslehrpreis. Er forscht zu Programmiersprachen, Com-
pilern, Programmanalyse und Softwaresicherheit. Seit 2008
ist er Sprecher des Beirates der Universitätsprofessoren in
der Gesellschaft für Informatik. Ferner ist er gewähltes
Mitglied des KIT-Senats und spielt als Lead-Gitarrist des
„MetalMint“-Projektes jedes Jahr eine Live-Rockshow zur
Begrüßung der Informatikerstsemester. (Kapitel 10)
Frauke Sprengel (frauke.sprengel@hs-hannover.de) stu-
dierte Mathematik an der Universität Rostock und promo-
vierte dort 1997 über ein Thema aus der angewandten Ana-
lysis. Nach Tätigkeiten in der angewandten Forschung in
Amsterdam und St. Augustin erfolgte 2001 der Ruf zur
Professorin für Computergraphik und Mathematik an die
Hochschule Hannover. Neben Themen aus Computergra-
phik und Bildverarbeitung gilt ihr Interesse dem Einsatz
von E-Learning-Technologien in den Grundlagenfächern
der Informatik, insbesondereL der automatisierten Bewer-
tung von Aufgaben zur Theoretischen Informatik. (Kapitel
19)
Sven Strickroth studierte Informatik an der TU Claus-
thal. Danach arbeitete er an der TU Clausthal sowie an der
Humboldt-Universität zu Berlin als Wissenschaftlicher Mit-
arbeiter, wo er im Bereich E-Learning forschte und Ende
2016 promoviert wurde. Er beschäftigte sich unter ande-
rem mit Unterstützungssystemen für die Programmieraus-
bildung, ist an der Entwicklung des Austauschformats Pro-
FormA für Programmieraufgaben maßgeblich beteiligt und
koodiniert aktuell ein universitätsweites E-Learning-Projekt
an der Universität Potsdam als PostDoc. (Kapitel 2, 13 und
24)
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Michael Striewe studierte Informatik an der TU Dort-
mund und Klassische Archäologie an der Ruhr-Universität
Bochum. Derzeit arbeitet er an der Universität Duisburg-
Essen, wo er auch 2014 in Informatik promovierte. Seine
Forschung vereinigt E-Learning und Software Engineering
und befasst sich sowohl mit dem technischen Aufbau von
E-Learning- und E-Assessment-Systemen als auch mit dem
Einsatz softwaretechnischer Methoden als Bewertungsme-
chanismen in solchen Systemen. (Kapitel 3, 9 und 18)
Tobias Thelen (tobias.thelen@uni-osnabrueck.de) studier-
te Computerlinguistik und Künstliche Intelligenz, Informa-
tik und Philosophie an der Universität Osnabrück und pro-
movierte dort 2009 zur automatischen Analyse orthogra-
phischer Leistungen von Schreibanfängern. Seit 2002 ist er
wissenschaftlicher Mitarbeiter im E-Learning-Zentrum der
Universität Osnabrück und befasst sich dort vor allem mit
den Entwicklungen rund um die Lernplattform Stud.IP. Seit
2013 ist er in der Geschäftsführung des Zentrum für For-
schungsfragen zuständig und lehrt an der Universität Os-
nabrück Künstliche Intelligenz, Logisches Programmieren,
Webtechnologien und Medienbildung. (Kapitel 5)
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Digitale Medien in der Hochschulehre, 
Band 5, 2016, 248 Seiten, br., 29,90 €, 
ISBN 978-3-8309-3548-3
 Die Digitalisierung an Hochschulen gewinnt immer mehr an Bedeu-tung. Digitalisierung kann einen wichtigen Beitrag für hochschuldi-
daktische Innovationen, für mehr Durchlässigkeit und die weitere Öf-
nung der Hochschulen für neue Zielgruppen leisten und so mehr Vielfalt 
in der Lehre generieren.
Im vorliegenden Sammelband zum ELAN e.V. Kongress „TEACHING-
TRENDS16: Digitalisierung in der Hochschule: Mehr Vielfalt in der Lehre“ 
werden empirische Ergebnisse, Beispiele und Erfahrungsberichte zur 
Umsetzung und Integration didaktischer und technologischer Trends in 
der Hochschulehre in den Blick genommen. Schwerpunkte bilden hier-
bei die Diversität in der Lehre, individualisiertes Lehren und Lernen mit 
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Forschendes Lernen 
mit digitalen Medien. 
Ein Lehrbuch
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Band 4, 2015, 212 Seiten, br., 24,90 €, 
ISBN 978-3-8309-3383-0
E-Book: 21,99 €, ISBN 978-3-8309-8383-5
 Das wissenschaftliche Feld und damit auch der Bildungsraum Uni-versität sind durch den digitalen Wandel tiefgreifenden Änderun-
gen und Transformationsprozessen ausgesetzt. In den verschiedensten 
Bereichen des Forschens, Lehrens und Lernens werden zunehmend di-
gitale Medien eingesetzt, so dass sich auch die Anforderungen an eine 
zeitgemäße akademische Medienkompetenz ändern. Der hochschuldi-
daktische Ansatz des forschenden Lernens mit digitalen Medien bietet 
eine Perspektive, dem medialen Wandel im Feld der Hochschuldidaktik 
angemessen begegnen zu können.
Dieses Buch setzt sich gezielt mit dem forschenden Lernen in einer Zeit 
des digitalen Wandels und somit mit einem forschenden Lernen mit digi - 
talen Medien auseinander. Im Sinne eines Lehrbuchs werden
– Praxisorientiert zentrale theoretische Überlegungen und
– konkrete Handlungs- sowie
– Evaluationsstrategien (einschließlich Evaluationsergebnissen)
zur Realisierung eines forschenden Lernens mit digitalen Medien integrativ 
vorgestelt. Dementsprechend wendet sich dieses Buch an Hochschuleh- 
rende, Dozent/inn/en, Didaktiker/innen, Lehrer/innen, Studen t/inn/en 
und Interessierte, die sich mit digitalen Lehr-/Lernszenarien und/oder 







Digitale Medien in der Hochschulehre, 
Band 3, 2015, 262 Seiten, br., 29,90 €, 
ISBN 978-3-8309-3320-5
E-Book: 26,99 €, 
ISBN 978-3-8309-8320-0
 Digitale Medien spielen mittlerweile zur Erfülung der Aufgaben einer Hochschule eine erhebliche Role. Zu Lehr- und Forschungszwecken 
werden u. a. Texte, Abbildungen, Filme, Videosequenzen, aufgezeichnete 
Lehrveranstaltungen und Software verwendet. Die Vermittlung der In-
halte erfolgt in Präsenzveranstaltungen sowie zeit- und ortsunabhängig 
auf Lernportalen im Internet. Auch Prüfungen werden zunehmend com-
putergestützt durchgeführt. Mit dieser zunehmenden Durchdringung 
der Hochschulehre mit E-Medien und Blended-Learning-Konzepten 
sind zahlreiche Fragen des Urheber-, Datenschutz- und Haftungsrechts 
verbunden. Dieses Buch sol einen algemeinen Überblick zu dieser 
Thematik bieten. Es geht insbesondere auf die wichtigen Fragen ein, ob 
Studierenden urheberrechtlich geschütztes Lehrmaterial zum Abruf im 
Intranet der Hochschule oder an PC-Arbeitsplätzen in Bibliotheken be-
reitgestelt werden darf und was bei Vorlesungsaufzeichnungen zu be-
achten ist.
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