We study the performance of data-driven, a priori and random approaches to label space partitioning for multi-label classification with a Gaussian Naive Bayes classifier. Experiments were performed on benchmark data sets and evaluated on established measures of classification quality: micro and macro averaged F score, subset accuracy and Hamming loss. Data-driven methods are significantly better than an average run of the random baseline. In case of F scores and Subset Accuracy -data driven approaches were more likely to perform better than random approaches than otherwise in the worst case. There always exists a method that performs better than a priori methods in the worst case. The advantage of data-driven methods against a priori methods with a weak classifier is lesser than when tree classifiers are used.
Introduction
In our recent work [ ] we proposed a data-driven community detection approach to partition the label space for the multi-label classification as an alternative to random partitioning into equal subsets as performed by the random k-label sets method proposed by Tsoumakas et. al. [ ] . The data-driven approach works as follows: we construct a label co-occurrence graph (both weighted and unweighted versions) based on training data and perform community detection to partition the label set. Then, each partition constitutes a label space for separate multi-label classification sub-problems. As a result, we obtain an ensemble of multi-label classifiers that jointly covers the whole label space. We consider a variety of approaches: modularity-maximizing techniques approximated by fast greedy and leading eigenvector methods, infomap, walktrap and label propagation algorithms. For comparison purposes we evaluate the binary relevance (BR) and label powerset (LP) -which we call a priori methods, as they a priori assume a total partitioning of the label space into singletons (BR) and lack of any partitioning (LP).
The variant of RAkEL evaluated in this paper is an approach in which the label space is either partitioned into equal-sized subsets of labels. This approach is called RAkELd -RAkEL distinct as the label sets are non-overlapping. RAkELd takes one parameter -the number of label sets to partition into k. We assumed that all partitions are equally probable and that the remainder of the label set smaller than k becomes the last element of the otherwise equally sized partition family.
In [ ] we compared community detection methods to label space divisions against RAkELd and a priori methods on benchmark datasets
over five evaluation measures with Classifier and Regression Trees (CART) as base classifiers. We discovered that data-driven approaches are more efficient and more likely to outperform RAkELd than binary relevance or label powerset is, in every evaluated measure. For all measures, apart from Hamming loss, data-driven approaches are significantly better than RAkELd (α = 0.05 ), and at least one data-driven approach is more likely to outperform RAkELd than a priori methods in the case of RAkELd's best performance. This has been the largest RAkELd evaluation published to date with samplings per value for values of RAkELd parameter k on datasets published to date. In this paper we extend our result and evaluate whether the same results hold if instead of using tree-based methods, we employ a weak and Gaussian Naive Bayesian classifier from the scikit-learn python package [ ]. The experimental setup remains identical to the one presented in tree-based scheme, except for the change of base classifier. Bayesian classifiers remain of interest in many applications due to their low computational requirements.
We thus repeat the research questions we have asked in the case of tree-based classifiers, this time for Naive Bayes based classifiers:
RH : Data-driven approach is significantly better than random (α = . ) RH : Data-driven approach is more likely to outperform RAkELd than a priori methods RH : Data-driven approach is more likely to outperform RAkELd than a priori methods in the worst case RH : Data-driven approach is more likely to perform better than RAkELd in the worst case, than otherwise
Results
Micro-averaged F score. While a priori methods such as Binary Relevance and Label Powerset exhibit a higher median likelihood of outperforming RAkELd -we note that the highest mean likelihood is obtained by label propagation data-driven label space division on an unweighted label co-occurrence graph. Unweighted label propagation is also most likely to outperform RAkELd in the worst case. Thus we reject RH and accept RH and RH . The best performing and recommended community detection method for micro-averaged F score -unweighted label propagation -is better than average performance of RAkELd with statistical significance, we thus accept RH .
Macro-averaged F score. In case of macro averaged F score Label Powerset is the most likely to outperform RAkELd both in median and mean cases, while underperforms in the worst case. Label propagation data-driven label space division on an unweighted label co-occurrence graph is the most likely data-driven approach to outperform RAkELd -although other approaches also yield good results. Unweighted label propagation is also most likely to outperform RAkELd in the worst case. It is also better than an average run of RAkELd with statistical significance. Thus we accept RH , reject RH and accept RH and RH .
Subset Accuracy. In case of Subset Accuracy label propagation performed on an unweighted graph approach to dividing the labels space is the most resilient approach both in the worst case and in the average (mean/median) likelihood. The weighted version performers equally well in the worst case, so does unweighted infomap. As the worst case performance of three data-driven methods is greater than 0.5 we accept RH for Subset Accuracy. While Label Powerset performs better than label propagation in case of the median/mean likelihood of being better than RAkELd -it performs worse by pp. in the worst case. Thus while rejecting RH and accepting RH we still recommend using data-driven label propagation approach instead of Label Powerset. Label propagation performs better than RAkELd with statistical significance -we accept RH .
Jaccard score. Among data-driven methods the label propagation performed on an unweighted graph approach to dividing the labels space is the most resilient approach both in the worst case and in the average (mean/median) likelihood. It is followed by infomap. While a priori methods are perform better in case of the median likelihood by pp., they perform worse than data-driven methods in the mean and worst case. We thus confirm RH and RH . The worst case likelihood of data-driven methods outperforming RAkELd is not grater than 0.5 we thus reject RH . Unweighted infomap performs better than the average run of RAkELd with statistical significance -we thus accept RH .
Hamming Loss
The data-driven methods that are most likely to outperform RAkELd are infomap and label propagation performed on a weighted label cooccurence graph. We recommend using weighted infomap which is also most 
Conclusion and Outlook
We have examined the performance of data-driven, a priori and random approaches to label space partitioning for multi-label classification with a Gaussian Naive Bayes classifier. Experiments were performed on benchmark data sets and evaluated on established measures of classification quality. Table summarizes out findings. Data-driven methods are significantly better than an average RAkELd run that had not undergone parameter estimation -i.e. when results are compared against the mean result of all evaluated RAkELd paramater values. When compared against the likelihood of outperforming a RAkELd in the evaluated parameter space -in case of F scores and Subset Accuracy -data driven approaches were more likely to perform better than RAkELd than otherwise in the worst case. There always exists a method that performs better than a priori methods in the worst case.
Data driven methods perform better than a priori methods in the mean likelihood but worse in median when it comes to micro-averaged F and Subset Accuracy. This can be attributed to differences in how likelihoods per data set distribute -data-driven methods perform better in worst case, but are also less likely to be always better than RAkELd as opposed to a priori methods. The advantage of data-driven methods against a priori methods with a weak classifier is lesser than when tree classifiers are used. The authors acknowledge support from the National Science Centre research projects decision no.
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