Abstract-Estimation
I. INTRODUCTION

F UNCTIONAL MRI (fMRI) is a widely used noninvasive neuroimaging technique to investigate the changes in brain functions
, [4] . It detects the blood-oxygen-level-dependent (BOLD) responses due to different brain activities [5] . The hemodynamic response (HDR) reflects the temporal properties of the human brain activities and its estimation is of great importance in the study of the brain functions [6] . fMRI experiments use two schemes of experiment designs, namely the block design and the event-related design [7] . Block designs are generally used in HDR detection because of its larger SNR. However, due to the temporal integration of the response signals in block design, the event-related design is preferred in investigating the temporal characteristics of the HDR [8] .
The HDR is usually estimated through selective averaging procedures, in which many stimuli are presented and the responses averaged are time-locked to the stimuli [9] . This method does not take into account the overlap of responses and thus assumes that the interstimulus intervals (ISIs) are large enough * S. Puthusserypady is with the Department of Electrical Engineering, Technical University of Denmark, Kgs. Lyngby, Denmark (e-mail: spu@elektro.dtu.dk).
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Digital Object Identifier 10.1109/TBME. 2009.2039569 such that consecutive HDRs do not overlap. Other well-known approaches used in HDR estimation include the use of timeseries methods based on generalized linear models (GLMs) [10] , [11] . The temporally overlapping responses were also modeled based on multiple regression within the GLM [12] . Studies in cerebral response have suggested that changes in intensity or duration have near-linear and additive effects on the BOLD response [13] . Also in [9] , it is found that the fMRI BOLD signals summated in a roughly linear fashion across successive trials, even at short ISI (2-4 s). Studies have also shown that for large ISI (>4-6 s), the system consisting of the human brain and MRI scanner can be considered as a linear timeinvariant (LTI) system [14] . While nonlinearities were observed in some cases (leading to the proposal of the Balloon model and the Volterra series model [15] , [16] ), the linearity assumption is found to hold in a wide range of experiments. This validates the means of estimating the HDR using the LTI approach, which assumes the linear summation of responses to each stimulus.
Parametric filter models, such as the Poisson filter and the Gamma filter, impose a specific shape on the linear filter coefficients and have been used in the LTI approach [17] . These parametric models may introduce some bias on the HDR function, since it is unlikely that they capture the shape variations of the HDR within the brain [18] . The method of estimating the HDR using an FIR filter was first performed in [19] . Though it is parametric in the sense that it fits a number of parameters, it does not impose a certain shape on the filter coefficients. Thus, the FIR filter method is known as the semiparametric approach and is more flexible than the Poisson and Gamma filters in reliably modeling the initial dip and the undershoot of the HDR [17] . Using the FIR filter model, HDR estimation can be simplified to be a deconvolution problem as follows:
where ⊗ denotes the convolution operation. In system modeling, assumptions are often made on the statistical distributions of the noise. However, given the many causes of noise in fMRI signals, such as swallowing, head motion, as well as noise originating from the MRI scanner [20] , we have insufficient information to conclude on the noise properties. The H ∞ approach is introduced in robust control theory based on the hypothesis that the resulting minmax estimation techniques would be more robust and less sensitive to model uncertainties and parameter variations than the conventional techniques [21] . The use of H ∞ algorithms in situations, where we have lack of statistical information with respect to noise, replaces the conventional methods of modeling the disturbance signal as a random process with a given spectral density, which rely heavily on the validity of the model assumptions and are hence limited in applications [2] , [21] . 
II. METHOD
From an engineering perspective, the HDR estimation can be regarded as a system modeling problem. The measured fMRI signal d(n) at any particular voxel can be represented as follows [8] :
where h(n) is the input, w(n) is the impulse response (HDR), v(n) is the disturbance, and s(n) is the BOLD response. The input h(n) can be modeled using a boxcar function for block design. For an event-related design, the input can be modeled using a series of impulses of unit amplitudes at instances, where the stimuli are present [7] . v(n) consists of slow-varying drift and white Gaussian noise. w(n) is usually modeled as the difference between two gamma functions [22] 
(4) The common choices of these parameters are a 1 = 6, a 2 = 12, b 1 = b 2 = 0.9 s, and c = 0.35. Observations from fMRI experiments have shown that HDRs vary among different brain regions and subjects [23] , [24] . It is also reported that the HDRs may also vary from trial to trial [25] , [26] . Therefore, in this paper, the HDR in each individual voxel of the brain is estimated using an adaptive filter.
A. Adaptive Estimation
Adaptive filters are used to model the HDR. Given a priori knowledge of the input paradigm and fMRI signal, the HDR can be estimated from the filter coefficients of the adaptive filter shown in Fig. 1 .
T is a known input stimulus vector, with N being the filter length.
T is the filter coefficient vector. Being the impulse response of the system, w(n) approximates the HDR function once the algorithm converges.
In this paper, we shall present four H ∞ problem formulations and solutions. The estimation strategy is always to reduce the
, which captures the worst case behavior of the system and can be regarded as the maximum energy gain from disturbances to prediction errors (see Fig. 2 ). Each problem has different forms of disturbances and prediction errors resulting in different transfer functions [1] .
1) Output Prediction Problem:
The problem here is to find an H ∞ optimal estimation strategy F(·), such that T o,i (F) ∞ is minimized and obtain
In other words, we are minimizing the H ∞ norm of the transfer operator T o,i (F) that maps the unknown disturbances
(see Fig. 2 ). Here, w −1 is the initial estimate of the weight vector w, and µ is a positive constant reflecting the a priori knowledge on how close w is to w −1 . We denote the estimate of the weight vector using all the information available up till time i by w i . Solution to the output prediction problem is the well-known LMSs algorithm [27] . Since the LMS algorithm does not take into account possible time variations in the state vector, there is a need for problem formulations, which deal with such time variations. As the nature of time variations in HDR is unknown, we consider the following three problem formulations.
2) Exponential Weights Problem: A forgetting factor 0 < λ < 1 is introduced such that more recent data are given more weightage, thus allowing us to track the time variations of the underlying models. We are to find an H ∞ optimal estimation strategy and obtain
Note that the prediction error and disturbance energies are now in different forms compared to the previous problem. The solution to this problem is named the EW algorithm and the exponential bound γ λ is calculated as follows:
where
, and σ(R λ,i ) denotes the maximum singular value of R λ,i . The algorithm is as follows:
( 11) initialized with P −1
Also known as the sliding window problem, here one considers data from a finite window of length L. Therefore, as each new datum is observed, the least recent data are discarded. We are to find an H ∞ optimal estimation strategy and obtain
. (13) The FM algorithm allows us to cope with time variations in the underlying model as follows:
The update rule is as follows:
initialized with P 0 = P 
where e (21)
initialized withP 0 = µI.
5) Recursive Least Square (RLS) Algorithm:
Since the RLS algorithm is not an H ∞ algorithm, we will compare our analysis results against it. The RLS algorithm is presented here as follows:
initialized with P 0 = µI. The parameters mentioned hereafter will be consistent with the parameters in this section. Performances of the three H ∞ algorithms (FM, EW, and TV) in HDR estimation and detection are investigated on both time-invariant and TV-HDRs.
III. RESULTS AND DISCUSSION
Preliminary investigations were conducted using timeinvariant HDRs, before performing more detailed investigations using TV-HDRs. For both cases, the three H ∞ algorithms were first run on simulated data to assess their performances in estimating the HDR, and estimation results were compared against that of the LMS and RLS algorithms. The activation detection abilities of the three algorithms were also investigated and compared against that of the conventional t-test method, as well as the LMS and RLS algorithms. The efficacy of these algorithms was then verified using real data. Results obtained by assuming a TV-HDR were compared against those obtained by a time-invariant HDR assumption. Fig. 3 shows the simulated inputs (in red) and BOLD responses for each design. Fig. 4 shows 400 samples of the simulated fMRI signals for both block (SNR ≈ 5 dB) and event-related (SNR ≈ −5 dB) designs consisting of the BOLD signal, slow-varying drift, and white Gaussian noise.
A. Simulated Data 1) HDR Estimation: Time-invariant HDR:
The simulated fMRI signals were investigated using the proposed H ∞ filters, as well as the LMS and RLS algorithms. In determining the parameter values, a range of values were tested for each parameter, and the value for which the algorithm showed the best performance was used. Parameters used for this simulation are µ = 0.001, λ = 0.99999, q = 10 −8 , and L = 6000. In Fig. 5 , the estimated HDRs are shown along with the actual HDR for both designs. In evaluating the filter performances, the normalized MSE (NMSE), defined in (29) , is computed and shown in Table I NMSE
whereŵ and w are the estimated and true HDR vectors, respectively. From Fig. 5 and the NMSE values in Table I , it is clear that the filters are capable of accurately estimating the HDR. Furthermore, results from the LMS and RLS algorithms are similar to that of the EW, FM, and TV algorithms. This shows that HDR estimation can be done by LMS when the HDR is not varying with time due to its simplicity. Also, HDR estimations are more accurate using the event-related design than the block design, which is in line with the fact that the event-related and block designs are used for HDR estimations and detections, respectively [8] . Fig. 6 shows the learning curves for the proposed algorithms. It can be seen from the graph that the FM algorithm converges the fastest (about 10 000 iterations). The TV and RLS algorithms converge the slowest (about 50 000 iterations).
2) HDR Estimation: TV-HDR:
Here, we consider an eventrelated design. To simulate the variation of HDR, one of its parameters in the gamma function is changed based on a drift signal. This ensures that the general shape of the HDR remains unchanged. Since the variation of HDRs in real fMRI data is not well understood, we consider changes in both the HDR delay and undershoot (see Fig. 7 ).
To show the robustness of H ∞ methods against different types of disturbances, we consider five types of noises (SNR ranging from −10 to 3 dB): white noise (type I), white noise and drift (type II), drift (type III), bandpass filtered noise (type IV), and highpass filtered noise (type V).
Parameters used for the simulations are µ = 0.015, λ = 0.999, q = 2 × 10 −5 , and L = 20. The mean estimation errors in the state vector [defined in (30) ] are computed for all algorithms in each run consisting of 1100 samples, and averaged over 500 independent runs. Results are tabulated in Tables II  and III for HDR varying in undershoot and delay, respectively,
where N t is the total number of samples.ŵ i and w i are the estimated and true HDR vectors, respectively, at time i. Tables II and III clearly show that the EW, FM, and TV algorithms, which cope with time variations, outperform the LMS and RLS algorithms for all types of disturbances and HDR variations. In addition, LMS performs better than RLS, since the former is an H ∞ algorithm and is therefore more robust and less sensitive to state-vector variations [27] .
Results in
Figs. 8 and 9 show the learning curves of the algorithms under different disturbances and HDR variations. Similar graphs are obtained for other types of noise (figures not shown). From these graphs, it is seen that the FM algorithm has the fastest convergence rate. Furthermore, learning curves corresponding to the LMS and RLS algorithms are above that of the FM, TV, and EW algorithms most of the time. This could be because LMS and RLS are poorer in coping with time variations.
3) Detection of Brain Activations: Time-Invariant HDR:
The detection abilities using the FM, EW, and TV algorithms are compared against that of the LMS and RLS algorithms, as well as the conventional t-test method, which the average signal during the task to the average signal during the rest period [28] .
In coming up with the simulations, a slice from a set of real fMRI data was used as the background image. Simulated BOLD signals generated by different TV-HDRs (parameter c varies between −1 and 1 for each voxel) were added to certain voxels in the brain. Disturbance signals consisting of Gaussian white noises and drifts of varying powers were added to all voxels, forming a 3-D fMRI time series having various SNRs. Eighty samples were used in this simulation. For the FM algorithm, µ = 0.01 and L = 20. For the TV algorithm, µ = 0.002 and q = 10 −8 , and for EW algorithm, µ = 0.001 and λ = 0.99999. For both the LMS and RLS algorithms, µ = 0.001. Each algorithm was run over all voxels in the brain scan. The estimated HDR in each voxel was then convolved with the input stimulus function to obtain the reconstructed BOLD signal. The correlation coefficient between the reconstructed BOLD signal and the simulated fMRI signal was then computed for each voxel. Statistical parametric map (SPM) was then performed by comparing the correlation coefficients against a threshold value. A voxel was considered active if the correlation coefficient exceeded the threshold, otherwise it was deemed inactive. Fig. 10(b)-(d) shows the detections using the proposed H ∞ Fig. 11 . ROC curves for the detection methods.
algorithms. For the conventional t-test, if the t-statistic in a particular voxel was greater than the voxel's threshold value, then that voxel was considered active [see Fig. 10(g) ]. Correlation values were chosen such that the detections showed the best mapping result. These threshold values (around 0.3 to 0.45) were used for reference in deciding the threshold values for real data, which shall be examined later on. From these results, we can see that the H ∞ algorithms clearly outperform the conventional t-test method. The t-test method results in many false detections, while the proposed algorithms can accurately detect the activated regions and minimize the number of false detections.
The performances of the algorithms were further investigated by studying the receiver-operator characteristic (ROC) curve (see Fig. 11 ) [29] . The ROC curve is a plot of true-positive ratio (proportion of correctly detected voxels to all actual activated voxels) against false-positive ratio (proportion of voxels that were incorrectly deemed active to all actual inactivated voxels). A method that detects the most real activations while minimizing the number of false detections is the most desirable. From  Fig. 11 , it is clear that all three H ∞ algorithms outperform the conventional method, with the FM algorithm showing the best detection ability. We also see that the LMS and RLS algorithms have similar detection abilities compared to the EW, FM, and TV algorithms.
4) Detection of Brain Activations-TV-HDR:
The ability of the algorithms in detecting activations was further investigated using TV-HDRs. Investigations were carried out in a similar manner for the time-invariant case, expect that all the HDR estimates were used in reconstructing the BOLD signal. This is unlike the time-invariant case, in which only the final HDR estimate is used in reconstructing the BOLD signal. Three hundred samples were used in this simulation. Parameters used are µ = 0.015, λ = 0.999, q = 7 × 10 −5 , and L = 10. From Fig. 12 , it is obvious that the proposed H ∞ algorithms outperform the LMS and RLS algorithms in brain activation detections with fewer false detections and more true detections. The performances of the algorithms were further investigated by studying the ROC curve (see Fig. 13 ) [29] . From Fig. 13 , it is clear that the EW, FM, and TV algorithms outperform the LMS and RLS algorithms, with RLS having the poorest detection ability due to its poor robustness. 
B. Real fMRI Data
The ability of the H ∞ algorithms to perform accurate activation detections was also verified on two sets of real fMRI data: DATA-EVENT (event-related design) and DATA-BLOCK (block design). Both data sets were obtained from the National fMRI Data Center (http://www.fmridc.org). Detections that assume a time-invariant HDR are compared against the detection results obtained by assuming a TV-HDR.
1) DATA-EVENT:
This data were from an event-related experiment (with the accession number 2-2000-11127) [30] . This experiment investigated the activity in the human calcarine sulcus (which contains the primary visual cortex) during single instances of mental imagery. Each experiment began with a 2-s auditory presentation of an animal's name. After 14 s, a second auditory presentation of a possible characteristic of the animal was made. Following this, the subjects evaluated the characteristic of the animal. Several such visual-mental processes were made. Each experiment contained 308 data points and each fMRI scan was 2 s apart (repetition time TR = 2 s). From the description of the experiment, we learn that the subjects were given auditory stimuli. Thus, the auditory cortex and the Wernicke's area (next to the auditory cortex and used for speech processing) should be activated during instances when the au- ditory stimulus was present. In this paper, we investigate the activation of these two regions.
The input stimulus function was inferred from the experiment description. The data were preprocessed (for realignment, normalization, and spatial smoothing) using the SPM software [31] . The H ∞ algorithms were then used to analyze the data and perform activation detections. Since the data had a sampling period of 2 s, the length (N ) of the filter coefficient in the adaptive filter was chosen to be 10, such that the estimated HDR lasts for 18 s.
Detections were first performed on the data by assuming a time-invariant HDR (see Fig. 14 Detections on the same set of real data were further investigated by assuming a TV-HDR. The analysis procedure was similar to the time-invariant case, except that the BOLD signal was reconstructed differently. After the algorithms were run on the dataset containing 308 samples, the first 108 HDR estimates were discarded and the 200 most recent estimates were used in reconstructing the BOLD signal. This allows better signal reconstruction, since the first 108 HDR estimates were not well-learnt. Parameters used for this experiment are µ = 0.1, L = 10, q = 3 × 10 −5 , and λ = 0.999. The detection results are shown in Fig. 15 . As seen, performances among the algorithms are approximately the same, with the proposed H ∞ algorithms having slightly better detections than the LMS and RLS algorithms, since they detect a slightly bigger region of activation, which is closer to the expected size.
Detections show slightly different activated areas for different assumptions made on the HDR. Comparing this set of results to those obtained using the time-invariant assumption, there is a slight displacement in the active area for the right side of the brain. However, both regions correspond to a part of the auditory cortex and Wernicke's area. In the absence of the ground truth, we cannot determine which assumption on HDR variation leads to a better detection in this case.
2) DATA-BLOCK: The second set of data (DATA-BLOCK, with accession number 2-2000-111JJ) was designed for visuospatial processing task-judgement of line orientation [32] . This set of data contains 100 fMRI scans, each obtained 3 s apart (TR=3 s). The experiment lasted for 5 min. During the baseline condition, the subjects were asked to determine if two stimulus lines on the screen were at the same level. During the activation condition, nine radial lines arranged in a semicircle were shown in the bottom half of the screen. The subjects had to decide if the two stimulus lines shown in the top half of the screen were oriented in the same way as the two highlighted lines in the bottom half. Thus, this experiment activates the visual cortex of the brain.
Again, investigations were first carried out using the timeinvariant assumption (see Fig. 16 ). Filter length (N ) was chosen to be 7. For the FM algorithm, µ = 0.01 and L = 20. For the TV algorithm, µ = 0.002 and q = 10 −8 , and for EW algorithm, µ = 0.001 and λ = 0.99999. For both LMS and RLS algorithms, µ = 0.001. Similar investigations were carried out by assuming a TV-HDR. However, since all the estimated HDRs have to be used to reconstruct the BOLD signal and there are only 100 samples available, the HDR estimates might not be well learned. To overcome this problem, the dataset were first run on LMS algorithm and the final HDR estimate is then used to initialize the filters. For the FM algorithm, µ = 0.1 and L = 8. For the TV algorithm, µ = 0.22 and q = 3 × 10 −5 . For the EW algorithm, µ = 0.35 and λ = 0.999, and for the LMS and RLS algorithms, µ = 0.2. Detection was also performed using the conventional t-test method at 99.9% significance level. From Fig. 17(f) , it is clear that there are many false detections, proving that H ∞ algorithms outperform the conventional t-test method. From the detection results in Fig. 17 , we can see that the visual cortex is correctly detected by all the algorithms, with the LMS and RLS algorithms having poorer detection results, since their detected regions are smaller than what is expected. For good detections, the entire set of 100 HDRs have to be rather good estimates, since all of them would be used in BOLD signal reconstruction. With LMS and RLS algorithms having slower convergence rates (seen in the convergence curves previously), poor estimates of HDRs would be obtained, thus resulting in poorer detections. Similarly, since the EW algorithm is able to work with the largest learning parameter (µ = 0.35), its detection result is the best due to its fastest rate of convergence.
Comparing the two sets of detection results, we notice that detection by the EW algorithm under time-varying assumption produces the best detection. However, we also see that there is not much difference between the two sets of detections, leading us to conclude that there is not much time variations in the HDR for this dataset. In such cases, it is more convenient to perform detections by assuming time invariance since the LMS algorithm, which can then be used, is much simpler. However, due to their better abilities in coping with time variations in the HDR (as shown in simulated data), the EW, TV, and FM algorithms can be used for datasets that do not show good detections under the time-invariance assumption.
For many years, researchers have been exploring the mystery of the most complex and enigmatic organ in the human bodythe brain. With the developments in cognitive neuroscience, many mysteries are gradually becoming clear to the scientific community. During the past decade, fMRI has been emerged as a powerful noninvasive neuroimaging technique for studying the brain's functions based on the HDR related to neural activity in the brain. It is becoming the diagnostic method of choice for learning how a normal, diseased, or injured brain is working, as well as for assessing the potential risks of surgery or other invasive treatments of the brain.
The intrinsic complexity of the brain functions as well as the data acquisition procedure makes the fMRI data analysis a difficult task. Estimation of the HDR is an important step in the processing and analysis of fMRI data. The time variations of the HDRs as well as the lack of knowledge of the statistical distribution of the disturbances make its estimation a challenging problem. In such situations, the use of H ∞ approach in parameter estimation is proved to be optimal [1] , [2] . Accordingly, in this paper, we proposed three robust signal processing algorithms based on the H ∞ approach to the estimation of the HDRs in fMRI data analysis. The extensive simulation studies show the efficacy of these algorithms compared to the LMS and RLS algorithms.
C. Potential Limitations of Proposed Algorithms
Parameter choices (such as the forgetting factor λ in EW algorithm, window length L in FM algorithm, and the parameter q in TV algorithm) greatly affect the performance of the algorithms. However, currently there is no optimal way of determining these parameters and are determined empirically in carrying out the numerical simulations in our studies.
Another limitation is the computational complexity of the proposed algorithms. They are slightly computationally more intensive than the LMS algorithm. Therefore, these algorithms should not be used for time-invariant problems or those which involve little time variations. In such situations, the LMS algorithm should be used instead.
IV. CONCLUSION
HDR estimation and detection are vital in fMRI data analysis. In this paper, three H ∞ based adaptive filters, namely the FM, EW, and TV, were proposed to estimate the TV-HDRs. Through extensive numerical simulations (on simulated as well as real fMRI data), it is shown that these algorithms are capable of estimating the HDR accurately and outperform the conventional t-test method in detecting the activated regions of the brain. Investigations using phantom data containing TV-HDRs also show that the proposed H ∞ algorithms perform better than the LMS and RLS algorithms, which do not cope with time variations. Thus, the proposed methods would be useful in cases, where fMRI data contains much time variations in the HDR.
