The AIC and its modifications have been proposed for selecting the degree in a polynomial growth curve model under a large-sample framework when the sample size n is large, but the dimension p is fixed. In this paper, first we propose high-dimensional AIC (denoted by HAIC) which is an asymptotic unbiased estimator of the risk under a high-dimensional framework such that p/n → c ∈ [0, 1). It is noted that our new criterion does work in a wide range of p and n. Next we derive asymptotic distributions of AIC and HAIC under the highdimensional frame work. A sufficient condition is given for that HAIC selects more frequently the true model than AIC. Our results are checked numerically by conducting a Mote Carlo simulation.
Introduction
We consider the growth curve model introduced by Potthoff and Roy (1964) , which is given by Y = AΘX + E, (
where Y; n × p is an observation matrix, A; n × q is a design matrix across individuals, X; q × p is a design matrix within individuals, Θ is an unknown matrix, and each row of E is independent and identically distributed as a p-dimensional normal distribution with mean 0 and an unknown covariance matrix Σ. We assume that that n − p − q − 1 > 0, and rank(X) = k. If we consider a polynomial regression of degree k − 1 on the time t and with q groups, then It is important in a polynomial growth curve model to decide its degree. One way is to treat the problem as the one of selecting models. Related to such problems, consider a set of candidate models M 1 , . . . , M k where M j is defined by M j ; Y = AΘ j X j + E, j = 1, . . . , k, (1.2) where Θ j is the q × j submatrix of Θ, and X j is the j × p submatrix of X defined by
) .
The AIC (Akaike, 1973) for M j is given by AIC = n log |Σ j | + np(log 2π + 1) + 2
whereΣ j is the MLE of Σ under M j , which is given bŷ
and P A = A(A ′ A) −1 A ′ . The constant {qj + p(p + 1)/2} is the number of independent parameters under M j . In addition to AIC, there are some modifications (see Satoh, Kobayashi and Fujikoshi (1997) ) which were proposed as approximately unbiased estimators of AIC-type risk, based on a large-sample theory. The modifications were studied assuming that the true model is included into the largest candidate model M k .
In general, the approximations based on a large-sample framework become inaccurate as the dimension p increases while sample size n remains fixed. On the other hand, in last years we encounter more and more problems in applications when p is comparable with n or even exceeds it. So, it is important to examine behavior of AIC when the dimension is large, for example, a high-dimensional framework such that
In this paper we first derive high-dimensional AIC denoted by HAIC which is an asymptotic unbiased estimator of AIC-type risk under (1.4). Note that these criteria are defined for all the subsets by changing the order of the explanatory variables. Next, after we note that these criteria have no consistency property, we obtain asymptotic distributions of AIC and HAIC under (1.4). More precisely, let the values of AIC for model M j by AIC j and HAIC j , and the best subsets chosen by minimizing AIC and HAIC are written asĵ
Then we shall obtain asymptotic distributions ofĵ A andĵ HA . The results include the large-sample asymptotic distributions as their special cases. A sufficient condition is given for that HAIC selects more frequently the true model than AIC. Through simulation experiments, we show that HAIC is better than AIC in the estimation of the risk as well as the probability of selecting the true model.
Preliminaries
As is well known, the AIC was proposed as an approximately unbiased estimator of the risk defined by the expected −2 log-predictive likelihood. Let f (Y; Θ j , Σ j ) be the density function of Y under M j . Then the expected log-predictive likelihood of M j is defined by
whereΣ j andΘ j are the maximum likelihood estimators of Σ and Θ under M j , respectively. Here Y F ; n × p may be regarded as a future random matrix that has the same distribution as Y and is independent of Y, and E * denotes the expectation with respect to the true model. The risk is expressed as
3)
The AIC and its modifications have been proposed by regarding b A as the bias term when we estimate R A by
and by evaluating the bias term b A .
For the justification of AIC, it was assumed that the candidate model M j include the true model. For the two bias-corrected AICs (see Satoh, Kobayashi and Fujikoshi (1997) ), it was assumed that the true model is included in the full model M k . This assumption is also assumed in this paper. So, without loss of generality, we may assume that the minimum model including the true model is M j 0 , and then the true model is expressed as
where Θ 0 is a given q × j 0 matrix, and Σ 0 is a given positive definite matrix. For simplicity, we write X j 0 as X 0 . The bias properties of AIC and its modifications have been studied under a large-sample framework,
In the following we prepare a distributional reduction for the bias b A . By considering the expectation of Y F , it is easily seen that
Let H = (H 1 , H 2 ); p × p be an orthogonal matrix such that
Further, define W, Z,Z, B as follows.
Then, W and B are independently distributed as W p (n − q, I p ) and W p (q, I p ; 
Lemma 2.1. Suppose that the true model is given by (2.4) . Then, the bias
3) is expressed as follows:
Here we may assume that W 22 and B 22 are independently distributed as
where
Proof. The result is a slight extension of Satoh, Kobayashi and Fujikoshi (1997) . From (2.6) and (2.7) we have
Therefore, the bias can be computed as
which implies
The final result is obtained by considering an orthogonal transformation
High-dimensional AIC
First we consider to evaluate the bias b A given in Theorem 2.1 under the high-dimensional framework (1.4). Note that W 22 + B 22 ∼ W p−j (n, I p−j ;Ω). The order of the noncentrality matrixΩ is (p − j) × (p − j), and it tends to infinity. However, the matrix is a sparse matrix. In fact, it is possible to reduce evaluating the expectation with respect to a q × q random matrix. For such a reduction we use the following Lemma due to Sakurai, Nakada and Fujikoshi (2012), based on Kabe (1964) .
, and T and Ω be partitioned as
respectively, where
, Ω 21 and Ω 22 are zero matrices, then
where A is a p × p constant matrix partitioned in the same way as the partitions of T.
Using Lemma 3.1 we have
, 
In general, we assume that
where O h (n i ) denotes the terms of i-th order with respect to n under (1.4).
Then, the expectation can be expanded, by a result (see, e.g., Fujikoshi (1985) ) based a perturbation method, as follows:
where 
where b A1 is given by (3.4) . When Ω = 0, the term b A1 is exactly expressed
For a practical use we derive asymptotic unbiased estimators for ξ 1 and ξ 2 under (1.4). We have seen that
For a reduction of the right-hand sides, we use the following Lemma. 
and 
ThenṼ andŨ are asymptotically normal, and E[Ṽ] = 0, E[Ũ] = 0. Therefore
We defineξ
Then,ξ 1 andξ 2 are asymptotically unbiased estimators of ξ 1 and ξ 2 , respectively. Now we modify these estimators so that they are exact estimators
as a multivariate beta distribution β q (a/2, b/2) with a = n − (p − j) and
Therefore, we have (see, e.g. Fujikoshi and Satoh (1997))
Sinceξ 1 is an unbiased estimator of ξ 1 , we modifyξ 1 andξ 2 aŝ
so thatξ 2 is an unbiased estimator of ξ 2 when Ω = 0. For this, from (3.2), (3.4) and (3.5) we may determine d as
,
Now we define HAIC for M j as
Then we separate a set of candidate models, one of which is a set of overspecified models, candidate models that include the true model, and the other is a set of underspecified models that are not the overspecified models.
Note that if M j is an overspecified model, then Ω = 0. (2) if M j is an underspecified model,
Note that these HAIC is defined for all the subsets by changing the order of the explanatory variables.
Asymptotic distributions of AIC and HAIC
Recently it is known (see Fujikoshi, Sakurai and Yanagihara (2012), Yanagihara, Wakaki and Fujikoshi (2012)) that AIC and its modifications for some multivariate models have consistency property under a high-dimensional asymptotic framework. First we examine whether AIC and HAIC have a consistency property under the high-dimensional framework (1.4). Note that
This implies that
Therefore we have
Here, AIC j and AIC j 0 is AIC under M j and M j 0 , respectively. This shows that AIC has no consistency property. Similarly HAIC has no consistency 
Asymptotic distribution of AIC
We have defined an orthogonal matrix (
which is denoted by (H 1j H 2j ) , where 
, and the remainder p − k columns are any ones such that H is an orthogonal matrix. We partition H as
Using the new orthogonal matrix H, we consider the random matrices in Section 2 by using the same notations. For example,
Let us denote the last (p − j) × (p − j) submatrices of W and B by W (j) and B (j) , respectively, that is
2 . Further, from Lemma 3.2 it is possible to express as
where V (j) and U (j) are independently distributed as W q (n − (p − j), I q ) and W q (p − j, I q ; Ω j ), and
Lemma 4.1. Suppose that the true model is expressed as (2.4). Then, under
(1.4), AIC j − AIC j 0 is asymptotically distributed as
Proof. For j = j 0 + 1, . . . , k, we have
Therefore, −(n − p) log Λ (j 0 +ℓ−1|j 0 +ℓ) is asymptotically distributed as χ 2 q . Using this property we can get the required result. 
Then, under (1.4) it holds that
Further, the probability (4.3) can be expressed as
, and Proof. Note that
Using Lemma 4.1 and noting that {R 1 , . . . , R j−j 0 } and {R j+1−j 0 , . . . , R k−j 0 } are independent, we can write the probability as (4.3). Further, it is easy to see that
Applying Spitzer (1956) and Shibata (1976) to the above expressions, we obtain the second result (4.4).
We note that Theorem 4.1 with c = 0 gives asymptotic distribution of AIC under large-sample framework, which was considered by Satoh, Kobayashi and Fujikoshi (1997) .
Especially the probability of selecting the true model by AIC is expressed
For numerical computations of the asymptotic probabilities, we can use simplified expressions of a m and b m . For example, consider
Then, the a m 's for m = 1 ∼ 5 are expressed as follows.
) ,
Asymptotic Distribution of HAIC
The main part of HAIC is the same as the one of AIC. So, it is enough to examine asymptotic behaviors ofb j andb j 0 , whereb j is given by (3.8). Note thatξ 1 andξ 2 converge to ξ 1 and ξ 2 , respectively. After much computation, we getb
This shows that an asymptotic result of HAIC can be obtained from the one of AIC by changing 
where g j is given by (4.6). Then, under (1.4) it holds that lim P (ĵ HA = j) is given by (4.3) or (4.4) with Z ℓ in (4.7).
Especially the probability of selecting the true model by HAIC is expressed a
. Now we examine which of AIC and HAIC has the more high probability of selecting the true model. For this, let us consider the condition such that
A sufficient condition is given in the following theorem. 
Proof. From Theorem 4.1 the asymptotic probability of selecting the true model by AIC is expressed as
Similarly, the asymptotic probability of selecting the true model by HAIC is expressed as
which shows the first result. For j = j 0 + 1, . . . , k, we have
Here we used that 1
This proves the second result.
Through numerical experiments, we have seen (see Section 5) that HAIC selects the true model more often than AIC. So, it is expected that the sufficient condition is relaxed.
Simulation study
In this section, we numerically examine the validity of our claim. The five candidate models M 1 , . . . , M 5 , with several different values of q, n = ∑ q i=1 n i and p = cn, were prepared for Monte Carlo simulations, where q = 2, n 1 = n 2 = 50, 100 and c = 0. Next, we studied the probabilities of selecting the model by AIC and HAIC. Table 2 shows the selection probability by AIC based on Monte Carlo simulations with 10 4 iterations and the asymptotic selection probabilities under a large-sample framework and a high-dimensional framework.
In the table, AIC 1 and AIC 2 denote the selection probabilities by Monte Carlo simulations for n = 100 and n = 200, respectively. The columns of LS and HD express the asymptotic selection probabilities under a large-sample framework and a high-dimensional framework, respectively. Here, we calculated LS and HD as c = 0.0 and c = p/n, respectively. In the table, the true model is M 3 . Similarly, Table 3 shows the selection probabilities of HAIC.
From Tables 2 and 3 we can see that the selection probabilities of AIC and HAIC were closer to HD than LS. Moreover, these selection probabilities approached more to HD as p increases. Both of the probabilities of selecting the true model increase when n increases, but p is fixed. However, the probability of selecting the true model by AIC decreases as p increases, but n is fixed. On the other hand, the probability of selecting the true model by HAIC increases when n and p increases. Especially, the probability approaches to 1. We have shown in Theorem 4.3 that if q + 1 > k, the probability of selecting the true model by HAIC is higher than the one by AIC. Moreover, Tables 2  and 3 show that the fact holds in all the cases except for (n, p) = (100, 10).
This means that it is expected that a more weak sufficient condition shall be derived. 
