Based on discretely observed samples, this paper proposes local linear composite quantile regression estimation for time-dependent drift parameter of diffusion models. We verify the asymptotic bias, asymptotic variance and asymptotic normality of the local estimation proposed. The asymptotic relative efficiency of the local estimation with respect to local least squares estimation is discussed. The results show that the estimation proposed can be more efficient than the local least squares estimation for many commonly seen error distributions
Introduction
Composite quantile regression (CQR) is proposed by Zou and Yuan (2008) for estimating regression coefficients in classical linear regression models. More recently, Kai el.(2010) considers a general non-parametric regression models by using CQR method. However, to our knowledge, little literature has researched parameter estimation by CQR in diffusion models. This motivates us to consider estimating regression coefficients under the framework of diffusion models. In this paper, we consider the diffusion model on a filtered probability space 0 ( , F,(F ) , ) functions. Model (1.1) includes many famous option pricing models and interest rate term structure models, such as Black and Scholes(1973) , Vasicek(1977) , Ho and Lee(1986) , Black, Derman and Toy (1990) and so on.
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We allow ( ) t  being smooth in time. The techniques that we employ here are based on local linear fitting (see Fan and Gijbels(1996) ) for the time-dependent parameter. The rest of this paper is organized as follows. In Section 2, we propose the local linear composite quantile regression estimation for the drift parameter and study its asymptotic properties. The asymptotic relative efficiency of the local estimation with respect to local least squares estimation is discussed in Section 3. The proof of result is given in Section 4.
Local estimation of the time-dependent parameter
Let the data 
Now we propose the local linear CQR estimation of the drift parameter 
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and h is a properly selected bandwidth. Denote the minimizer of the locally weighted CQR loss (2.4) by
, for a given time point 0 t . To obtain the estimated functionˆ( )   , we usually evaluate the estimations at hundreds of grid points.
In order to discuss the asymptotic properties of the estimation, we introduce the following assumptions.
Throughout this paper, M denotes a positive generic constant independent of all other variables. 
Theorem 2.1 Under assumptions (A1)-(A3), for a given time point 0 t , the local CQR estimation
where L  means convergence in distribution.
Asymptotic relative efficiency
We discuss the asymptotic relative efficiency(ARE) of the local linear CQR estimation with respect to the local linear least squares estimation(see Fan and Gijbels(1996) ) by comparing their mean-squared errors(MSE).From theorem 2.1, we obtain the MSE
We obtain the optimal bandwidth via minimizing the MSE (3.1), denoted by
The MSE of the local linear least squares estimation of
and the optimal bandwidth is
By straightforward calculations, we have, as n   ,
Thus, the ARE of the local linear CQR estimation with respect to the local linear least squares estimation is From Table 3 .1, we can see that the local linear CQR estimation is more efficient than the local linear least squares estimation when the error distribution is not standard normal distribution. When the error distribution is 
ARE t t  
is very close to 1, which demonstrates that the local linear CQR estimation performs well when the error conforms to the standard normal distribution too.
Proof of result
In order to prove theorem 2.1, we first give some notations and lemmas. Let 
Lemma 4.1 Under assumption (A1)-(A3), minimizing (2.4) is equivalent to minimizing the following term: 
According to lemma 4.1, we have 
By using the central limit theorem and the Cramer-Wald theorem, we have 
