In this paper, we introduce asymptotically periodic functions and study these functions from the point of view of operator algebras and dynamical systems. We show that the Möbius function is disjoint from any strongly asymptotically periodic functions. As a consequence, Sarnak's Möbius Disjointness Conjecture holds for all countable compact spaces. Whenever Sarnak's conjecture holds, we show that the Möbius function is disjoint from all asymptotically periodic functions.
Introduction
Let N = {0, 1, 2, . . .} denote the set of natural numbers and N * = {1, 2, . . .}. Functions from N (or N * ) into C, the set of complex numbers, are called arithmetic functions. Many problems in number theory can often be reformulated in terms of properties of arithmetic functions. For example, the Möbius function µ(n) equals 0 when n is not square free (i.e., divisible by a nontrivial square), and (−1) r when n is the product of r distinct primes. It is well known that the Prime Number Theorem is equivalent to that n≤x µ(n) = o(x); the Riemann Hypothesis holds if and only if n≤x µ(n) = o(x 1 2 +ε ), for any ε > 0. Here, the notation "f (x) = o(g(x))" means lim x→∞ f (x)/g(x) = 0.
Our starting point of the study of arithmetic functions is through an embedding of natural numbers into a compact Hausdorff space. Continuous functions on the space induce a class of arithmetic functions with a topological condition. To understand arithmetic structures of natural numbers, a general embedding into a topological space is not suffice. Addition by a natural number may not induce a continuous map on the space under any embedding. We are interested in N-dynamics given by compact Hausdorff spaces in association with the addition structure of natural numbers. In order to use operator algebras tools to study them, we introduce the concept of anqie of N (see Definition 2.3).
Denote by l ∞ (N) the algebra of all bounded arithmetic functions. Throughout the paper, the action A on l ∞ (N) (corresponding to the map n → n + 1 on N) is given by Af (n) = f (n + 1), for any f ∈ l ∞ (N) and any n ∈ N. From operator algebras point of view, an anqie of N is an A-invariant C*-subalgebra of l ∞ (N). In particularly, for a bounded arithmetic function f , we call the smallest anqie containing f the anqie (of N) generated by f . Through anqies, it is possible to establish connections between arithmetics and dynamics. Arithmetic functions can be studied and classified based on their dynamical properties. For example, the function e 2πinθ corresponds to the rotation given by θ on circle S 1 for any irrational θ. While e 2πin 2 θ is associated with certain dynamics on S 1 × S 1 . 1 For two arithmetic functions f and g, if lim N →∞ 1 N N n=1 f (n)g(n) = 0 holds, then we say that f is disjoint from g. As we have seen that many classical problems in number theory can be restated in terms of the disjointness of µ(n) from other arithmetic functions, e.g., the Prime Number Theorem is equivalent to that µ(n) is disjoint from constant function 1; the disjointness of µ(n) from exponential function e 2πinθ (for any irrational θ) may imply that the odd Goldbach conjecture. Sarnak ([Sar09] , see also [LS15] ) conjectured that the Möbius function is disjoint from all arithmetic functions arising from any topological dynamical system with zero entropy. More specifically, Sarnak's Möbius Disjointness Conjecture (SMDC) is stated as follows:
Conjecture 1.1. Let X be a compact Hausdorff space and T a continuous map on X of zero entropy. Then, for any x 0 ∈ X and f ∈ C(X), we have
In recent years, a lot of progress has been made on Conjecture 1.1. But it is still open in its most general form. Some recent results on this conjecture include: Green and Tao ([GT12] ) proved that it is true when X is a nil-manifold and T a translation. Liu and Sarnak ([LS15] ), and, Huang, Wang and Ye ( [HWY17] ) showed that it holds for X a two dimensional torus and T any smooth skew product on X. For more progress on this conjecture, we refer to [Bou13] , [BSZ13] , [ElA17] , [ELR14] , [FJ17] , [FKL18] , [GT12] , [HWZ16] , [Kar15] , [LOZ18] and other related papers.
Sarnak proved that Chowla's conjecture implies SMDC, which is a nontrivial result. Chowla ([Cho65] , see also [Ng08] ) made the following conjecture:
Conjecture 1.2 (Chowla's conjecture). Let a 0 , a 1 , a 2 , . . . , a r be distinct natural numbers, and i s ∈ {1, 2}, for s = 0, 1, 2, . . . , r, not all of i s are even numbers. Then the following should be true:
µ i 0 (n + a 0 )µ i 1 (n + a 1 ) · · · µ ir (n + a r ) = 0.
Chowla's conjecture is a longstanding open problem in number theory. It is open even in one of its simplest forms: N n=1 µ(n)µ(n + 2) = o(N). This estimate should be closely related to the twin prime conjecture.
The positive answer to Chowla's conjecture implies that the set {A n µ : n ≥ 0} is an orthogonal set (with respect to a given mean state, see Section 4 for the definition and GNS construction) of vectors of the same norm. Denote the norm of µ by c. By Bessel's inequality, we have f, f ≥ 1 but not in the strong sense. From dynamical systems point of view, an asymptotically periodic function corresponds to a rigid measure-preserving dynamical system (See Theorem 5.4).
For strongly asymptotically periodic functions, we show the following result:
Theorem 1.3. The Möbius function µ is disjoint from all strongly asymptotically periodic functions. That is, if f is a strongly asymptotically periodic function, then we have
The major ingredient of our proof of the above theorem is Matomäki-Radziwi l l-Tao's estimate ( [MRT15] , also see [MR16] ) on averages of multiplicative functions in short intervals.
Applying tools of anqies, it is interesting to see that any arithmetic function arising from a countable compact space is strongly asymptotically periodic. Thus, as an application, we prove that Sarnak's Möbius Disjointness Conjecture holds for all countable compact spaces, i.e., Theorem 1.4. Let X be a countable compact space and T a continuous map on X. Then, for any x 0 ∈ X and f ∈ C(X), we have
The above theorem was originally proved in [Wei16] . Further and alternative research was done in [HWZ16] . In the above theorem, T is not assumed to have zero entropy. It is well known that any continuous map on a countable compact space always has zero entropy (see [Pet83] ).
From Theorem 1.3, we have seen that µ is disjoint from all strongly asymptotically periodic functions. It is natural to ask if µ is disjoint from all asymptotically periodic functions? We believe that this question has a positive answer. In fact, we show that Theorem 1.5. Assume that the Sarnak Möbius Disjointness Conjecture holds. Then the Möbius function is disjoint from all asymptotically periodic functions.
There are many asymptotically periodic functions which cannot be realized in any zero entropy dynamics (see section 7 for examples), thus the above theorem is nontrivial. The disjointness of µ from asymptotically periodic functions would reflect more properties of the Möbius function. So after all, Sarnak's Möbius Disjointness Conjecture may reveal more than it seems.
Our paper is organized as follows. In Section 2, some notations frequently used are listed and preliminary results are proved. The definition of anqie of N is given. Examples of anqies are provided by two basic constructions in Section 3. Topological characterizations are described in terms of the generating arithmetic functions of anqies. In section 4, GNS constructions are performed with respect to invariant mean states on anqies. Notions of asymptotical and strongly asymptotical periodicity are introduced with respect to vector norms given by mean states. Connections between arithmetic functions and measure-preserving dynamical systems are studied in Section 5. The disjointness of the Möbius function from all strongly asymptotically periodic functions (Theorem 1.3) is showed in Section 6. In the last Section, Theorem 1.4 and Theorem 1.5 are proved. Some results of this paper have been announced in [GE16] without detailed proofs.
Preliminaries
The terminologies used in our paper in operator algebras are standard. We refer to [KR83] for basics. First, we list some notations that will be used.
Let H be a Hilbert space. Denote by B(H) the algebra consists of all bounded linear operators on H. By Riesz representation theorem, for any T ∈ B(H), there is a unique bounded linear operator T * satisfying T x, y = x, T * y , for any x, y ∈ H. Such a T * is called the adjoint of T . We call a norm-closed *-subalgebra of B(H) a C*-algebra. We always assume that C*-algebras contain the identity operator in B(H).
Suppose A is a C*-algebra. We use A ♯ to denote the set of all bounded linear functionals on A. Denote by (A ♯ ) 1 the unit ball in A ♯ , i.e., (A ♯ ) 1 = {ρ ∈ A ♯ : ρ ≤ 1}. In general, A ♯ can be equipped with many topological structures. Among them, the norm topology and weak* topology are used most frequently. For ρ ∈ A ♯ , its norm is given by ρ = sup x∈A, x ≤1 |ρ(x)|. When x ∈ A, the equation σ x (ρ) = |ρ(x)| defines a semi-norm on A ♯ . The family {σ x : x ∈ A} of semi-norms determines the weak* topology on A ♯ .
A non-zero linear functional ρ on an abelian C*-algebra A is called a multiplicative state if for any A, B ∈ A, ρ(AB) = ρ(A)ρ(B).
Suppose that A is an abelian C*-algebra. There is a compact Hausdorff space X such that A is *-isomorphic to C(X) by Stone-Gelfand-Naimark theory. The space X is known as the maximal ideal space of A, or, equivalently the multiplicative state space of A. The following theorem states that if A is a countably generated abelian C*-algebra, then X is metrizable.
Theorem 2.1. Suppose A is a countably generated abelian C*-algebra. Then (A ♯ ) 1 is a metrizable compact Hausdorff space. In particular, the maximal ideal space of A is a metrizable compact Hausdorff space.
Proof. Since A is countably generated, there is a countable dense subset in A. Let {g 1 , g 2 , . . .} be a dense subset of (A) 1 , the unit ball in A. For any
. It is not hard to check that d is a metric on (A ♯ ) 1 . For any net (ρ α ), convergence of the net (d(ρ α , ρ)) to 0 is equivalent to the condition that, for any i ≥ 1, the net (ρ α (g i )) converges to ρ(g i ). Next, we show that the weak* topology is equivalent to the topology induced by the metric d on (A ♯ ) 1 . Suppose that the net (ρ α ) is weak* convergent to ρ in (A ♯ ) 1 . Then, for any i ≥ 1, the net (ρ α (g i )) converges to ρ(g i ). Thus the net (d(ρ α , ρ)) converges to 0. Conversely, if the net (d(ρ α , ρ)) converges to 0, then, for any i ≥ 1, {ρ α (g i )} converges to ρ(g i ). Since the net (ρ α ) is uniformly bounded in (A ♯ ) 1 , for any g ∈ A, (ρ α (g)) converges to ρ(g). So we have that the net (ρ α ) is weak* convergent to ρ in (A ♯ ) 1 .
By Alaoglu-Bourbaki theorem, we have (A ♯ ) 1 is weak* compact. Especially, if X is the maximal ideal space of A, then X is a closed subset of (A ♯ ) 1 . Thus X is a metrizable compact Hausdorff space.
The arithmetic function spaces we are concerned with in this paper are, in general, subspaces of l ∞ (N). One of those is l 2 (N) consisting of all square summable functions. The inner product on l 2 (N) is given by f, g = ∞ n=0 f (n)g(n), for any f, g ∈ l 2 (N). Bounded or unbounded arithmetic functions acting naturally by point-wise multiplication give rise to bounded or unbounded operators, respectively, on l 2 (N). The algebra l ∞ (N) is then naturally embedded in B(l 2 (N)), the algebra of all bounded linear operators on l 2 (N).
Suppose that A is a C*-subalgebra of l ∞ (N) and that X is its maximal ideal space. We use S to denote the map from N to X so that, as a linear functional on A (and an element in X), S(n)(f ) = f (n). The following proposition shows that S has a dense range in X.
Proposition 2.2. Suppose
A is a C*-subalgebra of l ∞ (N) and X the maximal ideal space of A. Each natural number n corresponds to a multiplicative state of point evaluation at n. In this case, n can be viewed as an element S(n) in X. Then S(N) is dense in X, i,e., the weak* closure of S(N) is X (or, write S(N) = X). Moreover, the map S(n) → S(n + 1) can be extended to a continuous map from X into itself.
Proof. Assume on the contrary that S(N) = X. Choose y ∈ X \ S(N). By Urysohn's lemma, there is an F ∈ C(X) = A such that F (y) = 1 and F (x) = 0, for any x ∈ S(N). Then F = 0 as an element in l ∞ (N). This contradicts F (y) = 1. Let A be a map from X into itself given by Aρ(f ) = ρ(Af ), for any ρ ∈ X and f ∈ A. It is easy to see that A(Sn) = S(n + 1). Next, we want to show that A is a continuous map on X. If the net (ρ α ) weak* converges to ρ in X, then, for any f ∈ A, ρ α (Af ) = Aρ α (f ) converges to ρ(Af ) = Aρ(f ). Thus the net ( Aρ α ) weak* converges to Aρ in X. This shows that A is a continuous map on X. Now, we have proved that the map S(n) → S(n + 1) can be extended to a continuous map A from X into itself.
When S is injective, we often view N as a subset of X. For l ∞ (N), we shall use βN to denote its maximal ideal space, also known as Stone-Čech compactification of N. We know that l ∞ (N) is not a separable C*-algebra. Thus it is not countably generated as a C*-algebra. Correspondingly, the maximal ideal space βN is not metrizable.
For a general compact Hausdorff space X, when N is mapped into X, it induces a C*algebra homomorphism from C(X) into l ∞ (N). If the image of N is dense in X, then the above homomorphism is a *-isomorphism. As far as arithmetics on N is concerned, a general embedding of C(X) into l ∞ (N) may not be dynamical, or not reflect arithmetic properties of N. In order to use operator algebras to study arithmetic functions, we introduce the following concept.
Definition 2.3. Let X be a compact Hausdorff space and S a map from N to X with a dense range. If S(n) → S(n + 1) is a well-defined map on S(N), denoted by A and it can be extended to a continuous map from X into itself, then we call X an anqie of N, denoted by (X, A). From the density of S(N) in X, there is a natural embedding from C(X) into l ∞ (N) and A induces a *-homomorphism of C(X) given by Af (S(n)) = f (S(n + 1)). Thus, in an equivalent form, we call (C(X), A) an anqie of N.
The following is a simple example and also a motivating example for us.
Example 2.4. Let θ be an irrational number with 0 < θ < 1. Define S : n → e 2πinθ , a map from N into the unit circle S 1 = {z ∈ C : |z| = 1} in the complex plane C. It is easy to see that S has a dense range in S 1 and A : e 2πinθ → e 2πi(n+1)θ = e 2πiθ e 2πinθ , known as an irrational rotation map, induces a continuous map z → e 2πiθ z on S 1 . Thus (S 1 , A), or (C(S 1 ), A) is an anqie of N.
In the next section, we will see more examples of anqies.
Constructions and examples of anqies
For the basics and preliminary results on topological dynamics, number theory and related topics, we refer to [BC92] and [Wal82] . From Proposition 2.2 in the previous section, we see that one standard method to obtain anqies of N is to construct A-invariant C*-subalgebras of l ∞ (N). In the following, we will explain that another standard method to obtain anqies is to construct point transitive topological dynamical systems.
Recall that a topological dynamical system (or, equivalently, an N-dynamics) is given by a pair (X, T ), where X is a compact Hausdorff space and T a continuous map on X. Suppose that (X, T, x 0 ) is a point transitive topological dynamical system, i.e., the set {T n x 0 : n ∈ N} is dense in X. Then S : n → T n x 0 is a map from N to X with a dense range. The density of S(N) in X induces an embedding of C(X) into l ∞ (N) (denoted by S, again), i.e., for any f ∈ C(X) and n ∈ N, Sf (n) = f (T n x 0 ). In this case, C(X) can be viewed as a unital C*-subalgebra of l ∞ (N). The map T on X coincides with the map A : n → n + 1 on N (or S(N)). Then C(X) is an anqie of N. Thus an N-dynamics (X, A) is an anqie of N if it is point transitive (the anqie structure depends on the choice of a transitive point). The following example is well-known in topological dynamical systems.
Example 3.1. Let T be the tent map on [0, 1] defined by T x = 2x when 0 ≤ x ≤ 1 2 and 2(1 − x) when 1 2 < x ≤ 1. It is well known that the topological dynamical system ([0, 1], T ) is point transitive. By using dyadic rational approximation, one can construct many transitive points of forms n≥0 rn 2 n , where r n are rationals in (0,1) (see, e.g., [GE16] ). The choices of different transitive points give rise to many embeddings of C[0, 1] into l ∞ (N) and thus many anqies.
Topologically, the tent map has winding number 0 on S 1 (0 and 1 are identified in [0, 1]). Measure theoretically, it is unitarily equivalent to the map A : z → z 2 on S 1 which has a winding number 2. These are well-known results. We will see (in Example 3.10) that the topological dynamical system (S 1 , A) is the anqie generated by f (n) = e 2πi2 n θ , for some irrational number θ. As an arithmetic function, f (n) and similar exponential forms have been extensively studied in number theory. From the above analysis, we see that f (n) is closely related to the tent map in dynamics. Now, we consider the C*-algebra construction of anqies. In this section, we concentrate mostly on anqies generated by a single arithmetic function. Let f be a bounded arithmetic function. If A is the smallest anqie containing an arithmetic function f , we shall denote A by A f and call it the anqie (of N) generated by f . We use X f to denote the maximal ideal space of A f . One may check that A f is the unital C*-subalgebra of l ∞ (N) generated by f, Af, A 2 f, . . ..
Let f (N) denote the closure of f (N) in the complex plane C. Since A f contains f , there is a continuous map from X f onto f (N). But these two spaces may not be the same.
The following theorem describes X f in terms of f (N) and gives a representation of A (corresponding to the Bernoulli shift on a product space).
Proof. It is not hard to check that F is an injective continuous map, and F (X f ) is a closed set in N f (N). Since X f is compact, any closed subset of X f is compact. Then we have that F maps any closed set to a closed set and thus is a homeomorphism from X f onto F (X f ). By Proposition 2.2 (for simplicity, we may write S(n) = n) and the fact that
Applying the above result, we can compute many interesting examples of anqies (X f , A). In the following, we use e(x) to denote e 2πix for simplicity.
Example 3.3. Let f (n) = e(nθ), for n ∈ N, where θ is an irrational number. We have seen (Section 2, Example 2.4) that X f = S 1 and A : z → e(θ)z, for z ∈ S 1 ⊂ C.
Example 3.4. Let f (n) = e( √ n), for n ∈ N. Denote by A f the anqie generated by f and X f
In the following, we give some detailed argument for the above nontrivial fact. First, since the set {f (2n 2 ) = e( √ 2n) : n ∈ N} is dense in S 1 , we have that f (N) is dense in S 1 . By Theorem 3.2, we obtain that X f is the closure of {ω n = (e( √ n), e( √ n + 1), . . . , e( √ n + k), . . .) : n ∈ N} in (S 1 ) N . If the sequence e( √ n k ) tends to z 1 , then, for any l, e( √ n k + l) will converge to z 1 .
converges to e( √ n + l). But this contradicts the fact that the sequences {e( √ n k )} ∞ k=1 and {e( √ n k + 1)} ∞ k=1 have the same limit. Thus each ω n is an isolated point in X f . We may assume that ω n corresponds to e − 1 n f (n). Then X f is homeomorphic to X. Note that Aω n = ω n+1 . Correspondingly, A maps e − 1 n f (n) to e − 1 n+1 f (n + 1).
Before we continue with more examples, let us recall a result of Weyl's which is very useful in our computations when exponential functions are involved.
where {x} denotes the fractional part of a real number x.
We also need the following well-known result (see, e.g., [Mur08, Exercise 11.1.21]).
Lemma 3.6. Let P (n) = a d n d + a d−1 n d−1 + · · · + a 1 n + a 0 be a polynomial with real coefficients. Assume that at least one coefficient a i with i ≥ 1 is irrational. Then the sequence of fractional parts of P (n) is uniformly distributed modulo 1.
Using Lemma 3.6 and Proposition 3.5, we have Corollary 3.7. Suppose that x n = ({n 2 θ}, {(n + 1) 2 θ}), for n ≥ 0, where θ is irrational and {x} denotes the fractional part of a real number x. Then the sequence {x n } ∞ n=1 is uniformly distributed modulo 1.
Example 3.8. Let f (n) = e(n 2 θ), for n ≥ 0 and θ irrational. Denote by A f the anqie generated by f and X f the maximal ideal space of A f . Then X f is homeomorphic to S 1 × S 1 .
The proof of the above fact is more involved. Here are some details: From Lemma 3.6, we have f (N) = S 1 . Theorem 3.2 gives that X f is the closure of {ω n = (e(n 2 θ), e((n + 1) 2 θ), . . . , e((n + k) 2 θ), . . .) : n ∈ N} in (S 1 ) N . It is easy to see that, for any x = (x 0 , x 1 , . . . , x n , . . .) ∈ X f , the coordinate x l (l ≥ 2) can be determined by the first two coordinates x 0 , x 1 . In fact,
Define Φ to be the projection from X f to the first two coordinates, i.e., for any
In addition, the map A (or the Bernoulli shift) on X f corresponds to a continuous map on S 1 × S 1 , denoted by A again, such that, for any (
, where x 2 = e(2θ)x 2 1 x 0 by (1). If we identify S 1 × S 1 with R/Z × R/Z, then we can rewrite the map A as:
To describe the next example, we shall need the following (see, e.g., [Mur08, Theorem 11.2.5]):
Lemma 3.9. Let {n k } ∞ k=1 be a sequence of distinct natural numbers. Then for almost all θ ∈ (0, 1), the sequence {n k θ} ∞ k=1 is uniformly distributed modulo 1. Example 3.10. It follows from the above lemma that there is an irrational number θ, such that {2 n θ} ∞ n=1 is uniformly distributed modulo 1. Let f (n) = e(2 n θ). Then (A m f )(n) = f 2 m (n), for any m, n ∈ N. By Theorem 3.2, it is not hard to check that X f = S 1 and A : z → z 2 on S 1 .
Comparing the above example with Example 3.3 (f (n) = e(nθ)), although we get the same X f 's as topological spaces. The map A is metric preserving on X f (f (n) = e(nθ)) but not on X f (f (n) = e(2 n θ)). Thus X f 's have very different anqie structures. So anqies provide a tool to classify arithmetic functions.
Next we introduce some basic definitions related to anqies. Let A ⊆ l ∞ (N) be an anqie of N and B an A-invariant C*-subalgebra of A. Then we call B a subanqie of A. Two anqies A 1 , A 2 ⊆ l ∞ (N) are called isomorphic if there is a *-isomorphism, denoted by ϕ, between A 1 and A 2 , and ϕ is A-preserved (i.e., ϕ•A = A•ϕ). The following proposition may help us understand the connection between anqie inclusions and their corresponding topological dynamical systems.
Proposition 3.11. Suppose that A is a subanqie of B. Let X and Y be the maximal ideal spaces of A and B, respectively. Then there is an A-preserving (i.e., topological dynamics preserving) continuous surjective map from Y onto X.
Proof. Since each multiplicative state on B (an element in Y ) is also a multiplicative state on A (an element in X) and that every maximal ideal in A extends to a maximal ideal (may not be unique) in B, there is an induced continuous surjective map π from Y onto X. It is easy to see that π restricted on S(N) (see Proposition 2.2) is A-preserved. It follows, from the density of S(N) in Y , that π is an A-preserving map on Y .
At the end of this section, we state the following result which is a corollary of the above proposition and will be used in a later part of the paper.
Here, let us first recall that for two given topological dynamical systems (X 1 , T 1 ) and (X 2 , T 2 ), if there is a continuous surjective map ϕ from X 1 onto X 2 such that ϕ • T 1 = T 2 • ϕ, then we call ϕ a factor map and (X 2 , T 2 ) a factor of (X 1 , T 1 ). Moreover, if ϕ is a homeomorphism, then we say that (X 1 , T 1 ) and (X 2 , T 2 ) are (topologically) conjugate (to each other).
Corollary 3.12. Let f be an arithmetic function realizable on (X, T ), i.e., there is a continuous function g ∈ C(X) and x 0 ∈ X, such that f (n) = g(T n x 0 ). Suppose that X f is the maximal ideal space of the anqie generated by f . Let Y be the closure of the set {T n x 0 : n ∈ N} in X.
Then (X f , A) is a factor of (Y, T ).
Proof. Since S : n → T n x 0 is a map from N to Y with a dense range, it induces an embedding from C(Y ) into l ∞ (N) (denoted by S again), i.e., for any h ∈ C(Y ), S(h)(n) = h(T n x 0 ). In this case, C(Y ) can be viewed as a C*-subalgebra of l ∞ (N) and its maximal ideal space is Y . Note that S(g) = f . Thus the anqie generated by f , denoted by A f , is a subanqie of C(Y ). From Proposition 3.11 and the fact that T on Y coincides with the map A : n → n + 1 on N, we have (X f , A) is a factor of (Y, T ).
Invariant means on N and asymptotically periodic functions
For applications of anqies in number theory, we need some preparations. In number theory, we are often concerned with estimates of the form 1
x n≤x f (n). For this purpose, we shall consider states on l ∞ (N) given by certain limits of 1 N N −1 n=0 f (n) along "ultrafilters". Then the inner product of two functions f and g given by the states is exactly certain limits of sums like
. Recall that for a C*-subalgebra A of l ∞ (N), we call the linear functional ρ a state on A if ρ(1) = 1 and ρ(f ) ≥ 0, for any f ∈ A with f ≥ 0. We will study A-invariant states on anqies. First, we give
Invariant states may or may not be related to average values of functions. Here we give an example to explain this phenomena. Recall that βN is the maximal ideal space of l ∞ (N), and the elements in βN \ N are called free ultrafilters.
Then, for each given f , the function n → F n (f ) gives rise to another function in l ∞ (N). Choose ω ∈ βN \ N and define F ω (f ) = lim n→ω F n (f ). Then F ω is an A-invariant state on l ∞ (N). If χ S is the characteristic function supported on S, then F ω (χ S ) = 1. But the relative density of S in N is zero. Thus Suppose ω ∈ βN \ N is a given free ultrafilter. For any n ∈ N and any f in l ∞ (N), we define E n (f ) = 1 n n−1 i=0 f (i). Then, for each given f , the function n → E n (f ) gives rise to another function in l ∞ (N). The limit of E n (f ) at ω is denoted by E ω (f ). Then E ω is an A-invariant state defined on l ∞ (N) or called "a mean state" (or, "a mean" for short).
From now on, we use E to denote a given mean state on l ∞ (N) (depending on a free ultrafilter). For a real-valued function f ∈ l ∞ (N), we always have:
Suppose A is a countably generated anqie of N. Then by Theorem 2.1, we have that (A ♯ ) 1 is metrizable. For each N ∈ N, define the state ρ N on A by ρ N (f ) = 1
. We call such ρ the limit of ρ N k or the mean state given (uniquely) by the sequence {N k } ∞ k=1 . It is not hard to check that ρ is an A-invariant state and, for any free ultrafilter ω in the closure of {N k : k = 1, 2, 3, . . .} in βN, the restriction of E ω on A is ρ. Now we perform the GNS construction on l ∞ (N) with respect to E: Let f, g = E(ḡf ) be a semi-inner product defined on l ∞ (N) and f E = f, f 1 2 be a semi-norm on l ∞ (N) (see [KR83, Proposition 4.3.1]). We use K to denote the subalgebra of l ∞ (N) containing all f so that E(|f | 2 ) = f, f = 0. Then K is a closed two-sided ideal in l ∞ (N). Thus A = l ∞ (N)/K is a unital C*-algebra, and , induces an inner product on A. For f ∈ l ∞ (N), we may usef (or simply f without ambiguity) to denote the coset f + K in A. Whenf ,g ∈ A, we still use f ,g = E(ḡf ) to denote the inner product on A and f E = f ,f Remark 4.4. Our later results will depend on E but not on a specific one. Therefore, our definitions or properties stated later are for any mean state E. For example, if f and g are orthogonal, E(f g) = 0 holds for any mean state E. The orthogonality of arithmetic functions may be viewed as disjointness between two functions in number theory.
Next, we introduce some generalized notions of periodicity. An arithmetic function f ∈ l ∞ (N) is said to be essentially periodic (or "e-periodic") if there is an n 0 ≥ 1 such that f = A n 0 f in H E and the smallest such n 0 (≥ 1) is called the e-period of f .
It is not hard to check that e( √ n) is an e-periodic function of e-period 1. As we know,
arithmetic functions satisfying f (n) = f (n + 1) for all n must be constant ones. Thus e-periodic functions are far from periodic ones. In the following, we shall construct e-periodic functions with e-period k taking values only 0 and 1, for any k ≥ 1.
be two sequences of positive integers with lim i→∞ m i = lim i→∞ n i = ∞. For any given k, choose α, β be two vectors in {0, 1} k , such that α(0) = 0, β(0) = 1, α(i) = 1, β(i) = 0, for i = 1, 2, . . . , k − 1. We construct a function f (written as {f (n)} n ) successively:
Then f is an e-periodic function with e-period k.
The above fact can be showed in the following. From lim i→∞ m i = lim i→∞ n i = ∞, we have that, for any given ε > 0, there is an i 0 such that when i > i 0 , km i , kn i > 1 ε + 1. Thus the number of n between 1 and N satisfying f (n + k) = f (n) is less than 2ki 0 + kNε. Hence
Since ε can be arbitrarily small, we get lim N →∞ 1 N N n=1 |f (n + k) − f (n)| 2 = 0. It is easy to see that for any positive integer i ≤ k − 1, lim N →∞ 1 N N n=1 |f (n + i) − f (n)| 2 = 0. Therefore f is an e-periodic function with e-period k.
Moreover, if the two sequences {m i } ∞ i=1 and {n i } ∞ i=1 in the above example satisfy the condition lim i→∞ m i n i = a = 0, then one can check that f constructed in the above example cannot be the weak limit of periodic functions, i.e., for any mean state E, there does not exist a sequence {f n } ∞ n=1 of periodic functions, such that the limit of f − f n is zero in H E .
It is easy to see that sums and products of e-periodic functions are again e-periodic. The following definitions are generalizations of e-periodicity.
Definition 4.6. A function f ∈ l ∞ (N) is called asymptotically periodic if there is a sequence of positive integers n j such that f − A n j f has limit zero in H E (for any mean state E).
Definition 4.7. A function f ∈ l ∞ (N) is called strongly asymptotically periodic if there is a sequence of positive integers n j such that for any mean state E, when j goes to infinity, f −A ln j f converges to zero in H E uniformly with respect to all l ∈ N.
From the definitions, it is easy to see that e-periodic and strongly asymptotically periodic functions are asymptotically periodic. Naturally, there are many asymptotically periodic functions, which are far from e-periodic ones. For example, f (n) = e(nθ), where θ is irrational, is asymptotically periodic. Moreover, it cannot be the weak (or l 2 -) limit of e-periodic functions. In fact, we have the following result:
Proposition 4.8. Let f (n) = e(nθ), for n ∈ N, where θ is irrational. Then for any e-periodic function g, f is orthogonal to g, i.e., for any mean state E, f, g = E(ḡf ) = 0.
Proof. Suppose that the e-period of g is k. It is not hard to show that uniform (or l ∞ -) limits of asymptotically periodic functions are again asymptotically periodic. There are many arithmetic functions that are not asymptotically periodic. For example, f (n) = e(n 2 θ) with θ irrational. This is because, for any m ≥ 1, f − A m f E = √ 2, and therefore f is not asymptotically periodic. Moreover, the function f is orthogonal to any asymptotically periodic function. Since this function is useful, we summarize our result in the following: such that for any mean state E, lim k→∞ A n k g − g E = 0. We want to show that f is orthogonal to g. Assume on the contrary that | f, g | > δ, for some positive number δ. For the given δ, we have that when k is large enough, A n k g − g E < δ 2 . Applying Cauchy-Schwarz inequality and the fact that f E = 1, we have
It follows by (i) that the set {A n k f : k = 1, 2, . . . , n, . . .} is an orthogonal set in H E . Then by Bessel's inequality, we have g 2 E ≥ ∞ k=1 | g, A n k f | 2 = ∞. This contradicts the fact that g ∈ l ∞ (N). Thus f, g = 0.
Remark 4.10. We conclude that if an arithmetic function satisfies condition (i) in Theorem 4.9 above, then this function is orthogonal to all asymptotically periodic functions. Now we show that the well-known function µ 2 and its translations satisfy an even stronger asymptotical periodicity.
Theorem 4.11. For any m 1 , . . . , m k ∈ N, A m 1 (µ 2 )···A m k (µ 2 ) is strongly asymptotically periodic.
Proof. It suffices to prove that µ 2 is strongly asymptotically periodic. Let n j = p 2 1 p 2 2 · · · p 2 j , where p 1 , . . . , p j are the first j primes. For any positive integer m, we have (see, e.g., [Mir49] )
Then, for any positive integer l, µ 2 ,
tends to 0, as j goes to infinity. Therefore {µ 2 − A ln j µ 2 } ∞ j=1 converges to zero in H E uniformly with respect to all l ∈ N.
In the next section, we will see that the anqie of N generated by an asymptotically periodic function is closely related to a measure-preserving dynamical system which has "rigidity".
A-invariant measures
For a topological space X, let B be the σ-algebra generated by open subsets of X. This σalgebra is known as the Borel algebra associated with X. Throughout this paper, the σ-algebras involved are always Borel algebras. The members of B are called Borel sets of X. We then call the pair (X, B) a measurable space. A measure ν defined on B is called a Borel measure on X. If ν(X) = 1, then we call ν a Borel probability measure and (X, B, ν) a probability space. Let T be a measurable transformation from X to X, i.e, for any B ∈ B, T −1 (B) ∈ B. We call (X, B, ν, T ) a measure-preserving dynamical system if ν is a Borel probability measure and for any B ∈ B, ν(T −1 (B)) = ν(B). For simplicity, we may use (X, ν, T ) to denote a measure-preserving dynamical system. For basics and preliminaries on measure theory and ergodic theory, we refer to [Rud87] , [Wal82] .
Suppose (X, A) (or A) is an anqie of N. It is a basic fact that a continuous map on X is always (Borel) measurable. We call a (Borel) measure ν on X A-invariant if for any Borel set F of X, ν(F ) = ν(A −1 F ). In the following, we show that there is an A-invariant Borel probability measure on X, which is induced by an invariant state on A.
Theorem 5.1. Let (X, A) be an anqie of N and A the canonical image of C(X) in l ∞ (N). Suppose ρ is an invariant state on A. Then there is a unique A-invariant Borel probability measure ν on X such that ρ(g) = X g(x) dν, for any g ∈ A.
(2)
Proof. Since ρ is an invariant state on A and A ∼ = C(X), ρ can be viewed as a state on C(X) satisfying ρ(f • A) = ρ(f ), for any f ∈ C(X). By Riesz representation theorem (see [Rud87, Theorem 2.14, Theorem 2.17]), there is a unique Borel probability measure ν on X, such that for any f ∈ C(X),
Moreover ν is "regular" in the sense defined in [Rud87] . Here ν also has the property that for any compact subset K ⊂ X,
In the following, we will show that ν(A −1 (F )) = ν(F ) for any Borel set F . First we prove that if ν(F ) = 0, then ν(A −1 (F )) = 0. In fact, by the regularity of ν, for any ε > 0, there is a compact set K ⊂ A −1 (F ) with ν(A −1 (F )) < ν(K) + ε. Since A(K) ⊂ F , ν(A(K)) = 0. By (4), there is an h ∈ C(X) so that h| A(K) = 1 and ρ(h) < ε. Then by (4) again, ν(K) ≤ ρ(h • A) = ρ(h) < ε. Thus ν(A −1 (F )) < 2ε, for any ε > 0. It follows that ν(A −1 (F )) = 0.
Next, assume that ν(F ) = 0. We want to prove that ν(A −1 F ) = ν(F ). By Lusin's Theorem, there is a sequence {f n } ∞ n=1 in C(X) and a Borel set G with ν(G) = 0, such that f n ≤ 1, and for any x ∈ X \ G, lim n→∞ f n (x) = χ F (x), where χ F is the characteristic function supported on F . Then, for x ∈ X \ A −1 G, lim n→∞ f n • A(x) = χ F • A(x). From the above paragraph, we see Note that ρ(f n ) = ρ(f n • A). Thus ν(F ) = ν(A −1 (F )). Finally, it follows by ρ(1) = 1 that ν(X) = 1. Thus ν is an A-invariant Borel probability measure on X.
We call the A-invariant Borel probability measure ν given by (2) the measure induced by ρ. Suppose A is a countably generated anqie of N and X the maximal ideal space of A. Then by Theorem 2.1, X is a compact metrizable space. Thus for any mean state E on l ∞ (N), there is a sequence {N k } ∞ k=1 of positive integers such that for any g ∈ A, E(g) = lim k→∞ 1 N k N k −1 n=0 g(n). From the above theorem, there is an A-invariant Borel probability measure ν on X such that for any g ∈ A, lim k→∞
On the other hand, for any x ∈ X, we can define a Borel probability measure δ x on X, so that, for any Borel set B in B, δ x (B) = 1 when x ∈ B; otherwise, δ x (B) = 0. For each N ≥ 1, define δ N,x = 1 N N −1 n=0 δ A n x . It is easy to check that δ N,x is a Borel probability measure on X. In particular, let x = x 0 (corresponds to 0 ∈ N, or a state on A). Since
We call such ν the (weak*) limit of δ N k ,x 0 in ergodic theory.
Remark 5.2. Let A f be the anqie generated by f and X f the maximal ideal space of A f . By Theorem 3.2, X f is the closure of {(f (n), f (n + 1), . . .) : n ∈ N} in N f (N). Suppose ρ is an invariant state on A f and ν a measure induced by ρ. Naturally, ν can be extended to a Borel probability measure on N f (N), denote by ν given by ν(F ) = ν(F ∩ X f ), for any Borel set F of N f (N). Then it is easy to see that ν is A-invariant, where A is the Bernoulli shift on N f (N). We still use ν to denote it if there is no ambiguity,.
Next, we will discuss the connections between asymptotically periodic functions and rigid systems. then T is said to be a rigid transformation.
Theorem 5.4. Suppose that f is an asymptotically periodic function. Denote A f the anqie generated by f and X f the maximal ideal space of A f . Let E be a mean state on A f and ν the measure induced by E on X f . Then A is rigid.
Proof. From the definition of asymptotically periodic function, there is a sequence of positive integers {n k } ∞ k=1 with lim k→∞ E(|A n k f − f | 2 ) = 0. It is not hard to check that for any g ∈ A f , we have lim k→∞ E(|A n k g − g| 2 ) = 0. Thus for any g(x) ∈ C(X f ), applying formula (2), we have
For any Borel set F of X f , by Lusin's Theorem, there is a sequence {g n } ∞ n=1 of continuous functions on X f with g n ≤ 1, such that for almost all x, lim n→∞ g n (x) = χ F (x). Then for any ε > 0, by Lebesgue's Dominated Convergence Theorem, there is a g n 0 satisfying X f |χ F (x) − g n 0 (x)|dν < ε 3 . From formula (5), there is a sufficiently large K, such that for any k > K,
Hence lim k→∞ ν(A −n k F △F ) = 0.
To summarize, through invariant states, we establish a connection between arithmetics and measurable dynamics. Specifically, for any given arithmetic function f in l ∞ (N), let (X f , A) (or A f ) be the anqie generated by f . Suppose that ρ is an invariant state on A f . Then by Theorem 5.1, there is an A-invariant Borel probability measure ν induced by ρ on X f . Thus f corresponds to a measure-preserving dynamical system (X f , ν, A). So we can apply tools in ergodic theory to study the dynamical system (X f , ν, A) and further study the properties of f .
Self correlations of the Möbius function
In this section, we shall prove the disjointness of µ from all strongly asymptotically periodic functions (Theorem 1.3). The proof of this result can be reduced to showing the following certain "self correlations" of the Möbius function.
Theorem 6.1. Let k be any given positive integer. Then for any h ≥ 2, we have
Here, the notation "f ≪ g" means that there is a constant c 1 independent of x, such that |f (x)| ≤ c 1 g(x).
First we show that the above theorem implies Theorem 1.3.
Proof of Theorem 1.3 (Assume that Theorem 6.1 holds). It suffices to show that, for any mean state E, f, µ = E(f µ) = 0. By the strongly asymptotical periodicity of f , we have, for any ε > 0, there is a positive integer n 0 such that
for any l ∈ N. For the given n 0 , by Theorem 6.1, we can choose a sufficiently large l 0 , such that
For any l ∈ N, f, µ = A ln 0 f,
Using Cauchy-Schwarz inequality together with formula (6), (7) and (8), we deduce that | f, µ | < ε( f E + 1), for any ε > 0, which implies that f, µ = 0.
The following corollary is an immediate consequence of Theorem 1.3.
Corollary 6.2. The Möbius function µ is disjoint from the following functions:
(1) Arithmetic functions in the C*-algebra generated by all e-periodic functions in l ∞ (N);
(2) For any m 1 , . . . , m k ∈ N, functions of the form A m 1 (µ 2 ) · · · A m k (µ 2 ), i.e., for any m 0 , m 1 , . . . , m k ∈ N,
Note that formula (9) gives a partial answer to Chowla's Conjecture. Next, let us return to prove Theorem 6.1. The proof of Theorem 6.1 can be essentially reduced to estimating the average of µ(n)χ(n) in short intervals, where χ is any Dirichlet character modulo k. More specifically, we need to prove the following result first. Theorem 6.3. Let k be any given positive integer and let χ be any Dirichlet character modulo k. There are absolute constants C, C ′ , such that for any X ≥ X k (a positive number depending on k), any h (with 2 ≤ h ≤ X) and any δ ≥ (log X) −1/100 , the following inequality holds, for all but at most CX (log h) Here, we say C an absolute constant if C is a constant independent of any parameters. Note that in this section, constants implied in ≪ are always independent of any other parameters, i.e., absolute constants.
From the above theorem, we see that the average of µ(n)χ(n) is small in almost all short intervals. This result is a natural generalization of the main result in [MR16] . The proof follows from similar ideas in the above cited paper and some standard techniques in analytic number theory which we refer to [IK04] , [PP91] . To prove Theorem 6.3, we need the next lemma, which follows directly from an argument in the proof of the main theorem in [MR16] . 
Then there are absolute constants C, C ′ , such that for any h (with 2 ≤ h ≤ h = X/(log X) 1 5 ) and δ ≥ (log X) −1/100 , the following inequality holds:
for all but at most CX (log h)
Proof of Theorem 6.3. For any given positive integer k and Dirichlet character χ modulo k, let f (n) = µ(n)χ(n). Assume settings about x, y and α in Lemma 6.4, by applying Perron's formula on x<p≤y f (p) p 1+iα and some elementary estimates, we have that f satisfies formula (10). On the other hand, it is well known that (see, e.g., [IK04, (5.80)]), for any A ≥ 1, when X is large enough, we have that | n≤X f (n)| ≪ X(log X) −A , where the constant implying in ≪ only depends on A. Thus by Lemma 6.4, we obtain Theorem 6.3. Now, we are ready to prove Theorem 6.1.
Proof of Theorem 6.1. Write where χ 0 is the principal character modulo k. Note that χ · χ 0 can be viewed as a Dirichlet character modulo k, still denoted by χ for simplicity. For any given h ≥ 2, k ≥ 1 and d|k, choose δ d = (log(hk/d)) − 1 2 . Then, by Theorem 6.3, we have that, for any Dirichlet character χ modulo k and X > e hk large enough, the following inequality holds: 
as k is given and h tends to infinity.
We have showed that the Möbius function is disjoint from all strongly asymptotically periodic functions. It is natural to ask whether the Möbius function is disjoint from all asymptotically periodic functions? We believe that this question has a positive answer. By the remark after Theorem 4.9, a positive answer to Chowla's conjecture implies a positive answer to this question. On the other hand, comparing with Theorem 6.1, if lim N →∞
, where the little "o" term is independent of k ≥ 1, then, similar to the proof of Theorem 1.3, we have that the Möbius function is disjoint from all asymptotically periodic functions. It is interesting to obtain that the positive answer to SMDC implies that the disjointness of µ from all asymptotically periodic functions (Theorem 1.5). We shall prove this result in the next section.
Then, for each l ≥ 1,
Therefore f is a strongly asymptotically periodic function. By Theorem 1.3, we have that µ is disjoint from f .
In the rest of our paper, we always call the topological entropy of the anqie generated by f the entropy of arithmetic function f . In this language, SMDC is equivalent to that µ is disjoint from all zero entropy functions. In Theorem 1.3 and Corollary 6.2, we have showed that the Möbius function is disjoint from some classes of arithmetic functions. It is interesting to ask if these functions are all of zero entropy? In fact, there are many strongly asymptotically periodic functions of nonzero entropy, such as, Sarnak ([Sar09]) proved that µ 2 has a positive entropy. It is not hard to construct many e-periodic functions with nonzero entropy. For example, let f be an arithmetic function with range {0, 1}. f takes value 1 at the first 2 4 natural numbers in N and 0's at the next 2 4 natural numbers in N, then followed by all 0,1 words of length 2 in an order; repeat this process in the way that f takes value 1 at the 2 2n (n ≥ 3) natural numbers and 0's at the next 2 2n natural numbers in N, then followed by all 0,1 words of length n in an order. It is easy to see that f (n) is an e-periodic function of e-period 1 and the entropy of f is log 2.
However, there are certain relations between asymptotically periodic functions and zero entropy functions. In fact, we will see that asymptotically periodic functions can be approximated by zero entropy functions measure-theoretically. Roughly speaking, suppose f is an asymptotically periodic function. Through changing values of f defined on a subset Y of N with small density, one can construct an arithmetic function g of zero entropy. Here the density of a set Y is given by inf lim N →∞ 1 N N n=1 χ Y (n). This result relies on the following property of asymptotically periodic functions.
Proposition 7.1. Let f be an asymptotically periodic function and ρ an invariant state on A f . Then, for the measure-preserving dynamical system (X f , ν, A) with ν the probability measure induced by ρ on X f , we have that the measure-theoretic entropy of A is zero.
The above proposition follows immediately from Theorem 5.4 and [Pet83, Example 5.3.3]. The basic connection between topological entropy and measure-theoretic entropy is the variational principle (see, e.g., [Wal82, Theorem 8.6]). It is stated that for any dynamical system (X, T ), where X is a compact metric space and T a continuous map on X, h(T ) (the topological entropy of T ) = sup{h ν (T ) : ν is a T -invariant Borel probability measure on X}, where h ν (T ) is the measure-theoretic entropy of T . From this principle, it is easy to see that if h(T ) = 0, then h ν (T ) = 0, for any T -invariant probability measure ν. However, the converse is not true.
The following lemma is an easy consequence of Proposition 7.1 and [EKPLR17, Lemma 4.28, 4.29].
Lemma 7.2. Let f be an asymptotically periodic function. Suppose {N k } ∞ k=1 is an increasing sequence of positive integers, such that for each k, N k |N k+1 . We further assume that the sequence {N k } ∞ k=1 satisfies the condition that there is a mean state ρ on A f , such that for any h ∈ A f , ρ(h) = lim k→∞ 1 N k N k n=1 h(n). Then for any ε > 0, there is an arithmetic function g with a finite range, and a subsequence {N k(l) } ∞ l=1 such that (i) The entropy of g is zero;
Based on such connections between asymptotically periodic functions and zero entropy functions, now we prove Theorem 1.5, which states that the positive answer to SMDC implies that the Möbius function is disjoint from all asymptotically periodic functions.
Proof of Theorem 1.5. Assume on the contrary that there is some asymptotically periodic function f such that lim N →∞ 
Choose ε sufficiently small. Then, by formula (12) and (13), we can obtain a result which contradicts formula (11). Thus µ is disjoint from all asymptotically periodic functions.
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