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Abstract
We present a quantization scheme for optical systems with absorptive losses, based on an ex-
pansion in the complete set of scattering solutions to Maxwell’s equations. The natural emergence
of both absorptive loss and fluctuations without introducing a thermal bath is demonstrated. Our
model predicts mechanisms of absorption induced squeezing and dispersion mediated photon con-
version.
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I. INTRODUCTION
Optical structures on the micro- and nanometer scale have recently gained interest in the
context of future quantum technologies, as they can be used for the generation of quantum
states of light [1–4] and coherent optical control of quantum states [5, 6]. As the possibility
of practical applications grows ever larger on the horizon, the need for efficient theoretical
schemes to describe such systems quantum mechanicaly grows with them. Unfortunately,
since the quantum theory of light-matter interaction started with the study of closed mi-
crowave cavities, most quantum models of light assume the existence of a discrete set of
eigenmodes whereas optical systems are inherently open and, therefore, feature an uncount-
able number of scattering modes. Scattering modes are not eigenmodes in the usual sense,
since they contain an incident field, which excites the system, as well as a scattered field
containing only outgoing contributions. The quantitative quantum description of optical
systems, therefore, often requires a large amount of heuristic modeling, phenomenological
inference and/or experimental input. In two earlier contributions we tried to overcome this
problem by first achieving proper field normalization of scattering modes [7] as a neces-
sary step towards quantizing the field and then demonstrating how discrete eigenmodes can
emerge from the resulting quantum field theory in systems with optical resonances [8]. In
the process we found means to determine light-matter coupling paramters quantitatively,
discussed the emergence of dissipative dynamics due to radiation losses and established an
input-output formalism linking cavity and scattering dynamics. However, we did not ac-
count for absorptive losses due to a non-vanishing imaginary part of the permittivity. This
is because the usual quantum field theory of light contains a large number of uncoupled
and, therefore, freely evolving harmonic oscillator modes, while the presence of losses must
introduce additional dynamics due to the fluctuation-dissipation theorem.
One commonly adapted approach to second quantization in absorptive systems was de-
veloped by Gruner and Welsch in their seminal work [9]. It consists of introducing quantum
fluctuations of the electric charge and current densities, as warranted by the fluctuation-
dissipation theorem, formally solving Maxwell’s equations in the presence of said source
fluctuations, and finally replacing the charge and current noise with its associated quantum
operator, leading to a source operator expansion of the electric field. This technique has
been succesfully employed in a number of applications in light-matter interaction [10–13].
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Notably, a recent contribution by Franke et al. [14] used the same concept of noise oper-
ators to perform the second quantization of quasinormal modes. In contrast to scattering
modes, quasinormal modes form a discrete set of eigenmodes for open optical systems, but
they exhibit a number of undesirable features such as energy non-conservation and expo-
nential growth towards infinity [15–23]. A thorough comparison between scattering modes
and quasinormal modes can be found in App. C of [7].
The above approach lies in contrast to the canonical quantization scheme for photons in
free space [24], where quantization is performed with solutions to Maxwell’s equations in the
absence of charges. This shows that the problem of field quantization can be approached
from several different angles, with each one yielding different physical insights. For this
reason, we present here an alternative approach to second quantization of absorptive systems
based on normalized scattering solutions to Maxwell’s equations. The scientific value of this
approach is validated by the occurence of additional terms and effects not found when
following the procedure according to Gruner and Welsch [9]. We demonstrate how a series
of simple modifications to the process of second quantization in free space allows us to find
a quantum field theory of light in the presence of arbitrary but finite optical structures,
where radiative and absorptive losses are encoded in the classical part of the field operators.
Although the resulting Hamiltonian remains fully unitary, losses manifest under a change
of basis as discussed in [8]. Compared to the lossless case, the system Hamiltonian exhibits
additional terms that give rise to more complex dynamics. One consequence of this is the
emergence of a photon background in accordance with the fluctuation-dissipation theorem,
which emerges naturally instead of being assumed at the beginning. Furthermore, we predict
mechanisms of intrinsic light squeezing in absorptive optical cavities and dispersion mediated
photon conversion.
This work is organized as follows. In Sec. II we perform the second quantization of
absorptive optical systems on a semiclassical basis, i.e. by using the complex permittivity
function (ω,x) to describe bulk matter. The resulting Hamiltonian is Hermitian but does
not conserve photon number. In Sec. III we show that absorptive losses are present in the
model, neglecting all but the free photon energy terms in the Hamiltonian. Absorption is
encoded in the classical part of the electric field operator and can lead to a change in photon
number under a transformation from input to output states. In Sec. IV the influence of
counter-rotating terms in the Hamiltonian on the system dynamics and photon statistics is
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discussed. We find that the counterrotating part of the Hamiltonian modifies the ground
state to describe a bunched photon background and can lead to ground state squeezing of
Lorentzian cavity modes. Section V discusses dispersive photon conversion terms in the
Hamiltonian. We show that these terms do not lead to modifications of classical scattering
amplitudes, but can give rise to off-resonant coupling between cavity modes.
II. QUANTIZATION PROCEDURE
We consider a localized optical system described by a spacially inhomogeneous and com-
plex permittivity function (ω,x), which fits within a virtual sphere of radius R around the
origin. Outside of the virtual sphere we assume a homogeneous and lossless medium, i.e.
(ω, |x| > R) = b ∈ R. This last condition guarantees the existence of a set of normalizable
and orthogonal scattering modes [7]. In the Coulomb gauge and in the absence of external
charges, the classical Lagrangian of such a system can be written as
L =0
2
A˙ · C˙− 1
2µ0
(∇×A)2 + A · j, (1)
where A and C are the vector potentials of the electric field E = −∂tA and electric dis-
placement D = −0∂tC and j is the internal electric current induced in the system. Please
note that we do not absorb the induced current into the electric displacement, as is usually
done. We do this to separate the Lagrangian into absorptionless and absorptive parts.
The classical Hamiltonian of the system reads
H = 2−10 ΠAΠC +
1
2µ0
(∇×A)2 −A · j, (2)
where ΠA and ΠB are the conjugate momenta to A and C reading
ΠA =
∂L
∂A˙
=
0
2
C˙ (3)
ΠC =
∂L
∂C˙
=
0
2
A˙ (4)
To proceed with the second quantization of the electromagnetic field, we first redefine the
classical fields in Eq. (2) as operators and then rearrange them to enforce hermiticity. The
resulting Hamiltonian density operator reads
Hˆ = −10 ΠˆAΠˆC + −10 ΠˆCΠˆA +
1
2µ0
(
∇× Aˆ
)2
− 1
2
(
Aˆjˆ + jˆAˆ
)
, (5)
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where the notation ·ˆ for operators is used for clarity, but will be dropped from this point
on. Since A and ΠA are conjugate variables, their commutator has to be of the canonical
form [24]
[A(x),ΠA(x
′)] =i
~
2
δ(3)(x− x′). (6)
Please note that the factor 1/2 in Eq. (6) is required to include second quantization in free
space as a special case. To be more specific, in free space C = A and the factor 1/2 in Eq.
(3) is not present. To correct for this, Eq. (6) has to be multiplied by 2, leading to the
well-known free space commutator.
The next step is to expand the field operators into a basis of solutions to Maxwell’s wave
equation. We do this in frequency space, seeking time harmonic solutions for the electric
field whose spatial dependency obeys
∇×∇× E(ω,x)− (ω,x)ω
2
c20
E(ω,x) =0. (7)
The set of wave solutions we chose are scattering modes of the form
Ek,λ =
[
~ω
(2pi)320b
]1/2
eˆk,λe
ikx + E(k)sca(x), (8)
where k and λ = 1, 2 label the wave vector and polarization of the incident plane wave,
b denotes the permittivity of the absorptionless environment, eˆk,λ is a unit polarization
vector and the scattered field E
(k)
sca(x) is defined to contain only outgoing contributions, i.e.
it satisfies Silver-Mu¨ller radiation conditions. In [7] it is demonstrated that the scattering
modes are complete, orthogonal and normalized with respect to the scalar product∫
d3x0
′(ω,x) + ′(ω′,x)
2
E∗k,λ(x) · Ek′,λ′(x) =
~ω
2
δ(k− k′)δλ,λ′ . (9)
Please note that we choose here a symmetrized form of the scalar product without the
frequency derivative of the permittivity, as opposed to the form used in [7]. This choice does
not influence the correct normalization of the scattering modes, since the normalization
only depends on the far field and the background medium is necessarily non-absorptive
and non-dispersive for a system supporting scattering modes. The reason for choosing this
specific form of scalar product is that we directly encounter it during the second quantization
procedure shown here. If one were to perform second quantization in terms of the finite-
bandwidth, finite-energy (physical) modes introduced in [7] and only perform the plane wave
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(zero bandwidth, infinite energy) limit afterwards, one would encounter the dispersive form
of the normalization integral. In the end, of course, the resulting Hamiltonian is the same
whether one performs the plane wave limit before or after quantization.
We choose the following expansion of the operators A and ΠA
A(x) =
∑
λ=1,2
∫
d3kω−1
[
Ek,λ(x)ak,λ + E
∗
k,λ(x)a
†
k,λ
]
(10)
ΠA(x) =
∑
λ=1,2
∫
d3k
1
2i
0
′(ω,x)
[
Ek,λ(x)ak,λ − E∗k,λ(x)a†k,λ
]
, (11)
with the creation and annihilation operators satisfying[
ak,λ, a
†
k′,λ′
]
= δ(k− k′)δλ,λ′ , (12)
and all other commutators vanishing. Using Eqs. (10) through (12) it is easy to verify that
the canonical commutation relation (6) is fulfilled and the chosen expansion is therefore
valid.
In order to complete the quantization, we still need to find operator expansions of ΠC and
j(x). To this end, we make the assumption that the classical constitutive relations continue
to hold in the operator description. They are given in terms of the complex permittivity
(ω,x) function in frequency domain according to
D(ω,x) = 0
′(ω,x)E(ω,x), (13)
j(ω,x) = ω0
′′(ω,x)E(ω,x), (14)
where ′ and ′′ denote the real and imaginary part of the permittivity, respectively. We
identify
E(x) =− 2−1ΠC(x), (15)
D(x) =− 2ΠA(x), (16)
according to Eqs. (3) and (4). Our goal is to find expansions of ΠC and j in photon creation
and annihilations operators, which satisfy Eqs. (15) and (16) as well as the constitutive
relations in Eqs. (13) and (14). This leads to the unique choice of expansions
ΠC(x) =
∑
λ=1,2
∫
d3k
1
2i
0
[
Ek,λ(x)ak,λ − E∗k,λ(x)a†k,λ
]
(17)
j(x) =
∑
λ=1,2
∫
d3kiω0
′′(ω,x)
[
Ek,λ(x)ak,λ − E∗k,λ(x)a†k,λ
]
(18)
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All that now remains to be done is inserting the operator expansions (10), (11), (17)
and (18) into the system Hamiltonian (5) and integrating over space. In order to eliminate
the curl operators we can use that the expansion fields satisfy the wave equation (7). The
calculations are straightforward and presented in App. A. The resulting Hamiltonian reads
H =
∑
λ=1,2
∫
d3k~ωa†k,λak,λ
−
∑
λ,λ′
∫
d3kd3k′
[
ζ(k, λ; k′, λ′)ak,λak′,λ′ + ζ∗(k, λ; k′, λ′)a
†
k,λa
†
k′,λ′
]
−
∑
λ,λ′
∫
d3kd3k′κ(k, λ; k′, λ′)a†k,λak′,λ′ , (19)
where the functions ζ and κ are defined as
ζ(k, λ; k′, λ′) =
∫
d3x
i
4
0 [
′′(ω,x) + ′′(ω′,x)] Ek,λ(x) · Ek′,λ′(x), (20)
κ(k, λ; k′, λ′) =
∫
d3x
i
2
0 [
′′(ω,x)− ′′(ω′,x)] E∗k,λ(x) · Ek′,λ′(x). (21)
Please note that the functions ζ and κ are calculated as spatial overlap integrals of scattering
solutions at different frequencies ω. Therefore, spectral as well as spatial overlap of scattering
solutions is of importance.
The above Hamiltonian consists of three contributions. The first one just describes har-
monic photon phase oscillations and is the only one also present in the absence of absorptive
losses. However, we will see that even in the absence of other terms absorption manifests
in the input-output relations of the system, due to absorption being already encoded in
the classcial part of the operator expansions. The second term consists of squeezing terms,
which violate the conservation of photon number. Equation (20) shows that this term arises
due to the presence of absorptive losses. The third term describe coupling between different
scattering modes. According to Eq. (21) this term arises due to dispersion. Please note
that in realistic materials dispersion and absorption always occur hand-in-hand according
to the Kramers-Kronig relations.
The remainder of this work is devoted to two goals. First, we need to determine whether
the Hamiltonian in Eq. (19) can reproduce the phenomenology of systems with absorptive
losses, especially the loss of photons. Second, we want to search for any new light-matter
phenomena predicted by the model. In the following sections the individual terms of Eq.
(19) are studied one at a time, both in the context of scattering theory and in the context
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of cavity quantum electrodynamics (cQED). In Sec. III we show that the harmonic term
together with the operator expansion of the electric field is already sufficient to describe
photon absorption. The squeezing terms are discussed in detail in Sec. IV, where it is
shown to produce a bunched photon background in arbitrary absorptive structures as well
as squeezing in optical cavities. Finally, in Sec. V we show that the photon conversion term
does not lead to a modification of a structures optical spectrum, but can lead to dispersive
cavity-cavity coupling in cQED scenarios.
III. HARMONIC TERM
Since the free photon energy term is unmodified compared the lossless case, one might
not expect it to describe any loss-related phenomena. However, the photon annihilation and
creation operators gain their physical meaning only in the context of the field expansion
in Eq. (10). Since the classical eigenmodes of the system are already subjected to losses,
absorptive losses can be introduced into the freely evolving quantum system. The key to
finding dissipation in a quantum context is the input-output formalism introduced in [8].
In this section, we demonstrate how photon absorption can be described in scattering and
cQED scenarios by expanding the field operator in appropriate input and output bases.
A. Scattering Theory
In terms of the input-output formalism, the central difference between absorptive and
non-absorptive systems is the construction of output states. For non-absorptive systems,
output states can be calculated from input states by applying time-reversal [8]. In absorptive
systems this procedure fails, because the wave equation (7) is no longer invariant under time-
reversal. Therefore, an asymmetry between input and output modes is naturally introduced
due to them arising from different equations. In the following, we show that this asymmetry
leads to photon loss.
Let us consider a scattering scenario with absorptive losses. In App. B it is shown that
the input and output states are connected according to
a
(out)
k,λ = a
(in)
k,λ +
i
2pi
∑
λ′=1,2
∫
k′=k
dkˆ′
A(k′,λ′)(kˆ) · E(k,λ)0∣∣∣E(k,λ)0 ∣∣∣2 ak′,λ′ , (22)
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where A(k′)(kˆ) is the scattering amplitude of an incident photon with momentum k′ into
the direction kˆ and E
(k,λ)
0 is the single-photon field amplitude
E
(k,λ)
0 =
[
~ω
(2pi)320b
]1/2
eˆk,λ. (23)
Please note that the output mode operators obey bosonic commutation relations in the
physical plane wave limit discussed in [7].
Assume now that a single photon-state of finite but large spacial extent is incident on
the system, described by the state vector
|Φ〉 =
∫
d3k
k
f(kˆ)
√
∆k
2pi
1
k − k0 − i∆k/2a
(in)†
k,λ0
, (24)
f(kˆ) =
1√
2pi
(√
2
pi
δ−1
)1/2
exp
(
−
[
cos(Θ)− 1
2δ
]2)
,
where ∆k and δ are the longitudinal and transversal momentum spread, respectively, which
are inversely proportional to the spacial length and width of the pulse. It is easily verified
that
〈Φ|Φ〉 =1, (25)∑
λ=1,2
∫
d3k 〈Φ|a(in)†k,λ a(in)k,λ |Φ〉 =1. (26)
Assuming that ∆k and δ are small compared to the typical scale of variations in A(k′)(kˆ)
and using Eq. (22), it is straightforward to calculate
∑
λ
∫
d3k 〈a(out)†k,λ a(out)k,λ 〉 ≈ 1−
δ
2pi
4piIm
A(k0,λ0)(kˆ0) · E(k0,λ0)0∣∣∣E(k0,λ0)0 ∣∣∣2

−
∫
k=k0
∣∣∣A(k0,λ0)(kˆ)∣∣∣2∣∣∣E(k0,λ0)0 ∣∣∣2
 . (27)
The terms in curly brackets can be readily identified as the imaginary part of the forward
scattering amplitude and the integrated scattering intensity. From scattering theory it is
well known that these quantities are related to the extinction and scattering cross sections
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according to [25]
σtot =
4pi
k20
Im
A(k0,λ0)(kˆ0) · E(k0,λ0)0∣∣∣E(k0,λ0)0 ∣∣∣2
 , (28)
σsca =
1
k20
∫
k=k0
∣∣∣A(k0,λ0)(kˆ)∣∣∣2∣∣∣E(k0,λ0)0 ∣∣∣2 . (29)
From beam optics it is known that the angular spread α and the waist radius w of a Gaussian
beam are related according to
w =
λ
piα
. (30)
According to the definition of f(kˆ) in Eq. (24), α is related to the spread parameter δ << 1
according to
cos(α)− 1 =δ ⇒ α ≈
√
2δ. (31)
Combining Eqs. (27) through (31), we find for the expected number of output photons∑
λ
∫
d3k 〈a(out)†k,λ a(out)k,λ 〉 ≈1−
√
2pi
σtot − σsca
A
= 1−
√
2pi
σabs
A
, (32)
where A is the area of the beam. Equation (32) tells us that the probability of absorbing a
photon is proportional to the absorption cross section over the beam area, just as expected.
B. Cavity Quantum Electrodynamics
Assume that an atom is coupled to a leaky cavity mode of Gaussian lineshape. In [8] it
is shown that the light-matter coupling strength for such a scenario reads
g(in/out) =
√
G
4pi
pi
c
3/2
0
ω0
√
2Γ
E
(in/out)
max · d
~
, (33)
where ω0 and Γ are the central frequency and linewidth of the cavity mode, G is a parameter
describing the angular aparture of the cavity, d is the transition dipole moment and E
(in/out)
max
is the field strength at the position of the emitter at resonance. Please note that in Eq.
(33) we distinguish between an input and an output coupling strength, based on whether
input or output modes are used in the calculation. This is not necessary in the absence of
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absorption losses, where time-reversal invariance implies g(out) = g(in). Assume now that the
light-matter coupling is weak and that the emitter is initially in its excited state. According
to [8], the probability of finding the emitter in its excited state at time t is
Pe(t) = exp
(
−2
∣∣g(in)∣∣2
Γ/2
t
)
. (34)
Please note that Γ is the total decay rate consisting of radiative and absorptive losses and
that Eq. (34) therefore already describes decreased lifetimes due to absorption. The question
is, of course, whether the expected number of emitted photons is smaller than 1. Following
the calculations presented in [8], the photon number at time t can be easily calculated as∫
d3k 〈a†(out)k,λ a(out)k,λ 〉t ≈
∣∣g(out)∣∣2
|g(in)|2 (1− Pe(t)) . (35)
Taking the limit t→∞, Eq. (35) tells us that the number of emitted photons Np is just
Np =
∣∣g(out)∣∣2
|g(in)|2 . (36)
For an absorptive system we, therefore, expect the outcoupling strength to be smaller than
the incoupling strength. For systems with gain the opposite should hold.
The outcoupling strength can be easily calculated using the input-output relations derived
in App. B. First, we derive the Heisenberg equations of motion for the output modes. The
result reads
a˙
(out)
k,λ = −iωa(out)k,λ − igoutk,λσ−, (37)
where σ− is the lowering operator of the emitter and the mode resolved coupling constants
goutk,λ read
goutk,λ = g
in
k,λ +
i
2pi
∑
λ′
∫
k=k′
dkˆ′
A(k′,λ)(kˆ) · E∗(k,λ)0∣∣∣E(k,λ)0 ∣∣∣2 gink′,λ′ , (38)
where the incoupling coefficients gink,λ take on the form (see [8])
gink,λ : =
E0(xe) · d
~
√
Γ
2pi
g(kˆ)
ω − ω0 − iΓ/2δλ,λ0 , (39)
where xe is the spacial position of the emitter, g(kˆ) is a function on the unit sphere describing
the coupling efficiency’s dependence on the direction of incidence, and λ0 is the polarization
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state coupling to the emitter in a coupled-uncoupled basis. The integrated outcoupling
strength can be calculated from Eq. (38) according to∣∣gout∣∣2 = ∑
λ
∫
d3k
∣∣goutk,λ∣∣2 . (40)
After a straightforward calculation, Eqs. (36), (38), and (40) give for the number of emitted
photons
Np = 1− 1
2pi
∫
k=k0
dkˆdkˆ′
g∗(kˆ)g(kˆ′)
G
iA(k)∗(kˆ′) · E(k′)0∣∣∣E(k′)0 ∣∣∣2 − i
A(k′)∗(kˆ) · E(k)0∣∣∣E(k)0 ∣∣∣2
− 1
2pi
∫
dkˆ′′
(
A(k)∗(kˆ′′) · E(k′′)0
)(
A(k′)(kˆ′′) · E(k′′)∗0
)
∣∣∣E(k′′)0 ∣∣∣4
 .
(41)
The above expression is rather complicated, since it contains mutually interfering contribu-
tions from many directions. However, for the special case of highly directional light-matter
coupling, i.e. for g(kˆ) being strongly confined around a direction eˆ, the optical theorem is
once more recovered and we find
Np ≈ 1− 1
4pi2
k20σabs(eˆ)
∣∣∣∣∣
∫
dkˆ
g(kˆ)√
G
∣∣∣∣∣
2
. (42)
Therefore, we once again retrieve an absorption rate proportional to the absorption cross
section, as expected.
IV. SQUEEZING TERMS
Squeezing terms are usually encountered in nonlinear optics. They can arise, for example,
from higher order terms of the form a†pasas, where subscripts p and s denote the pump and
signal modes with ωp = 2ωs. For coherent pumping the operator ap can be replaced by the
classical amplitude of the pump light, which gives rise to a squeezing term of the form asas.
In the absence of a pump field 〈ap〉 = 0 and, consequently, no squeezing terms appear. This
is in contrast to the present theory, where squeezing terms are independent of a classical
amplitude and, therefore, independent of any external pumping. As a result, squeezing can
occur even in the few photon regime or in the ground state.
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In this section, we show that the squeezing terms in Eq. (19) can indeed achieve squeezing
of a single cavity mode, but also give rise to thermal-like background radiation. We define
’thermal-like’ states here as states showing the same photon bunching behaviour as thermal
states obeying Bose-Einstein statistics. However, the ground state of our theory differs from
a thermal state due to non-vanishing correlations between different field modes. This is a
direct consequence of the Hamiltonian in Eq. (19) including spectral mixing.
A. Scattering Theory
We start by considering an arbitrary, finite optical structure with absorptive losses. This
general case requires perturbative techniques to obtain approximate results. In App. D we
demonstrate that to leading order in the coupling coefficients ζ(k, λ; k′, λ′) the ground state
photon number spectrum reads
〈0| a†k,λak,λ |0〉 ≈
∑
λ′
∫
d3k′
4
~2
|ζ(k, λ; k′, λ′)|2
(ω + ω′)2
. (43)
No assumptions about the system geometry and spectrum were made in the derivation of
Eq. (43), which is therefore valid for a large class of optical systems. In App. D it is also
shown that the modified ground state due to the squeezing terms is indeed thermal-like to
leading order in perturbation theory.
B. Cavity Quantum Electrodynamics
To gain some physical insight into the background photon spectra of realistic systems,
we consider now the special case of a single mode optical cavity with Lorentzian spectrum.
Specifically, we assume that the electric field inside the cavity illuminated by a normalized
plane wave of wavevector k and polarization λ reads
Ek,λ(x) =E0(x)δλ,λ0
√
Γ
2pi
g(kˆ)
ω − ω0 + iΓ/2 . (44)
Please note that in writing Eq. (44) we assumed polarization selectivity of the mode. From
this point on we will only consider the polarization λ0 and drop the polarization indices.
Further assuming that dispersion is negligible over the spectral width of the cavity mode,
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the coupling parameter (of the input modes) in Eq. (20) becomes
ζ(k,k′) ≈
∫
d3x
i
2
0
′′(ω0,x)E0(x) · E0(x) Γ
2pi
g(kˆ)
ω − ω0 + iΓ/2
g(kˆ′)
ω′ − ω0 + iΓ/2
=
i
2
β
(
Γ
2
)2
g(kˆ)
ω − ω0 + iΓ/2
g(kˆ′)
ω′ − ω0 + iΓ/2 , (45)
β :=
∫
d3x0
′′(ω0,x)Emax(x) · Emax(x). (46)
Inserting Eq. (45) into (43), we find the result for the thermal-like photon spectrum of a
Lorentzian cavity:
〈0| a†k,λ0ak,λ0 |0〉 =
piGΓ3
32c30
|β|2
~2
∣∣∣g(kˆ)∣∣∣2
(ω − ω0)2 + (Γ/2)2 · F (ω), (47)
F (ω) =
∫ ∞
0
dω′
4ω′2
(ω + ω′)2
Γ
2pi
1
(ω′ − ω0)2 + (Γ/2)2 .
Equation (47) describes a Lorentzian spectrum modified by a shape factor F (ω). If the
linewdith of the cavity mode is much smaller than the resonance frequency, Γ/2  ω0, the
shape factor can be approximated as F (ω) ≈ 1 for ω ≈ ω0. In this case the background
photon number spectrum is a Lorentzian, just like the cavity spectrum. Integration of Eq.
(47) in this case yields the total number of background photons
Nt ≈pi
2G2Γ2ω20
16c60
|β|2
~2
. (48)
However, if the linewdith of the cavity mode is comparable to the resonance frequency,
the photon number spectrum gets distorted. An example is shown in Fig. 1, where F (ω)
was evaluated numerically. While the photon number spectrum preserves its Lorentzian
shape, it gets slightly red shifted relative to cavity mode. This is due to the fact that the
background photon number spectrum is not identical to the background energy spectrum,
which can be obtained from the former by multiplying with the photon energy ~ω. The
background energy spectrum is also shown in Fig. 1 and is seen to coincide almost perfectly
with the cavity spectrum, except for the region ω ≈ 0. This deviation is necessary, since
measureable fluctuations can not occur at zero frequency.
We now turn to the dynamics of photons occupying a Lorentzian cavity mode. We use
the formalism introduced in [8], which requires us to assume that the spectral linewidth is
small compared to the resonance frequency Γ/2 << ω0. In the following, we show that our
14
FIG. 1. Background photon number and energy spectra of a broad Lorentzian resonance.
theory predicts ground state squeezing in absorptive optical cavities even in the absence of
nonlinearities. Furthermore, we derive an upper bound for the magnitude of quadrature
operator squeezing.
We start by deriving the Heisenberg equations of the photon annihilation operators from
Eq. (19) while assuming κ(k,k′) = 0
a˙k =− iωak + i~
∫
d3k′2ζ∗(k,k′)a†k′ . (49)
We proceed in accordance with [8] by introducing the cavity mode operator
a =
∫
d3k
c
3/2
0√
Gω
√
Γ
2pi
g(kˆ)
ω − ω0 + iΓ/2ak, (50)
G :=
∫
dkˆ
∣∣∣g(kˆ)∣∣∣2 ,
and deriving its Heisenberg equation from (49) under the assumption Γ ω0. The result is
a˙ =(−iω0 − Γ/2)a− iF0 +B∗a†, (51)
F0 :=
∫
d3k
c
3/2
0√
Gω
√
Γ
2pi
g∗(kˆ)(ω − ω0)nak,
B :=
G
4pi
2pi2ω20Γ
c30
β
~
,
where β is given by Eq. (46).
The ground state squeezing of the system can be calculated by assuming no external
pump field. For simplicity we assume that B ∈ R, which can always be achieved by adding
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an appropriate constant phase to the electric field. The calculation of the steady state of the
cavity mode is perforemd in App. C. The quantities we are interested in are the variances
of the quadrature operators
Xφ :=
1
2
[
eiφ/2a+ e−iφ/2a†
]
, (52)
which read
〈X2φ〉 − 〈Xφ〉2 =
1
4
+
1
4
1 + cos(φ)BΓ/2ω20+(Γ/2)2 + sin(φ)Bω0ω20+(Γ/2)2
1− B2
ω20+(Γ/2)
2
B + cos(φ)
Γ
2
+ sin(φ)ω0
 B
ω20 + (Γ/2)
2
≈1
4
[
1 +
B
ω0
sin(φ)
]
, (53)
We see that maximum squeezing occurs for φ = 3pi/2, where the variance takes on its
minimal value
〈X23pi/2〉 − 〈X3pi/2〉2 ≈
1
4
[
1− B
ω0
]
. (54)
According to the above discussion, whether or not squeezing in absorptive optical systems
is appreciable depends largely on the value of B/ω0. In the following we derive an upper
bound for this parameter. It is interesting to note, that the parameter β in Eq. (46) bears
a formal similiarity to the ohmic loss integral of electrodynamics. To be more precise, from
the triangle inequality for integrals we find the following relation between the parameter β,
the energy content of a single photon ~ω0 and the absorptive loss rate γabs:
ω0 |β| ≤
∫
d3xω00
′′(ω0,x) |Emax(x)|2 = 1
2
· ~ω0 · γabs. (55)
where in the last step we used the fact that the ohmic loss rate is just the energy content
of the field times the absorption rate. From the above, it follows that β is bounded from
above according to
|β| ≤~γabs
2
. (56)
Please note that the cavity mode parameter B in Eq. (51) can be written as the parameter
β times a quantity of dimension m−3. This quantity is the local density of states (LDOS)
[8]
LDOS =
G
4pi
2pi2ω20Γ
c30
. (57)
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Since the LDOS connects the quantities β and γabs with the cavity parameter B = LDOS×β
and the cavity mode absorption rate Γabs = LDOS × γabs, Eq. (56) yields the following
relation:
|B| ≤Γabs
2
 ω0. (58)
But this means that the maximum quadrature squeezing is limited according to
〈X23pi/2〉 − 〈X3pi/2〉2 ≥
1
4
[
1− Γabs/2
ω0
]
. (59)
To summarize: we showed that the counter-rotating terms give rise to a non-trivial ground
state, which corresponds to the thermal-like photon spectrum of the absorptive optical
system. The existence of fluctuations in absorptive systems is dictated by the fluctuation-
dissipation theorem and, therefore, expected. Such fluctuations are absent in optical systems
with purely radiative losses, since these do not exhibit dissipation of energy. We further
demonstrated that squeezing can arise in absorptive optical cavities even in the absence of
nonlinearities and derived a lower bound for the quadrature variance.
V. PHOTON CONVERSION TERMS
The last term of the Hamiltonian in Eq. (19) describes conversion between the different
harmonic oscillator eigenmodes of the system. The phenomenological applications of this
off-resonant photon transfer are discussed in the following.
A. Scattering Theory
From a scattering standpoint off-resonant photon transfer might have two implications.
First, an additional scattering mechanism might arise due coherent energy exchange between
different modes. This mechanism would modify the results obtained from classical scattering
theory and, therefore, Maxwell’s equations. Secondly, the photon excitation spectrum might
be modified, leading to a modified free space dispersion relation ω˜(k, λ) 6= c0k. Both effects
would, of course, be in stark contradiction to the theory of electromagnetism and its countless
experimental verifications. However, both effects can be shown to be non-existent due to
conservation of energy and the very specific form of the coupling constant in Eq. (21). The
details can be found in App. E.
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B. Cavity Quantum Electrodynamics
Let us now turn to a scenario where spatially and spectrally confined modes of light
exist in the system. Assume that the optical system features two Lorentzian resonances at
frequencies ω1,2 of linewidth Γ1,2. Assuming that dispersion is neglegible over the intervals
[ωi − Γi/2, ωi + Γi/2], the coupling coefficient in Eq. (21) becomes
κ(k,k′) ≈iχ
(
Γ
2
)2
g∗1(kˆ)
ω − ω1 − iΓ1/2
g2(kˆ′)
ω′ − ω2 + iΓ2/2
− iχ∗
(
Γ
2
)2
g∗2(kˆ)
ω − ω2 − iΓ2/2
g1(kˆ′)
ω′ − ω1 + iΓ1/2 , (60)
χ :=
∫
d3x0
′′(ω1,x)− ′′(ω2,x)
2
E∗max,1 · Emax,2, (61)
where we introduced the notation
O :=
√
O1O2 (62)
Using once again the formalism introduced in [8], one can derive a system of Heisenberg
equations for the two resonator modes
a˙1 ≈(−iω1 − Γ1/2)a1 − iF (1)0 +Xa2,
a˙2 ≈(−iω2 − Γ2/2)a2 − iF (2)0 −X∗a1, (63)
F
(i)
0 :=
∫
d3k
c
3/2
0
Giω
√
Γi
2pi
g∗i (kˆ)(ω − ωi)nak,
X :=
G
4pi
2pi2ω2Γ
c0
3
χ
~
. (64)
The system of equations (63) has the form of two coupled harmonic resonators.
It is worth noting that, while the coupling constant in Eq. (61) contains the imaginary
part of the permittivity, it is possible to couple an absorptionless mode with ′′(ω1) ≈ 0
to an absorptive mode with ′′(ω2) > 0. This makes the above coupling scheme especially
interesting in the context of hybrid plasmonic-photonic systems, where the long lifetime of a
high-Q dielectric cavity can be combined with the strong field enhancement of a plasmonic
structure. The plasmonic structure to be considered could be, e.g. metallic nanostructures
but also graphene based plasmonic antennas.
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VI. CONCLUSION
In this work we present a method of second quantization for optical systems with ab-
sorptive losses. Unlike other methods to describe losses in quantum systems our approach
does not require the intoduction of a thermal bath. Instead the dissipation of photons is
already encoded in the classical scattering modes used during second quantization. We show
that additional terms arising during second quantization do not contradict the experimental
reality of absorptive systems and are even able to describe thermal-like photon fluctuations.
Our theory leads us to predict a new type of coupling between detuned resonator modes,
which relies on the dispersive nature of absorptive optical media.
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Appendix A: Derivation of the Hamiltonian
We treat the terms of the field Hamiltonian (5) individually by inserting the expansions
(10), (11), (17) and (18) and integrating over space. The momentum term becomes∫
d3x−10 ΠA(x)ΠC(x) =
∫
d3x−10 ΠC(x)ΠA(x)
=− 1
4
∑
λ,λ′
∫
d3kd3k′
∫
d3x0
′(ω,x)[
Ek,λ(x)Ek′,λ′(x)ak,λak′,λ′ − Ek,λ(x)E∗k′,λ′(x)ak,λa†k′,λ′
−E∗k,λ(x)Ek′,λ′(x)a†k,λak′,λ′ + E∗k,λ(x)E∗k′,λ′(x)a†k,λa†k′,λ′
]
=
1
8
∑
λ=1,2
∫
d3k~ω
[
a†k,λak,λ + ak,λa
†
k,λ
]
− 1
4
∑
λ,λ′
∫
d3kd3k′
∫
d3x0
′(ω,x)[
Ek,λ(x)Ek′,λ′(x)ak,λak′,λ′ + E
∗
k,λ(x)E
∗
k′,λ′(x)a
†
k,λa
†
k′,λ′
]
. (A1)
For the evaluation of the curl term we use partial integration and the wave equation (7) to
obtain∫
d3x
1
2µ0
(∇×A(x))2 =
∫
d3x
1
2µ0
A(x) · ∇ ×∇×A(x)
=
1
2
∑
λ,λ′
∫
d3kd3k′
∫
d3x0[
(ω′,x)Ek,λ(x)Ek′,λ′(x)ak,λak′,λ′ + ∗(ω′,x)Ek,λ(x)E∗k′,λ′(x)ak,λa
†
k′,λ′
+ (ω′,x)E∗k,λ(x)Ek′,λ′(x)a
†
k,λak′,λ′ + 
∗(ω′,x)E∗k,λ(x)E
∗
k′,λ′(x)a
†
k,λa
†
k′,λ′
]
=
1
4
∑
λ=1,2
∫
d3k~ω
[
a†k,λak,λ + ak,λa
†
k,λ
]
+
1
2
∑
λ,λ′
∫
d3kd3k′
∫
d3x0
′(ω,x)[
Ek,λ(x)Ek′,λ′(x)ak,λak′,λ′ + E
∗
k,λ(x)E
∗
k′,λ′(x)a
†
k,λa
†
k′,λ′
]
+
1
2
∑
λ,λ′
∫
d3kd3k′
∫
d3xi0
′′(ω′,x)[
Ek,λ(x)Ek′,λ′(x)ak,λak′,λ′ − Ek,λ(x)E∗k′,λ′(x)ak,λa†k′,λ′
+E∗k,λ(x)Ek′,λ′(x)a
†
k,λak′,λ′ − E∗k,λ(x)E∗k′,λ′(x)a†k,λa†k′,λ′
]
. (A2)
21
Lastly, the ohmic loss term becomes
−
∫
d3x
1
2
A(x) · j(x) =−
∫
d3x
1
2
j(x) ·A(x)
=− 1
2
∑
λ,λ′
∫
d3kd3k′
∫
d3xi0
′′(ω′,x)[
Ek,λ(x)Ek′,λ′(x)ak,λak′,λ′ − Ek,λ(x)E∗k′,λ′(x)ak,λa†k′,λ′
+E∗k,λ(x)Ek′,λ′(x)a
†
k,λak′,λ′ − E∗k,λ(x)E∗k′,λ′(x)a†k,λa†k′,λ′
]
. (A3)
Adding up all of the above contributions and ignoring constant terms we finally arrive at
H =
∑
λ=1,2
∫
d3k~ωa†k,λak,λ
−
∑
λ,λ′
∫
d3kd3k′
[
ζ(k, λ; k′, λ′)ak,λak′,λ′ + ζ∗(k, λ; k′, λ′)a
†
k,λa
†
k′,λ′
]
−
∑
λ,λ′
∫
d3kd3k′κ(k, λ; k′, λ′)a†k,λak′,λ′ , (A4)
where the functions ζ and κ are defined as
ζ(k, λ; k′, λ′) =
∫
d3x
i
4
0 [
′′(ω,x) + ′′(ω′,x)] Ek,λ(x) · Ek′,λ′(x), (A5)
κ(k, λ; k′, λ′) =
∫
d3x
i
2
0 [
′′(ω,x)− ′′(ω′,x)] E∗k,λ(x) · Ek′,λ′(x). (A6)
Appendix B: Free Space Input-Output Relation
In order to find the operator input-output relations, we need to expand the classical
input modes in the classical output modes. This is possible because both sets of modes form
complete sets, see [7]. The input modes are of the form
Ek,λ(x) = E
(k,λ)
0 e
ikx + E
(k,λ)
S (x), (B1)
where the first term corresponds to the incident plane wave and the second term to the
scattered field. The calculations are significantly simplified, if one uses the fact that any
solution to Maxwell’s equations is completely determined by its far field. In [7] it is shown
that for the purpose of normalization integrals, near field contributions can be ignored. This
is because near field corrections are finite and, therefore, lead to vanishing contributions
compared to terms containing δ-distributions when taking the physical plane wave limit.
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Consequently, for the purpose of calculating modal expansion coefficients, we can replace
the scattered field by its far field form
E
(k,λ)
S (x) ≈ A(k,λ)(xˆ)
eikr
kr
, (B2)
which only contains outgoing contributions. We now define an inverse-scattering term, which
only consists of incoming contributions
E
(k,λ)
IS (x) ≈ A(k,λ)(−xˆ)
e−ikr
kr
, (B3)
and rewrite the input mode in Eq. (B1) as
Ek,λ(x) = E
(k,λ)
0 e
ikx + E
(k,λ)
IS (x) + E
(k,λ)
S (x)− E(k,λ)IS (x). (B4)
It is now a straightforward matter to show that the last two terms of Eq. (B4) can be
expanded in plane waves, by simply performing the Fourier transform
1
(2pi)2
∫
d3xe−ik
′x
[
E
(k,λ)
S (x)− E(k,λ)IS (x)
]
=
i
2pikk′
A(k,λ)(kˆ′)δ(k − k′). (B5)
Applying the inverse Fourier transform now leads to
E
(k,λ)
S (x)− E(k,λ)IS (x) =
i
2pi
∫
k=k′
dkˆ′A(k,λ)(kˆ′)eik′x
=
i
2pi
∑
λ=1,2
∫
k=k′
dkˆ′
A(k,λ)(kˆ′) · E∗(k′,λ′)0∣∣∣E(k′,λ′)0 ∣∣∣2 E
(k′,λ′)
0 e
ik′x, (B6)
where in the last step the two non-zero vector components of the scattering amplitude where
projected onto the two different polarization directions of the incident fields. Inserting Eq.
(B6) into Eq. (B4) gives us an expression that consists solely of plane wave and incoming
wave contributions. Since an output mode’s outgoing contributions are completely contained
in its plane wave part, the relation between input and output modes can be found by simply
matching the plane wave components of Eq. (B4) to the plane wave components of the
outgoing modes, leading to
E
(in)
k,λ (x) = E
(out)
k,λ (x) +
i
2pi
∑
λ=1,2
∫
k=k′
dkˆ′
Ak,λ(kˆ′) · E∗(k′,λ′)0∣∣∣E(k′,λ′)0 ∣∣∣2 E
(out)
k′,λ′ (x). (B7)
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All that is left to do is rewriting the positive frequency part of the electric field operator to
obtain
E(+)(x) =
∑
λ
∫
d3kE
(in)
k,λ (x)a
(in)
k,λ
=
∑
λ
∫
d3k
E(out)k,λ (x) + i2pi ∑
λ′=1,2
∫
k=k′
dkˆ′
Ak,λ(kˆ′) · E∗(k′,λ′)0∣∣∣E(k′,λ′)0 ∣∣∣2 E
(out)
k′,λ′ (x)
 a(in)k,λ
=
∑
λ
∫
d3kE
(out)
k,λ (x)
a(in)k,λ + i2pi ∑
λ′=1,2
∫
k=k′
dkˆ′
Ak′,λ′(kˆ) · E∗(k,λ)0∣∣∣E(k,λ)0 ∣∣∣2 a
(in)
k′,λ′
 , (B8)
from which it immediately follows that
a
(out)
k,λ = a
(in)
k,λ +
i
2pi
∑
λ′=1,2
∫
k=k′
dkˆ′
Ak′,λ′(kˆ) · E∗(k,λ)0∣∣∣E(k,λ)0 ∣∣∣2 a
(in)
k′,λ′ . (B9)
Appendix C: Vacuum Squeezing
Assume that the system is prepared in the zero photon state |0〉 at some initial time t0.
We will show that in the limit t → ∞ the system approaches a ground state exhibiting
quadrature squeezing. Using the analytical solution for F0(t) presented in [8], it is easily
seen that F0(t) |0〉 = 0 for all times t. Therefore, Eq. (51) leads to the following set of
expectation value equations
d
dt
〈a〉 = (−iω0 − Γ/2) 〈a〉+B 〈a〉∗ , (C1)
d
dt
〈a†a〉 =− Γ 〈a†a〉+B [〈aa〉+ 〈aa〉∗] , (C2)
d
dt
〈aa〉 = (−2iω0 − Γ) 〈aa〉+ 2B 〈a†a〉+B, (C3)
where B ∈ R, see the discussion above Eq. (52). The steady-state solution reads
〈a〉 =0, (C4)
〈a†a〉 =1
2
B2
ω20 + (Γ/2)
2
1
1−B2 [ω20 + (Γ/2)2]−2
, (C5)
〈aa〉 = B
iω0 + Γ/2
〈a†a〉 − 1
2
1
iω0 + Γ/2
. (C6)
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Using the above solution and Eq. (52) it is straightforward to calculate the quadrature
variance
〈X2φ〉 − 〈Xφ〉2 =
1
4
+
1
4
(
2 〈a†a〉+ eiφ 〈aa〉+ e−iφ 〈aa〉∗) (C7)
=
1
4
+
1
4
1 + cos(φ)BΓ/2ω20+(Γ/2)2 + sin(φ)Bω0ω20+(Γ/2)2
1− B2
ω20+(Γ/2)
2
B + cos(φ)
Γ
2
+ sin(φ)ω0
 B
ω20 + (Γ/2)
2
,
(C8)
which is Eq. (53) of the main text.
Appendix D: Background Photon Spectrum
We want to find the ground state of the Hamiltonian
H =
∑
λ=1,2
∫
d3k~ωa†k,λak,λ
−
∑
λ,λ′
∫
d3kd3k′
[
ζ(k, λ; k′, λ′)ak,λak′,λ′ + ζ∗(k, λ; k′, λ′)a
†
k,λa
†
k′,λ′
]
, (D1)
which results from Eq. (19) when the coupling terms are dropped. To this end we as-
sume that the counter-rotating terms are adiabatically switched on and follow the temporal
evolution of the annihilation operators. The Heisenberg equations of motion read
d
dt
ak,λ =− iωak,λ + i~
∑
λ′
∫
d3k′2ζ∗(k, λ; k′, λ′)e0
+ta†k′,λ′ , (D2)
which can be formally solved to yield
ak,λ(t) =e
−iωtak,λ(−∞) + i~
∫ t
−∞
dt′
∑
λ′
∫
d3k′2ζ∗(k, λ; k′, λ′)e−iω(t−t
′)+0+t′a†k′,λ′(t
′). (D3)
Setting t = 0 and using the Born approximation allows us to simplify Eq. (D3) to
ak,λ(0) =ak,λ(−∞) + i~
∑
λ′
∫
d3k′a†k′,λ′(−∞)
∫ 0
−∞
dt′2ζ∗(k, λ; k′, λ′)e[i(ω+ω
′)+0+]t′
=ak,λ(−∞) + 1~
∑
λ′
∫
d3k′
2ζ∗(k, λ; k′, λ′)
ω + ω′
a†k′,λ′(−∞). (D4)
The ground state photon spectrum is now easily obtained by calculating the photon number
expectation values
〈0|a†k,λ(0)ak,λ(0)|0〉 =
∑
λ′
∫
d3k′
∣∣∣∣2~ ζ(k, λ; k′, λ′)ω + ω′
∣∣∣∣2 . (D5)
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From Eq. (D4) we can also calculate the time-delayed second order photon auto-correlation
function to find
g
(2)
k,λ(τ) :=
〈0|a†k,λ(τ)a†k,λ(0)ak,λ(0)ak,λ(τ)|0〉
〈0|a†k,λ(0)ak,λ(0)|0〉
2
=1 +
∣∣∣∣∣∣∣
∑
λ′
∫
d3k′
∣∣∣ ζ(k,λ;k′,λ′)ω+ω′ ∣∣∣2 e−iω′τ∑
λ′
∫
d3k′
∣∣∣ ζ(k,λ;k′,λ′)ω+ω′ ∣∣∣2
∣∣∣∣∣∣∣
2
. (D6)
We see that g
(2)
k,λ(τ) obeys the identities
g
(2)
k,λ(0) = 2,
lim
τ→∞
g
(2)
k,λ(τ) = 1,
which shows that the ground state of the system is occupied by thermal-like photons.
Appendix E: Photon Excitation Spectrum
We want to find the excitation spectrum of the Hamiltonian
H =
∑
λ=1,2
∫
d3k~ωa†k,λak,λ
−
∑
λ,λ′
∫
d3kd3k′κ(k, λ; k′, λ′)a†k,λak′,λ′ , (E1)
which results from Eq. (19) when neglecting the counter-propagating terms. Since the
Hamiltonian (E1) describes an infinite set of coupled harmonic oscillators, it is theoretically
possible to find annihilation operators a˜k,λ associated with the dressed modes of the system.
Hence, in order to find the resulting spectrum it is enough to consider the single-excitation
states of the system, since only integer multiples of their energies can occur in the spectrum.
We assume that the interaction term is being adiabatically switched on and track the tem-
poral evolution of single-photon states to find the dressed single-excitation states. Denoting
the unitary time-evolution operator with U(tend, tstart) one finds in the interaction picture
U(0,−∞) |1k,λ〉 =T exp
(
i
∫ 0
−∞
dtei(ω1−ω2−i0
+)t
∑
λ,λ′
∫
d3kd3k′κ(k, λ; k′, λ′)a†k,λak′,λ′
)
|1k,λ〉 .
(E2)
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Restricting the problem to the one-photon subspace, Eq. (E2) becomes
U(0,−∞) |1k,λ〉
= T exp
(
i
∫ 0
−∞
dt
∑
λ,λ′
∫
d3kd3k′ei(ω−ω
′−i0+)tκ(k, λ; k′, λ′) |k, λ〉 〈k′, λ′|
)
|1k,λ〉
= |1k,λ〉+
∞∑
n=1
∑
λ1,...,λn
∫
d3k1 . . .
∫
d3kn
κ(k1, λ1; k2, λ2)
ω1 − ω − i0+ . . .
κ(kn, λn; k, λ)
ωn − ω − i0+ |1k1,λ1〉
= |1k,λ〉+
∞∑
n=1
(
1
c30
)n ∑
λ1,...,λn
∫
dkˆ1
∫
dω1ω
2
1 . . .
∫
dkˆn
∫
dωnω
2
n
κ(k1, λ1; k2, λ2)
ω1 − ω − i0+ . . .
κ(kn, λn; k, λ)
ωn − ω − i0+ |1k1,λ1〉
= |1k,λ〉+
∞∑
n=1
(
2piiω2
c30
)n ∑
λ1,...,λn
∫
k1=k
dkˆ1 . . .
∫
kn=k
dkˆn
κ(k1, λ1; k2, λ2) . . . κ(kn, λn; k, λ) |1k1,λ1〉 . (E3)
From Eq. (E3) it becomes clear that only photon states of equal frequency can mix to create
the dressed states. However, Eq. (21) implies that κ(k, λ; k′, λ′) = 0 if k = k′. Therefore,
Eq. (E3) tells us that the single-excitation states of the system are not modified by the
presence of the coupling terms. In particular, no modification to the scattering response or
dispersion relation occurs.
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