We consider the design of an optimal mechanism for a seller selling two items to a single buyer so that the expected revenue to the seller is maximized. The buyer's valuation of the two items is assumed to be the uniform distribution over an arbitrary
Introduction
Optimal mechanism design is the problem of finding a mechanism that generates the highest expected revenue to the seller. While the solution to the problem of selling a single item is well-known (Myerson [8] ), optimal mechanism design for selling multiple items is a harder problem. Even the simplest setting with two items and one buyer remains as yet unsolved. Partial characterizations and solutions to some special cases are known. For example, Rochet and Choné [11] provided a partial characterization of the optimal mechanism as one whose parameters solve a system of partial differential equations. Manelli and Vincent [6] , [7] derived the optimal mechanism when the number of items m = 2, and the valuation z = (z 1 , z 2 ) of those items is such that z ∼ Unif[0, 1] 2 . Giannakapoulos and Koutsoupias [4] provided a solution when m ≤ 6 and z = (z 1 , . . . , z m ) ∼ Unif[0, 1] m . In another paper [5] , the same authors provided closed form solutions when m = 2 and the distribution of z satisfies some sufficient conditions. Wang and Tang [13] proved that the optimal mechanisms have simple menus, when the distribution of z satisfies a certain power rate condition (that is satisfied by the uniform distribution). Each menu has at most four regions of constant allocations. However, the exact menus and associated allocations were left open. Daskalakis et al. [1] , [2] , [3] considered the most general class of distributions till date, and gave an optimal solution when the distributions give rise to a so-called "well-formed" canonical partition (to be described in Sect. 4) of the support set.
The papers [1] , [2] , [3] , [4] , and [5] rely on a result of Rochet [10] that transforms the search for an optimal mechanism into a search for a positive function. This function represents the valuation of the buyer minus the payment to the seller, and maximizes the expected payment subject to the function being positive, increasing, convex, and 1-Lipschitz. The above papers identify a dual problem, solve it, and exploit this solution to identify a primal solution. The assumption that the support set D of the distribution is [0, b i ] 2 is crucially used in finding the dual solution. We are aware of only two examples where the support sets [c, c+1] 2 , c > 0, and [4, 16] × [4, 7] , for which the solutions are known, are not bordered by the coordinate axes. These were considered by Pavlov [9] and Daskalakis et al. [2] , respectively. Daskalakis et al. [1] , [2] do consider other distributions but they must satisfy f (z)(z · n(z)) = 0 on the boundaries of D, where n(z) is the normal to the boundary at z. The uniform distribution on arbitrary rectangles (which we consider in this paper) has f (z)(z · n(z)) < 0 in general on the left and bottom boundaries, and this requires additional nontrivial care in its handling.
By taking u(z) = 1 ∀z ∈ D, we observe that . Let u * and γ * be feasible for the aforementioned primal (3) and dual (4) problems, respectively. Then D u * dμ = D×D c dγ * iff (i) D u * d(γ 1 − γ 2 ) = D u * dμ, and (ii) u * (x) − u * (y) = c(x, y), γ * −a.e.
Our problem now reduces to that of finding a γ such that γ 1 −γ 2 convex dominatesμ, and satisfies the conditions stated in Lemma 3. The key, nontrivial technical contribution of our paper is to identify such a γ when z ∼ Unif 
A Discussion of Optimal Solutions for the General Case
We now discuss the space of solutions for any nonnegative c 1 , c 2 , b 1 , b 2 . The main result of this paper is that the optimal mechanism is given as follows.
When the values of c 1 and c 2 are small, in the sense that
the optimal menu is one of the four menus in Fig. 1 . We discuss this in detail in Sect. 4.1. We describe the exact menu and associated allocations in Theorem 6. When the value of c 2 is large but c 1 is small, in the sense that
(b) (c) (d) Figure 1 : The structure of optimal mechanism when both c 1 and c 2 are small. The (q 1 , q 2 ) in each region indicates the corresponding allocation probabilities.
(a) (b) (c) Figure 2 : The structure of optimal mechanism when c 1 is small, c 2 is large.
the optimal menu is one of the three menus in Fig. 2 . We discuss this in detail in Sect. 4.2. We give the exact menu and associated allocations in Theorem 8.
When the value of c 1 is large but c 2 is small, in the sense that
the optimal menu is one of the three menus in Fig. 3 . Notice that this is symmetric to the case where c 2 is large but c 1 is small. In the remaining cases when c 1 and c 2 are large, in the sense that
the optimal mechanism is given by pure bundling as in, for example, Fig. 1d . Figure 4 provides a self-explanatory 'phase diagram' of optimal menus as a function of . Interesting cases occur when either
Wang and Tang [13] proved that the optimal mechanism for a distribution with ∆ equaling a negative constant, has at most four constant allocation regions. The uniform distribution (a) (b) (c) Figure 3 : The structure of optimal mechanism when c 2 is small, c 1 is large.
has power rate −3 for all z ∈ D. Observe that in each of the menus in Figs. 1, 2, and 3, the number of regions is at most four, in agreement with the result in [13] . When c 1 is small and c 2 is large, in the sense that
we show (in Theorem 8) that the optimal mechanism is to sell the second item with probability 1 for the least valuation c 2 , and sell item 1 at a reserve price as indicated by Myerson's revenue maximizing mechanism. This is of course intuitive. Similar is the case when c 2 is small and c 1 is sufficiently large.
When both c 1 and c 2 are large, {c 1 ≥ b 1 , c 2 ≥ b 2 }, the optimal mechanism is to bundle the two goods and sell the bundle at the reserve price. The reserve price c 2 ) ). When c 1 < b 1 , the mechanism is deterministic for any c 2 ≥ 2b 2 (b 1 /(b 1 − c 1 )) 2 , and when c 1 ≥ b 1 , it is deterministic for any c 2 ≥ b 2 .
The Solution for the Uniform Density on a Rectangle
In this section, we determine the optimal mechanism when z ∼ Unif[c 1 ,
The solution proceeds similar to the general characterization in [1, Sect. 10] that uses the optimal transport method. We compute the components ofμ (i.e., µ, µ s , µ p ), with f (z) =
We define the functions
The integral denotes the integration of the densities ofμ, and the equation an equation of appropriate densities. Now we define the zero set Z as the set formed by the intersection of {(z 1 , z 2 ) : z 2 ≤ s 1 (z 1 )}, {(z 1 , z 2 ) : z 1 ≤ s 2 (z 2 )}, and {(z 1 , z 2 ) : z 1 + z 2 ≤ c 1 + c 2 + p}, with p chosen to satisfyμ(Z) = 0. We denote the point of intersection between the curves z 2 = s 1 (z 1 ) and z 1 +z 2 = c 1 +c 2 +p by P , and that between z 1 = s 2 (z 2 ) and z 1 +z 2 = c 1 +c 2 +p by Q. Let P = (P 1 , P 2 ) and Q = (Q 1 , Q 2 ) denote the respective co-ordinates of P and Q. The regions A, B, and W , see Fig. 5 , are defined as
The partition of D into A, B, Z, and W is termed a canonical partition.
Suppose (c 1 , c 2 ) = (0, 0). Then we have s i (z i ) = 2b −i /3 for all z i ∈ [0, b i ). So the s i functions turn out to be constants when (c 1 , c 2 ) = (0, 0). When c i > 0, the function s i is not defined for z i = c i , because the density ofμ(c i , z −i ) is negative for all z −i . Thus when (c 1 , c 2 ) = (0, 0), we need to shuffleμ to get around this issue. We add toμ a "shuffling measure"ᾱ that convex dominates 0. We then find s i (z i ) associated withμ +ᾱ, instead of µ.
We now investigate the possible structure of such a shuffling measure. We know (from [9] ) that the optimal menu is as in Fig. 1a when z ∼ Unif[c, c + 1] 2 , c ≤ 0.077, and also that a 1 = a 2 = 0 when z ∼ Unif[0, 1] 2 . In other words, the functions s i (z i ) are constant when c = 0, and linear when c ∈ (0, 0.077]. Thus we anticipate that adding a linear shuffling 4, 7] . In this paper, we identify shuffling measures for all rectangles D on the positive quadrant. We first suitably parametrize the shuffling measureᾱ. For each candidateᾱ, we identify the partition associated withμ +ᾱ. Then for each rectangle D, we identify the parameters ofᾱ so that the partition becomes a canonical partition. We begin by describing a simple shuffling measureᾱ.
The Menus When c 1 and c 2 are Small
As before, we will reuse α (1) s to denote the measure with density given by (6) . Define α
p . See Fig. 6a . We assert the following. All proofs of this subsection are relegated to Appendix A.
For p a 2 , m 2 > 0, we define a similar line measure α (2) s at the interval [c 2 , c 2 + m 2 ], a point measure α (2) p at c 2 , andᾱ (2) 
on the top boundary of D starting from the top-left corner, andD (2) 
We have thus found a shuffling measureᾱ such that s i (·) associated withμ+ᾱ are defined everywhere in [c i , c i + b i ), and also such thatᾱ cvx 0. The functions s i (z i ) are indicated in Fig. 5 . Observe that fixing p a i fixes the slopes of segments P P and QQ to be −a 1 and −1/a 2 , where
The point P = (c 1 + m 1 , c 2 + p a 1 − m 1 a 1 ), and the point Q = (c 1 + p a 2 − m 2 a 2 , c 2 + m 2 ), are also fixed to be
To complete the canonical partition, it remains to construct the zero set Z. Recall that the zero set is the intersection of the sets {z 1 ≤ s 2 (z 2 )}, {z 2 ≤ s 1 (z 1 )}, and {z 1 +z 2 ≤ c 1 +c 2 +p}, where p is fixed so thatμ(Z) = 0. The construction of Z in Fig. 1a thus imposes two constraints: (1) The points P and Q lie on the line z 1 + z 2 = c 1 + c 2 + p, and (2)μ(Z) = 0.
The points P and Q lie on the line z 1 +z 2 = c 1 +c 2 +p for some p, when P 1 +P 2 = Q 1 +Q 2 holds. Substituting the expressions for P and Q (from (8) ) and simplifying, we have
We now have P 1 + P 2 = Q 1 + Q 2 = c 1 + c 2 + p, from which we derive p as
The values of p a 1 and p a 2 are thus constrained to satisfy (9). Now we have only one free variable, say p a 1 , which when fixed identifies the canonical partition. This is done via the constraintμ(Z) = 0. Note that the regions A and B have been constructed to satisfȳ µ(A) =μ(B) = 0, and we have already established in Sect. 2 thatμ(D) = 0. So asking forμ(Z) = 0 is the same as askingμ(W ) = 0. From an examination of Fig. 1a and simple geometry considerations, it is immediate that −μ(W ) = 0 iff
This upon substitution of the expressions for P and Q yields (9) and (12) simultaneously. We observe from (7) and (8) that the slopes a i and the points P and Q change as a function of p a i , as follows.
Then, an increase in p a 1 increases a 1 , and moves P towards south-west (i.e., decreases both P 1 and P 2 ). Similarly, an increase in p a 2 increases a 2 , and moves Q towards south-west.
and p * a i :=
We consider four cases based on the values of r i and p * a i . Consider Case 1, when r i ≤ p * a i , i = 1, 2. Then we have a i ≤ 1 at p a i = r i . We now make a series of claims, proofs of which are in Appendix A.
When
When p a i = r i , we have P = Q, i.e., the points P and Q coincide. Moreover,μ(W ) ≥ 0.
2. Fixing p a i = r i , we now increase p a 1 , and adjust p a 2 so that P 1 + P 2 = Q 1 + Q 2 holds (i.e., (9) is satisfied). Then, we claim that p a 2 increases as well. We also claim that P lies to the north-west of Q, if
3. If P is to the north-west of Q, thenμ(W ) decreases with increase in p a i .
, then the optimal menu is as in Fig. 1a .
5. Suppose now that p a 2 equals p * a 2 , but stillμ(W ) > 0 and p a 1 < p * a 1 . Then, a 2 equals 1, and we stop further increase in p a 2 . The menu in Fig. 1a coincides with the menu in Fig. 1b , and the regions B and W of the canonical partition merge. The picture is as in Fig. 7a . As we increase p a 1 to p a 1 > p a 1 further, we hold Q, p a 2 , and s 2 (z 2 ) corresponding to the p a 1 that led to a 2 = 1. So the partition moves from Fig. 7a to 7b, when we increase p a 1 . We now claim that increasing p a 1 moves P towards south-west, and also decreasesμ(W ).
6. Equating −μ(W ) = 0 for Fig. 1b , and substituting for a 1 and p, we have
Ifμ(W ) = 0 for some p a 1 ≤ p * a 1 , then the optimal menu is as in Fig. 1b. 7. Suppose now that p a 1 equals p * a 1 , but stillμ(W ) > 0. Then a 1 equals 1, and the picture is as in Fig. 8a . The regions A and W in the canonical partition merge, and the menu in Fig. 1b coincides with the menu in Fig. 1d . At this point, we stop further increase in p a 1 , and decrease p. We hold P and s 1 (z 1 ) corresponding to p a 1 = p * a 1 . The partition moves from Fig. 8a to 8b. We claim that a decrease in p decreasesμ(W ). Furthermore, it is easy to see thatμ(W ) < 0 when p = 0 + . Hence, by the continuity ofμ(W ) in the p parameter, there must be a p whenμ(W ) = 0. This happens when
The resulting partition is optimal, and the menu is as in Fig. 1d. 8. If in point 5, we have p a 1 = p * a 1 , but stillμ(W ) > 0 and p a 2 < p * a 2 , then all arguments hold by symmetry, but the menu is as in Fig. 1c instead of 1b.
Consider Case 2, when r 1 ≤ p * a 1 but r 2 > p * a 2 . Then we have a 1 ≤ 1 and a 2 > 1 at p a i = r i . In this case, we hold Q and s 2 (z 2 ) corresponding to p a 2 = r 2 , but change the line joining Q and p a 2 to a line of slope −1, as illustrated in Fig. 9 . Now the menu is the same as the menu in Fig. 1b , with p a 1 = r 1 . We claim that the case is now similar to Case 1, from point 5 onwards. The results are symmetric for Case 3, when r 2 ≤ p * a 2 but r 1 > p * a 1 . Finally, we claim that the optimal menu is as in Fig. 1d for Case 4, when
The decision tree in Fig. 10 summarizes the procedure described in cases 1-4. We now have the following theorem. (5), then the optimal menu is one of the four menus in Fig. 1 . The exact menu, and the values of (p a i , a i , p), are given as follows.
(a) The optimal menu is as in Fig. 1a (9) and (12) simultaneously. Values of (a i , p) are found from (7) and (10).
(b) The optimal menu is as in Fig. 1b , if (i) the condition in (a) fails, and (ii) ∃ p a 1 ∈ [r 1 , p * a 1 ] that solves (13) . Values of (a 1 , p) are found from (7) and (10) . The optimal menu is as in Fig. 1c , when an analogous statement holds.
(c) The optimal menu is as in Fig. 1d with Fig. 2b . We now construct such a shuffling measureβ (see Fig. 6b ). Define the density β s in the interval [c 1 ,
As before, we will reuse β s to denote the measure with density given by (14). Define (p a 1 , a 1 , p) , by imposing (1)β cvx 0, (2) D(1) f dβ = 0 for any affine f , and (3)μ(W ) = 0. Proposition 7. Consider the menu in Fig. 2b . Then,μ(W ) equals 0 when p = (b 1 − c 1 )/2. Furthermore, the conditions (1)β cvx 0, and (2) D(1) f dβ = 0 for any affine f , are satisfied, if p a 1 is a solution to
and if a 1 satisfies
We now have the following theorem.
. If a 1 found from (16) is at most 1, then the optimal menu is as in Fig. 2b , with (p a 1 , a 1 ) as found above, and p = (b 1 − c 1 )/2. If instead, a 1 > 1, then the optimal menu is as in Fig. 2a , with p = p * . The optimal menu is as in Fig. 2c , when
In the proof, we analyze how (a 1 , p a 1 /a 1 , p) change, when p a 1 changes. We then decrease p a 1 starting from b 2 , modify (a 1 , p) according to certain equations, and arrive at some p a 1 ≥ (2b 2 − c 2 ) + that satisfies all the required conditions. The dynamics of the proof is similar to how we arrive at optimal menus in Sect. 4.1.
For the case when c 2 < b 2 but c 1 > 2b 1 (b 2 + c 2 )/(b 2 + 3c 2 ), the arguments are symmetric. An assertion similar to Theorem 8 can be made. When c i ≥ b i , we have the following theorem.
Theorem 9. The optimal menu is as in Fig. 1d , when {c 1 ≥ b 1 , c 2 ≥ b 2 }.
Extension to Other Distributions
Optimal mechanism for uniform distribution over any rectangle was found only usingᾱ and its variants as shuffling measures. We can now ask if there is a generalization ofᾱ for other distributions. For distributions with constant negative power rate, we anticipate that the optimal menus would be of the same form as in uniform distributions (based on the result of Wang and Tang [13] ), and that they can be arrived using similarᾱ. We now consider an example of such a distribution. Let f 1 (z) = f 2 (z) = 2z/(2c + 1) when z ∈ [c, c + 1]. The power rate ∆ = −5, a negative constant. We use a "generalized"ᾱ, whose components are
Observe that thisᾱ reduces to theᾱ used in the case of uniform distributions, when we substitute f i (z i ) = 1, and ∆ = −3. We now have the following theorem.
For c = 0.1, the optimal menu is as in Fig. 1a , with p a 1 = 0.79615, a 1 = 0.23198, and P 1 = 0.364655.
The proof traces the same steps as in Sect. 4.1, and can be found in Appendix C. This suggests that our method of constructingᾱ is useful for a wider class of distributions. We conjecture that our method works for all distributions with constant negative power rate.
APPENDIX
A Proofs from Section 4.1
Proof of Proposition 4:
We now find the values of m 1 and a 1 for whichᾱ (1) 
Solving both of these equations simultaneously, we obtain
where the first equality follows fromᾱ 
≤ b 2 holds. Rewriting this condition, we have
} is satisfied, we have
where the first inequality follows from c 1 ≤ 2b 1
} is satisfied, the condition trivially holds for c 1 ≤
where the first inequality follows from c 2 ≤ 2b 2
, and the second inequality from
13
Substituting p a i = r i in (8), we obtain
The points P and Q thus coincide, when p a i = r i . Substituting p a i = r i in (12), the LHS equals −
holds (i.e., (9) is satisfied). Assume p a 2 decreases. By Observation 5, an increase in p a 1 moves P towards south-west, causing a decrease in P 1 + P 2 . Similarly, a decrease in p a 2 moves Q towards north-east, causing an increase in Q 1 + Q 2 . But when p a i = r i , we have P 1 + P 2 = Q 1 + Q 2 , by the previous claim. So P 1 + P 2 = Q 1 + Q 2 fails to satisfy when p a 1 increases and p a 2 decreases, leading to a contradiction. Thus p a 2 must increase.
We proceed to prove that P lies to the north-west of Q when
We first note that a 1 ≤ 1 and a 2 ≤ 1 (from (7)) for all p a i ∈ [r i , p * a i ]. To prove P lies to the north-west of Q, we show that P 1 − Q 1 decreases when both p a 1 and p a 2 are increased so as to satisfy (9) .
We first find the expression for ∂pa 2 ∂pa 1 when P 1 + P 2 = Q 1 + Q 2 (i.e., equation (9)) is satisfied. Differentiating on both sides of P 1 + P 2 = Q 1 + Q 2 , we have
.
where the second equality follows by substitution of
, and the inequality follows because a 1 a 2 ≤ 1 from (7) 
Hence P lies to the north-west of Q.
3. If P is to the north-west of Q, the illustration in Fig. 11 shows thatμ(W ) decreases when either p a 1 or p a 2 increases.
4. We first prove that P and Q in Fig. 1a lies within D. This is true if (a)
, and (c) P is to the north-west of Q. Condition (a) holds because p * We now illustrate why the optimal menu is Fig. 1a . We construct the primal and dual variables (u(·), γ(·, ·)), and prove that they satisfy the constraints in the primal problem (3), the dual problem (4), and the complementary slackness constraints in Lemma 3. We first partition W = D\(Z ∪ A ∪ B) into three regions: See Fig. 12 . Observe that W 3 contains a portion of the right boundary adjacent to W 1 . We define the set ∂D + to be the set of points in top and right boundaries of D, i.e., ∂D + := ({z 1 
We now set up the (dual variable) γ measure as follows. First, let γ 1 := (μ +ᾱ) + . This is supported on ∂D + ∪ {(c 1 , c 2 )}. Next we specify the transition kernel γ(· | x) for x ∈ ∂D + ∪ {(c 1 , c 2 )}.
is defined by the uniform density on the line {x 1 } × [s 1 (x 1 ), c 2 + b 2 ) with total integral (μ +ᾱ)(x 1 ), and zero elsewhere. We interpret this as a transfer of (μ +ᾱ)(x 1 ) from the boundary to the above line.
is defined by the uniform density on the line [s 2 (x 2 ), c 1 + b 1 ) × {x 2 } with total integral (μ +ᾱ)(x 2 ), and zero elsewhere. Again, we interpret this as a transfer of (μ +ᾱ)(x 2 ) from the boundary to the above line.
(c) For x = (c 1 , c 2 ), γ(· | x) is the uniform area measure on Z\{(c 1 , c 2 )} of total mass µ p ({c 1 , c 2 }), and zero elsewhere. Again, we interpret this as a transfer of the mass µ p ({c 1 , c 2 }) from the boundary to Z\{(c 1 , c 2 )}.
is defined as follows. The total mass µ s (W 3 ∩ ∂D + ) is spread uniformly on W 3 \∂D + with equal contribution from each x in W 3 ∩ ∂D + .
We then define γ(F ) = (x,y)∈F γ 1 (dx)γ(dy | x) for any measurable F ∈ D × D. It is then easy to check, by virtue of the choices of s 1 (z 1 ), s 2 (z 2 ), Z, and the matchings in We now define the allocation q(z) to be
The primal variable u(z) can be derived from this, since ∇u = q. Observe that u is piecewise linear in each region A, B, Z and W . Thus the condition D u(x) d(γ 1 −γ 2 ) = To see why u(x)−u(y) = c(x, y) holds γ-a.e., it suffices to check this for those x on ∂D + and the corresponding y for which γ(· | x) is nonzero, as in the four cases (a)-(d) above.
Thus u(x) − u(y) = c(x, y) holds γ-a.e.
5
. By Observation 5, we know that increasing p a 1 moves P towards south-west. The claim thatμ(W ) reduces when p a 1 increases, can be shown by an illustration similar to that in Fig. 11 .
6. We first show that the point P is within D. Observe that the value of p reduces from p * a 2 by construction. We know thatμ(W ) = 0 occurs when p a 1 solves (13). Substituting p a 1 = (2b 2 − c 2 )/3, we obtain LHS= − To prove that the optimal menu is as in Fig. 1b , we construct the dual variable γ similar to the construction in claim 4.
A decrease in p continues to decreaseμ(W ). This can be observed as follows. A
decrease in p only removes negativeμ-measure from Z, and thusμ(Z) increases. Sō µ(W ) must decrease to satisfyμ(D) = 0.
8. The claim holds by symmetry.
Proof of claim for Case 2
Consider the case when r 1 ≤ p * a 1 but r 2 > p * a 2 . Then we have a 1 ≤ 1 and a 2 > 1 at p a i = r i , by Observation 5. We now prove that the change of slope makes this case similar to Case 1. To prove this, it suffices to show thatμ(W ) ≥ 0 at p a 1 = r 1 , when the menu is as in Fig.  1b . Substituting p a 1 = r 1 in (13), the LHS= −μ(W ), becomes
which is nonpositive when c 2 ≤ 2b 2
Proof of claim for Case 4
Consider the case when r i > p * a i , i = 1, 2. Then we have a i > 1 at p a i = r i , by Observation 5. Thus the technique of increasing p a i from r i is of no use, as increasing p a i only increases a i further. So we do the following. If p * a 1 ≤ p * a 2 , then we force the line joining Q and p a 2 to have a slope of −1, as in Case 2. We then decrease p a 1 from r 1 to p * a 1 . We fix P and s 1 (z 1 ) corresponding to p a 1 = p * a 1 , and decrease p to p * . If p * a 2 < p * a 1 , then we force the line joining P and p a 1 to have a slope of −1, decrease p a 2 from r 2 to p * a 2 , fix Q and s 2 (z 2 ) corresponding to p a 2 = p * a 2 , and then decrease p to p * . The menu thus is as in Fig. 1d , and we claim that this is indeed the optimal menu. We now proceed to prove this claim.
Assume p * a 1 ≤ p * a 2 . (The argument is symmetric when p * a 2 < p * a 1 .) A series of statements follow. Figure 13 : The optimal menu for r 1 ≥ p * a 1 and r 2 ≥ p * a 2 is shown along with the functions
1. On forcing the line joining Q and p a 2 to have a slope of −1,μ(W ) remains nonnegative by the same arguments in Case 2. At p a i = r i , the menu is same as the menu in Fig.  1b , but with a 1 > 1.
2. On decreasing p a 1 to p * a 1 , the point P moves towards north-east, a 1 decreases to 1, andμ(W ) decreases. The former asserts follow from Observation 5, and the latter can be shown by an illustration similar to that in Fig. 11 . Observe that the line
3. On decreasing p to p * , the partition moves from Fig. 8a to 8b . Furthermore,μ(W ) decreases, and equals 0 at p = p * . Fig. 13a shows the menu in Fig. 1d (with p = p * ) superimposed with the menu in Fig.  1a (with p a i = r i ) . The point Q may possibly lie below the line z 1 + z 2 = c 1 + c 2 + p * . We thus modify Q and the corresponding s 2 (z 2 ) as follows. We decrease p a 2 from r 2 , until p a 2 reaches p * a 2 . The point Q thus moves towards north-east, and is on or above the line
. Now the lines s 1 (z 1 ) and s 2 (z 2 ) may possibly overlap (as in Fig. 13b ). In case of no overlap, it can be argued that the optimal menu is as in Fig. 1d , by constructing γ in the same way as in the proof of claim 4, Case 1. In case of an overlap, we construct γ (on W ×W ) as follows. We first fix θ :=μ + | W +ᾱ,ᾱ corresponding to the s i (z i ). The following lemma shows that if θ satisfies certain conditions, then there exists a γ on W × W that satisfies the dual constraint and the conditions in Lemma 3.
Lemma 11. Consider a measure θ on W that satisfies the following conditions:
Then, there exists a measure γ on W × W such that
Proof. Consider θ 1μ− | W to hold. Strassen's theorem [1, Thm. 6.3] states that under this condition, there exists a joint measure γ such that its marginals γ 1 and γ 2 equal θ and µ − | W respectively, and x ≥ y (component-wise) holds γ(x, y)-a.e. We now verify if this γ satisfies the duality conditions, and conditions in Lemma 3.
(a) θ cvxμ+ | W holds by assumption (ii) in the lemma. Thus we have (b) When x ∈ W , we have u(x) = x − c for some constant c. So,
is an easy consequence of the assumption θ cvxμ+ | W . So we have
where the last equality holds by assumption (iii) in the lemma.
We now show that θ satisfies the conditions in Lemma 11. Conditions (ii) and (iii) only involve verifying ifᾱ cvx 0 and D x dᾱ ≥ 0, both of which are shown in Proposition 4. The next lemma shows that θ satisfies condition (i).
Lemma 12. Consider the menu in Fig. 1d . Let s i (z i ) associated withμ +ᾱ satisfy
Proof. The assumption in the lemma is that the function s 1 (z 1 ) is always above the lines z 1 + z 2 = c 1 + c 2 + p and z 2 = c 2 , and the function s 2 (z 2 ) is always to the right of the lines z 1 + z 2 = c 1 + c 2 + p and z 1 = c 1 . See Fig. 14 for an example. Defining X(t 1 , t 2 ) := W ∩ {z 1 ≥ c 1 + t 1 , z 2 ≥ c 2 + t 2 }, we now proceed to prove that (μ +ᾱ)(X(t 1 , t 2 )) ≥ 0 for every
We start with t 2 = 0, i.e., we first show that (μ +ᾱ)(X(t 1 , 0)) ≥ 0 holds for every t 1 ∈ [0, b 1 ]. We first note that X(t 1 , 0) = W \{z 1 < c 1 + t 1 }. Recall that s 1 (z 1 ) is defined as the point at which the integral of the densities ofμ +ᾱ (from c 2 + b 2 ) vanishes. As s 1 (z 1 ) lies above the line z 1 + z 2 = c 1 + c 2 + p for each z 1 , we have (μ +ᾱ) | W ({z 1 < c 1 + t 1 }) to be an integral of negative numbers in each vertical line, when t 1 ∈ [0, b 1 ). So we have
We now show that (μ +ᾱ)(X(t 1 , t 2 )) ≥ 0 holds for t 1 , t 2 > 0 as well. We have four cases.
• Consider t 1 +t 2 ≤ p * . Then, X(t 1 , t 2 ) contains portions of the line z 1 +z 2 = c 1 +c 2 +p * , and we have (μ +ᾱ)(X(t 1 , t 2 )) = (μ +ᾱ)(X(t 1 , 0)) + (μ +ᾱ)(X(0, t 2 )) − (μ +ᾱ)(W ) ≥ 0.
• Consider t 1 + t 2 > p * , and (t 1 , t 2 ) = (P 1 − c 1 , Q 2 − c 2 ) This refers to the shaded region in Fig. 14 . Observe that when t 1 ≥ (2b 2 − c 2 )/3 or t 2 ≥ (2b 1 − c 1 )/3, the integral of the densities ofμ +ᾱ is nonnegative in each vertical (or horizontal) line of X(t 1 , t 2 ), and thus (μ +ᾱ)(X(t 1 , t 2 )) ≥ 0 holds trivially. So we consider 
; the first inequality holds because we have P 2 ≤ Q 2 and Q 1 ≤ P 1 in the overlapping case; the third equality follows by substitution of P 2 and Q 1 ; and the second inequality follows from p * a i ≤ b −i . We now consider the case when t 1 + t 2 > p * and
where the inequality holds because
is an integral of zero measures in each vertical line; an analogous argument holds forμ([2(
. Recall that the density ofᾱ is the lowest at z 2 = c 2 , and thus s 2 (z 2 ) is maximized at z 2 = c 2 . So for any t 2 ∈ [0, Q 2 − c 2 ], the integral of the densities ofμ +ᾱ is nonnegative in each horizontal line, and thus (μ +ᾱ)(X(t 1 , t 2 )) ≥ 0.
Let
where the last inequality occurs because the integral of the densities of (μ +ᾱ) is nonnegative in each horizontal line for
, the integral of the densities ofμ +ᾱ is nonpositive in each horizontal line for z 2 ≤ c 2 + t 2 , and thus (μ +ᾱ)(X(t 1 , t 2 )) = (μ +ᾱ)(X(t 1 , (p * − t 1 ) + )) − (a negative number) ≥ 0.
• Consider t 1 + t 2 > p * and
where the last inequality occurs because the integral of the densities of (μ +ᾱ) is nonnegative in each vertical line for
, the integral of the densities ofμ +ᾱ is nonpositive in each vertical line for z 1 ≤ c 1 + t 1 , and thus
We have thus shown that (μ +ᾱ)(X(t 1 , t 2 )) ≥ 0 for every
We use this to show thatμ | W +ᾱ 1 0. We first note thatμ | W +ᾱ 1 0 holds if (μ | W +ᾱ)(X ) ≥ 0 for every increasing set X [12, Chap. 6]. So we now show that ifμ +ᾱ(X(t 1 , t 2 )) ≥ 0 holds for every t i ∈ [0, b i ], then (μ +ᾱ) | W (X ) ≥ 0 also holds for every increasing set X .
Consider the increasing set X in Fig. 15 . We construct X ⊇ X such that the boundaries consist of lines parallel to the axes z 1 and z 2 . Observe that such a construction is possible for any increasing X . The measureμ is negative at the interior, and thus we have (μ
This shows that the dual variable γ can be constructed even in the case of overlap, and so the optimal menu is as in Fig. 1d , whenever r i > p * a i , i = 1, 2.
B Proofs from Section 4.2
Claim 13. Consider the menu to be as in Fig. 1b , with p a 1 solving (13), and a 1 as in (7). When c 1 ≤ b 1 and c 2 ≥ 2b 2 (b 1 + c 1 )/(b 1 + 3c 1 ), the point P moves outside D.
Proof. From (8), we have 
Thus if the parameters (p a 1 , p, a 1 ) satisfy 
Rearranging, squaring, and simplifying, we have the following cubic equation in p a 1 . Case 1: Optimal menu - Fig. 2b We first analyze how a 1 , p a 1 /a 1 , and p change, as p a 1 changes.
Lemma 14. Suppose (p a 1 , a 1 , p) satisfy (20) . Then, increasing p a 1 from (2b 2 − c 2 ) + to b 2 increases a 1 , but decreases both p a 1 /a 1 and p.
Proof. We rearrange (20) as follows, to derive an expression for a 1 .
The term c 2 + p a 1 − 2b 2 (c 2 + p a 1 ) , and its differential w.r.t. p a 1 , are both nonnegative
So, as p a 1 increases from (2b 2 − c 2 ) + to b 2 , the numerator increases and the denominator decreases, resulting in an increase of a 1 . We now write p a 1 /a 1 as follows.
which decreases as p a 1 increases, by the same reasoning as above. We write p as follows. We start from p a 1 = b 2 and decrease p a 1 . We modify a 1 and p according to (21) and (22), respectively. At p a 1 = b 2 , we have a 1 = ∞, and p a 1 /a 1 = p = 0. We know by Lemma 14 that p increases as p a 1 decreases. So we now prove that p reaches (b 1 − c 1 )/2, before p a 1 reaches (2b 2 − c 2 ) + . Proof. We show that p a 1 = (2b 2 − c 2 ) + results in p ≥ (b 1 − c 1 )/2. We first consider the case when 2b 2 − c 2 ≥ 0. At p a 1 = 2b 2 − c 2 , we have
We now show that 2c 1
is true. Rearranging, we get c 2 (b 1 +3c 1 )−2b 2 (c 1 +b 1 ) ≥ 0, which holds when c 2 ≥ 2b 2 (b 1 + c 1 )/(b 1 + 3c 1 ).
We now consider the case when 2b 2 − c 2 ≤ 0. At p a 1 = (2b 2 − c 2 ) + = 0, we have
We now show that
is true. Rearranging and squaring on both sides, we get c 2 ≤ 2b 2 (b 1 /(b 1 − c 1 )) 2 , which holds by the assumption in the lemma.
We thus decrease p a 1 from b 2 until p reaches (b 1 − c 1 )/2. This value of p a 1 is at least (2b 2 − c 2 ) + , and thus we have p a 1 /a 1 ≤ p from (23). So there exists a p a 1 ∈ [0, b 2 ] for which we have p = (b 1 − c 1 )/2, and p a 1 /a 1 ≤ p. We now prove that in case a 1 obtained by substituting this p a 1 in (16) is at most 1, then the optimal menu is as in Fig. 2b . We construct the primal and dual variables, and prove that they satisfy the required conditions. We first split W into the following three regions:
22
The construction of γ and u is now similar to the construction in the proof of claim 4, Case 1, Appendix A. The major change is in the definition of transition kernel γ(· | x) for x ∈ W 1 , W 2 . It is defined by the uniform density on the line {x 1 } × {{c 2 } ∪ [c 2 + 2b 2 /3, c 2 + b 2 ]} when x ∈ W 1 , and by the uniform density on the line [2(
The other changes involve changingᾱ toβ, and q(z) = (a 1 , 1) when z ∈ A. We omit the details.
Case 2: Optimal menu - Fig. 2a Consider the case where a 1 > 1 when p = (b 1 − c 1 )/2. We prove that the optimal menu is as in Fig. 2a 
. Observe that the menu is then the same as the menu in Fig. 1b , with P 2 = c 2 . We now decrease p a 1 until p a 1 = p * a 1 , but modify the point P according to (8) , i.e., we useᾱ (1) as the shuffling measure. The menu is now the same as the menu in Fig. 2a . We fix P and s 1 (z 1 ) corresponding to p a 1 = p * a 1 , and decrease p until p = p * . Observe that the procedure is similar to the procedure adopted in the proof of claim in Case 4, Appendix A. Fig. 17a shows the menu in Fig. 2a with P and s 1 (z 1 ) corresponding to p * a 1 . Observe that P 1 constructed thus, may be more than c 1 + b 1 . We get around this issue by ignoring P for time being, continue decreasing p a 1 until it reaches p * a 1 , and then further decrease p to p * . We fix P and s 1 (z 1 ) corresponding to the p a 1 for which P 1 = c 1 + b 1 . We claim that the value of p * so obtained is at most b 1 . This can be observed as follows. We now argue that the optimal menu is as in Fig. 2a . We do so by fixing θ =μ + | W +ᾱ (1) , and showing that this value of θ satisfies the assumptions in Lemma 11. Conditions (ii) and (iii) of Lemma 11 only involve verifyingᾱ (1) cvx 0 and D x dᾱ (1) ≥ 0, both of which are established in Proposition 4. The following lemma proves that θ satisfies condition (i).
Proof. We know from Remark 17 that bothμ(X(0, t 2 )) andμ(X(t 1 , 0)) ≥ 0 hold for any We now claim thatμ | W 1 0 holds for all those c i , b i . To prove our claim, we first prove thatμ(X(t 1 , t 2 )) ≥ 0 for all t 1 , t 2 > 0, and then point to the proof of Lemma 12 that it is equivalent toμ | W 1 0. We consider the following cases.
• Let t 1 + t 2 ≤ p * . Then, X(t 1 , t 2 ) contains a portion of the line z 1 + z 2 = c 1 + c 2 + p * . So we have,μ (X(t 1 , t 2 )) =μ(X(t 1 , 0)) +μ(X(0, t 2 )) −μ(W ) ≥ 0.
• Let t 1 + t 2 > p * . Observe that the integral of densities ofμ on each vertical line of X(t 1 , t 2 ) is a constant, except on the lines z 1 = c 1 and z 1 = c 1 + b 1 . If the constant is positive, thenμ(X(t 1 , t 2 )) ≥ 0 holds because it is just an integral of positive numbers. If the constant is negative, then µ(X(t 1 , t 2 )) =μ(X((p * − t 2 ) + , t 2 )) − (a negative number) ≥ 0
Thusμ(X(t 1 , t 2 )) ≥ 0 for all t i ∈ [0, b i ], and from the proof of Lemma 12, we haveμ | W 1 0. We have proved our claim. We observe that the c i , b i in the statement of the lemma satisfies b 1 (c 2 − b 2 + 2p * ) − ((2b 1 − c 1 ) + ) 2 /6 ≥ 0, if p * ≥ (2b 1 − c 1 )/3. This is because every c 2 given in the lemma is at least b 2 , and thus we have We fix p a 1 = p a 2 , a 1 = a 2 , P 1 = Q 2 , and P 2 = Q 1 , since the case we have considered is symmetric (i.e., f 1 = f 2 ). So we add the same shuffling measure at the interval {c + 1} × 
If we can find (p a 1 , a 1 , P 1 ) that satisfies these two constraints, then D f dᾱ = 0 holds for any affine f , as f (x) = β 1 x + β 2 . Further,ᾱ cvx 0 holds from the proof of Proposition 4. We now impose the constraintμ(W ) = 0. Suppose c = 0.1. Solving (28), (29), and (30) simultaneously in (p a 1 , a 1 , P 1 ), we get p a 1 = 0.796151, a 1 = 0.231984, and P 1 = c + 0.264655 = 0.364655. We also have P 2 = c + p a 1 − a 1 (P 1 − c) = c + 0.734755 = 0.834755. The menu is now the same as in Fig. 1a . By constructing γ(·, ·) and q(·) the same way as in the proof of claim 4, Case 1, Appendix A, we prove that this is indeed the optimal menu.
One could verify that the optimal menu is the same for c ∈ [0, 0.250116].
