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Abstract
This paper investigates the problems of robust stochastic stabilization and robust H∞ control for
uncertain neutral stochastic time-delay systems with time-varying norm-bounded parameter uncer-
tainties appearing in both the state and input matrices. The time delay is assumed to be unknown.
Sufficient conditions for the existence of state feedback controllers are proposed, which ensure
mean-square asymptotic stability of the resulting closed-loop system and reduce the effect of the dis-
turbance input on the controlled output to a prescribed level for all admissible uncertainties. A linear
matrix inequality approach is employed to design the desired state feedback controllers. Further-
more, in the case when time delays appear in both the state and control input, results on the robust
stochastic stabilization and robust H∞ control are also presented. An illustrative example is provided
to show the potential of the proposed techniques.
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1. Introduction
Control of stochastic systems has been a topic of recurring interest in the past years, and
a great number of results on this subject have been reported in the literature; see, for ex-
ample, [3,6,12,19] and the references therein. Since time delays are encountered in various
physical and engineering systems and often result in instability and performance degrada-
tion [7,8], the study of stochastic systems with time delays has received much attention.
For example, sufficient conditions ensuring mean square exponential stability for stochastic
time-delay systems were given in [13] and [18], respectively, while the robust stochastic
stabilization problem was solved in [27] via a linear matrix inequality (LMI) approach.
Very recently, the robust H∞ control problem for stochastic systems with norm-bounded
parameter uncertainties and time-varying delays has been investigated in [28], where suf-
ficient conditions for the existence of state feedback controllers guaranteeing stochastic
stability and prescribed H∞ performance of the closed-loop system was obtained in terms
of an LMI. In [29], the problem of robust H∞ filtering was addressed, in which a sufficient
condition for the solvability of this problem was given and an LMI approach to the design
of robust H∞ filters was developed.
On the other hand, it has been shown that a lot of practical systems can be modeled
by using functional differential equations of the neutral type. Practical examples of neutral
delay-differential systems include the distributed networks containing lossless transmis-
sion lines [5], population ecology [11], processes including steam or water pipes, heat
exchanges [9], and other engineering systems [9,10]. Therefore, delay systems with the
neutral type in both the deterministic and stochastic cases have been extensively studied
in the past years. For instance, the problems of robust stability analysis and H∞ control
for deterministic neutral systems were considered in [20] and [30], respectively. In the
context of neutral stochastic systems, conditions ensuring the existence and uniqueness of
solutions were proposed in [17]. Sufficient conditions for the stochastic stability of neu-
tral stochastic systems were presented in [10]. When parameter uncertainties appear in a
neutral stochastic system, the problem of robust H∞ control was considered in [24] based
on an assumption. However, it is noted that this assumption, although it is acceptable in
some situations, is not always satisfied for all types of time delays. Therefore, due to the
conservatism, the results in [24] are less applicable. Furthermore, it is worth pointing out
that, in [24], the time-delay is not considered in the control inputs.
In this paper, the problems of robust stochastic stabilization and robust H∞ control for
uncertain neutral stochastic time-delay systems are studied. The parameter uncertainties
are assumed to be time-varying and unknown but norm-bounded, which appear in both the
state and input matrices. First, we consider the problem of robust stochastic stabilization
for which a state feedback controller is designed such that the resulting closed-loop system
is mean-square asymptotically stable for all admissible uncertainties. Then, the problem
of robust H∞ control is addressed for which a state feedback controller is designed such
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scribed H∞ performance level. In terms of LMIs, sufficient conditions for the solvability
of the above problems are obtained. Explicit expressions of the desired state feedback con-
trollers are presented. Furthermore, when time delays appear in both the state and control
input, the corresponding results on the robust stochastic stabilization and robust H∞ con-
trol are also given. It is worth to mention that all the obtained results are independent of
the time delay of the system, therefore, they can be applied to the case where the delay in-
formation is not available. The results in this paper are less conservative than those in [24].
Finally, an example is included to demonstrate the applicability and effectiveness of the
developed theoretic results.
Notation. The notation in this paper is quite standard. Rn and Rn×m denote, respectively,
the n-dimensional Euclidean space and the set of all n × m real matrices. The superscript
“T ” denotes the transpose and the notation X  Y (respectively X > Y ) where X and Y
are symmetric matrices, means that X − Y is positive semi-definite (respectively positive
definite). I is the identity matrix of appropriate dimension. L2[0,∞) is the space of square
integrable functions over [0,∞). ‖ · ‖ will refer to the Euclidean vector norm. While,
(Ω,F ,P) is a probability space, where Ω is the sample space, F is the σ -algebra of
subsets of the sample space and P is the probability measure on F . The notation E{·}
stands for the expectation operator. We denote by L2[Ω,Rk) the space of squareinte-
grable Rk-valued vector functions on the probability space (Ω, F , P); we also denote
by LE2([0,∞);Rk) the space of nonanticipatory square-integrable stochastic processes
f (·) = (f (t))t∈[0,∞) in Rk with respect to (Ft )t∈[0,∞) satisfying
‖f ‖2E2 = E
{ ∞∫
0
∣∣f (t)∣∣2 dt
}
=
∞∫
0
E{∣∣f (t)∣∣2}dt < ∞.
2. Problem formulations
Consider, on a probability space (Ω,F ,P), a class of neutral stochastic systems with
state delay and parameter uncertainties described by
(Σ): d
[
x(t) − Dx(t − τ)]
= [A(t)x(t) + Ad(t)x(t − τ) + B1(t)u(t) + Ev(t)]dt
+ [H(t)x(t) + Hd(t)x(t − τ) + B2(t)u(t)]dω(t), (2.1)
z(t) = Cx(t) + B3u(t), (2.2)
x(t) = ϕ(t), ∀t ∈ [−τ,0], (2.3)
where x(t) ∈ Rn is the state; u(t) ∈ Rm is the control input; z(t) ∈ Rq is the controlled
output; v(t) ∈ Rp is the disturbance input which belongs to L2[0,∞); ω(t) is a zero-
mean real scalar Wiener process on (Ω,F ,P) relative to an increasing family (Ft )t>0 of
σ -algebras Ft ⊂F . We assume
E{dω(t)}= 0, E{dω(t)2}= dt. (2.4)
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condition, and
A(t) = A + ∆A(t), Ad(t) = Ad + ∆Ad(t), B1(t) = B1 + ∆B1(t), (2.5)
H(t) = H + ∆H(t), Hd(t) = Hd + ∆Hd(t), B2(t) = B2 + ∆B2(t), (2.6)
where A, Ad , B1, B2, B3, C, D, E, H , Hd are known real constant matrices, and ∆A(t),
∆Ad(t), ∆B1(t), ∆B2(t), ∆H(t) and ∆Hd(t) represent the parameter uncertainties of the
system, which are assumed to be of the form[
∆A(t) ∆Ad(t) ∆B1(t)
∆H(t) ∆Hd(t) ∆B2(t)
]
=
[
M1
M2
]
F(t) [N1 N2 N3 ] , (2.7)
where M1, M2, N1, N2 and N3 are known real constant matrices and F(·) : R→ Rk×l is
an unknown time-varying matrix function satisfying
F(t)T F (t) I, ∀t. (2.8)
The parameter uncertainties ∆A(t), ∆Ad(t), ∆B1(t), ∆B2(t), ∆H(t) and ∆Hd(t) are
said to be admissible if both (2.7) and (2.8) hold.
Remark 1. It should be noted that system (2.1)–(2.3) encompasses many state space mod-
els of delay systems and can be used to represent many important physical systems; for
example, cold rolling mills, wind tunnel and water resources systems (see [1,2,14–16] and
the references therein).
Remark 2. The motivation for us to consider system (2.1)–(2.3) containing uncertainty
∆A(t), ∆Ad(t), ∆B1(t), ∆B2(t), ∆H(t) and ∆Hd(t) stems from the fact that, in practical,
it is almost impossible to get an exact mathematical model of a dynamical system due to the
complexity of the system, the difficulty of measuring various parameters, environmental
noises, uncertain and/or time-varying parameters, etc. Indeed, the model of the system to
be controlled almost always contains some type of uncertainty.
Remark 3. The parameter uncertainty structure as in (2.7)–(2.8) has been widely used
in the problems of robust control and robust filtering of uncertain systems, see for exam-
ple, [21–23,26] and the references therein and many practical systems possess parameter
uncertainties which can be either exactly modeled, or overbounded by (2.8). Observe
that the unknown matrix F(t) in (2.7) can even be allowed to be state-dependent, i.e.,
F(t) = F(t, x(t)), as long as (2.8) is satisfied.
Throughout the paper, we make the following assumption on the matrix D in (2.1).
Assumption 2.1. The matrix D in system (2.1) satisfies
ρ(D) < 1, (2.9)
where the notation ρ(D) denotes the spectral radius of D.
Let us introduce the following definition for system (2.1).
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to be mean square stable if for any ε > 0 there is a δ(ε) > 0 such that
E∥∥x(t)∥∥2 < ε, t > 0,
when
sup
−µs0
E∥∥x(t)∥∥2 < δ(ε).
If, in addition,
lim
t→∞E
∥∥x(t)∥∥2 = 0
for any initial conditions, then system (2.1) with u(t) = 0 and v(t) = 0 is said to be mean
square asymptotically stable.
In this paper, our aim is to develop techniques of robust stochastic stabilization and
robust H∞ control for uncertain neutral stochastic time-delay systems (2.1)–(2.3). More
specifically, we are concerned with the following two problems:
(1) Robust stochastic stabilization problem: Design a state feedback controller
u(t) = Kx(t), (2.10)
for system (2.1) and (2.3) with v(t) = 0 such that the resulting closed-loop system
is mean-square asymptotically stable for all admissible uncertainties. In this case, the
system (2.1) and (2.3) with v(t) = 0 is said to be robustly stochastically stabilizable.
(2) RobustH∞ control problem: Given a constant scalar γ > 0, design a state feedback
controller in the form of (2.10) such that, for all admissible uncertainties, the resulting
closed-loop system is mean-square asymptotically stable and for any nonzero v(t) ∈
L2[0,∞),
‖z‖E2 < γ ‖v‖2 (2.11)
is satisfied under the zero-initial condition. In this case, the system (Σ ) is said to be
robustly stochastically stabilizable with disturbance attenuation level γ .
We conclude this section by recalling the following matrix inequalities which will be
used in the proof of our main results.
Lemma 1 [25]. Let D, S and W be real matrices of appropriate dimensions with W > 0.
Then for any vectors x and y with appropriate dimensions, we have
2xTDSy  xTDWDT x + yT STW−1Sy.
Lemma 2 (Schur complement). Given constant matrices Ω1, Ω2, Ω3 where Ω1 = Ωt1 and
0 < Ω2 = Ωt2 then Ω1 + Ωt3Ω−12 Ω3 < 0 if and only if[
Ω1 Ω
t
3
Ω3 −Ω2
]
< 0 or
[−Ω2 Ω3
Ωt3 Ω1
]
< 0.
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In this section, an LMI approach is developed to solve the problem of robust stochastic
stabilization formulated in the previous section. The main result is given in the following
theorem.
Theorem 3. Consider the uncertain neutral stochastic time-delay system in (2.1) and (2.3)
with v(t) = 0; that is,
d
[
x(t) − Dx(t − τ)]= [A(t)x(t) + Ad(t)x(t − τ) + B1(t)u(t)]dt
+ [H(t)x(t) + Hd(t)x(t − τ) + B2(t)u(t)]dω(t), (3.1)
x(t) = ϕ(t), ∀t ∈ [−τ,0]. (3.2)
This system is robustly stochastically stabilizable if there exist matrices Q > 0, X > 0, Y
and a scalar  > 0 such that the following LMI holds:

Γ + M1MT1 AdX JT1 + M1MT1 JT2 + M1MT2 (N1X + N3Y )T 0
XAT
d
−Q XAT
d
XHT
d
XNT2 XD
T
J1 + M1MT1 AdX M1MT1 − X M1MT2 0 0
J2 + M2MT1 HdX M2MT1 M2MT2 − X 0 0
N1X + N3Y N2X 0 0 −I 0
0 DX 0 0 0 −X


< 0,
(3.3)
where
J1 = AX + B1Y, (3.4)
J2 = HX + B2Y, (3.5)
Γ = J1 + J T1 + Q. (3.6)
In this case, a stabilizing state feedback controller can be chosen by
u(t) = YX−1x(t). (3.7)
Proof. By the LMI in (3.3), it can be seen that there exists a scalar δ > 0 such that

Γ + M1MT1 + δXX AdX JT1 + M1MT1 JT2 + M1MT2 (N1X + N3Y )T 0
XAT
d
−Q XAT
d
XHT
d
XNT2 XD
T
J1 + M1MT1 AdX M1MT1 − X M1MT2 0 0
J2 + M2MT1 HdX M2MT1 M2MT2 − X 0 0
N1X + N3Y N2X 0 0 −I 0
0 DX 0 0 0 −X


< 0.
(3.8)
Let
P = X−1, Q˜ = PQP, K¯ = YX−1. (3.9)
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
P(A + B1K¯)
+ (A + B1K¯)T P
+ PM1MT1 P + Q˜ + δI
PAd
(A + B1K¯)T
+ PM1MT1
(H + B2K¯)T
+ PM1MT2
(N1 + N3K¯)T 0
AT
d
P −Q˜ AT
d
HT
d
NT2 D
T
A + B1K¯ + M1MT1 P Ad M1MT1 − P−1 M1MT2 0 0
H + B2K¯ + M2MT1 P Hd M2MT1 M2MT2 − P−1 0 0
N1 + N3K¯ N2 0 0 −I 0
0 D 0 0 0 −P−1


,
which, by the Schur complement formula, implies that

P(A + B1K¯) + (A + B1K¯)T P + Q˜ + δI PAd (A + B1K¯)T (H + B2K¯)T
AT
d
P DT PD − Q˜ AT
d
HT
d
A + B1K¯ Ad −P−1 0
H + B2K¯ Hd 0 −P−1


+ 


PM1
0
M1
M2




PM1
0
M1
M2


T
+ −1


(N1 + N3K¯)T
NT2
0
0




(N1 + N3K¯)T
NT2
0
0


T
< 0. (3.10)
Denote
∆AcK¯(t) = ∆A(t) + ∆B1(t)K¯, ∆HcK¯(t) = ∆H(t) + ∆B2(t)K¯.
Then, by noting (2.7) and using Lemma 1, we have

P∆AcK¯(t) + ∆AcK¯(t)T P P∆Ad(t) ∆AcK¯(t)T ∆HcK¯(t)T
∆Ad(t)
T P 0 ∆Ad(t)T ∆Hd(t)T
∆AcK¯(t) ∆Ad(t) 0 0
∆HcK¯(t) ∆Hd(t) 0 0


=


PM1
0
M1
M2

F(t) [N1 + N3K¯ N2 0 0 ]
+


(N1 + N3K¯)T
NT2
0
0

F(t)T [MT1 P 0 MT1 MT2 ]
 


PM1
0
M1




PM1
0
M1


T
+ −1


(N1 + N3K¯)T
NT2
0




(N1 + N3K¯)T
NT2
0


T
.M2 M2 0 0
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
PAcK¯(t) + AcK¯(t)T P + Q˜ + δI PAd(t) AcK¯(t)T HcK¯(t)T
Ad(t)
T P DT PD − Q˜ Ad(t)T Hd(t)T
AcK¯(t) Ad(t) −P−1 0
HcK¯(t) Hd(t) 0 −P−1

< 0,
(3.11)
where Ad(t) and Hd(t) are given in (2.5) and (2.6), respectively, and
AcK¯(t) = A + B1K¯ + ∆AcK¯(t), HcK¯(t) = H + B2K¯ + ∆HcK¯(t). (3.12)
Applying the Schur complement formula to (3.11), we obtain
Π(t) +
[
δI 0
0 0
]
< 0, (3.13)
where
Π(t) =
[
PAcK¯(t) + AcK¯(t)T P + Q˜ PAd(t)
Ad(t)
T P DT PD − Q˜
]
+
[
AcK¯(t)
T
Ad(t)
T
]
P
[
AcK¯(t)
T
Ad(t)
T
]T
+
[
HcK¯(t)
T
Hd(t)
T
]
P
[
HcK¯(t)
T
Hd(t)
T
]T
. (3.14)
Now, applying the controller in (3.7) to system (3.1), we obtain the closed-loop system as
d
[
x(t) − Dx(t − τ)]= [AcK¯(t)x(t) + Ad(t)x(t − τ)]dt
+ [HcK¯(t)x(t) + Hd(t)x(t − τ)]dω(t). (3.15)
Choose the Lyapunov function candidate for system (3.15) as
V (xt , t) =
[
x(t) − Dx(t − τ)]T P [x(t) − Dx(t − τ)]+
t∫
t−τ
x(s)T Q˜x(s) ds, (3.16)
where
xt = x(t + θ), −τ  θ  0.
Then, by Itô’s formula, the stochastic differential dV (xt , t) can be obtained as (see, for
example, [10,18])
dV (xt , t) = LV (xt , t) dt
+ 2[x(t) − Dx(t − τ)]T P [HcK¯(t)x(t) + Hd(t)x(t − τ)]dω(t),
where
LV (xt , t) = 2
[
x(t) − Dx(t − τ)]T P [AcK¯(t)x(t) + Ad(t)x(t − τ)]
+ [HcK¯(t)x(t) + Hd(t)x(t − τ)]T P [HcK¯(t)x(t) + Hd(t)x(t − τ)]
+ x(t)T Q˜x(t) − x(t − τ)T Q˜x(t − τ). (3.17)
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−2x(t − τ)T DT P [AcK¯(t)x(t) + Ad(t)x(t − τ)]
 x(t − τ)T DT PDx(t − τ)
+ [AcK¯(t)x(t) + Ad(t)x(t − τ)]T P [AcK¯(t)x(t) + Ad(t)x(t − τ)]. (3.18)
Thus, it follows from (3.17) and (3.18) that
LV (xt , t)
[
x(t)T x(t − τ)T ]Π(t)[ x(t)
x(t − τ)
]
, (3.19)
where Π(t) is given in (3.14). Noticing (3.13), from (3.19) we have
LV (xt , t) < −δ
∣∣x(t)∣∣2,
which, from Assumption 2.1 and the stability results in [10,18], implies that the closed-loop
system (3.15) is mean-square asymptotically stable for all admissible uncertainties. 
Remark 4. Under Assumption 2.1, the results in Theorem 3 provide a sufficient condi-
tion for the existence of robust stabilizing state feedback controllers for uncertain neutral
stochastic time-delay systems. A desired state feedback controller can be constructed by
solving the LMI in (3.3), which can be easily carried out by resorting to standard LMI
techniques, and no tuning of parameters will be involved [4].
4. Robust H∞ control
In this section, a sufficient condition for the solvability of the robust H∞ control prob-
lem is proposed and an LMI approach for designing the desired state feedback controllers
is developed.
Now, we are ready to give our main result in this paper as follows.
Theorem 4. Given a scalar γ > 0, then the uncertain neutral stochastic time-delay system
in (2.1)–(2.3) is robustly stochastically stabilizable with disturbance attenuation γ if there
exist matrices Q > 0, X > 0, Y and a scalar  > 0 such that the following LMI holds:

Γ + M1MT1 AdX E JT1 + M1MT1 JT2 + M1MT2 (N1X + N3Y )T 0 (CX + B3Y )T
XAT
d
−Q 0 XAT
d
XHT
d
XNT2 XD
T 0
ET 0 −γ 2I ET 0 0 0 0
J1 + M1MT1 AdX E M1MT1 − X M1MT2 0 0 0
J2 + M2MT1 HdX 0 M2MT1 M2MT2 − X 0 0 0
N1X + N3Y N2X 0 0 0 −I 0 0
0 DX 0 0 0 0 −X 0
CX + B3Y 0 0 0 0 0 0 −I


< 0,
(4.1)
where J1, J2 and Γ are given in (3.4)–(3.6), respectively. In this case, a suitable stabilizing
state feedback controller can be chosen by
u(t) = YX−1x(t). (4.2)
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closed-loop system as
(Σc): d
[
x(t) − Dx(t − τ)]= [AcK¯(t)x(t) + Ad(t)x(t − τ) + Ev(t)]dt
+ [HcK¯(t)x(t) + Hd(t)x(t − τ)]dω(t), (4.3)
z(t) = CcK¯x(t), (4.4)
where AcK¯(t) and HcK¯(t) are given in (3.12), and
CcK¯ = C + B3K¯
with K¯ = YX−1. Now, by (4.1) it is easy to show

Γ + M1MT1 AdX JT1 + M1MT1 JT2 + M1MT2 (N1X + N3Y )T 0
XAT
d
−Q XAT
d
XHT
d
XNT2 XD
T
J1 + M1MT1 AdX M1MT1 − X M1MT2 0 0
J2 + M2MT1 HdX M2MT1 M2MT2 − X 0 0
N1X + N3Y N2X 0 0 −I 0
0 DX 0 0 0 −X


< 0.
Therefore, by Theorem 3, we have that the closed-loop system (Σc) is mean-square as-
ymptotically stable for all admissible uncertainties. Next, we shall show that under the
zero-initial condition, system (Σc) satisfies (2.11) for any nonzero v(t) ∈ L2[0, ∞). To
this end, we consider the Lyapunov function candidate V (xt , t) in (3.16). By Itô’s formula,
we have
dV (xt , t) = L1V (xt , t) dt
+ 2[x(t) − Dx(t − τ)]T P [HcK¯(t)x(t) + Hd(t)x(t − τ)]dω(t), (4.5)
where
L1V (xt , t) = 2
[
x(t) − Dx(t − τ)]T P [AcK¯(t)x(t) + Ad(t)x(t − τ) + Ev(t)]
+ [HcK¯(t)x(t) + Hd(t)x(t − τ)]T P [HcK¯(t)x(t) + Hd(t)x(t − τ)]
+ x(t)T Q˜x(t) − x(t − τ)T Q˜x(t − τ). (4.6)
Then, it can be deduced that
L1V (xt , t)
[
x(t)T x(t − τ)T v(t)T ]Π˜(t)

 x(t)x(t − τ)
v(t)

 ,
where
Π˜(t) =


PAcK¯(t) + AcK¯(t)T P + Q˜ PAd(t) PE
Ad(t)
T P DT PD − Q˜ 0
ET P 0 0


+

AcK¯(t)
T
Ad(t)
T
T

P

AcK¯(t)
T
Ad(t)
T
T


T
+

HcK¯(t)
T
Hd(t)
T

P

HcK¯(t)
T
Hd(t)
T


T
. (4.7)
E E 0 0
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J (t) = E
{ t∫
0
[
z(s)T z(s) − γ 2v(s)T v(s)]ds
}
. (4.8)
Integrating both sides of (4.5) from 0 to t > 0 and then taking expectation, we have
E{V (xt , t)}= E
{ t∫
0
L1V (xs, s)
}
ds, (4.9)
where the zero initial condition is used. Thus
J (t) = E
{ t∫
0
[
z˜(s)T z˜(s) − γ 2v(s)T v(s) + L1V (xs, s)
]
ds
}
− E{V (xt , t)}
 E
{ t∫
0
[
z˜(s)T z˜(s) − γ 2v(s)T v(s) + L1V (xs, s)
]
ds
}
 E
{ t∫
0
[
x(s)T x(s − τ)T v(s)T ]Υ (s)

 x(s)x(s − τ)
v(s)

 ds
}
, (4.10)
where
Υ (s) = Π˜(s) +

C
T
cK¯
CcK¯ 0 0
0 0 0
0 0 −γ 2I

 .
Now noticing the LMI in (4.1) and following a similar line as in the proof of Theorem 3,
we can deduce Υ (s) < 0. This, together with (4.10), implies that
J (t) < 0 (4.11)
for all t > 0. Therefore, the inequality in (2.11) holds. This completes the proof. 
Remark 5. It is noted that the robust H∞ control problem was also considered in [24]
based on an assumption; this assumption, however, cannot be satisfied for all time delays.
Therefore, the solvability condition obtained in Theorem 4.1 is more applicable than that
in [24].
5. Delays in both states and control inputs
In this section, we extends the results on robust stochastic stabilization and H∞ control
in Sections 3 and 4 to uncertain neutral stochastic systems with time delays in both the
state and control input. The uncertain neutral stochastic system to be considered in this
section is described by
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[
x(t) − Dx(t − τ)]
= [A(t)x(t) + Ad(t)x(t − τ) + Bd1(t)u(t − τ) + Ev(t)]dt
+ [H(t)x(t) + Hd(t)x(t − τ) + Bd2(t)u(t − τ)]dω(t), (5.1)
z(t) = Cx(t) + Bd3u(t − τ), (5.2)
x(t) = ϕ(t), ∀t ∈ [−τ,0], (5.3)
where A(t), Ad(t), H(t) and Hd(t) are given in (2.5) and (2.6), and
Bd1(t) = Bd1 + ∆Bd1(t), Bd2(t) = Bd2 + ∆Bd2(t), (5.4)
where Bd1, Bd2 and Bd3 are known real constant matrices, and ∆Bd1(t) and ∆Bd2(t) are
unknown matrices satisfying[
∆Bd1(t)
∆Bd2(t)
]
=
[
M1
M2
]
F(t)N4, (5.5)
where N4 is a known real constant matrix, and M1 and M2 are given in (2.7). The unknown
matrix F(t) satisfying (2.8).
Then, we have the following robust stochastic stabilization result for system (Σˆ).
Theorem 5. Consider the uncertain neutral stochastic system (5.1) with v(t) = 0; that is,
d
[
x(t) − Dx(t − τ)]
= [A(t)x(t) + Ad(t)x(t − τ) + Bd1(t)u(t − τ)]dt
+ [H(t)x(t) + Hd(t)x(t − τ) + Bd2(t)u(t − τ)]dω(t). (5.6)
This system is robustly stochastically stabilizable if there exist matrices Q > 0, X > 0, Y
and a scalar  > 0 such that the following LMI holds:

Γ˜ + M1MT1 AdX + Bd1Y XAT + M1MT1 XHT + M1MT2 XNT1 0
XAT
d
+ YT BT
d1 −Q XATd + YT BTd1 XHTd + YT BTd2 XNT2 + YT NT4 XDT
AX + M1MT1 AdX + Bd1Y M1MT1 − X M1MT2 0 0
HX + M2MT1 HdX + Bd2Y M2MT1 M2MT2 − X 0 0
N1X N2X + N4Y 0 0 −I 0
0 DX 0 0 0 −X


< 0,
(5.7)
where
Γ˜ = AX + XAT + Q. (5.8)
In this case, a suitable stabilizing state feedback controller can be chosen by
u(t) = YX−1x(t). (5.9)
Proof. Let
K¯ = YX−1.
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lowing closed-loop system
d
[
x(t) − Dx(t − τ)]= [A(t)x(t) + Adc(t)x(t − τ)]dt
+ [H(t)x(t) + Hdc(t)x(t − τ)]dω(t), (5.10)
where
Adc(t) = Ad(t) + Bd1(t)K¯, Hdc(t) = Hd(t) + Bd2(t)K¯.
Choose the Lyapunov function candidate for system (5.10) as
V (xt , t) =
[
x(t) − Dx(t − τ)]T P [x(t) − Dx(t − τ)]+
t∫
t−τ
x(s)T Q˜x(s) ds, (5.11)
where
P = X−1, Q˜ = PQP.
Then, by Itô’s formula, the stochastic differential dV (xt , t) can be obtained as [10,18]
dV (xt , t) = LV(xt , t) dt
+ 2[x(t) − Dx(t − τ)]T P [H(t)x(t) + Hdc(t)x(t − τ)]dω(t),
where
LV(xt , t) = 2
[
x(t) − Dx(t − τ)]T P [A(t)x(t) + Adc(t)x(t − τ)]
+ [H(t)x(t) + Hdc(t)x(t − τ)]T P [H(t)x(t) + Hdc(t)x(t − τ)]
+ x(t)T Q˜x(t) − x(t − τ)T Q˜x(t − τ). (5.12)
Now, by Lemma 1, we have
−2x(t − τ)T DT P [A(t)x(t) + Adc(t)x(t − τ)]
 x(t − τ)T DT PDx(t − τ)
+ [A(t)x(t) + Adc(t)x(t − τ)]T P [A(t)x(t) + Adc(t)x(t − τ)]. (5.13)
Therefore,
LV(xt , t)
[
x(t)T x(t − τ)T ]Πˆ(t)[ x(t)
x(t − τ)
]
, (5.14)
where
Πˆ(t) =
[
PA(t) + A(t)T P + Q˜ PAdc(t)
Adc(t)
T P DT PD − Q˜
]
+
[
A(t)T
T
]
P
[
A(t)T
T
]T
+
[
H(t)T
T
]
P
[
H(t)T
T
]T
.Adc(t) Adc(t) Hdc(t) Hdc(t)
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we can have that there exists a scalar δ > 0 such that
Πˆ(t) +
[
δI 0
0 0
]
< 0,
which, together with (5.14), gives
LV(xt , t) < −δ
∣∣x(t)∣∣2.
Thus, by Assumption 2.1 and the stability results in [10,18], the desired result follows
immediately. 
Our last result in this paper provides a sufficient condition for the solvability of the
problem of robust H∞ control for the uncertain neutral stochastic system (Σˆ ).
Theorem 6. Given a scalar γ > 0, then the uncertain neutral stochastic system (5.1)–(5.3)
is robustly stochastically stabilizable with disturbance attenuation γ if there exist matrices
Q > 0, X > 0, Y and a scalar  > 0 such that the following LMI holds:

Γ˜ + M1MT1 AdX + Bd1Y E XAT + M1MT1 XHT + M1MT2 XNT1 0 XCT
XAT
d
+ YT BT
d1 −Q 0 XATd + YT BTd1 XHTd + YT BTd2 XNT2 + YT NT4 XDT YT BTd3
ET 0 −γ 2I ET 0 0 0 0
AX + M1MT1 AdX + Bd1Y E M1MT1 − X M1MT2 0 0 0
HX + M2MT1 HdX + Bd2Y 0 M2MT1 M2MT2 − X 0 0 0
N1X N2X + N4Y 0 0 0 −I 0 0
0 DX 0 0 0 0 −X 0
CX Bd3Y 0 0 0 0 0 −I


< 0
where Γ˜ is given in (5.8). In this case, a desired state feedback controller can be chosen
by
u(t) = YX−1x(t).
Proof. The desired result can be worked out along the same line as in the proof of Theo-
rems 4 and 5, and thus is omitted. 
6. Illustrative example
In this section, we provide an illustrative example to demonstrate the effectiveness of
the proposed method.
Consider the uncertain neutral stochastic system in (2.1)–(2.3) with parameters as fol-
lows:
A =
[−0.7 0.2
0.3 0.1
]
, Ad =
[
0.2 0
0.1 −0.1
]
, B1 =
[−0.2 1
0 0.7
]
, E =
[−0.1
0.1
]
,
H =
[
0 −0.1
0.3 0.2
]
, Hd =
[
0.1 −0.2
0.2 0.3
]
, B2 =
[
0 −0.8
0.3 0.2
]
,
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[−0.1 0
0.2 0.1
]
, B3 =
[
0.7 0.2
−0.3 0
]
, M1 =
[
0
−0.1
]
, M2 =
[
0.1
0.1
]
,
N1 = [ 0.1 0.2 ] , N2 = [ 0 0.1 ] , N3 = [−0.1 0.2 ] .
In this example, attention is focused on the design of a state feedback controller such that,
for all admissible uncertainties, the resulting closed-loop system is robustly stochastically
stable with disturbance attenuation γ = 0.5. For this purpose, we use the Matlab LMI
Control Toolbox to solve the LMI (4.1), and obtain the solution as follows:
X =
[
8.9629 −2.5299
−2.5299 6.1193
]
, Q =
[
4.5516 −2.0861
−2.0861 2.4340
]
Y =
[
1.6567 0.5790
−1.0662 −3.5752
]
,  = 7.4533.
Therefore, by Theorem 4, it can be seen that the robust H∞ control problem is solvable,
and a desired state feedback control law can be chosen as
u(t) =
[
0.2395 0.1936
−0.3214 −0.7171
]
x(t).
7. Conclusions
In this paper, the problems of robust stochastic stabilization and robust H∞ control for
uncertain neutral stochastic systems with norm-bounded parameter uncertainties have been
studied. An LMI approach has been developed to design state feedback controllers, which
not only guarantees mean-square asymptotic stability of the closed-loop system but also
reduces the effect of the disturbance input on the controlled output to a prescribed level for
all admissible uncertainties. Furthermore, extensions have been made to the case with time
delays in both the state and control input. A numerical example has been given to show the
effectiveness of the proposed method.
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