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An algorithm is presented for determining whether a cubic graph (i.e., every vertex 
of which has valence 3) can be imbedded in the torus. An imbedding is produced in the 
affirmative. The algorithm has running time bounded by a polynomial in the number of 
vertices of the graph. 
1. INTRODUCTION 
The genus of a graph is the smallest among the genera of the orientable surfaces in 
which it is imbeddable. The graph is called planar if its genus is 0 and toroidal if its 
genus is 1. . 
In this paper I shall describe an efficient algorithm for determining whether a cubic 
graph is toroidal. The algorithm will construct an imbedding of the graph in the torus 
if there is one. The word “efficient” is to be understood in the invariant sense of Cook, 
Edmonds, and Cobham. An algorithm is “efficient” if its running time is bounded by a 
polynomial in the length of the input ([Aho et al. [ 11). I n our case the algorithm’s running 
time is bounded by a polynomial in the number of edges of the graph. 
Algorithms for determining the planarity of graphs have been extensively discussed 
in the literature. The most important from our point of view is the one due to Demoucron 
et al. [5]. This algorithm has been improved by Rubin [23]. In recent years the linear- 
time algorithm of Hopcroft and Tarjan [17] h as received a great deal of attention. This 
algorithm illustrates the application of depth-first search that these two authors pioneered. 
This algorithm is also discussed in [q and [20]. Another linear-time algorithm has been 
discovered by Booth [3]. Reference [17] contains an extensive list of other references 
on planarity algorithms, although it omits [SJ which is, however, discussed by Bondy and 
Murty PI. 
Algorithms for determining the genus of graphs were developed in connection with 
the problem of giving a combinatorial representation of topological imbeddings of graphs. 
The combinatorial representation of imbeddings (also called maps) we use here was 
already known to Hefter [16]. It was then rediscovered by Edmonds [7, 81 and is essen- 
tially proved in [9]. Other authors who have discussed aspects of this technique include 
Walsh and Lehman [27], Ringel [21, 221 and Tutte [26]. This list is not meant to be 
complete or to cover numerous other aspects of topological graph theory, a relatively 
old subject to which only the monograph [29] has been devoted. Bibliographies on 
topological graph theory are in [25] and [30]. 
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The combinatorial representation in question is one which associates to every vertex 
of the graph a cyclical orientation of the edges incident to it. The faces of the imbedding 
are the orbits of a certain group that acts naturally on the set of edges. The genus of the 
imbedding can then be calculated using Euler’s formula. To find the genus of the graph 
it suffices to test all possible assignments of cyclical orientations to the vertices. This 
Of,@‘) algorithm (n is the number of vertices) was the only one known. 
Ways of improving this algorithm are not obvious. Gross and Tucker [14] indicate 
some of the difficulties involved. They attempt to lower the genus of an imbedding by 
changing the cyclical orientation at a vertex. The hope was that a sequence of vertices 
could be found where changes of the cyclical orientation would result in a monotonic 
improvement of the genus. Unfortunately, this program failed. 
The basic idea of the present paper is inspired by the planarity algorithm of Demoucron 
et al. [5] (hereafter referred as DMP). The DMP planarity algorithm proceeds as follows. 
A cycle C of G is selected at random and is imbedded in the plane. As a result two planar 
regions have been formed. Our problem is now that of determining whether this im- 
bedding can be extended to the whole graph G. This is a particular instance of the 
extension problem: given a planar imbedding h of a subgraph H of G, to determine 
whether h can be extended to G. 
A particular circumstance makes the solution of the planar extension problem par- 
ticul&ly easy. Two pieces Pi and Pz of G-H shall be said to hinder each other with 
respect to a face F of h (notation: PI IF Pz) if they cannot be imbedded simultaneously 
in F without intersection in the interior of F. This topological definition has the following 
combinatorial equivalent: PI IF Pz if and only if they have three common attachments to 
F or if they have two skew chains (see Proposition 5.3). Further, if PI /Pi Pz and if PI 
and Pz are each imbeddable in some other face, then that face is the same, call it F, , and 
PI IF, Pz . This last fact, which we called the “Indifference Theorem” in [5], is crucial. 
To solve the extension problem, two conditions must be satisfied: (1) each piece of 
G-H must be imbedded in at least one face and (2) it must be possible to assign to each 
piece a face to which it is incident so as to avoid that two pieces that hinder each other 
with respect to a face be assigned simultaneously that face. If in the extension problem 
there is a piece that is incident to only one face (call this a “forced choice”) we must 
assign that face to the piece. The DMP algorithm always looks for forced choice and gives 
them priority. Whenever there is a forced choice, a chain is selected at random in the 
piece and is imbedded in the corresponding face. 
Consider now the case in which all pieces have two choices. The DMP algorithm 
selects at random a chain in one of the pieces, imbeds it in one of the two possible faces 
and continues in the same manner. Let us now show that this procedure is correct and 
that no backtracking is ever necessary. For let us define PI 1 Pz if PI IF Pz for some face F. 
The Indifference Theorem shows that all the pieces of the transitive closure of / are 
incident to the same pair of faces. The relation can be represented by assigning a point 
to every piece P and by connecting two points P and Q if P I Q. A compatible assignment 
then is equivalent to a bicoloration of this graph. Moreover, it is obvious that any colora- 
tion is as good as any other one. This completely justifies the DMP algorithm when there 
are no forced choices. The DMP algorithm runs in quadratic time. 
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The algorithm presented here proceeds briefly as follows. Two cycles intersecting at 
a segment are chosen at random in G from a basis for the group of cycles of G. The cycles 
are then given an imbedding in the torus in which they are both essential and non- 
homologous. An attempt is then made to extend this imbedding to a quasi-planar im- 
bedding, i.e., one in which all closed faces are simply connected (i.e., in which no edge 
or vertex is repeated on the boundary of a face). This reduction is performed in Sections 9, 
8, and 7. The quasi-planar case is discussed in Section 5. Although The Indifference 
Theorem does not hold any longer (an additional condition is needed on the imbedding h), 
one can reduce the assignment problem to the problem of 2-satisfiability of formulas in 
conjunctive normal form with at most two literals per clause. Polynomial-time algorithms 
for the latter are well known. 
The preliminary version [12] of this paper contains an error. The Indifference Theorem 
does not hold in the form stated there and hence the quasi-planarity case does not work 
as stated there. The rest of the paper is correct. The present version is, however, con- 
siderably simplified. 
2. NOTATIONS AND DEFINITIONS 
2.1. The word graph has both a combinatorial and a topological sense. We shall 
use both. 
The set of edges of a (combinatorial) graph G will be denoted by E(G) and the set of 
its vertices by V(G). We shall consider only simpltiul graphs, i.e., graphs without loops or 
multiple edges. Also, all our graphs will be finite, i.e., ( E(G)] and 1 V(G)1 (the cardinality 
of set X is denoted by 1 X I) are finite. 
In its topological sense, a graph is a CW-complex of dimension 1 (see, e.g., Massey 
[19, p. 1901). The edges of the topological graph are then open subsets homeomorphic 
to the open unit interval of the real line. 
Every combinatorial graph has a realization as a topological graph and underlying 
every topological graph is a combinatorial one. Thus there is no essential difference 
between the two concepts and we shall not explicitly specify which one of the two is 
used in a particular context. 
A s&graph H of a graph G is simply a subcomplex. 
A graph is regular if all its vertices have the same valence called the valence of the graph. 
A graph is cz&c if it is regular of valence 3. A vertex of valence 1 is called a leaf. A chain C 
whose extremities are two vertices x and y is denoted by C: x -+ y. 
The cycles of a graph form a group whose rank, the cyclomatic number, is v(G) = 
/ E(G)\ - 1 V(G)\ + p, wherep is the number of connected components of G. 
Two graphs G and H are homeontorphic if they are homeomorphic as CW-complexes. 
This is a topological notion but there exists a purely combinatorial characterization [2, 
p. 901. 
Let H be a subgraph of G. The pieces of G relative to H (or of G-H) are defined as in 
Bondy and Murty [2, p. 1451, where they are called bridges. 
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2.2. An imbedding g: G -+ M of a graph G in a surface M is a homeomorphism of G 
into M. The components of M - g(G) are called thefaces or open faces of the imbedding. 
The imbedding is a 2-cell imbedding if every face is homeomorphic to an open disc of 
the real plane. A 2-cell imbedding can be described combinatorially by giving for each 
face the sequence of (oriented) edges on its boundary. In a 2-cell imbedding every edge 
may appear at most twice on the boundary of a face. It may appear twice on the boundary 
of the same face. It is important to make the distinction between the open face and the 
closed face. The closed face is obtained from the open face by adjoining to it the boundary 
and giving the quotient topology to the union. 
From now on, an embedding shall always be understood to be a 2-cell one. 
We shall often identify a face F with its boundary aF. It is useful then to make the 
distinction between the boundary of the open and that of the closed face. 
To illustrate these concepts, consider the two imbeddings of Fig. 1. Both are imbeddings 
of K3,3 (the complete bipartite graph on two sets of three elements) into the torus. The 
combinatorial graph is represented in Fig. la. The open faces in the imbedding of 
Fig. lb have no repeated edges. In Fig. Ic there is an open face whose boundary is the 
path ahefkdh-lbck-l, where we have given arbitrary orientations to the edges. The 
closed face is the bordered surface obtained after identifying the points on edges h and k 
that appear twice in the above path. In this case the closed face is homeomorphic to a 
punctured torus, i.e., a torus from which the interior of an open disk has been removed. 
A face whose boundary has no repeated edges or vertices has a simply connected 
closure. The repeated edges of a face whose closure is not simply connected will be 
called internal edges. All the others will be called external. A 2-cell imbedding all of 
whose faces are simply connected will be called quasi-planar. 
If h: H -+ M is an imbedding of a subgraph H of G and P is a piece of GLH all of 
whose attachments to H are on the same face of i, we call P i&dent to the face. 
The following notation will also be used sometimes for a 2-cell imbedding g: G + M. 
FIG. 1. Two imbeddings ((b) and (c)) of Ka,s (a) in the torus. Edges marked with the same 
letter are identified. 
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c+,(g) = / V(G)I, @i(g) = 1 E(G)1 and %(g) will denote the number of faces of g. The 
index g will be omitted when it is clear what the imbedding is. The genus of the im- 
bedding, y(g), is defined by Euler’s theorem, 01,, - ar, + (~a = 2 - 2~. 
Let g: G + M be an imbedding in a surface M. The image g(C) of a cycle C of G is 
said essential if g(C) is not contractible. 
2.3. The closed faceP associated to an open face is a bordered manifold. Its genus is, 
by definition, the genus of the closed surface obtained by pasting disks onto every cycle 
of the border. Abusing terminology, we shall call this number the genus ofF. If y(F) = 0, 
we shall also say that the closed face is simply connected. 
A face that is not simply connected must possess internal vertices or edges. Since our 
graphs are cubic it is easy to see that there will be no isolated internal vertices. 
2.4. Although the notion of imbedding is topological, there are equivalent com- 
binatorial definitions (see, e.g., White [29, p. 611). 
Let g: G + M be an imbedding in an orientable surface M. g induces a cyclical 
permutation rrV on the neighborhood V(w) of every vertex w (the neighborhood V(V) of e, 
consists of those vertices u which are adjacent to v). Namely, let F be a face in which the 
oriented edges (u, w) and (w, u’) appear. We let then T*(U) = u’. For example, in the 
imbedding of Fig. lb, rl, is given by the cycle (l’, 3’, 2’). 
It can be shown that, conversely, a family of cyclical permutations of the neighborhoods 
of the vertices of a graph determines an imbedding whose induced cyclical per- 
mutations are the given ones. See White [29, p. 611 for a sketch of the proof of this 
statement. 
We shall make extensive use of this theorem since it allows us to treat the problem 
combinatorially and, in particular, to represent imbeddings in a data-structure. It will 
always be understood that imbeddings are represented as collections of such cyclical 
permutations. The cyclical permutations are sometimes called rotations. 
Given a combinatorial imbedding of this type one can immediately compute the faces 
of the imbedding. Namely, start with a vertex w incident to U. Set u,, = U, ui = w. Put 
u2 = vu(u) = rU1(u,). Then let ua = nU,(u,), etc. This defines a permutation on the set 
of vertices and one on the set of oriented edges. The faces of the embedding are the 
cycles of the cycle-decomposition of the second one. Then, the genus can be computed 
by Euler’s formula. 
2.5. The algorithms will be presented informally. We shall not adhere to a particular 
computation model. Obtaining the most efficient implementation was not the main 
concern of the present paper. Thus important issues concerning the best choice of data 
structures or the best way of implementing various subroutines have not been treated. 
We found it useful to use the word “guess” with the meaning of exploring systematically 
all possibilities of a given set. “guess” does not mean that the algorithms are nondeter- 
ministic, but is simply a convenient way of presenting the algorithms. The scope of 
“guess” is indicated by labeling all steps within the scope with the same group of letters 
as the “guess” statement. Thus if “guess” has label “ubc,” the statements in its scope 
will be labeled “ubc * a,” “u&z * b,” etc. 
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3. GENERALIZED COLORING PROBLEMS 
3.1. We shall introduce now a class of problems which we shall call generalized 
coloring problems. The usual coloring problems for graphs are a particular case of these 
more generalized problems. 
We begin by defining labeled graphs. A labeled graph 9 is a couple (G, L) consisting 
of an undirected graph G and a function L defined on V(G) u E(G) satisfying the follow- 
ing conditions: 
(i) L assigns a finite set to each element of its domain; 
(ii) for every edge e = (u, w) of G, L(e) CL(u) x L(v). 
A function p defined on V(G) and such that p)(w) EL(V) for every a E V(G) will be 
called an assignment. An assignment q will be called admissible if for every edge e = (u, w) 
of G, M4, d4l)) Q+W. 
The generalized coloring problem is that of determining whether a labeled graph 3 
has an admissible assignment. 
It is easy to see that the usual problem of coloring the vertices of a graph G with k 
colors such that no adjacent vertices receive the same color is a particular case of our 
generalized problem. Namely, it suffices to take L(o) = {I, 2,..., k} and L(e) = {(i, i) 1 
i = 1, 2,..., k}. An admissible assignment for a graph labeled in this way is an ordinary 
k-coloring. 
3.2. The general problem of determining whether a labeled graph 9 has an ad- 
missible assignment is easily seen to be NP-complete since it includes the ordinary 
vertex coloring problems. 
However, the generalized coloring problem for labeled graphs 9 = (G, L) with at 
most two labels per vertex is polynomially equivalent to 2-satisfiability for propositional 
formulas in conjunctive normal form. 
THEOREM 3.1. The generalized coloring problem for labeled graphs with at most two 
labels per wertex and satisjiability for propositional formulas in conjunctiwe normal form with 
at most two literals per clause are polynomially equiwalent. 
Proof. Let $9 = (G, L) be a labeled graph. We shall associate to 9 a formula v as 
follows. To every w E V(G) associate a variable which we shall also denote by w. Assume 
that the sets L(w) of labels associated to the vertices have been given a fixed ordering. 
Thus L(w) = {Lvo, L,l}, w h ere the two elements need not be distinct. 
If w is a propositional variable, we shall let B denote the negated variable. Also, let 
WC’ = B and w1 = w. 
The formula q will be the conjunction of disjunctions D associated to each label 
(Li, ~2) EL( 1, e w h ere e = (u, w) is an edge of G. Namely, D = 3-i v wl-j (i, j = 0, 1). 
It is easy to see that p is satisfiable if and only if $9 has an admissible assignment and 
that p can be obtained in polynomial time from 9. 
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Conversely, let 9 be a formula with at most two literals per clause. We construct the 
labeled graph 9 as follows: to every variable w of 91 associate a vertex of G and let L(w) = 
(0, 1). If C = ui v etj (i,j = 0, 1) is a clause of v, let e = (u, U) be an edge of G and put 
(1 - i, 1 -j) inL(e). Th e f ormula v obtained in this fashion is satisfiable if and only if 
9 has an admissible assignment. It should be clear that y can be obtained from 9 in 
time bounded by a polynomial in the length of y. 
3.3. The satisfiability of conjunctive normal formulas with at most two liter& per 
clause is easily seen to be decidable in polynomial time of the length of the formula (see 
Section 3.4 for the sketch of an algorithm). Actually, algorithms for deciding it in linear 
time are known (cf. Even et al. [lo]). A n analysis of the proof of Theorem 3.1 would easily 
reveal that the reductions are both linear in the length of the representation of 59 and v, 
respectively, provided an appropriate representation is chosen. Thus the generalized 
2-colorability problem is certainly decidable in polynomial time of the length of the 
representations of the labeled graph. Moreover, if this representation is carefully chosen, 
the generalized 2-colorability problem is decidable in linear time. 
3.4. In the applications of the generalized coloring problem to imbedding problems 
it will also be useful to be able to produce an admissible assignment if one exists. 
As the translation from coloring to satisfiability is fairly straightforward, it will suffice 
to show how to produce an assignment satisfying a c.n.f. formula with two literals per 
clause, if there is one. 
Let v be such a formula. Every clause of q is either of the form x v y or of the form X, 
where x and y are barred or unbarred literals. A method for solving the satisfiability 
problem is to use the cut-rule (also known as the resolution rule) on two chhing clauses 
until no new clauses are obtained. The original is satisfiable if and only if the empty 
clause has not been obtained. The cut rule is the following: 
xvc avD 
CvD ’ 
where x is a variable and C and D are disjunctions. Two clauses are called clashing if 
there exists exactly one literal that appears both negated and not negated in the clauses. 
If our clauses have at most two literals per clause and there are tl variables, there are 
only 2(n + (i)) d’ff 1 erent clauses. Whenever the cut rule is applied to two short (i.e., 
with only one or two literals) clauses, a short clause results. We thus have a polynomially 
bounded algorithm for 2-satisfiability. 
From the proof of the satisfiability of v we can now construct an assignment v satisfying 
‘p. Let P be the set of clauses obtained during the proof. Pick a one-literal clause C of P. 
Since P is closed under the cut rule and since the empty clause is not in P, the negation 
of C is not in P. In our assignment, make U(X) = 0 if C = P and make w(x) = 1 if C = X. 
Now delete from P all clauses containing C and delete c from all remaining clauses. 
We obtain a set of clauses P’ that does not contain the variable x and that is, as can be 
shown easily, closed under the cut rule. Now proceed as before. 
A similar analysis can be made for the linear time algorithm of Even et al. [IO]. 
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4. THE EXTENSION PROBLEM AND THE IMBEDDING ALGORITHM 
4.1. Let G be the graph to be imbedded in the torus and let T be a fixed spanning 
tree of G. T determines a basis for the group of cycles of G. An element of the basis is the 
simple cycle formed by an edge of G - T (sometimes called a “back-edge”) and the 
unique path in T connecting the extremities of that edge. 
Assume now that G has a 2-cell imbedding g into the torus. The first homology group 
of the imbedding is isomorphic to the first homology group of the torus, hence to a free 
abelian group of rank 2. It follows that there must exist two cycles C, and C’s of the basis 
whose embeddings have homology classes that generate the homology group. Obviously, 
such cycles have nonempty intersection. 
The algorithm will pick in succession all pairs of intersecting cycles of this type and 
imbed them in the torus so as to obtain a 2-cell imbedding. Since the graph is cubic, 
the subgraph consisting of the two chosen intersecting cycles is homeomorphic to the 
graph shown in Fig. 5. Because of obvious symmetries this graph has essentially only 
one 2-cell imbedding into the torus, the one indicated in Fig. 6. This imbedding has 
only one not simply connected face. 
To determine whether G has an imbedding in the torus it now suffices to determine 
whether this imbedding of a subgraph can be extended to the remainder of G. 
We are led to the following definition. Let h: H --f M be an imbedding of a subgraph H 
of G in a surface M. The extension problem for the triple (G, H, h) is that of determining 
whether there exists an extension g: G --f M of h. 
Just as the imbedding problem, the extension problem is susceptible of a completely 
combinatorial formulation. Namely, one seeks cyclical permutations at each vertex of G 
which will induce at each vertex of H the cyclical permutations of h. Moreover, the genus 
of g should equal that of h. 
For our purposes, we shall not have to solve the general extension problem. Initially, 
one only has to consider faces of the type indicated in Fig. 6 (case 4 below). The con- 
sideration of this type only will not suffice. We shall have to classify the types of faces in 
the following categories: 
(a) Simply connected faces. 
(b) Faces whose boundary is a polygon of the form ae-lb-le, where a and b are 
disjoint chains. Such faces we shall call cylindrical (Fig. 2). They possess one internal 
chain only and are not simply connected although their genus is 0. 
(c) Faces with two internal chains. These may be either of the type indicated in 
Fig. 3a, i.e., have only internal chains, or, they may be of the type indicated in Figs. 3b 
and 3c. These faces we shall sometimes call “punctured tori.” 
(d) Faces with three internal chains. As in case (c), these may either have external 
edges (Fig. 4b) or not (Fig. 4a). 
Accordingly, we shall discuss four cases of the extension problem: 
Case 1. The quasi-planar case, when h is quasi-planar. 
Case 2. All faces of h are of types (a) or (b) above. 
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FIG. 2. A “cylindrical” face. 
( b) 
FIG. 3. The punctured torus. 
.(c) 
2 
( a> 
FIGURE 4 
a 
FIGURE 5 
571/20/2-X1 
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FIGURE 6 
jCa.se 3. All faces of h are of types (a), (b), or (c) above. 
Case 4. All faces of h are of types (a), (b), (c), or (d) above. 
The following theorem will be proved in Sections 5, 6, 7, and 8. 
THEOREM 4.1. Cases l-4 of the extension problem (G, H, h) are solvable in time bounded 
by a polynomial in 1 V(G)/. More precisely, the running time is bounded by a polynomial of 
degree 6 in 1 V(G) 1 w h ose coejkients are bounded by 21fs), where 1 is a linear function and s 
is the number of faces of h that are not simply connected. 
4.2. Algorithm for Imbedding a Cubic Graph in the Torus 
Input: Cubic graph G specified by, e.g., an adjacency matrix. 
output: “No” if the graph is not imbeddable in the torus. An imbedding of G, 
specified by giving rotations at every vertex, otherwise. 
(a) Construct a spanning tree T of G. 
(b) Guess an (unordered) pair of intersecting cycles determined by T and edges 
in G - T. If all such pairs have been exhausted, the graph is not toroidal: output “No” 
and halt. 
(b.a) For the chosen pair of intersecting cycles choose an imbedding in the torus 
such that both cycles are essential (i.e., not homologous to zero). Then continue using 
the extension algorithm. If the imbedding cannot be extended go to step (b). If the 
imbedding can be extended, output the imbedding. 
Clearly, the running time of this algorithm is dominated by that of the extension 
algorithm used in step (b.a)and by the number of choices that must be explored at step(b). 
This number of choices is bounded by (“l-p+l) since 01~ - 010 + 1 is the rank of the group 
of cycles of G. This in turn is bounded by,a quadratic polynomial in LY,, . The extension 
algorithm at (b.a) is polynomial since there is a single not simply connected face. 
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In [12] a slightly different approach was taken. Namely, a modified version of a planarity 
algorithm was run first. If the graph is nonplanar the algorithm returns a Kuratowski 
forbidden subgraph, which, since G is cubic, can only be homeomorphic to K3,3. K3,3 
has only two kinds of imbeddings in the torus. One is quasi-planar and the other is of 
the type discussed in case 3 of the extension problem. Thus, at the price of running a 
more sophisticated version of the planarity algorithm one does not need to explore case 4 
of the extension algorithm. We prefer the method shown here for the following reasons. 
First, to indicate that Kuratowski’s theorem is not necessary for the imbedding algorithm. 
While this is not crucial for imbeddings in the torus, it is vital for imbeddings in surfaces 
of higher genus where the corresponding generalizations of Kuratowski’s theorem are 
not known. Second, planarity algorithms that will return a Kuratowski forbidden figure 
are interesting enough by themselves. We shall discuss them in a separate paper. 
5. QUASI-PLANARITY 
5.1. The faces of a quasi-planar imbedding are simply connected. Therefore any 
chain connecting two points on the boundary of a face can be imbedded, up to homotopy, 
in only one way in the face. Combinatorially, this means that there exists only one way of 
extending the rotations at the extremities of the chain so that in the resulting extension 
the face is split into two different faces. This greatly facilitates the task of finding an 
efficient algorithm for the extension problem. The algorithm is a generalization of the 
planar extension algorithm of Demoucron et al. [5]. 
Let H be a subhomeomorph of a graph G and h: H -+ M a quasi-planar imbedding 
of H in a surface M. We shall assume throughout this section that G is cubic, and that H 
has no leaves, i.e., no vertices of valence 1. It follows that every attachment of a piece 
of G relative to H is identified in G to a point in the interior of an edge of H. 
The attachments of a piece P to a simply connected face F of h determine on h a 
number of edge disjoints chains called the segments of F defined by P. Two pieces PI 
and P, incident to the same face F are said to avoid each other if the attachments of one 
are all in a single segment determined on F by the other. 
Under these conditions, let g: G -+ M be an extension of h. Then 
THEOREM 5.1 ([2, Theorem 9.81). Let PI and Pz be two pieces of G relative to H such 
that g(PJ and g(PJ C F f or some face simply connected F of h. Then PI and Pz avoid each 
other. 
Proof. The proof of Bondy and Murty applies verbatim. It relies on the fact that F 
is simply connected. 
PROPOSITION 5.2. A piece P of G relative to H is incident to at most two faces of h. 
Proof. Since G is cubic, every attachment of P is identified in G to a point in the 
interior of an edge of H. Such a point, however, is on the boundary of exactly two faces 
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of h (since h is quasi-planar) and hence P cannot be incident to more than two faces 
(recall that P is said to be incident to a face F if all its attachments are on the boundary 
of F). 
Pieces that do not avoid each other with respect to a face are said to hinder each other 
with respect to the face. This notion has a convenient combinatorial characterization. 
Two pieces P1 and Pz incident to the same simply connected face F are said to be skew 
if P1 has attachments a, and b, and Pz has attachments as and b, that appear on F in the 
order al%blb, . 
PROPOSITION 5.3 ([2, Theorem 9.61). If two pieces P1 and Pz hinder each other with 
respect to the quasi-planar face F, then they are either skew or they have three common 
attachments to F. 
Proof. The proof of Bondy and Murty will not be reproduced. It depends only on 
the simple connectedness of F. 
PROPOSITION 5.4 ([2, Theorem 9.71). If a piece P has attachments v, , v2 and vg to aF, 
there exists a vertex v, and paths p,: vO --f et, , p,: vO + vz , p,: vO -+ et, in P any two of 
which have only v,, in common. 
5.2. We shall now show that the quasi-planar extension problem can be reduced to 
the generalized coloring problems of Section 3. 
Associate to the triple (G, H, h) a labeled graph Q* = (B*, L*) as follows: the un- 
labeled graph G* has the pieces of G - Has vertices. Two pieces P1 and Pz are connected 
by an adge in G* if PI and Pz are both incident to the same face F of h, are both im- 
beddable in F but hinder each other with respect to F. For a vertex P of G*, let 
L(P) be the set of faces F in which P is imbeddable. For an edge e = (P1 , PJ of G*, let 
W) = -VI , PA = {(F, F) I PI and Pz hinder each other with respect to F}. 
EXAMPLE. H = K3,3, h is the imbedding of K3,3 in the torus indicated in Fig. 7. The 
pieces of G with respect to H are indicated with dotted lines in Fig. 7. In the picture 
the pieces are shown imbedded in the faces of h, thereby providing an extension of h 
to G. 
The compatibility graph is shown in Fig. 8. Note that in our case all edge-labels are 
of the form (F, F). We can therefore indicate such a label by just one of the two com- 
ponents. 
Two pieces may be imbeddable in the same set of faces but may be incompatible only 
with respect to a subset of the set. In the example P, and P4 are both imbeddable in F, 
and F, but hinder each other only with respect to F3 . 
PROPOSITION 5.5. Imbedding h has an extension to G if and onb if the labeled graph Q* 
associated to the triple (G, H, h) has an admissible ass@nnent. 
5.3. The extension algorithm for the quasi-planar case is the following. 
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Qua&Planar Extension Algorithm 
Input: Cubic graph G, subgraph H of G with no leaves, quasi-planar imbedding h: 
H-+&l. 
The algorithm determines whether there exists an extension of h to G and, in the 
affirmative, produces one. 
(a) Compute the pieces of G with respect to H. 
(b) For every piece P determine the faces to which it is incident. 
(c) For every piece P determine, using a planarity algorithm, the faces in which P 
is imbeddable. For every such face construct an imbedding of P in the face. If there are 
none, halt: imbedding h has no extensions. 
(d) Construct the labeled graph 8* associated to the triple (G, H, h). 
(e) Construct the formula in conjunctive normal form associated to 3*. 
(f) Determine whether or not the formula is satisfiable and, if it is, determine an 
assignment satisfying it. If the formula is not satisfiable the imbedding has no extension. 
(g) Construct an extension of h by using the assignment constructed at step (f) 
and the partial imbeddings constructed at step (c). 
We have thus established case 1 of Theorem 4.1. 
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5.4. The quasi-planar extension algorithm can also be used in the case of arbitrary 
embeddings for which no piece of G relative to H is attached to an interior edge of 
imbedding h. 
Consider an imbedding h: H -+ M with this property and let us assume that h can be 
extended to an imbedding g: G + M. Let P be a piece of G with respect to H and 
assume that g(P) C F, where F is a face whose closure is not simply connected. Since G 
is cubic, all attachments of P are points situated in the interior of an edge of H that lies 
on the boundary of the closure of F, Since P has no attachments to the internal edges 
of F there exists a closed neighborhood V C F of the union of the internal edges of F 
such that PC F - V. The neighborhood V can actually be chosen such that F - V 
is homeomorphic to a disk. This shows that the restriction of g to P is a planar imbedding 
of P and that therefore we may assume that all faces are actually simply connected. 
THEOREM 5.6. The extension problem (G, H, h), where h: H + M is an imbedding 
with the property that no piece of G relative to His attached to an internal edge of a face of h, 
is solvable in time bounded by a polynomial in the number of edges in G - H. Further, if h 
has an extension to G, the algorithm will return such an extension. 
6. CASE 2 OF THE EXTENSION PROBLEM 
6.1. Here we have simply connected faces and also faces that we called cylinders. 
Cylinders are homeomorphic to the face of Fig. 2 and will be sometimes called the 
special faces. 
The case is not directly reducible to the 2-satisfiability of propositional formulas as was 
the quasi-planar case. The difficulty resides essentially in the fact that a chain incident 
to a cylindrical face may admit four different imbeddings in the face. For example, a chain 
with both extremities on the internal chain e is in this situation (Fig. 9). If the chain has 
only one extremity on e it has only two different imbeddings. 
We could reduce the extension problem in this case to the satisfiability problem of 
propositional formulas. However, since in a direct reduction we can no longer guarantee 
that there are at most two literals per clause, we shall not be able to establish the poly- 
nomiality of the algorithm. We shall show in this section how this difficulty can be over- 
come. The problem will be reduced to a bounded number of 2-satisfiability problems. 
The following terminology will be used. Whenever we discuss a particular special 
face we shall name the external chains a and b, respectively. The internal chain will 
always be named e. The two copies of e on the internal chain will be called the left and 
the right internal chain, respectively. Thus we keep Fig. 3 as our model for notation 
and terminology. 
Pieces of G - H that are attached to an interior edge will be called special. The others 
are ordinary pieces. A chain having an attachment on chain x and the other on chain y 
will be called an x-y-chain. Imbeddings that connect the left and the right internal chains 
of a cylinder will be called across the face (e.g., imbeddings 3 and 4 in Fig. 9). If a piece 
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has all its attachments on the right (Zeft) internal chain, the imbedding will be called a 
right (left) imbedding. Left and right imbeddings shall be called one-sided imbeddings. 
Imbeddings of a special piece are either one sided or the piece contains a chain that is 
imbedded across the face. In the latter case we shall say that the piece has been imbedded 
across the cylinder. 
We shall now study the hindering relation for cylinders. Two imbeddings of pieces 
in a face hinder each other if they intersect. As has been seen in Proposition 5.3 this topo- 
logical notion can be characterized combiantorially. Whether two imbeddings hinder 
each other depends only on the attachments of the pieces to the internal chains. 
An interesting case is that of an ordinary piece P’ attached only to one of the two 
external chains and of a special piece P”. If one imbedding of P” in the cylinder F hinders 
an imbedding of P’, then all imbeddings of P” do. This is easily seen geometrically by 
enclosing P’ in a narrow enough strip along the external edge to which it is attached. 
Thus in this case we can extend the notion of hindering to the pieces. 
6.3. In an extension g: G + M of h the cylinders of h are of one of two kinds: 
(i) one-sided: Those that have received only one-sided imbeddings. 
(ii) two-sided: Those that have received at least one piece across. 
Conversely, we shall now show that assuming that the cylinders of h have been classified 
in one-sided and two-sided, we can verify in polynomial time whether h can be extended 
to an embedding of G respecting this classification. 
The pieces of G - H have one of the following choices in an extension of h: 
(a) if the piece is ordinary, then it can be imbedded in at most one of the two faces 
to which it is incident. However, such a piece may not be imbedded in a two-sided cylinder 
if it is attached to both external chains of it. 
(b) if the piece is special and if it is incident to a one-sided cylinder, then it may be 
given either a left or a right imbedding. 
(c) if the piece is special and if it is incident to a two-sided cylinder, we shall 
consider for the moment that the piece has only one choice, namely that of an imbedding 
in that cylinder. 
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Let P and Q be two pieces of G - H and let c be a choice for P and d a choice 
for Q. We shall say that choices c and d hinder each other if P and Q intersect 
in an imbedding that gives them these choices. Again this topological definition has a 
combinatorial characterization and depends only on the attachments of the pieces, For 
example, suppose that P is an ordinary piece incident to the cyclinder F and that Q is a 
special piece incident to F. Then P has the choice F and Q has the choice “right.” To 
determine whether the choices F and “right” hinder each other, it suffices to determine 
whether P has two attachments that are skew to two attachments of Q to the right internal 
chain. The case of an ordinary piece that has a choice of type (a) and of a special piece 
that has a choice of type (c) has been discussed at the end of the preceding section. Similar 
considerations can be made in the other cases. 
Associate to the extension problem (G, H, h) (with the given classification of the 
cyclinders of h into one- and two-sided) a generalized coloring problem 9’ = (G, L) of 
the kind considered in Section 3. We let V(G) = {P 1 P piece of G - H), E(G) = 
{(P, 8) I P, Q E Wb Thus G is the complete graph on the pieces of G - H. For 
P E V(G), let L(P) be the set of choices available to P. For (P, Q) E E(G), let L(P, Q)) = 
{(c, 4 I c WP), d EL(Q), c h oices c for p and d for Q hinder each other). 
It is easy to see that if h has an extension to G respecting a given classification of the 
cyclinders of h, then the coloring problem for 9 admits a solution. 
The construction of 9 guarantees that L( p) has at most two elements. The generalized 
coloring problem is therefore solvable in polynomial time (cf. Section 3). Also, the com- 
patibility graph 59 itself can be constructed in polynomial time from G, H and h. 
6.4. Conversely, assume that ‘9 admits a solution. This is not sufficient for h to 
have an extension respecting the given classification of the cylinders. For such an exten- 
sion to exist we only have to verify that the special pieces incident to two-sided cylinders 
are all simultaneously imbeddable in their cylinders. We now turn to this problem. 
Clearly, we may assume that there is only one such cylinder F, that all pieces of G - H 
are incident to F and that there are no ordinary pieces. The boundary 8F of F is then 
homeomorphic to the graph of Fig. 10 and F is homeomorphic to the unbounded region 
determined by any planar imbedding of aF. 
Any imbedding of the special pieces in F determines a planar imbedding of G - H. 
Conversely, any planar imbedding of G determines an imbedding h of H and an im- 
bedding of the special pieces in the unbounded region of h. Thus we have reduced our 
problem to that of the planarity of G. 
6.5. Extension AIgorithtn (Case 2) 
Input: Cubic connected graph G, connected subgraph H of G, imbedding h: H -+ M 
with only simply connected faces or faces homeomorphic to a 2-cell whose boundary is 
a polygon of the form ae-lb-ie (Fig. 2). 
Output: An extension of h to G if one exists, a negative answer otherwise. 
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(a) Compute the pieces of G - H. Determine for each the faces of h to which is 
is incident. 
(b) Classify th e f aces of h in simply connected and cylinders. 
(c) Guess a classification of the cylinders of h into one- and two-sided. 
(c.a) Construct the generalized coloring problem associated to the guess in (c). 
(c.b) Determine whether 3 has an admissible assignment. If yes, construct one, 
say v. If 9 has none, go to (c). 
(c.c) Determine for each piece P of G - H whether it has an imbedding of type 
v(P). If a piece P does not, go to (c). Else, construct an imbedding of type q(P) for each 
piece P. 
(c.d) For each two-sided cylinder F, determine (using a planarity algorithm) an 
imbedding in F of the subgraph consisting of all the special pieces incident to F. If this 
fails for some face F, go to (c). 
(c.e) Construct an imbedding extending h as follows: 
For each piece P such that v(P) is not an imbedding in a two-sided cylinder, extend h 
by imbedding the pieces as in (c.c). For the pieces P such that v(P) indicates an im- 
bedding in a two-sided cylinder, extend the imbedding by the imbeddings constructed 
in (c.d). 
6.6. Timing 
All the steps of this algorithm, except step (c), can be performed in O(a:) steps, where 
w = %(G). Step (c) requires O(29 steps, where s is the number of cylinders. Thus the 
running time is bounded by p,(w) + 2&(w), where p, and pa are quadratic polynomials. 
This proves case 2 of Theorem 4.1. 
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7. CASE 3 OF THE EXTENSION ALGORITHM 
7.1. Our terminology will be similar to that of Section 6. Faces homeomorphic to 
the face of Fig. 4 will be called special. Ordinary faces and pieces are those that are not 
special. Whenever we discuss a particular special face we shall use the notation of Fig. 3. 
We shall assume without loss of generality that the special faces are of the type shown 
in Fig. 3a, since Fig. 3b is a particular case. 
Let F be a special face. The two copies of internal chain e will be labeled e and e-l and 
likewise for internal chain f. 
A chain connecting two points on the same internal edge has four different imbeddings 
in a special face (Fig. 11). Two of these divide the face into two cylinders. We shall say 
in that case that the chain has been imbedded across F. 
As in Section 6, let g: G --+ M be an extension of h: H + M. A face of h will be called 
split if all its subfaces in g are either simply connected or cylinders. 
If a special face F is not split then it contains a subface of g which is of type (c) of 
Section 3. Such a face may be split by adjoining to G a new edge connecting two points 
on the same internal edge and imbedding it across F. 
We shall say that internal chains e and e-l are separated if no two corresponding points 
on e and e-l are on the same face of g. It is easily seen that e and e-l can be separated in 
one of three ways (Fig. 11): 
(i) one chain C: x + y, where x is a point of bfc and y is a point of df -la, 
(ii) two chains C,: xi -+ yi and C,: xa ---f ya , where x1 is a point of bfc, yr is a 
point of e, x2 is a point of df -la and ya is a point of e-l, 
(iii) two chains C,: xi + yr and C,: xa + yz , where x, is a point of df-la, y1 is a 
point of e, xs is a point of bfc and ya is a point of e-l. 
In cases (ii) and (iii) we shall say that chains C, and C, overlap (with respect to e and 
e-l). C, and Ca must belong to special pieces since yr and ya are points of the internal 
chain. 
This terminology can be extended from chains to pair of points. A pair of points (x, y) 
of aF is said to separate e and e-l if a chain C: x -+ y imbedded in F separates e and e-l. 
Likewise, two pairs (x1 , yi) and (xa , ya) are said to separate e and e-l if chains C,: x1 +yr 
and C,: xa --+ ya imbedded in F separate e and e-r. 
If a special face F is split then either e and e-l are separated or f and f -l are separated. 
In our algorithm we shall have to attempt to extend imbedding h: H -+ M under the 
restrictions that certain faces of h be split. We shall then have to guess a chain that will 
split the face. The number of such guesses may be prohibitively large since the number 
of possible chains may be exponentially large. If our algorithm were to try all these 
choices, it would be impossible to guarantee a polynomial running time. 
Fortunately, if a chain (or a pair of chains) separates e and e-l, so does any other chain 
(or pair of chains) connecting the same attachments. Thus instead of guessing a chain 
(or a pair of chains) that separates e and e-r it will suffices to guess a pair (or a pair of 
pairs) of attachments that have this property and that are connected by a chain (or by 
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two disjoint chains) in G - H. Now the number of guesses is bounded by 1 I’(G)14, a 
polynomial in 1 V(G)(. H owever, we shall have to verify that the chosen pair (or pair of 
pairs) can be connected by a path (or a pair of disjoint paths). This last problem is one 
for which numerous efficient algorithms have been given (see, e.g., [2])). 
7.2. Extension Algorithm (Case 3) 
Input: Cubic graph G, subgraph H of G, imbedding h: H -+ M with only simply 
connected faces, faces homeomorphic to a 2-cell whose boundary is a polygon of the form 
u&b-% (Fig. 2) and faces homeomorphic to a 2-cell whose boundary in a polygon of 
the form aebfce-ldf-l (Fig. 3). 
Output: The algorithm determines whether there exists an extension of h to G and 
produces one if one exists. 
(a) Compute the pieces or G with respect to H and determine, for each, the faces 
of h to which it is incident. 
(b) Classify the faces of h into ordinary and special. 
(c) Guess a classification of the special faces in split and unsplit. 
(c.a) For each split face F: 
(caa) Guess a pair of attachments (u, V) or two pairs of attachments (q , v,) and 
(us , ~a) that separate e and e-l off and f-l. 
(c.aa.a) Determine whether G - H contains a path C: u ---f v or two disjoint 
paths C,: ur -+ w1 and Ca: us -+ na . (Use for this a standard algorithm (cf., e.g., [2])). 
(c.aa.b) Imbed C or C, and C, in F. 
(c.b) For each face F that is not split: 
(c.ba) Guess a pair of points u and w on e and e-l, respectively. 
(c.ba.a) Adjoin an edge C from u to v to G. 
(c.ba.b) Imbed C in F. 
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(c.c) Let H’ be H to which all the new chains from (c.aa.a) and (c.ba.a) have 
been adjoined and let h’ be the imbedding of H’ specified by the imbeddings at (c.aa.b) 
and (c.ba.b). Perform case 2 of the extension algorithm on 27, h’, and G. 
7.3. The Running time 
The running time of this algorithm depends on the number of special faces. 
Steps (a) and (b) require no more than 1 V(G)lz steps. At step (c) there are 2” guesses. 
At step (c.a) there are at most 1 V(G)/* gu esses. Step (c.aa.a) requires no more than 
1 V(G)12 steps. At (c.b) the time is dominated by step (c.ba) which requires 1 V(G)12 
guesses. Finally, step (cc) invokes case 2 of the extension algorithm. This in turn does 
not require more than p(] V(G)I) t p s e s, where polynomial p depends on the number of 
cylinders. A special face can give rise to at most two cylinders and hence at step (c.c) no 
more than 2s new cylinders are being created. 
The overall running time is bounded by a polynomial in v of degree 6. The coefficients 
of this polynomial are bounded by 2z(8), where Z(s) is a linear function. It is remarkable 
that s does not occur in the exponent of v. This completely proves case 3 of Theorem 4.1. 
8. CASE 4 OF THE EXTENSION ALGORITHM 
This case has a discussion that reflects almost verbatim that of Case 3. 
We shall call special the faces of (d), Section 4.1. The others will be called ordinary. 
Separating two internal chains, say x and x-1 is exactly like before. The only change in 
the algorithm occurrs in (c.aa) where we must guess attachments that separate x and a+, 
y and y-l, or z and z-r instead of e and e-l orf and f-l. In (c.c) replace case 2 by case 3. 
9. CONCLUDING REMARKS 
This paper suggests numerous extensions. First, there is that of generalizing this 
algorithm to arbitrary graphs and arbitrary orientable surfaces. This has been done 
recently by Filotti and Miller [13]. Although, contrary to some earlier indications, 
determining whether a graph is imbeddable in a surface of given genus has proved to be 
computationally tractable the extension problem is not. A simple direct argument shows 
the general extension problem to be NP-complete (yeif (unpublished)). The same result 
has also been achieved indirectly by Miller who has shown it to be P-equivalent to the 
colorability of circular arcs intersection graphs. The latter has been shown to be NP- 
complete by Garey and Papadimitriou (unpublished). On the other hand if one insists 
on finding an extension of a fixed genus, the problem is again tractable. (Filotti (un- 
published)). As in the present case, the polynomial depends on the genus. Finding a 
polynomial-time algorithm for determining the genus is still an open question. We 
suspect that it is impossible. Certainly the methods of this paper couldn’t yield such a 
result since we do not have a low enough upper bound for the genus (cf. White [29], 
p. 58). 
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The attack of the unorientable case seems to this author to present no serious difficul- 
ties. 
An important problem whose attack is immediately suggested by the present work in 
that of the isomorphism of graphs of fixed genus. A very efficient algorithm for the 
isomorphism of planar graphs has been given by Weinberg [28] and has been refmed to a 
remarkable degree by Hopcroft and Tarjan using their depth-first techniques [18]. The 
problem of generalizing these methods to other surfaces had also been suggested by 
Fontet [l l] and probably must have occurred to other people. Recently, such an algorithm 
has been found by Filotti and Mayer (unpublished) and by Miller (unpublished) (simul- 
taneously and independently). 
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