Abstract. We propose an infeasible interior point method for pointwise state constrained optimal control problems with linear elliptic PDEs. A smoothed constraint violation functional is used to develop a self-concordant barrier approach in an infinite-dimensional setting. We provide a detailed convergence analysis in function space for this approach. The quality of the smoothing is described by a parameter. By fixing this parameter we obtain a perturbed version of the original problem. We establish complexity estimates and convergence rates for the methods that we propose to solve a given perturbed problem. We also estimate the distance between the optimal solution of the perturbed problem and the optimal solution of the original problem. Moreover, our approach yields a rigorous measure for the proximity of the actual iterate to the minimizer of the perturbed and the original problem. We report on numerical experiments to illustrate efficiency and mesh independence.
1. Introduction. In this paper, we present a new class of interior point methods for pointwise state constrained optimal control problems that are governed by linear elliptic PDEs. To simplify the presentation, we consider problems of the form min Here, α > 0, Y is a Banach space with Y → C 0,β (Ω) continuously for a given β > 0 and a bounded domain Ω ⊂ R d with d ∈ N, Z a Banach space, U a Hilbert space, Q : Y × U → R is quadratic and convex, y a ∈ C 0,β (Ω), A ∈ L(Y, Z) invertible, B ∈ L(U, Z), and g ∈ Z. Also, we assume that (y • , u • ) ∈ Y × U and a constant τ • > 0 exist with Ay
• + Bu • = g as well as y • − τ • ≥ y a in Ω. In Section 3.1, we provide examples that fulfill these assumptions and discuss possible generalizations of (P full ).
It is well-known that the pointwise state constraints y(x) ≥ y a (x) for all x ∈ Ω complicate the solution of (P full ) since the associated Lagrange multiplier is, in general, only a measure, see, e.g., [5] and [6] . Currently, there exist mainly three types of Newton-based algorithms that can deal with (P full ) and for which an infinitedimensional analysis is available: The Moreau-Yosida regularization [13, 14, 17] , Lavrentiev regularization and the closely related virtual control concept [21, 24, 25, 36, 37] , and interior point methods [29, 34, 32, 33] . In all these approaches, a family of regularized problems is introduced. This family induces a path of solutions that the respective algorithm follows. For a fixed regularization parameter, the corresponding regularized problem is solved using a (possibly semismooth) Newton's method. Although all these approaches are quite successful in practice and their convergence analyses are sophisticated, there are still several open questions. For methods based on Moreau-Yosida and Lavrentiev-type regularizations, the convergence of Newton's method for a fixed regularized problem as well as the convergence of the path of solutions to the solution of the original problem have been established. However, complexity results for convergence to a desired accuracy are not yet available. For interior point methods it has been shown that it is possible to decrease the regularization parameter in such a way that the iterates converge to the optimal solution of the original problem, cf. [34] . However, complexity estimates are not yet available. Furthermore, estimates are available regarding Hölder continuity of the path of solutions for both Moreau-Yosida regularization, cf. [15, 35] , and interior point methods, cf., e.g., [33] .
For our approach, we are able to develop comparably quite strong results. The proposed method is based on the idea to replace the pointwise state constraints by the constraint min ε (y − y a ) ≥ 0. Here, min ε is a smoothed version of the minimum functional min x∈Ω , and ε > 0 denotes the corresponding smoothing parameter. This yields smoothed versions of (P full ), parametrized by ε. In this paper, we develop algorithms for fixed ε. Since we provide an estimate for the error between the solution of a given smoothed problem and the solution of (P full ), this approach is viable to solve (P full ). In a forthcoming paper, we extend these algorithms so that ε is driven to zero at a provable rate and the iterates converge to the solution of (P full ). The current paper derives a detailed analysis for the new approach. This includes:
• A proximity measure through which we can control, in theory and practice, the distance between the actual iterate and the solution of the smoothed problem, • linear convergence of the iterates to the solution of the smoothed problem, • convergence of the solutions of the smoothed problems to the solution of (P full ), with order almost √ ε. Our approach relies in part on the theory of interior point methods for selfconcordant barrier functions, which Nesterov and Nemirovski introduced to finitedimensional optimization in [27] . Since the optimization variables y and u in (P full ), however, belong to infinite-dimensional function spaces, we need to generalize the concept of self-concordance to infinite-dimensional Hilbert spaces. Contrary to what one might expect, some of the finite-dimensional results do not carry over in a straightforward manner. In fact, some even fail to hold. Therefore, we also develop a rigorous treatment of self-concordance in Hilbert spaces in this paper.
To the best of our knowledge, self-concordance in an infinite-dimensional setting was only considered in [8] and [9] . However, there the constraints are quadratic, which is rather restrictive and, in fact, not satisfied in our approach for (P full ). This paper is organized as follows: In Section 2 we develop the theory of selfconcordance in Hilbert spaces. We obtain a short-step and a long-step interior point method, for which we prove convergence and complexity results. In Sect. 3 we turn to the optimal control problem (P full ). We present our approach to solve it and provide the aforementioned thorough convergence analysis. In Sect. 4 we report on numerical experiments to illustrate efficiency and mesh independence of the new approach.
2. Self-Concordance in Hilbert Spaces. We consider the problem min x∈X j(x) s.t.
x ∈ K.
(P SC )
As standing assumption in Section 2 we impose the following:
Assumption 2.1. X is a Hilbert space with norm · X , K ⊂ X is nonempty, open, convex, and j : K → R is thrice Fréchet differentiable and convex.
Here, ∂K denotes the boundary of K. We call f : K → R a (pd) self-concordant barrier function for K, iff f is (pd) self-concordant on K and a barrier function for K. remark 2.11. In [27] , (pd) self-concordant barrier functions are called (nondegenerate) strongly 1-self-concordant functions.
We examine the behaviour of the local seminorm at x with respect to perturbations in x. For self-concordant barrier functions, local norms contain feasibility information.
Lemma 2.12 (cf. [27, Theorem 2.1.1]). Let f : K → R be self-concordant on K. Let x ∈ K andh ∈ X with h f (x) < 1 and x +h ∈ K. Then it holds for all h ∈ X:
If, in addition, f is a barrier function for K, then h f (x) < 1 implies x +h ∈ K.
Proof. The inequalities can be proven exactly as in [27, Theorem 2.1.1 (i)]. In doing so, it is used that self-concordance of f implies for all x ∈ K and all h 1 , h 2 , h 3 ∈ X
This is an inequality between symmetric bilinear and trilinear forms. Fixing x ∈ K and h 1 , h 2 , h 3 ∈ X it suffices to establish this inequality on the vector space spanned by {h 1 , h 2 , h 3 }. This shows that only a finite-dimensional version of the above inequality is required. Such a version together with a proof can be found, e.g., in [18, Appendix] .
For the second part of the proof, let x ∈ K andh ∈ X with h f (x) < 1 be given. We have to show 1 ∈ I x,h . Since f x,h : I x,h → R is a self-concordant barrier function for I x,h , we infer from the finite-dimensional version of Lemma 2.12, see [27, Theorem 2.
f (x) from the prerequisite h f (x) < 1. remark 2.13. The inequalities of the previous lemma are sometimes used to define the class of (strongly nondegenerate) self-concordant functions, see, e.g., [30, Section 2.2.1]. This broadens the class of self-concordant functions slightly since, then, self-concordant functions are allowed to be only twice continuously differentiable instead of thrice Fréchet differentiable. The definition of self-concordance we employ is, however, more suitable if one wants to check whether a given function is selfconcordant. And indeed, proving self-concordance of certain barrier functions is an important part of this paper. Furthermore, it can be shown that in the case of thrice Fréchet differentiable functions, the definition via the inequalities of Lemma 2.12 together with f being pd is equivalent to the definition of a pd self-concordant barrier function in the sense of Definition 2.10, see [30, Section 2.5] .
Lemma 2.14.
Furthermore, if K does not contain a straight line, then every self-concordant barrier function for K is pd self-concordant on K.
Proof. Let there bex ∈ K, h ∈ X \ {0} such that f (x)[h, h] = 0 holds. We show that this implies f (x)[h, h] = 0 for all x ∈ K. This suffices. Let x ∈ K and denote I := [0, 1], γ : I → K, γ(t) :=x + t(x −x), and ϕ :
Then we have
for all t ∈ I, where we used the same inequality for trilinear forms as in the proof of Lemma 2.12. Due to the extreme value theorem there exists M ≥ 0 such that
holds for all t ∈ I. Thus, Gronwall's inequality together with ϕ(0) = 0 yields ϕ ≡ 0 on I. In particular, it holds 0 = ϕ(
For the second part, let there again bex ∈ K, h ∈ X \{0} such that f (x)[h, h] = 0 holds. We have shown in the first part that this implies f (x)[h, h] = 0 for all x ∈ K. Now fix x ∈ K and consider f x,h : I x,h → R. Since there holds f x,h ≡ 0 on I x,h , f x,h is affine linear on I x,h . Hence, the barrier property of f yields I x,h = R, i.e., K contains the straight line x + th, t ∈ R.
Lemma 2.15. Let q : X → R be quadratic and concave on the nonempty set K := {x ∈ X : q(x) > 0}, and let C ∈ [1, ∞). Then f : K → R, f (x) := −C ln(q(x)) is a self-concordant barrier function for K.
Proof. Let x ∈ K and h ∈ X. Using q ≡ 0 and the notation q := q(x),
Hence, it remains to show (
For the left-hand side we have
For the right-hand side we use
These estimates imply that f is self-concordant on K. Eventually, f is a barrier function for K since it holds ∂K ⊂ {x ∈ X : q(x) = 0}.
If K does not contain a straight line and f : K → R is a self-concordant barrier function for K, then f is pd self-concordant on K according to Lemma 2.14. If X is finite-dimensional, this implies that f (x) is invertible for all x ∈ K. However, since we allow infinite-dimensional choices for X, it may occur that f is a pd self-concordant barrier function for K but f (x) fails to be continuously invertible, nonetheless. example 2.16. Consider the separable Hilbert space X := 2 (R), i.e., the space of square summable real sequences with scalar product (v, w) 
) is a self-concordant barrier function for K := {x ∈ X : q(x) > 0}. Since K does not contain a straight line, f is pd self-concordant on K. In particular, f (x) is positive definite atx := 0 ∈ K. We now demonstrate that f (x) ∈ L(X, X * ) is not continuously invertible. In fact, there holds f (x)(h 1 )(h 2 ) = ∞ k=1 k −2 h 1k h 2k . Hence, f (x)(j 2 e j ) = e j and thus the preimage of the unit ball is not bounded. Hence, f (x) is not continuously invertible.
The previous example shows that we require a stronger condition than pd selfconcordance if we want to apply Newton's method.
Definition 2.17.
remark 2.18. For finite-dimensional X, pd self-concordance and nondegenerate self-concordance coincide.
The following quantity is crucial for theory and practice of self-concordant ipms. Definition 2.19. Let f : K → R be nondegenerate self-concordant on K. Here and in the following, denote by n x ∈ X the Newton step for f at x. Then λ(x) := λ f (x) := n x f (x) is called the Newton decrement of f at x. Lemma 2.20. Let f : K → R be a nondegenerate self-concordant barrier function for K. Let x ∈ K and define σ := 1 1+λ(x) . Then there hold x + σn x ∈ K and
Proof. Due to σn x f (x) = λ(x)/(1+λ(x)) < 1, Lemma 2.12 implies x+σn x ∈ K. Defining h := n x it, hence, suffices to argue that the asserted estimate follows from the finite-dimensional counterpart of Lemma 2.20. To this end, let h = 0. This implies f x,h (0) = h 2 f (x) > 0. Hence, the Newton steph for f x,h at t := 0 ∈ R is given byh = −f x,h (0)/f x,h (0). We haveh = 1 due to
which showsσ = σ by definition of σ andσ. In particular,σ < min{1, 1/λ} is satisfied withλ := h f x,h (0) . The finite-dimensional version of Lemma 2.20, which can be found in [27, Theorem 2.2.1; the inequalityσ < min{1, 1/λ} is used to apply this theorem], yields the estimate
Using t = 0,h = 1,σ = σ, andλ = λ(x) this establishes the assertion.
Lemma 2.21. Let f : K → R be a nondegenerate self-concordant barrier function for K and let x ∈ K with λ(x) < 1 be given. Set σ := 1 1+λ(x) and denote x + := x + n x and x σ := x + σn x . Then there hold x + , x σ ∈ K together with the estimates
Proof. We number the three estimates in (2.2) as 1), 2), 3). Combining ideas of [20, pp. 366-370] and [26, Chapter 2 , IX] we demonstrate these three estimates simultaneously. To this end, denote by n x , n x σ and n x + the Newton steps at x, x σ and x + . Furthermore, we abbreviate λ := λ(x), λ σ := λ(x σ ) and λ(x + ) := λ + . Defining I := [0, 1] and γ : I → X, γ(t) := x + tn x we conclude γ(I) ⊂ K from Lemma 2.12. In particular, we have x σ , x + ∈ K. Lemma 2.12 also implies for all h ∈ X and all t ∈ I:
Here, we used 1
Due to (2.3) and the positive definiteness of f (x), we can apply the generalized Cauchy-Schwarz inequality, see [18, Appendix A.1.] . The proof of [18] stays valid in infinite-dimensional Hilbert spaces. This yields for all t ∈ I:
with r : I → R, r(t) := 1 (1−tλ) 2 − 1. We now prove 1) and 3). Since we have
it suffices to establish ϕ n x + (1) ≤ λ 
it, thus, suffices to prove ϕ n x σ (σ) ≤ λ σ λ 2 . Analogously as for 1) and 3), this follows from
Definition 2.22. Let f : K → R be nondegenerate self-concordant on K. For t ≥ 0 we denote Λ(t) := {x ∈ K : λ(x) ≤ t}. Moreover, we set Λ := Λ 1 4 . Lemma 2.23. Let f : K → R be a nondegenerate self-concordant barrier function for K with Λ = ∅. Then there exists a unique and global minimizerx ∈ K of the barrier problem min x∈K f (x). Moreover, Newton's method with starting point x 0 ∈ Λ generates a sequence (x k ) ⊂ Λ that converges strongly tox. Also, we have the estimates
Proof.
L(X,X * ) h X and, by use of the Cauchy Schwarz inequality,
We argue for the case where Newton's method does not terminate finitely; the case of finite termination can be treated analogously but is simpler. Thus, we have n x k f (x i ) = 0 for all k, i ∈ N 0 . Since f is strictly convex, there exists at most one (necessarily global) minimizerx.
Part I: We prove existence ofx, lim k→∞ x k =x, and the first asserted estimate.
Part a: We show by induction for all k ∈ N 0 : λ(x k+1 ) ≤ 4 ·
9
k+1 λ(x 0 ) 2 . In fact, by virtue of Lemma 2.21 and the induction hypothesis we obtain for all k ∈ N:
Here, we used (x k ) ⊂ Λ. The induction assumption also follows from Lemma 2.21.
Part b:
We prove by induction for all k ∈ N 0 :
2 . In fact, using Lemma 2.12 and n x k f (x i ) = 0 for all k, i ∈ N 0 we deduce
.
Here, we employed
Together with the estimate from part a this concludes part b.
Part c:
The estimate in part b shows that (x k ) is a Cauchy sequence w.r.t.
for all m, n ∈ N 0 with 0 ≤ m < n. Since · f (x 0 ) and · X are equivalent, we can definex := lim k→∞ x k . In particular, (x k ) converges strongly tox, and for m = 0 and
2 , which establishes the first of the two asserted estimates and impliesx ∈ K via Lemma 2.12 and x 0 ∈ Λ. Part d: By demonstrating f (x) = 0 we prove thatx is a minimizer of f .
for all h ∈ X, k ∈ N 0 , and lim k→∞ λ(x k ) = 0, see part a, it suffices to show boundedness of ( h f (x k ) ).
Lemma 2.12 yields
where we used ln(1 + t) ≤ t. The existence of
now follows from part a. Part II: It remains to establish the second estimate. The convexity of f yields
thereby concluding the proof.
2.3. Self-Bounded Functions. Definition 2.24 (Cf. [19] ). We say that a twice continuously differentiable function b : K → R is self-bounded on K, iff there exists a constant ϑ b ≥ 0 with
for all x ∈ K and all h ∈ X. We call ϑ b the constant of self-boundedness of b and also refer to b as a ϑ b -self-bounded function. If b is, in addition, self-concordant on K, we speak of a ϑ b -self-concordant function on K. Lemma 2.25. A twice continuously differentiable function b : K → R is selfbounded on K with constant ϑ b ≥ 0 if and only if for every x ∈ K and every h ∈ X the function
Proof. This follows readily from the definition. remark 2.26. Obviously, every self-bounded function is convex. The converse, however, is not true as the example b : R → R, b(x) := x 2 implies for x → ∞.
Proof. Since Ψ is concave on K if and only if Ψ (x)[h, h] ≤ 0 holds for all x ∈ K and all h ∈ X, the assertion becomes evident by computing Ψ (x)[h, h].
Corollary 2.28. Let C ≥ 0 and let the twice continuously differentiable function
for all x, y ∈ K, where 
Proof of the second estimate: We define b x,h : I x,h → R as above. It follows as in the proof of the first estimate that
is also true for all t 1 , t 2 ∈ I x,h with t 1 < t 2 and b x,h (t 1 ) ≤ 0. This yields for all t 2 ∈ I x,h with t 2 > 1:
Choosing for t 2 a sequence that converges to the (possibly infinite) supremum of I x,h , we obtain t −1 2 → ω x (y) < 1. By continuity, this implies the assertion. We present a sophisticated method to construct self-concordant barrier functions. It works for appropriate functions.
Definition 2.30 (Cf. [26] and [38] ). A thrice Fréchet differentiable concave function A : K → R is said to be β-appropriate for R >0 , iff there is β ≥ 0 with
Then, E is open and convex, and
is a ϑ-self-concordant barrier function for E, where ϑ is given by ϑ := C +Ĉϑ f . Proof. Clearly, E is open and convex. To show that G is a barrier function for E,
. It remains to establish that G is ϑ-self-concordant on E. To this end, it suffices to show for x ∈ E and h ∈ X that G x,h is self-concordant and self-bounded with constant ϑ on I E x,h := {t ∈ R : x + th ∈ E}, cf. Lemma 2.8 and Lemma 2.25. Since we have G x,h (t) = −C ln(A x,h (t)) +Ĉf x,h (t), self-concordance and self-boundedness of G x,h on I E x,h with constant ϑ follow from the finite-dimensional counterpart of the assertion. More precisely, we apply [26, Theorem 9.1.1] with
The latter holds true since
is valid for all t ∈ I K x,h and all s ∈ R with t ± s ∈ I K x,h . 2.4. Barrier Methods.
2.4.1. Preliminaries. We want to develop a barrier method to solve (P SC ), i.e.
To this end, we impose the following assumption. Assumption 2.32.
• K ⊂ X is a nonempty, open and convex subset of the Hilbert space (X, · X ).
• The objective j : K → R is thrice Fréchet differentiable and convex.
• The function b : K → R is ϑ b -self-bounded with ϑ b ≥ 1, and there exists µ s > 0 such that for every µ ∈ I s := (0, µ s ] the function
is a nondegenerate self-concordant barrier function for K.
, this reads Λ µ = ∅ for all µ ∈ I s . remark 2.33. The assumption Λ µ = ∅ for all µ ∈ I s is, e.g., fulfilled if for every µ ∈ I s a minimizer of f µ on K exists. If f µ : K → R is a self-concordant barrier function for K, then the existence of a minimizer follows if f µ possesses at least one nonempty and bounded lower level set. This is, in particular, satisfied if K is bounded.
Lemma 2.34. Let Assumption 2.32 hold. Then f µ possesses exactly one minimizer for every µ ∈ I s , denoted byx µ . In addition, this minimizer is global.
Proof. Fix µ ∈ I s . Due to Assumption 2.32, f µ is a nondegenerate self-concordant barrier function for K with Λ µ = ∅. Thus, Lemma 2.23 implies the assertion. Definition 2.35. We call I s µ →x µ ∈ X the central path. Lemma 2.36. Let Assumption 2.32 be valid. For µ ∈ I s and x 0 ∈ Λ µ it holds
Proof. We set x := x 0 and denote by n x the Newton step at x. First, we prove
Since j is convex on K, we have
From the structure of f µ we derive
. Self-boundedness of b and convexity of j imply
Analogously, we obtain
, while Lemma 2.12 allows us to infer
In combination with (2.7), this estimate implies via (2.6):
Using ϑ b ≥ 1 it is readily shown that the maximum in the above expression is given by
. In conclusion, we proved (2.5). To obtain the assertion, we apply Newton's method to f µ with starting point x 0 . This yields a sequence (x k ) ⊂ Λ µ with lim k→∞ x k =x µ ∈ K, see Lemma 2.23. We only argue for the case that (x k ) ⊂ Λ µ is infinite; the finite case can be treated similarly. Continuity of j implies lim k→∞ j(x k ) = j(x µ ). Also, we infer from Lemma 2.21 via t ≥
holds for all k ∈ N 0 . In combination with (2.5) this implies
Using an estimate that we derived in part II of Lemma 2.23 we have
Together, (2.8) and (2.9) establish the assertion. Lemma 2.37. Let Assumption 2.32 hold. For all µ ∈ I s we have
Proof. Fix µ ∈ I s and x ∈ K. From the convexity of j, f µ (x µ ) = 0, and Lemma 2.29 we obtain j(
Lemma 2.38. Let Assumption 2.32 hold. Fix θ ∈ (0,
, x + := x + n x , and µ + := βµ. Then
Proof. It suffices to establish the first estimate. We may assume λ µ+ (x + ) > 0. Fixx ∈ K and h ∈ X. Let n + x and nx denote the Newton steps for f µ+ and f µ at x. A simple computation shows f µ+ (x)[n
+ and h = n + x + into this equality we obtain
The Cauchy-Schwarz inequality, self-boundedness of b, and convexity of j yield
Dividing by λ µ+ (x + ) > 0 the assertion follows from Lemma 2.21 with x ∈ Λ µ (θ).
A Short
Step Method.
Algorithm SSM (short step method)
Input: Parameters (θ, µ0) ∈ (0, 1 4 ] × Is, starting point x 0 ∈ Λµ 0 (θ).
Compute the Newton step
remark 2.39. To find x 0 ∈ Λ µ0 (θ), a phase one may be employed. For details, and in particular for complexity estimates, we refer to [22, 27, 30] and Remark 2.49.
Theorem 2.40. Let Assumption 2.32 be satisfied. Then, Algorithm SSM generates a sequence (x k ) ⊂ K with x k ∈ Λ µ k (θ) for all k ∈ N 0 , and for every k ∈ N 0 we have: 1) To reach iteration k (more precisely: to reach the FOR statement in SSM for the k + 1-th time), Algorithm SSM requires exactly k Newton steps. 2) The sequence (j(x k )) converges with r-linear rate β to the optimal valuē j := inf x∈K j(x) of (P SC ). More precisely, there holds
3) For everyε > 0 we have the complexity estimate
4) If the objective function j is uniformly convex on K with respect to a norm ||| · ||| and if (P SC ) possesses a minimizerx ∈ K, then it holds
where α > 0 denotes the convexity modulus of j with respect to |||·|||, i.e., it
converges r-linearly with rate √ β and |||·|||-strongly tox, and we have for everyε > 0 the complexity estimate
With Lemma 2.36, Lemma 2.37, and ϑ b ≥ 1 we obtain (2.10):
Here, Lemma 2.36 is applicable since x k ∈ Λ µ k holds for all k ∈ N 0 due to Lemma 2.38.
Assertion (2.11) follows from (2.10) by use of
In view of (2.10) it suffices to prove |||x −x||| ≤ (2.12) . From the uniform convexity of j we infer
where we used thatx ∈ K is a global minimizer for j.
Eventually, (2.13) follows from |||x −x||| ≤ 4 α j(x) − j(x) by use of (2.11).
remark 2.41. Based on (2.10), (2.11), (2.12), or (2.13), various termination criteria are conceivable for Algorithm SSM.
A Long Step Method.
Algorithm LSM (long step method) Input: Parameters (θ, µ0) ∈ (0, 1 4 ] × Is, βmin, βmax ∈ (0, 1) with βmin ≤ βmax, starting point
CALL Algorithm LSMSUB with (x k , s k , µ k , θ) and denote its return value by x k+1 .
Choose β k ∈ [βmin, βmax] and set µ k+1 := β k µ k .
Algorithm LSMSUB (subroutine for Algorithm LSM)
], where s is the Newton step for fµ at x.
Output:x ∈ Λµ(θ).
, and τ2 :
Compute the Newton steps
remark 2.42. Lemma 2.12 implies that LSMSUB is well-defined.
holds, we are free to apply heuristics to findx
). For instance, we can employ line search strategies, which may (significantly) increase the effectiveness of Algorithm LSMSUB in comparison to the use ofx l+1 =x l+1 . In practical optimization problems, the numerical costs for a line search are often negligible in comparison to the computation of a Newton step.
Lemma 2.44. Let Assumption 2.32 hold. Let Algorithm LSMSUB be started with
, where s is the Newton step for f µ at x. Denote bỹ x l , l ∈ N 0 , the iterates of LSMSUB. Then, we have for all L ∈ N 0 :
=⇒ LSMSUB takes maximal L+ 1.13 + 1.45 ln |ln 2τ 1 | Newton steps to terminate. Proof. Proof of 1): The first inequality follows from Lemma 2.20 together with
. The second inequality follows by monotonicity of t − ln(1 + t). Proof. By virtue of Lemma 2.29 the second estimate is a direct consequence of the first, so it remains to prove the first assertion.
holds, the asserted estimate follows from the previous lemma.
be satisfied and denote by L ∈ N 0 a number with
for all l ≤ L. From x =x 0 and Lemma 2.44 1) we infer
14)
. The function f µ has a global minimizerx µ , see Lemma 2.34. Hence, 
Proof. Letx denote the minimizer of f := f µ . Furthermore, let n x and n + x denote the Newton steps for f µ and f µ+ at x. Set h := x −x. Then it holds
, we deduce from Lemma 2.29:
Together with (2.15) this yields the assertion. Theorem 2.48. Let Assumption 2.32 be satisfied. Then, Algorithm LSM generates a sequence (x k ) ⊂ K with x k+1 ∈ Λ µ k (θ) for all k ∈ N 0 , and for each k ∈ N 0 we have: 1) To reach iteration k (more precisely: to reach the FOR statement in LSM for the k + 1-th time), Algorithm LSM requires at most
Newton steps, including the Newton steps from LSMSUB. 2) The sequence (j(x k )) converges with r-linear rate β k in iteration k to the optimal valuej := inf x∈K j(x) of (P SC ). More precisely, there holds
To determine x k+1 for k ∈ N we note that during each iteration of LSM exactly one Newton step is computed if we do not count the Newton steps from LSMSUB. If LSMSUB is called to determine 
, which follows from Lemma 2.47. To apply this lemma, we used
remark 2.49. Theorem 2.48 stays valid if LSM is started with x 0 ∈ Λ µ0 (τ ), only (2.16) needs to be slightly changed. Corollary 2.45 shows that in this case, (2.16) needs to be replaced by
can be substituted by 27.77ϑ µ0 |ln(1 − ωx µ 0 (x 0 ))| .
Application to Optimal Control with State Constraints.
We are interested in deriving interior point methods for the following state constrained optimal control problem:
where α > 0, Y is a Banach space such that Y → C 0,β (Ω) continuously for a given β > 0 and a bounded domain
, and g ∈ Z. Also, we assume that (y
Furthermore, we require Ω to satisfy the cone condition. However, since this is a somewhat technical and very weak assumption (it is, for instance, satisfied by Lipschitz domains), we refer to [1, p. 66f] for details. Eventually, we setĴ(y, u) := Q(y, u) + 
Proof. The first two estimates are a consequence of the boundedness of A −1 and B. The boundedness of A −1 follows from the bounded inverse theorem. The remaining two estimates are implied by the embeddings Y → C 0,β (Ω) → C(Ω).
Examples and Generalizations.
As a simple example for (P full ) we con- (Ω) and homogeneous Dirichlet boundary conditions indeed belongs to Y . In this example, every y ∈ Y that satisfies y > y a in Ω yields a pair (y
. However, other choices are possible in our framework, for instance Q(y, u) = n i=1 y(x i ) with n ∈ N 0 and x i ∈ Ω for all i ∈ {1, . . . , n}.
Let us mention that (P full ) also comprises boundary control, e.g., −∆y + y = g,
the unique solution y = y(u) of this equation belongs to Y = H The theory we develop for (P full ) can be generalized. For instance, the objective is allowed to be self-concordant if a bound on the norm is known for at least one solution of (P full ). Also, it is possible to impose the state constraints only on a set Ω ⊂ Ω or to allow more general state constraints. A more general setting is worked out in [22] .
Reduced Problem and Optimality.
Definition 3.2. For u ∈ U , let y = y(u) ∈ Y be the unique solution of the equality constraint in (P full ). We denote byĵ : U → R the reduced objectiveĵ(u) :=Ĵ(y(u), u). The reduced problem reads
Sinceū is a solution of (P red ) if and only if (y(ū),ū) is a solution of (P full ), we can work with the reduced problem instead of (P full ).
The next result can be established by standard arguments. Lemma 3.3. Problem (P red ) possesses a unique and global minimizerū. Let us now consider the following reformulation of the reduced problem:
with D j := u ∈ U : Cĵ −ĵ(u) > 0 , Cĵ :=ĵ(u • ) + 1, and j(u) := −C j ln Cĵ −ĵ(u) .
Here, C j > 0 denotes a constant. Since (P) also has the unique and global minimizer u, we focus entirely on (P) from now on. A simple computation shows that j is uniformly convex on every set W ⊂ D j with convexity modulusα ≥ αCj Cĵ −inf u∈Wĵ (u) , i.e., it holds j (u)[h, h] ≥α h 2 U for all u ∈ W , h ∈ U . It is often possible to derive a lower bound for inf u∈Wĵ (u). For instance, in the case Q(y(u), u) ≥ 0 for all u ∈ D j we have inf
The following necessary and sufficient optimality conditions are fulfilled for (P). Lemma 3.4. Denoteȳ := y(ū). Only the pair (ȳ,ū) ∈ Y × U satisfies the following KKT conditions: There existsλ ∈ C(Ω) * with
Proof. This is a well-known result.
Associated Barrier Problems.
Using the minimum functional min x∈Ω : C(Ω) → R we can rewrite (P) as
To obtain differentiability, we smooth the minimum function. Definition 3.5. For ε > 0 we call the mapping
the smoothed minimum with smoothing parameter ε. Here, vol(Ω) denotes the Lebesgue measure of Ω. The smoothed minimum induces a family of minimization problems:
Our aim is to solve (P ε ) for fixed ε via an interior point method. We also provide an estimate for the error between the solution of (P ε ) and the solution of (P). Definition 3.6. For ε > 0 we denote
Definition 3.7. For ε > 0 we define D b ε := {u ∈ U : B ε (u) > 0} and set
where C b ε > 0 denotes a constant.
We employ the barrier f ε,µ :=
3.4. Self-Concordance and Self-Boundedness. We show that f ε,µ is a self-concordant barrier for U ad (ε) if C j is chosen suitably. Also, we demonstrate that b ε is self-bounded. The approach in this section is motivated by [38, Section 2.1]. We start with an auxiliary result.
Lemma 3.8. Let X be a Hilbert space, D ⊂ X open, K ⊂ D convex, and f : D → R Gâteaux differentiable. In addition, let f be uniformly convex with modulus α > 0 on K and letx, x ∈ K. Then it holds:
Proof. We may assume x =x. The uniform convexity and f (x) − f (x) ≤ 0 imply
To derive the second inequality we used an equivalent characterization of uniformly convex functions via their first Gâteaux derivative. From the above estimate we obtain is an appropriate mapping in the sense of Definition 2.30, we establish the following result.
Lemma 3.9. Let ε > 0 be given. For fixed y, h ∈ Y define
Then there hold:
Proof. By definition, we have B In the following, we abbreviate f := e −(y−ya)/ε .
To 1): From ps
and Ω p dx = 1 we infer
To 2): For the third directional derivative we obtain
Here, we used Ω ps dx = 0. From Ω pµ dx = µ Ω p dx = µ we deduce
where we used Ω ps dx = 0, again.
Lemma 3.10. Fix ε > 0. Let C,Ĉ ∈ R withĈ ≤ C. Let y, h ∈ Y with y ≤ C and y ± h ≥Ĉ in Ω be given. Then it holds
Proof. There holds |h| ≤ y −Ĉ ≤ C −Ĉ in Ω. Defining p, µ and s as in Lemma 3.9 we compute |εµ| ≤ Ω p|h| dx ≤ C −Ĉ. Together, this implies |εs| = |h − εµ| ≤ |h| + |εµ| ≤ 2(C −Ĉ) in Ω. With Lemma 3.9 we deduce the asserted inequality:
We demonstrate self-concordance of f ε,µ and self-boundedness of b ε .
Lemma 3.11. Let ε > 0 and C b ε ≥ 1 be given. Let C µ > 0 and let
be satisfied, whereũ ∈ U fulfillsĵ(ũ) ≥ Cĵ and q : U → R denotes q(u) := Q(y(u), u).
In particular, the family (f ε,µ ) µ∈(0,Cµ] satisfies Assumption 2.32 with self-boundedness constant ϑ b ε := C b ε .
Proof. Proof of the self-concordance and the self-boundedness of f ε,µ : We argue that Lemma 2.31 is applicable. Using Lemma 2.15 as well as Corollary 2.28 it follows that j/C j is a 1-self-concordant barrier for D j . From Lemma 3.8 we deduce that D j = {u ∈ U :ĵ(u) < Cĵ} is bounded by 2 ĵ (ũ) U * /α + ũ U , whereũ satsifieŝ
and let u ∈ D j and h ∈ U with u ± h ∈ D j be given. From (3.1) we infer
Together with Lemma 3.10 this implies
This shows that B ε : D j → R is β-appropriate for R >0 if β satisfies β ≥ 4γ 3ε . Hence, all prerequisites of Lemma 2.31 are fulfilled (use
In particular, it is sufficient to choose C j such that it holds
Inserting the definition of γ this implies the assertion via
Proof of the self-boundedness of b ε : It follows directly from Corollary 2.28 that b ε is a C b ε -self-bounded function.
Proof of the validity of Assumption 2.32:
The well-known Lax Milgram theorem implies that f ε,µ is nondegenerate for all ε, µ > 0. Furthermore, f ε,µ possesses a unique and global minimizer on U ad (ε). The existence of such a minimizer follows from standard arguments using, in particular, the boundedness of U ad (ε) and the barrier property of f ε,µ . remark 3.12. For the example Q(y, u) =
(Ω) and −∆y = u with homogeneous Dirichlet boundary conditions, we readily compute
Since the algorithms we develop require C j , we need to find a priori estimates for C ∂,C(Ω) . First, let us present an example for the case d = 1.
Proof. We first show how to reduce the general case of Ω = (a, b) to the case Ω = (0, 1). To this end, set Ω := (a, b) and let u ∈ L 2 (Ω) be given. Then, y := y(u) ∈ Y satisfies −y = u in Ω in the weak sense, and y 
. This yields
where C denotes the constant C ∂,C(Ω) in the special case of Ω = (0, 1). To establish the assertion, it, hence, suffices to prove y(u) Since we have y ∈ C 1 (Ω) due to Sobolev embeddings, we infer y (x 0 ) = 0. Using y(0) = 0, the fundamental theorem of calculus, integration by parts for Sobolev functions, cf. [2, A6. 8 2 ] , and y (x 0 ) = 0 we obtain
where we also employed Hölder's inequality. Invoking
. This implies the assertion. remark 3.14.
For Ω = (a, b) and y(x) = (x − a)(x − b) we readily obtain
| < 0.08 holds, the bound of Lemma 3.13 may be considered sufficiently sharp for practical purposes.
For d ∈ {2, 3}, bounds on C ∂,C(Ω) are derived in [28] . We use this to obtain estimates for the two numerical examples that we employ.
Lemma 3.15.
for all u ∈ L 2 (Ω), i.e., it holds C ∂,C(Ω) ≤ 1.14. • In [28, Theorem 4], we takeΩ = Ω = (0, 1) × (0, 1), c = c = 1,Ĉ 0 = 0,Ĉ 1 = 2, C 2 = 0.71, and τ = 1 to obtain K ≤ 1.14; for µ 0 we employ the smallest eigenvalue µ of −∆ on Ω with respect to Dirichlet boundary conditions. It is well-known that µ = 2π 2 , see, e.g., [23, p. 164, Formula (3.2)]. In conclusion, this yields K ≤ 1.14, i.e. y(u) 
The Smoothed Problems (P ε ).
We tacitly use D b ε = {u ∈ U : B ε (u) ≥ 0}, which holds since D b ε is convex.
Lemma 3.17. For ε > 0, (P ε ) has a unique and global solutionū ε ∈ D j ∩ D b ε . Proof. Using, in particular, D j ∩ D b ε = ∅, the concavity of u → B ε (u), and the fact that j is a barrier for the bounded set D j , this can be argued in a standard way.
To examine the maximal pointwise infeasibility of functions y ∈ Y ad (ε) with respect to the constraint y ≥ y a , we need the following auxiliary result. 
holds for all ε > 0 and all y ∈ M . Proof. Let y ∈ M be given. Using the definition of min ε it is easy to see that min ε (y) ≥ min ε (ỹ) = min(y) holds, whereỹ denotes the constant functionỹ := min(y). Moreover, for ε ≥ 1 there holds min ε (y) − min(y) ≤ max(y) + y C(Ω) ≤ ε(C + d β |ln ε|) with C := 2 y C(Ω) . Here, we employed min ε (y) ≤ max(y). Since C is independent of ε and y due to boundedness of M , it suffices to argue for ε ∈ (0, 1) in the following.
Let ε ∈ (0, 1]. The function y possesses a minimizer x * on the compact set Ω. By assumption, there exists a constantC > 0, that is independent of y, with y C 0,β (Ω) ≤C. Setting ω := min ε (y) it holds Ω e −y/ε dx = vol(Ω)e −ω/ε . We have
Due to the cone condition there exist c > 0 and δ > 0, that only depend on Ω, such that it holds Ω e
we deduce
Here, we used integration of rotational symmetric functions. Substituting t :=C ε r β we infer
Clearly,ĉ is independent of y, ω, ε, and x * . From Lemma 3.18 with p := d β > 0 we conclude
Hence, for c := min cce
wo obtain e
2 is independent of y, ω, ε, and x * . This
. We set C := − ln c and note that this constant is independent of y, ω, ε, and x * . Furthermore, we have C > 0. Thus, we finish the proof with the conclusion
Denoting (y) − (x) := min{0, y(x)} for y ∈ C(Ω) we obtain the following result.
Corollary 3.20. There exists C > 0 such that for every ε > 0 it holds
In particular, this is valid for u :=ū ε , i.e.,
holds for all ε > 0.
Proof. It suffices to prove the first assertion. Since this assertion is trivial for min(y(u) − y a ) ≥ 0, we assume min(y(u) − y a ) < 0. The boundedness of D j implies boundedness of
(y(u)) ≥ 0. This implies the first assertion.
remark 3.21. The estimate of this lemma is, in general, optimal, cf. [22] . From the previous result we infer an estimate for the length of the path of solutions. Recall that j = −C j ln(Cĵ −ĵ) depends on the choice of C j > 0. Note, however, that u ε , the optimal solution of (P ε ), does not depend on the choice of C j .
Theorem 3.22. There exists C > 0 such that there hold
for all ε > 0 and all C j > 0. Proof. Proof of the first inequality: Dividing the asserted estimate by C j we see that it suffices to argue for the case C j = 1. To this end, define T :
By Lemma 3.4 we have −λ, y C(Ω) * ,C(Ω) ≤ 0 for all y ∈ C(Ω) with y ≥ 0. From this we infer |j(
. Using Corollary 3.20 we obtain the assertion. Proof of the second inequality: Sinceū ε is the global minimizer of the uniformly convex function j = − ln(Cĵ −ĵ), i.e. that it holds ū −ū ε U ≤ 4 α j(ū) − j(ū ε ). Here,α > 0 denotes the convexity modulus of j on D j , which satisfiesα ≥ α Cĵ −inf u∈D jĵ (u) and is, thus, independent of ε and C j . Using C j = 1, the second inequality now follows from the first. remark 3.23. In the above estimate for the path of optimal solutions, we have order O( ε(1 + |ln ε|)) regardless of d (recall that Ω ⊂ R d ). For interior point methods and Lavrentiev regularization, similar estimates have been proven, cf., e.g., [33, Theorem 6.3] and [21, Theorem 3.4] . In Moreau-Yosida regularization for state constrained optimal control problems, the length of the path of optimal solutions can also be bounded by some power of the regularization parameter, but this power depends on d, cf. [15, Theorem 2.9] and [35, Theorem 2.9 ].
3.6. The Central Path. In this section, we investigate the central path of (P ε ) for fixed ε > 0. For
Moreover, we employ Λ ε,µ := {u ∈ U ad (ε) : λ ε,µ (u) ≤ 1 4 } and denote byα the convexity modulus of j on U ad (ε).
Lemma 3.24. Let ε > 0 and let C j , C b ε be chosen according to Lemma 3.11 . Then for all µ ∈ I s = (0, C µ ] and all u ∈ Λ ε,µ we have
Proof. The first estimate follows from Lemma 2.36, Lemma 2.37, and λ ε,µ (u) ≤ We present an estimate for the overall error. Clearly, choosing a smaller ε should enable us to decrease this error. However, since a smaller ε may require the choice of a larger C j , cf. Lemma 3.11, the following result also displays the influence of C j . Lemma 3.26. Let ε > 0 and let C j , C b ε be chosen according to Lemma 3.11. Then there exists C > 0 that is independent of ε, C j and C b ε such that there hold for all µ ∈ I s = (0, C µ ] and all u ∈ Λ ε,µ :
Proof. Both estimates follow from Theorem 3.22 together with Lemma 3.24. The constant in Theorem 3.22 is independent of C b ε since this is true for j,ū ε , andū.
3.7. Two Barrier Methods for the Solution of (P ε ). We fix ε > 0 and abbreviate f µ := f ε,µ , λ µ := λ ε,µ , and Λ µ := Λ ε,µ .
3.7.1. Algorithm SSM ε .
Algorithm SSMε (short step method to solve (Pε)) Input: Parameters ε > 0, µ0 > 0, θ ∈ (0, 1 4 ], C b ε ≥ 1, starting point u 0 ∈ Λµ 0 (θ).
Set Cµ := µ0 and select Cj according to Lemma 3.11.
Set ϑ b := C b ε and define δ :=
Set u k+1 := u k + s k and µ k+1 := βµ k .
remark 3.27. Choosing C b ε large may be helpful to find a starting point since it increases the weight of the barrier term at the beginning of the algorithm.
Theorem 3.28. Algorithm SSM ε generates a sequence (u k ) ⊂ U ad (ε) with u k ∈ Λ µ k (θ) for all k ∈ N 0 . Moreover, for every k ∈ N 0 we have: 1) To reach iteration k (more precisely: to reach the FOR statement in SSM ε for the k + 1-th time), Algorithm SSM ε requires exactly k Newton steps.
2) The sequence (j(u k )) converges with r-linear rate β to the optimal value of (P ε ). More precisely, there holds
whereα denotes the convexity modulus of j on U ad (ε). In particular, (u k ) converges r-linearly with rate √ β and · U -strongly toū ε , the unique minimizer of (P ε ), and we have for everŷ ε > 0 the complexity estimate
5) There exists a constant C > 0, that is independent of ε, C j , C b ε and k, such that
are satisfied. Here,α denotes the convexity modulus of j on U ad (ε). Proof. 1), 2), 3) and 4) are derived from their counterparts in Theorem 2.40, which is applicable due to Lemma 3.11. The estimates in 5) follow from Lemma 3.26. remark 3.29. All constants that appear in 1), 2), 3) and 4) are known explicitly. Thus, we can determine in advance how many iterations of SSM ε suffice to ensure a given accuracy for j(u k ) − j(ū ε ) and u k −ū ε U .
remark 3.30. By use of
)|, estimates for j may be transferred toĵ. For instance, if k is large enough, thenĵ(u
holds. If, in addition,ĵ ≥ 0 is valid, then
is satisfied for all k large enough. In particular, this implies that (ĵ(u k )) is r-linear convergent. In Section 3.8 we present a barrier that yields convergence results forĵ instead of j. remark 3.31. The estimates in 5) indicate that it is not sensible to choose ϑ b = C b ε too small, since then the first term on the right-hand side may already be smaller than the second for µ = µ 0 . This matches the observation from our numerical experiments that phase one may become excessively long for small C b ε if ε is small.
Algorithm LSM ε .
Algorithm LSMε (long step method to solve (Pε)) Input: Parameters ε > 0, µ0 > 0, θ ∈ (0, 1 4 ], βmin, βmax ∈ (0, 1) with βmin ≤ βmax, C b ε ≥ 1,
CALL Algorithm LSMSUB with (u k , s k , µ k , θ) (use X := U , K := U ad (ε) in LSMSUB) and denote its return value by u k+1 .
Choose β k ∈ [βmin, βmax] and set Newton steps, including the Newton steps from LSMSUB. 2) The sequence (j(u k )) converges with r-linear rate β k in iteration k to the optimal value of (P ε ). More precisely, there holds
3) For everyε > 0 we have the complexity estimate As a special case, Lemma 3.11 shows that b :
are chosen according to this lemma with C µ = 1. Since quadratic functions are obviously self-concordant, it is easy to infer from this thatf ε,µ :=ĵ µ + b satisfies Assumption 2.32 for all µ > 0. The theory of Section 3 can then be developed forf ε,µ without any problems. For instance, Theorem 3.32 for Algorithm LSM ε (withf ε,µ instead of f ε,µ ) stays exactly the same except that j needs to be replaced byĵ (which impliesα = α), and ϑ b = C j + C b ε holds. Furthermore, the denominator C j in 5) is not required in this case. This demonstrates both the advantage and the disadvantage of this version of LSM ε : While all convergence results are now phrased forĵ, i.e. the original objective, they contain a larger constant of self-boundedness since ϑ b = C j + C b ε has at least order O( 1 ε 2 ). This affects the complexity results negatively. In our numerical experiments we observed that both variants of LSM ε require similar numbers of Newton steps, with a slight advantage for the variant with f ε,µ . In a forthcoming paper we develop an algorithm to drive ε and µ to zero simultaneously. There, we again work with f ε,µ since we are able to prove better convergence rates than forf ε,µ .
Numerical Results.
It is well-known that short step methods are usually inferior to long step methods in practice. Therefore, we employ the long step method LSM ε to demonstrate the practical performance of our approach. We implemented LSM ε in MATLAB using linear finite elements on a uniformly triangulated grid and the trapezoidal rule for integration. To develop fast code, several techniques are helpful. For instance, by suitably rewriting the Newton system and using structural properties of the corresponding Hessian, the computation of a Newton step in our test problems requires three solves of a linear system of the form (A * A + γI)y = f , with γ ∈ C 0,β (Ω) and A as before. Moreover, in these three solves only f varies, which further diminishes the numerical costs.
Test Problem I.
We use the first problem to investigate different errors with respect to ε and µ. We consider (P full ) with
As a Lipschitz domain, Ω satisfies the cone condition. By Sobolev embeddings, Y is continuously embedded in C 0,β (Ω) for every β < 1. We take A = −∆, B = −I, Q(y, u) = We start by examining the convergence of (j(u k )) and (ĵ(u k )) to j(ū ε ) andĵ(ū ε ), respectively. We recall thatĵ is the objective of the reduced original problem. We use mesh width h = 2 −9 . In Figure 4 .1, we display
for k ∈ N, whereū ε is computed with h = 2 −9 and µ final = 10 −12 . We have 
shows that we can expect
| for large k, and to behave similar to |ĵ(u k ) −ĵ(ū ε )|. Figure 4 .1 confirms this. It also shows that the convergence rate of (j(u k )) is linear, in accordance with the developed theory, cf. Theorem 3.32 2). In addition, this theorem provides a fairly good estimate for |j(u k ) − j(ū ε )|. For instance, it yields Figure 4 .2, we display
u ε is now computed with h = 2 −10 while the iterates are still computed with h = 2 −9 . In [4] , the discretization error for the objective value is estimated using linear finite elements on uniform triangulations and the trapezoidal rule for integration (we use the same discretization strategy). For a mesh with roughly 8 · 10 4 nodes, the discretization 
Note that since LSM ε is an infeasible method, the values for j(ū ε ) andĵ(ū ε ) using h = 2 −9 may be smaller than the ones obtained with h = 2 −10 . This is what causes the regions of non-monotonic convergence in Figure 4 .2.
We now focus on the infeasibility of y(u k ). The results are displayed in Figure 4 .3. The iterates are feasible at the beginning of the algorithm, and become infeasible for µ k ≈ 5.5 · 10 −3 , µ k ≈ 4 · 10 −3 , and µ k ≈ 3 · 10 −3 , respectively. From the plot we suspect that the infeasibility of y(ū ε ) is of order O(ε), which is slightly better than the estimate provided in Corollary 3.20. We observe that the last iterates, which approximate y(ū ε ), violate feasibility the most. This is not surprising sinceū ε can be expected to lie on the boundary of D b ε .
Next, we examine the error u k −ū L 2 (Ω) . Recall thatū is known exactly. For this experiment we employ mesh width h = 2 −11 . The results are depicted in Figure 4 .4. Since (u k ) converges toū ε for k → ∞, the last iterates display the error ū ε −ū L 2 (Ω) . The choice h = 2 −11 is motivated by the fact that we want to take a look at the asymptotic for ū ε −ū L 2 (Ω) as ε decreases. Therefore, we choose h so small that ū ε −ū L 2 (Ω) does not change if h is further diminished. This makes it most likely that the error ū ε −ū L 2 (Ω) does not stem from discretization. We conjecture that for this problem the error ū ε −ū L 2 (Ω) has order O( ε(1 + |ln ε|)), as predicted by the estimate from Theorem 3.32 5). Note also that for ε = 10 −4 this estimate seems to be sharp during the entire course of the algorithm.
In Figure 4 .5 we display −ū ε for ε = 10 −i , i = 2, 3, 4, together with −ū (we use negative functions to generate good-looking plots). Apparently, the structure of the optimal controlū is well replicated byū ε .
Test Problem II.
We now illustrate the efficiency of LSM ε . Let us mention that we use test problem II and not test problem I since test problem II is harder to solve for LSM ε . We use mesh sizes up to h = 2 −10 and choose ε ≥ 10 −5 . We employ θ = 0.25,
1+|ln ε| ε , Cĵ = 1 +ĵ(u 0 ) with u 0 ≡ 0, µ 0 = 1, β min = 10 −4 , β max = 0.5, β 0 = 0.1. Lemma 3.11 implies via Lemma 3.15 andũ ≡ 15 that f ε,µ is self-concordant for µ ∈ (0, µ 0 ]. The choice C b ε = C j ε(1 + |ln ε|)/10 also produced good efficiency results for other test problems.
To adaptively determine the update β for µ, we use the following simple rule: Decrease β if LSMSUB takes less than m − 2 iterations, and increase it if LSMSUB takes more than m + 2 iterations. We employ m = 4. Theorem 3.32 tells us that it is not sensible to decrease µ too far. Until stated otherwise, we use the rather conservative value µ final = 10 −4 , cf. the estimate in Theorem 3.32 5). As optimal values j(ū),ĵ(ū) we take the final values for j(u k ),ĵ(u k ) obtained by LSM ε with ε = 10 −7 and h = 2 −10 . We first display the mesh independence of LSM ε along with the errors (ȳ ε − y a ) − C(Ω) , |j(ūε)−j(ū)| Cj , and |ĵ(ū ε ) −ĵ(ū)|. To this end, we apply LSM ε for different values of ε and different mesh sizes. The total numbers of Newton steps that have to be computed during the course of LSM ε can be found in Table 4 .1 and clearly indicate that LSM ε is mesh independent. We used separate experiments to confirm that the infeasibilities and the objective errors displayed in Table 4 .1 do not change when smaller values of µ final are employed. Table 4 .1 shows that the infeasibility ofȳ ε , indeed, behaves like O((1 + |ln ε|)ε), with constant C ≤ 0.35, cf. Corollary 3.20. Moreover, as the theory suggests, the error |j(ūε)−j(ū)| Cj is of order O((1 + |ln ε|)ε), too. Since we have u 0 ∈ Λ µ0 (τ ), the overall iteration numbers displayed in Table 4 .1 contain a phase one. The Newton steps required by phase one are, furthermore, displayed in brackets for the finest mesh; for coarser mesh sizes this number is basically the same.
As an alternative to prescribing µ final , we also tried a different termination criterion: Motivated by Theorem 3.32 5), we required max{
for i = 1, 2. This slightly lowers the iteration numbers displayed in Table 4 .1 while maintaining the same accuracy.
In Table 4 .2, we display for ε = 10 −4 in detail how µ k is decreased to µ final . In particular, we observe that the errors with respect to j andĵ increase for µ ≤ 10 −2 . This can be attributed to the fact that (u k ) converges toū ε , not toū. If we employ µ final = 10 −2 , we obtain the iteration numbers and errors displayed in Table 4 .3. As before, we observe mesh independence. We mention that Table 4 .2 Test problem II: Development of µ, required Newton steps for each µ, and errors after these Newton steps; computed with µ final = 10 −4 , ε = 10 −4 , and h = 2 −10 these iteration numbers are comparable to the numbers we obtain by requiring max{ Finally, we remark that nested grid techniques and goal-oriented discretization refinements are very likely to improve the practical performance of LSM ε .
ε Mesh size h = 2 −i , i = (y K − ya) Table 4 .3 Test problem II: Total number of Newton steps required by LSMε, computed with µ final = 10 −2 ; the Newton steps from LSMSUB and phase one are included; K denotes the last iteration
