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Abstract: To provide assistance functions, e.g. in context of surgical inter-
ventions, the use of a phase detection plays an important role. For instance,
by assessing the progress of an on-going surgery, a tailored (i.e. context
sensitive) decision support for medical practitioners can be carried out. The
optimization of a workﬂow, e.g. by comparing recorded data with a pre-
deﬁned target model, is another application example. Subsequently, a phase
detection provides opportunities to prevent errors, injuries, negligence or
malpractices in the medical context. In this work, an overview of notable
model approaches for a phase detection in medical context is presented.
Based on this, further suggestions for future models are proposed.
1 Introduction
In contemporary medicine, the use of advanced computer-based assistance
(including both: hardware and software) becomes increasingly important
[PFHB16]. E.g. the global market for medical robotics and computer-assisted
surgical equipment is projected to grow to 6.8 billion dollars by 2021 (using a
ﬁve-year compound annual growth rate of 11.3%) [McW17].
As part of a computer assisted surgery (CAS), assistance functions can be
realized to enable a decision support for medical practitioners [KWN+15].
Thereby, a decision support opens up a ﬁeld of optimization, e.g., concerning
the prevention of errors, negligence, injuries or (as a result) malpractices.
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In this context, a surgical phase detection plays an important role. Namely, be-
cause by assessing the progress of an on-going surgery, a tailored (i.e., context
sensitive) and interactive decision support during an intervention can be enabled.
In doing so, there is not only a passive dissemination (e.g. distribution via print
media) of support (e.g. medical guidelines) – which has only little effect on
the actual practitioners behavior [FL92, SGM+11]. Moreover, a tailored de-
cision support allows for ﬁltering physically available information in order to
be operationally effective by preventing an informational overload of medical
practitioners [JL83, KSF+13, LDC+13].
The optimization of a workﬂow, e.g. by comparing recorded data with a pre-
deﬁned target model, is another application example of a phase detection. This
is especially relevant as surgeries have been identiﬁed as an important source of
improvement to the hospital efﬁciency [Her03].
In this work, an overview of notable model approaches for a phase detection in
medical context are presented. Based on this, further suggestions for elaborating
future models are proposed. This contribution is structured as follows: ﬁrst in
Section 2, the constituents of the phase detection problem are elaborated. In Sec-
tion 3 notable modeling approaches are presented and summarized in Section 4.
Section 5 focuses on future implications for models concerning a phase detection
and, ﬁnally, a conclusion is drawn in Section 6 on page 78.
2 Constituents of the Problem
Figure 2.1 depicts a workﬂow of a surgery using an UML activity diagram
[OMG11]. This formalism is also used in previous research concerning the
modeling of medical workﬂows [PFHB15a, PFHB15b, Phi16, PFHB16, PFB17].
The start of the activity “Surgery” is symbolized by a solid circle (inital node),
whereas the end of the activity is given by a double circle (activity ﬁnal). Per-
formed actions are shown as rounded rectangles, while the control ﬂow is rep-
resented by arrows (directed edges). In this example, the actions are performed
sequentially – i.e. one after another.
The notation elements “...”, the red rectangle as well as the red arrows are added
as visual aids – they are not part of the UML speciﬁcation [OMG11]. Thereby
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Figure 2.1: Figure shows a pre-modeled workﬂow of a surgery. Goal of a phase detection
is to match a pre-modeled workﬂow with the current conditions in the operating room.
“...” symbolize a sequences of arbitrary actions which are not shown in the Fig-
ure for simpliﬁcation. The red rectangle highlights the current predicted action,
which changes over time.
Goal of a phase detection is to match online a pre-modeled workﬂow with the
current situation in the operating room. It means in effect (cf. Figure 2.1) that we
want to know, e.g., is the surgeon currently performing the skin incision or is he
already preparing the path of access.
To reach this goal, feature values x are made available by sensors in the operating
room. Such values are e.g. “number of persons at the table”, “number of used
instruments” and so forth. These values are bundled by a feature vector x which
is deﬁned as a column vector whose elements are these feature values x – i.e.
x = (x1, . . . , xD)T .
Whereby D represents the number of features, i.e. the dimension of the resulting
feature space as well as of the corresponding feature vector. To save space, vector
x is shown horizontal (i.e. transposed, indicated by T ).
In each time step a new feature vector x with index t is observed by the technical
system in the operating room:
xt = (x
1
t , . . . , x
D
t )
T .
As a consequence, there is an observation sequence of feature vectors
x1:t = x1, . . . ,xt .
The observation sequence x1:t is available to the technical system, whereas the
current phase is not. I.e. there is a gap between the observation sequence x1:t
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Figure 2.2: Figures depicts the gap between a sequence of feature vectors and the surgical
phase. The latter is hidden to the technical system (w.l.o.g.). To bridge the gap between
them, a probability distribution P can be used to specify how likely it is to emit a certain
feature vector being at a speciﬁc phase (i.e. P (x|Phase)). A Hidden Markov Model
(HMM) can be used to infer the probability of being in a phase given the observation
sequence.
and the surgical phase which is not directly visible (i.e. hidden) to the technical
system (w.l.o.g. cf. Figure 2.2).
In traditional approaches like Hidden Markov Models (HMM), a probability dis-
tribution P is used to specify how likely it is to emit a certain feature vector being
at a speciﬁc phase (cf. Figure 2.2 bottom row).
Using further parameters of the HMM (cf. Section 3.3), vice versa, the prob-
ability of being in a Phase given the observation sequence can be inferred. As
a consequence the gap between the observation sequences and a speciﬁc phase
is bridged. Further model characteristic details are elaborated in the following
sections.
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3 Modeling Approaches
In the following section notable modeling approaches for a medical phase de-
tection are elaborated. Thereby, the different characteristics of the models are
illustrated.
3.1 Random Forest (RF)
A RF is a model which derives its decision from a set of classiﬁers and therefore
belongs to the so called ensemble methods [Rok10, Zho12]. A RF predicts the
class of a feature vector f(x) by a weighted sum [Bre01]
f(x) =
N∑
n=1
αntn(x) .
Thereby a set of decision trees (i.e. a forest) is used:
{tn(x) : n = 1, . . . , N} .
These classiﬁcations results are equally weighted, i.e. αn = (N)−1. Conceptu-
ally, a RF utilizes randomization in two ways:
Firstly, the decision trees tn(x) are trained by randomly sampling the training
set D = {x1, . . . ,xM} with known class memberships ω(xi) for i = 1, . . . ,M .
The idea behind this is, to lower the variance by averaging over a large number
of trees which are highly uncorrelated (bootstrap aggregation aka bagging).
Secondly, during the training of a decision tree, for each node only a random
subset of feature values are considered for splitting the tree. I.e. the size of the
considered feature vector x in each split is d < D. Based on a quality metric
(e.g. entropy or genie) and under consideration of d feature values, the split with
the highest quality is calculated. Stopping criteria of the training algorithm of a
tree is, e.g., that a minimum size of a leaf is reached. I.e. the split of a set of
feature vectors would result in subsets that are too small.
For classiﬁcation, each decision tree tn(x) of the RF receives the same feature
vector x and maps it to a class ω ∈ Ω. The corresponding a-posteriori probability
is given by:
Pˆ (ω|x) = 1
N
N∑
n=1
[tn(x) = ω] . (3.1)
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Please note that [·] represents a predicate mapping, i.e. [·] has a value of 1 iff the
corresponding expression evaluates to true.
The predicted class ωˆ is then given by [Bre01]:
wˆ = argmax
ω∈Ω
Pˆ (ω|x) . (3.2)
The use of the RF model for a medical phase detection by the application example
of a cholecystectomy (removal of the gallbladder) is elaborated in [SOP+14]. 7
phases are considered in context of this surgery. The training set comprises 9
surgical interventions. Nominal features are the use of eight speciﬁc instruments
(yes/no), the state of the surgical light (on/off) as well as the state of the room
lights (on/off). The authors claim that an RF is suitable, because it is highly
applicable for multi-class problems and it is able to predict phases in a-typical
order. The latter is a consequence of the fact that a RF does only consider a
single feature vector for classiﬁcation (cf. Equations (3.1) and (3.2)). That means
in effect, that a feature vector is classiﬁed without taking the order of phases into
account.
The trained model achieved an accuracy of around 69% for the 7 classes us-
ing cross-validation with a leave-one-out iterator. Classes with similar char-
acteristics (which differ only in the sequence of occurrence) can not be distin-
guished. In [SPG+16] the authors also get comparable results for a simpliﬁed 7-
phase hip replacement surgery with a high confusion for phases which are highly
discriminative to the order of phases.
This is a prototypical behavior of a classiﬁer that does not take the sequence
of feature vectors into account. Therefore this model is, out of the box, not
suited regarding the constituents of the problem. Nevertheless, to reduce the
conceptional drawback, such a model can be embedded into a sequential model.
One simple form of such a model is, e.g., a deterministic automaton.
In [KSW+16] this concept (cf. Figure 3.1) is used on two application examples:
Firstly, a pancreatic resection (removal of the pancreas) comprising 12 classes
and a training set of 11 surgeries. Secondly a adrenalectomy (removal of the
adrenal glands) with 9 classes and a training set of 5 surgeries. Considered fea-
tures are the use of a speciﬁc instrument, the action performed and the anatomical
structure.
The use of this sequential framework (cf. Figure 3.1) is like shifting a window
over a workﬂow (cf. Figure 2.1) comprising the current phase, and additionally,
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Figure 3.1: Figures depicts the utilization of a random forest (RF) embedded into a simple
sequential model. A RF is used to predict the current and possible next phases. (e.g.
dissection with possible next phases resection and port placement). If a next phase is
predicated, a transition is made. As a result, another RF is used to discriminate between
the new current phase and possible next phases. If a transition is made by mistake, the
model tends to get lost. Therefore a global RF is used to discriminate between all possible
phases in order to be able to reset the sequential model. Modiﬁed from [KSW+16].
possible next phases. A window-speciﬁc classiﬁer then discriminates between
the phases inside the window [Phi16, Phi17]. The window is shifted forward as
soon as a next phase is predicted.
The modeling approach in [KSW+16] achieved an accuracy around 70%.
Drawback is the use of deterministic transitions, which makes it necessary to
implement strategies to reset the sequential model (cf. Figure 3.1).
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3.2 Stochastic Petri Net (SPN)
There are a whole range of reasons for considering Petri Nets [Pet62] as a mod-
eling tool for dynamic aspects of a process [vdA96, vdA98]. With respect to the
application example, Petri Nets can be of use because of their formal semantics
and the abundance of analysis techniques.
The net structure [Rei13b] of a Petri Net is given by the tupel
NST = (P, T ,F) ,
where P is the set of places and T is the set of transitions
P = {pi : i = 1, . . . , |P|} ,
T = {ti : i = 1, . . . , |T |} ,
so that
P ∩ T = ∅ .
The ﬂow relation F reﬂects the connection of places and transitions (and vice
versa):
F ⊆ (P × T ) ∪ (T × P) .
Consequently, the net structure NST of a Petri Net is a directed bipartite graph
(see Figure 3.2). To model the dynamic behavior of the system, so called “to-
kens” are introduced (black dot in Figure 3.2). The distribution of tokens on
the set of places represents the state of the Petri Net. It is also called marking
[Rei13b].
A Stochastic Petri Net (SPN) is deﬁned as a tuple
SPN = (NST,Λ) ,
whereby Λ = {λi : i = 1, . . . , |T |} is the set of shifting rates λi which
are assigned to transitions ti. These shifting rates are distributed exponentially
[Mol81].
Figure 3.2 depicts a SPN on the left. Circles represent places pi and squares rep-
resent transitions ti. The state of the SPN is given by the current distribution of
tokens (marking). In the reachability graph the states are represented by vectors,
whereby each entry i represent the number of tokens at a place pi. That means,
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Figure 3.2: Figure depicts a SPN on the left. Circles represent places pi and squares
represent transitions ti. The state of the SPN is given by the current distribution of tokens
(marking). In the reachability graph the states are represented by vectors, whereby each
entry i represent the number of tokens at a place pi. The Figure visualizes that a SPN
represents a Markov Process whereby, inter alia, the ﬁring rates λi of states Zi of the
reachability graph corresponds to the transition probabilities aij of a (discrete) Markov
Process. Modiﬁed from [B+02].
the state (1, 0, 0, 0, 0) of the reachability graph represents the state of the SPN
depicted on the left. Figure 3.2 visualizes the fact that a SPN actually represents
a Markov Process. I.e. the states of the reachability graph of the SPN correspond
to the states of a Markov Process and the ﬁring rates λi of states Zi of the reach-
ability graph correspond to the transition probabilities aij of a (discrete) Markov
Process. That is, inter alia, because the ﬁring rates are exponentially distributed
(cf. memorylessness) and therefore the Markov Property is satisﬁed [B+02].
The use of Markov Models with observable states is suitable in cases where the
states of the modeled system are directly accessible. E.g. in [PFHB15a] a deci-
sion support system for the diagnosis of two complex cancerous diseases is mod-
eled using Petri Nets. The involved dialog system allows for a direct access to the
necessary features. Clearly, this model can also be used as sequential model to
embed a model like a RF instead of a deterministic automaton (cf. Section 3.1).
Nevertheless, with respect to the constituents of the problem, this model has to
be extended, e.g. by introducing hidden states.
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3.3 Hidden Markov Model (HMM)
A Hidden Markov Model (HMM) [RJ86] is a Markov Model using a Markov
Process with unobserved (i.e. hidden) states. That means, in contrast to Markov
Processes, where the state of the model at a time step t is known for certain (i.e.
directly observable), in a HMM an observer can only access emissions which are
generated by a hidden (i.e. not observable) state. To enable this, state transition
probabilities and furthermore emission probabilities are part of a HMM.
Formally, a (discrete) HMM is deﬁned as a 5-tuple
λ = (S, V,A,B, π) ,
whereby S = {s1, . . . , sn} is the set of hidden states and V = {v1, . . . , vm} is
the set of emissions for each hidden state (i.e. output vocabulary). Moreover,
there is a transition matrix A ∈ Rn×n encoding the transition probabilities from
a current state si to a next state sj by the matrix entry (aij). Matrix B ∈ Rn×m
encodes the emission probabilities of a state si by the corresponding row entries
(aij) : j = 1, . . . ,m. Finally, π ∈ Rn encodes the initial state probabilities, i.e.
the probability that a state is the starting state.
The use of a HMM for a medical phase detection has been elaborated in
[BPFN08] by the application example of a cholecystectomy (removal of the gall-
bladder). 14 phases are considered in context of this surgery. The training set
comprises 12 surgical interventions. Nominal features are the use of 17 speciﬁc
instruments (yes/no). The authors present a 14-state HMM and a merged HMM.
In the latter, similar states are transformed into one single state. The models
achieved an accuracy of around 86% and 93% respectively, using a complete
cross-validation.
In [PBF+08] a cholecystectomy comprising 14 phases is considered, too. The
training set comprises 11 surgical interventions. Nominal features are the use
of 18 speciﬁc instruments (yes/no) including the state of an optical device
(inserted/not inserted). The best accuracy achieved using a complete cross-
validation is around 92% – but for computing this value, a tolerance of 5 seconds
before and after the ground truth deﬁnition of a phase is set. Additionally. the
authors state that phases with very short durations are poorly recognized which
is a result of the inertia of the model.
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A HMM can be seen as a common sequential model considering the constituents
of the problem (cf. Section 2). Indeed, it can be a suitable model for problems
where data is not independent and identically distributed, i.e. a feature vector x
does depend on the feature vectors seen before. Nevertheless, the structure of
this model is not well suited to include expert knowledge about emission proba-
bilities. That is because, inter alia, the corresponding probability distribution can
not be factorized and therefore grows exponentially with the number of possible
emissions. To overcome this drawback, the generalization of a HMM, namely a
Dynamic Bayesian Network can be used.
3.4 Dynamic Bayesian Network (DBN)
A Bayesian Network (BN) is a probabilistic graphical model (PGM), combining
graph theoretic approaches with approaches of probability theory. Consequently,
a BN over random variables X0:N := X0, . . . , XN is given by a pair
B = (G,P ) .
Whereby G corresponds to a directed, acyclic graph
G = (V,E) ,
and
P (X0:N ) =
N∏
n=0
P (Xn|Pa(Xn)) ,
corresponds to a joint probability distribution [KF09].
Graph G is used to deﬁne dependencies between random variables X0:N . It is
also known as the structure of the BN. The vertex set V represents the set of
random variables, while a directed edge Vi → Vj of the set of edges E repre-
sents a direct dependency between two variables. A missing edge symbolizes the
independence of these two variables.
The joint probability distribution is given by the product of all conditional prob-
ability distributions associated with the vertices of G. It is also known as the pa-
rameters of the BN. Here, Pa(Xn) denotes the set of parents of a random variable
Xn. Graphically, this corresponds to vertices having a directed edge pointing to
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Xn’s vertex. Please note, if Pa(Xn) = ∅, a random variable Xn is a root node
of the BN, and P (Xn| ∅) = P (Xn) gives the a-priori probability.
A Dynamic Bayesian Network (DBN) is an extension of a BN, also taking the
temporal dependencies of variables into account [Mur02]. A DBN is given by a
pair
DBN = (B0, B→) ,
where the BN B0 uses P (X0:N0 ) to specify the a-priori probability distribution
over random variables X0:N in a time step with index 0.
Furthermore, B→ speciﬁes the conditional probability distribution over discrete
time steps t by using
P (X0:Nt |X0:Nt−1 ) =
N∏
n=0
P (Xnt |Pa(Xnt )) .
Thereby Pa(Xnt ) denotes the set ofX
n
t ’s parents in the corresponding graph. The
parents can be in the same time slice (e.g. representing instantaneous causation)
or the previous one (i.e., we assume the model to be ﬁst-order Markov). In the
latter case, arcs point to time slices with ascending index, reﬂecting the causal
ﬂow of time [Mur02].
Figure 3.3 depicts on the left a DBN structure that represents a HMM. Thereby
the root node represents a surgical phase and the child node represents the emis-
sion of feature vectors xt given a phase, i.e. P (xt|Phaset). By introducing a
conditional independence between the feature values (cf. Figure 3.3, right side),
a naive DBN can be constructed. The corresponding probability distribution of
the children is given by
∏N
n=1 P (x
n
t |Phaset). It can easily be seen that in the
ﬁrst case the number of parameters grows exponentially, whereas in the second
case the number of parameters grows linearly. For example, let’s assume that
there are 7 distinct phases to predict and there is a feature vector xt with dimen-
sion D = 3 having discrete feature values with 4 different characteristics. Then,
the corresponding conditional probability P (xt|Phaset) of a HMM is given by
(4 ·4 ·4) ·7 = 448 parameters from which 441 have to speciﬁed because the prob-
abilities some up to 1. But
∏N
n=1 P (x
n
t |Phaset) is given by (4 + 4+ 4) · 7 = 84
parameters from which 63 parameters have to speciﬁed. Further details can also
be found in [PFB17].
Phase Detection in Medical Context: Overview and Outlook 75
Phaset... ...Phaset
xt
... ...
1
tx
2
tx
3
tx
Figure 3.3: Figure shows on the left a HMM represented by a DBN structure. There is
a root node representing the surgical phases and a child node representing the emissions
given a phase. The parameters needed to specify a conditional probability distribution of
this child node grow exponentially with the number of used features, i.e. with the size
of the feature vector xt. On the right side of the ﬁgure a DBN structure is shown which
takes advantage of conditional independence of feature values xtn to reduce the growing
of parameters: in the depicted case the number of parameters linearly grows with the size
of xt.
This reduction of parameters can be useful in case only a small amount of training
data is available [KF09]. Furthermore, the special structure of the network sup-
ports expert-based parametrization and therefore to incorporate the knowledge
of experts into the models – which also can be useful when dealing with small
amount of training data and in context of translation and/or fusion mechanisms
of workﬂow models [PFHB15b, PFHB16, PFB17].
In [PSG+16] a DBN model is elborated by using the application example of
a simpliﬁed total hip replacement. 7 phases are considered in context of this
surgery and the training set comprises 12 surgical interventions. Features are the
positioning of the sergeants (position A / position B), the number of used instru-
ments (0/1/2) as well as the number of persons at the operating table (0/1/2/3/4).
Using a complete cross-validation, the model achieves an accuracy around 85%.
Concerning an earlier publication using RF [SPG+16] the sequence modeling
greatly reduces confusion of time depended feature values.
4 Overview
The model approaches discussed in Section 3 are brieﬂy summarized in Table
4.1. Thereby a Random forest (RF) shows prototypical behavior of a model
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which omits the sequence of feature vectors xt during classiﬁcation. Although
this drawback can be addressed, e.g. by embedding such a classiﬁer into a se-
quential model, a RF can generally categorized as non-sequential. Subsequently
RF do no allow to model hidden states, which can be necessary to represent the
fact that an observer can not directly access the state of a modeled system (cf.
Section 2). Furthermore a RF is a discriminative model and allows for an online
classiﬁcation. The latter is necessary to be able to provide a phase detection on
the ﬂy (cf. Section 2). The model allows for a data-driven training but lacks of
a suitable interface to incorporate expert knowledge which can be especially of
use if only a small amount of training data is available.
A Stochastic Petri Net (SPN) represents a Markov Process (cf. Section 3.2).
This model is suited for representing sequential dependencies for systems in
which internal states are visible to an observer (e.g. Dialogue Systems). Fur-
thermore, SPN is an generative approach allowing for an online classiﬁcation.
A data-driven training is possible, e.g. by using genetic algorithms. Finally, a
knowledge-based parametrization of a SPN is possible, too – in practice the size
of the model can cause limitations. In such a case, an extension of the model by
using additional concepts, e.g. Coloured Petri Nets, can become necessary.
A Hidden Markov Model (HMM) can be seen as a common and well researched
sequential model. A HMM allows for a direct modeling of hidden states which
suits the considered application example (cf. Section 2). It is an generative ap-
proach and is able to classify online. Nevertheless, the structure of this model
is not well suited to incorporate expert knowledge about the emission probabil-
ities. That is because, inter alia, the corresponding probability distribution can
not be factorized and therefore grows exponentially with the number of possible
emissions.
To overcome this drawback, the generalization of a HMM, namely a Dynamic
Bayesian Network (DBN) can be used. It extends the model by the ability to
express the state space in a factored form and not only as a single random vari-
able. This allows for the reduction of parameters and consequently facilitates the
improvement of modularity and interpretability. This opens up a practicable way
to incorporate expert knowledge into a DBN. Furthermore, concerning Kalman
Filter Models, a DBN allows for arbitrary probability distributions (not only for
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RF SPN HMM DBN
Sequential Model    
Hidden States    
Generative Approach    
Online Classiﬁcation    
Data-driven Training    
Knowledge-based Parametrization    
Table 4.1: The Table brieﬂy compares different modeling approaches discussed in this
work. The symbols  / are used to specify if a property is present / not present.
unimodal linear-Gaussians). A DBN is a promising approach because it com-
bines a reasonable tradeoff between expressiveness and complexity, and includes
probabilistic models that have proved to be successful in practice (e.g. HMM).
5 Outlook
Recently, the use of Artiﬁcial Neural Networks is elaborated. E.g. a Convolu-
tional Neural Network (CNN) for a medical phase detection is used in [LZL+16]
by the application example of a resuscitation with only 3 phases. The training
set comprises 20 workﬂows. Features are extracted from depth image recordings
and from sound recordings. Furthermore, the model is embedded into a simple
sequential model represented by thresholds which is similar to a ﬁnite automaton.
Nevertheless, the model achieved an accuracy of 80%.
In [TSM+17] a cholecystectomy comprising 7 phases is considered. The training
set comprises 80 surgical interventions. The authors use a CNN to extract fea-
tures from video recordings of endoscope. The model is embedded into a HMM,
which achieved an accuracy of 82%. Finally, in [LZZ+17] the authors elaborated
the application example of a resuscitation with 35 classes and a training set of 42
video recordings. Also a CNN is used for feature extraction – in this case, the
CNN is combined with a recurrent neural network using long-short term mem-
ory (LSTM). Features are extracted from depth image records, sound recordings
and via a passive RFID (radio-frequency identiﬁcation) system which tracks the
medical instruments. The model achieves an accuracy of around 94%.
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In view of these results, a further study of Artiﬁcial Neural Networks with re-
spect to the constituents of the problem (cf. Section 2) can be considered as
useful. Further elaboration is needed e.g. concerning the incorporation of expert
knowledge (cf. [HML+16, PBFB17]) into the models, the challenge of a small
amount of available data for training and the explainability of the models output
[RSG16].
6 Conclusion
In this work, we discussed notable modeling approaches for a surgical phase
detection. The models have different characteristics and are differently suited
concerning the constituents of the problem. Considering a small amount of train-
ing data and a preferably expert-based modeling, Dynamic Bayesian Networks
seems to be a suited and long-standing solution. Nevertheless, upcoming ap-
proaches, facilitating Artiﬁcial Neural Networks, have recently shown promising
classiﬁcation results in the ﬁeld of surgical phase detection. To trim these models
to be accessible to expert-based knowledge and be able to deal with the fact that
typically only a small amount of real training data is available, could be a good
starting point for approaches which enrich the current state of the art.
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