We set out a model to compute short-term forecasts of the euro area GDP growth in real-time. To allow for forecast evaluation, we construct a real-time data set that changes for each vintage date and includes the exact information that was available at the time of each forecast. With this data set, we show that our simple factor model algorithm, which uses a clear, easy-to-replicate methodology, is able to forecast the euro area GDP growth as well as professional forecasters who can combine the best forecasting tools with the possibility of incorporating their own judgement. In this context, we provide examples showing how data revisions and data availability a¤ect point forecasts and forecast uncertainty.
Introduction
Early assessments of ongoing developments in economic activity are of crucial interest to economic agents for successful decision-making. In the euro area, the lack of timely information associated with the publication of macroeconomic variables, the presence of missing values in the historical time series and the short length of the euro area aggregates make the day-to-day monitoring of economic activity especially problematic. In particular, although the generally accepted reference series to describe short-term economic developments is the euro area GDP growth rate, the "…nal" estimates of GDP growth (called second release) is published with a lag of about 14 weeks after the end of the respective quarter. Given this publication delay, forecasters from various relevant institutions try to anticipate the evolution of GDP growth by publishing their highly in ‡uential forecasts. Among these, the most signi…cant are the European Commission's macroeconomic forecasts, the euro area GDP growth projection of DG ECFIN, the IFO-INSEE-INSAE economic forecast and the projections of the OECD Economic Outlook. Usually, the forecasts of these institutions are based on indicators that are available on a more timely basis and exhibit similar economic ‡uctuations to the reference series. The natural indicators are the two early announcements of the second release, which are called ‡ash and …rst releases, respectively. Other candidates are monthly indicators, which are based on either economic activity data (hard indicators) or surveys (soft indicators) since they exhibit a much shorter publishing lag than the second releases.
However, even though these institutions use state-of-the-art forecasting methods, they have the possibility of partly basing their forecasts on judgements. Consequently, their forecasts cannot be easily replicated and their forecast failures are di¢ cult to interpret.
We seek to avoid this problem by using a simple algorithm which, while doing the job of forecasting euro area GDP growth at least as well as the professional forecasters do in real time, has the advantages of forecasting from a speci…c model which can be evaluated in terms of transparency, replicability and decomposition of the informational content of all the macroeconomic data released.
For this purpose, we consider a short-term forecasting model which modi…es somewhat the Stock and Watson (1991) strict dynamic factor model to allow for the particular data problems of real-time forecasting. Following the approximate Kalman …lter suggested by Mariano and Murasawa (2003) , the model is able to handle indicators which are available at di¤erent frequencies. As in Giannone, Reichlin and Small (2008) , the gaps that characterize the ragged edges behind the asynchronous data publication are also …lled in by using the Kalman …lter. Finally, as in Evans (2005) , the Eurostat data revision procedure when publishing GDP growth rates is explicitly modeled.
The paper is closely related to Banbura and Runstler (2007) , Angelini et al. (2008) and Barhoumi et al. (2008) , who use the approximate dynamic factor model proposed by Giannone et al. (2008) to compute euro area GDP forecasts which are continuously updated as well. As in these proposals, we diverge from the euro area univariate bridge equations employed by Runstler and Sedillot (2003) and Diron (2006) and from those which try to measure high-frequency objects (as real-time activity) on a daily or hourly basis, such as Aruoba, Diebold and Scotti (2009) . However, we propose several contributions which clearly di¤erentiate our approach from their proposal.
First, in contrast to the euro area applications of large-scale factor models but in line with Frale et al. (2008) , our model is a small-scale factor model. 1 We are aware that users of approximate factor models have extensively stressed that strict factor models rely on the tight assumption that the idiosyncratic noises are cross-sectionally orthogonal. However, large-scale factor models are not exempt from theoretical assumptions that may not hold in empirical applications. Large-scale models estimate factors that are consistent when the number of variables and observations tend to in…nity, under the assumptions that the idiosyncratic components are weakly correlated (in time series and cross-sections) and that the variability of the common component is not too small. However, empirical warnings may appear since the number of time series usually employed in euro area applications is …nite and small (for example, Angelini et al, 2008 , use 85 time series out of the several thousands of time series available), contrary to what theory requires. In addition, as documented by Boivin and Ng (2006) , empirical warnings may also appear because economic series are drawn from a small number of categories. If this is the case, adding more variables to the core of representatives of di¤erent categories may add mainly noise and cross-correlation of the idiosyncratic shocks, generating idiosyncratic correlations that might be larger than those warranted by theory. Additionally, Bai and Ng (2008) show that, when the variables are carefully selected, having zero loads for some of the variables of the large-scale models (i.e. reducing the scale of the model) may improve the forecasting performance of the models, even when the weak cross-correlation holds. However, in the euro area applications of factor models, the empirical reliability of the theoretical assumptions is not usually analyzed. Finally, Inklaar, Jacobs and Romp (2004) have recently suggested that a reliable indicator for the euro area can be constructed from a limited number of series that are selected using economic logic.
One of the advantages of using small-scale models is that, given their small dimension, it is relatively easier to check the empirical implications of the violation of the theoretical assumptions. For this purpose, we propose a method which is a modi…ed version of Engle's (2007) McGyver method and consists of estimating the covariance matrix of the idiosyncratic shocks by blocks. Using this method, we …nd that, although some crosscovariance is present in the estimated idiosyncratic components, it leads to negligible impacts in the empirical estimation of factors.
Second, in contrast to the previously cited factor models which perform out-of-sample euro area forecast evaluations against basic benchmarks, we compare our forecasts not only against those benchmarks, but also against the forecasts made by the most in ‡uential professional forecasters. In addition, we include in this comparison the key ingredient of forecasting analysis in true real time. Typically, real-time forecasting specialists (see for example Stark and Croushore, 2002) stress that the evaluation of forecast errors from latest-available data is questionable, suggesting that comparisons between the forecasts generated from new models, competitors and benchmark forecasts should be based on realtime data rather than out-of-sample simulations. For this purpose, we construct a real-time data set which include the data vintages available at the time of each forecasting day of the past four years. This task was relatively easy thanks to the limited number of predictors used in the model compared with models with larger sets of indicators. It is worth noting 4 that, following the spirit of computing model-based forecasts by using exactly the same amount of information that was available the day on which the competitors published their forecast, we are precluded from using the Euro Area Business Cycle Network real-time data set. The reason is that these data are collected by monthly vintages (not updated daily), resulting in a signi…cant delay of about half a year. Using our database, we …nd that our model outperforms all of the most recognized euro area GDP growth forecasts in terms of mean squared errors for di¤erent forecasting horizons. In addition, although we acknowledge some degree of uncertainty since Diebold-Mariano-based tests cannot reject in many cases the null of equal forecasts due to the short sample, we obtain that the null that the forecasts from our model encompass the forecasts of the competitors cannot be rejected in any case. Finally, using this real-time data set, we provide examples that show how data revisions and data availability a¤ect point forecasts and forecast uncertainty. Third, our model also contributes in explicitly modelling the data revision procedure followed by the Eurostat GDP data releases. For this purpose, we follow the US application of Evans (2005) and propose that preliminary announcements in the US are noisy signals of revised data. With respect to the euro area, the idea that the GDP publishing procedure can be modeled as noise instead of news has also been used in the theoretical proposal of Coenen, Levin, Wieland (2005) . In addition, we show empirical evidence favouring the noisy version of the euro area GDP revision procedure. In particular, we …nd that revisions are much more correlated with preliminary announcements than with …nal estimates, that the noise-to-signal ratio for revisions is sizeable, that the forecast e¢ ciency test fails to reject the noise hypothesis and that the revisions from ‡ash to second are less volatile than the revisions from …rst to second.
Fourth, we also innovate in suggesting a statistical method for data selection which is based on the idea that the object of interest is ultimately the forecast of euro area growth rates. Bearing in mind the previous discussion about our model's speci…cities, we start the data selection by enlarging the model of Stock and Watson (1991) to include GDP growth and its early releases (…rst and ‡ash). In addition, given that the model should provide early assessments of economic developments, we also include the most promptly available set of soft indicators. With this reasonable set of indicators, our method to 5 further enlarge the model is given by the criteria that we include an additional indicator only when it increases the percentage of variance of GDP growth explained by the common factor. The intuition for this method involves screening out those additional indicators that capture idiosyncratic dynamics that do not lead to a better …t for GDP growth through the common component.
In the spirit of forecasting economic time series using targeted predictors as in Bai and Ng (2008), we use our method to examine the need to use many predictors in forecasting euro area GDP growth. For this purpose, we consider our small-scale model which is estimated with data sets of di¤erent dimensions. First, we enlarge the model by including as additional predictors each of the 85 variables proposed by Angelini et al. (2008) , which were not already included in our model, one by one. Second, we enlarge the model by including the …rst …ve factors computed for those 85 variables by using the methods of Stock and Watson (2002) and Giannone et al. (2008) . In none of these cases does the variance of GDP growth explained by the factor increase, which leaves us with the evidence that our model is already capturing all the relevant information to predict GDP.
Fifth, although the assumption of forecasting with models of idiosyncratic white noises can be relaxed in large-scale models, the assumption is still present in the euro area empirical applications. The asymptotic theory ensures that this assumption has no major implications for obtaining consistent factors. However, in practice this implies that the forecasts of the indicators are simply linear combinations of the estimated factors since the particular dynamics of the idiosyncratic components are not explicitly modeled. In our parsimonious but dynamically complete speci…cation, the dynamics of the idiosyncratic components have been carefully addressed. This allows us to adequately measure the e¤ect of unexpected news in each indicator on future economic growth.
To sum up, in this paper we use a model which computes accurate short-term forecasts of euro area GDP growth in real time. The forecasts rely on the literature on small-scale models of coincident indicators, which accounts for the speci…cities of real-time forecasting and the full speci…cation of the idiosyncratic component of each indicator. The name of the model is then based on these features: a model that combines the most commonly used Short-Term INdicators of Growth (STING).
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The paper is organized as follows. Section 2 outlines the proposed methodology and analyzes how to deal with mixing monthly and quarterly frequencies of ‡ow data, how to use early estimates of GDP growth and how to estimate the model. Section 3 evaluates the empirical reliability of our method. Section 4 concludes and proposes several further avenues of research.
The model
In this section, we develop a state space representation of a model to compute short-term forecasts of euro area GDP growth in real time from a data set that may include mixing frequencies, missing data and data revisions.
Mixing frequencies
This paper deals with the problem of mixing monthly and quarterly frequencies of ‡ow data by treating quarterly series as monthly series with missing observations. Let G t be a quarterly series which is observable every third period and whose logs are integrated of order one. In this paper, series with these characteristics are the time series of GDP (second), its announcements (…rst and ‡ash) and employment. These series are the quarterly aggregates of monthly series, X t , which are assumed to be observable in this section. Accordingly, we can construct quarterly time series from monthly series by adding the monthly values of the corresponding quarter
which means that the quarterly levels are three times the arithmetic mean. However, handling this de…nition would imply using non-linear state space models, which is rather troublesome. Mariano and Murasawa (2003) avoid this problem by approximating the arithmetic mean with the geometric mean. It is worth noting that if monthly changes are small, the approximation error is almost negligible. 2 In practice, monthly changes in production and employment are small (less than a percentage point) so the geometric approximation is appropriate.
In this context, Proietti and Moauro (2006) and Aruoba, Diebold and Scotti (2009) propose dynamic factor models that permit exact …ltering, which avoids the approximation proposed by Mariano and Murasawa (2003) . However, their proposals are not free from problems. The former authors develop an exact …lter in a non-linear framework which also involves approximations. The latter authors propose a …lter that is developed in a dynamic factor model, where the trends of all the indicators used in the …lter are assumed to be polynomial trends.
Hence, we assume that the ‡ow data at any quarter is three times the geometric mean of the monthly issues within the given quarter:
which yields
Taking the three-period di¤erences for all t and after some algebra, we can express the quarter-on-quarter growth rates (g t ) of the quarterly series as weighted averages of the monthly-on-monthly past growth rates (x t ) of the monthly series
2.2 Flash, …rst and second GDP growth rates
Eurostat o¢ cially revises two times the GDP …gures that correspond to a given quarter.
The …rst estimate of GDP growth rate in the euro area, y f t , is released about 45 days after the end of the respective quarter and this is the so-called ‡ash estimate. Although it is very useful to have an early estimate of GDP, the disadvantage of this ‡ash estimate is that it is based on incomplete information. Using more comprehensive information, the revision of this …gure is published about 20 days after the ‡ash and this is the so-called …rst estimate, y 1st
t . In addition, as new information is available, the second estimate of points.
8
GDP growth rate, y 2nd t , incorporates an additional revision about 40 days after the …rst and this is the so-called second estimate. Under this revision process, let us call e 1 the revision between the ‡ash and the …rst, and e 2 the revision between the …rst and the second.
In this paper, we follow Evans (2005) to propose that data revisions are modeled as noise
where e 1t and e 2t are independent mean zero revision shocks with variances and 2 e 1 and Aruoba, 2008) of data revisions to the relationships between …rst and second. 4 First, we obtain that the mean of the revisions is statistically signi…cant (p-value of 0.007),
suggesting that the initial announcements of the statistical agency are biased. Second, we
show that revisions are much more correlated with preliminary announcements (correlation of 0.14) than with second (correlation of -0.04) estimates. Third, we …nd that the noiseto-signal ratio for revisions is 0.18, which is a sizeable value compared with the average of the number presented by Aruoba (2008) of 0.39. Finally, when preliminary data are optimal forecasts of revised data, we expect the variance of latter revisions (from …rst to second) to be small compared with the variance of prior revisions (from ‡ash to second).
Hence, we expect the news contained in updated data to help to predict …nal data, which implies that prior revisions should be more volatile than latter revisions. This is not the case for the euro area GDP revision process since the variance of revisions from ‡ash to second is half of the variance of the revisions from …rst to second.
It is worth noting that we do not explicitly consider all the vintages for all the revisions for all the variables included in our model but only for GDP growth since these are the most relevant in our real-time forecasting exercise. If we did that, we would be talking about more than one hundred variables in the speci…cation. Therefore, we would not have a small-scale model and we could not follow the parsimonious principle of this paper. To account for the revisions of all the variables, the proper approach can be found in Altavilla and Ciccarelli (2007), but that would be beyond the scope of our paper.
State space representation
To consider the notion of co-movements among the GDP series and the economic indicators, the time series are modeled as the sum of two orthogonal components. The …rst component is the common factor, f t , and re ‡ects the notion that the series dynamics Let us collect the r h hard indicators in the vector Z h t and the r s soft indicators in the vector Z s t . Let l t be the quarterly employment growth rate, and let u 1t , u 2t , U h t , and U s t be the scalars and r h -dimensional and r s -dimensional vectors which determine the idiosyncratic dynamics of GDP, unemployment and the economic indicators, respectively.
The measurement equation can be de…ned as
where U h t = (v 1t ; :::; v r h t ) 0 , U s t = (v r h +1t ; :::; v rt ) 0 , and r = r h + r s . The factor loadings,
, measure the sensitivity of each series to movements in the latent factor and have dimensions that make them conformable with each equation.
The dynamics of the model are achieved by assuming that
assumption implies that the variance of the common factor, 2 f , is normalized to a value of one.
More compactly, we use the expression for the measurement equation
with w t i:i:d:N (0; R). In addition, the transition equation can be stated as To handle missing observations, following Mariano and Murasawa (2003) we replace the missing observations with random draws t from N (0; 2 ) which are independent of the model parameters. 5 The substitutions allow the matrices to be conformable but they have no impact on the model estimation since the Kalman …lter uses the data generating process of the normal distribution for them. In that sense, the missing observations simply add a constant to the likelihood function of the Kalman …lter process. Let Y it be the i-th element of the vector Y t and R ii be its variance. Let H i be the i-th row of the matrix H which has columns and let 0 1 be a row vector of zeroes. In this case, the measurement equation can be replaced by the following expressions
H it =
<
:
This trick leads to a time-varying state space model with no missing observations so the Kalman …lter can be directly applied to Y t , H t , w t , and R t . Let h tj be the estimate of 5 Filling in missing observations with means, medians or zeroes would be valid.
h t based on information up to period and let P tj be its covariance matrix. With this notation, the prediction equations are
The prediction errors are tjt 1 = Y t H t h tjt 1 with covariance matrix tjt 1 = H t P tjt 1 H 0 t + R t . Hence, the log likelihood can be computed in each iteration as
The updating equations are
where the Kalman gain, K t , is de…ned as
.
The initial values of h 0j0 and P 0j0 used to start the …lter are a vector of zeroes and the identity matrix, respectively. Note that when at any date all the elements of the vector Y are not observed, the updating equation is h j = h j 1 and time does not change the estimated dynamics of the model. This feature can be used to easily compute forecasts by adding missing data for all the variables in the model at the end of the sample.
As documented by Banbura and Rustler (2007) , the Kalman …lter allows computation of the contribution of each series to GDP forecasts. Substituting the prediction errors tjt 1 and (18) into the updating equation (21), one obtains
Now, when the Kalman …lter is close to its steady state, this expression becomes
with the elements of the matrix of lag polynomial
measuring the e¤ects of unit changes in the lags of individual observations on the inference of the state vector h tjt . Letting M jt be each of these matrices, the inference on the state vector can be decomposed into a weighted sum of observations
In this respect, M t (1) = (I (I K t H t ) F ) 1 K t is a matrix that contains the cumulative impacts of the individual observations in the inference of the state vector.
Combining this relationship with the …rst row of equation (7) which shows that GDP can be decomposed into the sum of its unobservable components, one can compute the cumulative impact of each indicator on the forecast of GDP growth. For the empirical illustration stated in Appendix A, this measure can be easily obtained as follows
where m it is the i-th row of M t (1), and t is a vector which contains the cumulative forecast weight of each indicator.
3 Empirical results
Data description and indicators selection
The variables entering the proposed model are listed in Table 1 and plotted in Figure   1 . Given their interest for real time forecasts, the particular date on which these series are published and the samples that they cover are also shown in the …gure. Note that on the day on which the paper was written, February, 11th 2008, GDP growth and its announcements were available for 2007.3, but none of these …gures were available for 2007.4. 6 The list of indicators included in the dynamic factor model can be classi…ed into three 7 We extend the model to include the GDP second and its preliminary announcements, the ‡ash and …rst estimates. In addition, we include the soft indicators which are most promptly available in the Euro area: BNB, IFO, PMI services, PMI Manufacturing and ESI. 8 Since macroeconomic data are very collinear, it is reasonable to conjecture that including (probably more noisy) additional variables may not improve forecasting accuracy and that it might be worth focusing on some key variables by following some statistical selection procedure. For this purpose, having de…ned the set of core variables, we propose a method to decide whether new indicators should be added to this core. The method, which is based on the assumption that the primary focus of the model is to provide forecasts of GDP growth, consists of adding a variable only when it increases the percentage of variance of GDP growth explained by the common factor. Accordingly, the method involves screening out those additional indicators that capture idiosyncratic dynamics and that do not lead to better …t for GDP growth through the common component. To examine the extent to which we could omit valuable information by using a model which uses a reduced number of indicators, we consider the following exercise. We con- and we obtain that the variance of GDP explained by the factor decreases with each ad- 9 Obviously, Eurostat do not include all the soft indicators that we include in our model because some of them are produced by di¤erent institutions.
16 ditional variable included in the model. In particular, the variance of GDP explained by the factor in each of these enlarged models ranges from 71.0% to 77.5%. Hence, it seems that our model is capturing all the relevant information when computing the factor which is the common driving force of euro-area growth developments. Or, in other words, the additional variables typically used in euro area applications are capturing other types of co-movements across variables that do not necessarily lead to better …t for GDP, which is the key variable to be forecast in our paper. This result con…rms that our initial selection of variables is appropriate.
In the context of comparing small versus large-scale factor models, this …nding deserves some comments. Users of large-scale factor models have extensively stressed that strict factor models rely on the tight assumption that the idiosyncratic noise is cross-sectionally orthogonal. However, large-scale factor models are not exempt from theoretical assump- Apart from the size of the correlations, we obtain the interesting result that the impact of having estimated an strict factor model in terms of forecasting GDP growth and in terms of estimating the factors is negligible. The correlation between GDP growth rates obtained from a factor model which estimates the cross correlation of the idiosyncratic components and those obtained from our factor model (which assumes a diagonal cross-correlation matrix) is 0.98. In addition, the correlation between the factors obtained from these two alternative speci…cations is 0.97. Therefore, although strict factor models such as ours assume a diagonal cross-correlation matrix among idiosyncratic components that can potentially distort factor estimation and forecasting, we …nd that our model is empirically robust to this assumption at least in the application presented in this paper.
Depending on the nature of the data, the indicators used in this model are transformed in di¤erent ways. 10 The three GDP releases and employment are used in the form of quarterly growth rates. Hard indicators are transformed by taking monthly growth rates.
However, soft indicators are included in levels. Although considering soft indicators in levels can complicate the estimation of the model, Section 2.3 described economic reasons for using them in this form. The model speci…cation suggests that the potential problem 1 0 These transformations imply that although some series are integrated they are not cointegrated.
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of the inertia in these series is accounted for by considering that the series are related with a twelve-lag moving average of the monthly growth rates, which refers to the annual growth rates. Finally, all series have been normalized to have zero mean and unit variance.
Following the method outlined in Section 2, missing data are conveniently replaced by random numbers which have been generated from N(0,1). Figure 1 provides a clear overview of the importance of missing data in the euro area forecasting exercises. First, many series start too late. Retail sales, industrial new orders, exports, employment, BNB and PMI start in the second half of the 1990s, and ‡ash and …rst GDP are only available for the last four and nine years, respectively. Second, hard indicators exhibit a publication delay of one or two months which leads to missing data at the end of the sample. Finally, quarterly series do not contain monthly …gures and, subject to the standard publication delays, only the third month of each quarter is available.
In-sample analysis
The in-sample analysis was carried out using the latest data set available on February, To understand how the model predicts, recall that our interest is in short-term forecasting. For this purpose, the model has been developed to forecast a rolling window of nine months that moves forward in accordance with to the publication date of the second estimates. The day we wrote this paper, the latest available second release of GDP was for The model adopted in this paper is based on the notion that comovements among the macroeconomic variables have a common element, the common factor, that moves in accordance with the euro area business cycle dynamics. To check whether the estimated factor coincides with the euro area business cycle, Figure 2 plots the factor (left-hand scale) and the Eurocoin (right-hand scale) published by the CEPR, which is probably the leading coincident indicator of the euro area business cycle. The similarities between their business cycle dynamics are striking suggesting that they track the same business cycle.
The maximum likelihood estimates of the factor loadings, which re ‡ect the degree to which variation in each observed variable can be explained by the latent series, are reported in Table 3 . 11 In all cases the estimates are positive and statistically signi…cant, indicating that these series are procyclical, i.e. positively correlated with the common factor. Although all the series contain incremental information about the euro area business cycle pattern, there are some di¤erences in the absolute sizes of the corresponding factor loadings. Our estimates show that real activity data exhibit the highest loading factors.
In particular, the highest impact of the common component is on industrial production (0.21), closely followed by industrial new orders (0.19) and second GDP (0.12). However, loading factors of soft indicators tend to be lower than those of real activity data and all of them are below 0.07. As we will examine later on, this result should not necessarily be interpreted as evidence against survey data. These in-sample estimates may re ‡ect the fact that ignoring the timeliness advantages of soft indicators would diminish their role in factor models when hard indicators are available.
Second GDP forecasts can be examined in Figure 3 and Table 4 . In accordance with the methodology employed in this paper, the Kalman …lter anchors monthly estimates to actual whenever GDP is observed. Hence, for those months where GDP is known, the actual value and the estimates coincide. In addition, recall that one of the distinguishing advantages of our model is that it proposes a complete dynamic speci…cation for all the indicators. This allows us to compute accurate forecasts not only for GDP but also for the whole set of indicators used to estimate the dynamic factor model. These forecasts are crucial for understanding how the next values of these indicators a¤ect the GDP forecast. 12 Table 4 (Panel B) shows the forecasts for the next unavailable month of each indicator.
Let us now examine the cumulative forecast weights of each indicator. The question to be analyzed here is the relative importance of each indicator to forecast GDP growth. One example could be helpful for an intuitive understanding of this exercise. Suppose that, for a given month, we only have one indicator available, let's say, the BNB. Obviously, the BNB will have 100% of the weight because it is the only information set "responsible" for the changes in the forecast of GDP in that given month. When new information becomes available for that month, the relative weight of that series will decline. Table 5 shows the evolution over the latest months of these forecast weights (normalized to add up to one) in GDP growth. Firstly, we concentrate on quarterly series. In accordance with the anchoring characteristic of our proposal, the rows labelled as 2007.06 and 2007.09
show that, when the second GDP estimate is published, the cumulative forecast weights of all the indicator series in GDP forecasts are zero. 13 In addition, cumulative weights for quarterly series are zero for the …rst two months of each quarter since the observations are missing and they do not add any information to the Kalman …lter. It is important to notice that, using this speci…c data set, the ‡ash and …rst estimates and employment always have zero weights. These series only have weights during the periods in which they are available but the corresponding GDP second estimate is not. 14 Finally, the evolution of the weights of monthly indicators depends heavily on the nature of the indicators and the date on which they are computed. Cumulative weights It is worth noting the logistic shape of GDP responses in Figure 4 . The intuition behind these responses is simple. Recall that the state vector updates according to two sources of variation, the prediction error and the Kalman gain which decreases as the variance of the state vector increases. As the generated values of ESI diverges from the expected value, the forecast error increases but, for extreme departures of the indicator simulations from its expected value, the Kalman gain becomes negligible and the state vector remains almost unchanged so the forecasts of GDP growth become ‡at.
Real-time analysis
As Croushore and Stark (2001) have pointed out, developing a real-time data set is conceptually simple. However, producing real-time data requires a great amount of e¤ort in practice since one has to handle old data sources that sometimes exist only in printed form. In addition, the data set should always follow the principle of putting whatever data were available at the time into the corresponding cell in order that, on each day of the forecast, only the time series information available on that day is used. However, it is worth constructing such databases since evaluating forecast errors by using latest-available data is questionable since measures of forecast error, such as root-mean-squared error and mean absolute error, can be deceptively lower when using latest-available data rather than real-time data (Stark and Croushore, 2002) . In accordance with this principle, we have constructed a data set that gives forecasters a picture of the data that were available on any given day in the period 2004-2008.
It is worth noting that, following the principle of computing model-based forecasts by using exactly the same amount of information that was available on the day the competitor published its forecast, we are precluded from using the euro area Business Cycle Network real-time data set. The reason is that the existing data are collected into monthly vintages (not updated daily), which end up with a signi…cant delay of about half a year. By contrast, for each day on which a particular series of our data set was updated, we collect the whole set of time series available at that moment in "vintages" that we call vint-mm/dd/yy. The relationship between new, updated incoming information and the forecast error is examined in Figure 6 . This …gure plots the sample average of the standard errors associated with each GDP forecast for the 275 days that each forecasting exercise lasts.
Although the standard errors may vary somewhat from quarter to quarter, on average the uncertainty about the GDP forecast continuously decreases during the forecasting period.
The forecast uncertainty falls about one-third during the …rst 200 days as information from the indicators becomes available to compute the forecasts. The variance then falls signi…cantly following the ‡ash releases. However, the falls in uncertainty provided by the …rst releases are of much less importance. This pattern indicates that the …rst releases provide little new information about GDP growth beyond that already contained in the ‡ash estimates.
One additional exercise of interest is to examine the forecasting accuracy of our model with respect to the preliminary announcements of GDP growth. For this purpose, Table 6 lists the mean squared errors (MSEs) which compare the preliminary announcements with the revised second-release GDP growth rates (vintage 01/09/08), along with the MSE from Euro-STING forecasts. These were calculated for di¤erent days of the forecasting process:
the days before and after ‡ash and …rst releases. According to this table, the Euro-STING forecasting accuracy on the days before ‡ash releases (MSE of 0.027) is similar to but slightly worse than that of the preliminary announcements (MSE of 0.024 and 0.025). 17 However, the MSE of the Euro-STING forecast on the day on which the ‡ash is released is 0.022, which reduces the MSE of the ‡ash estimates themselves. A similar situation is seen with the …rst releases. But in this case, incorporating the information of …rst releases in the model leads to dramatic reductions in the MSE, which falls to 0.014. Accordingly, preliminary announced GDP cannot be considered as the most accurate forecast of the revised GDP …gures. Using the upcoming information from all the indicators is important to improve upon the forecasting accuracy in real time.
Before ending the real-time forecasting section, let us take up again the issue of the importance of timely information contained in soft indicators. Figure 7 plots the relative cumulative forecast weights of all the observations corresponding to the …rst quarter of 2007 in the forecast of GDP for that quarter. 18 As can be seen, on the publication date of BNB for January (01/24/07), it was the only indicator available in that quarter from which to infer GDP growth for that period. Accordingly, BNB receives 100% of the relative forecast weight. As new information from other indicators becomes available, the relative forecast weights decrease until BNB is published in February (02/24/07), when there is a new peak. The intuition for this peak is that there are two values of the BNB that a¤ect the inference of GDP for that quarter but only one issue at most for the other monthly indicators. Following the same reasoning, BNB weights decrease until the new peak corresponding to March 2007. After this peak, there is a long decline in BNB weights as hard indicators become available. The last dramatic decline relates to the publication 1 7 It is worth pointing out that the main bene…t of ‡ash releases comes from just one quarter, 2005.Q4.
Taking out this quarter, there is no additional information in the ‡ash release which is not already contained in the Euro-STING model. 1 8 We use 2007.1 because we wish to analyze the changes in weights in a single series and from that time onwards, PMIs were released before BNB. Weights for PMI are more di¢ cult to interpret since they refer to manufactures and services.
of the ‡ash estimate for this quarter on 05/15/07. Finally, weights collapse to 0 when second GDP growth for 2007.1 is published on 7/12/07. This real-time exercise reinforces the previous results that survey data contain valuable information for forecasting GDP growth apart from that contained in real activity data once their more timely publication is taken into account.
Forecasting accuracy
Let us come back to the main purpose of the paper: to show that an automated small-scale factor model algorithm is able to forecast the euro area GDP growth at least as well as professional forecasters. The former uses a clear, easy-to-replicate methodology, while the latter not only employ the best forecasting tools, but also are allowed to incorporate their own judgement.
To connect this analysis with the euro area large-scale dynamic factor applications Visual inspection of Figure 8 shows that the real-time forecasting accuracy of our model is good. This …gure plots the forecasts for the most immediate quarter of GDP growth of our nine-month forecasting exercise, which were carried out every day of the real-time forecasting period. The …gure also displays the latest available GDP growth …gures (vintage vint-02/05/07), which include the data revisions. In general, …nal values of GDP growth lie within the two-standard error band represented by the shaded area.
To assess the relative forecasting accuracy of the real-time forecasts, Table 7 shows the mean squared errors of our forecast and those of well-known forecasts of euro-area GDP growth rate. These include the Eurocoin forecasts, the IFO-INSEE-INSAE economic forecasts, the European Commission macroeconomic forecasts, the projections of the OECD Economic Outlook, and the euro-area GDP growth projection of DG ECFIN. 19 The Euro-STING forecasts are updated daily and on each of these days the model computes GDP growth forecasts for the next nine months. Competing forecasts are published with lower frequency and some of them are computed at di¤erent horizons. For this reason, the …rst three columns of this table compare forecasts made with di¤erent leads and lags with respect to the target GDP …gure. Care has been taken to compare forecasts which have the same forecasting horizon and are available on the same day on which the competitor publishes its release. Note that this works to the detriment of Euro-STING, which could obtain better forecasts since it is updated daily and could use more up-to-date information than its competitors which do not change their forecasts for a whole month or even a quarter.
In terms of mean squared forecast error, our simple automated model beats almost all of its competitors at all the forecasting horizons. As shown in Table 7 to 0.999. However, these results can be interpreted positively since we can conclude that the Euro-STING does the job of forecasting euro area GDP growth as well as the professional forecasters. In addition, the sign unambiguously favours our model, which would be a very rare outcome if our forecasts were indistinguishable from the most in ‡uential euro area GDP growth forecasts in the forecasting arena. Finally, it should be stressed 1 9 See Appendix B for a description of these forecasts.
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that the Euro-STING forecasts have a signi…cant advantage since they are updated in a timely manner. Forecasts are updated daily as new information becomes available, which permits day-to-day monitoring in the euro area.
To provide more empirical evidence in favor of the Euro-STING forecasts, Table 7 also presents the p-values of the forecast encompassing test based on testing the signi…cativity of 1 in the OLS regression With this simple medium-scale factor model, we show that our algorithm using a clear, easy-to-replicate methodology is able to forecast euro area GDP growth at least as well as professional forecasters. This is of prime importance since the latter not only employ the best forecasting tools, but also are allowed to incorporate their own judgement.
In addition, we propose several empirical contributions. First, we construct a new coincident indicator of the euro area economy that is responsive to euro area business cycle dynamics. Second, we give some examples to illustrate our assertion that the analysis of forecasting accuracy in real time should rely on current-vintage data sets and not on end-of-sample vintage data sets, which may lead to unrealistic results. Third, we show that monthly indicators and ‡ash announcements contain valuable information to reduce forecast uncertainty. Fourth, we …nd that once the timely publication of survey indicators takes place in short-term forecasts, business surveys gain importance with respect to economic activity data. Fifth, we propose a method to examine the empirical reliability of the assumption of uncorrelated idiosyncratic components. Finally, we propose a method of data selection in factor analyses.
We consider that the construction of a real-time database is a very useful contribution. The database contains 424 di¤erent vintages which include the information that was available to construct real-time forecasts each day during the last …ve years. We use this database to evaluate the forecasting accuracy of our model in a horse-race analysis against the main forecasts of the euro area GDP growth rate. The database may be very useful in empirical work on forecasting GDP growth in the euro area from factor models, since these proposals are usually compared with forecasts from simple models by using out-of-sample (latest available) data. This may give rise to misleading results.
In addition, the model used in this paper provides a solid foundation for (at least) two can be expressed as
h t = (f t ; :::; f t 11 ; u 1t ; :::; u 1t 5 ; v 1t ; v 1t 1 ; :::; v rt ; v rt 1 ; u 2t ; :::; u 2t 5 ; e 1t ; e 2t ) 0 :
The matrix H is in this case 
Appendix B
All the indicators used in the forecasting analysis can be found at the following links: 1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
2008.03
0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
2008.04
2008.05
2008.06
Notes. See Table 1 
