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6 Spis treści
WYKAZ WAŻNIEJSZYCH OZNACZEŃ
 — kąt nachylenia mikrotubuli w podejściu lokalnym (kąt nachylenia
stycznej w danym punkcie mikrotubuli),
 — kąt nachylenia mikrotubuli w podejściu globalnym (kąt nachylenia
prostej przybliżającej kąt nachylenia całej mikrotubuli),
 — kąt orientacji maski,
TH — transformata Hougha,
m, n — współrzędne piksela: m — wiersz, n — kolumna,
M, N — rozdzielczość obrazu: M — liczba wierszy, N — liczba kolumn,
LGRAY — obraz monochromatyczny,
LRGB — obraz kolorowy RGB,
LHSV — obraz kolorowy HSV,
LGX — obraz gradientu w osi ox,
LGY — obraz gradientu w osi oy,
L

— obraz wartości kątowych,
Am — amplituda,
mh, nh — położenie pikseli w masce h,
pr, prr — progi,
n — znormalizowany kąt nachylenia  do przedziału (0,1),
na — znormalizowany kąt nachylenia a do przedziału (0,1),
nb — znormalizowany kąt nachylenia b do przedziału (0,1),
mi, ma — stałe, wartości maksymalne i minimalne maski h,
h — odchylenie standardowe średniej maski h.
Pozostałe oznaczenia używane w tekście są pochodnymi tu wymienionych.
1. WPROWADZENIE
Przeważająca część informacji o otaczającym świecie dociera do nas za po-
średnictwem wzroku. Nic więc dziwnego, że w dobie szybkiego rozwoju infor-
matyki podejmuje się intensywne próby automatyzacji analizy i przetwarzania
obrazów, używając do tego celu komputerów. Nasz zmysł wzroku z pewnością
przewyższa komputer w interpretacji obrazu, komputer natomiast jest jedno-
znaczny w swych decyzjach. Poza tym komputer może powtarzać te same czyn-
ności setki lub tysiące razy, nie odczuwając przy tym zmęczenia monotonną
pracą.
Proces uczenia komputera analizy i przetwarzania obrazów stał się dopiero
wtedy możliwy, kiedy wprowadzono cyfrowy zapis obrazu, a także kiedy poja-
wiły się wystarczająco wydajne procesory oraz duże pamięci mogące zapisywać
i analizować wprowadzone obrazy. Analiza i przetwarzanie obrazów obecnie
znalazły zastosowanie w wielu dziedzinach życia [39]. Są to między innymi:
automatyka, kryminalistyka, geodezja i kartografia, medycyna, komunikacja,
wojskowość, astronomia i astrofizyka, metrologia. W związku z tym zapotrze-
bowaniem na polskim rynku pojawiło się kilka znakomitych pozycji książko-
wych poświęconych podstawom teoretycznym komputerowej analizy przetwa-
rzania oraz rozpoznawaniu obrazów mogących mieć zastosowanie we
wspomnianych dziedzinach (np.: [20], [26], [29], [39], [46], [47], [48], [49]).
Z kolei analizę i przetwarzanie obrazów biomedycznych, ściśle związane z ni-
niejszą pracą, przedstawiono obszernie w [56].
Autorzy mają nadzieję, że niniejsza monografia będzie szczególnie po-
mocna biologom, utwierdzając ich w przekonaniu, że wiele pracochłonnych
pomiarów może za nich wykonać profilowany program komputerowej analizy
obrazu, pozostawiając im tylko interpretację uzyskanych wyników. Algorytmy
analizy i przetwarzania obrazów wykorzystane w tej grupie badań owocują nie
tylko ilościowymi wynikami, lecz także pełną automatyką pomiarów, co
znacznie przyspiesza proces badań, jak też czyni je powtarzalnymi.
Celem niniejszej monografii są:
• opracowanie metody automatycznego wyznaczania kąta nachylenia mikrotu-
bul,
• opracowanie metody przestrzennej rekonstrukcji mikrotubul,
• opracowanie metody wyznaczania przestrzennego rozłożenia protofilamen-
tów w poprzecznym obrazie mikrotubuli.
W rozdziale drugim omówiono podstawowe własności mikrotubul jako
obiektów wydłużonych, przedstawiono też literaturę dotyczącą analizy i przetwa-
rzania obiektów wydłużonych. W trzecim rozdziale monografii zaprezentowano
akwizycję i wstępne przetwarzanie obrazów mikrotubul. Pokazano różne typy
mikrotubul (obiektów wydłużonych) oraz zaproponowano ich geometryczne
przybliżenie w postaci 1-globalnego i 2-globalnego przybliżenia oraz przybliże-
nia lokalnego. Zaproponowano trzy autorskie algorytmy do pomiaru kąta nachy-
lenia mikrotubul jako obiektów wydłużonych, omawiając ich zasadę działania
i ukazując podstawowe matematyczne zależności. Tematem czwartego rozdziału
jest metodyka pomiaru własności metrologicznych opracowanych algorytmów.
Zbadano, jak na dokładność pomiaru kąta nachylenia mikrotubul, z uwzględnie-
niem ich pól powierzchni, wpływa wybór odpowiedniej implementacji algoryt-
mu, a w szczególności: rozmiar stosowanej maski, zmiana progu, wpływ liczby
obiektów na obrazie, wpływ nachylenia obiektów na obrazie, wpływ wielkości
kroku działania algorytmu. W rozdziale piątym omówiono automatyczną metodę
pomiaru kąta nachylenia mikrotubul. Uzyskane wyniki umożliwiły wyznaczenie
histogramu kąta nachylenia mikrotubul, z uwzględnieniem ich pól powierzchni.
Dodatkowo omówiono użycie zaproponowanego algorytmu w analizie zmienno-
ści kąta nachylenia mikrotubul jako pewnego rodzaju trendu w komórce. Analiza
tego typu będzie przeprowadzana w zadeklarowanym obszarze, pozwalając na
uzyskanie wskaźników globalnych kąta nachylenia. W rozdziale szóstym poka-
zano możliwość przestrzennej trójwymiarowej rekonstrukcji mikrotubul na pod-
stawie sekwencji obrazów uzyskiwanych z mikroskopu fluoroscencyjnego, z wy-
korzystaniem możliwości zmiany głębi ostrości. W rozdziale siódmym
przedstawiono nowe podejście do zagadnienia pola kierunku. Podano nowe moż-
liwości zastosowania teorii pola kierunku do analizy obiektów cylindrycznych.
W ostatnim, ósmym rozdziale dokonano analizy okresowości protofilamentów
występujących w poprzecznym obrazie mikrotubul. Pokazano różne możliwe po-
dejścia do tego zagadnienia. Zaprezentowano otrzymane wyniki, które pozwoliły
na obliczenie liczby protofilamentów w mikrotubuli.
Implementację opisywanych w pracy algorytmów prowadzono w programie
Matlab w pakiecie Image Processing. Informacje o programie Matlab można
znaleźć między innymi w pracach [13], [44], [45], [48], [49].
Autorzy bardzo dziękują Panom prof. dr. hab. Zbigniewowi Hejnowiczowi
oraz dr. hab. Jerzemu Nakielskiemu z Katedry Biofizyki i Biologii Wydziału
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Biologii i Ochrony Środowiska Uniwersytetu Śląskiego w Katowicach za udo-
stępnienie obrazów mikrotubul oraz cenną dyskusję w czasie powstawania ni-
niejszej monografii.
Autorzy pragną też podziękować Pani prof. dr hab. Marii Kwiatkowskiej
z Katedry Cytofizjologii Wydziału Biologii i Ochrony Środowiska Uniwersytetu
Łódzkiego za udostępnienie obrazów protofilamentów wykorzystanych w roz-
dziale ósmym książki.
1. Wprowadzenie 11
2. OBRAZY MIKROTUBUL
Na rys. 2.1 pokazano przykładowe obrazy mikrotubul, jakie biolog uzyskuje
w mikroskopie. Są to dwa obrazy: pierwszy — ilustrujący ułożenie mikrotubul
w komórkach, oraz drugi — będący poprzecznym obrazem mikrotubuli, na któ-
rym widać ułożenie protofilamentów.
Rys. 2.1. Obraz mikrotubul i obraz protofilamentów
Na tych obrazach będą prezentowane własności algorytmów opracowanych
w niniejszej monografii.
2.1. Mikrotubula — podstawowe dane biologiczne
Mikrotubule są istotnymi składnikami cytoszkieletu komórek eukariotycz-
nych [10], [21], które wraz z mikrofilamentami aktynowymi wpływają na prze-
obraz mikrotubul obraz protofilamentów
strzenną organizację cytoplazmy i zachodzące w niej zmiany. Mikrotubule
spełniają wiele różnorodnych funkcji, między innymi współtworzą geometrię
komórek, ułatwiają transport makromolekuł w obrębie cytoplazmy, a jako
strukturalny element wrzeciona podziałowego są odpowiedzialne za segregację
materiału genetycznego przekazywanego komórkom potomnym. Pod względem
budowy przypominają cienkie rurki grubości ok. 25 nm i długości 10—25 µm,
składające się najczęściej z 13 przylegających do siebie, równolegle ułożonych
i nieco spiralnie skręconych protofilamentów (polimerów białka — tubuliny).
Dzięki tym strukturom komórki mają różne — czasem zmienne — kształty
(ruch ameboidalny), także dzięki nim organelle komórkowe mogą ulegać prze-
mieszczeniu. Jako wydłużone pasemka mające charakterystyczną orientację
w przestrzeni, w obrazach analizowanych w pracy są ułożone zazwyczaj sko-
śnie w stosunku do długiej osi komórki [9], [10], [11]. Zmiana orientacji mi-
krotubul w zależności od naprężeń jest przedmiotem badań specjalistów z za-
kresu biologii komórki — w tym przypadku mierzy się ich kąt nachylenia
w stosunku do osi komórki.
W ostatnich latach szczególnie intensywnie bada się mikrotubule tzw. korty-
kalne, zlokalizowane w przyściennym pokładzie cytoplazmy, mające wpływ na
ułożenie mikrofibryli celulozowych w ścianie komórkowej, a tym samym na
kierunki wzrostu komórki [10], [21]. Ich orientacja ulega ciekawym zmianom
zarówno pod wpływem czynników wewnętrznych, jak i zewnętrznych (grawita-
cja, światło, hormony, naprężenia mechaniczne, pole elektryczne). Aby te zmia-
ny ocenić, zazwyczaj mierzy się kąt nachylenia mikrotubul w stosunku do osi
komórki.
Na polskim rynku jest znakomita monografia [10], w której wszechstronnie
i wnikliwie przedstawiono budowę oraz podstawowe własności różnego typu
mikrotubul. Brakuje natomiast publikacji, w których korzystając z narzędzi ana-
lizy i przetwarzania obrazów, można by wyznaczyć automatycznie kąty nachy-
lenia poszczególnych mikrotubul, czy też ich orientację. Zagadnienie to jest
szczególnie istotne, ponieważ biolodzy otrzymują dziesiątki, a nawet setki mi-
kroskopowych obrazów mikrotubul i chcieliby przeprowadzić badania staty-
styczne rozkładu kątów nachylenia. Niestety, ręczna metoda jest bardzo praco-
chłonna i wrażliwa na doświadczenie badacza oraz bardzo rzadko powtarzalna.
Analizy statystyczne w tym przypadku pozwalają co prawda na otrzymywanie
jednoznacznych wyników, jednak niejednokrotnie niezbędna jest analiza zmian
kąta nachylenia mikrotubul.
Na rys. 2.2 pokazano fragment pojedynczej komórki z widocznymi mikrotu-
bulami. Mikrotubule na tych obrazach są to cienkie jasne linie o różnych
kształtach i różnych wzajemnych położeniach, w których wyraźnie widoczne są
globalne tendencje nachylenia.
Niestety, jak się okaże dalej, analiza tego typu obrazów, na których widoczna
jest nierównomierność oświetlenia oraz liczne artefakty, nie należy do łatwych.
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2.2. Algorytmy analizy obiektów wydłużonych
Znane z literatury metody, przeznaczone do analizy obiektów wydłużonych,
można podzielić na dwie klasy:
• metody pośrednie, czyli takie, w których kąt nachylenia obiektów wydłu-
żonych jest pozyskiwany jako proces wtórny na podstawie innych informacji,
np. analizy konturu czy szkieletu obiektu;
• metody bezpośrednie, czyli takie, w których metodyka przyjęta w algorytmie
pozwala na bezpośrednie pozyskanie kąta nachylenia.
Do metod pośrednich należą:
• metody morfologiczne w ujęciu globalnym [35],
• metody wykorzystujące sieci neuronowe [42],
• metody opierające się na wyznaczaniu konturów, np. wykorzystujące trans-
formatę Hougha [7], [12], [15] i lokalne gradienty [23], [34],
• metody analizy tekstur [27],
• metody analizy falek [19] czy beamlets [4], [5], [6],
• metody hybrydowe powstałe z połączenia wspomnianych wcześniej metod
[43], [51], [53],
• inne metody [31], [38], [41], [55], [57].
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Rys. 2.2. Fragment pojedynczej komórki z widocznymi mikrotubulami
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Do metod bezpośrednich należą:
• metody morfologiczne w ujęciu lokalnym [16], [17],
• metody oparte na splocie (korelacji wzajemnej) [39].
Na rysunku 2.3 zestawiono metody analizy obiektów wydłużonych z po-
działem na metody pośrednie i metody bezpośrednie.
Na szczególną uwagę zasługują metody splotu, korelacji oraz metody prze-
kształceń morfologicznych, które będą wykorzystywane w niniejszej pracy. Opi-
sywane algorytmy stanowią modyfikacje znanych z licznych (wspomnianych
wcześniej) pozycji literatury algorytmów. Modyfikacje te dotyczą profilowania
dostępnych metod do analizy kąta i zmian kąta nachylenia mikrotubul jako
obiektów wydłużonych.
Rys. 2.3. Podział metod analizy obiektów wydłużonych
Wymienione metody dają zadowalające rezultaty w wybranych, ściśle okre-
ślonych zastosowaniach [4], [7], [28], [30], [49], [50].
Ważnym elementem analizy obrazów jest proces segmentacji. W segmenta-
cji obiektów wydłużonych zazwyczaj korzysta się z algorytmów opartych na
wykrywaniu krawędzi [2], [38], [41], a następnie na transformacie Hougha
(TH) [12], [53]. Wadą metody segmentacji opartej na transformacie Hougha jest
konieczność ustalania stałych wartości sigmy oraz progów dla detekcji krawędzi
metodą Canny’ego [2]. W pracy [43] pokazano bowiem możliwość zastąpienia
transformaty Hougha metodą przybliżania prostych, wykorzystującą zmodyfiko-
waną postać zależności najmniejszych kwadratów. Modyfikacje TH do detekcji
linii za pomocą beamlets przedstawiono w pracach [4], [51], natomiast detekcję
za pomocą random line omówiono w pracach [3], [6]. Metodę analizy gradien-
tów występujących w detekcji obiektów zanalizowano w opracowaniu [32],
a metodę log-Hough transform przedstawiono w publikacjach [33] i [36]. Sto-
sunkowo ciekawa metoda detekcji linii wykorzystująca lokalne rozkłady pikseli
została zaprezentowana w pozycjach [22] oraz [24]. Pomimo że algorytmów
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z użyciem TH jest stosunkowo dużo, to analiza obiektów wydłużonych została
przedstawiona w nielicznych publikacjach, między innymi w pracach [36]
i [37]. Inną grupę metod związaną z segmentacją tekstur obiektów biologicz-
nych i medycznych pokazano przykładowo w opracowaniu [33].
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3. ALGORYTMY DO POMIARU
KĄTA NACHYLENIA MIKROTUBUL
3.1. Mikrotubule i ich geometryczne przybliżenie
Na rys. 3.1 zaprezentowano graficzną (schematyczną) ilustrację mikrotubul
z rys. 2.2. Schematyczne rozmieszczenie mikrotubul w pojedynczej komórce po-
kazano na rys. 3.1 a. Kąt Φ jest to kąt charakteryzujący nachylenie głównej osi
komórki na obrazie mikroskopowym. Na rys. 3.1 b z kolei pokazano graficznie
dwie charakterystyczne mikrotubule oraz schematyczne linie, które odzwiercie-
dlają ich kształt. Chcąc określić zgodnie z celem pracy kąty nachylenia poszcze-
gólnych mikrotubul, na rys. 3.1 c, d, i e przedstawiono możliwe sposoby przy-
bliżenia mikrotubul liniami prostymi. I tak, na rys. 3.1 c podano najprostszy
sposób przybliżenia mikrotubuli jedną linią prostą. Ten sposób przybliżenia mi-
krotubuli dalej będziemy nazywać przybliżeniem 1-globalnym. Na rys. 3.1 d, e
pokazano mikrotubule, które są przybliżone odpowiednio dwiema i trzema linia-
mi. Ten sposób przybliżenia mikrotubuli będziemy nazywać odpowiednio przy-
bliżeniem 2-globalnym i przybliżeniem 3-globalnym. W ogólnym przypadku,
jeśli do przybliżenia mikrotubuli wykorzystamy k linii prostych, ten rodzaj
aproksymacji mikrotubul będziemy nazywać przybliżeniem k-globalnym. Jak
łatwo zauważyć, wzrost liczby k powoduje, że mikrotubule są coraz dokładniej
przybliżane. Jeśli liczba aproksymujących linii k jest k >> 1, to każda taka linia
staje się styczną do mikrotubuli w danym punkcie — w danym pikselu mikrotu-
buli. Te styczne charakteryzują lokalne nachylenie, dalej nazywane lokalnym
przybliżeniem. Zbiór tych stycznych tworzy pole kierunku, zwane również polem
nachylenia, charakteryzujące dany piksel mikrotubuli, co pokazano na rys. 3.1 f.
Oczywiście, nachylenie stycznej (pola kierunku) dla danego piksela jest funkcją
tego piksela i jego otoczenia (zależność kontekstowa). Jak wynika z przedstawio-
nych rozważań, każdy piksel mikrotubuli można scharakteryzować nie tylko
współrzędnymi jego położenia (m, n), lecz także kątem  pola nachylenia.
2 Automatyczne...
W niniejszej pracy wprowadza się trzy pojęcia związane z graficznym przy-
bliżeniem mikrotubul. Są to:
• 1-globalne przybliżenie mikrotubuli lub 1-globalne pole kierunku mikro-
tubuli; jest to przybliżenie mikrotubuli jedną linią prostą, tak jak pokazano to
na rys. 3.1 c,
• k-globalne przybliżenie mikrotubuli lub k-globalne pole kierunku mikrotubu-
li; jest to przybliżenie mikrotubuli k liniami prostymi, jak pokazano na
rys. 3.1 d dla k = 2 liniom oraz na rys. 3.1 e dla k = 3 liniom,
• lokalne przybliżenie mikrotubuli lub lokalne pole kierunku mikrotubuli,
przez które należy rozumieć przybliżenie mikrotubuli w otoczeniu danego
piksela — rys. 3.1 f.
Rys. 3.1. Graficzna ilustracja kolejnych etapów opisu mikrotubul za pomocą pola kierunku
(nachylenia)
a) graficzna ilustracja ułożenia mikrotubul w komórce, gdzie: Φ jest kątem nachylenia linii aproksymującej daną komórkę,
b) graficzna ilustracja pojedynczej mikrotubuli oraz jej przybliżenie linią odzwierciedlającą kształt mikrotubuli, c) przybliże-
nie mikrotubuli jedną linią prostą, d) przybliżenie mikrotubuli dwoma liniami prostymi, e) przybliżenie mikrotubuli trzema li-
niami prostymi, f) lokalne przybliżenie mikrotubuli, lokalne pole nachylenia
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a) b)
c) d)
e) f)
Pola kierunku: 1-globalne, 2-globalne i lokalne są kolejnymi stopniami przy-
bliżenia mikrotubul. W zależności zatem od szczegółowości podejścia będziemy
rozważać 1-globalne lub 2-globalne pole nachylenia, charakteryzujące mikrotu-
bule jako całość (rys. 3.1 c i rys. 3.1 d) w obrazie lub o lokalnym polu nachyle-
nia charakteryzującym kształt pojedynczej mikrotubuli, co ilustruje rys. 3.1 f.
Na rys. 3.1 pokazano graficzną ilustrację kolejnych etapów przybliżenia mi-
krotubul. Rysunek 3.2 natomiast przedstawia przestrzenne modele mikrotubul,
które ilustrują kolejne przybliżenia wykorzystywane do pomiaru kąta nachyle-
nia.
Rys. 3.2. Ilustracja kątów charakteryzujących nachylenie mikrotubul
W celu wykrycia kąta nachylenia komórki prezentowane podejście zostanie
rozszerzone jako globalna analiza obrazu. W podrozdziale 3.4 jest przedstawio-
na analiza globalna związana z pomiarem stopnia nachylenia komórek wzglę-
dem macierzy obrazu oraz analiza uzyskanych histogramów nachylenia mikro-
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2*
przybliżenie 1-globalne przybliżenie 2-globalne
przybliżenie lokalne
tubul. Ze względu na konieczność wyróżnienia poszczególnych podejść, jak też
metodykę wyznaczania kątów przyjęto następujące oznaczenia kątów:
 — kąt nachylenia mikrotubuli w podejściu lokalnym (kąt nachylenia stycznej
w danym punkcie mikrotubuli — rys. 3.1 i rys. 3.2),
 — kąt nachylenia mikrotubuli w podejściu globalnym (kąt nachylenia prostej
przybliżającej kąt nachylenia całej mikrotubuli — rys. 3.1),
 — kąt orientacji maski (rys. 3.1).
Rys. 3.3. Schemat poglądowy podziału metod pomiaru kąta nachylenia mikrotubul na 1-, 2-glo-
balne i 3-lokalne oraz kąta nachylenia komórki
Na schemacie pokazanym na rys. 3.3, a także w dalszych rozdziałach warto-
ści kąta najlepiej spełniające dane kryterium oznaczano konsekwentnie „*”.
Schemat blokowy ogólnego algorytmu pozwalającego wykonać wstępną
analizę i rozpoznawanie mikrotubul na obrazie uzyskanym z mikroskopu przed-
stawiono na rys. 3.4.
Znane metody przetwarzania obrazów pozwalają na dość wszechstronną in-
terpretację poszczególnych bloków algorytmu (rys. 3.4). Z tego powodu, a tak-
że na potrzeby późniejszej optymalizacji, wstępnie przedstawiono ideę oraz
metodykę pomiaru stopnia nachylenia mikrotubul (podrozdział 3.3), w kolej-
nych zaś podrozdziałach rozszerzono opisywane podejście na dwa docelowe
algorytmy.
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Rys. 3.4. Schemat blokowy wstępnej analizy i rozpoznawania mikrotubul
3.2. Wstępne przetwarzanie obrazu
Szerokość mikrotubuli jest rzędu kilku nanometrów [10], co w typowym
powiększeniu mikroskopu 4000 razy oraz przy typowej rozdzielczości obrazu
2048 × 1536 średnio daje 10 pikseli/nm.
Wstępne przetwarzanie obrazu LRGB dotyczące wszystkich trzech podejść
(rys. 3.4) jest związane z zastosowaniem filtru medianowego z kwadratową
maską h o rozdzielczości Mh × Nh = 7 × 7, dzięki czemu usunięte zostają drobne
szumy, pozostawiając treść mikrotubul. Dobór rozmiaru maski przyjęto arbitral-
nie na podstawie analizy jakości filtracji innymi typami filtrów, a także dla in-
nych rozmiarów masek filtru medianowego kilkunastu obrazów, biorąc pod
uwagę jednocześnie powiększenie mikroskopu i rozmiary mikrotubul.
Drugim etapem wstępnego przetwarzania obrazu jest konwersja z obrazu ko-
lorowego LRGB do obrazu w poziomach szarości LGRAY, np. z wykorzystaniem
następującej zależności [39]:
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zatem:
LGRAY(m, n) = (3.2)
= 0,2989 · LRGB(m, n, 1) + 0,587 · LRGB(m, n, 2) + 0,114 · LRGB(m, n, 3),
gdzie:
LGRAY(m, n) — obraz monochromatyczny,
LRGB(m, n) — obraz kolorowy RGB,
LRGB(m, n, 1) — składowa R obrazu kolorowego RGB,
LRGB(m, n, 2) — składowa G obrazu kolorowego RGB,
LRGB(m, n, 3) — składowa B obrazu kolorowego RGB,
LHSV(m, n) — obraz kolorowy HSV.
Monochromatyczny obraz LGRAY(m, n) został zatem utworzony w wyniku
eliminacji barwy i nasycenia, z zachowaniem luminancji (metod konwersji obra-
zu LRGB(m, n) do LGRAY(m, n)). Powstały w ten sposób obraz LGRAY(m, n) stano-
wi podstawę opisywanych kolejno algorytmów.
3.3. Idea oraz algorytm pomiaru stopnia nachylenia mikrotubul
Pierwsze intuicyjne podejście do analizy kąta nachylenia mikrotubul opiera
się na pomiarze kąta nachylenia mikrotubul, a następnie analizowaniu lokalnie
ich fragmentów (obszarów obrazu). Do tego typu analizy należy utworzyć ob-
raz binarny wydzielonych obiektów, mikrotubul od tła oraz zastosować podej-
ście globalne do analizy sekwencji lokalnych kątów nachylenia dla pojedynczej
mikrotubuli.
Na podstawie analizy obrazu LGRAY(m, n) oraz wymienionych przesłanek
biologicznych dotyczących rozmiarów mikrotubul przyjęto hipotezę, że mikrotu-
bule charakteryzuje ciągłość, możliwość krzyżowania się z innymi mikrotubula-
mi oraz stosunkowo duży kontrast z tłem, zwłaszcza na krawędziach. Cechy te
wykorzystano do detekcji mikrotubul, analizując krawędzie oraz ich położenie
względem osi symetrii (rys. 3.5).
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LGRAY(m, n) = LHSV(m, n, 1)
LHSV(m, n, 2)
LHSV(m, n, 3)
LRGB(m, n, 1)
LRGB(m, n, 2)
LRGB(m, n, 3)
(3.1)
Analiza w przyjętym algorytmie, na podstawie wspomnianych przesłanek,
dotyczy wyznaczania w stosunku do punktu LGRAY(m, n) (rys. 3.5) punktów
LGRAY(m1, n1) i LGRAY(m2, n2) dla kolejnych kątów  takich, których suma war-
tości będzie znacznie odbiegała od wartości (poziomu nasycenia) piksela
LGRAY(m, n). Wartość kąta , dla którego zostanie najlepiej spełniona powyższa
zależność *, będzie zapamiętywana jako wartość piksela obrazu wyjściowe-
go L
á*
(m, n). Poziomy nasycenia LGRAY(m1, n1) i LGRAY(m2, n2) są funkcją
aktualnie analizowanego piksela LGRAY(m, n) dla danego kąta , w związku
z czym czasem zamiennie stosuje się zapis LGRAY(m1(m, ), n1(m, ))
i LGRAY(m2(m, ), n2(m, )) (w stosunku do LGRAY(m1, n1) i LGRAY(m2, n2)). Od-
ległość między wierszami i kolumnami m1, m2 oraz n1, n2 zależy od wartości
amplitudy Am (rys. 3.5) oraz od kąta , tj.:
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Na podstawie par współrzędnych m1, m2 oraz n1, n2 dla kątów  z przedziału
0—180° obliczono sumę, LSGRAY(m1, m2, n1, n2), w postaci:
(3.4)
LSGRAY     m m n n1 2 1 2, ,, , ,  =
= LGRAY     m m n n1 1, , ,  + LGRAY     m m n n2 2, , ,  .
Istotne z punktu widzenia zaproponowanego algorytmu są te pary pikseli
dla zadanego kąta , których suma jest minimalna. Oznacza to, że są to piksele
tworzące tło ułożone prostopadle do osi głównej mikrotubuli. Kąt ten, dla które-
go wyliczono minimum różnicy LSGRAY(m1,2 (m, *), n1,2 (n, *)), oznaczono da-
lej jako *, zatem:
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Rys. 3.5. Schemat poglądowy działania
algorytmu
(3.5)
LSGRAY     m m n m1 2 1 2, * , *, , ,  =
=
 
 min
, 0 180
LSGRAY     m m n n1 2 1 2, ,, , , 
Ostatnim istotnym elementem jest przyjęcie progu pr takiego, dla którego
piksele spełniające zależność:
(3.6)
* dla
 L m n
 *
, =





0 dla pozostałych
Piksele spełniające równanie (3.6) będą uznawane za tworzące mikrotubule.
Próg ten ustalano arbitralnie na poziomie 0,1—0,9, określa on bowiem poziom
odcięcia analizowanych wartości kątowych. W praktyce okazało się, że opisane
kryteria nie są wystarczające, w związku z czym dodano konieczność współist-
nienia minimalnego (poniżej ustalonego progu) gradientu w analizowanym
punkcie o współrzędnych (m, n), tj.:
(3.7)
* dla
 L m n
 *
, =






0 dla pozostałych (m, n)
W zależności (3.7) LGBIN (m, n) jest obrazem binarnym zawierającym warto-
ści równe 1 przy spełnionym warunku minimum gradientu oraz równe 0
w przeciwnym przypadku.
Obraz LGBIN (m, n) wyliczono, korzystając z zależności opartej na jądrze
przekształcenia Gaussa [29], [39], tj.:
(3.8)G(u1(mh, nh, ), 1) =
1
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(LGRAY m n, 
 LGRAY     m m n n1 1, , ,* *  ) pr 
(LGRAY m n, 
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 pr
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(LGRAY m n, 
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 pr 
LGBIN m n, = 1
gdzie:
(3.10)
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gdzie:
mh, nh — są położeniem pikseli w masce h filtru Gaussa o rozmiarze Mh × Nh; rozdziel-
czość maski h,
 — kąt orientacji maski h,
 — odchylenie standardowe średniej.
Na tej podstawie obliczono wartości w masce h, używanej dalej do filtracji
obrazu, zgodnie z wyrażeniem:
(3.11) h m nh h, , , ,  1 2 =      G u m n G u m nh h h h1 1 2 2, , , ' , , ,    .
Po normalizacji otrzymujemy:
(3.12) h m nN h h, , ,  1 2 =
 
 
h m n
h m n
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Na przykład dla Mh × Nh = 3 × 3 oraz  = 0° i  = 90°:
Obrazy LGX(m, n) i LGY(m, n) zatem, będące wynikiem splotu z maskami hx
i hy z uprzywilejowującymi kierunki odpowiednio:  = 0° oraz  = 90°, dla
przyjętej wartości odchylenia standardowego  = 1 = 2 = 1, wynoszą:
(3.13)
LGX m n, = L
m M
M
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h h
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(3.14)
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Macierz gradientu LGXY(m, n) w obu kierunkach wyznaczono zgodnie z za-
leżnością:
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Rys. 3.6. Maska hx filtru dla osi ox
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Rys. 3.7. Maska hy filtru dla osi oy
0.325 0.536 0.325
0 0 0
— 0.325 — 0.536 — 0.325
(3.15)LGXY m n, =    L m n L m n, ,
2 2
 .GX GY
A więc przyjmując próg pxy:
(3.16)
pxy =  
!
"
#
#
$
%
&
&+max (LGXY(m, n)) – min. (LGXY(m, n))
m, n  LGXY m, n  LGXY
+ min. (LGX(m, n)),
m, n  LGX
dla  zmienianego w zakresie:
(3.17)   0 1, ,
otrzymujemy LGBIN(m, n), który jest ostatnim składnikiem warunku (3.7), czyli
0 dla LGXY m n pxy,  ,
(3.18)LGBIN m n, =


1 dla LGXY m n pxy, ' .
Powstałe obrazy LGBIN oraz LGXY zilustrowano na rys. 3.8 i 3.9.
Zależność (3.7) można zapisać też dla wyjściowego obrazu binarnego:
(3.19)
1 dla
LBIN m n, =






0 dla pozostałych (m, n)
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Rys. 3.8. Obraz LGIN(m, n),  = 0,3 Rys. 3.9. Obraz 1 – LGXY(m, n)
(LGRAY m n, 
 LGRAY     m m n n1 1, , ,* *  ) pr 
(LGRAY m n, 
 LGRAY     m m n n2 2, , ,* *  ) pr 
LGBIN m n, = 1
Otrzymane rezultaty, czyli obraz LBIN oraz L * ,  pokazano na rys. 3.10,
a wycinek L
 *
(162 : 170, 160 : 168) obrazu L
 *
przedstawiono na rys. 3.11.
Niestety, wynikowy obraz, którego fragment przedstawiono na rys. 3.11, wy-
maga dalszej obróbki ujednolicającej wartości kątowe zapisane dla każdego
z pikseli w obrębie jednej mikrotubuli.
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Rys. 3.10. Suma obrazów: LGRAY(m, n)
oraz LBIN(m, n) odpowiednio w propor-
cjach 70% i 30%
Rys. 3.11. Obraz L
 *
(162 : 170, 160 : 168)
Wartości pikseli podano w skali kątowej
Rozmieszczenie oraz przyjmowane wartości w obrazie L
 *
(m, n) nasuwają
wiele możliwości ukierunkowania dalszej obróbki, co ilustruje rys. 3.12.
Jedną z nich jest globalna analiza w założonym z góry oknie obszaru oraz
przyjęcie miary kątowej nachylenia będącej wynikiem transformaty Radona.
Rys. 3.13. Schemat poglądowy metody pomiaru kątów oraz rozmieszczenia
układów współrzędnych
Stosowana dalej transformata Radona opiera się na transformacji układu
współrzędnych (m, n) w (m’, n’), widocznych na rys. 3.13.
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Rys. 3.12. Obraz L
 *
(162 : 170, 160 : 168)
Wartości pikseli podano w skali kątowej w sztucznej palecie barw
Analizę przeprowadzono dla kolejnych fragmentów obrazu LSBIN(m, n) (obraz
LBIN). Pod uwagę wzięto kolejne fragmenty o rozdzielczości Mw × Nw co piksel
dla każdego z wierszy m i każdej kolumny n, zgodnie z zależnością (3.18), tj.:
(3.20)LSBINW m n, = LSBIN m
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Mw i Nw są to rozdzielczości wycinka, którego środek pokrywa się ze środ-
kiem układu współrzędnych w punkcie (m, n).
(3.21)
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Poszukiwany kąt nachylenia wycinka obrazu LSBINW dla Mw = Nw obliczono
z zależności:
(3.22) R nw * *, ' = max   R nw, ' ,
 n N Nw w w' / , / 
  1 2 1 2
gdzie:
(3.23)
 R nw, ' =
= L
m M
M
w w
w
' /
/
 


1 2
1 2
SBINW         m n m nw w w w' sin ' cos , ' cos ' sin    
     .
Zmodyfikowana wartość kąta nachylenia zatem wynosi:
(3.24)dla LSBIN  1, L m n
*
, =
  * ,m n
255



dla LSBIN ( 1.
Wartość 255 dla wycinków obrazu LSBIN nie spełniających warunku (3.24)
wynika z konieczności odróżnienia pikseli z wartościami kąta w przedziale
0—180° spełniających warunek.
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Rys. 3.14. Obraz L
*
(m, n) (162 : 170, 160 : 168)
Wartości pikseli podano w skali kątowej w sztucznej palecie barw
Obraz wynikowy L
*
(m, n) przedstawiono na rys. 3.14, a wybrany powięk-
szony fragment pokazano na rys. 3.15.
Analiza poszczególnych obiektów umożliwiła obliczenie wartości mediany
kąta określającego obiekt. Z uwagi na ten fakt może dojść do podziału obiek-
tów na mniejsze, jeśli zawierają wartości kątów znacznie różniące się od siebie,
np.:
(3.25)
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(3.26)
LG*  m n, = max   L m n m nW W W * , , , 

m n Lw w W, * 

 min.   L m n m nW W W * , , , .
m n Lw w W, * 
30 3. Algorytmy do pomiaru kąta nachylenia mikrotubul
Rys. 3.15. Obraz L
 *
(m, n) (162 : 170, 160 : 168)
Wartości pikseli podano w odpowiednich komórkach
Wówczas:
(3.27)
L
 * *
 m n, =
med.   L m n m nW W W * , , , , gdy LG   * , , ,m n m nW W ) prr ,m n LW W W, * =




 gdy LG  
 *
, , ,m n m nW W * prr ,
gdzie:
med. — mediana.
Jeśli zatem wartość różnicy w kącie * jest niższa niż z góry ustalony próg
prr w wycinku obrazu L W * (m, n), to piksel obrazu L * * (m, n) przyjmuje wartość
mediany analizowanego wycinka. Wyjściowy obraz L
 * *
(m, n) oraz uzyskany
histogram ilustruje rys. 3.16, 3.17, 3.18 i 3.19.
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Rys. 3.16. Obraz L
 * *
z paletą barw obrazującą
wartości kątowe
Rys. 3.17. Obraz wejściowy LGRAY z nanie-
sionymi prostymi przybliżającymi położenie
mikrotubul
Rys. 3.18. Fragment obrazu z rys. 3.17 Rys. 3.19. Histogram kołowy stopni nachyle-
nia mikrotubul
Uzyskiwane z zależności (3.27) kąty * * dla kolejnych pikseli obrazu zo-
stały przybliżone linią prostą, z wykorzystaniem transformaty Radona, opisywa-
nej wcześniej ((3.21), (3.22) i (3.23)).
Kąt nachylenia mikrotubul dalej będzie oznaczany jako  * (k) dla k mikro-
tubul. Mając na uwadze „ciągłość” histogramu kąta nachylenia mikrotubul
(przejście miedzy 0° a 180°), wykreślono histogram w sposób przedstawiony na
rys. 3.19. W praktyce stosuje się względny rozkład częstości określany jako od-
setek całkowitej liczby pomiarów (mikrotubul) należący do danej kategorii (da-
nego kąta nachylenia).
3.4. Optymalizacja algorytmu
Jeśli w praktyce zachodzi konieczność optymalizacji zarówno czasu pracy
samego algorytmu, jak i minimalizacji stopnia skomplikowania, niezbędne jest
wyeliminowanie i opuszczenie wybranych fragmentów algorytmu prezentowa-
nego wcześniej.
Skrócenie czasu pracy bywa zazwyczaj obarczone zmniejszeniem dokładno-
ści. Jednak w tym przypadku zwrócono też uwagę na minimalizację ilości im-
plementowanych zależności.
Początek uproszczonego algorytmu swoją funkcjonalnością jest zbliżony do
klasycznego, opisywanego w poprzednim podrozdziale. Po filtracji filtrem me-
dianowym o rozmiarze 9 × 9 następuje proces iteracyjny pozwalający obliczyć
splot dla kątów  z przedziału 0—179°, wykorzystujący maskę splotu o roz-
dzielczości Mh × Nh:
(3.28)   h m h ma mi ma mi mi, , , , *        
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gdzie:
  mi ma, — wartości maksymalne i minimalne maski h.
Dla  mi = –2 i  ma = 4,  = 1 oraz  = 0° otrzymano następujące wartości
w masce, przedstawione na rys. 3.20, dla rozdzielczości 29 × 19.
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Rys. 3.20. Maska h otrzymana dla  mi = –2 i  ma = 4,  = 1 oraz  = 0°
Kolejnym etapem działania algorytmu było wykonywanie sekwencyjnie
splotu z maską h dla kątów  z przedziału 0—179° co 1°.
(3.29)
LGRAY_h m n, ,  =
= L
n N
N
m M
M
h h
h
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GRAY    m m n n h mh h y h ma mi  , , , , ,    ,
(3.30) L m nma , = max   L m n, ,  .GRAY_h
+ (0,179)
Wynikowy obraz Lma(m, n) pokazano na rys. 3.21.
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3 Automatyczne...
Rys. 3.21. Obraz Lma(m, n)
Kolejne etapy działania algorytmu są identyczne z podejściem klasycznym
(zależności (3.25)—(3.27)). Obraz L
 *
jest obrazem o rozdzielności obrazu Lma
z wartościami kąta , dla którego osiągnięto maksimum (zależność (3.30)).
Zarówno dokładność, jak i wrażliwość algorytmu w podejściu klasycznym
i uproszczonym są zbliżone, jednak w przypadku tego drugiego osiąga się
znaczne (ok. 40%) zmniejszenie czasu obliczeń. Czas obliczeń może ulec zmia-
nie zależnie od środowiska, w którym będzie implementowany algorytm. Imple-
mentacja opisanego powyżej uproszczonego algorytmu przebiegła zgodnie
z przedstawionym dalej algorytmem.
Prezentowany zmodyfikowany algorytm zawiera się w jednym bloku „algo-
rytm uproszczony” schematu przedstawionego na rys. 3.22. Jest to zmodyfiko-
wany schemat blokowy algorytmu z rys. 3.4.
Rys. 3.22. Schemat blokowy uproszczonego algorytmu pomiaru kąta orientacji mikrotubul
z uwzględnieniem kąta nachylenia komórek
Implementacja analizowanego uproszczonego algorytmu praktycznie nie na-
stręcza trudności. Jednakże konieczność optymalizacji czasowej nasuwa możli-
wość modyfikacji zaprezentowanego algorytmu o wykorzystanie erozji obrazu
w miejsce realizowanego splotu.
W uproszczeniu działanie algorytmów as (algorytm wykorzystujący splot
i ae (algorytm wykorzystujący erozję) przebiega zgodnie z przedstawionym tu
schematem blokowym algorytmu (rys. 3.23 — as i rys. 3.24 — ae).
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Filtracja filtrem
medianowym 3×3
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Algorytm
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RGB
Na wprowadzonym obrazie po filtracji filtrem medianowym o rozmiarze
9 × 9, w przypadku algorytmu as następuje proces iteracyjny obliczania splotu
dla kątów , z przedziału 0—180°, wykorzystujący maskę splotu o rozdzielczo-
ści Mh × Nh:
(3.31)
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gdzie:
 ma,  mi — wartości maksymalne i minimalne maski h,
h — odchylenie standardowe średniej maski h.
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Obrót SE
o kąt λ
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Rys. 3.23. Schemat blokowy uproszczonego
algorytmu as pomiaru kąta orientacji obiek-
tów wydłużonych
Rys. 3.24. Schemat blokowy uproszczonego
algorytmu ae pomiaru kąta orientacji obiek-
tów wydłużonych
nie dla i<180 tak nie dla i<180 tak
λ=
λ+
kr
ok
T
Kolejnym etapem działania algorytmu jest wykonywanie sekwencyjnie splo-
tu z maską h
,
(powstałą w wyniku obrotu h o kąt ,) dla kątów , z przedziału
0—180°, co krokT, np. co 1°.
(3.32)
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(3.33) L m nma , = max   L m n, , , .GRAY_h
,+ (0,180)
Utworzony na tej podstawie obraz Lma pokazano na rys. 3.27. Obraz L, ma
rozdzielność obrazu Lma, z wartościami kąta ,, dla którego osiągnięto maksi-
mum (zależność (3.30)). Uzyskane obrazy LRGB, L,, Lma oraz LGRAY pokazano
na rys. 3.25—3.28.
W przypadku algorytmu ae zarówno proces iteracyjny, jak i zależność na
obliczanie maksimum (3.33) pozostają bez zmian. Modyfikacji ulega natomiast
splot, w którego miejsce realizowana jest procedura obliczania erozji z elemen-
tem strukturalnym SE, powstałym w wyniku binaryzacji z dolnym progiem
(równym „0”) maski h (obliczonej zgodnie z (3.31)) — rys. 3.20.
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Rys. 3.25. Obraz wejściowy LRGB Rys. 3.26. Obraz L,
Weryfikacja jakości otrzymanych rezultatów oraz wrażliwość algorytmów na
zmiany wartości parametrów będą analizowane w kolejnych podrozdziałach,
wcześniej jednak należy wspomnieć o niemal intuicyjnie nasuwającym się algo-
rytmie, opierającym się na szkieletyzacji.
3.5. Zastosowanie operacji szkieletyzacji dla mikrotubul
Jedną z najprostszych metod, które intuicyjnie odpowiadają stawianemu za-
gadnieniu, jest przybliżenie mikrotubuli linią prostą — podejście 1-globalne
(rys. 3.2). W tym celu wykorzystuje sie transformatę Hougha (Radona) dla linii
prostych, również w analizie obrazu (której wyniki opisano dalej) po operacji
szkieletyzacji. Budowa omawianego typu algorytmu jest intuicyjna i w tym
miejscu nie będzie szczegółowo opisywana. Przebiega w kolejności prezentowa-
nia kolejnych obrazów:
• rys. 3.29 — obraz wejściowy LGRAY(m, n),
• rys. 3.30 — obraz po normalizacji obrazu LGRAY(m, n); normalizacja została
zrealizowana do pełnego przedziału poziomów szarości,
• rys. 3.31 — obraz binarny LBIN(m, n) powstały w wyniku binaryzacji z dol-
nym progiem obrazu LGRAY2(m, n),
• rys. 3.32 — suma logiczna obrazu konturu (kontur LBIN(m, n)) oraz obrazu
po szkieletyzacji (LBIN(m, n)).
Przedstawione wyniki mają na celu jedynie zapoznanie Czytelnika z jednym
z możliwych rozwiązań intuicyjnie (według autorów) pasującym do tego typu
zagadnienia.
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Rys. 3.27. Obraz Lma Rys. 3.28. Obraz będący wynikiem zależności:
(Lma > 20) · L,
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Jedno z podstawowych zastosowań transformaty Hougha jest związane
z wykrywaniem linii występujących na obrazie szkieletu LSKEL (rys. 3.32).
Wykrycie linii prostej sprowadza się — jak pokazano w podrozdziale wcze-
śniej — do wyznaczenia maksimum na obrazie powstałym z wyznaczenia pary
parametrów (m, ).
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Rys. 3.29. Obraz LGRAY(m, n) Rys. 3.30. Obraz LGRAY2(m, n)
Rys. 3.31. Obraz LBIN(m, n) Rys. 3.32. Fragment obrazu LSKEL(m, n) kon-
turu oraz szkieletyzacji obrazu LBIN(m, n)
Rys. 3.33. Przykładowy fragment
obrazu LSKEL(m, n)
Rys. 3.34. Obraz LRGB(m, n) z uwzględniony-
mi wyznaczonymi mikrotubulami
Dla rozdzielczości powstałego obrazu M × N wartości  ustalono z prze-
działu 0—180°. Na rys. 3.33 przedstawiono przykładowy szkielet.
Uogólniając poglądowy algorytm szkieletyzacji na cały obraz, uzyskano na-
stępujące rezultaty (rys. 3.34, 3.35):
Powstałe w ten sposób linie proste przybliżające rozkład pasm mają nachy-
lenie względem osi ox (rys. 3.36).
Przedstawiona metoda jest jednak wrażliwa na rezultaty procesu binaryzacji
(rys. 3.31), z tego powodu w dalszych rozważaniach będzie uwzględniana tylko
fundamentalnie.
3.6. Analiza kąta nachylenia komórek
Analiza kąta nachylenia mikrotubul wymaga od operatora pomiaru stopnia
ich nachylenia względem głównej osi komórki, co pokazano na rys. 3.1 a.
W praktyce najczęściej proces ten odbywa się ręcznie lub z wykorzystaniem
edytora graficznego jako pomocy podczas rysowania prostej przybliżającej po-
łożenie mikrotubuli. W poprzednich podrozdziałach opisano algorytmy umoż-
liwiające w sposób w pełni automatyczny pomiar stopnia nachylenia wszyst-
kich wydzielonych w procesie przetwarzania obrazów mikrotubul. Procedura
pomiaru zarówno ręcznego, jak i w pełni automatycznego, pozwalająca na
zwiększenie liczebności analizowanych mikrotubul, nie umożliwia w sposób
globalny analizy zmian stopnia ich nachylenia. Z tego powodu celowe staje się
stworzenie nowego algorytmu przetwarzania obrazów umożliwiającego pomiar
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Rys. 3.35. Powiększony fragment obrazu
LRGB(m, n) z uwzględnionymi wyznaczonymi
mikrotubulami
Rys. 3.36. Histogram kąta nachylenia linii
przybliżających pasmo z rys. 3.34 dla seg-
mentowanych obiektów
zmian stopnia ich nachylenia. Jedno z przykładowych rozwiązań tego typu zo-
stało przedstawione w dalszej części rozdziału. Z założenia analiza zmiany
stopnia nachylenia mikrotubul powinna przebiegać wzdłuż osi komórki.
Opisana metodyka postępowania oraz algorytm stanowią fundamentalny ele-
ment automatycznego pomiaru stopnia nachylenia mikrotubul. W praktycznym
zastosowaniu, podczas pozyskiwania obrazów z mikroskopu, otrzymuje się ob-
raz komórek umieszczonych pod różnymi osiami w stosunku do układu
współrzędnych obrazu, co ilustruje rys. 3.21. W takim przypadku niezbędne sta-
je się zaproponowanie i zbudowanie algorytmu analizującego globalne nachyle-
nie komórek w stosunku do osi obrazu.
Globalne podejście do problemu określenia stopnia nachylenia komórek su-
geruje sposób związany z analizą tekstur, który zweryfikowano, przepro-
wadzając analizę dla obszarów o rozdzielczości Mt × Nt = 5 × 5. Wyniki dla
tego typu analizy uzyskano z wykorzystaniem analogii do zależności (4.2),
(4.3) oraz:
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Czynnik po prawej stronie równania (3.34) można wyznaczyć z zależności:
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dla
m, n  M × N.
Na rys. 3.37 pokazano obraz wejściowy LGRAY(m, n), który został poddany
obróbce.
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1 dla LGRAY m m n n it t  , ,
0 dla LGRAY m m n n it t  (, ,
Na rys. 3.38 przedstawiono obraz Lt(m, n).
Następnie na podstawie zależności dla transformaty Radona, zgodnie ze
wzorem (3.22), otrzymano obraz LR(m, n = ) przedstawiony na rys. 3.39. Znak
równości n =  wynika z definicji transformaty Radona, w której poszczególne
kolumny obrazu LR zostały utworzone dla stałej wartości kąta .
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Rys. 3.37. Obraz wejściowy LGRAY(m, n)
Rys. 3.38. Obraz Lt(m, n)
Obliczenie maksimum poziomu szarości obrazu LR(m, n = ) wskazuje na
globalną orientację * komórek (zależność (3.22)). Stopień nachylenia pokaza-
no linią prostą na rys. 3.40.
Rys. 3.40. Obraz testowy z zaznaczonymi orientacjami komórek ** = 180° i ** = 41°
Otrzymano nieprawidłową orientację komórek wynikającą z maksimum
sumy uzyskanym dla kąta 41°. Prawidłowa orientacja komórek (rys. 3.40) to ok.
180°. Wartość taką uzyskano, modyfikując obraz LR(m, n) = w następujący
sposób:
(3.37)R ∆ R
LGv(m, n) =
   L m m n L m n
m
 
, ,
,
∆
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Rys. 3.39. Obraz LR(m, n)
(3.38)   G n L m ns
m
M


 , ,
1
Gv
(3.39)Gs(n* = Φ**) =  max (Gs(n)),
n(1, Nt)
gdzie:
LGv(m, n) — obraz różnicy pikseli w wierszach,
Gs(n) — suma bezwzględnych wartości wierszy macierzy LGv.
Na rysunku 3.41 przedstawiono obraz gradientu LGv(m, n = Φ) w osi oy ob-
razu LR(m, n = Φ).
Z kolei przebieg zmian sumy wartości gradientu dla poszczególnych pikseli
obrazu LR pokazano na rys. 3.42. Zgodnie z zależnością (3.39) obliczono osta-
teczną wartość kąta nachylenia komórek dla obrazu z rys. 3.40, tj. Φ** = 180°.
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Rys. 3.41. Obraz LGv(m, n = Φ)
Ogólną postać algorytmu wyznaczania kąta nachylenia komórek zaprezento-
wano na rys. 3.43.
Rys. 3.43. Schemat blokowy algorytmu wyznaczania kąta nachylenia komórek
Algorytm służy do analizy kąta nachylenia komórek widocznych w polu ob-
razu, jeśli komórki są ułożone równolegle w stosunku do siebie.
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Rys. 3.42. Przebieg funkcji Gs(n)
Zmniejszenie
rozdzielczości
Otwarcie
SE 30 × 30
Filtr medianowy
h 5 × 5
Normalizacja
do przedziału 0—255
Jednorodność
pola 5 × 5
Radon
0—180 deg
Kąt Φ* Kąt Φ**
Maksimum Maksimum
GradientNormalizacja
do przedziału 0—255
LGRAY
4. WŁASNOŚCI OPRACOWANEGO ALGORYTMU
4.1. Przybliżenie mikrotubuli prostą
Przedstawiona metodyka postępowania dowodzi poprawności podejścia
w osiągnięciu wspomnianego celu, jakim jest pomiar stopnia nachylenia mikro-
tubul w ujęciu globalnym (przybliżenie linią prostą nachylenia mikrotubuli).
Pod tym pojęciem rozumiany będzie jeden pomiar związany z jedną mikrotu-
bulą — jedna wartość kąta nachylenia. Podejście tego typu pozwala uzyskać
znamienne statystycznie pomiary jedynie w przypadku dużej liczby mikrotubul,
natomiast z punktu widzenia biologicznego istotna staje się jedna mikrotubula,
gdyż globalna analiza kąta nachylenia może być obarczona dużym błędem,
zwłaszcza jeśli jej oś główna znacznie odbiega od linii prostej.
Podejście lokalne analizy kąta nachylenia mikrotubul obejmuje pomiar stop-
nia nachylenia poszczególnych pikseli liczony jako kąt nachylenia stycznej
w danym punkcie. Wyniki analizy, kąt nachylenia są zapisywane jako wartości
pikseli obiektu z rys. 3.10, i 3.11.
Na rysunku 4.1 umieszczono wynik analizy dla jednej mikrotubuli, zgodnie
z zależnością (3.7).
Rys. 4.1. Obraz L
 *
(m, n) > 0
Rys. 4.2. Obraz L
* z rys. 4.1, z zaznaczoną linią czerwoną (*śr. = 115°), będącą wartością śred-
nią obliczonych kątów, oraz zieloną (*med. = 118°) dla wartości mediany
Do dalszych obliczeń różnic między podejściem globalnym a lokalnym (ob-
szarowym) wykorzystano mikrotubulę widoczną na rys. 4.1, uzupełniając obraz
liniami o nachyleniu będącym wartościami średnimi kątów L
 *
oraz medianą
(rys. 4.2).
Na rysunku 4.4 przedstawiono histogram podejścia lokalnego do jednej mi-
krotubuli.
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Rys. 4.3. Wybrany fragment obrazu L
 *
z rys. 4.1
Wartości pikseli podano w skali kątowej
Rys. 4.4. Histogram stopni nachylenia punktów mikrotubuli
Wartość maksymalna na histogramie dla wartości kąta * = 118°
Zmienna Pn (na rys. 4.4) oznacza procentowy udział kąta * w powierzchni
całej mikrotubuli, tj.:
(4.1)
hist
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Na rysunku 4.2 pokazano dodatkowo dwie proste nachylone pod kątem
*med. oraz *śr., tj.:
(4.4)*śr.   


1
1K
k
k
K
* ,
(4.5)*med. = med.   * ,k
k  (1, K)
po czym błąd, jaki wystąpił między kątami *med. oraz *śr. a *(k) poddano
analizie, wykorzystując następujące zależności:
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1 dla  L m n
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Błędy te, opisane zależnościami (4.6) i (4.7), wzrastają proporcjonalnie do
stopnia zakrzywienia mikrotubuli, ponieważ z założenia jest ona przybliżana
linią prostą. Można zatem przypuszczać, iż błąd będzie tym większy, im więk-
sza będzie wartość progu podziału mikrotubuli prr, zgodnie z zależnościami
(3.25), (3.26), (3.27).
Za odmienny należy uznać problem wpływu progów ustalanych arbitralnie
(pr i prr) na otrzymywane rezultaty. Istotna będzie zatem wrażliwość na fluk-
tuacje argumentów podczas rozpatrywania opisywanego algorytmu jako funk-
cji wielu zmiennych, zarówno w ujęciu lokalnym (obszarowym), jak i global-
nym, tj.:
(4.8)LI m n f,  (LGRAY m n, , pr, prr, NW, MW).
Powracając do błędów, zgodnie z wzorami (4.6), (4.7), na rys. 4.5 i 4.6 po-
kazano przebieg wartości odpowiednio: błędu 
*med., * oraz *śr., * w funkcji
doboru progu prr oraz pr dla przykładowego obrazu L*(m, n).
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Rys. 4.5. Wykres zależności 
*med., *
Na rysunkach 4.5 i 4.6 linią ciągłą zaznaczono odpowiednio wykresy zależ-
ności 
*med., * oraz *śr., *, natomiast linią przerywaną pokazano odpowiednio
wykresy liczby wykrytych mikrotubul K w funkcji doboru progu prr.
Na wykresach (rys. 4.5 i 4.6) zaciemnionym polem pokazano optymalne
wartości progu prr. Zgodnie zatem z przedstawionymi wykresami, optymalną
wartość progu (biorąc pod uwagę minimalny błąd oraz maksymalną liczbę ana-
lizowanych miktortubul) ustalono na poziomie prr  6.
Rys. 4.7. Poglądowy obraz binarny krawędzi mikrotubul uzyskany dla pr = 0,5 oraz prr = 6
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4 Automatyczne...
Rys. 4.6. Wykres zależności 
*śr., *
Analizując wykres przedstawiony na rys. 4.5 i 4.6, należy zauważyć, że spa-
dek liczby wykrytych mikrotubul dla początkowych wartości progu prr jest spo-
wodowany koniecznością dzielenia mikrotubuli na małe fragmenty (rys. 4.7),
które w tym przypadku zostają zamienione na oddzielające je brzegi. I z tego
powodu „usunięte” z obrazu, tworzą minimum widoczne na wspomnianym wy-
kresie (rys. 4.5 i 4.6).
Rys. 4.8. Wykres zależności liczby rozpoznanych mikrotubul — K w funkcji doboru progu pr
Na wykresie przedstawionym na rys. 4.8 pokazano wrażliwość algorytmu na
dobór progu pr zgodnie z zależnością (3.19). Opierając się na informacji o licz-
bie nieprawidłowo rozpoznanych mikrotubul, ustalono wartość na poziomie
pr  0.5.
4.2. Metodyka pomiaru własności algorytmów
Własności algorytmów as i ae (rys. 3.23 i 3.24) zostały zweryfikowane
zgodnie ze schematem blokowym przedstawionym na rys. 4.9.
Sztuczny obraz wejściowy Lts z liczbą kT obiektów wydłużonych, które są
ułożone zgodnie z rozkładem Gaussa, o wartości średniej kąta T oraz odchyle-
niu standardowym średniej T poddaje się działaniu sprawdzanego algorytmu,
który zwraca informacje o liczbie obiektów lub proporcji obiektów dla wybra-
nych stopni nachylenia  względem pozostałych. Następnie zostaje poddany
analizie histogram. Wstępnie następuje estymacja parametrów rozkładu Gaussa
 i . W poszukiwaniu estymowanych parametrów zastosowano iteracyjną me-
todę obliczania wartości oczekiwanej funkcji wiarygodności i jej maksymaliza-
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Rys. 4.9. Schemat blokowy metodyki pomiaru własności dwóch wybranych algorytmów
cji (Expectation—Maximization) EM. Dla dwóch wybranych algorytmów, opi-
sywanych dalej, weryfikowane są wartości różnicy dla algorytmu splotu, dalej
nazywanego as, tj.: ∆s
as
= sT – sas, ∆as = T – as, ∆as = = T – as, oraz dla
algorytmu erozji (również zaproponowanej przez autora (rys. 3.20), nazywa-
nej dalej ae), tj.: ∆s
ae
= sT – sae, ∆ae = T – ae, ∆as = = T – ae. Uzyskiwa-
ne wyniki dla obrazów testowych będą prezentowane w dalszych podroz-
działach.
4.2.1. Generator losowy obiektów wydłużonych
Opracowany generator obrazów LT z obiektami wydłużonymi wykorzystuje
rozkład Gaussa. Deklarowana jest liczba obiektów na obrazie kT, wartość
średnia T oraz odchylenia standardowe średniej T. Rozmieszczenie obiektów
w zakresie ¾ · M i ¾ · N (gdzie M × N — rozdzielczość obrazu) zostaje
przyporządkowane w sposób automatyczny zgodnie z rozkładem jednostaj-
nym względem wierszy i kolumn oraz normalnym dla zadanej wartości oczeki-
wanej kąta µT dla STD równego T. Schemat poglądowy oraz przykładowy
sztuczny obraz utworzony dla µT = 135° i T = 10° pokazano kolejno na rys. 4.10
i 4.11.
Rozmiar poszczególnych obiektów na scenie, 400 × 400 pikseli, jest stały
w całym procesie analizy i wynosi 40 × 85 pikseli. Rozmiar ten dobrano tak, by
był zbliżony do rzeczywistych obiektów występujących w analizie biologicznej
np. pojedynczej mikrotubuli.
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Własności opracowanych algorytmów, których schematy blokowe pokazano
na rys. 3.23 (as) i 3.24 (ae), będą weryfikowane na dwóch obrazach testo-
wych: sztucznym Lts (rys. 4.12) i rzeczywistym Ltr (rys. 4.13).
Przyjęto następującą nomenklaturę: obraz wejściowy jako macierz RGB —
LRGB, obraz w poziomach szarości LGRAY, obrazy powstałe w wyniku działania
wybranych algorytmów, obraz wartości kątowych L

oraz obraz wartości mak-
symalnych dopasowania wzorca Lma.
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Rys. 4.10. Powstawanie sztucznego obrazu
zawierającego 5 obiektów wydłużonych
dla µT = 135° i T = 10°
Rys. 4.11. Sztuczny obraz zawie-
rający 5 obiektów wydłużonych dla
µT = 135° i T = 10°
Rys. 4.12. Sztuczny obraz Lts Rys. 4.13. Rzeczywisty obraz Ltr
4.2.2. Analiza histogramów
Zgodnie z założeniem podanym na wstępie, histogramy powstałe z danych
otrzymywanych w wyniku działania algorytmów są unimodalne. W związku
z tym oraz na podstawie przesłanek biologicznych, np. w zastosowaniu do obli-
czania kąta nachylenia mikrotubul [10], [11], przyjęto model rozkładu znormali-
zowanego histogramu hist*T (T, T, T) w postaci rozkładu normalnego:
(4.9)
T T
hist*T(T, T, T) =
1
2  
exp
 



	










 

2
22
,
T T
gdzie:
T — kąt nachylenia (zawężony do przedziału 0—2),
T — wartość oczekiwana kąta nachylenia,
T — odchylenie standardowe średniej.
Na tej podstawie sformułowano metodę dopasowania modelu statystycznego
do estymowanych parametrów µT oraz T. W ogólnym przypadku histogram
(T, T, T) może stanowić kombinację c rozkładów Gaussowskich (wysunięto
bowiem tezę [9], [10], [11], że układy mikrotubul w komórkach izolowanych
pasów epidermy występują w układach unimodalnych i bimodalnych). W poszu-
kiwaniu estymowanych parametrów zastosowano iteracyjną metodę EM oblicza-
nia wartości oczekiwanej funkcji wiarygodności i jej maksymalizacji (Expecta-
tion—Maximization). Metodę tę można schematycznie przedstawić w czterech
krokach: inicjacja wartości parametrów modelu, obliczanie warunkowej warto-
ści oczekiwanej logarytmu funkcji wiarygodności względem brakujących da-
nych w analizowanej próbie i bieżących ocenach parametrów modelu, oblicza-
nie nowych wartości parametrów modelu, sprawdzenie warunku, czy błąd jest
poniżej założonego progu.
Kąt  jest wartością różnicy między kątami  — nachylenia stycznych do
obiektu w danym pikselu, a  — nachylenia komórki względem osi „ox” obra-
zu, tj.:  =  – . Różnica ta wynika z uwzględnienia w kącie nachylenia mikro-
tubul ułożenia komórki względem płaszczyzny obrazu. Własność ta jest korygo-
wana w praktycznie działających algorytmach, w których istotne staje się
uniezależnienie od ułożenia preparatu względem osi mikroskopu.
Na podstawie tych założeń istotna staje się bezwzględna różnica między
estymowanymi parametrami T, T, sT, a estymowanymi parametrami as, as,
s
as
oraz 
ae
, 
ae
, s
ae
obliczonymi dla algorytmu as i algorytmu ae.
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4.3. Parametry opracowanych algorytmów
Na podstawie metodyki pomiaru błędów bezwzględnych ∆
as
, ∆
as
, ∆s
as
,
∆
ae
, ∆
ae
, ∆s
ae
opisanej w poprzednich rozdziałach przeprowadzono wiele po-
miarów zmian wartości błędu wobec różnych parametrów wejściowych algoryt-
mu. Do zmienianych parametrów należą:
Mh/Mo, Nh/No — rozdzielczość maski h w stosunku do maski obiektu,
pr — próg binaryzacji,
kT — liczba obiektów,
krokT — krok kąta .
4.3.1. Wpływ zmian rozmiaru maski h
Pierwszą mierzoną istotną cechą porównywanych algorytmów jest wpływ
rozmiaru (Mh, Nh — liczby wierszy i kolumn) maski h na wartości ∆sas, ∆as,
∆
as
, ∆s
ae
, ∆
ae
, ∆
ae
.
Obliczenia przeprowadzono dla wartości Mo × No = 85 × 40 pikseli oraz
M × N = 400 × 400 pikseli, µT = 90°, T = 20°, kT = 5, pr = 0,5, mi = –3, ma = 4
i krokT = 10°, otrzymując wyniki przedstawione na rys. 4.14.
Przedstawione wyniki wskazują jednoznacznie na dużą zależność algorytmu
as od stosunku liczby kolumn obiektu wejściowego No liczby kolumn Nh maski
h. Gwałtowna zmiana wartości ∆µ
as
zachodzi w przypadku Nh/No  1. W przy-
padku Nh/No > 1 wzrasta, w stosunku do wartości bezwzględnej, różnica w war-
tości średniej ∆µ
as
, odchyleniu standardowym ∆
as
oraz różnica w polu po-
wierzchni ∆s
as
. Rezultat ten jest spowodowany dużą selektywnością algorytmu
as w stosunku do algorytmu ae, gdzie dla Nh/No > 1 wynik splotu z maską h
daje w efekcie za małe wartości (niską liczbę pikseli) odcinane kolejno w rezul-
tacie progowania wartością progu pr. Dlatego też algorytm ae, ze względu na
specyfikę maski, cechuje brak selektywności wraz z błędem w wartościach
oczekiwanych ∆µ
as
poniżej 10°. Uogólniając, można zaproponować algorytm
ae wszędzie tam, gdzie nie jest wymagana selektywność działania algorytmu
(możliwość wydzielania określonych obiektów wydłużonych o zadanych roz-
miarach Mh × Nh) oraz algorytm as tam, gdzie jest to wymagane. Jak wynika
z rys. 4.14, zmiana Mh/Mo w niewielkim stopniu wpływa na różnice w warto-
ściach średnich ∆µ
as
, ∆µ
ae
oraz w wartościach różnicy pól powierzchni ∆s
as
,
∆s
ae
. Wartości Mh/Mo < 0,6 oddziałują na zwiększenie wartości odchylenia stan-
dardowego średniej w wyniku zaniżenia długości maski (liczby wierszy) w sto-
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Rys. 4.14. Wykresy zmian ∆
as
, ∆
ae
, ∆
as
, ∆
ae
, ∆s
as
, ∆s
ae
dla różnych wartości Nh/No
oraz Mh/Mo
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sunku do długości poszukiwanego elementu, a zatem optymalne, w sensie mini-
malizacji błędu wartości średniej oraz odchylenia standardowego, ustawienia to
Mh/Mo > 0,5, Nh/No  1. Czas trwania symulacji dla komputera PC z proceso-
rem PII 1.33, pamięcią RAM 1GB realizującego algorytm as wynosi 3,37 h,
a algorytm ae — 5,44 h.
4.3.2. Wpływ zmian progu pr
Wartość doboru progu pr w przyjętych algorytmach jest ustawiana na 0,5.
Jednak w ogólnym przypadku może być zmieniana w zależności od jakości ob-
razu oraz istotności obiektów niespełniających dokładnie warunku rozpatrywa-
nego poprzednio, czyli Nh/No  1.
Na rysunku 4.15 pokazano wpływ zmian wartości Nh/No  (0,1, 2,0) oraz
progu pr  (0,1, 1,0) na zmiany ∆sas, ∆as, ∆as, ∆sae, ∆ae, ∆ae.
Zwiększanie wartości progu pr dla algorytmu as, przyczynia się do popra-
wy dokładności obliczeń kąta nachylenia (∆
as
) oraz do zmniejszenia odchyle-
nia standardowego (∆
as
) kosztem zmniejszenia całkowitego pola powierzchni
analizowanych obiektów (∆s
as
). Zbliżone wartości błędu ∆
as
dla algorytmu as
występują w odwrotnej zależności między Nh/No a pr. Wynika z tego, że chcąc
otrzymać wynik obarczony niewielkim błędem (∆
as
< 10), należy przez
zwiększenie stosunku Nh/No zmniejszyć wartość progu pr i na odwrót. Wartość
progu pr przyjęto na poziomie 0,5. Algorytm ae nie wykazuje znacznej, tzn.
przekraczającej 10%, czułości na zmiany Nh/No w zakresie od 0,1 do 2 oraz
progu pr od 0 do 1. Czas trwania symulacji dla komputera PC z procesorem
PII 1,33, pamięcią RAM 1GB realizującego algorytm as wynosi 0,29 h, a algo-
rytm ae — 0,72 h.
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Rys. 4.15. Wykresy zmian ∆
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4.3.3. Wpływ liczby obiektów na scenie
Pomiary przeprowadzono dla wartości: Mo × No = 85 × 40 pikseli oraz
M × N = 400 × 400 pikseli, Mh × Nh = 45 × 30 pikseli, µT = 90°, T = 20°,
pr = 0.3, krokT = 10°, mi = –3, ma = 4 i kT = 10, obserwując zmiany ∆as, ∆ae,
∆
as
, ∆
ae
, ∆s
as
, ∆s
ae
dla 50 realizacji dla kT  (1,100). Otrzymane wyniki
przedstawiono na rys. 4.16.
Z wykresu (rys. 4.16) ∆
as
, ∆
ae
w funkcji kT wynika, że zwiększając liczbę
obiektów na scenie, nie zmienia się (lub zmienia się w bardzo niewielkim stop-
niu) mierzona wartość średnia 
as
, 
ae
, wzrasta natomiast odchylenie standar-
dowe 
as
i 
ae
. Wzrost wartości 
ae
dla rosnącej liczby obiektów kT potwierdza
mniejsza selektywność algorytmu ae w stosunku do as. Czas trwania symula-
cji dla komputera PC z procesorem PII 1,33, pamięcią RAM 1GB realizującego
algorytm as wynosi 14 h, a algorytm ae — 29,4 h.
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Rys. 4.16. Wykresy zmian ∆
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4.3.4. Wpływ kąta nachylenia obiektów na scenie
Podobnie jak w przypadku pomiarów oceny wrażliwości algorytmów na
liczbę obiektów na scenie, pomiary i w tym przypadku przeprowadzono dla
wartości Mo × No = 85 × 40 pikseli oraz M × N = 400 × 400 pikseli, Mh × Nh =
= 45 × 30 pikseli, T = 20°, pr = 0,3, mi = –3, ma = 4 i kT = 10°, obserwując
zmiany ∆
as
, ∆
ae
, ∆
as
, ∆
ae
, ∆s
as
, ∆s
ae
dla 50 realizacji µT  (0,180). Otrzy-
mane wyniki przedstawiono na rys. 4.17.
Zarówno algorytm as, jak i ae wykazują znaczne uprzywilejowanie skraj-
nych kierunków. Wynika to z faktu przybliżania kształtu histogramu rozkładem
Gaussowskim, który nie w pełni pozwala wyznaczyć skrajne wartości kąta
z wartościami średnimi µT. Niedogodność tą można zniwelować jeśli powstały
histogram traktuje się jako opisany na okręgu. Dokładność obliczeń wartości
średniej kąta nachylenia dla dwóch analizowanych algorytmów jest zbliżona,
lecz dla algorytmu as występuje większa wartość odchylenia standardowego
średniej 
ae
. Pole powierzchni wszystkich obiektów na scenie jest porównywal-
ne, co wynika z charakteru obliczeń. Czas trwania symulacji dla komputera PC
z procesorem PII 1.33, pamięcią RAM 1GB realizującego algorytm as wynosi
10,1 h, a algorytm ae — 52,9 h.
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4.3.5. Wpływ doboru kroku działania algorytmu
Pomiary przeprowadzono dla wartości Mo × No = 85 × 40 pikseli oraz
M × N = 400 × 400 pikseli, Mh × Nh = 45 × 30 pikseli, T = 20°, pr = 0,3,
mi = –3, ma = 4 i µT = 92°, obserwując zmiany ∆as, ∆ae, ∆as, ∆ae, ∆sas, ∆sae
50 realizacji dla kT  (1,20). Otrzymane wyniki przedstawiono na rys. 4.18.
Z analizy wykresów (rys. 4.18) wynika duża wrażliwość algorytmu ae na
zwiększanie wartości krokT. Utrzymywana jest w tym czasie, dla różnych war-
tości zmiennej krokT, zaniżona wartość całkowitego pola powierzchni sb anali-
zowanych obiektów na scenie. Algorytm as w tym przypadku jest mniej wraż-
liwy na zwiększanie wartości kroku przy stosunkowo dużej jednak wartości
odchylenia standardowego średniej 
as
(rys. 4.18).
Dodatkowo algorytm ae zaniża wartość średnią 
ae
. Optymalny dobór zmien-
nej krokT zależy od zamierzonej uzyskiwanej dokładności, przy czym dla algoryt-
mu ae zwiększanie wartości krokT powoduje zmniejszenie powierzchni obiektów.
Czas trwania symulacji dla komputera PC z procesorem PII 1.33, pamięcią RAM
1GB realizującego algorytm as wynosi 1,5 h, algorytm ae — 9,5 h.
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4.4. Podsumowanie
Analizę wpływu poszczególnych zmiennych zamieszczono w tabeli 1.1.
T a b e l a 4.1. Zestawienie zmiany wrażliwości algorytmów as i ae
Zmienna ∆
as
 ∆
ae
 ∆
as
 ∆
ae
 ∆s
as
 ∆s
ae

pr  —  —  —
Mh/Mo — —   — —
Nh/No  —  —  —
kT — —    
T — — — — — —
krokT —  — — — 
O b j a ś n i e n i a: — maleje, — rośnie, — brak wpływu.
Z przedstawionej tabeli wynika, że większą selektywnością charakteryzuje
się algorytm as, będąc jednocześnie bardziej wrażliwym na zmianę Nh/No.
Algorytm ae co prawda jest mniej wrażliwy, jednak jest znacznie mniej
dokładny w przypadku większej liczby obiektów na scenie.
Przedstawione algorytmy stanowią fundamentalny moduł niezbędny do au-
tomatycznego pomiaru obiektów wydłużonych biologicznych, dla których istot-
ne są cechy takie, jak:
• pole powierzchni obiektu,
• liczba obiektów na scenie,
• mała wrażliwość na szumy.
Algorytm as (i zamiennie ae) znajduje zastosowanie w kilku placówkach
biologicznych jako część aplikacji do automatycznego wyznaczania kąta nachy-
lenia mikrotubul.
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5. ANALIZA ZMIENNOŚCI
KĄTA NACHYLENIA MIKROTUBUL
5.1. Obszarowa analiza kąta nachylenia mikrotubul
Jeśli analizuje się kąt nachylenia mikrotubul w praktyce, niejednokrotnie re-
zultaty otrzymywane z analizy globalnej nie są w pełni zadowalające. Dzieje się
tak w przypadku zmienności kąta nachylenia mikrotubul w badanym obszarze.
Z tego powodu niezbędne jest dokonanie analizy lokalnej — wykonywanej
w ściśle określonym obszarze.
Ideę analizy obszarowej poglądowo przedstawiono na rys. 5.1.
Na rysunku 5.1 jest widoczny analizowany zakres, w którym mierzy się kąt
nachylenia o rozdzielczości M × k*N (gdzie: k jest stałą z zakresu 0—1). Warto-
ści doboru stałej k wpływają na przedział całkowania kątów nachylenia. Dla
każdego ze wspomnianych obszarów o rozdzielczości M × k*N najpierw oblicza
się histogram histi (gdzie i oznacza numer obszaru), a następnie wartość kąta,
której maksimum występuje na histogramie:
(5.1)histi  i * = max   i  ,hist
  0 180,
Rys. 5.1. Schemat poglądowy analizy obszarowej
kąta nachylenia mikrotubul
gdzie:
i* — wartość kąta nachylenia dla i-tego obszaru obliczona jako wartość kąta i*, dla któ-
rego występuje maksimum na histogramie histi(),
 — kąt nachylenia mikrotubul w analizowanym obszarze,
oraz
(5.2)histi       

 , ,,
*
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dla  [0,180).
Obliczony w ten sposób kąt i* pokazano na rys. 5.2 dla sztucznego obrazu
o rozdzielczości M × N = 200 × 600.
Rys. 5.2. Sztuczny obraz wejściowy oraz analiza kąta nachylenia dla k = 0,05
Dla obrazu rzeczywistego o rozdzielczości M × N = 989 × 4863 wyniki
przedstawiono na rys. 5.3 dla parametru k = 0,05 oraz k = 0,02.
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Rys. 5.3. Przykład kąta nachylenia i*(i) odpowiednio dla k = 0,05 i k = 0,02
W praktyce okazuje się, że przedstawienie uzyskiwanych wyników w posta-
ci wykresu, pokazanego na rys. 5.3, nie jest wystarczające. Brakuje bowiem in-
formacji na temat pozostałych składowych dla innych kątów występujących np.
w przypadku histogramu bimodalnego. Wydaje się zatem uzasadnione pokaza-
nie jako wyniku końcowego rodziny histogramów uzyskiwanych dla kolejnych
wartości i. Otrzymany obraz Lhist(, i) dla rodziny histogramów histi(), zapisa-
nych kolumnowo można zdefiniować następująco:
(5.4)hist hist histILhist 
      

  
,
, , . . . ,
i
i

1 2 .
Przykładowe obrazy Lhist dla k = 0,05 i k = 0,02 są widoczne na rys. 5.4.
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obraz Lhist(, i) dla k = 0,05
obraz Lhist(, i) dla k = 0,02
Rys. 5.4. Przykład analizy kąta nachylenia obrazu Lhist(, i)
Przedstawione w formie histogramów obrazy (rys. 5.4) charakteryzuje brak
ciągłości w wartościach kątowych miedzy 180° a 0°. Z tego powodu w celach
wizualizacji wykorzystano obiekt cylindryczny, na którym naniesiono obraz ro-
dziny histogramów Lhist(, i), co ilustruje rys. 5.5.
Rys. 5.5. Przykładowy obraz kołowy histogramów Lhist dla k = 0,05
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5 Automatyczne...
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Analizując zarówno obraz z rys. 5.4, jak i z rys. 5.5, a także wykresy przed-
stawione na rys. 5.3, trudno jednoznacznie ocenić brakujące wartości kąta nachy-
lenia mikrotubul oraz kształt przebiegu zmian kąta nachylenia. W związku z tym
zaproponowano analizę obrazu Lhist w taki sposób, że modyfikacji podlegał
kształt wykresu i*(i). Wartości i*(i) dla kolejnych i analizowano pod względem
zaproponowanego kryterium jakości w celu oddzielenia ciągłych wartości, tj.:
(5.5) 
    
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W przypadku gdy dla kolejno analizowanych i*(i) wartość Q(i) przekra-
czała dopuszczalny próg pr, wówczas w tym miejscu przebieg był dzielony.
Liczba podziałów przebiegu i*(i) zależy od przyjętego progu pr. Przykładowy
podział, z wykorzystaniem kryterium Q(i) dla pr = 40, pokazano na rys. 5.6,
Rys. 5.6. Przebiegi i*(i) i Qpr(i) przy podziale na 5 części
gdzie Qpr(i):
(5.6) Q ipr 
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Dla każdego fragmentu przebiegu i*(i) widocznego na rys. 5.6 przeprowa-
dzono aproksymacje wielomianem trzeciego rzędu. Uzyskane wyniki w postaci
ap, i*(i) pokazano na rys. 5.7.
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1 if  Q i pr
0 if  Q i pr
Rys. 5.7. Przebiegi i*(i) — czerwony, i ap, i*(i) — zielony, przy podziale na 5 części
Na tej podstawie ap, i*(i) można zapisać jako sumę wielomianów trzeciego
rzędu np.:
(5.7)ap, i* i 
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Z przedstawionych aproksymacji przedziałami wielomianem trzeciego rzędu
widać nieliniowość zmian wartości kąta nachylenia oraz nieciągłości. Obecne
hipotezy związane z czynnikami oddziałującymi na roślinę, takimi jak napręże-
nia, potwierdzają występowanie „brakujących” wartości kątów, natomiast nie
wyjaśniają całkowicie przyczyn powstawania nieliniowości.
5.2. Typy histogramów mikrotubul
Mikrotubule charakteryzują się dynamiczną niestabilnością — mogą być
wydłużane lub skracane w krótkich odstępach czasu [10]. Własność ta jest
związana ze zdolnością tubuliny do hydrolizowania GTP. Analiza otrzymywa-
nych histogramów kąta nachylenia umożliwia globalną analizę statystyczną oraz
wykrycie istotnych biologicznie zachowań, jak też anomalii.
Na podstawie publikacji [9], [11] wysunięto tezę, że układy mikrotubul
w komórkach izolowanych pasów epidermy występują w układach unimodal-
nych i bimodalnych, co pokazano na rys. 5.8.
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5*

I = 26

II = 8,18 + 0,37 · i – 0,0024 · i2

III = 386 – 1,65 · i + 0,0029 · i2

IV = – 274 + 2,26 · i – 0,003 · i2

V = 170
dla
dla
dla
dla
dla
i  (1,20),
i  (21,185),
i  (186,312),
i  (313,375),
i  (376,400).
Rys. 5.8. Poglądowe histogramy bimodalne kąta nachylenia mikrotubul
Kąt  jest wartością różnicy między kątami * (otrzymanym z równania
(4.5) a Φ* (otrzymanym z równania (3.39)), tj.:  = * – Φ* (dla podejścia lokal-
nego * – Φ*). Różnica ta wynika z uwzględnienia w kącie nachylenia mikro-
tubul ułożenia komórki względem płaszczyzny obrazu. Przy założeniu, że histo-
gram bimodalny jest kombinacją wypukłą dwóch unimodalnych rozkładów
Gaussa, histogram kąta nachylenia można zapisać na podstawie (3.8):
(5.8)
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gdzie:
n — znormalizowany kąt nachylenia  do przedziału (0,1),
na — znormalizowany kąt nachylenia a do przedziału (0,1),
nb — znormalizowany kąt nachylenia b do przedziału (0,1).
Analiza wpływu wybranego czynnika na komórkę wymusza pomiar zmien-
ności układu mikrotubul w osi głównej komórki. W tym przypadku globalna
analiza kąta nachylenia mikrotubul, związana z całym obszarem komórki,
a później histogramu, nie przynosi oczekiwanych rezultatów. Na rys. 5.9 przed-
stawiono przykładowy obraz wejściowy, z zaznaczonym fragmentem podle-
gającym dalszej analizie na kolejnych rysunkach.
Fragment obrazu LRGB(m, n) z rys. 5.9 uwidoczniono na rys. 5.10. Na
rys. 5.10 a pokazano — w poziomach szarości z korektą oświetlenia — wybra-
ny fragment rys. 5.9, zaznaczony prostokątem, natomiast na rys. 5.10 b pokaza-
no sztucznie stworzony obraz L

(m, n), na którym każdy piksel reprezentowany
jest miarą kątową stopnia nachylenia stycznej w tym punkcie.
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a b 
hist ()
a b 
hist ()
Rys. 5.9. Obraz wejściowy LRGB(m, n)
Rys. 5.10. Fragment obrazu LRGB(m, n) w poziomach szarości z korektą oświetlenia oraz obraz
L

(m, n), gdzie każdy piksel jest reprezentowany miarą kątową stopnia nachylenia stycznej w tym
punkcie
Na rys. 5.11 zamieszczono histogram obrazu z rys. 5.10.
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a)
b)
Analiza jakościowa obrazów przedstawionych na rys. 5.10 umożliwia ocenę
zmian kąta nachylenia, jednak przedstawiony na rys. 5.11 histogram wyraźnie
wskazuje, że maksymalne nachylenie wynosi ok. 120°. Tak więc uogólnienie
wynikłe z obliczeń histogramu dla całego obrazu nie jest celowe i tylko pod-
czas analizy samego histogramu może wprowadzić obserwatora w błąd. Uza-
sadniona jest zatem potrzeba analizy obszarowej. Na rys. 5.12 przedstawiono
trzy różne fragmenty mikrotubul i odpowiadające im histogramy bimodalne
histn kąta nachylenia mikrotubul, a także dodatkowo przebiegi hist*n (przebieg
zaznaczony kółkami), hist*na oraz hist*nb (przebieg zaznaczony kwadratami).
Rys. 5.12. Mikrotubula i odpowiadający jej histogram — parametry histogramu:
Ana = 0,25, a = 22, a = 0,16, Anb = 0,15, b = 79, b = 0,12
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Rys. 5.11. Histogram obrazu
z rys. 5.10
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Rys. 5.13. Mikrotubula i odpowiadający jej histogram — parametry histogramu:
Ana = 0,19, a = 19, a = 0,12, Anb = 0,19, b = 108, b = 0,12
Rys. 5.14. Mikrotubula i odpowiadający jej histogram — parametry histogramu:
Ana = 0,17, a = 20, a = 0,1, Anb = 0,19, b = 150, b = 0,11
5.2. Typy histogramów mikrotubul 71
[°]
hi
st
n(

)
[°]
hi
st
n(

)
Wartości współczynników a, b, a, b oraz Ana i Anb dobrano z wykorzysta-
niem simpleksowej metody optymalizacji, zgodnie z algorytmem Neldera-
-Meada dla zdefiniowanego błędu w postaci:
(5.11)

h
n



0
1
histn  n  hist*n   n na nb a bA A, , , , .
Otrzymane rezultaty zawarto na rys. 5.12. Na tej podstawie można szcze-
gółowo analizować zmiany kąta nachylenia mikrotubul pod wpływem auksyny
czy też innych czynników. Istotnym elementem jest dokładność wyznaczenia
wartości kątów na, nb w obecności szumów w histogramie. Wartość ta jest
trudna do analitycznego wyliczenia, ściśle zależy bowiem od kształtu histogra-
mu, kształtu histogramów składowych oraz ich wzajemnej lokalizacji (wartości
na, nb, a, b oraz Ana i Anb). Dla wprowadzanych zakłóceń jednostajnych
w przedziale < – 0,2 + 0,2 > obliczono błąd w wyznaczeniu kątów na, nb na
poziomie 10%, a także określono ścisłą zależność od wartości różnicy
na – nb oraz odchyleń standardowych a, b. Prezycyjna analiza wrażliwości
i dokładności wyznaczania wartości kątów na, nb przekracza zakres tego pod-
rozdziału i zostanie zaprezentowana w innej pracy.
5.3. Podsumowanie
Przedstawiono analizę zmian kąta nachylenia mikrotubul w przyściennym
układzie cytoplazmy, analizę, która potwierdziła występowanie brakujących
wartości kątowych oraz nieliniowości, co jest związane z naprężeniami, ciśnie-
niem turgorowym oraz podziałem komórkowym. Stworzony algorytm, którego
bloki opisano w pracy, przedstawiono na rys. 5.15.
Rys. 5.15. Schemat blokowy algorytmu analizy zmian stopnia nachylenia mikrotubul
Pokazana w tym rozdziale metodyka postępowania oraz algorytm przetwa-
rzania obrazów mikrotubul znajdują zastosowanie w Katedrze Biofizyki i Bio-
logii Komórki Uniwersytetu Śląskiego w Katowicach. Analiza mikrotubul,
a dokładniej: obiektów o charakterze podłużnym, ułożonych skrajnie w sposób
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losowy, umożliwia rozszerzenie opisywanego rozumowania na obrazy innych
klas. Do takich należą np. obrazy termowizyjne ścian budynków, obrazy wszel-
kiego typu obiektów, w których istotna jest analiza wydłużonych obiektów
o dowolnym stosunku szerokości do długości. Główne okno stworzonego opro-
gramowania przedstawiono na rys. 5.16. Główne okno programu, które analizu-
je stopień nachylenia mikrotubul, zawiera w pierwszym wierszu: obraz mikro-
tubul z zaznaczonym obszarem analizy, następnie obszar analizy wybranego
fragmentu mikrotubuli po normalizacji i filtracji. W drugim wierszu znajduje
się kolorowy obraz fragmentu mikrotubuli, na którym kolor stanowi miarę lo-
kalnego kąta nachylenia danego punktu mikrotubuli oraz histogram mikrotu-
buli.
Rys. 5.16. Główne okno programu analizującego stopień nachylenia mikrotubul
Stworzone oprogramowanie umożliwia realizację trzech pokazanych na
rys. 3.4 podejść, których zestawienie pod względem jakości uzyskiwanych wy-
ników podano w tabeli 5.1.
T a b e l a 5.1. Zestawienie własności opisywanych podejść
Wyszczególnienie Podejście1-lokalne
Podejście
2-lokalne
Podejście
globalne
Zdolność do separacji przecinających się mikrotubul – + +
Selektywność + – –
Dokładność – – +
Histogram – – +
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Podejście globalne charakteryzuje selektywność i odporność na zakłócenia,
co wynika z jego charakteru. Przybliżanie linią prostą mikrotubuli eliminuje
szumy (błędne, lokalne wartości kąta nachylenia) oraz jednoznacznie wyodręb-
nia odosobnione mikrotubule wyróżniające się innym stopniem nachylenia niż
pozostałe analizowane. Niestety, w przypadku krzyżowania się mikrotubul nie
zostają one wyodrębnione.
Schemat blokowy porównywanych podejść do obliczania stopnia nachylenia
mikrotubul pokazano na rys. 5.17 (rysunek ten był już prezentowany na rys. 3.2,
jednak tutaj jego powtórzenie wydaje się celowe), gdzie: 1 — podejście global-
ne mikrotubuli zostaje przybliżone linią prostą, stanowiącą średnią z nachylenia
poszczególnych stycznych do pikseli mikrotubuli, 2 — zmodyfikowane podej-
ście 1, gdzie zbyt duża różnica w kącie nachylenia powoduje przybliżenie mi-
krotubuli dwoma liniami prostymi, 3 — podejście lokalne, w którym każdy
z pikseli mikrotubuli zostaje zastąpiony wartością kąta nachylenia jego stycznej.
Podział mikrotubuli, w przypadku gdy ma ona liczne wygięcia, na dwie lub
więcej części i przybliżanie ich prostymi w sposób nieznaczny eliminują tę
wadę. Jednak w tym zmodyfikowanym podejściu maleje selektywność, powstają
liczne mikrotubule, których liczba daje fałszywe wyniki dla histogramu.
Na rysunku 5.18 pokazano schemat poglądowy wyjaśniający różnice między
wynikami uzyskiwanymi w obliczaniu stopnia nachylenia mikrotubul zgodnie
z 1-globalnym podejściem (mikrotubula zostaje przybliżona linią prostą będącą
średnią z nachylenia poszczególnych stycznych do pikseli mikrotubuli) a 2-glo-
balnym podejściem.
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Rys. 5.17. Schemat blokowy porów-
nywanych podejść do obliczania
stopnia nachylenia mikrotubul
Rys. 5.18. Schemat poglądowy wyjaśniający różnice w wynikach uzyskiwanych w obliczaniu
stopnia nachylenia mikrotubul
Ostatnie, najlepsze, podejście lokalne co prawda nie ma wspomnianej
własności selektywności i jawnego wyodrębniania charakterystycznych mikrotu-
bul (w sensie ich kąta nachylenia), jednak jest pozbawiona innych wspomnia-
nych wad.
Stworzono komercyjny program analizujący stopień nachylenia mikrotubul
kilkoma, opisanymi wcześniej, metodami, wraz z analizą otrzymanych histogra-
mów. W programie, podobnie do rys. 5.16, są widoczne: obraz mikrotubul z za-
znaczonym obszarem analizy, obszar analizy po normalizacji, filtracji, obraz
wyjściowy kolorowy kąta nachylenia oraz histogram.
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6. REKONSTRUKCJA MIKROTUBUL
NA PODSTAWIE SEKWENCJI ICH OBRAZÓW
6.1. Wprowadzenie
Problematyka trójwymiarowej rekonstrukcji obrazów mikroskopowych za-
zwyczaj dotyczy obrazów pozyskiwanych z mikroskopów konfokalnych. Jednak
korzystając z możliwości zmian głębi ostrości, za pomocą tradycyjnego mikro-
skopu fluoroscencyjnego można otrzymać sekwencję obrazów dla poszczegól-
nych warstw w głąb preparatu, co pokazano na rys. 6.1.
Rys. 6.1. Schemat poglądowy metody otrzymywania sekwencji obrazów dla różnych głębi ostrości
z wykorzystaniem tradycyjnego układu optycznego
Pozyskane obrazy (ze względu chociażby na trudności w uzyskaniu liniowe-
go skoku ostrości) są jedynie zgrubnym przybliżeniem struktury na kolejnych
warstwach preparatu. Metodyka ta jednak, głównie ze względu na jej po-
wszechną dostępność (brak konieczności wykorzystywania kosztownego mi-
LGRAYa
LGRAYc
LGRAYd
kroskopu konfokalnego), jest wystarczająca dla większości zastosowań. Przy-
kładowe obrazy LGRAYa(m, n), LGRAYb(m, n), LGRAYc(m, n) o rozdzielczości
M × N = 400 × 250 pozyskane dla różnych ustawień głębokości ostrości (zmie-
nianej o stałą wartość) pokazano na rys. 6.2.
Rys. 6.2. Obrazy o rozdzielczości M × N = 400 × 250 pozyskane zgodnie z metodyką pokazaną
na rys. 6.1
Z prezentowanymi obrazami są związane dwa problemy:
• nałożenie obrazów LGRAYa(m, n), LGRAYb(m, n), LGRAYc(m, n) w taki sposób,
by była widoczna jak największa liczba obiektów na scenie,
• rekonstrukcja trójwymiarowa mikrotubul.
6.2. Nakładanie sekwencji obrazów
Pozyskana sekwencja obrazów, przedstawiona na rys. 6.2, nasuwa przypusz-
czenie, że dodanie wagowe obrazów może przynieść oczekiwane rezultaty, tj.:
(6.1)       L m n L m n L m n L m nabc a b c   , , , , , , , .     0 33 0 33 0 33
Wynik w postaci sumy wagowej (z wagą 33%) obrazów przedstawionych na
rys. 6.2 nie przynosi jednak tych oczekiwanych rezultatów, co ilustruje rys. 6.3.
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Przedstawione przykładowe obrazy sekwencji potwierdzają przypuszczenie,
że wstępnym etapem rekonstrukcji 3D musi być analiza ostrości obiektów, dzię-
ki której można będzie nałożyć obrazy oraz pozyskać jednoznaczne informacje
o położeniu obiektu w głębi preparatu.
Przeprowadzając analizę stopnia nachylenia układów mikrotubul dla poje-
dynczego obrazu LGRAY(m, n), w wyniku analizy otrzymuje się pole kierunku,
któremu towarzyszą dwie macierze o rozdzielczości (M × N) obrazu
LGRAY(m, n), tj.: L(m, n), Lm(m, n). Pierwsza z nich, tj. L(m, n), zawiera infor-
macje o kierunku nachylenia mikrotubul, a druga, tj. Lm(m, n), o stopniu jego
dopasowania (wadze — istotności obliczonego kąta). Metodyka pozyskania obu
macierzy została dokładnie opisana wcześniej. Przykładowe obrazy macierzy
L

(m, n), Lm(m, n) przedstawiono na rys. 6.5.
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Rys. 6.3 Wynik zsumowania wagowego obrazów
LGRAYa(m, n), LGRAYb(m, n), LGRAYc(m, n) z rys. 6.2
Rys. 6.4. Maksymalna wartość każdego z pikseli
obrazów Lma(m, n), Lmb(m, n), Lmc(m, n)
Rys. 6.5. Poszczególne pary obrazów odpowiednio L
a(m, n)  Lma(m, n), Lb(m, n)  Lmb(m, n),
L
c(m, n)  Lmc(m, n)
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Otrzymany obraz wyjściowy Lmabc(m, n) (na podstawie Lma(m, n), Lmb(m, n),
Lmc(m, n)) pokazano na rys. 6.6. Obraz obliczono, korzystając z zależności:
(6.2) L m nmabc , = max       L m n L m n L m nma mb c, , , , , .
Obrazy na rys. 6.6 i 6.7 są „złączeniem” trzech informacji L

(m ,n),
Lm(m, n) przedstawionych na rys. 6.5. Obrazują wagę najlepszego dopasowania
oraz odpowiadający mu kąt. Po aproksymacji trójwymiarowej otrzymuje się
chmurę punktów przybliżających przestrzenne ułożenie mikrotubuli, co ilustruje
rys. 6.8.
Dzięki temu możliwa jest rekonstrukcja mikrotubul wydłużonymi obiektami
cylindrycznymi (rys. 6.9).
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Rys. 6.6. Obraz Lmabc(m, n) Rys. 6.7. Obraz L pozyskany dla war-
tości Lmabc(m, n)
Rys. 6.8. Wynik aproksymacji trójwy-
miarowej uzyskiwanej dla sekwencji
obrazów z rys. 6.5
x, y — osie wierszy i kolumn obrazu,
z — kolejny obraz z sekwencji – głębia ostrości
x
yz
Przedstawiona w tym rozdziale metodyka rekonstrukcji obrazów mikrotubul
znajduje praktyczne zastosowanie w modelowaniu zjawisk zachodzących w ko-
mórkach roślinnych, pełni też nieocenioną funkcję w dydaktyce jako materiał
ilustrujący. Krytyczne uwagi mogą być tu adresowane do błędów takiej rekon-
strukcji, jednak wydają się mniej istotne w przypadku zastosowania opisanej
metody tylko w formie materiałów prezentacyjnych.
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Rys. 6.9. Rekonstrukcja mikrotubul na podstawie rys. 6.8
6 Automatyczne...
7. POLE KIERUNKU
W ANALIZIE OBIEKTÓW CYLINDRYCZNYCH
7.1. Wprowadzenie
Pole kierunku w zastosowaniu do obiektów medycznych czy biologicznych
umożliwia stworzenie algorytmów będących cennym wkładem w przeprowadza-
niu ich segmentacji. Obszarowe, lokalne zmiany stopnia nachylenia analizowa-
nych obiektów stanowią podstawę do dalszych ich analiz i segmentacji oraz roz-
szerzenia na obiekty o bardziej rozbudowanym kształcie. Takie poszerzone
podejście będzie zaprezentowane w niniejszym rozdziale.
Obecnie niezwykle dużo miejsca poświęca się zagadnieniom segmentacji.
Świadczą o tym liczne publikacje, w których korzysta się ze znanych metod
segmentacji obrazów, rozszerzając je o nowe elementy. Jednym z takich
przykładów jest segmentacja obiektów z wykorzystaniem metod detekcji kontu-
ru, np. metody węży (snakes) [14], lub też modyfikacja tej metody wprowadze-
niem pola wektorowego [50]. Niestety, metody te stanowią tylko jeden z wielu
etapów detekcji oraz aproksymacji konturów obiektów cylindrycznych, o czym
świadczy chociażby artykuł [1]. Znakomicie natomiast sprawdzają się tu algo-
rytmy oparte na tradycyjnej metodzie progowania z modyfikacją polegającą np.
na obliczaniu funkcji energii [54]. Dość dobre wyniki uzyskuje się też w rozpo-
znawaniu obiektów cylindrycznych — twarzy, z wykorzystaniem do sterowania
robotami [40], [52], czy też myszką komputera za pomocą ruchów głową [8],
[25]. Metody rozpoznawania udostępniają dość dużą grupę narzędzi analizy
tego typu obiektów, jednak żadna z wymienionych metod nie opiera się na ana-
lizie pola kierunku w prosty sposób, by umożliwić detekcję położenia środka
obiektu cylindrycznego, a następnie aproksymację jego konturów. Dodatkowo
metody te są profilowane do konkretnych zastosowań, co nie tylko czyni je
mniej uniwersalnymi, lecz także ogranicza funkcjonalność zbudowanych aplika-
cji.
W dalszej części rozdziału zostaną przedstawione fundamentalne zależności
zdefiniowanego pola kierunku, a następnie podejście to będzie rozszerzone na
obiekty innego typu. Weryfikacja poprawności przyjętej metodyki zostanie
przeprowadzona na przykładzie segmentacji tęczówki oka.
7.2. Analiza konturów obiektów cylindrycznych
Analizę obiektów wydłużonych, które mogą być konturem obiektów dowol-
nego kształtu, szczegółowo omówiono w rozdziałach poprzednich. Obecnie zo-
staną przedstawione fundamentalne własności, które następnie zostanie rozsze-
rzone dla obiektów dowolnego typu.
W dalszych rozważaniach będzie omówiony obraz wejściowy tylko w pozio-
mach szarości LGRAY(m, n) o rozdzielczości M × N (gdzie M — liczba wierszy,
N — liczba kolumn), który zawiera jeden obiekt o charakterze wydłużonym.
Przez wydłużony obiekt dalej będzie rozumiany obiekt wypukły, którego stosu-
nek krótszej do dłuższej przekątnej jest nie większy niż 1/2. Wstępnie można
założyć, że wydłużonym obiektem będzie kontur np. okręgu. Dla takiego obiektu
zostanie przeprowadzona filtracja filtrem medianowym o rozmiarze maski odpo-
wiednio dopasowanym do rozmiaru obiektu (jego rozdzielczości), a następnie
proces iteracyjny obliczający splot dla kątów  z przedziału 0—180°, z wykorzy-
staniem maski h splotu o rozdzielczości Mh × Nh. Dla  = 0°,  = 45°,  = 90°
i  = 135° otrzymano np. wartości w masce przedstawione w (7.1).
h h
  
 










0 180
1 3 1
1 3 1
1 3 1
h h
  
 










90 270
1 1 1
3 3 3
1 1 1
,
(7.1)
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Kolejnym etapem działania algorytmu jest wykonywanie sekwencyjnie splo-
tu z maską h

(powstałą w wyniku obrotu h o kąt ) dla kątów  z przedziału
0—180° o zadanym kroku (np. co 45°).
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Utworzone zgodnie z zależnością (7.2) obrazy pokazano na rys. 7.1. Należy
zwrócić uwagę na przyjętą kolejność prezentacji poszczególnych masek.
Rys. 7.1. Wyniki splotu obrazu LGRAY_h(m, n, h) dla kolejnych kątów masek
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 = 45°  = 90°  = 135°
 = 0° obraz wejściowy  = 180°
 = 315°  = 270°  = 225°
Następnie oblicza się wartość maksymalną dla każdego z pikseli powstałych
obrazów LGRAY_h(m, n, h) oraz zapamiętywana jest informacja, dla jakiego h,
czyli przy jakim , była obliczona, tj.:
(7.3)	 
L m nma , = max 	 
	 
L m n, , .GRAY_h
(0, 180)
Utworzony na tej podstawie obraz Lma(m, n) pokazano na rys. 7.1. Obraz
L

(m, n) jest obrazem o rozdzielności obrazu Lma(m, n) z wartościami kąta ,
dla którego osiągnięto maksimum, tj.:
(7.4)	 
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

dla   (0, 180).
Uzyskane obrazy L

(m, n), Lma(m, n) oraz pośrednie etapy LGRAY_h(m, n) po-
kazano na rys. 7.2.
Rys. 7.2. Kolejne etapy działania algorytmu
Kluczowym elementem do dalszych obliczeń są wartości kątowe otrzymane
w L

(m, n). Jak wynika z rys. 7.3 c, wartości te, zgodnie z możliwymi kątami
obrotu maski h, pochodzą ze zbioru {0°, 45°, 90°, 135°}. W praktyce zwiększe-
nie rozdzielczości pomiaru kąta wiąże się ze zwiększeniem liczby iteracji, czyli
zmniejszeniem wartości kroku dla zmieniających się wartości kątowych . Dalej
zaproponowano metodę aproksymacji brakujących wartości kątowych, wykorzy-
stując zależności:
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obraz wejściowy
a)
obraz Lma(m, n)
b)
obraz L

(m, n)
c)
dla LGRAY_h	 
 	 
m n L m nma, , , , 
dla LGRAY_h	 
 	 
m n L m nma, , , , 
(7.5)LGRAY_h*	 
m n, ,  = LGRAY_h	 
m n, , / LGRAY_h_SUM	 
m n, ,
gdzie:
(7.6)LGRAY_h_SUM	 
m n, = L


0
180
GRAY_h	 
m n, ,  .
Zmodyfikowane wartości kątowe obrazu L
m(m, n) w stosunku do L(m, n)
wynoszą:
(7.7)L
m	 
m n, = L


0
180
GRAY_h*	 
m n, ,  · .
Otrzymany obraz pola nachylenia L
m(m, n) przedstawiono na rys. 7.3.
Rys. 7.3. Pole nachylenia L
m(m, n)
Widoczny brak symetrii pola nachylenia wynika z postaci zależności (7.4),
dla której w przypadku maksimum znalezionego dla więcej niż jednego kąta 
wynik zależy od kolejności zadawania . Niedogodność tę wyeliminowano, ob-
liczając w przypadku występowania podobnej sytuacji medianę ze wskazywa-
nych wartości kątowych.
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L
m(m, n) zmodyfikowany
w stosunku do L

(m, n),
pole kierunku L
m(m, n) nanie-
sione na obraz wejściowy
L(m, n),
pole kierunku L

(m, n) nanie-
sione na obraz wejściowy
L(m, n)
Rys. 7.4. Obrazy kolejno: pole kierunku L

(m, n), L
m(m, n), L(m, n) i Lma(m, n)
W kolejnym rozdziale zostanie przedstawione uogólnienie prezentowanej
metody na dowolne obiekty o konturze zamkniętym i otwartym.
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pole kierunku L

(m, n) L
m(m, n)
L

(m, n) Lma(m, n)
7.3. Analiza obiektów cylindrycznych
Do obiektów o charakterze cylindrycznym należą, zgodnie z definicją,
wszystkie te obiekty, których kształt konturu nie jest linią prostą i które mają co
najmniej jedno ognisko. Dodatkowo zakłada się, że obiekty te mogą mieć za-
równo otwarty, jak i zamknięty kontur. Na rys. 7.5 pokazano klasyczny
przykład, w którym kontur (obraz binarny) nie jest zamknięty.
Rys. 7.5. Schemat poglądowy działania algorytmu (ze względu na lepszą czytelność obrazy poka-
zano w negatywie)
Celem dalszych rozważań na ten temat jest określenie algorytmu wykorzy-
stującego pole nachylenia, którego działanie połączyłoby kontur, tworząc obiekt
zamknięty.
7.3.1. Wyznaczenie obszaru poddawanego analizie
Na podstawie literatury [4], [12] oraz wstępnie przeprowadzonych doświadczeń
okazuje się, że dającą poprawne rezultaty metodą jest metoda wyznaczania ogni-
ska obiektu złożonego. W tym celu niezbędne jest określenie współrzędnych pik-
seli obiektu przeznaczonych do wyznaczania przybliżonego położenia ogniska.
Przeprowadzono wstępną analizę, której celem było wyodrębnianie w każdej
iteracji fragmentów obrazu L

(m, n) i obliczenie dla każdego z nich mediany.
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obraz wejściowy fragment konturu otwartego
obrazu wejściowego z na-
niesionym polem nachyle-
nia obliczonym zgodnie
z (7.4)
fragment konturu otwarte-
go obrazu wejściowego
z naniesionym polem na-
chylenia obliczonym zgod-
nie z (7.7)
Rys. 7.6. Poglądowy schemat zasady działania algorytmu oraz wyniki uzyskiwane dla różnych
wartości parametru Mw × Nw (ze względu na lepszą czytelność obrazy pokazano w negatywie)
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zasada działania algorytmu Mw × Nw = 2 × 2
Mw × Nw = 4 × 4 Mw × Nw = 6 × 6
Mw × Nw = 8 × 8 Mw × Nw = 12 × 12
Lw1
Lw2 (mp, np)
Na rys. 7.6 a przedstawiono poglądowy schemat ilustrujący zasadę działania
algorytmu dla wyznaczonych obszarów L
w1(m, n) i Lw2(m, n) o rozdzielczości
Mw × Nw (zarówno dla jednego, jak i drugiego obszaru):
(7.8)
	 
 	 
 	 
 	 
	 
L m n L m M m n N n Nw w w w 1 2 1 1, : , : ,      
	 
 	 
 	 
 	 
 	 
	 
L m n L m m M n N n Nw w w w 2 1 2 1, : , : .      
Położenie obszarów L
w1(m, n) i Lw2(m, n) dobrano arbitralnie. Do dalszych
obliczeń wykorzystano wartości mediany w analizowanych polach nachylenia
L
w1(m, n) i Lw2(m, n), tj.:
(7.9)w1 = med. 	 
	 
L m nw 1 , w 2 = med. 	 
	 
L m nw 2 , ,m, n  L w 1 m, n  L w 2
gdzie:
med. — mediana.
Na kolejnym etapie wyznaczania ogniska obliczono równanie kierunkowe
prostych, widocznych na rys. 7.6:
(7.10)	 
n k m m n1 1 0 1 0 1   , , 	 
n k m m n2 2 0 2 0 2   , , ,
gdzie:
k1 i k2 — odpowiednio tg(w1) oraz tg(w2);
m0,1, n0,1 — punkty środków obszarów Lw1(m, n);
m0,2, n0,2 — punkty środków obszarów Lw2(m, n).
(7.11)m m M m m M n n nw w0 1 0 2 0 1 0 2, , , , .     
Punkt (mp, np) przecięcia się prostych n1 i n2 otrzymuje się, rozwiązując
układ równań:
(7.12)
	 
 	 

	 

k m m n k m m n
k n k m n
p p
p
1 0 1 0 1 2 0 2 0 2
2 1 0 1 0 1
      
   
, , , ,
, ,
,
	 
    




 k n k m np1 2 0 2 0 2, , .
Po obliczeniu (m, n) otrzymuje się:
(7.13)
m
k k n k m k k n k m
k k
n
k
p
p

        


1 2 0 2 1 0 2 1 2 0 1 2 0 1
2 1
, , , , ,
1 0 1 0 1 2 0 2 0 2
1 2
    








n m k n m
k k
, , , , .
90 7. Pole kierunku w analizie obiektów cylindrycznych
Uzależniając od (m, n), dla których przeprowadzane są bieżące obliczenia,
otrzymuje się:
(7.14)
	 

m m
M k k
k k
n n
M
k k
p
w
p
w
 
 

 









2 1
2 1
1 2
2
,
.
Na tej podstawie dla kolejnych wartości przesunięcia (m, n) analizowanych
fragmentów pól nachylenia L
w1(m, n) i Lw2(m, n) tworzy się obraz Lp(m, n) za-
wierający (początkowo dla pierwszej iteracji we wszystkich pikselach „0”) in-
formacje o położeniu ognisk dla kolejnych iteracji w następujący sposób:
(7.15)	 
 	 
L m n L m np p, , 1 dla m m n np p , .
Na rys. 7.6 przedstawiono rezultaty otrzymywane dla różnych wartości
Mw × Nw. Pomimo utworzonego obrazu fragmentarycznego konturu okręgu dla
stałego promienia automat znalazł dwa ogniska.
Tak więc otrzymane rezultaty nie są zadowalające. Przyczyną znacznych
błędów w określaniu położenia ogniska (środka okręgu) jest sposób wyliczania
wartości w1(m, n) i w2(m, n). Metody oceny tych wartości na podstawie obsza-
rów o rozmiarze kwadratowym uzależniają wyniki od aktualnie analizowanego
kształtu obiektu (arbitralnie przyjęte obszary zgodnie z (7.11)). Dużo bardziej
uniwersalnym podejściem, znacznie polepszającym jakość uzyskiwanych wyni-
ków, jest metodyka przedstawiona na rys. 7.8 a.
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Rys. 7.7. Zasada działania zmodyfikowanej me-
tody obliczania punktów w1(m, n) i w2(m, n)
(m, n)
w2
w1
(mp, np)
(∆m, ∆n)
(∆m, ∆n)
Rys. 7.8. Wyniki otrzymywane dla zmodyfikowanej metody obliczania punktów w1(m, n) i w2(m, n)
(Punkty ogniska zaznaczono białymi pikselami)
Zgodnie z rys. 7.7, wartości w1(m, n) i w2(m, n) są wartościami pola nachy-
lenia w punktach na prostej odległych o (∆m, ∆n) od analizowanego punktu (m, n)
o nachyleniu L(m, n), tj.:
(7.16)W1(m, n) = L(m – ∆m, n + ∆n),
(7.17)W2(m, n) = L(m + ∆m, n – ∆n),
gdzie:
(7.18)∆m = Am · sin 	 
	 
L m n , ,
(7.19)∆n = Am · cos 	 
	 
L m n , ,
gdzie:
Am — amplituda.
Znak minus w przedstawionych zależnościach (7.16) i (7.17) wynika z przy-
jętego układu współrzędnych kolejności wierszy w stosunku do osi „oy”
w kartezjańskim układzie współrzędnych.
Uzyskane wyniki są zadowalające, co przedstawiono na rys. 7.8, a dobór
wartości Am zostanie omówiony w kolejnym podrozdziale. Na podstawie obrazu
Lp(mp, np) zatem można zrealizować próbę rekonstrukcji konturu.
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a) b)
7.3.2. Rekonstrukcja konturu obiektu cylindrycznego
Przedstawiona literatura [4], [12], [29], [51] niejednokrotnie opisuje możli-
wość rekonstrukcji obiektów o kształcie cylindrycznym w obecności silnych
zakłóceń. Żadna z opisanych metod nie została przeprowadzona dla pola nachy-
lenia, z wyjątkiem [4] opisującej inne niż prezentowane tu rozwiązanie.
Rys. 7.9. Obrazy Lo uzyskane dla Mw × Nw = 2 × 2
Obraz Lp(m, n) zawierający informacje o punktach przecięcia się stycznych
do poszczególnych elementów pola nachylenia określają prawdopodobne miej-
sca położenia ognisk kształtów cylindrycznych. Jak widać z przykładów na
rys. 7.9, miejsca te nie są zidentyfikowane jednoznacznie, a ich jasność zależy
od własności pola nachylenia oraz od rozmiaru Mw × Nw.
Obraz wartości promienia obliczono z wykorzystaniem przedstawionych za-
leżności (7.11), (7.14) w postaci:
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obraz Lr
obraz Lo(m, n) rekonstrukcji w punk-
tach, Lp(m, n) > 10
obraz Lo(m, n) rekonstrukcji w punk-
tach Lp(m, n) > 20
a)
b) c)
(7.20)	 
 	 
 	 
L m n m m n nr p p p p, .   
2 2
Uzyskany obraz Lr(mp, np) zaprezentowano na rys. 7.9 a. Uzyskane rezultaty:
zgrubne położenie ogniska (obraz Lp(m, n)) oraz odpowiadający mu promień
zapisany w Lr(mp, np) pozwalają na rekonstrukcję obiektu. Wstępne wyniki re-
konstrukcji uzyskane w punktach Lp(m, n) > 10 pokazano na rys. 7.9 b, a dla
Lp(m, n) > 20 uwidoczniono na rys. 7.9 c. Jak widać z otrzymanych rezultatów,
korekty wymaga zarówno obraz Lr(mp, np), jak i Lp(m, n) ze względu na błędnie
zrekonstruowane okręgi oraz ich fluktuacje wokół prawidłowego położenia (por.
rys. 7.9 c). Rekonstrukcja obrazu Lo(m, n), utworzone okręgi na rys. 7.9 b
i rys. 7.9 c zostały dla promienia odczytanego z Lr(mp, np) oraz położenia środ-
ka okręgu — położenia wartości 1 w binarnym obrazie powstałym z progowa-
nia Lp(m, n). Korekta i polepszenie uzyskanych wyników wiąże się z przeprowa-
dzeniem obróbki wspomnianego obrazu binarnego i wykorzystaniem np.
operacji wyznaczania odległości euklidesowej dla każdego z pikseli, zgodnie
z opisem (rys. 7.10).
Rys. 7.10. Obraz wejściowy LGRAY(m, n) silnie zaszumiony oraz odpowiadający mu obraz
Lo(m, n) uzyskany dla Mw × Nw = 2 × 2
Zgodnie z (7.15), obraz Lp(m, n) zawiera informacje o położeniu ognisk jako
miejsc przecięcia się prostych prostopadłych do analizowanych obszarów pola
nachylenia. Modyfikacją tego sposobu otrzymywania pola nachylenia jest algo-
rytm przedstawiony zależnościami (7.3), (7.4), w wyniku którego otrzymuje się
pole nachylenia jako kąt nachylenia wektora w danym punkcie pola oraz jego
moduł jako istotność danej w ujęciu globalnym. Z zależności (7.20) otrzymuje
się dodatkowo Lr(mp, np) — wartości promieni dla każdego z ognisk. Obraz
Lp(m, n) jest na ogół zaszumiony zaokrągleniami obliczeń widocznymi w posta-
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obraz wejściowy LGRAY(m, n) silnie
zaszumiony
obraz Lo(m, n) po rekonstrukcji
ci rozmycia położenia ogniska dla każdego z widocznych okręgów. Dlatego też
obraz ten wymaga korekty położeń znaczonych ognisk. Jedną z możliwości jest
obliczenie odległości między pikselami o wartościach 1 i 0. W tym celu nie-
zbędne jest przeprowadzenie binaryzacji z górnym progiem obrazu Lp(m, n),
a następnie obliczenie odległości. Obrazem wejściowym zatem jest obraz binar-
ny, natomiast odległość oblicza się między każdym pikselem o wartości 1
a pikselami o wartości 0. W wyniku otrzymuje się macierz o rozmiarach obrazu
wejściowego, gdzie miejsce pikseli o wartości 0 są wypełnione wartościami od-
ległości między danym pikselem a najbliższym pikselem o wartości 1. Zastoso-
wane w tym przypadku miary odległości między pikselami o współrzędnych
L1(m1, n1) i L2(m2, n2) są następujące:
Euclidean (euklidesowe):
(7.21)	 
 	 
m m n n1 2
2
1 2
2
   ,
quasi-euclidean:
(7.22)
	 

	 

m m n n m m n n
m m n n m m n
1 2 1 2 1 2 1 2
1 2 1 2 1 2 1
2 1
2 1
      
      
,
, n2





,
chessboard (szachowe):
(7.23)max	 
m m n n1 2 1 2 , ,
city block (absolutne):
(7.24)m m n n1 2 1 2   .
W wyniku otrzymuje się obraz odległości Ld przedstawiony na rys. 7.11.
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dla
dla
Rys. 7.11. Obraz wejściowy oraz jego rekonstrukcja
Na rys. 7.11 c widać okręgi, które nie są całkowicie zgodne z treścią obrazu
wejściowego. Funkcja obliczania odległości między pikselami binarnego obrazu
wejściowego niestety globalizuje również te piksele położeń środków, które zo-
stały pozyskane dla różnych wartości promieni. Dlatego też ostatnim niezbęd-
nym zabiegiem jest erozja warunkowa obrazu Ld(m, n), z uwzględnieniem obra-
zu Lr(mp, np). Podstawowe zależności oraz własności operacji erozji i dylatacji
warunkowej zostały szczegółowo opisane w [16] i [17], a obecnie zostaną
przedstawione tylko otrzymane rezultaty.
96 7. Pole kierunku w analizie obiektów cylindrycznych
odległości Ld(m, n) euklidesowej obraz wejściowy wraz z zrekonstruo-
wanymi okręgami
obraz wejściowy
a)
b) c)
Rys. 7.12. Rekonstrukcja okręgów przeprowadzona dla różnych obrazów wejściowych o różnym
poziomie szumów
a) obraz wejściowy oraz obraz Lr(mp, np); b) i c) przykładowe obrazy po rekonstrukcji okręgów (obraz wejściowy LGRAY(m, n)
— 50% nasycenia, oraz obraz wyjściowy Lo(m, n) — również 50% nasycenia)
7.4. Przykładowe zastosowanie
Jednym z obszarów zastosowania opisywanej metody rekonstrukcji jest oku-
listyka w medycynie. Interesujące z punktu widzenia lekarza są obszary
wewnątrz tęczówki, z możliwością ich automatycznej separacji. Zagadnienie to
wielokrotnie analizuje się np. w irydologii, w której kluczowy element stanowi
dokładne nałożenie rastru na tęczówkę. Wyniki tej metody są przedstawione na
rys. 7.13.
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7 Automatyczne...
a)
b) c)
Rys. 7.13. Przykłady zastosowania metody rekonstrukcji okręgów przeprowadzonych dla różnych
położeń obiektu cylindrycznego
Opisana metoda okazuje się niezwykle przydatna w znajdywaniu konturu
tęczówki oka, który jest niezbędny w określaniu charakterystycznych obszarów,
np. w okulistyce. Otrzymane rezultaty prezentowane na rys. 7.13 są tylko przy-
kładem zastosowania pola nachylenia. W zależności od wymaganej dokładności
można prowadzić dalsze rozważania dotyczące wykrywania czy też rekonstruk-
cji obiektów o innych bardziej złożonych kształtach.
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8. ANALIZA OKRESOWOŚCI PROTOFILAMENTÓW
W POPRZECZNYM OBRAZIE MIKROTUBULI
8.1. Wprowadzenie
Każda mikrotubula składa się z protofilamentów, które można zobaczyć
w poprzecznym obrazie pojedynczej mikrotubuli, co pokazano na rys. 8.1, ko-
rzystając z wyników autorów pracy [21].
W procesie analizy tego typu obrazów biolodzy stawiają sobie dwa podsta-
wowe pytania:
• Jaka jest liczba protofilamentów w danej mikrotubuli.
• Jaka jest okresowość (równomierność) występowania poszczególnych proto-
filamentów w danej mikrotubuli.
W niniejszym rozdziale przedstawiono wstępną analizę tych dwóch zagad-
nień.
7*
Rys. 8.1. Obraz protofilamentów w poprzecznej
strukturze mikrotubuli
8.2. Liczba protofilamentów w poprzecznym obrazie mikrotubuli
Pokazany na rys. 8.1 obraz protofilamentów w poprzecznym obrazie poje-
dynczej mikrotubuli to obraz z mikroskopu elektronowego o powiększeniu
450 000, który został poddany wstępnej obróbce filtracji filtrem medianowym
z kwadratową maską h o rozmiarze A × B = 3 × 3. Jest to obraz monochroma-
tyczny LGRAY(m, n).
Poprzeczny obraz mikrotubul uzyskiwany pod mikroskopem zazwyczaj za-
wiera więcej niż jedną mikrotubulę lub fragmenty innych mikrotubul (rys. 8.1),
co wiąże się z faktem, że obraz z mikroskopu jest prostokątem, natomiast po-
przeczny obraz mikrotubuli jest zbliżony do okręgu.
Na rysunku 8.2, korzystając z sugestii autorów pracy [21], pokazano, jak
w praktyce wydziela się obszar zawierający poszczególne protofilamenty na-
leżące do jednej mikrotubuli. „Zaciemniony” obszar na rysunku musi być pod-
dany analizie, która powinna doprowadzić do odpowiedzi na dwa zasadnicze
pytania postawione we wprowadzeniu do niniejszego rozdziału, czyli jaka jest
liczba protofilamentów w danej mikrotubuli oraz jaka jest dokładność okreso-
wości występowania protofilamentów w poprzecznym obrazie mikrotubuli.
Ponieważ poszczególne protofilamenty tworzące obraz pojedynczej mikrotu-
buli leżą na okręgu, a celem jest wyznaczenie ich liczby i okresowości, po-
przeczny obraz mikrotubuli LGRAY(m, n) pokazany na rys. 8.2 we współrzędnych
prostokątnych LGRAY(m, n) przekonwertowano do współrzędnych biegunowych
Lb(mb, nb) zgodnie z zależnością:
(8.1)
Lb (mb, nb) = Lb (Ao – Amin + 1, i + 1) =
= LGRAY(round(Ao · cos(i)) + mz, round(Ao · sin(i)) + nz),
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Rys. 8.2. Obraz wejściowy LGRAY(m, n) z zaznaczo-
nym obszarem obejmującym protofilamenty na-
leżące do jednej mikrotubuli
gdzie:
i = 0,1 · i dla i = 0,1, ..., 3598, 3599 (co daje dokładność 0,1° kątowego),
A0  (Amin, Amax)— promienie zaciemnionego okręgu na rys. 8.2, w których powinny się
mieścić protofilamenty danej mikrotubuli,
round — funkcja zaokrąglająca,
mz, nz — współrzędne środka poprzecznego obrazu mikrotubuli: mz — wiersz,
nz — kolumna, wskazywane przez operatora.
Na rys. 8.3 pokazano „rozwinięcie” do postaci prostokąta zaciemnionego
obszaru zawierającego protofilamenty z rys. 8.2. Jest to obraz Lb(mb, nb)
(rys. 8.3) o rozdzielności Mb × Nb = 100 × 3600 (Amin. = 30, Amax = 130, co 0,1°
kątowego).
W celu wyznaczenia przestrzennego rozkładu poszczególnych protofilamen-
tów po okręgu obliczono wartości sumaryczne pikseli dla każdej z kolumn,
zgodnie z zależnością:
(8.2)   y n L m nmb b b b b
m
M
b
b


 , .
1
Na rys. 8.3 linią pogrubioną pokazano wykres ymb(nb). Jak widać, przebieg
ymb(nb) zawiera dużo szumów i zmian fazy częstotliwości wokół częstotliwości
10—18 Hz. Z prac biologów [10], [21] wynika, że tę granicę można rozszerzyć
do 6—20 Hz.
Rys. 8.3. Rozwinięty do postaci prostokąta obraz Lb(mb, nb) (z rys. 8.2) oraz wykres funkcji
ymb(nb)
Na rysunku 8.4 pokazano sam wykres ymb(nb).
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Rys. 8.4. Wykres ymb(nb) oraz jego aproksymacja ya(nb) (każda kolumna nb odpowiada wartości
kątowej 0,1° nb  (1,360))
Chcąc stwierdzić równomierność rozłożenia poszczególnych protofilamen-
tów na obwodzie miktotubuli, przeprowadzono aproksymacje przebiegu ymb(nb)
wielomianem trzeciego stopnia:
(8.3) y n n n na b b b b      62 78 0 32 0 0063 0 001
2 3, , , , .
Stopień wielomianu przyjęto arbitralnie i w rozpatrywanym przykładzie
można ograniczyć jego stopień do trzech. Jednak w ogólnym przypadku stałe
przy największych potęgach wpływają w sposób istotny na ostateczny rezultat.
Na rys. 8.4 pokazano również wykres zależności ya(nb).
Rys. 8.5. Ilustracja wpływu błędu operatora związana z zaznaczeniem punktów środka (mz, nz)
poprzecznego przekroju mikrotubuli
O celowości wyznaczenia funkcji aproksymacyjnej ya(nb) najlepiej świadczą
dwa sztucznie wygenerowane przykłady rozmieszczenia protofilamentów na ob-
wodzie mikrotubuli, co ilustrują rys. 8.5 i rys. 8.6. Funkcja aproksymacyjna
ya(nb) pokazuje asymetrię w rozmieszczeniu protofilamentów na obwodzie mi-
krotubuli.
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sztuczny obraz protofilamentów funkcja ymb(nb) sztucznego obrazu
ymb
nb
I tak, rys. 8.5 pokazuje wpływ błędu operatora związany z zaznaczeniem
punktów środka (mz, nz) poprzecznego przekroju mikrotubuli, natomiast rys. 8.6
uwidacznia wpływ braku osiowości ułożenia protofilamentów w poprzecznym
przekroju mikrotubuli względem głównej osi mikrotubuli.
Rys. 8.6. Ilustracja wpływu braku osiowości ułożenia protofilamentów w poprzecznym przekroju
mikrotubuli względem głównej osi mikrotubuli
Z rys. 8.6 wynika, że wykonując następującą matematyczną operację:
(8.4)     y n y n y nmbr b mb b a b 	 ,
można sztucznie doprowadzić ułożenia protofilamentów w poprzecznym prze-
kroju mikrotubuli do równomiernego ich ułożenia po okręgu względem głównej
osi mikrotubuli.
Rys. 8.7. Wykres przebiegu ymbr(nb)
Na rysunku 8.7 pokazano funkcję różnicy ymbr(nb) z zaznaczonymi punktami
przejścia przez zero.
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sztuczny obraz protofilamentów funkcja ymb(nb) sztucznego obrazu
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Wyznaczone punkty nb
(j) z przejścia przez zero funkcji ymbr(nb)wskazują na
linie oddzielające poziomy nasycenia we współrzędnych biegunowych. Na tej
podstawie linie przedstawione na rys. 8.8 wyznaczono poglądowo. Ich sposób
powstania wyjaśnia rys. 8.9.
Na rysunku 8.9 przedstawiono poglądowy schemat sposobu obliczania kąta
 dla sztucznego obrazu, na którym obszary zawierające protofilamenty mają
charakter wklęsłych, niejednorodnych obszarów.
Uzasadnione przesłanki zatem przemawiają za wstępną filtracją przebiegu
ymb(nb) obrazu LGRAY(m, n) lub też za doborem narzuconego przebiegu o znanej
częstotliwości, dla którego metodą optymalizacji byłyby dobierane argumenty,
tak by minimalizować błąd średniokwadratowy między nim a przebiegiem
ymb(nb).
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Rys. 8.8. Obraz wejściowy LGRAY(m, n)
z zaznaczonymi obszarami wyodrębnionymi
w obrazie Lb, tj. nb(j)
Rys. 8.9. Schemat poglądowy sposobu obli-
czania kąta 
n b
j( )
n b
( )4
n b
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n b
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8.3. Okresowości protofilamentów
w poprzecznym obrazie mikrotubuli
Okresowości protofilamentów w poprzecznym obrazie mikrotubuli wykona-
no trzema metodami:
• szybką transformatą Fouriera,
• optymalizacją simpleksową;
• filtracją za pomocą filtru Butterwortha.
8.3.1. Szybka transformata Fouriera
Analizując wykres ymbr(nb) pokazany na rys. 8.7, można zauważyć okreso-
wość dla wartości kąta od 12°, 13°. Wartości te można łatwo odczytać, obser-
wując częstotliwość przecięcia się z osią oy przebiegu ymbr(nb) w obszarze
kątów (200°, 360°).
Nasuwa to przypuszczenie, że analiza FFT przeprowadzona nie tylko dla
wspomnianego przebiegu ymbr(nb), lecz także dla poszczególnych stopni nasyce-
nia, dla kolejnych wierszy obrazu Lb(mb, nb) może przynieść oczekiwane rezul-
taty (widocznego maksimum amplitudy dla określonej częstotliwości). Zgodnie
z tą tezą wykorzystano szybką transformatę Fouriera w postaci:
(8.5) L m nfft f f, 
   
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gdzie L = 1, oraz moduł f-obrazu, tj.:
(8.6) L m nfft f f' ,  log   L m nfft f f, .1
Implementując ją do kolejnych wierszy obrazu Lb(mb, nb) oraz do przebiegu
ymb(nb), otrzymano rezultaty przedstawione odpowiednio na rys. 8.10.
Jak wynika z f-obrazu, spektrogramu dla obrazu Lfft’(mf, nf), przedstawione-
go na rys. 8.10, oraz fragmentu widma utworzonego dla przebiegu ymbr(mb, nb),
przedstawionego na rys. 8.7, wyróżniające częstotliwości o zbliżonym poziomie
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amplitudy mieszczą się w zakresie 10—15 Hz. Analiza FFT przeprowadzana
zarówno lokalnie, jak i globalnie, nie przynosi oczekiwanych rezultatów, czyli
wyróżnienia tylko jednej częstotliwości (spodziewanych 13 Hz).
Rys. 8.11. Wykres zmian wartości amplitudy poszczególnych harmonicznych dla przebiegu
ymbr(mb, nb) pokazanego na rys. 8.7
Uzasadnione staje się tutaj podejście, w którym narzucona zostałaby często-
tliwość aproksymowanego przebiegu ymbr. Realizację praktyczną tego zagadnie-
nia przedstawiono w kolejnym podrozdziale.
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Rys. 8.10. Spektrogram — obraz Lfft’(mf, nf) w dziedzinie
częstotliwości
L f
ft
b
f [Hz]
f [Hz]
n b
8.3.2. Optymalizacja simpleksowa
Kolejną możliwością analizy przebiegu ymbr(nb) jest narzucenie jego ogólnej
postaci w formie zależności matematycznej, a następnie wyznaczenie
współczynników optymalizacji. Jedną z częściej stosowanych metod optymali-
zacji jest optymalizowana metoda simpleksowa. Zakładając postać przebiegu
zmian poziomu szarości zgodnie z funkcją sinus, tj.:
(8.7)y as  0 sin a n ab1 22    ,
oraz błąd zdefiniowany w postaci:
(8.8)    s s b mbr b
n
N
y n y n
b
b
 	

 ,
1
można uzyskać przybliżenie badanej funkcji. Na rys. 8.12 przedstawiono wykres
przebiegu ymbr(nb) oraz funkcję ys(nb) optymalizowaną metodą simpleksową.
Rys. 8.12. Wykres przebiegu ymbr(nb) oraz ys(nb)
Po przeprowadzeniu 161 iteracji z wykorzystaniem algorytmu Neldera-
-Meada simpleks otrzymano następujące wartości wektora: a = [a0, a1,
a2] = [–2,77, 11,026, –1,53].
W celu zwiększenia jakości działania algorytmu na obrazie Lb(mb, nb) doko-
nano operacji erozji elementem strukturalnym SE o rozmiarze 5 × 5, otrzymując
rezultaty przedstawione na rys. 8.13.
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Rys. 8.13. Obraz LGRAY(m, n) oraz obraz wyjściowy po operacji erozji elementem strukturalnym
wierszowym z 75 elementami (SE o rozdzielczości 76 × 1)
Na rys. 8.14 pokazano wykres przebiegu ymbr(nb) oraz ys(nb) optymalizacji
metodą simpleksową uzyskany dla obrazu Lb(mb, nb) po erozji wierszowym ele-
mentem strukturalnym. Udało się wydzielić 11,5 obszaru (ich liczbę można
określić, wyznaczając maksima ys(nb)).
Rys. 8.14. Wykres przebiegu ymbr(nb) oraz ys(nb) optymalizacji metodą simpleksową uzyskany dla
obrazu Lb(mb, nb) po erozji wierszowym elementem strukturalnym (SE o rozdzielczości 76 × 1)
Przedstawiona metoda nie daje zadowalających rezultatów w ogólnym przy-
padku, co ilustrują rys. 8.15 i 8.16.
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Rys. 8.15. Ilustracja metody simpleksowej
Na wymienionych rysunkach pokazano przykładowo błędne rezultaty dzia-
łania algorytmu.
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obraz wejściowy LGRAY(m, n) z zaznaczo-
nym zaciemnionym obszarem
wykres przebiegu ymbr(nb) oraz ys(nb)
obraz wejściowy LGRAY(m, n) z zaznaczo-
nym zaciemnionym obszarem
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Rys. 8.16. Ilustracja metody simpleksowej
8.3.3. Filtracja filtrem Butterwortha
W celu eliminacji częstotliwości będących poza zakresem 6—20 Hz wyko-
rzystano pasmowo-przepustowego filtru Butterwortha piątego rzędu o odpowie-
dzi impulsowej przedstawionej na rys. 8.17.
Rys. 8.17. Wykres odpowiedzi impulsowej filtru Butterwortha
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wykres przebiegu ymbr(nb) oraz ys(nb)
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amplituda odpowiedzi impulsowej filtru Butterwortha
faza odpowiedzi impulsowej filtru Butterwortha
Otrzymane rezultaty dla przebiegu ymbr(nb), będące przebiegiem po filtracji
filtrem pasmowo-przepustowym, tj. yfbutter(nb), przedstawiono na rys. 8.18.
Rys. 8.18. Wykres ymbr(nb) (kolor czarny) oraz wykres yfbutter(nb) po filtracji (kolor czerwony)
Rys. 8.19. Obraz wejściowy LGRAY(m, n) z zaznaczonym uwypuklonym obszarem yfbutter(m, n)
Na rysunku 8.20 pokazano przykładowe obrazy wejściowe (po lewej) oraz
obrazy wyjściowe z zaznaczonym uwypuklonym obszarem yfbutter(m, n) w posta-
ci kolejnych poziomic (po prawej stronie).
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obraz wejściowy LGRAY(m, n) obraz yfbutter(m, n)
Rys. 8.20. Przykładowe obrazy wejściowe i obrazy wyjściowe z zaznaczonym uwypuklonym ob-
szarem yfbutter(m, n)
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obrazy wejściowe obrazy wyjściowe poziomicowe
Widoczne na rys. 8.20 wyniki potwierdzają przydatność tej metody w prak-
tyce. Otrzymane obrazy łatwo ocenić jakościowo oraz potwierdzić na tej podsta-
wie nie tylko tezę o liczbie protofilamentów, lecz także wskazać obszary,
w których występują i są dobrze widoczne.
Na rys. 8.21 i 8.22 przedstawiono jeden przykład z obrazami wyjściowymi
uzyskanymi dla różnych metod wizualizacji oraz obraz Lkor(mkor, nkor) o roz-
dzielczości Mkor × Nkor, zdefiniowany jako:
(8.9)
Lkor(mkor, nkor) = yfbutter(nkor) · sin
m
M









,
będący wynikiem zastosowania funkcji yfbutter(m, n) zmodulowanej dla kolejnych
kolumn funkcji sinus.
Rys. 8.21. Obraz wejściowy LGRAY(m, n) oraz uzyskane wyniki w postaci obrazu z zaznaczonym
uwypuklonym obszarem yfbutter(m, n) oraz jego kontur ze sztuczną paletą barw
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kor
kor
obraz LGRAY(m, n) obraz LGRAY(m, n) z yfbutter(m, n) kontur obrazu LGRAY(m, n)
z yfbutter(m, n)
Rys. 8.22. Wykres funkcji Lkor(mb, nb)
L k
or
(m
b,
n b
)
nb
m *10–1
PLL
Filtracja filtrem
Chebysheva
Detektor
fazy
Filtr
dolnoprzepustowy
VCO
Detekcja przejść
przez zero
FFT
Częstotliwość
początkowa
ymbr ypll
8.3.4. Inne możliwe podejścia
Przesłanki dotyczące okresowości występowania identyfikowanych obiektów,
takie jak: całkowita liczba okresów przebiegu ymbr, chwilowa zmiana fazy oraz
duży poziom szumów, nasuwają przypuszczenie, że zbudowanie algorytmu ana-
logicznego do pętli PLL stosowanej w elektronice może przynieść oczekiwane
efekty. Do rezultatów z pewnością można będzie zaliczyć możliwość synchroni-
zacji pętli przy dostatecznie niewielkim błędzie fazy. Znana będzie zatem czę-
stotliwość występowania identyfikowanych protofilamentów oraz w konsekwen-
cji możliwość uwypuklenia słabo widocznych obiektów. Na rys. 8.23
przedstawiono schemat blokowy pętli PLL wraz z dzielnikami częstotliwości.
Rys. 8.23. Schemat blokowy pętli PLL z obliczaniem częstotliwości początkowej fo
Działanie układu PLL polega na dostrojeniu się obwodu filtru i obserwowa-
niu częstotliwości występowania zmian poziomów nasycenia szarości we
współrzędnych biegunowych. Detektor fazy dostraja się do narastającego zbocza
sygnału ymbr. Sygnał błędu z wyjścia detektora fazy, którego współczynnik
wypełnienia jest funkcją różnicy faz, trafia do filtru dolnoprzepustowego, gdzie
jest filtrowany. Uzyskane w ten sposób napięcie przestraja generator VCO na
taką częstotliwość, by odtwarzała częstotliwość zmian poziomów szarości.
Detektor przejść przez zero oraz analiza FFT służą tylko do przeprowadzenia
pierwszej iteracji działania pętli w celu ustalenia początkowych warunków
działania generatora VCO.
Zakładając częstotliwość  = 2 ·  · 12 = 75,39 zgodnie z częstotliwością
zmian poziomów nasycenia, wynoszącą ok. 12 Hz, otrzymuje się, na podstawie
[18], błąd fazy:
(8.10)lim  b (t) lim
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gdzie:
K — wzmocnienie układu,
H(s) — transmitancja operatorowa.
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Jeżeli przyjąć, że zmiany częstotliwości sygnału fPLL osiągają poziom


= 4 rad/s2, to zgodnie z wzorem (8.10) otrzymuje się błąd fazy równy 7 · 10–4
rad. W praktyce tak mały błąd jest dopuszczalny. Jeśli jednak zajdzie potrzeba
sprowadzenia tegoż błędu do zera, to niezbędny okazuje się dodatkowy układ
całkujący, włączony w szereg z filtrem dolnoprzepustowym. Otrzymuje się
wówczas pętlę trzeciego rzędu, której analiza staje się bardziej skomplikowana.
Stworzony algorytm oparty na analogu opisywanej pętli PLL z elektroniki sta-
nowi dalszy zakres prowadzonych badań nad tym zagadnieniem.
8.4. Podsumowanie
Przedstawiona metodyka postępowania oraz zbudowane algorytmy znajdują
zastosowanie praktyczne w Katedrze Biofizyki i Biologii Komórki Uniwersytetu
Śląskiego w Katowicach. Oprogramowanie współpracuje z mikroskopem, mo-
dyfikując otrzymywany obraz w opisany tu sposób, czyniąc go bardziej czytel-
nym i użytecznym. Główne okno programu przedstawiono na rys. 8.24.
Rys. 8.24. Główne okno programu analizy protofilamentów
Z punktu widzenia zapotrzebowania zarówno dydaktyki, jak i nauki stwarza
to ogromne możliwości tworzenia dalszych aplikacji wspomagających pracę
operatora. Opisywane algorytmy z pewnością nie wyczerpują w sposób dosta-
teczny tego typu zagadnienia, stanowią jednak nowy kierunek badań nad tą pro-
blematyką.
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AUTOMATIC METHODS FOR MICROTUBULE ORIENTATION ANALYSIS
S u m m a r y
A microtubule is a fibrous structure of 25 nm diameter and 10—25 µm length, which is cre-
ated as a result of the polymerization of the tubulin protein. The orientation of microtubules in
relation to the cell axis changes due to both internal factors (associated with intracellular pro-
cesses) and external ones (the gravitational field, light intensity, mechanical stresses, an electric
field, etc.). In order to evaluate these changes, the inclination angle to the cell axis is usually
measured.
In this monograph three developed algorithms for measuring the inclination angle to the cell
axis are presented. The algorithms allowed determining a histogram of microtubule inclination
angles which takes into consideration the area of microtubules. Additionally, the work covers the
employment of the developed algorithms to the analysis of inclination angle variability as a kind
of a trend in a cell.
The authors present a spatial, three-dimensional reconstruction of microtubules based on
a sequence of images obtained with a fluorescence microscope, using the depth-of-focus change
feature.
The monograph also contains an analysis of the protofilaments present in cross-sectional im-
ages of microtubules. Various possible approaches to this issue are shown.
The authors hope that their monograph will be particularly useful for biologists and confirm
them in the belief that many laborious measurements can be performed with a profiled image
analysis application, leaving to them the analysis of the obtained results only.
 	
, 
	 	
	
   



     
		
   		 	 . 25 nm    10—25 µm
	 
	  	 	 
 
  . 	
		
        	 
!	 ("  	" 	)   # !	 (
,  ,   	$, 	 
 ..). %    
" 	 	   	-
	
  #   .
 	! 		
 	 	  	   		

 #   . 	
" 	"  	 	
  		
     	 . % 	
 		
" 	      	-
	
  	 	  .
	
 $ 		 	 	  		 		-

    
	$ " 	 & !	
	,  $  	.
'	  	 	! &&  	
		 		
. '" 	" 
" 	#  	.
*	" ,  		
 	!  
  

,   $ & $ 	 	 	
& 		
 	! 	 		"  
	$,
 
  		 	.
