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A single urn model is considered for which, at each of a discrete set of time values, the balls 
in the urn are first removed independently with a probability that depends on the time value and 
then, independently of the number of balls remaining, a random number of new balls are added 
to the urn. The distribution and moments of the number of balls in the urn at time n are studied 
as well as the asymptotic behavior as n approaches infinity. Some special cases are considered 
in detail. 
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1. Introduction 
Consider a single urn model in which the number of balls in the urn at time n + 1 
is determined as follows: 
(a) First, each ball in the urn at time n, independently of all others, is removed 
with probability 1-Pn+l (0<~Pn+l <~ 1). 
(b) Next, a random number of new balls are added to the urn, independently of
the number of balls remaining after step (a). 
In this paper we study the distribution and moments of the number of balls in 
the urn at time n and the asymptotic behavior as n -~ oo. A number of special cases 
are studied in detail. 
This model was motivated by a discrete time, imperfect debugging scheme in 
which the balls represent flaws in a system. A corresponding perfect debugging 
model (no new balls are added to the urn) with p, constant was studied in [5, 6]. 
Multiple urn models in which balls may disappear have been considered in [3] and 
references given therein. In these papers, the interest centers on the number of 
empty urns. A discrete time queueing model in which the order of (a) and (b) above 
is reversed (and with somewhat different assumptions) was studied in [7]. Finally, 
note that the urn model is an inhomogeneous Galton-Watson process with immigra- 
tion and with offspring distribution concentrated on {0, 1}. 
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2. Generating functions 
Let X~ denote the number of balls in the urn at time n (n = 0, 1,. . . ) .  Let U,÷~ 
denote the number of balls removed and v~+~ the number of balls added at time 
n + 1 as described in Section 1. Then 
Xn+l=(Xn-Un+l ) -+ Vn+l ,  n=0,1, . . . .  (1) 
By convention, let Xo = Vo (the number of balls in the urn initially). 
From the assumptions in Section 1, the conditional distribution of X , -  Un+~ 
given X~ is binomial with parameters Xn and p~+~. Also, Vn+l is independent of 
X . -  U,+l for n = 0, 1, . . . .  
Let F,,(s)= E(s x.) and G,(s)= E(s v) denote the probability generating func- 
tions of X, and V. respectively. From (1), the assumptions, and a simple conditional 
probability argument, 
F,+~(s) = F,,[1-(1-s)p,,+,]G,,+~(s). 
Iterating this result gives 
F~(S)=k=0 l~I Gk[1--(1--S) ,=k+~ fi P' I  (2) 
where we follow the usual convention that a product over an empty index set is 1. 
Let X,k denote the number of balls added at time k which are still present at 
time n (n t> k). Then the conditional distribution of X.k given Vk is binomial with 
rl parameters V k and I-Ii=k+l Pi" Also, for each n, X,o, X .1 , . . . ,  X, ,  are independent 
and 
x .  = X .o+X. l+-  • • +x . . .  (3) 
These observations give an alternate derivation of (2) since the generating function 
of X,k is the kth factor in (2). 
3. Moments 
Let/z, = E(Xn), tr,2 = Var(X,) and let m, = E(V,), p2 = Var(V,) for n =0, 1, . . . .  
Since the co~aditional distribution of X,k given Vk is binomial with parameters Vk 
n and I-Ii=k+l Pi, it follows easily that 
n 
E(X,,k) =mk 1-I pi, 
i~k+l  
rl rl 
Var(X.k) = (0 2-  ml,) I-I p2+ mk II Pi. 
i f k+ l  i=k+l  
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Therefore, from (3), 
/1 /1 
It,, = ~ mk YI Pi, (4) 
k=O i--- k+ l  
or~1= (p2k--mk) I-I p2i+mk l-I Pi • (5) 
k=O i=k+l  i=k+l  
We will conclude this section with a number of results concerning the asymptotic 
behavior of sums of products of the form 
M /1 
E ak 1-I p, 
k=O i=k+l  
where pi e [0, 1] for i = 1, 2 , . . .  and ak E (--O0, <X)) for k = 0, 1, . . . .  These results have 
2 immediate application to the mean It," and variance tr/1 of X/1 given in (4) and (5) 
respectively, and in addition, will be important in the analysis of the limiting 
distribution of X," in the next section. The proofs are straightforward and are omitted. 
First note that ]-I~1 Pi = lim/1~,~ I]~=1 Pi always exists in [0, 1], although the infinite 
product may diverge to 0. 
oo 
Lemma 1. Suppose that ak >~O for k=O, 1 , . . .  and )-~k=O ak <°°- Then 
/1 ," O0 O0 
lim ~ ak 1-~ P~= ~ ak I-I Pi. 
n~OO k=O i=k+l  k=O i=k+l  
Lemma 2. I f  p," --> p ~ [0, 1) and a/1 --> a ~ (-oo, oo) then 
lim ~ ak l-I pi = a / (1 -  p ). 
n~OO k=O i=k+l  
It is possible for lim/1_~k_~ oak rii=k+l Pi to exist even though lim/1_~ a," and 
lim/1_~ p," do not. 
Lemma 3. Suppose that ak >I 0 for k = O, 1, . . . .  Then 
I1 /1 
lim ~ ak 1-] Pi=O0 
/1~oo k=O i=k+l  
i f  any of the following conditions is satisfied: 
oo oo 
(a) ~k=O ak = oo and 1-Ii=l Pi does not diverge to 0; 
(b) lim,'_~ a," = ~;  
(c) lim inf,'_,oo a/1 > 0 and lim/1_~ p/1 = 1. 
o(3 
Condition (a) cannot be improved to ~'~'k=O ak = OO and lim,'_~p/1 = 1. 
Lemma 4. I f  lim,'~oo a/1 = 0 and lim sup,'_~oo p/1 < 1 then 
," ;1 
lim ~ ak l-I pi = O. 
/1~¢o k=O i - - - -k+1 
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oo 
The hypotheses of Lemma 4 cannot be improved to lim._.~ a. = 0 and I-I~=, p~ 
diverges to O. 
4. Limiting distributions 
In this section we will consider the limiting behavior of X,  as n ~ ~.  Various 
types of limiting distributions are possible, depending on the limiting behavior of 
the sequence V,, n = 0, 1 , . . .  and the sequence p,,  n = 1, 2, . . . .  It seems difficult to 
find a natural, general result that covers all possibilities, so instead we will prove 
two theorems which correspond to quite different situations. The distinction between 
the two results is analogous to the distinction between Lemmas 1 and 2. Of course, 
in light of (3), the study of X ,  comes under the general theory of independent 
triangular arrays (see [1]). In particular, the Lindeberg condition is sufficient for 
the weak convergence of an appropriately scaled X ,  to a standard normal variable. 
n 
First we will consider the limiting distribution of X ,  when Zk=O Vk converges 
oo 
weakly. Note first that G,(s) e (0, 1) for s e (0, 1) so it follows that I-Ik=o Gk(S) exists 
for s e (0, 1) although the infinite product may diverge to 0. By the continuity theorem 
OO OO • 
[2], I]k=O Gk(S) is a generating function of the form Y'-i=o ais' with ai I> 0 for all i 
0o 
and ~=o a~ <~ 1. Since it is nondecreasing in s e (0, 1), it follows that either 
Vioo oo k=O Gk(S) > 0 for s e (0, 1) or that I]k=O Gk(S) ---- 0 for s e (0, 1). Moreover, in the 
first case, since the infinite product converges uniformly in s on intervals of the 
1-ioo oo form [So, 1], it follows that  k=O Gk(S)~ 1 as sl' 1. This case corresponds to Y~k=0 Vk 
FI converging weakly to a proper random variable. The case k=O Gk(S) = 0 for s e (0, 1) 
corresponds to ~ k=O Vk diverging weakly to oo. This dichotomy is also a consequence 
of the Kolmogorov 0-1 law. 
oo 
Theorem 1. (a) Suppose that Hk=o Gk(S) > 0 for s e (0, 1). Then X, has a proper 
limiting distribution with generating function 
oo oo  
(b) I f  1-Ik:o Gk(S) = 0 for s e (0, 1) and if 1]i=1Pi does not diverge to 0 then the 
limiting distribution of X. is point mass at oe. 
Proof. (a) Since Gk is increasing on (0, 1), 
Gk[1--(1--S) fi p,]<~F,,(s) 
k=O i=k+l  
~f i  Gk[1--(1--S) ~p, ] .  
k=O i=k+l  
As n ~ oo the product on the fight in (6) converges to 
k=O i=k+l  
(6) 
(7) 
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Also, however, 
Gk[1 - (1 -s )  i~k+l fi p~] >~Gk(s) 
oo 
for each n so if Hk=0 Gk(S) > 0 for s ~ (0, 1) then the infinite product on the left in 
(6) converges uniformly in n for s ~ (0, 1) and hence converges to the expression 
in (7) as n--> oo. 
oo co 
(b) Suppose now that [Ik=o Gk(s)=0 for s ~ (0, 1) and that I1~=1Pi does not 
oO 
diverge to 0. Then there exists N such that I-I~_-N+I Pi > 0. For n > N, 
O<~ F~(s)<~ H Gk 1- ( l - s )  H P, 
k=0 i=k+l  
1-I l - ( l - s )  II p, 1-I 
k=0 i=k+l  k=N+l  
1- ( l - s )  1-I P, • 
i=N+I  
The second factor on the right in the last inequality converges to 0 as n-> ~. [] 
Note that the weak limit of X. described in part (a) of Theorem 1 corresponds 
tO  ) - ,oo  . . . k=0 Wk where Wo, W1, are independent and where the conditional distribu- 
oo 
tion of Wk given Vk is binomial with parameters Vk and I-Ii=k+l Pi. Clearly Wk can 
be interpreted as the number of balls added at time k which are still present at time 
oo  
oo. Also, in this case, if H,--1 pi diverges to 0 then the limiting distribution of X, is 
point mass at 0, i.e., the urn is empty in the limit. 
Next we will consider the limiting distribution of X, when V, converges weakly 
and p, --> p < 1. 
Theorem 2. Suppose that V. has a proper limiting distribution with generating function 
G and that E (Vn) is bounded in n. Suppose also that p. --> p < 1. Then X.  has a proper 
limiting distribution with generating function 
oO 
s~ 1"] G[1- (1 -s )P J ] .  
j=O 
Proof. From (2) note that the generating function of X,, can be written 
Q_j l - ( l - s )  11 p , .  
j=O i=n- - j+ l  
Qc~ 
Let F(s) = l'Is=o G[1 - (1  -s)pJ] .  By the continuity theorem, it suffices to show that 
F , (s ) /F (s ) -> l  as n->oo for sa(0,  1). 
First we note that F is a proper generating function. Let V denote the weak limit 
of  11,. Then from the assumptions, V has finite mean. By Jensen's inequality, 
G[ 1 - ( 1 - s )pS] = E {[ 1 - ( 1 - s )pS] v} >i [ 1 - ( 1 - s )pS]m v). 
oO 
But 1-ls=o [1 - (1 - s)p s] > 0 and hence F(s) > O. 
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oo  
Since I-Ij=.+l G[1 - (1 - s)p i] --> 1 as n -> oo 
. G _j 1- (1 -s )  II 
i=n- - j+ l  
l-I G[ l_( l_s)pJ]  j=0 
converges to 1 as n --> oo for s ~ (0, 1). 
Since p. -> p, 
, it suffices to show that 
(8) 
n 
1-I Pi --> PJ as n --> oo for fixed j. 
i=n-- j+l  
By assumption, 
G.(s)-->G(s) as n-->oo fo rse(0 ,1 )  
and moreover, the convergence is uniform on intervals of the form (0, t), t < 1 (see 
[2]). Finally, the limiting generating function G is continuous on (0, 1) so it follows 
that 
G._j 1-(1-s) 1-I p, - - 'G[ I - ( I - s )P  j] 
i=n- - j+  l
as n -~ oo for fixed j and s e (0, 1). 
For n i> k, the expression in (8) can be written as 
j=o 
[ ln [ n 1 k G._j 1 - - ( l - - s )  I-I pi l-I G,,_j 1- ( l - s )  I-I p, 
I-I ,=.-j+l j=k+l i=.-j+l (9) 
G[1-(1-s)PJ] ~ G[1- (1 -s )p  j] 
j=k+l 
oO 
As noted earlier, l-I~=o G[1-  (1 -s )p  j] converges. Now, without loss of generality, 
assume that p. ~< r < 1 for all n and let M be an upper bound on E (V.). Then by 
another appl ication of Jensen's inequality, 
G ._ j [1 - (1 -s )  [I P,]>~G.-j[1-(1-s) rj] 
i=n- - j+ l  
>~[1-(1-s)rJ] M. 
It follows therefore that the quotient of products in (9) converges to 1 as k--> oo 
uniformly in n I> k. Also, for fixed k, the first product in (9) converges to 1 as n --> ~.  
Hence the expression in (8) converges to 1 as n-> ~.  [] 
Corollary 1. Suppose that the limiting distribution of Vn is Poisson with parameter A
and that pn->p<l. Suppose also that E(V.) is bounded in n. Then the limiting 
distribution of X. is Poisson with parameter A/ (1 -p) .  
Proof. In the notation of Theorem 2, G(s) = e -~(1-p) and therefore 
cO 
I-I G[1 - (1 - s)p j] = e -AO-s)/(1-p). [] 
j=O 
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The following theorem results from making minor modifications in the proof of 
Theorem 2. 
Theorem 3. Suppose that Vn converges weakly to 0 and that E (V,) is bounded in n. 
Suppose also that lira sup._~oo p, < 1. Then X. converges weakly to O. 
5. Poisson additions 
Suppose that Vk has the Poisson distribution with parameter '~k > 0 for k = 0, 1, . . . .  
Thus, Gk(S)= exp[--Ak(1- S)]. Substituting into (2) gives 
[ ] Fn(s) = exp - (1 -  s) Pi • 
= i=k+l  
Therefore X,  has the Poisson distribution with parameter 
1,1 11 
~,.= Y xk 1-I 
k=0 i=k+l  
Pi. 
I f /z .  converges, say to/z  (see Lemmas 1 and 2 for conditions), then the limiting 
distribution of X, is Poisson with parameter/z. 
6. Binomial additions 
Suppose that Vk has the binomial distribution with parameters Mk and a k (M k 
a nonnegative integer and t~ k E [0,  1]) for k = 0, 1, . . . .  Then 
Gk(S)=[1--ak(1--S)] Mk. 
Substituting into (2) and simplifying ives 
Fn(s)  = 1--(1--S)ak 1-I Pi (10) 
k=0 i=k+l  
We will study the limiting behavior of X, in detail. Consider the following limits 
for j - -  1 ,2 , . . . ,  
n n 
yj = lim ~ MkaJk I'I P~. 
n--*oo k=O i=k+l  
Some conditions for the existence of these limits are given in Lemmas 1, 2 and 4. 
The existence of one of these limits does not in general imply the existence of the 
others. Note however that 
rl n . 12 r l  . 
o~ E M~ +~ N P~+~<~ 2 M~ N P~. 
k=O i fk+l  k=O i=k+l  
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Hence if the limits defining yj and yj+l exist then Yj+I ~< yj. Moreover, if yj = 0 then 
y, exists and is 0 for n ~>j. 
Now from (10), 
=exp ( -1 / j ) (1 -sy  MkOtJk H P • 
j 1 k=0 i=k+l  
Suppose that yj defined, above exists for each j. Since yj+~ < yj, the dominated 
convergence theorem justifies the following limit interchange for 0 < s < 1: 
lim F.(s)  = exp ( -y J j ) (1 -s  . 
n--* oo  j 1 
We note a number of special cases: 
(a) Suppose that Yl = 0. Then as noted above, yj exists and is 0 for each j. Hence 
F,,(s) ~ e ° = 1 for 0 < s < 1 so X,  converges weakly to 0 (i.e., the urn is empty in the 
limit). 
(b) Suppose that yl exists and is positive and that "Y2----0. Then y~ = 0 for j >I 2 
and hence F,,(s)~ exp[ -y l (1 -s ) ]  for 0< s < 1. Hence the limiting distribution of 
X,  is Poisson with parameter Yl. In particular, a Poisson limiting distribution would 
occur i fp , -~p< 1, an~0,  and a, ,M, ,~m>O. From Lemma 2, yl = m/(1-p)  and 
3'2 = 0 (this result also follows from Theorem 2). Note however, that this case 
illustrates behavior that falls "in between" Theorems 1 and 2 since it is possible to 
have Yl > 0 and Y2 = 0 without the conditions of either theorem being satisfied. 
(c) Suppose that Mn = M eventually, a .  -~ a > 0, and p. ~ p < 1. Then from 
Lemma 2 and the analysis in this section, or from Theorem 2, X.  has limiting 
generating function 
oO 
s -~ I-I [1 - otpk(1 -- S)] M. 
k=O 
oo 
Note that the weak limit of X,  corresponds to  ~'[~k=O Wk where Wo, WI , . . .  are 
independent and Wk has the binomial distribution with parameters M and ap k. 
oO oO 
(d) Suppose that ~k=0 Mkak < O0 and that I-Ii=l pi > 0. Then from Lemma 1 and 
the analysis in this section, or from Theorem 1, Xn has limiting generating function 
s~ 1--(1--S)ak I-I pi 
k=O i=k+l 
oO 
Note that the weak limit of X,  corresponds to  Ek=O Wk where Wo, W1, . . .  are 
independent and Wk has the binomial distribution with parameters Mk and 
oo 
~k 1-I~k+l P~- 
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7. No additions 
Suppose that Vk = 0 for k = 1, 2 , . . .  so that no new balls are added to the urn 
after time 0. This generalizes, in one direction, the debugging model studied in [5] 
and [6]. Note also that this model is a special case of a subcritical Gal ton-Watson 
process in varying environments (see [4]). 
From (2) note that 
F , ( s )=O 1- ( l - s )  I- Ip, 
i=1  
and hence the limiting generating function is 
oo 
In particular, the urn is empty in the limit if and only if I-[ i=1 P~ = 0. 
n 
The expected number  of balls in the urn at time n is ~. =/-~o 1-I ~= 1 P~ with limiting 
value ~o 1-I~=1 P~. The variance of the number of balls in the urn at time n is 
or. = tr 2 p 2 q_ IXo Pi  1 -- Pi 
i=1  i i=1  
with limiting value 
tr2 p 2 + tZo Pi 1 -- Pi i 
i= l  i=1  
Note that X , ,  n = 0, 1 , . . .  is a time inhomogeneous Markov chain with 0 as an 
absorbing state. In the reliability context, some quantities of interest are P(X ,  = 0), 
the probabil ity that the urn is empty at time n, and the distributions and moments 
of N=min{n:  X ,  =0}, the first time that the urn is empty. Since 0 is absorbing, 
note that P(X ,  = 0) is an increasing function of n and 
P(N=n)=P(X ,=O) -P (X ,_ ,=O) ,  n=l ,2 , . . . ,  
P (N  = oo) = 1 -  lim p(X ,  =0).  
rl ---~. oo 
Using the results of Sections 5 and 6, explicit formulas can be obtained for these 
quantities if the initial number  of balls in the urn has a binomial or Poisson 
distribution. 
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