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Had the apparatus [of transseries and analyzable functions] been intro-
duced for the sole purpose of solving Dulac’s “conjecture,” one might
legitimately question the wisdom and cost-effectiveness of such massive
investment in new machinery. However, [these notions] have many more
applications, actual or potential, especially in the study of analytic sin-
gularities. But their chief attraction is perhaps that of giving concrete,
if partial, shape to G. H. Hardy’s dream of an all-inclusive, maximally
stable algebra of “totally formalizable functions.”
— Jean Écalle, Six Lectures on Transseries, Analysable Functions and the
Constructive Proof of Dulac’s Conjecture.
The virtue of model theory is its ability to organize succinctly the sort
of tiresome algebraic details associated with elimination theory.
— Gerald Sacks, The Differential Closure of a Differential Field.
Les analystes p-adiques se fichent tout autant que les géomètres algé-
bristes . . . , des gammes à plus soif sur les valuations composées, les
groupes ordonnés baroques, sous-groupes pleins desdits et que sais-je.
Ces gammes méritent tout au plus d’enrichir les exercices de Bourbaki,
tant que personne ne s’en sert.
— Alexander Grothendieck, letter to Serre dated October 31, 1961.
I don’t like either writing or reading two-hundred page papers. It’s not
my idea of fun.
— John H. Conway, quoted in Genius at Play: The Curious Mind of John
Horton Conway by Siobhan Roberts.
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Preface
We develop here the algebra and model theory of the differential field of transseries,
a fascinating mathematical structure obtained by iterating a construction going
back more than a century to Levi-Civita and Hahn. It was introduced about thirty
years ago as an exponential ordered field by Dahn and Göring in connection with
Tarski’s problem on the real field with exponentiation, and independently by Écalle
in his proof of the Dulac Conjecture on plane analytic vector fields.
The analytic aspects of transseries have a precursor in Borel’s summation
of divergent series. Indeed, Écalle’s theory of accelero-summation vastly extends
Borel summation, and associates to each accelero-summable transseries an analyz-
able function. In this way many non-oscillating real-valued functions that arise
naturally (for example, as solutions of algebraic differential equations) can be rep-
resented faithfully by transseries.
For about twenty years we have studied the differential field of transseries
within the broader program of developing asymptotic differential algebra. We have
recently obtained decisive positive results on its model theory, and we describe
these results in an Introduction and Overview. That introduction assumes some
rudimentary knowledge of differential fields, valued fields, and model theory, but
no acquaintance with transseries. It is intended to familiarize readers with the main
issues in this book and with the terminology that we frequently use.
Initially, Joris van der Hoeven in Paris and Matthias Aschenbrenner and Lou
van den Dries in Urbana on the other side of the Atlantic worked independently,
but around 2000 we decided to join forces. In 2011 we arrived at a rough outline
for proving some precise conjectures: see our programmatic survey Toward a model
theory for transseries. All the conjectures stated in that paper (with one minor
change) did turn out to be true, even though some seemed to us at the time rather
optimistic.
Why is this book so long? For one, several problems we faced had no short
solutions. Also, we have chosen to work in a setting that is sufficiently flexible
for further developments, as we plan to show in a later volume. Finally, we have
tried to be reasonably self-contained by assuming only a working knowledge of basic
algebra: groups, rings, modules, fields. Occasionally we refer to Lang’s Algebra.
After the Introduction and Overview this book consists of 16 chapters and 2
appendices. Each chapter has an introduction and is divided into sections. Each
section has subsections, the last one often consisting of (partly historical) notes and
comments. Many chapters state in the beginning some assumptions—sometimes
just notational in nature— that are in force throughout that chapter, and of course
the reader should be aware of those in studying a particular chapter, since we do
not repeat these assumptions when stating theorems, etc. The same holds for many
sections and subsections. The end of the volume has a list of symbols and an index.
ix
x PREFACE
Acknowledgments
Part of this work was carried out while some of the authors were in residence at
various times at the Fields Institute (Toronto), the Institut des Hautes Études Sci-
entifiques (Bures-sur-Yvette), the Isaac Newton Institute for Mathematical Sciences
(Cambridge), and the Mathematical Sciences Research Institute (Berkeley). The
support and hospitality of these institutions is gratefully acknowledged.
Aschenbrenner’s work was partially supported by the National Science Founda-
tion under grants DMS-0303618, DMS-0556197, and DMS-0969642. Visits by van
der Hoeven to Los Angeles were partially supported by the UCLA Logic Center.
We thank the following copyright holders for permission to reproduce the text
in the epigraphs in the front of this book: Springer Science and Business Media, New
York, for the quote by Jean Écalle from [121]; the American Mathematical Society
for the quote by Gerald Sacks from [376], © 1972 American Mathematical Society;
Professor Jean-Pierre Serre for the quote by Alexander Grothendieck from [88]; and
Siobhan Roberts for the quote by John H. Conway that appears in her book Genius
at Play: The Curious Mind of John Horton Conway [344] © Siobhan Roberts,
published by Bloomsbury Publishing, Inc., 2016.
We thank David Marker and Angus Macintyre for their interest and steadfast
moral support over the years. To Santiago Camacho, Andrei Gabrielov, Tigran
Hakobyan, Elliot Kaplan, Nigel Pynn-Coates, Chieu Minh Tran, and especially
to Allen Gehret, we are indebted for numerous comments on and corrections to
the manuscript. We are also grateful to Philip Ehrlich for setting us right on
some historical points, and to the anonymous reviewers for useful suggestions and
for spotting some errors. We are of course solely responsible for any remaining
inadequacies.
Finally, we thank our editor, Vickie Kearn, and the other staff at Princeton
University Press, notably Nathan Carr and Glenda Krupa, for helping us to bring
this book into its final form.
Matthias Aschenbrenner, Los Angeles
Lou van den Dries, Urbana
Joris van der Hoeven, Paris
September 2015
Conventions and Notations
Throughout, m and n range over the set N = {0, 1, 2, . . .} of natural numbers. For
sets X , Y we distinguish between X ⊆ Y , meaning that X is a subset of Y , and
X ⊂ Y , meaning that X is a proper subset of Y .
For an (additively written) abelian group A we set A6= := A \ {0}. By ring we
mean an associative but possibly non-commutative ring with identity 1. Let R be
a ring. A unit of R is a u ∈ R with a right-inverse (an x ∈ R with ux = 1) and a
left-inverse (an x ∈ R with xu = 1). If u is a unit of R, then u has only one right-
inverse and only one left-inverse, and these coincide. With respect to multiplication
the units of R form a group R× with identity 1. Thus the multiplicative group of
a field K is K× = K \ {0} = K 6=. Subrings and ring morphisms preserve 1.
A domain is a ring with 1 6= 0 such that for all x, y in the ring, if xy = 0, then
x = 0 or y = 0. Usually domains are commutative, but not always. However, an
integral domain is always commutative, that is, a subring of a field.
Let R be a ring. An R-module is a left R-module unless specified otherwise,
and the scalar 1 ∈ R acts as the identity on any R-module. Let M be an R-
module and (xi)i∈I a family in M . A family (ri)i∈I in R is admissible if ri = 0
for all but finitely many i ∈ I. An R-linear combination of (xi) is an x ∈ M such
that x =
∑
i rixi of M for some admissible family (ri) in R. We say that (xi)
generates M if every element of M is an R-linear combination of (xi). We say
that (xi) is R-dependent (or linearly dependent over R) if
∑
i rixi = 0 for some
admissible family (ri)i∈I in R with ri 6= 0 for some i ∈ I; for I = {1, . . . , n} we also
abuse language by expressing this as: x1, . . . , xn are R-dependent. We say that (xi)
is R-independent (or linearly independent over R) if (xi) is not R-dependent. We
call M free on (xi) (or (xi) a basis of M) if (xi) generates M and (xi) is R-
independent. Sometimes we use this terminology for sets X ⊆ M to mean that
for some (equivalently, for every) index set I and bijection i 7→ xi : I → X the
family (xi) has the corresponding property.
Let K be a commutative ring. A K-algebra is defined to be a ring A together
with a ring morphism φ : K → A that takes its values in the center of A; we then
refer to φ as the structural morphism of the K-algebra A, and construe A as a
K-module by λa := φ(λ)a for λ ∈ K and a ∈ A.
Given a field extension F of a field K and a family (xi) in F we use the expres-
sions (xi) is algebraically (in)dependent over K and (xi) is a transcendence basis
of F over K in a way similar to the above linear analogues; likewise, a set X ⊆ F
can be referred to as being a transcendence basis of F over K.
When a vector space V over a field C is given, then subspace of V means vector
subspace of V .
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Dramatis Personæ
We summarize here the definitions of some notions prominent in our work, together
with a list of attributes that apply to them. We include the page number where each
concept is first introduced. We let m, n, r range over N = {0, 1, 2, . . .}. Below K is
a field, possibly equipped with further structure. We let a, b, f , g, y, z range over
elements of K, and we let Y be an indeterminate over K. If K comes equipped
with a valuation, then we let O be the valuation ring of K, and we freely employ
the dominance relations on K introduced in Section 3.1. If K comes equipped with
a derivation ∂, then we also write f ′, f ′′, . . . , f (n), . . . for ∂f, ∂2f, . . . , ∂nf, . . . , and
f † = f ′/f for the logarithmic derivative of any f 6= 0; in this case C = {f : f ′ = 0}
denotes the constant field of K, and c ranges over C. We let Γ be an ordered
abelian group, and let α, β, γ range over Γ.
Valued Fields
Let K be a valued field, that is, a field equipped with a valuation on it; p. 95.
Complete: every cauchy sequence in K has a limit in K; p. 71.
Spherically complete: every pseudocauchy sequence in K has a pseudolimit in K;
p. 66. “Spherically complete” is equivalent to “maximal” as defined below.
Maximal : there is no proper immediate valued field extension of K; p. 109.
Algebraically maximal : there is no proper immediate algebraic valued field extension
of K; p. 110.
Henselian: for every P ∈ K[Y ] with P 4 1, P (0) ≺ 1, and P ′(0) ≍ 1, there exists
y ≺ 1 with P (y) = 0; p. 115.
Differential Fields
Let K be a differential field, that is, a field of characteristic zero equipped with a
derivation on it; p. 170.
Linearly surjective: for all a0, . . . , ar ∈ K with ar 6= 0 there exists y such that
a0y + a1y
′ + · · ·+ ary(r) = 1; p. 215.
Linearly closed : for all r > 1 and a0, . . . , ar ∈ K there are b0, . . . , br−1, b ∈ K with
a0Y + a1Y
′+ · · ·+ arY (r) = b0(Y ′+ bY )+ b1(Y ′+ bY )′+ · · ·+ br−1(Y ′+ bY )(r−1);
p. 214.
Picard-Vessiot closed (or pv-closed): for all r > 1 and a0, . . . , ar ∈ K with ar 6= 0
there are C-linearly independent y1, . . . , yr such that a0yi + a1y′i + · · ·+ ary(r)i = 0
for i = 1, . . . , r; p. 216.
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Differentially closed : for all P ∈ K[Y, . . . , Y (r)] 6= and Q ∈ K[Y, . . . , Y (r−1)] 6= such
that ∂P
∂Y (r)
6= 0 there is y with P (y, y′, . . . , y(r)) = 0 and Q(y, y′, . . . , y(r−1)) 6= 0;
p. 201.
Valued Differential Fields
Let K be a valued differential field, that is, a differential field equipped with a
valuation on it; p. 188.
Small derivation: f ≺ 1⇒ f ′ ≺ 1; p. 189.
Monotone: f ≺ 1⇒ f ′ 4 f ; p. 191.
Few constants : c 4 1 for all c; p. 192.
Many constants : for every f there exists c with f ≍ c; p. 192.
Differential-henselian (or d-henselian): K has small derivation and:
(DH1) for all a0, . . . , ar 4 1 in K with ar ≍ 1 there exists y ≍ 1 such that
a0y + a1y
′ + · · ·+ ary(r) ∼ 1;
(DH2) for every P ∈ K[Y, Y ′, . . . , Y (r)] with P 4 1, P (0) ≺ 1, and ∂P
∂Y (n)
(0) ≍ 1
for some n, there exists y ≺ 1 such that P (y, y′, . . . , y(r)) = 0; p. 289.
Asymptotic Fields
Let K be an asymptotic field , that is, a valued differential field such that for all
nonzero f, g ≺ 1: f ≺ g ⇐⇒ f ′ ≺ g′; p. 323.
H-asymptotic (or of H-type): 0 6= f ≺ g ≺ 1⇒ f † < g†; p. 324.
Differential-valued (or d-valued): for all f ≍ 1 there exists c with f ∼ c; p. 324.
Grounded : there exists nonzero f 6≍ 1 such that g† < f † for all nonzero g 6≍ 1;
p. 328.
Asymptotic integration: for all f 6= 0 there exists g 6≍ 1 with g′ ≍ f ; p. 327.
Asymptotically maximal : K has no proper immediate asymptotic field extension;
p. 325.
Asymptotically d-algebraically maximal : K has no proper immediate differential-
algebraic asymptotic field extension; p. 325.
λ-free: H-asymptotic, ungrounded, and for all f there exists g ≻ 1 with f−g†† < g†;
p. 432.
ω-free: H-asymptotic, ungrounded, and for all f there exists a g ≻ 1 such that
f − ω(g††) < (g†)2, where ω(z) := −(2z′ + z2); p. 440.
Newtonian: H-asymptotic, ungrounded, and every P ∈ K[Y, Y ′, . . . , Y (r)] 6= of New-
ton degree 1 has a zero in O; p. 547. (See p. 410 for Newton degree.)
DRAMATIS PERSONÆ xvii
Ordered Valued Differential Fields
Let K be an ordered valued differential field , that is, a valued differential field
equipped with an ordering in the usual sense of ordered field ; p. 323.
Pre-H-field : O is convex in the ordered field K, and for all f :
f > O =⇒ f ′ > 0; p. 385.
H-field : O is the convex hull of C in the ordered field K, and for all f :
f > C =⇒ f ′ > 0, f ≍ 1 =⇒ there exists c with f ∼ c; p. 384.
Liouville closed : K is a real closed H-field and for all f , g there exists y 6= 0 such
that y′ + fy = g; p. 392.
Asymptotic Couples
Let (Γ, ψ) be an asymptotic couple, that is, the ordered abelian group Γ is equipped
with a map ψ : Γ 6= → Γ such that for all α, β 6= 0:
(AC1) α+ β 6= 0 ⇒ ψ(α + β) > min(ψ(α), ψ(β));
(AC2) ψ(kα) = ψ(α) for all k ∈ Z6=;
(AC3) α > 0 ⇒ α′ := α+ ψ(α) > ψ(β);
p. 273. For γ 6= 0 we set γ′ := γ + ψ(γ).
H-asymptotic (or of H-type): 0 < α < β ⇒ ψ(α) > ψ(β); p. 273.
Grounded : Ψ := {ψ(α) : α 6= 0} has a largest element; p. 332.
Small derivation: γ > 0⇒ γ′ > 0; p. 332.
Asymptotic integration: for all α there exists β 6= 0 with α = β′; p. 327.

Introduction and Overview
A Differential Field with No Escape
Our principal object of interest is the differential field T of transseries. Transseries
are formal series in an indeterminate x > R, such as
ϕ(x) = −3 eex +e
ex
log x +
ex
log2 x
+ e
x
log3 x
+ · · · −x11 + 7(1)
+
π
x
+
1
x log x
+
1
x log2 x
+
1
x log3 x
+ · · ·
+
2
x2
+
6
x3
+
24
x4
+
120
x5
+
720
x6
+ · · ·
+ e−x+2 e−x
2
+3 e−x
3
+4 e−x
4
+ · · · ,
where log2 x := (log x)2, etc. As in this example, each transseries is a (possibly
transfinite) sum, with terms written from left to right, in asymptotically decreas-
ing order. Each term is the product of a real coefficient and a transmonomial .
Appendix A contains the inductive construction of T, including the definition of
“transmonomial” and other notions about transseries that occur in this introduc-
tion. For expositions of T with proofs, see [112, 122, 194]. In [112], T is denoted
by R((x−1))LE, and its elements are called logarithmic-exponential series. At this
point we just mention that transseries can be added and multiplied in the nat-
ural way, and that with these operations, T is a field containing R as a subfield.
Transseries can also be differentiated term by term, subject to r′ = 0 for each r ∈ R
and x′ = 1. In this way T acquires the structure of a differential field.
Why transseries? Transseries naturally arise in solving differential equations at
infinity and studying the asymptotic behavior of their solutions, where ordinary
power series, Laurent series, or even Puiseux series in x−1 are inadequate. Indeed,
functions as simple as ex or log x cannot be expanded with respect to the asymptotic
scale xR of real powers of x at +∞. For merely solving algebraic equations, no
exponentials or logarithms are needed: it is classical that the fields of Puiseux
series over R and C are real closed and algebraically closed, respectively.
One approach to asymptotics with respect to more general scales was initi-
ated by Hardy [163, 165], inspired by earlier work of du Bois-Reymond [51] in the
late 19th century. Hardy considered logarithmico-exponential functions: real-valued
functions built up from constants and the variable x using addition, multiplication,
division, exponentiation and taking logarithms. He showed that such a function,
when defined on some interval (a,+∞), has eventually constant sign (no oscilla-
tion!), and so the germs at +∞ of these functions form an ordered field H with
derivation ddx . Thus H is what Bourbaki [62] calls a Hardy field : a subfield K of
the ring of germs at +∞ of differentiable functions f : (a,+∞) → R with a ∈ R,
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closed under taking derivatives; for more precision, see Section 9.1. Each Hardy
field is naturally an ordered differential field. The Hardy field H is rather special:
every f ∈ H satisfies an algebraic differential equation over R. But H lacks some
closure properties that are desirable for a comprehensive theory. For instance, H
has no antiderivative of ex
2
(by Liouville; see [361]), and the functional inverse
of (log x)(log log x) doesn’t lie in H , and is not even asymptotic to any element
of H : [111, 190]; see also [333].
With T and transseries we go beyondH and logarithmico-exponential functions
by admitting infinite sums. It is important to be aware, however, that by virtue of
its inductive construction, T does not contain, for example, the series
x+ log x+ log log x+ log log log x+ · · · ,
which does make sense in a suitable extension of T. Thus T allows only certain
kinds of infinite sums. Nevertheless, it turns out that the differential field T enjoys
many remarkable closure properties that H lacks. For instance, T is closed un-
der natural operations of exponentiation, integration, composition, compositional
inversion, and the resolution of feasible algebraic differential equations (where the
meaning of feasible can be made explicit). This makes T of interest for different
areas of mathematics:
Analysis. In connection with the Dulac Problem, T is sufficiently rich for modeling
the asymptotic behavior of so-called Poincaré return maps. This analytically deep
result is a crucial part of Écalle’s solution of the Dulac Problem [119, 120, 121].
(At the end of this introduction we discuss this in more detail.)
Computer algebra. Many transseries are concrete enough to compute with them, in
the sense of computer algebra [190, 402]. Moreover, many of the closure properties
mentioned above can be made effective. This allows for the automation of an
important part of asymptotic calculus for functions of one variable.
Logic. Given an o-minimal expansion of the real field, the germs at +∞ of its
definable one-variable functions form a Hardy field, which in many cases can be
embedded into T. This gives useful information about the possible asymptotic
behavior of these definable functions; see [21, 292] for more about this connection.
Soon after the introduction of T in the 1980s it was suspected that T might well be
a kind of universal domain for the differential algebra of Hardy fields and similar
ordered differential fields, analogous to the role of the algebraically closed field C
as a universal domain for algebraic geometry of characteristic 0 (Weil [461, Chap-
ter X, §2]), and of R, Qp, and C((t)) in related ordered and valued settings. This
is corroborated by the strong closure properties enjoyed by T. See in particular
p. 148 of Écalle’s book [120] for eloquent expressions of this idea. The present
volume and the next substantiate the universal domain nature of the differential
field T, using the language of model theory. The model-theoretic properties of
the classical fields C, R, Qp and C((t)) are well established thanks to Tarski, Sei-
denberg, Robinson, Ax & Kochen, Eršov, Cohen, Macintyre, Denef, and others;
see [443, 395, 350, 28, 29, 131, 84, 275, 100]. Our goal is to analyze likewise
the differential field T, which comes with a definable ordering and valuation, and
in this book we achieve this goal.
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The ordered and valued differential field T. For what follows, it will be con-
venient to quickly survey some of the most distinctive features of T. Appendix A
contains precise definitions and further details.
Each transseries f = f(x) can be uniquely decomposed as a sum
f = f≻ + f≍ + f≺,
where f≻ is the infinite part of f , f≍ is its constant term (a real number), and f≺
is its infinitesimal part. In the example (1) above,
ϕ≻ = −3 eex +e
ex
log x +
ex
log2 x
+ e
x
log3 x
+ · · · −x11,
ϕ≍ = 7,
ϕ≺ =
π
x
+
1
x log x
+ · · · .
In this example, ϕ≻ happens to be a finite sum, but this is not a necessary feature of
transseries: take for example f := e
x
log x+
ex
log2 x
+ e
x
log3 x
+· · · , with f≻ = f . Declaring
a transseries to be positive iff its dominant (= leftmost) coefficient is positive turns T
into an ordered field extension of R with x > R. In our example (1), the dominant
transmonomial of ϕ(x) is ee
x
and its dominant coefficient is −3, whence ϕ(x) is
negative; in fact, ϕ(x) < R.
The inductive definition of T involves constructing a certain exponential operation
exp: T→ T×, with exp(f) also written as ef , and
exp(f) = exp(f≻) · exp(f≍) · exp(f≺) = exp(f≻) · ef≍ ·
∞∑
n=0
fn≺
n!
where the first factor exp(f≻) is a transmonomial, the second factor ef≍ is the
real number obtained by exponentiating the real number f≍ in the usual way, and
the third factor exp(f≺) =
∑∞
n=0
fn≺
n! is expanded as a series in the usual way.
Conversely, each transmonomial is of the form exp(f≻) for some transseries f .
Viewed as an exponential field, T is an elementary extension of the exponential
field of real numbers; see [111]. In particular, T is real closed, and so its ordering
is existentially definable (and universally definable) from its ring operations:
(2) f > 0 ⇐⇒ f = g2 for some g.
However, as emphasized above, our main interest is in T as a differential field, with
derivation f 7→ f ′ on T defined termwise, with r′ = 0 for r ∈ R, x′ = 1, (ef )′ = f ′ ef ,
and (log f)′ = f ′/f for f > 0. Let us fix here some notation and terminology in
force throughout this volume: a differential field is a field K of characteristic 0
together with a single derivation ∂ : K → K; if ∂ is clear from the context we often
write a′ instead of ∂(a), for a ∈ K. The constant field of a differential field K is
the subfield
CK := {a ∈ K : a′ = 0}
of K, also denoted by C if K is clear from the context. The constant field of T
turns out to be R, that is,
R = {f ∈ T : f ′ = 0}.
By an ordered differential field we mean a differential field equipped with a total
ordering on its underlying set making it an ordered field in the usual sense of that
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expression. So T is an ordered differential field. More important than the ordering
is the valuation on T with valuation ring
OT :=
{
f ∈ T : |f | 6 r for some r ∈ R} = {f ∈ T : f≻ = 0},
a convex subring of T. The unique maximal ideal of OT is
OT :=
{
f ∈ T : |f | 6 r for all r > 0 in R} = {f ∈ T : f = f≺}
and thus OT = R+OT. Its very definition shows that OT is existentially definable in
the differential field T. However, OT is not universally definable in the differential
field T: Corollary 16.2.6. In light of the model completeness conjecture discussed
below, it is therefore advisable to add the valuation as an extra primitive, and so
in the rest of this introduction we construe T as an ordered and valued differential
field, with valuation given by OT. By a valued differential field we mean throughout
a differential field K equipped with a valuation ring of K that contains the prime
subfield Q of K.
Grid-based transseries. When referring to transseries we have in mind the well-
based transseries of finite logarithmic and exponential depth of [190], also called
logarithmic-exponential series in [112]. The construction of the field T in Appen-
dix A allows variants, and we briefly comment on one of them.
Each transseries f is an infinite sum f =
∑
m fmm where each m is a trans-
monomial and fm ∈ R. The support of such a transseries f is the set supp(f)
of transmonomials m for which the coefficient fm is nonzero. For instance, the
transmonomials in the support of the transseries ϕ of example (1) are
ee
x
, e
ex
log x +
ex
(log x)2 +
ex
(log x)3 + · · ·, x11, 1, 1
x
,
1
x log x
, . . . ,
1
x2
,
1
x3
, . . . , e−x, e−x
2
, . . . .
By imposing various restrictions on the kinds of permissible supports, the construc-
tion from Appendix A yields various interesting differential subfields of T.
To define multiplication on T, supports should be well-based: every nonempty
subset of the support of a transseries f should contain an asymptotically dominant
element. So well-basedness is a minimal requirement on supports. A much stronger
condition on supp(f) is as follows: there are transmonomials m and n1, . . . , nk ∈ OT
(k ∈ N) such that
supp f ⊆ {mni11 · · · nikk : i1, . . . , ik ∈ N}.
Supports of this kind are called grid-based. Imposing this constraint all along,
the construction from Appendix A builds the differential subfield Tg of grid-based
transseries of T. Other suitable restrictions on the support yield other interesting
differential subfields of T.
The differential field Tg of grid-based transseries has been studied in detail
in [194]. In particular, that book contains a kind of algorithm for solving algebraic
differential equations over Tg. These equations are of the form
(3) P
(
y, . . . , y(r)
)
= 0,
where P ∈ Tg[Y, . . . , Y (r)] is a nonzero polynomial in Y and a finite number of its
formal derivatives Y ′, . . . , Y (r). We note here that by combining results from [194]
and the present volume, any solution y ∈ T to (3) is actually grid-based. Thus
transseries outside Tg such as ϕ(x) from (1) or ζ(x) = 1 + 2−x + 3−x + · · · are
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differentially transcendental over Tg; see the Notes and comments to Section 16.2
for more details, and Grigor′ev-Singer [155] for an earlier result of this kind.
Model completeness. One reason that “geometric” fields like C, R, Qp are more
manageable than “arithmetic” fields like Q is that the former aremodel complete; see
Appendix B for this and other basic model-theoretic notions used in this volume. A
consequence of the model completeness of R is that any finite system of polynomial
equations over R (in any number of unknowns) with a solution in an ordered field
extension of R, has a solution in R itself. By the R-version of (2) we can also allow
polynomial inequalities in such a system. (A related fact: if such a system has real
algebraic coefficients, then it has a real algebraic solution.)
For a more geometric view of model completeness we first specify an algebraic
subset of Rn to be the set of common zeros,{
y = (y1, . . . , yn) ∈ Rn : P1(y) = · · · = Pk(y) = 0
}
,
of finitely many polynomials P1, . . . , Pk ∈ R[Y1, . . . , Yn]. Define a subset of Rm to
be subalgebraic if it is the image of an algebraic set in Rn for some n > m under
the projection map
(y1, . . . , yn) 7→ (y1, . . . , ym) : Rn → Rm.
Then a consequence of the model completeness of R is that the complement in Rm
of any subalgebraic set is again subalgebraic. Model completeness of R is a little
stronger in that only polynomials with integer coefficients should be involved.
A nice analogy between R and T is the following intermediate value property,
announced in [193] and established for Tg in [194]: Let P (Y ) = p(Y, . . . , Y (r))
be a differential polynomial over T, that is, with coefficients in T, and let f , h
be transseries with f < h; then P (g) takes on all values strictly between P (f)
and P (h) for transseries g with f < g < h. Underlying this opulence of T is a
more robust property that we call newtonianity, which is analogous to henselianity
for valued fields. The fact that T is newtonian implies, for instance, that any
differential equation y′ = Q(y, y′, . . . , y(r)) with Q ∈ x−2OT[Y, Y ′, . . . , Y (r)] has an
infinitesimal solution y ∈ OT. The definition of “newtonian” is rather subtle, and is
discussed later in this introduction.
Another way that R and T are similar concerns the factorization of linear
differential operators: any linear differential operator A = ∂r + a1∂r−1 · · · + ar of
order r > 1 with coefficients a1, . . . , ar ∈ T, is a product of such operators of
order one and order two, with coefficients in T. Moreover, any linear differential
equation y(r) + a1y(r−1) + · · · + ary = b (a1, . . . , ar, b ∈ T) has a solution y ∈ T
(possibly y = 0). In particular, every transseries f has a transseries integral g,
that is, f = g′. (It is noteworthy that a convergent transseries can very well
have a divergent transseries as an integral; for example, the transmonomial e
x
x
has as an integral the divergent transseries
∑∞
n=0 n!
ex
xn+1 . The analytic aspects of
transseries are addressed by Écalle’s theory of analyzable functions [120], where
genuine functions are associated to transseries such as
∑∞
n=0 n!
ex
xn+1 , using the
process of accelero-summation, a far reaching generalization of Borel summation;
these analytic issues are not addressed in the present volume.)
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These strong closure properties make it plausible to conjecture that T is model
complete, as a valued differential field. This and some other conjectures to be men-
tioned in this introduction go back some 20 years, and are proved in the present vol-
ume. To state model completeness of T geometrically we use the terms d-algebraic
and d-polynomial to abbreviate differential-algebraic and differential polynomial
and we define a d-algebraic set in Tn to be the set of common zeros,{
f = (f1, . . . , fn) ∈ Tn : P1(f) = · · · = Pk(f) = 0
}
of some d-polynomials P1, . . . , Pk in differential indeterminates Y1, . . . , Yn,
Pi(Y1, . . . , Yn) = pi
(
Y1, . . . , Yn, Y
′
1 , . . . , Y
′
n, Y
′′
1 , . . . , Y
′′
n , Y
′′′
1 , . . . , Y
′′′
n , . . .
)
over T. We also define an H-algebraic set to be the intersection of a d-algebraic set
with a set of the form{
y = (y1, . . . , yn) ∈ Tn : yi ∈ OT for all i ∈ I
}
where I ⊆ {1, . . . , n},
and we finally define a subset of Tm to be sub-H-algebraic if it is the image of an
H-algebraic set in Tn for some n > m under the projection map
(f1, . . . , fn) 7→ (f1, . . . , fm) : Tn → Tm.
It follows from the model completeness of T that the complement in Tm of any
sub-H-algebraic set is again sub-H-algebraic, in analogy with Gabrielov’s “theorem
of the complement” for real subanalytic sets [145]. (The model completeness of T
is a little stronger: it is equivalent to this “complement” formulation where the
defining d-polynomials of the d-algebraic sets involved have integer coefficients.) A
consequence is that for subsets of Tm,
sub-H-algebraic = definable in T.
The usual model-theoretic approach to establishing that a given structure is model
complete consists of two steps. (There is also a preliminary choice to be made of
primitives; our choice for T: its ring operations, its derivation, its ordering, and its
valuation.) The first step is to record the basic compatibilities between primitives;
“basic” here means in practice that they are also satisfied by the substructures of
the structure of interest. For the more familiar structure of the ordered field R of
real numbers, these basic compatibilities are the ordered field axioms. The second
and harder step is to find some closure properties satisfied by our structure that
together with these basic compatibilities can be shown to imply all its elementary
properties. In the model-theoretic treatment of R, it turns out that this job is done
by the closure properties defining real closed fields: every positive element has a
square root, and every odd degree polynomial has a zero.
H-fields. For T we try to capture the first step of the axiomatization by the notion
of anH-field. We chose the prefixH in honor of E. Borel, H. Hahn, G. H. Hardy, and
F. Hausdorff, who pioneered our subject about a century ago [55, 162, 164, 171],
and who share the initial H, except for Borel. To define H-fields, let K be an
ordered differential field (with constant field C) and set
O := {a ∈ K : |a| 6 c for some c > 0 in C} (a convex subring of K),
O :=
{
a ∈ K : |a| < c for all c > 0 in C}.
These notations should remind the reader of Landau’s big O and small o. The
elements of O are thought of as infinitesimal, the elements of O as bounded, and
A DIFFERENTIAL FIELD WITH NO ESCAPE 7
those of K \ O as infinite. Note that O is definable in the ordered differential
field K, and is a valuation ring of K with (unique) maximal ideal O. We define K
to be an H-field if it satisfies the two conditions below:
(H1) for all a ∈ K, if a > C, then a′ > 0,
(H2) O = C + O.
By (H2) the constant field C can be identified canonically with the residue field O/O
of O. As we did with T we construe an H-field K as an ordered valued differential
field. An H-field K is said to have small derivation if ∂O ⊆ O (and thus ∂O ⊆ O).
If K is an H-field and a ∈ K, a > 0, then K with its derivation ∂ replaced by a∂ is
also an H-field. Such changes of derivation play a major role in our work.
Among H-fields with small derivation are T and its ordered differential sub-
fields containing R, and any Hardy field containing R. Thus R(x), R(x, ex, log x)
as well as Hardy’s larger field of logarithmico-exponential functions are H-fields.
Closure properties. Let Th(M) be the first-order theory of an L-structure M ,
that is, Th(M) is the set of L-sentences that are true in M ; see Appendix B for
details. In terms of H-fields, we can now make the model completeness conjecture
more precise, as was done in [19]:
Th(T) = model companion of the theory of H-fields with small derivation,
where T is construed as an ordered and valued differential field. This amounts
to adding to the earlier model completeness of T the claim that any H-field with
small derivation can be embedded as an ordered valued differential field into some
ultrapower of T. Among the consequences of this conjecture is that any finite system
of algebraic differential equations over T (in several unknowns) has a solution in T
whenever it has one in someH-field extension of T. It means that the concept of “H-
field” is intrinsic to the differential field T. It also suggests studying systematically
the extension theory of H-fields: A. Robinson taught us that for a theory to have a
model companion at all—a rare phenomenon—is equivalent to certain embedding
and extension properties of its class of models. Here it helps to know that H-
fields fall under the so-called differential-valued fields (abbreviated as d-valued fields
below) of Rosenlicht, who began a study of these valued differential fields and their
extensions in the early 1980s; see [364]. (A d-valued field is defined to be a valued
differential field such that O = C + O, and a′b ∈ b′O for all a, b ∈ O; here O is the
valuation ring with maximal ideal O, and C is the constant field.) Most of our work
is actually in the setting of valued differential fields where no field ordering is given,
since even for H-fields the valuation is a more robust and useful feature than its
field ordering.
Besides developing the extension theory of H-fields we need to isolate the
relevant closure properties of T. First, T is real closed, but that property does
not involve the derivation. Next, T is closed under integration and, by its very
construction, also under exponentiation. In terms of the derivation this gives two
natural closure properties of T:
∀a∃b (a = b′), ∀a∃b (b 6= 0 & ab = b′).
An H-field K is said to be Liouville closed if it is real closed and satisfies these two
sentences; cf. Liouville [260, 261]. So T is Liouville closed. It was shown in [19]
that any H-field has a Liouville closure, that is, a minimal Liouville closed H-field
extension. If K is a Hardy field containing R as a subfield, then it has a unique
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Hardy field extension that is also a Liouville closure of K, but it can happen that
an H-field K has two Liouville closures that are not isomorphic over K; it cannot
have more than two. Understanding this “fork in the road” and dealing with it
is fundamental in our work. Useful notions in this connection are comparability
classes, groundedness, and asymptotic integration. We discuss this briefly below for
H-fields. (Parts of Chapters 9 and 11 treat these notions for a much larger class
of valued differential fields.) Later in this introduction we encounter an important
but rather hidden closure property, called ω-freeness, which rules over the fork in
the road. Finally, there is the very powerful closure property of newtonianity that
we already mentioned earlier.
Valuations and asymptotic relations. Let K be an H-field, let a, b range
over K, and let v : K → Γ∞ be the (Krull) valuation on K associated to O, with
value group Γ = v(K×) and Γ∞ := Γ∪{∞} with Γ <∞. Recall that Γ is an ordered
abelian group, additively written as is customary in valuation theory. Then
va < vb ⇐⇒ |a| > c|b| for all c > 0 in C.
Thinking of elements of K as germs of functions at +∞, we also adopt Hardy’s
notations from asymptotic analysis:
a ≻ b, a < b, a ≺ b, a 4 b, a ≍ b, a ∼ b
are defined to mean, respectively,
va < vb, va 6 vb, va > vb, va > vb, va = vb, v(a− b) > va.
(Some of these notations from [165] actually go back to du Bois-Reymond [48].)
Note that a ≻ 1 means that a is infinite, that is, |a| > C, and a ≺ 1 means that a
is infinitesimal, that is, a ∈ O. It is crucial that the asymptotic relations above can
be differentiated, provided we restrict to nonzero a, b with a 6≍ 1, b 6≍ 1:
a ≻ b ⇐⇒ a′ ≻ b′, a ≍ b ⇐⇒ a′ ≍ b′, a ∼ b ⇐⇒ a′ ∼ b′.
For a 6= 0 we let a† := a′/a be its logarithmic derivative, so (ab)† = a† + b†
for a, b 6= 0. Elements a, b ≻ 1 are said to be comparable if a† ≍ b†; if K is a
Hardy field containing R as subfield, or K = T, this is equivalent to the existence
of an n > 1 such that |a| 6 |b|n and |b| 6 |a|n. Comparability is an equivalence
relation on the set of infinite elements of K, and the comparability classes Cl(a)
of K are totally ordered by Cl(a) 6 Cl(b) :⇐⇒ a† 4 b†.
Example. For K = T, set e0 = x and en+1 = exp(en). Then the sequence (Cl(en))
is strictly increasing and cofinal in the set of comparability classes. More important
are the ℓn defined recursively by ℓ0 = x, and ℓn+1 = log ℓn. Then the sequence
Cl(ℓ0) > Cl(ℓ1) > Cl(ℓ2) > · · · > Cl(ℓn) > · · · is coinitial in the set of comparability
classes of T. For later use it is worth noting at this point that
ℓ†n =
1
ℓ0 · · · ℓn , −ℓ
††
n =
1
ℓ0
+
1
ℓ0ℓ1
+ · · ·+ 1
ℓ0ℓ1 · · · ℓn .
We callK grounded ifK has a smallest comparability class. Thus T is not grounded.
If Γ> contains an element α such that for every γ ∈ Γ> we have nγ > α for
some n > 1, then K is grounded; this condition on Γ is in particular satisfied
if Γ 6= {0} and Γ has finite archimedean rank. If K is grounded, then K has only
one Liouville closure (up to isomorphism over K).
STRATEGY AND MAIN RESULTS 9
The H-fieldK is said to have asymptotic integration ifK satisfies ∀a∃b(a ≍ b′),
equivalently, {vb′ : b ∈ K} = Γ∞. It is obvious that every Liouville closed H-field
has asymptotic integration; in particular, T has asymptotic integration. In general,
at most one γ ∈ Γ lies outside {vb′ : b ∈ K}; if K is grounded, then such a γ exists,
by results in Section 9.2, and so K cannot have asymptotic integration.
Strategy and Main Results
Model completeness of T concerns finite systems of algebraic differential equations
over T with asymptotic side conditions in several differential indeterminates.
Robinson’s strategy for establishing model completeness applied to T requires
us to move beyond T to consider H-fields and their extensions. If we are lucky—
as we are in this case—it will suffice to consider extensions of H-fields by one
element y at a time. This leads to equations P (y) = 0 with an asymptotic side
condition y ≺ g. Here P ∈ K{Y } is a univariate differential polynomial with
coefficients in an H-field K with g ∈ K×, and K{Y } = K[Y, Y ′, Y ′′, . . . ] is the
differential domain of d-polynomials in the differential indeterminate Y over K.
The key issue: when is there a solution in some H-field extension of K? A detailed
study of such equations in the special case K = Tg and where we only look for
solutions in Tg itself was undertaken in [194], using an assortment of techniques
(for instance, various fixpoint theorems) heavily based on the particular structure
of Tg. Generalizing these results to suitable H-fields is an important guideline in
our work.
Differential Newton diagrams. Let K be an H-field, and consider a d-algebraic
equation with asymptotic side condition,
(4) P (y) = 0, y ≺ g,
where P ∈ K{Y }, P 6= 0, and g ∈ K×; we look for nonzero solutions in H-field
extensions of K. For the sake of concreteness we take K = Tg and look for nonzero
solutions in Tg, focusing on the example below:
(5) e− e
x
y2y′′ + y2 − 2xyy′ − 7 e−x y′ − 4 + 1log x = 0, y ≺ x.
We sketch briefly how [194] goes about solving (5). First of all, we need to find
the possible dominant terms of solutions y. This is done by considering possible
cancellations. For example, y2 and −4 might be the terms of least valuation in
the left side of (5), with all other terms having greater valuation, so negligible
compared to y2 and −4. This yields a cancellation y2 ∼ 4, so y ∼ 2 or y ∼ −2,
giving 2 and −2 as potential dominant terms of a solution y.
Another case: e− e
x
y2y′′ and y2 are the terms of least valuation. Then we get
a cancellation e− e
x
y2y′′ ∼ −y2, that is, y′′ ∼ − eex , which leads to y ∼ − eex / e2x.
But this possibility is discarded, since (5) also requires y ≺ x. (On the other hand,
if the asymptotic condition in (5) had been y ≺ eex , we would have kept − eex / e2x
as a potential dominant term of a solution y.)
What makes things work in these two cases is that the cancellations arise from
terms of different degrees in y, y′, y′′, . . . . Such cancellations are reminiscent of
the more familiar setting of algebraic equations where the dominant monomials of
solutions can be read off from a Newton diagram and the corresponding dominant
coefficients are zeros of the corresponding Newton polynomials ; see Section 3.7.
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This method still works in our d-algebraic setting, for cancellations among terms
of different degrees, but requires the construction of so-called equalizers.
A different situation arises for cancellations between terms of the same degree.
Consider for example the case that y2 and −2xyy′ have least valuation among
the terms in the left side of (5), with all other terms of higher valuation. Then
y2 ∼ 2xyy′, so y† ∼ 12x . Now y† = 12x gives y = cx1/2 with c ∈ R×, but the
weaker condition y† ∼ 12x only gives y = ux1/2 with u 6= 0, u† ≺ x−1, that is,
|v(u)| < |v(x)|/n for all n > 1. Substituting ux1/2 for y in (5) and considering u
as the new unknown, the condition on v(u) forces u ≍ 1, so after all we do get
y ∼ cx1/2 with c ∈ R×, giving cx1/2 as a potential dominant term of a solution y.
It is important to note that here an integration constant c gets introduced.
Manipulations as we just did are similar to rewriting an equation H(y) = 0
with homogeneous nonzero H ∈ K{Y } of positive degree as a (Riccati) equa-
tion R(y†) = 0 with R of lower order than H .
This technique can be shown to work in general for cancellations among terms
of the same degree, provided we are also allowed to transform the equation to an
equivalent one by applying a suitable iteration of the upward shift f(x) 7→ f(ex).
(For reasonable H-fields K one can apply instead compositional conjugation by
positive active elements; see below for compositional conjugation and active.)
Having determined a possible dominant term f = cm of a solution of (4), where
c ∈ R× and m is a transmonomial, we next perform a so-called refinement
(6) P (f + y) = 0, y ≺ f
of (4). For instance, taking f = 2, the equation (5) transforms into
e− e
x
y2y′′ + y2 − 2xyy′ + 4 e− ex yy′′
+ 4y − (4x+ 7 e−x)y′ + 4 e− ex y′′ + 1log x = 0, y ≺ 2.
Now apply the same procedure to this refinement, to find the “next” term.
Roughly speaking, this yields an infinite process to obtain all possible asymptotic
expansions of solutions to any asymptotic equation. How do we make this into a
finite process? For this, it is useful to introduce the Newton degree of (4). This
notion is similar to the Weierstrass degree of a multivariate power series and corre-
sponds to the degree of the asymptotically significant part of the equation. If the
Newton degree is 0, then (4) has no solution. The Newton degree of (5) turns out
to be 2: this has to do with the fact that e− e
x
y2y′′ ≺ y2 whenever y ≺ x. We shall
return soon to the precise definition of Newton degree for differential polynomials
over rather general H-fields. As to the resolution of asymptotic equations over
K = Tg, the following key facts were established in [194]:
• The Newton degree stays the same or decreases under refinement.
• If the Newton degree of the refinement (6) equals that of (4), we employ
so-called unravelings ; these resemble the Tschirnhaus transformations that
overcome similar obstacles in the algebraic setting. Combining unravelings
with refinements as described above, we arrive after finitely many steps at an
asymptotic equation of Newton degree 0 or 1.
• The H-field Tg is newtonian, that is, any asymptotic equation over Tg of
Newton degree 1 has a solution in Tg.
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All in all, we have for any given asymptotic equation over Tg a more or less finite
procedure for gaining an overview of the entire space of solutions in Tg.
To define the Newton degree of an asymptotic equation (4) over rather general
H-fields, we first need to introduce the dominant part of P and then, based on a
process called compositional conjugation, the Newton polynomial of P .
The dominant part. Let K be an H-field. We extend the valuation v of K to
the integral domain K{Y } by setting
vP = min{va : a is a coefficient of P},
and we extend the binary relations ≍ and ∼ on K to K{Y } accordingly. It is also
convenient to fix a monomial set M in K, that is, a subset M of K> that is mapped
bijectively by v onto the value group Γ of K. This allows us to define the dominant
part DP (Y ) of a nonzero d-polynomial P (Y ) over K to be the unique element of
C{Y } ⊆ K{Y } with P ∼ dPDP , where dP ∈ M is the dominant monomial of P
determined by P ≍ dP . (Another choice of monomial set would just multiply DP
by some positive constant.) For K = T we always take the set of transmonomials
as our monomial set.
Example 1. Let K = T. For P = x5 + (2 + ex)Y + (3 ex+ log x)(Y ′)2, we have
dP = e
x and DP = Y + 3(Y ′)2. For Q = Y 2 − 2xY Y ′ we have DQ = −2Y Y ′.
For K with small derivation we can use DP to get near the zeros a ≍ 1 of P :
if P (a) = 0, a ≍ 1, then DP (c) = 0 where c is the unique constant with a ∼ c.
We need to understand, however, the behavior of P (a) not only for a ≍ 1, that
is, va = 0, but also for “sufficiently flat” elements a ∈ K, that is, for va approach-
ing 0 ∈ Γ. For instance, in T, the iterated logarithms
ℓ0 = x, ℓ1 = log x, ℓ2 = log log x, . . .
satisfy v(ℓn) → 0 in ΓT and likewise v(1/ℓn) → 0. The dominant term dPDP
of P often provides a good approximation for P when evaluating at sufficiently flat
elements, but not always: for K = T and Q as in Example 1 we note that for y = ℓ2
we have: y2 = ℓ22 ≻ 2xyy′ = 2ℓ2/ℓ1, so Q(y) ∼ y2 6≍ (dQDQ)(y).
In order to approximate P (y) by (dPDP )(y) for sufficiently flat y, we need one
more ingredient: compositional conjugation. For K = T and Q as in Example 1,
this amounts to a change of variables x = ee
x˜
, so that Q(y) = y2 − 2y(dy/dx˜) e−x˜
for y ∈ T. With respect to this new variable x˜, the dominant term Y 2 of the
adjusted d-polynomial Y 2 − 2Y Y ′ e−x˜ is then an adequate approximation of Q
when evaluating at sufficiently flat elements of T. Such changes of variable do not
make sense for general H-fields, but as it turns out, compositional conjugation is a
good substitute.
Compositional conjugation. We define this for an arbitrary differential field K.
For φ ∈ K× we let Kφ be the differential field obtained from K by replacing its
derivation ∂ by the multiple φ−1∂. Then a differential polynomial P (Y ) ∈ K{Y }
defines the same function on the common underlying set of K and Kφ as a certain
differential polynomial Pφ(Y ) ∈ Kφ{Y }: for P = Y ′, we have Pφ(Y ) = φY ′ (since
over Kφ we evaluate Y ′ according to the derivation φ−1∂), for P = Y ′′ we have
Pφ(Y ) = φ′Y ′ + φ2Y ′′ (with φ′ = ∂φ), and so on. This yields a ring isomorphism
P 7→ Pφ : K{Y } → Kφ{Y }
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that is the identity on the common subring K[Y ]. It is also an automorphism
of the common underlying K-algebra of K{Y } and Kφ{Y }, and studied as such
in Chapter 12. We call Kφ the compositional conjugate of K by φ, and Pφ the
compositional conjugate of P by φ. Note that K and Kφ have the same constant
field C. If K is an H-field and φ ∈ K>, then so is Kφ. It pays to note how things
change under compositional conjugation, and what remains invariant.
The Newton polynomial. Suppose now that K is an H-field with asymptotic
integration. For φ ∈ K> we say that φ is active (in K) if φ < a† for some
nonzero a 6≍ 1 in K; equivalently, the derivation φ−1∂ of Kφ is small. Let φ ∈ K>
range over the active elements of K in what follows, fix a monomial set M ⊆ K>
of K, and let P ∈ K{Y }, P 6= 0. The dominant part DPφ of Pφ lies in C{Y }, and
we show in Section 13.1 that it eventually stabilizes as φ varies: there is a differential
polynomial NP ∈ C{Y } and an active φ0 ∈ K> such that for all φ 4 φ0,
DPφ = cφNP , cφ ∈ C>.
We call NP the Newton polynomial of P . It is of course only determined up to a
factor from C>, but this ambiguity is harmless. The (total) degree of NP is called
the Newton degree of P .
Example 2. Let K = T. Then f ∈ K> is active iff f < ℓ†n = 1ℓ0ℓ1···ℓn for some n.
If P is as in Example 1, then for each φ,
Pφ = x5 + (2 + ex)Y + φ2(3 ex+ log x)(Y ′)2,
so DPφ = Y if φ ≺ 1. This yields NP = Y , so P has Newton degree 1. It is an easy
exercise to show that for Q = Y 2 − 2xY Y ′ we have NQ = Y 2 .
A crucial result in [194] (Theorem 8.6) says that if K = Tg, then NP ∈ R[Y ](Y ′)N.
A major step in our work was to isolate a robust class ofH-fieldsK with asymptotic
integration for which likewise NP ∈ C[Y ](Y ′)N for all nonzero P ∈ K{Y }. This
required several completely new tools to be discussed below.
The special cuts γ, λ and ω. Recall that ℓn denotes the nth iterated logarithm
of x in T, so ℓ0 = x and ℓn+1 = log ℓn. We introduce the elements
γn = ℓ
†
n =
1
ℓ0 · · · ℓn
λn = −γ†n =
1
ℓ0
+
1
ℓ0ℓ1
+ · · ·+ 1
ℓ0ℓ1 · · · ℓn
ωn = −2λ′n − λ2n =
1
ℓ20
+
1
ℓ20ℓ
2
1
+ · · ·+ 1
ℓ20ℓ
2
1 · · · ℓ2n
of T. As n→∞ these elements approach their formal limits
γT =
1
ℓ0ℓ1ℓ2 · · ·
λT =
1
ℓ0
+
1
ℓ0ℓ1
+
1
ℓ0ℓ1ℓ2
+ · · ·
ωT =
1
ℓ20
+
1
ℓ20ℓ
2
1
+
1
ℓ20ℓ
2
1ℓ
2
2
+ · · · ,
which for now are just suggestive expressions. Indeed, our field T of transseries
of finite logarithmic and exponential depth does not contain any pseudolimit of the
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pseudocauchy sequence (λn), nor of the pseudocauchy sequence (ωn). There are,
however, immediate H-field extensions of T where such pseudolimits exist, and if
we let λT be such a pseudolimit of (λn), then in some further H-field extension we
have an element suggestively denoted by exp(
∫ −λT) that can play the role of γT.
Even though γT, λT and ωT are not in T, we can take them as elements of some
H-field extension of T, as indicated above, and so we obtain sets
Γ(T) = {a ∈ T : a > γT}
Λ(T) = {a ∈ T : a < λT}
Ω(T) = {a ∈ T : a < ωT}
that can be shown to be definable in T. For instance,
Γ(T) =
{
a ∈ T : ∀b ∈ T (b ≻ 1⇒ a 6= b†)}
= {−a′ : a ∈ T, a > 0}.
In other words, γT, λT and ωT realize definable cuts in T.
For any ungrounded H-fieldK 6= C we can build a sequence (ℓρ) of elements ℓρ ≻ 1,
indexed by the ordinals ρ less than some infinite limit ordinal, such that
σ > ρ ⇒ ℓ†σ ≺ ℓ†ρ, v(ℓρ)→ 0 in Γ.
These ℓρ play in K the role that the iterated logarithms ℓn play in T. In analogy
with T they yield the elements
γρ := ℓ
†
ρ, λρ := −γ†ρ, ωρ := −2λ′n − λ2n,
of K, and (λρ) and (ωρ) are pseudocauchy sequences. As with T this gives rise to
definable sets Γ(K), Λ(K) and Ω(K) in K. The fact mentioned earlier that T does
not contain γT, λT or ωT turns out to be very significant: in general, we have
γK ∈ K ⇒ λK ∈ K ⇒ ωK ∈ K
and each of the four mutually exclusive cases
γK ∈ K, γK /∈ K & λK ∈ K, λK /∈ K & ωK ∈ K, ωK /∈ K
can occur; see Section 13.9. Here we temporarily abuse notations, since we should
explain what we mean by γK ∈ K and the like; see the next subsections.
On gaps and forks in the road. Let K be an H-field. We say that an ele-
ment γ ∈ K is a gap in K if for all a ∈ K with a ≻ 1 we have
a† ≻ γ ≻ (1/a)′.
The existence of such a gap is the formal counterpart to the informal statement that
γK ∈ K. If K has a gap γ, then γ has no primitive in K, so K is not closed under
integration. If K has trivial derivation (that is, K = C), then K has a gap γ = 1.
There are also K with K 6= C (even Hardy fields) that have a gap. Not having a
gap is equivalent to being grounded or having asymptotic integration.
We already mentioned the result from [19] that K may have two Liouville
closures that are not isomorphic over K (but fortunately not more than two).
Indeed, if K has a gap γ, then in one Liouville closure all primitives of γ are
infinitely large, whereas in the other γ has an infinitesimal primitive. Even if K
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has no gap, the above fork in the road can arise more indirectly: Assume that K
has asymptotic integration and λ ∈ K is such that for all a ∈ K× with a ≺ 1,
a′† < −λ < a††.
Then K has no element γ 6= 0 with λ = −γ†, but K has an H-field extension K〈γ〉
generated by an element γ with λ = −γ†, and any such γ is a gap in K〈γ〉. It follows
again that K has two Liouville closures that are not K-isomorphic.
For real closed K with asymptotic integration, the existence of such an ele-
ment λ corresponds to the informal statement that γK /∈ K & λK ∈ K. We defineK
to be λ-free if K has asymptotic integration and satisfies the sentence
∀a∃b[b ≻ 1 & a− b†† < b†].
It can be shown that for real closed K with asymptotic integration, λ-freeness is
equivalent to the nonexistence of an element λ as above. More generally, K is λ-free
iff K has asymptotic integration and (λρ) has no pseudolimit in K.
The property of ω-freeness. Even λ-freeness might not prevent a fork in the
road for some d-algebraic extension. Let K be an H-field, and define
ω = ωK : K → K, ω(z) := −2z′ − z2.
Assume that K is λ-free and ω ∈ K is such that for all b ≻ 1 in K,
ω− ω(b††) ≺ (b†)2.
Then the first-order differential equation ω(z) = ω admits no solution in K, but K
has an H-field extension K〈λ〉 generated by a solution z = λ to ω(z) = ω such
that K〈λ〉 is no longer λ-free (and with a fork in its road towards Liouville closure).
For λ-freeK the existence of an element ω as above corresponds to the informal
statement that λK /∈ K & ωK ∈ K. We say that K is ω-free if no such ω exists,
more precisely, K has asymptotic integration and satisfies the sentence
∀a∃b[b ≻ 1 & a− ω(b††) < (b†)2].
(It is easy to show that if K is ω-free, then it is λ-free.) For K with asymptotic
integration, ω-freeness is equivalent to the pseudocauchy sequence (ωρ) not having a
pseudolimit inK. Thus T is ω-free. More generally, ifK has asymptotic integration
and is a union of grounded H-subfields, then K is ω-free by Corollary 11.7.15.
Much deeper and very useful is that if K is an ω-free H-field and L is a d-
algebraicH-field extension ofK, then L is also ω-free and has no comparability class
smaller than all those of K; this is part of Theorem 13.6.1. Thus the property of ω-
freeness is very robust: ifK is ω-free, then forks in the road towards Liouville closure
no longer occur, even for d-algebraic H-field extensions of K (Corollary 13.6.2).
There are, however, Liouville closed H-fields that are not ω-free; see [22].
Another important consequence of ω-freeness is that Newton polynomials of
differential polynomials then take the same simple shape as those over Tg:
Theorem 1. If K is ω-free and P ∈ K{Y }, P 6= 0, then NP ∈ C[Y ](Y ′)N.
The proof in Chapter 13 depends heavily on Chapter 12, where we determine the
invariants of certain automorphism groups of polynomial algebras in infinitely many
variables Y0, Y1, Y2, . . . over a field of characteristic zero.
The function ω and the notion of ω-freeness are closely related to second or-
der linear differential equations over K. More precisely (Riccati), for y ∈ K×,
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4y′′ + fy = 0 is equivalent to ω(z) = f with z := 2y†; so the second-order linear
differential equation 4y′′+ fy = 0 reduces in a way to a first-order (but non-linear)
differential equation ω(z) = f . (The factor 4 is just for convenience, to get simpler
expressions below.)
Example. The differential equation y′′ = −y has no solution y ∈ T×, whereas
the Airy equation y′′ = xy has two R-linearly independent solutions in T [308,
Chapter 11, (1.07)]. Indeed, in Sections 11.7 and 11.8 we show that for f ∈ T, the
differential equation 4y′′ + fy = 0 has a solution y ∈ T× if and only if f < ωT,
that is, f < ωn = 1ℓ20
+ 1
ℓ20ℓ
2
1
+ · · ·+ 1
ℓ20ℓ
2
1···ℓ
2
n
for some n. This fact reflects classical
results [167, 184] on the question: for which logarithmico-exponential functions f
(in Hardy’s sense) does the equation 4y′′+fy = 0 have a non-oscillating real-valued
solution (more precisely, a nonzero solution in a Hardy field)?
Newtonianity. This is the most consequential elementary property of T. An
ω-free H-field K is said to be newtonian if every d-polynomial P (Y ) over K of
Newton degree 1 has a zero in O. This turns out to be the correct analogue for
valued differential fields like T of the property of being henselian for a valued field.
We chose the adjective newtonian since it is this property that allows us to develop
in Chapter 13 a Newton diagram method for differential polynomials. It is good to
keep in mind that the role of newtonianity in the results of Chapters 14, 15, and 16
is more or less analogous to that of henselianity in the theory of valued fields and
as the key condition in the Ax-Kochen-Eršov results.
We already mentioned the result from [194] that Tg is newtonian. That T is
newtonian is a consequence of the following analogue in Chapter 15 of the familiar
valuation-theoretic fact that spherically complete valued fields are henselian:
Theorem 2. If K is an H-field, ∂K = K, and K is a directed union of spherically
complete grounded H-subfields, then K is (ω-free and) newtonian.
Example. Let K = T and consider for α ∈ R the differential polynomial
P (Y ) = Y ′′ − 2Y 3 − xY − α ∈ T{Y }.
For φ ∈ T× we have (Y ′′)φ = φ2Y ′′ + φ′Y ′ for φ ∈ T×, so
Pφ = φ2Y ′′ + φ′Y ′ − 2Y 3 − xY − α.
Now φ2, φ′ ≺ 1 ≺ x for active φ ≺ 1 in T>. Hence NP ∈ R×Y , so P has Newton
degree 1. Thus the Painlevé II equation y′′ = 2y3 + xy + α has a solution y ∈ OT.
(It is known that P has a zero y 4 1 in the differential subfield R(x) of T iff α ∈ Z;
see for example [156, Theorem 20.2].)
The main results of Chapter 14 amount for H-fields to the following:
Theorem 3. If K is a newtonian ω-free H-field with divisible value group, then K
has no proper immediate d-algebraic H-field extension.
Corollary 1. Let K be a real closed newtonian ω-free H-field, and let Ka = K[i]
(where i2 = −1) be its algebraic closure. Then:
(i) each d-polynomial in Ka{Y } of positive degree has a zero in Ka;
(ii) each linear differential operator in Ka[∂] of positive order is a composition of
such operators of order 1;
(iii) each d-polynomial in K{Y } of odd degree has a zero in K; and
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(iv) each linear differential operator in K[∂] of positive order is a composition of
such operators of order 1 and order 2.
Theorem 4. If K is an ω-free H-field with divisible value group, then K has an
immediate d-algebraic newtonian H-field extension, and any such extension embeds
over K into every ω-free newtonian H-field extension of K.
An extension of K as in Theorem 4 is minimal over K and thus unique up to
isomorphism over K. We call such an extension a newtonization of K.
Theorem 5. If K is an ω-free H-field, then K has a d-algebraic newtonian Li-
ouville closed H-field extension that embeds over K into every ω-free newtonian
Liouville closed H-field extension of K.
An extension of K as in Theorem 5 is minimal over K and thus unique up to
isomorphism over K. We call such an extension a Newton-Liouville closure of K.
The main theorems. We now come to the results in Chapter 16, which in our
view justify this volume. First, the various elementary conditions we have discussed
axiomatize a model complete theory. To be precise, construe H-fields in the natural
way as L-structures where L := {0, 1,+,−, · , ∂,6,4}, and let T nl be the L-theory
whose models are the newtonian ω-free Liouville closed H-fields.
Theorem 6. T nl is model complete.
The theory T nl is not complete and has exactly two completions, namely T nlsmall
(small derivation) and T nllarge (large derivation). Thus newtonian ω-free Liouville
closed H-fields with small derivation have the same elementary properties as T.
Every H-field with small derivation can be embedded into a model of T nlsmall;
thus Theorem 6 yields the strong version of the model completeness conjecture
from [19] stated earlier in this introduction. As T nlsmall is complete and effectively
axiomatized, it is decidable. In particular, there is an algorithm which, for any given
d-polynomials P1, . . . , Pm in indeterminates Y1, . . . , Yn with coefficients from Z[x],
decides whether there is a tuple y ∈ Tn such that P1(y) = · · · = Pm(y) = 0. Such
an algorithm with T replaced by its differential subring R[[x−1]] is due to Denef
and Lipshitz [101], but no such algorithm can exist with T replaced by R((x−1)) or
by any of various other natural H-subfields of T [20, 155].
Theorem 6 is the main step towards an elimination of quantifiers, in a slightly
extended language: Let LιΛ,Ω be L augmented by the unary function symbol ι and
the unary predicates Λ, Ω, and extend T nl to the LιΛ,Ω-theory T nl,ιΛ,Ω by adding as
defining axioms for these new symbols the universal closures of[
a 6= 0 −→ a · ι(a) = 1] & [a = 0 −→ ι(a) = 0],
Λ(a) ←→ ∃y[y ≻ 1 & a = −y††],
Ω(a) ←→ ∃y[y 6= 0 & 4y′′ + ay = 0].
For a model K of T nl this makes the sets Λ(K) and Ω(K) downward closed with
respect to the ordering of K. For example, for f ∈ T,
f ∈ Λ(T) ⇐⇒ f < λn = 1
ℓ0
+
1
ℓ0ℓ1
+ · · ·+ 1
ℓ0ℓ1 · · · ℓn for some n,
f ∈ Ω(T) ⇐⇒ f < ωn = 1
ℓ20
+
1
ℓ20ℓ
2
1
+ · · ·+ 1
ℓ20ℓ
2
1 · · · ℓ2n
for some n,
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that is, Λ(T) and Ω(T) are the cuts in T determined by λT, ωT introduced earlier.
We can now state what we view as the main result of this volume:
Theorem 7. The theory T nl,ιΛ,Ω admits elimination of quantifiers.
We cannot omit here either Λ or Ω. In Chapter 16 we do include for convenience
one more unary predicate I in LιΛ,Ω: for a model K of T nl and a ∈ K,
I(a) ←→ ∃y[a 4 y′ & y 4 1] ←→ a = 0 ∨ [a 6= 0 & ¬Λ(−a†)],
where the first equivalence is the defining axiom for I, and the second shows that I is
superfluous in Theorem 7. We note here that this predicate I governs the solvability
of first-order linear differential equations with asymptotic side condition. More
precisely, for K as above and f ∈ K, g, h ∈ K×, the following are equivalent:
(a) there exists y ∈ K with y′ = fy + g and y ≺ h;
(b)
[
(f − h†) ∈ I(K) and (g/h) ∈ I(K)] or [(f − h†) /∈ I(K) and (g/h) ≺ f − h†].
This equivalence is part of Corollary 11.8.12 and exemplifies Theorem 7 (but is not
derived from that theorem, nor used in its proof).
In the proof of Theorem 7, and throughout the construction of suitable H-field
extensions, the predicates I, Λ and Ω act as switchmen. Whenever a fork in the
road occurs due to the presence of a gap γ, then I(γ) tells us to take the branch
where
∫
γ 4 1, while ¬I(γ) forces ∫ γ ≻ 1. Likewise, the predicates Λ and Ω control
what happens when adjoining elements γ and λ with γ† = −λ and ω(λ) = ω.
From the above defining axioms for Λ and Ω it is clear that these predicates
are (uniformly) existentially definable in models of T nl. By model completeness
of T nl they are also uniformly universally definable in these models; Section 16.5
deals with such algebraic-linguistic issues.
Next we list some more intrinsic consequences of our elimination theory.
Corollary 2. Let K be a newtonian ω-free Liouville closed H-field, and suppose
the set X ⊆ Kn is definable. Then X has empty interior in Kn (with respect to
the order topology on K and the product topology on Kn) if and only if for some
nonzero P ∈ K{Y1, . . . , Yn} we have X ⊆
{
y ∈ Kn : P (y) = 0}.
In (i) below the intervals are in the sense of the ordered field K.
Corollary 3. Let K be a newtonian ω-free Liouville closed H-field. Then:
(i) K is o-minimal at infinity: if X ⊆ K is definable in K, then for some a ∈ K,
either (a,+∞) ⊆ X, or (a,+∞) ∩X = ∅;
(ii) if X ⊆ Kn is definable in K, then X ∩Cn is semialgebraic in the sense of the
real closed constant field C of K;
(iii) K has NIP. (See Appendix B for this very robust property.)
It is hard to imagine obtaining these results for K = T without Theorem 7. Item (i)
relates to classical bounds on solutions of algebraic differential equations over Hardy
fields; see [20, Section 3]. To illustrate item (ii) of Corollary 3, we note that the
set of real parameters (λ0, . . . , λn) ∈ Rn+1 for which the system
λ0y + λ1y
′ + · · ·+ λny(n) = 0, 0 6= y ≺ 1
has a solution in T is a semialgebraic subset of Rn+1; in fact, it agrees with the
set of all (λ0, . . . , λn) ∈ Rn+1 such that the polynomial λ0 + λ1Y + · · · + λnY n ∈
R[Y ] has a negative zero in R; see Corollary 11.8.26. To illustrate item (iii), let
18 INTRODUCTION AND OVERVIEW
Y = (Y1, . . . , Yn) be a tuple of distinct differential indeterminates; for an m-tuple
σ = (σ1, . . . , σm) of elements of {≺,≍,≻} we say that P1, . . . , Pm ∈ T{Y } realize σ
if there exists a ∈ Tn such that Pi(a)σi 1 holds for i = 1, . . . ,m. Then a special
case of (iii) says that for fixed d, n, r ∈ N, the number of tuples σ ∈ {≺,≍,≻}m
realized by some P1, . . . , Pm ∈ T{Y } of degree at most d and order at most r grows
only polynomially with m, even though the total number of tuples is 3m. These
manifestations of (ii) and (iii), though instructive, are perhaps a bit misleading,
since they can be obtained without appealing to (ii) and (iii).
In the course of proving Theorem 6 we also get:
Theorem 8. If K is a newtonian ω-free Liouville closed H-field, then K has no
proper d-algebraic H-field extension with the same constant field.
For K = Tg this yields: every f ∈ T \ Tg is d-transcendental over Tg.
We can also enlarge T. For example, the series
∑∞
n=0 e
−1
n , with en the nth iterated
exponential of x, does not lie in T but does lie in a certain completion Tc of T.
This completion Tc is naturally an ordered valued differential field extension of T,
and by Corollary 14.1.6 we have T 4 Tc.
Organization
Here we discuss the somewhat elaborate organization of this volume into chapters,
some technical ingredients not mentioned so far, and some material that goes be-
yond the setting of H-fields. Indeed, the supporting algebraic theory deserves to
be developed in a broad way, and there are more notions to keep track of than one
might expect.
Background chapters. To make our work more accessible and self-contained,
we provide in the first five chapters background on commutative algebra, valued
abelian groups, valued fields, differential fields, and linear differential operators.
This material has many sources, and we thought it would be convenient to have it
available all in one place. In addition we have an appendix with the construction
of T, and an appendix exposing the (small) part of model theory that we need.
The basic facts on Hahn products, pseudocauchy sequences and spherical com-
pleteness in these early chapters are used throughout the volume. Some readers
might prefer to skip in a first reading cauchy sequences, completeness (for valued
abelian groups and valued fields) and step-completeness, which are not needed for
the main results in this volume (but see Corollary 14.1.6). Some parts, like Sec-
tions 2.3 and 5.4, fit naturally where we put them, but are mainly intended for use
in the next volume. On the other hand, Section 5.7 on compositional conjugation
is elementary and frequently referred to in subsequent chapters, but this material
seems virtually absent from the literature.
Valued differential fields. We also profited from examining arbitrary valued
differential fields K with small derivation, that is, ∂O ⊆ O for the maximal ideal O
of the valuation ring O of K. This yields the continuity of the derivation ∂ with
respect to the valuation topology and gives ∂O ⊆ O, and so induces a derivation
on the residue field. To our surprise, we could establish in Chapters 6 and 7 some
useful facts in this very general setting when the induced derivation on the residue
field is nontrivial, for example the Equalizer Theorem 6.0.1. We need this result in
deriving an “eventual” version of it for ω-free H-fields in Chapter 13, which in turn
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is crucial in obtaining our main results, via its role in constructing an appropriate
Newton diagram for d-polynomials.
Asymptotic couples. A useful gadget is the asymptotic couple of an H-field K.
This is the value group Γ of K equipped with the map γ 7→ γ† : Γ 6= → Γ defined by:
if γ = vf , f ∈ K×, then γ† = v(f †). This map is a valuation on Γ, and we extend
it to a map Γ → Γ∞ by setting 0† := ∞. Two key facts are that α† < β + β† for
all α, β > 0 in Γ, and α† > β† whenever 0 < α 6 β in Γ. The condition on an H-
field of having small derivation can be expressed in terms of its asymptotic couple;
the same holds for having a gap, for being grounded, and for having asymptotic
integration, but not for being ω-free.
Asymptotic couples were introduced by Rosenlicht [364] for d-valued fields.
In Chapter 6 we assign to any valued differential field with small derivation an
asymptotic couple, with good effect. Asymptotic couples play also an important
role in Chapters 9, 10, 11, 13, and 16.
Differential-henselian fields. Valued differential fields with small derivation in-
clude the so-called monotone differential fields defined by the condition a′ 4 a.
In analogy with the notion of a henselian valued field, Scanlon [382] introduced
differential-henselian monotone differential fields. Using the Equalizer Theorem we
extend this notion and basic facts about it to arbitrary valued differential fields
with small derivation in Chapter 7. (We abbreviate differential-henselian to d-
henselian.) This material plays a role in Chapter 14, using the following relation
between d-henselian and newtonian: an ω-free H-field K is newtonian iff for every
active φ ∈ K> the compositional conjugate Kφ is d-henselian, with the valuation v
on Kφ replaced by the coarser valuation π ◦ v where π : v(K×) = Γ → Γ/∆ is the
canonical map to the quotient of Γ by its convex subgroup
∆ := {γ ∈ Γ : γ† > vφ}.
We pay particular attention to two special cases: v(C×) = {0} (few constants), and
v(C×) = Γ (many constants). The first case is relevant for newtonianity, the second
case is considered in a short Chapter 8, where we present Scanlon’s extension of
the Ax-Kochen-Eršov theorems to d-henselian valued fields with many constants,
and add some things on definability.
While d-henselianity is defined in terms of solving differential equations in one
unknown, it implies the solvability of suitably non-singular systems of n differential
equations in n unknowns: this is shown at the end of Chapter 7, and has a nice
consequence for newtonianity: Proposition 14.5.7.
Asymptotic differential fields. To keep things simple we confined most of the
exposition above toH-fields, but this setting is a bit too narrow for various technical
reasons. For example, a differential subfield of an H-field with the induced ordering
is not always an H-field, and passing to an algebraic closure like T[i] destroys the
ordering, though T[i] is still a d-valued field. On occasion we also wish to change
the valuation of an H-field or d-valued field by coarsening. For all these reasons we
introduce in Chapter 9 the class of asymptotic differential fields , which is larger and
more flexible than Rosenlicht’s class of d-valued fields. Many basic facts about H-
fields and d-valued fields do have good analogues for asymptotic differential fields.
This is shown in Chapter 9, which also contains a lot of basic material on asymptotic
couples. Chapter 10 deals more specifically with H-fields.
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Immediate extensions. Indispensable for attaining our main results is the fact
that every H-field with divisible value group and with asymptotic integration has a
spherically complete immediate H-field extension. This is part of Theorem 11.4.1,
and proving it about five years ago removed a bottleneck. It provides the only
way known to us of extending every H-field to an ω-free H-field. Possibly more
important than Theorem 11.4.1 itself are the tools involved in its proof. In view of
the theorem’s content, it is ironic that models of T nl are never spherically complete,
in contrast to all prior positive results on elementary theories of valued fields with
or without extra structure, cf. [28, 29, 41, 131, 382].
The differential Newton diagram method. Chapters 13 and 14 present the
differential Newton diagram method in the general context of asymptotic fields
that satisfy suitable technical conditions, such as ω-freeness. Before tackling these
chapters, the reader may profit from first studying our exposition of the Newton
diagram method for ordinary one-variable polynomials over henselian valued fields
of equicharacteristic zero in Section 3.7. Some of the issues encountered there (for
example, the unraveling technique) appear again, albeit in more intricate form, in
the differential context of these chapters. In the proofs of a few crucial facts about
the special cuts λ and ω in Chapter 13 we use some results from the preceding
Chapter 12 on triangular automorphisms. Chapter 12 is a bit special in being
essentially independent of the earlier chapters.
Proving newtonianity. Chapter 15 contains the proof of Theorem 2, and thus
establishes that T is a model of our theory T nlsmall. This theorem is also useful in
other contexts: In [43], Berarducci and Mantova construct a derivation on Conway’s
field No of surreal numbers [92, 150] turning it into a Liouville closed H-field with
constant field R. From Theorem 2 and the completeness of T nl it follows that No
with this derivation and T are elementarily equivalent, as we show in [24].
Quantifier elimination. In Chapter 16 we first prove Theorem 6 on model com-
pleteness, next we consider H-fields equipped with a ΛΩ-structure, and then deduce
Theorem 7 about quantifier elimination with various interesting consequences, such
as Corollaries 2 and 3. The introduction to this chapter gives an overview of the
proof and the role of various embedding and extension results in it.
The Next Volume
The present volume focuses on achieving quantifier elimination (Theorem 7), and
so we left out various things we did since 1995 that were not needed for that. In
a second volume we intend to cover these things as required for developing our work
further. Let us briefly survey some highlights of what is to come.
Linear differential equations. We plan to consider linear differential equations
in much greater detail, comprising the corresponding differential Galois theory, in
connection with constructing the linear surjective closure of a differential field, fac-
toring linear differential operators over suitable algebraically closed d-valued fields,
and explicitly constructing the Picard-Vessiot extension of such an operator. Con-
cerning the latter, the complexification T[i] of T is no longer closed under expo-
nential integration, since oscillatory “transmonomials” such as eix are not in T [i].
Adjoining these oscillatory transmonomials to T[i] yields a d-valued field that con-
tains a Picard-Vessiot extension of T for each operator in T[∂].
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Hardy fields. We also wish to pay more attention to Hardy fields, and this will
bring up analytic issues. For example, every Hardy field containing R can be
shown to extend to an ω-free Hardy field. Using methods from [195], we also hope
to prove that it always extends to a newtonian ω-free Hardy field. Indeed, that
paper proves among other things the following pertinent result (formulated here
with our present terminology): Let Tdag consist of the grid-based transseries that
are d-algebraic over R. Then Tdag is a newtonian ω-free Liouville closed H-subfield
of Tg and is isomorphic over R to a Hardy field containing R.
Embedding into fields of transseries. Another natural question we expect to
deal with is whether every H-field can be given some kind of transserial structure.
This can be made more precise in terms of the axiomatic definition of a field of
transseries in terms of a transmonomial group M in Schmeling’s thesis [388]. For
instance, one axiom there is that for all m ∈ M we have supp logm ⊆ M≻. We
hope that any H-field can be embedded into such a field of transseries. This would
be a natural counterpart of Kaplansky’s theorem [209] embedding certain valued
fields into Hahn fields, and would make it possible to think of H-field elements as
generalized transseries.
More on the model theory of T. In the second volume we hope to deal with
further issues around T of a model-theoretic nature: for example, identifying the
induced structure on its value group (conjectured to be given by its H-couple, as
specified in [18]); and determining the definable closure of a subset of a model
of T nl, in order to get a handle on what functions are definable in T.
A by-product of the present volume is a full description of several important
1-types over a given model of T nl, but the entire space of such 1-types remains to be
surveyed. Theorem 8 suggests that the model-theoretic notions of non-orthogonality
to C or C-internality may be significant for models of T nl; see also [25].
Future Challenges
We now discuss a few more open-ended avenues of inquiry.
Differentiation and exponentiation. The restriction to OT of the exponential
function on T is easily seen to be definable in T, but by part (ii) of Corollary 3,
the restriction to R of this exponential function is not definable in T. This raises
the question whether our results can be extended to the differential field T with
exponentiation, or with some other extra o-minimal structure on it.
Logarithmic transseries. A transseries is logarithmic if all transmonomials in it
are of the form ℓr00 · · · ℓrnn with r0, . . . , rn ∈ R. (See Appendix A.) The logarithmic
transseries make up an ω-free newtonian H-subfield Tlog of T that is not Liouville
closed. We conjecture that Tlog as a valued differential field is model complete.
The asymptotic couple of Tlog has been successfully analyzed by Gehret [146], and
turns out to be model-theoretically tame, in particular, has NIP [147]. (There
is also the notion of a transseries being exponential. The exponential transseries
form a real closed H-subfield Texp of T in which the set Z is existentially definable,
see [20]. It follows that the differential field Texp does not have a reasonable model
theory: it is as complicated as so-called second-order arithmetic.)
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Accelero-summable transseries. The paper [195] on transserial Hardy fields
yields on the one hand a method to associate a genuine function to a suitable formal
transseries, and in the other direction also provides means to associate concrete
asymptotic expansions to elements of Hardy fields. We expect that more can be
done in this direction.
Écalle’s theory of analyzable functions has a more canonical procedure that
associates a function to an accelero-summable transseries. These transseries make
up an H-subfield Tas of T. This procedure has the advantage that it does not
only preserve the ordered field structure, but also composition, functional inver-
sion, and several other operations. In its full generality, however, Écalle’s theory
requires sophisticated analytic tools, and is beyond the scope of this volume. It
is clear that Tas is analytically more important than T, but the latter might help
in understanding the former. The H-subfield Tas of T contains R, is ω-free and
Liouville closed. Is it newtonian? In view of Theorem 8, a positive answer would
confirm Écalle’s belief [120, p. 148] that any solution in T of an algebraic differential
equation P (Y ) = 0 over Tas with P 6= 0 lies in Tas.
Beyond H-fields. The derivation of a differentially closed field K cannot be con-
tinuous with respect to a nontrivial valuation on K; see Section 10.7. This sets a
limit for the study of valued differential fields with a reasonable interaction between
valuation and derivation. However, one may close off the d-valued field T[i] under
exponential integration, by adding oscillatory transmonomials recursively. This re-
sults in valued differential fields of complex transseries over which a version of the
Newton diagram method for Tg goes through; see [192]. It would be interesting to
find out more about the model theory of these rich valued differential fields.
A Historical Note on Transseries
The differential field of transseries was first defined and extensively used in Écalle’s
solution of Dulac’s problem, which is about plane analytic vector fields. Its solution
shows in particular that a plane polynomial vector field admits only a finite number
of limit cycles. (A limit cycle of a planar vector field is a periodic trajectory with
an annular neighborhood not containing any other periodic trajectory.) It was long
believed that in 1923 Dulac [115] had given a proof of this finiteness statement,
until Il′yashenko [197] found a gap in 1981: Dulac was operating with asymptotic
expansions of germs of functions as if they faithfully represented these germs. To
justify this in Dulac’s case is not easy: it was done independently by Écalle [120]
and Il′yashenko [198], and required fundamental new ideas (and hundreds of pages).
We briefly sketch here the role of transseries in Écalle’s approach.
Suppose towards a contradiction that some polynomial vector field on R2 has in-
finitely many limit cycles. Classical facts about planar vector fields such as the
Poincaré-Bendixson Theorem allow us to reduce to the case where infinitely many
of these limit cycles accumulate at a so-called polycycle of the vector field; see [199,
Theorem 24.22] for details. Such a polycycle σ consists of finitely many trajectories
S1 → S2, . . . , Sr−1 → Sr, Sr → S1 (the edges)
between singularities S1, . . . , Sr (the vertices) of the vector field; see Figure 0.1
where r = 3. Draw lines ℓ1, . . . , ℓr that cross these edges Sr → S1, S1 → S2, . . . ,
Sr−1 → Sr transversally at points O1, . . . , Or. For any trajectory ϕ of the vector
field that is sufficiently close to σ we consider the successive points where ϕ meets
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Figure 0.1. A polycycle σ and a close trajectory ϕ.
ℓ1, ℓ2, . . . , ℓr, ℓ1 and denote their distances to O1, . . . , Or, O1 by t1, t2, . . . , tr, tr+1.
The behavior of the vector field near Si yields for some εi > 0 a real analytic
function gi : (0, εi)→ (0,∞) such that ti+1 = gi(ti). We have gi(t)→ 0 as t → 0+
but gi does not necessarily extend analytically to 0.
The composition f := gr ◦ · · · ◦ g1 is defined on some interval (0, ε) and is called the
Poincaré return map of the polycycle σ (relative to our choice of ℓ1, . . . , ℓr). We
have tr+1 = f(t1), for trajectories close enough to σ. Thus f(t) = t corresponds
to a periodic trajectory, and so it suffices to show that either f is the identity,
or f(t) 6= t for all sufficiently small t > 0. One can even ask whether this non-
oscillation property holds for Poincaré return maps of polycycles of plane analytic
(not necessarily polynomial) vector fields; this is Dulac’s problem.
It is convenient to work at infinity by setting x = t−1 and replace these functions
f, g1, . . . , gr of t by functions F,G1, . . . , Gr of x with F = Gr ◦ · · ·◦G1. Dulac [115]
provides formal series expansions G˜i of the Gi, which are rather simple transseries,
usually divergent, and which by formal composition yields an often complicated
transseries expansion F˜ = G˜r ◦ · · · ◦ G˜1 of F .
Écalle is able to reconstitute the germs Gi and F from their formal counter-
parts G˜i and F˜ by developing a delicate analytic machinery of accelero-summation.
More precisely, he constructs an (accelero-summation) operator G˜(x) 7→ G whose
domain of definition is a certain differential subfield Tas of T and whose values are
germs of real analytic functions at+∞; it assigns to each G˜i the germGi. Moreover,
Tas is closed under composition, and accelero-summation preserves real constants,
addition, multiplication, differentiation, composition, and the (total) field ordering:
if G˜(x) ∈ Tas, G˜(x) > 0, then G(x) > 0 for all sufficiently large real x; here the x
in G˜(x) is an indeterminate, while in G(x) it ranges over real numbers. Applying
this operator to F˜ (x) − x yields the desired result: either F (x) = x for all large
enough x, or F (x) < x for all large enough x, or F (x) > x for all large enough x.
Accelero-summation is very powerful—the solution of the Dulac problem is just
one application—and much of Écalle’s book [120] consists of developing it in various
directions. Unorthodox summations occur already in Euler’s study of divergent
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series ([134, p. 220], see also [454, §5.3]), but even the remarkable generalization
of this work by Emil Borel more than a century later [55] is not adequate to
reconstitute the above F from F˜ .
Écalle [120, §1.9] also indicates another approach to Dulac’s problem in which acce-
lero-summation would play a smaller role. It involves the group of formal Laurent
series x(1 + a1x−1 + a2x−2 + · · · ) ∈ T (with respect to composition) and the
group {. . . , log log x, log x, x, ex, eex , . . .} generated under composition by ex ∈ T.
An intriguing open question is whether there exist nontrivial relations between
these two groups. In other words, is the group they generate under composition
their free product?
Dulac’s problem is often mentioned in connection with Hilbert’s 16th Problem,
whose second part asks for a uniform bound (only depending on the degrees of
the polynomials involved) on the number of limit cycles of a polynomial vector
field in R2. This remains open, and is part of Smale’s list [425] of mathematical
problems “for the next century.”
The exponential field of transseries (without the derivation) was also introduced
independently by Dahn and Göring [96]. Motivated by Tarski’s problem on the
real exponential field, they saw T as a candidate for a non-standard model of the
theory of this structure. This idea was vindicated in [111], in the wake of Wilkie’s
solution [465] of the “geometric” part of Tarski’s problem.
CHAPTER 1
Some Commutative Algebra
This chapter will enable us to give a self-contained proof of Johnson’s Theorem 5.9.1
on regular solutions of systems of algebraic differential equations. (Johnson’s result
will be used in Chapter 7 on differential-henselian fields.) Sections 1.6, 1.8, and 1.9
below contain the facts on regular local rings and Kähler differentials needed for
Theorem 5.9.1. We also include material needed in Chapter 3, as well as material
that would otherwise be ad hoc parts of Chapters 4 and 5. Nothing in the present
chapter is new; our aim is a clear and efficient exposition.
We recall here a common notational convention, to be used throughout this chapter
and later in these notes. LetR be a commutative ring andM anR-module. When U
and V are given as additive subgroups of R and M , respectively, then we set
UV :=
{
n∑
i=1
rixi ∈M : r1, . . . , rn ∈ U, x1, . . . , xn ∈ V
}
,
the additive subgroup of M generated by the products rx with r ∈ U and x ∈ V .
Let I be an ideal of R. Then by this convention IM is the submodule of M gener-
ated by the rx with r ∈ I and x ∈ M . If A is a commutative R-algebra, then IA
turns out to be the ideal of A generated by the image of I in A. Construing R
as an R-module as usual and given also an ideal J of R, our convention yields the
ideal IJ ⊆ I ∩ J of R generated by the products rs with r ∈ I and s ∈ J . This
allows us to define the ideal In of R recursively by I0 := R and In+1 := InI.
This notation applies also to subrings K and L of R, and then KL is the
subring K[L] = L[K] of R generated by K ∪ L. Often R is a field and K, L are
subfields of R with a common subfield C of K and L such that K or L is algebraic
over C; in that case KL is a subfield of R, called the compositum of K and L.
In a few places U and V are only given as subsets of R (not necessarily additive
subgroups), and then UV denotes just the set of products rs with r ∈ U , s ∈ V .
1.1. The Zariski Topology and Noetherianity
Throughout this section R is a commutative ring. The set of prime ideals of R
is called the spectrum of R, denoted by Spec(R). So for each p ∈ Spec(R) we
have the integral domain R/p. Below we shall view the elements of R as func-
tions on Spec(R), and make Spec(R) into a space, with a Nullstellensatz for these
functions. This space is particularly nice when R is noetherian.
The Zariski topology. Let f ∈ R and p ∈ Spec(R), and think of the residue
class f + p ∈ R/p as the value of f at the point p. Then “f vanishes at p” just
means that f ∈ p. For a set S ⊆ R, the subset
Z(S) :=
{
p ∈ Spec(R) : p ⊇ S}
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of Spec(R) is then the set of points in Spec(R) at which all f ∈ S vanish: the set
of common zeros of the “functions” f ∈ S. Thus Z(∅) = Spec(R), and Z(R) = ∅.
For f1, . . . , fn ∈ R we also write Z(f1, . . . , fn) instead of Z
({f1, . . . , fn}). If I is the
ideal of R generated by S ⊆ R, then Z(S) = Z(I). The sets Z(S) with S ⊆ R are
the closed sets of a topology on Spec(R), called its Zariski topology: use that⋂
λ∈Λ Z(Sλ) = Z
(⋃
λ∈Λ Sλ
)
for any family (Sλ)λ∈Λ of subsets of R, and that for S1, S2 ⊆ R,
Z(S1) ∪ Z(S2) = Z(S1S2), S1S2 := {f1f2 : f1 ∈ S1, f2 ∈ S2}.
The sets D(f) := Spec(R)\Z(f) with f ∈ R form a base of open sets for this Zariski
topology. The Zariski topology on Spec(R) is not in general hausdorff.
Let ϕ : R→ S be a morphism of commutative rings. Then for each q ∈ Spec(S) we
have ϕ−1(q) ∈ Spec(R), giving rise to an inclusion-preserving map
ϕ∗ : Spec(S)→ Spec(R), ϕ∗(q) := ϕ−1(q)
with (ϕ∗)−1
(
Z(I)
)
= Z
(
ϕ(I)
)
for ideals I of R. So ϕ∗ is continuous, and if ϕ is
surjective with kernel I, then ϕ∗ is a homeomorphism onto its image Z(I).
Radical ideals. Let I be an ideal of R. The radical of I (more precisely, the
nilradical of I) is the ideal
√
I := {f ∈ R : fn ∈ I for some n}
of R. Note that
√
I ⊇ I, and √I = R iff I = R. One says that I is radical
if I =
√
I. Every prime ideal of R is radical, the radical of an ideal of R is radical,
and the intersection
⋂
λ∈Λ Iλ of a family (Iλ)λ∈Λ of radical ideals of R is radical.
Moreover, if I is radical and S is a subset of R, then
(I : S) := {f ∈ R : fS ⊆ I}
is a radical ideal of R containing I. We call
nil(R) :=
√
{0} = {a ∈ R : fn = 0 for some n}
the nilradical of R. If nil(R) is finitely generated, then, as is easily verified,
nil(R)n = {0} for some n > 1. One says that R is reduced if nil(R) = {0},
equivalently, {0} is a radical ideal of R.
For X ⊆ Spec(R), the radical ideal of all f ∈ R that vanish at each point of X is
I(X) :=
⋂
p∈X
p,
which by convention is R for X = ∅. Note that Z(I(X)) is the closure of X in the
space Spec(R). Here is an abstract version of Hilbert’s Nullstellensatz:
Proposition 1.1.1. For each ideal I of R we have I
(
Z(I)
)
=
√
I.
Towards the proof we first define a multiplicative subset of R to be a set S ⊆ R
such that 1 ∈ S, and fg ∈ S for all f, g ∈ S.
Lemma 1.1.2 (Krull). Let S be a multiplicative subset of R. Let I be an ideal of R
disjoint from S and maximal with these properties. Then I is prime.
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Proof. Let f, g ∈ R be such that fg ∈ I. Assume towards a contradiction that
f, g /∈ I. Then Rf + I and Rg+ I are ideals of R properly containing I, so we have
s, t ∈ S with s ∈ Rf + I, t ∈ Rg + I. Then we have a contradiction:
st ∈ S ∩ (Rf + I)(Rg + I) ⊆ S ∩ I = ∅. 
Using also Zorn, this lemma applied to S = {1} gives the well-known fact that
every ideal I 6= R of R is contained in a prime ideal of R.
Proof of Proposition 1.1.1. As already noted, I
(
Z(I)
)
is radical, which in view
of I
(
Z(I)
) ⊇ I gives I(Z(I)) ⊇ √I. Conversely, suppose f ∈ R, f /∈ √I. Then
f /∈ I(Z(I)), since Zorn and Lemma 1.1.2 yield a prime ideal p ⊇ I of R disjoint
from the multiplicative subset {fn : n = 0, 1, 2, . . .} of R, so f /∈ p ∈ Z(I). 
Corollary 1.1.3. The map I 7→ Z(I) is an inclusion-reversing bijection from the
set of radical ideals of R onto the set of closed subsets of Spec(R), with inverse
given by X 7→ I(X).
Corollary 1.1.4. nil(R) =
⋂
p∈Spec(R) p.
We now continue with some purely topological considerations that will help in
coming to grips with non-traditional spaces like Spec(R).
Irreducibility. Let X be a topological space. Call X irreducible if X 6= ∅ and X
is not the union of two proper closed subsets; note that then X is connected and
each nonempty open subset of X is irreducible and dense in X . A subset of X
is called irreducible if it is irreducible as a subspace of X . It is easy to see that
if X 6= ∅, then
X is irreducible ⇐⇒ any two nonempty open subsets of X have anonempty intersection
⇐⇒ every nonempty open subset of X is dense in X .
Thus if X is a subspace of Y , then X is irreducible iff its closure cl(X) in Y is
irreducible. In particular, for any x ∈ X the subspace cl({x}) of X is irreducible.
If f : X → Y is continuous and X is irreducible, then f(X) is irreducible.
Definition 1.1.5. An irreducible component of X is a maximal irreducible
subset of X .
Thus the irreducible components of X are closed. One-point spaces are irreducible,
so every topological space is the union of its irreducible components, in view of:
Proposition 1.1.6. Every irreducible subset of X is contained in an irreducible
component of X.
Proof. By Zorn, it suffices to verify that the union Y of a family {Yλ}λ∈Λ of
irreducible subsets of X , linearly ordered by inclusion, is irreducible. For this, let
Ui ⊆ X be open with Ui∩Y 6= ∅, i = 1, 2. For i = 1, 2, take λi ∈ Λ with Ui∩Yλi 6= ∅.
Assuming Yλ1 ⊆ Yλ2 , we get U1 ∩ U2 ∩ Yλ2 6= ∅, since Yλ2 is irreducible, and thus
U1 ∩ U2 ∩ Y 6= ∅. 
Corollary 1.1.7. Suppose X is a finite union of irreducible subsets. Then X has
only finitely many irreducible components and no irreducible component of X is
contained in the union of the others.
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Proof. By Proposition 1.1.6 we have X = X1 ∪ · · · ∪ Xm where X1, . . . , Xm are
irreducible components of X . It remains to note that if Y is any irreducible subset
of X , then Y ⊆ Xi for some i, using Y =
⋃
i(Y ∩Xi). 
We can now identify the irreducible closed subsets of Spec(R):
Lemma 1.1.8. Let X be a closed subset of Spec(R). Then X is irreducible if and
only if I(X) is a prime ideal of R.
Proof. Suppose X is irreducible, and f, g ∈ R, fg ∈ I(X). Then for all p ∈ X
we have f ∈ p or g ∈ p, so X = (X ∩ Z(f)) ∪ (X ∩ Z(g)), hence X ⊆ Z(f) or
X ⊆ Z(g), and thus f ∈ I(X) or g ∈ I(X). Conversely, assume I(X) is prime, and
X = X1 ∪X2 with closed X1, X2. Then I(X) = I(X1 ∪X2) = I(X1)∩ I(X2), hence
I(X) = I(X1) or I(X) = I(X2), so X = X1 or X = X2. 
Thus X 7→ I(X) is an inclusion-reversing bijection from the set of closed irreducible
subsets of Spec(R) onto the set of prime ideals of R.
Let I be an ideal of R. A minimal prime divisor of I is a point p ∈ Z(I) such
that no q ∈ Z(I) is strictly contained (as a set) in p. For I = {0}, the minimal
prime divisors of I are exactly the minimal prime ideals of R (with respect to
inclusion). The above bijection X 7→ I(X) maps the set of irreducible components
of the closed subset Z(I) of Spec(R) onto the set of minimal prime divisors of I.
Thus by Proposition 1.1.6, every p ∈ Z(I) contains a minimal prime divisor of I.
Prime avoidance. For use in Sections 1.5 and 1.6 we show:
Lemma 1.1.9. Let I, J1, . . . , Jn be ideals of R with n > 2 and I ⊆ J1 ∪ · · · ∪ Jn.
Assume J1, . . . , Jn−2 are prime. Then I ⊆ Jj for some j ∈ {1, . . . , n}.
Proof. We argue by induction on n = 2, 3, . . . . Let n = 2, and assume that
neither I ⊆ J1 nor I ⊆ J2. Take a1 ∈ I \ J2, a2 ∈ I \ J1. Then a1 ∈ J1, a2 ∈ J2,
hence a1 + a2 ∈ I \ (J1 ∪ J2). Next, let n > 3 and let j, k range over {1, . . . , n}. It
suffices to find k with I ⊆ ⋃j 6=k Jj , since then we are done by inductive hypothesis.
Towards a contradiction, assume that I 6⊆ ⋃j 6=k Jj for all k. For each k, take
ak ∈ I \
(⋃
j 6=k Jj
)
. Then ak ∈ Jk for each k, hence a :=
∏
k 6=1 ak ∈ I ∩
⋂
k 6=1 Jk;
but a /∈ J1, since J1 is prime. Thus a1 + a ∈ I and a1 + a /∈ Jk for all k, a
contradiction. 
Corollary 1.1.10. Let I, J be ideals of R such that I 6⊆ J , and let p1, . . . , pn ∈
Spec(R) be such that I \ J ⊆ p1 ∪ · · · ∪ pn. Then I ⊆ pj for some j ∈ {1, . . . , n}.
Proof. Use I ⊆ p1 ∪ · · · ∪ pn ∪ J and Lemma 1.1.9. 
Chain conditions. In this subsection the set S is partially ordered by 6, with
s < s′ :⇐⇒ s 6 s′ and s 6= s′,
for s, s′ ∈ S. A maximal element of a set X ⊆ S is an x ∈ X such that there is
no x′ ∈ X with x < x′. The following are equivalent:
(1) Every nonempty subset of S has a maximal element;
(2) there is no sequence s1 < s2 < · · · < sn < sn+1 < · · · in S.
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We say that S satisfies the ascending chain condition (or has acc) if S fulfills
one of these equivalent conditions. We say that S satisfies the descending chain
condition (or has dcc) if S with the reversed partial ordering > has acc. Thus if
the ordering of S is total, then S has dcc iff S is well-ordered.
Noetherian rings. Call R noetherian if the set of its ideals, partially ordered by
inclusion, has acc. If R is noetherian, then so is its image under any ring morphism.
Lemma 1.1.11. R is noetherian ⇐⇒ every ideal of R is finitely generated.
Proof. If the ideal I of R is not finitely generated, then we obtain inductively a
sequence (rn) in I with rn+1 /∈ (r0, . . . , rn) for all n, giving a strictly increasing
infinite sequence (r0) ⊂ (r0, r1) ⊂ (r0, r1, r2) ⊂ · · · of ideals of R. Conversely, if
every ideal of R is finitely generated, it follows easily that there cannot exist a
strictly increasing infinite sequence of ideals of R. 
Fields and, more generally, principal ideal domains (like the ring of integers) are
noetherian. In Chapter 3 we study valuation rings, which are only noetherian in a
very special (but important) case, as we now explain. We define here a valuation
ring to be an integral domain R such that for all a, b ∈ R: a ∈ bR or b ∈ aR.
Suppose that R is a valuation ring. For any a1, . . . , an ∈ R, n > 1, we have
(a1, . . . , an)R = ajR for some j; in particular, every finitely generated ideal of R is
principal. The set R \R× of nonunits of R is clearly the largest proper ideal of R,
and is thus the unique maximal ideal mR of R.
Fields are valuation rings, but are viewed as trivial within the class of valuation
rings. Next in complication are discrete valuation rings: a discrete valuation ring
(or DVR) is an integral domain R with an element t such that t 6= 0, t /∈ R×, and
R 6= = R×tN. Note that every DVR is indeed a valuation ring. The power series
ring k[[t]] in an indeterminate t over a field k is clearly a DVR.
Suppose R is a DVR. Then R is a PID (principal ideal domain): with t as in
the definition of discrete valuation ring, any ideal I 6= {0} of R is clearly generated
by tm where m is minimal such that tm ∈ I. In particular, a DVR is noetherian:
Corollary 1.1.12. Let R be a valuation ring that is not a field. Then
R is noetherian ⇐⇒ R is a PID ⇐⇒ R is a DVR.
Proof. Suppose R is a PID. Take t ∈ R such that mR = Rt. Then t is prime
in R. If t′ is also prime in R, then, R being a valuation ring, t = at′ or t′ = at with
a ∈ R, and in either case, a ∈ R×. Thus, R being factorial, every r ∈ R 6= has the
form r = utn with u ∈ R×. So R is a DVR. The rest is clear. 
Many rings of natural origin are noetherian, by a famous result:
Proposition 1.1.13 (Hilbert’s Basis Theorem). If R is noetherian, then so is the
ring R[X ] of polynomials in the indeterminate X over R.
Proof. Suppose I is an ideal of R[X ] that is not finitely generated. Set f0 := 0,
and with f0, f1, . . . , fn ∈ I, take fn+1 ∈ I \ (f1, . . . , fn) of minimal degree. For
n > 1, let rn ∈ R 6= and dn ∈ N be such that fn = rnXdn + lower degree terms.
Then d1 6 d2 6 · · · . Also, (r1, . . . , rn) 6= (r1, . . . , rn, rn+1): otherwise rn+1 =∑n
i=1 airi with all ai ∈ R, so fn+1 −
∑n
i=1 aiX
dn+1−difi has smaller degree than
fn+1, contradicting the choice of fn+1. Hence R is not noetherian. 
Thus if R is noetherian, then so is every finitely generated commutative R-algebra.
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Noetherian spaces. Let X, Y be topological spaces. Call X noetherian if its
collection of closed sets satisfies the descending chain condition: there is no strictly
descending infinite sequence X0 ⊃ X1 ⊃ · · · of closed subsets of X ; equivalently,
each nonempty collection of closed subsets of X has a minimal element with respect
to inclusion. If R is noetherian, then the space Spec(R) is noetherian.
Remarks. A noetherian space is quasicompact (every covering by open subsets
has a finite subcovering), but in the absence of being hausdorff this is less useful
than some other facts:
(1) each subspace of a noetherian space is noetherian;
(2) if X is noetherian and f : X → Y is continuous, then f(X) ⊆ Y is noetherian;
(3) if X is covered by finitely many noetherian subspaces, then X is noetherian.
Suppose X is noetherian. Then X is a finite union of irreducible closed subsets: if
not, take a minimal closed subset Y of X that is not a finite union of irreducible
closed subsets. Then Y 6= ∅ and Y is not irreducible, so Y = Y1 ∪ Y2 with Y1, Y2
proper closed subsets of Y . Each Yi is a finite union of irreducible closed subsets,
and so is Y , a contradiction. Thus by Corollary 1.1.7:
Corollary 1.1.14. If Spec(R) is noetherian (in particular, if R is noetherian)
and I is an ideal of R, then I has only finitely many minimal prime divisors.
So if Spec(R) is noetherian, then R has only finitely many minimal prime ideals.
By a zero divisor of R we mean an a ∈ R such that ab = 0 for some b ∈ R 6=.
Corollary 1.1.15. Suppose Spec(R) is noetherian and p1, . . . , pn are the minimal
prime ideals of R. Then nil(R) = p1 ∩ · · · ∩ pn, the elements of p1 ∪ · · · ∪ pn are
zero divisors of R, and if R is reduced, p1 ∪ · · · ∪ pn is the set of zero divisors of R.
Proof. The first statement holds by Corollary 1.1.4. The second statement holds
clearly for n = 0, 1, so assume n > 2 and p1, . . . , pn are distinct. Let i, j range over
{1, . . . , n}, and let r ∈ pj . For i 6= j, take si ∈ pi \ pj. Then s :=
∏
i6=j si ∈
⋂
i6=j pi,
s /∈ pj. Then rs ∈
⋂
i pi, so we have m > 1 with (rs)
m = 0. Since s /∈ pj, we
have sm 6= 0, so we get i ∈ N with i < m and rism 6= 0, ri+1sm = 0. Thus r is
a zero divisor of R. For the third statement, assume that R is reduced, that is,
p1 ∩ · · · ∩ pn = {0}. Let r ∈ R be a zero divisor. Take s ∈ R 6= with rs = 0, and
then take j ∈ {1, . . . , n} with s /∈ pj. From rs = 0 ∈ pj we obtain r ∈ pj. 
Krull dimension. This is a notion of dimension suitable for noetherian spaces.
Let X , Y be topological spaces. In this subsection we take suprema and infima
in N ∪ {−∞,+∞}. We define the (Krull) dimension of X to be the supremum of
the set of n for which there is a strictly increasing sequence X0 ⊂ X1 ⊂ · · · ⊂ Xn of
irreducible closed subsets of X . In particular, the dimension of X is −∞ iff X = ∅.
We denote the dimension of X by dim(X). (If X is a nonempty hausdorff space,
then dim(X) = 0, so Krull dimension is of no interest for hausdorff spaces.) If X
is a subspace of Y , then dim(X) 6 dim(Y ). (Use that the closure in Y of an
irreducible subset is irreducible.) Moreover,
dim(X) = sup
{
dim(Y ) : Y is an irreducible component of X
}
.
Some special prime ideals. Let K be a field, and let a family X = (Xλ)λ∈Λ of
distinct indeterminates be given. If Λ is finite, then the ring K[X ] is noetherian
by Proposition 1.1.13. If Λ is infinite, then K[X ] is not noetherian. However, such
rings appear later as rings of differential polynomials, and in Section 4.6 we use:
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Lemma 1.1.16. Let I be an ideal of K[X ] generated by homogeneous polynomials
of degree 1. Then I is a prime ideal of K[X ].
Proof. Take a K-independent set H ⊆ K[X ] of homogeneous polynomials of
degree 1 that generates the ideal I. Then H is part of a basis B of the K-linear
subspace of K[X ] generated by the Xλ. Take a bijection λ 7→ bλ : Λ → B. Then
P (X) 7→ P ((bλ)) is an automorphism of the K-algebra K[X ]. Replacing I by the
inverse image of I under this automorphism, we arrange that H = {Xλ : λ ∈ Λ0},
with Λ0 ⊆ Λ. HenceK[X ]/I is isomorphic as aK-algebra toK[Xλ : λ ∈ Λ\Λ0]. 
Notes and comments. The notion of noetherian ring and the basic facts about
it are due to E. Noether [304]. (The short proof of Hilbert’s Basis Theorem [180]
given above is from [380].) Krull’s Lemma 1.1.2 is from [227, p. 732]. Antecedents
for the Zariski topology on Spec(R) include Stone [435, 436], Jacobson [203], and
Zariski [467]. Irreducible and noetherian spaces come from Serre [399].
1.2. Rings and Modules of Finite Length
The algebra in this section is not just commutative: R is a ring, possibly not
commutative, and M , N range over R-modules.
Composition series. An M-series (of length m) is a strictly increasing sequence
(1.2.1) {0} =M0 ⊂M1 ⊂ · · · ⊂Mm =M
of submodules of M . A refinement of an M -series (1.2.1) is an M -series
{0} = N0 ⊂ N1 ⊂ · · · ⊂ Nn =M
such that {M0, . . . ,Mm} ⊆ {N0, . . . , Nn} (so m 6 n). Two M -series
{0} =M0 ⊂M1 ⊂ · · · ⊂Mm =M, {0} = N0 ⊂ N1 ⊂ · · · ⊂ Nn =M
of M are said to be equivalent if m = n and there is a permutation i 7→ i′ of
{1, . . . ,m} such that Mi/Mi−1 ∼= Ni′/Ni′−1, as R-modules, for i = 1, . . . ,m. The
next result is known as the Schreier Refinement Theorem.
Theorem 1.2.1. Any two M -series have equivalent refinements.
See [249, Chapter I, §3] for a proof of an analogue of this theorem for groups which
adapts in a straightforward way to modules.
We call M simple (or irreducible) if M 6= {0} and M has no submodules other
than {0} and M . If M is simple, then M = Re for each e ∈ M 6=. Hence M is
simple iff M ∼= R/m for some maximal left ideal m of R. It is clear that if M
and N are simple R-modules, then every R-linear map ϕ : M → N with ϕ 6= 0 is
an isomorphism of R-modules (Schur’s Lemma).
A composition series of M is an M -series (1.2.1) such that Mi+1/Mi is simple
for i = 0, . . . ,m−1. EveryM -series equivalent to a composition series ofM is itself
a composition series of M , and a composition series of M cannot be refined to a
strictly longer M -series. Thus Theorem 1.2.1 yields the Jordan-Hölder Theorem:
Corollary 1.2.2. Any two composition series of M are equivalent.
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Euler-Poincaré maps. Let A be an abelian group. Suppose that for certain
R-modules M there is defined a quantity χ(M) ∈ A, such that:
(1) χ({0}) is defined and equal to 0 ∈ A,
(2) if 0 → K → M → N → 0 is an exact sequence of R-modules, then χ(M)
is defined if and only if both χ(K) and χ(N) are defined, and in this case,
χ(M) = χ(K) + χ(N).
(Such an assignmentM 7→ χ(M) is called anEuler-Poincaré map on R-modules.)
Clearly if M ∼= N , then χ(M) is defined iff χ(N) is defined, and in this case
χ(M) = χ(N). For example, if R = Z, then setting χ(M) := log |M | for a finite
abelian group M defines an Euler-Poincaré map on abelian groups with values in
the additive group A = R.
Lemma 1.2.3. Let an exact sequence
0 −→M0 ϕ0−−−→M1 ϕ1−−−→ · · · −→Mn −→ 0
of R-modules be given such that χ(Mi) is defined for i = 0, . . . , n. Then
n∑
i=0
(−1)iχ(Mi) = 0.
Proof. By induction on n. The cases n = 0, 1, 2 are obvious. Suppose n > 3, and
put N := imϕ1 = kerϕ2. Then we have exact sequences
0 −→M0 ϕ0−−−→M1 ϕ1−−−→ N −→ 0, 0 −→ N ⊆−−→M2 −→ · · · −→Mn −→ 0.
By the first sequence χ(N) is defined and χ(M0) − χ(M1) + χ(N) = 0. Now use
the inductive hypothesis on the second sequence. 
Modules of finite length. If M has a composition series, then all composition
series of M have a common length, called the length of M , denoted by ℓ(M).
If M does not have a composition series, we put ℓ(M) := ∞. Note: ℓ(M) = 0
iff M = {0}. If N is a submodule of M , then M has finite length if and only
if N and M/N have finite length, in which case ℓ(M) = ℓ(N) + ℓ(M/N). Hence
M 7→ ℓ(M), defined for M of finite length, is a Z-valued Euler-Poincaré map on
R-modules.
Example. Suppose R = K is a field. Then ℓ(M) = dimK M . In this way Lem-
ma 1.2.3 contains Lemma 2.3.19 as a special case.
Call M noetherian if the set of submodules of M , partially ordered by inclusion,
has acc. Call M artinian if this partially ordered set has dcc. As in the proof of
Lemma 1.1.11, M is noetherian iff all its submodules are finitely generated.
Lemma 1.2.4. M is noetherian and artinian if and only if M has finite length.
Thus if M has finite length, then M is finitely generated.
Proof. Previous remarks make it clear that if ℓ(M) < ∞, then M is noetherian
and artinian. Conversely, suppose M is artinian. If M 6= {0}, let M1 be a minimal
nonzero submodule of M ; if M 6= M1, let M2 be a submodule of M which is
minimal among the submodules of M properly containing M1, and so on. This
yields a strictly increasing sequence {0} = M0 ⊂ M1 ⊂ M2 ⊂ · · · of submodules
of M . If M is also noetherian, this construction stops with Mm = M for some m,
and then we have a composition series of M . 
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Rings of finite length. In this subsection R is commutative. In the phrases “R
has finite length” and “R is artinian” we view R as an R-module in the usual way.
Lemma 1.2.5. Suppose R is artinian. Then every prime ideal of R is maximal.
Proof. Let p be a prime ideal of R; then R/p is an artinian integral domain, and
replacing R by R/p we may assume that R is an integral domain, and need to
show that R is a field. Let r ∈ R 6=. Considering the chain Rr ⊇ Rr2 ⊇ · · · , we
obtain n > 1 and s ∈ R such that rn = rn+1s; hence 1 = rs. 
Proposition 1.2.6. The following conditions on R are equivalent:
(i) R is noetherian and every prime ideal of R is maximal;
(ii) every finitely generated R-module has finite length;
(iii) R has finite length;
(iv) R is noetherian and artinian.
Proof. If R = {0}, then all four conditions are trivially satisfied, so let R 6= {0}.
Assume (i) holds, and let m1, . . . ,mn be the minimal prime ideals of R; so each mi
is maximal. Put n := m1 · · ·mn, so n ⊆ m1 ∩ · · · ∩ mn = nil(R), giving m > 1 with
nm = {0}. Let M be a finitely generated R-module. Consider the chain
M ⊇ m1M ⊇ m1m2M ⊇ · · · ⊇ m1 · · ·mnM = nM
of submodules of M . For i = 0, . . . , n − 1, the quotient m1 · · ·miM/m1 · · ·mi+1M
is a finitely generated vector space over the field R/mi+1, hence has finite length
as an R-module. So M/nM has finite length. Likewise, nM/n2M has finite length,
and so M/n2M has finite length. Proceeding this way we see that M/nmM has
finite length. As nm = {0}, so does M , showing (ii). The implication (ii) ⇒ (iii) is
obvious, (iii) ⇐⇒ (iv) is Lemma 1.2.4, and Lemma 1.2.5 gives (iv) ⇒ (i). 
Notes and comments. The Schreier Refinement Theorem is from [391], and the
Jordan-Hölder Theorem from [206, 187]. In connection with Proposition 1.2.6 we
mention that every artinian commutative ring is automatically noetherian: theorem
of Akizuki [7]; see also [288, Theorem 3.2].
1.3. Integral Extensions and Integrally Closed Domains
In this section we establish some facts for use in Chapter 3. But first a reminder
on matrices. Let R be a commutative ring, n > 1, and let Rn×n be the R-algebra
of n×n matrices over R, with multiplicative identity In, the n×n identity matrix.
Let a matrix T = (Tij) ∈ Rn×n be given. It has determinant detT ∈ R,
and transpose T t ∈ Rn×n. For i, j = 1, . . . , n, let T ij be the determinant of the
(n − 1) × (n − 1) matrix obtained from T by removing the ith row and the jth
column from T ; by convention this determinant equals 1 for n = 1. The matrix
T ∗ :=
(
(−1)i+jT ij)t ∈ Rn×n
is called the adjoint of T and satisfies
TT ∗ = T ∗T = (det T ) In (Cramer’s Rule, Laplace expansion).
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Integral extensions. In this subsection A is a subring of the commutative ring B.
An element b ∈ B is said to be integral over A if there are n > 1 and a1, . . . , an ∈ A
such that bn + a1bn−1 + · · ·+ an−1b+ an = 0.
Lemma 1.3.1. Let b ∈ B. The following are equivalent:
(i) b is integral over A;
(ii) the submodule A[b] of the A-module B is finitely generated;
(iii) some subring of B contains A[b] and is finitely generated as an A-module.
Proof. If bn+ a1bn−1+ · · ·+ an−1b+ an = 0 with n > 1 and a1, . . . , an ∈ A, then
clearly A[b] = A+Ab+ · · ·+Abn−1. This gives (i) ⇒ (ii), and (ii) ⇒ (iii) is trivial.
To show (iii) ⇒ (i), let C ⊇ A[b] be a subring of B that is finitely generated as an
A-module. Take c1, . . . , cn ∈ C such that C = Ac1 + · · ·+Acn, n > 1. Then
bc1 = a11c1 + · · ·+ a1ncn
...
...
...
...
bcn = an1c1 + · · ·+ anncn
for certain aij ∈ A. Then for the n × n matrix T = b In−(aij) we have Tc = 0,
where c is the column vector (c1, . . . , cn)t ∈ Cn and likewise, 0 = (0, . . . , 0)t in Cn.
Multiplying Tc = 0 on the left by T ∗ we obtain det(T ) = 0. This gives an equality
bn + a1b
n−1 + · · ·+ an−1b+ an = 0 with a1, . . . , an ∈ A. 
We say that B is integral over A if every element of B is integral over A.
Corollary 1.3.2. Let b1, . . . , bm ∈ B. Then the following are equivalent:
(i) each bi is integral over A;
(ii) the submodule A[b1, . . . , bm] of the A-module B is finitely generated;
(iii) A[b1, . . . , bm] is integral over A.
Proof. Suppose Pi(bi) = 0 for monic Pi ∈ A[X ] of degree di > 1, i = 1, . . . ,m.
Then A[b1, . . . , bm] is generated as an A-module by the products b
j1
1 · · · bjmm with
0 6 j1 < d1, . . . , 0 6 jm < dm. This gives (i) ⇒ (ii). The implication (ii) ⇒ (iii)
follows from (iii) ⇒ (i) in Lemma 1.3.1, and (iii) ⇒ (i) is obvious. 
Corollary 1.3.3. Let c be an element in a commutative ring extension of B.
Suppose c is integral over B and B is integral over A. Then c is integral over A.
Proof. Take b1, . . . , bn ∈ B such that c is integral over the ring A[b1, . . . , bn]; the
latter is a finitely generated A-module, and A[b1, . . . , bn, c] is finitely generated as
an A[b1, . . . , bn]-module, hence also as an A-module. So c is integral over A. 
We say that A is integrally closed in B if every b ∈ B that is integral over A
already lies in A. The set of elements of B that are integral over A is called the
integral closure of A in B. By the previous two corollaries, the integral closure
of A in B is a subring of B that contains A, is integral over A, and integrally closed
in B.
Prime ideals under integral extensions. In this subsection A is a subring of
the commutative ring B, and B is integral over A.
Lemma 1.3.4. Assume 1 6= 0 in B, and let J be an ideal of B containing an element
that is not a zero divisor of B. Then J ∩A 6= {0}.
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Proof. Suppose b ∈ J is not a zero divisor of B. Take n > 1 minimal such that
there exist a1, . . . , an ∈ A with bn + a1bn−1 + · · ·+ an = 0. For such a1, . . . , an we
have 0 6= an ∈ bB ∩ A ⊆ J ∩ A. 
Corollary 1.3.5. Let q, q′ ∈ Spec(B), and suppose q ⊆ q′ and q ∩ A = q′ ∩ A.
Then q = q′.
Proof. Let p := q ∩ A = q′ ∩ A ∈ Spec(A), and let A be the image of A/p
in B := B/q under the natural embedding A/p → B/q. Then the domain B is
integral over its subring A, and q′/q is a prime ideal of B that intersects A trivially.
By Lemma 1.3.4 this yields q = q′. 
Lemma 1.3.6. Let I be an ideal of A. Then IB ∩A ⊆ √I.
Proof. Let b ∈ IB∩A. Take a finitely generated subalgebra C of the A-algebra B
with b ∈ IC; then C is also finitely generated as A-module. Proceeding as in
(iii) ⇒ (i) in the proof of Lemma 1.3.1, and using the notations there, we get all
aij ∈ I, and so obtain bn + a1bn−1 + · · ·+ an = 0 where n > 1 and a1, . . . , an ∈ I,
so bn ∈ I. 
Corollary 1.3.7. For each p ∈ Spec(A) there is a q ∈ Spec(B) with p = q ∩ A.
Proof. Let p ∈ Spec(A), and set S := A\p. Then pB∩S = ∅ by Lemma 1.3.6, so
Lemma 1.1.2 gives q ∈ Spec(B) with pB ⊆ q and q ∩ S = ∅, hence q ∩A = p. 
Corollary 1.3.8. Let p, p′ ∈ Spec(A) and q ∈ Spec(B) be such that p ⊆ p′ and
p = q ∩ A. Then there exists q′ ∈ Spec(B) such that q ⊆ q′ and p′ = q′ ∩A.
Proof. Apply Corollary 1.3.7 to the prime ideal p′/p of A/p and the natural
embedding A/p→ B/q. 
Corollary 1.3.9. Let q ∈ Spec(B) and p = q ∩ A. Then:
p is a maximal ideal of A ⇐⇒ q is a maximal ideal of B.
Proof. Corollary 1.3.5 gives “⇒” and Corollary 1.3.8 yields “⇐.” 
Thus any maximal ideal p of A is contained in some prime ideal q of B; for any
such p, q we have: p = q∩A, q is a maximal ideal of B, and the field B/q is algebraic
over the field A/p (after identifying the latter with its natural image in B/q).
An application. In Section 4.6 we shall need the following basic fact about integral
domains that are finitely generated over an infinite field:
Lemma 1.3.10. Let the infinite field K be a subring of the integral domain B.
Assume that B is finitely generated as a K-algebra and x ∈ B is transcendental
over K. Then x− c ∈ B× for only finitely many c ∈ K.
Proof. Let F be the fraction field of B. Take x1, . . . , xn ∈ B such that B =
K[x1, . . . , xn], x = x1, and x1, . . . , xr is a transcendence basis of F over K, where
1 6 r 6 n. Take g ∈ K[x1, . . . , xr] 6= such that xr+1, . . . , xn ∈ F are integral over the
subring A := K[x1, . . . , xr, g−1] of F . Then B[g−1] ⊆ F is integral over A, so every
maximal ideal of A extends to a maximal ideal of B[g−1]. Thus every K-algebra
morphism A→ K extends to a K-algebra morphism B[g−1]→ Ka, where Ka is an
algebraic closure of K. Treating x1, x2, . . . , xr as indeterminates over K and using
that K is infinite, we have c2, . . . , cr ∈ K such that g(x1, c2, . . . , cr) 6= 0 in K[x1].
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Let c ∈ K be such that g(c, c2, . . . , cr) 6= 0. All but finitely many elements of K
satisfy this condition, so it only remains to show that x − c /∈ A×. Taking c1 := c
we get a K-algebra morphism B → K sending xi to ci for i = 1, . . . , r. It extends
to a K-algebra morphism A[g−1]→ Ka sending x− c to 0, so x− c /∈ A×. 
Integrally closed domains. We define an integrally closed domain to be an
integral domain that is integrally closed in its fraction field. The ring of integers, and
polynomial rings (in any set of variables) over fields are integrally closed domains,
since they are factorial domains (also called unique factorization domains):
Lemma 1.3.11. Factorial domains are integrally closed domains.
Proof. Let A be a factorial domain with fraction field K, and suppose f ∈ K×
is integral over A. Then fn + a1fn−1 + · · · + an−1f + an = 0 with coefficients
a1, . . . , an ∈ A. We arrange f = a/b where a, b ∈ A6= and no irreducible element
of A divides both a and b in A. Then an + a1an−1b+ · · ·+ an−1abn−1 + anbn = 0,
so b divides an, which forces b ∈ A×, and thus f ∈ A. 
Next we characterize the integral closure of an integrally closed domain in a field
extension of its fraction field:
Lemma 1.3.12. Suppose A is an integrally closed domain with fraction field K and
L ⊇ K is a field extension. An element of L is integral over A if and only if it is
algebraic over K and its minimum polynomial over K has its coefficients in A.
Proof. Suppose b is integral over A; then clearly b is algebraic over K. Let P ∈
K[X ] be the minimum polynomial of b over K, say of degree n. Let Ka be an
algebraic closure of K. Then in Ka[X ] we have P = (X − b1) · · · (X − bn) where
each bi ∈ Ka is a conjugate of b, that is, of the form σ(b) for some embedding
σ : K(b) → Ka over K. Hence every bi is integral over A, so the coefficients of P
are integral over A, and thus lie in A, since A is integrally closed. 
Lemma 1.3.13. Suppose that A is an integrally closed domain with fraction field K,
L ⊇ K is a separable field extension of finite degree, and B is the integral closure
of A in L. Then L = K(x) for some x ∈ B. For any such x with minimum
polynomial P over K we have B ⊆ P ′(x)−1A[x].
Proof. The Primitive Element Theorem [249, Chapter V, Theorem 4.6] gives
x ∈ L with L = K(x). Multiplying x by a suitable element of A6= we get x ∈ B.
Let P be the minimum polynomial of x over K; then P ∈ A[X ] by Lemma 1.3.12.
Take a field extension M of L such that M |K is a Galois extension of finite degree.
Set G := Aut(M |K), H := Aut(M |L), and take a coset decomposition
G = σ1H ∪ · · · ∪ σnH, n = [L : K] = degP.
So σ1|L, . . . , σn|L are the distinct K-embeddings of L into M . We take σ1 = idM .
Note that P =
∏n
i=1
(
X − σi(x)
)
. For i = 1, . . . , n put Qi := P
/(
X − σi(x)
) ∈
M [X ]. Since x ∈ B, we have b0, . . . , bn−2 ∈ B such that
Q1 = P/(X − x) = Xn−1 + bn−2Xn−2 + · · ·+ b0 hence
Qi = σi(Q1) = X
n−1 + σi(bn−2)X
n−2 + · · ·+ σi(b0).
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Also note that Q1(x) = P ′(x) and Qi(x) = 0 for i > 2. Let b ∈ B. Then
Q1(x)b =
n∑
i=1
Qi(x)σi(b) =
n∑
i=1
(
xn−1 + σi(bn−2)x
n−2 + · · ·+ σi(b0)
)
σi(b)
=
(∑
i
σi(b)
)
xn−1 +
(∑
i
σi(bn−2b)
)
xn−2 + · · ·+∑
i
σi(b0b).
The coefficients
∑
i σi(b),
∑
i σi(bn−2b), . . . ,
∑
i σi(b0b) are in K since they are tra-
ces of elements of L, and they are integral over A, hence they are in A. Therefore
P ′(x)b = Q1(x)b ∈ A[x], so b ∈ P ′(x)−1A[x]. 
Notes and comments. The notions of integral element and integral closure arose
from that of an algebraic integer and the ring of integers of an algebraic number
field (19th century: Gauss, Dirichlet, Kummer, Dedekind). The general theory was
developed by E. Noether [306], Krull [229], and Cohen-Seidenberg [82].
1.4. Local Rings
Throughout this section A is a commutative ring. Call A local if A has exactly one
maximal ideal. Thus valuation rings are local rings. Often we denote a local ring A
by (A,m), thus indicating its maximal ideal m. A local ring (A,m) has residue
field k := A/m with a surjective ring morphism a 7→ a := a + m : A → k. Local
rings have rather good properties compared to arbitrary commutative rings. This
is exemplified by the generation of modules over local rings, the first topic of this
section. Next we describe the maximal ideals of certain integral extensions of a
local ring. We then discuss the process of localization, which can often simplify a
problem by reduction to a local ring issue. Finally, we consider regular sequences,
as needed in the study of regular local rings in Section 1.6.
Nakayama’s Lemma. In this subsection M is a finitely generated A-module.
Thus any set of generators of M has a finite subset generating M . We denote
by µ(M) the least m such that M is generated by a subset of size m. We say that
G ⊆ M is a minimal set of generators of M if G generates M , but no proper
subset of G does. Any set of generators of M contains a minimal set of generators
of M , and every set of generators of M of size µ(M) is minimal.
Lemma 1.4.1 (Nakayama). Suppose the ideal I of A is contained in every maximal
ideal of A, and IM =M . Then M = {0}.
Proof. Towards a contradiction, assume n = µ(M) > 1. Take x1, . . . , xn ∈ M
with M = Ax1 + · · ·+ Axn. Since IM = M , we can take a1, . . . , an ∈ I such that
xn = a1x1+ · · ·+ anxn. Then (1− an)xn ∈ Ax1+ · · ·+Axn−1 where 1− an ∈ A×.
Hence M = Ax1 + · · ·+Axn−1, a contradiction. 
In the rest of this subsection (A,m) is a local ring with residue field k = A/m. We
view M := M/mM as a k-linear space in the natural way, and for x ∈ M we set
x := x+mM ∈M .
Corollary 1.4.2. Let N be a submodule of M . If M = N +mM , then M = N .
Proof. Apply Lemma 1.4.1 to m and M/N in place of I and M . 
Corollary 1.4.3. Let x1, . . . , xn ∈M . Then
M = Ax1 + · · ·+Axn ⇐⇒ M = k x1 + · · ·+ k xn.
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Proof. Apply the previous corollary to N = Ax1 + · · ·+Axn. 
Familiar properties of bases of k-vector spaces and the preceding corollary yield:
Corollary 1.4.4. Let x1, . . . , xm ∈M be distinct. Then:
(i) {x1, . . . , xm} is a minimal set of generators of M if and only if x1, . . . , xm is
a basis of the k-linear space M ; thus µ(M) = dimkM ;
(ii) {x1, . . . , xm} is contained in a minimal set of generators of M if and only if
x1, . . . , xm are k-linearly independent.
Let x ∈ m \ m2; then A∗ := A/Ax is a local ring with maximal ideal m∗ := m/Ax.
For a ∈ A, put a∗ := a+Ax ∈ A∗.
Corollary 1.4.5. Let x1, . . . , xn ∈ m, and suppose x∗1, . . . , x∗n are distinct, and
{x∗1, . . . , x∗n} is a minimal set of generators of m∗. Then x /∈ {x1, . . . , xn}, and
{x1, . . . , xn, x} is a minimal set of generators of m.
Proof. Clearly we have x /∈ {x1, . . . , xn}, and x1, . . . , xn, x generate m. For the set
{x1, . . . , xn, x} of generators of m to be minimal, it is enough by Corollary 1.4.4 that
the residue classes x1+m2, . . . , xn+m2, x+m2 ∈ m/m2 are k-linearly independent.
Thus, let a1, . . . , an, a ∈ A be such that
a1x1 + · · ·+ anxn + ax ∈ m2.
Then in A∗ we have
a∗1x
∗
1 + · · ·+ a∗nx∗n ∈ (m∗)2
and hence a∗1, . . . , a
∗
n ∈ m∗ by hypothesis and Corollary 1.4.4, so a1, . . . , an ∈ m.
This yields ax ∈ m2 and thus a ∈ m, since x /∈ m2. 
Corollary 1.4.6. Suppose m is finitely generated. Then either:
(i) mn 6= mn+1 for all n, or
(ii) mn = {0} for some n, in which case Spec(A) = {m}.
Proof. Suppose mn = mn+1. Then mn = {0} by Nakayama’s Lemma, and so for
p ∈ Spec(A) we have mn ⊆ p, hence m ⊆ p. 
Here is a characterization of DVRs among local rings:
Lemma 1.4.7. Suppose A is noetherian, t ∈ A is not a zero divisor of A, and
m = tA. Then A is a DVR.
Proof. Using that t is not a zero divisor we get mI = I for I :=
⋂
nm
n =
⋂
n t
nA,
so I = {0} by Nakayama’s Lemma. Therefore, given a ∈ A6=, we have n with
a ∈ tnA \ tn+1A, and then a = tnu, u ∈ A×. Thus A is a DVR. 
The maximal ideals of an integral extension of a local ring. Let A be a
local ring with maximal ideal m and X an indeterminate. We extend the surjective
ring morphism a 7→ a := a + m : A → k := A/m to a surjective ring morphism
P 7→ P : A[X ]→ k[X ] that sends X to X . With these notations we have:
Lemma 1.4.8. Let P ∈ A[X ] be monic of positive degree, and A[x] := A[X ]/(P )
with x := X + (P ). Suppose P ∈ k[X ] factors as
P = P1
e1 · · ·Pnen
1.4. LOCAL RINGS 39
where each ei > 1, each Pi ∈ A[X ] is monic, and P1, . . . , Pn ∈ k[X ] are irreducible
and distinct. Then m1, . . . ,mn with
mi := mA[x] + Pi(x)A[x]
are the distinct maximal ideals of A[x].
Proof. Consider for each i the composite of the natural surjections
A[x] = A[X ]/(P )→ k[X ]/(P )→ k[X ]/(Pi).
It is easy to see that the composite map has kernel mi; since k[X ]/(Pi) is a field, mi
is a maximal ideal of A[x]. If 1 6 i < j 6 n, then Pi 6≡ 0 mod Pj in k[X ], so
mi 6= mj. It remains to show that the mi are the only maximal ideals of A[x]. First
note that A[x] is integral over A, so each maximal ideal of A[x] contains m. The
polynomial P −∏i P eii is in mA[X ], and P (x) = 0, so ∏i Pi(x)ei ∈ mA[x]. Thus
each maximal ideal of A[x] contains some Pi(x), and thus equals mi for some i. 
Localization. Let S be a multiplicative subset of A. Recall the construction of
the localization S−1A of A at S: this is the ring whose elements are the equivalence
classes of the equivalence relation ∼ on A× S defined by
(a1, s1) ∼ (a2, s2) :⇐⇒ a1s2s = a2s1s for some s ∈ S,
with the equivalence class of (a, s) ∈ A×S denoted by as or a/s, and with addition
and multiplication given by
a1
s1
+
a2
s2
=
a1s2 + a2s1
s1s2
,
a1
s1
· a2
s2
=
a1a2
s1s2
.
Then S−1A has zero element 0/1 and identity 1/1, and S−1A = {0} ⇐⇒ 0 ∈ S.
The map ι = ιSA : A→ S−1A sending a ∈ A to a/1 is a ring morphism with
ι(S) ⊆ (S−1A)×, ker ι = {a ∈ A : as = 0 for some s ∈ S}.
We recall the key universal property of ι : A → S−1A: for every ring morphism
φ : A → B into a commutative ring B with φ(S) ⊆ B× there is a unique ring
morphism φ′ : S−1A→ B such that φ = φ′ ◦ ι.
Let I be an ideal of A. Then S−1I :=
{
a
s : a ∈ I, s ∈ S
}
is the ideal of S−1A
generated by ι(I). The ideal
ι−1(S−1I) = {a ∈ A : as ∈ I for some s ∈ S}
of A contains I, with ι−1
(
S−1I) = A iff I ∩ S 6= ∅. If J is an ideal of S−1A and
I = ι−1(J), then J = S−1I. Hence if A is noetherian, then so is S−1A. An ideal J
of S−1A is prime iff the ideal ι−1(J) of A is prime and disjoint from S. Thus:
Corollary 1.4.9. The map ι∗ : Spec(S−1A)→ Spec(A) is a homeomorphism onto
its image
{
p ∈ Spec(A) : p ∩ S = ∅}, with inverse given by p 7→ S−1p.
Example. For S = {1, s, s2, . . . } with s ∈ A we denote S−1A also by As, and the
image of ι∗ in this case is D(s) =
{
p ∈ Spec(A) : s /∈ p}.
Localization produces local rings: Let p ∈ Spec(A); then S = A\p is a multiplicative
subset of A with 0 /∈ S, and the localization S−1A of A at S is then denoted by Ap
and called the localization of A at p. The ring Ap is indeed local, with maximal
ideal pAp: by the preceding corollary ι∗ maps SpecAp bijectively onto{
q ∈ Spec(A) : q ⊆ p}.
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The morphism ι : A→ Ap induces an embedding A/p→ Ap/pAp of the domain A/p
into the field F := Ap/pAp, and F is the fraction field of the image of this embedding
in the sense that every f ∈ F equals s−1a for some a, s in the image of this
embedding, s 6= 0.
Localization in integral domains. Suppose A is an integral domain and S is a
multiplicative subset of A with 0 /∈ S. Then we have the ring embedding
a/s 7→ s−1a : S−1A→ FracA (a ∈ A, s ∈ S),
via which, throughout this volume, we identify S−1A with a subring of the fraction
field FracA of A. (Thus S−1A = FracA for S = A6=.) Note that if A is a PID,
then so is S−1A. For p ∈ Spec(A) and S = A \ p we obtain the local domain Ap.
Thus if A is a PID and {0} 6= p ∈ Spec(A), then Ap is a DVR by Lemma 1.4.7.
Lemma 1.4.10. Let m be a maximal ideal of the integral domain A, and let B be a
local ring such that A ⊆ B ⊆ Am. Then B = Am.
Proof. Let n be the maximal ideal of B and s ∈ A \m; it is enough to show that
then s ∈ B×, that is, s /∈ n. Take t ∈ A with st ≡ 1 mod m, so st − 1 ∈ m. Since
m ⊆ mAm ∩B ⊆ n, this yields st− 1 ∈ n, so s /∈ n. 
We can now complete Lemma 1.3.13 as follows:
Corollary 1.4.11. Let A be an integrally closed domain with fraction field K, let
L ⊇ K be a separable field extension of finite degree. Let B be the integral closure
of A in L, let x ∈ B with L = K(x) have minimum polynomial P over K, and let m
and n be maximal ideals of A[x] and B, respectively, such that P ′(x) /∈ m = n∩A[x].
Then we have A[x]m = Bn.
Proof. From P ′(x) /∈ m and Lemma 1.3.13 we get B ⊆ A[x]m ⊆ Bn. Now
Lemma 1.4.10 applied to B, A[x]m, n in place of A, B, m, yields A[x]m = Bn. 
In the next four lemmas A is an integral domain and S is a multiplicative subset
of A with 0 /∈ S. So for p ∈ Spec(A) with p ∩ S = ∅ we have S−1p ∈ Spec(S−1A).
We set K := Frac(A).
Lemma 1.4.12. If p ∈ Spec(A) and p ∩ S = ∅, then (S−1A)S−1p = Ap in K.
Let X be an indeterminate over A in the next two lemmas.
Lemma 1.4.13. We have (S−1A)[X ] = S−1
(
A[X ]
)
inside K(X).
Lemma 1.4.14. Let P ∈ Spec(A[X ]). Then p := P ∩ A ∈ Spec(A), P generates a
prime ideal Q in Ap[X ] ⊆ K[X ], and A[X ]P = Ap[X ]Q inside K(X).
Proof. The set S := A \ p is a multiplicative subset of A as well as of A[X ], and
P ∩ S = ∅. So P does generate a prime ideal Q = S−1P in S−1(A[X ]) = Ap[X ].
Now apply Lemma 1.4.12 to A[X ] and P in the role of A and p. 
In Section 5.9 we use:
Lemma 1.4.15. Let I be an ideal of A and p ∈ Z(I). Then the ideal
ι−1(IAp) = {a ∈ A : as ∈ I for some s ∈ A \ p}
of A satisfies I ⊆ ι−1(IAp) ⊆ p and is contained in every prime ideal q of A with
I ⊆ q ⊆ p. If q := ι−1(IAp) itself is prime, then qAq = IAq.
Proof. The first statement is clear. Suppose q := ι−1(IAp) is prime. We have
qAp = IAp, and applying the ring morphism Ap → Aq yields qAq = IAq. 
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Localization of modules. Let S be a multiplicative subset of A. Every A-
module M gives rise to the S−1A-module S−1M , whose elements are the formal
fractions x/s (x ∈M , s ∈ S), with
x/s = 0 ⇐⇒ tx = 0 for some t ∈ S.
Addition of these fractions is given by
(x1/s1) + (x2/s2) = (s2x1 + s1x1)/s1s2 (x1, x2 ∈M, s1, s2 ∈ S)
and their multiplication by scalars from S−1A is given by
(a/s)(x/t) = ax/st (a ∈ A, s, t ∈ S, x ∈M).
Any S−1A-module is construed as an A-module via ι : A → S−1A. The map
ιM = ι
S
M : M → S−1M defined by ιM (x) = x/1 is A-linear, and for any A-linear
map f : M → N into an S−1A-module N there is a unique S−1A-linear map
f ′ : S−1M → N such that f = f ′ ◦ ιM .
Regular sequences. Let M be an A-module. Call a ∈ A a zero divisor on M
if ax = 0 for some x ∈M 6=. Thus a ∈ A is not a zero divisor on M iff the A-linear
map x 7→ ax : M →M is injective. Let ~r = (r1, . . . , rn) ∈ An, n > 1.
Definition 1.4.16. The sequence ~r is called regular on M , if
(1) M 6= r1M + · · ·+ rnM ; and
(2) rj is not a zero divisor on M/(r1M + · · ·+ rj−1M), for j = 1, . . . , n.
This notion, applied to the A-module A, is motivated by:
Example. Let K be a commutative ring with 0 6= 1, let X1, . . . , Xn be distinct
indeterminates, n > 1, A = K[X1, . . . , Xn]. Then (X1, . . . , Xn) is regular on A.
It is easy to see that for 1 6 m < n,
(1.4.1) ~r is regular on M ⇐⇒

(r1, . . . , rm) is regular on M
and (rm+1, . . . , rn) is regular
on M/(r1M + · · ·+ rmM).
The following are also easy to verify:
Lemma 1.4.17. If ~r is regular on A and X is an indeterminate, then ~r is regular
on the A[X ]-module A[X ].
Lemma 1.4.18. If ~r = (r1, . . . , rn) is regular on A and r1, . . . , rn ∈ p where p ∈
Spec(A), then
(
r1
1 , . . . ,
rn
1
)
is regular on the Ap-module Ap.
In the next lemma and its corollary X is an indeterminate and I is an ideal of A[X ]
such that m := I ∩ A is a maximal ideal of A.
Lemma 1.4.19. If I 6= mA[X ], then I = mA[X ] + PA[X ] where P ∈ A[X ] is not a
zero divisor on the A[X ]-module A[X ]/mA[X ].
Proof. Extend the canonical map A → A/m to the ring morphism A[X ] →
(A/m)[X ] by sending X to X . Since the kernel of this extension is mA[X ], we ob-
tain a ring isomorphism A[X ]/mA[X ]
∼=−→ (A/m)[X ]. Now use that the polynomial
ring (A/m)[X ] over the field A/m is a domain and that its ideals are principal. 
From Lemmas 1.4.17 and 1.4.19 we obtain:
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Corollary 1.4.20. If ~r = (r1, . . . , rn) is regular on A and m = r1A+· · ·+rnA, and
I 6= mA[X ], then there exists P ∈ A[X ] such that I = r1A[X ]+· · ·+rnA[X ]+PA[X ]
and (r1, . . . , rn, P ) is regular on the A[X ]-module A[X ].
Notes and comments. Nakayama’s Lemma in its various forms is due to Krull,
Azumaya, and Nakayama; see the discussion in [301, pp. 212–213]. Early studies
of local rings are Krull [230] and Chevalley [76]. Lemma 1.4.8 is essentially due to
Kummer [243] and Dedekind [97]. Localization goes back to Grell [154], and in
the generality above, to Chevalley [77] and Uzkov [452].
1.5. Krull’s Principal Ideal Theorem
Throughout this section R is a commutative ring. The height of a prime ideal p
of R, denoted by ht(p), is the supremum, in N ∪ {∞}, of the lengths n of strictly
increasing sequences p0 ⊂ p1 ⊂ · · · ⊂ pn = p of prime ideals of R. The (Krull)
dimension of R is
dimR := sup
{
ht(p) : p ∈ Spec(R)}
with supremum in N∪{−∞,+∞}. So dimR = dimSpec(R) by Lemma 1.1.8, with
dimSpec(R) defined as at the end of Section 1.1. More generally, for each ideal I
of R, we have dimR/I = dimZ(I). Note:
dimR = −∞ ⇐⇒ 1 = 0 in R ⇐⇒ Spec(R) = ∅.
Examples. A prime ideal of R has height 0 if and only if it is minimal. The ring R
has dimension 0 if and only if R 6= {0} and every prime ideal of R is maximal; thus
an integral domain has dimension 0 if and only if it is a field. See Proposition 1.2.6
for a characterization of 0-dimensional noetherian commutative rings.
Clearly ht(p)+dim(R/p) 6 dimR. If R is local with maximal ideal m, then ht(m) =
dimR. Therefore, if p is a prime ideal of R, then ht(p) = ht(pRp) = dimRp.
The following is clear from the definitions:
Lemma 1.5.1. Let ϕ : R→ S be a surjective ring morphism and p be a prime ideal
of R with p ⊇ kerϕ. Then ϕ(p) is a prime ideal of S, and ht(p) > ht(ϕ(p)).
From Corollaries 1.3.5, 1.3.7, and 1.3.8 we obtain:
Corollary 1.5.2. If R is a subring of the commutative ring S, and S is integral
over R, then dim(R) = dim(S).
In the rest of this section we assume that R is noetherian. The following theorem
is a key result about Krull dimension in this noetherian setting:
Theorem 1.5.3 (Principal Ideal Theorem). If x ∈ R and p is a minimal prime
divisor of Rx, then ht(p) 6 1.
Since ht(p) = dimRp for p ∈ Spec(R), this immediately follows from the case
where R is a local ring and p is its maximal ideal, treated in the next lemma:
Lemma 1.5.4. Suppose (R,m) is a local ring, x ∈ R, and m is a minimal prime
divisor of Rx. Then dimR 6 1.
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Proof. Let q 6= m be a prime ideal of R; we need to show that ht(q) = 0. Let
ι : R → Rq be the morphism given by ι(r) = r1 . Set q(n) := ι−1(qnRq) (the nth
symbolic power of q) and consider the chain
q(1) +Rx ⊇ q(2) +Rx ⊇ · · ·
of ideals of R. The ring R := R/Rx has exactly one prime ideal (namely m/Rx),
so dimR = 0. Then Proposition 1.2.6 gives n such that q(n) +Rx = q(n+1) +Rx.
Claim: q(n) = q(n+1) +mq(n).
To prove this claim, let a ∈ q(n). Then a = b + rx where b ∈ q(n+1), r ∈ R. Since
rx ∈ q(n) and x /∈ q, we obtain r ∈ q(n) and hence a = b+ rx ∈ q(n+1) +mq(n).
The claim and Corollary 1.4.2 yields q(n) = q(n+1) and hence qnRq = qn+1Rq.
Thus ht(q) = dimRq = 0 by Corollary 1.4.6, as required. 
Combining Theorem 1.5.3 with Corollary 1.1.15 gives:
Corollary 1.5.5. If x ∈ R is not a zero divisor and p is a minimal prime divisor
of Rx, then ht(p) = 1.
Below we extend Theorem 1.5.3 to non-principal ideals. First a lemma:
Lemma 1.5.6. Let p, q1, . . . , qm be prime ideals of R such that p 6⊆
⋃m
i=1 qi, and
ht(p) > n > 1. Then there is a strictly increasing sequence p0 ⊂ p1 ⊂ · · · ⊂ pn of
prime ideals of R with pn = p and pj 6⊆
⋃m
i=1 qi for j = 1, . . . , n.
Proof. By induction on n. The case n = 1 being trivial, suppose n > 2. Since
ht(p) > n > 2, we can take a prime ideal q ⊆ p of R with ht(p/q) > 2 in R/q and
ht(q) > n− 2. Lemma 1.1.9 provides x ∈ p \ (q ∪⋃mi=1 qi). Take a minimal prime
divisor p′ ⊆ p of xR + q. Since ht(p′/q) 6 1 by Theorem 1.5.3, we have p′ 6= p.
From x ∈ p′ we get p′ 6⊆ ⋃mi=1 qi. Now apply the inductive hypothesis to p′. 
Theorem 1.5.7 (Generalized Principal Ideal Theorem). If p is a minimal prime
divisor of an ideal of R generated by n elements, then ht(p) 6 n.
Proof. By induction on n. The case n = 0 is trivial. Let n > 1, and let p be
a minimal prime divisor of I = Rx1 + · · · + Rxn, x1, . . . , xn ∈ R. Let q1, . . . , qm
be the minimal prime divisors of J := Rx1 + · · ·+ Rxn−1; thus ht(qi) 6 n − 1 for
i = 1, . . . ,m by inductive assumption. If p ⊆ ⋃mi=1 qi, then for some i ∈ {1, . . . ,m}
we have p ⊆ qi and hence ht(p) 6 ht(qi) 6 n − 1, and we are done. So assume
p 6⊆ ⋃mi=1 qi. Towards a contradiction, suppose that ht(p) > n + 1. Lemma 1.5.6
yields a strictly increasing sequence p0 ⊂ p1 ⊂ · · · ⊂ pn+1 of prime ideals of R with
pn+1 = p and pj 6⊆
⋃m
i=1 qi for j = 1, . . . , n. Now consider the ring R := R/J ,
whose minimal prime ideals are the qi := qi/J (i = 1, . . . ,m). Setting p := p/J ,
we have ht(p) 6 1 by Theorem 1.5.3. Therefore p is a minimal prime divisor of
the ideal (p1 + J)/J of R, since p1 6⊆
⋃m
i=1 qi. Hence p is a minimal prime divisor
of p1+J . Thus the prime ideal p/p1 of R/p1 has height > n and is a minimal prime
divisor of the ideal generated by x1 + p1, . . . , xn−1 + p1 in R/p1, in contradiction
to the inductive hypothesis. 
Important consequences of Theorem 1.5.7 are the following:
Corollary 1.5.8. Every prime ideal of R has finite height.
Corollary 1.5.9. If R is local with maximal ideal m, then dim(R) 6 µ(m).
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Here is a generalization of Corollary 1.5.5:
Corollary 1.5.10. If m > 1, the sequence (r1, . . . , rm) ∈ Rm is regular on R,
and p is a minimal prime divisor of Rr1 + · · ·+Rrm, then ht(p) = m.
This follows from Theorem 1.5.7 and an easy induction on m, using:
Lemma 1.5.11. Let p ∈ Spec(R), suppose x ∈ p is not a zero divisor, and set
R := R/Rx, p := p/Rx ∈ Spec(R). Then ht(p) > ht(p) + 1.
Proof. For n = ht(p) we get a strictly increasing sequence p0 ⊂ p1 ⊂ · · · ⊂ pn = p
of prime ideals of R with Rx ⊆ p0. Corollary 1.1.15 and x ∈ p0 give that p0 is not
a minimal prime ideal of R. Thus ht(p) > n+ 1. 
The Generalized Principal Ideal Theorem has a converse:
Proposition 1.5.12. Let p be a prime ideal of R and n = ht(p). Then there are
x1, . . . , xn ∈ p such that p is a minimal prime divisor of Rx1 + · · ·+Rxn.
Proof. By induction on n. The case n = 0 being trivial, suppose n > 1. Let
q1, . . . , qm be the minimal prime ideals of R; then p 6⊆ qj for j = 1, . . . ,m. By
Lemma 1.1.9 we get x1 ∈ p with x1 /∈
⋃m
j=1 qj. Put R := R/Rx1 and p := p/Rx1.
Then ht(p) 6 n − 1 by the choice of x1. So inductively we have x2, . . . , xn ∈ R
with p a minimal prime divisor of the ideal of R generated by the cosets xj +Rx1,
j = 2, . . . , n. Thus p is a minimal prime divisor of Rx1 + · · ·+Rxn. 
Corollary 1.5.13. Let p be a prime ideal of R of height n. Let x ∈ p and R :=
R/Rx, p := p/Rx. Then ht(p) = n or ht(p) = n− 1.
Proof. By Lemma 1.5.1 it remains to show that ht(p) > n − 1. Suppose that
ht(p) 6 n − 2. Then n > 2, and Proposition 1.5.12 gives x1, . . . , xn−2 ∈ p such
that p is a minimal prime divisor of the ideal of R generated by the cosets xj +Rx,
j = 1, . . . , n − 2. Then p is a minimal prime divisor of Rx + Rx1 + · · · + Rxn−2,
hence ht(p) 6 n− 1 by Theorem 1.5.7, a contradiction. 
Notes and comments. The notion of Krull dimension and the Principal Ideal
Theorem are due to Krull [226, 228]. It seems that Kronecker [225, p. 80] already
knew the Generalized Principal Ideal Theorem for polynomial rings over a field.
Not every noetherian ring has finite Krull dimension; see [301, Appendix A1].
1.6. Regular Local Rings
In this section (R,m) is a noetherian local ring with residue field k = R/m.
Definition and basic properties. The embedding dimension of R is defined
as edim(R) := µ(m), the minimal number of generators of the maximal ideal m
of R. Corollary 1.4.4 gives edim(R) = dimkm/m2, and Corollary 1.5.9 says that
dim(R) 6 edim(R). We call (R,m) a regular local ring if dim(R) = edim(R). If
dimR = 0, then R is regular iff R is a field.
Proposition 1.6.1. Every regular local ring is an integral domain.
In the proof of this proposition we use:
Lemma 1.6.2. Suppose (R,m) is a regular local ring, and x ∈ m \ m2. Then R :=
R/Rx is a regular local ring with dimR = 1 + dimR.
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Proof. We have dimR = edimR = 1+edimR > 1+dimR, using Corollary 1.4.5
for the second equality. Corollary 1.5.13 gives dimR 6 1 + dimR. 
Proof of Proposition 1.6.1. Let (R,m) be a regular local ring; we show by
induction on the dimension n of R that R is a domain. This is clear if dimR = 0, so
assume n > 1. Let p1, . . . , pm be the minimal prime ideals of R. If m\m2 ⊆
⋃m
i=1 pi,
then Corollary 1.1.10 gives m ⊆ pi for some i ∈ {1, . . . ,m}, which contradicts
ht(m) = n > 1. Take x ∈ m \ m2 with x /∈ ⋃mi=1 pi. By Lemma 1.6.2, R := R/Rx
is a regular local ring of dimension n − 1, hence an integral domain by inductive
hypothesis. So Rx is a prime ideal of R, and we can take i ∈ {1, . . . ,m} with pi ⊆
Rx. We claim that pi = {0} (and hence R is an integral domain). To see this,
let a ∈ pi, and take r ∈ R such that a = rx. Since x /∈ pi, we have r ∈ pi, so
a = rx ∈ pim. This yields pi = mpi, hence pi = {0} by Nakayama’s Lemma. 
Corollary 1.6.3. Suppose (R,m) is a regular local ring. Let I 6= R be an ideal
of R. Then the following are equivalent:
(i) there is a minimal set G of generators of m with distinct x1, . . . , xm ∈ G such
that I = Rx1 + · · ·+Rxm;
(ii) R/I is a regular local ring (and thus I is a prime ideal of R).
In that case and with m as in (i), we have dimR = m+ dimR/I.
Proof. Let m be as in (i). Then induction on m and Lemma 1.6.2 gives (i)⇒ (ii)
and dimR = m+dimR/I. To show (ii) ⇒ (i), suppose R/I is a regular local ring.
Let x1, . . . , xd ∈ m, where d := dimR/I = edimR/I, be such that x1+I, . . . , xd+I
are the distinct elements of a minimal set of generators of the maximal ideal m/I
of R/I. The natural exact sequence of k-linear maps
0 −→ I/I ∩m2 −→ m/m2 −→ (m/I)/(m/I)2 −→ 0
and Corollary 1.4.4 yield xd+1, . . . , xn ∈ I such that x1, . . . , xn are the distinct
elements of a minimal set of generators of m. Put I ′ := Rxd+1 + · · · + Rxn. By
what we showed before, R′ := R/I ′ is a regular local ring of dimension d and I ′ is
a prime ideal of R. Since I ′ ⊆ I, this yields I ′ = I. 
Next, a useful characterization of regularity:
Proposition 1.6.4. Assume R is not a field. Then the local ring (R,m) is regular
if and only if there is an n > 1 and a sequence ~r = (r1, . . . , rn) ∈ Rn such that ~r
is regular on R and m = Rr1 + · · · + Rrn. Moreover, if r1, . . . , rn are the distinct
elements of a minimal set of generators of m and dimR = n, then the sequence
(r1, . . . , rn) is regular on R.
Proof. Suppose n > 1, the sequence (r1, . . . , rn) ∈ Rn is regular on R, and
m = Rr1 + · · ·+Rrn. Then by Corollaries 1.5.9 and 1.5.10
dim(R) = ht(m) = n > edim(R) > dim(R),
so dim(R) = edim(R). Conversely, suppose that (R,m) is a regular local ring
and r1, . . . , rn are the distinct elements of a minimal set of generators of m. We
show by induction on n that then the sequence (r1, . . . , rn) is regular on R. Since
R is an integral domain, r1 is not a zero divisor on R. Also, r1 ∈ m \ m2, so
R := R/Rr1 is regular of dimension n− 1, by Lemma 1.6.2. We are done if n = 1,
so let n > 2. Put r := r +Rr1 for r ∈ R. Then r2, . . . , rn are the distinct elements
of a minimal set of generators of the maximal ideal m/Rr1 of R. Hence the sequence
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(r2, . . . , rn) is regular on R, by inductive hypothesis. Thus (r1, . . . , rn) is regular
on R, by (1.4.1). 
Examples of regular local rings. First the 1-dimensional case:
Lemma 1.6.5. R is regular and dim(R) = 1 ⇐⇒ R is a DVR.
Proof. The direction ⇐ is clear. Assume R is regular (hence an integral domain)
and dim(R) = 1. Then m = tR with 0 6= t ∈ R, so R is a DVR by Lemma 1.4.7. 
Proposition 1.6.6. Let R be a regular local ring, X an indeterminate over R
and P a prime ideal of R[X ] with P ∩R = m. Then R[X ]P is a regular local ring.
Proof. Set n := dimR. If n = 0, then R is a field, and so R[X ]P is either a field
(iff P = {0}) or a DVR. Assume n > 1. Then Proposition 1.6.4 gives a sequence
(r1, . . . , rn) ∈ Rn that is regular on R with m = Rr1 + · · ·+Rrn. Then the desired
result follows from Corollary 1.4.20, Lemma 1.4.18, and Proposition 1.6.4. 
The following consequence will be used in Section 5.9:
Corollary 1.6.7. Let K be a PID, X1, . . . , Xn distinct indeterminates, and P a
prime ideal of K[X1, . . . , Xn]. Then K[X1, . . . , Xn]P is a regular local ring.
Proof. By induction on n. The case n = 0 reduces to Lemma 1.6.5. Assume n > 1,
put A := K[X1, . . . , Xn−1] and p := A ∩P. Inductively, Ap is a regular local ring.
Also,K[X1, . . . , Xn]P = Ap[Xn]Q for someQ ∈ Spec
(
Ap[Xn]
)
, by Corollary 1.4.14.
Hence K[X1, . . . , Xn]P is a regular local ring by Proposition 1.6.6. 
Notes and comments. Regular local rings were studied by Krull [230], which
contains Proposition 1.6.1. The terminology comes from [76]. The algebraic-
geometric significance of regular local rings is largely due to Zariski [466].
1.7. Modules and Derivations
The rest of this chapter is dominated by the general idea of linearization, and by the
useful dualities that come with it. Thus we consider tensor products of modules,
derivations, and (dually) differentials. Throughout this section we fix a commutative
ring R and let M , N range over R-modules.
Modules of morphisms. Let A, B, C be R-modules. We denote by HomR(A,M)
(or Hom(A,M) if R is clear from the context) the set of R-linear maps A → M ,
made into an R-module in the natural way. Let φ : A→ B be R-linear. Then
β 7→ β ◦ φ : Hom(B,M)→ Hom(A,M)
is an R-linear map, denoted by φ∗ or Hom(φ,M). If ψ : B → C is also R-linear,
then (ψ ◦ φ)∗ = φ∗ ◦ ψ∗.
Lemma 1.7.1. The following are equivalent for φ and R-linear ψ : B → C:
(i) the sequence A
φ−−→ B ψ−−→ C −→ 0 is exact;
(ii) for each M the sequence
Hom(A,M)
φ∗←−−− Hom(B,M) ψ
∗
←−−− Hom(C,M)←− 0
of induced morphisms is exact.
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Proof. The direction (i) ⇒ (ii) is entirely routine. Assume (ii). Exactness at C
in (i) means surjectivity of ψ. Let α : C → C/ imψ be the canonical map. Since
α◦ψ = 0, exactness in (ii) at Hom(C,M) forM = C/ imψ gives α = 0, so imψ = C.
Next, applying (ψ ◦ φ)∗ = 0 to idC gives ψ ◦ φ = 0. It only remains to show that
imφ ⊇ kerψ. Let β : B →M := B/ imφ be the canonical map. Then β ◦ φ = 0, so
β = γ ◦ ψ for some γ ∈ Hom(C,M), so kerψ ⊆ kerβ = imφ. 
Tensor products. The tensor product M ⊗RN of the R-modules M and N is an
R-module with an R-bilinear map
(x, y) 7→ x⊗R y : M ×N →M ⊗R N
that is universal: for any R-module B and R-bilinear map β : M × N → B there
is a unique R-linear b : M ⊗R N → H such that b(x ⊗ y) = β(x, y) for all x ∈ M ,
y ∈ N . For use below we recall the construction of M ⊗ N : Let x, x′ range over
M , y, y′ over N , and r over R. Let F be the free R-module with basis M ×N , and
let G be the submodule of F generated by all elements of the form
(x+ x′, y)− (x, y)− (x′, y), (x, y + y′)− (x, y)− (x, y′),
(rx, y)− r(x, y), (x, ry) − r(x, y).
Put M ⊗R N := F/G; then
(x, y) 7→ x⊗ y := (x, y) +G : M ×N →M ⊗N
is an R-bilinear map having the desired universal property. We drop the subscript R
in expressions like M ⊗RN and x⊗R y when R is clear from the context. We shall
need the following variant of the universal property of M ⊗N =M ⊗R N :
Lemma 1.7.2. Let φ : M × N → Z be a biadditive map into an abelian group Z
such that φ(rx, y) = φ(x, ry) for all r ∈ R, x ∈M , y ∈ N . Then there is a unique
additive map f : M ⊗N → Z such that f(x⊗ y) = φ(x, y) for all x ∈M , y ∈ N .
Proof. With the notations in the above construction of M ⊗ N , we have the
internal direct sum decomposition F =
⊕
(x,y)R · (x, y), and for given x, y, the
map r 7→ φ(rx, y) : R → Z is additive. Thus we have an additive map φ̂ : F → Z
with φ̂
(
r(x, y)
)
= φ(rx, y) for all r, x, y. ClearlyG ⊆ ker φ̂, so φ̂ induces an additive
map f : M ⊗N = F/G→ Z such that f(x⊗ y) = φ(x, y) for all x, y. There can be
at most one such map f , since every element of M ⊗N is a finite sum of elements
of the form x⊗ y. 
We use this variant to construct derivations. A derivation on R is a map ∂ : R→ R
such that ∂(a+ b) = ∂(a) + ∂(b) and ∂(ab) = ∂(a)b+ a∂(b) for all a, b ∈ R. The map
R → R sending every element of R to 0 is a derivation on R, called the trivial
derivation (on R). If ∂ is a derivation on R and a ∈ R, then a∂ is also a derivation
on R. Below ∂ is a derivation on R. It gives a subring {a ∈ R : ∂(a) = 0} of R.
If a set X ⊆ R generates a subring R0 of R with ∂(X) ⊆ R0, then ∂(R0) ⊆ R0.
A ∂-compatible derivation on M is an additive map d : M → M such that
d(rx) = ∂(r)x + rd(x) for all r ∈ R and x ∈M .
Corollary 1.7.3. Let dM and dN be ∂-compatible derivations on M and N . Then
there is a unique ∂-compatible derivation δ on M ⊗N such that
(1.7.1) δ(x⊗ y) = dM (x)⊗ y + x⊗ dN (y) for all x ∈M , y ∈ N .
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Proof. The map
(x, y) 7→ φ(x, y) := dM (x) ⊗ y + x⊗ dN (y) : M ×N →M ⊗N
is biadditive and satisfies φ(rx, y) = φ(x, ry) for all r ∈ R, x ∈ M , y ∈ N . Hence
Lemma 1.7.2 yields an additive map δ : M ⊗ N → M ⊗ N satisfying (1.7.1), and
this map is easily checked to be a ∂-compatible derivation on M ⊗N . 
Now let A be a commutative R-algebra. Then A ⊗R M is not only an R-module,
but even an A-module inducing the given R-module structure, with
a · (b⊗ x) = ab⊗ x (a, b ∈ A, x ∈M).
Let (xi) be a family of elements in M . If the R-module M is free on (xi), then the
A-module A⊗RM is free on (1⊗xi); the converse holds if the structural morphism
R→ A is injective.
Corollary 1.7.4. Let ∂A be a derivation on A such that ∂A(r1A) = ∂(r)1A for
all r ∈ R. Then ∂A is a ∂-compatible derivation on the R-module A, and if d is a
∂-compatible derivation on M , then the ∂-compatible derivation δ on A⊗R M with
δ(a⊗ x) = ∂A(a)⊗ x+ a⊗ d(x) for all a ∈ A, x ∈M
is ∂A-compatible.
Let B be a second commutative R-algebra. Then the A-module A ⊗R B is even a
(commutative) A-algebra with multiplicative identity 1A ⊗ 1B and multiplication
given by
(a1 ⊗ b1) · (a2 ⊗ b2) = a1a2 ⊗ b1b2 (a1, a2 ∈ A, b1, b2 ∈ B).
We have ring morphisms a 7→ a ⊗ 1B : A → A ⊗ B and b 7→ 1A ⊗ b : B → A ⊗ B,
which are injective if R is a field and 1A 6= 0, 1B 6= 0.
Corollary 1.7.5. Let ∂A and ∂B be derivations on the rings A and B, respectively,
such that ∂A(r1A) = ∂(r)1A and ∂B(r1B) = ∂(r)1B for all r ∈ R. Then there is a
unique derivation δ on the ring A⊗R B such that
δ(a⊗ b) = ∂A(a)⊗ b+ a⊗ ∂B(b) for all a ∈ A, b ∈ B.
Some useful isomorphisms. Let A be a commutative R-algebra. Let E be an
A-module, viewed as an R-module via the structural morphism R → A. For an
R-linear map φ : M → E and a ∈ A we define the R-linear map aφ : M → E by
aφ(x) := a · φ(x) (x ∈ M). This makes HomR(M,E) an A-module inducing its
given R-module structure. For any R-linear φ : M → E we have the A-linear map
φA : A⊗R M → E, φA(a⊗ x) = aφ(x) (a ∈ A, x ∈M),
and it is routine to check that the resulting map
(1.7.2) φ 7→ φA : HomR(M,E)→ HomA(A⊗R M,E)
is an isomorphism of A-modules.
Let I be an ideal of R and consider A := R/I as an R-algebra in the obvious way.
Then M/IM is naturally an A-module, and we have an A-linear map
(1.7.3) x+ IM 7→ 1A ⊗ x : M/IM → A⊗R M (x ∈M).
This map (1.7.3) is an isomorphism of A-modules: its inverse is the A-linear map
A ⊗R M → M/IM induced by the R-bilinear map A ×M → M/IM that sends
(r + I, x) to rx + IM for r ∈ R, x ∈M .
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Let S be a multiplicative subset of R, and consider A := S−1R as an R-algebra via
the canonical map ι : R→ S−1R = A. Then we have an isomorphism
(1.7.4) A⊗R M → S−1M
of A-modules that sends (r/s)⊗ x to (rx)/s for r ∈ R, s ∈ S, x ∈M .
Let h : A→ B be a morphism between commutative R-algebras A and B. We have
the A-module A⊗RM , and so the B-module B ⊗A (A⊗RM), by construing B as
an A-algebra via h. We also have a B-linear map
(1.7.5) B ⊗R M → B ⊗A (A⊗R M), b⊗R x 7→ b⊗A (1⊗R x) for x ∈M .
It is easy to check (by explicit construction of an inverse) that this map is in fact
an isomorphism of B-modules: transitivity of base change.
Rational rank. Let M be an abelian group, in other words, a Z-module. Then
we define the rational rank rankQM of M by
rankQM := dimQQ⊗ZM,
if the Q-linear space Q⊗ZN has finite dimension, and set rankQM :=∞ otherwise.
Using for example (1.7.4) it follows that this rational rank is the largest m for
which there are Z-independent x1, . . . , xm ∈M , if such a largestm exists, and is∞
otherwise. In particular, the free abelian group Zm has rational rank m. It is easy
to check that the rational rank, when restricted to abelian groups of finite rational
rank, yields an Euler-Poincaré map with values in Z.
Independence at a prime. Let fi ∈ M for i ∈ I. Given p ∈ Spec(R), the
family (fi) is said to be independent at p if the family (fi + pM) in the R/p-
module M/pM is linearly independent over R/p. The fact below is used in Sec-
tion 5.9:
Lemma 1.7.6. Suppose the R-module M is free and p, q ∈ Spec(R), p ⊇ q. If (fi)
is independent at p, then (fi) is independent at q.
Proof. Let f1, . . . , fm ∈ M with m > 1 be such that f1 + pM, . . . , fm + pM are
linearly independent over R/p. It suffices to show that then f1+ qM, . . . , fm+ qM
are linearly independent over R/q. Take a basis of M and take distinct e1, . . . , en
from that basis such that for i = 1, . . . ,m we have fi = fi1e1 + · · · + finen with
all fij ∈ R. The vectors e1 + pM, . . . , en + pM of M/pM are linearly independent
over R/p, so m 6 n, and some m ×m submatrix of (fij) has determinant D /∈ p.
Then D /∈ q, so f1 + qM, . . . , fm + qM are linearly independent over R/q. 
Notes and comments. Lemma 1.7.6 is taken from [205].
1.8. Differentials
Below we define Kähler differentials and prove some basic facts about them, as
needed in Section 5.9. Throughout, K is a commutative ring, A is a commutative
K-algebra, and M is an A-module. (Later we only use the case where K is a field
of characteristic zero, but that doesn’t simplify things.) We let a, b range over A.
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K-derivations. A map ∆: A→M is said to be a K-derivation if ∆ is K-linear
and ∆(ab) = a∆(b) + b∆(a) for all a, b. A K-derivation A → A is called a K-
derivation on A. So every K-derivation on A is a derivation on A in the sense
of Section 1.7, and a derivation on a commutative ring R is the same thing as a
Z-derivation on R, where R is viewed as a Z-algebra.
In the rest of this subsection ∆: A→M is a K-derivation, so ∆(κ · 1) = 0 for
all κ ∈ K, and A∆ := ker∆ is a subalgebra of A. The rules below for computing
with ∆ are easy to verify:
Lemma 1.8.1. For all n > 1 and a1, . . . , an ∈ A,
∆(a1 · · · an) =
n∑
j=1
a1 · · · aj−1aj+1 · · ·an∆(aj).
In particular, ∆(an) = nan−1∆(a) for n > 1, and if I is an ideal of A and n > 1,
then ∆(In) ⊆ In−1M .
Let X = (X1, . . . , Xn) be a tuple of distinct indeterminates, n > 1. Consider a
polynomial P =
∑
i PiX
i ∈ A[X ] with i = (i1, . . . , in) ranging over a finite subset
of Nn and with Pi ∈ A and Xi := X i11 · · ·X inn for all i.
Lemma 1.8.2. For a = (a1, . . . , an) ∈ An, and setting ai := ai11 · · · ainn ,
∆
(
P (a)
)
=
∑
i
ai∆(Pi) +
n∑
j=1
∂P
∂Xj
(a)∆(aj).
In particular, for polynomials over K:
Corollary 1.8.3. Given F ∈ K[X ] and a = (a1, . . . , an) ∈ An, we have
∆
(
F (a)
)
=
n∑
j=1
∂F
∂Xj
(a)∆(aj).
If A is a field, then A∆ is a subfield of A:
Lemma 1.8.4 (Quotient Rule). Let s ∈ A×. Then
∆(s−1a) = s−2
(
s∆(a)− a∆(s)),
in particular, ∆(s−1) = −s−2∆(s).
Lemma 1.8.5. Let S be a multiplicative subset of A; so S−1M is an S−1A-module.
There is exactly one K-derivation S−1∆: S−1A→ S−1M making the diagram
S−1A
S−1∆ // S−1M
A
∆ //
ι
OO
M
ιM
OO
commutative; it is given by
(1.8.1) S−1∆(a/s) =
(
s∆(a)− a∆(s))/s2 (s ∈ S).
Proof. The main thing to check is that the value of the right-hand side in (1.8.1)
does not change when replacing a, s by at, st for t ∈ S. 
Corollary 1.8.6. If A is an integral domain with fraction field F , then any K-
derivation ∂ : A→ F extends uniquely to a K-derivation on F .
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The module of K-derivations. The set derK(A,M) of K-derivations A → M
is a submodule of the K-module HomK(A,M) of K-linear maps A → M . Given
∆ ∈ derK(A,M), we also have a∆ ∈ derK(A,M) with a∆: A → M defined by
(a∆)(b) := a∆(b). This scalar multiplication
(a,∆) 7→ a∆ : A× derK(A,M)→ derK(A,M)
makes derK(A,M) an A-module. The K-module structure on derK(A,M) induced
by this A-module structure is the already given one. Set derK(A) := derK(A,A).
Let N also be an A-module, and let φ : M → N be A-linear. Then we have an
A-linear map
derK(A, φ) : derK(A,M)→ derK(A,N), ∆ 7→ φ ◦∆.
Let P be a third A-module, and let ψ : N → P be A-linear. Then
derK(A,ψ ◦ φ) = derK(A,ψ) ◦ derK(A, φ).
Lemma 1.8.7. Suppose 0 −→M φ−−→ N ψ−−→ P is exact. Then
0 −→ derK(A,M) derK(A,φ)−−−−−−−−→ derK(A,N) derK(A,ψ)−−−−−−−−→ derK(A,P )
is an exact sequence of A-modules and A-linear maps.
Proof. That derK(A, φ) is injective and maps derK(A,M) into ker derK(A,ψ) is
clear. If ∆ ∈ derK(A,N) and ψ ◦ ∆ = 0, then ∆(A) ⊆ kerψ = imφ and hence
∆ ∈ derK(A, φ)
(
derK(A,M)
)
. 
Next, let B be a K-algebra, h : A→ B a K-algebra morphism, and N a B-module.
If ∆: B → N is a K-derivation, then ∆ ◦ h : A→ N is also a K-derivation, where
we view N as an A-module via h. So we obtain an A-linear map
derK(h,N) : derK(B,N)→ derK(A,N), ∆ 7→ ∆ ◦ h,
where the B-module derK(B,N) is viewed as an A-module via h. We note that
derA(B,N) ⊆ derK(B,N), not just as sets, but also as A-modules.
Lemma 1.8.8. The sequence
0 −→ derA(B,N) −֒→ derK(B,N) derK(h,N)−−−−−−−−→ derK(A,N)
of A-modules and A-linear maps is exact.
Proof. Clearly derA(B,N) ⊆ ker derK(h,N). If ∆ ∈ derK(B,N) and ∆ ◦ h = 0,
then ∆ is an A-derivation and so ∆ ∈ derA(B,N). 
Let I be an ideal of A with IM = {0}, set B := A/I, and let h : A → B be
the canonical map. We construe the A-modules M and I/I2 as B-modules in the
usual way. Note that if ∆ ∈ derK(A,M) and ∆(I) = {0}, then ∆ induces a K-
derivation h(a) 7→ ∆(a) : B → M . For ∆ ∈ derK(A,M) we have ∆(I2) = {0}, so
the restriction of ∆ to I induces a B-linear map ∆: I/I2 → M . This yields an
A-linear map
∆ 7→ ∆ : derK(A,M)→ HomB(I/I2,M)
where the B-module HomB(I/I2,M) is viewed as an A-module via h.
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Lemma 1.8.9. The sequence
0 −→ derK(B,M) derK(h,M)−−−−−−−−→ derK(A,M) ∆ 7→∆−−−−−→ HomB(I/I2,M)
of A-modules and A-linear maps is exact.
Proof. From derA(B,M) = {0} and Lemma 1.8.8 we get that derK(h,M) is
injective. If ∆ ∈ im derK(h,M), then ∆ = 0. Conversely, if ∆ ∈ derK(A,M) and
∆ = 0, then ∆(I) = {0}, so ∆ induces a K-derivation B = A/I → M , hence
∆ ∈ im derK(h,M). 
The universal K-derivation. A universal K-derivation of A is an A-module Ω
together with a K-derivation d: A → Ω such that for any A-module M and K-
derivation ∆: A→M there is a unique A-linear map φ : Ω→M with ∆ = φ ◦ d:
Ω
φ
  ❆
❆
❆
❆
A
d
??⑧⑧⑧⑧⑧⑧⑧⑧
∆ // M
If d1 : A → Ω1 and d2 : A → Ω2 are universal K-derivations of A, then the unique
A-linear map φ : Ω1 → Ω2 with d2 = φ ◦ d1 is an isomorphism of A-modules, by
the usual argument. So there is at most one universal K-derivation of A up to
canonical isomorphism. To get a universal K-derivation of A, take some bijection
d : A → d(A) and let F be the free A-module on the set d(A). Let G be the
A-submodule of F generated by the elements
d(ab)− ad(b)− bd(a), d(a+ b)− d(a) − d(b), d(κa)− κd(a) (κ ∈ K).
Let Ω be the quotient module F/G, and let d: A→ Ω be given by d(a) := d(a)+G.
It is clear that then Ω with d: A → Ω is a universal K-derivation of A. For
definiteness, we set ΩA|K := Ω and let d: A→ ΩA|K be the universal K-derivation
just defined. Note that the A-module ΩA|K is generated by its elements d(a).
Instead of d(a), we also write d a, or dA|K(a) if we need to indicate the dependence
on A and K. The A-module ΩA|K is called the module of (Kähler) differentials
of the K-algebra A, and d a is called the differential of a.
It may help to think of the elements of A asK-valued functions on a space, with
ΩA|K as a kind of cotangent bundle for this space. In any case, the K-derivation
d: A→ ΩA|K can be useful in linearizing problems involving A.
Note that if A is generated as a K-algebra by its elements ai with i ∈ I, then by
Corollary 1.8.3 the A-module ΩA|K is generated by the differentials d ai of these
elements. Using both Corollary 1.8.3 and the Quotient Rule 1.8.4 we get:
Corollary 1.8.10. If K is a field and L = K(x1, . . . , xn) a field extension of K,
then the vector space ΩL|K over L is generated by dx1, . . . , dxn, so dimLΩL|K 6 n.
Each A-module M gives an isomorphism of A-modules
(1.8.2) HomA(ΩA|K ,M)
∼=−−→ derK(A,M), φ 7→ φ ◦ d .
In particular we have an isomorphism of A-modules
(1.8.3) Ω∗A|K := HomA(ΩA|K , A)
∼=−−→ derK(A), φ 7→ φ ◦ d,
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so we have an A-bilinear map
〈 , 〉 : ΩA|K × derK(A)→ A
given by 〈ω,∆〉 := φ(ω) for ω ∈ ΩA|K , ∆ ∈ derK(A), where φ : ΩA|K → A is the
A-linear map such that φ ◦ d = ∆. Thus for ∆ ∈ derK(A),
(1.8.4) 〈d a,∆〉 = ∆(a).
Lemma 1.8.11. Suppose A = K[X ] where X = (Xi)i∈I is a family of distinct
indeterminates over K. Then the A-module ΩA|K is free with basis (dXi)i∈I , and
for P ∈ A we have ∂P∂Xi = 0 for all but finitely many i ∈ I and
(1.8.5) dP =
∑
i∈I
∂P
∂Xi
dXi.
Proof. Let i, j range over I. Corollary 1.8.3 yields (1.8.5) for each P ∈ A.
Thus the A-module ΩA|K is generated by the dXi. Next, ∂/∂Xj ∈ derK(A), and
by (1.8.4) we have 〈dXi, ∂/∂Xj〉 = δij (Kronecker delta). This “orthogonality”
shows that the A-module ΩA|K is free on (dXi)i∈I . 
Let S be a multiplicative subset of A. The K-derivation d: A→ Ω := ΩA|K yields
by Lemma 1.8.5 a K-derivation
S−1 d : S−1A→ S−1Ω
into the S−1A-module S−1Ω.
Lemma 1.8.12. The K-derivation S−1 d: S−1A → S−1Ω is a universal K-deriva-
tion of S−1A. In particular, ΩS−1A|K ∼= S−1ΩA|K as S−1A-modules.
Proof. Let N be an S−1A-module and D ∈ derK
(
S−1A,N
)
. The S−1A-mo-
dule S−1Ω is generated by the S−1 d(a/1) = (d a)/1, so there is at most one S−1A-
linear map ψ : S−1Ω → N with ψ ◦ S−1 d = D; our job is to find such ψ. The
K-derivation ∆ := D ◦ ι : A → N yields an A-linear φ : Ω → N with ∆ := φ ◦ d.
From φ we get an S−1A-linear ψ : S−1Ω → N with ψ(ω/1) = φ(ω) for all ω ∈ Ω.
This map ψ has the desired property. 
Next we give a useful alternative construction of the module of Kähler differentials
of A. Consider the K-algebra A⊗K A, with identity 1⊗ 1 and multiplication given
by
(a1 ⊗ a2) · (b1 ⊗ b2) = a1b1 ⊗ a2b2.
Then A⊗K A is an A-algebra with structural morphism
a 7→ a⊗ 1: A→ A⊗K A (so a(b1 ⊗ b2) = ab1 ⊗ b2)
which induces its given K-algebra structure. We have an A-algebra morphism
µ : A⊗K A→ A, µ(a⊗ b) = ab.
Set J := kerµ. Then 1⊗ a− a⊗ 1 ∈ J for all a ∈ A, and we get a K-linear map
dA : A→ J/J2, dA(a) := (1⊗ a− a⊗ 1) + J2,
which is easily verified to be a K-derivation, using
1⊗ ab− b⊗ a− a⊗ b+ ab⊗ 1 = (1⊗ a− a⊗ 1) · (1 ⊗ b− b⊗ 1) ∈ J2.
The universal property of d thus yields an A-linear map
ΩA|K → J/J2 : d a 7→ dA(a) = (1⊗ a− a⊗ 1) + J2.
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Lemma 1.8.13. This map ΩA|K → J/J2 is an isomorphism of A-modules. (Thus
the K-derivation dA is universal.)
Proof. First, J is generated as an A-module by the 1⊗ a− a⊗ 1: let s ∈ J and
take a1, . . . , an, b1, . . . , bn ∈ A with s =
∑
i ai ⊗ bi; then µ(s) =
∑
i aibi = 0, so
s =
∑
i
ai(1 ⊗ bi − bi ⊗ 1),
which proves the generation claim. Therefore, as an A-module, J/J2 is generated
by the dA(a). It remains to find an A-linear map φ : J/J2 → ΩA|K with φ ◦ dA =
d. The K-bilinear map (a, b) → a d b : A × A → ΩA|K yields a K-linear map
ψ : A⊗K A→ ΩA|K with ψ(a⊗ b) = a d b for all a, b. Then ψ is actually A-linear,
ψ(1⊗a−a⊗1) = d a for all a, and ψ sends each product (1⊗a−a⊗1)·(1⊗b−b⊗1)
to 0, and so ψ induces an A-linear map φ : J/J2 → ΩA|K with φ ◦ dA = d. 
Corollary 1.8.14. Let ∂ be a derivation on K and ∂A a derivation on A such that
∂A(κ1) = ∂(κ)1 for all κ ∈ K. Then there is a unique ∂A-compatible derivation ∂∗
on the A-module ΩA|K such that ∂
∗(d a) = d ∂A(a) for all a.
Proof. Since ΩA|K is generated as an A-module by the d a, there can be at most
one such ∂∗. Corollary 1.7.5 yields a derivation δ on the ring A⊗K A such that
δ(a⊗ b) = ∂A(a)⊗ b+ a⊗ ∂A(b) for all a, b.
Then δ(J) ⊆ J , so δ(J2) ⊆ J2, hence δ induces a ∂A-compatible derivation ∂∗
on J/J2 with ∂∗(dA(a)) = dA(∂A(a)) for all a. Now use Lemma 1.8.13. 
The fundamental exact sequences. Let L be a commutative ring, B be a com-
mutative L-algebra, and suppose we are given a commutative diagram
A
h // B
K //
OO
L
OO
of ring morphisms, where the vertical arrows are the structural morphisms.
Lemma 1.8.15. With the B-module ΩB|L construed as an A-module via h, there is
exactly one A-linear map Ωh : ΩA|K → ΩB|L such that the diagram below commutes:
ΩA|K
Ωh // ΩB|L
A
h //
dA|K
OO
B
dB|L
OO
Proof. The map dB|L ◦h is a K-derivation of A; so the existence and uniqueness
of Ωh follow from the universal property of dA|K . 
Now let B be a commutative K-algebra and h : A → B a K-algebra morphism.
Then we are in the situation above with L = K and the identity map K → L, so
Lemma 1.8.15 yields an A-linear map
Ωh : ΩA|K → ΩB|K , Ωh(d a) = dh(a),
which in turn (see previous section) yields a B-linear map
α := (Ωh)B : B ⊗A ΩA|K → ΩB|K , α(1⊗ d a) = dh(a) for all a.
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Applying Lemma 1.8.15 to another diagram yields a B-linear map
β : ΩB|K → ΩB|A, β(dB|K f) = dB|A f for f ∈ B.
Proposition 1.8.16 (First fundamental exact sequence). The following sequence
of B-modules and B-linear maps is exact:
B ⊗A ΩA|K α−−→ ΩB|K β−−→ ΩB|A −→ 0
Proof. Let E be a B-module. Then (1.7.2) yields an isomorphism
HomA
(
ΩA|K , E
) ∼=−−→ HomB(B ⊗A ΩA|K , E)
of B-modules. Identifying these two B-modules via this isomorphism, we have a
commutative diagram of A-linear maps:
HomA(ΩA|K , E)
∼=

HomB(ΩB|K , E)
α∗oo
∼=

HomB(ΩB|A, E)
β∗oo
∼=

0oo
derK(A,E) derK(B,E)
derK(h,E)oo derA(B,E)
⊇oo 0oo
where the vertical arrows are isomorphisms given by (1.8.2) and the bottom row is
exact by Lemma 1.8.8. Hence the top row is also exact. Now use Lemma 1.7.1. 
Next, let I be an ideal of A, set B := A/I, and let h : A→ B be the canonical map.
To determine kerα in this case, first note that dA|K(I2) ⊆ IΩA|K . Composing the
natural surjection ΩA|K → ΩA|K/IΩA|K with the restriction of dA|K to I yields an
A-linear map I → ΩA|K/IΩA|K whose kernel contains I2, hence in turn induces
a B-linear map γ : I/I2 → ΩA|K/IΩA|K . Identifying the B-modules ΩA|K/IΩA|K
and B ⊗A ΩA|K as in (1.7.3), we get
γ : I/I2 → B ⊗A ΩA|K , γ(a+ I2) = 1B ⊗ d a for a ∈ I.
Proposition 1.8.17 (Second fundamental exact sequence). The following sequence
of B-modules and B-linear maps is exact:
I/I2
γ−−→ B ⊗A ΩA|K α−−→ ΩB|K −→ 0
Proof. Let E be a B-module. As in the proof of Proposition 1.8.16 we get a
commutative diagram of A-linear maps:
HomB(I/I
2, E)
=

HomA(ΩA|K , E)
γ∗oo
∼=

HomB(ΩB|K , E)
α∗oo
∼=

0oo
HomB(I/I
2, E) derK(A,E)
∆←[∆oo derK(B,E)
derK(h,E)oo 0oo
with exact bottom row by Lemma 1.8.9. Now use Lemma 1.7.1. 
Let R be a commutative K-algebra, p ∈ Spec(R), and set A = Rp. Then A is
a K-algebra and a local ring with maximal ideal m = pA. Let F := A/m be its
residue field. Then Lemma 1.8.12 and the isomorphisms (1.7.4) and (1.7.5) give
F ⊗A ΩA|K ∼= F ⊗A (A⊗R ΩR|K) ∼= F ⊗R ΩR|K (F -linear isomorphisms)
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with 1⊗ d(r/1) ∈ F ⊗A ΩA|K corresponding to 1⊗ d r ∈ F ⊗R ΩR|K for r ∈ R. In
view of Proposition 1.8.17 this leads to an exact sequence
(1.8.6) m/m2
γ0−−−→ F ⊗R ΩR|K α0−−−→ ΩF |K −→ 0
of vector spaces over F and F -linear maps, with γ0
(
(r/1) +m2
)
= 1⊗ d r for r ∈ p
and α0(1 ⊗ d r) = dh(r/1) for r ∈ R, where h : A→ F is the canonical map.
Notes and comments. The module ΩA|K of differentials was introduced by Käh-
ler [207]. The description of ΩA|K via Lemma 1.8.13 is due to Cartier [71];
see [245] for the history. For more information on ΩA|K , see [244]. Corollary 1.8.14
is from [204]. If K is a field of characteristic zero, then the F -linear map γ0
from (1.8.6) is injective; see [244, Corollary 6.5 (a)] or [288, Theorems 25.2 and
26.9]. See Chapter 12 below for K-derivations on non-commutative K-algebras.
1.9. Derivations on Field Extensions
Let K be a field and L a field extension of K. Below we indicate ways to extend a
derivation on K to a derivation on L. In the case that char(K) = 0 we also relate
bases for the vector space ΩL|K over L to transcendence bases of L over K.
Extending derivations. In this subsection we fix a derivation ∂ on K. Let X =
(X1, . . . , Xn) be a tuple of distinct indeterminates and let P =
∑
i PiX
i ∈ K[X ]
be a polynomial: the i = (i1, . . . , in) range over a finite subset of Nn and Pi ∈ K,
Xi := X i11 · · ·X inn for all i. Set P ∂ :=
∑
i ∂(Pi)X
i ∈ K[X ]. It is easy to verify
that P 7→ P ∂ is a derivation onK[X ] extending ∂. The following identity is a special
case of Lemma 1.8.2 (but we allow n = 0 here) and is used frequently:
Lemma 1.9.1. For all a = (a1, . . . , an) ∈ Kn,
∂
(
P (a)
)
= P ∂(a) +
n∑
j=1
∂P
∂Xj
(a) · ∂(aj).
Lemma 1.9.2. Suppose that L is separably algebraic over K. Then ∂ extends
uniquely to a derivation on L.
Proof. Let ∂ be extended to a derivation on L. Let us denote this extended
derivation also by ∂. For any a ∈ L with minimum polynomial P ∈ K[X ] over K
we have P (a) = 0 and P ′(a) 6= 0, and hence by 1.9.1,
(1.9.1) ∂(a) =
−P ∂(a)
P ′(a)
.
So there is at most one such derivation on L. To construct such a derivation, let
a ∈ L; it suffices to get a derivation on K[a] = K(a) extending ∂. Let P ∈ K[X ]
be the minimum polynomial of a over K, so the ring morphism
Q 7→ Q(a) : K[X ]→ K[a]
has kernel PK[X ]. Consider the additive map
d : K[X ]→ K[a] = K(a), d(Q) = Q∂(a) +Q′(a)−P
∂(a)
P ′(a)
.
An easy computation shows that d(Q) = 0 for Q ∈ PK[X ], so d induces an additive
map K[a] → K[a] sending Q(a) to Q∂(a) + Q′(a)−P ∂(a)P ′(a) , for all Q ∈ K[X ]. This
last map is easily checked to be a derivation on K[a] extending ∂. 
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Let L be as in Lemma 1.9.2, and let ∂ be extended to a derivation on L. Then any
subfield of L containing K is closed under this derivation of L, by (1.9.1).
Lemma 1.9.3. Let x1, . . . , xn, y1, . . . , yn ∈ L be such that x1, . . . , xn are algebraically
independent over K, set x = (x1, . . . , xn), and consider L as a K[x]-module via the
inclusion K[x]→ L. Then there is a unique Z-derivation K[x]→ L that extends ∂
and sends xj to yj for j = 1, . . . , n.
Proof. By Lemma 1.8.2 there is at most one such extension. The map
P (x) 7→ P ∂(x) +
n∑
j=1
∂P
∂Xj
(x)yj : K[x]→ L
is easily verified to be an extension as required. 
Here is an easy consequence of Lemma 1.9.3 and Corollary 1.8.6:
Corollary 1.9.4. Suppose that L = K(x) where x = (xi)i∈I is a family in L that
is algebraically independent over K. Then there is for each family (yi)i∈I in L a
unique extension of ∂ to a derivation on L with ∂(xi) = yi for all i ∈ I.
Lemma 1.9.5. Suppose that K has characteristic p > 0 and L = K(a) where
ap = c ∈ K \ Kp and ∂(c) = 0. Then there is for each b ∈ L a unique extension
of ∂ to a derivation on L with ∂(a) = b.
Proof. Let b ∈ L. The minimum polynomial of a over K is Xp − c, so the ring
morphism K[X ]→ K[a] : Q 7→ Q(a) is surjective with kernel (Xp − c)K[X ]. View
K[a] = K(a) = L as a K[X ]-algebra via this morphism. Then the map
d : K[X ]→ K[a], d(Q) := Q∂(a) +Q′(a)b,
is a Z-derivation, and d(Xp− c) = −∂(c) = 0, hence d induces a derivation on K[a]
sending a to b and extending ∂. Uniqueness is clear by Lemma 1.9.1. 
Corollary 1.9.6. There exists an extension of ∂ to a derivation on L. There is a
unique such extension iff L is separably algebraic over K.
Proof. Let B be a transcendence basis for L|K, and let F be the subfield of L
consisting of the elements of L that are separably algebraic over K(B). We can
extend ∂ to a derivation onK(B) by Corollary 1.9.4, in more than one way if B 6= ∅.
Any such extension then extends further to a derivation on F by Lemma 1.9.2. If
F 6= L, then any derivation on F extends in more than one way to a derivation on
the purely inseparable extension L of F , by Lemma 1.9.5. 
The next result will be used in the proof of Proposition 3.3.16. For an n-tuple
P = (P1, . . . , Pn) ∈ K[X ]n we define the n× n matrix
P ′ :=
(
∂Pi
∂Xj
)
i,j=1,...,n
(entries in K[X ]).
Evaluating its entries at a point a ∈ Ln gives the n× n matrix P ′(a) over L.
Corollary 1.9.7. Let P = (P1, . . . , Pn) ∈ K[X ]n, a = (a1, . . . , an) ∈ Ln be such
that P (a) = 0 and detP ′(a) 6= 0. Then a1, . . . , an are separably algebraic over K.
Proof. Let ∆ ∈ derK K(a). Then Corollary 1.8.3 and the assumptions P (a) = 0
and detP ′(a) 6= 0 give ∆(a1) = · · · = ∆(an) = 0, so ∆ = 0. Hence K(a)|K is
separably algebraic by Corollary 1.9.6 applied to the trivial derivation on K. 
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Kähler differentials for field extensions. If L is separably algebraic over K,
then ΩL|K = {0} by Lemma 1.9.2 and the isomorphism (1.8.3). Below we generalize
this fact for K of characteristic zero.
Lemma 1.9.8. Let (xi)i∈I be a family in L. If the family (xi) is algebraically
independent over K, then the family (dxi) in ΩL|K is linearly independent over L.
The converse holds when char(K) = 0.
Proof. Suppose (xi) is algebraically independent over K. Corollary 1.9.6 and its
proof yield for each i ∈ I a K-derivation ∂i on L such that ∂i(xj) = δij (Kronecker
delta) for all j ∈ I. Thus (d xi) is linearly independent over L by (1.8.4).
Next, let char(K) = 0 and assume x1, . . . , xn ∈ L are algebraically dependent
over K. Set x := (x1, . . . , xn) and let P ∈ K[X1, . . . , Xn] be a nonzero polynomial
such that P (x) = 0, and of minimal degree with these properties. This minimality
gives i with ∂P∂Xi 6= 0 and so ∂P∂Xi (x) 6= 0. Then by Corollary 1.8.3,
n∑
i=1
∂P
∂Xi
(x) dxi = dP (x) = 0 in ΩL|K ,
so dx1, . . . , dxn are linearly dependent over L. 
In particular, if char(K) = 0, then a family (xi)i∈I in L is a transcendence basis
for L|K iff (d xi) is a basis of the vector space ΩL|K over L, and so
dimLΩL|K = trdeg(L|K).
In Section 5.9 we prove an analogue of this for extensions of differential fields.
Notes and comments. This section stems from A. Weil [461, Chapter I, §5].
CHAPTER 2
Valued Abelian Groups
Our main objects of interest are fields like T that are equipped with a compatible
valuation and derivation. To analyze these objects we need valuation theory, and
so we include two chapters containing the purely valuation-theoretic tools. Since
these tools come from a variety of sources scattered over the literature and some
are new, we include all but the most routine proofs.
After introducing some terminology concerning ordered sets in Section 2.1,
this chapter treats valued abelian groups (Sections 2.2, 2.3) and ordered abelian
groups (Section 2.4); the latter will occur as value groups of valued fields. Valued
abelian groups arise in our work because the logarithmic derivative map on a valued
differential field like T induces a valuation on the value group that turns out to be
very useful. Moreover, the notion of a pseudocauchy sequence makes perfect sense
in the general setting of valued abelian groups, and the basic facts about these
sequences yield a natural proof of a generalized Hahn Embedding Theorem which
can serve as a model for later proofs of several much deeper embedding theorems.
2.1. Ordered Sets
This section serves mainly to fix notations and terminology. By convention ordered
set means totally ordered set unless specified otherwise. This agrees with the usual
meaning of ordered abelian group and ordered field.
Let S be an ordered set. We denote the ordering on S by 6, the corresponding strict
ordering by <, and the reversals of 6 and < by > and >, respectively. We extend
these notations to sets A,B ⊆ S by A 6 B :⇐⇒ a 6 b for all (a, b) ∈ A×B, and
A < B :⇐⇒ a < b for all (a, b) ∈ A×B. Also for b ∈ S, A 6 b :⇐⇒ A 6 {b},
and so on. We view a subset of S as ordered by the induced ordering. We put
S∞ := S ∪ {∞}, ∞ /∈ S, with the ordering on S extended to a (total) ordering
on S∞ by S < ∞. Occasionally, we even take two distinct elements −∞,∞ /∈ S,
and extend the ordering on S to an ordering on S ∪ {−∞,∞} by −∞ < S < ∞.
For A ⊆ S and b ∈ S we set A6b := {a ∈ A : a 6 b}; similarly for <, >, and >
instead of 6. For a, b ∈ S we put
[a, b] = [a, b]S := {x ∈ S : a 6 x 6 b}.
A subset C of S is said to be convex in S if for all a, b ∈ C we have [a, b] ⊆ C. For
A ⊆ S we let
conv(A) := {x ∈ S : a 6 x 6 b for some a, b ∈ A}
be the convex hull of A in S, that is, the smallest convex subset of S containing A.
For −∞ 6 a < b 6∞ we also set
(a, b) = (a, b)S := {x ∈ S : a < x < b}.
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The sets of the form (a, b) are called intervals in S. The intervals in S form a basis
for a hausdorff topology on S, the interval topology or order topology on S.
The ordered set S is said to be dense if for all a < b in S we have (a, b) 6= ∅, and
without endpoints if for all a, b ∈ S we have (a,∞) 6= ∅ and (−∞, b) 6= ∅.
Let S′ be also an ordered set and f : S → S′ a map. Then f is said to be
(1) increasing if for all a, b ∈ S: a 6 b⇒ f(a) 6 f(b);
(2) strictly increasing if for all a, b ∈ S: a < b⇒ f(a) < f(b);
(3) decreasing if for all a, b ∈ S: a 6 b⇒ f(a) > f(b);
(4) strictly decreasing if for all a, b ∈ S: a < b⇒ f(a) > f(b).
An increasing bijection S → S′ is called an isomorphism of ordered sets. We say
that f has the intermediate value property if for all a < b in S,
f(a) < f(b) =⇒ (f(a), f(b))
S′
⊆ f((a, b)S),
f(a) > f(b) =⇒ (f(b), f(a))
S′
⊆ f((a, b)S).
The ordered set S is said to be well-ordered if every nonempty subset of S has a
smallest element; equivalently, there is no infinite sequence
a0 > a1 > · · · > an > · · ·
in S. We say that two ordered sets have the same order type if they are
isomorphic. If S is well-ordered then there is a unique ordinal number, denoted
by ot(S), with the same order type as S. (As usual, an ordinal is construed here in
von Neumann’s sense as the set of all smaller ordinals.) If S is well-ordered and S′
is an ordered subset of S, then S′ is well-ordered with ot(S′) 6 ot(S).
Lemma 2.1.1. Let S′ be an ordered set and f : S → S′ increasing and surjective.
If S is well-ordered, then so is S′, with ot(S) > ot(S′).
Proof. For each s′ ∈ S′ pick g(s′) ∈ f−1(s′). Then the map g : S′ → S is strictly
increasing, and the claims follow. 
A subset A of S is said to be a cut in S, or downward closed in S, if for all a ∈ A
and s ∈ S we have s < a ⇒ s ∈ A. The empty subset of S and S itself are cuts
in S; these are called the trivial cuts in S. The collection of cuts in an ordered
set is totally ordered by inclusion (with largest element S and smallest element ∅),
and the union and intersection of any set of cuts are also cuts. We say that an
element x of an ordered set extending S realizes the cut A in S if A < x < S \A.
Dually, A ⊆ S is upward closed in S if for all a ∈ A and s ∈ S we have
a < s⇒ s ∈ A. (So A ⊆ S is upward closed in S iff S \A is downward closed in S.)
For A ⊆ S we put
A↓ := {s ∈ S : s 6 a for some a ∈ A},
A↑ := {s ∈ S : a 6 s for some a ∈ A};
clearly A↓ is the smallest downward closed subset of S containing A, and A↑ is the
smallest upward closed subset of S containing A. A subset A of S is said to be
cofinal in S if A↓ = S, i.e., if for each s ∈ S there is a ∈ A with s 6 a, and A
is said to be coinitial in S if A↑ = S, that is, if for each s ∈ S there is a ∈ A
with s > a. The relation of cofinality is transitive: if A ⊆ S is cofinal in S and
B ⊆ A is cofinal in A then B is cofinal in S. A map f : S → S′ into an ordered
set S′ is said to be cofinal if f(S) is cofinal in S′.
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As a consequence of the Axiom of Choice, there always exists a well-ordered cofinal
subset of S. The cofinality of S, denoted by cf(S), is defined to be the smallest
ordinal λ such that there exists a cofinal subset of S of order type λ. This cofi-
nality λ is actually a cardinal; here we identify as usual an ordinal α with the set
of ordinals < α, and a cardinal κ with the least ordinal of cardinality κ. Dually,
the coinitiality of S, denoted by ci(S), is the cofinality of S equipped with the
reversed ordering, that is, the smallest ordinal λ such that there exists a coinitial
subset of S of reversed order type λ. Thus cf(α) 6 α for every ordinal α. An
ordinal α such that cf(α) = α is called regular. Using transitivity of cofinality one
easily sees that cf(S) is regular.
Lemma 2.1.2. Let S′ be a cofinal subset of S. Then cf(S′) = cf(S).
Proof. Transitivity of cofinality gives cf(S′) > cf(S). To get cf(S) > cf(S′) we
can replace S′ by a well-ordered cofinal subset of order type cf(S′) and assume
that S′ is well-ordered. Take a strictly increasing and cofinal sequence
(
s(γ)
)
in S
indexed by the ordinals γ < λ := cf(S). Define the sequence
(
s′(γ)
)
in S′ indexed
by the same ordinals by
s′(γ) := min
{
s′ ∈ S′ : s′ > s(γ)}.
The sequence
(
s′(γ)
)
is increasing, hence by Lemma 2.1.1 the order type of its
image s′(λ) satisfies λ > ot
(
s′(λ)
)
. Since s′(λ) is well-ordered and cofinal in S′, we
also have ot
(
s′(λ)
)
> cf(S′), and thus cf(S) = λ > cf(S′) . 
Corollary 2.1.3. Let α be a regular ordinal. Then every subset of α of order
type α is cofinal in α.
Proof. Let β be an ordinal and S′ a cofinal subset of β with ot(S′) = α. Then
α = cf(α) = cf(S′) = cf(β) 6 β, where the third equality holds by Lemma 2.1.2. 
Corollary 2.1.4. Let S′ be an ordered set without a largest element, and let
f : S → S′ be an increasing and cofinal map. Then cf(S) = cf(S′).
Proof. Define an equivalence relation ∼ on S by x ∼ y :⇐⇒ f(x) = f(y). Pick
a set R of representatives for this equivalence relation, and observe that f restricts
to an isomorphism R → f(R) = f(S) of ordered sets and R is cofinal in S. Hence
cf(S) = cf(R) = cf
(
f(S)
)
= cf(S′), by Lemma 2.1.2. 
A well-indexed sequence is a sequence (aρ) whose terms aρ are indexed by the
elements ρ of an infinite well-ordered set without a last element. Restricting a
well-indexed sequence (aρ) to a cofinal subset of its index set yields a well-indexed
sequence; it is what we call a cofinal subsequence of (aρ). Given a set A, a
well-indexed sequence in A is a well-indexed sequence whose terms are all in A.
Notes and comments. The material in this section is standard fare from the the-
ory of ordered sets. For more on ordered sets see [168]. The proof of Corollary 2.1.4
is from the proof of the “Fact” on p. 22 of [106].
2.2. Valued Abelian Groups
We introduce the basic notions concerning valued abelian groups, treat pseudo-
cauchy and cauchy sequences in this context, and prove a fixpoint theorem.
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Valued abelian groups. Let G be an abelian (additively written) group. A
valuation on G is a function v : G→ S∞ where S is an ordered set, such that for
all x, y ∈ G the following conditions are satisfied:
(VA1) v(x) =∞⇐⇒ x = 0;
(VA2) v(−x) = v(x);
(VA3) v(x + y) > min
(
v(x), v(y)
)
.
Let v : G → S∞ be a valuation on G. Note that if x, y ∈ G and vx < vy, then
v(x+y) = vx. (Use that vx = v(x+y−y) > min (v(x+y), vy).) More generally, if
x1, . . . , xn ∈ G, n > 1, and v(x1) < v(x2), . . . , v(xn), then v(x1+ · · ·+xn) = v(x1).
Another elementary fact that is often used is that the condition v(x − y) > vx for
x, y ∈ G (which implies x, y 6= 0) defines an equivalence relation on G6=.
Assume now that the valuation v : G→ S∞ is surjective. For s ∈ S and a ∈ G we
define the open ball Ba(s) and the closed ball Ba(s) by
Ba(s) :=
{
x ∈ G : v(x− a) > s},
Ba(s) :=
{
x ∈ G : v(x− a) > s}.
We refer to Ba(s) as the open ball centered at a with valuation radius s,
and to Ba(s) as the closed ball centered at a with valuation radius s. Note
that B(s) := B0(s) is a subgroup of G, and the Ba(s) = a + B(s) are its cosets.
Likewise, B(s) := B0(s) is a subgroup of G, and the Ba(s) = a+B(s) are its cosets.
Viewing balls in this way as cosets, it is clear that if D, E are balls (of any kind)
with nonempty intersection, then D ⊆ E or E ⊆ D. Likewise, any point in a ball
can serve as a center of that ball.
The open balls form a basis for a topology on G, the v-topology. (If the valuation v
is understood from the context we also speak of the valuation topology on G.)
It is easy to see that balls (of any kind) are both open and closed in the v-topology,
and that G with the v-topology is a hausdorff topological group. If S has a largest
element, then the v-topology on G is discrete. This is in particular the case if v is
trivial, that is, S is a singleton. If S = ∅, then of course G = {0}.
We have B(s) ⊆ B(s), and we let G(s) := B(s)/B(s) be the corresponding
quotient group, which is nontrivial. Here is a useful and suggestive cardinality
bound on G in terms of the cardinalities of these quotients:
Lemma 2.2.1. |G| 6∏s∈S |G(s)|.
Proof. Let s ∈ S, and let Bs be the set of all open balls with valuation radius s.
EachB ∈ Bs is contained in a unique closed ball B of valuation radius s, and B is the
disjoint union of exactly |G(s)|-many E ∈ Bs. Thus we have a map fs : Bs → G(s)
such that for all D,E ∈ Bs, if D = E and D 6= E, then fs(D) 6= fs(E). We now
associate to each a ∈ G the element a˜ of the cartesian product set ∏s∈S G(s) such
that a˜(s) = fs
(
Ba(s)
)
for all s ∈ S. Then the map
a 7→ a˜ : G→
∏
s∈S
G(s)
is injective: if a, b ∈ G and a 6= b, then for s := v(a− b) we have a˜(s) 6= b˜(s) since a
and b are in the same closed ball of valuation radius s but in different open balls
of valuation radius s. 
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Example (Hahn products). Let (Gs)s∈S be a family of nontrivial abelian groups
indexed by an ordered set S. For any element g = (gs) of the product group
∏
sGs
we define its support by
supp g := {s ∈ S : gs 6= 0}.
We define the Hahn product of the family (Gs) to be the subgroup H
[
(Gs)
]
of
∏
sGs consisting of the g ∈
∏
sGs with well-ordered support. The (surjective)
valuation on this Hahn product G := H
[
(Gs)
]
given by
v : G→ S∞, v(g) := min(supp g) for g 6= 0,
is called the Hahn valuation of G. Let G be equipped with its Hahn valuation.
Given σ ∈ S we have the obvious projection map
(gs) 7→ gσ : G→ Gσ,
which restricts to a surjective group morphism B(σ)→ Gσ with kernel B(σ), thus
inducing a group isomorphism G(σ) → Gσ. If all Gs are equal, say Gs = A for
each s ∈ S, where A is an abelian group, then we set H [S,A] := H[(Gs)].
We define a valued abelian group to be a triple (G,S, v) with G an abelian
group, S an ordered set, and v : G → S∞ a surjective valuation. We call the
ordered set S the value set of the valued abelian group (G,S, v). A Hahn product
is considered as a valued abelian group by equipping it with its Hahn valuation.
When an ambient valued abelian group (G,S, v) is given, then we set for x, y ∈ G,
x 4 y :⇐⇒ v(x) > v(y), x ≺ y :⇐⇒ v(x) > v(y),
x < y :⇐⇒ v(x) 6 v(y), x ≻ y :⇐⇒ v(x) < v(y),
x ≍ y :⇐⇒ v(x) = v(y), x ∼ y :⇐⇒ v(x− y) > v(x).
These relational notations are shorter and often more suggestive than notations
using v. In particular, ∼ is an equivalence relation on G6=.
Let (G,S, v) and (G′, S′, v′) be valued abelian groups. Then we say that (G,S, v) is
a valued subgroup of (G′, S′, v′), or (G′, S′, v′) extends (G,S, v), or (G′, S′, v′)
is an extension of (G,S, v), if G is a subgroup of G′, S is an ordered subset of S′,
and v(x) = v′(x) for all x ∈ G; notation: (G,S, v) ⊆ (G′, S′, v′).
Assume (G,S, v) ⊆ (G′, S′, v′). Then we have for each s ∈ S a natural group
embedding G(s) → G′(s) sending, for a ∈ B(s), the coset a + B(s) of the open
ball B(s) in G to the coset a+B′(s) of the open ball B′(s) = {x ∈ G′ : v′(x) > s}
in G′. This extension of valued abelian groups is said to be immediate if S = S′
and for each s ∈ S the group embedding G(s)→ G′(s) is bijective; equivalently, for
each 0 6= x′ ∈ G′ there is x ∈ G with x ∼ x′. For example, if G is dense in G′ in the
v′-topology, then (G′, S′, v′) is an immediate extension of (G,S, v). Such immediate
extensions, in the setting of asymptotic differential fields, will play an important
role in what follows. A tool for coming to grips with immediate extensions is the
notion of pseudoconvergence, to which we turn in the next subsection. At this stage
we can make one useful definition: Call a valued abelian group (G,S, v) maximal
if it has no proper immediate valued abelian group extension. Hahn products are
maximal: this is Corollary 2.2.7 below.
Corollary 2.2.2. Every valued abelian group has an immediate valued abelian
group extension that is maximal.
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Proof. Use Zorn and Lemma 2.2.1. 
By imposing extra structure on our valued abelian groups, we can add to this
existence result a corresponding uniqueness property; see Corollaries 2.3.2 and 2.3.3.
Pseudoconvergence. Fix a valued abelian group (G,S, v). Let (aρ) be a well-
indexed sequence in G, and a ∈ G. Then (aρ) is said to pseudoconverge to a
(notation: aρ  a), if
(
v(a− aρ)
)
is eventually strictly increasing, that is, for some
index ρ0 we have a− aσ ≺ a − aρ whenever σ > ρ > ρ0. We also say in that case
that a is a pseudolimit of (aρ). Note that if aρ  a, then aρ + b  a + b for
each b ∈ G, and that
aρ  0 ⇐⇒ (vaρ) is eventually strictly increasing.
Lemma 2.2.3. Let (aρ) be a well-indexed sequence in G such that aρ  a where
a ∈ G. With sρ := v(a− aρ), we have:
(i) either a ≺ aρ eventually, or a ∼ aρ eventually;
(ii) (vaρ) is either eventually strictly increasing, or eventually constant;
(iii) for each b ∈ G: aρ  b ⇐⇒ v(a− b) > sρ eventually.
Proof. Let ρ0 be as in the definition of “aρ  a.” Suppose aρ 4 a, where ρ > ρ0.
Then for σ > ρ we have a− aσ ≺ a− aρ 4 a, so a ∼ aσ. This proves (i). Now (ii)
follows from (i) by noting that if a ≺ aρ, then vaρ = v(a− aρ), and if a ∼ aρ, then
vaρ = va. We leave (iii) to the reader. 
If (aρ) is a well-indexed sequence in G and a ∈ G′ where (G′, S′, v′) is a valued
abelian group extending (G,S, v), then “aρ  a” is to be interpreted in this valued
extension, that is, by considering the sequence (aρ) in G as a sequence in G′.
Lemma 2.2.4. Suppose (G′, S′, v′) is an immediate valued abelian group extension
of (G,S, v), and let a ∈ G′ \ G. Then there is a well-indexed sequence (aρ) in G
such that aρ  a and (aρ) has no pseudolimit in G.
Proof. We claim that the subset
{
v′(a− x) : x ∈ G} of S has no largest element.
To see this, let x ∈ G; we shall find y ∈ G such that v′(a− y) > v′(a− x). We have
s := v′(a− x) ∈ S and G(s) = G′(s), so we can take b ∈ G with a− x ∈ b+B′(s),
hence v′(a − y) > s for y := x + b, as claimed. It follows that we can take a
well-indexed sequence (aρ) in G such that the sequence
(
v′(a − aρ)
)
is strictly
increasing and cofinal in
{
v′(a − x) : x ∈ G}. Thus aρ  a. If aρ  g ∈ G, then
v′(a− g) > v′(a− aρ) for all ρ by Lemma 2.2.3(iii), hence v′(a− g) > v′(a− x) for
all x ∈ G, a contradiction. 
Pseudocauchy sequences. As before, fix a valued abelian group (G,S, v). To
capture within (G,S, v) that a well-indexed sequence (aρ) in G has a pseudolimit
in some valued abelian group extension we make the following definition.
A pseudocauchy sequence in G, more precisely, in (G,S, v), is a well-
indexed sequence (aρ) in G such that for some index ρ0 we have
τ > σ > ρ > ρ0 =⇒ aτ − aσ ≺ aσ − aρ.
We also write pc-sequence for pseudocauchy sequence. A cofinal subsequence of a
pc-sequence in G is a pc-sequence in G.
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Lemma 2.2.5. Let (aρ) be a well-indexed sequence in G. Then (aρ) is a pc-sequence
in G if and only if (aρ) has a pseudolimit in some valued abelian group extension
of (G,S, v). In that case, (aρ) has even a pseudolimit in some elementary extension
of the two-sorted structure (G,S, v). (See B.5 for elementary extension.)
Proof. Suppose (aρ) is a pc-sequence in G, and let ρ0 be as in the definition of
pseudocauchy sequence. We refer to B.9 for the notion of type. Consider the type
in the variable x consisting of the formulas
x− aσ ≺ x− aρ (σ > ρ > ρ0).
Every finite subset of this type is realized by aτ for any sufficiently large τ . Thus we
can realize this type by a suitable a ∈ G′ for some elementary extension (G′, S′, v′)
of (G,S, v), and then aρ  a.
For the converse, suppose aρ  a where a ∈ G′ and (G′, S′, v′) is a valued
abelian group extension of (G,S, v). Let ρ0 be as in the definition of pseudolimit,
and let σ > ρ > ρ0. Then aσ − aρ = (aσ − a)− (aρ − a), so aσ − aρ ≍ a− aρ. So if
in addition τ > σ, then aτ − aσ ≍ a− aσ ≺ a− aρ ≍ aσ − aρ. 
It will be relevant to us that the last part of Lemma 2.2.5 goes through with the
same proof and the corresponding notion of elementary extension when (G,S, v) has
extra (first-order) structure. For example, we shall apply it to valued differential
fields: fields equipped with both a valuation and a derivation, as defined later.
Corollary 2.2.6. If every pc-sequence in G has a pseudolimit in G, then the
valued abelian group (G,S, v) is maximal.
Proof. Immediate from Lemmas 2.2.4 and 2.2.5. 
The converse of Corollary 2.2.6 holds when our valued abelian group has suitable
extra structure; see Corollary 2.3.2. It is easy to check that every pc-sequence in a
Hahn product pseudoconverges in it. Thus by Corollary 2.2.6:
Corollary 2.2.7. Any Hahn product is maximal as a valued abelian group.
Lemma 2.2.5 and part (ii) of Lemma 2.2.3 yield:
Corollary 2.2.8. If (aρ) is a pc-sequence in G, then (vaρ) is either eventually
strictly increasing (so aρ  0), or eventually constant (so aρ 6 0).
Let (aρ) be a pc-sequence in G, pick ρ0 as above, and put
sρ := v(aρ′ − aρ) ∈ S for ρ′ > ρ > ρ0;
this depends only on ρ as the notation suggests. Then (sρ)ρ>ρ0 is strictly increasing.
Lemma 2.2.9. Let a ∈ G. Then the following are equivalent:
(i) aρ  a;
(ii) v(a− aρ) = sρ for all ρ > ρ0;
(iii) v(a− aρ) > sρ for all ρ > ρ0;
(iv) v(a− aρ) > sρ eventually.
Proof. Suppose aρ  a, and let ρ > ρ0. Since v(a − aσ) is eventually strictly
increasing, v(a− aσ) /∈ {v(a− aρ), sρ} for sufficiently large σ > ρ; for such σ,
sρ = v(aσ − aρ) = min
(
v(a− aρ), v(a− aσ)
)
= v(a− aρ).
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This shows (i) ⇒ (ii), and (ii) ⇒ (iii) ⇒ (iv) are trivial. For (iv) ⇒ (i), suppose
ρ1 > ρ0 is such that v(a − aρ) > sρ for all ρ > ρ1. It suffices to show that then
v(a − aρ) = sρ for ρ > ρ1. Suppose towards a contradiction that ρ > ρ1 is such
that v(a− aρ) > sρ. Take any σ > ρ; then v(a− aσ) > sρ, so
sρ = v(aσ − aρ) = v
(
(a− aρ)− (a− aσ)
)
> sρ,
a contradiction. 
The width of (aρ) is an upward closed subset of S∞, namely
{s ∈ S∞ : s > sρ for all ρ > ρ0} (independent of the choice of ρ0).
Its significance is that if a, b ∈ G and aρ  a, then by Lemma 2.2.3,
aρ  b ⇐⇒ v(a− b) is in the width of (aρ).
Fixpoint theorem. As before, (G,S, v) is a valued abelian group. To visualize
the property that every pc-sequence has a pseudolimit, define a nest of balls in G
to be a collection of balls in G any two of which meet. So a nest of balls in G
is (totally) ordered by inclusion. We call (G,S, v) spherically complete if every
nonempty nest of closed balls in G has a point in its intersection. (For example,
if S is well-ordered under the reversed ordering, then trivially (G,S, v) is spherically
complete.)
Lemma 2.2.10. (G,S, v) is spherically complete if and only if each pc-sequence in G
has a pseudolimit in G.
Proof. Let (aρ) be a pc-sequence in G, and let ρ0 be as in the definition of pc-
sequence. Then B = {Baρ(sρ) : ρ > ρ0} is a nonempty nest of closed balls in G,
and
⋂B = {a ∈ G : aρ  a} by Lemma 2.2.9. Thus if (G,S, v) is spherically
complete, then each pc-sequence in G has a pseudolimit in G. Conversely, suppose
the latter condition holds, and let B be a nonempty nest of closed balls inG; we need
to show that
⋂B 6= ∅. Eliminating a trivial case, assume that B has no smallest
ball in it. Replacing B by a coinitial subset (under inclusion), we arrange that
B = {Bρ : ρ < λ} for some infinite limit ordinal λ, with Bρ strictly containing Bσ
whenever ρ < σ < λ. For each ρ < λ we take aρ ∈ Bρ \Bρ+1. It follows that (aρ)
is a pc-sequence. Take a ∈ G such that aρ  a. Then a ∈
⋂B. 
A routine argument shows:
Lemma 2.2.11. If X ⊆ G and Bx(s) ⊆ X whenever x, y ∈ X, x 6= y, s = v(x− y),
then any pseudolimit in G of any pc-sequence in X lies in X.
For example, any ball (open or closed) inG satisfies the hypothesis of Lemma 2.2.11,
and so does, trivially, X = G. A map f : X → X with X ⊆ G is said to be
contractive if for all distinct x, y ∈ X we have f(x)− f(y) ≺ x− y.
Theorem 2.2.12. Let f : X → X be a contractive map, where ∅ 6= X ⊆ G and each
pc-sequence in X has a pseudolimit in X. Then f has a unique fixpoint.
Proof. It is clear that f has at most one fixpoint. Take any point x0 ∈ X and
make it the initial term of a sequence (xλ)λ<ν in X indexed by the ordinals less
than an ordinal ν > 0, such that
(1) xλ 6= xµ whenever λ < µ < ν;
(2) xλ+1 = f(xλ) whenever λ < λ+ 1 < ν;
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(3) xλ′′ − xλ′ ≺ xλ′ − xλ whenever λ < λ′ < λ′′ < ν.
If ν = µ + 1 is a successor ordinal, and xµ is not yet a fixpoint of f , then we
set xν := f(xµ), and then the extended sequence (xλ)λ<ν+1 satisfies (1)–(3) with
ν + 1 instead of ν. If ν is a limit ordinal, then we let xν be a pseudolimit in X
of the pc-sequence (xλ)λ<ν , and then the extended sequence (xλ)λ<ν+1 satisfies
again (1)–(3) with ν + 1 instead of ν. This building process must come to a halt
by producing a fixpoint of f . 
Corollary 2.2.13. Suppose (G,S, v) is spherically complete and e : G → G is a
contractive map. Then idG+e : G→ G is bijective.
Proof. Injectivity is immediate from e being contractive. To get surjectivity, let
a ∈ G, and define f : G → G by f(x) = a− e(x). Then f is contractive. Let x be
the fixpoint of f . Then a = x+ e(x). 
The variant below is also useful. Let ∅ 6= P ⊆ S, ∅ 6= X ⊆ G, and let a map
f : X → X be given. A P -fixpoint of f is a point x ∈ X such that v(f(x)−x) > s
for some s ∈ P . We call f contractive up to P if for all x, y ∈ X with v(x−y) < P
we have f(x)− f(y) ≺ x− y.
Lemma 2.2.14. Suppose every pc-sequence in X has a pseudolimit in X, and f is
contractive up to P . Then f has a P -fixpoint.
Proof. Take any point x0 ∈ X and make it the initial term of a sequence (xλ)λ<ν
in X indexed by the ordinals less than an ordinal ν > 0, such that
(1) v(xµ − xλ) < P whenever λ < µ < ν;
(2) xλ+1 = f(xλ) whenever λ < λ+ 1 < ν;
(3) xλ′′ − xλ′ ≺ xλ′ − xλ whenever λ < λ′ < λ′′ < ν.
We now continue as in the proof of Theorem 2.2.12, replacing “fixpoint” by “P -
fixpoint” throughout. 
Generalizing closed balls. Let (G,S, v) be a valued abelian group. We define
a union-closed ball in G to be the union of a nonempty nest of closed balls
in G. We can assume the closed balls in such a nest to have a common center: Let
{Bi : i ∈ I} be a nest of closed balls in G where I is a nonempty index set and
Bi = Bai(si), with ai ∈ G and si ∈ S for i ∈ I; then
⋃
iBi =
⋃
iBa(si) for any
a ∈ ⋃iBi. Using this fact, one easily shows:
Lemma 2.2.15. Let B1 and B2 be union-closed balls in G such that B1 ∩ B2 6= ∅.
Then B1 ⊆ B2 or B2 ⊆ B1. If in addition B1 is properly contained in B2, then
there is a closed ball B in G such that B1 ⊆ B ⊆ B2.
Note that if S has no largest element, then every open ball in G is a union-closed
ball. A nest of union-closed balls in G is a collection of union-closed balls in G
any two of which meet. Such a nest is (totally) ordered by inclusion.
Corollary 2.2.16. If (G,S, v) is spherically complete, then any nonempty nest of
union-closed balls in G has a point in its intersection.
Proof. Let (Bi) a family of union-closed balls in G indexed by a nonempty well-
ordered set I such that I has no largest element and Bi properly contains Bj
whenever i < j in I. For each i, let s(i) be the immediate successor of i in I, and
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use Lemma 2.2.15 to get a closed ball Di in G such that Bs(i) ⊆ Di ⊆ Bi. Then
{Di : i ∈ I} is a nest of closed balls, and
⋂
iDi =
⋂
iBi.
The corollary is an easy consequence of this construction. 
Equivalence of pc-sequences. Let (G,S, v) be a valued abelian group.
Lemma 2.2.17. Given pc-sequences (aρ) and (bσ) in G (with possibly different index
sets), the following conditions are equivalent:
(i) (aρ) and (bσ) have the same pseudolimits in every valued abelian group exten-
sion of (G,S, v);
(ii) (aρ) and (bσ) have the same width, and have a common pseudolimit in some
valued abelian group extension of (G,S, v);
(iii) there are arbitrarily large ρ and σ such that for all ρ′ > ρ and σ′ > σ we have
aρ′ − bσ′ ≺ aρ′ − aρ, and there are arbitrarily large ρ and σ such that for all
ρ′ > ρ and σ′ > σ we have aρ′ − bσ′ ≺ bσ′ − bσ.
Proof. Suppose s ∈ S is in the width of (aρ) but not in the width of (bσ). Take
x ∈ G with vx = s and take a in some valued abelian group extension of (G,S, v)
such that aρ  a. Then also aρ  a+x, but a and a+x cannot both be pseudolimits
of (bσ). This argument proves (i) ⇒ (ii). To prove (ii) ⇒ (iii), assume (ii), and
take a in some valued abelian group extension of (G,S, v) such that aρ  a and
bσ  a. Let ρ0 be so large that v(a − aρ) is strictly increasing for ρ > ρ0 and
a − aρ ≍ aρ′ − aρ for all ρ′ > ρ > ρ0. Likewise, let σ0 be so large that v(a − bσ)
is strictly increasing for σ > σ0, and a − bσ ≍ bσ′ − bσ for all σ′ > σ > σ0. Take
any ρ > ρ0 and then take σ > σ0 such that a − bσ ≺ a− aρ. Then for ρ′ > ρ and
σ′ > σ we have aρ′ − bσ′ = (aρ′ − a) + (a− bσ′), with
aρ′ − a ≺ a− aρ ≍ aρ′ − aρ, a− bσ′ ≺ a− bσ ≺ aρ′ − aρ,
so aρ′ − bσ′ ≺ aρ′ − aρ. Likewise, we obtain the second part of (iii).
For (iii) ⇒ (i), assume (iii), and let a be a pseudolimit of (aρ) in a valued
abelian group extension of (G,S, v). Take ρ0 and σ0 such that v(a− aρ) is strictly
increasing for ρ > ρ0, and sσ := v(bσ′ − bσ) for σ′ > σ > σ0 depends only on σ (not
on σ′) and is strictly increasing as a function of σ > σ0. Let any σ > σ0 be given.
Then a− bσ = (a− aρ) + (aρ − bσ) and
aρ − bσ = (aρ − bσ′) + (bσ′ − bσ) ≍ bσ′ − bσ, and v(bσ′ − bσ) = sσ
for all sufficiently large ρ > ρ0 and σ′ > σ. As v(a − aρ) is strictly increasing
for ρ > ρ0, and v(a− bσ) and v(aρ − bσ) = sσ depend only on σ (for big enough ρ)
it follows that v(a− bσ) = sσ. Thus bσ  a. 
Remark. Lemma 2.2.17 goes through with the same proof when the valued abelian
group (G,S, v) is equipped with extra first-order structure and in (i) and (ii) the
extensions are required to be elementary extensions of the expanded structure.
Two pc-sequences (aρ) and (bσ) in G are said to be equivalent if the conditions of
Lemma 2.2.17 are satisfied. This equivalence relation on the class of pc-sequences
in G is relative to the ambient valued abelian group (G,S, v). However, condi-
tion (iii) of Lemma 2.2.17 shows that for pc-sequences (aρ) and (bσ) in G and any
valued abelian group extension (G′, S′, v′) of (G,S, v) we have: (aρ) and (bσ) are
equivalent with respect to (G,S, v) iff (aρ) and (bσ) are equivalent with respect
to (G′, S′, v′). Note that any cofinal subsequence of a pc-sequence (aρ) in G is
equivalent to (aρ).
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Let a be an element of a valued abelian group extension of (G,S, v) with a /∈ G.
For convenience, denote the valuation of that extension also by v, and set
v(a−G) := {v(a− g) : g ∈ G},
a nonempty subset of the value set of that extension. The next lemmas collect some
basic facts about this situation. The easy proofs are left to the reader.
Lemma 2.2.18. The following are equivalent:
(i) v(a−G) has no largest element;
(ii) aρ  a for some pc-sequence (aρ) in G without pseudolimit in G.
If a lies in an immediate valued abelian group extension of (G,S, v), then (i) holds.
If (i) holds, then v(a−G) is a downward closed subset of S.
Lemma 2.2.19. Let (aρ) be a well-indexed sequence in G such that v(a − aρ) is
strictly increasing as a function of ρ. Then aρ  a, and we have:(
v(a− aρ)
)
is cofinal in v(a−G) ⇐⇒ (aρ) has no pseudolimit in G.
A divergent pc-sequence in G is a pc-sequence in G without pseudolimit in G.
Corollary 2.2.20. Any two divergent pc-sequences in G with a common pseu-
dolimit in an immediate valued abelian group extension of (G,S, v) are equivalent.
Coarsenings. Let surjective valuations v : G → S∞ and v′ : G → S′∞ on the
abelian group G be given. We say that v′ is a coarsening of v (or v′ is coarser
than v, or v is finer than v′) if for all a, b ∈ G we have v(a) 6 v(b)⇒ v′(a) 6 v′(b);
equivalently, there exists an increasing surjection i : S∞ → S′∞ such that v′ = i ◦ v.
Note that for such a map i we have i(∞) = ∞ and i(S) = S′, since v′g 6= ∞ for
g ∈ G6=. We call v and v′ equivalent if v is coarser than v′ and v′ is coarser than v;
equivalently, there exists an isomorphism i : S∞ → S′∞ of ordered sets such that
v′ = i ◦ v (and such i is then uniquely determined). If v and v′ are equivalent, then
the v-topology agrees with the v′-topology. If v′ is coarser than v and S′ has no
largest element, then the v-topology also agrees with the v′-topology.
Lemma 2.2.21. Suppose v′ is coarser than v, and (aρ) is a pc-sequence in G with
respect to v′. Then (aρ) is a pc-sequence with respect to v, and for all a ∈ G,
aρ  a with respect to v ⇐⇒ aρ  a with respect to v′.
To verify ⇒, use for example Lemma 2.2.9.
Corollary 2.2.22. If (G,S, v) is spherically complete and v′ is coarser than v,
then (G,S′, v′) is spherically complete.
Cauchy sequences. Let (G,S, v) be a valued abelian group and (aρ) a well-
indexed sequence in G. We say that (aρ) is a cauchy sequence (or a c-sequence)
in G if for every s ∈ S there is ρ0 such that v(aρ − aρ′) > s for all ρ, ρ′ > ρ0. Thus
if S has a largest element, then (aρ) is a c-sequence iff aρ is eventually constant. A
c-sequence (aρ) in G remains a c-sequence in every extension (G′, S′, v′) of (G,S, v)
with S cofinal in S′. For a ∈ G we say that (aρ) converges to a if for each s ∈ S
there is some ρ0 such that v(a−aρ) > s for all ρ > ρ0; in symbols: aρ → a. We say
that (aρ) converges in G if aρ → a for some a ∈ G. Note that if (aρ) converges
in some extension of G then (aρ) is a c-sequence. There is at most one a ∈ G
with aρ → a, and if there is such an a we call it the limit of (aρ). Clearly each
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pc-sequence of width {∞} is a c-sequence. (For a partial converse of this statement
see Lemma 2.2.35 below.) If (aρ) is a pc-sequence of width {∞} and a ∈ G, then
we have the equivalence aρ  a ⇐⇒ aρ → a. The following is obvious.
Lemma 2.2.23. Let (aρ), (bρ) be c-sequences in G with the same index set, and a, b ∈
G. Then
(i) (−aρ) is a c-sequence, and if aρ → a then −aρ → −a;
(ii) (aρ + bρ) is a c-sequence, and if aρ → a and bρ → b then aρ + bρ → a+ b.
We also have an analogue of Corollary 2.2.8 for c-sequences:
Lemma 2.2.24. Let (aρ) be a c-sequence in G. Then either for every s ∈ S there is
a ρ0 such that vaρ > s for all ρ > ρ0 (that is, aρ → 0), or vaρ takes an eventually
constant value in S (so aρ 6→ 0).
Proof. Suppose aρ 6→ 0. Take s ∈ S such that for every ρ there is some ρ′ > ρ
with vaρ′ 6 s. Also, (aρ) being a c-sequence, take ρ0 such that v(aρ − aρ′) > s for
all ρ, ρ′ > ρ0. Let ρ′ > ρ > ρ0; we claim that vaρ = vaρ′ . To see this take ρ′′ > ρ′
such that vaρ′′ 6 s. Then v(aρ − aρ′′) > s and hence vaρ = vaρ′′ , and similarly
vaρ′ = vaρ′′ , whence the claim. 
For every c-sequence (aρ) in G with aρ 6→ 0 there is an s ∈ S with vaρ = s
eventually, by Lemma 2.2.24; we call s the eventual valuation of (aρ), and if aρ → 0
we define the eventual valuation of (aρ) to be ∞. Note that if a is an element in
an extension of G with aρ → a then the eventual valuation of (aρ) is va.
A cofinal subsequence (bσ) of a c-sequence (aρ) is a c-sequence, with aρ → a iff
bσ → a, for all a ∈ G. The next lemma allows us to restrict our attention to
c-sequences indexed by the ordinals less than cf(S):
Lemma 2.2.25. Suppose (aρ) is a c-sequence that is not eventually constant. Then
the index set of (aρ) has cofinality cf(S).
Proof. The assumption implies that S 6= ∅ and S has no largest element. Choose
a sequence (sγ) in S, indexed by the ordinals γ < cf(S), which is strictly increasing
and cofinal in S. For each γ, define
Iγ :=
{
ρ : v(aρ1 − aρ2) > sγ for all ρ1, ρ2 > ρ
}
,
so Iγ 6= ∅ and Iγ is upward closed in the set of indices ρ. Set ρ(γ) := min Iγ .
The well-indexed sequence
(
ρ(γ)
)
is increasing, since Iγ′ ⊆ Iγ for γ′ > γ. Also⋂
γ Iγ = ∅, since (aρ) is not ultimately constant. Therefore, given any index ρ we
can choose γ with ρ /∈ Iγ , and then ρ(γ) > ρ. Hence the sequence
(
ρ(γ)
)
is cofinal
in the set of indices ρ, and thus by Corollary 2.1.4 the set of indices ρ has cofinality
cf
(
cf(S)
)
= cf(S). 
We call an extension (G′, S′, v′) ⊇ (G,S, v) of valued abelian groups dense if G is
dense in G′ (in the v′-topology on G′). Every dense extension of valued abelian
groups is immediate. Hence by Lemma 2.2.4 and its proof:
Lemma 2.2.26. Given a dense extension (G′, S′, v′) ⊇ (G,S, v) and a ∈ G′\G, there
is a divergent pc-sequence (aρ) of width {∞} in G, indexed by the ordinals ρ < cf(S),
such that aρ  a.
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One says that G is complete if every c-sequence in G converges in G. Thus if S
has a largest element, then G is automatically complete. If v′ is a coarsening
of the valuation v of G and the value set S′ of v′ has no largest element, then
Lemma 2.2.21 goes through with c-sequences instead of pc-sequences, and aρ → a
instead of aρ  a. Therefore:
Corollary 2.2.27. If G is complete with respect to v, then G is complete with
respect to any coarsening of v.
By Lemma 2.2.26, if G is complete, then G has no proper dense extension. On the
other hand, every c-sequence in G converges in some dense extension of G:
Theorem 2.2.28. Every valued abelian group has a dense complete extension.
Proof. If S = ∅ (so G = {0}), or S has a largest element, then G is complete
and Gc := G has the required properties. For the rest of the proof we assume S is
nonempty and has no largest element (so cf(S) is infinite). Let Gcs be the set of
all c-sequences (aρ) in G indexed by the ordinals ρ < cf(S). By Lemma 2.2.23, Gcs
is an abelian group under componentwise addition of sequences, and
N :=
{
(aρ) ∈ Gcs : aρ → 0
}
is a subgroup of Gcs; we let Gc := Gcs/N be the quotient group. For (aρ), (bρ) ∈ Gcs
with bρ → 0 the eventual valuations of (aρ) and (aρ + bρ) are the same, hence we
can define a function
vc : Gc → S∞, vc
(
(aρ) +N
)
= eventual valuation of (aρ).
It is easy to check that vc is a valuation of the abelian group Gc. The map
which associates to each element a ∈ G the coset of N containing the constant se-
quence (a) ∈ Gcs is an embedding G→ Gc of groups, and identifying G with its im-
age under this embedding, the valued group (Gc, vc, S) is an extension of (G, v, S).
Let (aρ) ∈ Gcs and s ∈ S. Since (aρ) is a c-sequence, we can take ρ0 such that
v(aρ − aρ0) > s for all ρ > ρ0; thus the eventual value of the c-sequence (aρ − aρ0)
is larger than s, hence aρ0 ∈ G ∩B(aρ)+N (s). Thus G is dense in Gc. By a similar
argument, aρ → (aρ)+N in Gc. Therefore, by Lemma 2.2.25, every c-sequence in G
converges in Gc. It now follows that Gc is complete: Let (bσ) be a c-sequence in Gc;
we need to show that (bσ) has a limit in Gc. By what we have shown, applied to Gc
in place of G, (bσ) has a limit b′ in some dense valued abelian group extension G′
of Gc. Since G′ ⊇ G is also dense, by Lemma 2.2.26 there is a c-sequence (aρ) in G
with aρ → b′ in G′. This c-sequence converges in Gc, thus b′ ∈ Gc. 
Corollary 2.2.29. G is complete iff G has no proper dense extension.
So “spherically complete ⇒ maximal ⇒ complete” by Corollaries 2.2.10 and 2.2.6.
Thus any Hahn product is complete, by Corollary 2.2.7.
Corollary 2.2.33 below says that any two dense complete extensions of G are iso-
morphic over G by a unique isomorphism. We obtain this from a more general
observation (Lemma 2.2.31) about the extension of continuous maps.
Let (aρ), (bσ) be c-sequences in G (with possibly different index sets). We call (aρ)
and (bσ) equivalent (in symbols: (aρ) ∼ (bσ)) if for each s ∈ S there are ρ0, σ0
such that v(aρ − bσ) > s for all ρ > ρ0, σ > σ0. So if (aρ) and (bσ) have the same
limit in some abelian valued group extension of G, then (aρ) ∼ (bσ); conversely, if
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(aρ) ∼ (bσ) then (aρ) and (bσ) have the same limit in some dense abelian valued
group extension of G (by Theorem 2.2.28). The relation ∼ is an equivalence relation
on the class of c-sequences in G. If (bσ) is a cofinal subsequence of (aρ) then
(aρ) ∼ (bσ). Moreover, given a ∈ G we have aρ → a iff (aρ) ∼ (a), where (a)
denotes an arbitrary constant c-sequence all of whose terms equal a.
Let X ⊆ G; by a c-sequence in X we mean a c-sequence (aρ) in G such that
aρ ∈ X for each ρ. In the next two lemmas we consider a map f : X → G1 where
(G1, S1, v1) is a valued abelian group. We say that f is uniformly continuous
if for each s1 ∈ S1 there is an s ∈ S such that for all a, b ∈ X , if v(a − b) > s,
then v
(
f(a) − f(b)) > s1. We say that f is cauchy-continuous (for short: c-
continuous) if for every c-sequence (aρ) in X , the image sequence
(
f(aρ)
)
is a
c-sequence in G1. Clearly we have the implications
uniformly continuous ⇒ c-continuous ⇒ continuous.
Conversely, if G is complete, X is closed, and f is continuous, then f is c-continuous.
Lemma 2.2.30. Suppose f is c-continuous, (aρ) and (bσ) are c-sequences in X, and
(aρ) ∼ (bσ). Then
(
f(aρ)
) ∼ (f(bσ)).
Proof. By passing to cofinal subsequences of (aρ), (bσ), we arrange that the two
sequences have the same ordered index set, by Lemma 2.2.25. Order the set of
pairs (ρ, i), where i = 0, 1, by (ρ, i) < (ρ′, i′) iff ρ < ρ′ or ρ = ρ′ and i = 0, i′ = 1.
Then the sequence (c(ρ,i)) with c(ρ,0) = aρ and c(ρ,1) = bρ is a c-sequence in X
equivalent to both (aρ) and (bρ). Since f is c-continuous,
(
f(c(ρ,i))
)
is a c-sequence
in G1, and
(
f(c(ρ,i))
)
is equivalent to both
(
f(aρ)
)
and
(
f(bσ)
)
. 
Lemma 2.2.31. Suppose that for each c-sequence (aρ) in X, the sequence
(
f(aρ)
)
converges in G1. Then f has a unique extension to a continuous map X
′ → G1,
where X ′ is the closure of X in G in the v-topology. This extension is uniformly
continuous if f is uniformly continuous.
X ′ //❴❴❴❴ G1
X
⊆
OO
f
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Proof. We only show existence of such an extension, since uniqueness then follows
easily. Let a′ ∈ X ′ be given; choose a c-sequence (aρ) in X such that aρ → a′, and
let f ′(a′) be the limit of
(
f(aρ)
)
in G1. Note that f ′(a′) does not depend on our
choice of the sequence (aρ): if (bσ) is another c-sequence in X such that bσ → a′,
then (aρ) ∼ (bσ) and hence
(
f(aρ)
) ∼ (f(bσ)) by the previous lemma, so (f(aρ))
and
(
f(bρ)
)
have the same limit in G1. The map f ′ : X ′ → G1 so defined clearly
extends f and is continuous. It is easy to verify that if f is uniformly continuous,
then so is f ′. 
Let (G′, S′, v′) be a valued abelian group. A morphism (G,S, v)→ (G′, S′, v′) of
valued abelian groups is a pair (i, j), where i is a group morphism G → G′ and j
is an increasing map S∞ → S′∞ such that j
(
v(x)
)
= v′
(
i(x)
)
for all x ∈ G (so
j(∞) = ∞). Such a morphism (i, j) is an embedding if j is injective (in which
case i is also injective). If (G,S, v) ⊆ (G′, S′, v′), then we have an embedding
(G,S, v)→ (G′, S′, v′)
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of valued abelian groups whose components are the natural inclusions G→ G′ and
S∞ → S′∞. A morphism (i, j) : (G,S, v) → (G′, S′, v′) of valued abelian groups is
said to be an isomorphism if i : G→ G′ and j : S∞ → S′∞ are bijections; note that
then (i−1, j−1) : (G′, S′, v′) → (G,S, v) is also an isomorphism (of valued abelian
groups). An embedding (i, j) : (G,S, v) → (G′, S′, v′) determines an isomorphism
(i, j) : (G,S, v)→ (iG, jS, v′|iG) onto a valued subgroup of (G′, S′, v′).
Corollary 2.2.32. Let (G,S, v)
(i,j)−−−→ (G′, S′, v′) be a morphism of valued abelian
groups where i is continuous. Let (G1, S1, v1) be a dense valued abelian group ex-
tension of (G,S, v) and (G′1, S
′
1, v
′
1) a valued abelian group extension of (G
′, S′, v′)
such that S′ is cofinal in S′1 and every c-sequence in G
′ converges in G′1.
(G1, S1, v1) //❴❴❴❴ (G′1, S
′
1, v
′
1)
(G,S, v)
(i,j) //
OO
(G′, S′, v′)
OO
Then there is a unique extension of (i, j) to a morphism (G1, S1, v1)→ (G′1, S′1, v′1)
whose valued group component is continuous.
Proof. Since i is actually uniformly continuous and S′ is cofinal in S′1, the group
morphism G i−→ G′ ⊆−→ G′1 is uniformly continuous. Hence it extends uniquely to
a continuous map i1 : G1 → G′1. Then i1 is a group morphism since it restricts to
a group morphism G → G′ on the dense subgroup G of G1. Moreover, for every
c-sequence (aρ) in G with limit a ∈ G1 we have i(aρ)→ i1(a) in G′1, hence
j
(
v1(a)
)
= j
(
eventual valuation of (aρ)
)
= eventual valuation of i(aρ) = v′1
(
i1(a)
)
.
Thus (i1, j) is a morphism of valued abelian groups as desired. 
This gives the uniqueness of dense complete extensions:
Corollary 2.2.33. Let G′ be a dense complete extension of G and G1 a dense
extension of G. Then there is a unique embedding G1 → G′ over G, and if G1 is
in addition complete, this embedding is an isomorphism.
Thanks to this corollary we may refer to a dense complete extension of G as the
completion of G, to be denoted by Gc. By Corollary 2.2.32, taking completions
is functorial in the following way:
Corollary 2.2.34. If (G′, S′, v′) is a valued abelian group extension of (G,S, v)
and S is cofinal in S′, then the inclusion G → G′ extends uniquely to a valued
abelian group embedding Gc → G′ c.
Next we clarify the relationship between pc-sequences and c-sequences:
Lemma 2.2.35. Each c-sequence in G that is not eventually constant has a cofinal
subsequence which is a pc-sequence of width {∞}. (Hence G is complete iff every
pc-sequence of width {∞} has a pseudolimit in G.)
Proof. Let (aρ) be a c-sequence in G that is not eventually constant. Thus cf(S)
is infinite. Take a ∈ Gc such that aρ → a. By passing to a suitable cofinal
subsequence we arrange that aρ 6= a for all ρ. By Lemma 2.2.25 we also arrange
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that the ordered index set of (aρ) is the set of all ordinals ρ < cf(S). Then the
subset {
v(a− aρ) : ρ < cf(S)
}
of S is cofinal in S. An obvious transfinite recursion yields an ordinal λ and a strictly
increasing sequence
(
ρ(γ)
)
γ<λ
in the set of indices ρ < cf(S), such that v
(
a−aρ(γ)
)
as a function of γ < λ is strictly increasing and cofinal in S. Then cf(λ) = cf(S) by
Corollary 2.1.4. By passing to a cofinal subsequence and reindexing we replace λ
by cf(λ), and then λ = cf(S). It remains to note that then
{
ρ(γ) : γ < λ
}
is
cofinal in
{
ρ : ρ < cf(S)
}
by Corollary 2.1.3. 
For use in Section 3.2 we also note:
Lemma 2.2.36. Suppose (G,S, v) is complete and (G′, S′, v′) is a valued abelian
group extension of (G,S, v). Let a′ ∈ G′ \G be such that v′(a′−G) (a subset of S′)
has no largest element. Then v′(a′ −G) ⊆ S, and v′(a′ −G) is not cofinal in S.
Proof. First, given g ∈ G, take a ∈ G such that v′(a′ − g) < v′(a′ − a). Then
v′(a′ − g) = v(a − g). Thus v′(a′ − G) ⊆ S. Towards a contradiction, assume
that v′(a′ − G) is cofinal in S. Take a well-indexed sequence (aρ) in G such that(
v′(a′−aρ)
)
is strictly increasing and cofinal in v′(a′−G), and hence in S. Then (aρ)
is a pc-sequence of width {∞} in G, and thus aρ  a ∈ G, so v′(a′−a) > v′(a′−G),
a contradiction. 
Direct product of valued abelian groups. Let (Gi, Si, vi) be a valued abelian
group for i = 1, . . . , n, where n > 1. Suppose S is an ordered set containing each Si
as an ordered subset, with S = S1∪· · ·∪Sn. Set G := G1×· · ·×Gn (direct product
of abelian groups), and for each g = (g1, . . . , gn) ∈ G, set
vg := min
(
v1(g1), . . . , vn(gn)
)
.
Then v : G → S∞ is a valuation on G. We call the valued abelian group (G,S, v)
the direct product of the valued abelian groups (Gi, Si, vi). Given a closed ball
B = Bg(s) in (G,S, v), with g = (g1, . . . , gn) ∈ G, s ∈ S, we have
B = B1 × · · · ×Bn where Bi =
{
x ∈ Gi : vi(x− gi) > s
}
, so
Bi =
⋃{
Bgi(si) : si ∈ Si, si > s
}
if there is an si > s in Si, and
Bi = {gi} if there is no si > s in Si.
Lemma 2.2.37. If each (Gi, Si, vi) is spherically complete, then so is (G,S, v).
Proof. Let B 6= ∅ be a nest of closed balls in (G,S, v). For each B ∈ B, let
B1, . . . , Bn be as above. Let i ∈ {1, . . . , n} be given. If Bi is a singleton for some
B ∈ B, then ⋂{Bi : B ∈ B} is a singleton. Otherwise, by the remarks preceding
the lemma, {Bi : B ∈ B} is a nonempty nest of union-closed balls in (Gi, Si, vi).
If each (Gi, Si, vi) is spherically complete, then Corollary 2.2.16 yields for each i a
point gi ∈
⋂{Bi : B ∈ B}, and thus a point g = (g1, . . . , gn) ∈ ⋂B. 
Lemma 2.2.38. Suppose each Si is cofinal in S. Then:
(G,S, v) is complete ⇐⇒ each (Gi, Si, vi) is complete.
Proof. Let (gρ) be a well-indexed sequence in G, with gρ = (gρ1, . . . , gρn) and
gρi ∈ Gi for each i and ρ. By the cofinality assumption, (gρ) is a c-sequence in G
iff (gρi) is for every i a c-sequence in Gi. This yields the desired equivalence. 
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We now consider the case where all (Gi, Si, vi) are equal, say (Gi, Si, vi) = (H,S, v)
for i = 1, . . . , n. Then the valuation topology on G with respect to the valuation
v : G → S∞ on G defined above coincides with the product topology on G = Hn
with respect to the valuation topology of H . By the previous lemma, the dense
extension (Hc)n of G = Hn is complete, so we may take (Hc)n as the completion Gc
of G. Note also that by Lemma 2.2.31:
Corollary 2.2.39. Every c-continuous map X → H (X ⊆ Hn) has a unique
continuous extension X ′ → Hc to the closure X ′ of X in (Hc)n.
Notes and comments. The material in this section is classical valuation theory,
some of it generalized from valued fields to valued abelian groups. An early explicit
mention of valued abelian groups is in [144, Chapter IV, §4]. Lemma 2.2.1 is due
to Krull [229]; the short proof given here was found by Gravett [153]. The concept
of pseudocauchy sequence and its basic properties, for rank 1 valued fields, are due
to Ostrowski [314]. (See also Section 3.2 below.) The Fixpoint Theorem 2.2.12 is
due to Prieß-Crampe [324] (in a more general setting of ultrametric spaces).
Equivalence of pc-sequences will show up in several later chapters. This notion
of equivalence seems to have been used first in [382], and the flexibility it provides
was exploited heavily in [41] in connection with valued difference fields.
The completion of a valued abelian group G can also be introduced as the com-
pletion of the hausdorff topological groupG (with respect to the valuation topology)
equipped with the natural extension of the valuation of G to this completion by
continuity (see, e.g., [323, §II.4]); we chose the approach via c-sequences in order
to stress the analogy with pc-sequences and spherical completeness. Lemma 2.2.35
appears in [323, II, §4, Lemma 11], with a corrected proof (different from the one
here) given in [375, Theorem 5.7].
2.3. Valued Vector Spaces
In this section we define valued vector spaces, characterize spherically complete
valued vector spaces, and then prove a version of the Hahn Embedding Theorem
for valued vector spaces. We pay special attention to Hahn spaces, which are
particularly well-behaved valued vector spaces.
Let C be a field. A valued vector space over C is a vector space G over C
equipped with a surjective valuation v : G → S∞ on its underlying additive group
such that v(λa) = v(a) for all λ ∈ C× and a ∈ G. Note that then for each s ∈ S
the subgroups B(s) = B0(s) and B(s) = B0(s) of G are subspaces of G, and hence
G(s) = B(s)/B(s) is in a natural way a vector space over C.
Example (Hahn products). Let S be an ordered set and (Gs)s∈S a family of
vector spaces Gs 6= {0} over C. Then the Hahn product H = H
[
(Gs)
]
of (Gs)
is a subspace of the vector space
∏
sGs over C, and H with its Hahn valuation
is a valued vector space over C. For each s ∈ S the natural group isomorphism
H(s)→ Gs is C-linear.
For the remainder of this section (G,S, v) and (G′, S′, v′) are valued vector spaces
over C. We call (G,S, v) a valued subspace of (G′, S′, v′), or (G′, S′, v′) an
extension of (G,S, v), if, as valued abelian groups, (G,S, v) is a valued subgroup
of (G′, S′, v′), and G is a subspace (not merely a subgroup) of G′.
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An embedding of valued vector spaces over C is an embedding
(i, j) : (G,S, v)→ (G′, S′, v′)
of valued abelian groups as defined in Section 2.2 such that i : G→ G′ is C-linear.
Such an embedding (i, j) : (G,S, v) → (G′, S′, v′) is said to be an isomorphism
(of valued vector spaces over C) if i : G → G′ and j : S∞ → S′∞ are bijections;
note that then (i−1, j−1) : (G′, S′, v′) → (G,S, v) is also an isomorphism. Such an
embedding (i, j) : (G,S, v)→ (G′, S′, v′) determines an isomorphism
(i, j) : (G,S, v)→ (iG, jS, v′|iG)
onto a valued subspace of (G′, S′, v′).
We consider C as the 1-dimensional valued vector space over C whose valuation is
trivial. Note that any 1-dimensional valued vector space over C is isomorphic to
the valued vector space C.
Below (G,S, v) is usually referred to as the valued vector space G, in particular
when S and v are clear from the context. Also, when S = S′, as ordered sets, then
by an embedding i : G→ G′ of valued vector spaces over C we mean an embedding
(i, idS∞) : (G,S, v)→ (G′, S, v′) of valued vector spaces over C.
Maximal valued vector spaces. Note that if (aρ) is a pc-sequence in G and
aρ  a ∈ G, then for g ∈ G and λ ∈ C× we have a pc-sequence (g+λaρ) in G with
g + λaρ  g + λa.
Lemma 2.3.1. Let (aρ) be a divergent pc-sequence in G. Then G has an immediate
extension G⊕ Ca with aρ  a, such that any extension G⊕ Cb of G with aρ  b
gives an isomorphism G⊕Ca→ G⊕Cb of valued vector spaces over C that is the
identity on G and sends a to b.
Proof. Take an extension G ⊕ Ca of G such that aρ  a. (This is possible by
Lemma 2.2.5 and the remark following its proof.) We claim that this extension is
immediate. Indeed, we have s ∈ S such that
v(a− aρ) > va = vaρ = s, eventually,
in particular, va ∈ S, and, eventually, a + B(s) = aρ + B(s) in G ⊕ Ca. Instead
of a, this also works for each of its affine transforms g+λa with g ∈ G and λ ∈ C×,
since (g+λaρ) is a divergent pc-sequence in G with g+λaρ  g+λa, for such g, λ.
This proves the immediacy claim. If G⊕Cb is also an extension with aρ  b, then
by the above, for any g ∈ G and λ ∈ C×,
g + λa ≍ g + λaρ ≍ g + λb, eventually,
and so we have an isomorphism G⊕ Ca→ G⊕ Cb of valued vector spaces over C
that is the identity on G and sends a to b. 
Call G maximal if it has no proper immediate (valued vector space) extension.
From Corollary 2.2.6 and Lemmas 2.2.10, 2.3.1 we obtain:
Corollary 2.3.2. The following are equivalent:
(i) G is maximal as a valued abelian group;
(ii) G is maximal;
(iii) each pc-sequence in G has a pseudolimit in G;
(iv) G is spherically complete.
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Using Zorn, we obtain from Lemmas 2.2.1, 2.2.4, and 2.3.1:
Corollary 2.3.3. The valued vector space G has a maximal immediate extension,
and all maximal immediate extensions of G are isomorphic over G.
The next result is a form of the Hahn Embedding Theorem and identifies the
maximal immediate extension of G from Corollary 2.3.3.
Proposition 2.3.4. There exists an embedding i : G→ H[(G(s))] of valued vector
spaces over C such that for all g ∈ G6=,
i(g)s = g +B(s) ∈ G(s) where s = v(g).
Note that then H
[
(G(s))
]
is an immediate extension of its valued subspace iG.
Proof. Set H := H
[
(G(s))
]
, and let H ′ be the subspace of H consisting of all
g ∈ ∏sG(s) with finite support. The valuation of H restricts to a surjective
valuation H ′ → S∞, making H an immediate extension of its valued subspace H ′.
Choose for each s ∈ S a C-linear right-inverse fs : G(s)→ B(s) of the natural
projection B(s)→ B(s)/B(s) = G(s), and let f be the C-linear map H ′ → G such
that f((gs)) =
∑
s fs(gs). Then G is an immediate extension of its valued subspace
G′ := f(H ′), and we have an isomorphism i′ : G′ → H ′ of valued vector spaces
over C given by i′(g) = h iff f(h) = g, for all g ∈ G′, h ∈ H ′.
Take a maximal immediate extension G˜ of G. This is also a maximal immediate
extension of G′. Since H is a maximal immediate extension of H ′, it follows from
Corollary 2.3.3 that i′ extends to an isomorphism G˜→ H . Then the restriction of
this isomorphism to G given an embedding i : G→ H as in the proposition. 
In Section 2.2 we defined the completion Gc of G as a valued abelian group. We
make Gc into a vector space over C as follows. Given λ ∈ C, the map
x 7→ λx : G→ G
is uniformly continuous, so extends uniquely to a continuous map Gc → Gc by
Lemma 2.2.32. Denoting the image of x ∈ Gc under this map also by λx and
varying λ we have an operation
(λ, x) 7→ λx : C ×Gc → Gc
that makes Gc a valued vector space over C extending G.
Valuation bases. Let G0 be a subspace of G, and let B ⊆ G. We say that B
is valuation-independent over G0 if 0 /∈ B, and for every family (λb)b∈B of
elements of C, with λb 6= 0 for only finitely many b ∈ B, and every g0 ∈ G0,
v
(∑
b∈B
λbb+ g0
)
= min
({vb : b ∈ B, λb 6= 0} ∪ {v(g0)}).
This gives a linearly independent family (b +G0)b∈B in the C-vector space G/G0.
For a set X ⊆ G we let 〈X〉 be the C-linear subspace of G generated by X . If B
is valuation-independent over G0 and 〈B ∪ G0〉 = G, then we call B a valuation
basis of G over G0. If B is valuation-independent over {0}, then we just say that B
is valuation-independent, and if B is a valuation basis of G over {0}, then we just
say that B is a valuation basis of G. Thus:
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Lemma 2.3.5. Let B,B′ ⊆ G be disjoint. Then B ∪ B′ is valuation-independent
over G0 if and only if B is valuation-independent over G0 and B′ is valuation-in-
dependent over 〈B ∪G0〉.
Every valuation basis of G over G0 is clearly maximal among the subsets of G
that are valuation-independent over G0. It is also easy to see that an increasing
union of subsets of G, each valuation-independent over G0, is valuation-independent
over G0; hence by Zorn, there exists a maximal (possibly empty) subset of G which
is valuation-independent over G0.
Lemma 2.3.6. The extension G0 ⊆ G is immediate if and only if G has no nonempty
subset that is valuation-independent over G0.
Proof. Suppose G0 ⊆ G is immediate, and let g ∈ G6=. Take g0 ∈ G0 such
that g ∼ g0. Then v(g − g0) 6= min(vg, vg0), so {g} is not valuation-independent
over G0. On the other hand, suppose G0 ⊆ G is not immediate. Then we can
take g ∈ G6= such that for each g0 ∈ G0 we have v(g − g0) 6 vg and hence
v(g − g0) = min(vg, vg0); then {g} is valuation-independent over G0. 
Corollary 2.3.7. There exists a subspace G1 ⊇ G0 of G such that G1 admits a
valuation basis over G0, and G1 ⊆ G is immediate.
Proof. Let B ⊆ G be maximal valuation-independent overG0 andG1 := 〈B ∪G0〉.
Then G1 admits a valuation basis over G0. Moreover, if ∅ 6= B′ ⊆ G is valuation-
independent over G1, then B ∪ B′ is valuation-independent over G0, contradicting
maximality of B. Hence by Lemma 2.3.6, G1 ⊆ G is immediate. 
Corollary 2.3.8. Suppose the set v(G \G0) is reverse well-ordered. Then G has
a valuation basis over G0.
Proof. Take G1 as in the previous lemma. For a contradiction assume G 6= G1.
Then the nonempty subset v(G \ G1) of v(G \ G0) is also reverse well-ordered, so
we can take g ∈ G \G1 such that vg = max v(G \G1). Since G1 ⊆ G is immediate
there is some g1 ∈ G1 with v(g−g1) > vg, and g−g1 ∈ G\G1, a contradiction. 
We denote the dimension of a vector space V over C by dimC V .
Lemma 2.3.9. dimC G/G0 > |v(G) \ v(G0)|.
Proof. If B is a subset of G such that vb /∈ v(G0) for each b ∈ B and b 6≍ b′ for all
b 6= b′ in B, then B is C-linearly independent over G0. 
Note that by Corollary 2.3.8 and Lemma 2.3.9, every finite-dimensional valued
vector space over C has a valuation basis. More generally:
Corollary 2.3.10. Every valued vector space over C of countable dimension has
a valuation basis.
Proof. Suppose G has dimension ℵ0. Then G =
⋃
nGn where
G0 = {0}, Gn ⊆ Gn+1, dimC Gn+1/Gn = 1 (for every n).
Then each Gn is finite-dimensional, so v(Gn) is finite by Lemma 2.3.9. Thus Gn as
a valued subspace of G is spherically complete and hence maximal (Corollary 2.3.2),
so Gn ⊆ Gn+1 is not immediate. By Corollary 2.3.7 and since dimC Gn+1/Gn = 1,
we can take bn ∈ Gn+1 such that {bn} is a valuation basis for Gn+1 over Gn. Then
{bn : n > 0} is a valuation basis of G, by Lemma 2.3.5. 
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In Section 7.6 we shall need “good” right-inverses to certain linear maps:
Lemma 2.3.11. Suppose G is maximal and A : G→ G is a C-linear map such that
g < A(g) for all g ∈ G, and for all h ∈ G there is g ∈ G with A(g) = h and g ≍ h.
Then there exists a C-linear map B : G→ G such that A ◦B = idG and B(h) ≍ h
for all h ∈ G.
Proof. Assume H0 6= G is a C-linear subspace of G and B0 : H0 → G is a C-linear
map such that A ◦B0 is the inclusion H0 → G and B0(h) ≍ h for all h ∈ H0.
Claim: There exists h1 ∈ G \H0 such that B0 extends to a C-linear map
B1 : H1 → G, H1 := H0 + Ch1,
for which A ◦B1 is the inclusion H1 → G and B1(h) ≍ h for all h ∈ H1.
It is clear that Lemma 2.3.11 follows from this claim. To prove the claim we first
pick an element b ∈ G \H0 and distinguish two cases:
Case 1: H0 + Cb is not an immediate extension of H0 (where both are viewed as
valued subspaces of G). Then we set H1 := H0 + Cb. In view of Lemma 2.3.6 we
can take h1 ∈ H1 \H0 such that {h1} is a valuation basis of H1 over H0. Take any
g ∈ G with A(g) = h1 and g ≍ h1, and let B1 : H1 → G be the C-linear extension
of B0 with B1(h1) = g. Then B1 has the claimed property.
Case 2: H0 + Cb is an immediate extension of H0. Take a divergent pc-se-
quence (bρ) in H0 such that bρ  b. Then (aρ) :=
(
B0(bρ)
)
is a divergent pc-
sequence in B0(H0), and has a pseudolimit a in G. Then A(aρ) = bρ  h1 := A(a)
by Lemma 2.2.9, so h1 /∈ H0. Set H1 := H0 + Ch1 and let B1 : H1 → G be
the C-linear extension of B0 with B1(h1) = a. Then B1 has the claimed prop-
erty. To see this, consider any h = h0 + λh1 ∈ H1 with h0 ∈ H0 and λ ∈ C×.
Then
(
B0(h0) + λaρ
)
is a divergent pc-sequence in B0(H0) and B0(h0) + λaρ  
B0(h0) + λa, so
B1(h) = B0(h0) + λa ≍ B0(h0) + λaρ, eventually
by Lemma 2.2.3. Applying A to B0(h0) + λaρ we get h0 + λbρ  h0 + λh1 = h,
and so h ≍ h0 + λbρ, eventually. Since B0(h0) + λaρ ≍ h0 + λbρ for all ρ, we get
B1(h) ≍ h, as required. 
The rest of this section is mainly intended for use in a later volume.
Hahn spaces. If for all a, b ∈ G6= with a ≍ b there exists λ ∈ C such that a ∼ λb,
then we call G a Hahn space over C. Equivalently, G is a Hahn space over C
iff all vector spaces G(s) have dimension 1. In particular, an immediate extension
of a Hahn space is a Hahn space, and a valued subspace of a Hahn space is again
a Hahn space. Given a family (Gs) of 1-dimensional vector spaces over C, indexed
by the elements s of an ordered set S, the Hahn product H
[
(Gs)
]
of (Gs) is a Hahn
space over C. By Proposition 2.3.4, every Hahn space embeds into a Hahn product
of this kind:
Corollary 2.3.12. If G is a Hahn space over C, then there is an embedding
i : G → H [S,C] of valued vector spaces over C such that H [S,C] is an immediate
extension of its valued subspace iG.
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Suppose G is a Hahn space over C and B ⊆ G with 0 /∈ B. Then B is valuation-
independent iff b 6≍ b′ for all b 6= b′ in B, and B is maximal valuation-independent iff
it is valuation-independent and v(B) = S. Thus if G admits a valuation basis, then
dimC G = |S|, and G is determined (up to isomorphism of valued vector spaces) by
the ordered set S. By Corollary 2.3.10:
Lemma 2.3.13. Suppose G is a Hahn space of countable dimension as a vector space
over C. Then G has a basis B with v(B) = S and b 6≍ b′ for all b 6= b′ in B.
Scalar extension. In this subsection G is a Hahn space over C, and D is an
extension field of C. We construe GD := D ⊗C G as a vector space over D in the
usual way. Identifying g ∈ G with 1⊗ g ∈ GD makes G a C-linear subspace of GD.
Lemma 2.3.14. Let h ∈ GD. There are di ∈ D 6=, gi ∈ G6=, i = 1, . . . ,m, such that
(2.3.1) h =
m∑
i=1
digi, g1 ≻ · · · ≻ gm.
Proof. We have h =
∑n
j=1 ejhj (ej ∈ D, hj ∈ G). We use induction on n to get h
in the form (2.3.1). If n = 1 we can do this with m = 0 or m = 1, so suppose
n > 1. We can assume h1 < · · · < hn 6= 0. Take cj ∈ C with hj − cjh1 ≺ h1 for
j = 2, . . . , n. Then
h =
e1 + n∑
j=2
cjej
h1 + n∑
j=2
ej(hj − cjh1).
It remains to apply the inductive hypothesis to
∑n
j=2 ej(hj − cjh1). 
Corollary 2.3.15. There is a unique valuation w on the abelian group GD that
extends the valuation v of G and makes GD a valued vector space over D. It
makes GD a Hahn space over D with w(GD) = v(G).
Proof. For such a valuation w and h ∈ G6=D as in (2.3.1) we have w(h) = v(g1).
As to existence: Corollary 2.3.12 gives an embedding G→ H [S,C] of valued vector
spaces over C; it extends to a D-linear injective map GD → H [S,D]. The Hahn
valuation of H [S,D] yields in this way a valuation w on GD as claimed. 
Fredholm operators. In order to discuss some properties of linear operators on
Hahn spaces, we begin with some generalities about Fredholm operators. Let V
and V ′ be vector spaces over C and A : V → V ′ be a C-linear map, with kernel
kerA :=
{
v ∈ V : A(v) = 0} and cokernel cokerA := V ′/A(V ). One says that A
is a Fredholm operator if both C-vector spaces kerA and cokerA are finite-
dimensional, and in that case we define the index of A by
indexA := dimC kerA− dimC cokerA (an integer).
If both V and V ′ are finite-dimensional, then every C-linear map V → V ′ is a
Fredholm operator of index dimC V − dimC V ′.
Proposition 2.3.16. If A : V → V ′ and B : V ′ → V ′′ are Fredholm operators, then
so is B ◦A : V → V ′′, and indexB ◦A = indexB + indexA.
Towards the proof of this proposition, we first note an easy lemma:
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Lemma 2.3.17. Let A : V → V ′ and B : W → W ′ be C-linear. Then A and B are
Fredholm operators iff A⊕B : V ⊕W → V ′ ⊕W ′ is one; in that case
index(A⊕B) = indexA+ indexB.
We also need two small items from linear algebra; for the first one, see for exam-
ple [249, Lemma III.9.1]; the second one is a special case of Lemma 1.2.3.
Lemma 2.3.18 (Snake Lemma). Assume that the following diagram of vector spaces
over C and C-linear maps is commutative with exact rows:
V ′
F ′

i // V
F

p // V ′′
F ′′

// 0
0 // W ′
j // W
q // W ′′
Then we have an exact sequence of C-linear maps
kerF ′ −→ kerF −→ kerF ′′ δ−−→ cokerF ′ −→ cokerF −→ cokerF ′′
where the maps besides the “connecting” map δ are the natural ones.
Lemma 2.3.19. For each exact sequence
0 −→ V1 −→ V2 −→ · · · −→ Vn −→ 0
of finite-dimensional vector spaces over C we have
n∑
i=1
(−1)i dimC Vi = 0.
Suppose in Lemma 2.3.18 the map i is injective, and the map q is surjective. Then
by Lemmas 2.3.18 and 2.3.19, if two of the three maps F , F ′ and F ′′ are Fredholm
operators, then so is the third, and indexF = indexF ′ + indexF ′′.
Proof of Proposition 2.3.16. Let A : V → V ′ and B : V ′ → V ′′ be Fredholm
operators. Let
i : V → V ⊕ V ′, p : V ⊕ V ′ → V ′, j : V ′ → V ′′ ⊕ V ′, q : V ′′ ⊕ V ′ → V ′
be the C-linear maps given by
i(x) =
(
x,A(x)
)
, p(x, x′) = A(x) − x′,
j(x′) =
(
B(x′), x′
)
, q(x′′, x′) = x′′ −B(x′) (x ∈ V, x′ ∈ V ′, x′′ ∈ V ′′).
Then the diagram
0 // V
A

i // V ⊕ V ′
(B◦A)⊕idV ′

p // V ′
B

// 0
0 // V ′
j // V ′′ ⊕ V ′ q // V ′′ // 0
commutes and has exact rows. It now remains to use the remark preceding this
proof and Lemma 2.3.17. 
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Linear operators on Hahn spaces. In this subsection G is a Hahn space over C,
and A : G→ G is a C-linear operator. We set ker6=A := (kerA)6=.
Lemma 2.3.20. Suppose that kerA is finite-dimensional. Then there exists a C-
linear subspace M of G such that
G =M ⊕ kerA, v(M) ∩ v(ker6=A) = ∅.
Proof. By Corollary 2.3.12 we may assume that G is a valued subspace of the
Hahn product H [S,C]. Let y1, . . . , yd ∈ ker6=A be such that vy1 > · · · > vyd are
the distinct elements of v(ker6=A). Then
M :=
{
a ∈ G : supp(a) ∩ {vy1, . . . , vyd} = ∅
}
is a C-linear subspace of G such that that v(M) ∩ v(ker6=A) = ∅ (in particular
M ∩ kerA = {0}). Given a ∈ G we let i(a) denote the largest i ∈ {1, . . . , d} such
that vyi ∈ supp(a), if such an i exists, and i(a) := 0 otherwise. We show that
for every a ∈ G we have a ∈ M + kerA by induction on i(a). If i(a) = 0, then
a ∈ M . If i(a) = i > 0, then there exists λ ∈ C× such that vyi /∈ supp(a − λyi),
hence i(a − λyi) < i and therefore a = (a − λyi) + λyi ∈ M + kerA by inductive
hypothesis. Thus M has the required properties. 
Corollary 2.3.21. If kerA is finite-dimensional, then
v
(
A(G)
)
=
{
v
(
A(y)
)
: y ∈ G, vy /∈ v(ker6=A)}.
The set FG of Fredholm operators G → G is a monoid under composition (by
Proposition 2.3.16), with identity element idG. In the lemma below we let SG be
the submonoid of FG consisting of all surjective Fredholm operators G→ G.
Lemma 2.3.22. There exists a map A 7→ A−1 : SG → FG such that for all A ∈ SG:
A ◦A−1 = idG, v
(
A−1(G)
) ∩ v(ker6=A) = ∅,
and if B : G→ G is a bijective C-linear operator, then
(B ◦A)−1 = A−1 ◦B−1.
Proof. As in the proof of Lemma 2.3.20 we may assume that G is a valued sub-
space of H [S,C]. For each A ∈ FG we define the subspace MA = M as in that
proof. Let A ∈ SG. For g ∈ G we let A−1(g) be the unique f ∈ MA with
A(f) = g. This yields a C-linear operator A−1 : G → G with A(A−1(g)) = g and
v
(
A−1(g)
)
/∈ v(ker6=A) for all g ∈ G. Note that A−1 is injective and A−1(G) =MA;
in particular, kerA−1 = {0} and cokerA−1 = G/MA ∼= kerA are both finite-
dimensional, hence A−1 ∈ FG. Let in addition B : G → G be a bijective C-
linear operator; then kerB ◦ A = kerA, hence MB◦A = MA. So if g ∈ G, then
f := A−1
(
B−1(g)
)
satisfies f ∈MB◦A and (B ◦A)(f) = g, hence f = (B ◦A)−1(g).
Thus (B ◦A)−1 = A−1 ◦B−1. 
Notes and comments. Corollaries 2.3.2 and 2.3.3 are in Gravett [152]. (For
valued abelian groups, the equivalence of maximality and spherical completeness
remains true, whereas the uniqueness in Corollary 2.3.3 does not go through;
see [140].) Proposition 2.3.4 is from Conrad [91]; it generalizes the classical embed-
ding theorem for ordered abelian groups (Corollary 2.4.19 below) of Hahn [162].
The proof given here follows [152]. (See [124] for a detailed discussion of Hahn’s
2.4. ORDERED ABELIAN GROUPS 83
work and its various spinoffs.) Corollary 2.3.10 is due to Brown [65]. Our pre-
sentation follows [238]. Our notion of Hahn space generalizes that of [18] where
Hahn spaces are a special kind of ordered vector spaces; see Section 2.4 below.
Lemma 2.3.14 is implicit in the proof of [364, Theorem 3] and is a variant of
[18, Lemma 2.1]. The concept of Fredholm operator and Proposition 2.3.16 are
well-known in operator theory; see [379].
2.4. Ordered Abelian Groups
An ordered abelian group is an abelian group G (usually written additively)
equipped with a (total) ordering 6 on its underlying set such that for all x, y, z ∈ G,
x 6 y ⇒ x+ z 6 y + z.
Each ordered abelian group is a hausdorff topological group with respect to its
order topology. In the rest of this section G is an ordered abelian group, and
we let a, b, c range over G. We put |a| := max(a,−a). We set G< := G<0 and
G> := G>0, and similarly with 6 and > in place of < and >, respectively. We
extend the addition on G to G∞ by a+∞ =∞+ a =∞+∞ =∞.
Example (Hahn products). Let (Gs)s∈S be a family of ordered abelian groups
Gs 6= {0} indexed by an ordered set S. Then there is a unique ordering making the
Hahn product H
[
(Gs)
]
of (Gs) an ordered abelian group such that
0 < g ⇐⇒ 0 < gvg,
for all nonzero g = (gs) ∈ H
[
(Gs)
]
; call it the Hahn ordering of H
[
(Gs)
]
.
Every ordered abelian group is torsion-free. We shall consider each torsion-free
abelian group A as a subgroup of the divisible abelian group QA = Q ⊗Z A (the
divisible hull of A) via the embedding x 7→ 1 ⊗ x. We also equip QG with the
unique ordering that makes it an ordered abelian group containing G as an ordered
subgroup. Any torsion-free abelian group A embeds as a group into a Hahn prod-
uct H [S,Q] for some ordered set S: picking a basis S of the vector space QA over Q
and an order on the set S yields group inclusions and a group isomorphism
A ⊆ QA =
⊕
s∈S
Qs ⊆ H [(Qs)] ∼= H [S,Q].
Thus by the example on Hahn products above, every torsion-free abelian group can
be expanded to an ordered abelian group.
Convex valuations and archimedean classes. Let v : G→ S∞ be a surjective
valuation on G. We say that v is compatible with the ordering of G or a convex
valuation of G if one of the following equivalent conditions is satisfied:
(C1) for all a, b, if 0 < a < b, then va > vb;
(C2) for every s ∈ S the subgroup B(s) = {a : va > s} of G is convex;
(C3) for every s ∈ S the subgroup B(s) = {a : va > s} of G is convex.
Note that then va 6 vb whenever n|a| > |b|, and v(ka) = va when k ∈ Z6=. Hence
if v is convex, then v has a unique extension to a convex valuation QG→ S∞.
The archimedean class of a is defined by
[a] :=
{
g ∈ G : |a| 6 n|g| and |g| 6 n|a| for some n > 1}.
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The archimedean classes partition G. Each archimedean class [a] with a 6= 0 is the
disjoint union of the two convex sets [a] ∩G< and [a] ∩G>. We order the set
[G] :=
{
[a] : a ∈ G}
of archimedean classes by
[a] < [b] :⇐⇒ n|a| < |b| for all n > 1.
We also write a = o(b) instead of [a] < [b]. We have [0] < [a] for all a ∈ G6=, and
[a] 6 [b] ⇐⇒ |a| 6 n|b| for some n > 1.
We also write a = O(b) instead of [a] 6 [b]. Equipping [G] with the reversed
ordering on [G] so as to make [0] its largest element, the map x 7→ [x] becomes a
convex valuation of G, called the standard valuation of G. The surjective convex
valuations on G are precisely the coarsenings of the standard valuation of G.
Lemma 2.4.1. Let v be a convex valuation on G such that S = v(G6=) has no largest
element. Then the v-topology on G agrees with the order topology on G.
Proof. If a > 0, then B(va) ⊆ (−a, a). If s ∈ S, then (−b, b) ⊆ B(s) for any b
with vb > s. 
Let v be a convex valuation on G and (aρ) a pc-sequence in G with respect to v. We
wish to view the pseudolimits of (aρ) in terms of the ordering of G. For simplicity,
assume v(aτ − aσ) > v(aσ − aρ) for all indices τ > σ > ρ, in particular, aρ 6= aσ for
all ρ 6= σ. For each ρ, let s(ρ) be the immediate successor of ρ in the set of indices,
and set dρ := as(ρ) − aρ. We divide the set of indices into two disjoint subsets:
L := {λ : aλ < as(λ)}, R := {ρ : as(ρ) < aρ}.
Then aλ < aσ < aλ + 2dλ whenever λ ∈ L and λ < σ, and aρ + 2dρ < aσ < aρ
whenever ρ ∈ R and ρ < σ. Thus aλ < aρ for all λ ∈ L and ρ ∈ R. Set
P := {aλ : λ ∈ L} ∪ {aρ + 2dρ : ρ ∈ R},
Q := {aρ : ρ ∈ R} ∪ {aλ + 2dλ : λ ∈ L}.
Lemma 2.4.2. We have P < Q, and for every a ∈ G,
aρ  a ⇐⇒ P < a < Q.
In particular, if G has no least positive element, and κ is a cardinal such that the
set of indices ρ has cardinality < κ and G is κ-saturated as an ordered set, then (aρ)
has a pseudolimit in G. (See B.9 for the notion of κ-saturation.)
Proof. We get P < Q from the inequalities already stated. Suppose aρ  a ∈ G.
Then for each ρ we have v(a− as(ρ)) > vdρ, so aρ < a < aρ + 2dρ when ρ ∈ L, and
aρ + 2dρ < a < aρ when ρ ∈ R. This gives P < a < Q. Next, assume P < a < Q.
Then v(a− aρ) > vdρ for all ρ, and so aρ  a by Lemma 2.2.9. 
We say that G is archimedean if [G6=] := [G]\{[0]} is a singleton, that is, G 6= {0},
and for all nonzero a and b there is some n such that |a| 6 n|b|. Thus if G is
archimedean, then there is no nontrivial convex valuation on G. Moreover:
Lemma 2.4.3 (Hölder). If G is archimedean and e ∈ G>, then there is a unique
embedding of G into the ordered additive group of R sending e to 1.
We leave the easy proof of this fact to the reader.
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Example. Let (Gs)s∈S be a family of ordered abelian groups Gs 6= {0} indexed
by an ordered set S, and H = H
[
(Gs)
]
the Hahn product of (Gs). Then the
valuation v of H is convex. If every ordered abelian group Gs is archimedean,
then v is equivalent to the standard valuation of H .
Let G0 be a subgroup of G. We view G0 as an ordered subgroup, and [G0] is
accordingly identified with an ordered subset of [G] in the obvious way. Then the
standard valuation of G restricts to the standard valuation of G0, and if G0 is dense
in G (in the order topology on G), then [G0] = [G]. Also [QG] = [G].
Lemma 2.4.4. Let G0 be a subgroup of G and a ∈ G. Then:
(i) [a] /∈ [G0]⇒ [G0 + Za] = [G0] ∪
{
[a]
}
, [a] 6 [g] for all g ∈ (G0 + Za) \G0;
(ii) [G0 + Za] 6= [G0] ⇒ [G0 + Za] = [G0] ∪
{
[g]
}
for some g ∈ G0 + Za.
We leave the proof of this lemma to the reader; (ii) follows easily from (i).
Lemma 2.4.5. Let C be a cut in the ordered set [G6=]. Then there is an ordered
group extension G+ Zx of G such that:
(i) x > 0 and [x] realizes the cut C;
(ii) for any ordered abelian group extension H of G and y ∈ H> such that y > 0
and [y] realizes C there is a unique ordered group embedding G+Zx→ H that
is the identity on G and sends x to y.
Proof. Consider G in the usual way as a subgroup of an abelian group G ⊕ Zx
with nx 6= 0 for all n > 1. The ordering of G extends uniquely to an abelian group
ordering on G⊕ Zx such that for all g ∈ G and n > 1,
g + nx > 0⇔ g > 0 or [g] ∈ C, g − nx > 0⇔ g > 0 and [g] > C.
Then G⊕ Zx = G+ Zx with its element x has the desired properties. 
Convex subgroups and rank. It is easy to see that for a subgroup H of G, the
following are equivalent:
(1) H is convex;
(2) for all g, h ∈ G, if 0 6 |g| 6 |h| and h ∈ H , then g ∈ H ;
(3) for all g, h ∈ G, if [g] 6 [h] and h ∈ H , then g ∈ H .
As a consequence, the map H 7→ [H ] is an inclusion-preserving bijection from the
set of convex subgroups of G onto the set of nonempty cuts in [G]. (In particular,
the set of convex subgroups of G is totally ordered by inclusion.) The rank of G,
denoted by rank(G), is defined to be n if there are exactly n nontrivial convex
subgroups of G, and defined to be ∞ if there are infinitely many convex subgroups
of G. Thus G has rank 1 iff G is archimedean. If G0 is an ordered subgroup of G,
then clearly rank(G0) 6 rank(G).
Given a subgroup H of G, the convex hull conv(H) of H in G is a convex sub-
group of G containing H ; in fact conv(H) is the smallest convex subgroup of G
containing H . In particular, for g ∈ G,
conv(Zg) =
{
x ∈ G : [x] 6 [g]}
is the smallest convex subgroup of G containing g. Convex subgroups of G of the
form conv(gZ), where g ∈ G, are said to be principal. Note that if rank(G) <∞,
then every convex subgroup of G is principal. Thus
rank(G) <∞ ⇐⇒ [G] is finite,
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and if [G] is finite, then rank(G) = |[G6=]|.
Recall from Section 1.7 that the rational rank of G, denoted by rankQ(G), is the
dimension of QG as a vector space over Q (which by convention is ∞ if this vector
space is not finitely generated). Clearly, if (gi)i∈I is a family in G6= and [gi] 6= [gj]
for all i 6= j, then (gi) is Q-linearly independent in QG. Thus rank(G) 6 rankQ(G).
Sometimes we use the following easy observation:
Lemma 2.4.6. Let (sρ) be a strictly increasing well-indexed sequence in G>. Then
the following are equivalent:
(i) (sρ) is cofinal in some convex subgroup of G;
(ii) for each ρ there is σ > ρ with sσ > 2sρ.
Ordered quotient groups. LetH be a convex subgroup of G with quotient group
G˙ := G/H and canonical surjective group morphism
x 7→ x˙ := x+H : G→ G˙.
We equip G˙ with the unique ordering making G˙ an ordered abelian group such that
for all a, b, if a 6 b, then a˙ 6 b˙; this is done by declaring a˙ > 0˙ iff a > H . It is easy
to verify that for a, b /∈ H we have [a] 6 [b] ⇐⇒ [a˙] 6 [b˙], hence x 7→ x˙ induces an
isomorphism [G] \ [H ]→ [G˙6=] of ordered sets. Hence
rank(G) = rank(H) + rank(G˙).
Example. Suppose H , H ′ are subgroups of G with H convex in G and G =
H ⊕H ′ (internal direct sum of subgroups of G). Then G is ordered by the reverse
lexicographic ordering: for h ∈ H , h′ ∈ H ′, h+ h′ > 0 iff h′ > 0 or h′ = 0, h > 0.
The restriction of the morphism G→ G˙ = G/H to H ′ is an isomorphism H ′ ∼=−→ G˙
of ordered abelian groups, and so rank(G) = rank(H) + rank(H ′).
Example. Suppose G is divisible. Then every convex subgroup of G is also di-
visible. Hence if H is a convex subgroup of G, then we can take a (divisible)
subgroup H ′ of G such that G = H ⊕H ′ (internal direct sum of subgroups of G),
and G is ordered by the reverse lexicographic ordering as described in the previous
example.
Lemma 2.4.7. Let v : G→ S∞ be a convex valuation on G and let (G′, S, v′) be an
immediate extension of the valued abelian group (G,S, v). Then just one ordering
of G′ makes G′ an ordered abelian group extension of G and v′ a convex valuation.
Proof. Let a′ ∈ (G′)6=, and take a ∈ G such that a′ ∼ a. For an ordering of G′
as in the lemma, we would have a′ > 0 ⇐⇒ a > 0. Conversely, this equivalence
determines an ordering as claimed. 
Lemma 2.4.8. Let v : G → S∞ be the standard valuation, so S∞ = [G] with the
reversed ordering. For s ∈ S we have convex subgroups B(s) ⊆ B(s) of G, and
G(s) = B(s)/B(s) with the quotient ordering is archimedean.
Steady functions and slow functions. For use in Section 9.2 we establish here
a useful condition for functions on ordered abelian groups to have the intermediate
value property. Let v : G→ S∞ be a convex valuation on G. Thus for all x, y ∈ G,
if vx > vy, then x = o(y). For y ∈ G we let ov(y) stand for any element x ∈ G with
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vx > vy, and accordingly, for x ∈ G we use x = ov(y) as a suggestive notation for
vx > vy, sometimes preferred over x ≺ y, which has the same meaning.
Let U be a nonempty convex subset of G. A function i : U → G is said to be
v-steady if i has the intermediate value property and i(x)−i(y) = x−y+ov(x−y)
for all distinct x, y ∈ U . (Note that then i is strictly increasing.) In particular,
a v-steady function G → G is bijective. If a ∈ U and the restrictions of i : U → G
to U6a and U>a are v-steady, then i is v-steady. A function η : U → G is said to
be v-slow on the right if for all x, y, z ∈ U ,
(s1) η(x)− η(y) = ov(x− y) if x 6= y;
(s2) η(y) = η(z) if x < y < z and z − y = ov(z − x).
We define η : U → G to be v-slow on the left in the same way except that in
clause (s2) we replace “x < y < z” by “x > y > z.”
Lemma 2.4.9. Suppose i : U → G is v-steady and η : U → G is v-slow on the left
or on the right. Then i+ η : U → G is v-steady.
Proof. It is clear that (i + η)(x) − (i + η)(y) = x − y + ov(x − y) for all distinct
x, y ∈ U , and thus i+η is strictly increasing. To prove that i+η has the intermediate
value property, assume that η is v-slow on the right, let a, b ∈ U with a < b, put
c := b− a and define i1, η1 : [0, c]→ G by
i1(x) = i(a+ x)− i(a), η1(x) = η(a+ x)− η(a).
Then i1 is v-steady and η1 is v-slow on the right, and it suffices to prove the
intermediate value property for x 7→ i1(x) + η1(x). So we can assume U = [0, c]
and i(0) = η(0) = 0. Let 0 < y < i(c) + η(c); it suffices to get x ∈ (0, c) with
i(x) + η(x) = y. Note: i(c) = c+ ov(c), η(c) = ov(c). We distinguish two cases:
Case 1: c−y = ov(c). Then 0 < y−η(c) < i(c), so y−η(c) = i(x) with 0 < x < c.
It follows easily that c−x = ov(c), so η(x) = η(c) by (s2), and thus i(x)+η(x) = y.
Case 2: c− y 6= ov(c). Then 0 < y < c and 0 < y− η(y) < i(c), so y− η(y) = i(x)
with 0 < x < c. It follows easily that v(x) = v(y), x− y = ov(x), and x− y = ov(y)
so η(x) = η(y) by (s2), and thus i(x) + η(x) = y. 
Lemma 2.4.10. Suppose the functions η1, η2 : U → G are v-slow on the right. Then
−η1, η1 + η2,min(η1, η2) are also v-slow on the right.
Proof. It is clear that η is v-slow on the right for η = −η1 and for η = η1 + η2.
Put η := min(η1, η2). Then (s2) holds. Let a, b ∈ U , a < b. If for some i ∈ {1, 2},
we have η(a) = ηi(a) and η(b) = ηi(b), then η(a)− η(b) = ηi(a)− ηi(b) = ov(a− b).
Suppose η1(a) 6 η2(a) and η2(b) 6 η1(b). If η(a) > η(b), this yields
0 6 η(a)− η(b) = η1(a)− η2(b) 6 η2(a)− η2(b) = ov(a− b),
and if η(a) 6 η(b), then
0 6 η(b)− η(a) = η2(b)− η1(a) 6 η1(b)− η1(a) = ov(a− b).
The remaining case η2(a) 6 η1(a) and η1(b) 6 η2(b) follows by symmetry. 
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Completeness. In this subsection G> has no smallest element. Note that this
condition holds for divisible ordered abelian groups. An easy consequence of this
assumption on G is that for each ε ∈ G> there exists a δ ∈ G> such that 2δ < ε.
Below we often use this fact without comment.
Let (aρ) be a well-indexed sequence in G. We say that (aρ) is a cauchy sequence
(or a c-sequence) in G if for every ε ∈ G> there is ρ0 such that |aρ − aρ′ | < ε
for all ρ, ρ′ > ρ0. For a ∈ G we say that (aρ) converges to a if for each ε ∈ G>
there is an index ρ0 such that |a− aρ| < ε for all ρ > ρ0; in symbols: aρ → a. We
say that (aρ) converges in G if aρ → a for some a ∈ G. There is at most one
a ∈ G with aρ → a. If (aρ) converges in some ordered abelian group extension G′
of G such that G> is coinitial in (G′)>, then (aρ) is a c-sequence in G. If (aρ) is a
c-sequence in G with its standard valuation, then (aρ) is a c-sequence in the ordered
abelian group G; similarly, for a ∈ G, if aρ → a in G with its standard valuation,
then aρ → a in the ordered abelian group G. The converses of these implications
hold if [G6=] with its natural ordering has no smallest element.
It is easy to check that Lemma 2.2.23 goes through for this notion of c-sequence
in an ordered abelian group. We also have an analogue of Lemma 2.2.25 with the
same proof except for trivial rewordings:
Lemma 2.4.11. Let (aρ) be a c-sequence in G which is not eventually constant.
Then the index set of (aρ) has cofinality ci(G
>).
A dense extension of G is an extension G′ ⊇ G of ordered abelian groups such
that G is dense in G′ in the order topology; then G> is coinitial in (G′)>. Thus:
Lemma 2.4.12. Given a dense extension G′ ⊇ G and a ∈ G′ \ G, there is a c-se-
quence (aρ) in G, indexed by the ordinals ρ < ci(G
>), such that aρ → a′.
We say that G is complete if every c-sequence in G converges in G. A function
f : X → G with X ⊆ G is said to be uniformly continuous if for each ε ∈ G>
there exists a δ ∈ G> such that for all x, y ∈ X , if |x−y| < δ, then |f(x)−f(y)| < ε.
Completeness and uniform continuity are related in the usual way:
Lemma 2.4.13. Suppose G is complete and f : X → G with X ⊆ G is uniformly
continuous. Then f extends uniquely to a continuous map from the topological
closure of X in G into G, and this extension is also uniformly continuous.
Here is the analogue of Theorem 2.2.28:
Theorem 2.4.14. G has a dense complete extension. (Hence G is complete iff G
has no proper dense extension.)
Proof. We mimic the construction in the proof of Theorem 2.2.28. Let Gcs be
the set of c-sequences (aρ) in G indexed by the ordinals ρ < ci(G>), made into an
abelian group via the componentwise addition of such sequences. Then
N :=
{
(aρ) ∈ Gcs : aρ → 0
}
is a subgroup of Gcs, and we let Gd := Gcs/N . If (aρ) ∈ Gcs \N , then for some ε ∈
G> we have aρ > ε eventually, or aρ < −ε eventually. Using this fact we make Gd
into an ordered abelian group such that for all (aρ) ∈ Gcs,
(aρ) +N > 0 ⇐⇒ for some ε ∈ G>, aρ > ε eventually.
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The map which associates to each a ∈ G the coset (a) + N , where (a) ∈ Gcs is
the constant sequence with value a, is an embedding G → Gd of ordered abelian
groups; we identify G with an ordered subgroup of Gd via this embedding.
It is routine to show that G is dense in Gd, and that for (aρ) ∈ Gcs we have
aρ → a := (aρ)+N in Gd. Thus by Lemma 2.4.11, every c-sequence in G converges
in Gd. As in the proof of Theorem 2.2.28 one now argues that Gd is complete,
using the previous lemma in place of Lemma 2.2.26. 
Below Gd is a dense complete extension of G (not necessarily the one constructed
in the proof of Theorem 2.4.14). Using Lemma 2.4.12, we have:
Corollary 2.4.15. For any dense extension G′ of G there exists a unique ordered
abelian group embedding G′ → Gd over G.
It follows that the ordered abelian group extension Gd of G is determined uniquely
(up-to-unique-isomorphism-over G) by the property of being a dense complete ex-
tension of G. So there is no harm in referring to it as the completion of G.
Ordered vector spaces. An ordered field is a field C with a (total) ordering
6 of C such that for all x, y, z ∈ C,
x 6 y ⇒ x+ z 6 y + z, x 6 y & z > 0 ⇒ xz 6 yz.
(Thus the ordering 6 makes the additive group of C an ordered abelian group.)
Just one ordering makes the field Q of rational numbers into an ordered field,
and it is given by q > 0 ⇐⇒ q = m/n for some m, n with n 6= 0. This is how we
view Q as an ordered field. If C is an ordered field, then x2 > 0 for all x ∈ C,
char(C) = 0, and we always take Q as an ordered subfield of C. Also just one
ordering makes the field R of real numbers into an ordered field, and it is given
by r > 0 ⇐⇒ r = x2 for some x ∈ R; this is how R is considered as an ordered
field. If C is an ordered field, then C is a topological field with respect to the
order topology, that is, the addition and multiplication maps C×C → C (with the
product topology on C × C), and the map x 7→ x−1 : C× → C are continuous.
Let C be an ordered field, and let our ordered abelian group G come equipped with
an operation (λ, x) 7→ λx : C ×G→ G making G a vector space over C. Then G is
said to be an ordered vector space over C if for all λ ∈ C and x ∈ G:
λ > 0 & x > 0 ⇒ λx > 0.
Note that then |λx| = |λ| · |x| for all λ ∈ C and x ∈ G. Every divisible ordered
abelian group, viewed as a vector space over Q, is an ordered vector space over the
ordered field Q. We view C as an ordered vector space over C in the obvious way.
If G is a 1-dimensional ordered vector space over C and e ∈ G>, then λ 7→ λe : C →
G is an isomorphism of ordered vector spaces over C.
Let G be an ordered vector space over C, and let P be a cut in G, that is, P is a
downward closed subset of G. We set Q := G \ P , so P < Q. Take a vector space
extension G + Cb ⊇ G over C with b /∈ G. There is a unique ordering on G + Cb
that extends the ordering of G and makes G + Cb into an ordered vector space
over C, such that P < b < Q: in this ordering we have for λ ∈ C> and g, h ∈ G,
g + λb < h⇔ b < λ−1(h− g) ⇔ λ−1(h− g) ∈ Q.
In the next two lemmas we consider G+ Cb = G⊕ Cb as an ordered vector space
over C in this way. The first lemma is obvious:
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Lemma 2.4.16. For any vector b′ in any ordered vector space extension G′ ⊇ G
over C with P < b′ < Q, there is a unique embedding G + Cb → G′ of ordered
vector spaces over C that is the identity on G and sends b to b′.
Lemma 2.4.17. G is dense in G+ Cb if and only if
(i) for each ε ∈ G> there are p ∈ P, q ∈ Q with q − p < ε, and
(ii) P has no largest element and Q has no least element.
Proof. It is clear that if G is dense in G+ Cb, then (i) and (ii) hold. Assume (i)
and (ii). For each a ∈ G there is by (ii) an ε ∈ G> with |a − b| > ε. For each
ε ∈ G> there is by (i) an a ∈ G with |a− b| < ε. These properties of b are inherited
by every affine transform a + λb with a ∈ G and λ ∈ C×, so there is for every
δ ∈ (G + Cb)> an ε ∈ G> with δ > ε. Thus every neighborhood of b in G + Cb
contains a vector from G; this property of b is inherited by every vector in G+C×b
and trivially holds for vectors in G. Thus G is dense in G+ Cb. 
Suppose G is an ordered vector space over C with G 6= {0}; so G> has no least
element. Given any λ ∈ C, the map x 7→ λx : G → G is uniformly continuous, so
extends uniquely to a continuous map Gd → Gd by Lemma 2.4.13. Denoting the
image of any x ∈ Gd under this map also by λx and varying λ we have an operation
(λ, x) 7→ λx : C ×Gd → Gd
that makes Gd into an ordered vector space over C that extends G as an ordered
vector space over C. In particular, the completion of any nontrivial divisible ordered
abelian group is divisible.
Valued ordered vector spaces. Let C be an ordered field. A valued ordered
vector space over C is an ordered vector space G over C with a convex valuation
v : G→ S∞ such that (G,S, v) is a valued vector space over C. Note that then for
s ∈ S we have the convex subspaces B(s) ⊆ B(s) of G, and so G(s) = B(s)/B(s)
with the quotient ordering is an ordered vector space over C.
Let (Gs) be a family of ordered vector spaces Gs 6= {0} over C, indexed by
the elements s of an ordered set S. Then the Hahn product H
[
(Gs)
]
with its Hahn
ordering and its Hahn valuation is a valued ordered vector space over C, and this
is how such a Hahn product will be construed as a valued ordered vector space
over C. In this context we can add something to Proposition 2.3.4:
Proposition 2.4.18. Let G be a valued ordered vector space over C, and let
i : G→ H := H[(G(s))]
be as in Proposition 2.3.4. Then i preserves order: if g ∈ G>, then i(g) ∈ H>.
With this, the embedding of an ordered abelian group into its divisible hull and
Lemmas 2.4.3 and 2.4.8 yield the classical Hahn Embedding Theorem:
Corollary 2.4.19. Any ordered abelian group G embeds into the Hahn ordered
group H [S,R] where S = [G6=] with reversed ordering.
Here is a complement to Lemma 2.4.7:
Corollary 2.4.20. Let G be a valued ordered vector space over C and G′ ⊇ G
an immediate extension of valued vector spaces, with valuation v′. Then just one
ordering on G′ makes G′ an ordered abelian group extension of G with convex v′.
With v′ and this ordering, G′ is a valued ordered vector space over C.
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This follows easily by inspecting the proof of Lemma 2.4.7.
The C-valuation of an ordered vector space over C. Let G be an ordered
vector space over the ordered field C. The C-archimedean class of a ∈ G is
[a]C :=
{
g ∈ G : |a| 6 λ|g| and |g| 6 λ|a| for some λ ∈ C>}.
For G as an ordered vector space over the ordered subfield Q of C we get [a]Q = [a]
for a ∈ G, where [a] is the archimedean class of a as defined earlier in this section.
Let [G]C be the set of C-archimedean classes. Then [G]C is a partition of G, and
we linearly order [G]C by
[a]C < [b]C :⇐⇒ λ|a| < |b| for all λ ∈ C>
⇐⇒ [a]C 6= [b]C and |a| < |b|.
Thus [0]C = {0} is the smallest C-archimedean class. The map
x 7→ [x]C : G→ [G]C
with the reversed ordering on [G]C (so with [0]C as the largest element) is a convex
valuation of G making G a valued ordered vector space over C. This valuation is
called the C-valuation of the ordered vector space G, and is a coarsening of the
standard valuation of the ordered additive group of G defined in Section 2.4. A
subspace G0 of G is considered as an ordered vector space over C by restricting the
ordering to G0, and [G0]C then becomes an ordered subset of [G]C via the obvious
identification; the C-valuation of G then restricts to the C-valuation of G0.
We say that G is C-archimedean if [G6=]C := [G]C \
{
[0]
}
is a singleton.
Viewing G as a valued ordered vector space over C by the C-valuation, and given
s ∈ [G6=]C , the ordered vector space G(s) = B(s)/B(s) over C is C-archimedean.
Example. Let (Gs) be a family of C-archimedean ordered vector spaces over C
indexed by the elements of an ordered set S. Then the Hahn valuation of the Hahn
product H := H
[
(Gs)
]
is equivalent to the C-valuation of H .
For use in the proof of Lemma 10.4.5 we record the following:
Lemma 2.4.21. Let (aρ) be a divergent pc-sequence in G with respect to the C-
valuation of G. Then G has an extension G⊕Ca as an ordered vector space over C
such that [G⊕Ca]C = [G]C , and aρ  a with respect to the C-valuation of G⊕ Ca.
Proof. Lemma 2.3.1 and Corollary 2.4.20 provide an immediate valued ordered
vector space extension G⊕Ca of G with aρ  a. It follows easily that the valuation
on G⊕ Ca is the C-valuation. 
Let G⊕Ca be as in Lemma 2.4.21, and let G⊕Cb also be as in that lemma, with b
instead of a. Then there is an isomorphism G ⊕ Ca → G ⊕ Cb of ordered vector
spaces over C which is the identity on G and sends a to b.
Completion of valued ordered vector spaces. Let G be a valued ordered
vector space over an ordered field C such that the value set S = v(G6=) is not
empty and has no largest element. Then the valuation topology and the order
topology on G coincide, by Lemma 2.4.1. Thus G is complete as a valued abelian
group if and only if G is complete as an ordered abelian group.
Recall that Gc is the completion of G as a valued abelian group. We construe
it as a valued vector space over C as in Section 2.3. Corollary 2.4.20 then gives a
unique ordering on Gc making it a valued ordered vector space over C extending
92 2. VALUED ABELIAN GROUPS
the valued order vector space G. With this ordering Gc is also complete as an
ordered abelian group, and G is dense in Gc in the order topology.
On the other hand, Gd is the completion of G as an ordered abelian group, and
we construe it here as an ordered vector space over the ordered field C as indicated
at the end of the subsection on ordered vector spaces. Thus by the uniqueness
property of Gd we have:
Corollary 2.4.22. There is a unique isomorphism Gc → Gd of ordered vector
spaces over C which is the identity on G.
Hahn spaces over ordered fields. Let C be an ordered field and G an ordered
vector space over C. Call G a Hahn space over C if G with its C-valuation is
a Hahn space over C as defined in Section 2.3, that is, for all a, b ∈ G6= with
[a]C = [b]C there exists λ ∈ C× such that [a− λb]C < [a]C .
Examples.
(1) Any 1-dimensional ordered vector space over C is a Hahn space over C.
(2) The ordered vector space Q+Q
√
2 ⊆ R over Q is not a Hahn space over Q.
(3) Any ordered vector space over the ordered field R is a Hahn space over R.
(4) If (Gs) is a family of Hahn spaces Gs 6= {0} over C indexed by the elements s
of an ordered set, then the Hahn product H
[
(Gs)
]
as a vector space over C
with its Hahn ordering is a Hahn space over C.
Using Proposition 2.4.18 we obtain easily:
Corollary 2.4.23. If G is a Hahn space over C equipped with its C-valuation,
then there is an embedding i : G → H [S,C] of valued ordered vector spaces over C
such that H [S,C] is an immediate extension of its valued subspace iG.
Notes and comments. The fact that torsion-free abelian groups are orderable is
in [256]. Lemma 2.4.1 is in [287], Lemma 2.4.3 is from [188]. The archimedean
property was isolated by Stolz [434]. (See [125, 139].) The material on steady and
slow functions extends a result in [18]. The completion of an ordered abelian group
can also be obtained by realizing certain kinds of Dedekind cuts; see [83]. (The
particular cuts required were already considered by Veronese [457].) Completing
valued abelian groups and ordered abelian group are special cases of completing a
uniform space; see [60, Section II.3.7] and [323, Lemmas II.4.8 and III.4.5]. The
notion of “Hahn space over an ordered field” is from [18]. For more on ordered
algebraic structures, see [144, 323].
CHAPTER 3
Valued Fields
In this chapter we assume familiarity with basic field theory, including the rudiments
of the theory of ordered fields (which are summarized, without proofs, in Section 3.5
below). In Section 3.1 we take up valued fields and establish their basic properties,
focusing in particular on extensions of valued fields. Next, in Section 3.2 we study
pseudocauchy sequences in valued fields; these sequences will be needed later in
constructing solutions of algebraic differential equations in immediate extensions
of suitable valued differential fields. In Section 3.3 we consider henselian valued
fields. (In Chapter 7 we study for valued differential fields the analogous notion
of differential-henselian.) Whenever it simplifies matters we restrict our attention
in this section to valued fields whose residue field is of characteristic zero, since
this is the only case that arises later. In Section 3.4 we show how to decompose
a valuation on a field into simpler ones. This leads to a study of various special
types of pseudocauchy sequences. The valuation of T is compatible with its natural
ordering. Consequently, Section 3.5 of this chapter contains basic facts about fields
with compatible ordering and valuation. In Section 3.6 we review some basic model
theory of valued fields. In the final Section 3.7 we consider the Newton diagram
and Newton tree of a polynomial over a valued field.
3.1. Valuations on Fields
Let A be an integral domain. A valuation on A is a map v : A6= → Γ, where Γ is
an ordered abelian group, such that for all x, y ∈ A6=:
(V1) v(xy) = v(x) + v(y);
(V2) v(x + y) > min(v(x), v(y)) when x+ y 6= 0.
Let v : A6= → Γ be a valuation on A. Then v1 = v(−1) = 0, since v restricted to
the group A× of units of A is a group morphism. Hence vx = v(−x) for all x ∈ A6=.
By convention we extend v to v : A→ Γ∞ by v(0) :=∞, which makes v a valuation
on the additive group of A as defined in Section 2.2. We can extend v uniquely to
a valuation v : K× → Γ on the fraction field K of A, by
v(x/y) = vx − vy (x, y ∈ A6=).
Thus v(K×) is a subgroup of Γ. When we refer to a valuation v : K× → Γ on a
field K, we assume from now on that v(K×) = Γ, unless specified otherwise. We
call Γ = v(K×) the value group of v. The valuation v on K is trivial iff Γ = {0}.
Let v : K× → Γ be a valuation on the field K. We set
O := {x ∈ K : vx > 0}, O := {x ∈ K : vx > 0}.
If we need to indicate the dependence on v, we write Ov and Ov instead of O and O.
Thus O is a subring of K and O is an ideal of O. In fact, vx = 0⇐⇒ v(x−1) = 0,
for x ∈ K×, so O× = O \ O. Note that for x, y ∈ O we have x ∈ Oy iff vx > vy.
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Therefore O is a valuation ring as defined in Section 1.1, and in particular a local
ring with maximal ideal O. We call O the valuation ring of v. The residue field
of v is the field kv := O/O. With the notation of Section 2.2 and working in the
valued abelian group (K,Γ, v) we have O = B(0), O = B(0), K(0) = O/O, and for
each a ∈ K× the group isomorphism
x 7→ xa : B(0)→ B(va)
induces a group isomorphism K(0)→ K(va). The v-topology on K makes K into
a hausdorff topological field.
Local rings. Recall that a commutative ring is said to be local if it has exactly one
maximal ideal. Thus a commutative ring A is local iff A \A× is an ideal of A, and
in this case, mA := A \A× is the (unique) maximal ideal of A. We let kA := A/mA
be the residue field of the local ring A. Given local rings A, B, we say that B
lies over A if A is a subring of B and mA ⊆ mB (and hence mB ∩ A = mA). In
this case we have an induced embedding kA = A/mA → B/mB = kB of residue
fields, by means of which we identify kA with a subfield of kB . We then have a
commutative diagram
B // kB
A //
⊆
OO
kA
⊆
OO
where the horizontal arrows are the residue morphisms.
A valuation ring of a field K is a subring A of K such that for each x ∈ K× we
have x ∈ A or x−1 ∈ A. Each valuation ring of a field is clearly a valuation ring as
defined in Section 1.1. Let K ⊆ L be a field extension, and let A,B be valuation
rings of K and L, respectively. Then B ∩K is a valuation ring of K, and
B lies over A ⇐⇒ A = B ∩K.
Correspondence between valuation rings and valuations. Let K be a field.
The valuation ring of a valuation on K is a valuation ring of K. Conversely, to
a valuation ring A of K we associate a valuation on K as follows: Consider the
(abelian) quotient group ΓA = K×/A×, written additively. The binary relation >
on ΓA defined by
xA× > yA× :⇐⇒ x/y ∈ A (x, y ∈ K×)
makes ΓA into an ordered abelian group, and the natural map
vA : K
× → ΓA, vAx := xA×,
is a valuation on K. The valuation ring of vA is A, and every valuation on K
with valuation ring A is equivalent to vA, as defined in Section 2.2. In fact, for
valuations v : K× → Γ = v(K×) and v′ : K× → Γ′ = v′(K×) on the field K we
have: v and v′ are equivalent as defined in Section 2.2, if and only if v and v′ have
the same valuation ring, and also if and only if there is an isomorphism i : Γ → Γ′
of ordered abelian groups such that v′ = i ◦ v.
Let K ⊆ L be a field extension, A a valuation ring of K, and B be a valuation
ring of L lying over A. Then mA = mB ∩ K, so we have an induced embedding
kA = A/mA → B/mB = kB of residue fields, by means of which we identify kA
with a subfield of kB. Also, B× ∩ K = A×, so we have an induced embedding
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vA(x) 7→ vB(x) : ΓA → ΓB (x ∈ K×) of ordered abelian groups, by means of
which ΓA is identified with an ordered subgroup of ΓB. Then vA(x) = vB(x) for
all x ∈ K.
A valued field is just a field equipped with one of its valuation rings. Let K be
a valued field. Unless we specify otherwise we let O be the distinguished valuation
ring of K, with v the corresponding valuation on K, and O the maximal ideal of O.
The value group of K is Γ = v(K×). If we need to indicate the dependence on K
we attach a subscript K, so O = OK , v = vK , and so on. Sometimes (especially
whenK is an asymptotic differential field, see Section 9.1) we prefer more relational
notation: define the binary relations 4 and ≺ on K by
a 4 b :⇐⇒ va > vb, a ≺ b :⇐⇒ va > vb,
just as we already did for for valued abelian groups. Accordingly,
K41 := {a ∈ K : a 4 1}
is then the valuation ring of K, and K≺1 := {a ∈ K : a ≺ 1} is the maximal ideal
of K41. Likewise, K≻1 := {a ∈ K : a ≻ 1}. The residue field of K is
res(K) := kO = O/O = K41/K≺1,
and for a ∈ O we let res(a), or sometimes a, be the residue class a + O ∈ res(K).
The residue fields of the valued fields of interest in our work (such as T) are of
characteristic zero. One says that K is of equicharacteristic zero if res(K) has
characteristic zero. Note that then K also has characteristic zero, and the valuation
ringO ofK contains a subfield (i.e., a subring that happens to be a field): the unique
ring morphism Z → O is injective, and identifying Z with its image in O under
this morphism, each nonzero integer is a unit in O, so the fraction field Q ⊆ K
of Z is contained in O. Note that if O contains a subfield C, then K as a vector
space over C with the valuation v is a valued vector space over C (as defined in
Section 2.3).
Let K be a valued field. A valued field extension of K is a field extension L
of K equipped with a valuation ring of L that lies over O; in this situation we also
call K a valued subfield of L. Thus a valued field extension K ⊆ L gives rise to
a field extension res(K) ⊆ res(L) and to an ordered group extension Γ ⊆ ΓL.
Correspondence between dominance relations and valuations. The binary
relation 4 introduced above is an example of a dominance relation:
Definition 3.1.1. A dominance relation on a field K is a binary relation 4
on K such that for all f, g, h ∈ K:
(D1) 1 64 0;
(D2) f 4 f ;
(D3) f 4 g and g 4 h⇒ f 4 h;
(D4) f 4 g or g 4 f ;
(D5) f 4 g ⇔ fh 4 gh, provided h 6= 0;
(D6) f 4 h and g 4 h⇒ f + g 4 h.
If f 4 g, we say that f is dominated by g, or g dominates f .
Thus, if v is a valuation on K with valuation ring K41, we obtain a dominance
relation on K by setting, for f, g ∈ K:
(3.1.1) f 4 g :⇐⇒ vf > vg ⇐⇒ f = gh for some h ∈ K41.
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Conversely, if 4 is a dominance relation onK, then clearly K41 := {f ∈ K : f 4 1}
is a valuation ring of K, and if v denotes the corresponding valuation on K, then
the equivalence (3.1.1) holds, for all f, g ∈ K. We call v the valuation associated
to the dominance relation 4. This yields a one-to-one correspondence between
dominance relations on K and valuation rings of K. (That is why the reverse of a
dominance relation is sometimes called a valuation divisibility.) We shall use the
valuation and dominance terminologies interchangeably and switch between them
without further comment.
Notations. Let K be a field with dominance relation 4 on K, let v : K× → Γ be
the associated valuation, and let f, g denote elements of K. We define, just as we
did for valued abelian groups in Section 2.2:
f ≺ g :⇐⇒ vf > vg ⇐⇒ f 4 g and g 64 f .
If f ≺ g, we say that f is strictly dominated by g. If f 4 g and g 4 f , then
we say that f and g are asymptotic, written as f ≍ g, and if f − g ≺ f , then f
and g are said to be equivalent, written as f ∼ g. The relations ≍ and ∼ are
equivalence relations on K and K×, respectively. Note that
f ≍ g ⇐⇒ vf = vg,
f ∼ g ⇐⇒ v(f − g) > vf.
In particular, f ∼ g ⇒ f ≍ g. Define
f 4 1 :⇐⇒ f is bounded,
f ≺ 1 :⇐⇒ f is infinitesimal,
f ≻ 1 :⇐⇒ f is infinite.
The elements of the maximal ideal K≺1 of the valuation ring K41 are exactly the
infinitesimals of K.
Well-based series. LetM be an ordered set whose ordering is 4. We think of the
elements ofM asmonomials and accordingly denote its elements by m, n, and so on.
A setS ⊆M is said to bewell-based if it is well-ordered for the reverse ordering<,
that is, there is no strictly increasing infinite sequence m0 ≺ m1 ≺ m2 ≺ · · · in S.
Clearly the union of two well-based subsets of S is well-based.
Next, let C be an (additive) abelian group whose elements are to be thought
of as coefficients. In this spirit, a function f : M → C will be denoted as a series∑
m∈M fmm, with fm = f(m), with support supp f := {m ∈M : fm 6= 0}. Then
C[[M]] := {f : M→ C : supp f ⊆M is well-based}
is a subgroup of the additive group of all functions M→ C with pointwise addition.
Indeed, C[[M]] is just the Hahn product H [M, C] of Section 2.2, with respect to
the reverse ordering of M. For nonzero f ∈ C[[M]] we define
d(f) := max
4
supp f,
the dominant monomial of f .
In the rest of this subsection M is an ordered abelian group and C is a (coefficient)
field. Thus C[[M]] is a subspace of the C-vector space of all functions M→ C. We
take M as a multiplicative group, in view of the role of its elements as monomials.
We leave the proof of the next result to the reader.
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Lemma 3.1.2. Let S1,S2 ⊆M be well-based. Then for each m ∈M there are only
finitely many (m1,m2) ∈ S1 ×S2 such that m = m1 ·m2, and the set
S1 ·S2 := {m1 ·m2 : m1 ∈ S1, m2 ∈ S2}
is well-based.
Lemma 3.1.2 gives a binary operation on C[[M]] by
f · g :=
∑
m∈M
( ∑
n1·n2=m
fn1gn2
)
m.
With this operation as multiplication, C[[M]] is a domain, with subfield C via the
identification c 7→ f with f1 = c and fm = 0 for all m 6= 1. We identify the groupM
with a subgroup of C[[M]]× via m 7→ f , with fm = 1 and fn = 0 for all n 6= m.
Let Γ be an additive copy of the group M, with group isomorphism
m 7→ vm : M→ Γ,
and equip Γ with the ordering 6 such that for all m, n ∈ M: m < n ⇐⇒ vm 6 vn.
Then the map
v : C[[M]]→ Γ∞, vf =
{
v
(
d(f)
)
if f 6= 0
∞ if f = 0
is a valuation on the C-vector space C[[M]], making C[[M]] a spherically complete
Hahn space over C. Moreover, v is a valuation on the domain C[[M]]. The binary
relation 4 on C[[M]] associated to v satisfies, for nonzero f, g ∈ C[[M]]:
f 4 g ⇐⇒ d(f) 4 d(g) (in the ordered set M).
Lemma 3.1.3. C[[M]] is a field.
Proof. Let f ∈ C[[M]], f 6= 0; to get g ∈ C[[M]] with fg = 1, divide f by
fd(f)d(f) to arrange f = 1 + ε with ε ≺ 1. The map Φ: C[[M]] → C[[M]] given
by Φ(x) = 1 − εx is contractive: if x, y ∈ C[[M]], x 6= y, then Φ(x) − Φ(y) =
ε(y − x) ≺ x − y. Since the valued additive group C[[M]] is spherically complete,
Theorem 2.2.12 gives g ∈ C[[M]] with 1− εg = Φ(g) = g, and so fg = 1. 
The valuation ring of the valued field K = C[[M]] is
O = {f ∈ K : supp(f) ⊆M41}.
The map sending f ∈ O to its constant term f1 is a surjective ring morphism
O → C with kernel
O =
{
f ∈ K : supp(f) ⊆M≺1},
hence induces an isomorphism res(K) = O/O → C. We call K the valued field of
well-based series with coefficients in C and monomials from M. A valued
field of the form C[[M]] is also referred to as a Hahn field over C.
Often we prefer an alternative notation for Hahn fields, as follows. Let C be a field
and Γ an additive ordered abelian group. Then C((tΓ)) is the field consisting of the
formal series f =
∑
γ cγt
γ (summation over all γ ∈ Γ) with all coefficients cγ ∈ C,
such that {γ : cγ 6= 0} is a well-ordered subset of Γ, and with the obvious addition,
and multiplication according to tαtβ = tα+β for α, β ∈ Γ. Note that C((tΓ)) is
C[[xΓ]] in our original notation, with xγ := t−γ for γ ∈ Γ, and with dominance
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relation 4 on the multiplicative group xΓ = tΓ given by: xα 4 xβ ⇐⇒ α 6 β. This
yields the Hahn field C((tΓ)) over C with valuation v : C((tΓ))× → Γ given by
v(f) = min{γ ∈ Γ : cγ 6= 0}
for nonzero f =
∑
γ cγt
γ as above. When Γ is the ordered group Z of integers, this
gives the valued field C((tZ)) = C((t)) = C[[xZ]] of Laurent series in t := t1 = x−1
over C, with valuation ring C[[t]] in conventional notation.
The overrings of a valuation ring. Let A be a domain with fraction field K.
Recall from Section 1.4 that, given a prime ideal p of A, the localization of A with
respect to p is the subring
Ap = {a/s : a, s ∈ A, s /∈ p}
of K, that Ap is a local ring with maximal ideal pAp generated by p, and that
pAp ∩ A = p. Note also that for prime ideals p, p′ of A we have:
Ap ⊆ Ap′ ⇐⇒ p ⊇ p′.
In the rest of this subsection A is a valuation ring of K with associated valuation
v : K× → Γ where Γ = ΓA. The following is easy to verify:
Lemma 3.1.4. If B is a subring of K containing A, then B is a valuation ring
of K, mB ⊆ mA, and B = Ap for a unique prime ideal p of A, namely p = mB.
Combining the previous lemma with the next lemma shows that the collection of
overrings of A in its fraction field is totally ordered by inclusion. The proof of this
lemma is also a routine verification left to the reader.
Lemma 3.1.5. We have an inclusion-reversing bijection from the set of convex sub-
groups of Γ onto the set of prime ideals of A given by
∆ 7→ p∆ := {x ∈ K : vx > ∆},
with inverse
p 7→ ∆p := {γ ∈ Γ : |γ| < vx for all x ∈ p}.
The rank of the valuation ring A is defined to be the rank of the ordered abelian
group Γ, and similarly, by the rank of a valued field we mean the rank of its value
group. (We use analogous terminology for rational rank in place of rank.) By
the previous lemma, if A has finite rank r, then K has exactly r + 1 subrings
containing A and they form a tower: A = B0 ⊆ B1 ⊆ · · · ⊆ Br = K.
Corollary 3.1.6. The following conditions on Γ and A are equivalent:
(i) Γ is archimedean;
(ii) A is proper subring of K and is maximal with respect to inclusion among the
proper subrings of K.
Let p be a prime ideal of A and B = Ap, with associated valuation vB : K× → ΓB,
and let ∆ = ∆p with ordered quotient group Γ˙ = Γ/∆. The inclusion A ⊆ B
gives rise to an ordered group morphism Γ = K×/A× → K×/B× = ΓB with
kernel ∆, so we have an isomorphism ΓB → Γ˙ (of ordered groups) which fits into
the commutative diagram
K×
v //
vB

Γ

ΓB
∼= // Γ˙
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where the arrow on the right is the natural surjection Γ→ Γ˙.
Degree, residue degree, and ramification index. Let K ⊆ L be a field ex-
tension. Then [L : K] is its degree, that is, the dimension of L as a vector space
over K, with the convention that [L : K] = ∞ if this dimension is infinite. Like-
wise, given an extension Γ ⊆ Γ′ of abelian groups we let [Γ′ : Γ] be its index,
which by convention is∞ if Γ′/Γ is infinite. We also have the transcendence degree
trdeg(L|K) of L over K, set equal to ∞ if trdeg(L|K) is not finite. Below in this
subsection K ⊆ L is a valued field extension. We call [res(L) : res(K)] the residue
degree of L over K and [ΓL : Γ] the ramification index of L over K.
Proposition 3.1.7. Let b1, . . . , bm ∈ OL be such that b1, . . . , bm ∈ res(L) are
linearly independent over res(K), m > 1. Likewise, let c1, . . . , cn ∈ L× be such that
vc1, . . . , vcn ∈ ΓL lie in distinct cosets of Γ, n > 1. Then
(3.1.2) v
∑
i,j
aijbicj
 = min
i,j
v(aijcj) (all aij ∈ K).
In particular, the family (bicj) is K-linearly independent.
Proof. First we show that v(a1b1 + · · ·+ ambm) = mini v(ai) for a1, . . . , am ∈ K.
We can assume that some ai 6= 0, and then dividing by an ai of minimum valuation,
we can reduce to the case that v(ai) > 0 for all i and v(ai) = 0 for some i. We
must show that then v(a1b1 + · · ·+ ambm) = 0. This follows by reduction mod OL
using the linear independence of b1, . . . , bm over res(K). To show (3.1.2), we can
assume that for each j there is an i with aij 6= 0. So for any j,
γj := v
(∑
i
aijbicj
)
= v
((∑
i
aijbi
)
cj
)
= v
(∑
i
aijbi
)
+ vcj =
min
i
v(aij) + vcj ∈ Γ + vcj .
Now for j 6= j′ we have Γ + vcj 6= Γ+ vcj′ , so γj 6= γj′ . Hence
v
∑
i,j
aijbicj
 = min
j
γj = min
j
(
min
i
v(aij) + v(cj)
)
= min
i,j
v(aijcj). 
Corollary 3.1.8. [L : K] >
[
res(L) : res(K)
] · [ΓL : Γ].
Under suitable extra assumptions on K, the inequality in Corollary 3.1.8 is an
equality; see Corollary 3.3.49. For algebraic extensions the previous corollary yields:
Corollary 3.1.9. If [L : K] = n, then
[
res(L) : res(K)
]
6 n (so res(L) is algebraic
over res(K)), and [ΓL : Γ] 6 n (so mΓL ⊆ Γ for some m ∈ {1, . . . , n}).
Remark. Degree, residue degree and ramification index are multiplicative: for
valued field extensions K ⊆ L ⊆M with [M : K] <∞,
[M : K] = [M : L] · [L : K],[
res(M) : res(K)
]
=
[
res(M) : res(L)
] · [res(L) : res(K)],[
ΓM : Γ
]
= [ΓM : ΓL] · [ΓL : Γ].
Corollary 3.1.8 also has an analogue for the transcendence degree of valued field
extensions. To see this, note:
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Lemma 3.1.10. Let x1, . . . , xm ∈ OL be such that the residue classes x1, . . . , xm ∈
res(L) are algebraically independent over k = res(K), and let y1, . . . , yn ∈ L× be
such that the cosets vy1 +Γ, . . . , vyn +Γ ∈ ΓL/Γ are Z-linearly independent. Then
x1, . . . , xm, y1, . . . , yn are algebraically independent over K.
This lemma is immediate from Proposition 3.1.7, and in turn now entails what is
sometimes called the Zariski-Abhyankar Inequality:
Corollary 3.1.11. trdeg(L|K) > rankQ(ΓL/Γ) + trdeg
(
res(L)| res(K)).
The following consequence of this inequality is used in Section 3.6:
Corollary 3.1.12. Let E ⊆ F be a field extension with trdeg(F |E) = 1 and let A
be a valuation ring of F such that E ⊆ A 6= F . Then A is maximal among the
proper subrings of F .
Proof. By Corollary 3.1.11 applied to K := E with the trivial valuation, and
L := F with the valuation given by A, the value group ΓL has rankQ(ΓL) = 1, and
so is archimedean. It remains to use Corollary 3.1.6. 
Integral closure and valuations. Next we relate integrality to valuations. In
this subsection we fix a field K and a local subring A of K with maximal ideal
m = mA. The first proposition and Zorn imply that there is always a valuation ring
of K lying over A. (See the beginning of this section for the meaning of lying over
for local rings and in particular for valuation rings.)
Proposition 3.1.13. Consider the class of all local subrings of K lying over A,
partially ordered by B 6 B′ :⇐⇒ B′ lies over B. Any maximal element of this class
is a valuation ring of K.
In the proof of this proposition we use the following lemma.
Lemma 3.1.14. Suppose x ∈ K× is such that 1 ∈ mA[x−1] + x−1A[x−1]. Then x is
integral over A.
Proof. We have 1 = anx−n + · · ·+ a1x−1 + a0 where a1, . . . , an ∈ A and a0 ∈ m.
Multiplying both sides by xn yields:
xn(1− a0) + (terms of lower degree in x) = 0.
Since 1− a0 is a unit in A, it follows that x is integral over A. 
Proof of Proposition 3.1.13. Replacing A by a maximal element of the class
of local subrings of K lying over A, we arrange that A is the only local subring
of K lying over A; we need to show that then A is a valuation ring of K. For this,
let x ∈ K×. Suppose first that x is integral over A. Then A[x] is integral over A,
so Corollaries 1.3.5 and 1.3.7 give a maximal ideal n of A[x] with n ∩ A = m, and
then A[x]n is a local subring of K which lies over A. By maximality of A this
gives x ∈ A. Next, suppose x is not integral over A. Then by the lemma above
we have 1 /∈ mA[x−1] + x−1A[x−1], so we have a maximal ideal n of A[x−1] such
that n ⊇ m, and thus n ∩ A = m. The local subring A[x−1]n of K lies over A, and
maximality of A yields x−1 ∈ A. 
Corollary 3.1.15. Let L ⊇ K be a field extension. For each valuation ring of K
there exists a valuation ring of L which lies over it.
Lemma 3.1.16. Each valuation ring is integrally closed.
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Proof. Suppose that A is a valuation ring of K, let v = vA be the associated
valuation, and let x ∈ K satisfy xn + an−1xn−1 + · · · + a0 = 0 (all ai ∈ A). If
vx < 0, then v(xn) = nvx < ivx + v(ai) = v(aixi) for i = 0, . . . , n − 1 and hence
v(xn + · · ·+ a0) = nvx 6=∞, a contradiction. 
From Lemma 3.1.16 we obtain:
Corollary 3.1.17. If K is algebraically closed and A is a valuation ring of K,
then the field kA = A/m is algebraically closed and the abelian group ΓA is divisible.
In view of Corollary 3.1.9 this gives:
Corollary 3.1.18. Let L be an algebraic closure of K. Let A, B be valuation
rings of K,L, respectively, such that B lies over A. (So (K,A) is a valued subfield
of (L,B).) Then kB is an algebraic closure of kA, and ΓB is a divisible hull of ΓA.
Proposition 3.1.19. The integral closure of A in K equals the intersection of the
valuation rings of K lying over A.
Proof. Any x ∈ K integral over A lies in every valuation ring of K containing A
as a subring. Next, suppose x ∈ K× is not integral over A. Then, by the lemma
above, mA[x−1]+x−1A[x−1] is a proper ideal of A[x−1]. So we can take a maximal
ideal n ⊇ m of A[x−1] that contains x−1. This yields a local subring A[x−1]n of K
that lies over A. Let V be a maximal element of the class of local subrings of K
lying over A[x−1]n. Then V is a valuation ring of K, by Proposition 3.1.13, V lies
over A, and x−1 ∈ mV , so x /∈ V . 
Valuations and algebraic field extensions. In this subsection K is a field and A
is a valuation ring of K with maximal ideal m = mA. Also, L is an algebraic field
extension of K, and B is the integral closure of A in L.
Proposition 3.1.20. The valuation rings of L lying over A are exactly the Bq
with q a maximal ideal of B.
Proof. Let V be a valuation ring of L lying over A. Valuation rings are integrally
closed, so B ⊆ V . Set q := mV ∩B, so q ∩A = m, hence q is a maximal ideal of B
by Corollary 1.3.5.
Claim: V = Bq.
To prove this claim, note first that B \ q ⊆ V \ mV , hence Bq ⊆ V . For the other
inclusion let x ∈ V 6=. We have a relation anxn+ · · ·+ a0 = 0 where a0, . . . , an ∈ A,
an 6= 0. Take s ∈ {0, . . . , n} maximal such that vA(as) = mini vA(ai), and put
bi := ai/as. Dividing by asxs yields
(bnx
n−s + · · ·+ bs+1x+ 1)︸ ︷︷ ︸
y
+x−1 (bs−1 + · · ·+ b0/xs−1)︸ ︷︷ ︸
z
= 0.
So x = −y−1z. Since bi ∈ m for i = s + 1, . . . , n we have y ∈ V ×, thus y /∈ q.
Hence to get x ∈ Bq it suffices to show that y, z ∈ B. This will follow from
Proposition 3.1.19 if we show that y, z lie in every valuation ring of L lying over A.
If such a ring contains x, it also contains y, hence it contains z = −yx. If such a
ring does not contain x, then it contains x−1, and thus z = b0/xs−1 + · · · . This
finishes the proof of our claim.
Conversely, let q be a maximal ideal of B. It is clear that Bq lies over A, and
it remains to show that Bq is a valuation ring of L. Proposition 3.1.13 gives a
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valuation ring V of L that lies over Bq, and so V = Bp where p is a maximal ideal
of B. As Bq ⊆ V , this gives p ⊆ q, so p = q, and thus Bq = V . 
Proposition 3.1.20 yields a bijection q 7→ Bq from the set of maximal ideals ofB onto
the set of valuation rings of L lying over A. In particular, distinct valuation rings
of L lying over A are incomparable with respect to inclusion. The next proposition
concerns the behavior of valuations under normal field extensions:
Proposition 3.1.21. Suppose L ⊇ K is normal. Then for any valuation rings V ,
V ′ of L lying over A there is some σ ∈ Aut(L|K) such that σ(V ) = V ′.
In the proof we use the Chinese Remainder Theorem [249, II, §2]: Let I1, . . . , In
(n > 1) be ideals in the commutative ring R such that Ii + Ij = R for all i, j with
1 6 i < j 6 n, and let a1, . . . , an ∈ R. Then there exists an x ∈ R such that x ≡ ai
mod Ii for i = 1, . . . , n.
Proof of Proposition 3.1.21. We assume [L : K] <∞ below, since the propo-
sition follows from its validity in that special case.
Let q and q′ be maximal ideals of B; by Proposition 3.1.20 it suffices to show
that σ(q) = q′ for some σ ∈ G := Aut(L|K). Assume towards a contradiction that
σ(q) 6= q′ for all σ ∈ G. Thus the two sets of maximal ideals of B, {σ(q) : σ ∈ G}
and
{
σ(q′) : σ ∈ G}, are disjoint; since [L : K] <∞, these two sets are also finite.
By the Chinese Remainder Theorem we get x ∈ B such that
x ≡ 0 mod σ(q), x ≡ 1 mod σ(q′) for all σ ∈ G.
Hence σx ∈ q \ q′ for all σ ∈ G. Recall that
NL|K(x) :=
(∏
σ∈G
σx
)ℓ
lies in K, where ℓ = 1 if charK = 0, and ℓ = pe for some e ∈ N if charK = p > 0.
Each σx is integral over A, so NL|K(x) ∈ A since A is integrally closed. Also
NL|K(x) ∈ q\q′ because q and q′ are prime ideals, hence NL|K(x) ∈ A∩q = m ⊆ q′,
so NL|K(x) ∈ q′, a contradiction. 
Corollary 3.1.22. Suppose [L : K] <∞. There are only finitely many valuation
rings of L lying over A.
Proof. Take a field extension L′ ⊇ L such that [L′ : K] < ∞ and L′ ⊇ K is
normal, apply Proposition 3.1.21 to L′, and use that Aut(L′|K) is finite. 
In the next result K is the valued field with valuation ring A.
Corollary 3.1.23. Let Ka be an algebraic closure of K equipped with a valuation
ring of Ka lying over A. Then any valued field embedding K → F , where F is an
algebraically closed valued field, extends to a valued field embedding Ka → F .
Proof. Let K → F be a valued field embedding, and let j : Ka → F be a field
embedding that extends the field embedding K → F . Let V be the valuation ring
of F . Then j−1(V ) is a valuation ring of Ka lying over A, and so we have a field
automorphism σ of Ka over K such that σ−1j−1(V ) is the valuation ring of Ka.
Then jσ is a valued field embedding Ka → F as desired. 
Although for our purpose we need to consider only valued fields of characteristic
zero, we note for the sake of completeness:
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Lemma 3.1.24. Suppose char(K) = p > 0 and L ⊇ K is purely inseparable. Then
there is a unique valuation ring of L that lies over A.
Proof. This unique valuation ring is
{
x ∈ L : xpn ∈ A for some n}. 
Lemma 3.1.25. Let V be a valuation ring of L lying over A, with v as its associated
valuation. Suppose σ ∈ Aut(L|K) is such that σ(V ) = V . Then v ◦ σ = v.
Proof. Otherwise we have x ∈ K× with v(σ(x)) < v(x), that is, σ(x)/x /∈ V . By
induction we get σn(x)/σn−1(x) /∈ V for all n > 1, and thus v(σn(x)) < v(x) for
all n > 1. Taking n > 1 such that σn(x) = x we get a contradiction. 
Corollary 3.1.26. Let L be a normal extension of K and V a valuation ring of L
lying over A, with associated valuation v. Suppose V is the only valuation ring of L
lying over A. Then for x ∈ L× with minimum polynomial
a0 + a1X + · · ·+ an−1Xn−1 +Xn (a0, . . . , an−1 ∈ K, n > 1)
over K we have v(x) = 1nv(a0).
Proof. Use Lemma 3.1.25 and the fact that a0 or −a0 is a product x1 · · ·xn of
conjugates xi of x. 
Recall that a Galois extension of a field E is an algebraic field extension of E
that is both normal and separable over E. Let L be a Galois extension of K and
G := Aut(L|K). Let V be a valuation ring of L lying over A. Then the subgroup
Gd :=
{
σ ∈ G : σ(V ) = V }
of G is called the decomposition group of V over K, and the fixed field Ld of Gd
is called the decomposition field of V over K.
Corollary 3.1.27. Suppose L is a Galois extension of K. If V ′ 6= V is another
valuation ring of L lying over A, then V ∩ Ld 6= V ′ ∩ Ld. Moreover, Ld is the
smallest subfield of L containing K and having this property.
Proof. If V ′ is a valuation ring of L lying over A with V ∩ Ld = V ′ ∩ Ld, then
by Proposition 3.1.21 there is some σ ∈ Aut(L|Ld) such that σ(V ) = V ′; but
Aut(L|Ld) = Gd, hence for such σ we have σ(V ) = V and thus V = V ′. Suppose L′
is any subfield of L with K ⊆ L′ which also has the indicated property. Then
Aut(L|L′) ⊆ Gd: if σ ∈ Aut(L|L′) then both σ(V ) and V are valuation rings of L
lying over V ∩ L′, hence σ(V ) = V , and thus σ ∈ Gd. Therefore Ld ⊆ L′. 
Adjoining roots. Let K be a valued field with residue field k = res(K). For use
later in this section and in Section 3.3 we show:
Lemma 3.1.28. Let p be a prime number, and x an element in a field extension of K
such that xp = a ∈ K× where va /∈ pΓ. Then Xp − a is the minimum polynomial
of x over K, and v extends uniquely to a valuation w : K(x)× → ∆ with ∆ ⊆ QΓ
(as ordered groups). The residue field of w remains k, and [∆ : Γ] = p, with
∆ =
p−1⋃
i=0
Γ + iw(x) (disjoint union).
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Proof. Let w : K(x)× → ∆ with ∆ ⊆ QΓ be a valuation extending v. (By
Corollaries 3.1.15 and 3.1.9 there is such an extension.) Since va /∈ pΓ, the elements
w(x0) = 0, w(x1) =
va
p
, . . . , w(xp−1) =
(p− 1)va
p
of ∆ are in distinct cosets of Γ, so 1, x, . . . , xp−1 are K-linearly independent, and
thus Xp−a is the minimum polynomial of x over K. Also, for an arbitrary nonzero
element b = b0 + b1x+ · · ·+ bp−1xp−1 of K(x) (all bi ∈ K),
w(b) = min
{
v(bi) +
iva
p
: i = 0, . . . , p− 1
}
,
showing the uniqueness of w. This also proves the claims made by the lemma
about ∆. The residue field of w remains k by Corollary 3.1.8. 
Simple transcendental extensions. Let K be a valued field with value group Γ
and residue field res(K). So far we mainly considered algebraic extensions, but in
the rest of this section L = K(x) is a field extension with x transcendental over K.
We shall indicate some valuations of L that extend the given valuation v of K.
Lemma 3.1.29. Let ∆ be an ordered abelian group extension of Γ and δ ∈ ∆. Then v
extends uniquely to a valuation v : L× → ∆ of L such that
(3.1.3) va = min
i
(
v(ai) + iδ
)
for a =
∑
i
aix
i ∈ K[x] 6= (all ai ∈ K).
Here we do not require v : L× → ∆ to be surjective.
Proof. There is clearly at most one such extension as in the lemma. To prove
existence, define v : K[x] 6= → ∆ by (3.1.3). It suffices to show that v is a valuation
on K[x] (hence extends to a valuation on L). It is clear that (V2) is satisfied. To
show (V1), let a =
∑
i aix
i , b =
∑
j bjx
j ∈ K[x] 6= (ai, bj ∈ K). Then
ab =
∑
n
cnx
n where cn =
∑
i+j=n
aibj,
and for all n,
v
(
cn
)
+ nδ > min
i+j=n
(
(v(ai) + iδ) + (v(bj) + jδ)
)
> va+ vb.
Take i0 minimal such that v(ai0 )+ i0δ = mini
(
v(ai)+ iδ
)
and take j0 minimal such
that v(bj0 ) + j0δ = minj
(
v(bj) + jδ
)
. Now set n0 = i0 + j0 and consider
cn0x
n0 = ai0bj0x
n0 + terms aibjxn0 with i+ j = n0, and i < i0 or j < j0.︸ ︷︷ ︸
each has valuation > v(ai0) + v(bj0) + n0δ
Thus v(cn0) + n0δ =
(
v(ai0) + i0δ
)
+
(
v(bj0) + j0δ
)
= va+ vb. 
Next we consider in more detail two special cases.
Lemma 3.1.30. Let ∆ be an ordered abelian group extension of Γ, and δ ∈ ∆ such
that nδ /∈ Γ for all n > 1. Then v extends uniquely to a (not necessarily surjective)
valuation v : L× → ∆ of L with vx = δ. The value group of this valuation is the
internal direct sum Γ⊕ Zδ in ∆, and its residue field is k := res(K).
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Proof. If v is an extension as in the lemma, then
v(1) = 0, v(x) = δ, v(x2) = 2δ, . . .
lie in different cosets of Γ, so by Proposition 3.1.7, v satisfies (3.1.3), and thus v
must be the extension of Lemma 3.1.29. Let v be the extension described in
Lemma 3.1.29. Then vx = δ, and v(L×) = Γ⊕ Zδ. To see that the residue field is
still k, let a ∈ L with va = 0, so a = b/c where b, c ∈ K[x]6=. Then b = dxm(1 + r),
c = exn(1+s) where d, e ∈ K× and r, s ≺ 1 in L. Since vd+mδ = vb = vc = ve+nδ
we have vd = ve and m = n. Thus a = (d/e)(1 + t) where t ≺ 1 in L, so
a = d/e ∈ k. 
The valuation on L described in the next lemma is called the gaussian extension
of v to L (with respect to x).
Lemma 3.1.31. There is a unique valuation ring of L that makes L a valued field
extension of K with x 4 1 and x transcendental over k := res(K). Equipping L
with this valuation ring we have ΓL = Γ and res(L) = k(x), and
(3.1.4) vL(a) = min
i
v(ai) for a =
∑
i
aix
i ∈ K[x] (ai ∈ K).
Proof. If L is equipped with a valuation ring as in the lemma with associated
valuation vL, then 1, x, x2, . . . are linearly independent over k, so (3.1.4) holds by
Proposition 3.1.7, which determines vL uniquely, with ΓL = Γ. As to existence,
apply Lemma 3.1.29 with ∆ = Γ and δ = 0 to equip L with the valuation ring
whose associated valuation vL satisfies (3.1.4). Then clearly vL(x) = 0, and x is
transcendental over k. To get res(L) = k(x), let a ∈ L with vL(a) = 0; we claim
that a ∈ k(x). Now a = b/c where b, c ∈ K[x] 6= with vL(b) = vL(c) = 0. Then
b 6= 0, c 6= 0, and b, c ∈ k[x], and so a = b/c ∈ k(x) as desired. 
Let X be an indeterminate, and equip the field K(X) with the gaussian extension
of v with respect to X . A polynomial P ∈ K[X ] is said to be primitive if vP = 0.
The proof of the next lemma is obvious.
Lemma 3.1.32. If P ∈ K[X ]\K is primitive and P = P1 · · ·Pn with Pi ∈ K[X ] for
i = 1, . . . , n, then there are a1, . . . , an ∈ K× such that each polynomial Qi = aiPi
is primitive and P = Q1 · · ·Qn.
Note that O[X ]× = O×, since O is a domain.
Lemma 3.1.33. Suppose P ∈ O[X ], P /∈ O. Then
P is irreducible in O[X ] ⇐⇒ P is primitive and irreducible in K[X ].
Proof. Take a ∈ O with va = vP . Then P = a(a−1P ) and a−1P is primitive, so
if P is irreducible in O[X ], then P is primitive, hence irreducible in K[X ] by the
previous lemma. The direction ⇐ is obvious. 
Prescribing value group and residue field extensions. Let K be a valued
field with value group Γ and residue field k = res(K). We finish this section with
the following existence result:
Proposition 3.1.34. Let Γ′ be an ordered abelian group extension of Γ and k′ a
field extension of k = res(K). Then there is a valued field extension K ′ of K with
value group Γ′ and with residue field isomorphic to k′ over k.
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This follows from Lemmas 3.1.28 and 3.1.30 (for the value group extension) and
3.1.31 and the following fact (for the residue field extension).
Lemma 3.1.35. Let ξ lie in an algebraic closure of k, let P ∈ O[X ] be monic such
that P ∈ k[X ] is the minimum polynomial of ξ over k, and let a be a zero of P in an
algebraic closure of K. Then v extends uniquely to a (not necessarily surjective)
valuation v′ : K(a)× → QΓ on K(a). The residue field k′ of v′ is k-isomorphic
to k(ξ), v′(K(a)×) = Γ, and [K(a) : K] = [k′ : k].
Proof. By Lemma 3.1.33, P is the minimum polynomial of a over K, hence
[K(a) : K] = degP = degP = [k(ξ) : k].
Let v′ : K(a)× → QΓ be a valuation on K(a) extending v, with residue field k′ ⊇ k.
Then v′a > 0 since a is integral over O. Now P (a) = 0 in k′, hence there exists
a k-isomorphism k(a) → k(ξ); in particular, [K(a) : K] = [k(a) : k] and thus
k′ = k(a) and v′(K(a)×) = Γ, by Corollary 3.1.8. The uniqueness of v′ follows
from Proposition 3.1.7. 
Notes and comments. Everything in this section is classical valuation theory.
The notations≺ and∼ were introduced by du Bois-Reymond [48, 49] in asymptotic
analysis. (See [125, 126, 139] for discussions of his work.)
The valued fields C[[M]] occur in Hahn [162]; a variant with M = xR is in
Levi-Civita [257]; generalizations of Hahn fields were considered by Mal′cev [282],
Neumann [302], and Higman [179]; see [124] for some history.
As to our notation C[[M]] for Hahn fields, another popular notation is C((M)),
used for example in [112]. But here we only use the latter for M = tΓ as specified
at the end of the subsection on well-based series.
Zariski [468, Chapter VI, §10] contains a special case of Corollary 3.1.11, and
Abhyankar [3] a more general version for noetherian local rings. Propositions 3.1.13
and 3.1.19–3.1.21 and their corollaries are due to Krull [229], building on work by
Deuring [102] and Ostrowski [314] for rank 1 valuations. In that setting Ostrowski
defined the ramification index and residue degree, and proved Corollary 3.1.8 and
Lemma 3.1.24. Lemma 3.1.29 stems from Ostrowski [314] and Rella [332], and
Proposition 3.1.34 from Mac Lane [277]. For the history of valuation theory before
Krull’s [229], see Roquette [360].
3.2. Pseudoconvergence in Valued Fields
Let K be a valued field. Viewing the additive group of K as a valued abelian
group, the material on pseudoconvergent and pseudocauchy sequences in Section 2.2
applies. Let (aρ) be a well-indexed sequence in K, and a ∈ K. Recall that (aρ) is
said to pseudoconverge to a (notation: aρ  a) if v(a − aρ) is eventually strictly
increasing. We also say in that case that a is a pseudolimit of (aρ). Note that if
aρ  a and b ∈ K, then aρ + b a+ b, and aρb ab if b 6= 0. More generally:
Proposition 3.2.1. If aρ  a, and P ∈ K[X ], P /∈ K, then P (aρ) P (a).
The proof of this proposition is based on Taylor expansion of polynomials: for a
polynomial P ∈ K[X ] of degree at most d there are unique polynomials P(i) ∈ K[X ]
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such that in the ring K[X,Y ] of polynomials over K in the distinct indetermi-
nates X , Y , the identity
(3.2.1) P (X + Y ) =
d∑
i=0
P(i)(X) · Y i
holds. For convenience we also set P(i) = 0 for i > d, so P(0) = P and P(1) = P ′
(the formal derivative of P ). If char(K) = 0 then P(i) = 1i!P
(i) where P (i) is the
usual ith formal derivative of P . Although this will not be used until the next
section, we already note here a useful identity:
Lemma 3.2.2. P(i)(j) =
(
i+j
i
)
P(i+j) (i, j ∈ N).
We also use a fact on ordered abelian groups, with the easy proof left to the reader:
Lemma 3.2.3. For each i in a finite nonempty set I let βi ∈ Γ and ni ∈ N>1, and
let λi : Γ→ Γ be the linear function given by λi(γ) = βi+niγ. Assume that ni 6= nj
for all distinct i, j ∈ I. Let ρ 7→ γρ be a strictly increasing function from an infinite
linearly ordered set without largest element into Γ. Then there is an i0 ∈ I such
that if i ∈ I and i 6= i0, then λi0(γρ) < λi(γρ) eventually.
Proof of Proposition 3.2.1. Assume aρ  a, and P ∈ K[X ] with P /∈ K has
degree at most d. Substituting a for X and aρ − a for Y in (3.2.1) yields
P (aρ)− P (a) =
d∑
i=1
P(i)(a)(aρ − a)i, and for i = 1, . . . , d,
v
(
P(i)(a)(aρ − a)i
)
= βi + iγρ where βi := v
(
P(i)(a)
)
and γρ := v(aρ − a).
Since P = P (a) +
∑d
i=1 P(i)(a)(X − a)i and P is not constant, there is an i ∈
{1, . . . , d} with P(i)(a) 6= 0. Since (γρ) is eventually strictly increasing, Lemma 3.2.3
yields i0 ∈ {1, . . . , d} with P(i0)(a) 6= 0 such that for every i ∈ {1, . . . , d} with
i 6= i0 we have βi0 + i0γρ < βi+ iγρ eventually. Then v
(
P (aρ)−P (a)
)
= βi0 + i0γρ
eventually; in particular, the sequence
(
v
(
P (aρ) − P (a)
))
is eventually strictly
increasing, that is, P (aρ) P (a). 
The sequence (aρ) is pc inK if and only if (aρ) has a pseudolimit in some valued field
extension of K, and in that case, (aρ) has even a pseudolimit in some elementary
extension of the valued field K. (See the remark following Lemma 2.2.5.) Together
with the previous proposition this immediately yields:
Corollary 3.2.4. Suppose (aρ) is a pc-sequence in K, and P ∈ K[X ] is noncon-
stant. Then
(
P (aρ)
)
is a pc-sequence in K.
If (aρ) is a pc-sequence, then (v(aρ)) is either eventually strictly increasing, or
eventually constant. Hence:
Corollary 3.2.5. Let (aρ) and (bρ) be pc-sequences in K. Then:
aρbρ  0 ⇐⇒ aρ  0 or bρ  0.
A valued field extension L ⊇ K is said to be immediate if res(L) = res(K) and
ΓL = Γ (equivalently, the extension L ⊇ K of valued additive groups is immediate
as defined in Section 2.2).
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In the rest of this subsection we assume that (aρ) is a pc-sequence in K, and we
shall prove that then (aρ) has a pseudolimit in an immediate valued field extension
of K. To prepare for that, let P ∈ K[X ] be nonconstant. Then by Corollaries 2.2.8
and 3.2.4 there are two possibilities:
either
(
v(P (aρ))
)
is eventually strictly increasing (equivalently, P (aρ) 0),
or
(
v(P (aρ))
)
is eventually constant (equivalently, P (aρ) 6 0).
We say that (aρ) is of algebraic type over K if the first possibility is realized for
some nonconstant P ∈ K[X ], and then such a P of least degree is called aminimal
polynomial of (aρ) over K. By Corollary 3.2.5 such a minimal polynomial of (aρ)
over K is irreducible. We say that (aρ) is of transcendental type over K if the
second possibility is realized for all nonconstant P ∈ K[X ]. Note that for a ∈ K we
have aρ  a iff P (aρ) 0 for P = X − a; in particular, if (aρ) is of algebraic type
over K and diverges in K, then a minimal polynomial of (aρ) over K has degree
at least 2, and if (aρ) is of transcendental type over K, then (aρ) diverges in K. A
pc-sequence in K of transcendental type over K determines an essentially unique
immediate extension:
Lemma 3.2.6. Suppose (aρ) is of transcendental type over K. The valuation v on K
extends uniquely to a valuation v : K(X)× → Γ such that
(3.2.2) vP = eventual value of v
(
P (aρ)
)
for each P ∈ K[X ].
With this valuation K(X) is an immediate valued field extension of K in which
aρ  X. Moreover, if aρ  a in a valued field extension of K, then there is a
valued field isomorphism K(X)→ K(a) over K that sends X to a.
Proof. It is clear that defining vP for P ∈ K[X ] as in (3.2.2), we have a valuation
on K[X ] and thus on K(X). The value group of this valuation is still Γ, and one
checks easily that aρ  X . To verify that the residue field of K(X) is the residue
field of K we first note that because the value groups are equal, each R ∈ K(X)
with vR = 0 has the form R = P/Q where P,Q ∈ K[X ] with vP = vQ = 0. So
it is enough to consider a nonconstant P ∈ K[X ] with vP = 0, and find b ∈ K
with v(P − b) > 0. We have 0 = vP = v(P (aρ)) eventually, and (v(P − P (aρ))) is
eventually strictly increasing, so v
(
P −P (aρ)
)
> 0, eventually. Thus b = P (aρ) for
big enough ρ will do the job.
Finally, suppose aρ  a with a in a valued field extension of K (whose valu-
ation we continue to denote by v as usual). For nonconstant P ∈ K[X ] we have
P (aρ)  P (a) and thus v
(
P (a)
)
= v
(
P (aρ)
)
, eventually; in particular, P (a) 6= 0
and v
(
P (a)
)
= vP ∈ Γ. Thus a is transcendental over K and the field isomorphism
K(X)→ K(a) over K that sends X to a is even a valued field isomorphism. 
Here is an analogue for pc-sequences of algebraic type:
Lemma 3.2.7. Suppose (aρ) is divergent of algebraic type over K. Let µ(X) be a
minimal polynomial of (aρ) over K, and a a zero of µ in an extension field of K.
Then v extends uniquely to a valuation v : K(a)× → Γ such that
v
(
P (a)
)
= eventual value of v
(
P (aρ)
)
for each P ∈ K[X ] of degree < degµ.
With this valuation K(a) is an immediate valued field extension of K, and aρ  a.
Moreover, if µ(b) = 0 and aρ  b in a valued field extension of K, then there is a
valued field isomorphism K(a)→ K(b) over K that sends a to b.
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Proof. Much of the proof duplicates the proof for the case of transcendental type.
A difference is in how we obtain the multiplicative law for v : K(a)× → Γ as defined
above. Let s, t ∈ K(a)×. Then s = S(a), t = T (a) with nonzero S, T ∈ K[X ] of
degree less than deg µ, and ST = Qµ+R with Q,R ∈ K[X ] and degR < deg µ, so
st = R(a), and thus eventually
vs = v
(
S(aρ)
)
, vt = v
(
T (aρ)
)
, v(st) = v
(
R(aρ)
)
.
Also
vs+ vt = v
(
S(aρ)T (aρ)
)
= v
(
Q(aρ)µ(aρ) +R(aρ)
)
, eventually.
Since
(
v
(
Q(aρ)µ(aρ)
))
is either eventually strictly increasing or eventually ∞, this
forces vs+ vt = v(R(aρ)), eventually, so vs+ vt = v(st). 
The previous two lemmas together now immediately imply:
Corollary 3.2.8. Every pc-sequence in K has a pseudolimit in an immediate
valued field extension of K.
A minimal polynomial of a pc-sequence in K of algebraic type over K is in general
non-unique, even if we require it to be monic. For example, adding to the constant
term of a minimal polynomial µ ∈ K[X ] of (aρ) over K any element of K whose
valuation lies in the width of the pc-sequence
(
µ(aρ)
)
does not change its status as
a minimal polynomial of (aρ) over K.
Maximal and algebraically maximal valued fields. A valued field is said to
be maximal if it has no proper immediate valued field extension. By Lemma 2.2.1
and Zorn, every valued field has an immediate extension which is maximal.
Corollary 3.2.9. The following are equivalent:
(i) K is maximal;
(ii) the valued additive group of K is maximal;
(iii) K is spherically complete;
(iv) every pc-sequence in K has a pseudolimit in K.
Proof. The implication (i) ⇒ (iv) follows from Corollary 3.2.8, (iii) ⇔ (iv) from
Lemma 2.2.10, (iv) ⇒ (ii) from Corollary 2.2.6, and (ii) ⇒ (i) is trivial. 
For any field C and ordered abelian group M, the valued field C[[M]] is maximal,
by Corollaries 2.2.7 and 3.2.9. Thus by Corollaries 3.1.9 and 3.1.17:
Corollary 3.2.10. Let C be a field and M be an ordered abelian group. The
field C[[M]] is algebraically closed iff C is algebraically closed and M is divisible.
By Lemma 2.2.4, if a /∈ K is an element in an immediate valued field extension
of K, then there is a divergent pc-sequence (aρ) in K such that aρ  a. The
following lemma complements this result:
Lemma 3.2.11. Let a in an immediate valued field extension of K be algebraic
over K, and a /∈ K. Then there is a divergent pc-sequence (aρ) in K of algebraic
type over K such that aρ  a.
Proof. Take a divergent pc-sequence (aρ) in K such that aρ  a. Let P ∈ K[X ]
be the minimum polynomial of a over K. By the Taylor identity (3.2.1) we have
P (aρ) = P (aρ)− P (a) = (aρ − a) ·Q(aρ), Q ∈ K(a)[X ]
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and thus
v
(
P (aρ)
)
= v(aρ − a) + v
(
Q(aρ)
)
.
Since
(
v(aρ − a)
)
is eventually strictly increasing and
(
v(Q(aρ))
)
is eventually
strictly increasing or eventually constant,
(
v(P (aρ))
)
is eventually strictly increas-
ing, so (aρ) is of algebraic type over K. 
A valued field is algebraically maximal if it has no immediate proper algebraic
valued field extension. Thus every maximal valued field is algebraically maximal,
and every algebraically closed valued field is algebraically maximal. Lemmas 3.2.7
and 3.2.11 yield:
Corollary 3.2.12. K is algebraically maximal if and only if each pc-sequence in K
of algebraic type over K has a pseudolimit in K.
By Zorn, K has an immediate valued field extension that is algebraically maximal
and algebraic over K. By Corollary 3.3.4 and Theorem 3.3.29 such an extension is
unique up to unique isomorphism over K, if K has equicharacteristic zero.
Completion of valued fields. Let K be a valued field. We say that a valued
field extension L ⊇ K is dense if K is dense in L in the valuation topology on L.
Every dense extension of valued fields is immediate. The following complements
Theorem 2.2.28:
Theorem 3.2.13. There is a dense valued field extension Kc ⊇ K such that any
dense valued field extension L ⊇ K embeds uniquely over K into Kc.
The proof of this theorem uses the following routine lemma:
Lemma 3.2.14. Let (aρ), (bρ) be c-sequences in K with the same index set. Then:
(i) (aρ · bρ) is a c-sequence;
(ii) if a, b ∈ K and aρ → a, bρ → b, then aρ · bρ → a · b;
(iii) if aρ 6= 0 for all ρ and aρ 6→ 0, then (1/aρ) is a c-sequence.
Corollary 3.2.15. Suppose L = K(ai : i ∈ I) is a valued field extension of K
such that Γ is cofinal in ΓL and each generator ai is the limit in L of a c-sequence
in K. Then L ⊇ K is dense.
Proof of Theorem 3.2.13. Let Kc be the completion of the valued additive
group of K. (See Section 2.2.) By Lemmas 2.2.39 and 3.2.14, the multiplication
(x, y) 7→ x · y and inversion x 7→ 1/x (x 6= 0) on K have unique extensions to
continuous maps Kc ×Kc → Kc and (Kc)6= → Kc, with the product topology on
Kc×Kc, and Kc is a field extension of K with the first map as multiplication and
the second map as inversion. By Lemmas 2.2.24 and 3.2.14, the valuation of Kc is
a valuation on the field Kc. Given a dense valued field extension L of K there is a
unique embedding L→ Kc of valued additive groups over K, by Corollary 2.2.33,
and by continuity, this embedding is a valued field embedding. 
The properties of the valued field extension Kc of K postulated in Theorem 3.2.13
determine Kc up to a unique (valued field) isomorphism over K. We call Kc the
completion of K. Note that by construction, Kc is indeed complete: every c-
sequence in Kc converges in Kc. Hence:
Corollary 3.2.16. A valued field is complete iff it has no proper dense valued field
extension. (So every maximal valued field is complete.)
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For Hahn fields we make the above more concrete. Consider a (valued) Hahn
field C[[M]] over the field C with M 6= {1}. Since C[[M]] is spherically complete,
it is complete. For S ⊆ C[[M]], set suppS := ⋃f∈S supp f , and let cl(S) be the
closure of S in C[[M]] with respect to its valuation topology. For f =
∑
m fmm
in C[[M]] and n ∈M we define the truncation f|n of f at n by
f|n :=
∑
m≻n
fmm,
so f ∈ cl ({f|n : n ∈ M}). A set S ⊆ C[[M]] is said to be truncation closed if
for all f ∈ S and n ∈ M we have f|n ∈ S. Note that if S is a truncation closed
C-linear subspace of C[[M]], then suppS ⊆ S. We do not use this here, but it is
worth mentioning that many subsets of C[[M]] of a natural origin are truncation
closed; see [109]. From the observations above we get:
Lemma 3.2.17. If S is a truncation closed subset of C[[M]], then
cl(S) =
{
f ∈ C[[M]] : f|n ∈ S for every n ∈M
}
,
and so cl(S) is also truncation closed.
Let K be a (valued) subfield of C[[M]]. Then cl(K) is also a subfield of C[[M]].
Assume further that M ⊆ K. Then the valuation topology of C[[M]] induces
on K the valuation topology of the valued field K, and likewise with cl(K) instead
of K. Thus the valued field extension cl(K) ⊇ K is dense. As a valued abelian
group cl(K) is complete by Lemma 2.2.35, so the unique valued field embedding
cl(K)→ Kc over K is an isomorphism. Therefore it is reasonable to call cl(K) the
completion of K in C[[M]].
Corollary 3.2.18. Suppose K is a truncation closed subfield of C[[M]] such that
M ⊆ K. Then the completion of K in C[[M]] is{
f ∈ C[[M]] : f|n ∈ K for every n ∈M
}
.
Example 3.2.19. Let L :=
{
f ∈ C[[M]] : supp f|n is finite for all n ∈M
}
. Then
C[M] ⊆ L, C[M] is dense in L (for the valuation topology on C[[M]]), and L is a
truncation closed subalgebra of the C-algebra C[[M]]. Hence cl(C[M]) = cl(L) = L
by Lemma 3.2.17; in particular, L is complete as a valued abelian group.
Suppose now that M is archimedean. Then (1− ε)−1 = 1+ ε+ ε2+ · · · ∈ L for
ε ∈ L with ε ≺ 1, and so L is a subfield of C[[M]]. Hence C(M) ⊆ L, and thus L
is the completion of C(M) in C[[M]].
Let (Mi)i∈I be a family of ordered subgroups of M such that for all i, j ∈ I there is
a k ∈ I with Mi,Mj ⊆Mk (automatic if the Mi are convex in M) and M =
⋃
iMi.
Then the hypothesis of Corollary 3.2.18 holds for K :=
⋃
i C[[Mi]]. If in addition
the Mi are convex in M, then cl(K) = C[[M]].
The valued field K is said to be discrete if Γ ∼= Z (as ordered abelian groups),
equivalently, the valuation ring O is a DVR as defined in Section 1.1. In that
case, every pc-sequence in K has width {∞}. Hence for discrete valued fields, the
properties complete, spherically complete, and maximal are all equivalent.
From Corollary 2.2.34 we obtain:
Corollary 3.2.20. If L ⊇ K is a valued field extension and Γ is cofinal in ΓL,
then the inclusion K → L extends uniquely to a valued field embedding Kc → Lc.
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Next we show the continuity of roots of a polynomial in the valuation topology.
First an elementary fact: given n > 1 and a1, . . . , an, b1, . . . , bn ∈ K (not necessarily
distinct), there are permutations σ and τ of {1, . . . , n} such that for i = 1, . . . , n,
v
(
aσ(i) − bτ(i)
)
= max
i6j6n
v
(
aσ(i) − bτ(j)
)
.
To see this, pick i1, j1 ∈ {1, . . . , n} such that
v(ai1 − bj1) = max
{
v(ai − bj) : 1 6 i, j 6 n
}
,
and set σ(1) = i1, τ(1) = j1. Now continue inductively with the ai with i 6= i1
and the bj with j 6= j1. In the next lemma K[X ] is equipped with the gaussian
extension of the valuation of K.
Lemma 3.2.21. Let P =
∏n
i=1 (X − ai) with n > 1 and a1, . . . , an ∈ K. Then
for each γ ∈ Γ there is a β ∈ Γ with the property that if Q = ∏ni=1 (X − bi) with
b1, . . . , bn ∈ K and v(P −Q) > β, and v(ai − bi) = maxi6j6n v(ai − bj) for each i,
then v(ai − bi) > γ for each i.
Proof. We proceed by induction on n, the case n = 1 being trivial. Suppose
n > 1 and let γ ∈ Γ be given. Set P˜ := P/(X − a1), and by inductive hypothesis
choose β˜ ∈ Γ such that if Q˜ = ∏ni=2(X − bi) (all bi ∈ K) with v(P˜ − Q˜) > β˜, and
v(ai − bi) > v(ai − bj) for 2 6 i 6 j 6 n, then v(ai − bi) > γ for each i > 2.
Let now b1, . . . , bn ∈ K with v(ai − bi) > v(ai − bj) for i 6 j 6 n, and
Q =
∏n
i=1 (X − bi). Euclidean Division in K[X ] shows that the coefficients of P˜
are polynomials (with integer coefficients) in a1 and the coefficients Pi of P , and
the same polynomials, with a1 and Pi replaced by b1 and Qi, respectively, yield the
coefficients of Q˜ :=
∏n
i=2(X−bi). Since polynomial functions are continuous in the
valuation topology, we can therefore choose β0 > γ in Γ such that if v(a1−b1) > β0
and v(P −Q) > β0, then v(P˜ − Q˜) > β˜. We have
v
(
Q(a1)
)
=
n∑
i=1
v(a1 − bi) 6 nv(a1 − b1).
Using P (a1) = 0 we get
v
(
Q(a1)
)
= v
(
(P −Q)(a1)
)
> v(P −Q) + min (0, nv(a1)).
Hence if v(P − Q) > β1 := nβ0 − min
(
0, nv(a1)
)
, then v(a1 − b1) > β0. Thus
β := max(β0, β1) has the required property. 
Corollary 3.2.22. If K is algebraically closed, then so is its completion Kc.
Proof. Assume K is algebraically closed. Let L be an algebraic closure of the
completion Kc of K, equipped with a valuation ring of L lying over the valuation
ring of Kc. To get Kc algebraically closed, it is enough to show that K is dense
in L, since then Kc = L. So let a ∈ L, and let γ ∈ Γ be given. Let P ∈ Kc[X ] be
the minimum polynomial of a over Kc. Choose β ∈ Γ as in Lemma 3.2.21 applied
to L in place of K. As K is dense in Kc we can take a monic Q ∈ K[X ] of the
same degree as P with v(P −Q) > β. Since K is algebraically closed, it now follows
from Lemma 3.2.21 that there is b ∈ K with Q(b) = 0 and v(a− b) > γ. 
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Valued vector spaces over valued fields. To study extensions of complete
valued fields of finite degree, we temporarily move to the setting of valued vector
spaces over valued fields. Below K is a valued field.
Definition 3.2.23. A valued vector space over K is a vector space G over K,
together with a surjective valuation v : G → S∞ on the additive group of G, and
an action of the value group Γ of K on the value set S,
(γ, s) 7→ γ + s : Γ× S → S,
such that for all α, β ∈ Γ, s, s′ ∈ S, and a ∈ K×, g ∈ G6=,
(VS1) α 6 β ⇐⇒ α+ s 6 β + s;
(VS2) s 6 s′ ⇒ α+ s 6 α+ s′;
(VS3) v(ag) = va+ vg.
Note that here the same symbol v denotes the valuation of the valued abelian
group G and of the valued field K. It is convenient to extend the action of Γ on S
to a map Γ∞ × S∞ → S∞ by ∞+ s = γ +∞ =∞ for all γ ∈ Γ∞, s ∈ S∞. Then
(VS1), (VS2), and (VS3) hold for all α, β ∈ Γ∞, s, s′ ∈ S∞, and a ∈ K, g ∈ G.
Below we denote such a valued vector space by (G,S, v), or simply by G. For a
(vector) subspace H of G we have Γ+v(H 6=) ⊆ v(H 6=), and so H is a valued vector
space by restricting the valuation of G to H and the action of Γ to v(H 6=).
Examples.
(1) If the valuation of K is trivial, so Γ = {0}, then a valued vector space over K
is the same as a valued vector space (G,S, v) over the field K as defined in
Section 2.3, together with the trivial action of Γ on S.
(2) The valued field K is in a natural way a valued vector space (K,Γ, v) over
itself, with the action being the addition on Γ. More generally, if L ⊇ K is a
valued field extension, with the valuation of L denoted by v, then (L,ΓL, v),
with the action of Γ on ΓL by addition, is a valued vector space over K.
(3) Given a vector space G 6= {0} over K and a basis B of G, we turn G into a
valued vector space (G,Γ, vB) over K by setting vBg = min{vab : b ∈ B} for
g =
∑
b∈B abb, where ab ∈ K for all b ∈ B, ab = 0 for all but finitely many
b ∈ B, with the action of Γ on Γ given by addition.
Let (G,S, v) be a valued vector space over K. The notions “valuation-independent”
and “valuation basis” from Section 2.3 extend to this more general setting: B ⊆ G
is called valuation-independent if 0 /∈ B, and for every family (ab)b∈B in K, with
ab = 0 for all but finitely many b ∈ B, we have
v
(∑
b∈B
abb
)
= min
({v(abb) : b ∈ B} ∪ {∞}).
Every valuation-independent subset of G is K-linearly independent. (For example,
the set {bicj : 1 6 i 6 m, 1 6 j 6 n} in Proposition 3.1.7 is valuation-independent
in L as valued vector space over K.)
Lemma 3.2.24. Let B ⊆ G be valuation-independent with span H, and g ∈ G \H.
Then B ∪ {g} is valuation-independent iff vg > v(h+ g) for all h ∈ H.
Proof. The forward direction being obvious, suppose that vg > v(h + g) for all
h ∈ H . It suffices to show that for all h ∈ H and a ∈ K× we have v(h + ag) =
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min(vh, va+ vg). For this, after dividing by a, we may assume a = 1. If vh 6= vg,
then v(h + g) = min(vh, vg), and if vh = vg, then min(vh, vg) 6 v(h+ g) 6 vg by
assumption, hence v(h+ g) = vg = min(vh, vg). 
A valuation basis of G is a valuation-independent vector space basis of G. So in
Example (3) above, B is a valuation basis of (G,Γ, vB).
Let B be a valuation basis of G and suppose |B| = n > 1 is finite, say
B = {b1, . . . , bn}. Then (G,S, v) is isomorphic as a valued abelian group to
the direct product of the valued abelian groups (K,Si, vi), i = 1, . . . , n, where
Si = Γ+ vbi as an ordered subset of S, via = va + vbi for a ∈ K. Each valued
abelian group (K,Si, vi) in turn is isomorphic to the valued abelian group (K,Γ, v).
Thus, by Lemma 2.2.37:
Lemma 3.2.25. If G has a finite valuation basis and K is spherically complete,
then G is spherically complete.
Corollary 3.2.26. Suppose G has finite dimension as a K-vector space, and K is
spherically complete. Then G has a valuation basis, hence is spherically complete.
Proof. Let B ⊆ G be valuation-independent, with span H . Then H as a valued
vector space over K is spherically complete by the lemma above, so we are done if
G = H . Suppose G 6= H and take g ∈ G \H . Then v(g −H) ⊆ S has a largest
element v(g − h0), h0 ∈ H , by Lemma 2.2.18. Replacing g by g − h0 we arrange
that vg > v(g − h) for all h ∈ H . Then by Lemma 3.2.24, the set B ∪ {g} is
valuation-independent. Continuing this way we build a valuation basis of G. 
With completeness instead of spherical completeness, we have:
Proposition 3.2.27. Suppose K is complete, G is finite-dimensional as a vector
space over K, and Γ + s is cofinal in S for all s ∈ S. Then (G,S, v) is complete.
Proof. Let B be a basis for G, where n = |B| > 1, say B = {b1, . . . , bn}. Then B
is a valuation basis of (G,Γ, vB). As K is complete, (G,Γ, vB) is complete by
Lemma 2.2.38 and the considerations preceding Lemma 3.2.25.
Claim: vB is equivalent to v, in the sense that there exist s, t ∈ S with
vBx+ s 6 vx 6 vBx+ t for all x ∈ G.
(It follows that (G,S, v) is complete: if (xρ) is a c-sequence in (G,S, v), then (xρ)
is a c-sequence in (G,Γ, vB), which gives x ∈ G with xρ → x in (G,Γ, vB), and then
xρ → x in (G,S, v).) To prove the claim, we set s := min(vb1, . . . , vbn), and then
vx > vBx+ s for all x ∈ G. We show by induction on n that there exists t ∈ S with
vx 6 vBx + t for all x ∈ G. For n = 1 this holds for t := s, so assume n > 1. For
i = 1, . . . , n, let Gi be the span of B \ {bi}. Inductively, we can assume that Gi is
complete as a valued subspace of G, so by Lemma 2.2.36 we can take ti ∈ S such
that v(bi + g) 6 ti for all g ∈ Gi. Then for x =
∑
i aibi ∈ G (all ai ∈ K), we get
vx 6 vai + ti for all i, so vx 6 vBx+ t where t = maxi ti. 
In the next two corollaries L ⊇ K is a valued field extension with [L : K] < ∞.
Note that then Γ is cofinal in ΓL, by Corollary 3.1.9. Thus by Corollary 3.2.26 and
the previous proposition:
Corollary 3.2.28. If K is spherically complete, then L is spherically complete.
If K is complete, then L is complete.
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By Corollary 3.2.20 we have a unique valued field embedding Kc → Lc extending
the inclusion K → L. We view Kc as a valued subfield of Lc via this embedding,
and this gives us the subfield KcL of Lc.
Corollary 3.2.29. We have Lc = KcL and OLc = OKcOL.
Proof. Since [KcL : Kc] 6 [L : K] <∞, the valued subfield LKc of Lc is complete
by Corollary 3.2.28. As L is dense in Lc, so is KcL, and thus KcL = Lc.
Next, take a basis of the vector space L over K that is contained in OL and
extract from it a basis B = {b1, . . . , bn} ⊆ OL of Lc as a vector space overKc, where
[Lc : Kc] = n. This gives us the valuation vB on the vector space Lc over Kc. The
proof of Proposition 3.2.27 gives α ∈ ΓL such that vBx > vx + α for all x ∈ Lc.
Let any a ∈ OLc be given. By density we get b ∈ OL with v(a − b) > −α, so
vB(a− b) > 0, that is, a = b+
∑n
i=1 aibi with all ai ∈ OKc , and so a ∈ OKcOL, as
promised. 
Notes and comments. Proposition 3.2.1 for rank 1 is in Ostrowski [314]. The
classification of pc-sequences into those of algebraic and transcendental type is due
to Kaplansky [209], who also proved Lemmas 3.2.6 and 3.2.7 as well as (ii) ⇔ (iii)
in Corollary 3.2.9. Corollary 3.2.10 is in Mac Lane [278]. The completion of R(tR)
in R((tR)) (see Example 3.2.19) was first considered by Levi-Civita [257, 258],
and later used for restricted versions of “non-standard analysis” by Laugwitz [253]
and Lightstone and Robinson [259, 356]. Corollary 3.2.22 for rank 1 is from the
early days of valuation theory [247, 374]. Corollary 3.2.26 is due to Krull [229].
The proof of Corollary 3.2.29 via Proposition 3.2.27 stems from [359] and is cred-
ited there to E. Artin. The notion of valuation-independence was introduced by
Baur [38] (with different terminology).
3.3. Henselian Valued Fields
In this section K is a valued field with residue field k = res(K). Recall that for a
polynomial P ∈ O[X ] we let P be the polynomial with coefficients in k obtained
by replacing each coefficient of P by its residue class. The definition of henselianity
isolates a key algebraic property of maximal valued fields (see Corollaries 3.3.4
and 3.3.21): given P ∈ O[X ], every non-singular zero of P in k can be lifted to a
zero of the original polynomial P in O. More precisely:
Definition 3.3.1. We call K henselian if for every polynomial P ∈ O[X ] and
α ∈ k with P (α) = 0 and P ′(α) 6= 0 there is a ∈ O with P (a) = 0 and a = α.
By the next lemma, the a in this definition is unique. In Chapter 7 we introduce a
version of henselianity for valued differential fields lacking such uniqueness.
Lemma 3.3.2. Let P ∈ O[X ] and α ∈ k be such that P (α) = 0 and P ′(α) 6= 0.
Then there is at most one a ∈ O with P (a) = 0 and a = α.
Proof. Suppose a ∈ O satisfies P (a) = 0 and a = α. Then P ′(a) = P ′(α) 6= 0,
hence P ′(a) ∈ O×. Taylor expansion in x ∈ O around a gives
P (a+ x) = P (a) + P ′(a)x+ bx2 = P ′(a)x+ bx2 (b ∈ O)
= P ′(a)x
(
1 + P ′(a)−1bx
)
.
Since P ′(a)
(
1 + P ′(a)−1bx
) ∈ O× this gives P (a+ x) = 0 iff x = 0. 
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Next we show that algebraically maximal valued fields are henselian:
Lemma 3.3.3. Let P ∈ O[X ] and a ∈ O be such that P (a) ≺ 1, P ′(a) ≍ 1, and P
has no zero in a+ O. Then there is a pc-sequence (aρ) in K such that P (aρ) 0,
aρ ≡ a mod O for each ρ, and (aρ) has no pseudolimit in K.
Proof. Starting with a, one step of the classical Newton process for approximating
the zeros of polynomials yields an element b of O such that v(b− a) = v(P (a)) > 0
and v
(
P (b)
)
> 2v
(
P (a)
)
> 0: use Taylor expansion to write
P (a+ x) = P (a) + P ′(a)x + terms of higher degree in x
= P ′(a)
(
P ′(a)−1P (a) + x+ terms of higher degree in x
)
;
setting x = −P ′(a)−1P (a) then yields
P (a+ x) = P ′(a)
(
multiple of P (a)2
)
,
hence b = a+x has the required property. Note that b ≡ a mod O and thus P ′(b) ≡
P ′(a) mod O, in particular P ′(b) ≍ 1. Hence the hypothesis on a in the statement
of the lemma also applies to b. We now iterate this process. More precisely, let λ
be a nonzero ordinal and (aρ) a sequence in a + O indexed by the ordinals ρ < λ
such that a0 = a, and v(aσ − aρ) = v
(
P (aρ)
)
and v
(
P (aσ)
)
> 2v
(
P (aρ)
)
whenever
λ > σ > ρ. (For λ = 2 we have such a sequence with a0 = a, a1 = b.) If λ = µ+ 1
is a successor ordinal, then we construct the next term aλ ∈ a + O by Newton
approximation so that v(aλ − aµ) = v
(
P (aµ)
)
and v
(
P (aλ)
)
> 2v
(
P (aµ)
)
.
Suppose now that λ is a limit ordinal. Then (aρ) is clearly a pc-sequence
and P (aρ)  0. If (aρ) has no pseudolimit in K, then we are done. If (aρ) has
a pseudolimit in K, let aλ be such a pseudolimit. Then P (aρ)  P (aλ). Since(
v(P (aρ))
)
is strictly increasing, this yields v
(
P (aλ)
)
> v
(
P (aρ+1)
)
> 2v
(
P (aρ)
)
for each index ρ < λ. It is also clear that v(aλ − aρ) = v(aρ+1 − aρ) = v
(
P (aρ)
)
for each ρ < λ, in particular, aλ ∈ a+ O. Thus we have extended our sequence by
one more term. This building process must come to an end. 
Corollary 3.3.4. Each algebraically maximal valued field is henselian. (Thus each
maximal valued field and each algebraically closed valued field is henselian.)
This follows from Corollary 3.2.12 and the previous lemma. For equicharacteristic
zero valued fields, see Corollary 3.3.21 for a converse.
Let P ∈ O[X ] and a ∈ O satisfy the hypothesis of Lemma 3.3.3, let (aρ) be the pc-
sequence constructed in the proof of that lemma, and consider the strictly increasing
sequence (γρ), where γρ = v(aρ − aσ) with σ > ρ. Then by construction of (aρ)
we have γσ > 2γρ for σ > ρ; thus (γρ) is cofinal in a convex subgroup 6= {0} of Γ
(Lemma 2.4.6). So if rank(Γ) = 1, then (aρ) has width {∞}. Thus:
Corollary 3.3.5. Each complete valued field of rank 1 is henselian.
Corollary 3.3.5 is commonly known as Hensel’s Lemma.
Lemma 3.3.6. Let P ∈ O[X ] and a ∈ O be such that P (a) ≺ 1, P ′(a) ≍ 1, and
let x in a valued field extension L of K be a zero of P with v(x − a) > 0. Then
v
(
P (b)
)
= v(x− b) for all b ∈ L with v(a− b) > 0.
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Proof. Taylor expansion yields
P (x+ Y ) = P (x) + P ′(x) · Y + terms of higher degree in Y
= P ′(x) · Y · (1 +Q) where Q ∈ OL[Y ], Q(0) = 0.
Let b ∈ L, v(a− b) > 0. Substituting b− x for Y yields
P (b) = P ′(x) · (b− x) · (1 +Q(b− x)) with Q(b− x) ≺ 1,
which gives the desired conclusion. 
Corollary 3.3.7. The following conditions on K are equivalent:
(i) the completion Kc of K is henselian;
(ii) for every polynomial P ∈ O[X ] and a ∈ O with P (a) ≺ 1 and P ′(a) ≍ 1 and
every γ ∈ Γ> there exists b ∈ O with v(P (b)) > γ and a = b.
In particular, if K is henselian, then so is Kc.
Proof. Suppose Kc is henselian, P ∈ O[X ], a ∈ O, P (a) ≺ 1, P ′(a) ≍ 1, and
γ ∈ Γ>. Take x ∈ Kc with x 4 1, P (x) = 0, and x = a. Next, take b ∈ K
such that v(b − x) > γ. Then by Lemma 3.3.6 applied to L = Kc we obtain
v
(
P (b)
)
= v(x − b) > γ. Thus (i) ⇒ (ii). Assume (ii), and let Q ∈ OKc [X ] and
α ∈ k be such that Q(α) = 0 and Q′(α) 6= 0. We extend the valuation of Kc to its
algebraic closure and use Corollary 3.3.4 to get a zero x ofQ in this algebraic closure
such that x = α. Let γ ∈ Γ>. Since K is dense in Kc, we can take P ∈ K[X ]
with v(P − Q) > γ. Then P ∈ O[X ] and P = Q. By (ii) we have b ∈ O with
v
(
P (b)
)
> γ and b = α. Hence by Lemma 3.3.6 again we have v(x − b) > γ. By
Corollary 3.2.15 and 3.2.16 this yields x ∈ Kc, so (i) holds. 
Lifting the residue field. Suppose C is a subfield of the valuation ring O of K.
Then C is mapped onto a subfield C of k = res(K) under the residue map
x 7→ x : O → O/O = k.
In case C = k we call C a lift of k (in O). For example, the subfield C of a Hahn
field C[[M]] is a lift of the residue field of this Hahn field. We say that the residue
field of K can be lifted if there is a lift of k in O.
Proposition 3.3.8. Suppose K is henselian of equicharacteristic zero. Then the
residue field of K can be lifted; in fact, every maximal subfield of O is a lift of k.
In the proof we use:
Lemma 3.3.9. Let C be a maximal subfield of O. Then C is algebraically closed
in K, and the field extension k ⊇ C is algebraic.
Proof. Since O is integrally closed in K, it contains the algebraic closure of C
in K; hence C is algebraically closed in K. Let ξ ∈ k be transcendental over C,
and take x ∈ O such that x = ξ. For P ∈ C[X ], P 6= 0, we have P ∈ C[X ], P 6= 0,
hence P (x) = P (ξ) 6= 0, so P (x) ∈ O×. In particular, the subring C[x] of O is
mapped isomorphically onto the subring C[ξ] of k by the residue map. Thus C[x]
is a domain with fraction field C(x) inside O, and C(x) is mapped isomorphically
onto the subfield C(ξ) of k. Thus C(x) is a subfield of O that strictly contains C,
a contradiction. 
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Proof of Proposition 3.3.8. Since chark = 0, the valuation ring O of K con-
tains a subfield. By Zorn there is a maximal subfield C of O. Suppose x ∈ O and
x ∈ k \ C. By the previous lemma, ξ := x is algebraic over C. Let P ∈ C[X ]
be a monic polynomial such that its image P ∈ C[X ] is the minimum polynomial
of ξ over C. Then P is irreducible since P is. Since char(k) = 0, the irreducible
polynomial P ∈ C[X ] is separable, so P ′(ξ) 6= 0. As K is henselian, this gives
ε ∈ O such that P (x + ε) = 0. Then C[x + ε] is a subfield of O, contradicting the
maximality of C. Thus k = C, so C is a lift of k. 
Characterizations of henselianity. The following elementary lemma contains
useful reformulations of the henselianity condition:
Lemma 3.3.10. The following are equivalent:
(i) K is henselian;
(ii) each polynomial
1 +X + P2X
2 + · · ·+ PnXn where n > 2, P2, . . . , Pn ∈ O
has a zero in O (of course, such a zero must lie in −1 + O);
(iii) each polynomial
Y n + Y n−1 +Qn−2Y
n−2 + · · ·+Q0 where n > 2, Q0, . . . , Qn−2 ∈ O
has a zero in O×;
(iv) given a polynomial P ∈ O[X ] and a ∈ O such that P (a) ≺ P ′(a)2, there is
b ∈ O such that P (b) = 0 and b − a ≺ P ′(a). (Newton version)
Proof. Assume K is henselian and let P = 1 + X + P2X2 + · · · + PnXn with
n > 2 and P2, . . . , Pn ∈ O. Then for a = −1 we have P (a) ≺ 1 and P ′(a) ≍ 1.
Thus P has a zero in O. This shows (i)⇒ (ii). For (ii)⇔ (iii), use the substitution
X = 1/Y . Suppose now that (ii) holds, let P , a be as in the hypothesis of (iv).
Note that P ′(a) 6= 0 and set c := P (a)/P ′(a)2 (so c ≺ 1). Let x ∈ O and consider
the expansion:
P (a+ x) = P (a) + P ′(a)x+
∑
i>2
P(i)(a)x
i
= cP ′(a)2 + P ′(a)x+
∑
i>2
P(i)(a)x
i.
Set x = cP ′(a)y where y ∈ O. Then
P (a+ x) = cP ′(a)2
1 + y +∑
i>2
aiy
i

where the ai ∈ O do not depend on y. By (ii) choose y ∈ O such that
1 + y +
∑
i>2
aiy
i = 0.
This yields an element b = a+x = a+ cP ′(a)y as required. This shows (ii) ⇒ (iv),
and (iv) ⇒ (i) is clear. 
Given an algebraic closureKa ofK, the valuation v : K× → Γ extends to a valuation
(Ka)× → QΓ. The following proposition shows among other things that uniqueness
of such an extension is equivalent to K being henselian:
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Proposition 3.3.11. The following are equivalent:
(i) K is henselian;
(ii) for each algebraic field extension L ⊇ K there is a unique valuation ring of L
lying over O;
(iii) for each monic polynomial P ∈ O[X ] which is irreducible in K[X ] there is
somem > 1 and a monic Q ∈ O[X ] with Q is irreducible in k[X ] and P = Qm;
(iv) given monic P,Q,R ∈ O[X ] with P = Q·R and Q, R relatively prime in k[X ],
there are monic Q∗, R∗ ∈ O[X ] with P = Q∗R∗ and Q∗ = Q, R∗ = R.
Proof. Suppose (ii) fails. Then we have a field extension L ⊇ K with [L : K] <∞
and more than one valuation ring of L lying over O. By Lemma 3.1.24 we can
replace L by the separable closure of K in L and arrange that L is separable
over K. Replacing L by its normal closure over K (in an algebraic closure of K),
we can also assume that L is a Galois extension of K. Let OL be a valuation ring
of L lying over O, and let Gd be the decomposition group and Ld the decomposition
field of OL over K; see Corollary 3.1.27. Let O1, . . . ,Om be the distinct valuation
rings of L lying over O, with O1 = OL, and let Oi be the maximal ideal of Oi. Then
m > 1 and O1 ∩ Ld 6= Oi ∩ Ld for i = 2, . . . ,m. Let B be the integral closure of O
in Ld. Then O1∩B, . . . , Om∩B are maximal ideals of B, by Proposition 3.1.20, and
O1 ∩B 6= Oi ∩B for i = 2, . . . ,m. Next, the Chinese Remainder Theorem provides
an element x ∈ B such that x ∈ O1 and x /∈ Oi for i = 2, . . . ,m. Let
P := Xn + an−1X
n−1 + · · ·+ a0 (ai ∈ K)
be the minimum polynomial of x over K. From m > 1 we get x /∈ K, so n > 2
and P does not have a zero in K. By Lemma 1.3.12 we have P ∈ O[X ]; we claim
that a0 ∈ O and a1 /∈ O. To see this, let x = x1, x2, . . . , xn be the distinct conjugates
of x under the action of Aut(L|K). Now a0 = (−1)nx(x2 · · ·xn) and x2, . . . , xn are
integral over O, so x2 · · ·xn ∈ B, and thus a0 ∈ xB ∩ O ⊆ O. Let j ∈ {2, . . . , n}
and take σ ∈ Aut(L|K) with xj = σ(x); since xj 6= x and x ∈ Ld we have σ /∈ Gd,
hence σ−1(O1) = Oi where i ∈ {2, . . . ,m}. For such i we have x /∈ Oi = σ−1(O1),
so xj = σ(x) /∈ O1. Therefore the sum
∑n
j=1 x1 · · ·xj−1xj+1 · · ·xn in
a1 = (−1)n−1
n∑
j=1
x1 · · ·xj−1xj+1 · · ·xn,
has precisely one term, namely x2 · · ·xn, that misses the factor x1 = x, and so
this is the only term in the sum not in O1; thus a1 /∈ O. It follows that K is not
henselian. This proves (i) ⇒ (ii), since we have established its contrapositive.
Suppose now that (ii) holds. Let Ka be an algebraic closure of K. Then
by Proposition 3.1.20, the integral closure B of O in Ka is local. Let P ∈ O[X ]
be monic and irreducible in K[X ], and let x ∈ Ka be a zero of P . Then the
subring O[x] of B is local, since distinct maximal ideals of O[x] would extend to
distinct maximal ideals of B. Now P is monic and irreducible, so O[x] ∼= O[X ]/(P )
as ring extensions of O. By Lemma 1.4.8, P = Qm for some m > 1 and monic
irreducible polynomial Q ∈ k[X ]. This shows (ii) ⇒ (iii).
Suppose (iii) holds; let P,Q,R ∈ O[X ] be monic such that P = Q ·R and Q, R
are relatively prime in k[X ]. We have P = P1 · · ·Pm where each Pi ∈ K[X ] is monic
and irreducible. The coefficients of Pi are elementary symmetric functions in the
zeros of Pi, and these zeros are among the zeros of P and hence integral overO; thus
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Pi ∈ O[X ] for each i. By (iii), Pi is a power of an irreducible polynomial in k[X ].
Since Q, R are relatively prime, either Pi divides Q or Pi divides R. Let Q∗ be
the product of those Pi such that Pi divides Q, and let R∗ be the product of the
remaining Pi. Then Q∗, R∗ have the required properties, showing (iv).
Assume (iv); to derive (i), it suffices, by the equivalence of (i) and (iii) in Lem-
ma 3.3.10, that each polynomial P = Xn+Xn−1+an−2Xn−2+ · · ·+a0 with n > 2
and a0, . . . , an−2 ∈ O has a zero in O×. Now P factors as (X + 1)Xn−1. By (iv)
take monic Q∗, R∗ ∈ O[X ] with P = Q∗R∗, Q∗ = Q = X + 1, R∗ = Xn−1. Then
Q∗ = X − a with a ∈ O, so a = −1, hence a ∈ O× and P (a) = 0. 
The equivalence of (i) and (ii) in this proposition has an important consequence:
Corollary 3.3.12. If K is henselian and L is an algebraic valued field extension
of K, then L is henselian and OL is the integral closure of O in L.
To get a variant of property (iii) in Proposition 3.3.11 for not necessarily monic
polynomials we use the following lemma:
Lemma 3.3.13. Suppose K is henselian, and let P ∈ O[X ] be irreducible in K[X ]
such that degP > 1. Then deg(P ) = deg(P ).
Proof. Let Ka be an algebraic closure of K and Oa the unique valuation ring
of Ka lying over O; we continue to denote the associated valuation (Ka)× → QΓ
on Ka by v. Then v ◦ σ = v for all σ ∈ Aut(Ka|K), by Lemma 3.1.25. In Ka[X ],
(3.3.1) P = a
n∏
j=1
(X − xj) where a ∈ O, a 6= 0, x1, . . . , xn ∈ Ka.
Since for all i, j there is σ ∈ Aut(Ka|K) with σ(xi) = xj , we have γ ∈ QΓ with
v(xi) = γ for all i. We claim that γ > 0. Suppose γ < 0, and let
n∏
j=1
(X − xj) = Xn + b1Xn−1 + · · ·+ bn−1X + bn, b1, . . . , bn ∈ K.
Then v(bn) = nγ, and v(bi) > iγ > nγ = v(bn) for i = 1, . . . , n − 1, and this
holds also for b0 := 1. But this contradicts degP > 1, and thus γ > 0, as claimed.
Applying the residue morphism to both sides in (3.3.1) and using P 6= 0 now yields
a 6= 0, that is, deg(P ) = n = deg(P ). 
Corollary 3.3.14. Suppose K is henselian, P ∈ O[X ] is irreducible in K[X ], and
degP > 1. Then there exist m > 1, a ∈ O×, and monic Q ∈ O[X ] such that Q is
irreducible in k[X ] and P = a ·Qm.
Proof. The leading coefficient a of P lies in O× by the previous lemma, and so the
desired result follows from Proposition 3.3.11(iii) applied to the monic polynomial
P/a ∈ O[X ]. 
We also note a consequence of Corollary 3.1.26 and Proposition 3.3.11:
Corollary 3.3.15. If K is henselian and x an element of an algebraic valued field
extension of K, with minimum polynomial
a0 + a1X + · · ·+ an−1Xn−1 +Xn (a0, . . . , an−1 ∈ K, n > 1)
over K, then v(x) = 1nv(a0).
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The henselian axiom concerns polynomials over O in a single variable, but implies
an analogue for multivariate polynomials. To discuss this, let n > 1, and let
P = (P1, . . . , Pn) be an n-tuple of polynomials Pi ∈ K[Y1, . . . , Yn]. For a ∈ Kn we
have P (a) :=
(
P1(a), . . . , Pn(a)
) ∈ Kn, and we recall from Section 1.9 that
P ′(a) :=
(
∂Pi
∂Yj
(a)
)
i,j=1,...,n
(an n× n-matrix with entries in K).
We equip the additive abelian group Kn with the valuation
v : Kn → Γ∞, v(a) := min
i
v(ai) for a = (a1, . . . , an) ∈ Kn.
We consider here the elements of Kn as column vectors, that is, as n× 1-matrices
with entries in K. In particular, this holds for the above a ∈ Kn and P (a) ∈ Kn.
Proposition 3.3.16. Let K be henselian, let P1, . . . , Pn ∈ O[Y1, . . . , Yn], n > 1,
and let a ∈ On. Then:
(i) if v
(
P (a)
)
> 0 and v
(
detP ′(a)
)
= 0, then there is a unique b ∈ On with
P (b) = 0 and v(a− b) > 0;
(ii) Newton version: if v
(
P (a)
)
> 2v
(
detP ′(a)
)
, then there is a unique b ∈ On
with P (b) = 0 and v(a− b) > v( detP ′(a)).
Proof. To prove (i), let v
(
P (a)
)
> 0 and v
(
detP ′(a)
)
= 0. The square matrix
J := P ′(a) has entries in O with detJ ∈ O×, so has inverse J−1 with entries in O.
For y ∈ On we have by Taylor expansion
P (a+ y) = P (a) + J · y +Q(y), Q = (Q1, . . . , Qn),
where the Qi ∈ O[Y1, . . . , Yn] are independent of y and contain only monomials of
degree > 2. Thus for y ∈ On,
J−1 · P (a+ y) = J−1 · P (a) + y +R(y) R = (R1, . . . , Rn),
where the Ri ∈ O[Y1, . . . , Yn] are independent of y and contain only monomials of
degree > 2. Thus with c := J−1 · P (a) we have c ∈ On, and it remains to show
that there is exactly one y ∈ On with c + y + R(y) = 0, that is, −c − R(y) = y.
Consider the map f : On → On given by f(y) = −c − R(y). For x, y ∈ On we
have f(x) − f(y) = R(y) − R(x), and so v(f(x) − f(y)) > v(x − y) if x 6= y.
If K is maximal as a valued field, then the valued abelian group Kn is spherically
complete, by Lemma 2.2.37 and Corollary 3.2.9, and so f has a unique fixpoint
by Theorem 2.2.12, and (i) holds. Suppose K is not maximal. Then we take
some algebraically closed maximal valued field extension L of K and obtain a
unique y ∈ OnL with P (a+ y) = 0. Then the entries yi of the vector y are separably
algebraic over K by Corollary 1.9.7.
Let Ka be the algebraic closure of K in L, so Oa := OL ∩ Ka is the unique
valuation ring of Ka lying over O. Let Oa be the maximal ideal of Oa, so y ∈ (Oa)n.
Then for each σ ∈ Aut(Ka|K),
P
(
a+ σ(y)
)
= σ
(
P (a+ y)
)
= 0, σ(y) ∈ (σOa)n = (Oa)n,
so σ(y) = y by uniqueness of y. Therefore y ∈ On. This proves (i).
For (ii), set J := P ′(a), and put d := detJ , and assume v
(
P (a)
)
> 2v(d). As
in the proof of (i) we have Q1, . . . , Qn ∈ O[Y1, . . . , Yn], each having only monomials
of degree > 2, such that for all y ∈ Kn,
P (a+ y) = P (a) + J · y +Q(y), Q = (Q1, . . . , Qn).
122 3. VALUED FIELDS
Note that Qi(dY1, . . . , dYn) = d2Ri(Y1, . . . , Yn) with Ri ∈ O[Y1, . . . , Yn]. Then
P (a+ dy) = P (a) + J · dy + d2R(y), R = (R1, . . . , Rn),
for all y ∈ Kn. Now J−1 has all its entries in d−1O, so for all y ∈ Kn,
J−1 · P (a+ dy) = J−1 · P (a) + dy + dS(y), S = (S1, . . . , Sn)
with Si ∈ O[Y1, . . . , Yn] independent of y and all its monomials of degree > 2. So
d−1J−1 · P (a+ dy) = d−1J−1 · P (a) + y + S(y),
for all y ∈ Kn, and v(d−1J−1 · P (a)) > 0. Thus (i) gives a unique y ∈ On with
P (a+ dy) = 0, which is the conclusion of (ii). 
In the corollary below we let X1, . . . , Xm, Y1, . . . , Yn be distinct indeterminates and
set X = (X1, . . . , Xm), Y = (Y1, . . . , Yn). Given an n-tuple P = (P1, . . . , Pn) of
polynomials Pi ∈ K[X,Y ] and a ∈ Km, b ∈ Kn we define the n× n-matrix
∂P
∂Y
(a, b) :=
(
∂Pi
∂Yj
(a, b)
)
i,j=1,...,n
with entries in K.
Corollary 3.3.17 (Implicit Function Theorem). Suppose K is henselian. Let
P = (P1, . . . , Pn) where Pi ∈ O[X,Y ], m,n > 1. Let a ∈ Om, b ∈ On be such that
P (a, b) = 0, det
∂P
∂Y
(a, b) 6= 0,
and set δ := v
(
det ∂P∂Y (a, b)
) ∈ Γ. Then for all x ∈ Om with v(x − a) > 2δ there is
a unique y ∈ On such that P (x, y) = 0 and v(y − b) > δ.
Proof. Let x ∈ Om, v(x− a) > 2δ. Taylor expansion yields
P (x, b) = P (a, b) +Q(x− a) = Q(x− a), Q = (Q1, . . . , Qn)
where the Qi ∈ O[X1, . . . , Xm] contain only monomials of degree > 1, and so
v
(
P (x, b)
)
> v(x− a) > 2δ. Similarly,
det
∂P
∂Y
(x, b) = det
∂P
∂Y
(a, b) +R(x− a) where R ∈ O[X ], R(0) = 0,
so v
(
det ∂P∂Y (x, b)
)
= v
(
det ∂P∂Y (a, b)
)
= δ. Now apply Proposition 3.3.16(ii) to(
P1(x, Y ), . . . , Pn(x, Y )
)
and b in place of P and a. 
Hensel configuration and algebraic maximality. For K to be henselian is a
condition on polynomials over its valuation ring O. It is convenient to have an
equivalent condition in terms of polynomials over K. Let P ∈ K[X ] be of degree
at most d, and let a ∈ K, so
P+a(X) := P (a+X) =
d∑
i=0
P(i)(a)X
i = P (a) + P ′(a)X +
d∑
i=2
P(i)(a)X
i.
We say that P is in hensel configuration at a if P ′(a) 6= 0, and either P (a) = 0
or P (a) 6= 0 and γ := v(P (a))− v(P ′(a)) satisfies
v
(
P (a)
)
< v
(
P(i)(a)
)
+ iγ for i = 2, . . . , d.
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Lemma 3.3.18. Suppose K is henselian and P as above is in hensel configuration
at a ∈ K. Set γ := v(P (a)) − v(P ′(a)) ∈ Γ∞. Then there is a unique b ∈ K such
that P (a+ b) = 0 and v(b) > γ; this b satisfies v(b) = γ.
Proof. If P (a) = 0, then b := 0 works, so assume P (a) 6= 0. Take g ∈ K such
that vg = γ, and set Q := P+a, h := P (a), and
Q˜(X) := Q(gX)/h = 1 +
(
P ′(a)g/h
)︸ ︷︷ ︸
≍1
X +
d∑
i=2
(
P(i)(a)g
i/h
)︸ ︷︷ ︸
≺1
X i.
Since K is henselian and the image of Q˜ under the natural surjection O[X ]→ k[X ]
has degree 1, the polynomial Q˜ has a unique zero u ∈ O. We have u ≍ 1 and
P (a+ ug) = 0, hence b := ug has the required properties. 
Proposition 3.3.19. Suppose K is of equicharacteristic zero. Let (aρ) be a pc-
sequence in K with aρ  a ∈ K, and set γρ := v(a − aρ). Let P ∈ K[X ] of
degree 6 d be such that P (aρ)  0 and P(i)(aρ) 6 0 for i = 1, . . . , d. Then for
i = 2, . . . , d, we have, eventually,
v
(
P (aρ)
)
= v
(
P (aρ)− P (a)
)
= v
(
P ′(a)
)
+ γρ < v
(
P(i)(a)
)
+ iγρ.
Proof. The proof of Proposition 3.2.1 yields a unique i0 > 1 such that for each i >
1 with i 6= i0,
v
(
P (aρ)− P (a)
)
= v
(
P(i0)(a)
)
+ i0γρ < v
(
P(i)(a)
)
+ iγρ, eventually.
Now P (aρ) 0, so v
(
P (aρ)
)
= v
(
P (aρ)− P (a)
)
, eventually, and for i > 1, i 6= i0:
v
(
P (aρ)
)
= v
(
P(i0)(a)
)
+ i0γρ < v
(
P(i)(a)
)
+ iγρ, eventually.
We claim that i0 = 1. Let i > 1; our claim will then follow by deriving
v
(
P ′(a)
)
+ γρ 6 v
(
P(i)(a)
)
+ iγρ, eventually.
Now the proof of Proposition 3.2.1 applied to P ′ instead of P also yields
v
(
P ′(aρ)− P ′(a)
)
6 v
(
P ′(j)(a)
)
+ jγρ, eventually
for all j > 1. Since v
(
P ′(aρ)
)
= v
(
P ′(a)
)
eventually, this yields
v
(
P ′(a)
)
6 v
(
P ′(j)(a)
)
+ jγρ, eventually
for all j > 1. Using P ′(j) = (1 + j)P(1+j) (Lemma 3.2.2), this gives for j > 1:
v
(
P ′(a)
)
6 v
(
P(1+j)(a)
)
+ jγρ, eventually.
For j = i− 1, this yields
v
(
P ′(a)
)
+ γρ 6 v
(
P(i)(a)
)
+ iγρ, eventually.
Thus i0 = 1 as claimed. 
Corollary 3.3.20. Suppose K is of equicharacteristic zero. Let (aρ) be a pc-
sequence in K, and let P ∈ K[X ] be such that P (aρ)  0 and P(i)(aρ) 6 0 for
all i > 1. Then P is in hensel configuration at aρ, eventually, and in any henselian
valued field extension of K there is a unique b such that aρ  b and P (b) = 0.
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Proof. Let a be a pseudolimit of (aρ) in some valued field extension of K (whose
valuation we continue to denote by v), and set γρ := v(a−aρ). Since for each i > 1
we have v
(
P(i)(aρ)
)
= v
(
P(i)(a)
)
, eventually, Proposition 3.3.19 shows that P is in
hensel configuration at aρ, eventually. Let K ′ be a henselian valued field extension
ofK. After deleting an initial segment of the sequence (aρ) we can assume that (γρ)
is strictly increasing, and that v(aσ−aρ) = γρ whenever σ > ρ, and that P ′(aρ) 6= 0
for all ρ. Likewise, by Lemma 3.3.18 and Proposition 3.3.19 we can assume that
for every ρ there is a unique bρ ∈ K ′ such that P (bρ) = 0 and v(aρ − bρ) =
v
(
P (aρ)
) − v(P ′(aρ)). Proposition 3.3.19 also shows that we can assume that
v
(
P (aρ)
) − v(P ′(aρ)) = γρ for all ρ, so v(aρ − bρ) = γρ for all ρ. The uniqueness
of bρ yields bσ = bρ whenever σ > ρ. Thus all bσ are equal to a single b, which has
the desired properties. 
Corollary 3.3.21. Suppose K is of equicharacteristic zero. Then K is henselian
if and only if K is algebraically maximal.
Proof. We already know that algebraically maximal valued fields are henselian
(Corollary 3.3.4). Assume K is henselian, and let (aρ) be a pc-sequence in K of
algebraic type over K. Take a monic minimal polynomial P of (aρ) over K. Then
P (aρ)  0 and P(i)(aρ) 6 0 for each i > 1, so P is in hensel configuration at aρ,
eventually, and thus Lemma 3.3.18 gives a ∈ K such that P (a) = 0. Since P is
irreducible, we obtain P = X − a, so aρ  a. 
This leads to a partial converse of some earlier results (see 3.1.17 and 3.3.4):
Corollary 3.3.22. Suppose K is of equicharacteristic zero. Then K is alge-
braically closed if and only if K is henselian, res(K) is algebraically closed, and Γ
is divisible.
Example 3.3.23 (from Laurent series to Puiseux series). Let C be a field. The
elements of the valued subfield
P(C) :=
⋃
n>1
C((t
1
nZ))
of the Hahn field C((tQ)) are called Puiseux series over C (in t). Note that P(C)
has the same residue field (isomorphic to C) as its extension C((tQ)) and the same
value group Q, so C((tQ)) is an immediate extension of P(C). For n > 1 we have
C((t
1
nZ)) = C((t)) + C((t))a + · · ·+ C((t))an−1 = C((t))[a], a := t 1n ,
so C((t
1
nZ)) is algebraic of degree n over C((t)). It follows that P(C) is algebraic
over the Laurent series field C((t)) = C((tZ)). Now C((t
1
nZ)) is henselian for ev-
ery n > 1, by Corollary 3.3.4, so P(C) is henselian. Hence by Corollary 3.3.22, if C
is algebraically closed of characteristic zero, then P(C) is algebraically closed, and
thus P(C) is the algebraic closure of C((t)) in C((tQ)).
Corollary 3.3.24. Suppose K is henselian of equicharacteristic zero. Let L =
K(y) be a valued field extension of K with nv(y) /∈ Γ for all n > 1. Then no
divergent pc-sequence in K has a pseudolimit in L.
Proof. Let (aρ) be a divergent pc-sequence in K with aρ  a ∈ L. Then (aρ)
is of transcendental type over K, by Corollaries 3.2.12 and 3.3.21, so K(a) is an
immediate extension of K by Lemma 3.2.6. But a is transcendental over K and
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so y is algebraic over K(a), and thus nv(y) ∈ ΓK(a) = Γ for some n > 1, a
contradiction. 
Henselization. Let K be a valued field. A henselization of K is a henselian
valued field extension Kh of K such that any valued field embedding K → L into
a henselian valued field L extends uniquely to an embedding Kh → L.
Proposition 3.3.25. Every valued field has a henselization.
Proof. Fix an algebraic closure Ka of the underlying field of K and pick a val-
uation ring Oa of Ka that lies over O. Then (Ka,Oa) is a henselian valued
field extension of K, and the intersection E of the subfields F ⊇ K of Ka such
that (F,Oa ∩ F ) is henselian is itself a henselian valued field extension of K with
valuation ring OE := Oa∩E. We claim that E is a henselization of K. To see this,
let a valued field embedding i : K → L into a henselian valued field L be given.
We have to show that i extends uniquely to a valued field embedding E → L. We
can arrange that K is a valued subfield of L with i the inclusion map. Replacing L
by the relative algebraic closure of K in L we also reduce to the case that L is
algebraic over K. Take an algebraic closure La of L and take a valuation ring V
of La that lies over OL. Then Proposition 3.1.21 gives a valued field isomorphism
σ : (Ka,Oa)→ (La, V ) overK, and so σ maps E onto the smallest henselian valued
subfield of (La, V ) containing K, and thus σ(E) ⊆ L. So we have a valued field
embedding σ|E : E → L over K. Let j : E → L also be a valued field embedding
over K; it is enough to show that then j = σ|E. Set F := {a ∈ E : j(a) = σ(a)}.
Then F ⊇ K is a subfield of E, and we take it as a valued subfield of E. Then F
is henselian: let P ∈ OF [X ] and a ∈ OF be such that P (a) ≺ 1 and P ′(a) ≍ 1.
Then P has a unique zero b ∈ E with a − b ≺ 1, and likewise, the image of P
under j in L[X ] has a unique zero c in L with j(a) − c ≺ 1, and so j(b) = c. For
the same reason, σ(b) = c, and so b ∈ F . We have now shown that F is henselian.
Hence E = F by the minimality of E, and thus j = σ|E. 
If K1 and K2 are henselizations of K, then the unique embedding K1 → K2 over K
is an isomorphism; thus there is no harm in referring to the henselization of K. Of
course, if K is henselian, then it is its own henselization. We already know that K
has an immediate algebraically maximal (and thus henselian) valued field extension
that is algebraic over K. Hence:
Corollary 3.3.26. The henselization of K is an immediate valued field extension
of K and is algebraic over K.
If K ′ is any henselian valued field extension of K, then by the henselization of K
in K ′ we mean the henselization Kh of K with K ⊆ Kh ⊆ K ′ as valued fields.
We can now describe the absolute Galois group of the henselization of K:
Lemma 3.3.27. Let Ka be an algebraic closure of K and Oa a valuation ring of Ka
lying over O. Let Kh be the henselization of K in (Ka,Oa). Then
Aut(Ka|Kh) = {σ ∈ Aut(Ka|K) : σ(Oa) = Oa}.
Proof. Let σ ∈ Aut(Ka|Kh). Then σ(Oa) and Oa are valuation rings of Ka lying
over the valuation ring of Kh, hence they are equal by Proposition 3.3.11. Con-
versely, let σ ∈ Aut(Ka|K) with σ(Oa) = Oa. Then σ is an automorphism of the
valued field (Ka,Oa), so its valued subfields Kh and σ(Kh) are both henselizations
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of K in (Ka,Oa), with isomorphism σ|Kh between them. Therefore Kh = σ(Kh)
and σ|Kh = id. 
This leads to the following top-down construction of Kh when char(K) = 0:
Corollary 3.3.28. Assume char(K) = 0, and let Ka, Oa, and Kh be as in the
lemma above. Then Kh is the decomposition field of Oa over K.
Theorem 3.3.29. Suppose K is of equicharacteristic zero and L is an immediate
henselian valued field extension of K and L is algebraic over K. Then L is a
henselization of K.
Proof. By Corollary 3.3.21 the henselization Kh of K in L is algebraically maxi-
mal, and L is an immediate algebraic extension of Kh, so Kh = L. 
We can now prove the following useful fact:
Lemma 3.3.30. Suppose K has equicharacteristic zero, and L ⊇ K is an immediate
valued field extension with [L : K] < ∞. Then L = K(x) for some x ≺ 1 in L
whose minimum polynomial over K has the form
Xn + an−1X
n−1 + · · ·+ a1X + a0 with all ai 4 1, a1 ≍ 1, a0 ≺ 1.
Proof. Let Ka be an algebraic closure of K containing L as a subfield and take
a valuation ring Oa of Ka lying above OL. Let Lh be the henselization of L
in (Ka,Oa); then Lh is also the henselization of K in (Ka,Oa), by Theorem 3.3.29.
Let N be a Galois extension of K inside Ka which contains L with [N : K] < ∞.
Then ON = Oa ∩N is a valuation ring of N . Let G := Aut(N |K) and let
Gd =
{
σ ∈ G : σ(ON ) = ON
}
be the decomposition group of ON over K, with fixed field Nd. By Corollary 3.3.28
we have Nd = Lh ∩N ⊇ L; in particular, Gd ⊆ Aut(N |L). Let A be the integral
closure of O in L and B the integral closure of O in N , and q the maximal ideal
of B such that Bq = ON .
N OO
G

ON
rrrrrrr
L
B
rrrrrrr OL
rrrrrrrr
K
A
rrrrrrrr
O
qqqqqqqqqqqqqqqqqqq
Claim: Suppose σ ∈ G and σ(q) ∩ A = q ∩A. Then σ ∈ Aut(N |L).
Proof of Claim. From ON = Bq we get σ(ON ) = Bσ(q), so ON and σ(ON ) lie
over Aq∩A = OL. Since N ⊇ L is normal, Proposition 3.1.21 gives τ ∈ Aut(N |L)
with τ(ON ) = σ(ON ), so τ−1σ ∈ Gd ⊆ Aut(N |L), thus σ ∈ Aut(N |L). 
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By the claim, the (finite) sets{
σ(q) ∩A : σ ∈ Aut(N |L)}, {σ(q) ∩ A : σ ∈ G \Aut(N |L)}
of maximal ideals of A are disjoint. Hence the Chinese Remainder Theorem (below
Proposition 3.1.21) gives x ∈ A such that
x ∈ σ(q) for all σ ∈ Aut(N |L), x /∈ σ(q) for all σ ∈ G \Aut(N |L).
We show that x has the required properties. Let H be the subgroup of G whose
fixed field in N is K(x). From K(x) ⊆ L we get Aut(N |L) ⊆ Aut(N |K(x)) = H .
On the other hand, x ∈ q gives x = σ(x) ∈ σ(q) for all σ ∈ H , so H ⊆ Aut(N |L);
thus H = Aut(N |L) and L = K(x).
Now fix a coset decomposition G = σ1H ∪ · · · ∪ σnH of G with respect to its
subgroup H , where σ1 = id and n = [G : H ] = [L : K]. Then σ1|L, . . . , σn|L are
the distinct K-embeddings of L into N . The minimum polynomial of x over K is
P (X) =
n∏
i=1
(
X − σi(x)
)
= Xn + an−1X
n−1 + · · ·+ a1X + a0 (all aj ∈ K).
An argument similar to the one at the end of the proof of the implication (i)⇒ (ii)
in Proposition 3.3.11 now shows that aj 4 1 for all j and a0 ≺ 1, a1 ≍ 1. 
The next lemma describes the valuation ring OL of L in Lemma 3.3.30:
Lemma 3.3.31. Let L = K(x) be a separable algebraic field extension of K where
x ≺ 1 and the minimum polynomial of x over K has the form
Xn + an−1X
n−1 + · · ·+ a1X + a0 with all ai 4 1, a1 ≍ 1, a0 ≺ 1.
Then O(x) := OO[x] + xO[x] is a maximal ideal of O[x] and OL = O[x]O(x).
Proof. By Lemma 1.4.8, O(x) is a maximal ideal of O[x]. Let B be the integral
closure of O in L. Then OL = Bn for a maximal ideal n of B, by Proposition 3.1.20.
Hence x ∈ n, so O(x) = n ∩ O[x], and thus O[x]O(x) = Bn by Corollary 1.4.11. 
Monomial groups. A monomial group of the valued field K is a subgroup M
of K× that is mapped bijectively onto Γ by v. This notion is equivalent to that of a
cross-section s of the valued field K, that is, a group morphism s : Γ→ K× such
that v(sγ) = γ for every γ ∈ Γ. Indeed, for such a cross-section s, the set s(Γ) is a
monomial group, and every monomial group of K is of this form for a unique cross-
section s of K. For example, if C is a field and M an ordered abelian multiplicative
group and K = C[[M]] the associated Hahn field, then the group M, identified with
a subgroup of K× in the natural way, is a monomial group of K. Other examples
for monomial groups are provided by the following lemma:
Lemma 3.3.32. Let G be a divisible subgroup of K× with v(G) = Γ. Then there
exists a cross-section s of K with s(Γ) ⊆ G.
Proof. The inclusion O×∩G→ G and the restriction of the valuation v : K× → Γ
to G yield an exact sequence
1→ O× ∩G→ G→ Γ→ 0
of abelian groups. Since G is divisible, so is O× ∩ G, hence this exact sequence
splits, which gives a section s as claimed. 
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Thus algebraically closed valued fields have monomial groups. Likewise, if K is real
closed (see Section 3.5 below), then K has a monomial group contained in K>. It is
also easy to see that if K is henselian with residue field k = res(K) of characteristic
zero, and the abelian groups k× and Γ are divisible, then K× is divisible, hence K
has a monomial group.
Lemma 3.3.33. Let K be an algebraically closed valued field and M0 a monomial
group of a valued subfield K0 of K over which K is algebraic. Then M0 extends to
a monomial group M of K.
Proof. Let s0 : Γ0 = v(K
×
0 )→ K×0 be the cross-section of K0 with s0(Γ0) = M0.
Since the abelian group K× is divisible, s0 extends to a group morphism
s : Γ = v(K×)→ K×.
Using Γ = QΓ0 it follows easily that M := s(Γ) is a monomial group of K. 
Next we want to show that every valued field (possibly equipped with additional
structure) has an elementary extension with a monomial group. This requires a
digression on abelian groups. Let A, B be (additively written) abelian groups.
Call A a pure subgroup of B if A is a subgroup of B such that A ∩ nB = nA
for all n > 1. If A is a subgroup of B and B/A is torsion-free, then A is a pure
subgroup of B. In case B is itself torsion-free, then
A is a pure subgroup of B ⇐⇒ B/A is torsion-free.
Also, if A is a direct summand of B (that is, A is a subgroup of B and B = A⊕B′,
internally, for some subgroup B′ of B), then A is a pure subgroup of B.
Lemma 3.3.34. Suppose A is a pure subgroup of B, and the group B/A is finitely
generated. Then B = A⊕B′, internally, for some subgroup B′ of B.
Proof. By the fundamental theorem on finitely generated abelian groups we have
B/A = Z(b1 +A)⊕ · · · ⊕ Z(bm +A)
for suitable b1, . . . , bm ∈ B. If bi+A has finite order ni > 1 in B/A, then nibi ∈ A,
so nibi = niai with ai ∈ A, and replacing bi by bi − ai we arrange nibi = 0. With
this adjustment of the bis one checks easily that B = A⊕B′ where
B′ = Zb1 + · · ·+ Zbm = Zb1 ⊕ · · · ⊕ Zbm. 
Corollary 3.3.35. Suppose A is a pure subgroup of B, eij ∈ Z for 1 6 i 6 m and
1 6 j 6 n, and a1, . . . , am ∈ A. Suppose the system of equations
e11x1 + · · ·+ e1nxn = a1
...
...
...
...
em1x1 + · · ·+ emnxn = am
has a solution in B, that is, there are x1, . . . , xn ∈ B for which the above equations
hold. Then this system has a solution in A.
Lemma 3.3.36. Suppose A is a pure subgroup of B, and b ∈ B. Then there is a
pure subgroup A′ of B that contains A and b such that A′/A is countable.
Proof. By the Downward Löwenheim-Skolem Theorem (see B.5.10) we can take
a subgroup A′ of B that contains A and b such that A′/A is countable and A′/A 4
B/A. It follows easily that A′ is a pure subgroup of B. 
3.3. HENSELIAN VALUED FIELDS 129
Proposition 3.3.37. Let h : A → U be a group morphism into an ℵ1-saturated
(additive) abelian group U and suppose A is a pure subgroup of B. Then h extends
to a group morphism B → U .
Proof. By the previous lemma we reduce to the case that B/A is countable.
(This reduction does not use that U is ℵ1-saturated.) Let b0, b1, b2, . . . generate B
over A. If we can find elements u0, u1, u2, . . . ∈ U such that
∑n
i=0 eiui = h(a)
whenever
∑n
i=0 eibi = a (all ei ∈ Z, a ∈ A), then we can extend h as desired by
sending bn to un for each n. Note that each finite subset of this countable set of
constraints on (u0, u1, u2, . . . ) can be satisfied, by Corollary 3.3.35. The desired
result follows. 
Corollary 3.3.38. Let U be an ℵ1-saturated (additive) abelian group and a pure
subgroup of B. Then U is a direct summand of B.
Proof. Apply Proposition 3.3.37 to the identity map U → U . 
For our valued field K, construed as a field with valuation ring, we get:
Lemma 3.3.39. If K is ℵ1-saturated, then it has a cross-section.
Proof. With U = O×, the natural inclusion U → K× and the map v : K× → Γ
yield the exact sequence of abelian groups
1→ U → K× → Γ→ 0.
Since Γ is torsion-free, U is a pure subgroup of K×. If K is ℵ1-saturated, then so
is the group U , and thus the above exact sequence splits by Corollary 3.3.38. 
The following variant of this lemma is also sometimes useful:
Lemma 3.3.40. Let K be ℵ1-saturated, and let E be a valued subfield of K such
that ΓE is pure in Γ and ℵ1-saturated. Let sE be a cross-section of E. Then sE
extends to a cross-section of K.
Proof. By Lemma 3.3.39 we have a cross-section s of K. By Corollary 3.3.38 we
have an internal direct sum decomposition Γ = ΓE ⊕ ∆ with ∆ a subgroup of Γ.
This gives a cross-section of K that coincides with sE on ΓE and with s on ∆. 
Uniqueness of maximal immediate extensions. In this subsection we assume
that K is a valued field of equicharacteristic zero. By Corollaries 2.3.3 and 3.2.9
any two maximal immediate valued field extensions of K are isomorphic over K as
valued abelian additive groups; we can now improve on this:
Corollary 3.3.41. Any two maximal immediate valued field extensions of K are
isomorphic over K as valued fields.
Proof. Let K1, K2 be maximal immediate valued field extensions of K. Below,
each subfield of Ki (i = 1, 2) is viewed as a valued field by taking as valuation ring
the intersection of the valuation ring of Ki with the subfield. Consider fields L1, L2
withK ⊆ Li ⊆ Ki for i = 1, 2, and suppose that we have a valued field isomorphism
L1 ∼= L2. Note that L1 = K1 iff L2 = K2.
Suppose L1 6= K1 (and hence L2 6= K2). It suffices to show that then we can
extend the isomorphism L1 ∼= L2 to a valued field isomorphism L′1 ∼= L′2 where L′i is
a field with Li ⊆ L′i ⊆ Ki and L′i 6= Li, for i = 1, 2. If L1 is not henselian, then we
can take for L′i the henselization of Li in Ki. Thus, suppose L1 is henselian. Take
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b ∈ K1 \L1 and take a divergent pc-sequence (aρ) in L1 such that aρ  b. Since L1
is algebraically maximal by Corollary 3.3.21, (aρ) is of transcendental type over L1.
The image of (aρ) under our isomorphism L1 ∼= L2 has a pseudolimit c ∈ K2. By
Lemma 3.2.6 we can extend this isomorphism to an isomorphism L1(b) ∼= L2(c). 
Assuming also thatK has a monomial group we can identify the maximal immediate
extension of K with a Hahn field:
Corollary 3.3.42. Suppose K is maximal and M is a monomial group of K.
Then there is a valued field isomorphism K ∼= k[[M]] that induces the identity on
k = res(K) and on M.
Proof. By Corollary 3.3.4, K is henselian. Thus by Proposition 3.3.8 there is a
lift C of the residue field k in O. Let i be the field isomorphism c 7→ c : C → k.
Then i extends uniquely to a valued field embedding of the valued subfield C(M)
of K into k[[M]] that is the identity on M. Clearly K is an immediate extension
of C(M). By the previous corollary, this embedding extends to a valued field iso-
morphism K ∼= k[[M]]. 
The proof of Corollary 3.3.41 also yield a useful embedding property of the maximal
immediate extension of K. To formulate this, set Γ := v(K×) and let L be a valued
field extension of K. We say that L is Γ-maximal if L is henselian and every pc-
sequence in L of length 6 cf(S) for some S ⊆ Γ pseudoconverges in L. In particular,
if L is maximal, then L is Γ-maximal. Also, if L is henselian and |Γ|+-saturated,
then L is Γ-maximal.
Corollary 3.3.43. If M is a maximal immediate valued field extension of K,
then M embeds as a valued field over K into any Γ-maximal valued field extension
of K.
Figure 3.1 shows various valued field extensions ofK discussed in this section. Here,
Kmax denotes a maximal immediate extension of K, and Kh a henselization of K
in Kmax. We introduce (Kh)unr in the following subsection.
Unramified extensions. In this subsection K is henselian. We fix an algebraic
closureKa ofK, and equip it with the unique valuation ringOa makingKa a valued
field extension of K. Any algebraic field extension of K we mention is assumed to
be a subfield of Ka, and regarded as a valued subfield of Ka.
Let L be an algebraic field extension of K. If [L : K] <∞, then we say that L
is unramified over K if the associated extension res(L) ⊇ res(K) of residue fields
is separable and [L : K] =
[
res(L) : res(K)
]
(and thus ΓL = Γ, by Corollary 3.1.8).
Suppose [L : K] <∞ and E is an intermediate field: K is a subfield of E and E is a
subfield of L. Then by the multiplicativity of degrees and properties of separability,
L is unramified over K ⇐⇒ L is unramified over E and E is unramified over K.
Without assuming [L : K] <∞ we call L unramified over K if every intermediate
field E with [E : K] <∞ is unramified over K (and thus ΓL = Γ).
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Kmax
K
Kh
(Kh)unr
Ka
immediate extensions algebraic extensions
Figure 3.1. Inclusion diagram of some valued field extensions of
a valued field K of equicharacteristic zero.
Lemma 3.3.44. Let L′ ⊇ K be an algebraic field extension, and L, K ′ subfields
of L′ containing K, such that L′ = LK ′ and L is unramified over K.
L // L′
K //
OO
K ′
OO
Then L′ is unramified over K ′.
Proof. We may assume [L : K] <∞. Take x ∈ OL such that res(L) = res(K)(x),
and let P ∈ K[X ] be the minimum polynomial of x over K. Then P ∈ O[X ] and[
res(L) : res(K)
]
6 degP = degP
=
[
K(x) : K
]
6 [L : K] =
[
res(L) : res(K)
]
,
hence L = K(x) (and thus L′ = K ′(x)), and P is the minimum polynomial of x
over res(K). Let O′ be the valuation ring of K ′; so O′ is the integral closure
of O in K ′. Let Q ∈ K ′[X ] be the minimum polynomial of x over K ′. Then
Q ∈ O′[X ] and P = QR with monic R ∈ O′[X ], so Q divides P in res(K ′)[X ],
and hence Q ∈ res(K ′)[X ] is separable. Thus Q ∈ res(K ′)[X ] is irreducible by
the irreducibility of Q ∈ K ′[X ] and the lifting property of Proposition 3.3.11(iv).
Therefore,[
res(L′) : res(K ′)
]
6 [L′ : K ′] = degQ = degQ
=
[
res(K ′)(x) : res(K ′)
]
6
[
res(L′) : res(K ′)
]
.
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It follows that res(L′) = res(K ′)(x) and [L′ : K ′] =
[
res(L′) : res(K ′)
]
, and so L′
is unramified over K ′. 
Corollary 3.3.45. Let L ⊇ K be an algebraic field extension which is unramified
over K. Let E be an intermediate field. Then L is unramified over E.
Proof. Lemma 3.3.44 applied to K ′ = E shows that L is unramified over E. 
Corollary 3.3.46. Suppose L,L′ ⊇ K are algebraic field extensions unramified
over K. Then the compositum LL′ is also unramified over K.
Proof. We can reduce to the case that [L : K] <∞ and [L′ : K] <∞. It follows
from Lemma 3.3.44 that LL′ is unramified over L′. Then the equivalence just before
Lemma 3.3.44 gives that LL′ is unramified over K. 
Let L be an algebraic field extension of K. By the previous corollary, the composite
of the intermediate fields that are unramified over K is itself unramified over K,
and is called the maximal unramified extension of K in L.
Lemma 3.3.47. Let M be the maximal unramified extension of K in L. Then
res(M) is the separable algebraic closure of res(K) in res(L).
Proof. Let ξ ∈ res(L) be separable over res(K); we need to show ξ ∈ res(M).
Let P ∈ O[X ] be monic such that P is the minimum polynomial of ξ over res(K).
Then P ∈ K[X ] is irreducible. As L is henselian, P has a zero x ∈ OL with x = ξ.
It follows that [
K(x) : K
]
=
[
res(K)(ξ) : res(K)
]
,
hence K(x) is unramified over K, so K(x) ⊆M , and thus ξ = x ∈ res(M). 
We let Kunr be the maximal unramified extension of K in Ka. By the previous
lemma, the residue field of Kunr is the separable algebraic closure of res(K) in its
algebraic closure res(Ka). Note that if L ⊇ K is any algebraic field extension, then
Kunr ∩ L is the maximal unramified extension of K in L.
Proposition 3.3.48. Suppose K has equicharacteristic zero and L ⊇ K is a field
extension with [L : K] <∞ and res(K) = res(L). Then there is a chain of subfields
K = K0 ⊆ K1 ⊆ · · · ⊆ Kn = L
of L such that for i = 1, . . . , n we have Ki = Ki−1
(
b1/p
)
for some prime number p
and some b ∈ K×i−1 with vb /∈ pΓKi−1 . Moreover, [L : K] = [ΓL : Γ].
Proof. The quotient group ΓL/Γ is finite, so we have a chain of subgroups
Γ = Γ0 ⊆ Γ1 ⊆ · · · ⊆ Γn = ΓL
of ΓL such that [Γi : Γi−1] is prime for i = 1, . . . , n. Set K0 = K, let i ∈ {1, . . . , n}
and suppose Ki−1 is an intermediate field with ΓKi−1 = Γi−1. With [Γi : Γi−1] = p,
take α ∈ Γi such that α+Γi−1 has order p in Γi/Γi−1. Then α = va where a ∈ L×,
and pα = vb with b ∈ K×i−1. We arrange ap = b as follows: since res(L) = res(K) we
have ap/b = cu where c ∈ K and u ∈ L with c ≍ 1 and u ∼ 1. As L is henselian, the
polynomialXp−u ∈ OL[X ] has a zero x in OL with x ∼ 1; replacing a by a/x and b
by bc we have ap = b. With Ki := Ki−1(a), this yields ΓKi = Γi by Lemma 3.1.28.
In this way we construct a chain K0 ⊆ K1 ⊆ · · · ⊆ Kn of subfields of L. Then the
extension L ⊇ Kn is immediate, so L = Kn by Corollary 3.3.21. Lemma 3.1.28 also
gives [L : K] = [ΓL : Γ] by multiplicativity. 
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Proposition 3.3.48 together with Lemma 3.3.47 yield a key fact:
Corollary 3.3.49. Suppose K has equicharacteristic zero and L ⊇ K is a field
extension with [L : K] <∞. Then
[L : K] = [ΓL : Γ] ·
[
res(L) : res(K)
]
.
Proof. LetM be the maximal unramified extension of K in L. Then by definition[
res(M) : res(K)
]
= [M : K]. Next, res(M) = res(L) by Lemma 3.3.47, so [L :
M ] = [ΓL : ΓM ] by Proposition 3.3.48. It remains to note that ΓM = Γ. 
Let L ⊇ K be a field extension with [L : K] < ∞. One says that L is purely
ramified over K if [L : K] = [ΓL : Γ]. Thus by Corollaries 3.1.8 and 3.3.49, if K
has equicharacteristic zero, then
L is unramified over K ⇐⇒ ΓL = Γ,
L is purely ramified over K ⇐⇒ res(L) = res(K).
Notes and comments. Hensel [175] introduced the valued field of p-adic numbers
and showed it to be henselian. Its generalization stated in Corollary 3.3.5 is due
to Rychlík [374]. The characterizations of henselianity collected in Lemma 3.3.10
and Proposition 3.3.11 are due to Nagata [300], Rayner [331], and Rim [339]. The
notion of henselization and the existence of the henselization of a valued field is
also due to Nagata. (The henselization of rank 1 valued fields had been constructed
already by Ostrowski [314].)
Puiseux series (see Example 3.3.23) stem from Newton [303] and Puiseux [326].
It is well-known that for a field C of characteristic p > 0, the Puiseux series
field P(C) is not algebraically closed in its extension C((tQ)): the polynomial
Xp − X − x with x = t−1 has a zero x1/p + x1/p2 + · · · ∈ C((tQ)) \ P(C). (This
example is from Chevalley [78, p. 64]. See [212, 213] for more on this issue.)
For Lemma 3.3.30, see [382, Proposition 1.1]. The facts on abelian groups in
3.3.34–3.3.38 are taken from [74, Chapter V, §5] where this material is treated for
modules over any ring. Lemma 3.3.39 is also in [74]. Cross-sections are from [28].
The notion of pure subgroup and basic facts about it are due to Prüfer [325].
Proposition 3.3.8 goes back to [169] for discrete valuations, and for general valua-
tions to [209, 277]. Corollaries 3.3.41 and 3.3.42 are due to Kaplansky [209]. The
maximal unramified extension plays a key role in the Galois theory of valuations,
of which we only needed a few facts here; see [129, 236] for more.
Our use of “henselian” for valued fields is common in valuation theory, but
clashes a bit with its use in the larger area of commutative algebra: there it would
be the valuation ring of the valued field that is henselian, according to Azumaya [30]
who defined a local ring O with residue field k to be henselian if it satisfies the
condition in Definition 3.3.1. Some results in this section generalize to this local
ring setting, for example Proposition 3.3.16, but in that case the proof is more
difficult: [158, (18.5.11), (b)]; see also [14, (1.9)], [293, Theorem 4.2, (d′)].
3.4. Decomposing Valuations
A major theme in our work is constructing zeros of differential polynomials over
valued differential fields. We approximate/construct these zeros by pc-sequences
that have special properties. In this section we introduce these properties in a
purely valuation-theoretic setting. A basic tool for analyzing such pc-sequences is
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the two-pronged process of coarsening and specializing a valuation, which we treat
first. Throughout this section K is a valued field with valuation ring O, valuation
v : K× → Γ and dominance relation 4.
Coarsening and specialization. Let ∆ be a convex subgroup of Γ = v(K×).
Then we have the ordered quotient group Γ˙ = Γ/∆ and the valuation
v˙ = v∆ : K
× → Γ˙
on the field K, defined by v˙(f) := v(f)+∆. We call v˙ the coarsening of v by ∆,
or the ∆-coarsening of v; the valued field (K, v˙) whose valuation is v˙ instead
of v is called the ∆-coarsening of K. Note that v˙ is indeed a coarsening of v
as defined in Section 2.2. Thus if ∆ 6= Γ, then the v-topology agrees with the v˙-
topology. The dominance relation on K corresponding to the coarsened valuation v˙
is denoted by 4∆, or by 4˙ if ∆ is understood from the context, so f 4 g ⇒ f 4˙ g
for f, g ∈ K. The valuation ring of v˙ is
O˙ := {a ∈ K : va > δ for some δ ∈ ∆},
which has O as a subring and has maximal ideal
O˙ := {a ∈ K : va > ∆} ⊆ O.
Put K˙ := O˙/O˙, the residue field of O˙, and put a˙ := a + O˙ ∈ K˙ for a ∈ O˙. Then
for a ∈ O˙ with a /∈ O˙ the value va depends only on the residue class a˙ ∈ K˙, which
gives the valuation
(3.4.1) v : K˙× → ∆, va˙ := va
with valuation ring OK˙ = {a˙ : a ∈ O}. The maximal ideal of OK˙ is
OK˙ = {a˙ : a ∈ O}.
Throughout K˙ stands for the valued field (K˙,OK˙). The composed map
O → OK˙ → res(K˙) = OK˙/OK˙
has kernel O, and thus induces a field isomorphism res(K)
∼=−→ res(K˙), and we
identify res(K) and res(K˙) via this map. We call K˙ a specialization of the valued
field K. The following is now straightforward.
Lemma 3.4.1. Let (aρ) be a well-indexed sequence in O˙ such that (a˙ρ) is a pc-
sequence in K˙. Then (aρ) is a pc-sequence in K, and for all a ∈ O˙,
aρ  a in K ⇐⇒ a˙ρ  a˙ in K˙.
We picture the valuation v on K as follows:
K
Γ res(K)
The greater the angle between the arrows, the larger the valuation ring. Given our
convex subgroup ∆ of Γ, this gives rise to the following diagram which displays the
original valuation v, its coarsening by ∆, and the corresponding specialization:
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K
Γ˙ K˙
Γ res(K) res(K˙)
∆
∼=
⊆
The original valuation v : K× → Γ can often be understood in terms of the two
(usually simpler) valuations v˙ : K× → Γ˙ and v : K˙× → ∆. Here is an example:
Lemma 3.4.2. K is henselian ⇐⇒ (K, O˙) and K˙ are henselian.
Proof. We extend the natural surjection x 7→ x˙ : O˙ → O˙/O˙ = K˙ to the ring
morphism Q 7→ Q˙ : O˙[X ]→ K˙[X ] which maps the indeterminate X to itself.
Suppose first thatK is henselian. Then (K, O˙) clearly is henselian, using O˙ ⊆ O,
O ⊆ O˙, and the equivalence of (i) and (ii) in Lemma 3.3.10. To show that K˙ is also
henselian, we again use condition (ii) for henselianity from Lemma 3.3.10. Thus, let
P = 1+X+P2X
2+ · · ·+PnXn ∈ OK˙ [X ] where n > 2 and Pi ∈ OK˙ for i = 2, . . . , n;
we have to show that P has a zero in OK˙ . Take Q = 1+X+Q2X2+ · · ·+QnXn ∈
O˙[X ] with Q˙ = P . Then Qi ∈ O for i = 2, . . . , n, hence Q has a zero x ∈ O, and
then x˙ ∈ OK˙ is a zero of P .
Conversely, suppose (K, O˙) and K˙ are henselian. Let P ∈ O[X ] and a ∈ O
be such that P (a) ∈ O and P ′(a) ∈ O×; we need to show that P has a zero b ∈ O
with b ≡ a mod O. Since K˙ is henselian, we can take c ∈ O (so c˙ ∈ OK˙) such that
P˙ (c˙) = 0 and c˙ ≡ a˙ mod OK˙ . Then P (c) ∈ O˙ and c ≡ a mod O, so P ′(c) ∈ O× ⊆ O˙×.
Since (K, O˙) is henselian, this gives b ∈ O˙ with P (b) = 0 and b ≡ c mod O˙. Then b
is a zero of P as required. 
Coarsening and valued field extensions. Let ∆ be a convex subgroup of Γ
with ordered quotient group Γ˙ = Γ/∆. As described above, this gives rise to the
coarsened valuation v˙ = v∆ : K× → Γ˙ with residue field K˙ = O˙/O˙, the latter
equipped with the valuation v : K˙× → ∆ such that va˙ = va for all a ∈ O˙ \ O˙.
Next, let L be a valued field extension of K, and let ∆L be the convex hull of ∆
in ΓL. Then the natural inclusion Γ→ ΓL induces an embedding
Γ˙ = Γ/∆→ Γ˙L := ΓL/∆L
of ordered abelian groups, and identifying Γ˙ with its image under this embedding,
the coarsening v˙ = v∆L of the valuation v of L by∆L extends the coarsening v˙ = v∆
of the valuation of K by ∆, so we have a valued field extension (L, O˙L) of (K, O˙).
As usual, we identify res(K) with a subfield of res(L) and the residue field K˙ of v∆
with a subfield of the residue field L˙ of v∆L . Then the valuation v : L˙
× → ∆L with
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va˙ = va for all a ∈ O˙L \ O˙L restricts to the valuation v : K˙× → ∆ on K˙. Thus the
diagrams
L×
v∆L // Γ˙L L˙×
v // ∆L res(L)
∼= // res(L˙)
K×
v∆ //
OO
Γ˙
OO
K˙×
v //
OO
∆
OO
res(K)
∼= //
OO
res(K˙)
OO
commute. (Here the vertical arrows are the natural inclusions.)
Lemma 3.4.3. Suppose [L : K] < ∞. Then [L˙ : K˙] 6 [L : K] < ∞. Thus if K˙ is
spherically complete (respectively, complete), then so is L˙.
Proof. The first statement follows from Corollary 3.1.9. The second statement
follows from the first and Corollary 3.2.28. 
If ΓL = Γ, then ∆L = ∆, and if res(L) = res(K), then res(L˙) = res(K˙). In
particular, if L (with valuation ring OL) is an immediate extension of K, then L˙ is
an immediate extension of K˙.
Lemma 3.4.4. Suppose L is a completion of the valued field K and ∆ 6= Γ. Then
the coarsening (L, O˙L) is a completion of (K, O˙).
Proof. Note: L is an immediate extension ofK. Lemma 2.2.27 gives completeness
of (L, O˙L). Use ∆ 6= Γ to get K dense in L with respect to v˙. 
Conversely, suppose (L, O˙L) is an immediate valued field extension of (K, O˙), and
let v˙ denote both the valuation of (K, O˙) and of (L, O˙L). Thus K˙ = L˙ after the
usual identification, where L˙ is the residue field of (L, O˙L).
We define a map v : L× → Γ extending the valuation v : K× → Γ as follows.
For f ∈ L×, take g ∈ K× and u ∈ L× such that f = gu and v˙(u) = 0; then
u˙ ∈ L˙× = K˙×, so v(u˙) ∈ ∆; it is easy to check that v(g) + v(u˙) ∈ Γ depends only
on f and not on the choice of g, u; now put v(f) := v(g) + v(u˙).
Lemma 3.4.5. The map v : L× → Γ is a valuation on L, its coarsening by ∆ is
exactly the given valuation v˙ on L, and L with this valuation v is an immediate
extension of the valued field K.
Proof. It is easy to check that v : L× → Γ is a group morphism extending v
on K×, and that v˙(f) = v(f) + ∆ ∈ Γ˙ for f ∈ L×. Also, if f ∈ L× and v˙f > 0,
then vf > 0 and v(1+f) = 0. Next, for f1, f2 ∈ L× with f1+f2 6= 0 one shows that
v(f1 + f2) > min
{
vf1, vf2
}
by distinguishing the cases v˙f1 = v˙f2 and v˙f1 < v˙f2.
The rest of the lemma follows easily. 
Corollary 3.4.6. K is maximal ⇐⇒ (K, O˙) and K˙ are maximal.
Proof. AssumeK is maximal. Then (K, O˙) is maximal by Corollary 2.2.22, and K˙
is maximal by Lemma 3.4.1. Conversely, assume (K, O˙) and K˙ are maximal, and
let L be an immediate valued field extension ofK. Then with the notations above, L˙
is an immediate extension of K˙, so L˙ = K˙. It follows that (L, O˙L) is an immediate
extension of (K, O˙), and so K = L. 
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Step-completeness. Let (aρ) be a pc-sequence in K, and set
s(ρ) := immediate successor of ρ.
Then γρ := v(as(ρ)−aρ) ∈ Γ for all sufficiently large ρ, and (γρ) is eventually strictly
increasing. Also, if aρ  a ∈ L, where L is a valued field extension of K, then
γρ = v(a − aρ) for all sufficiently large ρ. Given a nontrivial convex subgroup ∆
of Γ we say that (aρ) is ∆-special if (γρ) is eventually cofinal in ∆, that is, γρ ∈ ∆
for all sufficiently large ρ, and for each δ ∈ ∆ we have γρ > δ for all sufficiently
large ρ. Thus (aρ) is ∆-special iff the width of (aρ) is {γ ∈ Γ∞ : γ > ∆}; in
particular, if (aρ) is ∆-special, then so is every pc-sequence in K equivalent to
(aρ). We call (aρ) special if it is ∆-special for some nontrivial convex subgroup
∆ of Γ. We say that K is step-complete if each special pc-sequence in K has a
pseudolimit in K. By Lemma 2.2.35, this is the same as requiring that for each
convex subgroup∆ 6= {0} of Γ the residue field K˙ of the coarsened valuation v˙ = v∆
is complete with respect to the valuation v defined in (3.4.1). Therefore:
Corollary 3.4.7. Let ∆ be a convex subgroup of Γ, with ordered quotient group
Γ˙ = Γ/∆, corresponding coarsening v˙ = v∆ : K
× → Γ˙ of v, and residue field K˙
of v˙ with valuation v : K˙× → ∆ as above. Then
K is step-complete ⇐⇒ (K, O˙) and K˙ are step-complete.
We have the following implications for our valued field K:
spherically complete =⇒ step-complete =⇒ complete.
If K has rank 1, then the second arrow may be reversed. If K is discrete, then both
arrows may be reversed. Thus by Corollaries 3.4.6 and 3.4.7 and induction on n:
Lemma 3.4.8. If K is step-complete and Γ is isomorphic to the lexicographically
ordered group Zn, then K is spherically complete.
We note a few more basic facts about step-complete valued fields:
Corollary 3.4.9. If K is step-complete, then K is henselian.
Proof. Let P ∈ O[X ] and a ∈ O be such that P (a) ≺ 1, P ′(a) ≍ 1 and P has no
zero in a + O. Then by the discussion preceding Corollary 3.3.5, there is a special
divergent pc-sequence in K, so K is not step-complete. 
Corollary 3.4.10. Suppose K is step-complete and L is a valued field extension
of K with [L : K] <∞. Then L is step-complete.
Proof. By Corollary 3.1.9, every convex subgroup of ΓL is the convex hull in ΓL
of a convex subgroup of Γ. Now apply Lemma 3.4.3. 
Every valued field has a step-complete valued field extension; in the case of equi-
characteristic zero there is such an extension with a semiuniversal property:
Proposition 3.4.11. Suppose K has equicharacteristic zero. Then there exists a
step-complete valued field extension Ksc of K which embeds over K into any step-
complete valued field extension of K.
Proof. Fix a maximal immediate extension M of K; for a valued subfield L of M
we denote by Lh the henselization of L inside M . Starting with K0 = Kh, we
construct an increasing sequence (Kρ) of henselian valued subfields of M , indexed
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by ordinals ρ, as follows. Let an ordinal µ > 0 and an increasing sequence (Kρ)ρ<µ
of henselian valued subfields of M be given. If µ is a limit ordinal, we set Kµ :=⋃
ρ<µKρ. Suppose µ is a successor ordinal, say µ = λ+ 1. If Kλ is step-complete,
then we are done and set Ksc := Kλ. So assume Kλ is not step-complete. Then we
take a convex subgroup ∆ 6= {0} of Γ and a divergent ∆-special pc-sequence (aρ)
in Kλ; note that (aρ) is of transcendental type, by Corollary 3.3.21. Take a ∈ M
with aρ  a and set Kµ := Kλ(a)h. This construction has to terminate eventually.
By Lemmas 3.2.6 and 3.4.9 and the universal property of henselization, Ksc has
the required property. 
Suppose K has equicharacteristic zero. Call a valued field extension Ksc of K
as in Proposition 3.4.11 a step-completion of K. Each step-completion of K is
an immediate extension of K, since every maximal immediate extension of K is
step-complete. Does K have up to isomorphism of valued fields over K a unique
step-completion? (The answer is “yes” if K has rank 1, and also if Γ = Zn, ordered
lexicographically, by Corollary 3.3.41 and Lemma 3.4.8.)
Fluent and jammed pc-sequences. Let (aρ) be a pc-sequence in K. Set
γρ := v(as(ρ) − aρ) where s(ρ) := immediate successor of ρ.
So γρ ∈ Γ for all sufficiently large ρ, and (γρ) is eventually strictly increasing.
Let ∆ be a convex subgroup of Γ. We say that (aρ) is ∆-fluent if (aρ) remains a
pc-sequence for the coarsened valuation v∆; equivalently, for some index ρ0,
γρ′ − γρ > ∆ for all ρ′ > ρ > ρ0.
The following is almost immediate but good to keep in mind.
Lemma 3.4.12. Suppose (aρ) is ∆-fluent and a ∈ K. Then
aρ  a in K ⇐⇒ aρ  a in the ∆-coarsening of K.
We say that (aρ) is ∆-jammed if for some index ρ0,
γρ′ − γρ ∈ ∆ for all ρ′ > ρ > ρ0.
It is easily checked that if (aρ) is not ∆-jammed, then it has a cofinal ∆-fluent
subsequence. Let W ⊆ Γ∞ be the width of (aρ). Then (aρ) is ∆-jammed iff for
some γ ∈ Γ with γ < W we have γ′ − γ ∈ ∆ for all γ′ with γ < γ′ < W . Thus
being ∆-jammed depends only on the width. Therefore, if (aρ) is ∆-jammed, then
so is every equivalent pc-sequence in K.
We say that (aρ) is fluent if it is ∆-fluent for some nontrivial convex subgroup ∆
of Γ, and we say that (aρ) is jammed if it is ∆-jammed for every nontrivial convex
subgroup ∆ of Γ. If (aρ) is not jammed, then it has a fluent cofinal subsequence.
Let us say that K is fluent if every fluent pc-sequence in K has a pseudolimit
in K; equivalently, every divergent pc-sequence in K is jammed; equivalently, every
coarsening of K by a nontrivial convex subgroup of Γ is maximal as a valued field.
Every maximal valued field is fluent. If K is fluent, then so is the residue field (with
its induced valuation) of any coarsening of K. The notions introduced above are
only relevant when [Γ 6=] has no smallest element.
Lemma 3.4.13. Suppose [Γ 6=] has no smallest element. Then each special pc-se-
quence in K has a cofinal fluent subsequence.
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Proof. Let (aρ) be a ∆′-special pc-sequence in K where ∆′ is a nontrivial convex
subgroup of Γ. Take a nontrivial proper convex subgroup ∆ of ∆′. It is enough to
observe that (aρ) is not ∆-jammed, and so has a cofinal ∆-fluent subsequence. 
Corollary 3.4.14. Suppose [Γ 6=] has no smallest element and K is fluent. Then
K is step-complete, and thus henselian.
Proof. By Lemma 3.4.13 every special pc-sequence in K has a pseudolimit in K.
It remains to appeal to Lemma 3.4.9. 
Corollary 3.4.15. Suppose K is fluent and L is a valued field extension of K
with [L : K] <∞. Then L is fluent.
Proof. Let ∆′ be a nontrivial convex subgroup of ΓL; we show that the ∆′-
coarsening of L is maximal. It follows from Corollary 3.1.9 that ∆ := ∆′ ∩ Γ is
a nontrivial convex subgroup of Γ and ∆′ = ∆L. As the ∆-coarsening of K is
maximal, it remains to appeal to Corollary 3.2.28. 
∆-immediate extensions. In this subsection extension means valued field exten-
sion. Let ∆ be a convex subgroup of Γ. A ∆-immediate extension of K is
an immediate extension L of K such that each a ∈ L \ K is a pseudolimit of a
divergent ∆-fluent pc-sequence in K; equivalently, it is an immediate extension L
of K such that no a ∈ L \K is a pseudolimit of a divergent ∆-jammed pc-sequence
in K. If L is a ∆-immediate extension of K and M is a ∆-immediate extension
of L, then M is a ∆-immediate extension of K: this uses the characterization of
“∆-immediate extension” in terms of ∆-jammed pc-sequences. We now consider
still another useful characterization in terms of coarsening.
Let (K, O˙) be the field K with the coarsened valuation v˙ = v∆ and its valuation
ring O˙. Given an immediate extension L of K and using again ∆ to coarsen, we
obtain a valued field extension (L, O˙L) of (K, O˙).
Lemma 3.4.16. Let L be an immediate extension of K. Then L is a ∆-immediate
extension of K iff the extension (L, O˙L) of (K, O˙) is immediate.
Proof. Assume L|K is ∆-immediate. Let a ∈ O˙L; it is enough to find b ∈ O˙
such that v(a− b) > ∆. For this we can assume a /∈ K. Take a divergent ∆-fluent
pc-sequence (aρ) in K such that aρ  a and γρ := v(as(ρ) − aρ) = v(a − aρ) for
all ρ. Take ρ such that a ∼ aρ (so γρ > δ for some δ ∈ ∆), and γs(ρ) − γρ > ∆.
Then for b := as(ρ) we have v(a− b) = γs(ρ) > ∆+ γρ, so v(a− b) > ∆.
For the converse, assume the extension (L, O˙L) of (K, O˙) is immediate. Let a ∈
L\K, and take a divergent pc-sequence (aρ) in (K, O˙) such that aρ  a, in (L, O˙L).
Then (aρ) is a ∆-fluent pc-sequence with aρ  a in L. If b ∈ K were such that
aρ  b in K, then also aρ  b in (K, O˙), and so no such b exists. 
Corollary 3.4.17. Let L be a ∆-immediate extension of K. Then L is also a
∆-immediate extension of any valued field F with K ⊆ F ⊆ L.
Corollary 3.4.18. The following conditions on K are equivalent:
(i) K has no proper ∆-immediate extension;
(ii) every ∆-fluent pc-sequence in K pseudoconverges in K;
(iii) (K, O˙) is a maximal valued field.
If K has any of these properties, then (K, O˙) is henselian.
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Proof. We have (ii)⇐⇒ (iii) by Corollary 3.2.9 applied to the ∆-coarsening of K
in place of K, and (iii) ⇒ (i) is clear. Let (L, O˙L) be an immediate extension
of (K, O˙). Then by Lemma 3.4.5 the valuation of K extends to a valuation v : L→
Γ∞ making L an immediate extension of K and O˙L the valuation ring of the
coarsening of this valuation by∆. Equipped with this valuation, L is a∆-immediate
extension of K. Thus (i) ⇒ (K, O˙) = (L, O˙L). This shows (i) ⇒ (iii). If any of the
conditions (i), (ii), (iii) holds, then (K, O˙) is henselian by Corollary 3.3.4. 
By Zorn there exists a∆-immediate extension ofK that has no proper∆-immediate
extension. Such an extension of K is called a maximal ∆-immediate extension
of K; under certain conditions it is unique up to isomorphism over K. To discuss
this, let us fix some maximal ∆-immediate extension K∆ of K. Then K∆ is also a
maximal ∆-immediate extension of any intermediate valued field L with K ⊆ L ⊆
K∆, and K∆ is henselian with respect to its ∆-coarsened valuation.
Proposition 3.4.19. Suppose K has equicharacteristic zero. Then every maximal
∆-immediate extension of K is isomorphic over K to the valued field K∆.
Proof. Let L be a maximal ∆-immediate extension of K. Then both the ∆-coar-
sening of L and the ∆-coarsening of K∆ are maximal immediate extensions of the
∆-coarsening of K. Then Corollary 3.3.41 gives an isomorphism L→ K∆ of these
∆-coarsenings that is the identity on K. Since for each b ∈ L× we have b = a(1+ε)
with a ∈ K× and ε ∈ O˙L, this isomorphism is also an isomorphism with respect to
the valuations of L and K∆, respectively. 
The following lemma is obvious, and is used in the next subsection.
Lemma 3.4.20. If L is a ∆-immediate extension of K, then any maximal ∆-
immediate extension of L is also a maximal ∆-immediate extension of K.
Fluent completion. In this subsection we assume that K has equicharacteristic
zero, Γ 6= {0} and [Γ 6=] has no smallest element. By extension we mean valued field
extension, and embedding means valued field embedding.
Let L be an extension of K. A pc-sequence (aρ) in L is said to be K-fluent if
there is a nontrivial convex subgroup ∆ of Γ such that (aρ) has length 6 cf(S) for
some S ⊆ Γ/∆, and (aρ) is ∆L-fluent. We say that L is K-fluent if L is henselian
and every K-fluent pc-sequence in L pseudoconverges in L. Note that if L is fluent,
then L is K-fluent. Also, if L is Γ-maximal, then L is K-fluent. The following is a
variant of Proposition 3.4.19.
Lemma 3.4.21. Let ∆ be a nontrivial convex subgroup of Γ and let K∆ be as above.
Then K∆ embeds over K into any K-fluent extension of K.
Proof. Let L be an intermediate valued field: K ⊆ L ⊆ K∆, assume L 6= K∆, and
let i : L→ F be an embedding over K into a K-fluent extension F of K. It suffices
to show that i can be extended to an embedding into F of some intermediate valued
field that strictly contains L. Note that i remains an embedding when replacing L
by its ∆-coarsening, and F by its ∆F -coarsening. Since the ∆-coarsening of K∆
is henselian and the ∆F -coarsening of F is henselian, we can extend i and arrange
that the ∆-coarsening of L is henselian. Take a ∈ K∆ \ L. Take a divergent ∆-
fluent pc-sequence (aρ) in L such that aρ  a. By passing to a cofinal subsequence
we arrange that (aρ) has length 6 cf(S) for some S ⊆ Γ/∆. Then (aρ) is of
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transcendental type over the ∆-coarsening of L. In view of Corollary 3.2.4 and
Lemma 3.4.12, (aρ) is of transcendental type over L. Also
(
i(aρ)
)
is a K-fluent
pc-sequence in F , so i(aρ) b with b ∈ F , hence we can extend i to an embedding
L(a)→ F sending a to b. 
Proposition 3.4.22. K has an immediate fluent extension that embeds over K
into any K-fluent extension of K.
We call an extension of K as in this theorem a fluent completion of K.
Proof. Fix a decreasing coinitial sequence (∆α) of nontrivial convex subgroups
of Γ indexed by the ordinals α < λ for some infinite limit ordinal λ, where “coinitial”
means that every nontrivial convex subgroup ∆ of Γ includes ∆α for some α (and
thus for all sufficiently large α). For each α we pick a maximal ∆α-immediate
extension K∆α of K. We arrange this so that K∆α is a valued subfield of K∆β
whenever α < β < λ: by transfinite recursion and using Lemma 3.4.20, take K∆α+1
to be a maximal ∆α+1-immediate extension of K∆α for α < λ, and if β < λ is an
infinite limit ordinal, take K∆β to be a maximal ∆β-immediate extension of the
∆β-immediate extension
⋃
α<β K
∆α of K. Put
K f :=
⋃
α<λ
K∆α .
Then K f is an immediate extension of K with the following properties:
(1) K f is henselian;
(2) every fluent pc-sequence in K pseudoconverges in K f ;
(3) every a ∈ K f \K is a pseudolimit of some divergent fluent pc-sequence in K;
(4) K f embeds over K into any K-fluent extension of K.
To get (1), let n > 2, a2, . . . , an ∈ K f , a2, . . . , an ≺ 1; our job is to show that
then the polynomial 1 +X + a2X2 + · · · + anXn has a zero in the valuation ring
of K f . Take α < λ so large that a2, . . . , an ∈ K∆α and v(a2), . . . , v(an) > ∆α.
(This is possible since [Γ 6=] has no smallest element.) Since K∆α is henselian with
respect to its ∆α-coarsened valuation, our polynomial does have a zero b ∈ K∆α
with v(1 + b) > ∆α, and so v(b) > 0. This proves (1).
To get (4), let L be any K-fluent extension of K. Now use Lemma 3.4.21 and
transfinite recursion to obtain for each α < λ an embedding iα : K∆α → L such
that iβ extends iα whenever α < β < λ.
We define a semifluent completion ofK to be an immediate extension ofK with
the properties (1)–(4) ofK f . So we have shown thatK has a semifluent completion.
Let any ordinal ν > 0 be given. We now build an increasing sequence (Kµ) of
immediate extensions of K, indexed by the ordinals µ < ν, such that K0 = K,
Kµ+1 is a semifluent completion of Kµ whenever µ < µ + 1 < ν, and Kµ =⋃
α<µKα whenever µ < ν is an infinite limit ordinal. With ν large enough, we
obtain µ < µ+ 1 < ν such that Kµ = Kµ+1, and it is easy to check that then Kµ
is a fluent completion of K. 
Are all fluent completions of K isomorphic over K, for every K? We do not know
the answer, but we can proceed without. Here is an important property of fluent
completions, used in Sections 11.6 and 11.7.
Lemma 3.4.23. Suppose (aρ) is a jammed pc-sequence in K with a pseudolimit in
a fluent completion of K. Then (aρ) has a pseudolimit in K.
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Proof. Every fluent completion ofK embeds overK into the fluent completionKµ
from the proof of Proposition 3.4.22. By transfinite induction this gives a reduction
to the case that (aρ) has a pseudolimit in a semifluent completion of K as defined
in that proof. Since every pc-sequence in K equivalent to (aρ) is also jammed, it
remains to use property (3) of semifluent completions and Corollary 2.2.20. 
Approximation by special pc-sequences. The main goal of this subsection
is the result below about approximating elements in the henselization Kh of the
valued field K. It generalizes the fact (immediate from Corollary 3.3.5) that for K
of rank 1 every element in Kh is the limit of a c-sequence in K.
Proposition 3.4.24 (F.-V. Kuhlmann). For each x ∈ Kh \K there is a divergent
special pc-sequence (xρ) in K and some a ∈ K× such that xρ  x/a.
We give the proof after a number of auxiliary results. In the rest of this subsec-
tion, ∆ is a nontrivial convex subgroup of Γ. We begin with a reformulation of the
conclusion of this proposition:
Lemma 3.4.25. Let x be an element of a valued field extension of K with x /∈ K,
and let a ∈ K×. Then the following are equivalent:
(i) there is a divergent ∆-special pc-sequence (xρ) in K such that xρ  x/a;
(ii) the coset α+∆, where α = va, is a cofinal subset of v(x −K).
Proof. Let (xρ) be a divergent ∆-special pc-sequence in K such that xρ  x/a.
We may assume that v(x/a− xρ) ∈ ∆ for all ρ, so v(x − axρ) ∈ α+∆ for each ρ,
and
(
v(x − axρ)
)
is cofinal in α + ∆. Thus α + ∆ ⊆ v(x −K) since v(x −K) is
downward closed. Since the pc-sequence (axρ) in K diverges and axρ  x, the
sequence
(
v(x − axρ)
)
is cofinal in v(x −K). Hence α +∆ is cofinal in v(x −K).
Conversely, suppose α + ∆ ⊆ v(x − K) and α + ∆ is cofinal in v(x − K). Since
∆ 6= {0}, the set α +∆, and hence also the set v(x −K), does not have a largest
element. Choose a well-indexed sequence (yρ) in K such that v(x − yρ) ∈ α + ∆
for each ρ and
(
v(x − yρ)
)
is strictly increasing and cofinal in α + ∆, and hence
in v(x − K). Then (xρ) where xρ := yρ/a for each ρ is a divergent ∆-special
pc-sequence in K such that xρ  x/a. 
Let x be an element of a valued field extension of K. We say that x is almost
∆-special over K if x /∈ K and for some a ∈ K× the equivalent conditions (i)
and (ii) in the previous lemma hold. We say that x is ∆-special over K if x /∈ K
and conditions (i) and (ii) hold for a = 1. So if x is almost ∆-special over K, then
some K×-multiple of x is ∆-special over K. Moreover, for a, b ∈ K, a 6= 0,
v(ax+ b −K) = va+ v(x−K),
hence ax+ b is almost ∆-special over K iff x is. We call x almost special over K
if x is almost ∆-special over K for some ∆, and similarly we say that x is special
over K if x is ∆-special over K for some ∆.
In the next lemmas we consider valued field extensions L of K. For such L we
let ∆L be the convex hull of ∆ in ΓL, and K˙ is the valued residue field of the
coarsening v∆ of the valuation v in K by ∆, viewed as a valued subfield of the
valued residue field L˙ of the coarsening v∆L of the valuation on L by ∆L as usual.
Lemma 3.4.26. Let x ∈ L and vx ∈ ∆L. Then x is ∆-special over K iff x˙ /∈ K˙
and x˙ is the limit in L˙ of a c-sequence in K˙.
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Proof. Let (xρ) be a divergent ∆-special pc-sequence in K with xρ  x. Then
vx = v(xρ) for sufficiently large ρ, and after passing to a cofinal subsequence, we
may assume that this holds for all ρ. Then (x˙ρ) is a c-sequence in K˙ and x˙ρ → x˙.
Also, x˙ /∈ K˙: otherwise, x˙ = a˙, a ∈ O˙, and then xρ  a by Lemma 2.2.9,
a contradiction. Conversely, suppose (xρ) is a well-indexed sequence in O˙ such
that (x˙ρ) is a c-sequence in K˙ and x˙ρ → x˙ /∈ K˙. After passing to a cofinal
subsequence, we may assume that (x˙ρ) is a pc-sequence of width {∞} in K˙, by
Lemma 2.2.35; thus (xρ) is a ∆-special pc-sequence in K with xρ  x. If a ∈ K
is a pseudolimit of (xρ), then va = vxρ eventually, in particular va ∈ ∆, and
x˙ρ → a˙ = x˙, a contradiction. Hence (xρ) does not have a pseudolimit in K, and
so x is ∆-special over K. 
Note that if x ∈ L is ∆-special over K with vx ∈ ∆L, then by the previous lemma
the valued field extension K˙(x˙) ⊇ K˙ is dense, and hence every y ∈ L with vy ∈ ∆L
and y˙ ∈ K˙(x˙) \ K˙ is ∆-special over K.
The following lemma indicates a source of special elements over K.
Lemma 3.4.27. Let P ∈ O[X ] and a ∈ O be such that P (a) ≺ 1, P ′(a) ≍ 1, and P
has no zero in a+ O. Let x in a valued field extension L of K be a zero of P with
x− a ≺ 1. Then vx ∈ ∆ and x is ∆-special, for some ∆.
Proof. By the discussion preceding Corollary 3.3.5, we have ∆ and a ∆-special
divergent pc-sequence (aρ) in K such that P (aρ)  0 and aρ ≡ a mod O for all ρ.
Taylor expansion around x ∈ L yields
P (x+ Y ) = P (x) + P ′(x) · Y + terms of higher degree in Y
= P ′(x) · Y · (1 +Q) where Q ∈ OL[Y ], Q(0) = 0.
Substituting aρ − x for Y yields
P (aρ) = P
′(x) · (aρ − x) ·
(
1 +Q(aρ − x)
)
with Q(aρ − x) ≺ 1.
Thus v
(
P (aρ)
)
= v(aρ − x) for all ρ, hence aρ  x, and so x is ∆-special over K.
Also, vx = vaρ < v(x− aρ) ∈ ∆, eventually, so vx ∈ ∆. 
We say that a valued field extension L of K is almost ∆-special if every element
of L \ K is almost ∆-special over K. A valued field extension L of K is almost
special if every element of L \K is almost special over K. (So Proposition 3.4.24
says that the henselization of K is an almost special extension of K.) Thus every
almost special valued field extension is immediate. The next lemma shows that if
M ⊇ L and L ⊇ K are almost special valued field extensions, then so is M ⊇ K:
Lemma 3.4.28. Let L be an almost special valued field extension of K and x an
element of a valued field extension of L such that x is almost special over L. Then x
is almost special over K.
Proof. Clearly v(x − K) ⊆ v(x − L), and if equality holds, then x is almost
special over K. So suppose v(x − K) 6= v(x − L). We can take y ∈ L with
v(x −K) < v(x − y); then y /∈ K, so y is almost special over K. For each a ∈ K
we have v(y − a) = v((y − x) + (x − a)) = v(x − a), hence v(y −K) = v(x −K).
Thus x is almost special over K. 
144 3. VALUED FIELDS
We now define a condition on an element x of a valued field extension of K which
ensures that K(x) ⊇ K is almost special: call an element x in a valued field
extension L of K very ∆-special over K if
(VS1) vx ∈ ∆L and x is ∆-special over K;
(VS2) for all n > 1, if 1, x, . . . , xn are K-linearly independent, then 1, x˙, . . . , x˙n
in L˙ are K˙-linearly independent.
Here K˙ is the valued residue field of the coarsening v∆ of the valuation v in K by ∆,
viewed as a valued subfield of the valued residue field L˙ of the coarsening v∆L of the
valuation on L = K(x) by the convex hull ∆L of ∆ in ΓL. Note that given (VS1),
condition (VS2) expresses that
[
K(x) : K
]
=
[
K˙(x˙) : K˙
] ∈ N ∪ {∞}. Thus a very
∆-special x over K is transcendental over K iff x˙ is transcendental over K˙.
Lemma 3.4.29. Let x be very ∆-special over K. Then K(x) ⊇ K is almost ∆-
special.
Proof. Let y ∈ K(x) \ K; we need to show that y is almost ∆-special over K.
We first assume that x is algebraic over K. Then y = P (x) with P ∈ K[X ] of
degree m with 1 6 m <
[
K(x) : K
]
. Replacing y by ay + b and P by aP + b,
for suitable a, b ∈ K, a 6= 0, we may assume that vP = 0 and P (0) = 0. Thus
P ∈ O˙[X ] with deg P˙ > 1. By (VS2), 1, x˙, . . . , x˙m are K˙-linearly independent,
hence y˙ = P˙ (x˙) /∈ K˙. Thus by (VS1) and the remark following Lemma 3.4.26,
y = P (x) is ∆-special over K.
Now suppose that x is transcendental over K; then x˙ is transcendental over K˙
by (VS2). So y = P (x)/Q(x) with P,Q ∈ K[X ], Q 6= 0. After multiplying P , Q
and y by suitable elements of K× we may assume that vP = vQ = 0. Now
P =
∑
i PiX
i, Q =
∑
j QjX
j with Pi, Qj ∈ O for all i, j; set n = deg Q˙. Then
Qn 6= 0, so with b := Pn/Qn we have Pn − bQn = 0. Take a ∈ K× such that
v(P − bQ) = va. Then with R := a−1(P − bQ) ∈ O[X ], we have v(R) = 0
and Rn = 0, so R˙(x˙)/Q˙(x˙) /∈ K˙. By (VS1) and the remark after Lemma 3.4.26,
R(x)/Q(x), and hence also y = b+ aR(x)/Q(x), are ∆-special over K. 
An element of a valued field extension of K is said to very special over K if it
is very ∆-special over K for some ∆. Together with Lemma 3.4.28, the previous
lemma implies:
Corollary 3.4.30. Let L be an almost special valued field extension of K and x
an element of a valued field extension of L such that x is very special over L. Then
L(x) ⊇ K is almost special.
Here is another consequence of Lemma 3.4.29:
Corollary 3.4.31. Suppose K is henselian of equicharacteristic zero. Let (aρ)
be a divergent ∆-special pc-sequence in K, and let x be a pseudolimit of (aρ) in a
valued field extension of K. Then x− a is very ∆-special over K, for some a ∈ K;
in particular, K(x) ⊇ K is almost ∆-special.
Proof. Take ρ0 such that v(x − aρ) = v(aρ − aσ) ∈ ∆ for ρ0 6 ρ < σ, and
set a := aρ0 ; then (bρ)ρ>ρ0 := (aρ − a)ρ>ρ0 is a divergent ∆-special pc-sequence
in K with pseudolimit y := x − a, and vy ∈ ∆ and v(bρ) ∈ ∆ for ρ0 6 ρ. The
sequence (b˙ρ) in K˙ is a divergent pc-sequence in K˙ (of width {∞}) with pseu-
dolimit y˙. Since K is henselian of equicharacteristic zero, so is K˙, by Lemma 3.4.2.
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Thus (bρ) is of transcendental type over K and (b˙ρ) is of transcendental type over
K˙, by Lemma 3.2.7 and Corollary 3.3.21. Hence y is transcendental over K and y˙
is transcendental over K˙ by Lemma 3.2.6. Thus y is very ∆-special over K, and so
K(x) = K(y) ⊇ K is almost ∆-special, by Lemma 3.4.29. 
In analogy to Lemma 3.4.27, we have:
Lemma 3.4.32. Let P ∈ O[X ] be monic and let a ∈ O be such that P (a) ≺ 1,
P ′(a) ≍ 1, and P has no zero in a+O. Suppose that for each ∆, either P˙ ∈ OK˙ [X ]
is irreducible over K˙ or has a zero in a˙+ OK˙ . Then each zero x of P in any valued
field extension of K with x− a ≺ 1 is very special over K.
Proof. Let x be an element in a valued field extension of K with P (x) = 0 and
x − a ≺ 1. By Lemma 3.4.27 we can take ∆ such that x is ∆-special over K and
vx ∈ ∆. Then P˙ (a˙) ≺ 1, P˙ ′(a˙) ≍ 1, as well as P˙ (x˙) = 0, x˙− a˙ ≺ 1, and x˙ /∈ K˙ (by
Lemma 3.4.26). Thus, by Lemma 3.3.2, P˙ has no zero in a˙+ OK˙ , so by hypothesis,
P˙ is irreducible. It follows that P˙ is the minimum polynomial of x˙ over K˙. With
L := K(x), we now have
[L : K] 6 degP = deg P˙ =
[
K˙(x˙) : K˙
]
6 [L˙ : K˙] 6 [L : K]
and thus [L : K] =
[
K˙(x˙) : K˙
]
. Hence x is very ∆-special over K. 
We can now give the proof of Proposition 3.4.24:
Proof of Proposition 3.4.24. Let L be a valued subfield of Kh containing K
such that L ⊇ K is almost special. If L = Kh, then we are done, so suppose
otherwise; then L is not henselian, by the minimality of henselizations. Take a
monic polynomial P ∈ OL[X ] of minimal degree such that for some a ∈ OL we
have P (a) ≺ 1 and P ′(a) ≍ 1, and P has no zero in a + OL. Fix such an a. We
claim that for every ∆ either P˙ ∈ L˙[X ] is irreducible, or P˙ has a zero in a˙ + OL˙.
To prove this claim, suppose towards a contradiction that ∆ is such that P˙ ∈ L˙[X ]
is reducible and has no zero in a˙ + OL˙. Then we have monic Q,R ∈ OL[X ] of
degree > 1 such that P˙ = Q˙R˙. Then Q˙(a˙) ≺ 1 or R˙(a˙) ≺ 1, say Q˙(a˙) ≺ 1. Then
also Q˙′(a˙) ≍ 1 and Q˙ has no zero in a˙+ OL˙. Hence Q(a) ≺ 1, Q′(a) ≍ 1, and Q has
no zero in a+ OL, and degQ < degP , contradicting the minimality of degP . This
proves the claim. Take a zero x ∈ Kh of P with x− a ≺ 1. By Lemma 3.4.32, x is
very special over L, and so by Lemma 3.4.29, the valued field extension L(x) ⊇ L
is almost special. Hence L(x) ⊇ K is almost special, by Lemma 3.4.28. It now
remains to appeal to Zorn. 
We use Proposition 3.4.24 to refine Proposition 3.4.11:
Corollary 3.4.33. Let K have equicharacteristic zero. Then any step-completion
of K is almost special over K.
Proof. For a cardinal κ we let κ+ be the next bigger cardinal. Fix a maximal
immediate valued field extension M of K. In the proof of Proposition 3.4.11 we
constructed a step-completion Ksc of K as the union of an increasing sequence
(Kλ)λ<ν of henselian valued subfields of M , indexed by all ordinals λ less than
some ordinal ν < |K|+, as follows: K0 = Kh, and for 0 < µ < ν, if µ is a limit
ordinal, then Kµ =
⋃
λ<µKλ, and if µ is a successor ordinal, µ = λ + 1, then
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Kµ = Kλ(a)
h where a ∈ M is a pseudolimit of a special divergent pc-sequence in
Kλ. (Here the superscript h refers to henselization in M .)
Now transfinite induction using Proposition 3.4.24 and Corollary 3.4.31 implies
that Kµ ⊇ K is almost special for each µ < ν. So Ksc is almost special over K.
Any step-completion of K embeds into Ksc over K, and is therefore almost special
over K as well. 
Notes and comments. Lemma 3.4.2 is in Nagata [300]. Step-completeness was
defined by Krull [229, p. 177] in an ideal-theoretic way; Ribenboim [334] has the
connection to special pc-sequences, see also [336]. Lemma 3.4.7 is from [334],
Lemma 3.4.8 is in Mac Lane [277], Lemma 3.4.9 in Krull [229], and Lemma 3.4.10
in Ribenboim [335]. The proofs of these facts given here follow [458]. According to
[277] the question posed after Proposition 3.4.11 goes back to Krull. It is discussed,
in the context of valued ordered fields, in [450]. Proposition 3.4.24 is proved in
[234].
3.5. Valued Ordered Fields
The basic facts on ordered and real closed fields, due to Artin and Schreier, are
summarized without proof in Theorems 3.5.4 and 3.5.9 below. Next, we focus on
the relevant valuations on ordered fields. Indeed, the more robust features of a
non-archimedean ordered field are better described in terms of a valuation than in
terms of the ordering. Throughout this section K is (at least) a field.
Ordered fields. Recall that in Section 2.4 we defined and briefly discussed ordered
fields. In this subsection K is an ordered field, so Q ⊆ K.
Note that K> with the induced ordering is an ordered multiplicative group.
Obviously, the ordered additive group of K is archimedean iff conv(Q) = K; in this
case we also call the ordered field K archimedean. Lemma 2.4.3 has an analogue
for ordered fields:
Lemma 3.5.1 (Hölder). If K is archimedean, then the unique embedding K → R of
ordered additive groups sending 1 ∈ K to 1 ∈ R is a ring morphism.
We note the following easy bound on zeros of polynomials over ordered fields:
Lemma 3.5.2. Let P = Xd + ad−1Xd−1 + · · · + a0 with all ai ∈ K. Set M :=
1 + |ad−1|+ · · ·+ |a0|. Then for all x ∈ K with |x| >M we have P (x) = xd(1 + ε)
with ε ∈ K, |ε| < 1, so P (x) 6= 0.
Corollary 3.5.3. Let K(x) be a field extension of K with x transcendental over K.
Then there is a unique ordering of K(x) that makes K(x) an ordered field extension
of K with x > K.
Proof. For any such ordering on K(x) and monic polynomial P ∈ K[X ] we have
P (x) > 0 by Lemma 3.5.2, and so there can be at most one such ordering. This
also shows how to define such an ordering; alternatively, the existence of such an
ordering follows by a routine model-theoretic compactness argument. 
Real closed fields. Call a field K orderable if some ordering of K makes K an
ordered field; note that then char(K) = 0. No algebraically closed field is orderable.
Call K euclidean if x2 + y2 6= −1 for all x, y ∈ K, and
K = {x2 : x ∈ K} ∪ {−x2 : x ∈ K}.
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If K is euclidean, then K is an ordered field for a unique ordering, namely
a > 0 ⇐⇒ a = x2 for some x ∈ K.
Theorem 3.5.4 (Artin & Schreier). The following conditions on K are equivalent:
(i) K is orderable, and K has no orderable proper algebraic field extension;
(ii) K is euclidean, and every P ∈ K[X ] of odd degree has a zero in K;
(iii) K is not algebraically closed, and K(i), where i2 = −1, is algebraically closed;
(iv) K is not algebraically closed and has an algebraically closed field extension
L ⊇ K with [L : K] <∞.
Call K real closed if it satisfies the (equivalent) conditions of Theorem 3.5.4.
Corollary 3.5.5. Let K ′ be a subfield of the real closed field K. Then:
K ′ is real closed ⇐⇒ K ′ is algebraically closed in K.
Proof. If K ′ is real closed, then K ′ is algebraically closed in every orderable field
extension, in particular, in K. Conversely, suppose K ′ is algebraically closed in K.
Then K ′ is euclidean and every P ∈ K ′[X ] of odd degree has a zero in K ′, since K ′
inherits these properties from K. 
Here is an obvious consequence of Corollary 3.5.5:
Corollary 3.5.6. Let (Ki)i∈I with I 6= ∅ be a family of real closed subfields of a
real closed field K. Then
⋂
iKi is a real closed subfield of K.
The archetypical example of a real closed field is the field R of real numbers. By
the previous corollary, the algebraic closure of Q in R (known as the field of real
algebraic numbers) is also real closed. Below we always consider a real closed field
as equipped with the unique ordering making it an ordered field. Here are some
further properties of real closed fields.
Proposition 3.5.7. Suppose K is a real closed field and P ∈ K[X ]. Then:
(i) P is monic and irreducible in K[X ] iff P = X − a for some a ∈ K, or
P = (X − a)2 + b2 for some a, b ∈ K with b 6= 0;
(ii) the map x 7→ P (x) : K → K has the intermediate value property.
Proof. The quadratic polynomials in (i) take only values in K>, and are thus
irreducible. Conversely, suppose P is monic, irreducible, and of degree > 1. Then
P is the minimum polynomial over K of a+ bi for some a, b ∈ K with b 6= 0, so
P =
(
X − (a+ bi)) · (X − (a− bi)) = (X − a)2 + b2.
This proves (i). As to (ii), we can reduce to the case that P (a) < 0 < P (b) with
a < b inK; it is enough to show that then P (x) = 0 for some x ∈ K with a < x < b.
The existence of such an x follows easily from (i) by factoring P into linear factors,
and quadratic factors taking only values > 0. 
Corollary 3.5.8. Let K be a real closed field and K(x) a field extension of K
with x transcendental over K. Let A be a cut in K. Then there is a unique
ordering of K(x) that makes it an ordered field extension of K for which x realizes
the cut A.
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Proof. Let P ∈ K[X ] be monic. Then P (X) = Q(X)∏ni=1(X − ai) where
a1, . . . , an ∈ K and Q(X) is a product of monic irreducible quadratic polynomials
in K[X ] as described in Proposition 3.5.7(i). Hence for any ordering of K(x) with
the indicated properties we have: P (x) > 0 iff the number of i ∈ {1, . . . , n} such
that ai /∈ A is even; so there can be at most one such ordering. This also shows how
to define such an ordering; alternatively, the existence of such an ordering follows
by a routine model-theoretic compactness argument. 
Now let K be an ordered field. Then a real closure of K is a real closed algebraic
field extension of K whose ordering extends the ordering of K. Here is the key
result on this notion:
Theorem 3.5.9 (Artin & Schreier). K has a real closure. If K ′ is a real closure
of K, then every ordered field embedding K → L into a real closed field L has a
unique extension to an ordered field embedding K ′ → L.
Therefore, if K1, K2 are real closures of K, then there is a unique isomorphism
K1
∼=−→ K2 over K. Thus we can speak of the real closure of K, denoted by Krc.
Note that by Lemma 3.5.2 there is for each a ∈ Krc an element b ∈ K>0 such
that |a| 6 b. It is tempting to jump to the conclusion that K is dense in Krc (with
respect to the order topology), and this jump is indeed a notorious source of error
in the subject. A counterexample is the ordered field K = R(x) with x > R: in its
real closure the interval (
√
x− 1,√x+ 1) contains no element of K.
Suppose K is given as an ordered subfield of the real closed (ordered) field F .
Then the algebraic closure {a ∈ F : a is algebraic over K} of K in F is a real
closure of K, by Corollary 3.5.5, and is called the real closure of K in F ; it is
clearly the only field extension of K inside F that is a real closure of K.
Convex valuations. In this subsection K is an ordered field.
Lemma 3.5.10. Let A be a subring of K.
(i) The convex hull of A in K is a subring of K;
(ii) A is convex in K iff [0, 1] ⊆ A; and
(iii) if A is convex, then A is a valuation ring of K.
Proof. Part (i) is clear. In (ii), [0, 1] ⊆ A is clearly necessary for convexity of A;
conversely, if [0, 1] ⊆ A and a ∈ A, x ∈ K with 0 < x < a, then xa−1 ∈ A, hence
x = xa−1 ·a ∈ A. For (iii), suppose A is convex. Let x ∈ K×; if |x| 6 1, then x ∈ A,
and if |x| > 1 then |x−1| < 1, so x−1 ∈ A. Thus A is a valuation ring of K. 
Lemma 3.5.11. Let O be a valuation ring of K. The following are equivalent:
(i) O is convex;
(ii) O is convex;
(iii) O ⊆ (−1, 1);
(iv) |a| < 1/n for all a ∈ O and n > 1;
(v) conv(Q) ⊆ O.
Proof. For (i) ⇒ (ii), assume (i). Let a, x ∈ K, 0 < x < a and a ∈ O. From
a−1 /∈ O and 0 < a−1 < x−1 we get x−1 /∈ O, so x ∈ O. The implications (ii)⇒ (iii)
and (iii) ⇒ (iv) are obvious. For (iv) ⇒ (v), assume (iv), let a ∈ conv(Q), a > 0,
and take n > 1 with a 6 n. Then a−1 > 1/n, so a−1 /∈ O, and thus a ∈ O. Finally,
(v) ⇒ (i) follows from part (ii) of the previous lemma. 
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We say that a valuation v on K is convex if its valuation ring O satisfies the
equivalent conditions in the previous lemma. Thus a valuation on the ordered
field K is convex iff it is convex as a valuation on the ordered additive group of K
as defined in Section 2.4. In terms of the dominance relation 4 associated to v:
v is convex ⇐⇒ for all x, y ∈ K with |x| 6 |y| we have x 4 y.
Suppose v is a convex valuation on K. Then O is a convex subgroup of the ordered
additive group O, and the resulting ordering on the quotient group O/O makes the
residue field an ordered field. (Whenever a convex valuation on an ordered field is
given we regard the residue field as an ordered field in this way.) If v˙ is a coarsening
of v by a convex subgroup of the value group of v, then v˙ is also convex, and so
is the valuation v on the ordered residue field K˙ of v˙. By Lemma 2.4.1, if v is
nontrivial, then the v-topology on K coincides with the order topology on K.
Every ordered field carries a canonical convex valuation:
Example. The standard valuation v : K → [K] with the reverse ordering on [K] is
given by vx = [x]. It is not just a valuation of the ordered additive group of K, but
even a convex valuation K× → [K×] on the ordered field K, where [K×] is made
an ordered abelian (additive) group by [x] + [y] = [x · y] for x, y ∈ K× and 0 = [1].
The valuation ring of v is O = conv(Q) of K.
The ordered field analogue of Lemma 2.4.7 follows from that lemma and its proof:
Corollary 3.5.12. Let O be a convex subring of K, and (L,OL) an immediate
valued field extension of (K,O). Then just one ordering on L makes L an ordered
field extension of K such that OL is convex. Moreover, OL is the convex hull of O
with respect to this ordering on L.
Here is another useful extension result:
Lemma 3.5.13. Let O be a convex subring of K and (K(y),Oy) a valued field
extension of (K,O) such that nvy /∈ Γ for all n > 1. Then just one ordering
on K(y) makes it an ordered field extension of K such that y > 0 and Oy is
convex.
Proof. By Corollary 3.1.9 and Lemma 3.1.30, y is transcendental overK, the value
group of (K(y),Oy) is Γ⊕Zvy (internal direct sum), and res(K) = res(K(y)). Let
a field ordering on K(y) be given with y > 0 that extends the ordering of K and
with respect to which the valuation of K(y) is convex. Let f ∈ K(y)×. Then
f = ykgu with k ∈ Z, g ∈ K>, and u ≍ 1 in K(y), and so res(u) ∈ res(K)×, hence
f > 0 in K(y) ⇐⇒ res(u) > 0 in res(K).
This equivalence shows that there can only be one such ordering. It is routine to
check that this equivalence also yields a definition of such an ordering. 
Of course, Lemma 3.5.13 goes through with y < 0 instead of y > 0.
Lemma 3.5.14. Every henselian valuation ring of K is convex.
Proof. Suppose O is a henselian valuation ring of K. Let a ∈ O. Then for x ∈ O
we have x2 + x + a ≡ x(x + 1) mod O, so by Proposition 3.3.11 the polynomial
P := X2+X+a ∈ O[X ] has two distinct zeros in O. Hence the discriminant 1−4a
of P is positive, that is, a < 14 . This also holds for −a in place of a, so |a| < 1.
Thus O is convex, by (i) ⇔ (iii) in Lemma 3.5.11. 
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Lemma 3.5.15. Let O be a convex subring of K. Then O + Oi is the unique
valuation ring of K[i] that lies over O. The maximal ideal of O +Oi is O + Oi.
Proof. Let a, b ∈ K and a+ bi /∈ O +Oi. Then |a| > O or |b| > O, so
1
a+ bi
=
a
a2 + b2
− b
a2 + b2
i ∈ O + Oi ⊆ O +Oi.
Thus O+Oi is a valuation ring of K[i] lying over O. Since i is integral over O, any
valuation ring of K[i] lying over O includes O +Oi and thus equals O +Oi. 
We have already seen that if a valued field is algebraically closed, then its value
group is divisible and its residue field is also algebraically closed (Corollary 3.1.17).
Here is an analogue for real closed valued fields:
Theorem 3.5.16. Suppose K is real closed, and K is equipped with a valuation
ring O of K. Then the value group Γ of K is divisible, and res(K) is either real
closed or algebraically closed. Moreover, the following are equivalent:
(i) res(K) is real closed;
(ii) K is henselian;
(iii) O is convex.
Proof. For every a ∈ K> and n > 1 the polynomial Xn− a has a zero in K, so Γ
is divisible. Equip the algebraic closure Ka = K(i) of K, i2 = −1, with a valuation
ring of Ka lying over O. Then res(Ka) is an algebraic closure of res(K) and[
res(Ka) : res(K)
]
6 [Ka : K] = 2.
Hence either res(Ka) = res(K), in which case res(K) is algebraically closed, or[
res(Ka) : res(K)
]
= 2, in which case res(K) is real closed (by Theorem 3.5.4).
If res(K) is real closed, then the valued field K is algebraically maximal, and
hence henselian by Corollary 3.3.4. Thus (i) ⇒ (ii) holds, and (ii) ⇒ (iii) follows
from Lemma 3.5.14. For (iii) ⇒ (i), note that if O is convex, then res(K) is
orderable, so not algebraically closed, and hence real closed. 
Ordered fields with a convex valuation. In this subsection K is an ordered
field with a convex valuation ring O of K, so K is an ordered and a valued field.
This includes the case O = K, where the corresponding valuation is trivial; we can
then make it nontrivial by considering an ordered field extension K(x) with x > K
as in Corollary 3.5.3, and taking the convex hull Ox of K in K(x): then (K(x),Ox)
is an ordered and valued field extension of (K,O) for O = K, with Ox 6= K(x).
Corollary 3.5.17. Suppose K is real closed and C is a maximal subfield of O.
Then C is a lift of res(K), and O = conv(C).
Proof. Proposition 3.3.8 and Theorem 3.5.16 imply that C is a lift of res(K). For
x ∈ O we have c ∈ C with x− c ∈ O, so c− 1 < x < c+ 1, thus x ∈ conv(C). 
Corollary 3.5.18. There exists a unique convex valuation ring of the real clo-
sure Krc of K lying over the valuation ring O of K. Equipping Krc with this
valuation ring we have ΓKrc = QΓ and res(K
rc) = res(K)rc.
Proof. Let Orc be the convex hull of O in Krc. Then Orc is a convex valuation
ring of Krc lying over O. By the remarks following the proof of Proposition 3.1.20,
Orc is the only convex valuation ring of Krc lying over O. Turn Krc into a valued
field with valuation ring Orc. Then ΓKrc is divisible, so ΓKrc = QΓ. Since res(Krc)
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is an algebraic ordered field extension of res(K) and res(Krc) is real closed (by
Theorem 3.5.16), we have res(Krc) = res(K)rc. 
Corollary 3.5.19. For our valued field K we have:
K is real closed ⇐⇒ K is henselian, res(K) is real closed, and Γ is divisible.
Proof. The direction ⇒ follows from Theorem 3.5.16. Conversely, suppose the
conditions on the right side are satisfied. Corollary 3.5.18 gives a valuation ring
of Krc making Krc ⊇ K an immediate algebraic extension of valued fields. It now
follows from Corollary 3.3.21 that K = Krc is real closed. 
Example. Let C be an ordered field and M a (multiplicative) ordered abelian
group. Viewing C[[M]] as a Hahn product, its Hahn ordering is given by
f > 0 ⇐⇒ fm > 0 (f ∈ C[[M]] 6=, m = d(f)).
Then C[[M]] with its Hahn ordering is called an ordered Hahn field; it is indeed
an ordered field containing C as an ordered subfield and with M as an ordered
subgroup of C[[M]]>. The Hahn valuation on C[[M]] has valuation ring conv(C)
with respect to the Hahn ordering, and is thus a convex valuation. Therefore:
C[[M]] is real closed ⇐⇒ C is real closed and M is divisible.
Thus the Hahn field R((tQ)) is real closed. The field P(C) of Puiseux series over C
(Example 3.3.23) is an ordered subfield of the ordered Hahn field C((tQ)). If C is
real closed, then P(C) is the real closure of its ordered subfield C((t)) in C((tQ)).
Corollary 3.5.20. Suppose K is real closed. Then the completion Kc of the valued
field K is real closed, and the valuation of Kc is convex.
Proof. Since K ⊆ Kc is an immediate extension, the residue field of Kc is real
closed, by Theorem 3.5.16, hence Kc is not algebraically closed, by Corollary 3.1.17.
Extend the valuation of K to the algebraic closure K(i), i2 = −1, of K. By
Corollary 3.2.22, K(i)c is algebraically closed, and by Corollary 3.2.29, K(i)c =
Kc(i). Hence Kc is real closed, and by Theorem 3.5.16, its valuation is convex. 
Completion of ordered fields. In this subsection K is an ordered field. Call an
ordered field extension L ⊇ K dense if K is dense in L, in the order topology on L.
We have an analogue of Theorem 3.2.13 for ordered fields:
Theorem 3.5.21. There is a dense ordered field extension Kd ⊇ K such that any
dense ordered field extension L ⊇ K embeds uniquely over K into Kd.
Proof. Let Kd be the completion of the ordered additive group of K; see Sec-
tion 2.4. It is easy to check that Lemma 3.2.14 goes through for c-sequences in the
ordered field K, and from this we obtain that the multiplication (x, y) 7→ x · y and
inversion x 7→ 1/x (x 6= 0) on K have unique extensions to continuous maps
Kd ×Kd → Kd, (Kd)6= → Kd,
with the product topology on Kd ×Kd, and that Kd is an ordered field extension
ofK with the first map as multiplication and the second map as inversion. It is now
routine to check that this ordered field extension has the desired properties. 
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The properties of the ordered field extension Kd of K postulated in Theorem 3.5.21
determine Kd up to a unique (ordered field) isomorphism over K. We call Kd the
completion of K. Note that by construction, Kd is indeed complete: every c-
sequence in Kd converges in Kd. When is Kd real closed?
Proposition 3.5.22. Kd is real closed if and only if K is dense in its real closure.
Consider first the case that K is archimedean. Then K is isomorphic to a unique
ordered subfield of R, and identifying K with this subfield we can take Kd = R,
and Krc as a subfield of R. Thus Kd is real closed and K is dense in Krc. In
general, if Kd is real closed, then clearly K is dense in Krc. For the converse, we
can assume K is not archimedean, and so K has a convex subring O 6= K.
Accordingly, consider K below as equipped with a convex valuation ring O 6= K
of K. Let Kc be the completion of the valued field K. Then Kc ⊇ K is an
immediate valued field extension, so by Lemma 3.5.12 we can take a unique ordering
on Kc making Kc an ordered field extension of K such that the valuation ring
of Kc is convex with respect to this ordering. The valuation topology and the
order topology on Kc coincide, by Lemma 2.4.1, so with this ordering Kc is also
complete as an ordered field, and K is dense in Kc in the order topology. Thus:
Lemma 3.5.23. There is a unique isomorphism Kc → Kd of ordered fields which
is the identity on K.
In view of Corollary 3.5.20, this yields:
Corollary 3.5.24. If K is real closed, then so is Kd.
To conclude the proof of Proposition 3.5.22 it remains to use this corollary and to
note that if K is dense in an ordered field extension L, then we can take Kd = Ld.
Example. Let C be an ordered field. By Example 3.2.19 the completion in the
Hahn field C((tQ)) = C[[xQ]] (t = x−1) of its subfield C(tQ) is
L :=
{
f ∈ C[[xQ]] : supp f |xq is finite for all q ∈ Q
}
.
Now consider L as an ordered subfield of the ordered Hahn field C((tQ)). Then L
is an ordered field extension of the ordered subfield C(tQ) of C((tQ)), and is as such
also a completion of this ordered field C(tQ). If C is real closed, then so is L, by
Corollaries 3.3.5 and 3.5.19.
Notes and comments. The notion of a real closed field and Theorems 3.5.4 and
3.5.9 are due to Artin and Schreier [12, 13]. For proofs of these theorems, see
for example [216] or [322]; for the equivalence of (iii) and (iv) in Theorem 3.5.4,
see also Leicht [254]. Lemma 3.5.1 is from [188]. Theorem 3.5.16 is in Knebusch
and Wright [217], and Corollary 3.5.19 in Prestel [322]. Corollary 3.5.24 has been
noticed by various authors; see [33, 170, 394].
3.6. Some Model Theory of Valued Fields
In this section we assume familiarity with Appendix B. We establish here quantifier
elimination for algebraically closed fields with a nontrivial valuation and real closed
fields with a nontrivial convex valuation. These well-known results foreshadow the
deeper elimination theorem about the valued differential field T in Chapter 16. We
also need Proposition 3.6.13 below in Section 16.6.
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Algebraically closed valued fields. We augment the language {0, 1,−,+, · } of
rings by a binary relation symbol 4 to obtain the language L4. Let ACVF be
the L4-theory whose models are the structures (K,4) where K is an algebraically
closed field and 4 is a nontrivial dominance relation on K. Here a dominance
relation on a field K is said to be trivial if its corresponding valuation ring is K.
Theorem 3.6.1. ACVF has QE.
First some remarks about dominance relations. Let R be an integral domain.
We define a dominance relation on R to be a binary relation 4 on R such
that conditions (D1)–(D6) in Section 3.1 hold for all f, g, h ∈ R. The trivial
dominance relation 4t on R is the one with r 4t s for all r, s ∈ R with s 6= 0.
For any dominance relation 4 on R there is a unique dominance relation 4F on
F = Frac(R) such that (R,4) ⊆ (F,4F ); it is given by
r1
s
4F
r2
s
⇐⇒ r1 4 r2 (r1, r2, s ∈ R, s 6= 0).
Example 3.6.2. The nontrivial dominance relations on Z are exactly the dominance
relations 4p, where p is a prime number:
a 4p b ⇐⇒ for all n: b ∈ pnZ⇒ a ∈ pnZ.
Every substructure of a model of ACVF is a pair (R,4) with R an integral domain
and 4 a dominance relation on R. Conversely, for any integral domain R with a
dominance relation 4 on it, (R,4) is a substructure of a model of ACVF: first
extend (R,4) to (F,4F ) as above; then extend 4F to a dominance relation on the
algebraic closure of F ; in case a valuation (in the form of a dominance relation) is
trivial, adjoin a transcendental to make it nontrivial.
Let (R,4) be an integral domain with a dominance relation on it. Let
i : (R,4)→ (K,4K)
be an embedding into an algebraically closed field K with dominance relation 4K
on K. Let 4a be a dominance relation on the algebraic closure F a of F = Frac(R)
such that (R,4) ⊆ (F a,4a). Then by Corollary 3.1.23 we can extend i to an
embedding (F a,4F a)→ (K,4K).
Proof of Theorem 3.6.1. By the remarks preceding this proof and B.11.11 it
suffices to show the following: Let E, F be nontrivially valued algebraically closed
fields such that F is |K|+-saturated, where K is a proper algebraically closed sub-
field of E; view subfields of E as valued subfields of E, and let i : K → F be a
valued field embedding. Then there exists x ∈ E \ K and an extension of i to a
valued field embedding j : K(x)→ F .
To find such x and j we distinguish three cases. To simplify notation we
identify the valued field K with the valued field iK via i.
Case 1: res(K) 6= res(E). Take x ∈ OE such that x /∈ res(K). Since res(K) is
algebraically closed, x is transcendental over res(K). Also x /∈ K, so x is tran-
scendental over K. By the saturation assumption on F we can find y ∈ OF with
y /∈ res(K). So y is transcendental over res(K) and y is transcendental over K.
Then the field embedding j : K(x) → F over K with j(x) = y is a valued field
embedding by the uniqueness part of Lemma 3.1.31.
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Case 2: Γ 6= ΓE. Note that Γ is divisible. Take any α ∈ ΓE \ Γ. Since F is |K|+-
saturated, so is ΓF as an ordered set. Also, ΓF 6= {0}. Hence we can take β ∈ ΓF
realizing the same cut in Γ as α. So we have an isomorphism Γ + Zα→ Γ + Zβ of
ordered abelian groups over Γ which sends α to β. Take x ∈ E×, y ∈ F× with vx =
α, vy = β. Then x /∈ K, so x is transcendental over K; likewise, y is transcendental
overK. By the uniqueness part of Lemma 3.1.30, the field embedding j : K(x)→ F
over K with j(x) = y is even a valued field embedding.
Case 3: res(K) = res(E) and Γ = ΓE. Take any x ∈ E \K. Then the valuation
on K(x) is uniquely determined by the valuation on K and by the map
a 7→ v(x − a) : K → Γ,
since each monic f ∈ K[x] factors as f = ∏ni=1(x − ai) with all ai ∈ K, so
vf =
∑
i v(x − ai). It follows that for y ∈ F \K with v(x − a) = v(y − a) for all
a ∈ K, the field embedding K(x) → F over K that sends x to y is a valued field
embedding. Such an element y exists by saturation and the next general lemma. 
Lemma 3.6.3. Let K ⊆ L be a valued field extension such that resK = resL. Let
a1, . . . , an ∈ K, n > 1, and let x ∈ L\K be such that v(x−ai) ∈ Γ for i = 1, . . . , n.
Then there exists a ∈ K such that v(x− ai) = v(a− ai) for i = 1, . . . , n.
Proof. Any a ∈ K such that v(a − x) > v(a − ai) for i = 1, . . . , n has the
desired property. We may assume v(x − a1) > v(x − ai) for i = 2, . . . , n. Since
v(x − a1) ∈ Γ we can take b ∈ K such that v(x − a1) = vb. So v
(
x−a1
b
)
= 0,
and since resK = resL, we have x−a1b = c + ε with c ∈ K, c ≍ 1, ε ≺ 1. Then
a = a1 + bc works because x− a = bε and v(bε) > v(x− ai). 
Corollary 3.6.4. ACVF is the model completion of the L4-theory of pairs (R,4)
where R is an integral domain and 4 is a dominance relation on R.
For a valued field K with residue field k, the pair (charK, chark) is among the
following, where p is a prime number:
(0, 0): equicharacteristic 0;
(0, p): mixed characteristic p;
(p, p): equicharacteristic p.
Each of these actually occurs: if k is a field of characteristic p, with p = 0 or p a
prime number, then the Hahn fields k((tΓ)) have equicharacteristic p; if p is a prime
number, then the unique dominance relation 4 on Q such that (Z,4p) ⊆ (Q,4)
yields a valued field of mixed characteristic p.
The characteristic of a valued field K is (charK, chark); it equals the charac-
teristic of any valued field extension of K. Let (m,n) be the characteristic of some
valued field; define ACVF(m,n) as the L4-theory whose models are the structures
(K,4) |= ACVF that are of characteristic (m,n) as a valued field.
Corollary 3.6.5. ACVF(m,n) is complete.
Proof. Let p range over prime numbers. Construing valued fields as fields with a
dominance relation, the classification of dominance relations on Z from 3.6.2 gives:
(Z,4t) embeds into every valued field of characteristic (0, 0), and (Z,4p) into every
valued field of characteristic (0, p). Clearly, (Fp,4t) embeds into every valued field
of characteristic (p, p). Now use Corollary B.11.7. 
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Real closed valued fields. An ordered integral domain is an integral do-
main R with a (total) ordering 6 of R such that for all x, y, z ∈ R,
x 6 y ⇒ x+ z 6 y + z, x 6 y & z > 0 ⇒ xz 6 yz.
Given an ordered integral domain (R,6) there is a unique field ordering 6F of its
fraction field F such that (R,6) ⊆ (F,6F ); we call (F,6F ) the ordered fraction
field of (R,6). We augment the language {0, 1,−,+, · } of rings by a binary relation
symbol 6 to obtain the language LOR of ordered rings, and we construe ordered
integral domains as LOR-structures in the natural way.
We augment LOR by a binary relation symbol 4 to obtain the language LOR,4,
and construe each valued ordered field as an LOR,4-structure in the obvious way.
A dominance relation 4 on an ordered integral domain R is said to be convex
if for all r, s ∈ R we have: 0 6 r 6 s ⇒ r 4 s. So a dominance relation on an
ordered field is convex iff its corresponding valuation ring is convex. If 4 is a convex
dominance relation on the ordered integral domain R, then 4F as in the previous
subsection is a convex dominance relation on its ordered fraction field F .
Let RCVF be the LOR,4-theory whose models are the LOR,4-structures (K,4)
where K is a real closed ordered field and 4 is a nontrivial convex dominance rela-
tion on K. The substructures of the models of RCVF are exactly the pairs (R,4)
where R is an ordered integral domain and 4 is a convex dominance relation on R;
this follows easily from the remarks above and Corollary 3.5.18.
Let R be an ordered integral domain, 4 a convex dominance relation on R,
and i : (R,4) → (K,4K) an embedding into a real closed ordered field K with a
convex dominance relation 4K on K. By Corollary 3.5.18 there is a unique convex
dominance relation 4F rc on the real closure F rc of the ordered fraction field F of R
with (R,4) ⊆ (F rc,4F rc); it follows that the unique extension of i to an ordered
field embedding F rc → K is also an embedding (F rc,4F rc)→ (K,4K).
Theorem 3.6.6. RCVF has QE.
Proof. By the above remarks and B.11.11 it suffices to show the following: Let
E,F |= RCVF be such that F is |K|+-saturated where K is a proper real closed
subfield of E; view subfields of E as valued ordered subfields of E, and let i : K → F
be an embedding of ordered valued fields. Then there is an x ∈ E \ K and an
extension of i to an embedding j : K(x)→ F of ordered valued fields.
To find such x and j we distinguish the same three cases as in the proof of
Theorem 3.6.1. To simplify notation we identify the valued ordered field K with
the valued ordered field iK via i.
Case 1: res(K) 6= res(E). Take x ∈ OE such that x /∈ res(K). Since res(K) is real
closed, x is transcendental over res(K). Also x /∈ K, so x is transcendental over K.
By the saturation assumption on F we can find y ∈ OF such that y realizes the
same cut in res(K) as x. In particular y /∈ res(K), so y is transcendental over res(K)
and y is transcendental over K. The field embedding j : K(x) → F over K with
j(x) = y is a valued field embedding by the uniqueness part of Lemma 3.1.31. It
is easy to check that x ∈ OE and y ∈ OF realize the same cut in K, so j preserves
order by Corollary 3.5.8.
Case 2: Γ 6= ΓE. Take any x ∈ E> with α := vx /∈ Γ. As in the proof of Case 2
of Theorem 3.6.1 we get y ∈ F> such that β := vy realizes the same cut in Γ
as α. As in that proof, x and y are transcendental over K, and the field embedding
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j : K(x)→ F over K with j(x) = y is a valued field embedding. It is easy to check
that x and y realize the same cut in K, so j preserves order as in Case 1.
Case 3: res(K) = res(E) and Γ = ΓE. Take any x ∈ E \K. With v extended to
a valuation on E[i] we have v
(
x − (a + bi)) = min (v(x − a), vb) for a, b ∈ K by
Lemma 3.5.15. Thus we can proceed as in the proof of Case 3 of Theorem 3.6.1
to obtain a valued field embedding j : K(x) → F over K. By Corollary 3.5.12, j
preserves order. 
The separation in three cases in the proofs of Theorem 3.6.1 and 3.6.6, according to
whether the residue field extends, the value group extends, or neither, is a common
feature of many proofs for QE or model completeness of (expansions of) valued
fields; we see this again in proving Theorem 3.6.11 below, and in establishing QE
for T in Chapter 16. The case of immediate extensions is usually the hardest.
In view of the remarks preceding Theorem 3.6.6 we have:
Corollary 3.6.7. RCVF is the model completion of the LOR,4-theory of ordered
integral domains R equipped with a convex dominance relation on R.
Corollary 3.6.8. RCVF is complete.
Proof. Use that the ordered ring of integers with its trivial dominance relation
embeds into every model of RCVF. 
Corollary 3.6.9. RCVF has NIP.
Proof. Let (K,4) |= RCVF and suppose that the relation R ⊆ Km × Kn is
0-definable in (K,4); we need to show that R is dependent. Let K∗ be a |K|+-
saturated elementary extension of the ordered field K, and take a∗ > 0 in K∗ such
that O = (−a∗, a∗)K∗ ∩K. Let ϕ(x, y) be a quantifier-free LOR,4-formula that de-
fines R in (K,4), with x = (x1, . . . , xm), y = (y1, . . . , yn). Boolean combinations of
dependent relations are dependent (Lemma B.13.6). So we can assume that ϕ(x, y)
is of the form “P (x, y) 6 Q(x, y)” or “P (x, y) 4 Q(x, y)” where P,Q ∈ Z[x, y]. We
associate to ϕ a quantifier-free formula ϕ∗ in the language of ordered rings: in the
first case we take ϕ∗ := ϕ, and in the second case ϕ∗ expresses
P (x, y) = Q(x, y) = 0 ∨ (Q(x, y) 6= 0 & |P (x, y)| < a∗|Q(x, y)|).
Let R∗ be the subset of (K∗)m+n defined by ϕ∗. Then R∗ ∩Km+n = R. Since R∗
is dependent by Corollary B.13.8, so is R. 
Tame pairs. A tame pair (tacitly: of real closed fields) is a pair (K,C) where
K |= RCVF and C is a real closed subfield of K such that O = C + O, where O is
the valuation ring of K (corresponding to the distinguished dominance relation 4
on K); note that then O is the convex hull of C in K and C is a lift of res(K).
Conversely, if K |= RCVF, then by Proposition 3.3.8 and Zorn, O contains a lift
of res(K), and for any such lift C we have a tame pair (K,C).
It is worth noting that a tame pair (K,C) has a standard part map st : O → C:
it assigns to a ∈ O the unique c ∈ C such that a− c ∈ O; thus st : O → C is a ring
morphism, and if a, b ∈ O, a 6 b, then st(a) 6 st(b).
Let Ltame be the language LOR,4 augmented by a unary relation symbol U . We
view each tame pair (K,C) as an Ltame-structure in the natural way, interpreting U
as the underlying set of C. Note that for tame pairs (K,C) and (L,CL) with
(K,C) ⊆ (L,CL), the standard part map of (L,CL) extends the standard part
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map of (K,C). We let RCFtame be the Ltame-theory whose models are exactly the
tame pairs (K,C).
Lemma 3.6.10. AssumeK = (K,C) and E = (E,CE) are models of RCFtame such
that K ⊆ E. Let e ∈ CE , and let K(e)rc and C(e)rc be the real closures of K(e)
and C(e) in E and CE, respectively. Then CE ∩K(e)rc = C(e)rc, and
K1 :=
(
K(e)rc, C(e)rc
) |= RCFtame, K ⊆ K1 ⊆ E,
where K(e)rc is construed as a valued ordered subfield of E.
Proof. This is trivial if e ∈ C. Assume e /∈ C, so e /∈ K. Also,
K1 := K(e)
rc |= RCVF, C1 := C(e)rc ⊆ CE ∩K1 ⊆ O1 := OE ∩K1.
By Lemma 3.1.31 for x := e, and Corollary 3.5.18, C1 is a lift of the residue field
of K1, so C1 = CE ∩K1 and K1 |= RCFtame. Thus K ⊆K1 ⊆ E. 
Theorem 3.6.11. RCFtame is model complete.
Proof. LetK = (K,C), E = (E,CE), F = (F,CF ) be models of RCFtame, where
K ⊆ E and K 4 F , and F is |E|+-saturated. By Corollary B.10.4 and Zorn it
is enough to show that there is a substructure K1 of E that properly contains K,
is a model of RCFtame, and embeds over K into F . To simplify notation we view
subfields of E, respectively F , as valued ordered subfields of E, respectively F . As
before we distinguish three cases:
Case 1: C 6= CE. Take e ∈ CE \C; then e /∈ K. The saturation assumption on F
gives f ∈ CF realizing the same cut in K as e. Arguing as in Case 1 in the proof
of Theorem 3.6.6 this yields an ordered and valued field embedding j : K(e) → F
over K sending e to f . With notations as in Lemma 3.6.10 and its proof we can
extend j to an ordered field embedding j1 : K1 → F , which by Corollary 3.5.18 is
also a valued field embedding. On the F -side, j1(K1) is the real closure of K(f)
in F and j1(C1) is the real closure of C(f) in CF , so j1 embeds K1 into F .
Case 2: Γ 6= ΓE. We first argue as in Case 2 in the proof of Theorem 3.6.6, then
take real closures as in Case 1 above, and follow the argument there, using instead
of Lemma 3.6.10 the statement about residue fields in Lemma 3.1.30.
Case 3: C = CE and Γ = ΓE. Argue as in Case 3 in the proof of Theorem 3.6.6,
and then extend j : K(x)→ F to the real closure of K(x) inside E. 
Corollary 3.6.12. RCFtame is complete.
Proof. Take x in an ordered field extension of Q with x > Q, and let Qrc be the
real closure of Q in Q(x)rc. Consider Q(x)rc as a valued field whose valuation ring
is the convex hull of Q in Q(x)rc. Then Q(x)rc |= RCVF, and Qrc is a maximal
subfield of the valuation ring of Q(x)rc, so
(
Q(x)rc,Qrc
) |= RCFtame. We claim
that
(
Q(x)rc,Qrc
)
embeds into every model of RCFtame. To prove this claim, let
(K,C) |= RCFtame and take any y ∈ K> with y ≻ 1. Then y > Q ⊆ K, so
we have an ordered field embedding j : Q(x)rc → K with j(x) = y. Consider any
subfield of K as an ordered subfield of K, and let Q(y)rc be the real closure of Q(y)
in K. Then j
(
Q(x)rc
)
= Q(y)rc. The j-image of the valuation ring of Q(x)rc is the
convex hull of Q in Q(y)rc. This convex hull is a convex valuation ring of Q(y)rc;
it is contained in O∩Q(y)rc, but does not contain y, and thus it equals O∩Q(y)rc
by Corollary 3.1.12, so j is a valued field embedding.
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Finally, j(Qrc) is the real closure of Q in K, so j(Qrc) ⊆ C ∩ Q(y)rc. Now
C ∩Q(y)rc is a real closed subfield of Q(y)rc by Corollary 3.5.6, and y /∈ C ∩Q(y)rc,
so j(Qrc) = C ∩Q(y)rc. Thus j embeds (Q(x)rc,Qrc) into (K,C). 
Proposition 3.6.13. Let K = (K,C) |= RCFtame. If X ⊆ Kn is definable (with
parameters) in K, then X∩Cn is semialgebraic in the sense of C. Thus if X ⊆ Kn
is semialgebraic in the sense of K, then X ∩Cn is semialgebraic in the sense of C.
Proof. Let x = (x1, . . . , xn) be a tuple of distinct variables. Note that C 4 K as
LOR-structures, by B.12.13. Thus we have to show for every Ltame,K-formula ϕ′(x)
that U(x) ∧ ϕ′(x) is equivalent in K to U(x) ∧ϕ(x) for some LOR,C -formula ϕ(x),
where U(x) := U(x1) ∧ · · · ∧ U(xn). By Lemma B.9.2, this reduces to showing:
(∗) Let E = (E,CE) and F = (F,CF ) be elementary extensions ofK and suppose
e ∈ CnE and f ∈ CnF realize the same type over C in the real closed fields CE
and CF , respectively. Then e and f realize the same type over K in E and F ,
respectively.
Taking real closures in CE and CF , the hypothesis of (∗) yields a unique ordered
field isomorphism C(e)rc → C(f)rc over C sending e to f . We claim that this
isomorphism extends to an ordered field isomorphism K(e)rc → K(f)rc over K
(taking real closures in E and F ), and that
CE ∩K(e)rc = C(e)rc,
(
K(e)rc, C(e)rc
) |= RCFtame,
CF ∩K(f)rc = C(f)rc,
(
K(f)rc, C(f)rc
) |= RCFtame .
In view of Theorem 3.6.11, the conclusion of (∗) follows from this claim.
By induction on n we reduce the claim to the case n = 1. If e ∈ C, the claim
holds trivially, so assume e /∈ C. Then f /∈ C, and e and f realize the same cut
in C, and therefore the same cut in K. Thus we have an ordered field isomorphism
K(e)rc → K(f)rc over K sending e to f , and the rest holds by Lemma 3.6.10. 
Notes and comments. The first explicitly model-theoretic result on valued fields
is due to A. Robinson [350]: model completeness of ACVF (close to Theorem 3.6.1).
Theorems 3.6.6 and 3.6.11 are from Cherlin-Dickmann [75] and Macintyre [274].
Model completeness of ACVF and RCVF also follow from the more general results
of Ax & Kochen [28, 29] and Eršov [131], in view of B.11.12, B.12.1, B.12.13. (See
[75, Section 1.3].) Corollary 3.6.7 was noticed by Becker [39]. Proposition 3.6.13
is a special case of [108, Proposition 8.1]; see also [286]. The proof that T has NIP
in Section 16.6 is modeled on that of Corollary 3.6.9 above. For proofs that ACVF
and RCFtame have NIP, see [98] and [159], respectively.
In this section we construed valued fields as one-sorted structures by encoding
the valuation as a dominance relation. It is often more informative to view valued
fields as three-sorted structures, with sorts for the underlying field, for the value
group, and for the residue field; for example, see [315]. In Chapter 8 we use this
setting in dealing with certain valued differential fields.
3.7. The Newton Tree of a Polynomial over a Valued Field
In this section we use Newton diagrams to construct a Newton tree for any given
nonconstant polynomial over a henselian valued field of equicharacteristic zero.
Such a Newton tree is a finite tree of approximate zeros of the polynomial, and
induces a partition of the field into finitely many simple pieces on each of which the
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polynomial behaves in a simple way. In Chapters 13 and 14 we use more delicate
Newton diagrams for differential polynomials over suitable valued differential fields,
and in preparation for this, the reader may find the exposition of the Newton
diagram method for ordinary polynomials below helpful. The present section also
has an application in the proof of Proposition 9.7.1 below, and will be useful in the
next volume. This section does not depend on Sections 3.4–3.6.
Notation. Let F be a field and P ∈ F [Y ]6=. Then degP ∈ N denotes the degree
of P , and mulP ∈ N denotes the multiplicity of P at 0: the largest m such that
P ∈ Y mF [Y ]. For any f ∈ F we let P+f := P (f + Y ) be the additive conjugate
of P by f , and P×f := P (fY ) the multiplicative conjugate of P by f .
Throughout this section we fix a valued field K with valuation ring O 6= K, residue
field k of characteristic 0, residue map a 7→ a : O = K41 → k, value group Γ
and valuation v : K× → Γ. We also choose a subset M of K× which is mapped
bijectively onto Γ by v. (We do not assume that M is a subgroup of K×.) For
γ ∈ Γ we let sγ be the unique element of M with v(sγ) = γ. “Equivalence” in this
section refers to the equivalence relation ∼ on K× induced by the valuation. We let
f , g, y, z range over K, and m, n over M. Finally, we fix throughout a polynomial
P (Y ) ∈ K[Y ] 6=: P = a0 + a1Y + · · ·+ anY n, a0, a1, . . . , an ∈ K, an 6= 0.
Dominant part. The dominant monomial of P is the unique element dP of M
with dP ≍ P . Then d−1P P ∈ O[Y ], and we call the polynomial
DP :=
∑
i
(ai/dP )Y
i ∈ k[Y ]
the dominant part of P . Clearly DP is nonzero with
mulP 6 mulDP 6 degDP 6 degP.
We call dmulP := mulDP the dominant multiplicity of P at 0 and ddegP :=
degDP the dominant degree of P . Note that
P×m =
∑
i
aim
i Y i, so
DP×m =
∑
i
(aimi/d)Y
i where d = dP×m .
Lemma 3.7.1. m ≺ n ⇒ dmulP×m 6 ddegP×m 6 dmulP×n 6 ddegP×n.
Proof. Suppose m ≺ n; it suffices to show that then ddegP×m 6 dmulP×n. Let
d = dmulP×n. Then for i > d we have aini 4 adnd and so
aim
i = (ain
i) · (m/n)i ≺ (adnd) · (m/n)d = admd,
and thus ddegP×m 6 d as required. 
Approximate zeros. An approximate zero of P is an element y such that
v
(
P (y)
)
> min
i
v(aiy
i) (in particular n > 1 and y 6= 0);
equivalently, y 6= 0 and DP×m(c) = 0, where m ≍ y and c = (y/m). In this case
the polynomial DP×m ∈ k[Y ] is not homogeneous, since c 6= 0, and so with δ :=
mini v(aiy
i), there are at least two elements i ∈ {0, . . . , n} such that v(aiyi) = δ.
We say that m is a starting monomial for P if DP×m is not homogeneous. Note
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that if y is an approximate zero of P and y ∼ z, then z is an approximate zero
of P . If P (y) = 0 and y 6= 0, then y is an approximate zero of P .
Remark. We have P+f (Y ) = P (f + Y ) = b0 + b1Y + · · ·+ bnY n with
bi =
n−i∑
j=0
(
i+ j
i
)
ai+jf
j, in particular, b0 = P (f).
Suppose that f 4 1; then P+f ≍ P : the identities above give P+f 4 P , and hence
P 4 P+f by P = (P+f )+g for g = −f . Next, suppose that vf = β 6 0 and f is not
an approximate zero of P . Then v(P+f ) depends only on β, not on f :
v(P+f ) = v
(
P (f)
)
= min
i
v(ai) + iβ.
To see this, put γ := v(b0) = mini v(ai) + iβ, so for 0 6 i 6 n and 0 6 j 6 n− i,
v(ai+jf
j) = v(ai+j) + jβ = v(ai+j) + (i + j)β − iβ > γ − iβ.
Hence v(bi) > γ − iβ > γ for i > 0. The assertion follows.
Geometric interpretation. Recall that QΓ is the divisible hull of Γ. We refer to
Z×QΓ as the plane, and to its elements as points . The abscissa of a point (i, α)
is the integer abscis(i, α) := i. We view Z×{0} as the horizontal axis of the plane,
and {0} ×QΓ as its vertical axis. For β ∈ QΓ, define the additive function
Lβ : Z×QΓ→ QΓ, Lβ(i, α) := α+ iβ.
Given any β, δ ∈ QΓ we refer to the set{
(i, α) ∈ Z×QΓ : Lβ(i, α) = δ
}
as the line Lβ = δ. A point (i, α) is said to lie above (respectively on, respectively
below) this line if Lβ(i, α) > δ (respectively Lβ(i, α) = δ, respectively Lβ(i, α) < δ).
Since these are the only kind of lines we need to consider, by “line” we shall always
mean a line of the form Lβ = δ as above. Note that if p, q are points on the line ℓ
and p 6= q, then abscis(p) 6= abscis(q). Each line contains infinitely many points,
and is of the form Lβ = δ for exactly one pair (β, δ) ∈ QΓ×QΓ. For any two points
(i1, α1) and (i2, α2) with i1 6= i2 there is exactly one line containing both points,
namely Lβ = δ with β = −
(
α2−α1
i2−i1
)
, δ = α1 + i1β. We call β the antislope of the
line Lβ = δ. (Its slope is −β.)
We define the Newton diagram of P to be the finite nonempty set of points
N (P ) := {(i, v(ai)) : i = 0, . . . , n, ai 6= 0} ⊆ Z× Γ ⊆ Z×QΓ.
An edge of N (P ) is a line ℓ that contains at least two points of N (P ) and such
that all points of N (P ) lie on or above ℓ. In this case, the point of ℓ ∩ N (P ) with
least abscissa is called the left vertex of ℓ in N (P ), and the point of ℓ ∩ N (P )
with largest abscissa is called the right vertex of ℓ in N (P ). Figure 3.2 shows a
Newton diagram with 6 points, 4 edges, and n = 6; this diagram is missing a point
with abscissa 4, since a4 = 0.
Note that if ℓ and ℓ′ are edges of N (P ) and ℓ 6= ℓ′, then antislope(ℓ) 6= antislope(ℓ′).
The antislopes of N (P ) are by definition the antislopes of the edges of N (P ). If ℓ
and ℓ′ are edges of N (P ) with antislopes β > β′, then
abscis(right vertex of ℓ) 6 abscis(left vertex of ℓ′).
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0 1 2 3 4 5 6
Z
QΓ
(0, v(a0))
(1, v(a1))
(2, v(a2))
(3, v(a3))
(5, v(a5))
(6, v(a6))
N (P )
Figure 3.2. Picture of a Newton diagram.
In more graphic terms: the antislope increases when moving from right to left in
the diagram along the edges. Now let ℓ be a line given by Lβ = δ, where β, δ ∈ QΓ.
Then for i = 0, . . . , n,(
i, v(ai)
)
lies above ℓ ⇐⇒ v(ai) + iβ > δ,(
i, v(ai)
)
lies on ℓ ⇐⇒ v(ai) + iβ = δ,(
i, v(ai)
)
lies below ℓ ⇐⇒ v(ai) + iβ < δ.
Hence
the line ℓ contains at least one point of N (P )
and all points of N (P ) lie on or above ℓ
}
⇐⇒ δ = min
i
v(ai) + iβ.
The antislope β of ℓ does not necessarily lie in Γ, but suppose it does, and suppose
also that δ = mini v(ai) + iβ. Then, with m = sβ,
DP×m =
∑
i
(aimi/d)Y
i where d = dP×m = sδ,
and so ℓ is an edge of N (P ) if and only if m is a starting monomial for P . If ℓ is
an edge of N (P ), then we set Pβ := DP×m , and we have
abscis(left vertex of ℓ) = mulPβ , abscis(right vertex of ℓ) = degPβ .
The relation to the notion of approximate zero is as follows:
(1) If y ≍ m is an approximate zero of P , then N (P ) has an antislope β := vm,
and (y/m) is a zero of Pβ .
(2) If β = vm ∈ Γ is an antislope of N (P ) and c ∈ k× is a zero of Pβ , then P has
an approximate zero y ≍ m with (y/m) = c.
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Note that y in (2) is determined up to equivalence by β and c. Clearly there are at
most n antislopes of N (P ). In this way the geometric interpretation of approximate
zeros shows that P has, up to equivalence, at most n approximate zeros.
Asymptotic equations. A set E ⊆ K× is called 4-closed if E 6= ∅, and f ∈ E
whenever 0 6= f 4 g ∈ E . Let us consider an asymptotic equation
(E) P (Y ) = 0, Y ∈ E
where E ⊆ K× is 4-closed. A solution of (E) is an element y of E such that
P (y) = 0. An approximate solution of (E) is an approximate zero y ∈ E of P .
If N (P ) has an antislope > vm for some m ∈ E , let β(E) be the least among
these antislopes, and define the dominant degree of (E) to be the abscissa of the
right vertex of the edge of N (P ) with antislope β(E), denoted by ddeg (E); thus
mulP < ddeg (E) 6 degP . If in addition β(E) ∈ Γ, then ddeg (E) = degPβ(E),
and we call Pβ(E) the primary dominant part of (E). If all antislopes of N (P )
are < v(E), then we define the dominant degree ddeg (E) of (E) to be 0. (In
that case (E) has no approximate solution.) Related to ddeg (E) is the dominant
degree of P on E , defined to be the natural number
ddegE P := max
{
ddegP×m : m ∈ E
}
.
Note that for all m,
mulP = mulP×m 6 mulDP×m 6 degDP×m 6 degP×m = degP,
and so mulP 6 ddegE P 6 degP . Moreover:
Lemma 3.7.2. If ddeg (E) = 0, then mulP = ddegE P . If on the other hand
ddeg (E) > 0, then mulP < ddeg (E) = ddegE P .
Proof. Let Ka be an algebraic closure of K, equipped with a valuation extending
that of K, let Ma ⊇M be a subset of (Ka)× which maps bijectively onto the value
group QΓ of Ka under this valuation, and let
Ea := {a ∈ (Ka)× : a 4 m for some m ∈ E}
be the smallest 4-closed subset of (Ka)× containing E . Then ddeg (E) does not
change if we replace K, M, E by Ka, Ma, Ea, and ddegE P = ddegEa P by
Lemma 3.7.1. Thus we may assume that Γ is divisible, and do so below.
We establish the first implication by proving the contrapositive. So assume that
m := mulP < d := ddegE P , and take m ∈ E with ddegP×m = d. Then
(
m, v(am)
)
lies on or above the line through
(
d, v(ad)
)
with antislope vm. Hence N (P ) has an
edge with left vertex
(
m, v(am)
)
and antislope > vm, and thus ddeg (E) > 0.
For the second implication, assume ddeg (E) > 0. It is clear that then mulP <
ddeg (E) 6 ddegE P . Assume towards a contradiction that m ∈ E is such that
d := ddeg (E) < i := ddegP×m. Then v(ad) + dvm > v(ai) + ivm. Also, the
edge of N (P ) with antislope β = β(E) passes through the point (d, v(ad)) but not
through
(
i, v(ai)
)
, so v(ai) + iβ > v(ad) + dβ. Let ℓ1 be the line passing through(
d, v(ad)
)
and
(
i, v(ai)
)
; then the antislope β1 = −
(
v(ai)−v(ad)
i−d
)
of ℓ1 satisfies
vm 6 β1 < β. Thus N (P ) has an edge with left vertex
(
d, v(ad)
)
and antislope β∗
such that vm 6 β1 6 β∗ < β, contradicting the minimality of β. 
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Remark 3.7.3. Suppose K is henselian and ddeg (E) = 1. Then (E) has a unique
solution. To see this, let β = β(E), and note that β ∈ Γ. Let m = sβ, d = dP×m .
The image of d−1P×m ∈ O[Y ] in k[Y ] is Pβ = DP×m , which has degree 1 and
multiplicity 0, and thus has a (unique) zero in k×. Now K being henselian, it
follows that d−1P×m has a unique zero y in O. For this y we have y ≍ 1, and
so my is a solution of (E). It is the only solution of (E) because N (P ) has only one
antislope that is > vn for some n ∈ E .
Refinements. A refinement of (E) is an asymptotic equation of the form
(E′) P+f (Y ) = 0, Y ∈ E ′
where f ∈ E ∪ {0} and E ′ ⊆ E is 4-closed. If y is a solution of (E′) and f + y 6= 0,
then f + y is a solution of (E). Moreover, if y 6∼ −f is an approximate solution
of (E′), then f + y is an approximate solution of (E). To see this, let y 6∼ −f be
an approximate solution of (E′). We have
P+f (Y ) = b0 + b1Y + · · ·+ bnY n, bi = P
(i)(f)
i!
=
n∑
j=i
(
j
i
)
ajf
j−i.
From y 6∼ −f we get vf, vy > v(f + y), and so
v
(
P (f + y)
)
= v
(
P+f (y)
)
> min
i
v(biy
i) = min
i
v
 n∑
j=i
(
j
i
)
ajf
j−iyi

> min
i
min
j>i
v
(
ajf
j−iyi
)
> min
j
v
(
aj(f + y)
j
)
.
For g 6= 0 and E = {y : 0 6= y ≺ g} we also indicate (E) by
P (Y ) = 0, Y ≺ g,
and we set ddeg≺g P := ddegE P . This notation is used in the next lemmas.
Lemma 3.7.4. Let f be an approximate solution of (E). Put β := vf , m := sβ,
µ := multiplicity of the zero f/m of Pβ, and P+f (Y ) = b0 + b1Y + · · ·+ bnY n with
b0, . . . , bn ∈ K. Consider the refinement
(E+f ) P+f (Y ) = 0, Y ≺ f
of (E). Then
(i) bµ 6= 0, and all points of N (P+f ) with abscissa < µ lie above the line through(
µ, v(bµ)
)
with antislope β, and all points of N (P+f ) with abscissa > µ lie on
or above that line;
(ii) if bi = 0 for all i < µ, then (E+f ) has dominant degree 0;
(iii) if bi 6= 0 for some i < µ, then (E+f ) has dominant degree µ.
Proof. Note that bi =
P (i)(f)
i! . Set δ := mini v(aif
i), d := sδ, and
Q(Y ) := d−1P×m(Y ) =
∑
i
(aim
i/d)Y i ∈ O[Y ].
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Hence Q(i)(f/m) = (mi/d)P (i)(f), so bi = di!miQ
(i)(f/m), i = 0, . . . , n. Note that
v
(
Q(i)(f/m)
)
> 0 for 0 6 i < µ,
v
(
Q(µ)(f/m)
)
= 0,
v
(
Q(j)(f/m)
)
> 0 for µ < j 6 n.
Thus
v(bi) > δ − iβ for 0 6 i < µ,
v(bµ) = δ − µβ,
v(bj) > δ − jβ for µ < j 6 n.
These inequalities give (i). Also, if 0 6= y ≺ f and µ < j 6 n, then
v(bµy
µ) = (δ − µβ) + µvy = δ + µ(vy − β) < δ + j(vy − β) 6 v(bjyj).
Hence the dominant degree of (E+f ) is at most µ. If bi = 0 for all i < µ (equiv-
alently, f is a zero of multiplicity µ of P ), then (E+f ) has dominant degree 0.
Suppose bi 6= 0 for some i < µ. The inequalities above show that each line through
the point
(
µ, v(bµ)
)
and some point
(
i, v(bi)
)
with i < µ and bi 6= 0 has anti-
slope > β. Among these lines, let ℓ′ be the one with minimal antislope β′ > β. One
checks easily that all points
(
j, v(bj)
)
with µ < j 6 n and bj 6= 0 lie above ℓ′, so ℓ′
is an edge of N (P+f ). Thus (E+f ) has dominant degree µ and β(E+f ) = β′. 
0 1 2 3 4 5 6
Z
Q
antislope β(E) = 1
N (P )
0 1 2 3 4 5 6
Z
Q
antislope β(E+f ) > 1
antislope β(E) = 1
N (P+f )
Figure 3.3. Behavior of Newton diagrams under refinement.
Figure 3.3 illustrates Lemma 3.7.4 above in the case where our value group Γ is the
ordered abelian group Q, E = {y ∈ K× : vy > 1/2}, and
P = t2 + 2t−1Y + t−2Y 2 + t−3/2Y 3 + t−2Y 5 + t3/2Y 6 where t ∈M, vt = 1.
In the Newton diagram on the left, the dotted line has antislope 1/2, and the edges
of antislope > 1/2 have been highlighted. On the right is the Newton diagram of
the additive conjugate P+f of P by the approximate zero f = −2t of P .
In the previous lemma the dominant degree of (E+f ) is less than the dominant
degree of (E), except when β = β(E) and µ = deg(Pβ), in which case (E) and (E+f )
have the same dominant degree. The next lemma handles this exceptional case. In
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the proof we tacitly use that if n > 1 (so P ′ 6= 0), then the Newton diagram N (P ′)
is obtained by shifting each point of N (P ) not on the vertical axis {0}×QΓ by one
unit to the left:
N (P ′) = {(i− 1, v(ai)) : i > 1, ai 6= 0}.
Lemma 3.7.5. Let K be henselian. Suppose that (E) has dominant degree d > 1,
β(E) ∈ Γ, and Pβ(E) has a zero in k of multiplicity d. Then:
(i) P (d−1) has a unique zero f ∈ E;
(ii) vf = β(E) and f is an approximate solution of (E); moreover, if y is any
approximate solution of (E), then y ∼ f ;
(iii) if the refinement (E+f ) of (E) still has dominant degree d with β(E+f ) ∈ Γ,
then Pβ(E+f ) has no zero in k of multiplicity d.
Proof. To keep notations simple, put β = β(E). Then Pβ = c1(Y − c2)d with
c1, c2 ∈ k, c1 6= 0. Also c2 6= 0, since mulPβ < degPβ . Set
δ := min
i
v(ai) + iβ, m := sβ, d := sδ, Q(Y ) := d
−1P×m(Y ) ∈ O[Y ],
so Q has image Pβ in k[Y ]. Note that
Q(d−1)(Y ) =
md−1
d
P (d−1)(mY ),
with image d!c1(Y − c2) in k[Y ]. It follows that the asymptotic equation
P (d−1)(Y ) = 0, Y ∈ E
has dominant degree 1 with primary dominant part c(Y − c2) for some c ∈ k×.
Hence (i) holds by Remark 3.7.3. It also follows that f = mg where g is the
unique zero of Q(d−1) in O. From g = c2 we obtain that vf = β and that f is an
approximate zero of (E). Since β = β(E) and Pβ(0) 6= 0, β is the only antislope
of N (P ) that is > vn for some n ∈ E . Hence, if y is an approximate solution of (E),
then vy = β, so y/m = c2 and y ∼ f . As to (iii), this follows from P (d−1)(f) = 0,
that is, the coefficient of Y d−1 in P+f (Y ) is 0. 
The exceptional case treated in this lemma does actually occur:
Example. Let K = R((tQ)) with its usual valuation v : K× → Γ = Q, so vt = 1;
see Section 3.1. We take M = tQ, and identify the residue field k of K with R in
the usual way. We set
P (Y ) := (g2 − t2)− 2gY + Y 2 = (Y − g)2 − t2, where
g :=
∞∑
k=1
t1−(1/k) = 1 + t
1
2 + t
2
3 + t
3
4 + · · · ∈ K.
Then N (P ) = {(0, 0), (1, 0), (2, 0)}. Let E := {y ∈ K× : y ≺ t−1}; then the
asymptotic equation (E) has β(E) = 0, ddeg (E) = 2, Pβ(E)(Y ) = (Y − 1)2 in R[Y ],
and 1 is an approximate solution of (E). The polynomial
P+1(Y ) =
(
(g − 1)2 − t2)− 2(g − 1)Y + Y 2 = (Y − (g − 1))2 − t2
has Newton diagram N (P+1) =
{
(0, 1), (1, 12 ), (2, 0)
}
, and the refinement
P+1(Y ) = 0, Y ≺ 1
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of (E) has dominant degree 2 with primary dominant part (Y − 1)2. In fact, for
every m > 1 and gm :=
∑m
k=1 t
1−(1/k), the refinement
P+gm(Y ) = 0, Y ≺ t1−(1/m)
of (E) still has primary dominant part (Y −1)2. On the other hand, the polynomial
P ′(Y ) = 2(Y − g) has the unique zero f := g in K. We obtain P+f (Y ) = Y 2 − t2,
β(E+f ) = 1, so the primary dominant part of (E+f ) is Y 2− 1, with zeros 1 and −1
in R, each of multiplicity 1. See Figure 3.4.
0 1 2 3
Z
Q
N (P )
0 1 2 3
Z
Q
N (P+f )
Figure 3.4. Unraveling an asymptotic equation.
The complexity of (E) is the pair c(E) = (d, ℓ) ∈ N× {0, 1} defined as follows:
d = dominant degree of (E),
ℓ =
1
if d > 1, β(E) ∈ Γ, and Pβ(E) has a zero in k of multiplicity
d,
0 otherwise.
In particular, if d = 0, then c(E) = (0, 0). We order the cartesian product N×{0, 1}
lexicographically. In Lemma 3.7.4, if β 6= β(E) or c(E) = (d, 0) with d > 1, then
c(E) > c(E+f ). In Lemma 3.7.5 we have c(E) = (d, 1), and either c(E+f ) = (d, 0)
or c(E+f ) = (0, 0); thus c(E) > c(E+f ) in Lemma 3.7.5 as well.
Passing to refinements (E+f ) of (E) for suitably chosen f in order to lower the
complexity of (E) in some sense unravels the asymptotic equation. In Sections 13.8,
14.3, and 14.4 we likewise try to unravel asymptotic differential equations.
Newton trees. In this subsection K is henselian. The lemmas above and the
decrease in complexity upon refinement yield a family (fσ)σ∈Σ of elements fσ ∈ K×
indexed by a finite (possibly empty) set Σ of finite sequences σ = (σ1, . . . , σk),
where k > 1 and each σj is a positive integer, such that:
(1) Σ is closed under taking initial segments of positive length, that is, whenever
σ = (σ1, . . . , σk) ∈ Σ and 1 6 j 6 k, then σ|j := (σ1, . . . , σj) ∈ Σ;
(2)
{
i ∈ N>1 : (i) ∈ Σ} = {1, . . . , q} with q ∈ N; the elements f(1), . . . , f(q) are
approximate zeros of P , and any approximate zero of P is equivalent to f(i)
for exactly one i ∈ {1, . . . , q};
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(3) for each σ = (σ1, . . . , σk) ∈ Σ we have{
i ∈ N>1 : σ ∗ i = (σ1, . . . , σk, i) ∈ Σ
}
= {1, . . . , qσ}, qσ ∈ N;
the elements fσ∗1, . . . , fσ∗qσ are approximate solutions of
(Eσ) P+f(σ)(Y ) = 0, Y ≺ fσ
where f(σ) :=
∑k
j=1 fσ|j ; any approximate solution of (Eσ) is equivalent to
fσ∗i for exactly one i ∈ {1, . . . , qσ}; and if c(Eσ) = (d, 1), then qσ = 1 and
P
(d−1)
+f(σ)(fσ∗1) = 0.
We call such a family (fσ)σ∈Σ a Newton tree for P in K. (Strictly speaking, it
is a forest rather than a tree, but below we shall give it a root.) Note that items (2)
and (3) contain the instructions for growing a Newton tree for P in K, which is in
general not unique. Besides K and the polynomial P this notion of Newton tree
also involves the “monomial” set M, but changing M does not affect whether the
primary dominant part of (E) has a zero in k of multiplicity equal to its degree.
Thus a Newton tree for P in K with respect to M remains a Newton tree for P
in K with another choice of M.
Let (fσ)σ∈Σ be a Newton tree for P in K. If σ = (σ1, . . . , σk) ∈ Σ, then
fσ|1 ≻ fσ|2 ≻ · · · ≻ fσ|k = fσ,
so f(σ) ∼ fσ|1, f(σ) is an approximate zero of P , and whenever y− f(σ) ≺ fσ and
1 6 j < k, then y−f(σ|j) is an approximate solution of (Eσ|j). It follows that if y is
an approximate zero of P , then there is a unique σ ∈ Σ such that y−f(σ) ≺ fσ and
y− f(σ) is not an approximate zero of P+f(σ): take σ ∈ Σ such that y− f(σ) ≺ fσ
and σ is not a proper initial segment of any σ′ ∈ Σ with y − f(σ′) ≺ fσ′ .
The case that y is not an approximate zero of P is put under this roof as
follows: put Σ0 := Σ ∪ {∅}, set f∅ := ∞, f(∅) := 0, and let y ≺ ∞ for each y,
by convention. (Thus the forest Σ becomes a single tree Σ0 with root ∅.) Then
there is for each y a unique σ ∈ Σ0 such that y− f(σ) ≺ fσ and y− f(σ) is not an
approximate zero of P+f(σ). See Figure 3.5.
f∅
f(1) f(2)
f(2,1)
f(2,1,...,σk)
f(2,2) . . . f(2,q(2))
. . . f(q)
Figure 3.5. Newton tree.
This leads to a piecewise uniform description of v
(
P (y)
)
in terms of functions
of the form v
(
y − f(σ)), namely:
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Lemma 3.7.6. Let σ ∈ Σ0 and P+f(σ) =
∑
i biY
i. If y− f(σ) ≺ fσ and y− f(σ) is
not an approximate zero of P+f(σ), then
v
(
P (y)
)
= min
{
v(bi) + i · v
(
y − f(σ)) : i = 0, . . . , n} (0 · ∞ := 0 in Γ∞).
For σ ∈ Σ0, let Gσ be the set of all y satisfying the condition in this lemma:
Gσ :=
{
y : y − f(σ) ≺ fσ and y − f(σ) is not an approximate zero of P+f(σ)
}
.
For a more geometric description of Gσ, define a special disk in K to be a subset
of K that is either K itself or an open ball of the form
{
y : v(y − f) > vf}
where f ∈ K×. A special disk in K with holes is a subset of K of the form
D \ (D1 ∪ · · · ∪ Dk) where D is a special disk in K and D1, . . . , Dk are disjoint
special disks in K properly contained in D. We can now summarize some of the
above as follows:
Corollary 3.7.7. For each σ ∈ Σ0 the set Gσ is a special disk in K with holes,
and each y belongs to Gσ for exactly one σ ∈ Σ0. The zeros of P in K× are among
the f(σ) with σ ∈ Σ.
Behavior under extension. Suppose K is henselian, and let L be a henselian
valued field extension of K such that the residue field of K is algebraically closed
in the residue field of L, and ΓL ∩ QΓ = Γ (inside QΓL). Then any approximate
zero of P in L is equivalent to some element in K. It follows that a Newton tree
for P in K remains a Newton tree for P in L.
More generally, let (fσ)σ∈Σ be a Newton tree for P in K and let L be any
henselian valued field extension of K. Then we can extend Σ to a finite set ΣL ⊇
Σ of finite sequences of positive integers and extend (fσ)σ∈Σ to a Newton tree
(fσ)σ∈ΣL of P in L. This is because if a polynomial in k[Y ] has degree d > 1 and
has a zero of multiplicity d in an extension field of k, then this zero lies in k.
Notes and comments. Newton diagrams were introduced by Newton [303] (1676)
in constructing fractional power series solutions y = y(x) to polynomial equations
P (x, y) = 0. Puiseux [326] rediscovered this in a complex-analytic setting: the field
of convergent Puiseux series with complex coefficients is algebraically closed; see
[4, §17], [63, Section 8.3], [80, p. 396], and [176, §38]. The use of derivatives as in
the proof of Lemma 3.7.5 goes back to Smith [428], but Tschirnhaus [451] already
observed that for a monic polynomial P ∈ F [Y ] of degree n > 2 over a field F and
f ∈ F with P (n−1)(f) = 0 one has P+f = Y n + (terms of degree 6 n− 2). Du-
mas [116] applied Newton diagrams to algebraic equations over the field of p-adic
numbers, and Ostrowski [313, 314] and Rella [332] extended this to more general
henselian valued fields.
Early uses of Newton diagrams in the study of algebraic differential equations
over the differential field P(C) of Puiseux series over C are by Briot-Bouquet [64]
and by Fine [137, 138]. For recent uses of Newton diagrams in connection with
differential equations over C[[xR]] and various differential subfields of it we refer to
[67, 99, 135, 155, 283, 328].
The Newton diagrams for differential polynomials in our Chapters 13 and 14
do not seem to be related to the Newton polyhedrons for polynomials in several
indeterminates over a discrete valued field in [426, 447].
CHAPTER 4
Differential Polynomials
Our differential fields are of characteristic zero with one distinguished derivation.
We prove here some basic facts about these differential fields and their differential
field extensions. In our work we often decompose differential polynomials into parts
of a special form and operate formally on differential polynomials in various ways:
additive and multiplicative conjugation, Ritt division, composition. Here we study
these decompositions and operations in their natural setting.
We also consider valued differential fields, the property of continuity of the
derivation with respect to the valuation topology, and the gaussian extension of
the valuation to the ring of differential polynomials. Valued differential fields will
be studied further in Chapter 6. We finish this chapter with some basic results on
simple differential rings, and on differentially closed fields.
4.1. Differential Fields and Differential Polynomials
Recall that derivations on commutative rings were introduced in Section 1.7. When
we say below that a commutative ring K contains Q we are abusing language: the
meaning of this phrase is that there exists a (necessarily unique) ring embedding of
the field Q into K; as usual we identify Q in that case with its image in K under
this embedding.
Differential rings. A differential ring is by definition a commutative ring K
containing Q, equipped with a derivation ∂ on K; when ∂ is clear from the context,
we set a′ := ∂(a), and similarly, a(n) := ∂n(a), with ∂n the nth iterate of ∂. The
Leibniz identity (ab)′ = a′b + ab′ then extends as follows: for elements a1, . . . , am
(m > 1) of a differential ring,
(a1 · · · am)(n) =
∑ n!
i1! · · · im! a
(i1)
1 · · ·a(im)m ,
where the sum on the right is over all (i1, . . . , im) ∈ Nm with i1 + · · · + im = n.
Given a differential ring K and an element a of a differential ring extension L of K
we let K{a} := K[a, a′, a′′, . . . ] denote the smallest subring of L containing K∪{a}
and closed under ∂: the differential ring generated by a over K.
Let K be a differential ring. The subring {a ∈ K : a′ = 0} of K contains Q. It
is called the ring of constants of K, and denoted by CK (or just C if K is clear
from the context). If c ∈ C, then (ca)′ = ca′ for all a ∈ K. For a ∈ K× we put
a† := a′/a, the logarithmic derivative of a. Let a, b ∈ K×; then (ab)† = a†+ b†,
in particular, (1/a)† = −a†, and a† = b† iff a = bc for some c ∈ C.
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Localization. Let R be a differential ring and S a multiplicative subset of R
with 0 /∈ S. Then there is a unique derivation on S−1R making S−1R into a
differential ring such that the natural map r 7→ r/1 : R → S−1R is a morphism of
differential rings; it is given by
(r/s)′ = (r′s− rs′)/s2 for r ∈ R, s ∈ S,
and we always consider S−1R as a differential ring in this way. In particular, if R
is a differential integral domain (that is, a differential ring whose underlying ring
is an integral domain), then the derivation ∂ of R extends uniquely to a derivation
on the fraction field of R.
Differential fields. A differential field is a differential ring whose underlying
ring is a field (of characteristic 0 since it contains Q). If K is a differential field,
then C = CK = {c ∈ K : c′ = 0} is a subfield of K, called the field of constants
of K. If K is a differential field and L is a field extension of K that is algebraic
over K, then we always consider L as the differential field extension of K obtained
as in Lemma 1.9.2 by extending the derivation of K to a derivation on L.
Lemma 4.1.1. Let K be a differential field. Any element of K that is algebraic
over C lies in C. Thus if K is algebraically closed as a field, then so is C, and if K
is real closed, then so is C.
Proof. Suppose a ∈ K is algebraic over C, with minimum polynomial P ∈ C[X ]
over C. Then P ′(a) 6= 0 since char(C) = 0, and by the case n = 1 of Lemma 1.9.1
we obtain 0 = P ′(a)a′, so a′ = 0, hence a ∈ C. 
Lemma 4.1.2. Let K be a differential field, L a differential field extension of K,
and suppose a ∈ CL is algebraic over K. Then a is algebraic over C.
Proof. Let P (X) be the minimum polynomial of a over K. Then
P (a)′ = P ∂(a) + P ′(a) · a′ = P ∂(a) = 0,
with degP ∂ < degP , so P ∂ = 0, and thus P ∈ C[X ]. 
Let K be a field of characteristic zero. Then P 7→ P ′ = ∂P/∂X is a derivation
on the ring K[X ] of polynomials in the indeterminate X over K. This derivation
extends to a derivation R 7→ ∂R/∂X on the fraction field K(X), with K as its field
of constants. Taking logarithmic derivatives gives the following:
Lemma 4.1.3. Let R = a · (X − b1)k1 · · · (X − bn)kn where a ∈ K×, b1, . . . , bn ∈ K,
k1, . . . , kn ∈ Z. Then
∂R/∂X
R
=
n∑
i=1
ki
X − bi .
Assume next that K is a differential field. Then its derivation extends to the
derivation P 7→ P ∂ onK[X ] with X∂ = 0, and we extend this further to a derivation
R 7→ R∂ on K(X). With these notations we get by a routine computation:
Corollary 4.1.4. Let P,Q ∈ K[X ] with Q 6= 0, and set R := P/Q ∈ K(X). Then
R(a)′ = R∂(a) + (∂R/∂X)(a) · a′ for a ∈ K with Q(a) 6= 0.
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Differential automorphisms. Let K be a differential ring. An automorphism
of K is an automorphism σ of the ring K such that σ ◦ ∂ = ∂ ◦ σ, with ∂ the
derivation of K. Let L be a differential ring extension of K. The set of ring
automorphisms σ of L with σ(a) = a for all a ∈ K is a group under composition,
denoted by Aut(L|K). The set of automorphisms σ of the differential ring L with
σ(a) = a for all a ∈ K is a subgroup of Aut(L|K), denoted by Aut∂(L|K). If
both K and L are differential fields and the field extension L|K is algebraic, then
Aut∂(L|K) = Aut(L|K). If L is an integral domain and F is the differential fraction
field of L, then every σ ∈ Aut∂(L|K) extends uniquely to an automorphism σF ∈
Aut∂(F |K), and the map σ 7→ σF : Aut∂(L|K) → Aut∂(F |K) is an embedding of
groups.
Differential polynomials. Let K be a differential ring with derivation ∂ and Y a
differential indeterminate over K. Then K{Y } denotes the ring of differential poly-
nomials in Y over K. As a ring, K{Y } is just the polynomial ring K[Y, Y ′, Y ′′, . . . ]
in the distinct indeterminates Y (n) (n ∈ N) over K, where as usual we write Y ,
Y ′, Y ′′ instead of Y (0), Y (1), Y (2). We consider K{Y } as the differential ring
whose derivation, extending the derivation of K and also denoted by ∂, is given
by ∂(Y (n)) = Y (n+1) for every n. Given P ∈ K{Y }, the smallest r ∈ N such
that P ∈ K[Y, Y ′, . . . , Y (r)] is called the order of the differential polynomial P ,
and the degree degP of P is its (total) degree as an element of the polynomial
ring K[Y, Y ′, . . . ] (with deg 0 = −∞). It is easy to check that if P ∈ K{Y } with
P /∈ K has order r, then P ′ has order r+1 and degree 1 in Y (r+1). For P ∈ K{Y }
and y an element of a differential ring extension of K, we let P (y) be the element
of that extension obtained by substituting y, y′, . . . for Y, Y ′, . . . in P , respectively.
In particular, we have P = P (Y ) for P ∈ K{Y }.
Let L be a differential ring extension of K and y ∈ L. Then the map
P 7→ P (y) : K{Y } → L
is a differential ring morphism, and is in fact the unique differential ring morphism
K{Y } → L that is the identity on K and sends Y to y. With L = K{Y } this gives
a composition operation (P,Q) 7→ P ◦ Q := P (Q) : K{Y }2 → K{Y }. From the
uniqueness we easily get (P ◦Q)(y) = P (Q(y)) for all P,Q ∈ K{Y } and all y in all
differential ring extensions of K, and thus the associativity of composition:
(P ◦Q) ◦R = P ◦ (Q ◦R) for P,Q,R ∈ K{Y }.
Let Y1, . . . , Ym be distinct differential indeterminates. We define the differential
ring K{Y1, . . . , Ym} inductively by letting it be K for m = 0 and setting
K{Y1, . . . , Ym} := K{Y1, . . . , Ym−1}{Ym} (m > 0).
This is a domain if K is a domain. In the rest of this subsection K is a differential
field. The fraction field of K{Y1, . . . , Ym} is denoted by K〈Y1, . . . , Ym〉, is given the
unique derivation that extends the derivation of K{Y1, . . . , Ym}, and is called the
field of differential rational functions in Y1, . . . , Ym with coefficients in K.
Let L be a differential field extension of K and y ∈ L. Then
K〈y〉 := K(y, y′, y′′, . . . )
denotes the differential subfield of L generated overK by y. Likewise,K〈y1, . . . , ym〉
is the differential subfield of L generated over K by elements y1, . . . , ym ∈ L. We
say that y is differentially algebraic over K if P (y) = 0 for some P ∈ K{Y } 6=,
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equivalently, K〈y〉 has finite transcendence degree over K. We also say that L
is differentially algebraic over K if each element of L is differentially algebraic
over K. If L = K〈y1, . . . , ym〉 and each yi ∈ L is differentially algebraic over K,
then L is differentially algebraic over K. If L is differentially algebraic over K
and M is a differential field extension of L that is differentially algebraic over L,
then M is differentially algebraic over K. If y is not differentially algebraic over K,
then y is said to be differentially transcendental over K. Thus the differential
indeterminate Y , as an element of K〈Y 〉, is differentially transcendental over K.
The equality Y ′ = Y ·Y † shows that Y is differentially algebraic over K〈Y †〉, so Y †
must be differentially transcendental over K as well. More generally:
Lemma 4.1.5. Suppose y ∈ L is d-transcendental over K, and z ∈ K〈y〉, z /∈ K.
Then y is d-algebraic over K〈z〉, and so z is d-transcendental over K.
Here and below we use the prefix d to abbreviate differential or differentially. Thus
d-algebraic stands for differentially algebraic.
Proof. We have z = P (y)/Q(y) where P,Q ∈ K{Y } 6= and P 6= aQ for all a ∈ K.
Set F (Y ) := P (Y )−zQ(Y ) ∈ K〈z〉{Y }. From z /∈ K we get F 6= 0. Then F (y) = 0
yields that y is d-algebraic over K〈z〉. 
Minimal annihilators. In this subsection, K is a differential field and y is an
element of a differential field extension of K. Aminimal annihilator of y over K
is an irreducible P ∈ K{Y } 6=, say of order r, such that P (y) = 0 and Q(y) 6= 0 for
every Q ∈ K{Y } 6= of order at most r with degY (r) Q < degY (r) P .
Lemma 4.1.6. Let P ∈ K{Y } 6= of order r be irreducible with P (y) = 0 and Q(y) 6= 0
for all Q ∈ K{Y } 6= of order < r. Then P is a minimal annihilator of y over K.
Proof. Towards a contradiction, assume that P is not a minimal annihilator of y
over K. Take Q ∈ K{Y } 6= of order r with Q(y) = 0 and degY (r) Q < degY (r) P . So
d := degY (r) Q > 1, and we choose Q with these properties such that d is minimal.
By polynomial division in K
[
Y, Y ′, . . . , Y (r)
]
we obtain A ∈ K[Y, Y ′, . . . , Y (r−1)]6=
and B ∈ K[Y, Y ′, . . . , Y (r)] with AP = BQ+R where degY (r) R < d. Then R(y) =
0, so R = 0 by minimality of d, hence P divides BQ. So P divides B, since P is
irreducible and degY (r) Q < degY (r) P . Hence B ∈ P K{Y }, so AB ∈ AP K{Y } =
BQK{Y } and thus 0 6= A ∈ QK{Y }, contradicting order(A) < r = order(Q). 
Corollary 4.1.7. Suppose that y is d-algebraic over K. Then y has a minimal
annihilator over K. Such a minimal annihilator of y is unique up to multiplication
by a factor from K×.
Proof. Take P ∈ K{Y } 6= of minimal order r such that P (y) = 0. Replacing P by
some factor we arrange that P is irreducible. Then by the preceding lemma, P is a
minimal annihilator of y over K. Let P ∗ ∈ K{Y } 6= also be a minimal annihilator
of y over K. Then r = order(P ) = order(P ∗) and d := degY (r) P = degY (r) P
∗, so
we have A,A∗ ∈ K{Y } 6= of order < r such that Q := AP + A∗P ∗ has degree < d
in Y (r). Then Q(y) = 0, so Q = 0, and thus by irreducibility of P and P ∗ we get
P ∗ = aP with a ∈ K×. 
Corollary 4.1.8. Let y be d-algebraic over K with minimal annihilator P ∈ K{Y }
over K. Suppose Q ∈ K{Y } 6= is such that Q(y) = 0 and order(Q) 6 order(P ).
Then Q ∈ P K{Y }, and hence order(Q) = order(P ).
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Proof. Replacing Q by a suitable factor we arrange that Q is irreducible, and thus
a minimal annihilator of y over K by Lemma 4.1.6. Now apply Corollary 4.1.7. 
Let P ∈ K{Y } 6= be irreducible. Then there is an element a in a differential field
extension of K with P as a minimal annihilator over K. For any such a, if b in a
differential field extension of K also has P as a minimal annihilator over K, then
there is a differential field isomorphism K〈a〉 → K〈b〉 over K that sends a to b.
The following two lemmas contain the proofs of these facts, which we include
here since they will serve as templates for similar more involved proofs later, for
differential fields equipped with additional structure.
Lemma 4.1.9. Let P ∈ K{Y } 6= be irreducible. Then there is an element a in a
differential field extension of K such that a is d-algebraic over K with minimal
annihilator P over K.
Proof. Let r = order(P ), and take a polynomial p ∈ K[Y0, . . . , Yr] with P =
p
(
Y, Y ′, . . . , Y (r)
)
, so p is irreducible. Consider the integral domain
K[y0, . . . , yr] := K[Y0, . . . , Yr]/(p), yi := Yi + (p) for i = 0, . . . , r,
and let F = K(y), where y = (y0, . . . , yr), be its fraction field. Note that p(y) = 0
and q(y) 6= 0 for q ∈ K[Y0, . . . , Yr] with degYr q < degYr p; in particular, we
have (∂p/∂Yr)(y) 6= 0. We are going to extend ∂ to a derivation on F such that
y′i = yi+1 for i = 0, . . . , r − 1. We first set
yr+1 := −p
∂(y) +
∑r−1
i=0 (∂p/∂Yi)(y) · yi+1
(∂p/∂Yr)(y)
in K(y),
which by Lemma 1.9.1 is the value that y′r will necessarily have, for any derivation
on F extending ∂ with y′i = yi+1 for i = 0, . . . , r − 1. Next we define the additive
map d : K[Y0, . . . , Yr]→ F by
d(f) = f ∂(y) +
r∑
i=0
∂f
∂Yi
(y) · yi+1.
As in the proof of Lemma 1.9.2 we check that the kernel of d contains (p) and that
the induced additive map K[y]→ F is a derivation into F , which by Corollary 1.8.6
extends uniquely to a derivation on F . This derivation extends ∂, and setting a := y0
we have a(i) = yi for i = 0, . . . , r. This a has the desired property. 
Lemma 4.1.10. Let a and b in differential field extensions of K be d-algebraic
over K with common minimal annihilator P ∈ K{Y } over K. Then there is a
differential field isomorphism K〈a〉 → K〈b〉 over K sending a to b.
Proof. Take p ∈ K[Y0, . . . , Yr] such that P = p(Y, Y ′, . . . , Y (r)), where r :=
order(P ). Put ~a :=
(
a, a′, . . . , a(r)
)
and ~b :=
(
b, b′, . . . , b(r)
)
. The ring morphism
f 7→ f(~a ) : K[Y0, . . . , Yr]→ K[~a ]
has kernel (p), and likewise with b instead of a, so we have a ring isomorphism
K[~a ]→ K[~b ] that sends a(i) to b(i) for i = 0, . . . , r. Since P is a minimal annihilator
of a over K, we have (∂p/∂Yr)(~a ) 6= 0, so Lemma 1.9.1 gives
a(r+1) = −p
∂(~a ) +
∑r−1
i=0 (∂p/∂Yi)(~a ) · a(i+1)
(∂p/∂Yr)(~a )
∈ K(~a ),
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so K[~a ]′ ⊆ K(~a ) (as sets) and hence K[~a] ⊆ K{a} ⊆ K(~a ) (as rings). Likewise
with b instead of a, so the ring isomorphism K[~a ]→ K[~b ] from above extends to a
differential field isomorphism K〈a〉 → K〈b〉 as desired. 
Let P ∈ K{Y } 6= be irreducible of order r ∈ N, and set
S := ∂P/∂Y (r) ∈ K[Y, . . . , Y (r)].
(In Section 4.3 we call S the separant of P .) Let a be an element of a differential
field extension of K with minimal annihilator P over K. The proofs above show
that then S(a) 6= 0 and that the subring K
[
a, a′, . . . , a(r), 1S(a)
]
of K〈a〉 is closed
under the derivation of K〈a〉. Therefore,
K{a} ⊆ K
[
a, a′, . . . , a(r), 1S(a)
]
, K〈a〉 = K(a, a′, . . . , a(r))
with a, a′, . . . , a(r−1) as a transcendence basis for the field extension K〈a〉 ⊇ K.
Thus if b is an element of a differential field extension of K with P (b) = 0 and
S(b) 6= 0, then we have a differential ring morphismK
[
a, a′, . . . , a(r), 1S(a)
]
→ K〈b〉
overK sending a to b, which restricts to a differential ring morphismK{a} → K{b}.
Corollary 4.1.11. Let y be d-algebraic over K. Then
trdeg
(
K〈y〉|K) = order of a minimal annihilator of y over K.
Differential transcendence bases. Let L ⊇ K be an extension of differential
fields. A set E ⊆ L generates over K the differential field K〈E〉 ⊆ L, and we put
clE :=
{
f ∈ L : f is d-algebraic over K〈E〉}.
Then clE is a differential subfield of L.
Lemma 4.1.12. Let E ⊆ L and a, b ∈ L. Then:
(i) E ⊆ clE;
(ii) clE =
⋃{clE0 : E0 ⊆ E is finite};
(iii) cl(clE) = clE;
(iv) a /∈ clE, b /∈ cl (E ∪ {a}) ⇒ a /∈ cl (E ∪ {b}).
Proof. Parts (i)–(iii) are clear. For (iv), put F := clE, and assume a /∈ F and b
is d-transcendental over F 〈a〉. Then the family (a(m)) is algebraically independent
over F and the family
(
b(n)
)
is algebraically independent over F 〈a〉. It follows
that their “union”
(
a(m), b(n)
)
is algebraically independent over F . Hence
(
a(m)
)
is
algebraically independent over F 〈b〉, that is, a is d-transcendental over F 〈b〉. 
Lemma 4.1.12 says that the operation E 7→ clE (for E ⊆ L) is a pregeometry on L.
This yields a notion of independence, analogous to linear independence in vector
spaces and algebraic independence for field extensions. Below we just formulate
this independence notion in our situation and state the relevant facts about it.
(These facts are special cases of generalities about pregeometries that can be found
in many places, for example in [61, V, §5, Exercice 14], in [85, VII, §2], and in
[284, Section 8.1].)
Let E range over subsets of L in the rest of this subsection. We say that E
is d-algebraically independent over K if x /∈ cl(E \ {x}) for all x ∈ E. So E
is d-algebraically independent over K iff the family
(
x(n)
)
x∈E, n=0,1,2,...
is alge-
braically independent over K. Call E a d-transcendence basis of L over K if E
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is d-algebraically independent over K and L is d-algebraic over K〈E〉. If E is d-
algebraically independent over K, then E is contained in a d-transcendence basis
of L over K. If L = clE, then E contains a d-transcendence basis of L over K.
All d-transcendence bases of L over K have the same cardinality, which is called
the differential transcendence degree of L over K, denoted by trdeg∂ L|K. So
trdeg∂ L|K = 0 iff L is d-algebraic over K. Hence trdeg∂ L|K = 0 if the derivation
of L is trivial. If M is a differential field extension of L, then
trdeg∂ M |K = trdeg∂ M |L+ trdeg∂ L|K.
The zeros of a linear differential polynomial. Let K be a differential field
and suppose the differential polynomial A(Y ) ∈ K{Y } is homogeneous of degree 1
and order r ∈ N. Then the map y 7→ A(y) : K → K is C-linear, so the set of zeros
Z(A) :=
{
y ∈ K : A(y) = 0}
of A in K is a C-linear subspace of K. Towards proving the well-known fact that
the dimension of this C-linear space is at most r, we define theWronskian matrix
of a (1 + n)-tuple (y0, . . . , yn) of elements of a differential ring by
Wr(y0, . . . , yn) :=

y0 y1 · · · yn
y′0 y
′
1 · · · y′n
...
...
. . .
...
y
(n)
0 y
(n)
1 · · · y(n)n
 ,
with determinant
wr(y0, . . . , yn) := detWr(y0, . . . , yn),
the Wronskian of (y0, . . . , yn). We first show:
Lemma 4.1.13. Let y0, . . . , yn ∈ K. Then
wr(y0, . . . , yn) = 0 ⇐⇒ y0, . . . , yn are C-linearly dependent.
Proof. Suppose c0, . . . , cn ∈ C are not all zero and
∑n
i=0 ciyi = 0. Taking suc-
cessive derivatives yields
∑n
i=0 ciy
(j)
i = 0 for each j, showing that the columns
of Wr(y0, . . . , yn) are linearly dependent (over C), so wr(y0, . . . , yn) = 0. This
yields “⇐,” and we prove “⇒” by induction on n. The case n = 0 being trivial,
suppose wr(y0, . . . , yn) = 0 and n > 0. Thus there are a0, . . . , an ∈ K, not all zero,
such that
∑n
i=0 aiy
(j)
i = 0 for j = 0, . . . , n. After reindexing and normalization, we
may assume that a0 = 1, so
(4.1.1) y(j)0 +
n∑
i=1
aiy
(j)
i = 0 for j = 0, . . . , n.
Taking derivatives in (4.1.1) for j = 0, . . . , n− 1 yields
y
(j+1)
0 +
n∑
i=1
aiy
(j+1)
i +
n∑
i=1
a′iy
(j)
i = 0 =
n∑
i=1
a′iy
(j)
i for j = 0, . . . , n− 1.
Hence, if a′i 6= 0 for some i ∈ {1, . . . , n}, then wr(y1, . . . , yn) = 0, so y1, . . . , yn are
C-linearly dependent by inductive hypothesis. If a′i = 0 for all i ∈ {1, . . . , n}, then
y0, . . . , yn are C-linearly dependent by (4.1.1) for j = 0. 
Thus if y0, . . . , yn ∈ K are linearly independent over C and L is a differential field
extension of K, then y0, . . . , yn remain linearly independent over CL.
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Corollary 4.1.14. dimC Z(A) 6 r.
Proof. We may assume that A(Y ) = Y (r)+
∑r−1
i=0 aiY
(i) where a0, . . . , ar−1 ∈ K.
Let y0, . . . , yr ∈ Z(A). Then the last row of
Wr(y0, . . . , yr) =

y0 y1 · · · yr
y′0 y
′
1 · · · y′r
...
...
. . .
...
−∑ aiy(i)0 −∑ aiy(i)1 · · · −∑ aiy(i)r

is a K-linear combination of the preceding rows, so wr(y0, . . . , yr) = 0. Now Lem-
ma 4.1.13 tells us that y0, . . . , yr are C-linearly dependent. 
Corollary 4.1.15. Let y0, . . . , yr ∈ K be linearly independent over C and let
z0, . . . , zr ∈ K. Then there is a unique homogeneous A ∈ K{Y } of degree 1 and
order at most r such that A(yi) = zi for i = 0, . . . , r.
Proof. By Lemma 4.1.13, the matrix W := Wr(y0, . . . , yr) is invertible. Take
a0, . . . , ar ∈ K such that (a0, . . . , ar)W = (z0, . . . , zr), and set
A := arY
(r) + ar−1Y
(r−1) + · · ·+ a0Y.
Then A(yi) = zi for i = 0, . . . , r. If B ∈ K{Y } is also homogeneous of degree 1
and order at most r with B(yi) = zi for i = 0, . . . , r, then dimC Z(A−B) > r and
hence A = B by Corollary 4.1.14. 
We record a few more useful and well-known facts about Wronskians. Let
A = Y (r) + ar−1Y
(r−1) + · · ·+ a0Y where a0, . . . , ar−1 ∈ K, r > 1.
Corollary 4.1.16. Let y1, . . . , yr be a basis of Z(A) (so dimC Z(A) = r). Then
A(Y ) =
wr(y1, . . . , yr, Y )
wr(y1, . . . , yr)
in K〈Y 〉.
Proof. The right-hand quotient equals B(Y ) = Y (r)+br−1Y (r−1)+ · · ·+b0Y with
b0, . . . , br−1 ∈ K, so A − B is homogeneous of degree 1 and of order < r. Since
yi ∈ Z(A−B) for i = 1, . . . , r, this gives A = B by Corollary 4.1.14. 
The following fact is known as Abel’s identity:
Lemma 4.1.17. Let y1, . . . , yr ∈ Z(A) and w := wr(y1, . . . , yr). Then
w′ = −ar−1w.
Proof. Expressing the determinant w in the usual way as a sum of r! products, and
differentiating gives w′ = w1+· · ·+wr where wi is the determinant of the matrixWi
obtained from Wr(y1, . . . , yr) by differentiating its ith row. For i = 1, . . . , r − 1,
each matrix Wi contains two identical rows, so wi = 0. Thus
w′ = wr = detWr = det

y1 · · · yr
y′1 · · · y′r
...
. . .
...
y
(r−2)
1 · · · y(r−2)r
y
(r)
1 · · · y(r)r
 .
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Using row operations and A(yi) = 0 for i = 1, . . . , r, this equals
det

y1 · · · yr
y′1 · · · y′r
...
. . .
...
y
(r−2)
1 · · · y(r−2)r
−ar−1y(r−1)1 · · · −ar−1y(r−1)r
 = −ar−1w,
as required. 
Lemma 4.1.18. Let M be an n× n matrix over C, n > 1, and let y = (y1, . . . , yn)
and z = (z1, . . . , zn) ∈ Kn be row vectors with z = yM . Then
Wr(z1, . . . , zn) = Wr(y1, . . . , yn) ·M, wr(z1, . . . , zn) = wr(y1, . . . , yn) · detM.
Proof. We have (z(i)1 , . . . , z
(i)
n ) = (y
(i)
1 , . . . , y
(i)
n ) ·M for each i ∈ N. 
Notes and comments. Abstract differential fields were introduced by Baer [32].
In the older literature one also finds hypertranscendental [280] and transcenden-
tally transcendental [294] instead of the terminology differentially transcendental
introduced by Kolchin [218]. The notion of d-algebraic independence and the basic
facts about it are due to Raudenbush [329]. Many of the foundational results in
differential algebra are due to Ritt and Kolchin. A comprehensive reference on this
subject is Kolchin’s book [221]. In some places, like [209], a differential ring is a
commutative ring K equipped with a derivation on K, without requiring that K
contains Q as a subring. (What we call a differential ring is called a Ritt algebra
in [209].) A history of differential algebra can be found in [66]. Lemma 4.1.17
dates back to [1].
4.2. Decompositions of Differential Polynomials
In this section K is a differential ring and Y a differential indeterminate. We let ∂
denote the derivation of K as well as of K{Y }. Let P = P (Y ) ∈ K{Y } be a
differential polynomial of order at most r ∈ N. We indicate some useful ways of
expressing P as a sum of differential polynomials of a special form.
Natural decomposition. For i = (i0, . . . , ir) ∈ N1+r and Q ∈ K{Y }, put
Qi := Qi0(Q′)i1 · · · (Q(r))ir .
In particular, Y i = Y i0(Y ′)i1 · · · (Y (r))ir , and yi = yi0(y′)i1 · · · (y(r))ir for y ∈ K.
Let Pi ∈ K be the coefficient of Y i in P ; then
P (Y ) =
∑
i
PiY
i (natural decomposition).
Decomposition into homogeneous parts. For each i as above we put |i| :=
i0 + · · ·+ ir, and for d ∈ N we let
Pd(Y ) :=
∑
|i|=d
PiY
i,
the homogeneous part of degree d of P . Note that then
P (Y ) =
∑
d
Pd(Y ) (decomposition into homogeneous parts).
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For d = 0 and d = 1 this gives P0 = P (0) ∈ K, and
P1 =
r∑
n=0
∂P
∂Y (n)
(0)Y (n), P1 ∈
r∑
n=0
K · Y (n),
where ∂P
∂Y (n)
is the formal partial derivative of P with respect to the variable Y (n),
which has nothing to do with the derivation ∂ of K{Y }. Given also Q ∈ K{Y } we
have (PQ)1 = P (0)Q1 +Q(0)P1. For nonzero P we have
deg(P ) = max{d : Pd 6= 0},
and we define the multiplicity of P at 0 as
mul(P ) := min{d : Pd 6= 0}.
We also set mul(0) := ∞ > N. Then for Q ∈ K{Y }, with the usual addition in
N ∪ {∞}:
mul(PQ) > mul(P ) + mul(Q), mul(P +Q) > min
(
mul(P ),mul(Q)
)
,
and if K is an integral domain, then mul(PQ) = mul(P ) +mul(Q). We say that P
is homogeneous of degree d if P = Pd.
Decomposition along orders. Let S∗ be the set of words on a set S. For any
word σ = σ1 · · ·σn ∈ {0, . . . , r}∗ of length |σ| = n and Q ∈ K{Y } we put
Q[σ] := Q(σ1) · · ·Q(σn),
so for each permutation π of {1, . . . , n} we have Q[σ] = Q[π(σ)], where π(σ) :=
σπ(1) · · ·σπ(n). Thus
P (Y ) =
∑
σ
P[σ]Y
[σ] (decomposition along orders)
where the coefficients P[σ] ∈ K are uniquely determined by the requirements that
P[σ] = P[π(σ)] for each permutation π of {1, . . . , |σ|} (and of course P[σ] = 0 for all
but finitely many σ). For example, with P = Y Y ′ and r = 1, the words σ on {0, 1}∗
with |σ| = degP = 2 are 00, 01, 10, and 11, with Y [00] = Y 2, Y [01] = Y [10] = Y Y ′,
and Y [11] = (Y ′)2, so P[01] = P[10] = 1/2, and P[00] = P[11] = 0.
To find expressions relating the Pi’s and P[σ]’s, we first note that Y [σ] = Y i(σ),
where i(σ) = (i0, . . . , ir) with
ik =
∣∣{j ∈ {1, . . . , |σ|} : σj = k}∣∣.
Thus |i(σ)| = |σ|. Using this notation we have
Pi =
∑
i(σ)=i
P[σ].
Putting i! := i0! · · · ir! and
(
n
i
)
:= n!
i! we have
P[σ] =
Pi(σ)∣∣{τ : |τ | = |σ|, i(τ ) = i(σ)}∣∣ =
( |σ|
i(σ)
)−1
Pi(σ).
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Taylor expansion. For i = (i0, . . . , ir) and j = (j0, . . . , jr) in N1+r we define
i 6 j :⇐⇒ i0 6 j0, . . . , ir 6 jr,
and if i 6 j we put
(
j
i
)
:=
(
j0
i0
) · · · (jrir). It is also convenient to define, for i ∈ N1+r:
P(i) :=
P (i)
i!
where P (i) :=
∂|i|P
∂i0Y · · ·∂irY (r) .
(Here the right-hand side is an iterated partial derivative of P with respect to the
variables Y, . . . , Y (r) and has nothing to do with the derivation ∂ of K{Y }.) Thus,
if |i| = 0, then P(i) = P , and if |i| = 1, then P(i) is one of the ∂P∂Y (k) . We have
degP(i) 6 degP − |i|, so P(i) = 0 if |i| > degP .
Repeated application of Lemma 3.2.2 gives (P(i))(j) =
(
i+j
j
)
P(i+j) for i, j ∈ N1+r,
where N1+r is construed as a monoid under pointwise addition. Let Z be a new
differential indeterminate. Then
P (Y + Z) =
∑
i
P(i)(Y )Z
i (Taylor expansion).
Here is an application:
Lemma 4.2.1. Suppose K is a differential field and y′ 6= 0 for some y ∈ K. If
P 6= 0, then P (y) 6= 0 for some y ∈ K.
Proof. If y ∈ K is algebraic over C, then y ∈ C. Thus K has infinite dimension
as a vector space over C. It follows that if a0, . . . , ar ∈ K are not all zero, then
a0b + · · · + arb(r) 6= 0 for some b ∈ K, by Corollary 4.1.14. Assume P /∈ K has
order r and (total) degree d > 1. Then we have for all b ∈ K,
P (Y + b)− P (Y ) =
r∑
k=0
∂P
∂Y (k)
· b(k) +
∑
|i|>2
P(i)(Y ) · bi =: Qb(Y ),
with deg(Qb) < d. Take i = (i0, . . . , ir) ∈ N1+r such that |i| = d and Y i occurs
in P . Take k ∈ {0, . . . , r} with ik 6= 0. Then ∂P∂Y (k) contains the monomial Y j with
j = (i0, . . . , ik−1, ik−1, ik+1, . . . , ir) of degree d−1. This monomial does not occur
in
∑
|i|>2 P(i)(Y )·bi, so the coefficient of this monomial in Qb(Y ) is a0b+· · ·+arb(r)
where a0, . . . , ar ∈ K are independent of b, with ak 6= 0. Now take b ∈ K such that
a0b + · · · + arb(r) 6= 0, so Qb 6= 0. We can assume inductively that Qb(y) 6= 0 for
some y ∈ K. Then P (y+ b) 6= 0 or P (y) 6= 0 for such y, by the identity above. 
Suppose K is a differential field with nontrivial derivation, that is, y′ 6= 0 for some
y ∈ K. Call a set S ⊆ K thin (in K) if there is an F ∈ K{Y } 6= such that F (y) = 0
for all y ∈ S. Note that a finite union of thin subsets of K is thin, and that K is
not thin by Lemma 4.2.1. Given any F ∈ K{Y } 6= the set{
y ∈ K× : F (y†) = 0}
is thin, since in K〈Y 〉 we have 0 6= Y nF (Y †) ∈ K{Y } for some n.
Lemma 4.2.2. Let L|K be a differential field extension of the differential field K.
Assume y′ 6= 0 for some y ∈ K and S ⊆ L is thin in L. Then S ∩K is thin in K.
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Proof. Take P ∈ L{Y } 6= such that S ⊆ {y ∈ L : P (y) = 0}. We have
P = b1P1 + · · ·+ bnPn
where b1, . . . , bn ∈ L are linearly independent over K, P1, . . . , Pn ∈ K{Y } are
nonzero, and n > 1. Then S ∩K ⊆ {y ∈ K : P1(y) = 0}. 
Decomposition into isobaric parts. In this subsection P,Q ∈ K{Y } are of
order at most r ∈ N. Also, i = (i0, . . . , ir) ∈ N1+r, ‖i‖ := i1+2i2+· · ·+rir, we let σ
range over words in {0, . . . , r}∗, and for σ = σ1 · · ·σd we put ‖σ‖ := σ1 + · · ·+ σd,
so ‖σ‖ = ‖i(σ)‖. Define the weight wt(P ) ∈ N ∪ {−∞} of P by
wt(P ) := max
{‖σ‖ : P[σ] 6= 0} if P 6= 0, wt(0) := −∞ < N.
In particular,
wt(Y i) = ‖i‖, wt(P(i)) 6 wt(P )− ‖i‖,
and
wt(P +Q) 6 max
(
wt(P ),wt(Q)
)
.
Define the weighted multiplicity wm(P ) ∈ N ∪ {∞} of P at 0 by
wm(P ) := min
{‖σ‖ : P[σ] 6= 0} if P 6= 0, wm(0) :=∞ > N.
In particular, wm(Y i) = wt(Y i) = ‖i‖, and wm(P + Q) > min(wm(P ),wm(Q)).
We say that P is isobaric if P[σ] = 0 for all σ with ‖σ‖ 6= wt(P ). Note that 0
is isobaric, and that if P 6= 0, then P is isobaric iff wm(P ) = wt(P ). (Although
deg 0 = wt 0 = −∞, we do consider 0 to be homogeneous of any degree d ∈ N and
to be isobaric of any weight w ∈ N.) Degree and weight behave as follows under
differentiation: (Y i)′ is homogeneous of the same degree |i| as Y i, and is isobaric
of weight wt(Y i) + 1 = ‖i‖ + 1. Thus if P ∈ C{Y } is isobaric of weight w ∈ N,
then P ′ is isobaric of weight w + 1. For w ∈ N, let
P[w] :=
∑
‖σ‖=w
P[σ]Y
[σ]
be the isobaric part of P of weight w. Then P[w] = 0 for w > wt(P ), and
P =
∑
w
P[w] (decomposition into isobaric parts).
Note that (PQ)[w] =
∑
i+j=w P[i]Q[j]. In particular, if P and Q are isobaric, then
so is PQ. Moreover:
Lemma 4.2.3. If K is an integral domain, then
wm(PQ) = wm(P ) + wm(Q), wt(PQ) = wt(P ) + wt(Q).
Decomposition into subhomogeneous parts. In Chapter 13 we use yet another
decomposition of P . For i = (i0, . . . , ir) ∈ N1+r define the subdegree of i as
|i|′ := i1 + · · ·+ ir, and for d ∈ N, set P|d|′ :=
∑
|i|′=d Pi Y
i, so
P =
∑
d
P|d|′ (decomposition into subhomogeneous parts).
The subdegree of P , sdeg(P ), is the largest d with P|d|′ 6= 0 if P 6= 0, and
sdeg(P ) := −∞ if P = 0. We say that P is subhomogeneous of subdegree d if
P = P|d|′ . Thus P is subhomogeneous of subdegree d iff there are homogeneous
Pj ∈ K{Y ′} ⊆ K{Y } of degree d such that P =
∑
j Pj(Y )Y
j . Suppose P 6= 0 is
subhomogeneous of subdegree d; then wt(P ) > d, with equality iff P ∈ K[Y ] ·(Y ′)d.
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Logarithmic decomposition. In this subsection we consider iterated logarithmic
derivatives. Let K be a differential field and y ∈ K. We set y〈0〉 := y, and
inductively, if y〈n〉 ∈ K is defined and nonzero, y〈n+1〉 := (y〈n〉)† (and otherwise
y〈n+1〉 is not defined). The results we state below follow by easy inductions on n
using Lemma 1.9.1. First, if y〈n〉 is defined, then
y(n) = y · Ln(y〈1〉, . . . , y〈n〉) = y〈0〉 · Ln(y〈1〉, . . . , y〈n〉)
where the polynomial Ln ∈ Z[X1, . . . , Xn] depends only on n (not on y or K) and
is homogeneous of degree n with nonnegative coefficients:
L0 = 1
L1 = X1
L2 = X
2
1 +X1X2
L3 = X
3
1 + 3X
2
1X2 +X1X
2
2 +X1X2X3
...
The Ln are given by the recursion
L0 = 1, Ln+1 = X1Ln +
n∑
j=1
XjXj+1
∂Ln
∂Xj
.
So if y〈n〉 is defined, then Q
[
y, y′, . . . , y(n)
] ⊆ Q[y〈0〉, y〈1〉, . . . , y〈n〉]. Similarly:
(1) if y〈n〉 is defined, then Q
(
y, y′, . . . , y(n)
)
= Q
(
y〈0〉, y〈1〉, . . . , y〈n〉
)
;
(2) if y, y′, . . . , y(n) are algebraically independent over Q, then y〈n〉 is defined, and
so y〈0〉, y〈1〉, . . . , y〈n〉 are algebraically independent over Q by (1).
Thus in K〈Y 〉 each Y 〈n〉 is defined, Y 〈0〉, Y 〈1〉, . . . , Y 〈n〉 are algebraically inde-
pendent over K, and K〈Y 〉 = K(Y 〈n〉 : n = 0, 1, 2, . . . ). If y〈n〉 is defined and
i = (i0, . . . , in) ∈ N1+n, we set
y〈i〉 := (y〈0〉)i0(y〈1〉)i1 · · · (y〈n〉)in .
Using the Ln it follows that P has a unique decomposition
P =
∑
i P〈i〉Y
〈i〉 (logarithmic decomposition),
with i ranging over N1+r, all P〈i〉 ∈ K, and P〈i〉 = 0 for all but finitely many i.
Notes and comments. Lemma 4.2.1 appears in [342, p. 35].
4.3. Operations on Differential Polynomials
In this section K is a differential ring with derivation ∂ and Y is a differential in-
determinate. We discuss here additive and multiplicative conjugation of differential
polynomials, Ritt reduction, composition, and substituting powers. The operation
of compositional conjugation is more involved and is treated in Section 5.7.
182 4. DIFFERENTIAL POLYNOMIALS
Additive and multiplicative conjugation. Let P = P (Y ) ∈ K{Y } be of order
at most r, and let h, h1, h2 ∈ K. We define the differential polynomials
P+h = P+h(Y ) := P (h+ Y ) ∈ K{Y } (additive conjugate of P ),
P×h = P×h(Y ) := P (hY ) ∈ K{Y } (multiplicative conjugate of P ).
Thus
P+(h1+h2) = (P+h1)+h2 , P×h1h2 = (P×h1)×h2 , (P×h1)+h2 = (P+h1h2)×h1 .
These conjugations commute with ∂, that is,
(P+h)
′ = (P ′)+h, (P×h)
′ = (P ′)×h.
Additive conjugation with h is an automorphism Q 7→ Q+h of the differential
ring K{Y }, with inverse Q 7→ Q−h := Q+(−h), and if h is a unit of K, then also
multiplicative conjugation with h is an automorphism Q 7→ Q×h of this differential
ring, with inverseQ 7→ Q/h := Q×h−1 . These automorphisms are the identity onK.
If P is homogeneous of degree d, then so is P×h. Thus (without restricting P ):
(P×h)d = (Pd)×h, (d ∈ N).
Note also that (P+h)1 =
∑r
n=0
∂P
∂Y (n)
(h)Y (n).
Example. Consider a homogeneous linear A ∈ K{Y }:
A(Y ) = a0Y + a1Y
′ + · · ·+ anY (n) (a0, . . . , an ∈ K).
Then
A×h(Y ) = b0Y + b1Y
′ + · · ·+ bnY (n)
where
bi =
n∑
j=i
(
j
i
)
ajh
(j−i),
in particular b0 = a0h+ a1h′ + · · ·+ anh(n) = A(h) and bn = anh.
We now derive expressions for the coefficients of the additive and multiplicative
conjugates of P . Given words σ = σ1 · · ·σm and τ = τ1 · · · τn in {0, . . . , r}∗, define
σ 6 τ :⇐⇒ m = n and σ1 6 τ1, . . . , σn 6 τn,
and if σ 6 τ , put(
τ
σ
)
:=
(
τ1
σ1
)
· · ·
(
τn
σn
)
, τ − σ := (τ1 − σ1) · · · (τn − σn) ∈ {0, . . . , r}∗.
With these notations we have:
Lemma 4.3.1. Let i = (i0, . . . , ir) ∈ N1+r and σ ∈ {0, . . . , r}∗. Then
(P+h)i =
∑
j>i
(
j
i
)
Pjh
j−i,(4.3.1)
(P×h)[σ] =
∑
τ>σ
(
τ
σ
)
P[τ ]h
[τ−σ].(4.3.2)
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Proof. By Taylor expansion,
P+h(Y ) =
∑
j
P(j)(h)Y
j ,
hence (P+h)i = P(i)(h). Now P (Y ) =
∑
j PjY
j gives
P(i) =
∑
j
Pj
(Y j)(i)
i!
=
∑
j>i
(
j
i
)
PjY
j−i,
since (Y j)(i) = j!(j−i)!Y
j−i if j > i and (Y j)(i) = 0 otherwise, as an easy induction
shows. This yields (4.3.1). A simple induction on n = |τ | shows that for τ =
τ1 · · · τn ∈ {0, . . . , r}∗ we have
(ab)[τ ] =
∑
σ6τ
(
τ
σ
)
a[τ−σ]b[σ] for a, b ∈ K{Y }.
Hence
P (hY ) =
∑
τ
P[τ ](hY )
[τ ] =
∑
τ
P[τ ] ∑
σ6τ
(
τ
σ
)
h[τ−σ]Y [σ]

=
∑
σ
∑
τ>σ
(
τ
σ
)
P[τ ]h
[τ−σ]
Y [σ],
and this yields (4.3.2). 
Corollary 4.3.2. We have degP+h = degP and wtP+h = wtP. If h is a unit
of K, then degP×h = degP and wtP×h = wtP .
The following identities have routine proofs, using the Chain Rule:
∂P+h
∂Y (i)
=
(
∂P
∂Y (i)
)
+h
,(4.3.3)
∂P×h
∂Y (i)
=
∑
j>i
(
j
i
)
h(j−i)
(
∂P
∂Y (j)
)
×h
.(4.3.4)
Suppose now that P 6= 0. We have
0 6 mulP+h 6 degP, mulP+h > 0⇐⇒ P (h) = 0.
We call mulP+h the multiplicity of P at h. Note that if P ∈ K[Y ], then
P (Y ) = Q(Y ) · (Y − h)µ, where Q(Y ) ∈ K[Y ], Q(h) 6= 0, µ = mulP+h.
Lemma 4.3.3. Suppose 0 6= P ∈ K[Y ](Y ′)N and h′ = 0, and let µ ∈ N. Then
mulP+h = µ ⇐⇒ there are i, j ∈ N and Q ∈ K[Y ] such that i+ j = µ,
P (Y ) = Q(Y ) · (Y − h)i · (Y ′)j, and Q(h) 6= 0.
Proof. The implication ⇐ is obvious. For the direction ⇒, note that we have
P (Y ) = R(Y ) · (Y ′)j with j ∈ N and R ∈ K[Y ]. Set i := mulR+h; then mulP+h =
i+ j and R(Y ) = Q(Y ) · (Y − h)i where Q ∈ K[Y ], Q(h) 6= 0. 
Corollary 4.3.4. For 0 6= P ∈ K[Y ](Y ′)N and h′ = 0 we have:
mulP+h = degP ⇐⇒ P = a · (Y − h)i · (Y ′)j where a ∈ K 6= and i+ j = degP .
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Complexity and Ritt division. Let K be a differential field, P,Q ∈ K{Y },
and a ∈ K. For P /∈ K, denote the order of P by rP , the degree of P in Y (rP )
by sP , and the total degree of P by tP (so sP , tP > 1), and define the complexity
of P to be the triple c(P ) = (rP , sP , tP ) ∈ N3. For P ∈ K we set c(P ) = (0, 0, 0).
We order N3 lexicographically. Note that if P,Q /∈ K, then c(P ), c(Q) < c(PQ).
For P /∈ K and r = rP , s = sP we have
P = F0 + F1 · Y (r) + · · ·+ Fs · (Y (r))s, F0, . . . , Fs ∈ K
[
Y, . . . , Y (r−1)
]
,
and we define the initial of P to be IP := Fs, and the separant of P to be
SP :=
∂P
∂Y (r)
=
s∑
i=1
iFi · (Y (r))i−1,
so IP 6= 0, SP 6= 0, and c(IP ) < c(P ), c(SP ) < c(P ). The quantities above
transform as follows under various conjugations:
c(P+a) = c(P ), IP+a = IP,+a, SP+a = SP,+a,
and for a 6= 0, c(P×a) = c(P ), IP×a = asP · IP,×a, SP×a = a · SP,×a.
Lemma 4.3.5. Suppose P /∈ K, and set r = rP . Then for n > 1,
P (n) = Gn + SPY
(r+n) with Gn ∈ K
[
Y, Y ′, . . . , Y (r+n−1)
]
.
In particular, P (n) /∈ K and P (n) has order r + n, for every n.
Proof. Let s = sP be the degree of P in Y (r), so s > 1, and
P = F0 + F1 · Y (r) + · · ·+ Fs · (Y (r))s, F0, . . . , Fs ∈ K
[
Y, Y ′, . . . , Y (r−1)
]
.
Then P ′ = G1 + SPY (r+1) with
G1 := F
′
0 + F
′
1 · Y (r) + · · ·+ F ′s · (Y (r))s ∈ K
[
Y, Y ′, . . . , Y (r)
]
.
This gives the case n = 1, and the rest goes by induction on n. 
Corollary 4.3.6. Assume P /∈ K. Then P ′ /∈ PK{Y }.
Proof. With the notations above and r = rP we have P ′ = SPY (r+1) + G1.
Assume P ′ = PQ. ThenQ = AY (r+1)+B with A,B ∈ K[Y, . . . , Y (r)], so SP = PA,
contradicting c(SP ) < c(P ). 
Corollary 4.3.7. Assume F ∈ K〈Y 〉, F /∈ K. Then F † /∈ K{Y }.
Proof. We have F = P/Q with relatively prime P,Q ∈ K{Y } 6=. Towards a
contradiction, assume F † = R ∈ K{Y }. Then P ′Q − PQ′ = PQR, so P divides
P ′Q in K{Y }, hence P divides P ′ in K{Y }, and so P ∈ K by Corollary 4.3.6.
Likewise we get Q ∈ K, so F ∈ K, a contradiction. 
Next an analogue for differential polynomials of division with remainder:
Theorem 4.3.8 (Ritt division). Let P /∈ K. Then
IkPS
l
PQ = A0P +A1P
′ + · · ·+AnP (n) +R
for some k, l ∈ N, A0, . . . , An ∈ K{Y }, and R ∈ K{Y } with c(R) < c(P ).
We break up the proof into two steps, and first show:
Lemma 4.3.9. Let P /∈ K. There are l ∈ N and A0, . . . , An ∈ K{Y } such that
SlPQ = A0P +A1P
′ + · · ·+AnP (n) +R, order(R) 6 order(P ).
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Proof. Let r := rP and Q ∈ K[Y, . . . , Y (r+i)]. By induction on i we show:
SlPQ ≡ R mod (P, P ′, . . . , P (i)) in the ring K
[
Y, Y ′, . . . , Y (r+i)
]
for suitable l ∈ N and R ∈ K{Y } with order(R) 6 r. If i = 0, then we can take
l = 0, R = Q. So suppose i > 0. From Lemma 4.3.5 we obtain
P (i) = SPY
(r+i) +Gi, Gi ∈ K
[
Y, Y ′, . . . , Y (r+i−1)
]
.
As Q =
∑s
k=0 Fk · (Y (r+i))k with s = sQ, Fk ∈ K
[
Y, Y ′, . . . , Y (r+i−1)
]
, we get
SsPQ =
s∑
k=0
Fk · (P (i) −Gi)kSs−kP ≡ Qi mod (P (i)) in K
[
Y, . . . , Y (r+i)
]
with Qi =
s∑
k=0
Fk · (−Gi)kSs−kP ∈ K
[
Y, Y ′, . . . , Y (r+i−1)
]
.
The inductive assumption gives l ∈ N and R ∈ K{Y } with order(R) 6 r and
SlPQi ≡ R mod
(
P, P ′, . . . , P (i−1)
)
in the ring K
[
Y, Y ′, . . . , Y (r+i−1)
]
.
In combination with the previous congruence, this gives
Sl+sP Q ≡ R mod
(
P, P ′, . . . , P (i)
)
in the ring K
[
Y, Y ′, . . . , Y (r+i)
]
,
which finishes the induction. 
Proof of Theorem 4.3.8. Take l, A0, . . . , An, R as in Lemma 4.3.9. We are done
if c(R) < c(P ), so assume c(R) > c(P ). Then r := rP = rR and sR > sP . Ordinary
division by P for polynomials in Y (r) over K
[
Y, Y ′, . . . , Y (r−1)
]
yields
IkPR = A
∗P +R∗, k = 1 + sR − sP , A∗, R∗ ∈ K
[
Y, Y ′, . . . , Y (r)
]
, sR∗ < sP .
Hence
IkPS
l
PQ = A
∗
0P +A
∗
1P
′ + · · ·+A∗nP (n) +R∗
where A∗0 := I
k
PA0 +A
∗, A∗i := I
k
PAi for i = 1, . . . , n, and c(R
∗) < c(P ). 
Additive conjugation in the Ritt division of the theorem above gives:
IkP+aS
l
P+aQ+a = (A0)+aP+a + (A1)+aP
′
+a + · · ·+ (An)+aP (n)+a +R+a.
Corollary 4.1.8 and Lemma 4.3.9 yield:
Corollary 4.3.10. Let y be an element of a differential field extension of K,
d-algebraic over K, and let P ∈ K{Y } 6= be a minimal annihilator of y over K.
Then for Q ∈ K{Y } we have: Q(y) = 0 if and only if there exist l ∈ N and
A0, . . . , An ∈ K{Y } such that SlPQ = A0P +A1P ′ + · · ·+AnP (n).
Composition of differential polynomials. Let K be a differential field, and
P,Q ∈ K{Y }. We prove here some elementary facts about P (Q).
Lemma 4.3.11. For each d ∈ N we have (P (n))d = (Pd)(n). If P is homogeneous,
then so is P (n). If P /∈ K, then degP (n) = degP and wtP (n) = (wtP ) + n, and
mulP (n) > mulP, wmP (n) > wmP.
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Proof. For any word σ = σ1 · · ·σd ∈ {0, . . . , r}∗ of length |σ| = d we have
(Y [σ])′ =
d∑
i=1
Y (σi+1)
(
Y [σ]/Y (σi)
)
,
so (P ′)d = (Pd)′, which gives the claim about homogeneous P . Let P /∈ K. Then
P ′ 6= 0 by Lemma 4.3.5, so degP ′ = degP . With w := wtP we have wtP ′ 6 w+1.
It remains to show that (P ′)[w+1] 6= 0. Let Kc be the field K with the trivial
derivation. Then Kc{Y } and K{Y } have the same underlying ring, and (P ′)[w+1]
equals in this underlying ring the derivative of P[w] in Kc{Y }. As P[w] /∈ K,
this gives (P ′)[w+1] 6= 0. Verifying the claims about mulP (n) and wmP (n) is
routine. 
Thus we let P (n)d denote both (P
(n))d and (Pd)(n).
Lemma 4.3.12. If P 6= 0 and Q /∈ K, then P (Q) 6= 0.
Proof. If Q /∈ K, then Q is d-transcendental over K by Lemma 4.1.5. 
Thus if Q /∈ K, then P 7→ P ◦Q = P (Q) is an injective differential ring endomor-
phism of K{Y }, and so extends uniquely to a differential field embedding
F 7→ F ◦Q = F (Q) : K〈Y 〉 → K〈Y 〉.
Corollary 4.3.13. Suppose P 6= 0, Q /∈ K, deg(P ) = d, deg(Q) = e. Then
deg(P ◦Q) = d e, (P ◦Q)de = Pd ◦Qe.
If P and Q are homogeneous, then so is P ◦Q.
Proof. Let i = (i0, . . . , ir) ∈ N1+r. By Lemma 4.3.11 we have degQ(n) = e for
all n, so
Qi = Qi0(Q′)i1 · · · (Q(r))ir
= Qi0e (Q
′
e)
i1 · · · (Q(r)e )ir +R where deg(R) < |i|e.
Thus deg(P ◦Q) 6 d e, and (P ◦Q)de = Pd ◦Qe, and so by Lemma 4.3.12 we get
deg(P ◦Q) = d e. 
Corollary 4.3.14. Suppose P 6= 0 has order 6 r and Q /∈ K. Then
wm(P ◦Q) > (mulP )(wmQ).
Moreover, with i ranging over N1+r,
wt(P ◦Q) = max{|i|(wtQ) + ‖i‖ : Pi 6= 0},
and so if P is homogeneous or isobaric, then
wt(P ◦Q) = (degP )(wtQ) + (wtP ).
Proof. Let i range over N1+r. Lemma 4.3.11 gives wmQ(i) > |i|(wmQ) for all i,
so wm(P ◦Q) > (mulP )(wmQ). Set
w := wtQ, µ := max
{|i|w + ‖i‖ : Pi 6= 0}.
By Lemma 4.3.11, wtQ(n) = w + n, so with Q(n)[w+n] := (Q
(n))[w+n] we have
Q(i) = Qi0(Q′)i1 · · · (Q(r))ir
= Qi0[w](Q
′
[w+1])
i1 · · · (Q(r)[w+r])ir + S where wt(S) < |i|w + ‖i‖.
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Thus wt(P ◦Q) 6 µ. Let Kc be the field K with the trivial derivation. Then K{Y }
and Kc{Y } have the same underlying ring, and Q(n)[w+n] ∈ K{Y } equals in this
underlying ring the nth derivative of Q[w] in Kc{Y }. So (P ◦Q)[µ] ∈ K{Y } equals
in this underlying ring the composition P˜ ◦ (Q[w]) computed in Kc{Y }, where
P˜ :=
∑
|i|w+‖i‖=µ
Pi Y
i 6= 0.
Thus wt(P ◦Q) = µ by Lemma 4.3.12. 
Corollary 4.3.15. Let F ∈ K〈Y 〉, and suppose P,Q /∈ K. Then
P ◦Q /∈ K, F ◦ (P ◦Q) = (F ◦ P ) ◦Q.
Proof. We have P ◦Q /∈ K by Corollary 4.3.13. The associativity of the compo-
sition operator on K{Y } then leads to F ◦ (P ◦Q) = (F ◦ P ) ◦Q. 
Substituting powers. Let K be a differential field and c ∈ C×. We consider here
the effect of substituting a power yc in a differential polynomial, where y and yc
are nonzero elements of a differential field extension L of K such that (yc)† = cy†.
Lemma 4.3.16. For each n there is a homogeneous and isobaric En ∈ C{Y } of
order n, degree n, and weight n, such that for any differential field extension L
of K and any elements y, z ∈ L×,
z† = cy† =⇒ z(n) = z · En(y)
yn
.
Proof. By induction on n. We can take E0 = 1, and E1 = cY ′. Suppose En ∈
C{Y } has the required property for a certain n > 1, and let L be a differential field
extension of K and let y, z ∈ L× satisfy z† = cy†. Then
z(n+1) = z′ · En(y)
yn
+ z ·
(
En(y)
yn
)′
= z · cy
′En(y)
yn+1
+ z · y
nEn(y)
′ − nyn−1y′En(y)
y2n
= z · (c− n)y
′En(y) + yEn(y)
′
yn+1
.
Thus En+1(Y ) := (c−n)Y ′En(Y )+Y En(Y )′ ∈ C{Y } has the desired property for
n+ 1 in place of n, in view of Lemmas 4.3.5 and 4.3.11. 
Corollary 4.3.17. Let P ∈ K{Y } 6= be homogeneous and isobaric, and d =
deg(P ), w = wt(P ). Then there is a homogeneous and isobaric E ∈ K{Y } 6=
of degree w and weight w such that for any differential field extension L of K and
y, z ∈ L×,
z† = cy† =⇒ P (z) = zd · E(y)
yw
.
This follows easily from Lemma 4.3.16.
Corollary 4.3.18. Let P ∈ K{Y } 6= be homogeneous, d = deg(P ), w = wt(P ).
Then there is a homogeneous E ∈ K{Y } 6= of degree w and weight w such that for
any differential field extension L of K and y, z ∈ L×,
z† = cy† =⇒ P (z) = zd · E(y)
yw
.
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Proof. Apply the previous corollary to the isobaric parts of P . 
Corollary 4.3.18 in the case c = −1 yields:
Corollary 4.3.19. If P ∈ K{Y } 6= is homogeneous, then
P (1/Y ) =
E(Y )
Y d+w
in K〈Y 〉, d := degP , w := wtP ,
where E ∈ K{Y } 6= is homogeneous of degree w, and wt(E) = w.
Notes and comments. Ritt’s division theorem (Theorem 4.3.8 above) appears
in [342, p. 5]; see also [210, Lemma 7.3].
4.4. Valued Differential Fields and Continuity
We define a valued differential field to be a differential field K equipped with a
valuation ring O ⊇ Q of K. Here are some basic examples:
(1) Let k be a differential field and Γ an ordered abelian group. Then we make
the Hahn field k((tΓ)) into a differential field extension of k by
∂
(∑
aγt
γ
)
=
∑
a′γ t
γ (so t′ = 0).
We refer to this valued differential field as the Hahn differential field k((tΓ)).
It has constant field Ck((tΓ)).
(2) Let k be a differential field, and let g ∈ k((tQ)). We make the Hahn field k((tQ))
into a valued differential field and a differential field extension of k by
∂
(∑
aqt
q
)
=
∑
a′qt
q +
(∑
qaqt
q−1
)
g (so t′ = g).
(3) Let C be a field of characteristic zero (so C ⊇ Q, with the usual identification).
We make the field C(x) of rational functions in x over C into a differential
field with constant field C and x′ = 1. Let v : C(x)× → Z be the discrete
valuation on the field C(x) given by v(C×) = {0} and v(x) = −1. Then C(x)
equipped with the valuation ring Ov of v is a valued differential field.
(4) T and Tlog: see Appendix A.
In the rest of this section we fix a valued differential field K. We begin with some
easy observations:
Lemma 4.4.1. Let a, b ∈ K, b 6= 0. Then
a′ 4 a, b′ 4 b =⇒ (ab)′ 4 ab, (1/b)′ 4 1/b, (a/b)′ 4 a/b.
In particular, if b′ 4 b, then (bk)′ 4 bk for every k ∈ Z.
Our valued differential fields often have the property that the maximal ideal of its
valuation ring is closed under the derivation: then the valuation ring is also closed
under the derivation and various other useful inclusions hold:
Lemma 4.4.2. Suppose that ∂O ⊆ O. Then also ∂O ⊆ O. Moreover, let a ∈ K be
such that a′ 4 a. Then ∂(amO) ⊆ amO and ∂(amO) ⊆ amO for all m, hence
∂n(amO) ⊆ amO, ∂n(amO) ⊆ amO for all m, n,
and if a′ ≺ a, then ∂n(a) ≺ a for all n > 1.
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Proof. Let x ∈ O, and suppose x′ /∈ O. Set y := 1/x′, z := x/x′. Then y, z ∈ O,
so y′, z′ ∈ O. But z = xy, so z′ = xy′ + 1, a contradiction. This proves the first
assertion. For the second, let a ∈ K with a′ 4 a. Then ∂(aO) ⊆ a′O+ a∂O ⊆ aO and
∂(aO) ⊆ a′O + a∂O ⊆ aO, so we are done for m = 1. Now use that a′ 4 a gives
(am)′ 4 am for all m by the previous lemma. If a′ ≺ a, then ∂(a) ∈ aO and hence
∂n(a) ∈ ∂n−1(aO) ⊆ aO for n > 1. 
If ∂O ⊆ O, then by Lemma 4.4.2 the residue field k = O/O is a differential field
with derivation a + O 7→ a′ + O (a ∈ O). (From Q ⊆ O we get that k is of
characteristic zero, and so with the obvious identification Q is a subfield of k.) The
derivation ∂ of K is said to be small if ∂O ⊆ O; in that case we refer to k with
the induced derivation as the differential residue field of K. Note that if K has
small derivation, then so does every valued differential subfield of K.
The derivation of the Hahn differential field k((tΓ)) of Example (1) above is
small, and its differential residue field is isomorphic to k. In Example (2) above,
the derivation of k((tQ)) is small if vg > 1, in which case its differential residue
field is again isomorphic to k. The derivation of C(x) in Example (3) is small,
and its differential residue field is isomorphic to C with the trivial derivation. The
derivations of T and Tlog of Example (4) are also small, and in both cases the
differential residue field is isomorphic to R with the trivial derivation.
Lemma 4.4.3. Suppose ∂O ⊆ O, and y ∈ K. Then
y 4 1⇒ (y′)2 4 y, y < 1⇒ (y′)2 4 y3.
If moreover ∂O ⊆ O, then
0 6= y 4 1⇒ (y′)2 ≺ y, y < 1⇒ (y′)2 ≺ y3.
Proof. Let y 4 1, and suppose for a contradiction that (y′)2 ≻ y. Then y = ε(y′)2
with ε ≺ 1; differentiating yields y′ = ε′(y′)2+2εy′y′′, contradicting y′ ≻ ε′(y′)2 and
y′ ≻ εy′y′′. Next, suppose y < 1; then y−1 4 1, hence (y′/y2)2 = ((y−1)′)2 4 y−1,
so (y′)2 4 y3. The proof of the part assuming ∂O ⊆ O is similar. 
Corollary 4.4.4. Suppose ∂O ⊆ O. Let ∆ be a convex subgroup of Γ, and O˙ the
maximal ideal of the valuation ring O˙ of the ∆-coarsening of K. Then ∂O˙ ⊆ O˙.
Proof. If y ∈ O˙, then (y′)2 ∈ O˙ by Lemma 4.4.3, so y′ ∈ O˙. 
Continuity. We now give the valued differential field K its valuation topology.
While not part of our definition of valued differential field, we are only interested in
the case that ∂ : K → K is continuous. Note that if ∂ is continuous, then for every
differential polynomial P ∈ K{Y } the function y 7→ P (y) : K → K is continuous.
Here is a slightly stronger version of this fact:
Lemma 4.4.5. Suppose ∂ : K → K is continuous. Then for each P (Y ) ∈ K{Y } the
function y 7→ P (y) : K → K is c-continuous.
Proof. Since ∂ is continuous at 0 and additive, ∂ is even uniformly continuous.
Hence for every n the map y 7→ y(n) : K → K is uniformly continuous and thus c-
continuous. The c-continuity of differential polynomial functions on K now follows
easily from Lemmas 2.2.23 and 3.2.14. 
Lemma 4.4.6. If ∂O ⊆ O, then ∂ : K → K is continuous.
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Proof. Assume ∂O ⊆ O. If γ ∈ Γ>, and y ∈ K, vy > 2γ, then vy′ > γ, by
Lemma 4.4.3. So ∂ is continuous at 0, and since ∂ is additive, it is continuous. 
Up to a factor from K× the condition ∂O ⊆ O captures exactly continuity of ∂:
Lemma 4.4.7. The following conditions on K are equivalent:
(i) ∂ : K → K is continuous;
(ii) for some a ∈ K× we have ∂O ⊆ aO;
(iii) for some a ∈ K× we have δO ⊆ O, for δ := a−1∂.
Proof. As to (i) ⇒ (ii), assume ∂ is continuous. Take β ∈ Γ such that f ′ ∈ O for
all f ∈ K with vf > β, and take b ∈ K with vb = β. Then for g ∈ O we have
v(bg) > β, so (bg)′ = b′g + bg′ ∈ O, hence g′ ∈ b−1O + b†O. Taking a ∈ K× with
va = min(−vb, vb†) we obtain ∂O ⊆ aO. The implication (ii) ⇒ (iii) is obvious, and
(iii) ⇒ (i) follows from Lemma 4.4.6 applied to δ. 
A favorable situation is when ∂ is small and the derivation of the differential residue
field k is nontrivial: this often allows properties of the differential residue field k
to be lifted to useful information about the valued differential field K.
In this connection, consider the set A of all a ∈ K× such that ∂O ⊆ aO (that
is, a−1∂ is small), and the derivation of the differential residue field of (K, a−1∂)
is nontrivial. Here (K, a−1∂) denotes the valued differential field K with deriva-
tion a−1∂ instead of ∂. If a ∈ A and a ≍ b in K, then clearly b ∈ A. We wish to
record the following observation:
Lemma 4.4.8. If A 6= ∅, then v(A) consists of just one element.
Proof. Suppose ∂ is small and the derivation of the differential residue field k is
nontrivial, and let a ∈ K×. It suffices to note that if a ≺ 1, then a−1∂ is no longer
small, and if a ≻ 1, then a−1∂ is small, but a−1∂O ⊆ a−1O ⊆ O, so the derivation
of the differential residue field of (K, a−1∂) is trivial. 
Lemma 4.4.9. Assume that C ⊆ O. Let P (Y ) = a0Y + · · · + anY (n), with all
ai ∈ K, an 6= 0. Then each level set P−1(s) (s ∈ K) is a discrete subset of K.
Proof. Such a level set is empty or a translate of the C-linear subspace V :=
P−1(0) of K. Any y0, . . . , yn ∈ K with y0 ≻ y1 ≻ · · · ≻ yn ≻ 0 are linearly
independent over C. Since dimC V 6 n, there are no such y0, . . . , yn ∈ V . 
Lemma 4.4.10. Suppose ∂ is nontrivial, and the valuation of K is nontrivial. Then
no differential polynomial P (Y ) ∈ K{Y } 6= vanishes identically on any nonempty
open subset of K.
Proof. Assume towards a contradiction that P (Y ) ∈ K{Y } 6= vanishes identically
on
{
y ∈ K : v(y − a) > γ}, a ∈ K, γ ∈ Γ. Take g ∈ K with vg = γ and set Q :=
P (a+gY ) ∈ K{Y } 6=. Then Q vanishes identically on O, and so Q(Y ) ·Q(Y −1) ·Y n
is for sufficiently large n a nonzero differential polynomial that vanishes identically
on K. As the derivation of K is nontrivial, this is impossible by Lemma 4.2.1. 
Completion. Recall from Section 3.2 that any valued field E can be completed :
it is dense in a valued field extension Ec such that for each valued field exten-
sion E ⊆ F with E dense in F there is a unique valued field embedding F → Ec
that is the identity on E. (Here “dense” is with respect to the relevant valuation
topology.) These properties determine Ec up to unique valued field isomorphism
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over E, and Ec is called the completion of E. Recall that Ec|E is an immediate
extension.
Lemma 4.4.11. Suppose ∂ : K → K is continuous. Then there is a unique continu-
ous derivation on Kc extending the derivation of K.
Proof. The derivation of K being additive, it is even uniformly continuous, that
is, for each γ ∈ Γ there is δ ∈ Γ such that whenever x, y ∈ K and v(x−y) > δ, then
v(x′ − y′) > γ. It follows that ∂ extends uniquely to a continuous map Kc → Kc
(Lemma 2.2.31); this map is a derivation. 
Suppose K is as in the lemma. Then we consider Kc as the valued differential field
whose derivation is the unique continuous derivation on Kc that extends the one
of K. If K ⊆ L is a valued differential field extension such that K is dense in L and
the derivation of L is continuous with respect to the valuation topology, then the
unique valued field embedding L → Kc that is the identity on K is a differential
field embedding.
Corollary 4.4.12. If K has small derivation, then so does Kc.
Traces and norms. Let L|K be an extension of valued differential fields with
[L : K] < ∞ and put n := [L : K]. We let Ka be an algebraic closure of K
equipped with the unique derivation extending the derivation of K. For f ∈ L, let
trL|K(f) :=
n∑
i=1
σi(f), NL|K(f) :=
n∏
i=1
σi(f)
denote the trace of f in L|K and the norm of f in L|K, respectively. Here σ1, . . . , σn
are the distinct field embeddings L → Ka which are the identity on K. Note that
each σi is an embedding L→ Ka of differential fields. Hence for all f ∈ L:
trL|K(f
′) = trL|K(f)
′, trL|K(f
†) = NL|K(f)
† if f 6= 0.
We pick a valuation ring of Ka lying over the valuation ring of K to make Ka
a valued field extension of K. If K is henselian, then each σi is a valued field
embedding, and after identifying L with a valued subfield of Ka via σ1, say, we
have σif ≍ f for f ∈ L and i = 1, . . . , n, hence (for f ∈ L):
trL|K(f) 4 f, NL|K(f) ≍ fn.
It follows that for henselian K and f ∈ L× we have
NL|K(f)
† = trL|K(f
†) 4 f †.
Monotonicity. We say that the valued differential field K is monotone if a′ 4 a
for all a ≺ 1 in K; in that case the derivation of K is small, and a′ 4 a for
all a ∈ K, by Lemma 4.4.1. The Hahn differential field k((tΓ)) of Example (1) above
is monotone. The valued differential field k((tQ)) of Example (2) above is monotone
if vg > 1. Also C(x) of Example (3) is monotone. In Example (4), Tlog is monotone,
but T is not. Note that ifK is monotone, then so is every valued differential subfield
of K, and every coarsening of K by a convex subgroup of Γ = v(K×).
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Many constants and few constants. For later use we introduce the following
conditions, where as usual C = CK and Γ = v(K×):
(1) K has many constants if v(C×) = Γ;
(2) K has few constants if v(C×) = {0}, equivalently, C ⊆ O.
The Hahn differential field k((tΓ)) of Example (1) above has many constants. The
valued differential fields of Examples (3) and (4) have few constants. If K has small
derivation and many constants, then K is monotone.
If K has many constants, and L is a valued differential field extension of K
with ΓL = Γ, then L also has many constants. Although we don’t really need this,
here are two easy results on extensions with possibly bigger value group.
Lemma 4.4.13. Suppose K is henselian, K has many constants, k is real closed or
algebraically closed, and L is a valued differential field extension of K and algebraic
over K. Then L has many constants.
Proof. Let a ∈ L×, and take n > 1 such that nv(a) ∈ Γ. Then an ≍ c with c ∈
C×, so an = bc with b ∈ L×, b ≍ 1. Now L is also henselian with real closed
or algebraically closed residue field, so b = dn or −b = dn with d ∈ L×. Then
c = (a/d)n or −c = (a/d)n, and thus a/d ∈ CL and v(a) = v(a/d). 
Lemma 4.4.14. Suppose K is monotone with many constants, and let Γ+Zβ be an
ordered group extension of Γ = v(K×) such that nβ /∈ Γ for all n > 1. Let K(b) be
a field extension of K with b transcendental over K and make K(b) into a valued
differential field extension of K by requiring b′ = 0 and by extending the valuation
of K to a valuation v : K(b)× → Γ + Zβ with vb = β. Then K(b) is monotone,
CK(b) = C(b), and K(b) has many constants.
Proof. For a0, . . . , an ∈ K, not all zero, and P =
∑
i aiY
i we have
vP (b) = v(a0 + a1b+ · · ·+ anbn) = min
i
(
v(ai) + iβ
)
,
P (b)′ = P ∂(b), so vP (b)′ = min
i
(
v(a′i) + iβ
)
,
from which we get P (b)′ 4 P (b). Thus K(b) is monotone.
Let P,Q ∈ K[Y ] 6= be coprime, with Q monic, such that P (b)/Q(b) ∈ CK(b).
Then P ∂(b)Q(b) = P (b)Q∂(b), so Q|Q∂ in K[Y ]. Since degQ∂ < degQ, this
gives Q∂ = 0, and so P ∂ = 0 as well. Then P,Q ∈ C[Y ], so P (b)/Q(b) ∈ C(b). This
gives CK(b) = C(b), and also shows that K(b) has many constants. 
Classifying pc-sequences. Let (aρ) be a pc-sequence in K.
We say that (aρ) is of differential-algebraic type over K (for short: d-algebraic
type over K) if G(bλ)  0 for some G(Y ) ∈ K{Y } and some pc-sequence (bλ)
in K equivalent to (aρ). A minimal differential polynomial of (aρ) over K is
a differential polynomial G(Y ) ∈ K{Y } with the following properties:
(1) G(bλ) 0 for some pc-sequence (bλ) in K equivalent to (aρ) (so G /∈ K);
(2) H(bλ) 6 0 whenever H ∈ K{Y } has lower complexity than G and the pc-
sequence (bλ) in K is equivalent to (aρ).
Thus (aρ) is of d-algebraic type over K if and only if (aρ) has a minimal differential
polynomial over K. If G is a minimal differential polynomial of (aρ) over K and
a ∈ K, then G+a is a minimal differential polynomial of (aρ − a).
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We say that (aρ) is of differential-transcendental type over K (for short: d-
transcendental type over K) if it is not of d-algebraic type over K, that is,
G(bλ) 6 0 for each G ∈ K{Y } and each pc-sequence (bλ) in K equivalent to (aρ).
Notes and comments. Lemmas 4.4.1, 4.4.2, and 4.4.3 are partly borrowed from
Section 2 of [87], but the terminology there is different from ours. The property of
monotonicity appears in [87]; see also [299, Proposition 2.2]. Monotonicity together
with having many constants is a key assumption in Scanlon’s [382].
4.5. The Gaussian Valuation
Let K be a valued differential field. Then we extend its valuation v to the valuation
v : K〈Y 〉 → Γ∞ on K〈Y 〉 by
v(P ) := min
i
v(Pi) = min
ω
v(P[ω]) ∈ Γ∞,
for P (Y ) =
∑
i PiY
i ∈ K{Y }. Because of its familiar connection to Gauss’s lemma
on unique factorization, this extended valuation is called the gaussian extension
of v. (See also Section 3.1.) Note that for P,Q ∈ K{Y } we have v(P + Q) =
min
(
v(P ), v(Q)
)
whenever v(P ) 6= v(Q), and also whenever P , Q have no common
monomials, that is, for all i either Pi = 0 or Qi = 0. Hence v(P ) = mind v(Pd).
Recall that O is the valuation ring of K with maximal ideal O. In the rest of this
section we assume ∂O ⊆ O (and hence ∂O ⊆ O). Also, φ, f , g range over K.
The function vP .
Lemma 4.5.1. Let P ∈ K{Y }. Then we have:
(i) if f 4 1, then P+f ≍ P ; if f ≺ 1 and P 6= 0, then P+f ∼ P ;
(ii) the element v(P×f ) of Γ∞ depends only on vf ;
(iii) if P 6= 0 and P (0) = 0, then the map
vf 7→ v(P×f ) : Γ∞ → Γ∞
is strictly increasing.
Proof. Assume f 4 1. From (4.3.1) we obtain P+f 4 P . Since P = (P+f )+g with
g := −f , this also gives P 4 P+f . Next, assume f ≺ 1 and P 6= 0. Then (4.3.1)
yields P+f = P +Q with Q ≺ P , and so P+f ∼ P . This proves (i).
Suppose that vφ = 0. By (4.3.2), this gives v(P×φ) > v(P ). Using P =
(P×φ)×φ−1 we can reverse this inequality to get v(P ) > v(P×φ). Hence v(P ) =
v(P×φ). Suppose now that vf = vg, and write f = gφ with vφ = 0. By what
we just proved and using P×f = (P×g)×φ we obtain v(P×f ) = v(P×g). This
shows (ii). Next, suppose P 6= 0, P (0) = 0 and vf > vg. Write f = gφ where
vφ > 0. Then the identity (4.3.2) restricted to σ of length > 0, together with the
assumption that ∂O ⊆ O, yields v(P×φ) > v(P ). Using P×f = (P×g)×φ, we conclude
v(P×f ) > v(P×g). 
For P ∈ K{Y } we define vP : Γ∞ → Γ∞ by
vP (γ) := v(P×f ) whenever vf = γ.
(Thus for P = 0 the function vP takes the constant value ∞.) For P,Q ∈ K{Y }
we have
(PQ)×f = P×fQ×f and (P +Q)×f = P×f +Q×f ,
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so
vPQ(γ) = vP (γ) + vQ(γ) and vP+Q(γ) > min
(
vP (γ), vQ(γ)
)
.
Note also that
vP (γ) = min
d
vPd(γ).
Thus in some sense the properties of the functions vP reduce to the case that P is
homogeneous. In Chapter 6 we consider these functions vP in more detail, and then
the following results will be very useful. The first one says that if the derivation of
the differential residue field k is nontrivial and vP (α) = β, then v(P (f)) = β for
“almost all” f with vf = α. More precisely:
Lemma 4.5.2. Assume the derivation of k is nontrivial. Let P ∈ K{Y } 6= and
α, β ∈ Γ be such that vP (α) = β, and let a ∈ K be such that va = α. Then there is
a thin set S ⊆ k such that vP (ay) = β for all y ≍ 1 in K with y /∈ S.
Proof. Take b ∈ K with vb = β, so vF = 0 for F := b−1P×a. Then the thin set
S :=
{
y ∈ k : F (y) = 0} ⊆ k has the property that F (y) ≍ 1 for all y ≍ 1 in K
with y /∈ S, and so vP (ay) = β for all such y. 
Lemma 4.5.3. Suppose g ∈ K× and g′ 4 g. Then g(n) 4 g for all n, and with
γ := vg we have vP (γ) = v(P ) + dγ for homogeneous P ∈ K{Y } 6= of degree d.
Proof. From g′ 4 g and Lemma 4.4.2 we obtain g(n) 4 g for all n. Next, consider
the case d = 1 and P = Y (n). Then
P×g = (gY )
(n) = gY (n) + ng′Y (n−1) + · · ·+ g(n)Y,
so vP (γ) = γ. Thus for i = (i0, . . . , ir) ∈ N1+r, d = |i|, and P = Y i,
P×g = g
dY i +R, R ∈ K{Y },
where vR > dγ and all monomials in R are lower than Y i in the antilexicographic
ordering on the set of monomials. For general homogeneous P ∈ K{Y } 6= of degree d
we take among the terms aY i in P with va = vP the one for which Y i is largest
in the antilexicographic ordering on the set of monomials. For this term aY i in P
we have |i| = d and
P×g = ag
dY i +R+ S, R, S ∈ K{Y },
where vR > vP + dγ, all monomials in R are antilexicographically lower than Y i,
and vS > vP + dγ. 
Corollary 4.5.4. If K is monotone and P ∈ K{Y } 6= is homogeneous of degree d,
then vP (γ) = v(P ) + dγ for all γ ∈ Γ.
Let ∆ be a convex subgroup of Γ, and let v˙ : K× → Γ˙ = Γ/∆ be the ∆-coarsening
of K with valuation ring O and maximal ideal O˙ of O. Then ∂O˙ ⊆ O˙ by Corol-
lary 4.4.4. The following is obvious.
Lemma 4.5.5. For P ∈ K{Y } 6= and γ ∈ Γ we have
v˙P (γ˙) = vP (γ) + ∆.
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Dominant weight. In this subsection we assume P,Q ∈ K{Y } 6=, and set
dwt(P ) := max
{‖σ‖ : v(P[σ]) = v(P )},
dwm(P ) := min
{‖σ‖ : v(P[σ]) = v(P )},
so
wm(P ) 6 dwm(P ) 6 dwt(P ) 6 wt(P ).
We call dwt(P ) the dominant weight of P and dwm(P ) the dominant weighted
multiplicity of P . These quantities will be needed in Section 11.1.
Lemma 4.5.6.
dwt(PQ) = dwt(P ) + dwt(Q), dwm(PQ) = dwm(P ) + dwm(Q).
Proof. Take f with vf = v(P ), so P0 := f−1P ∈ O{Y }; then dwt(P ) = wt(P0)
and dwm(P ) = wm(P0) where P0 is the image of P0 under the ring morphism
O{Y } → k{Y }
that extends the residue map a 7→ a : O → k := res(K) and sends Y (n) to Y (n) for
all n. The lemma now follows from Lemma 4.2.3. 
Lemma 4.5.7. The quantity dwt(P×g) depends only on vg, for g 6= 0.
Proof. Take σ such that dwt(P ) = ‖σ‖ and v(P[σ]) = v(P ), and let vg = 0. Then
by (4.3.2) we have v
(
(P×g)[σ]
)
= v(P[σ]) = v(P ) = v(P×g), so dwt(P×g) > dwt(P ).
To reverse this inequality, use P = (P×g)×g−1 . This proves the lemma for vg = 0,
and the general case follows easily from this special case. 
Thus for γ ∈ Γ we can define dwtP (γ) := dwt(P×g) where γ = vg.
Lemma 4.5.8. Suppose P is homogeneous and g ∈ K× satisfies g′ 4 g. Then we
have dwt(P×g) = dwt(P ).
Proof. By Lemma 4.5.3 we have g(n) 4 g for all n and v(P×g) = v(P ) + dγ,
where γ := vg and d := degP . Therefore, if |σ| = d and ‖σ‖ > dwt(P ), then
by formula (4.3.2) we have v
(
(P×g)[σ]
)
> v(P×g). Now take σ such that |σ| = d,
‖σ‖ = dwt(P ), and v(P[σ]) = v(P ). Then by (4.3.2),
(P×g)[σ] = P[σ]g
d + f, vf > v(P[σ]g
d) = v(P ) + dγ = v(P×g),
so v
(
(P×g)[σ]
)
= v(P×g) and thus dwt(P×g) = dwt(P ). 
The following is proved just like Lemma 4.5.7:
Lemma 4.5.9. If ∂O ⊆ O, then dwm(P×g) depends only on vg, for g 6= 0.
If ∂O ⊆ O and γ ∈ Γ, then we define dwmP (γ) := dwm(P×g) where γ = vg.
Lemma 4.5.10. Suppose ∂O ⊆ O and P is homogeneous. Let g ∈ K×, g′ ≺ g. Then
g(n) ≺ g for all n > 1, and dwm(P×g) = dwm(P ).
Proof. By Lemma 4.4.2 we have g(n) ≺ g for all n > 1. By Lemma 4.5.3 we have
v(P×g) = v(P ) + dγ, where γ := vg and d := degP . Take r ∈ N such that P has
order 6 r. Below, σ, τ ∈ {0, . . . , r}∗ are subject to |σ| = |τ | = d. Then
(4.5.1) τ > σ and τ 6= σ ⇒ v(P[τ ]g[τ−σ]) > v(P ) + dγ.
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So by (4.3.2) and (4.5.1), if ‖σ‖ < dwm(P ), then v((P×g)[σ]) > v(P×g). Take σ
such that ‖σ‖ = dwm(P ), and v(P[σ]) = v(P ). Then by (4.3.2) and (4.5.1),
(P×g)[σ] = P[σ]g
d + f, vf > v
(
P[σ]g
d
)
= v(P ) + dγ = v(P×g),
so v
(
(P×g)[σ]
)
= v(P×g) and thus dwm(P×g) = dwm(P ). 
4.6. Differential Rings
We gather here some basic facts about differential rings to be used at various places.
This concerns differential ideals, simple differential rings, and linear disjointness
over constant fields. Throughout this section R is a differential ring. Recall from
Section 4.1 that this includes Q being a subring of R.
Radical differential ideals. A differential ideal of R is an ideal I of R with
f ′ ∈ I for all f ∈ I. If I and J are differential ideals of R, then so are I ∩J and IJ .
Note that if I is a differential ideal ofR with I 6= R, then a+I 7→ a′+I is a derivation
on R/I, making R/I a differential ring and the natural surjection R → R/I a
morphism of differential rings. Conversely, if S is a differential ring and h : R→ S
is a morphism of differential rings, then kerh is a differential ideal of R. Given a
subset S of R, we denote by [S] the smallest differential ideal of R containing S;
so [S] is the ideal generated by the derivatives s(n) of the elements s ∈ S. A radical
differential ideal of R is a differential ideal of R that is radical as an ideal of R.
In the rest of this subsection I is a differential ideal of R. Suppose that S is a
multiplicative subset of R with 0 /∈ S. Recall from Section 4.1 the differential ring
morphism r 7→ ι(r) := r1 : R → S−1R. The ideal S−1I of S−1R generated by ι(I)
is a differential ideal, hence
ι−1(S−1I) = {r ∈ R : rs ∈ I for some s ∈ S}
is a differential ideal of R containing I.
Lemma 4.6.1. Let a ∈ R with an ∈ I, where n > 1. Then (a′)2n−1 ∈ I.
Proof. By induction on k = 1, . . . , n we show that an−k(a′)2k−1 ∈ I. The case
k = 1 holds since an−1a′ = 1n (na
n−1a′) = 1n (a
n)′ ∈ I. Suppose 1 6 k < n and
an−k(a′)2k−1 ∈ I. Differentiating yields
(n− k)an−k−1(a′)2k + (2k − 1)an−k(a′)2k−2a′′ ∈ I,
and then multiplying by 1n−ka
′ gives an−k−1(a′)2k+1 ∈ I, as required. 
Thus the radical of a differential ideal of R is a differential ideal of R.
Lemma 4.6.2. Suppose I is radical and a, b ∈ R, ab ∈ I. Then a′b ∈ I.
Proof. Use a′b + ab′ = (ab)′ ∈ I and multiply by a′b. 
Corollary 4.6.3. If I is radical and S ⊆ R, then (I : S) is a radical differential
ideal of R.
Given S ⊆ R, the smallest radical differential ideal of R containing S is √[S].
Corollary 4.6.4. Let S, T ⊆ R. Then √[S] ·√[T ] ⊆√[ST ].
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Proof. Let r ∈ R. By the previous corollary, (√[rT ] : r) is a radical differ-
ential ideal of R; it contains T and thus also
√
[T ]. Thus r
√
[T ] ⊆ √[rT ] for
all r ∈ R. Hence the radical differential ideal (√[ST ] :√[T ] ) of R contains S and
therefore
√
[S]; it follows that
√
[S] ·√[T ] ⊆√[ST ]. 
A differential ideal I of R is said to be prime if it is prime as an ideal of R, that
is, R/I is an integral domain. A differential ideal of R is said to bemaximal if it is
proper (not equal to R) and maximal among proper differential ideals of R (which
does not imply that it is a maximal ideal of R; see the next subsection). Here is a
differential analogue of a well-known fact from commutative algebra:
Proposition 4.6.5. Every radical differential ideal of R is the intersection in R of
a collection of prime differential ideals of R.
In the proof we use:
Lemma 4.6.6. Let S be a multiplicative subset of R. Let I be a radical differential
ideal of R disjoint from S and maximal with these properties. Then I is prime.
Proof. Let a, b ∈ R with ab ∈ I, and suppose for a contradiction that a, b /∈ I.
Then
√
[I, a] and
√
[I, b] are radical differential ideals which properly contain I;
thus we have s, t ∈ S with s ∈√[I, a] and t ∈√[I, b]. Then by Corollary 4.6.4,
st ∈ S ∩
√
[I, a]
√
[I, b] ⊆ S ∩ I = ∅,
a contradiction. 
Proof of Proposition 4.6.5. Let I be a radical differential ideal of R and r ∈
R \ I. Take a radical differential ideal J of R with J ⊇ I, disjoint from S :=
{1, r, r2, . . . }, and maximal with these properties; then J is prime. 
Corollary 4.6.7. Every maximal differential ideal of R is prime.
Corollary 4.6.8. Let K be a differential field, and let E and F be differential
field extensions of K. Then there is a differential field L with differential field
embeddings E → L and F → L that agree on K.
Proof. Corollary 1.7.5 makes the commutative K-algebra E ⊗K F into a differ-
ential ring R such that the maps a 7→ a ⊗ 1: E → R and b 7→ 1 ⊗ b : F → R
are (injective) differential ring morphisms. Take a prime differential ideal p of R.
Composing these maps E → R and F → R with the natural map R → R/p and
extending R/p to its differential fraction field L yields the desired result. 
Let K be a differential field and R = K{Y1, . . . , Yn}, where Y1, . . . , Yn are distinct
differential indeterminates over K. We have a Differential Nullstellensatz:
Corollary 4.6.9. Let P1, . . . , Pm, Q ∈ R. Then the following are equivalent:
(i) Q /∈√[P1, . . . , Pm];
(ii) there exists a differential field extension L of K and ~y ∈ Ln such that Pi(~y) = 0
for i = 1, . . . ,m and Q(~y) 6= 0.
Proof. Suppose (i) holds. Then we have a prime differential ideal I of R with
I ⊇√[P1, . . . , Pm] and Q /∈ I. Identifying K in the obvious way with a differential
subfield of the differential integral domain R/I, we get (ii) with L the differential
fraction field of R/I and ~y = (y1, . . . , yn) ∈ Ln where yj = Yj + I ∈ R/I for
j = 1, . . . , n. The direction (ii) ⇒ (i) is obvious. 
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Remark. If P1, . . . , Pm in the previous corollary are homogeneous of degree 1,
then
√
[P1, . . . , Pm] = [P1, . . . , Pm], since as an ideal of R, the latter is generated by
homogeneous differential polynomials of degree 1, and thus prime by Lemma 1.1.16.
Simple differential rings. We say that R is simple if the only differential ideals
of R are {0} and R, that is, {0} is a maximal differential ideal of R. Simple
differential rings are integral domains, by Corollary 4.6.7. If c is a constant of R,
then cR is a differential ideal of R. It follows that the ring of constants CR of a
simple differential ring R is a field.
Lemma 4.6.10. Suppose R is simple and r ∈ R \ ∂(R). Let x be an element of
a differential ring extension of R with x′ = r. Then the differential ring R[x] is
simple and x is transcendental over R.
Proof. We equip the polynomial ring R[X ] over R with the derivation extending
the derivation of R such that X ′ = r. We claim that R[X ] is simple. Let I be a
nonzero differential ideal of R[X ], and let n be the smallest degree of a nonzero
element of I. Let J be the set of all a ∈ R such that there is some P ∈ I with
P = aXn+terms of degree < n. It is easy to see that J is a nonzero differential ideal
of R, hence 1 ∈ J . Let P = Xn + an−1Xn−1 + · · ·+ a0 ∈ I with a0, . . . , an−1 ∈ R.
Suppose n > 1. We have P ′ ∈ I and
P ′ = (nr + a′n−1)X
n−1 + terms of degree < n− 1,
hence P ′ = 0 and thus nr + a′n−1 = 0, so y := − 1nan−1 ∈ R satisfies y′ = r,
a contradiction. Hence n = 0, so P = 1 ∈ I. Thus R[X ] is simple. The ring
morphism φ : R[X ] → R[x] over R sending X to x is a surjective morphism of
differential rings, so φ is an isomorphism. 
Lemma 4.6.11. Suppose R is simple, r ∈ R, and y′ 6= mry for all y ∈ R 6=
and m > 1. Let x be a unit of a differential ring extension A of R with x′ = rx.
Then the differential subring R[x, x−1] of A is simple, and x is transcendental
over R.
Proof. Let X be an indeterminate over R and equip R[X,X−1] with the deriva-
tion extending the derivation of R such that X ′ = rX . We claim that R[X,X−1]
is simple. (As in the proof of Lemma 4.6.10, it follows that then x is transcenden-
tal over R and R[x, x−1] is simple.) For this, let I 6= {0} be a differential ideal
of R[X,X−1]; then I ∩R[X ] 6= {0}. Let n be the smallest degree of a nonzero ele-
ment of I∩R[X ]. Let J be the set of all a ∈ R such that there is some P ∈ I∩R[X ]
with P = aXn + terms of degree < n. Then J is a nonzero differential ideal of R,
hence 1 ∈ J . Let P = Xn + an−1Xn−1 + · · · + a0 ∈ I with a0, . . . , an−1 ∈ R.
If n = 0, then P = 1 ∈ I. Suppose n > 1. Then
P ′ = nrXn +
(
a′n−1 + (n− 1)an−1r
)
Xn−1 + · · ·+ (a′1 + a1r)X + a′0 ∈ I,
hence nrP − P ′ ∈ I has degree less than n, so nrP = P ′, hence a′i = (n− i)rai for
i = 0, . . . , n − 1. By hypothesis we obtain a0 = · · · = an−1 = 0, that is, P = Xn.
Hence 1 = X−nP ∈ I. 
For R, r, x as in Lemma 4.6.11 the differential subring R[x] of R[x, x−1] is not
simple, since it has xR[x] as a differential ideal.
In the rest of this subsection K is a differential field with constant field C.
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Corollary 4.6.12. Suppose R is a simple differential ring extension of K. Then
every constant element of the differential fraction field of R lies in R. If R is finitely
generated as a K-algebra, then every such element is algebraic over C.
Proof. Let a be a constant element of the differential fraction field of R. Then
I := {b ∈ R : ab ∈ R} is a nonzero differential ideal of R, so I = R and hence
a ∈ R. Thus for every c ∈ C with a 6= c, (a−c)R is a nonzero differential ideal of R,
so a − c ∈ R×. Assume also that R is finitely generated as a K-algebra. Then by
Lemma 1.3.10, a is algebraic over K, so a is algebraic over C by Lemma 4.1.2. 
Corollary 4.6.13. Let a ∈ K \ ∂(K). Let y be an element of a differential field
extension of K with y′ = a. Then every r ∈ K(y)× with r† ∈ K lies in K.
Proof. By Lemma 4.6.10, y is transcendental over K and K[y] is simple. Let
r ∈ K(y)× be such that s := r† ∈ K. Take coprime f, g ∈ K[y] 6= and k ∈ Z
such that r = (f/g)yk and y does not divide fg in K[y]. To show r ∈ K we can
multiply r with an element of K× and arrange that f , g are monic in y. Then
f ′ ∈ K[y] is of lower degree in y than f , and g′ ∈ K[y] is of lower degree in y
than g, and
r† = (f ′/f)− (g′/g) + (ka/y) = s.
Multiplying both sides by fgy yields
(f ′g − fg′)y + fg · ka = fg · ys.
Hence fg|(f ′g− fg′)y, so f |f ′gy and g|fg′y, and thus f |f ′ and g|g′ in K[y]. Hence
f ′ = g′ = 0, which by Corollary 4.6.12 yields f, g ∈ C ⊆ K, so f = g = 1. Then
k(a/y) = s ∈ K, which in view of a 6= 0 gives k = 0. Therefore r = 1 ∈ K. 
Corollary 4.6.14. Let P ∈ K{Y } 6= be irreducible of order r, and let Q ∈ K{Y } 6=
have order < r. Then there is an element y of a differential field extension of K
such that P (y) = 0, SP (y) 6= 0, Q(y) 6= 0, and CK〈y〉 is algebraic over C.
Proof. Lemma 4.1.9 gives an element a in a differential field extension of K with
minimal annihilator P overK. The differential subring R := K
{
a, S(a)−1, Q(a)−1
}
of K〈a〉 with S := SP satisfies
R = K
[
a, a′, . . . , a(r), S(a)−1, Q(a)−1
]
.
LetM be a maximal differential ideal of R. Then R := R/M is a simple differential
ring, finitely generated as a K-algebra. For y := a +M ∈ R we get P (y) = 0,
S(y) 6= 0, Q(y) 6= 0 in K〈y〉, and CK〈y〉 is algebraic over C by Corollary 4.6.12. 
We use this to derive a technical fact needed in the next volume:
Lemma 4.6.15. Let P ∈ K{Y } 6= be irreducible of order r, and let Q ∈ K{Y } 6=
have order < r. Suppose P is a minimal annihilator over K of every element y
of every differential field extension L of K such that P (y) = 0, Q(y) 6= 0, and CL
is algebraic over C. Let a in a differential field extension of K satisfy P (a) = 0,
Q(a) 6= 0, and SP (a) 6= 0. Then P is a minimal annihilator of a over K.
Proof. Put S := SP . Corollary 4.6.14 and its proof give an element y in a
differential field extension of K such that P (y) = 0, S(y) 6= 0, Q(y) 6= 0, CK〈y〉 is
algebraic over C, and the differential subring R := K{y, S(y)−1, Q(y)−1} of K〈y〉
is simple. Then P is a minimal annihilator of y by the hypothesis of the lemma.
The remarks after Lemma 4.1.10 give a surjective differential ring morphism R →
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K
{
a, S(a)−1, Q(a)−1
}
over K sending y to a. Since R is simple, this morphism is
an isomorphism. 
Linear disjointness of constant fields. Let K, L be subfields of a field F , and
let C be a subfield of both K and L. We say that K is linearly disjoint from L
over C if every finite set of elements of K which is C-linearly independent is also
L-linearly independent. Equivalently, K is linearly disjoint from L over C iff the
ring morphism K ⊗C L → F with a ⊗ b 7→ ab is injective. In particular, if K is
linearly disjoint from L over C, then L is linearly disjoint from K over C. For
proofs of this and other facts on linear disjointness, see [249, VIII, §3].
In the rest of this subsection, K is a differential field, and L is a differential
field extension of K. The following lemma shows that K is linearly disjoint from
the constant field CL of L over the constant field C of K.
Lemma 4.6.16. Let R be a differential ring extension of K. The ring morphism
K ⊗C CR → R with a⊗ c 7→ ac for a ∈ K, c ∈ CR,
is injective. (Its image is the differential subring K[CR] of R.)
Proof. Suppose not. Then we have c1, . . . , cn ∈ CR (n > 1), linearly independent
overC, and a1, . . . , an ∈ K, not all zero, such that
∑n
i=1 aici = 0. Let n be minimal.
Then a1 ∈ K×, so a1c1 6= 0, hence n > 2. Arranging a1 = 1 and differentiating
gives
∑n
i=2 a
′
ici = 0, so ai ∈ C for i = 1, . . . , n by the minimality of n, but this
contradicts the C-linear independence of c1, . . . , cn. 
Corollary 4.6.17. Let A ∈ K{Y } be homogeneous of degree 1 and let g ∈ K. If
A(f) = g for some f ∈ K[CL], then A(f) = g for some f ∈ K.
Proof. Let B be a C-vector space basis of CL with 1 ∈ B, let b range over B,
and assume f ∈ K[CL]. By Lemma 4.6.16 we have a unique admissible family (fb)
in K such that f =
∑
b fbb. If f ∈ K[CL] and A(f) = g, then
∑
bA(fb)b = g and
hence A(f1) = g. 
In the same way we obtain:
Corollary 4.6.18. Let D be a subring of CL containing C. Then K[D] is a
differential subring of L with D as its ring of constants.
Corollary 4.6.19. Let R be a differential ring extension of K and D a subring
of CR containing C such that R = K[D]. Let J be a K-linear subspace of R such
that ∂J ⊆ J , and set I := J ∩D. Then J = IK. If D is a field, then R is simple.
Proof. Let B be a C-vector space basis of D, and let b range over B. For any
f ∈ R there is by Lemma 4.6.16 a unique admissible family (fb) in K such that
f =
∑
b fbb, and define the length ℓ(f) of f by ℓ(f) := |{b : fb 6= 0}|. By induction
on ℓ(f) we show that if f ∈ J , then f ∈ IK. This is clear if ℓ(f) = 0, so suppose
f ∈ J satisfies ℓ(f) > 1. Take b1 ∈ B with fb1 6= 0; we may assume fb1 = 1. We
may also assume f /∈ D and thus take b2 ∈ B with fb2 /∈ C. Now f ′ =
∑
b f
′
bb and
so ℓ(f ′) < ℓ(f), hence f ′ ∈ IK. Setting a := fb2 , we similarly have (a−1f)′ ∈ IK
and thus (a−1)′f = (a−1f)′−a−1f ′ ∈ IK. Since a−1 /∈ C, we obtain f ∈ IK. This
proves J = IK. If D is a field, it follows that R is simple as a differential ring. 
Thus with R and D as in Corollary 4.6.19 the map I 7→ IR is a bijection from the
set of ideals of D onto the set of differential ideals of R, with inverse J 7→ J ∩D.
From Corollaries 4.6.18, 4.6.19, and 4.6.12 we obtain:
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Corollary 4.6.20. Let D be a subfield of CL containing C. Then K(D) is a
differential subfield of L with D as its field of constants.
Adjoining constants. Let K be a differential field and L an extension field of K
with subfield D ⊇ C such that L = K(D). If the field L has a derivation extending
that of K with constant field D, then by the previous subsection K and D are
linearly disjoint over C. In Section 10.5 we need a converse of this fact:
Lemma 4.6.21. Suppose K and D are linearly disjoint over C. Then there is a
unique derivation on the field L that extends that of K and is trivial on D; this
derivation has D as its constant field.
Proof. There is clearly at most one such derivation. For existence, let B be a
transcendence basis of D over C. Linear disjointness gives algebraic independence
of B over K; see [249, VIII, Proposition 3.2]. So the derivation of K extends to
a derivation of the field K(B) that annuls each element of B (by Corollary 1.9.4),
hence to a derivation of the algebraic extension L of K(B), and this derivation will
annul each element of D, since D is algebraic over C(B) (by Corollary 1.9.6). By
Corollary 4.6.20 the constant field of this derivation on L equals D. 
Notes and comments. Proposition 4.6.5 is due to Ritt; the proof as given is
from [209]. The equivalence of (i) and (ii) in Corollary 4.6.9 is in Raudenbush [330],
with a constructive proof in Seidenberg [396]. Corollary 4.6.12 is in Levelt [255,
Lemma A3]. Lemma 4.6.16 is from [363, p. 292]. For Corollary 4.6.18 see [220,
Corollary 5 on p. 768], and for Corollary 4.6.19, see [255, Proposition 1].
4.7. Differentially Closed Fields
This section presents L. Blum’s proof of A. Robinson’s theorem that the theory
of differential fields has a model completion, namely the theory of differentially
closed fields ; see B.10 and B.11 for the concept of model completion. We shall meet
differentially closed fields briefly in Chapter 5 and Section 10.7. We also construct
differential closures of differential fields, but do not use these later.
The language of differential rings is the language L∂ = {0, 1,−,+, · , ∂} obtained
by augmenting the language {0, 1,−,+, · } of rings by an extra unary function
symbol ∂. We view differential rings as structures for this language in the obvious
way. A differential ring morphism is a morphism with respect to this language.
Likewise, a differential subring of a differential ring R is a substructure of R with
respect to the language L∂.
Let K be a differential field. Note that Z with its trivial derivation is a sub-
structure of K that is not a differential subring of K, in view of our convention
that differential rings contain Q. In fact, the substructures of K are exactly the
subrings of K closed under the derivation of K and equipped with the restriction
of this derivation to the subring.
Definition 4.7.1. A differential field K is said to be differentially closed if for
all P ∈ K[Y, . . . , Y (r)]6= and Q ∈ K[Y, . . . , Y (r−1)]6= such that Y (r) occurs in P
there is y ∈ K with P (y) = 0 and Q(y) 6= 0. (In this definition, we may restrict to
irreducible P .) Taking P ∈ K[Y ] we see that if K is differentially closed, then K
is algebraically closed.
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Applying Corollary 4.6.14 iteratively, we see that every differential field K has a
differential field extension L such that L is differentially closed and d-algebraic
over K, and CL is algebraic over C.
Let DCF be the theory of differentially closed fields, formulated in the language L∂.
Theorem 4.7.2. DCF admits quantifier elimination.
Proof. Let E and F be differentially closed fields such that F is |E|+-saturated,
and let R be a proper substructure of E and φ : R→ F be an embedding; we shall
extend φ to an embedding of a differential subring of E, properly containing R,
into F . If R is not a field, then we can extend φ to the fraction field of R inside E
(which is also a differential subfield of E). So assume R is a differential field K.
Take any a ∈ E \ K. Consider first the case that a is d-transcendental over K.
Using that F is |E|+-saturated with nontrivial derivation we get a b ∈ F that is
d-transcendental over the differential subfield φ(K) of F . Then φ extends to an
embedding K{a} → F sending a to b. Next assume that a is d-algebraic over K,
and let P ∈ K{Y }, of order r ∈ N, be a minimal annihilator of a over K, so
P (a) = 0, Q(a) 6= 0 for all Q ∈ K{Y } 6= of order < r.
Using that F is |E|+-saturated and differentially closed we can take b ∈ F such
that this equation and these inequations hold with b instead of a and with P and
the Q’s replaced by their φ-images. Then by Lemma 4.1.10 we can extend φ to an
embedding of K{a} into F that sends a to b. 
Corollary 4.7.3. DCF is complete, and DCF is the model completion of the theory
of differential fields.
Proof. The field Q with the trivial derivation embeds into every differentially
closed field, hence the first part follows from Theorem 4.7.2. The second statement
follows from that theorem in view of the fact that every differential field extends
to a differentially closed field. 
As a consequence, we can now add to the Differential Nullstellensatz 4.6.9 two
conditions, each equivalent to condition (i) in that theorem:
(iii) for some differentially closed differential field extension L of K and some
~y ∈ Ln, we have Pi(~y) = 0 for i = 1, . . . ,m and Q(~y) 6= 0;
(iv) for every differentially closed differential field extension L ofK, there is ~y ∈ Ln
such that Pi(~y) = 0 for i = 1, . . . ,m and Q(~y) 6= 0.
Corollary 4.7.4. Suppose K is a differentially closed field. If X ⊆ Kn is definable
in K, then X ∩ Cn is definable in the algebraically closed field C.
Proof. Let P = P (Y1, . . . , Yn) ∈ K{Y1, . . . , Yn} be a differential polynomial in the
distinct indeterminates Y1, . . . , Yn over K. Upon removing from P the monomials
involving any Y (r)i with r > 1 we obtain an ordinary polynomial p ∈ K[Y1, . . . , Yn]
such that for all y1, . . . , yn ∈ C,
P (y1, . . . , yn) = p(y1, . . . , yn).
By QE for DCF (Theorem 4.7.2), this fact reduces our job to showing that for any
polynomial p ∈ K[Y1, . . . , Yn] the subset
{
c ∈ Cn : p(c) = 0} of Cn is definable in
the algebraically closed field C; for this, use the following Lemma 4.7.5. 
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Lemma 4.7.5. Let E ⊆ F be a field extension, Y1, . . . , Yn distinct indeterminates,
and p ∈ F [Y1, . . . , Yn]. Then there are polynomials p1, . . . , pm ∈ E[Y1, . . . , Yn] such
that for all a ∈ En,
p(a) = 0 ⇐⇒ p1(a) = · · · = pm(a) = 0.
Proof. Take a basis b1, . . . , bm of the E-linear subspace of F generated by the
coefficients of P . Then p = b1p1+ · · ·+ bmpm with p1, . . . , pm ∈ E[Y1, . . . , Yn], and
then p1, . . . , pm have the desired property. 
Differential closures. This subsection is not used later.
Lemma 4.7.6. Let K be a differential field, let P ∈ K{Y } 6= be irreducible of order r,
and let Q ∈ K{Y } 6= have order < r. Then there is an element y of a differential
field extension of K with P (y) = 0, Q(y) 6= 0, such that K〈y〉 embeds over K into
any differentially closed differential field extension of K.
Proof. Let S = SP , and let a and R = K
{
a, S(a)−1, Q(a)−1
}
be as in the proof
of Corollary 4.6.14. Let M be a maximal differential ideal of R. Then R := R/M
is a simple differential ring, hence an integral domain; we identify K with its image
in R via the natural embedding K → R. With y := a+M ∈ R we have P (y) = 0,
Q(y) 6= 0. Since the ring R is noetherian, we can take P1, . . . , Pm ∈ K{Y } of
order 6 r such that P1(a), . . . , Pm(a) generate the ideal M in R. Let L be a
differentially closed differential field extension of K. By the equivalence of (iii)
and (iv) above, we can take z ∈ L with P (z) = 0, Pi(z) = 0 for i = 1, . . . ,m,
S(z) 6= 0, Q(z) 6= 0. The remarks after Lemma 4.1.10 give a differential ring
morphism R → L over K sending a to z. Now M is part of the kernel of this
differential ring morphism, so we get a differential ring morphism R → L over K,
which is an embedding since R is simple. 
Let K be a differential field. A differential closure of K is a differential field
extension Kdc of K which is differentially closed and such that every embedding
of K into a differentially closed field L extends to an embedding of Kdc into L.
Every differential field has a differential closure: this follows by a straightforward
transfinite construction using Lemma 4.7.6. For the sake of completeness we also
mention the following results without proof.
Theorem 4.7.7. Any two differential closures of K are isomorphic over K.
Thanks to this theorem, we may refer to the differential closure Kdc of K. Note
that Kdc is d-algebraic over K, and that the constant field of Kdc is the algebraic
closure of the constant field C of K inside Kdc.
In contrast to the corresponding notions for fields, differential fields always have
proper d-algebraic extensions, and the differential closure of a differential field K
is not always minimal over K:
Proposition 4.7.8. If the derivation of K is trivial, then Kdc properly contains a
differentially closed differential subfield containing K.
Notes and comments. Most of the material above stems from Robinson [353]
and Blum [46]. Theorem 4.7.7 is in Shelah [406]. Proposition 4.7.8 is due, inde-
pendently, to Kolchin [222], Rosenlicht [362], and Shelah [408]. See [285] for an
exposition of 4.7.7 and 4.7.8.
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Singer [418] shows that the theory of ordered differential fields has a model
completion. (No relation between ordering and derivation is imposed, and the
relevant language is that of differential rings with a binary relation symbol 6 for
the ordering.) Given a model K of this model completion, Singer [419] also showed
that the differential fieldK[i], where i2 = −1, is differentially closed (and henceK[i]
is the differential closure of K). This fact together with Corollary 4.7.4 shows that
such K, as a subset of K[i], is not definable in the differential field K[i]. By
Proposition 10.7.10 below this is in contrast to what happens for K = T.
By Michaux [291], the theory of valued differential fields (no relation between
derivation and valuation being imposed) has a model completion. Similar results
for certain theories of topological differential fields are in Guzy and Point [161].
CHAPTER 5
Linear Differential Polynomials
Linear differential polynomials and their zero sets play a special role in our work.
Their theory is of course much better understood than for differential polynomials
in general. For us this fact is particularly relevant since the property of a valued
differential field being differential-henselian (studied in Chapter 7) involves the
linear part of an arbitrary differential polynomial in an essential way. Also, the
key operation of compositional conjugation on arbitrary differential polynomials is
defined by transformations of linear differential polynomials; see Section 5.7.
Accordingly we consider in this chapter homogeneous linear differential poly-
nomials and the corresponding linear operators, and prove various basic results on
them as needed later. In particular, we study the property of a linear differential
operator over a differential field K of defining a surjective map K → K, and the
transformation of a system of linear differential equations in several unknowns to
an equivalent system of several linear differential equations in a single unknown.
In the final section of this chapter we apply this material on linear differential
polynomials (plus some commutative algebra) to prove a result on zeros of systems
of non-linear algebraic differential equations.
5.1. Linear Differential Operators
This section contains definitions and basic results about linear differential operators.
Throughout K is a differential ring with derivation ∂ and ring of constants C. We
let a, b, sometimes with subscripts, range over K.
The ring K[∂]. A homogeneous linear differential polynomial
A(Y ) = a0Y + a1Y
′ + · · ·+ anY (n) ∈ K{Y }
defines a C-linear operator y 7→ A(y) = a0y + a1y′ + · · · + any(n) on K and the
composition of two such operators is again an operator of this form. In its role
as an operator the above A is more conveniently written as a0 + a1∂ + · · ·+ an∂n.
Formally, K[∂] is a ring that contains K as a subring and with a distinguished
element, denoted ∂, such that K[∂], as a left-module over K, is free with basis
∂0, ∂1, ∂2, ∂3, . . . , with ∂0 = 1, ∂1 = ∂, ∂m 6= ∂n whenever m 6= n,
and such that ∂a = a∂ + a′. (So K[∂] is commutative iff a′ = 0 for all a.) This
description determines K[∂] up to isomorphism over K as a ring extension of K
with a distinguished element ∂. Note the following identity:
(5.1.1) ∂na =
n∑
i=0
(
n
i
)
a(n−i)∂i = a(n) + na(n−1)∂ + · · ·+ a∂n.
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The element ∂ of K[∂] should not be confused with the derivation ∂ of K: ∂ 6= 0
in K[∂] even if the derivation ∂ is trivial on K. Every A ∈ K[∂] has the form
A = a0 + a1∂ + · · ·+ an∂n,
and for such A we put
A(y) := a0y + a1y
′ + · · ·+ any(n)
for y in a differential ring extension of K. Multiplication of elements of K[∂] cor-
responds to composition: (AB)(y) = A
(
B(y)
)
for A,B ∈ K[∂] and y in a dif-
ferential ring extension of K. The map K[∂] → HomC(K,K) that associates to
each A ∈ K[∂] the C-linear operator y 7→ A(y) on K is itself C-linear. If K is
a differential field and C 6= K, then this map K[∂] → HomC(K,K) is injective,
by Lemma 4.2.1. Multiplication on the right by an element of K corresponds to
multiplicative conjugation of the corresponding linear differential polynomial:
if (a0 + a1∂ + · · ·+ an∂n)b = b0 + b1∂ + · · ·+ bn∂n,
then
(
a0Y + a1Y
′ + · · ·+ anY (n)
)
×b
= b0Y + b1Y
′ + · · ·+ bnY (n).
If L is a differential ring, then any differential ring morphism K → L extends
uniquely to a ring morphism K[∂] → L[∂] sending ∂ ∈ K[∂] to ∂ ∈ L[∂]. Thus
every automorphism σ of the differential ring K extends to an automorphism, also
denoted by σ, of the ring K[∂] with σ∂ = ∂ (so σ
(
A(y)
)
= (σA)(σy) for A ∈ K[∂]
and y ∈ K).
Call A ∈ K[∂] monic of order n if it has the form ∂n + an−1∂n−1 + · · · + a0.
If A,B ∈ K[∂] are monic of order m, n, then AB is monic of order m + n. To
P ∈ K{Y } we associate its linear part LP ∈ K[∂],
LP :=
∑
n
∂P
∂Y (n)
(0)∂n (so LP+a =
∑
n
∂P
∂Y (n)
(a)∂n).
Hence LP (y) = P1(y) for all y in all differential ring extensions of K, and then for
P,Q ∈ K{Y } we have LPQ = P (0)LQ +Q(0)LP , LP×a = LP · a and ∂LP = LP ′ .
Let A ∈ K[∂]. Then its kernel
kerA := {y ∈ K : A(y) = 0}
is a C-submodule of K. If we need to stress the dependence of kerA on K, we
write kerK A. If L is a differential ring extension of K, then kerK A is a C-
submodule of kerLA, and kerK A = K ∩ kerLA.
Let a be a unit of K. We define the twist of A by a to be A⋉a := a−1Aa ∈ K[∂].
In particular, ∂⋉a = ∂ + a†. We have kerA = a kerA⋉a. Note that if A is monic of
order n, then so is A⋉a. The map B 7→ B⋉a is an automorphism of the ring K[∂];
it is the identity on K, with inverse B 7→ B⋉a−1 .
Right-inverses of linear differential operators. Suppose now that ∂−1 is a
right-inverse to the derivation ∂ of K, that is, ∂−1 : K → K satisfies ∂ ◦ ∂−1 = idK .
(Think of ∂−1 as integration.) Then, if b ∈ K and b = a† with a a unit of K, we
obtain a right-inverse (∂ + b)−1 := a−1∂−1a to ∂ + b, since
(∂ + b) ◦ a−1∂−1a = (a−1∂a) ◦ a−1∂−1a = idK .
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Here a−1∂−1a : K → K sends each x ∈ K to a−1∂−1(ax). Next, if A ∈ K[∂] is
monic of order n > 1 and factors as A = (∂ + b1) · · · (∂ + bn) with each bi = a†i
and ai a unit of K, then the operator A on K has right-inverse
A−1 := (a−1n ∂
−1an) ◦ · · · ◦ (a−11 ∂−1a1)
in the sense that A ◦A−1 = idK .
The derivative of a linear differential operator. For an operator
A = a0 + a1∂ + · · ·+ an∂n ∈ K[∂]
we define its derivative A′ ∈ K[∂] by
A′ := a1 + 2a2∂ + · · ·+ nan∂n−1 (so A′ = 0 if n = 0).
The map A 7→ A′ is a derivation on the ring K[∂]:
Lemma 5.1.1. Let A,B ∈ K[∂]. Then
(A+B)′ = A′ +B′, (AB)′ = A′B +AB′.
Proof. The first identity is clear. The second follows from its special cases
(A∂j)′ = A′∂j + jA∂j−1, (aB)′ = aB′, (∂jb)′ = j∂j−1b,
where j ∈ N>1. (For the last equality, use (5.1.1).) 
For A ∈ K[∂] and i ∈ N we define A(i) ∈ K[∂] by
A(0) := A, A(i+1) := (A(i))′.
Induction on i yields that if A =
∑n
j=0 aj∂
j, then
(5.1.2)
A(i)
i!
=
n∑
j=i
(
j
i
)
aj∂
j−i,
and thus for all f ∈ K:
(5.1.3) Af =
n∑
i=0
A(i)(f)
i!
∂i.
In the next lemma, k is an integer, and(
k
n
)
:=
1
n!
· k(k − 1) · · · (k − n+ 1) (a rational number).
So
(
k
n
)
= k!(k−n)!·n! ∈ N>1 if k > n and
(
k
n
)
= 0 if 0 6 k < n.
Lemma 5.1.2. Let A ∈ K[∂], f ∈ K, and suppose x ∈ K× satisfies x′ = 1. Then
A(fxk) =
∑
i>0
(
k
i
)
A(i)(f) · xk−i.
Proof. By the identity (5.1.3) we have
A(fxk) = (Af)(xk) =
∑
i>0
A(i)(f)
i!
(xk)(i).
It remains to note that for every i ∈ N,
(xk)(i) = k(k − 1) · · · (k − i+ 1) · xk−i = i! ·
(
k
i
)
xk−i. 
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The order of a linear differential operator. In this subsection we assume
that K is a differential field. Let A,B ∈ K[∂]. Define the order of A by:
order 0 = −∞, orderA = n for A = a0 + a1∂ + · · ·+ an∂n, an 6= 0.
It is easy to check that orderAB = orderA + orderB; in particular, if A 6= 0 and
B 6= 0, then AB 6= 0. With [A,B] := AB − BA it follows easily from (5.1.1) that
order [A,B] < orderA+ orderB for nonzero A,B.
In the rest of this subsection we assume K 6= C.
Lemma 5.1.3. Let A ∈ K[∂] and A /∈ K. Then [A, b] 6= 0 for some b ∈ K.
Proof. We have A = a0 + a1∂ + · · · + an∂n, n > 1, an 6= 0. Take b ∈ K with
b′ 6= 0. Then bA = anb∂n + an−1b∂n−1 + terms of order < n− 1, and by (5.1.1),
Ab = anb∂
n + (annb
′ + an−1b)∂
n−1 + terms of order < n− 1, so bA 6= Ab. 
In view of ∂a = a′ + a∂ we obtain:
Corollary 5.1.4. Let A ∈ K[∂]. Then [A,B] = 0 for all B ∈ K[∂] iff A ∈ C.
An ideal of K[∂] is an additive subgroup I of K[∂] such that FA ∈ I and AF ∈ I
whenever F ∈ K[∂] and A ∈ I.
Corollary 5.1.5. The ring K[∂] has no ideals except {0} and K[∂].
Proof. Let I be an ideal of K[∂], and suppose I 6= {0}. Take a nonzero A ∈ I of
minimal order. Then for all b ∈ K we have [A, b] ∈ I and order [A, b] < orderA,
hence [A, b] = 0. Thus A ∈ K by Lemma 5.1.3 and hence I = K[∂]. 
Euclidean division in K[∂]. In this subsection K is a differential field. The
ring K[∂] admits division with remainder on the left: for A,B ∈ K[∂], B 6= 0, there
exist unique Q,R ∈ K[∂] with A = QB +R and orderR < orderB. It follows that
for every left ideal I of K[∂] there exists an A ∈ K[∂] such that I = K[∂]A. (A
left ideal of K[∂] is an additive subgroup I of K[∂] such that FA ∈ I whenever
F ∈ K[∂] and A ∈ I.) Using division with remainder on the left and induction on
min(orderA, orderB) it follows easily that K[∂]A∩K[∂]B 6= {0} for A,B ∈ K[∂] 6=.
Thus for A1, . . . , Ar ∈ K[∂] 6=, r > 1, we can define the least common left multiple
of A1, . . . , Ar to be the unique monic A ∈ K[∂] such that
K[∂]A = K[∂]A1 ∩ · · · ∩K[∂]Ar.
Note that if A,B ∈ K[∂], then 1 /∈ K[∂]A + K[∂]B iff A and B have a nontrivial
common right divisor, that is, a D ∈ K[∂] of positive order such that there are
A1, B1 ∈ K[∂] with A = A1D and B = B1D.
Lemma 5.1.6. Let A,B ∈ K[∂] and a satisfy (∂ − a)A ∈ K[∂]B and order(B) > 2.
Then 1 /∈ K[∂]A+K[∂]B.
Proof. Suppose 1 = αA + βB with α, β ∈ K[∂]. Then α = q · (∂ − a) + b with
q ∈ K[∂]. Also (∂− a)A = γB with γ ∈ K[∂], hence
1 = bA+ (qγ + β)B.
Then b 6= 0 since order(B) > 0, and so b−1(∂ − c)b = ∂ − a for c = a + b†. Hence
b−1(∂ − c) ∈ K[∂]B, contradicting order(B) > 2. 
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Lemma 5.1.7. Let A,B,D ∈ K[∂] and a be such that
K[∂]A+K[∂]B = K[∂]D 6= K[∂](∂ − a)A+K[∂]B.
Then K[∂](∂− a)A+K[∂]B = K[∂](∂− c)D for some c ∈ K.
Proof. Since A,B ∈ K[∂]D we can divide by D on the right and reduce to the
case that D = 1, and so K[∂](∂ − a)A +K[∂]B = K[∂]E with order(E) > 1. But
also 1 ∈ K[∂]A +K[∂]B ⊆ K[∂]A + K[∂]E, so order(E) > 2 would contradict the
previous lemma (with E instead of B). Thus order(E) = 1. 
For A =
∑
i ai∂
i ∈ K[∂] we define its adjoint A∗ ∈ K[∂] by
A∗ :=
∑
i
(−1)i∂iai,
so a∗ = a and ∂∗ = −∂.
Lemma 5.1.8. The map A 7→ A∗ is an involution: for all A,B ∈ K[∂],
(A+B)∗ = A∗ +B∗, (AB)∗ = B∗A∗, A∗∗ = A.
Proof. The first identity is obvious. LetK[∂]opp be the opposite ring ofK[∂]; it has
the same underlying additive abelian group asK[∂], and its multiplication ∗ is given
by A ∗B := BA. Then K[∂]opp contains K as a subring and as a left K-module is
free with basis (−∂)0, (−∂)1, (−∂)2, . . . , by (5.1.1). Moreover (−∂)∗a = a∗ (−∂)+a′
for all a ∈ K. So the K-linear map K[∂] → K[∂]opp of left K-modules sending ∂n
to (−∂)n for each n, is a ring isomorphism. This map is nothing but A 7→ A∗, so
(AB)∗ = (A∗) ∗ (B∗) = B∗A∗ for all A,B ∈ K[∂]. 
Using this involution “left” results imply similar “right” results. For example, we
obtain in this way division with remainder on the right: for A,B ∈ K[∂], B 6= 0,
there exist unique Q,R ∈ K[∂] such that A = BQ + R and order(R) < order(B).
Hence for every right ideal I of K[∂] there is B ∈ K[∂] such that I = BK[∂]. The
right analogues of the lemmas above now follow easily:
Lemma 5.1.9. Let A,B ∈ K[∂] and a satisfy A(∂ − a) ∈ BK[∂] and order(B) > 2.
Then 1 /∈ AK[∂] +BK[∂].
Lemma 5.1.10. Let A,B,D ∈ K[∂] and a be such that
AK[∂] +BK[∂] = DK[∂] 6= A(∂ − a)K[∂] +BK[∂].
Then A(∂ − a)K[∂] +BK[∂] = D(∂ − c)K[∂] for some c ∈ K.
We also note:
Lemma 5.1.11. Let L be a differential field extension of K, and A ∈ K[∂]. Then
L[∂]A ∩K[∂] = K[∂]A and AL[∂] ∩K[∂] = AK[∂].
Proof. We may assume that A 6= 0. Let B ∈ L[∂]A ∩K[∂]. Then B = QA where
Q ∈ L[∂]. Uniqueness of division with remainder on the left gives Q ∈ K[∂]. Thus
L[∂]A ∩K[∂] = K[∂]A, and AL[∂] ∩K[∂] = AK[∂] follows likewise. 
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The kernel of a linear differential operator. Let K be a differential field in
this subsection. Each A ∈ K[∂] acts as a C-linear operator on K, and its kernel
kerA =
{
y ∈ K : A(y) = 0}
is a C-linear subspace of K, which is of dimension 6 n if orderA 6 n, A 6= 0
(Corollary 4.1.14). If A ∈ K[∂] 6=, dimC kerA = orderA, and L is a differential field
extension of K with CL = C, then kerLA = kerA. For A,B ∈ K[∂] 6= we have an
exact sequence
0→ kerB → kerAB → kerA
of C-linear spaces, where the map on the right is given by y 7→ B(y), so
dimC kerAB 6 dimC kerA+ dimC kerB,
with equality if and only if B(K) ⊇ kerA. In particular:
Lemma 5.1.12. Let A,B ∈ K[∂] 6=, and m = order(A), n = order(B). Then
dimC kerAB = m+ n ⇒ dimC kerA = m and dimC kerB = n.
We leave the proof of the next lemma to the reader:
Lemma 5.1.13. Let A = a0 + a1∂ + · · · + an∂n ∈ K[∂] be of order n > 1. Suppose
g ∈ K× satisfies g† = −(nan)−1an−1, and put A˜ = a−1n g−1Ag ∈ K[∂]. Then
A˜ = a˜0 + a˜1∂ + · · ·+ a˜n−2∂n−2 + ∂n
for suitable a˜0, . . . , a˜n−2 ∈ K. Moreover, we have an isomorphism
y 7→ gy : ker A˜→ kerA
of C-linear spaces.
Example. If A = a0 + a1∂ + ∂2, then A˜ =
(
a0 − 12a′1 − 14a21
)
+ ∂2.
Lemma 5.1.14. Let A ∈ K[∂], b ∈ K×, and B := (∂ − b†)A. Let also y ∈ K.
(i) If A(y) = b, then B(y) = 0 and kerB = Cy ⊕ kerA.
(ii) If A(y) 6= 0 and B(y) = 0, then A(cy) = b for some c ∈ C×.
Proof. Part (i) is easy to see, and for (ii) note that if A(y) 6= 0 and B(y) = 0,
then A(y)† = b† and hence A(cy) = cA(y) = b for some c ∈ C×. 
The following lemma uses kernels to formulate a criterion for a differential operator
to be contained in a given left ideal of K[∂]:
Lemma 5.1.15. Let A,B ∈ K[∂] 6=, m = orderA, n = orderB.
(i) If dimC kerA = m and kerA ⊆ kerB, then B ∈ K[∂]A;
(ii) if dimC kerB = n and B ∈ K[∂]A, then kerA ⊆ kerB and dimC kerA = m.
Thus if dimC kerA = m and dimC kerB = n, then
B ∈ K[∂]A ⇐⇒ kerA ⊆ kerB.
Proof. For (i), suppose dimC kerA = m and kerA ⊆ kerB. Take Q,R ∈ K[∂]
with B = QA+R, orderR < m; then kerA ⊆ kerR, so orderR < m 6 dimC kerR
and hence R = 0. Part (ii) is immediate from Lemma 5.1.12. 
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Linear differential equations with constant coefficients. In this subsection K
is a differential field. The ring C[∂] is commutative, and so we have a C-algebra
isomorphism P (Y ) 7→ P (∂) : C[Y ]→ C[∂].
Let A ∈ C[∂] 6=, and take P = P (Y ) ∈ C[Y ] 6= with A = P (∂), so orderA =
degP . We also assume there is given an element x ∈ K with x′ = 1, and that
for each c ∈ C there exists a ∈ K× with a′ = ca. For each c ∈ C we pick such
an a and denote it suggestively by ecx. Note that x is transcendental over C, by
Lemma 4.1.1. For f ∈ C[x] we let degx f ∈ N ∪ {−∞} be the degree of f viewed
as a polynomial in x over C. Note also that for c ∈ C we have (∂ − c) ecx = ecx ∂
in K[∂], and thus (∂− c)i ecx = ecx ∂i in K[∂] for all i ∈ N.
Lemma 5.1.16. Let f ∈ C[x] and let c ∈ C be such that P (c) 6= 0. Then
A(ecx f) = ecx g for some g ∈ C[x] with degx f = degx g.
Proof. Take a0, . . . , an ∈ C such that P (Y ) =
∑n
i=0 ai(Y − c)i. Then A =∑n
i=0 ai(∂ − c)i. Using the above identity for (∂ − c)i ecx we get
A(ecx f) = ecx
(
n∑
i=0
aif
(i)
)
= ecx g for g =
n∑
i=0
aif
(i) ∈ C[x],
and degx g = degx f , since a0 = P (c) 6= 0. 
Corollary 5.1.17. Let c1, . . . , cn ∈ C be distinct, where n > 1. Then the elements
ec1x, . . . , ecnx of K are linearly independent over C(x).
Proof. By induction on n. The case n = 1 being obvious, let n > 2, and let
f1, . . . , fn ∈ C[x] satisfy
∑n
i=1 e
cix fi = 0. Take d ∈ N with d > degx fn. Then by
Lemma 5.1.16 applied to (Y − cn)d instead of P we get
0 = (∂− cn)d
(
n∑
i=1
ecix fi
)
=
n−1∑
i=1
ecix gi + e
cnx f (d)n =
n−1∑
i=1
ecix gi
where gi ∈ C[x] with degx fi = degx gi for i = 1, . . . , n−1. By inductive hypothesis
we have gi = 0 and hence fi = 0, for i = 1, . . . , n− 1, and thus fn = 0. 
Zeros of P (Y ) in C yield elements of the kernel of A:
Proposition 5.1.18. Let c1, . . . , cn ∈ C be distinct zeros of P , of respective multi-
plicities m1, . . . ,mn ∈ N>1, n > 1. Then A(ecix xj) = 0 for 1 6 i 6 n, 0 6 j < mi,
and the family
(
ecix xj
)
16i6n, 06j<mi
is linearly independent over C.
Proof. Let 1 6 i 6 n, 0 6 j < mi. Then P = Q · (Y − ci)mi where Q ∈ C[Y ]. Set
B := Q(∂) ∈ C[∂]. Then A = B · (∂ − ci)mi , so
A(ecix xj) = B
(
ecix(xj)(mi)
)
= B(0) = 0.
The linear independence statement is immediate from Corollary 5.1.17. 
Notation. Let m(P ) denote the number of zeros of P in C, counted with multi-
plicity; thus m(P ) =
∑
c∈C mul(P+c), where only finitely many terms in this sum
are nonzero. Note that m(P ) = m(P+a) for a ∈ C, and m(P ) = m(P×b) for b ∈ C×.
Also, m(P ) = m(P1) + · · · +m(Pn) if P = P1 · · ·Pn, P1, . . . , Pn ∈ C[Y ] 6= (n > 1).
We also set m(A) := m(P ); so m(A) = m(A1) + · · · + m(An) if A = A1 · · ·An,
A1, . . . , An ∈ C[∂] 6= (n > 1).
212 5. LINEAR DIFFERENTIAL POLYNOMIALS
From Proposition 5.1.18 we obtain:
(5.1.4) m(A) 6 dimC kerA.
If C is algebraically closed, then order(A) = m(A) = dimC kerA. Lemma 5.2.11
below gives another situation where m(A) = dimC kerA.
The type of a linear differential operator. In this subsection K is a differential
field. We say thatA,B ∈ K[∂] have the same type if theK[∂]-modulesK[∂]/K[∂]A
and K[∂]/K[∂]B are isomorphic. For a ∈ K× and A ∈ K[∂] we have K[∂]A =
K[∂]aA, and the automorphism B 7→ Ba of the (left) K[∂]-module K[∂] maps
K[∂]A onto K[∂]Aa, so A, aA, and Aa have the same type. For A ∈ K[∂] 6=, the
order of A equals the K-vector space dimension of K[∂]/K[∂]A, so if A,B ∈ K[∂] 6=
have the same type, then order(A) = order(B).
Lemma 5.1.19. Let A,B ∈ K[∂] 6=. Then A and B have the same type if and only
if order(A) = order(B) and there is R ∈ K[∂] of order less than order(A) with
1 ∈ K[∂]R+K[∂]A and BR ∈ K[∂]A.
Proof. Let φ : K[∂]/K[∂]B → K[∂]/K[∂]A be an isomorphism of K[∂]-modules.
Set n := order(A) = order(B). Then φ(1 +K[∂]B) = R +K[∂]A with R ∈ K[∂] of
order < n. One checks easily that then 1 ∈ K[∂]R+K[∂]A and BR ∈ K[∂]A. Con-
versely, assume order(A) = order(B) = n, and 1 ∈ K[∂]R+K[∂]A and BR ∈ K[∂]A
with R ∈ K[∂] of order < n. Then the K[∂]-linear map K[∂] → K[∂]/K[∂]A send-
ing 1 to R+K[∂]A is surjective and its kernel contains K[∂]B, hence induces a K[∂]-
linear map K[∂]/K[∂]B → K[∂]/K[∂]A, which is bijective since dimK K[∂]/K[∂]A =
n = dimK K[∂]/K[∂]B. 
Example. Let A,B ∈ K[∂] be monic of order 1. Then A and B have the same
type iff B = A⋉a for some a ∈ K×.
Corollary 5.1.20. Let A,B ∈ K[∂] 6= have the same type, and let R ∈ K[∂] be as
in Lemma 5.1.19. Then R(kerA) ⊆ kerB, and the map x 7→ R(x) : kerA→ kerB
is an isomorphism of C-linear spaces.
Proof. Take L1, L2, L ∈ K[∂] with 1 = L1R + L2A and BR = LA. Then for
each x ∈ kerA we have B(R(x)) = L(A(x)) = L(0) = 0, so R(x) ∈ kerB, and
x = L1
(
R(x)
)
; hence we have an injective C-linear map x 7→ R(x) : kerA→ kerB.
By symmetry, we also have an injective C-linear map kerB → kerA, showing that
dimC kerA = dimC kerB, so x 7→ R(x) : kerA→ kerB is surjective. 
Factorization in K[∂]. In this subsection K is a differential field. We call A ∈
K[∂] of positive order irreducible if there are no A1, A2 ∈ K[∂] of positive order
with A = A1A2. If A ∈ K[∂] has positive order, then A = A1 · · ·Ar with r ∈ N>1
and each Ai ∈ K[∂] irreducible. We say that A ∈ K[∂] splits over K if A 6= 0 and
A = c(∂−a1) · · · (∂−an) for some c ∈ K× and some a1, . . . , an. If A,B ∈ K[∂] split
over K, so does AB (use twisting to eliminate factors c ∈ K×). In Section 14.5
we shall prove under natural assumptions on K that each nonzero A ∈ K[∂] splits
over K. In this connection the following facts are relevant.
Lemma 5.1.21. Let A ∈ K[∂] be of order n > 1, and u† = a ∈ K with nonzero u
from some differential field extension of K. Then
A ∈ K[∂](∂− a) ⇐⇒ A(u) = 0.
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Proof. If A = B · (∂− a) + b with B ∈ K[∂], b ∈ K, then A(u) = bu. 
In particular, if A ∈ K[∂] and A(u) = 0, u ∈ K×, then A ∈ K[∂](∂− u†).
Proposition 5.1.22. Suppose A,B,D ∈ K[∂], A = BD, and A splits over K.
Then B and D split over K.
Proof. We shall use Lemma 5.1.10 to show that B splits over K. (A similar use
of Lemma 5.1.7 shows that D splits over K.) Let A = (∂ − a1) · · · (∂ − an), n > 1,
and for i = 0, . . . , n, take the unique monic Bi ∈ K[∂] such that
BiK[∂] = (∂ − a1) · · · (∂− ai)K[∂] +BK[∂],
so B0 = 1 and Bn = bB, b 6= 0. By Lemma 5.1.10 we have, for 0 6 i < n, either
Bi+1 = Bi, or Bi+1 = Bi(∂ − c) for some c ∈ K. Thus each Bi splits over K, and
so does B. 
The next lemma shows how this proposition applies to linear parts of differential
polynomials. If y in a differential field extension of K is d-algebraic overK and P is
a minimal annihilator of y over K (so P ∈ K{Y } 6= has minimal complexity subject
to P (y) = 0), then SP (y) 6= 0 and so LP+y has order rP .
Lemma 5.1.23. Let E and F be differential subfields of K with E ⊆ F ⊆ K, and
let f ∈ K be d-algebraic over E with minimal annihilator P over E and Q over F .
Then LP+f ∈ K[∂]LQ+f , so if LP+f splits over K, then so does LQ+f .
Proof. From P (f) = 0 and Corollary 4.3.10 we obtain
HP = A0Q+A1Q
′ + · · ·+AnQ(n), H = SlQ,
where l ∈ N, A0, . . . , An ∈ F{Y }. By additive conjugation,
H+fP+f = (A0)+fQ+f + · · ·+ (An)+fQ(n)+f .
Taking linear parts and using P (f) = Q(f) = 0 gives
H(f)LP+f = A0(f)LQ+f + · · ·+An(f)LQ(n)+f
=
(
A0(f) + · · ·+An(f)∂n
)
LQ+f .
It only remains to note that H(f) 6= 0. 
Factorization into irreducibles and composition series. In this subsection K
is a differential field, R = K[∂], and A ∈ R 6= is monic. We discuss in what sense a
factorization of A into irreducible elements of R is unique. Given A1, A2 ∈ R with
A = A1A2, we have RA ⊆ RA2, which gives an exact sequence
0 −→ R/RA1 −→ R/RA −→ R/RA2 −→ 0
of R-linear maps, with R/RA1 → R/RA induced by the R-linear endomorphism
B 7→ BA2 of R. Conversely, let M1 be a submodule of the R-module M = R/RA.
Take monic A2 ∈ R such that RA2 is the kernel of the composition
R→ R/RA =M →M/M1
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of the natural surjections. Then A ∈ RA2, we have monic A1 ∈ R with A = A1A2,
and so we obtain a commutative diagram of R-linear maps
0 // M1

 // M // M/M1 // 0
0 // R/RA1
OO
// R/RA
=
OO
// R/RA2
OO
// 0
where the map R/RA1 → R/RA is induced by the endomorphism B 7→ BA2
of the R-module R, and the vertical arrows are isomorphisms, the rightmost one
being B + RA2 7→ B + M1 for B ∈ R. Thus A is irreducible (in R) iff the R-
module R/RA is irreducible. Using this recursively, a factorization A = A1 · · ·Am
of A into irreducible A1, . . . , Am ∈ R gives rise to a composition series
{0} = M0 ⊂ M1 ⊂ · · · ⊂ Mm = M
of length m of the R-module M = R/RA and for i = 1, . . . ,m isomorphisms
Mi ∼= R/RA1 · · ·Ai and Mi/Mi−1 ∼= R/RAi of R-modules.
Usually, A has many factorizations into irreducible monic operators; e.g., if K =
C(x) where x /∈ C and x′ = 1, then ∂2 = (∂ + f †)(∂ − f †) for all f = ax + b
with a, b ∈ C, not both zero. However, the number and the types of the irreducible
factors in such a factorization do not depend on the particular factorization:
Corollary 5.1.24. If A1, . . . , Am, B1, . . . , Bn are irreducible elements of R such
that A1 · · ·Am = B1 · · ·Bn, then m = n and there is a permutation i 7→ i′ of
{1, . . . ,m} such that Ai and Bi′ are of the same type for i = 1, . . . ,m.
This corollary follows from the remarks preceding it in combination with the Jordan-
Hölder Theorem (Corollary 1.2.2). Note that Corollary 5.1.24 gives rise to another
proof of Proposition 5.1.22. The remarks above also yield:
Corollary 5.1.25. The linear differential operator A splits over K if and only if
the R-module M = R/RA has a composition series
{0} = M0 ⊂ M1 ⊂ · · · ⊂ Mm = M
with dimK Mi/Mi−1 = 1 for i = 1, . . . ,m.
Linear closedness and linear surjectivity. In this subsection we let K be a
differential field, and we let r range over N>1. We define K to be r-linearly
closed if each nonzero A ∈ K[∂] of order 6 r splits over K. We define K to be
linearly closed if it is r-linearly closed for each r. If the derivation of K is trivial,
that is, K = C, then K[∂] = C[∂] is the usual (commutative) polynomial ring with ∂
as an indeterminate over C, so in that case K is linearly closed iff C is algebraically
closed. The property of being linearly closed has a nice first-order axiomatization:
Lemma 5.1.26. Let n > 1 be given. Then there exists a differential polynomial
dn(Y1, . . . , Yn, Y ) ∈ Q{Y1, . . . , Yn, Y } (with all its coefficients in Z)
such that for each differential ring R and all a1, . . . , an, a ∈ R,
dn(a1, . . . , an, a) = 0 ⇐⇒ ∂n + a1∂n−1 + · · ·+ an = (∂ − a)B for some B ∈ R[∂].
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Proof. Just note that in the ring Q{Y1, . . . , Yn, Y }[∂] we have
∂n + Y1∂
n−1 + · · ·+ Yn = (∂ − Y )B + dn
with B ∈ Q{Y1, . . . , Yn, Y }[∂] and dn ∈ Q{Y1, . . . , Yn, Y }. 
Thus K is linearly closed iff for each n > 2,
K |= ∀y1 · · · ∀yn∃y dn(y1, . . . , yn, y) = 0.
We say that K is r-linearly surjective if A(K) = K for each nonzero A ∈ K[∂] of
order at most r, equivalently, for all a0, . . . , ar ∈ K such that ai 6= 0 for some i, the
inhomogeneous linear differential equation 1+ a0y+ · · ·+ ary(r) = 0 has a solution
in K. We say that K is linearly surjective if it is r-linearly surjective for each r.
One shows easily:
Lemma 5.1.27. Linear surjectivity has the following properties:
(i) if A(K) = K for every monic irreducible A ∈ K[∂] of order 6 r, then K is
r-linearly surjective;
(ii) if K is linearly closed and 1-linearly surjective, then K is linearly surjective;
(iii) if K is a directed union of r-linearly surjective differential subfields, then K
is r-linearly surjective;
(iv) if K is r-linearly surjective and A1, . . . , An ∈ K[∂] 6= (n > 1) are of order at
most r, then dimC kerA1 · · ·An = dimC kerA1 + · · ·+ dimC kerAn.
Note that (ii) follows from (i). Next we establish a descent property of linear
surjectivity. Let L be a differential field extension of K with d := [L : K] < ∞.
Let Ka be an algebraic closure of K with the unique derivation extending the
derivation of K. For y ∈ L, let
trL|K(y) :=
d∑
i=1
σi(y)
be the trace of y in L|K. Here σ1, . . . , σd are the distinct field embeddings L→ Ka
which are the identity on K. The map
y 7→ τL|K(y) := 1
d
trL|K(y) : L→ K
is K-linear and the identity on K. Moreover, τL|K(f ′) = τL|K(f)′ for each f ∈ L.
It follows that if A ∈ K[∂], g ∈ K, and the equation A(y) = g has a solution f ∈ L,
then it has the solution τL|K(f) in K. Since every algebraic extension field of K is a
directed union of algebraic extension fields of finite degree, this gives the following:
Corollary 5.1.28. If K has an r-linearly surjective algebraic differential field
extension, then K is r-linearly surjective.
In Section 5.4 below we show that algebraic differential field extensions of linearly
surjective differential fields are linearly surjective. This requires some generalities
on systems of linear differential equations. In Section 5.5 we prove the same with
linearly closed instead of linearly surjective.
By convention we consider any K as being 0-linearly surjective.
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Picard-Vessiot closed differential fields. In this subsection K is a differential
field, and r ranges over N>1. We assume here familiarity with the facts stated about
zeros of linear differential polynomials in Section 4.1. We say that K is r-Picard-
Vessiot closed (or r-pv-closed) if dimC kerA = orderA for all A ∈ K[∂] 6= of
order at most r. If K is a directed union of r-pv-closed differential subfields, then
K is r-pv-closed. Also, K is 1-pv-closed iff (K×)† = K. We say that K is Picard-
Vessiot closed (or pv-closed) if K is r-pv-closed for all r. This subsection, with
some additional material in Section 5.5, will mainly get used in the next volume.
Lemma 5.1.29. The following two conditions on K are equivalent:
(i) K is r-linearly closed and 1-pv-closed;
(ii) kerA 6= {0} for all A ∈ K[∂] \K of order at most r.
Proof. Use Lemma 5.1.21. 
Lemma 5.1.30. Suppose r > 2. Then the following are equivalent:
(i) K is r-pv-closed;
(ii) K is r-linearly closed, r-linearly surjective, and 1-pv-closed;
(iii) K is r-linearly closed, 1-linearly surjective, and 1-pv-closed.
In particular,
K is pv-closed ⇐⇒ K is linearly closed, linearly surjective, and (K×)† = K.
Proof. To show (i) ⇒ (ii), suppose K is r-pv-closed. Then K is r-linearly closed
and 1-pv-closed, by the previous lemma. To show that K is r-linearly surjective, it
suffices to show that K is 1-linearly surjective. Let A ∈ K[∂]6= with orderA = 1,
and b ∈ K×; we need to show b ∈ A(K). Put B := (∂− b†) ·A, so orderB = 2 6 r;
then dimC kerA = 1 < 2 = dimC kerB, so there exists y ∈ K with A(y) 6= 0,
B(y) = 0, and then A(cy) = b for some c ∈ C, by Lemma 5.1.14(ii).
The implication (ii)⇒ (iii) is trivial, and (iii)⇒ (i) follows from the fact that if
A,B ∈ K[∂] 6= with B(K) = K, then dimC kerAB = dimC kerA+ dimC kerB. 
By Lemmas 5.1.29 and 5.1.30, every differentially closed field is linearly closed,
linearly surjective, and pv-closed.
Lemma 5.1.31. Suppose K is pv-closed and C is algebraically closed. Then K is
algebraically closed.
Proof. Let P ∈ K[Y ] have degree > 2. Take an algebraic closure Ka of K and
give it the unique derivation extending the derivation of K. Then CKa = C by
Lemma 4.1.2. Let V be the C-linear subspace of Ka generated by the zeros of P
in Ka. Let y1, . . . , yn be a basis for V (so n > 1), and let
A(Y ) :=
wr(y1, . . . , yn, Y )
wr(y1, . . . , yn)
= Y (n) + a1Y
(n−1) + · · ·+ anY, a1, . . . , an ∈ Ka.
Then V = Z(A). If also V = Z(B), B = Y (n) + b1Y (n−1) + · · · + bnY where
b1, . . . , bn ∈ Ka, then A = B by Corollary 4.1.16. Each σ ∈ Aut(Ka|K) =
Aut∂(K
a|K) satisfies σ(V ) = V and so fixes the coefficients of A. Thus A ∈ K{Y }.
Since K is pv-closed, this yields V ⊆ K; in particular P (y) = 0 for some y ∈ K. 
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Relating K[i] and K. In this subsection K is a differential field in which −1 is
not a square in K. It follows that K has a (differential) field extension K[i], i2 =
−1. The results below indicate how factorization in K[∂] relates to factorization
in K[i][∂]. This will be used in later chapters where K is real closed, and thus K[i]
is algebraically closed.
Lemma 5.1.32. If every A ∈ K[∂] 6= splits over K[i], then K[i] is linearly closed.
Proof. The “complex conjugation” automorphism a+ bi 7→ a+ bi := a− bi (a, b ∈
K) of the differential field K[i] extends uniquely to an automorphism A 7→ A of
the ring K[i][∂] with ∂ = ∂. Then A = A ⇐⇒ A ∈ K[∂], for all A ∈ K[i][∂]. Let
A ∈ K[i][∂] 6= be monic. Let B be the least common left multiple of A and A. Then
B = B, so B ∈ K[∂]. IfB splits overK[i], then so does A, by Proposition 5.1.22. 
Lemma 5.1.33. Suppose u is a nonzero element in a differential field extension
of K[i] such that u† ∈ K[i]. Then there is B ∈ K[∂] of order 2 such that B(u) = 0.
Proof. Write u† = a+ ib, so u′ = au+ ibu. Differentiating this relation yields
u′′ = (a′ + a2 − b2)u+ i(2ab+ b′)u.
If b = 0, then we can take B = ∂2 − (a′ + a2). Suppose that b 6= 0. Then we
eliminate i by forming a suitable linear combination of u′′ and u′:
bu′′ − (2ab+ b′)u′ = (−ab′ + a′b− a2b− b3)u.
It follows that we can take B := b∂2 − (2ab+ b′)∂ + (ab′ − a′b+ a2b+ b3). 
Lemma 5.1.34. Suppose A ∈ K[∂] is monic and irreducible over K of order 2 and
splits over K[i]. Then
A =
(
∂− (a− bi + b†)) · (∂− (a+ bi)) for some a ∈ K, b ∈ K×.
Proof. We have A = (∂− c)(∂− (a+ bi)) with c ∈ K[i] and a, b ∈ K. Then b 6= 0
and c = a− bi + b†, and so A has the desired form. Note also that
A = ∂2 − (2a+ b†)∂ + (−a′ + a2 + ab† + b2). 
Lemma 5.1.35. Suppose A ∈ K[∂] is monic and splits over K[i]. Then A =
A1 · · ·Am with all Ai ∈ K[∂] monic and irreducible of order 1 or order 2.
Proof. We proceed by induction on order(A) and can assume A has order n > 1.
By Lemma 5.1.21 we have a nonzero u in some differential field extension of K[i]
such that u† ∈ K[i] and A(u) = 0. By Lemma 5.1.33 this gives a monic D ∈ K[∂]
of order 1 or 2 such that D(u) = 0. Take such D of least order. Then A = BD+R
with B,R ∈ K[∂] and order(R) < order(D), hence R(u) = 0, so R = 0 and thus
A = BD. Now B and D split over K[i] by Lemma 5.1.10, and so we can apply the
inductive assumption to B. 
For f = a+ bi ∈ K[i] (a, b ∈ K) we set f := a− bi, ℜ(f) := a, ℑ(f) := b, so f 7→ f
is a differential field automorphism of K[i]. Now let F be a differential subfield
of K, and suppose f ∈ K[i] is d-algebraic over F [i] with minimal annihilator P (Y )
over F [i]. Then f , f , and ℜ(f) are d-algebraic over F . Set r := rP ; then LP+f has
order r, with coefficient SP (f) of ∂r.
Lemma 5.1.36. Suppose LP+f splits over K[i], and let R be a minimal annihilator
of ℜf over F [i]〈f〉. Then LR+ℜf splits over K[i].
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Proof. Set Q := R×1/2,+f , so R = Q−f,×2. From ℜ(f) = 12 (f + f) we get
Q(f) = 0. Thus Q is a minimal annihilator of f over F [i]〈f〉. Also, P is a minimal
annihilator of f over F [i], hence LQ+f splits over K[i] by Lemma 5.1.23. Now
Q+f = R+ℜf,×1/2, LQ+f = LR+ℜf,×1/2 ,
so LR+ℜf = LR+ℜf,×1/2,×2 = 2LR+ℜf,×1/2 splits over K[i]. 
Lemma 5.1.37. Suppose K[i] is r-linearly closed, and S ∈ K{Y } is a minimal
annihilator of ℜf over F . Then LS+ℜf splits over K[i].
Proof. Since K[i] is r-linearly closed, LP+f splits over K[i]. Let R be a minimal
annihilator of ℜf over F [i]〈f〉. Then LR+ℜf splits over K[i] by Lemma 5.1.36. We
now apply Lemma 5.1.23 with ℜf , S, R in the role of f , P , Q, and obtain
LS+ℜf = A · LR+ℜf with A ∈ K[i][∂], orderA = rS − rR.
So it is enough to show that A splits over K[i]. Let Q := R×1/2,+f be as in the
proof of Lemma 5.1.36, so rQ = rR. By considering the inclusions among the fields
F [i], E := F [i]〈f〉, E〈f〉 = E〈ℜf〉, F [i]〈ℜf〉
and the corresponding transcendence degrees, we obtain
r + rR = r + rQ = rS + trdeg
(
E〈ℜf〉|F [i]〈ℜf〉),
so rS − rR = r − trdeg
(
E〈ℜf〉|F [i]〈ℜf〉) 6 r. Thus A splits over K[i]. 
Linear elements. In this subsection K is a differential field, y lies in a differential
field extension of K, and r ∈ N. We say that y is r-linear over K if there is an
A ∈ K[∂] 6= of order 6 r such that A(y) = 0. Note that 0 ∈ K is 0-linear over K,
and each a ∈ K× is 1-linear over K (take A = ∂− a†). If y is r-linear over K, then
y(n) ∈ Ky + · · ·+Ky(r−1) for all n,
and thus K〈y〉 = K(y, y′, . . . , y(r−1)) as fields. Lemma 5.1.14(i) shows that y is
(r + 1)-linear over K if A(y) ∈ K for some A ∈ K[∂] 6= of order 6 r. We say that y
is linear over K if it is r-linear over K for some r. Thus y is linear over K iff
A(y) ∈ K for some A ∈ K[∂] 6=. “Algebraic over K” implies “linear over K”:
Lemma 5.1.38. Suppose r = [K(y) : K] <∞. Then y is r-linear over K.
Proof. Let P ∈ K[Y ] be the minimum polynomial of y over K. From P ′(y) 6= 0
we get y′ = −P ∂(y)/P ′(y) ∈ K(y), by Lemma 1.9.1. Hence y(n) ∈ K(y) for all n;
so a nontrivial K-linear combination of y, y′, . . . , y(r) is zero, that is, A(y) = 0 for
some A ∈ K[∂] 6= of order 6 r. 
Sums, products, and derivatives of linear elements remain linear:
Lemma 5.1.39. Let L be a differential field extension of K and let y, z ∈ L be
m-linear and n-linear over K, respectively. Then y′ is m-linear over K, y + z is
(m+ n)-linear over K, and yz is mn-linear over K.
Proof. All y(i) (i > 0) lie in theK-linear spaceKy+· · ·+Ky(m−1) of dimension at
mostm, so y′, . . . , y(m+1) are K-linearly dependent, and thus y′ is m-linear over K.
Also z(i) ∈ Kz + · · · + Kz(n−1) for all i, and so all (y + z)(i) lie in the K-linear
space Ky + · · · + Ky(m−1) + Kz + · · · + Kz(n−1) of dimension at most m + n.
Hence y + z, (y + z)′, . . . , (y + z)(m+n) are K-linearly dependent, and thus y + z is
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(m + n)-linear over K. Finally, (yz)(i) ∈ ∑j<m,k<nKy(j)z(k) for all i, and so by
the same reasoning yz is mn-linear over K. 
Corollary 5.1.40. If L is a differential field extension of K and y1, . . . , yn ∈ L
are linear over K, then all elements of K{y1, . . . , yn} are linear over K.
There is no such result for reciprocals:
Lemma 5.1.41. Let a ∈ K \ ∂(K), and y′ = a. Then y is transcendental over K
and 2-linear over K, but z = 1/y is not linear over K.
Proof. Suppose towards a contradiction that y is algebraic over K, and let P =∑r
i=0 aiY
i be the minimum polynomial of y over K (r > 1, ai ∈ K for i = 0, . . . , r,
ar = 1). By Lemma 1.9.1, we then have P ∂(y) + P ′(y)a = 0 and hence
P ∂(Y ) + P ′(Y )a = 0 in K[Y ].
In particular, a′r−1 + ra = 0, so a = (−ar−1/r)′ ∈ ∂(K), a contradiction. Thus y,
and hence also z = 1/y, are transcendental over K. To see that z is not linear
over K, one first shows by an easy induction on n > 1 that
z(n) = n!(−a)n zn+1 + fn where fn ∈ Kz2 + · · ·+Kzn.
Thus from A(z) = 0 with monic A ∈ K[∂] of order r we obtain
r!(−a)r zr+1 + g(z) = 0 where g(z) ∈ Kz + · · ·+Kzr,
contradicting the transcendence of z over K. 
Notes and comments. Early algebraic studies of the ring K[∂] are Ore [309,
310], but the type of a linear differential operator occurs already in Poincaré [319].
Lemma 5.1.15 is [421, Lemma 2.1]. Proposition 5.1.18 goes back to Euler [133].
Corollary 5.1.24 is due to Landau [248] and Loewy [267]. Lemma 5.1.39 and its
Corollary 5.1.40 are from [420], but have a classical origin [387, Sec. 167]. In
connection with Lemma 5.1.41 we note that by [166], if y is a nonzero element of a
differential field extension of K such that both y and 1/y are linear over K, then y†
is algebraic over K. See [421, Section 2.4] for some history of the algebraic study
of linear differential operators.
5.2. Second-Order Linear Differential Operators
Lemma 5.1.35 above is a first indication that linear differential operators of order 1
and 2 are going to play a special role. In preparation for this, we now make a few
basic observations concerning linear differential operators of order 2.
Let K be a differential field, and let A ∈ K[∂] be of order 2. Lemma 5.1.13 and the
example following it show that if (K×)† = K, then in order to describe the kernel
kerA of A, one may reduce to the case that
A = 4∂2 + f (f ∈ K)
which we assume in the rest of this section. Note that dimC kerA 6 2, and A is
irreducible in K[∂] iff A does not split over K. We introduce the function
z 7→ ω(z) := −(2z′ + z2) : K → K.
Then for y ∈ K× we have ω(2y†) = −4y′′/y, hence A(y) = y(f −ω(2y†)), and thus
A(y) = 0 ⇐⇒ 4y′′ + fy = 0 ⇐⇒ ω(2y†) = f.
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Hence
dimC kerA > 1 ⇐⇒ f ∈ ω
(
2(K×)†
)
.
Another way to formulate this involves the set
Ω(K) := {f ∈ K : 4y′′ + fy = 0 for some y ∈ K×}.
Thus Ω(K) is existentially definable in K, and if (K×)† = K, then Ω(K) = ω(K).
If A splits over K, then A = 4(∂ + a)(∂ − a) and f = ω(2a) for some a ∈ K.
Conversely, if z ∈ K and ω(z) = f , then A = 4 (∂ + z2) (∂− z2). Together with
Lemma 5.1.21, the above yields
dimC kerA > 1 ⇒ A splits over K ⇐⇒ f ∈ ω(K).
If (K×)† = K (equivalently, dimC kerB = 1 for each B ∈ K[∂] of order 1), then
dimC kerA > 1 ⇐⇒ A splits over K ⇐⇒ f ∈ ω(K).
The following computations involving ω will be used several times later on:
Lemma 5.2.1. Let w, y, z ∈ K be such that y = z − w 6= 0. Then
ω(w) − ω(z) = y · (2(y† + w) + y).
Proof. ω(w)− ω(z) = 2(z − w)′ + 2(z − w)w + (z − w)2
= (z − w) · (2(z − w)† + 2w + (z − w))
= y · (2y† + 2w + y)
= y · (2(y† + w) + y). 
Corollary 5.2.2. Let y ∈ K×, z = −y†. Then ω(z + y) = ω(z)− y2.
Membership in ω(K) governs solvability of certain differential equations:
Corollary 5.2.3. Let f, g, h ∈ K, f 6= 0. Then
∃z ∈ K [z′ = fz2 + gz + h] ⇐⇒ 4fh− (g + f †)2 + 2(g + f †)′ ∈ ω(K).
Proof. Let z range over K, and set f∗ := −2f , g∗ := −2g, h∗ := −2h. Then
z′ = fz2 + gz + h ⇐⇒ −2z′ = f∗z2 + g∗z + h∗
⇐⇒ −2f∗z′ = (f∗z)2 + g∗(f∗z) + f∗h∗
⇐⇒ −2((f∗z)′ − f ′∗z) = (f∗z)2 + g∗(f∗z) + f∗h∗
⇐⇒ −2(f∗z)′ = (f∗z)2 + (g∗ − 2f †∗)(f∗z) + f∗h∗.
So with g∗∗ := g∗ − 2f †∗ = −2(g + f †) and h∗∗ := f∗h∗ = 4fh,
∃z [z′ = fz2 + gz + h] ⇐⇒ ∃z [ − 2z′ = z2 + g∗∗z + h∗∗].
Now completing the square yields
−2z′ = z2 + g∗∗z + h∗∗ ⇐⇒ −2
(
z + g∗∗2
)′
=
(
z + g∗∗2
)2
+
(
h∗∗ − g
2
∗∗
4 − g′∗∗
)
,
and h∗∗ − g
2
∗∗
4 − g′∗∗ = 4fh− (g + f †)2 + 2(g + f †)′. 
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Relation to the Schwarzian. We now consider the function
y 7→ s(y) := ω(z + y) = ω(z)− y2 : K× → K where z = −y†.
For a nonconstant element u of K,
S(u) := (u′†)′ − 1
2
(u′†)2 =
u′′′
u′
− 3
2
(
u′′
u′
)2
is known as the Schwarzian derivative of u. It is related to s(u†) as follows:
Lemma 5.2.4. Let u ∈ K \ C. Then 2 S(u) = s(u†).
Proof. To see this note that u′† = (uu†)† = u† + u†† and hence
(u′†)′ = (u†)′ + (u††)′,
(u′†)2 = (u†)2 + (u††)2 + 2u†u†† = (u†)2 + (u††)2 + 2(u†)′,
so
2 S(u) = 2(u′†)′ − (u′†)2
= 2(u†)′ + 2(u††)′ − (u†)2 − (u††)2 − 2(u†)′
= 2(u††)′ − (u††)2 − (u†)2 = s(u†). 
Note that for each y ∈ K× we have s(−y) = s(y); in particular, for u ∈ K \ C we
have S(u) = S(1/u). More generally, consider the (left) action of the group GL2(C)
on the set K \ C given by
(T, u) 7→ Tu := t11u+ t12
t21u+ t22
for T =
(
t11 t12
t21 t22
) ∈ GL2(C).
Then S is invariant under this action:
Lemma 5.2.5. Let T ∈ GL2(C) and u ∈ K \ C. Then S(Tu) = S(u).
Proof. Let T =
(
t11 t12
t21 t22
)
. Set u∗ := Tu, y := t21u + t22, c := t21 (so y′ = cu′),
and d := t11t22 − t12t21 (so d ∈ C×). Then
u′∗ =
d
y2
u′, u′†∗ = u
′† − 2cu
′
y
,
hence
(u′†∗ )
′ = (u′†)′ + 2c2
(
u′
y
)2
− 2cu
′′
y
,
(u′†∗ )
2 = (u′†)2 + 4c2
(
u′
y
)2
− 4cu
′′
y
,
and thus S(u∗) = S(u). 
Lemma 5.2.6. Let y1, y2 ∈ K× be such that wr(y1, y2) ∈ C×. Then
u := y1/y2 /∈ C, 2 s(u†) = ω(2y†1) + ω(2y†2).
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Proof. Set c := wr(y1, y2), so c = y1y′2 − y′1y2 = −y1y2u† ∈ C× and hence u /∈ C
and u† = −c/(y1y2). Therefore u† = y†1 − y†2 and −u†† = y†1 + y†2, so
2 s(u†) = 2ω(−u††)− 2(u†)2
= −4((y†1)′ + (y†2)′)− 2(y†1 + y†2)2 − 2(y†1 − y†2)2
= −2(2(y†1)′ + 2(y†2)′)− (2y†1)2 − (2y†2)2,
and the lemma follows. 
We can use the function s to detect whether dimC kerA = 2:
Corollary 5.2.7. If y1, y2 ∈ kerA are C-linearly independent, then s(u†) = f for
u = y1/y2 ∈ K \ C. Conversely, if u ∈ K \ C, s(u†) = f , r ∈ K×, r† = 12u′†, then
y1 =
u
r and y2 =
1
r form a basis of the C-linear space kerA with y1/y2 = u.
Note that for u ∈ K \ C and r ∈ K×, we have: r† = 12u′† ⇐⇒ r2 ∈ C×u′.
Proof. For the first claim, let y1, y2 ∈ kerA be C-linearly independent, and set
w := wr(y1, y2), u := y1/y2. Then w′ = 0 by Lemma 4.1.17, so w ∈ C×, and thus
s(u†) = f using Lemma 5.2.6 and ω(2y†1) = ω(2y
†
2) = f . For the second claim, let
u ∈ K \ C, s(u†) = f , r ∈ K×, r† = 12u′†, and set y1 = ur and y2 = 1r . Then
2y†1 = 2u
† − u′† = −u†† + u†
and hence ω(2y†1) = s(u
†) = f ; also
2y†2 = −u′† = −u†† − u† = −(1/u)†† + (1/u)†,
so ω(2y†2) = s
(
(1/u)†
)
= s(−u†) = s(u†) = f . Thus A(y1) = A(y2) = 0. 
Corollary 5.2.8. Suppose (K×)† = K. Then
dimC kerA = 2 ⇐⇒ f ∈ s(K×).
If in addition K is 1-linearly surjective, then ω(K) = s(K×).
Proof. The first part follows from Corollary 5.2.7. Suppose now that K is also
1-linearly surjective. By the remark preceding Lemma 5.1.12, if A splits over K,
then dimC kerA = 2; this gives ω(K) = s(K×) by the first part. 
Corollary 5.2.9. Suppose (K×)† = K, and let u, u∗ ∈ K \ C. Then
s(u†) = s(u†∗) ⇐⇒ u∗ = Tu for some T ∈ GL2(C).
Proof. The forward direction is a consequence of Corollary 5.2.7, and the back-
ward direction follows from Lemma 5.2.5. 
The function σ. We now assume that −1 is not a square in K, and work in the
differential field extension K[i] (i2 = −1) of K. Note that for a, b ∈ K we have
A(a+ bi) = A(a) +A(b)i,
so if the equation A(y) = 0 has a nonzero solution in K[i], then it has a nonzero
solution in K. Thus
ω
(
2(K[i]×)†
) ∩K = ω(2(K×)†),
and by Corollary 5.2.8:
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Corollary 5.2.10. Suppose K is 1-linearly surjective and (K×)† = K, and let
d := dimC kerA. Then either d = 0 or d = 2, and d also equals the C[i]-vector
space dimension of the kernel of A viewed as an element of K[i][∂].
Consider now also the function σ : K× → K defined by
σ(y) := s(yi) = ω(z + yi) = ω(z) + y2 where z = −y†.
If f = σ(y) with y ∈ K×, and z = −y†, then A factors over K[i] as
A = 4
(
∂ +
z + yi
2
)(
∂ − z + yi
2
)
.
Note also that σ(y) = σ(−y) for y ∈ K×. For a, b ∈ K we have
ω(a+ bi) = ω(a) + b2 − 2(ab+ b′)i,
so if b 6= 0, then: ω(a+ bi) ∈ K ⇔ a = −b†. Hence
ω
(
K[i]
) ∩K = ω(K) ∪ σ(K×),
and thus
(5.2.1) A splits over K[i] ⇐⇒ f ∈ ω(K) ∪ σ(K×).
Suppose that A splits over K[i]. Then f ∈ ω(K) or f ∈ σ(K×). We now indicate
a differential field extension L of K such that kerLA has dimension 2 as a vector
space over CL, and we specify a basis for this vector space.
Case 1: f ∈ ω(K). Let z ∈ K be such that f = ω(z). Take a nonzero element y1
in a differential field extension of K with 2y†1 = z, and next an element y2 of a
differential field extension of K〈y1〉 = K(y1) with y′2 − (z/2)y2 = 1/y1. Then L :=
K〈y1, y2〉 = K(y1, y2) is a differential field extension of K such that y1, y2 ∈ kerLA,
and wr(y1, y2) = y1y′2 − y′1y2 = 1. So L is as promised, with y1, y2 as a basis of
the vector space kerLA over CL. Note that if (K×)† = K and K is 1-linearly
surjective, then we can take y1, y2 ∈ K, so that L = K.
Case 2: f ∈ σ(K×). Let y ∈ K× satisfy σ(y) = f . First take an element r in a
field extension of K[i] with r2 = y, and next an element e(y) 6= 0 in a differential
field extension of K[i, r] such that e(y)† = 12yi. Thinking of e(y) as exp(
1
2 i
∫
y), set
e(−y) := e(y)−1, y1 := e(y)
r
, y2 :=
e(−y)
r
, L := K[i]〈y1, y2〉.
Then 2y†1 = −y† + yi and 2y†2 = −y† − yi, so L = K[i](y1, y2) and
ω(2y†1) = σ(y) = σ(−y) = ω(2y†2) = f.
Also (y1/y2)† = y
†
1−y†2 = yi 6= 0, so y1, y2 are linearly independent over CL. Thus L
is as we promised, with y1, y2 as a basis of the vector space kerLA over CL.
Application to linear differential operators with constant coefficients.
In this subsection we assume that C is real closed, and that i is an element of a
differential field extension of K with i2 = −1. We have
ω(C) =
{−c2 : c ∈ C} = C6, σ(C×) = {c2 : c ∈ C×} = C>,
so C = ω(C) ∪ σ(C×). Hence if f ∈ C, then A splits over K[i], by (5.2.1). For the
next lemma, recall the definition of m(B) for B ∈ C[∂] 6= from Section 5.1.
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Lemma 5.2.11. Suppose K is 1-linearly surjective, (K×)† = K, and ω(K) ∩ C ⊆
C6. Let B ∈ C[∂] 6=. Then dimC kerB = m(B).
Proof. We have m(B) 6 dimC kerB by (5.1.4). To show dimC kerB 6 m(B), we
can assume B is monic of order > 1. Then Proposition 3.5.7(i) yields B = B1 · · ·Bn
(n > 1), with Bi ∈ C[∂] monic of order 1 or 2 for i = 1, . . . , n. Hence
m(B) = m(B1) + · · ·+m(Bn), dimC kerB 6 dimC kerB1+ · · ·+dimC kerBn.
This gives a reduction to the case that B has order 1 or 2. If order(B) = 1
then kerB 6= {0} (since (K×)† = K), so dimC kerB = 1 = m(B). Suppose
order(B) = 2, say B = ∂2 + b∂ + c with b, c ∈ C. Put B˜ := ∂2 + (c − b24 ); then
dimC kerB = dimC ker B˜; see Lemma 5.1.13 and the example following it. Also
m(B) = m(B˜). So replacing B by B˜ we arrange b = 0. Then m(B) = 0 if c > 0
and m(B) = 2 if c 6 0. By Corollary 5.2.10 applied to A = 4B we either have
dimC kerB = 0 or dimC kerB = 2. From (K×)† = K and ω(K) ∩ C = C6, we get
dimC kerB > 1 ⇐⇒ 4c ∈ ω(K) ⇐⇒ c 6 0,
and this yields dimC kerB = m(B). 
Notes and comments. The Schwarzian derivative plays a role in the analytic
theory of linear differential equations, where versions of Corollaries 5.2.7 and 5.2.9
are well-known; see [185, Chapter 10].
5.3. Diagonalization of Matrices
Given a differential field K, the ring K[∂] is euclidean as defined below. Here we
establish a basic result about matrices over any euclidean ring. In the next section
we use this to reduce a system of linear differential equations in several unknowns
to several linear differential equations in one unknown. Throughout this section R
is a (possibly non-commutative) ring with 1 6= 0 and we let a, b, c range over R.
We say that R is a domain if for all a, b, if ab = 0, then a = 0 or b = 0.
Total divisibility. We say that a totally divides b (notation: a‖b) if Rb ⊆ aR
and bR ⊆ Ra (and thus RbR ⊆ aR ∩Ra). Note:
(1) a‖0,
(2) 0‖b⇐⇒ b = 0,
(3) a‖a⇐⇒ aR = Ra,
(4) a‖b & b‖c⇒ a‖c,
(5) if a is a unit of R, then a‖b for all b, and
(6) given a the set {b : a‖b} is a (two-sided) ideal of R.
The ring R is said to be simple if the only (two-sided) ideals of R are {0} and R.
If R is simple and a‖b, then b = 0 or a ∈ R×.
Degree functions. Addition on N and the usual ordering on N are extended as
usual to N ∪ {−∞}. A degree function on R is a map d: R → N ∪ {−∞} such
that for all a, b,
(D1) d(a) = −∞⇐⇒ a = 0;
(D2) d(−a) = d(a);
(D3) d(a+ b) 6 max{d(a), d(b)}; and
(D4) d(ab) = d(a) + d(b).
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Let d be a degree function on R. Then d(1) = 0 by (D1) and (D4). It follows from
(D1), (D2), (D3) that d(a+b) = max
{
d(a), d(b)
}
if d(a) 6= d(b). By (D1) and (D4)
the set R 6= is closed under multiplication, so R is a domain.
Euclidean rings. Let d be a degree function on R. Note that then for all a, b
with a 6= 0, there is at most one pair (q, r) ∈ R2 with b = qa+ r and d(r) < d(a),
and also at most one pair (q∗, r∗) ∈ R2 with b = aq∗+ r∗ and d(r∗) < d(a). We say
that R is left euclidean with respect to d if for all a, b, a 6= 0, there is q ∈ R
with d(b − qa) < d(a); similarly, R is right euclidean with respect to d if for
all a, b, a 6= 0, there is q∗ ∈ R with d(b− aq∗) < d(a). We say that R is euclidean
with respect to d if it is both left and right euclidean with respect to d. Note
that if R is euclidean with respect to d, then R× =
{
a : d(a) = 0
}
.
If R is a domain, we call a irreducible (in R) if a /∈ R×, and there are no
a1, a2 ∈ R \ R× with a = a1a2. Note that if a is irreducible in the domain R,
then a 6= 0, and au, ua are also irreducible for u ∈ R×. Call R euclidean if it
is euclidean with respect to some degree function on R. If R is euclidean, then R
is a domain, every nonzero element of R \ R× equals a1 · · ·an for some n > 1 and
irreducible a1, . . . , an in R, every left ideal of R is principal (of the form Ra), and
every right ideal of R is principal (of the form aR).
Lemma 5.3.1. Suppose every left ideal of R is principal. Then every submodule M
of the left R-module Rn is generated by n elements.
Proof. The case n = 0 holds trivially, so suppose n > 1, and identify Rn−1 with
Rn−1×{0} ⊆ Rn in the natural way. Inductively, the moduleM∩Rn−1 is generated
by elements b1, . . . , bn−1. Let e := (0, . . . , 0, 1) ∈ Rn, and consider the left ideal
I := {a ∈ R : ae ∈ M + Rn−1} of R. Let a ∈ R with I = Ra, and pick bn ∈ M
with ae ∈ bn +Rn−1. Then b1, . . . , bn generate M . 
Ore domains. A right Ore domain is a domain R such that for all a, b ∈ R 6=
we have aR ∩ bR 6= {0}. A left Ore domain is defined similarly. If R is both a
left and right Ore domain, then R is called an Ore domain. (For example, every
integral domain is an Ore domain.) Call R right noetherian if every right ideal
of R is finitely generated (as a right R-module); likewise with left instead of right.
Lemma 5.3.2. Let R be a right noetherian domain. Then R is a right Ore domain.
Proof. Let a, b ∈ R 6=. Since the right ideal of R generated by the amb is finitely
generated, we have n such that an+1b =
∑n
i=0 a
ibci with c0, . . . , cn ∈ R. By
canceling some power am with m 6 n on both sides we arrange c0 6= 0. Then
0 6= bc0 = an+1b−
n∑
i=1
aibci ∈ aR ∩ bR,
as desired. 
Similarly, every left noetherian domain is left Ore. In particular, every euclidean
ring is an Ore domain.
Now let R be a left Ore domain and M an R-module. Then
Mtor :=
{
x ∈M : ax = 0 for some a ∈ R 6=}
is a submodule of M : for x, y ∈ Mtor, take a, b ∈ R 6= with ax = by = 0; take
r, s, t ∈ R with ra = sb = t 6= 0; then t(x + y) = rax + sby = 0, so x + y ∈ Mtor;
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it follows likewise that if x ∈ Mtor and a ∈ R, then ax ∈ Mtor. We call Mtor the
torsion submodule of M . Call M a torsion module if Mtor =M and torsion-
free if Mtor = {0}. So Mtor is a torsion module and M/Mtor is torsion-free.
Diagonalization. In this subsection R is euclidean and m,n > 1. When m, n are
clear from the context, we let 0 denote the zero element of the additive group Rm×n
of m× n matrices over R. For m = n we denote the multiplicative group of units
of the ring Rn×n by GLn(R). An m × n matrix A = (aij) over R is said to be
diagonal if aij = 0 for all i ∈ {1, . . . ,m} and j ∈ {1, . . . , n} with i 6= j. Given
m × n matrices A and B over R, we say that A and B are equivalent (over R)
if there are P ∈ GLm(R) and Q ∈ GLn(R) with A = PBQ; in symbols: A ∼ B.
Clearly ∼ is an equivalence relation on the set of m× n matrices over R, with the
equivalence class of 0 being {0}. We are going to show that every matrix over a
euclidean ring is equivalent to a diagonal matrix; more precisely:
Theorem 5.3.3. Every m × n matrix over R is equivalent to a diagonal m × n
matrix D = (dij) over R such that dii‖djj for 1 6 i < j 6 min{m,n}.
The proof involves row operations on an m× n matrix A over R:
(R1) interchange two rows;
(R2) add a left multiple of the ith row to the jth row (i 6= j);
(R3) multiply a row on the left by a unit of R.
If B arises from A by applying one of the operations (R1)–(R3), then B = PA for
some P ∈ GLm(R), so A ∼ B. We also have column operations on A:
(C1) interchange two columns;
(C2) add a right multiple of the ith column to the jth column (i 6= j);
(C3) multiply a column on the right by a unit of R.
If B arises from A by applying one of the operations (C1)–(C3), then B = AQ for
some Q ∈ GLn(R), hence A ∼ B.
We fix a degree function d on R with respect to which R is euclidean. Given an
m×n matrix A = (aij) over R, let d(A) be the minimum of the d(aij) with aij 6= 0
if A 6= 0, and d(A) := −∞ if A = 0.
Lemma 5.3.4. Let A = ( a 00 b ) where a, b ∈ R, a 6= 0, and suppose d(a) 6 d(B) for
all 2× 2 matrices B over R with A ∼ B. Then a‖b.
Proof. Let c ∈ R, and take q, r ∈ R with bc = qa + r and d(r) < d(a). First
applying the operation (R2) and then (C2) we see that A ∼ ( a 0r b ), hence r = 0.
This shows bR ⊆ Ra. Similarly one obtains Rb ⊆ aR. 
Towards the proof of Theorem 5.3.3, consider an m× n matrix A over R.
Claim: A is equivalent to a diagonal matrix D over R with d(D) 6 d(A).
Proof of Claim. Set k := min{m,n} ∈ N>1 and d := d(A) ∈ N ∪ {−∞}. We
order the set N>1 × (N ∪ {−∞}) lexicographically and prove the claim by induction
on (k, d). If A = 0, then the claim holds trivially, so assume A 6= 0. Applying the
operations (R1) and (C1) we first replace A by an equivalentm×n matrix, without
changing (k, d), to reduce to the case that d(a11) = d. Now using (R2) and (C2)
and euclidean division by a11, we see that A ∼ B where B = (bij) is an m × n
matrix over R with b11 = a11 (hence d(B) 6 d) and d(bi1) < d(a11) for i = 2, . . . ,m
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and d(b1j) < d(a11) for j = 2, . . . , n. If m > 1 and bi1 6= 0 for some i ∈ {2, . . . ,m},
then d(B) < d(a11) = d, and we can apply the inductive hypothesis to B. Similarly,
if n > 1 and b1j 6= 0 for some j ∈ {2, . . . , n}, then d(B) < d(A), and the inductive
hypothesis applies to B. Thus we may assume bi1 = 0 for all i ∈ {2, . . . ,m} and
b1j = 0 for all j ∈ {2, . . . , n}. If k = 1, then B is already diagonal, so suppose k > 1.
Then we have an (m− 1)× (n− 1) matrix B′ over R such that
B =

a11
B′
 .
The claim now follows by applying the inductive hypothesis to B′. 
Proof of Theorem 5.3.3. Let A be an m×n matrix over R. To show that A is
equivalent over R to a diagonal matrix as in Theorem 5.3.3, we can assume A 6= 0.
The claim gives a diagonal matrix D = (dij) over R with A ∼ D and d(D) 6 d(B)
for all m × n matrices B over R with A ∼ B. By applying the operations (R1)
and (C1) to D we arrange d(D) = d(d11). Set k := min{m,n}. We are done
if k = 1, so assume k > 1. By Lemma 5.3.4 and the minimality of d(D) we have
d11‖dii for i = 2, . . . , k. We can assume inductively that the (m−1)×(n−1)-matrix
(dij)i,j>2 is equivalent to a diagonal matrix as in Theorem 5.3.3, the entries of which
will then be in the (two-sided) ideal of R generated by the dii with i = 2, . . . , k,
and so d11 totally divides each of those entries. 
Corollary 5.3.5. Suppose R is simple. Let A 6= 0 be an m × n matrix over R,
and k := min{m,n}. Then A is equivalent to a diagonal m × n matrix D = (dij)
over R such that for some r ∈ {1, . . . , k} we have
d11 = · · · = dr−1,r−1 = 1, drr 6= 0, dr+1,r+1 = · · · = dkk = 0.
Proof. Theorem 5.3.3 gives a diagonalm×n matrix B = (bij) over R with A ∼ B
and bii‖bjj for 1 6 i < j 6 k. Since A 6= 0, we have brr 6= 0 for some r ∈ {1, . . . , k};
take r maximal with this property. For i ∈ {1, . . . , r − 1} we have bii‖brr, and so
bii is a unit of R (as R is simple). Now use (R3). 
The next result is an application of Theorem 5.3.3 to finitely generated modules
over euclidean rings. Here and below, module means left module.
Corollary 5.3.6. Let M be a finitely generated R-module. Then
M ∼= (R/Rd1)⊕ · · · ⊕ (R/Rdr)⊕Rs
where d1, . . . , dr ∈ R 6=, r, s ∈ N, and d1‖d2‖ · · · ‖dr. If R is simple, then
M ∼= (R/Rd)⊕Rs (d ∈ R 6=, s ∈ N).
Proof. Take n > 1 and a surjective R-linear map Rn →M . If the kernel is trivial,
then the above holds with r = 0, s = n (and d = 1 for simple R). Assume the
kernel is not trivial. Then Lemma 5.3.1 yields an m > 1 and an m × n matrix A
over R such that M ∼= Rn/N where N = {yA : y ∈ Rm} and the elements of Rm
and Rn are viewed as row vectors. Applying Theorem 5.3.3 and Corollary 5.3.5
to A yields the desired result with r + s = n. 
Hence a finitely generated R-module M is torsion-free iff M ∼= Rn for some n.
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Independence and rank. Let R be a euclidean domain, and let M range over
R-modules. We refer to the Conventions and Notations in the beginning of this
volume for the terminology in dealing with linear (in)dependence over R.
Let m,n > 1 and let A = (aij) be an m×n matrix over R. We say that the rows
of A are R-independent if A1, . . . , Am are R-independent, where Ai = (ai1, . . . , ain)
is the ith row, considered as a vector of the (left) R-module Rn. For r1, . . . , rm ∈ R
we may view (r1, . . . , rm) as a 1×m matrix over R, and so
r1A1 + · · ·+ rmAm = (r1, . . . , rm)A.
Therefore, if the rows of A are R-independent and A ∼ B for the m× n matrix B
over R, then the rows of B are R-independent. Suppose A ∼ D, where D = (dij) is
a diagonal m× n matrix over R. Then the rows of A are R-independent iff m 6 n
and dii 6= 0 for i = 1, . . . ,m. For R-linear f : Rm → Rn this yields:
Corollary 5.3.7. If f is injective, then m 6 n.
Proof. Let e1, . . . , em be the usual basis vectors of Rm. Assume f is injective.
Let A be the m × n matrix with ith row Ai := f(ei). Then the rows of A are
R-independent, so m 6 n by Theorem 5.3.3 and the remarks above. 
Corollary 5.3.8. If f is surjective, then m > n.
Proof. Let e1, . . . , en be the usual basis vectors of Rn. Assume f is surjective.
Take bj ∈ Rm with f(bj) = ej for j = 1, . . . , n. Then Rn ∼= Rb1 + · · ·+Rbn ⊆ Rm,
so n 6 m by Corollary 5.3.7. 
Of course these two corollaries also hold for m = 0 or n = 0, which we allow below.
By these two corollaries, if Rm ∼= Rn as R-modules, thenm = n. So for each finitely
generated free R-module M we may define the rank of M to be the unique n such
that M ∼= Rn; in this case,
rankM = largest m such that there are R-independent x1, . . . , xm ∈M
= least m such that M is generated by some x1, . . . , xm ∈M.
Now letM be any finitely generated R-module. Then the finitely generated torsion-
free R-module M/Mtor is free, and we set rank(M) := rank(M/Mtor); thus M is a
torsion module iff rank(M) = 0. Also,
rankM = largest m such that there are R-independent x1, . . . , xm ∈M.
Clearly if M , N are finitely generated R-modules, then
rank(M ⊕N) = rank(M) + rank(N).
In fact, the next lemma shows that M 7→ rank(M), for finitely generated M , is a
Z-valued Euler-Poincaré map on R-modules in the sense of Section 1.2.
Lemma 5.3.9. Let an exact sequence of R-modules and R-linear maps be given:
0 −→ K ι−−→M π−−→ N −→ 0.
IfM is finitely generated, then so areK and N , and rank(M) = rank(K)+rank(N).
Proof. Suppose M is finitely generated. Then N is finitely generated, and by
Lemma 5.3.1, so is K. To prove the rank formula, assume until further notice
that N is a torsion module. Suppose x1, . . . , xm ∈M are R-independent. We have
r1, . . . , rm ∈ R 6= with r1x1, . . . , rmxm ∈ kerπ = ι(K), and as r1x1, . . . , rmxm are
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also R-independent, we get m 6 rank(K). This shows rank(M) 6 rank(K). It is
obvious that rank(K) 6 rank(M), and so the two ranks are equal.
We now drop the assumption that N is a torsion module. The canonical
map ν : N → N/Ntor yields the R-linear surjection ν ◦ π : M → N/Ntor with kernel
M1 := π
−1(Ntor). Since the R-module N/Ntor is free, we haveM ∼=M1⊕(N/Ntor),
so rank(M) = rank(M1) + rank(N). We have an exact sequence
0 −→ K ι−−→M1 π|M1−−−−→ Ntor −→ 0
and so rank(K) = rank(M1) by what we showed before. 
Corollary 5.3.10. Suppose M is generated by elements x1, . . . , xn, and m 6 n
is such that x1, . . . , xm are R-independent and x1, . . . , xm, xj are R-dependent for
all j with m < j 6 n. Then rank(M) = m.
Proof. Let K := Rx1+ · · ·+Rxm. Then M/K is a torsion module and K ∼= Rm,
so rank(K) = m. Now use Lemma 5.3.9. 
Notes and comments. Lemma 5.3.2 is due to Goldie [149]. Theorem 5.3.3 for
R = Z was proved by Smith [427]. The version here, for euclidean R, is due to
Wedderburn [460] and Jacobson [202]; our presentation follows [86, Section 1.4].
5.4. Systems of Linear Differential Equations
In this section K is a differential field. We apply the previous section to R = K[∂].
The ring K[∂] is euclidean with respect to the degree function d on K[∂] given by
d(A) := order(A). By Corollary 5.1.5, if C 6= K, then K[∂] is simple.
Inhomogeneous equations. In this subsection, R = K[∂]. Let m,n > 1, and
let A be an m × n matrix over R. Given a column vector f = (f1, . . . , fn)t ∈ Kn
we let A(f) be the column vector in Km with ith entry
n∑
j=1
Aij(fj) (i = 1, . . . ,m),
not to be confused with the matrix product Af ∈ Rm that has ith entry∑nj=1 Aijfj.
The map f 7→ A(f) : Kn → Km is C-linear. It is easy to check that if B is an n×p
matrix over R with p ∈ N>1, and g = (g1, . . . , gp)t ∈ Kp, then (AB)(g) = A
(
B(g)
)
.
For the n× n identity matrix I over R we have I(f) = f for all f ∈ Kn.
Let a = (a1, . . . , am)t ∈ Km be a column vector. The pair (A, a) gives rise to a
system A(y) = a of linear differential equations over K. A solution in K to this
system is a column vector f = (f1, . . . , fn)t ∈ Kn such that A(f) = a. We say that
the system A(y) = a is R-consistent if for every row vector r = (r1, . . . , rm) ∈ Rm
such that rA = 0 (a matrix product) we have r(a) = 0, where
r(a) := r1(a1) + · · ·+ rm(am).
If A(y) = a has a solution in K, then A(y) = a is clearly R-consistent.
We can increase m while keeping n fixed by adding extra zero rows to A and extra
zero entries to a; in this way we can arrange that m > n. Such a change in A, a
does not change the solutions to the system in K nor its R-consistency status. So
we assume below that m > n.
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Using Theorem 5.3.3, take P ∈ GLm(R) and Q ∈ GLn(R) such that PAQ is
diagonal, and set b = P (a) ∈ Km. Then each column z ∈ Kn with (PAQ)(z) = b
yields a column y = Q(z) ∈ Kn with A(y) = a; this gives a bijective correspondence
z 7→ Q(z) between the solutions of (PAQ)(z) = b inK and the solutions of A(y) = a
in K. It is also easy to see that A(y) = a is R-consistent iff (PAQ)(z) = b is R-
consistent. Put Bi = (PAQ)ii ∈ R for i = 1, . . . , n. Then the system (PAQ)(z) = b
with z = (z1, . . . , zn)t ∈ Kn takes the form
B1(z1) = b1, . . . , Bn(zn) = bn, 0 = bi for n < i 6 m,
that is, (PAQ)(z) = b has no solution in K if bi 6= 0 for some i with n < i 6 m,
and otherwise its solutions are the columns z ∈ Kn such that
B1(z1) = b1, . . . , Bn(zn) = bn.
The system (PAQ)(z) = b is R-consistent if and only if for all r1, . . . , rm ∈ R
with r1B1 = · · · = rnBn = 0 we have r1(b1) + · · · + rm(bm) = 0, which in turn
is equivalent to bi = 0 for all i ∈ {1, . . . , n} with Bi = 0, and bi = 0 for all
i ∈ {n+ 1, . . . ,m}. Thus:
Lemma 5.4.1. If K is linearly surjective and a system A(y) = a as above is R-con-
sistent, then it has a solution in K.
Next we consider a more common way of presenting a system of linear differential
equations, namely as a matrix differential equation y′ = Ay + b where A is an
n× n matrix over K (not over K[∂] as above), with n > 1, and b = (b1, . . . , bn)t ∈
Kn is a given column vector. A solution of this equation in K is a column f =
(f1, . . . , fn)
t ∈ Kn such that f ′ = Af + b where f ′ := (f ′1, . . . , f ′n)t ∈ Kn. Let such
an equation y′ = Ay + b be given. Define the n × n-matrix B over R = K[∂] by
Bij := −Aij for i 6= j and Bii := ∂ − Aii. Then the equation y′ = Ay + b has
clearly the same solutions in K as the system B(y) = b. We claim that the system
B(y) = b is automatically R-consistent. To see why, let r = (r1, . . . , rn) ∈ Rn be a
row vector and rB = 0 in Rn. Then rj∂ = rAj for j = 1, . . . , n where Aj is the jth
column of A. Hence r1 = · · · = rn = 0, since otherwise an equality rj∂ = rAj with
nonzero rj of highest order gives a contradiction. This proves our claim.
Corollary 5.4.2. If K is linearly surjective, then each matrix differential equation
y′ = Ay + b over K as above has a solution in K.
Let n > 1, a1, . . . , an ∈ K, L = ∂n + a1∂n−1 + · · · + an ∈ K[∂], and b ∈ K. The
solutions of the equation L(z) = b in K are the f ∈ K such that L(f) = b. Setting
y0 := z, this equation is equivalent to the system
(∗) y′0 = y1, . . . , y′n−2 = yn−1, y′n−1 = −(a1yn−1 + · · ·+ any0) + b
in the unknowns y0, . . . , yn−1, in the sense that z 7→ (z, z′, . . . , z(n−1)) maps the set
of solutions inK of L(z) = b bijectively onto the set of solutions (y0, . . . , yn−1) ∈ Kn
of (∗). The system (∗) can be written as a matrix equation y′ = ALy+(0, . . . , 0, b)t
where AL is the n× n matrix
AL :=

0 1 0 · · · 0
0 0 1 · · · 0
...
...
...
. . .
...
0 0 0 · · · 1
−an −an−1 −an−2 · · · −a1

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over K, called the companion matrix of L. Thus the converse of Corollary 5.4.2
is also valid. We can now derive:
Corollary 5.4.3. Suppose K is linearly surjective and E is a differential field
extension of K and algebraic over K. Then E is linearly surjective.
Proof. Let n > 1, let A be an n× n matrix over E, and b ∈ En a column vector.
We have to show that the matrix equation y′ = Ay + b has a solution in E. The
entries of A and b lie in a finite degree extension of K inside E, so we can arrange
that E is of finite degree over K, say with basis e1, . . . , em over K. Writing the e′i,
the eiej , and the entries of A and b as K-linear combinations of e1, . . . , em and
making the substitution
yj = zj1e1 + · · ·+ zjmem (j = 1, . . . , n),
one obtains an mn ×mn matrix A⋄ over K and a column vector b⋄ ∈ Kmn such
that any solution of the matrix equation z′ = A⋄z + b⋄ in K yields a solution of
y′ = Ay + b in E. 
Independence and finite-dimensionality. Let n > 1 and let Y = (Y1, . . . , Yn)
be a tuple of distinct differential indeterminates. Throughout, r ranges over N.
Let K[∂]n be the (left) K[∂]-module of row vectors (L1, . . . , Ln) with components
Lj ∈ K[∂], and L(L1, . . . , Ln) = (LL1, . . . , LLn) for L ∈ K[∂]. In order to relate
homogeneous differential polynomials in K{Y } of degree 1 to vectors in K[∂]n we
consider the K-linear space
K{Y }1 :=
n∑
j=1
∑
r
KY
(r)
j
of homogeneous differential polynomials in K{Y } of degree 1, and the K-linear
bijection
A 7→ A∂ := (A∂1, . . . , A∂n) : K{Y }1 → K[∂]n
of (left) K-linear spaces, such that for A =
∑n
j=1
∑
r ajrY
(r)
j , all ajr ∈ K, we have
A∂j :=
∑
r ajr∂
r ∈ K[∂] for j = 1, . . . , n. Let A ∈ K{Y }1. Then clearly
A(y) =
n∑
j=1
A∂j(yj) for y = (y1, . . . , yn) ∈ Kn.
Also A′ ∈ K{Y }1 and (A′)∂ = ∂A∂ in the (left) K[∂]-module K[∂]n, and so (A(r))∂ =
∂rA∂ by induction on r. Thus for A1, . . . , Am ∈ K{Y }1 the following are equivalent:
(1) the family
(
A
(r)
i
)
(i = 1, . . . ,m, r = 0, 1, . . . ) is linearly dependent over K;
(2) there exist L1, . . . , Lm ∈ K[∂], not all equal to 0, such that
L1A
∂
1 + · · ·+ LmA∂m = 0,
that is, A∂1, . . . , A
∂
m are K[∂]-dependent as defined in the previous section.
If these conditions are satisfied we say that A1, . . . , Am are d-dependent; if not, we
say that A1, . . . , Am are d-independent. (We might add over K, but if A1, . . . , Am
are d-independent over K, then A1, . . . , Am are d-independent over any differential
field extension.) If A1, . . . , Am are d-independent, then m 6 n by Section 5.3.
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Let A1, . . . , Am ∈ K{Y }1 be given, where m > 1. The above K-linear bijection
K{Y }1 → K[∂]n maps Ai for i = 1, . . . ,m to the vector
(A∂i,1, . . . , A
∂
i,n) ∈ K[∂]n,
which we take as the ith row of the m× n matrix A∂ = (A∂i,j) over K[∂]. For this
matrix and y = (y1, . . . , yn)t ∈ Kn we have(
A1(y), . . . , Am(y)
)t
= A∂(y).
Consider the case m = n, so we are given A1, . . . , An ∈ K{Y }1. Let A∂ be the
corresponding n× n matrix over K[∂]. The zero set
Z(A1, . . . , An) :=
{
y ∈ Kn : A1(y) = · · · = An(y) = 0
}
=
{
y ∈ Kn : A∂(y) = 0}
is a C-linear subspace of Kn. When is it finite-dimensional?
Lemma 5.4.4. Assume K 6= C. Then the vector space Z(A1, . . . , An) over C
is finite-dimensional iff A1, . . . , An are d-independent. If A1, . . . , An are d-inde-
pendent and K is linearly surjective, then for every a ∈ Kn there is a y ∈ Kn
with A(y) = a.
Proof. Take P,Q ∈ GLn
(
K[∂]
)
such that PA∂Q = D is diagonal. The C-linear
bijection z 7→ Q(z) : Kn → Kn maps the C-linear space {z ∈ Kn : D(z) = 0} onto
the C-linear space
{
y ∈ Kn : A∂(y) = 0}. Thus the latter vector space over C
is finite-dimensional iff Dii 6= 0 for i = 1, . . . , n, which in turn is equivalent to
A1, . . . , An being d-independent, using the equivalence of (1) and (2) above. The
last claim of the lemma now follows because if K is linearly surjective and Dii 6= 0
for i = 1, . . . , n, then there is for every b ∈ Kn a z ∈ Kn with D(z) = b. 
Corollary 5.4.5. Let A1, . . . , An ∈ K{Y }1 be d-independent and b1, . . . , bn ∈ K.
Let L be a differential field extension of K and let y = (y1, . . . , yn)
t ∈ Ln be such
that Ai(y) = bi for i = 1, . . . , n. Then y1, . . . , yn are linear over K.
Proof. Take P,Q ∈ GLn(K[∂]) such that PA∂Q = D is diagonal. Then Dii 6= 0
for i = 1, . . . , n and for z = (z1, . . . , zn)t := Q−1(y) we have D(z) = P (b). Hence
each zi is linear overK, and thus the components of y = Q(z) are linear overK. 
Note that we have an isomorphism
A = (A1, . . . , Am) 7→ A∂ : K{Y }m1 → K[∂]m×n
of left K-modules. Let A = (A1, . . . , Am) ∈ K{Y }m1 , and recall that then
A∂(y) =
(
A1(y), . . . , Am(y)
)t
for all y = (y1, . . . , yn)t ∈ Kn. Also let a tuple B = (B1, . . . , Bn) ∈ K{Z}n1 be
given, with Z = (Z1, . . . , Zp) a tuple of p distinct indeterminates, p > 1, and let B∂
be the corresponding n× p matrix over K[∂]. Substituting Bj for Yj in A yields(
A1
(
B1(Z), . . . , Bn(Z)
)
, . . . , Am
(
B1(Z), . . . , Bn(Z)
)) ∈ K{Z}m1
whose corresponding m× p matrix over K[∂] is A∂B∂, as is easily verified.
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Now let L be a differential field extension of K such that [L : K] = n. Let b1, . . . , bn
be a basis of L as a vector space over K. Let X be a new differential indeterminate,
and Y = (Y1, . . . , Yn) be as before. Let A = A(X) ∈ L{X}1. Then
A(b1Y1 + · · ·+ bnYn) = A1(Y )b1 + · · ·+An(Y )bn ∈ L{Y }1
with uniquely determined A1, . . . , An ∈ K{Y }1. We now have:
Lemma 5.4.6. If K 6= C and A 6= 0, then A1, . . . , An are d-independent.
Proof. The K-linear map
y = (y1, . . . , yn) 7→ b1y1 + · · ·+ bnyn : Kn → L
maps Z(A1, . . . , An) ⊆ Kn bijectively onto Z(A) ⊆ L. If A 6= 0, then Z(A)
has finite dimension as a vector space over CL, and so Z(A1, . . . , An) has finite
dimension as a vector space over C in view of [CL : C] 6 n. Thus the desired result
follows, in view of Lemma 5.4.4. 
Let P ∈ K{Y }. The homogeneous part of P of degree 1 is
P1 :=
n∑
j=1
(∑
r
∂P
∂Y
(r)
j
(0)Y
(r)
j
)
∈ K{Y }1.
Note that (P1)′ = (P ′)1. Let y = (y1, . . . , yn) ∈ Kn. We set
P+y := P (y + Y ) = P (y1 + Y1, . . . , yn + Yn) ∈ K{Y }
and we note that (P+y)′ = (P ′)+y, and
(P+y)1 =
n∑
j=1
(∑
r
∂P
∂Y
(r)
j
(y)Y
(r)
j
)
.
Let P1, . . . , Pm ∈ K{Y } and y ∈ Kn. Then we say that P1, . . . , Pm are d-
dependent at y if (P1,+y)1, . . . , (Pm,+y)1 are d-dependent, and d-independent
at y otherwise. Note that if L is a differential field extension ofK, then P1, . . . , Pm
are d-dependent at y with respect to K iff they are d-dependent at y with respect
to L. If P1, . . . , Pm are d-independent at some point of Kn, then m 6 n.
The following lemma gives a simple sufficient condition for d-independence. First,
for P ∈ K{Y } and ~r = (r1, . . . , rn) ∈ Nn we say that P has order at most ~r
if P ∈ K[Y (r)j : 1 6 j 6 n, 0 6 r 6 rj]. Thus if A ∈ K{Y }1 has order at
most ~r ∈ Nn, then A =∑nj=1 (∑rjr=0 ajrY (r)j ) with all ajr = ∂A/∂Y (r)j ∈ K.
Lemma 5.4.7. Let ~r = (r1, . . . , rn) ∈ Nn, and assume A1, . . . , Am ∈ K{Y }1 have
order at most ~r and the m × n matrix (∂Ai/∂Y (rj)j ) over K has rank m. Then
A1, . . . , Am are d-independent.
Proof. Suppose not. Take s ∈ N minimal such that (A(r)i )16i6m, 06r6s is linearly
dependent over K. Take fir ∈ K for 1 6 i 6 m and 0 6 r 6 s such that fis 6= 0 for
some i and
∑
i,r firA
(r)
i = 0. Now A
(r)
i has order at most (r1 + r, . . . , rn + r) and
∂A
(r)
i
/
∂Y
(rj+r)
j = ∂Ai
/
∂Y
(rj)
j . Comparing coefficients of Y
(rj+s)
j yields
f1s
(
∂A1
/
∂Y
(rj)
j
)
+ · · ·+ fms
(
∂Am
/
∂Y
(rj)
j
)
= 0 (j = 1, . . . , n),
so
(
∂Ai
/
∂Y
(rj)
j
)
has rank < m. 
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We cannot reverse Lemma 5.4.7: take m = n = 2, ~r = (1, 1) and A1 := Y ′1 + Y
′
2 ,
A2 := Y1; then A1, A2 are d-independent, but
(
∂Ai
/
∂Y ′j
)
has only rank 1.
Homogeneous equations. In this subsection we let n > 1.
Notation. Let R be a differential ring. For an n× n matrix A = (aij) over R we
set A′ := (a′ij). Then A 7→ A′ is a derivation on the ring of n× n matrices over R:
(A+B)′ = A′ +B′, (AB)′ = A′B +AB′ for n× n matrices A, B over R,
and also (At)′ = (A′)t for such A. For A ∈ GLn(R) we have (A−1)′ = −A−1A′A−1.
For a column vector f = (f1, . . . , fn)t ∈ Rn we set f ′ = (f ′1, . . . , f ′n)t. Then
(Af)′ = A′f +Af ′ for column vectors f ∈ Rn and n× n matrices A over R.
Let A be an n× n matrix over K. Given a differential ring extension R of K, the
solutions to the matrix differential equation y′ = Ay form a CR-submodule of Rn,
which we denote by solR(A); we also set sol(A) := solK(A).
Lemma 5.4.8. If f1, . . . , fr ∈ sol(A) are K-linearly dependent, then f1, . . . , fr are
C-linearly dependent. (In particular, dimC sol(A) 6 n.)
Proof. Let f1, . . . , fr ∈ sol(A) with r > 1 be such that fr =
∑r−1
i=1 aifi where
a1, . . . , ar−1 ∈ K, and f1, . . . , fr−1 are K-linearly independent. It is enough to
show that then f1, . . . , fr are C-linearly dependent. Now
0 = f ′r −Afr =
r−1∑
i=1
a′ifi +
r−1∑
i=1
ai(f
′
i −Afi) =
r−1∑
i=1
a′ifi.
Then a′i = 0 for i = 1, . . . , r − 1, hence ai ∈ C for i = 1, . . . , r − 1. 
Some other aspects of homogeneous linear equations are better understood in the
setting of differential modules; see the next section.
5.5. Differential Modules
Throughout this section K is a differential field. We define here differential modules
over K, and use these to show, among other things, that if K is linearly closed
(respectively, pv-closed), then so is any algebraic differential field extension of K.
Let R be a differential ring. If M is a (left) R[∂]-module, then the additive map
∂M : M → M given by ∂M (x) = ∂x for x ∈ M (with ∂ ∈ K[∂] in the module
product ∂x) satisfies ∂M (ax) = a′x + a∂M (x) for a ∈ R ⊆ R[∂], x ∈ M , so ∂M is a
∂-compatible derivation on the R-module M as defined in Section 1.7. Conversely,
letM be an R-module and ∂M a ∂-compatible derivation on the R-moduleM . Then
there is a unique (left) R[∂]-module with M as its underlying R-module such that
∂M : M →M equals the multiplication x 7→ ∂x by the scalar ∂ ∈ R[∂].
In particular, the derivation ∂ of R is a ∂-compatible derivation on the R-
module R, so this makes R an R[∂]-module with ∂a = a′ for a ∈ R. The differential
ideals of R are exactly the submodules of this R[∂]-module R.
Note also that for R[∂]-modules M and N , a map f : M → N is R[∂]-linear
iff it is R-linear and f(∂x) = ∂f(x) for all x ∈ M . For R = K this suggests the
following notion which turns out to be very useful:
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Definition 5.5.1. A differential module over K is a finite-dimensional vector
spaceM overK together with a ∂-compatible derivation onM ; we construe suchM
as a (left) K[∂]-module as indicated in the remarks preceding this definition. The
dimension of a differential module M over K is the dimension dimKM of M as
a vector space over K.
Let A = (aij) be an n × n matrix over K. We make the K-linear space Kn with
standard basis e1, . . . , en into a differential module MA over K by requiring
∂(ej) = −
n∑
i=1
aijei (j = 1, . . . , n).
This determines MA, and we callMA the differential module associated to A. Note
that for e =
∑
j fjej (f1, . . . , fn ∈ K) we have
∂(e) =
∑
j
f ′jej −
∑
i
∑
j
aijfj
 ei = e′ −Ae,
from which it follows that sol(A) = {e ∈ MA : ∂(e) = 0}. Conversely, if M is a
differential module over K of dimension n with basis b1, . . . , bn as a K-linear space,
then there is a unique n× n matrix A = (aij) over K such that the K-linear map
M →MA with bi 7→ ei for i = 1, . . . , n is an isomorphism of K[∂]-modules, and we
call this A the matrix associated to M with respect to the basis b1, . . . , bn.
Example. For L ∈ K[∂] 6= the submodule K[∂]L of the (left) K[∂]-module K[∂]
yields the quotient module K[∂]/K[∂]L, which has dimension order(L) as a K-linear
space, so K[∂]/K[∂]L is a differential module over K.
Let A, B be n×n matrices over K. A matrix P ∈ GLn(K) defines an isomorphism
e 7→ Pe : MA →MB ofK[∂]-modules if and only if ∂(Pej) = P ∂(ej) for j = 1, . . . , n,
if and only if BP − PA = P ′; in this case, any differential ring extension R of K
yields an isomorphism f 7→ Pf : solR(A) → solR(B) of CR-modules. We call the
matrix differential equations y′ = Ay and y′ = By equivalent if MA ∼= MB.
Figure 5.1 illustrates the various incarnations of homogeneous linear differential
equations.
monic operators
L ∈ K[∂] of order n
L 7→
[
y′=ALy
]
vv♠♠♠
♠♠♠
♠♠♠
♠♠♠ L 7→K[∂]/K[∂]L
((◗◗
◗◗◗
◗◗◗
◗◗◗
◗
matrix equations
y′ = Ay, with A an
n× n matrix over K
[
y′=Ay
]
7→MA
// n-dimensional
differential
modules over K
Figure 5.1. The correspondence between linear differential oper-
ators, matrix differential equations, and differential modules.
Given a differential module M over K, the elements f ∈M with ∂(f) = 0 are said
to be horizontal. The set of horizontal elements of M is a finite-dimensional
C-linear subspace of M . Indeed, if A is an n × n matrix over K, then sol(A) is
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the C-linear subspace of the underlying K-vector space Kn of MA consisting of
the horizontal elements of MA, and dimC sol(A) 6 n, with equality iff the K-linear
space MA has a basis consisting of horizontal elements (by Lemma 5.4.8).
Example 5.5.2. Turn K into a K[∂]-module with scalar multiplication
(L, f) 7→ L(f) : K[∂]×K → K.
Then K becomes a differential module over K, and 1 ∈ K is horizontal.
Let M be a differential module over K. If f ∈ M 6= is horizontal, then Kf is
a submodule of the K[∂]-module M , and a 7→ af : K → Kf is an isomorphism
with the above differential module K. We call M horizontal if M is isomorphic
as a K[∂]-module to a direct sum of copies of the above differential module K;
equivalently, M has a basis consisting of horizontal elements.
Corollary 5.3.6 yields the following for any (left) K[∂]-module M :
Corollary 5.5.3. Suppose C 6= K. Then M is a differential module over K if
and only if M ∼= K[∂]/K[∂]L for some monic L ∈ K[∂] 6=.
A cyclic vector of a differential moduleM overK of dimension n is a vector e ∈M
such that e, ∂e, . . . , ∂n−1e is a basis of M as a K-linear space. For example, if
L = ∂n + a1∂
n−1 + · · · + an ∈ K[∂] (a1, . . . , an ∈ K), then the differential module
M := K[∂]/K[∂]L of dimension n has cyclic vector e := 1+K[∂]L with Le = 0, and
the matrix of M with respect to the basis e, ∂e, . . . , ∂n−1e is −AtL. Conversely, a
cyclic vector e of a differential module M over K of dimension n with Le = 0 and
L ∈ K[∂] of order n yields an isomorphismK[∂]/K[∂]L →M of differential modules
over K sending 1+K[∂]L to e. If C 6= K, then by Corollary 5.5.3 every differential
module M 6= {0} over K has a cyclic vector. In the next subsection we explain the
role of cyclic vectors in connection with the correspondences in Figure 5.1 above.
If C 6= K, then by Corollary 5.1.25 and the existence of cyclic vectors the differential
field K is linearly closed if and only if every differential module M 6= {0} over K
has a 1-dimensional differential submodule; it is easy to see that this equivalence
also holds if C = K.
Corollary 5.5.4. Suppose K is linearly closed. Let L be a differential field exten-
sion of K that is algebraic over K. Then L is also linearly closed.
Proof. It suffices to consider the case [L : K] < ∞. For this case, let M 6= {0}
be a differential module over L and let MK denote M viewed as a K[∂]-module.
Then MK is a differential module over K. Hence we can take a 1-dimensional
differential submodule N of MK . Then the L-linear subspace LN of M generated
by N is an L[∂]-submodule of M with dimL LN = 1. 
Duality. Let M and N be K[∂]-modules. The K-linear space HomK(M,N) of all
K-linear maps M → N is made into a K[∂]-module by defining
(∂φ)(f) = ∂(φf)− φ(∂f) for φ ∈ HomK(M,N) and f ∈M .
If M and N are differential modules over K, then so is HomK(M,N), with
dimK HomK(M,N) = dimK M · dimK N,
and if in addition M and N are horizontal, then so is HomK(M,N). A special
case of this construction is the dual M∗ := HomK(M,K) of M . Here we view K
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as a horizontal differential module over K as explained in Example 5.5.2. Writing
〈φ, f〉 := φ(f) ∈ K for φ ∈M∗ and f ∈M , we have the identity
(5.5.1) ∂〈φ, f〉 = 〈∂φ, f〉+ 〈φ, ∂f〉.
The natural K-linear map f 7→ 〈−, f〉 :M →M∗∗ is a morphism of K[∂]-modules,
and if M is a differential module over K, then this morphism is an isomorphism.
In the rest of this subsection, we let M 6= {0} be a differential module over K and
e0, . . . , en−1 be a basis of M , and we let A be the matrix associated to M with
respect to e0, . . . , en−1, so A = (aij)06i6n−1, 06j6n−1 with ∂(ej) = −
∑
i aijei for
all j. We also let A∗ be the matrix associated to M∗ with respect to the basis
e∗0, . . . , e
∗
n−1 of M
∗ dual to e0, . . . , en−1.
Lemma 5.5.5. e0, . . . , en−1 are horizontal iff e∗0, . . . , e
∗
n−1 are horizontal.
Proof. Let i and j range over {0, . . . , n− 1}. From (5.5.1) we obtain
(5.5.2) 〈∂e∗i , ej〉+ 〈e∗i , ∂ej〉 = ∂〈e∗i , ej〉 = ∂δij = 0,
where δij is the Kronecker delta. If each ej is horizontal, then for each i,
〈∂e∗i , ej〉 = −〈e∗i , ∂ej〉 = −〈e∗i , 0〉 = 0 for each j,
so ∂e∗i = 0. This shows the forward direction, and the converse goes likewise. 
By the previous lemma, if M is horizontal, then so is M∗.
Lemma 5.5.6. A∗ = −At.
Proof. By (5.5.2) we obtain for j, k = 0, . . . , n− 1,
〈∂e∗j , ek〉 = −〈e∗j , ∂ek〉 =
∑
i
aik〈e∗j , ei〉 = ajk
and thus ∂e∗j =
∑
i ajie
∗
i as required by the lemma. 
The matrix differential equation y′ = A∗y is called the adjoint equation of the
matrix differential equation y′ = Ay. In the next lemma, given L ∈ K[∂], we let
L∗ ∈ K[∂] denote the adjoint of L as defined in Section 5.1.
Lemma 5.5.7. Suppose e0 is a cyclic vector of M and ei = ∂ie for i = 0, . . . , n− 1.
Let L ∈ K[∂] be monic of order n with Le = 0, e := e0. Then e∗ := e∗n−1 is a cyclic
vector of M∗ and L∗e∗ = 0.
Proof. We have L = ∂n +
∑n
i=1 an−i∂
n−i with a0, . . . , an−1 ∈ K. Recall that
∂∗ = −∂, so L∗ = (∂∗)n +∑ni=1(∂∗)n−ian−i. By the previous lemma, A∗ = AL, so
∂e∗i + e
∗
i−1 = aie
∗
n−1 for i = 0, . . . , n− 1,
where e∗−1 := 0. These identities give M
∗ = Ke∗ +K∂e∗ + · · ·+K∂n−1e∗, so e∗ is
a cyclic vector of M∗. By induction on i they also yield(
(∂∗)i +
i∑
j=1
(∂∗)i−jan−j
)
e∗ = e∗n−i−1 for i = 0, . . . , n.
Taking i = n we obtain L∗e∗ = 0 as claimed. 
Corollary 5.5.8. Let L ∈ K[∂] be monic of order n > 1. Then
(K[∂]/K[∂]L)∗ ∼= K[∂]/K[∂]L∗ ∼= MAL ,
as differential modules over K.
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Proof. Set M := K[∂]/K[∂]L and e := 1+K[∂]L ∈M . Then M has matrix −AtL
with respect to the basis e, ∂e, . . . , ∂n−1e, so M∗ has matrix AL with respect to the
dual basis, and thus M∗ ∼=MAL . By the lemma above, M∗ ∼= K[∂]/K[∂]L∗. 
Corollary 5.5.9. If C 6= K and n > 1, then any matrix differential equation
y′ = Ay, where A is an n× n matrix over K is equivalent to a matrix differential
equation y′ = ALy where L ∈ K[∂] is monic of order n.
Proof. Assume C 6= K and A is an n×nmatrix overK, n > 1. By Corollary 5.5.3
we have MA ∼= K[∂]/K[∂]L∗ where L ∈ K[∂] is monic of order n; then MA ∼=MAL
by the preceding corollary. 
In the next subsection we use the following lemma on integrating factors. This
concerns the situation where e0, . . . , en−1 are horizontal, b ∈ M is given, and we
wish to integrate b, that is, determine f ∈ M such that ∂f = b. This can be done
if we can integrate the “Fourier coefficients” 〈e∗i , b〉 of b:
Lemma 5.5.10. Let e0, . . . , en−1 be horizontal, and b ∈ M . Suppose ai ∈ K are
such that a′i = 〈e∗i , b〉, for i = 0, . . . , n− 1. Then f :=
∑
i aiei satisfies ∂f = b.
Proof. From ∂ei = 0 we get
∂f =
∑
i
∂aiei =
∑
i
(a′iei + ai∂ei) =
∑
i
〈e∗i , b〉ei = b. 
Fundamental matrices. In this subsection n ranges over N>1. Let A be an n×n
matrix over K. Note that if F is an n × n matrix over K, then F ′ = AF iff the
columns of F lie in sol(A), and in this case, F ∈ GLn(K) iff the columns of F
form a basis of the C-linear space sol(A). Let R be a differential ring extension
of K. A matrix F ∈ GLn(R) is called a fundamental matrix for the differential
equation y′ = Ay if F ′ = AF . We say that R contains a fundamental matrix
for y′ = Ay if GLn(R) contains one.
Lemma 5.5.11. Let F,G ∈ GLn(R) be fundamental matrices for y′ = Ay. Then
F−1G lies in the subgroup GLn(CR) of GLn(R). Thus the set of all fundamental
matrices for y′ = Ay in GLn(R) is F GLn(CR).
Proof. Set P := F−1G; then FP = G, so
AG = G′ = F ′P + FP ′ = AFP + FP ′ = AG+ FP ′,
hence P ′ = 0, and thus P has all its entries in CR. Likewise, the inverse G−1F
of P has all its entries in CR, so P ∈ GLn(CR). 
Lemma 5.5.12. Let F ∈ GLn(R). Then F is a fundamental matrix for y′ = Ay iff
G := (F t)−1 is a fundamental matrix for the adjoint equation y′ = A∗y.
Proof. First note that G ∈ GLn(R). We have G′ = −G(F ′)tG, and a straightfor-
ward computation now shows that G′ = A∗G⇐⇒ F ′ = AF . 
Lemma 5.5.13. Let F ∈ GLn(R) be a fundamental matrix for y′ = Ay. Then
(detF )′ = trA · detF.
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Proof. Let i, j range over {1, . . . , n}, and let fj ∈ Rn be the jth row of F . By
expanding the determinant and the product formula:
(detF )′ =
∑
i
detFi where Fi =

f1
...
f ′i
...
fn
.
We have f ′i =
∑
j aijfj since F
′ = AF . Subtracting from the ith row of Fi the
linear combination
∑
j 6=i aijfj replaces therefore the ith row of Fi by aiifi, and so
detFi = aii detF . Hence (detF )′ =
∑
i aii detF = trA · detF . 
Consider a monic operator
L = ∂n + an−1∂
n−1 + · · ·+ a0 ∈ K[∂] (a0, . . . , an−1 ∈ K),
with companion matrix AL. The map
(5.5.3) f 7→ (f, f ′, . . . , f (n−1))t : kerR L→ solR(AL)
is an isomorphism of CR-modules. Thus, given an n×n matrix F over R, we have:
F is a fundamental matrix for y′ = ALy iff there are f1, . . . , fn ∈ kerR L such that
F = Wr(f1, . . . , fn) and wr(f1, . . . , fn) ∈ R×.
Lemma 5.5.14. Suppose C 6= K and R contains a fundamental matrix for each
equation y′ = ALy where L ∈ K[∂] is monic of order n. Then R contains a
fundamental matrix for each equation y′ = Ay, where A is an n×n matrix over K.
Proof. Let A be an n×nmatrix overK. Corollary 5.5.9 provides a monic L ∈ K[∂]
of order n such that y′ = Ay is equivalent to y′ = ALy. Take P ∈ GLn(K) such
that P solR(AL) = solR(A), and let F ∈ GLn(K) be a fundamental matrix for
y′ = ALy. Then PF ∈ GLn(R) is a fundamental matrix for y′ = Ay. 
In the rest of this subsection we assume that our differential ring extension R
of K is an integral domain whose ring of constants CR is a field that equals the
field of constants of the differential fraction field of R. Let L ∈ K[∂] be monic
of order n as displayed above. Then kerR L is a CR-linear subspace of R and
dimCR kerR L 6 n. Moreover, by Lemma 4.1.13, y1, . . . , yn ∈ R are CR-linearly
independent iff wr(y1, . . . , yn) 6= 0. In particular, ifWr(y1, . . . , yn) is a fundamental
matrix for y′ = ALy, then y1, . . . , yn is a basis of the CR-linear space kerR L. The
following lemma contains a partial converse.
Lemma 5.5.15. Suppose that kerR(∂−an−1) 6= {0}. Let y1, . . . , yn ∈ kerR L be such
that w := wr(y1, . . . , yn) 6= 0. Then w ∈ R×.
Proof. By Lemma 4.1.17 we have w′ + an−1w = 0; so w−1 ∈ Frac(R) satisfies
(w−1)′ − an−1w−1 = 0. By assumption, we also have v ∈ R 6= with v′ − an−1v = 0.
Hence w−1 = cv for some c ∈ C×R ; in particular, w ∈ R×. 
Corollary 5.5.16. Suppose C 6= K, and let r ∈ N>1. The following are equivalent:
(i) R contains a fundamental matrix for y′ = Ay, for every n 6 r and n × n
matrix A over K;
(ii) dimCR solRA = n for every n 6 r and n× n matrix A over K;
(iii) dimCR kerR L = orderL for every L ∈ K[∂] 6= of order at most r;
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(iv) R contains a fundamental matrix for y′ = ALy, for every monic L ∈ K[∂] of
positive order at most r.
Proof. We clearly have (i) ⇒ (ii). The implication (ii) ⇒ (iii) is immediate from
the isomorphism (5.5.3), (iii) ⇒ (iv) holds by Lemma 5.5.15, and (iv) ⇒ (i) by
Lemma 5.5.14. (Only the last implication used the hypothesis C 6= K.) 
Next an analogue of Corollary 5.4.2 for homogeneous linear differential equations:
Corollary 5.5.17. Let r ∈ N>1. The following are equivalent:
(i) K contains a fundamental matrix for y′ = Ay, for every n 6 r and n × n
matrix A over K;
(ii) dimC solA = n for every n 6 r and n× n matrix A over K;
(iii) K is r-pv-closed;
(iv) K contains a fundamental matrix for y′ = ALy, for every monic L ∈ K[∂] of
positive order at most r;
(v) every differential module M over K with dimK M 6 r is horizontal.
Proof. The equivalence of (i)–(iv) follows from Corollary 5.5.16. The equivalence
of (iv) and (v) involves Lemma 5.4.8. (Each of (i)–(v) implies C 6= K.) 
Corollary 5.5.19 below is an analogue of Corollary 5.4.3, and follows easily from
Corollary 5.5.17 and the next lemma:
Lemma 5.5.18. Suppose C 6= K. Let E be a differential subring of R containing K
such that E is an algebraic field extension of K. Suppose R contains a fundamental
matrix for y′ = Ay, for every n and n× n matrix A over K. Then R also contains
a fundamental matrix for y′ = Ay, for every n and n× n matrix A over E.
Proof. Let n > 1 and let A be an n × n matrix over E; by Corollary 5.5.16 it
suffices to show that dimCR solRA = n. We may assume that E is of finite degree
over K, say with basis e1, . . . , em over K. Take the mn ×mn matrix A⋄ over K
from the proof of Corollary 5.4.3. As in that proof we see that for all z ∈ solRA⋄
we have Bz ∈ solR A, where B is the n×mn matrix
B =
e1 e2 · · · em . . .
e1 e2 · · · em

over E. Let Z ∈ GLmn(R) be a fundamental matrix for z′ = A⋄z. Then the n×mn
matrix BZ over R has rank n over Frac(R), and its mn columns lie in solRA, so
solRA has dimension at least n as a vector space over CR. By Lemma 5.4.8 this
dimension is also at most n, so equal to n. 
The situations considered in the next two corollaries, with E 6= K in the first one,
actually occur, by a fact mentioned in the Notes and comments to this section.
Corollary 5.5.19. If K is pv-closed and E is a differential field extension of K
and algebraic over K, then E is pv-closed.
From this corollary we now obtain a variant of Lemma 5.1.31:
Corollary 5.5.20. Suppose K is pv-closed and C is real closed. Then K is real
closed.
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Proof. The differential field extension E = K[i], where i2 = −1, is algebraic
over K and has constant field CE = C[i]. By the previous corollary, E is pv-closed,
and since C is real closed, CE is algebraically closed. Hence E is algebraically
closed by Lemma 5.1.31 and so K is real closed by Theorem 3.5.4. 
Let A be an n× n matrix over K, and identify the K-linear space M = MA with
its dual M∗ via the isomorphism f 7→ 〈f,−〉 : M → M∗, where 〈 , 〉 denotes the
usual inner product M ×M → K given by
〈f, g〉 :=
∑
i
figi (f = (f1, . . . , fn), g = (g1, . . . , gn) ∈ Kn)
on M = Kn. Let F ∈ GLn(K) be a fundamental matrix of y′ = Ay, with columns
f1, . . . , fn, and let G = (F t)−1, with columns g1, . . . , gn. Then 〈gi, fj〉 = δij for
i, j = 1, . . . , n, so g1, . . . , gn is the basis ofM∗ dual to the horizontal basis f1, . . . , fn
of M . The next result goes under the name of variation of constants.
Lemma 5.5.21. Let b ∈ Kn be a column vector, and suppose ai ∈ K satisfies
a′i = 〈gi, b〉, for i = 1, . . . , n. Then f :=
∑
i aifi ∈ Kn satisfies f ′ = Af + b.
This is immediate from Lemma 5.5.10. By Lemma 5.1.30, if K is pv-closed, then K
is linearly surjective. The following corollary complements this fact: if one is already
given a basis of the kernel of a monic differential operator L ∈ K[∂] 6=, then solving
inhomogeneous linear differential equations L(y) = b reduces to integration.
Corollary 5.5.22. Let L ∈ K[∂]6= be monic of order n and suppose y1, . . . , yn is
a basis of kerL. Let (z1, . . . , zn) be the bottom row of the matrix (W
t)−1, where
W = Wr(y1, . . . , yn). Let b ∈ K, and suppose ai ∈ K satisfies a′i = bzi, for
i = 1, . . . , n. Then y :=
∑
i aiyi ∈ K satisfies L(y) = b.
Proof. Apply the previous lemma with the companion matrix AL of L and the
column vector (0, . . . , 0, b)t in place of A and b. 
Example. Let L = ∂ − f where f ∈ K, let y1 ∈ K× be such that y′1 = fy1, and
let b ∈ K. Then any a ∈ K with a′ = b/y1 yields L(y) = b for y := ay1.
Notes and comments. Lemma 5.4.1 is from [94, pp. 91–94]. Corollary 5.5.3 was
apparently first shown by Loewy [268] for the case whereK is a field of meromorphic
functions, and the argument used here (via Corollary 5.3.5) was suggested in [6];
see [81] for a historical discussion. Lemma 5.5.7 is credited to O. Gabber in [211,
Lemma (1.5.3)]. The notion of adjoint equation and Lemmas 5.5.12, 5.5.21, and
Corollary 5.5.22 stem from the classical literature on linear differential equations,
see [320, Chapter III, §10].
By [95, 208], any real closed K has a pv-closed differential field extension L
with CL = C; note that any such L is real closed by Corollary 5.5.20 applied to L.
5.6. Linear Differential Operators in the Presence of a Valuation
In this section K is a valued differential field with valuation v and derivation ∂,
such that ∂O ⊆ O. We let a, b (possibly with subscripts) range over K.
Note that ∂ induces a derivation on the residue field k = O/O which we also
denote by ∂, so ∂(a + O) = ∂(a) + O for a ∈ O. We have O[∂] as a subring of K[∂],
with a ring homomorphism∑
i
ai∂
i 7→
∑
i
(ai + O)∂
i : O[∂]→ k[∂].
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We extend v to a valuation on the additive group of K[∂] by setting
v(A) := min
i
v(ai) ∈ Γ∞ for A =
∑
i
ai∂
i ∈ K[∂].
Note that then v(aA) = va + v(A). Also v(Aa) depends, for fixed A ∈ K[∂], only
on γ = va, by Lemma 4.5.1(ii), but generally in a more complicated way; thus we
can define vA(γ) := v(Aa) for γ = va.
Lemma 5.6.1. Let A,B ∈ K[∂] 6= and γ ∈ Γ. Then:
(i) if v(B) = 0, then v(AB) = v(A);
(ii) vAB(γ) = vA
(
vB(γ)
)
.
Proof. For (i) we use v(aA) = va+ v(A) to reduce to the case v(A) = v(B) = 0.
Then v(AB) = 0 follows by applying the homomorphism O[∂]→ k[∂]. For (ii), take
y ∈ K× with vy = γ, so vB(γ) = v(By) and vAB(γ) = v(ABy). Now By = bB̂
with vb = v(By) and v(B̂) = 0. Hence ABy = AbB̂, so by (i):
vAB(γ) = v(ABy) = v(AbB̂) = v(Ab) = vA(vb) = vA
(
v(By)
)
= vA
(
vB(γ)
)
as claimed. 
Corollary 5.6.2. If K is r-linearly closed, then so is k.
Proof. Let A ∈ O[∂] be monic, and A = BD with B,D ∈ K[∂] and B,D of
order > 1. Take a ∈ K× with va = −vD. Then A = (Ba−1) ·(aD) with v(aD) = 0,
and thus v(Ba−1) = vA = 0. Therefore, if A ∈ O[∂] is monic of order > 1 and its
image in k[∂] is irreducible, then A is irreducible in K[∂]. The lemma is an easy
consequence of this fact. 
Corollary 5.6.3. Let A,B ∈ K[∂] be monic and AB ∈ O[∂]. Then A,B ∈ O[∂].
Proof. By Lemma 5.6.1(ii) and Lemma 4.5.1(iii) we have
0 = v(AB) = vAB(0) = vA
(
vB(0)
)
6 vA(0) 6 0,
so v(A) = vA(0) = 0, and hence v(B) = vB(0) = 0 by Lemma 4.5.1(iii). 
For A =
∑
i ai∂
i ∈ K[∂] we have a0 = A(1) and we put
dwm(A) := min
{
i : v(ai) = v(A)
} ∈ N,
so dwm(A) = 0⇐⇒ v(a0) = v(A). Here is a special case of Lemma 4.5.9:
Lemma 5.6.4. Suppose that ∂O ⊆ O. Then, given any A ∈ K[∂] 6=, the quantity
dwm(Ag) for g ∈ K× depends only on vg.
If ∂O ⊆ O, then we define for A ∈ K[∂], A 6= 0:
dwmA(γ) := dwm(Ag), where g ∈ K×, vg = γ.
Lemma 5.6.5. Suppose that ∂O ⊆ O. Let A,B ∈ K[∂] 6=. Then
dwmAB(γ) = dwmA
(
vB(γ)
)
+ dwmB(γ) (γ ∈ Γ).
Proof. The induced derivation on k is trivial, so k[∂] is commutative. Therefore,
if v(A) = v(B) = 0, then dwm(AB) = dwm(A) + dwm(B). With b, y, γ = vy,
and B̂ as in the proof of part (ii) of Lemma 5.6.1, write Ab = aÂ where va =
vA(vb) = vA
(
vB(γ)
)
and v(Â) = 0. Then ABy = aÂB̂, so
dwmAB(γ) = dwm(ÂB̂) = dwm(Â) + dwm(B̂).
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The claim now follows from dwm(B̂) = dwm(bB̂) = dwm(By) = dwmB(γ) and
dwm(Â) = dwm(aÂ) = dwm(Ab) = dwmA(vb) = dwmA
(
vB(γ)
)
. 
Suppose that C ⊆ O and A ∈ K[∂] 6=. If y1, . . . , yr ∈ ker6=A and y1 ≻ · · · ≻ yr, then
y1, . . . , yr are C-linearly independent. So |v(ker 6=A)| 6 dimC kerA. Moreover:
Lemma 5.6.6. Suppose that O = C + O, and let A ∈ K[∂] 6=. Then
(i) v(ker6=A) is finite, of size dimC kerA;
(ii) if v(ker6=A) = {vy1, . . . , vym} where y1, . . . , ym ∈ ker6=A, vy1 < · · · < vym,
then y1, . . . , ym is a basis of kerA.
Proof. This follows from Lemma 2.3.13, in view of the fact that K with the
valuation v is a Hahn space over C. 
The assumptions ∂O ⊆ O and O = C + O of the lemmas above are satisfied if K is
differential-valued as defined in Section 9.1.
For A ∈ K[∂] 6=, A =∑i ai∂i, we define
dwt(A) := max
{
i : v(ai) = v(A)
}
.
Then the analogues of Lemmas 5.6.4 and 5.6.5 hold without the assumption ∂O ⊆ O:
dwt(Ag) for g ∈ K× depends only on vg, and setting dwtA(γ) := dwt(Ag) when
γ = vg, g ∈ K×, we have dwtAB(γ) = dwtA
(
vB(γ)
)
+ dwtB(γ) for A,B ∈ K[∂] 6=
and γ ∈ Γ. (Same proofs.)
Exceptional values. In this subsection we let γ range over Γ and y range over K×.
Let A ∈ K[∂] 6=, A = a0+a1∂+ · · ·+an∂n, a0, . . . , an ∈ K, so A(1) = a0. Recall that
dwm(A) = min
{
i : v(ai) = v(A)
}
, so dwm(A) > 0 is equivalent to A(1) ≺ A. We
call γ an exceptional value for A if there is a y such that vy = γ and A(y) ≺ Ay,
and we let E (A) be the set of exceptional values for A, in other words
E (A) :=
{
vy : A(y) ≺ Ay} = {vy : dwm(Ay) > 0}.
For a ∈ K× we have
E (aA) = E (A), E (Aa) = E (A) − va.
Lemma 5.6.7. v(ker 6=A) ⊆ E (A).
Proof. If g ∈ ker6=A, then A(g) = 0 ≺ Ag, so vg ∈ E (A). 
Lemma 5.6.7 is useful in solving a differential equation A(y) = 0: knowing E (A)
helps to pin down the valuation of the potential solutions.
Lemma 5.6.8. Let f1, f2 ∈ K× with v(f2) /∈ E (A). Then:
f1 ≍ f2 ⇒ A(f1) ≍ A(f2), f1 ≺ f2 ⇒ A(f1) ≺ A(f2),
and thus f1 ∼ f2 ⇒ A(f1) ∼ A(f2).
Proof. If f1 ≍ f2, then A(f1) ≍ Af1 ≍ Af2 ≍ A(f2), and if f1 ≺ f2, then
A(f1) 4 Af1 ≺ Af2 ≍ A(f2). 
If ∂O ⊆ O, then E (A) = {γ : dwmA(γ) > 0}, so for B ∈ K[∂] 6=, by Lemma 5.6.5:
E (AB) = v−1B
(
E (A)
) ∪ E (B).
Note that Γ♭ := {va : a′ ≺ a} is a subgroup of Γ. By Lemma 4.5.10 we have:
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Lemma 5.6.9. If ∂O ⊆ O, then E (A) is a union of cosets of Γ♭.
Example. Suppose ∂O ⊆ O and order(A) = 1. Then
vy ∈ E (A) ⇐⇒ (a0/a1) + y† ≺ 1.
Hence either E (A) = ∅ or E (A) is a coset of Γ♭.
As a special case, the valued differential field K = C(x) from Example (3) at
the beginning of Section 4.4 satisfies y† ≺ 1 for all y, so ∂O ⊆ O. For this K and
a ∈ K, if a ≺ 1, then E (∂ + a) = Γ♭, and if a < 1, then E (∂ + a) = ∅.
To indicate the dependence of E (A) on K we write it as EK(A). If L is a valued
differential field extension of K with small derivation, then EK(A) ⊆ EL(A), and if
in addition ∂OL ⊆ OL, then EK(A) = EL(A) ∩ Γ by Lemma 5.6.4.
Linear surjectivity in the presence of a valuation. Let A ∈ K[∂] 6=. Recall
that if a ∈ K× and dwm(Aa) = 0, then
v
(
A(a)
)
= v(Aa) = vA(va).
We call A neatly surjective if for all b ∈ K× there is a ∈ K× such that A(a) = b
and vA(va) = vb; note that then A : K → K and vA : Γ → Γ are surjective. In
Chapter 6 we prove that vA : Γ→ Γ is indeed surjective, but this is a rather difficult
result, so we prefer to add it explicitly as an assumption in some results below.
Lemma 5.6.10. Neat surjectivity has the following basic properties:
(i) each φ ∈ K× ⊆ K[∂] 6= is neatly surjective;
(ii) if A,B ∈ K[∂] 6= are neatly surjective, then so is AB;
(iii) if K is linearly closed and each A ∈ K[∂] 6= of order 1 is neatly surjective, then
every A ∈ K[∂] 6= is neatly surjective;
(iv) if A ∈ K[∂] 6=, A(K) = K, and dwm(Aa) = 0 for all a ∈ K×, then A is neatly
surjective.
Lemma 5.6.11. If K is 1-linearly surjective, ∂ is neatly surjective, and O ⊆ (K×)†,
then every A ∈ K[∂] of order 1 is neatly surjective (so k is 1-linearly surjective).
Proof. Let A = ∂ + φ ∈ K[∂], and suppose A(K) = K. If dwm(Aa) = 0 for
all a ∈ K×, then A is neatly surjective by Lemma 5.6.10(iv). So let dwm(Aa) > 0,
with a ∈ K×. Then a−1Aa = ∂ + (a† + φ) with a† + φ ∈ O, and so, assuming
O ⊆ (K×)†, we have a† + φ = b† with b ∈ K×, hence a−1Aa = b−1∂b. Assuming
next that ∂ is neatly surjective, A is neatly surjective by Lemma 5.6.10(i)(ii). 
If every A ∈ K[∂] 6= of order 6 n is neatly surjective, then k is n-linearly surjective.
We have the following approximate converse to this fact:
Lemma 5.6.12. Suppose k is n-linearly surjective, A ∈ K[∂] 6= has order 6 n and
vA : Γ → Γ is surjective. Then there is for each b ∈ K× an a ∈ K× such that
A(a) ∼ b and vA(va) = vb.
Proof. Let b ∈ K× and take α ∈ Γ with vb = vA(α). Take φ ∈ K× with vφ = α,
so B := b−1Aφ satisfies v(B) = 0. Take u ∈ K with u ≍ 1 such that B(u) ∼ 1
(possible since k is n-linearly surjective). Then A(uφ) ∼ b, so a = uφ works. 
This suggests a way to “neatly” solve equations A(y) = g:
Corollary 5.6.13. Assume K is spherically complete, k is n-linearly surjective,
A ∈ K[∂] 6= has order 6 n, and vA : Γ→ Γ is surjective. Then A is neatly surjective.
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Proof. Let g ∈ K×; we wish to find f ∈ K× such that A(f) = g and vA(vf) = vg.
Take f0 ∈ K× with A(f0) ∼ g and vA(vf0) = vg. If A(f0) = g, we are done.
Suppose A(f0) 6= g. Then we take y ∈ K× such that A(y) ∼ g − A(f0) ≺ g and
vA(vy) = v
(
g − A(f0)
)
and set f1 := f0 + y. Then g − A(f1) ≺ g − A(f0), and
f0 ∼ f1. If A(f1) = g, we are done, and otherwise we continue as before, with
f1 instead of f0. In general, we have a sequence (fλ)λ<ρ in K×, indexed by an
ordinal ρ > 0, with f0 as chosen initially, such that the following conditions hold:
(1) v
(
g −A(fλ)
)
is strictly increasing as a function of λ,
(2) vA
(
v(fµ − fλ)
)
= v
(
g −A(fλ)
)
for λ < µ < ρ.
In particular, fλ ∼ f0 for all λ. Consider first the case that ρ = ν + 1 is a
successor ordinal. If A(fν) = g, we are done, so assume A(fν) 6= g. The same
way we got f1 from f0 we take fν+1 ∈ K× with g − A(fν+1) ≺ g − A(fν) and
vA
(
v(fν+1 − fν)
)
= v
(
g −A(fν)
)
. Then the extended sequence (fλ)λ<ρ+1 has the
above properties with ρ+ 1 instead of ρ.
Suppose ρ is a limit ordinal. Then (fλ) is a pc-sequence, so fλ  fρ ∈ K.
Then the extended sequence (fλ)λ<ρ+1 has the above properties with ρ+1 instead
of ρ. Eventually, this building process must result in an f as desired. 
Neat surjectivity is preserved under adjoining i, as we explain now. Assume −1
is not a square in the residue field k. Then K[i] is a valued differential field with
valuation given by v(a + bi) = min(va, vb) for a, b ∈ K, so its valuation ring is
O +Oi, with maximal ideal O + Oi satisfying ∂(O + Oi) ⊆ O + Oi. The value group
of K[i] is again v(K×) = Γ, and:
Lemma 5.6.14. Let A ∈ K[∂] 6=. Then A : K → K is neatly surjective if and only if
A : K[i]→ K[i] is neatly surjective.
Proof. Assume first that A : K → K is neatly surjective. Let f ∈ K[i]× and
take γ ∈ Γ such that vA(γ) = vf . Then f = g + hi, with g, h ∈ K, and vf =
min(vg, vh). Take a, b ∈ K such that A(a) = g, vA(va) = vg, A(b) = h, vA(vb) =
vh. Then γ = min(va, vb) = v(a+ bi), and A(a+ bi) = f . Thus A : K[i]→ K[i] is
neatly surjective.
Next, assume A : K[i] → K[i] is neatly surjective. Let f ∈ K×, and take
a, b ∈ K such that A(a + bi) = f and vA(γ) = vf with γ = min(va, vb). Then
A(a) = f and A(b) = 0. If va 6 vb, then va = γ, and if va > vb, then γ = v(a+ b)
and A(a+ b) = f . 
Independence and diagonalization in the presence of a valuation. In the
next two lemmas Y = (Y1, . . . , Yn) is a tuple of distinct differential indeterminates,
n > 1. These lemmas involve independence notions defined earlier in this chapter.
Lemma 5.6.15. Suppose A1, . . . , Am are in O{Y }1 and their images A1, . . . , Am in
k{Y }1 are d-independent (over k). Then A1, . . . , Am are d-independent.
Proof. This follows easily from the definition of d-dependence in Section 5.4. 
Lemma 5.6.16. Let n > 1 and let A be an n × n matrix over O[∂] such that its
image A as an n × n matrix over k[∂] has k[∂]-independent rows. Then there are
S, T ∈ GLn
(O[∂]) such that SAT = (Dij) with Dij ≺ 1 for all i 6= j in {1, . . . , n},
and Dii ≍ 1 for i = 1, . . . , n.
Proof. Diagonalize A by row and column operations, and lift each step to a row
or column operation over O[∂]. 
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Notes and comments. For archimedean Γ one can find Lemma 5.6.1(ii) and
Lemma 5.6.5 in Section 1.6 of [343].
5.7. Compositional Conjugation
In this section K is a differential ring with derivation ∂ and φ ∈ K×. We de-
fine Kφ to be the differential ring with the same underlying ring as K but with
the derivation δ given by δ(a) = φ−1 · ∂(a) for a ∈ K, so δ = φ−1∂. This gives
rise to the ring Kφ{Y } of differential polynomials over Kφ. Thus Kφ{Y } has the
same underlying ring as K{Y } but its derivation extends δ = φ−1∂. We denote this
extended derivation also by δ, so δ(Y (n)) = Y (n+1) for all n. For a differential poly-
nomial P ∈ Kφ{Y } written as an ordinary polynomial P = p(Y, Y ′, . . . , Y (n)) ∈
K
[
Y, Y ′, . . . , Y (n)
]
, we have P (y) = p
(
y, δ(y), . . . , δn(y)
)
for y ∈ K.
Transformation formulas. In order to relate the differential rings K{Y } and
Kφ{Y } we take δ as the element φ−1∂ of K[∂] and express the powers of ∂ as linear
combinations of powers of δ in the ring K[∂], with φ(k) = ∂k(φ):
∂1 = φδ
∂2 = φ2δ2 + φ′δ
∂3 = φ3δ3 + 3φφ′δ2 + φ′′δ
∂4 = φ4δ4 + 6φ2φ′δ3 +
(
4φφ′′ + 3(φ′)2
)
δ2 + φ(3)δ
...
∂n = Fnn (φ)δ
n + Fnn−1(φ)δ
n−1 + · · ·+ Fn1 (φ)δ
where the differential polynomials Fnk (X) ∈ Q{X} ⊆ K{X} have nonnegative
integer coefficients and are independent of K and φ: Fnn (X) = X
n and Fn1 (X) =
X(n−1) for n > 1, and we have the recursion formula
(5.7.1) Fn+1k (X) = F
n
k (X)
′ +XFnk−1(X) (k = 1, . . . , n)
where Fn0 := 0 for n > 1, to make the last identity true for k = 1. For later use we
also set F 00 := 1. So F
n
k is homogeneous of degree k and isobaric of weight n − k
for 0 6 k 6 n, and of order n− k for 1 6 k 6 n. The identities relating the powers
of ∂ and δ suggest that we consider the ring morphism
P (Y ) 7→ Pφ(Y ) : K{Y } → Kφ{Y }
that is the identity on K[Y ] and sends Y (n), for each n > 1, to
(Y (n))φ := Fnn (φ)Y
(n) + Fnn−1(φ)Y
(n−1) + · · ·+ Fn1 (φ)Y ′.
In particular, Y φ = Y, (Y ′)φ = φY ′, (Y ′′)φ = φ2Y ′′+φ′Y ′. Note that P 7→ Pφ
is a ring isomorphism: it maps each subringK
[
Y, . . . , Y (n)
]
ofK{Y } isomorphically
onto the same subring of Kφ{Y }. We callKφ the compositional conjugate of K
by φ and Pφ the compositional conjugate of P by φ.
Lemma 5.7.1. Let P ∈ K{Y } and y ∈ K. Then
P (y) = Pφ(y), (∂P )φ = φ · δ(Pφ),
(Pφ)+y = (P+y)
φ, (Pφ)×y = (P×y)
φ.
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Proof. For P = Y (n) these identities follow from the definitions, using induction
on n if necessary. The general case reduces easily to this special case. 
In view of the last two identities we let Pφ+y denote both (P
φ)+y and (P+y)φ, and
let Pφ×y denote both (P
φ)×y and (P×y)φ.
If θ is also a unit of K, then Kφθ = (Kφ)θ, and we have ring isomorphisms
P 7→ Pφ : K{Y } −→ Kφ{Y }
Q 7→ Qθ : Kφ{Y } −→ Kφθ{Y }
P 7→ Pφθ : K{Y } −→ Kφθ{Y }
and the last map is the composition of the preceding two:
Pφθ = (Pφ)θ, P ∈ K{Y }.
For P = Y (n) this is easily checked by an induction on n, using the second identity
of Lemma 5.7.1; the identity for all P is then an easy consequence. Note also that
for φ = 1 we have Kφ = K and Pφ = P .
Another induction on n using the second identity of Lemma 5.7.1 yields(
∂nQ
)φ
= Pφ
(
Qφ
)
for P = Y (n) ∈ K{Y } and all Q ∈ K{Y }.
It follows that P (Q)φ = Pφ(Qφ) for all P,Q ∈ K{Y }. Thus we have a ring
isomorphism
A 7→ Aφ : K[∂]→ Kφ[δ], aφ = a for a ∈ K, ∂φ = φδ.
It sends ∂n for n > 1 to Fnn (φ)δ
n +Fnn−1(φ)δ
n−1 + · · ·+Fn1 (φ)δ, and Aφ(y) = A(y)
for all A ∈ K[∂], y ∈ K. We identify the rings K[∂] andKφ[δ] via this isomorphism.
Thus for A = a0 + a1∂ + · · ·+ ar∂r ∈ K[∂] with a0, . . . , ar ∈ K we have
A = Aφ = b0 + b1δ + · · ·+ brδr ∈ Kφ[δ], where
bi =
r∑
j=i
F ji (φ)aj for i = 0, . . . , r.
Here are some easy consequences:
Lemma 5.7.2. Let K be a differential field and r ∈ N>1. If K is r-linearly closed
(respectively r-linearly surjective, respectively r-pv-closed), then so is Kφ.
The following identities for the powers ∂n in the ring Kφ[δ] will also be useful:
∂1 = φ · δ
∂2 = φ2 · δ2 + φ · δ(φ) · δ
∂3 = φ3 · δ3 + 3φ2 · δ(φ) · δ2 + (φ2 · δ2(φ) + φ · δ(φ)2) · δ
...
∂n = Gnn(φ) · δn +Gnn−1(φ) · δn−1 + · · ·+Gn1 (φ) · δ
where the differential polynomials Gnk (X) ∈ Q{X} ⊆ Kφ{X} have nonnegative
integer coefficients and are independent of K and φ: Gnn(X) = X
n for n > 1, and
(5.7.2) Gn+1k = X ·
(
δ(Gnk ) +G
n
k−1
)
(k = 1, . . . , n)
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where Gn0 := 0 for n > 1, to make the last identity true for k = 1. For later use
we also set G00 := 1. The differential polynomial G
n
k ∈ Kφ{X} is homogeneous of
degree n and isobaric of weight n− k, and Gnk (φ) = Fnk (φ), for 0 6 k 6 n.
Lemma 5.7.3. As rings, Q[φ, . . . , ∂n(φ)] = Q[φ, . . . , δn(φ)]. In particular, if K is
a differential field, then the differential subfields Q〈φ〉 = Q(∂n(φ) : n = 0, 1, 2, . . . )
of K and Q〈φ〉 = Q(δn(φ) : n = 0, 1, 2, . . . ) of Kφ have the same underlying field.
In the rest of this subsection P ∈ K{Y } has order at most r ∈ N, and σ, τ ∈
{0, . . . , r}∗ have equal length. For σ 6 τ , σ = σ1 · · ·σd, τ = τ1 · · · τd we define
F τσ := F
τ1
σ1 · · ·F τdσd ∈ Q{X},
so F τσ is homogeneous of degree ‖σ‖, and isobaric of weight ‖τ‖−‖σ‖; in particular,
F εε := 1 for the the empty word ε in {0, . . . , r}∗, and F τσ = 0 if τi > σi = 0 for
some i ∈ {1, . . . , d}.
Lemma 5.7.4. (Pφ)[σ] =
∑
τ>σ F
τ
σ (φ)P[τ ].
Proof. For τ = τ1 · · · τd we have
(Y [τ ])φ = (Y (τ1))φ · · · (Y (τd))φ =
∑
σ6τ
F τσ (φ)Y
[σ].
With P =
∑
τ P[τ ]Y
[τ ], this gives
Pφ =
∑
τ
P[τ ](Y
[τ ])φ =
∑
τ
P[τ ]
∑
σ6τ
F τσ (φ)Y
[σ]
=
∑
σ
∑
τ>σ
F τσ (φ)P[τ ]
Y [σ],
from which the lemma follows. 
Corollary 5.7.5. P and Pφ have the same order, degree, weight, and complexity.
If P is homogeneous, then so is Pφ. If P is subhomogeneous, then so is Pφ.
Proof. The differential polynomials (Y (n))φ are homogeneous of degree 1, so if P is
homogeneous of degree d, then Pφ is too. Considering the homogeneous parts of P ,
this yields deg(Pφ) = deg(P ). Similarly one shows that if P is subhomogeneous
of subdegree d, then Pφ is too. Lemma 5.7.4 shows that if ‖σ‖ > wt(P ), then
(Pφ)[σ] = 0. Hence wt(Pφ) 6 wt(P ), and since P = (Pφ)φ
−1
, we obtain wt(Pφ) =
wt(P ). In the same way we get order(Pφ) = order(P ) and c(Pφ) = c(P ). 
Compositional conjugation and upward shift. In this subsection we assume
familiarity with Appendix A. We study here Kφ for K = T and special φ.
Example. Consider T with its usual derivation ∂ = ddx , and set t =
1
x . The upward
shift of f = f(x) ∈ T is defined by f↑ := f(ex). Then f 7→ f↑ is an isomorphism
Tt = (T, x∂) → (T, ∂) of differential fields, with inverse f 7→ f↓ = f(log x). Let
P (Y ) ∈ T{Y }, and let P↑ be the differential polynomial in T{Y } obtained by
applying f 7→ f↑ to the coefficients of P t ∈ Tt{Y }. Thus (Y ′)↑ = e−x Y ′. We have
P (y)↑ = P↑(y↑) for y ∈ T. (It suffices to check this for P = Y (n).) Note:
(P+a)↑ = (P↑)+a↑, (P×a)↑ = (P↑)×a↑ (P ∈ T{Y }, a ∈ T),
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and P 7→ P↑ is an R[Y ]-algebra automorphism of T{Y } agreeing with f 7→ f↑ on T.
It is shown in [194] that upward shifting is a very useful tool for analyzing the zero
sets of differential polynomials over T. Although in an arbitrary differential field the
operation f 7→ f↑ is not available, in cases of interest we have a nonzero element x
with x′ = 1, and then compositional conjugation by t = 1x makes sense and is a
substitute for upward shifting, especially for differential polynomials with constant
coefficients. This is worked out in Section 12.8, where we relate compositional
conjugation by such t to more general compositional conjugations.
In the rest of this subsection x is a unit of K with x′ = 1, we set t = 1x , and work
in Kt whose derivation is δ := x∂, so δ(x) = x and δ(t) = −t.
Let
[
n
k
]
(k = 0, . . . , n) be the (unsigned) Stirling numbers of the first kind; see [90,
§§5.5, 6.3], [151, §6.1]. They are defined recursively by
[
n
0
]
:= 0 for n > 1,
[
n
n
]
:= 1,[
n+ 1
k
]
=
[
n
k − 1
]
+ n ·
[
n
k
]
for k = 1, . . . , n.
Thus
[
n
k
] ∈ N>1 for k = 1, . . . , n. We also set [nk] := 0 for k > n. See Table 5.1. As
the table suggests,
[
n+1
n
]
=
(
n+1
2
)
and
[
n+1
1
]
= n!, which is easily verified.
❍
❍
❍
❍
❍
k
n
0 1 2 3 4 5
0 1 0 0 0 0 0 . . .
1 1 1 2 6 24 . . .
2 1 3 11 50 . . .
3 1 6 35 . . .
4 1 10 . . .
5 1 . . .
...
. . .
Table 5.1. Unsigned Stirling numbers of the first kind.
For k, n > 0 we let s(n, k) := (−1)n−k[nk], so s(n, 0) = 0 for n > 1, s(n, n) = 1, and
(5.7.3) s(n+ 1, k) = s(n, k − 1)− n · s(n, k) for k = 1, . . . , n.
The s(n, k) are known as the signed Stirling numbers of the first kind.
Lemma 5.7.6. For k = 0, . . . , n we have
(5.7.4) Fnk (t) = s(n, k) · tn,
and the sum of the coefficients of Gnk equals
[
n
k
]
.
Proof. An easy induction on n using (5.7.1) shows (5.7.4). Since δ(t) = −t and
each differential polynomialGnk is isobaric of weight n−k and homogeneous of degree
n, we have Gnk (t) = (−1)n−kcn,ktn where cn,k = sum of the coefficients of Gnk .
Since Gnk (t) = F
n
k (t) we get cn,k =
[
n
k
]
. 
Example 5.7.7. For n > 1 we have Gnn−1 =
[
n
n−1
]
Xn−1X ′, and thus
Fnn−1(φ) =
[
n
n− 1
]
φn−1 φ†.
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To see this, use (5.7.2) to show that Gnn−1 is an integer multiple of X
n−1X ′, and
then apply the previous lemma.
For τ = τ1 · · · τd > σ = σ1 · · ·σd we have
F τσ (t) = s(τ ,σ) · t‖τ‖ where s(τ ,σ) := s(τ1, σ1) · · · s(τd, σd),
hence
(P t)[σ] =
∑
τ>σ
s(τ ,σ)t‖τ‖P[τ ]
by Lemma 5.7.4.
Compositional conjugation in the algebraic closure of K〈Y 〉. The material
in this subsection and the next one will only be used in Section 13.5.
Let K be a differential field. Since P 7→ Pφ : K{Y } → Kφ{Y } is a ring
isomorphism, it extends uniquely to a field isomorphism P 7→ Pφ : K〈Y 〉 → Kφ〈Y 〉.
Fix an algebraic closure F = K〈Y 〉a of the field K〈Y 〉. Since K〈Y 〉 = Kφ〈Y 〉 as
fields, this isomorphism K〈Y 〉 → Kφ〈Y 〉 may be viewed as an automorphism of the
field K〈Y 〉, and we extend it to an automorphism P 7→ Pφ of F . The derivation ∂
of K〈Y 〉 and the derivation δ of Kφ〈Y 〉 both extend uniquely to derivations of F ,
also denoted by ∂ and δ, respectively, with the same constant field CF = Ca. Note
that P 7→ Pφ : F → F is the identity on K, and maps CF onto itself.
The second identity in Lemma 5.7.1 continues to hold if P is an element of F :
Lemma 5.7.8. For each P ∈ F , we have (∂P )φ = φ · δ(Pφ).
Proof. Let σ be the automorphism P 7→ Pφ of F . The derivation φδ of F yields
a derivation σ−1 ◦ (φδ) ◦σ on F that agrees with ∂ on K{Y } by the second identity
in Lemma 5.7.1. Hence ∂ = σ−1 ◦ (φδ) ◦ σ, and thus σ ◦ ∂ = (φδ) ◦ σ. 
Corollary 5.7.9. Let P ∈ K{Y } and Q ∈ F . Then P (Q)φ = Pφ(Qφ).
Proof. An induction on n using the previous lemma yields the identity (∂nQ)φ =
(Y (n))φ(Qφ) and this gives what we want. 
Lemma 5.7.10. Suppose Q ∈ F is transcendental over K, that is, Q /∈ Ka ⊆ F .
Then Q is even d-transcendental over K.
Proof. Since Y is d-transcendental over K, it is enough to show that Y ∈ F is d-
algebraic overK〈Q〉. As Q is algebraic overK〈Y 〉, we can take R0, . . . , Rn ∈ K{Y }
with Rn 6= 0, such that
RnQ
n +Rn−1Q
n−1 + · · ·+R0 = 0.
Put
R := Rn(Z)Q
n +Rn−1(Z)Q
n−1 + · · ·+R0(Z) ∈ K〈Q〉{Z},
where Z is a differential indeterminate different from Y . Take r with R0, . . . , Rn of
order 6 r and take i ∈ N1+r with (Rn)i 6= 0. Then in K〈Q〉 we have the equality
Ri = (Rn)iQ
n + (Rn−1)iQ
n−1 + · · ·+ (R0)i,
so Ri 6= 0 since Q is transcendental over K. Hence R 6= 0 in K〈Q〉{Z}, and
R(Y ) = 0. Thus Y is d-algebraic over K〈Q〉. 
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Compositional conjugation and rational powers. LetK be a differential field.
As before, we fix an algebraic closure F of K〈Y 〉, taking it as a differential field
extension of K〈Y 〉, and extend the ring isomorphism P 7→ Pφ : K{Y } → Kφ{Y }
to an automorphism P 7→ Pφ of the field F .
Notation. For elements f and g of a differential field E we define
f =c g :⇐⇒ f = c · g for some c ∈ C×E ,
so if f, g 6= 0, then f =c g ⇐⇒ f † = g†.
We use this for E := F . For P,Q ∈ F we have P =c Q⇒ Pφ =c Qφ.
Next, we extend the usual power map
(P, k) 7→ P k : F× × Z→ F×
of the multiplicative group F× to a map
(P, q) 7→ P q : F× ×Q→ F×
such that
(P q)† = qP † for all q ∈ Q and P ∈ F×.
Note that
(P k/l)l =c P
k for k, l ∈ Z, l 6= 0.
The following rules are also easy to verify, for P,Q ∈ F× and q, q1, q2 ∈ Q:
(1) P =c Q ⇒ P q =c Qq;
(2) P q1P q2 =c P q1+q2 ;
(3) (P q1)q2 =c P q1q2 ;
(4) (PQ)q =c P qQq.
We allow of course φ ∈ Q× ⊆ K×, but a “power” P q should not be confused with
the “compositional conjugate” Pφ of P ∈ F× by φ. Powers behave as follows under
compositional conjugation:
Lemma 5.7.11. Let P ∈ F×, q ∈ Q. Then (P q)φ =c (Pφ)q.
Proof. For k ∈ Z we have (P k)φ = (Pφ)k since P k has its usual meaning in
the multiplicative group F×. Take n > 1 such that nq = k ∈ Z, and set Q :=
(P q)φ, R := (Pφ)q. Then (P q)n =c P k gives
Qn =
(
(P q)n
)φ
=c (P
k)φ = (Pφ)k =c R
n,
so Q =c R. 
Recall that by convention G00 = 1 and G
n
0 = 0 for n > 1. We have
(5.7.5) (Y (n))φ =
n∑
m=0
Gnm(φ)Y
(m) ∈ Kφ{Y }.
Let q ∈ Q and suppose φq ∈ K. Then in Kφ{Y },
(Y (m))×φq =
m∑
i=0
(
m
i
)
δm−i(φq)Y (i),
and thus by identity (5.7.5) we have in Kφ{Y },
(5.7.6) (Y (n))φ×φq =
n∑
i=0
(
n∑
m=i
(
m
i
)
Gnm(φ)δ
m−i(φq)
)
Y (i).
252 5. LINEAR DIFFERENTIAL POLYNOMIALS
We consider in more detail the case q = 1, with φ1 = φ ∈ K×, since Section 13.4
requires us to deal with Pφ×φ where compositional and multiplicative conjugation
are combined. The key to this is the fact that Pφ×φ(Y
′) = P (Y ′)φ. More formally,
for P ∈ K{Y } 6=, set P×φ := Pφ×φ ∈ Kφ{Y }, and P× := P (Y ′) ∈ K{Y ′}. Then
(5.7.7) (P×)φ = Pφ
(
(Y ′)φ
)
= Pφ(φY ′) = P×φ(Y ′)
in Kφ〈Y 〉. Setting
Rni (Y ) :=
n∑
m=i
(
m
i
)
Gnm(Y )Y
(m−i) ∈ Q{Y } ⊆ Kφ{Y } (i = 0, . . . , n),
the identity (5.7.6) gives the following identity in Kφ{Y }:
(Y (n))×φ = Rn0 (φ)Y +R
n
1 (φ)Y
′ + · · ·+Rnn(φ)Y (n).
We have Y (n+1) = (Y (n))× and hence by (5.7.7) applied to P = Y (n),
(Y (n+1))φ = (Y (n))×φ(Y ′) = Rn0 (φ)Y
′ +Rn1 (φ)Y
′′ + · · ·+Rnn(φ)Y (n+1).
In view of (5.7.5) this gives Rni (φ) = G
n+1
i+1 (φ) for i = 0, . . . , n. Lemma 5.7.3 shows
that φ ∈ Kφ is d-transcendental over Q for suitable K,φ, and thus
Rni = G
n+1
i+1 in Q{Y } for i = 0, . . . , n.
Next, let q ∈ Q be such that φq ∈ K. For P ∈ K{Y } 6= we set
P×q,φ := Pφ×φq ∈ Kφ{Y }, P×q := P
(
(Y ′)q
) ∈ F.
Now suppose that P ∈ K{Y } 6= is homogeneous; let d = deg(P ) and w = wt(P ).
Then Corollary 4.3.18 gives
P×q =c (Y
′)dq−w · E(Y ′)
with homogeneous E ∈ K{Y } 6=, deg(E) = wt(E) = w. Computing in F gives
(P×q)φ = Pφ
(
((Y ′)q)φ
)
=c P
φ
(
((Y ′)φ)q
)
= Pφ
(
(φY ′)q
)
=c P
φ
(
φq(Y ′)q
)
= P×q,φ
(
(Y ′)q
)
,
using Corollary 5.7.9 for the first equality; for the second, use the homogeneity
of Pφ and Lemma 5.7.11. For future reference we summarize:
Lemma 5.7.12. Let P ∈ K{Y } 6= be homogeneous, d = deg(P ), w = wt(P ), q ∈ Q.
Then there is a homogeneous E ∈ K{Y } 6= with deg(E) = wt(E) = w such that for
all φ ∈ K× with φq ∈ K we have (in F ):
P×q,φ
(
(Y ′)q
)
=c (φY
′)dq−w · E×φ(Y ′).
Suppose q ∈ N>1. If P ∈ K{Y } 6= is homogeneous, then P×q = P ((Y ′)q) ∈ K{Y } is
homogeneous with deg(P×q) = q deg(P ), by Corollary 4.3.13. Hence for arbitrary
P ∈ K{Y } 6= and d ∈ N we have (P×q)qd = (Pd)×q.
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Notes and comments. An explicit formula for the transformation coefficients Fnk
appears in [448, Theorem 1] and a formula for the Gnk in [89, (8)]. (Combining
Propositions 12.5.1 and 12.8.3 below also gives a closed form expression for the Fnk .)
The formula for Fnk in the special case of Lemma 5.7.6 dates back to at least the 1823
dissertation of Scherk [385]; see [45, Appendix]. The Stirling number
[
n
k
]
counts
the number of permutations of n objects with k disjoint cycles; these numbers were
introduced by Stirling [433, p. 11] in 1730.
The K-algebra underlying both K{Y } and Kφ{Y } is A = K[Y, Y ′, . . . ], and
P 7→ Pφ is an automorphism of A; in Chapter 12 we study this automorphism.
5.8. The Riccati Transform
In this section K is a differential field, y ranges over K×, and z := y†. Then
y(n)
y
= Rn(z)
where the differential polynomial Rn(Z) ∈ K{Z} has nonnegative integer coeffi-
cients and is independent of K and y:
R0(Z) = 1
R1(Z) = Z
R2(Z) = Z
2 + Z ′
R3(Z) = Z
3 + 3ZZ ′ + Z ′′
...
These Rn are defined by the recursion
(5.8.1) R0(Z) := 1, Rn+1(Z) := ZRn(Z) +Rn(Z)′.
An easy induction yields Rn(Z) = Zn + An(Z) with deg(An) 6 n − 1 and where
every monomial in An has the form Zi0(Z ′)i1 · · · (Z(k))ik with 1 6 k 6 n−1, ik > 1.
Note that R2(Z) = − 14ω(2Z) where ω(Z) = −(Z2 + 2Z ′) is as in Section 5.2.
The Rn are related to the Fnk from Section 5.7 as follows:
Lemma 5.8.1. Rn(Z) = Fnn (Z) +F
n
n−1(Z) + · · ·+Fn0 (Z), so the homogeneous and
isobaric parts of Rn are given by Rn(Z)k = Rn(Z)[n−k] = F
n
k (Z) for k = 0, . . . , n.
Proof. Let Y be a differential indeterminate over Q, let ∂ be the usual derivation
of K〈Y 〉, set φ := Y † ∈ Q〈Y 〉, and take δ = φ−1∂. Then δk(Y ) = Y for all k ∈ N,
and thus
Rn(φ) =
Y (n)
Y
=
∑n
k=0 F
n
k (φ) δ
k(Y )
Y
=
n∑
k=0
Fnk (φ).
It remains to note that φ is differentially transcendental over Q. 
Hence Rn(Z)[0] = Fnn (Z) = Z
n, so the Rn(Z) are linearly independent over K.
If n > 1, then Rn(Z)1 = Rn(Z)[n−1] = Fn1 (Z) = Z
(n−1), so Rn has order n− 1.
For each n we have the following binomial identity in the differential polynomial
ring Q{Z1, Z2}:
(5.8.2) Rn(Z1 + Z2) =
∑
i+j=n
(
n
i
)
Ri(Z1)Rj(Z2).
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To see this, note that in the differential field Q〈Y1, Y2〉,
Rn
(
Y †1 + Y
†
2
)
= Rn
(
(Y1Y2)
†
)
=
(Y1Y2)
(n)
Y1Y2
=
∑n
i=0
(
n
i
)
Y
(i)
1 Y
(n−i)
2
Y1Y2
=
∑
i+j=n
(
n
i
)
Y
(i)
1
Y1
Y
(j)
2
Y2
=
∑
i+j=n
(
n
i
)
Ri(Y
†
1 )Rj(Y
†
2 ).
By induction on m this gives:
Corollary 5.8.2. For all z1, . . . , zm ∈ K we have
Rn(z1 + · · ·+ zm) =
∑ n!
i1! · · · im!Ri1(z1) · · ·Rim(zm)
where the sum on the right is over all tuples (i1, . . . , im) ∈ Nm with i1+· · ·+im = n.
Definition 5.8.3. Let Ri: K{Y } → K{Z} be the K-algebra homomorphism such
that Ri
(
Y (n)
)
= Rn(Z) for all n. We call Ri(P ) the Riccati transform of P . If
P ∈ K{Y } is homogeneous of degree d, then
Ri(P )(z) =
P (y)
yd
.
Remark. If P ∈ K{Y } 6= is homogeneous of order r > 1, then
Ri(P ) 6= 0, orderRi(P ) = r − 1, deg Ri(P ) 6 wtP 6 r · sdegP.
A straightforward computation yields:
Lemma 5.8.4. If P ∈ K{Y } is homogeneous of degree d and g ∈ K, then
Ri(P )+g(Z) =
∑
σ
∑
τ>σ
P[τ ]
(
τ
σ
)
Rτ−σ(g)
Rσ(Z).
Here σ = σ1 · · ·σd and Rσ := Rσ1 · · ·Rσd = Ri(Y [σ]).
Corollary 5.8.5. Let P ∈ K{Y } be homogeneous of degree d and let h ∈ K×.
Then
Ri(P×h) = h
d · Ri(P )+h† .
Proof. With g := h† and σ ranging over words σ1 · · ·σd of length d we have
hd · Ri(P )+g(Z) =
∑
σ
∑
τ>σ
P[τ ]
(
τ
σ
)
hdRτ−σ(g)
Rσ(Z)
=
∑
σ
∑
τ>σ
P[τ ]
(
τ
σ
)
h[τ−σ]
Rσ(Z) = Ri(P×h)(Z)
by the previous lemma and (4.3.2). 
Here is how the Riccati transform interacts with compositional conjugation:
Lemma 5.8.6. Let φ ∈ K× and P ∈ K{Y }. Then
Ri(Pφ) = Ri(P )φ×φ in K
φ{Z}.
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Proof. We can reduce to the case that P is homogeneous of degree d. Then for
y ∈ K× and z = y†, and setting δ = φ−1∂, we have
Ri(P )φ×φ
(
δ(y)/y
)
= Ri(P )φ(z) = Ri(P )(z)
=
P (y)
yd
=
Pφ(y)
yd
= Ri(Pφ)
(
δ(y)/y
)
.
This remains true for y in differential field extensions of Kφ, and so for all a in all
such extensions we have Ri(Pφ)(a) = Ri(P )φ×φ(a). 
The Riccati transform of a linear differential operator. Let
A = a0 + a1∂ + · · ·+ an∂n ∈ K[∂] (a0, . . . , an ∈ K).
The Riccati transform Ri(A) of A is defined to be the Riccati transform of the
corresponding differential polynomial:
Ri(A)(Z) := a0R0(Z) + a1R1(Z) + · · ·+ anRn(Z) ∈ K{Z}.
Using (5.8.2) and (5.1.2) we have for g ∈ K:
Ri(A)+g(Z) = b0R0(Z) + b1R1(Z) + · · ·+ bnRn(Z),
where
bi =
n∑
j=i
(
j
i
)
ajRj−i(g) =
1
i!
Ri(A(i))(g).
In particular, b0 = Ri(A)(g) and bn = an.
Lemma 5.8.7. Let A ∈ K[∂], set R := Ri(A), and let a ∈ K. Then
A ∈ K[∂](∂− a) ⇐⇒ R(a) = 0.
Proof. Immediate from Lemma 5.1.21. 
We define a Riccati polynomial over K to be a differential polynomial
R(Z) = a0R0(Z) + a1R1(Z) + · · ·+ anRn(Z) (a0, . . . , an ∈ K),
that is, a Riccati polynomial over K is the Riccati transform of some A ∈ K[∂]. It
follows that if R is a Riccati polynomial over K and g ∈ K, then R+g is a Riccati
polynomial over K of the same order.
Lemma 5.8.8. Let A ∈ K[∂], and let h be an element of a differential field extension
of K with h 6= 0 and h† = g ∈ K. Then A⋉h ∈ K[∂].
Proof. By Corollary 5.8.5 we have Ri(A⋉h) = Ri(A)+g ∈ K{Z}. Next one shows
by an easy induction on n and using Rn = Zn + lower degree terms: if L is a
differential field extension of K, and R = a0R0 + · · ·+ anRn (a0, . . . , an ∈ L) is a
Riccati polynomial over L with R ∈ K{Z}, then a0, . . . , an ∈ K. 
The decrease in order under Riccati transformation is the basis of several inductive
proofs. The next lemma is an example. For r ∈ N we say that K is weakly
r-differentially closed if every P ∈ K{Y } \ K of order 6 r has a zero in K.
(Thus K is weakly 0-differentially closed iff K is algebraically closed.) We also say
that K is weakly differentially closed if K is weakly r-differentially closed for
each r ∈ N. Clearly differentially closed ⇒ weakly differentially closed.
Lemma 5.8.9. Suppose K is weakly r-differentially closed, r ∈ N. Then K is
(r + 1)-linearly closed.
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Proof. By induction on r. The case r = 0 is obvious, so let r > 0, and let A ∈ K[∂]
have order r + 1. Then its Riccati transform Ri(A) ∈ K{Z} has order r, so has a
zero a ∈ K, which gives A = B · (∂ − a) with B ∈ K[∂] of order r. Now apply the
inductive assumption to B. 
Riccati transforms in the presence of a valuation. In this subsection K is a
valued differential field such that ∂O ⊆ O, and thus ∂O ⊆ O.
Lemma 5.8.10. Let P ∈ K{Y } be homogeneous. Then v(P ) = v(Ri(P )).
Proof. By K-linearity of the Riccati transform we can reduce to the case vP = 0.
Then Ri(P ) ∈ O{Z}. Let P be the image of P ∈ O{Y } in k{Y }. Then P is
homogeneous and nonzero, so Ri(P ) 6= 0. Since Ri(P ) is the image of Ri(P ) under
the natural map O{Z} → k{Z}, we get v(Ri(P )) = 0. 
In view of Corollary 5.8.5, this lemma yields:
Corollary 5.8.11. If P ∈ K{Y } 6= is homogeneous of degree d, and a ∈ K×, then
vP (α) = dα+ v(R+a†), with α := va, R := Ri(P ).
For a nonzero Riccati polynomial R = a0R0 + · · ·+ anRn (a0, . . . , an ∈ K), put
µ(R) := min
{
i : v(ai) = v(R)
}
, ν(R) := max
{
i : v(ai) = v(R)
}
.
Note that for nonzero A ∈ K[∂] and R = Ri(A), we have
v(A) = v(R), dwm(A) = µ(R), dwt(A) = ν(R),
and by Corollary 5.8.5:
v(Ay) = vy + v(R+z), dwm(Ay) = µ(R+z), dwt(Ay) = ν(R+z).
The quotients of K by its Q-linear subspaces O and O are K/O and K/O, with
canonical maps
g 7→ g + O : K → K/O, g 7→ g +O : K → K/O.
If R is a nonzero Riccati polynomial over K, then by Lemma 4.5.1(i), the value
v(R+g) for g ∈ K depends only on the coset g +O.
Lemma 5.8.12. Let R be a nonzero Riccati polynomial over K. Then µ(R+g) and
ν(R+g) depend only on g + O and g +O, respectively, for g ∈ K.
Proof. Let R = a0R0 + · · ·+ anRn with a0, . . . , an ∈ K, and let g ∈ K≺1. Then
Rj(g) ∈ O for j > 0, since O is closed under ∂. Now
R+g(Z) = b0R0(Z) + b1R1(Z) + · · ·+ bnRn(Z)
where
bi =
n∑
j=i
(
j
i
)
ajRj−i(g) = ai + (i + 1)ai+1R1(g) + · · ·+
(
n
i
)
anRn−i(g).
Hence v(bi) > v(R) for all i, and v(bi) = v(ai) = v(R) for i = µ(R); so µ(R+g) 6
µ(R). Using R = (R+g)−g we get µ(R+g) = µ(R). The general case follows easily
from this special case vg > 0. The argument for ν(R+g) is similar. 
For a nonzero Riccati polynomial R over K we define
µR : K/O → N, µR(g + O) := µ(R+g) (g ∈ K),
νR : K/O → N, νR(g +O) := ν(R+g) (g ∈ K).
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Notes and comments. Riccati polynomials are named after J. Riccati (1676–
1754), who studied the differential equation Z ′+ aZ2 = bxr for a, b, r ∈ R in [337].
The results in Section 14.5 and Chapter 15 below yield that T[i] and Tlog[i]
(i2 = −1) are weakly differentially closed.
5.9. Johnson’s Theorem
Below Y = (Y1, . . . , Yn) is a tuple of distinct d-indeterminates, n > 1. The goal of
this section is to prove the following result due to Joseph Johnson [205].
Theorem 5.9.1. Let K ⊆ L be a differential field extension, let P1, . . . , Pn ∈ K{Y },
and let y = (y1, . . . , yn) ∈ Ln be such that P1(y) = · · · = Pn(y) = 0 and P1, . . . , Pn
are d-independent at y. Then y1, . . . , yn are d-algebraic over K.
Theorem 5.9.1 is an analogue of Corollary 1.9.7, with differential field extensions
replacing field extensions. Accordingly, we begin by establishing systematically
analogues of results in Sections 1.7, 1.8, and 1.9 for differentialK-algebrasA instead
ofK-algebras, with ΩA|K construed as an A[∂]-module instead of just an A-module,
and differential transcendence degree instead of transcendence degree.
Note also that Theorem 5.9.1 partially extends Corollary 5.4.5 to non-linear
systems of algebraic differential equations.
Johnson considers more generally fields of arbitrary characteristic with finitely
many commuting derivations, as is usual in the Kolchin tradition. In our setting
where differential fields are of characteristic 0 with a single derivation, things are
a bit simpler, but nevertheless we need some nontrivial facts on regular local rings
from Chapter 1. We give the proof of Theorem 5.9.1 at the end of this section; we
precede it with some generalities on the tensor product of K[∂]-modules and the
module of differentials of a given differential field extension.
We shall apply Theorem 5.9.1 in Section 7.6 to differential-henselian fields.
Tensor products of K[∂]-modules. Let K be a differential ring, let M , N be
K[∂]-modules, and consider the K-module T := M ⊗K N . Corollary 1.7.3 gives a
∂-compatible derivation on T making T a K[∂]-module such that
∂(x⊗ y) = (∂x) ⊗ y + x⊗ (∂y) for all x ∈M , y ∈ N .
If K is a differential field andM and N are differential modules over K, then T is a
differential module over K with dimK T = dimKM ·dimK N , and if in addition M
and N are horizontal, then so is T .
Let A be a differential K-algebra, that is, A is a differential ring equipped with
a differential ring morphism K → A; the latter also makes A a K-algebra. We
view A as a K[∂]-module with ∂a = a′ for a ∈ A. By Corollary 1.7.4 we obtain the
A[∂]-module A⊗K M , called the base change of M to A. Note that
∂(a⊗ x) = a′ ⊗ x+ a⊗ (∂x) for a ∈ A, x ∈M .
Let (xi) be a family in M . Then the K[∂]-module M is free on (xi) iff the K-
module M is free on (∂nxi)i,n. If the K[∂]-module M is free on (xi), then the
A[∂]-module A⊗K M is free on (1 ⊗ xi): use that ∂n(1 ⊗ x) = 1⊗ ∂nx for x ∈ M .
The differential ring morphism K → A extends to a ring morphism K[∂] → A[∂]
sending ∂ to ∂, and any A[∂]-module is construed as a K[∂]-module via this ring
morphism K[∂]→ A[∂].
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Let I be a differential ideal of K, and A = K/I, viewed as a differential K-
algebra via the canonical map K → A. Then IM is a K[∂]-submodule of M , which
makes M/IM a K[∂]-module as well as an A-module. We give M/IM its unique
structure of A[∂]-module that induces its given A-module structure as well as its
K[∂]-module structure coming from the natural ring morphism K[∂]→ A[∂]. Then
the isomorphism A⊗K M
∼=−→M/IM of (1.7.3) is A[∂]-linear.
The next lemma is for use in the second volume.
Lemma 5.9.2. Let K be a differential field, M a differential module over K, and F
a differential field extension of K. Then the base change F ⊗K M of M to F is
a differential module over F with dimF F ⊗K M = dimKM . Moreover, if M =
K[∂]/K[∂]L where L ∈ K[∂] 6=, then F ⊗K M ∼= F [∂]/F [∂]L as F [∂]-modules.
Proof. The first part holds by the remarks preceding the lemma. Suppose M =
K[∂]/K[∂]L where L ∈ K[∂] 6= has order r > 1. Then e = 1 + K[∂]L is a cyclic
vector of M , since M = Ke⊕K∂e⊕ · · · ⊕K∂r−1e (internal direct sum of K-linear
subspaces) and Le = 0. Setting eF := 1⊗ e we have ∂neF = 1⊗ ∂ne for each n and
so F ⊗K M = FeF ⊕ F ∂eF ⊕ · · · ⊕ F ∂r−1eF with LeF = 1⊗ Le = 0. 
If K is a differential field, and A, B are differential K-algebras, then the derivation
on the ring A⊗KB provided by Corollary 1.7.5 is the unique derivation on this ring
for which the (injective) maps a 7→ a⊗1: A→ A⊗KB and b 7→ 1⊗b : B → A⊗KB
are morphisms of differential rings.
The module of differentials as a K[∂]-module. Let K be a differential ring
and A a differential K-algebra. The map ∂∗ of Corollary 1.8.14 makes the A-
module ΩA|K of Kähler differentials an A[∂]-module (and thus a K[∂]-module),
and the universal K-derivation dA|K : A → ΩA|K is then K[∂]-linear. Below we
view ΩA|K as an A[∂]-module in this way; so ∂ω = ∂∗(ω) for ω ∈ ΩA|K .
Let B be a second differential K-algebra and let h : A→ B be a morphism of
differentialK-algebras. Then B is via h also a differential A-algebra, and so we have
the B[∂]-module ΩB|A, and the base change B ⊗A ΩA|K of the A[∂]-module ΩA|K
to B is a B[∂]-module. By Proposition 1.8.16 we have an exact sequence
B ⊗A ΩA|K α−−→ ΩB|K β−−→ ΩB|A −→ 0
of B-modules and B-linear maps, where α(1 ⊗ da) = dh(a) for all a ∈ A and
β(dB|K b) = dB|A b for all b ∈ B. One verifies easily that α and β are B[∂]-linear.
Next, let I 6= A be a differential ideal of A, let B := A/I be the quotient
differentialK-algebra with derivation ∂B, with the canonical morphism h : A→ B of
differentialK-algebras. Then the ∂B-compatible derivation a+I2 7→ a′+I2 (for a ∈
I) on the B-module I/I2 makes the latter a B[∂]-module. Proposition 1.8.17 yields
the exact sequence of B-modules and B-linear maps
I/I2
γ−−→ B ⊗A ΩA|K α−−→ ΩB|K −→ 0,
with γ(a+ I2) = 1⊗ d a for a ∈ I. It is easy to check that γ is even B[∂]-linear.
Finally, let R be a differential K-algebra, let p be a differential prime ideal
of R, and set A := Rp. Then A is a differential K-algebra and a local ring whose
maximal ideal m = pA is a differential ideal of A, with differential residue field
F := A/m. It is easy to check that the maps α0 and γ0 in the exact sequence
m/m2
γ0−−−→ F ⊗R ΩR|K α0−−−→ ΩF |K −→ 0
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of F -linear spaces and F -linear maps from (1.8.6) are F [∂]-linear.
Modules of differentials for differential field extensions. In the rest of this
section K is a differential field and L is a differential field extension of K. For any
family (ai)i∈I in L, the following conditions are equivalent:
(1) the family (ai) in L is d-algebraically independent over K;
(2) the family
(
a
(n)
i
)
i,n
in L is algebraically independent over K;
(3) the family
(
d a
(n)
i
)
i,n
in the vector space ΩL|K is linearly independent over L;
(4) the family (d ai) in the L[∂]-module ΩL|K is L[∂]-independent.
For (1) ⇔ (2) we refer to the subsection on differential transcendence bases in
Section 4.1, (2) ⇔ (3) follows from Lemma 1.9.8, and (3) ⇔ (4) holds because
d a(n) = ∂n d a for a ∈ L. In particular, (1) ⇔ (4) yields for a ∈ L:
a is d-algebraic over K ⇐⇒ d a ∈ (ΩL|K)tor.
Thus: L is d-algebraic over K ⇐⇒ ΩL|K is a torsion L[∂]-module.
Suppose now that L = K〈x1, . . . , xn〉. Then L = K
(
x
(m)
j : m ∈ N, j = 1, . . . , n
)
,
so the vector space ΩL|K over L is generated by the d
(
x
(m)
j
)
= ∂m dxj with m ∈ N
and j = 1, . . . , n. Hence as an L[∂]-module, ΩL|K is generated by dx1, . . . , dxn.
Moreover:
Corollary 5.9.3. rankΩL|K = trdeg∂ L|K.
Proof. By permuting the indices we arrange that m 6 n is such that
x1, . . . , xm is a d-transcendence base of L over K; in particular, trdeg∂ L|K = m.
Also, the elements dx1, . . . , dxm of ΩL|K are L[∂]-independent by (1) ⇔ (4),
and likewise, if m < j 6 n, then x1, . . . , xm, xj are d-algebraically dependent,
so dx1, . . . , dxm, dxj are L[∂]-dependent. Thus rankΩL|K = m by Corol-
lary 5.3.10. 
Independence at a prime. Let R be the differential K-algebra K{Y1, . . . , Yn}.
By Lemma 1.8.11 the R-module ΩR|K is free on its generating family
(
d(Y
(r)
j )
)
j,r
.
As an R[∂]-module with ∂ dP = d(P ′) for P ∈ R, it is free on dY1, . . . , dYn.
Let P1, . . . , Pm ∈ R and p ∈ Spec(R). Then we say that P1, . . . , Pm are d-
independent at p if the family
(
d(P
(r)
i )
)
i,r
in the R-module ΩR|K is independent
at p as defined in Section 1.7. If P1, . . . , Pm are d-independent at p and p ⊇ q ∈
Spec(R), then P1, . . . , Pm are d-independent at q, by Lemma 1.7.6. In view of the
isomorphism (1.7.3), the following are equivalent:
(1) P1, . . . , Pm are d-independent at p;
(2) the family
(
1⊗ d(P (r)i )
)
i,r
in (R/p)⊗R ΩR|K is (R/p)-linearly independent.
The R-module ΩR|K is free on
(
d(Y
(r)
j )
)
j,r
, so the (R/p)-module (R/p) ⊗R ΩR|K
is free on
(
1 ⊗ d(Y (r)j )
)
j,r
, and likewise the vector space F ⊗R ΩR|K over F :=
Frac(R/p) is free on
(
1⊗ d(Y (r)j )
)
j,r
. Thus (1) and (2) are also equivalent to
(3) the family
(
1⊗ d(P (r)i )
)
i,r
in F ⊗R ΩR|K is F -linearly independent.
If p is also a differential ideal of R, then (2) is equivalent to (4), and (3) to (5):
(4) 1⊗ dP1, . . . , 1⊗ dPm ∈ (R/p)⊗R ΩR|K are (R/p)[∂]-independent;
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(5) 1⊗ dP1, . . . , 1⊗ dPm ∈ F ⊗R ΩR|K are F [∂]-independent.
Suppose p ∈ Spec(R) is a differential ideal of R. The inclusion K → R composed
with the canonical map R → R/p yields an injective differential ring morphism
K → R/p via which we identify K below with a differential subring of R/p.
Lemma 5.9.4. Let y ∈ Ln and let p be the kernel of the differential K-algebra
morphism R → L that sends Yj to yj for j = 1, . . . , n. Then p is a differential
prime ideal of R, and this morphism R→ L induces a differential ring isomorphism
R/p → K{y}, which extends to a differential field isomorphism F → K〈y〉, where
F := Frac(R/p). Moreover, we have the equivalence
P1, . . . , Pm are d-independent at y ⇐⇒ P1, . . . , Pm are d-independent at p.
Proof. Obvious, except for the final equivalence. For that we use the relevant
definitions, the equality (1.8.5), the isomorphism of free F [∂]-modules
(A1, . . . , An) 7→ A1 · (1⊗ dY1) + · · ·+An · (1⊗ dYn) : F [∂]n → F ⊗R ΩR|K ,
and the above equivalence (1) ⇔ (5). 
An abstract version of Johnson’s theorem. We keep the notations introduced
in the previous subsection. Theorem 5.9.1 will be derived from the next result.
Proposition 5.9.5. Let P1, . . . , Pn ∈ R, I := [P1, . . . , Pn], and let p ∈ Spec(R) be
such that I ⊆ p and P1, . . . , Pn are d-independent at p. Set
q := {a ∈ R : ab ∈ I for some b ∈ R \ p}.
Then q is a differential ideal of R with the following properties:
(i) q is the smallest prime ideal of R containing I and contained in p;
(ii) the differential fraction field of R/q is d-algebraic over K.
Proof. We consider R and its localization A := Rp as differential subrings of
the differential field Frac(R) = K〈Y 〉. Clearly q is a differential ideal of R with
I ⊆ q ⊆ p, and any prime ideal of R containing I and contained in p contains q; so
to finish the proof of (i) it remains to show that q is prime. Note that A is a local
domain with maximal ideal m := pA, and (IA) ∩R = q. We shall prove that IA is
a prime ideal of A (so q is prime as a consequence). To reduce to a more finitary
situation, set for r ∈ N:
Rr := K
[
Y
(k)
j : j = 1, . . . , n, k = 0, . . . , r
]
, pr := p ∩Rr, Ar := (Rr)pr ,
so Ar is a local subring of A with maximal ideal mr := prAr = m ∩ Ar. For IA to
be a prime ideal of A, it is clearly enough to show:
Claim: Let r,N ∈ N and let distinct
G1, . . . , GN ∈ Rr ∩
{
P
(k)
i : i = 1, . . . , n, k ∈ N
}
be given. Then G1, . . . , GN generate a prime ideal of Ar.
To prove this claim, set F := A/m and Fr := Ar/mr, so Fr is a subfield of the
field F after the usual identification. We have an exact sequence
(5.9.1) m/m2
γ0−−−→ F ⊗R ΩR|K −→ ΩF |K −→ 0
of F -linear spaces, where γ0(a + m2) = 1 ⊗ d a for a ∈ p. Composing γ0 with the
natural Fr-linear map mr/m2r → m/m2 yields an Fr-linear map
mr/m
2
r → F ⊗R ΩR|K , a+m2r 7→ 1⊗ d a for a ∈ pr.
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Since P1, . . . , Pn are d-independent at p, the natural isomorphism Frac(R/p) ∼= F
and the equivalence (1) ⇔ (3) preceding Lemma 5.9.4 yield that in F ⊗R ΩR|K
the elements 1 ⊗ dG1, . . . , 1 ⊗ dGN are linearly independent over F . Therefore
the elements G1 + m2r, . . . , GN + m
2
r of mr/m
2
r are linearly independent over Fr.
Now Ar is a regular local ring by Corollary 1.6.7, so G1, . . . , GN generate a prime
ideal in Ar by Corollaries 1.4.4(ii) and 1.6.3. This concludes the proof of (i).
Towards proving (ii), first note that by Lemma 1.4.15 we have qRq = IRq and
q = {a ∈ R : ab ∈ I for some b ∈ R \ q}.
To show (ii) we replace p by q to arrange that p is a differential ideal of R and
m = pA = IA is the differential ideal of A generated by P1, . . . , Pn. Then (5.9.1)
is an exact sequence of F [∂]-modules and F [∂]-linear maps. As P1, . . . , Pn are
d-independent at p, the elements 1 ⊗ dP1, . . . , 1 ⊗ dPn of F ⊗R ΩR|K are F [∂]-
independent. Since the F [∂]-module m/m2 is generated by P1+m2, . . . , Pn+m2, the
F [∂]-linear map γ0 yields that the F [∂]-module m/m2 is free on P1+m2, . . . , Pn+m2,
and γ0 is injective. The F [∂]-module F ⊗RΩR|K being free on 1⊗dY1, . . . , 1⊗dYn,
taking ranks of F [∂]-modules, we get rank(ΩF |K) = 0 from (5.9.1) and Lemma 5.3.9.
As the canonical field isomorphism Frac(R/p) ∼= F respects the natural derivations
on these fields, this “rank 0” fact gives (ii) in view of Corollary 5.9.3. 
Proof of Theorem 5.9.1. We are given P1, . . . , Pn ∈ K{Y } and y ∈ Ln such
that P1(y) = · · · = Pn(y) = 0 and P1, . . . , Pn are d-independent at y; we have to
show that then K〈y〉 is d-algebraic over K. Let p be the kernel of the differential
K-algebra morphism R → L that sends Yj to yj for j = 1, . . . , n. Then P1, . . . , Pn
are d-independent at p by Lemma 5.9.4. Let q be as in Proposition 5.9.5. Then (ii)
of that proposition yields an element Qj ∈ q ∩ K{Yj} 6= for j = 1, . . . , n. Then
Qj ∈ p for j = 1, . . . , n, so K〈y〉 is d-algebraic over K. 
We finish with an application of Theorem 5.9.1 and Lemma 5.4.7:
Corollary 5.9.6. Suppose K ⊆ L is a differential field extension, P1, . . . , Pn
in K{Y } have order at most (r1, . . . , rn) ∈ Nn, and y = (y1, . . . , yn) ∈ Ln satisfies
P1(y) = · · · = Pn(y) = 0, det
((
∂Pi
/
∂Y
(rj)
j
)
(y)
)
6= 0.
Then y1, . . . , yn are d-algebraic over K.
Proof. By the hypothesis P1, . . . , Pn are d-independent at y. 
Example. Let Q1, . . . , Qn ∈ K{Y } have order at most (r1, . . . , rn) ∈ Nn. If L is a
differential field extension of K and y = (y1, . . . , yn) ∈ Ln satisfies
y
(ri+1)
i = Qi(y) (i = 1, . . . , n),
then y1, . . . , yn are d-algebraic over K. (Take Pi := Y
(ri+1)
i −Qi.)
Notes and comments. Proposition 5.9.5 is from [205]. See also [204] for more
information on Kähler differentials in the context of (partial) differential fields. An
analytic version of Corollary 5.9.6 is due to Rubel [372], whose proof is elementary
and independent of Johnson’s theorem.

CHAPTER 6
Valued Differential Fields
Throughout this chapter, K is a valued differential field whose derivation is small in
the sense that ∂O ⊆ O. In Chapter 4 we already derived some consequences of this
assumption, and here we go much further with it, sometimes under mild additional
conditions. As noted before, one thing we get from ∂O ⊆ O is that ∂O ⊆ O, and
so the residue field k = O/O is naturally a differential field. Sometimes we impose
as extra condition that the derivation of k is nontrivial. While this extra condition
is not satisfied for K = T, it does hold in suitable coarsenings of compositional
conjugates of T, and this is how the results of this chapter apply to T, and other
valued differential fields of interest.
Section 6.1 considers the asymptotic behavior of the function vP : Γ → Γ for ho-
mogeneous P ∈ K{Y } 6=. In Section 6.2 we show among other things that the
derivation of any valued differential field extension of K that is algebraic over K is
also small. In Section 6.3 we show how differential field extensions of the residue
differential field k give rise to valued differential field extensions of K with small
derivation and the same value group. We also study there monotone extensions.
In Section 6.4 we show how the derivation and the valuation on K jointly give rise
to a valuation on Γ. This helps in improving the estimates on vP from Section 6.1.
The ordered abelian group Γ with this valuation is an asymptotic couple in the
sense of Rosenlicht, and for frequent later use we prove in Section 6.5 some basic
facts about asymptotic couples in general. In Section 6.6 we define the dominant
part of a differential polynomial, and establish its basic properties. The key facts
about the functions vP , the valuation on Γ, and dominant parts are then used to
prove the important Equalizer Theorem in Section 6.7:
Theorem 6.0.1. Let P,Q ∈ K{Y } 6= be homogeneous of degree d and e, respectively,
with d > e, and suppose (d − e)Γ = Γ. Then there is a unique α ∈ Γ such that
vP (α) = vQ(α).
We shall use this mainly for d = 1, e = 0, or when Γ is divisible, and in either case
the condition (d− e)Γ = Γ is trivially satisfied. (For d = 1, e = 0 the theorem says
that vA : Γ→ Γ is bijective for each A ∈ K[∂] 6=.)
In Section 6.8 we consider a pc-sequence (aρ) in K and a differential polynomial
G ∈ K{Y }\K. If the derivation of k is nontrivial, then we show how to replace (aρ)
by an equivalent pc-sequence to arrange that G(aρ) is also a pc-sequence. We
also prove some variants of this important fact, and use this in Section 6.9 to
construct immediate extensions of suchK in analogy with Kaplansky’s lemmas 3.2.6
and 3.2.7. This has the effect that any such K has a spherically complete immediate
valued differential field extension with small derivation.
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Notes and comments. The key result in this chapter that is needed later in
connection with the model theory of T is the Equalizer Theorem of Section 6.7.
Other sections are clearly part of any reasonably broad theory of valued differential
fields, and play a role in the next chapter on differential-henselian fields. Sections 6.8
and 6.9 are inspired by analogous results on certain kinds of valued difference fields
due to Bélair, Macintyre, and Scanlon [41].
6.1. Asymptotic Behavior of vP
Here is a key consequence of our assumption ∂O ⊆ O:
Lemma 6.1.1. If y ∈ O, then (y′)n+1 4 yn for all n.
Proof. Suppose there is a counterexample. Take n least with (y′)n+1 ≻ yn for
some y ∈ O, and fix such y. Then n > 1 and yn = ε(y′)n+1, ε ≺ 1, so
nyn−1y′ = ε′(y′)n+1 + (n+ 1)ε(y′)ny′′.
After dividing by y′ this gives
nyn−1 = ε′(y′)n + (n+ 1)ε(y′)n−1y′′.
By the minimality of n we have ε′(y′)n ≺ yn−1, so yn−1 ≍ ε(y′)n−1y′′, and hence
yn−1y′ ≍ ε(y′)ny′′, so by taking nth powers,
yn(n−1)(y′)n ≍ εn(y′)n2(y′′)n.
Thus, using yn = ε(y′)n+1,
εn−1(y′)(n+1)(n−1)(y′)n ≍ εn(y′)n2(y′′)n,
so (y′)n−1 ≍ ε(y′′)n, contradicting the minimality of n. 
Corollary 6.1.2. If Γ has rank 1, then K is monotone.
In the remainder of this section α, β, γ range over Γ.
Corollary 6.1.3. Let P ∈ K{Y } 6= be homogeneous of degree d and γ 6= 0. Then
vP (γ) = v(P ) + dγ + o(γ). More generally, if α 6= β, then
vP (α) − vP (β) = d · (α− β) + o(α− β).
Proof. Let γ > 0, take g ∈ K× with vg = γ, and set ∆ := {δ ∈ Γ : δ = o(γ)}. In
the ∆-coarsening of K we have v˙g′ > v˙g, so v˙P (γ˙) = v˙(P ) + dγ˙ by Lemma 4.5.3,
and thus vP (γ) = v(P ) + dγ + o(γ). Next, for Q := P×g−1 ,
v(P ) = vQ(γ) = v(Q) + dγ + o(γ), v(Q) = vP (−γ),
so vP (−γ) = v(P ) − dγ + o(−γ). Thus the first part of the lemma also holds if
γ < 0. For the second part, let α 6= β and take a, b ∈ K× with va = α, vb = β.
Then
vP (α) = v(P×a) = v(P×b,×(a/b)) = vP×b(α− β),
so by the first part,
vP (α) = v(P×b) + d(α − β) + o(α− β) = vP (β) + d(α− β) + o(α − β),
which gives the desired result. 
Here is some convenient notation. Let γ > 0. Then α > β+o(γ) is defined to mean
that α > β + δ for some δ = o(γ) in Γ; equivalently, it means that α > β − 1nγ for
all n > 1. We also declare that ∞ > β + o(γ) for ∞ ∈ Γ∞.
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Corollary 6.1.4. Let P ∈ K{Y } 6=, P (0) = 0, and γ > 0. Then
vP (γ) > v(P ) + γ + o(γ).
Corollary 6.1.5. Let P,Q ∈ K{Y } 6= be homogeneous of degrees d, e. Then
γ 6= 0 =⇒ vP (γ)− vQ(γ) = v(P )− v(Q) + (d− e)γ + o(γ).
Also, if d > e, then vP − vQ : Γ→ Γ is strictly increasing.
Proof. The second part here follows from the second part of 6.1.3. 
Lemma 6.1.6. Let P,Q ∈ K{Y } 6= be homogeneous of the same degree and let γ > 0
be such that v(P ) > v(Q) + γ. Then for α = O(γ) we have vP (α) > vQ(α).
Proof. This is clear if α = 0, so let 0 6= α = O(γ). Then by Corollary 6.1.5,
vP (α)− vQ(α) = v(P )− v(Q) + o(γ) > γ + o(γ) > 0. 
The next consequence of Lemma 6.1.6 is needed in Section 7.2.
Corollary 6.1.7. Let A,B ∈ K[∂] 6=, B = A + E, γ > 0, v(E) > v(A) + γ, and
α = O(γ). Then vA(α) = vB(α). Moreover, for any a ∈ K× with va = α we have
A(a) ≺ Aa ⇐⇒ B(a) ≺ Ba. Therefore, α ∈ E (A) ⇐⇒ α ∈ E (B).
Proof. By Corollary 6.1.6 we have vE(α) > vA(α) and thus vA(α) = vB(α). Let
a ∈ K× be such that va = α and A(a) ≺ Aa. Then E(a) 4 Ea ≺ Aa ≍ Ba, so
B(a) = A(a) + E(a) ≺ Ba. We can interchange A and B in this argument. 
To get useful information from Corollary 6.1.5 concerning vF : Γ→ Γ when the dif-
ferential polynomial F ∈ K{Y } 6= is not homogeneous, we need two order-theoretic
facts. To formulate those facts, let X and Y be nonempty ordered sets.
Lemma 6.1.8. Let f0, . . . , fn : X → Y be strictly increasing bijections. Then the
map f : X → Y given by f(x) := mini fi(x) is a strictly increasing bijection.
Proof. Define g : Y → X by g(y) := maxi f−1i (y). One verifies easily that then
g ◦ f = idX and f ◦ g = idY . 
Given maps f, g : X → Y we define f <c g to mean that there are convex subsets
A < B < C in X such that X = A ∪ B ∪ C, f > g on A, f = g on B, and f < g
on C. (Some of A, B, C can be empty.)
Lemma 6.1.9. Let f0, . . . , fn : X → Y be such that fi <c fj for all i < j. Define
f : X → Y by f(x) := mini fi(x). Then there are i0 < · · · < im in {0, . . . , n} and
convex subsets Dm < · · · < D0 of X such that
(i) X = Dm ∪ · · · ∪D0, and Dm, . . . , D0 are nonempty;
(ii) f = fik on Dk, for k = 0, . . . ,m.
Proof. For n = 0 the lemma holds with m = 0 and D0 = X . Let n > 1, and for
i = 1, . . . , n, take convex subsets Ai < Bi < Ci in X such that X = Ai ∪Bi ∪ Ci,
f0 > fi on Ai, f0 = fi on Bi, and f0 < fi on Ci. Take i∗ ∈ {1, . . . , n} such that
Ci∗ ⊆ Ci for i = 1, . . . , n. Then f0 < fi on D0 := Ci∗ for i = 1, . . . , n, so if
D0 = X , then the lemma holds with m = 0, i0 = 0. Suppose that D0 6= X . Then
for X ′ := X \ C we have f0 > fi∗ on X ′, and then we can use as an inductive
assumption that the lemma holds for the restrictions of f1, . . . , fn to X ′. 
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Corollary 6.1.10. Let F ∈ K{Y } 6= have Fd0 , . . . , Fdn with d0 < · · · < dn as its
nonzero homogeneous parts. Set fi := vFdi : Γ→ Γ for i = 0, . . . , n. Then there are
i0 < · · · < im in {0, . . . , n} and convex subsets Dm < · · · < D0 of Γ such that
(i) Γ = Dm ∪ · · · ∪D0, and Dm, . . . , D0 are nonempty;
(ii) vF (γ) = fik(γ) for all γ ∈ Dk and k = 0, . . . ,m.
If F (0) = 0 and each fi is bijective, then so is vF .
Proof. By Corollary 6.1.5 we have fi <c fj for 0 6 i < j 6 n, in the sense defined
earlier. We can now apply Lemma 6.1.9, since vF (γ) = mini fi(γ) for all γ, and if
F (0) = 0, then each function fi is strictly increasing. 
Notes and comments. Lemma 6.1.1 and Corollary 6.1.2 are in [87], Section 2.
6.2. Algebraic Extensions
Recall the standing assumption of this chapter that the derivation of K is small,
that is, ∂O ⊆ O. At the end of this section we prove:
Proposition 6.2.1. If L is a valued differential field extension of K and L is
algebraic over K, then the derivation of L is also small.
We actually work in the more general setting of an ambient valued differential
field L with subfields E ⊆ F such that F is algebraic over E. In the lemmas below
we consider E and F as valued subfields of L, and first deal with the case that F |E
is immediate, next the case that E is henselian and F |E is unramified, and finally
the purely ramified case. It is important for later use in Section 6.9 not to assume
in the first two cases that E or F is closed under the derivation ∂ of L.
Immediate algebraic extensions.
Lemma 6.2.2. Suppose F |E is immediate, and ∂OE ⊆ OL and ∂OE ⊆ OL. Then
∂OF ⊆ OL and ∂OF ⊆ OL.
Proof. Since we have OF = OE + OF , it suffices to show that ∂OF ⊆ OL. If
OE = E, then OF = F and we are done. Assume OE 6= E. We can also arrange
that 1 < [F : E] <∞. Then by Lemma 3.3.30 we have F = E(y) where y ∈ L×,
y ≺ 1 and y has minimum polynomial
P (Y ) = Y n + an−1Y
n−1 + · · ·+ a1Y + a0
over E with coefficients ai ∈ OE , a1 ≍ 1, a0 ≺ 1. (Note that a0 6= 0, since
n = [F : E] > 1.)
Claim 1: We have y ≍ a0, and y′ 4 (aa0)′ for some a ∈ OE.
We get y ≍ a0 from a1y ∼ −a0. Next, P (y) = 0 gives
0 = P (y)′ = P ∂(y) + P ′(y)y′,
and since P ′(y) ∼ a1 ≍ 1, this gives
y′ ≍ P ∂(y) =
n−1∑
i=0
a′iy
i,
so we get i ∈ {0, . . . , n − 1} with y′ 4 a′iyi. If i = 0, this gives y′ 4 a′0. If i > 1,
then we get y′ 4 a′ia0 = (aia0)
′ − aia′0, so y′ 4 (aia0)′, or y′ 4 aia′0 4 a′0.
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By Lemma 3.3.31,
O(y) := OEOE [y] + yOE [y]
is a maximal ideal of OE [y], and
OF = OE [y]O(y) = S−1OE [y] with S := 1 + O(y),
OF = O(y)OF = S−1O(y).
Claim 2: For each b ∈ OE there exists u ∈ OE such that (by)′ 4 (ua0)′.
To see why, let b ∈ OE , so (by)′ = b′y + by′. Now b′y ≍ b′a0 = (ba0)′ − ba′0, so
b′y 4 (ba0)
′ or b′y 4 ba′0 4 a
′
0. Also, with a as in Claim 1 we have by
′ 4 (aa0)
′.
Thus (by)′ 4 (ua0)′ for u = b or u = 1 or u = a.
Claim 3: For each φ ∈ O(y) there exists ε ∈ OE such that φ′ 4 ε′.
This property holds for φ ∈ OE , and for φ = y by Claim 1, and it is inherited
under taking sums and products of elements in O(y). This yields Claim 3 using also
Claim 2.
Let f ∈ OF . Then f = φ/(1 + e) with φ, e ∈ O(y); differentiating this quotient, we
obtain from Claim 3 that there is ε ∈ OE such that f ′ 4 ε′. 
Here is a further reduction of the problem of showing ∂OF ⊆ OL and ∂OF ⊆ OL:
Lemma 6.2.3. Suppose F |E is immediate and S ⊆ OE satisfies
OE = {f/g : f, g ∈ S, g ≍ 1}, ∂S ⊆ OL, ∂(S ∩ OE) ⊆ OL.
Then ∂OF ⊆ OL and ∂OF ⊆ OL.
Proof. Let a ∈ OE , so a = f/g with f, g ∈ S, g ≍ 1. Then f ′, g′ 4 1, and thus
a′ = (f ′g − fg′)/g2 4 1. Also, if a ≺ 1, then f ≺ 1, so f ′ ≺ 1, and thus a′ ≺ 1.
Now apply Lemma 6.2.2. 
Unramified and purely ramified algebraic extensions.
Lemma 6.2.4. Suppose E is henselian, ΓF = ΓE, and ∂OE ⊆ OL and ∂OE ⊆ OL.
Then ∂OF ⊆ OL and ∂OF ⊆ OL.
Proof. We can arrange [F : E] =
[
res(F ) : res(E)
]
= n > 1. Take y ≍ 1 in F such
that res(F ) = res(E)[y], where y is the residue class of y in res(F ). Corollary 3.3.12
gives a0, . . . , an−1 4 1 in E such that
P (Y ) = Y n + an−1Y
n−1 + · · ·+ a1Y + a0 ∈ E[Y ]
is the minimum polynomial of y over E, so its reduction P (Y ) in res(E)[Y ] is the
minimum polynomial of y over res(E); in particular P ′(y) ≍ 1. Moreover,
P ′(y)y′ = −
n−1∑
i=0
a′iy
i,
hence y′ 4 1. Let f ∈ F , and take f0, . . . , fn−1 ∈ E such that
f = f0 + f1y + · · ·+ fn−1yn−1, so
f ′ =
n−1∑
i=0
f ′iy
i +
n−1∑
j=1
jfjy
j−1
 y′.
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If f ≺ 1, then f0, . . . , fn−1 ≺ 1, and thus f ′ ≺ 1. Likewise, if f 4 1, then
f0, . . . , fn−1 4 1, and thus f ′ 4 1. 
Lemma 6.2.5. Let F = E
(
u1/p
)
where p is a prime number, u ∈ E× and vu /∈ pΓE,
and assume that ∂E ⊆ E and ∂OE ⊆ OE. Then ∂OF ⊆ OF .
Proof. Let ui/p := (u1/p)i for i ∈ Z. By Lemma 3.1.28, res(E) = res(F ). Let
a ∈ F×, a ≺ 1; our job is to show that a′ ≺ 1. We have
a = a0 + a1u
1/p + · · ·+ ap−1u(p−1)/p
with a0, . . . , ap−1 ∈ E. Then aiui/p ≺ 1 for i = 0, . . . , p−1, so we may reduce to the
case a = aiui/p, and so ap = b ∈ E×. Then pap−1a′ = b′, and so by Lemma 6.1.1,
va′ = vb′ − (p− 1)va = vb′ − ((p− 1)/p)vb > 0,
as desired. 
Proof of Proposition 6.2.1. Let the valued differential field extension L of K
be algebraic over K. Note that any field between K and L is closed under the
derivation of L. By extending L we arrange that L is an algebraic closure of K.
Next, by Lemma 6.2.2, we arrange that K is henselian. We then reach L in two
steps. In the first step we pass from K to its maximal unramified extension Kunr
in L. Then the derivation on Kunr is small by Lemma 6.2.4. In the second step we
apply Proposition 3.3.48 and Lemma 6.2.5 to L as an extension of Kunr. 
6.3. Residue Extensions
The differential field K〈Y 〉 with the gaussian extension of the valuation of K is a
valued differential field extension of K, with differential subring O{Y } of K{Y },
and we claim that
(1) O{Y } ⊆ OK〈Y 〉 and ∂OK〈Y 〉 ⊆ OK〈Y 〉;
(2) Y 4 1, and the image y of Y in the differential residue field of K〈Y 〉 is
d-transcendental over the differential residue field k of K;
(3) k〈y〉 is the differential residue field of K〈Y 〉.
For (1), consider first the case of P ∈ K{Y } with vP > 0. Then vP ′ > 0,
because P = gF with g ∈ O and F ∈ O{Y }, so P ′ = g′F + gF ′. Next, let
f(Y ) ∈ OK〈Y 〉. Then f = P/Q with P,Q ∈ K{Y } and vQ = 0 and vP > 0, so
f ′ = (P ′Q − PQ′)/Q2, and v(P ′Q) = vP ′ > 0 and v(PQ′) > vP > 0, so vf ′ > 0.
For (2), let g(Y ) ∈ k{Y } 6= and take P ∈ O{Y } with P = g. Then vP = 0 and
so g(y), the image of P under the residue map, is 6= 0. For (3), let f(Y ) ∈ K〈Y 〉
and vf = 0. Then f = P/Q with P,Q ∈ K{Y } and vP = vQ = 0, so the image
of f in the residue field of K〈Y 〉 is P (y)/Q(y) ∈ k〈y〉.
This valued differential field extension K〈Y 〉 has the following universal property:
Lemma 6.3.1. Let L be any valued differential field extension of K with ∂OL ⊆ OL
and with an element a 4 1 whose image in the differential residue field of L is
d-transcendental over k. Then there is a unique valued differential field embedding
K〈Y 〉 → L over K sending Y to a.
Here is an analogue of the above for d-algebraic residue field extensions:
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Theorem 6.3.2. Let K〈a〉 be a differential field extension of K such that a is d-alge-
braic over K with minimal annihilator F over K of order r. Assume that vF = 0
and vI = 0 where I is the initial of F , and that the image F of F in k{Y } is
irreducible. Then v extends uniquely to a valuation v : K〈a〉× → Γ such that
∂OK〈a〉 ⊆ OK〈a〉, a 4 1, and res a is d-algebraic over k with minimal annihila-
tor F over k. For this extended valuation the differential residue field of K〈a〉 is
k〈res a〉.
Proof. Let F have order r, and set d := degY (r) F , so d > 1. Then F has
order r and d = degY (r) F . Note that if b ∈ K〈a〉×, then b = P (a)/Q(a) where
Q ∈ K[Y, . . . , Y (r−1)] 6= and P ∈ K[Y, . . . , Y (r)] 6= with degY (r) P < d.
Suppose an extension of the valuation of K to a valuation v of K〈a〉× as in
the theorem is given. Let P ∈ K[Y, . . . , Y (r)] 6= and degY (r) P < d; we claim that
then vP (a) = vP . To prove this claim we can multiply P by an element of K× and
arrange that vP = 0. Then P 6= 0 and degY (r) P < d, so resP (a) = P (res a) 6= 0,
and thus vP (a) = 0, as claimed. Thus there can be at most one such extension.
To construct such an extension, let b = P (a)/Q(a) be as above; we claim
that then vP − vQ depends only on b and not on the choice of P and Q. To
prove this claim, let also b = G(a)/H(a) where H ∈ K[Y, . . . , Y (r−1)] 6= and G ∈
K
[
Y, . . . , Y (r)
]
6= with degY (r) G < d. Then
degY (r) HP −QG < d, (HP −QG)(a) = 0,
soHP = QG, and thus vP−vQ = vG−vH as claimed. This allows us to extend the
valuation v on K to a function v : K〈a〉× → Γ by setting vb := vP − vQ when b =
P (a)/Q(a) for b, P , Q as above. Next we claim that v : K〈a〉× → Γ is a valuation
on the field K〈a〉. To prove this, let b, c ∈ K〈a〉6=, and b = P (a)/Q(a) as above,
and also c = G(a)/H(a) with H ∈ K[Y, . . . , Y (r−1)] 6= and G ∈ K[Y, . . . , Y (r)]6=
with degY (r) G < d. We can arrange Q = H . Then b + c = (P +G)(a)/Q(a), and
so, if b+ c 6= 0,
v(b+ c) = v(P +G)− vQ > min(vP − vQ, vG− vQ) = min(vb, vc).
As to v(bc) = vb + vc, this holds if G ∈ K[Y, . . . , Y (r−1)], because then bc =
(PG)(a)/Q2(a). In particular, it holds for c ∈ K(a, . . . , a(r−1)). This allows us
to reduce the general case to the case that b = P (a) and c = G(a) with P , G
as above satisfying the additional condition vP = vG = 0 (so vb = vc = 0).
Since vI = 0, division with remainder in O[Y, . . . , Y (r)] gives ImPG = BF + R
with B,R ∈ O[Y, . . . , Y (r)] and degY (r) R < d. Then vR = 0, since vR > 0
would give Im · P ·G = B · F in k{Y }, contradicting the irreducibility of F . Now
bc = R(a)/Im(a), so v(bc) = vR − mvI = 0, as required. We have now shown
that v is a valuation on K〈a〉.
Towards proving that ∂OK〈a〉 ⊆ OK〈a〉 we first note that a(i) 4 1 for i < r. We
have F0, . . . , Fd ∈ O
[
Y, . . . , Y (r−1)
]
with Fd = I such that
F = Fd ·
(
Y (r)
)d
+ Fd−1 ·
(
Y (r)
)d−1
+ · · ·+ F0.
Thus a(r) is integral over the subringO[a, . . . , a(r−1)]
I(a)
of the valuation ringOK〈a〉
of K〈a〉, so a(r) 4 1. In view of fi := Fi(a) and v(Fi) > 0, this gives f ′i 4 1 for
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i = 0, . . . , d. Now with g := a(r) we have
0 = F (a)′ = f ′dg
d + f ′d−1g
d−1 + · · ·+ f ′0 +
∂F
∂Y (r)
(a) · g′,
with degY (r)
∂F
∂Y (r)
< d and v ∂F
∂Y (r)
= 0 (using vI = 0), so g′ = a(r+1) 4 1. Now let
b = P (a)/Q(a) be as above with b ∈ OK〈a〉. We can arrange vP > 0 and vQ = 0,
and then
b′ =
P (a)′Q(a)− P (a)Q(a)′
Q(a)2
,
which in view of a(i) 4 1 for i = 0, . . . , r+1 yields P (a)′ ≺ 1, Q(a)′ 4 1, in addition
to P (a) ≺ 1 and Q(a) ≍ 1. Thus b′ ∈ OK〈a〉, as promised. From F (a) = 0 we get
F (res a) = 0. Suppose A ∈ k{Y } 6= has order at most r and degY (r) A < d. Take
P ∈ O{Y } 6= of order at most r with degY (r) P < d such that P = A. Then vP = 0,
so vP (a) = 0, and thus A(res a) = resP (a) 6= 0. Thus F is a minimal annihilator
of res a over k.
Now let b = P (a)/Q(a) as before be such that vb = 0. Then we can assume
vP = vQ = 0, so res b = P (res a)/Q(res a) ∈ k〈res a〉. Thus the differential residue
field of K〈a〉 is k〈res a〉. 
This gives a partial analogue of Proposition 3.1.34 for valued differential fields:
Corollary 6.3.3. Let kL be a differential field extension of k. Then K has a
valued differential field extension L with ∂OL ⊆ OL, with the same value group as K
and with differential residue field isomorphic to kL over k.
Proof. We can reduce to the case kL = k〈y〉. If y is d-transcendental over k,
the corollary holds with L = K〈Y 〉 equipped with the gaussian extension of the
valuation of K. Next, suppose y is d-algebraic over k, with minimal annihilator
F (Y ) ∈ k{Y } over k. Take F ∈ O{Y } to have image F in k{Y } and to have
the same complexity as F . Then vF = vI = 0, where I is the initial of F , and F
is irreducible in K{Y }. Take a differential field extension L = K〈a〉 of K such
that a has minimal annihilator F over K. Then L with the valuation defined in
Theorem 6.3.2 has the desired properties. 
Preserving monotonicity. Let L be an ambient valued differential field with
derivation ∂, and consider subfields of L as valued subfields. Let E be a subfield
of L such that a′ 4 a for all a ∈ E. In particular ∂OE ⊆ OL and ∂OE ⊆ OL. We do
not assume ∂E ⊆ E. After proving some lemmas we shall derive:
Proposition 6.3.4. If b ∈ L is algebraic over E, then b′ 4 b.
Lemma 6.3.5. Let F ⊇ E be a subfield of L with ∂OF ⊆ OL and ΓE = ΓF . Then
b′ 4 b for all b ∈ F .
Proof. Let b ∈ F×, and take a ∈ E×, u ∈ F , with b = au and u ≍ 1. Now use
a′ 4 a ≍ b and u′ 4 1 to get b′ = a′u+ au′ 4 b. 
Corollary 6.3.6. If L has small derivation and a monotone valued differential
subfield K with ΓL = Γ, then L is monotone.
Proof. Apply Lemma 6.3.5 with E = K, F = L. 
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Corollary 6.3.7. If K is monotone, then so is the differential field K〈Y 〉 with the
gaussian valuation, as well as any extension K〈a〉 as in Theorem 6.3.2, and any
extension L as in Corollary 6.3.3.
Lemma 6.3.8. Let B be a valuation-independent subset of the valued vector space L
over the valued field E, such that b′ 4 b for all b ∈ B. Then f ′ 4 f for all f in the
E-linear span of B in L.
Proof. Let f =
∑n
i=1 aibi 6= 0 with a1, . . . , an ∈ E and distinct b1, . . . , bn ∈ B.
Then v(f) = mini v(aibi) and f ′ =
∑
a′ibi +
∑
aib
′
i, and
v
(∑
i
a′ibi
)
> min
i
v(a′ibi) > min
i
v(aibi) = v(f),
v
(∑
i
aib
′
i
)
> min
i
v(aib
′
i) > min
i
v(aibi) = v(f),
so v(f ′) > v(f). 
Lemma 6.3.9. Let y ∈ L be such that yp = a ∈ E× with p a prime number and
vy /∈ ΓE. Then b′ 4 b for all b ∈ E(y).
Proof. We have pvy = va and pyp−1y′ = a′, so
y′ ≍ a′/yp−1 4 a/yp−1 = y.
The desired result now follows from Lemmas 3.1.28 and 6.3.8, the latter applied to
B = {1, y, . . . , yp−1}. 
Proof of Proposition 6.3.4. By passing to an algebraic closure we arrange
that L is algebraically closed. Let Ea be the algebraic closure of E in L, let Eh be
the henselization of E in Ea, and let F be the maximal unramified extension of Eh
in Ea. Then ∂OF ⊆ OL by Lemmas 6.2.2 and 6.2.4, and so b′ 4 b for all b ∈ F by
Lemma 6.3.5. Now use Lemma 6.3.9 to conclude that b′ 4 b for all b ∈ Ea. 
Corollary 6.3.10. If K is monotone, then every valued differential field extension
of K that is algebraic over K is also monotone.
Corollary 6.3.11. Suppose E ⊆ OL and L has transcendence degree 1 over E.
Then Lφ is monotone for some φ ∈ L×.
Proof. The case ΓL = {0} is trivial, so assume ΓL 6= {0}. Take y ∈ L× with
y ≺ 1. Then y is transcendental over E. Let B = {1, y, y2, . . . } and note that B is
valuation-independent over E and L is algebraic over E(y). If y′ 4 y, then b′ 4 b for
all b ∈ E(y) by Lemmas 6.3.8 and 4.4.1, and so L is monotone by Proposition 6.3.4.
Suppose that y′ ≻ y. Then we set φ = y†, and δ = φ−1∂, so δ(a) 4 a for all a ∈ E.
Moreover δ(y) = y. Thus the previous argument applies to Lφ instead of L, so Lφ
is monotone. 
Notes and comments. Proposition 6.3.4 and Corollary 6.3.11 are slight exten-
sions of [299, Theorem 4.1], [117, Theorem 3] and [299, Proposition 5.1].
272 6. VALUED DIFFERENTIAL FIELDS
6.4. The Valuation Induced on the Value Group
Let a, b range over K and α, β, γ over Γ. Note: if a′ 4 a and a ≍ b, then b′ 4 b.
Also, if a′ ≻ a and a ≍ b, then b′ ≻ b and a† ∼ b†, and thus a† ≍ b†. This allows us
to define a function ▽ : Γ 6= → Γ as follows: for α 6= 0, α = va,
a′ 4 a ⇒ ▽(α) := 0, a′ ≻ a ⇒ ▽(α) := v(a†) = v(a′)− v(a) < 0.
Thus ▽(Γ 6=) ⊆ Γ6. We extend ▽ to all of Γ by ▽(0) :=∞.
Lemma 6.4.1. The function ▽ : Γ→ Γ∞ has the following properties:
(i) ▽ is a (non-surjective) valuation on the abelian group Γ;
(ii) ▽(kα) = ▽(α) for nonzero k ∈ Z;
(iii) ▽(α) = o(α) for α 6= 0;
(iv) if a′ ≻ a and va = α, then v(a(n)) = α+ n▽(α) for all n.
Proof. It is clear that ▽(−α) = ▽(α). Let α, β 6= 0, and take a, b such that
va = α, vb = β. Then v(ab) = α + β, and by considering separately the cases
(ab)′ 4 ab and (ab)′ ≻ ab we obtain ▽(α + β) > min(▽(α),▽(β)). This proves (i),
and (ii) follows from (ak)† = ka† for a 6= 0 and k ∈ Z. As to (iii), replacing α
by −α if necessary, we arrange α > 0, and then taking a with va = α, we have
v(a†) > −α/n for all n > 1, by Lemma 6.1.1, which gives the desired estimate.
Let a′ ≻ a and set α := va, so ▽(α) < 0. It is obvious that for n = 0, 1 we have
v
(
a(n)
)
= α+n▽(α). Assume this equality holds for a certain n > 1. Applying (iii)
to ▽(α) in the role of α gives ▽
(
▽(α)
)
= o
(
▽(α)
)
, so ▽(α) < ▽
(
▽(α)
)
= ▽
(
n▽(α)
)
,
and thus ▽
(
α+ n▽(α)
)
= ▽(α) < 0. Therefore,
v
(
a(n+1)
)
= α+ n▽(α) + ▽
(
α+ n▽(α)
)
= α+ (n+ 1)▽(α),
which proves (iv). 
In the next section we show that (Γ,▽) is a so-called asymptotic couple, and there
we establish some useful general facts about asymptotic couples. The above lemma
is good enough for the application that follows now.
A more precise estimate on vP . We first consider the case P = Y (n).
Lemma 6.4.2. Suppose ▽(γ) < 0. Then
vY (n)(γ) = γ + n▽(γ),
vY [σ](γ) = dγ + ‖σ‖▽(γ) for σ = σ1 . . . σd.
Proof. To obtain the first identity, take g ∈ K× with vg = γ. Then(
Y (n)
)
×g
= (gY )(n) =
n∑
i=0
(
n
i
)
g(i)Y (n−i), so
vY (n)(γ) = min
06i6n
vg(i) = min
06i6n
γ + i▽(γ) = γ + n▽(γ).
The second identity follows from the first using Y [σ] = Y (σ1) · · ·Y (σd). 
Let P ∈ K{Y } 6= be homogeneous of degree d. Lemma 4.5.3 says that if ▽(γ) > 0,
then vP (γ) = v(P ) + dγ. Here we deal with the case ▽(γ) < 0:
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Proposition 6.4.3. Suppose ▽(γ) < 0. Then
vP + dγ +wt(P )▽(γ) 6 vP (γ) 6 vP + dγ +
(
wt(P )− dwt(P )) · |▽(γ)|.
In particular, vP (γ) = vP + dγ +O
(
▽(γ)
)
.
Proof. If P = aY σ, a ∈ K×, then by Lemma 6.4.2,
vP (γ) = va+ dγ + ‖σ‖▽(γ).
This gives the lower bound for all P . For the upper bound we first prove:
Claim: Let σ0 be such that P[σ0] 6= 0. Let σ > σ0 be maximal with the property
vP[σ] 6 vP[σ0]+‖σ−σ0‖· |▽(γ)|, and let vg = γ. Then v
(
(P×g)[σ]
)
= vP[σ]+dγ.
Towards proving the claim, recall that
(P×g)[σ] =
∑
τ>σ
(
τ
σ
)
P[τ ]g
[τ−σ] = P[σ]g
d +
∑
τ>σ
(
τ
σ
)
P[τ ]g
[τ−σ].
Let τ > σ, and note that maximality of σ gives
vP[τ ] > vP[σ0] + ‖τ − σ0‖ · |▽(γ)|,
which in view of ‖τ−σ0‖ = ‖τ−σ‖+‖σ−σ0‖ gives vP[τ ] > vP[σ]+‖τ−σ‖·|▽(γ)|.
Thus, using |▽(γ)| = −▽(γ), we get
v
(
P[τ ]g
[τ−σ]
)
= vP[τ ] + dγ + ‖τ − σ‖ · ▽(γ)
> vP[σ] + ‖τ − σ‖ · |▽(γ)|+ dγ + ‖τ − σ‖ · ▽(γ)
= vP[σ] + dγ = v
(
P[σ]g
d
)
,
so v(P×g)[σ] = v(P[σ]gd) = vP[σ] + dγ as claimed. Now, take σ0 such that
vP[σ0] = vP and ‖σ0‖ = dwt(P ), and take σ > σ0 as in the claim. Then
vP (γ) 6 vP[σ] + dγ 6 v(P ) + dγ + ‖σ − σ0‖ · |▽(γ)|,
by the claim, which gives the desired upper bound. 
Notes and comments. To our knowledge the valuation ▽ induced on the value
group has not been used before in this generality.
6.5. Asymptotic Couples
In this section Γ is an arbitrary ordered abelian group, unless we specify it as the
value group of our valued differential field K. We let α, β, γ range over Γ.
An asymptotic couple is a pair (Γ, ψ) with ψ : Γ 6= → Γ, such that for all α, β 6= 0,
(AC1) α+ β 6= 0 =⇒ ψ(α+ β) > min (ψ(α), ψ(β));
(AC2) ψ(kα) = ψ(α) for all k ∈ Z6=, in particular, ψ(−α) = ψ(α);
(AC3) α > 0 =⇒ α+ ψ(α) > ψ(β).
If in addition for all α, β,
(HC) 0 < α 6 β ⇒ ψ(α) > ψ(β),
then (Γ, ψ) is said to be of H-type, or to be an H-asymptotic couple. (We chose
the prefix H because H-asymptotic couples originate from Hardy fields; for more
on this, see Chapter 9.) Trivial examples of H-asymptotic couples are obtained by
taking any Γ and any constant function ψ : Γ 6= → Γ. In the next lemma Γ is the
value group of our valued differential field K.
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Lemma 6.5.1. Let the function ▽ : Γ 6= → Γ be as defined in the previous section.
Then (Γ,▽) is an asymptotic couple.
Proof. Conditions (AC1) and (AC2) correspond to (i) and (ii) of Lemma 6.4.1.
As to (AC3), if α > 0, β 6= 0, then α+▽(α) > 0 > ▽(β) by (iii) of Lemma 6.4.1. 
Let (Γ, ψ) be an asymptotic couple. When convenient we consider ψ as extended to
a function Γ∞ → Γ∞ by ψ(0) = ψ(∞) := ∞. Then ψ(α + β) > min
(
ψ(α), ψ(β)
)
holds for all α, β, and ψ : Γ → Γ∞ is a (non-surjective) valuation on the abelian
group Γ, as defined in Section 2.2. In particular,
ψ(α) < ψ(β) =⇒ ψ(α+ β) = ψ(α).
Each α yields subgroups{
γ : ψ(γ) > α
}
,
{
γ : ψ(γ) > α
}
of Γ. If (Γ, ψ) is of H-type, then these two subgroups are convex in Γ, and for
all α, β, if ψ(α) > ψ(β), then [α] < [β], by (AC2) and (HC). In particular, if (Γ, ψ)
is of H-type, then ψ : Γ → ψ(Γ) is a convex valuation on the ordered abelian
group Γ, as defined in Section 2.4.
We define the shift ψ + α : Γ 6= → Γ by
(ψ + α)(γ) := ψ(γ) + α.
Then (Γ, ψ + α) is also an asymptotic couple (a shift of (Γ, ψ)), and if (Γ, ψ) is of
H-type, so is (Γ, ψ + α). The next lemma gives two other useful constructions of
asymptotic couples.
Lemma 6.5.2. If (Γ, ψ1) and (Γ, ψ2) are asymptotic couples, then so is (Γ, ψ) with
ψ : Γ 6= → Γ given by ψ(γ) := min(ψ1(γ), ψ2(γ)). If (Γ, ψ) is an asymptotic couple,
γ0 ∈ Γ, 0 6 γ0 <
{
γ + ψ(γ) : γ > 0
}
, then so is (Γ, ψ0) with ψ0 : Γ
6= → Γ given by
ψ0(γ) = ψ(γ) if ψ(γ) 6 0, ψ0(γ) = γ0 if ψ(γ) > 0.
The lemma goes through with H-asymptotic in place of asymptotic. The proofs are
routine verifications. Less routine is the following.
Lemma 6.5.3. Let (Γ, ψ) be an asymptotic couple and α, β 6= 0. Then
n
(
ψ(β)− ψ(α)) < |α| for all n.
Proof. Replacing α if necessary by −α we can assume α > 0 and likewise we
arrange β > 0. We can also assume ψ(β) > ψ(α). Next, replacing ψ by its shift
ψ − ψ(α) we arrange ψ(α) = 0. Then ψ(β) > 0, and our job is to show that
nψ(β) < α for all n. Note that ψ(β) < α+ ψ(α) = α. Also
ψ(β) < ψ(β) + ψ
(
ψ(β)
)
,
hence ψ
(
ψ(β)
)
> 0, so ψ
(
nψ(β)
)
> 0 for all n > 1, and thus nψ(β) 6= α for
all n > 1 . Assume towards a contradiction that nψ(β) > α for some n > 1.
Then for the least such n we have nψ(β) = α + γ with 0 < γ < ψ(β), so ψ(γ) =
ψ
(
nψ(β)− α) = 0 since ψ(α) = 0 < ψ(nψ(β)). Therefore, ψ(β) < γ + ψ(γ) = γ, a
contradiction. 
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Let (Γ, ψ) be an asymptotic couple. Using Lemma 6.5.3, ψ extends uniquely to a
map (QΓ)6= → QΓ, also denoted by ψ, such that (QΓ, ψ) is an asymptotic couple.
Then ψ
(
(QΓ)6=
)
= ψ(Γ 6=) and if (Γ, ψ) is of H-type, so is (QΓ, ψ).
Suppose Γ is divisible, and thus a vector space over Q. Now ψ is a valuation
on Γ, and so if (αi) is a family of elements of Γ 6= with ψ(αi) 6= ψ(αj) for all distinct
indices i, j, then (αi) is a Q-linearly independent family. In particular, if dimQ Γ is
finite, then ψ(Γ 6=) is finite of size at most dimQ Γ.
The next two lemmas state other basic facts about asymptotic couples.
Lemma 6.5.4. Let (Γ, ψ) be an asymptotic couple.
(i) If α, β < γ + ψ(γ) for all γ > 0, then ψ(α − β) > min(α, β). In particular, if
α, β 6= 0, then ψ(ψ(α) − ψ(β)) > min (ψ(α), ψ(β)).
(ii) If α, β 6= 0 and α 6= β, then ψ(α)− ψ(β) = o(α− β).
(iii) The map γ 7→ γ + ψ(γ) : Γ 6= → Γ is strictly increasing.
Proof. For (i), let α < β < γ + ψ(γ) for all γ > 0. Then β < (β − α) + ψ(β − α),
so ψ(β−α) > α, as required. For (ii), let α, β 6= 0 with γ := α−β 6= 0. We have to
show that then n
∣∣ψ(α) − ψ(β)∣∣ < |γ| for all n. If ψ(γ) > ψ(β), then ψ(α) = ψ(β)
by axioms (AC1) and (AC2). Suppose ψ(γ) 6 ψ(β). Then by axiom (AC1) again
we have ψ(γ) 6 ψ(α), hence by Lemma 6.5.3:
nψ(γ) 6 nψ(β) < nψ(γ) + |γ|, nψ(γ) 6 nψ(α) < nψ(γ) + |γ|.
Thus n
∣∣ψ(α) − ψ(β)∣∣ < |γ| in all cases. Property (iii) follows easily from (ii). 
Item (ii) justifies thinking of ψ(γ) as a slowly varying function of γ ∈ Γ 6=. From (i)
we obtain something needed in Section 13.3:
Corollary 6.5.5. Suppose (Γ, ψ) is of H-type and α > 0 and β are such that
α = ψ(α) 6 β < γ + ψ(γ) for all γ > 0. Then β = α+ o(α).
Lemma 6.5.6. Let Γ be an ordered abelian group and ψ : Γ 6= → Γ. The pair (Γ, ψ)
is an asymptotic couple if and only if
(i) ψ(kγ) = ψ(γ) for all k ∈ Z6=, γ ∈ Γ 6=,
(ii) ψ(α− β) > min (ψ(α), ψ(β)) for all α, β ∈ Γ 6=, α 6= β, and
(iii) the map γ 7→ γ + ψ(γ) : Γ> → Γ is strictly increasing.
Proof. If (Γ, ψ) is an asymptotic couple, then clearly (i)–(iii) hold. Conversely,
suppose (Γ, ψ) satisfies (i)–(iii). To verify (AC3), let α, β ∈ Γ>; we have to derive
that ψ(β) < α + ψ(α). From α + β > β > 0 and (iii) we get α + β + ψ(α + β) >
β + ψ(β). Also α+ β + ψ(β) > β + ψ(β), hence by (ii)
α+ β + ψ
(
(α+ β)− β) > β + ψ(β),
that is, α+ β + ψ(α) > β + ψ(β), so α+ ψ(α) > ψ(β) as required. 
Notes and comments. Rosenlicht introduced and studied asymptotic couples in
[363, 364, 365]. Lemma 6.5.3 is Theorem 5 in [364]; the proof here follows [15].
6.6. Dominant Part
In this section we choose for every P ∈ K{Y } 6= an element dP ∈ K× with dP ≍ P ,
such that dP = dQ whenever P ∼ Q, P,Q ∈ K{Y } 6=. Let P ∈ K{Y } 6=.
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Definition 6.6.1. We have d−1P P ∈ O{Y }; we call the differential polynomial
DP := d
−1
P P =
∑
i
(Pi/dP )Y
i =
∑
ω
(P[ω]/dP )Y
[ω] ∈ k{Y }
the dominant part of P . Clearly DP is nonzero with
degDP 6 degP, orderDP 6 orderP,
wm(DP ) = dwm(P ), wt(DP ) = dwt(P ).
If P is homogeneous of degree d, respectively isobaric of weight w, so is DP . It will
also be convenient to set dQ := 0 ∈ K and DQ := 0 ∈ k{Y } for Q = 0 ∈ K{Y }.
Another choice of dP multiplies DP by a factor from k
×. In fact, only quantities
like degDP and mulDP that are independent of the choice of dP will matter in
this chapter. Here are a few simple rules:
Lemma 6.6.2. Let Q ∈ K{Y }. Then
(i) if P ≻ Q, then dP+Q = dP and DP+Q = DP ;
(ii) given any a ∈ K× we have DaP = eDP for some e ∈ k×;
(iii) dPQ = u−1 dP dQ and DPQ = uDPDQ, for some u ≍ 1 in K.
Proof. Item (i) is clear; (ii) follows from (iii). For (iii) we may assume Q 6= 0. We
have v(PQ) = v(P ) + v(Q), so we have u ≍ 1 in K with dPQ = u−1dP dQ, hence
with i, j, l ranging over N1+r with r = max{orderP, orderQ}:
DPQ =
∑
i
(P ·Q)i/dPQ Y i = u
∑
i
(P ·Q)i/(dP dQ) Y i
= u
∑
i
 ∑
j+l=i
Pj/dP ·Ql/dQ
Y i = uDPDQ. 
Lemma 6.6.3. Let Q ∈ O{Y } be such that Q /∈ k. Then
P (Q) ≍ P, DP (Q) ∈ k× ·DP (Q).
Proof. We have d−1P P (Q) =
∑
i(Pi/dP )Q
i ∈ O{Y }, and
d−1P P (Q) =
∑
i
(Pi/dP )Q
i
= DP (Q) 6= 0
by Lemma 4.3.12, from which the claims follow. 
We have P = dPD + R with D ∈ O{Y }, D = DP , and R ∈ K{Y }, R ≺ P . We
also observe the following:
Lemma 6.6.4. If P = Q + R, Q,R ∈ K{Y }, R ≺ Q, then P ∼ Q, DP = DQ. If
P = dPD +R, D,R ∈ K{Y }, R ≺ P , then D ∈ O{Y } and D = DP .
Recall that mul(P ) is the least d ∈ N such that Pd 6= 0. Thus
mulDP > 0 ⇐⇒ DP (0) = 0 ⇐⇒ P (0) ≺ P.
Note that the quantity mulDP does not depend on the choice of dP . The main
part of Lemma 6.6.5 is the implication a ≺ 1⇒ degDP×a 6 mulDP .
Lemma 6.6.5. Let a ∈ K, a 4 1. Then:
(i) DP+a ∈ k× · (DP )+a, and thus degDP+a = degDP ;
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(ii) if a ≍ 1, then DP×a ∈ k× ·(DP )×a, mulDP×a = mulDP , degDP×a = degDP ;
(iii) if a ≺ 1, then DP+a = DP , degDP×a 6 mulDP .
Proof. Taking Q = Y + a in Lemma 6.6.3 gives (i). Taking Q = aY in that
lemma gives (ii). If a ≺ 1, then P+a ∼ P , which gives the equality in (iii). For the
inequality in (iii) we can assume P ≍ 1. Then d := mul(DP ) gives
P =
∑
i<d
Pi + Pd +
∑
i>d
Pi, Pi ≺ 1 for i < d, Pd ≍ 1, Pi 4 1 for i > d,
P×a =
∑
i<d
(Pi)×a + (Pd)×a +
∑
i>d
(Pi)×a.
Assume 0 6= a ≺ 1. Then we obtain from Corollary 6.1.3 that for i > d,
v
(
(Pd)×a
)
= dva+ o(va) < v
(
(Pi)×a
)
= v(Pi) + iva+ o(va).
The inequality in (ii) now follows, since (P×a)i = (Pi)×a for all i. 
Set dmul(P ) := mulDP and ddeg(P ) := degDP . We call dmul(P ) the dominant
multiplicity of P at 0, and ddeg(P ) the dominant degree of P .
Corollary 6.6.6. Let a, b ∈ K, g ∈ K× be such that a− b 4 g. Then
ddegP+a,×g = ddegP+b,×g.
Proof. Just note that d := (b − a)/g ∈ O and P+b,×g = P+a,×g,+d. 
Corollary 6.6.7. Let m, n ∈ K×. Then mulP = mul(P×m) 6 ddegP×m and
m ≺ n =⇒ dmulP×m 6 ddegP×m 6 dmulP×n 6 ddegP×n.
Lemma 6.6.8. Let a ∈ K×, and suppose ddegP×a = k. Then
0 6 v(Pk)− v(P ) 6 (1 + degP ) |va|.
Proof. This is clear when vP = vPk, so assume vP < vPk, and take l with
vP = vPl. Then l 6= k. Recall that P×a,k = Pk,×a, and P×a,l = Pl,×a. Set α := va,
and consider first the case that ▽(α) > 0. Then by Lemma 4.5.3,
v(P×a,k) = vPk + kα, v(P×a,l) = vPl + lα = vP + lα,
so v(Pk)+ kα 6 vP + lα, and thus 0 < vPk − vP 6 |(l− k)α|, which gives what we
want. Next, assume ▽(α) < 0. Then by Proposition 6.4.3,
v(P×a,k) = vPk + kα+ o(α), v(P×a,l) = vPl + lα+ o(α) = vP + lα+ o(α),
and we can argue as before. 
The dominant degree. As before, P ∈ K{Y } 6=. Let m and n range over K×,
and let E ⊆ K× be nonempty such that m ∈ E whenever m 4 n ∈ E . The dominant
degree of P on E , ddegE P , is the natural number given by
ddegE P := max
{
ddeg(P×m) : m ∈ E
}
.
By Corollary 6.6.7 we have mulP 6 ddegE P . If Q ∈ K{Y }, Q 6= 0, then clearly
ddegE PQ = ddegE P + ddegE Q.
For φ ∈ K× we have ddegE P×φ = ddegφE P .
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Lemma 6.6.9. Suppose v(E) does not have a smallest element. Then
ddegE P = max
{
dmul(P×m) : m ∈ E
}
.
In particular, there exists m ∈ E such that for all n ∈ E with m ≺ n, the differential
polynomial DP×n is homogeneous of degree ddegE P .
Proof. We have dmulP×m 6 ddegP×m 6 ddegE P for m ∈ E . Take m ∈ E with
ddegP×m = ddegE P , and let n ∈ E be such that m ≺ n. Then by Corollary 6.6.7
we have ddegE P = ddegP×m = dmulP×n = ddegP×n. This yields the claim. 
Lemma 6.6.10. Suppose that f ∈ E. Then ddegE P+f = ddegE P .
Proof. It is enough that for m ∈ E with m < f we have ddegP+f,×m = ddegP×m,
and this is a special case of Corollary 6.6.6. 
Corollary 6.6.11. Suppose ddegE P = 1. Let y ∈ E ∪ {0} be a zero of P and
m ∈ E. Then mulP+y,×m = dmulP+y,×m = ddegP+y,×m = 1.
Proof. Since (P+y)0 = P (y) = 0, we have
1 6 mulP+y = mulP+y,×m 6 dmulP+y,×m 6 ddegP+y,×m 6 ddegE P+y = 1,
using Lemma 6.6.10 for the last step. 
Let E ′ ⊆ E be nonempty such that m ∈ E ′ whenever m 4 n ∈ E ′. Then for f ∈ E
we have ddegE′ P+f 6 ddegE P by Lemma 6.6.10. For γ ∈ Γ and E = {n : vn > γ},
we set ddeg>γ P := ddegE P , so if vm = γ, then ddeg>γ P = ddegP×m.
Corollary 6.6.12. Let a, b ∈ K and α, β ∈ Γ be such that v(b− a) > α as well as
β > α. Then ddeg>β P+b 6 ddeg>α P+a.
Proof. Since P+b = P+a,+(b−a), we have ddeg>α P+b = ddeg>α P+a by Lem-
ma 6.6.10. It remains to note that ddeg>β P+b 6 ddeg>α P+b. 
Suppose Γ 6= {0} and Γ> has no least element. Then E = {n : n ≺ m} is nonempty,
and we set ddeg≺m P := ddegE P . Also v
({n : n ≺ m}) has no least element, hence
ddeg≺m P = max
{
ddegP×n : n ≺ m
}
= max
{
dmulP×n : n ≺ m
}
.
6.7. The Equalizer Theorem
We stated this theorem in the introduction to this chapter. In this section a, b, f ,
g, y range over K, and α, β, γ over Γ. We fix P ∈ K{Y } 6=.
Lemmas on equalizing. These lemmas are technical facts to be used in the proof
of the Equalizer Theorem.
Lemma 6.7.1. Suppose va = α < 0, ddegP×a = m, wt(P ) = w, m < n. Then
▽(α) = 0 =⇒ v(Pn)− v(Pm) > (n−m)|α|,
▽(α) < 0 =⇒ v(Pn)− v(Pm) > (n−m)|α| + 2w · ▽(α).
Proof. Since 0 6= P×a,m = Pm,×a, we have Pm 6= 0, so v(Pn) − v(Pm) ∈ Γ∞ is
certainly defined. From m < n we get v(Pm,×a) < v(Pn,×a), so
▽(α) = 0 =⇒ v(Pm) +mα < v(Pn) + nα,
▽(α) < 0 =⇒ v(Pm) +mα+ w · ▽(α) < v(Pn) + nα− w · ▽(α),
by Lemma 4.5.3 and Proposition 6.4.3, respectively. 
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Lemma 6.7.2. Suppose va = α < 0, vb = β > α − (1/d)α for some d > 1, and
ddeg>α P = m. Then P+a,m ∼ P+(a+b),m.
Proof. Set w := wtP and Q := P+a, so P+(a+b),m = Q+b,m. We have to show
Qm ∼ Q+b,m (which includes Qm 6= 0, Q+b,m 6= 0). By Lemma 6.6.10 the assump-
tion ddeg>α P = m gives ddeg>αQ = m, so ddegQ×a = m. Define δ ∈ Γ by δ := 0
if ▽(α) > 0, and δ := 2w ·▽(α) if ▽(α) < 0; in any case, δ = o(α) by Lemma 6.4.1.
By Lemma 6.7.1 applied to Q we have Qm 6= 0 and
(6.7.1) v(Qn)− v(Qm) > (n−m)|α|+ δ for all n > m.
We can assume b 6= 0. We have Q+b =
∑
nQn,+b and by Taylor expansion,
Qn,+b =
∑
|i|6n
Qn,(i)(Y ) · bi,
where each Qn,(i) is homogeneous of degree n− |i|. It follows that
Qn,+b,m = 0 for n < m, and Qm,+b,m = Qm, which gives
Q+b,m = Qm +
∑
n>m
Qn,+b,m, Qn,+b,m =
∑
|i|=n−m
Qn,(i) · bi for n > m.
Hence it is enough to get v
(
Qn,(i)b
i
)
> v(Qm) for all n > m and |i| = n−m. For
such n and i with Qn,(i) 6= 0 we have ‖i‖ 6 w, so v(bi) > (n − m)β + ε, where
ε := 0 ∈ Γ if ▽(β) > 0, and ε := w · ▽(β) if ▽(β) < 0; in any case, ε = o(β) if
β 6= 0. Thus it suffices to get v(Qn)+ (n−m)β+ ε > v(Qm) for all n > m, that is,
v(Qn)− v(Qm) > (n−m)(−β)− ε for all n > m.
It remains to use (6.7.1) and (n−m)|α|+ δ > (n−m)(−β)− ε for n > m. 
Lemma 6.7.3. Let P,Q ∈ K{Y } 6= be homogeneous of degrees d, e, respectively,
with d > e, and assume (d − e)Γ = Γ. Set α := (vQ − vP )/(d − e) and β :=(
vQ(α) − vP (α)
)/
(d− e). Then
(i) ▽(α) > 0 =⇒ vP (α) = vQ(α);
(ii) α 6= 0 =⇒ ▽(β) > ▽(α);
(iii) ▽(α) < 0, ▽(β) < 0 =⇒ ▽(β) = o(▽(α)).
Proof. If ▽(α) > 0, then vP (α) = vP+dα and vQ(α) = vQ+eα, by Lemma 4.5.3,
so vP (α) = vQ(α). This proves (i). For (ii) and (iii), assume α 6= 0. Then
▽(α) = o(α) by Lemma 6.4.1(iii). If β = 0, we are done, so assume β 6= 0. Then
▽(α) < 0 by (i). If ▽(β) > 0, then ▽(β) > ▽(α), and we are done. So assume
▽(β) < 0. Set w := max(wtP,wtQ). By Proposition 6.4.3,
vQ(α) = vQ+ eα+ ε, |ε| 6 w|▽(α)|,
vP (α) = vP + dα+ δ, |δ| 6 w|▽(α)|,
so |β| = |ε− δ|/(d− e) 6 2w|▽(α)|/(d− e). From ▽(β) < 0 we get ▽(β) = o(β), so
▽(β) = o
(
▽(α)
)
. In view of ▽(α) < 0, this also gives ▽(β) > ▽(α). 
In the next lemma we consider Γ as equipped with its valuation ▽.
Lemma 6.7.4. Let P,Q ∈ K{Y } 6= be homogeneous of degrees d, e, respectively,
with d > e. Let (αρ)ρ<ν be a pc-sequence in Γ such that αρ  α, with γρ :=
▽(αρ+1 − αρ) < 0 for all ρ, and γσ = o(γρ) whenever ρ < σ < ν. Then we have
vP (αρ)− vQ(αρ) vP (α)− vQ(α).
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Proof. Set i := vP − vQ. We have to show that i(αρ)  i(α). We can arrange
that ▽(α − αρ) = γρ for all ρ. Take aρ ∈ K with vaρ = αρ. By Proposition 6.4.3,
vP (α) = vP
(
αρ + (α− αρ)
)
= vP×aρ (α− αρ)
= v(P×aρ) + d(α − αρ) +O(γρ) = vP (αρ) + d(α − αρ) +O(γρ),
and likewise with vQ(α). Hence i(α) = i(αρ) + (d − e)(α − αρ) + O(γρ). Then by
Lemma 6.5.4(ii) and (AC2) we have
▽
(
i(α) − i(αρ)
)− ▽(α− αρ) = o(γρ),
that is, ▽
(
i(α)− i(αρ)
)
= γρ + o(γρ). It follows that ▽
(
i(α)− i(αρ)
)
as a function
of ρ is strictly increasing, so i(αρ) i(α). 
Proof of the Equalizer Theorem. Let P,Q ∈ K{Y } 6= be homogeneous of de-
grees d and e with d > e, and assume (d − e)Γ = Γ. We wish to find an equalizer
for P , Q, that is, an α such that vP (α) = vQ(α). (Since vP − vQ is strictly
increasing, there is at most one equalizer for P , Q.) If vP = vQ, then α = 0
works. Assume vP 6= vQ. Since for α 6= 0 we have vP (α) = vP + dα + o(α) and
vQ(α) = vQ + eα + o(α), we expect the α such that vP + dα = vQ + eα, that is,
α = (vQ− vP )/(d− e), to be a good approximation to an equalizer. This leads to
the following approximation scheme: Set α0 = 0 and take this as the initial term of
a sequence (αρ)ρ<ν in Γ indexed by the ordinals ρ less than a certain ordinal ν > 0,
such that the following conditions hold:
(1) vP (αρ) 6= vQ(αρ) for ρ < ν;
(2) αρ+1 = αρ +
(
vQ(αρ)− vP (αρ)
)
/(d− e) when ρ+ 1 < ν;
(3) ▽
(
vQ(ασ)− vP (ασ)
)
> ▽
(
vQ(αρ)− vP (αρ)
)
for ρ < σ < ν;
(4) ▽(ασ − αρ) = ▽
(
vQ(αρ)− vP (αρ)
)
for ρ < σ < ν.
Note that by (3) we have αρ 6= ασ whenever ρ < σ < ν. We also pick for each ρ < ν
an element aρ ∈ K such that vaρ = αρ. Consider first the case that ν is a successor
ordinal, ν = µ+ 1. Then we set
αν := αµ +
(
vQ(αµ)− vP (αµ)
)
/(d− e).
If vP (αν) = vQ(αν), we are done. Assume vP (αν) 6= vQ(αν). Then (1)–(4) continue
to hold with ν replaced by ν + 1. This is clear for (1) and (2); for (3), apply
Lemma 6.7.3 to P×aµ and Q×aµ in the role of P and Q, so that α = αν − αµ.
Now (4) with ν + 1 instead of ν follows easily.
Next, consider the case that ν > 0 is a limit ordinal. Then by (3) and (4) we have
a pc-sequence (αρ) in Γ (with respect to the valuation ▽ on Γ). Set
γρ := ▽(αρ+1 − αρ) = ▽
(
vQ(αρ)− vP (αρ)
)
.
Then γρ < 0 for all ρ: if this would fail for a certain ρ < ν, then Lemma 6.7.3 applied
to P×aρ and Q×aρ in the role of P and Q (which corresponds to α = αρ+1−αρ) gives
vP (αρ+1) = vQ(αρ+1), contradicting (1). Likewise, (3) and Lemma 6.7.3 yield:
ρ < σ < ν =⇒ γρ < γσ < 0, γσ = o(γρ).
We shall construct a pseudolimit of (αρ) in Γ, but before we do this, let us assume
that αν ∈ Γ is such a pseudolimit. If vP (αν) = vQ(αν), we are done, so assume
vP (αν) 6= vQ(αν). We claim that then (1)–(4) holds with ν + 1 in place of ν. This
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claim is clearly valid for (1) and (2). As to (4), let ρ < ν be given, and take σ with
ρ < σ < ν so large that ▽(αν − ασ) = γσ. Then γσ > γρ gives
▽(αν − αρ) = ▽
(
(αν − ασ) + (ασ − αρ)
)
= γρ.
A similar argument using Lemma 6.7.4 gives (3) with ν + 1 in place of ν.
We now turn to the construction of a pseudolimit of (αρ). Note:
ρ < σ < ν =⇒ v(a†σ − a†ρ) = ▽(ασ − αρ) = γρ.
Let R := Ri(P ) and S := Ri(Q). By Corollary 6.6.12,
ρ < σ < ν =⇒

ddeg>γρ R+a†ρ > ddeg>γσ R+a†σ ,
ddeg>γρ S+a†ρ > ddeg>γσ S+a†σ ,
which gives m, n and an index ρ0 such that for all ρ > ρ0,
ddeg>γρ R+a†ρ = m, ddeg>γρ S+a†ρ = n.
Applying Lemma 6.7.2 to R+a†ρ0
in the role of P and a := a†ρ − a†ρ0 and α := γρ0 ,
we obtain
ρ > ρ0, vb > γρ =⇒ R+a†ρ,m ∼ R+a†ρ+b,m, and likewise,
ρ > ρ0, vb > γρ =⇒ S+a†ρ,n ∼ S+a†ρ+b,n, and therefore
ρ0 < ρ < σ < ν =⇒ R+a†ρ,m ∼ R+a†σ ,m, S+a†ρ,n ∼ S+a†σ ,n.
Thus the following element of Γ does not depend on the choice of ρ > ρ0:
(6.7.2) α :=
1
d− e
(
v
(
S+a†ρ,n
)− v(R+a†ρ,m)) (ρ > ρ0).
We claim that αρ  α. First, for ρ > ρ0,
α− αρ = 1
d− e
[(
eαρ + v
(
S+a†ρ,n
))− (dαρ + v(R+a†ρ,m))
]
,
vP (αρ) = vP×aρ = dαρ + v
(
R+a†ρ
)
.
Next, by Lemma 6.6.8 applied to R+a†ρ instead of P we have for ρ > ρ0,
0 6 v
(
R+a†ρ,m
)− v(R+a†ρ) 6 (1 + wt(P ))|γρ|, so
0 6 dαρ + v
(
R+a†ρ,m
)− vP (αρ) 6 (1 + wt(P ))|γρ|, and likewise,
0 6 eαρ + v
(
S+a†ρ,n
)− vQ(αρ) 6 (1 + wt(Q))|γρ|, and thus
α− αρ = 1
d− e
(
vQ(αρ)− vP (αρ)
)
+O(γρ) = αρ+1 − αρ +O(γρ).
The above together with Lemma 6.5.4(ii) gives
▽(α− αρ)− ▽(αρ+1 − αρ) = o(γρ),
that is, ▽(α − αρ) = γρ + o(γρ), for ρ > ρ0. Now, for ρ0 < ρ < σ < ν we have
γσ = o(γρ), so ▽(α− αρ) < ▽(α− ασ), which proves our claim that αρ  α.
The arguments above show that if there were no equalizer for P , Q, we could extend
our sequence (αρ)ρ<ν indefinitely, that is, make the ordinal ν as large as we want,
which contradicts |ν| 6 |Γ|. This concludes the proof of the Equalizer Theorem. 
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In the rest of this section we keep assuming that P,Q ∈ K{Y } 6= are homogeneous
of degrees d, e with d > e (so d > 1), and that (d− e)Γ = Γ.
Corollary 6.7.5. The function vP − vQ : Γ→ Γ is bijective. If dΓ = Γ, then the
function vP : Γ→ Γ is bijective.
Proof. (vP − vQ)(α) = β is equivalent to vP (α) = vbQ(α) where vb = β. Also,
vP = vP − vQ for Q = 1. 
The transfinite part of the proof of the Equalizer Theorem is rather bizarre and can
probably be eliminated. (Allen Gehret noticed that this transfiniteness is very mild:
any sequence (αρ)ρ<ν in the proof above must have length ν 6 ωp for some p ∈ ω;
this is because ν = ω2 leads to the equalities (6.7.2) for ρ0 < ρ < ω2, with ρ0 = ωq,
q ∈ ω, and thus αω(q+1) = αω(q+2), a contradiction.) In any case, since the theorem
is true, logical considerations suggest that an equalizer is obtainable with a finite
bound on the number of steps used, where the bound depends only on the orders
and degrees of P and Q.
Acting on this suggestion we indicate an algorithm to compute the equalizer
of P , Q. As before we set R := Ri(P ) and S := Ri(Q), so degR 6 wtP and degS 6
wtQ. We also assume that for each α ∈ Γ there is given a “monomial” mα ∈ K×
with vmα = α. We define the function
vP,Q : Γ→ Γ, vP,Q(α) := α+ vQ(α)− vP (α)
d− e .
Define an equalizer sequence for P , Q to be a sequence α0, . . . , αN in Γ
with N ∈ N such that α0 = 0, and for each i < N , either αi+1 = vP,Q(αi), or
αi+1 =
v
(
S+m†α,n
)− v(R+m†α,m)
d− e
for α := αi and some m 6 wtP and n 6 wtQ with R+m†α,m 6= 0, S+m†α,n 6= 0.
Corollary 6.7.6. Assume P and Q have order 6 r. Then there exists an equalizer
sequence α0, . . . , αN for P , Q such that αN is an equalizer for P , Q and such that
N 6 N(r, d) with N(r, d) ∈ N depending only on r and d.
Proof. Recall that there is no strictly descending sequence (βn) in a well-ordered
set. Thus, starting with the equalizer obtained from the proof of the Equalizer
Theorem, and going back appropriately in the (possibly transfinite) sequence of
that proof, we obtain the reversal of an equalizer sequence for P , Q. A uniform
bound as claimed must exist by model-theoretic compactness. 
Note that the validity of the algorithm implicit in Corollary 6.7.6 depends on the
Equalizer Theorem, whose proof is hardly constructive.
Notes and comments. Suppose P ∈ K{Y } 6= is homogeneous of degree 1. Then
the Equalizer Theorem says that the function vP : Γ → Γ is a bijection. We do
have a very different and more constructive (but longer) proof of this fact if K is
H-asymptotic as defined in Section 9.1 below. This unpublished proof predates the
material above, and also yields the definability of the function vP in the asymptotic
couple (Γ,▽) when K is a Liouville closed H-field as defined in Section 10.6.
We also have a more constructive proof of the Equalizer Theorem for P , Q of
order 6 1 and H-asymptotic K.
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6.8. Evaluation at Pseudocauchy Sequences
In this section we assume that the induced derivation on the residue field k is
nontrivial. In addition L denotes a valued differential field extension of K with
∂OL ⊆ OL, and (aρ) is a pc-sequence in K with aρ  a ∈ L, and G(Y ) ∈ L{Y } \L.
We set γρ := v
(
as(ρ) − aρ
) ∈ Γ∞, where s(ρ) := immediate successor of ρ.
Lemma 6.8.1. There is a pc-sequence (bρ) in K equivalent to (aρ) such that
(
G(bρ)
)
is a pc-sequence and G(bρ) G(a).
Proof. After removing some initial ρ’s we can assume γρ = v(a−aρ) ∈ Γ for all ρ
and γρ′ > γρ whenever ρ′ > ρ. Take gρ ∈ K with v(gρ) = γρ and define uρ ∈ L by
aρ − a = gρuρ, so uρ ≍ 1. Let xρ ∈ K be such that xρ ≍ 1 and uρ + xρ ≍ 1 in L.
Put yρ := uρ + xρ and bρ := aρ + gρxρ ∈ K, so bρ − a = gρyρ. It follows that (bρ)
pseudoconverges to a and has the same width as (aρ), so by Lemma 2.2.17 it is a
pc-sequence in K equivalent to (aρ). We have
G(bρ)−G(a) =
∑
|i|>1
G(i)(a)(gρyρ)
i
where G(i) =
G(i)
i! . Put gi := G(i)(a) ∈ L for |i| > 1. Then
G(bρ)−G(a) =
∑
|i|>1
gi(gρyρ)
i = P (gρyρ) = P×gρ(yρ), where
P (Y ) := G(a+ Y )−G(a) =
∑
|i|>1
giY
i ∈ L{Y }, so degP > 1, P (0) = 0.
By Lemma 4.5.2 with L instead of K, we have for each ρ a thin set Tρ ⊆ kL,
independent of the choice of xρ, such that 0 ∈ Tρ and for all y ∈ L,
y ≍ 1, y /∈ Tρ =⇒ v
(
P (gρy)
)
= vP (γρ).
Note that vP (γρ) is strictly increasing as a function of ρ. By Lemma 4.2.2 we can
take for each ρ a thin set Sρ in k such that for all e ∈ k, if uρ+e ∈ Tρ, then e ∈ Sρ.
Therefore, by choosing the xρ such that xρ /∈ Sρ we get yρ /∈ Tρ, and then
(
G(bρ)
)
is a pc-sequence and G(bρ) G(a). 
Note that v(bρ − a) = γρ and v
(
P (bρ − a)
)
= vP (γρ), eventually, for (bρ) as in the
above proof. In addition we can arrange that for e = 1, . . . , degP , if Pe 6= 0, then
v
(
Pe(bρ − a)
)
= vPe(γρ), eventually. Indeed, all this works just as well for finitely
many differential polynomials:
Lemma 6.8.2. Let H be a finite subset of L{Y }. Then there is a pc-sequence (bρ)
in K equivalent to (aρ) such that for each H ∈ H, if H /∈ L, then
(
H(bρ)
)
is a
pc-sequence with H(bρ) H(a).
When G(aρ) 0 we can improve these lemmas as follows:
Lemma 6.8.3. Suppose that G(aρ) 0, and let H be a finite subset of L{Y }. Then
there is a pc-sequence (bρ) in K that is equivalent to (aρ), such that G(bρ)  0,
and for each H ∈ H, if H /∈ L, then (H(bρ)) is a pc-sequence with H(bρ) H(a).
Proof. We can assume G ∈ H and v(G(aρ)) strictly increases with ρ. We now
make the same reductions as in the proof of Lemma 6.8.1, introducing gρ, uρ, xρ,
yρ, bρ, P =
∑
|i|>1 giY
i ∈ L{Y }, accordingly. The proof of that lemma shows how
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to arrange that (bρ) is a pc-sequence in K such that H(bρ) H(a), for each H ∈ H
with H /∈ L, and
v
(
P (gρyρ)
)
= vP (γρ), eventually.
We claim that then G(bρ) 0. To prove this claim, note that for all ρ,
G(aρ)−G(a) =
∑
|i|>1
gi(aρ − a)i = P×gρ(uρ) 4 P×gρ(yρ) = G(bρ)−G(a).
There can only be one ρ with G(aρ) − G(a) ≺ G(a), because for such ρ we have
v
(
G(aρ)
)
= v
(
G(a)
)
. So G(aρ) −G(a) < G(a), eventually, hence G(bρ) − G(a) <
G(a), eventually, and thus G(bρ) − G(a) ≻ G(a), eventually. It now follows that
v
(
G(bρ)
)
= v
(
G(bρ)−G(a)
)
, eventually, so G(bρ) 0. 
6.9. Constructing Canonical Immediate Extensions
In this section we assume the derivation on k is nontrivial. Thus Lemmas 6.8.1,
6.8.2, and 6.8.3 are available for our K.
In Lemma 6.9.1, Corollary 6.9.2, and Lemma 6.9.3 we fix a pc-sequence (aρ)
inK. Recall from the end of Section 4.4 the notions of (aρ) being of d-algebraic type
over K, that of G ∈ K{Y } being a minimal differential polynomial of (aρ) over K,
and of (aρ) being of d-transcendental type over K. We are going to associate to K
and the pc-sequence (aρ) an immediate valued differential field extension K〈a〉.
If (aρ) is of d-transcendental type, this extension is canonical, and if it is of d-
algebraic type, it is canonical modulo a choice of minimal differential polynomial.
Lemma 6.9.1. Suppose (aρ) is of d-transcendental type over K. Then K has an
immediate valued differential field extension K〈a〉 such that:
(i) ∂OK〈a〉 ⊆ OK〈a〉, aρ  a, and a is d-transcendental over K;
(ii) for any valued differential field extension L of K with ∂OL ⊆ OL and any b ∈ L
with aρ  b there is a unique valued differential field embedding K〈a〉 −→ L
over K that sends a to b.
Proof. Let F be an elementary extension of K containing a pseudolimit a of (aρ).
Let K〈a〉 be the valued differential subfield of F generated by a over K. Let
G(Y ) ∈ K{Y }, G /∈ K. Lemma 6.8.1 gives a pc-sequence (bρ) in K equivalent
to (aρ) such that G(bρ) G(a). Now, G(bρ) 6 0, since (aρ) is of d-transcendental
type. So G(a) 6= 0 and G(bρ) ∼ G(a), eventually. Since G was arbitrary, we see
that a is d-transcendental over K and K〈a〉 is an immediate extension of K. From
∂OF ⊆ OF we get ∂OK〈a〉 ⊆ OK〈a〉.
Let L and b be as in (ii). By the proof of Lemma 6.8.1 we can arrange in
the argument above, in addition to G(bρ)  G(a), that G(bρ)  G(b); hence
vK〈a〉
(
G(a)
)
= vL
(
G(b)
) ∈ Γ. 
The following is immediate from Lemma 6.9.1:
Corollary 6.9.2. Let L be a valued differential field extension of K satisfy-
ing ∂OL ⊆ OL, and assume aρ  b, where b ∈ L is d-algebraic over K. Then (aρ)
is of d-algebraic type over K.
Lemma 6.9.3. Suppose P is a minimal differential polynomial of (aρ) over K.
Then K has an immediate valued differential field extension K〈a〉 such that:
(i) ∂OK〈a〉 ⊆ OK〈a〉, aρ  a and P (a) = 0;
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(ii) for any valued differential field extension L of K with ∂OL ⊆ OL and any b ∈ L
with aρ  b and P (b) = 0 there is a unique valued differential field embedding
K〈a〉 → L over K that sends a to b.
Proof. Let P have order r and take p ∈ K[Y0, . . . , Yr] such that
P = p
(
Y, Y ′, . . . , Y (r)
)
.
Then p is irreducible by Corollary 3.2.5. Consider the domain
K[y0, . . . , yr] := K[Y0, . . . , Yr]/(p), yi := Yi + (p) for i = 0, . . . , r,
and let F = K(y0, . . . , yr) be its fraction field.
We extend the valuation v on K to a valuation v : F× → Γ as follows.
Pick a pseudolimit e of (aρ) in some valued differential field extension E of K
with ∂OE ⊆ OE . We let v also denote the valuation of E. Let φ ∈ F×, so
φ = f(y0, . . . , yr)/g(y0, . . . , yr−1)
with f ∈ K[Y0, . . . , Yr] of lower degree in Yr than p and g ∈ K[Y0, . . . , Yr−1] 6=. Set
~e :=
(
e, e′, . . . , e(r)
)
, and also ~b =
(
b, b′, . . . , b(r)
)
for b ∈ K.
By Lemma 6.8.2 we can take a pc-sequence (bρ) in K equivalent to (aρ) such that
if f /∈ K, then f(~bρ) f(~e), and if g /∈ K, then g(~bρ) g(~e). Also f(~bρ) 6 0 and
g(~bρ) 6 0 by the minimality of P , so eventually, f(~bρ) ∼ f(~e) and g(~bρ) ∼ g(~e), in
particular, f(~e) 6= 0 and g(~e) 6= 0, and v(f(~e)) ∈ Γ and v(g(~e)) ∈ Γ.
Claim: f(~e)/g(~e) depends only on φ and not on the choice of (f, g).
To see why this claim is true, suppose that also
φ = f1(y0, . . . , yr)/g1(y0, . . . , yr−1)
with f1 ∈ K[Y0, . . . , Yr] of lower degree in Yr than p and g1 ∈ K[Y0, . . . , Yr−1] 6=.
Then fg1 ≡ f1g mod p in K[Y0, . . . , Yr], and thus fg1 = f1g since fg1 and f1g have
lower degree in Yr than p. Thus f(~e)/g(~e) = f1(~e)/g1(~e), as promised. This proves
the claim and allows us to define v : F× → Γ by
v(φ) := v
(
f(~e)/g(~e)
)
= v
(
f(~e)
)− v(g(~e)).
Clearly, this v extends the valuation of K. Let φ1, φ2 ∈ F×. It is easy to check
that if φ1 + φ2 6= 0, then v(φ1 + φ2) > min(vφ1, vφ2). We have
φ1 =
f1(y0, . . . , yr)
g1(y0, . . . , yr−1)
, φ2 =
f2(y0, . . . , yr)
g2(y0, . . . , yr−1)
, φ1φ2 =
f3(y0, . . . , yr)
g3(y0, . . . , yr−1)
where f1, f2, f3 ∈ K[Y0, . . . , Yr] have lower degree in Yr than p and where g1, g2, g3
are nonzero polynomials in K[Y0, . . . , Yr−1]. Then
f1
g1
f2
g2
=
pq
g1g2g3
+
f3
g3
with q ∈ K[Y0, . . . , Yr]. Lemma 6.8.3 gives a pc-sequence (bλ) in K equivalent
to (aρ), such that p(~bλ)  0, and if q /∈ K, then q(~bλ)  q(~e), and such that
for i = 1, 2, 3 we have fi(~bλ) ∼ fi(~e) and gi(~bλ) ∼ gi(~e), eventually. This gives
f1(~bλ)f2(~bλ)/g1(~bλ)g2(~bλ) ∼ f3(~bλ)/g3(~bλ), eventually, and thus
v(φ1φ2) = v(φ1) + v(φ2).
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Thus v : F× → Γ is indeed a valuation on F , and below we consider F as a valued
field accordingly. Now let f ∈ K[Y0, . . . , Yr] be of lower degree in Yr than p, f /∈ K.
Take a pc-sequence (bρ) in K equivalent to (aρ) such that f(~bρ) f(~e). Then
v
(
f(y0, . . . , yr)− f(~bρ)
)
= v
(
f(~e)− f(~bρ)
)
, for all ρ.
As f(~e) ∼ f(~bρ), eventually, this gives f(y0, . . . , yr) ∼ f(~bρ), eventually. Thus F is
an immediate extension of K.
We now equip F with the derivation extending the derivation of K such that y′i =
yi+1 for 0 6 i < r. Setting a := y0 we have a(i) = yi for i = 0, . . . , r, K〈a〉 = F ,
and P (a) = 0. We claim that aρ  a. Consider first the case that r = 0 and p has
degree 1 in Y0. Then p = fY0 + g with f, g ∈ K, f 6= 0, so a = y0 = −g/f ∈ K,
and we have a pc-sequence (bλ) in K equivalent to (aρ) such that p(bλ) 0, that
is, bλ  a, so aρ  a. If r = 0 and p has degree > 1 in Y0, or r > 0, then a /∈ K
and v(a− aρ) = v(y0 − aρ) = v(e− aρ) for all ρ, which again gives aρ  a.
To get ∂OF ⊆ OF , we set
S :=
{
g(a) : g ∈ K[Y, . . . , Y (r−1)], g(a) 4 1}.
(If r = 0, then we have K
[
Y, . . . , Y (r−1)
]
= K, so S = O.) By Lemma 6.2.3
applied to K
(
a, . . . , a(r−1)
)
in the role of E, it is enough to show that ∂S ⊆ OF
and ∂(S ∩ OF ) ⊆ OF . We prove the first of these inclusions. The second follows in
the same way.
Let g ∈ K[Y, . . . , Y (r−1)] \K with g(a) 4 1; we have to show g(a)′ 4 1. We can
assume g(a)′ 6= 0. Take g1(Y ), g2(Y ) ∈ K
[
Y, . . . , Y (r−1)
]
such that
g(Y )′ = g1(Y ) + g2(Y )Y
(r) in K{Y }.
Then
g(a)′ = g1(a) + g2(a)a
(r),
and for all y ∈ K,
g(y)′ = g1(y) + g2(y)y
(r).
Take a pc-sequence (bλ) in K equivalent to (aρ) such that g(bλ)  g(e). Hence
g(bλ) ∼ g(e), eventually, so g(bλ) ∼ g(a), eventually, and thus g(bλ)′ 4 1, eventu-
ally. We now distinguish two cases:
Case 1: P has degree > 1 in Y (r), or g2 = 0. Then we can assume that (bλ) has
been chosen such that in addition we have, eventually,
g(bλ)
′ = g1(bλ) + g2(bλ)b
(r)
λ ∼ g1(a) + g2(a)a(r) = g(a)′.
Therefore g(a)′ 4 1, as desired.
Case 2: P has degree 1 in Y (r), and g2 6= 0. Then
g1 + g2Y
(r) =
h1P + h2
h
, h, h1, h2 ∈ K[Y, . . . , Y (r−1)], h, h1 6= 0,
so 0 6= g(a)′ = h2(a)/h(a), so h2 6= 0. As in the previous case we can assume (bλ)
to have been chosen such that in addition we have, eventually,
P (bλ) 0, h(bλ) ∼ h(a), h1(bλ) ∼ h1(a), h2(bλ) ∼ h2(a).
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Now, eventually g(bλ)′ 4 1, so eventually h1(bλ)P (bλ) + h2(bλ) 4 h(bλ). From this
it follows easily that h2(bλ) 4 h(bλ), eventually, so h2(a) 4 h(a), that is, g(a)′ 4 1.
This finishes the proof of (i). We now turn to (ii).
Suppose L is a valued differential field extension of K with ∂OL ⊆ OL, and b ∈ L
satisfies P (b) = 0 and aρ  b. Let Q ∈ K[Y, . . . , Y (r)], Q /∈ K, and suppose Q
has lower degree in Y (r) than P . Then Q(b) 6= 0 by the argument in the beginning
of the proof with b in the role of e. Thus P is a minimal annihilator of b over K.
By Lemma 6.8.1 (or rather its proof) we have a pc-sequence (bρ) in K equivalent
to (aρ) such that Q(bρ)  Q(e) as well as Q(bρ)  Q(b). As in the beginning of
the proof this gives
v
(
Q(bρ)
)
= v
(
Q(e)
)
= v
(
Q(a)
)
, eventually,
and also v
(
Q(bρ)
)
= vL
(
Q(b)
)
, eventually. In particular, v
(
Q(a)
)
= vL
(
Q(b)
)
.
Thus the differential field embedding K〈a〉 → L over K sending a to b is also a
valued field embedding. 
Here are two immediate consequences of Lemmas 6.9.1 and 6.9.3:
Corollary 6.9.4. If K has no proper immediate valued differential field extension
with small derivation, then K is spherically complete.
Corollary 6.9.5. K has an immediate valued differential field extension with small
derivation that is spherically complete.
By Corollary 3.3.41, any two extensions of K as in the last corollary are isomorphic
overK as valued fields; we would like to improve this to being isomorphic overK as
valued differential fields. In Section 7.4 we establish this improvement under some
extra assumptions on K. This involves an extension of the notion of “henselian” to
the setting of valued differential fields, to be developed in the next chapter.

CHAPTER 7
Differential-Henselian Fields
In this chapter K is a valued differential field with small derivation. As usual,
Γ := v(K×) and k := res(K), the latter a differential field. By an extension of K
we mean a valued differential field extension of K whose derivation is small.
In this setting we study differential-henselianity and establish useful results
about this notion in analogy with various facts about henselian valued fields in
Section 3.3. We say that K is differential-henselian (for short: d-henselian) if
the two conditions below are satisfied:
(DH1) k is linearly surjective;
(DH2) for every P ∈ O{Y } with P0 ≺ 1 and P1 ≍ 1, there is y ≺ 1 in K such
that P (y) = 0.
If Γ = {0} this is the same as K being linearly surjective. Note that for P ∈ O{Y }
the condition P0 ≺ 1 and P1 ≍ 1 in (DH2) implies dmulP = 1.
Define K to be maximal if K has no proper immediate extension. If the
derivation of k is nontrivial, then by Corollary 6.9.4,
K is maximal ⇐⇒ K is spherically complete.
By Zorn’s Lemma, K does have a maximal immediate extension. Define K to be
differential-algebraically maximal (for short: d-algebraically maximal) if K
has no proper immediate d-algebraic extension. If the derivation of k is nontrivial,
then by Lemma 6.9.3, K is d-algebraically maximal iff there is no divergent pc-
sequence in K of d-algebraic type over K. By Zorn, K does have an immediate
d-algebraic extension that is d-algebraically maximal.
It is obvious that d-henselianity can be formulated in the language of valued
differential fields as a first-order axiom scheme. For d-algebraic maximality this is
not obvious, and perhaps false. We study below how these two notions are related.
After preliminaries about d-henselianity in Section 7.1 we prove the following
in Section 7.2, in analogy with one direction of Corollary 3.3.21:
Theorem 7.0.1. If k is linearly surjective and K is d-algebraically maximal, then K
is d-henselian.
This depends critically on the d = 1 case of the Equalizer Theorem. An immediate
consequence is a differential analogue of Hensel’s Lemma:
Corollary 7.0.2. If k is linearly surjective and K is spherically complete, then K
is d-henselian.
In particular, if k is a linearly surjective differential field, then the Hahn differential
field k((tΓ)) defined in Section 4.4 is d-henselian.
For monotone K with linearly surjective k we prove in Section 7.4 the uniqueness-
up-to-isomorphism-over-K of maximal immediate extensions. This will be crucial
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in the next chapter. In Section 7.5 we assume C ⊆ O and show that in the presence
of monotonicity (perhaps unnecessary) we have a converse to Theorem 7.0.1:
Theorem 7.0.3. If C ⊆ O and K is monotone and d-henselian, then K is d-alge-
braically maximal.
Finally, we consider differential-henselianity in several variables and obtain a partial
analogue of Proposition 3.3.16. In detail, let Y = (Y1, . . . , Yn) be a tuple of distinct
differential indeterminates, n > 1. Let P1(Y ), . . . , Pn(Y ) ∈ O{Y }. We consider the
system of equations
P1(Y ) = · · · = Pn(Y ) = 0.
Let Ai ∈ O{Y } be the homogeneous part of Pi of degree 1, and let Ai be its image
in k{Y }1. Recall the notion of d-independence defined in Section 5.4.
Theorem 7.0.4. Suppose k is linearly surjective, K is d-algebraically maximal,
A1, . . . , An ∈ k{Y }1 are d-independent, and P1(0) ≺ 1, . . . , Pn(0) ≺ 1, with 0 :=
(0, . . . , 0) ∈ Kn. Then there exists a tuple y = (y1, . . . , yn) ∈ Kn such that
P1(y) = · · · = Pn(y) = 0, y1 ≺ 1, . . . , yn ≺ 1.
In Section 7.6 we prove this first for spherically complete K by approximation
arguments, using also heavily the material in Section 5.4. The theorem then follows
by appealing to the result from Section 5.9 due to Johnson [205].
7.1. Preliminaries on Differential-Henselianity
Throughout this chapter we assume r ∈ N. To allow certain kinds of inductive
arguments, we define K to be r-differential-henselian (for short: r-d-henselian)
if the two conditions below are satisfied:
(DHr1) k is r-linearly surjective;
(DHr2) for every P ∈ O{Y } of order 6 r with P0 ≺ 1 and P1 ≍ 1, there is y ≺ 1
in K such that P (y) = 0.
For r = 0 this is the same as K being henselian as a valued field. If Γ = {0} it
is the same as K being r-linearly surjective. Note that K is d-henselian iff K is
r-d-henselian for each r.
Lemma 7.1.1. Suppose K is r-d-henselian, P ∈ O{Y } has order 6 r, P1 ≍ 1, and
Pi ≺ 1 for all i > 2. Then P (y) = 0 for some y ∈ O.
Proof. The assumption on P gives ddegP = 1. Use (DHr1) to get u ∈ O with
DP (u) = 0, and thus mul(DP )+u = deg(DP )+u = 1. Therefore dmulP+u =
ddegP+u = 1 by Lemma 6.6.5(i). Also P+u ≍ 1 by Lemma 4.5.1(i). Now apply
(DHr2) to P+u in the role of P to get y ∈ O with P (u+ y) = 0. 
Corollary 7.1.2. Suppose K is r-d-henselian, and A ∈ K[∂] with v(A) = 0 has
order at most r. Then A(O) = O and A(O) = O.
Proof. The first statement follows from (DHr2), and the second statement from
Lemma 7.1.1. 
For P ∈ O{Y } and a ∈ O we say that P is in differential-hensel position at a
(abbreviated as dh-position at a) if P (a) ≺ 1 and P+a,1 ≍ 1. Note that then P
is in dh-position at b for each b ∈ O with a − b ∈ O. Note also that if K is r-d-
henselian, P ∈ O{Y } is of order 6 r and P is in dh-position at a ∈ O, then there
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is b ∈ O with a− b ∈ O such that P (b) = 0. This gives the following analogue of an
important result (Proposition 3.3.8) about henselian valued fields:
Proposition 7.1.3. Suppose K is d-henselian. Then k can be lifted to a differential
subfield of K, that is, there is a differential subfield F of K such that F ⊆ O and F
maps (isomorphically) onto k under the residue map O → k.
Proof. This is the case E = Q of the following more general result: Let E ⊆ O
be a differential subfield of K; then there is a differential subfield F of K such
that E ⊆ F ⊆ O and F maps onto k under the residue map O → k. Suppose
res(E) 6= k. Take a ∈ O such that a /∈ res(E). If P (a) ≍ 1 for all nonzero
P (Y ) ∈ E{Y }, then E〈a〉 is a proper differential field extension of E contained
in O. Next, consider the case that P (a) ≺ 1 for some nonzero P (Y ) ∈ E{Y }. Pick
such P of minimal complexity, say P has order r. Then Q(a) ≍ 1 for all nonzero
Q(Y ) ∈ E{Y } of lower complexity, hence ∂P
∂Y (r)
(a) ≍ 1, so P is in dh-position at a.
This gives b ∈ O with P (b) = 0 and a = b. Since a /∈ res(E), we have b /∈ E. It
follows that E〈b〉 is a proper differential field extension of E contained in O. We
finish the proof by invoking Zorn. 
An embedding result. We now relate d-henselianity to the material on residue
extensions in Section 6.3. Let L and F be extensions of K. Then k is a differential
subfield of kL and of kF . Assume also that L and F are r-d-henselian, and let
i : kL → kF be a differential field embedding over k.
Lemma 7.1.4. Suppose a ∈ kL is d-algebraic over k, with minimal annihilator
P (Y ) ∈ k{Y } of order r over k. Then there exist b ∈ OL with res(b) = a, kK〈b〉 =
k〈a〉, and v(K〈b〉×) = Γ, and a valued differential field embedding j : K〈b〉 → F ,
such that res(jy) = i
(
res(y)
)
for all y ∈ OK〈b〉.
Proof. Take P ∈ O{Y } such that P has image P in k{Y } and P has the same
complexity as P . Then v(I) = 0 where I is the initial of P . Take also a ∈ OL
with res(a) = a. Then ∂P
∂Y (r)
(a) ≍ 1, so P is in dh-position at a. This gives b ∈ OL
with P (b) = 0 and res(b) = a. If Q ∈ K{Y } 6= has lower complexity than P , then
Q(b) 6= 0 by an easy reduction to the case Q ≍ 1. Thus P is a minimal annihilator
of b over K. Likewise, we get f ∈ OF with P (f) = 0 and res(f) = i(a). Then P
is also a minimal annihilator of f over K, and so Theorem 6.3.2 gives a valued
differential field embedding j : K〈b〉 → F with jb = f . This j has the desired
property. 
In the above set-up, assume that L and F are even d-henselian (rather than r-
d-henselian). Then by Lemma 7.1.4 and the result on d-transcendental residue
extensions preceding Theorem 6.3.2:
Corollary 7.1.5. There exist a valued differential subfield E ⊇ K of L such that
kE = kL and v(E
×) = Γ, and a valued differential field embedding j : E → F such
that res(jb) = i(res(b)) for all b ∈ OE.
Differential-henselianity and specialization. We now consider the behavior
of d-henselianity with respect to coarsening and specialization. Let ∆ be a convex
subgroup of Γ, and v˙ = v∆ the ∆-coarsening of v, with valuation ring O˙ and maxi-
mal ideal O˙ of O˙. Then ∂O˙ ⊆ O˙ by Corollary 4.4.4, and thus ∂O˙ ⊆ O˙, which gives a
differential residue field K˙. Moreover ∂OK˙ ⊆ OK˙ , where for convenience ∂ denotes
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also the derivation of K˙. Thus the residue field res(K˙) of K˙ is naturally a differen-
tial field, and the canonical ring isomorphism res(K) ∼= res(K˙) is a differential ring
isomorphism.
Lemma 7.1.6. If K is r-d-henselian, then so is K˙.
Proof. Let P ∈ O{Y } of order 6 r have image Q in K˙{Y }. Then Q has co-
efficients in the valuation ring of K˙. It now remains to note that the differential
residue field of K is isomorphic to the differential residue field of K˙, and that if
Q0 ≺ 1, Q1 ≍ 1, then P0 ≺ 1, P1 ≍ 1. 
Lemma 7.1.7. Suppose (K, O˙) and K˙ are r-d-henselian. Then so is K.
Proof. Since K and K˙ have isomorphic differential residue fields, K satisfies con-
dition (DHr1). Next, let P ∈ O{Y } of order 6 r satisfy P0 ≺ 1 and P1 ≍ 1; it is
enough to find b ≺ 1 in K such that P (b) = 0. Let Q be the image of P in K˙{Y };
then Q ∈ OK˙{Y }. Then Q0 ≺ 1 and Q1 ≍ 1, which gives a ∈ O with Q(a˙) = 0.
Then P (a) ≺˙ 1. Now P+a ∼ P by Lemma 4.5.1, and so P+a,0 = P (a) ≺˙ 1 and
vP+a,1 = 0, from which we get v˙P+a,1 = 0. As (K, O˙) is r-d-henselian, this gives
y ∈ O˙ such that P+a(y) = 0, and then b := a+ y satisfies b ≺ 1 and P (b) = 0. 
So far we have not used the Equalizer Theorem in studying d-henselianity, but
to progress further we need the d = 1 case of this theorem, which says that for
A ∈ K[∂] 6= the function vA : Γ → Γ is bijective. Recall also that this function is
strictly increasing and satisfies vA(γ) = v(A) + γ + o(γ) for γ ∈ Γ 6=.
Relation to neat surjectivity. If K is d-henselian, then not only k but also K
itself is linearly surjective. More precisely:
Lemma 7.1.8. Suppose K is r-d-henselian. Then every A ∈ K[∂] 6= of order 6 r is
neatly surjective.
Proof. Let A ∈ K[∂] 6= have order 6 r, let b ∈ K×, and take α ∈ Γ such that
vA(α) = β := vb. We have to find a ∈ K× such that va = α and A(a) = b. First,
take any φ ∈ K× with vφ = α. Then v(Aφ) = vb, so v(B) = 0 with B := b−1Aφ.
Then Lemma 7.1.1 gives y ∈ O with B(y) = 1, so y ≍ 1 and A(φy) = b. Thus
a := φy has the desired property. 
Corollary 7.1.9. If K is 1-d-henselian, then O = (1 + O)†.
Proof. Let a ∈ O. We look for y ∈ O such that y′/(1+y) = a, that is, ay−y′ = −a.
Now use that if a − ∂ is neatly surjective, the equation ay − y′ = −a does indeed
have a solution y in O. 
Application to having many constants. For use in the next chapter we show
that under certain conditions d-henselianity yields many constants.
Lemma 7.1.10. Suppose K is 1-d-henselian and monotone, and let b ∈ K, b′ ≺ b.
Then b ≍ c for some c ∈ C.
Proof. Assume that a ∈ K×.
Claim: y ≍ a and y′ = a for some y ∈ K.
To see this, note that (aZ)′ − a = a(a†Z + Z ′ − 1) and a† 4 1, so by Lemma 7.1.1
we get z ∈ O with a†z + z′ = 1. Then z ≍ 1, so y := az ≍ a satisfies y′ = a.
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Returning to b, note first that if b′ = 0, then c := b gives c ∈ C with c ≍ b. Assume
b′ 6= 0. Then with a := b′ the claim above gives y ≍ b′ such that y′ = b′, so
c := y − b ∈ C and c ∼ −b. 
Corollary 7.1.11. Suppose K is 1-d-henselian, monotone, and (k×)† = k.
Then K has many constants and (K×)† = (O×)† = O.
Proof. Let b ∈ K×, and suppose b′ ≍ b; to show K has many constants, it is
enough by Lemma 7.1.10 to get y ≍ 1 in K such that (by)′ ≺ b, that is, (by)† ≺ 1,
that is, b† + y† ≺ 1. Since b† ≍ 1, the assumption of the corollary provides such
a y ≍ 1. As to (O×)† = O, let a ∈ O. If a ≺ 1, then use O = (1 + O)†.
Assume a ≍ 1. Take u ≍ 1 with a ∼ u†. Then a − u† = (1 + ε)†, ε ∈ O, so
a = (u(1 + ε))† ∈ (O×)†. This proves the claimed equalities. 
7.2. Maximality and Differential-Henselianity
We begin with proving a converse to Lemma 7.1.1.
Lemma 7.2.1. Suppose for all P ∈ O{Y } of order 6 r with P1 ≍ 1 and Pi ≺ 1 for
all i > 2, there is z ∈ O with P (z) = 0. Then K is r-d-henselian.
Proof. It is clear that (DHr1) holds. For (DHr2), let P ∈ O{Y } be of order 6 r
with P0 ≺ 1 and P1 ≍ 1; we have to get y ≺ 1 in K such that P (y) = 0. If
P0 = 0, then y = 0 works. Assume P0 6= 0. Take γ ∈ Γ such that vP1(γ) = v(P0).
Then γ > 0, so
vP1(γ) = γ + o(γ) < vPi(γ) for all i > 2.
Take g ≺ 1 in K with vg = γ. Then P0 ≍ P1,×g and Pi,×g ≺ P1,×g for all i > 2.
Now take h ∈ K× with h ≍ P1,×g and apply our hypothesis to h−1P×g in the role
of P to get z ∈ O with P (gz) = 0. Then y := gz ≺ 1 and P (y) = 0. 
In the next four lemmas we consider more closely a differential polynomial P ∈
O{Y } of order 6 r and a ∈ O such that P is in dh-position at a, that is, with
Q := P+a we have Q(0) = P (a) ≺ 1 and Q1 ≍ 1. Let Q1 = a0Y +a1Y ′+· · ·+arY (r)
(a0, . . . , ar ∈ O) and set
A := LP+a = a0 + a1∂ + · · ·+ ar∂r ∈ K[∂], so vA = 0.
We define v(P, a) to be the unique γ ∈ Γ∞ such that vA(γ) = v
(
P (a)
)
, with
v(P, a) =∞ by convention if P (a) = 0. Thus v(P, a) > 0, and by Corollary 6.1.3,
P (a) 6= 0 =⇒ v(P (a)) = v(P, a) + o(v(P, a)).
Note: if K is monotone, then v(P, a) = v
(
P (a)
)
by Corollary 4.5.4.
Lemma 7.2.2. Suppose K is r-d-henselian. Then there is b ∈ O with P (b) = 0 and
v(a− b) > v(P, a); any such b satisfies v(a− b) = v(P, a).
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Proof. If P (a) = 0, then we must take b = a. Assume P (a) 6= 0, set γ := v(P, a) ∈
Γ>, take g ∈ K with vg = γ. Then P (a+ gY ) = Q×g, and
Q×g = P (a) +Q1,×g +
∑
j>2
Qj,×g, v
(
Q1,×g
)
= v
(
P (a)
)
,
v
(
Qj,×g
)
> jγ + o(γ) for j > 2, so
P (a+ gY ) = P (a) ·
(
1 +
r∑
i=0
biY
(i) +R(Y )
)
, mulR > 2,
b0, . . . , br ∈ O, bi ≍ 1 for some i, v(R) > γ + o(γ) > 0.
Now K is r-d-henselian, so Lemma 7.1.1 provides y ∈ O such that
1 +
r∑
i=0
biy
(i) +R(y) = 0.
Any such y satisfies y ≍ 1, and so for b := a+ gy we have P (b) = 0 and v(a− b) =
v(P, a). 
Under a weaker assumption on K we can still draw a useful conclusion:
Lemma 7.2.3. Suppose k is r-linearly surjective and P (a) 6= 0. Then there is b ∈ O
such that P is in dh-position at b, v(a − b) > v(P, a) and P (b) ≺ P (a); any such b
satisfies v(a− b) = v(P, a) and v(P, b) > v(P, a).
Proof. At the point in the proof of Lemma 7.2.2 where we invoke that K is r-d-
henselian, we choose instead y ∈ O such that 1 +∑ri=0 biy(i) ≺ 1. Then y ≍ 1, so
v(b − a) = v(P, a) and P (b) ≺ P (a) with b := a + gy. To show that P is in dh-
position at b, we use Taylor expansion. Let i = (i0, . . . , ir) and j range over N1+r,
recall that P(i) = P
(i)
i! ∈ K{Y }, and
P (a+ Y ) = P (a) +
∑
|i|>1
P(i)(a)Y
i, P+a,1 =
∑
|i|=1
P(i)(a)Y
(i).
Taylor expanding P(i) at a gives
P(i)(b) = P(i)(a) +
∑
|j|>1
P(i)(j)(a) · (gy)j .
Since P(i)(j)(a) =
(
i+j
j
)
P(i+j)(a), this gives for |i| > 1:
P(i)(b) ∼ P(i)(a) if P(i)(a) ≍ 1,
P(i)(b) ≺ 1 if P(i)(a) ≺ 1.
Thus P is in dh-position at b. It only remains to show v(P, b) > v(P, a). The same
way (P, a) gives rise to A = LP+a ∈ K[∂], the pair (P, b) yields B = LP+b ∈ K[∂],
and the arguments above show that B = A + E with v(E) > γ + o(γ) where
γ := v(P, a). In combination with vA(γ) = γ + o(γ), this gives
vE(γ) = v(E) + γ + o(γ) > 2γ + o(γ) > vA(γ),
Hence vB(γ) = vA(γ), and so P (b) ≺ P (a) forces v(P, b) > v(P, a). 
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Without even assuming that k is r-linearly surjective, the arguments above and
Corollary 6.1.7 give something that will be useful later:
Lemma 7.2.4. Suppose P (a) 6= 0, b ∈ O, v(a−b) > v(P, a) and P (b) ≺ P (a). Then
v(a− b) = v(P, a), and for all b∗ ∈ O with v(b− b∗) > v(P, a) and B∗ := LP+b∗ ,
(i) P is in dh-position at b∗;
(ii) P (b∗) ≺ P (a) and v(P, b∗) > v(P, a);
(iii) for all y ∈ K×, if vy = O(v(P, a)) and A(y) ≺ Ay, then B∗(y) ≺ B∗y;
(iv)
{
α ∈ E (A) : α = O(v(P, a))} ⊆ E (B∗).
Lemma 7.2.5. Let k be r-linearly surjective, and suppose there is no b ∈ K with
P (b) = 0 and v(a − b) = v(P, a). Then there exists a divergent pc-sequence (aρ)
in K such that P (aρ) 0.
Proof. Let (aρ)ρ<λ be a sequence in O with λ an ordinal > 0, a0 = a, and
(1) P is in dh-position at aρ, for all ρ < λ;
(2) v(aρ′ − aρ) = v(P, aρ) whenever ρ < ρ′ < λ; and
(3) P (aρ′) ≺ P (aρ) and v(P, aρ′ ) > v(P, aρ) whenever ρ < ρ′ < λ.
Note that there is such a sequence if λ = 1. Suppose λ = µ+1 is a successor ordinal.
Then Lemma 7.2.3 yields aλ ∈ K such that v(aλ − aµ) = v(P, aµ), P (aλ) ≺ P (aµ)
and v(P, aλ) > v(P, aµ). Then the extended sequence (aρ)ρ<λ+1 has the above
properties with λ+ 1 instead of λ.
Suppose λ is a limit ordinal. Then (aρ) is a pc-sequence and P (aρ) 0. If (aρ)
has no pseudolimit in K we are done. Assume otherwise, and take a pseudolimit
aλ ∈ K of (aρ). The extended sequence (aρ)ρ<λ+1 clearly satisfies condition (2)
with λ + 1 instead of λ. Applying Lemma 7.2.4 to aρ, aρ+1 and aλ in the place of
a, b and b∗, where ρ < λ, we see that conditions (1) and (3) are also satisfied with
λ+ 1 instead of λ. This building process must come to an end. 
Corollary 7.2.6. If k is r-linearly surjective and K is spherically complete,
then K is r-d-henselian.
Corollary 7.2.7. If k is r-linearly surjective, then K has an immediate r-d-hen-
selian extension. If k is linearly surjective, then K has an immediate d-henselian
extension.
Proof. For r = 0, take the henselization. For r > 1, use Corollary 6.9.5. 
Proof of Theorem 7.0.1. Assume k is linearly surjective, K is d-algebraically
maximal, and suppose towards a contradiction that P ∈ O{Y }, P0 ≺ 1, P1 ≍ 1,
and there is no b ∈ O with P (b) = 0. Then Lemma 7.2.5 provides a divergent
pc-sequence (aρ) in K with P (aρ)  0. Thus (aρ) is of d-algebraic type over K,
and so Lemma 6.9.3 yields a proper immediate d-algebraic extension of K. 
Step-completeness and differential-henselianity. The spherical completeness
in Corollary 7.2.6 can be replaced by step-completeness, at the cost of a stronger
linear hypothesis: Call O r-linearly surjective if for all a0, . . . , ar ∈ O such that
ai ≍ 1 for some i, the inhomogeneous linear differential equation
1 + a0y + · · ·+ ary(r) = 0
296 7. DIFFERENTIAL-HENSELIAN FIELDS
has a solution in O. It is easy to check that O is r-linearly surjective iff each
A ∈ K[∂] 6= of order 6 r is neatly surjective. Thus by Lemma 7.1.8, if K is r-
d-henselian, then O is r-linearly surjective. Call O linearly surjective if it is
r-linearly surjective for each r.
Lemma 7.2.8. Suppose O is r-linearly surjective. Let P ∈ K{Y } have order 6 r
with P ≍ 1 and degP = ddegP = 1, and let a ∈ O be such that P (a) ≺ 1. Then
P is in dh-position at a, there is b ∈ O with P (b) = 0 and v(a − b) > v(P, a), and
any such b satisfies v(a− b) = v(P, a).
Proof. By Lemma 4.5.1(i) and Lemma 6.6.5(i) we see that P is in dh-position
at a. Now argue as in the proof of Lemma 7.2.2, using the fact that R = 0 and the
hypothesis that O is r-linearly surjective in place of Lemma 7.1.1. 
Lemma 7.2.9. Suppose O is r-linearly surjective, P ∈ O{Y } of order 6 r is in dh-
position at a ∈ O, and P (a) 6= 0. Then there is b ∈ O such that P is in dh-position
at b, v(a− b) = v(P, a), and v(P (b)) > 2v(P (a))+ o(v(P (a))).
Proof. Put γ := v(P, a). We follow the proof of Lemma 7.2.2. There we took
y ∈ O such that 1 +∑ri=0 biy(i) + R(y) = 0, and here we take y ∈ O such that
1 +
∑r
i=0 biy
(i) = 0. Then b := a+ gy gives P (b) = P (a)R(y), so
v
(
P (b)
)
= v
(
P (a)
)
+ v
(
R(y)
)
> v
(
P (a)
)
+ γ + o(γ)
= 2v
(
P (a)
)
+ o
(
v(P (a))
)
. 
Suppose O, P , a, b are as in Lemma 7.2.9. Then
v(P, b) > 2v(P, a) + o(v(P, a)).
This is because v(P, b) = v
(
P (b)
)
+ o
(
v(P (b))
)
if P (b) 6= 0.
Lemma 7.2.10. Suppose O is r-linearly surjective, and P (Y ) ∈ O{Y } of order 6 r
is in dh-position at a ∈ O. Suppose that there is no b ∈ K with P (b) = 0 and
v(a− b) = v(P, a). Then there exists a divergent special pc-sequence (aρ) in K such
that P (aρ) 0.
Proof. We follow the proof of Lemma 7.2.5 except that in condition (3) on (aρ)ρ<λ
the second inequality is replaced by the stronger
v(P, aρ′ ) > (3/2)v(P, aρ) whenever ρ < ρ′ < λ,
the appeal to Lemma 7.2.3 is replaced by an appeal to Lemma 7.2.9, which yields
v(P, aλ) > (3/2)v(P, aµ) instead of v(P, aλ) > v(P, aµ). Also, when λ is a limit
ordinal, (aρ) is a special pc-sequence. 
Corollary 7.2.11. If O is r-linearly surjective and each special pc-sequence in K
with a minimal differential polynomial over K of order 6 r pseudoconverges in K,
then K is r-d-henselian.
Corollary 7.2.12. If O is linearly surjective and K is step-complete, then K is
d-henselian.
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Lifting zeros of linear differential operators. Let A ∈ K[∂] have order 6 r,
with vA = 0. Let A be the image of A under the natural map O[∂]→ k[∂].
Lemma 7.2.13. Suppose O is r-linearly surjective. Then the additive map
a 7→ a : O ∩ kerA → kerA
is surjective.
Proof. Suppose a ∈ O and A(a) = 0. Then A(a) ≺ 1, so we have y ≺ 1 in K with
A(y) = A(a). Then A(a− y) = 0 and a− y = a. 
If O is r-linearly surjective, then dimCk kerA 6 dimC kerA by Lemma 7.2.13.
Under an additional condition on K we have equality:
Proposition 7.2.14. Suppose O is r-linearly surjective and K has many constants
(that is, v(C×) = Γ). Then dimCk kerA = dimC kerA.
Proof. By Lemma 7.2.13 we can take f1, . . . , fm ∈ O ∩ kerA whose resi-
dues f1, . . . , fm form a basis of the Ck-linear space kerA. Let V be the C-linear
subspace of kerA generated by f1, . . . , fm and consider the homogeneous differential
polynomial
P (Y ) := wr(Y, f1, . . . , fm) ∈ O{Y }
of degree 1 and order 6 m. Then by Lemma 4.1.13 we have
V =
{
y ∈ K : P (y) = 0}.
Moreover
P (Y ) =
m∑
i=0
(−1)i(detWi)Y (i),
where Wi is the m×m matrix whose jth column is(
fj, . . . , f
(i−1)
j , f
(i+1)
j , . . . , f
(m)
j
)t
;
in particular, Wm = Wr(f1, . . . , fm). Since wr(f1, . . . , fm) 6= 0, this
gives degDP = 1 and orderDP = orderP = m 6 r. For all y ∈ O,
P is in dh-position at y ⇐⇒ P (y) ≺ 1⇐⇒ wr(y, f1, . . . , fm) = 0⇐⇒ A(y) = 0.
It is enough to show V = kerA. Suppose towards a contradiction that V 6= kerA.
Take a ∈ kerA, a /∈ V . Since K has many constants we can multiply a by a
nonzero constant to arrange a ≍ 1. From A(a) = 0 we get 0 6= P (a) ≺ 1, so
γ := v(P, a) ∈ Γ>. By Lemma 7.2.8 we can take b ∈ V with v(a − b) = γ. Next,
take c ∈ C such that vc = −γ and put g := c(a − b); then g ≍ 1, A(g) = 0, so
Lemma 7.2.8 gives h ∈ V with v(g − h) = v(P, g) > 0. Put b∗ := b + c−1h ∈ V .
Then a− b∗ = (a− b)− c−1h = c−1(g − h), so
v(a− b∗) = γ + v(g − h) > γ = v(P, a),
in contradiction to Lemma 7.2.8. 
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Differential-henselianity and completion. By Corollary 4.4.12 the comple-
tion Kc of K is an immediate extension of K. Our aim in this subsection is:
Proposition 7.2.15. If K is d-henselian and cf(Γ) = ω, then Kc is d-henselian.
Let Oc be the valuation ring of Kc. The proof uses a variant of Lemma 7.2.3:
Lemma 7.2.16. Assume K is d-henselian and P ∈ Oc{Y } is in dh-position at the
point a ∈ Oc, with P (a) 6= 0. Let α ∈ Γ> be given. Then there is b ∈ Oc such
that P is in dh-position at b, v(a − b) = v(P, a) and P (b) ≺ P (a), vP (b) > α,
v(P, b) > v(P, a).
Proof. Take g ∈ Kc with vg = γ := v(P, a) as in the proof of Lemma 7.2.2. As
in that proof we get
P (a+ gY ) = P (a) ·
(
1 +
r∑
i=0
biY
(i) +R(Y )
)
, R ∈ Oc{Y }, mulR > 2,
b0, . . . , br ∈ Oc, bi ≍ 1 for some i, v(R) > γ + o(γ) > 0.
As K is d-henselian and dense in Kc we have y ∈ O such that
v
(
1 +
r∑
i=0
biy
(i) +R(y)
)
> α.
Any such y satisfies y ≍ 1 and so for b := a+gy we have P (b) ≺ P (a) and vP (b) > α
and v(a − b) = v(P, a) > 0. Thus P is in dh-position at b, and so v(P, b) > v(P, a)
by Lemma 7.2.3. 
Proof of Proposition 7.2.15. Assume K is d-henselian and cf(Γ) = ω. Let
P ∈ Oc{Y } be given such that 0 6= P (0) ≺ 1 and P1 ≍ 1; it suffices to show that
then P has a zero in the maximal ideal Oc of Oc. Fix a strictly increasing cofinal
sequence (αn) in Γ> with α0 = vP (0). We proceed as in the proof of Lemma 7.2.10,
with some differences: Let (am)m<n be a finite sequence in Oc with n > 1 and
(1) a0 = 0, and P is in dh-position at am for all m < n,
(2) v(am′ − am) = v(P, am) whenever m < m′ < n,
(3) P (am′) ≺ P (am), v(P, am′ ) > v(P, am) whenever m < m′ < n,
(4) vP (am) > αm whenever m < n.
Note that we have such a sequence for n = 1. Let n = µ + 1. If P (aµ) = 0,
we are done, so assume P (aµ) 6= 0. Then Lemma 7.2.16 yields an ∈ K such that
vP (an) > αn, v(an−aµ) = v(P, aµ), P (an) ≺ P (aµ) and v(P, an) > v(P, aµ). Then
the extended sequence (am)m<n+1 has the above properties with n+1 instead of n.
Iterating this extension procedure yields an infinite sequence (an) in Oc. This is a
c-sequence, and so an → a ∈ Oc. Then P (a) = 0. 
Notes and comments. Proposition 7.2.14 is a variant of [9, Theorem 4.1.6].
7.3. Differential-Hensel Configurations
In this section we assume that Γ 6= {0}. The notion of dh-position is too closely
tied to differential polynomials of a special form, so we relax it as follows. Let
P ∈ K{Y } have order 6 r, and a ∈ K. Then
P (a+ Y ) = P (a) +A(Y ) +R(Y ), A,R ∈ K{Y },
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where A =
∑r
i=0 P(i)(a)Y
(i) is homogeneous of degree 1, and all terms in R
have degree > 2. Let us say that P is in differential-hensel configuration
(abbreviated as dh-configuration) at a if A 6= 0, and there is γ ∈ Γ such
that v(P (a)) > vA(γ) < vR(γ); equivalently, A 6= 0, and either P (a) = 0 or
there is γ ∈ Γ such that v(P (a)) = vA(γ) < vR(γ). To prove this equivalence,
assume v(P (a)) > vA(γ) < vR(γ), γ ∈ Γ. Increasing γ to γ + δ (δ ∈ Γ>)
such that v(P (a)) = vA(γ + δ) we note that vA(γ + δ) = vA(γ) + δ + o(δ) and
vR(γ + δ) > vR(γ) + 2δ + o(δ), by Corollary 6.1.3, so vA(γ + δ) < vR(γ + δ).
For any extension L of K, the Equalizer Theorem yields: P is in dh-configu-
ration at a with respect to K iff P is in dh-configuration at a with respect to L.
For differential polynomials of order 0, “differential-hensel configuration” agrees
with “hensel configuration” as defined in Section 3.3.
For P in dh-configuration at a we define v(P, a) ∈ Γ∞ as follows: if P (a) 6= 0,
then v(P, a) is the unique γ ∈ Γ with v(P (a)) = vA(γ), and if P (a) = 0, then
v(P, a) :=∞. Note: if P ∈ O{Y } and a ∈ O, then
P is in dh-position at a =⇒ P is in dh-configuration at a.
Suppose P is in dh-configuration at a with P (a) 6= 0. Take g ∈ K× with vg =
v(P, a), and put G(Y ) := P (a + gY )/P (a), so G(Y ) = 1 + B(Y ) + S(Y ) where
B ∈ K{Y } is homogeneous of degree 1 with v(B) = 0 and all terms in S ∈ K{Y }
have degree > 2 with v(S) > 0. Assuming now that k is r-linearly surjective, we
can take y ∈ K with y ≍ 1 and 1 + B(y) ≺ 1. Then G is in dh-position at y. If K
is r-d-henselian we can take y as above such that G(y) = 0, and then b := a + gy
satisfies P (b) = 0 and v(a− b) = v(P, a). So we have shown:
Lemma 7.3.1. If K is r-d-henselian and P ∈ K{Y } of order 6 r is in dh-configu-
ration at a ∈ K, then P (b) = 0 and v(a− b) = v(P, a) for some b ∈ K.
Lemma 7.3.2. Let a ∈ K and P ∈ K{Y }. Then
P is in dh-configuration at a ⇐⇒ ddegP+a,×g = 1 for some g ∈ K×.
The proof is straightforward and left to the reader.
Lemma 7.3.3. Let P ∈ K{Y } be in dh-configuration at a ∈ K and P (a) 6= 0.
Then P is in dh-configuration at b for every b ∈ K with v(a− b) > v(P, a).
Proof. By passing to the algebraic closure of K we arrange that Γ has no least
positive element. Take g ∈ K× with vg = v(P, a). Then
Q := P+a,×g = P (a) +A+R, P (a) ≍ A ≻ R
where A ∈ K{Y } is homogeneous of degree 1 and mulR > 2. Since Γ has no least
positive element, we can take h ∈ K such that h ≻ 1 and A×h ≻ R×h. Let b ∈ K
be such that v(a− b) > v(gh). Then b = a+ ghy with y ≺ 1, so
P+b,×gh = P+a,×gh,+y ∼ P+a,×gh = Q×h,
and thus ddegP+b,×gh = 1. 
If P is in dh-configuration at a (with P ∈ K{Y }, a ∈ K), and φ ∈ K×, then P×φ
is in dh-configuration at a/φ, with v(P×φ, a/φ) = v(P, a) − vφ.
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Compositional conjugation. Let φ ∈ K and φ ≍ 1. Then the derivation of Kφ
is also small, and the residue differential field of Kφ is kφ, where φ is the residue
class φ + O in k = O/O. In particular, k is r-linearly surjective iff kφ is r-linearly
surjective. For P ∈ K{Y } we have (Pφ)d = (Pd)φ for all d ∈ N, and v(Pφ) =
v(P ). Thus O is r-linearly surjective iff Oφ is r-linearly surjective, and if K is
r-d-henselian, then so is Kφ.
Coarsening and specialization. In this subsection ∆ is a convex subgroup of Γ.
Let O˙ be the valuation ring of the corresponding coarsening v˙ : K× → Γ˙ = Γ/∆.
Lemma 7.3.4. If K is r-d-henselian, then so is (K, O˙).
Proof. Recall that Γ 6= {0}. Let P ∈ O˙{Y } and a ∈ O˙, and suppose P is in
dh-position at a with respect to the valuation v˙.
Claim: P is in dh-configuration at a with respect to the original valuation v.
To see why, let P (a + Y ) = P (a) + L(Y ) + R(Y ) where v˙(P (a)) > 0, L ∈ O˙{Y }
is homogeneous of degree 1 with v˙(L) = 0, and all terms of R ∈ O˙{Y } have
degree > 2. We can assume P (a) 6= 0. Take γ ∈ Γ such that v(P (a)) = vL(γ).
Then v˙
(
P (a)
)
= v˙L(γ˙) by Lemma 4.5.5, so γ > ∆. Then vL(γ) = v(L) + γ + o(γ),
and vR(γ) > v(R) + 2γ + o(γ) by Corollary 6.1.3. Since v(L) ∈ ∆ and v(R) > δ
for some δ ∈ ∆, it follows that vL(γ) < vR(γ). This proves the claim, and also
gives v(P, a) > ∆. Assume now that K is r-d-henselian. Then the claim and
Lemma 7.3.1 yield b ∈ K with P (b) = 0 and v(a − b) > ∆, so v˙(a − b) > 0. It
remains to note that K˙ is r-linearly surjective by Lemma 7.1.6. 
In combination with Lemmas 7.1.6 and 7.1.7, we obtain:
Corollary 7.3.5. K is r-d-henselian if and only if both (K, O˙) and K˙ are r-d-
henselian.
7.4. Maximal Immediate Extensions in the Monotone Case
In this section K is a monotone valued differential field, the induced derivation
on k is nontrivial, and Γ 6= {0}. Note that any extension L of K with ΓL = Γ is
monotone, by Corollary 6.3.6.
We begin with proving the key result that will give uniqueness of maximal
immediate extensions when the differential residue field is linearly surjective.
The differential-henselian configuration theorem. Proposition 7.4.1 below is
analogous to Proposition 3.3.19 and plays a similar critical role.
Let L be a monotone extension of K, and (aρ) a pc-sequence in K such that
aρ  a ∈ L. We set γρ := v(as(ρ) − aρ), and let α, β, γ range over Γ.
Proposition 7.4.1. Let G(Y ) ∈ L{Y } \ L have order 6 r and suppose
(i) G(aρ) 0;
(ii) for every i ∈ N1+r with |i| = 1 and every pc-sequence (eλ) in K equivalent
to (aρ), we have G(i)(eλ) 6 0.
Then G is in dh-configuration at a, and v(G, a) > v(a − aρ), eventually. There is
also an index ρ0 such that for all ρ > ρ0 and all g ∈ L,
g ≍ a− aρ =⇒ dmulG+a,×g = ddegG+a,×g = 1.
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Proof. We let i range over the elements of N1+r with |i| = 1, and j over all
elements in N1+r. By removing some initial ρ’s we can assume γρ = v(a−aρ) ∈ Γ 6=
for all ρ, and γρ′ > γρ whenever ρ′ > ρ. Next, set
gj := G(j)(a), P (Y ) := G(a+ Y )−G(a) =
∑
|j|>1
gjY
j =
N∑
e=1
Pe(Y ) ∈ L{Y },
where N := degP > 1. Lemma 6.8.3 and the remarks after Lemma 6.8.1 provide a
pc-sequence (bρ) in K that is equivalent to (aρ) such that:
(1) G(bρ) G(a), G(bρ) 0,
(2) G(i)(bρ) G(i)(a) whenever G(i) /∈ L,
(3) v(bρ − a) = γρ, eventually,
(4) v
(
Pe(bρ − a)
)
= vPe(γρ), eventually, whenever 1 6 e 6 N and Pe 6= 0.
If e, e′ ∈ {1, . . . , N}, e 6= e′, Pe 6= 0, Pe′ 6= 0, then either vPe(γρ) < vPe′ (γρ),
eventually, or vPe′ (γρ) < vPe(γρ), eventually, by Corollary 6.1.5. This yields a
d ∈ {1, . . . , N} such that, after removing some initial ρ’s, we have
e ∈ {1, . . . , N}, d 6= e =⇒ vPd(γρ) < vPe(γρ) for all ρ.
Now G(bρ)−G(a) = P (bρ − a) for all ρ, and G(bρ) ≻ G(a), eventually, and
G(a+ Y ) = G(a) +A(Y ) +R(Y ), A := P1, R := P2 + · · ·+ PN .
Suppose that d = 1. Then G(bρ) ∼ A(bρ − a), eventually, and so, eventually,
v
(
G(a)
)
> v
(
A(bρ − a)
)
= vA(γρ) < vR(γρ),
so G is in dh-configuration at a, and v(G, a) > γρ = v(a− aρ), eventually. Also the
second part of the desired conclusion follows easily.
It only remains to show that d = 1. For each i we have
G(i)(bρ)−G(i)(a) =
∑
j>i
(
j
i
)
G(j)(a)(bρ − a)j−i =
∑
j>i
(
j
i
)
gj(bρ − a)j−i.
If G(i) 6= 0, then G(i)(bρ) ∼ G(i)(a) = gi, eventually, so
gi ≻
∑
j>i
(
j
i
)
gj(bρ − a)j−i, eventually, and thus
gi(bρ − a)i ≻
∑
j>i
(
j
i
)
gj(bρ − a)j , eventually.
From
∑
i
(
j
i
)
= j0 + j1 + · · ·+ jr we get
∑
i
∑
j>i
(
j
i
)
gj(bρ − a)j
 = N∑
e=2
e
∑
|j|=e
gj(bρ − a)j
 = N∑
e=2
ePe(bρ − a).
Now G(i) 6= 0 for at least one i, and if G(i) = 0 and j > i, then G(j) = 0, so
min
i
v
(
gi(bρ − a)i
)
< v
(
N∑
e=2
ePe(bρ − a)
)
= min
{
vPe(γρ) : e = 2, . . . , N
}
,
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eventually. Since A = P1 we have v
(
P1(bρ − a)
)
= vA(γρ) for all ρ, so to obtain
d = 1 it is enough to get, cofinally in ρ,
vA(γρ) 6 min
i
v
(
gi(bρ − a)i
)
.
To derive d = 1 from the above, we now use that L is monotone, which gives
v
(
gi(bρ−a)i
)
> v(gi) + γρ for all i and ρ, and so
vA(γρ) = v(A) + γρ =
(
min
i
v(gi)
)
+ γρ 6 min
i
v
(
gi(bρ − a)i
)
for all ρ, so d = 1. 
In this proof the assumption that K and L are monotone is used only at the end
when it is explicitly invoked. The earlier part of the proof goes through if this
assumption is dropped, and so with the weaker assumption the proposition holds
for degG = 1.
Uniqueness of maximal immediate extensions.
Lemma 7.4.2. Let L be a monotone d-algebraically maximal extension of K such
that kL is linearly surjective. Let (aρ) be a divergent pc-sequence in K with minimal
differential polynomial G(Y ) over K. Then aρ  b and G(b) = 0 for some b ∈ L.
Proof. Take a pseudolimit a ∈ L of (aρ), and take a pc-sequence (bλ) in K
equivalent to (aρ) such that G(bλ)  0. Then G is in dh-configuration at a, and
v(G, a) > v(a − bλ), eventually, by Proposition 7.4.1. Now L is d-henselian by
Theorem 7.0.1, so by Lemma 7.3.1 we have b ∈ L such that
vL(a− b) = v(G, a) and G(b) = 0.
This gives vL(a− b) > v(a− bλ), eventually, so bλ  b, and thus aρ  b. 
Together with Lemmas 6.3.5, 6.9.1, and 6.9.3 this yields:
Theorem 7.4.3. Suppose k is linearly surjective. Then any two maximal immediate
extensions of K are isomorphic over K and d-henselian. Also, any two d-algebraic
immediate extensions of K that are d-algebraically maximal are isomorphic over K
and d-henselian.
We now state minor variants of these results using the notion of saturation from
model theory (see B.9), as needed in the proof of the Equivalence Theorem 8.2.5.
Let |X | denote the cardinality of a set X , and let κ be a cardinal.
Lemma 7.4.4. Let K be d-henselian. Let E be a valued differential subfield of K
such that the derivation of kE is nontrivial. Assume K is κ-saturated with κ >
|v(E×)|. If (aρ) is a divergent pc-sequence in E with minimal differential polyno-
mial G(Y ) over E, then aρ  b and G(b) = 0 for some b ∈ K.
Proof. Let (aρ) be a divergent pc-sequence in E with minimal differential poly-
nomial G(Y ) over E. By saturation we have a pseudolimit a ∈ K of (aρ). Take a
pc-sequence (bλ) in E equivalent to (aρ) such that G(bλ) 0. By Proposition 7.4.1,
G is in dh-configuration at a with v(G, a) > v(a− bλ), eventually. Take b ∈ K with
v(a− b) = v(G, a) and G(b) = 0. Then bλ  b, so aρ  b. 
In combination with Lemmas 6.9.1, 6.9.3, and 7.4.2, this yields:
7.5. THE CASE OF FEW CONSTANTS 303
Corollary 7.4.5. Let K and E be as in the previous lemma, and assume also
that kE is linearly surjective and v(E
×) 6= {0}. Then any maximal immediate
extension of E can be embedded in K over E.
Recall that a valued field of equicharacteristic 0 is henselian if and only if it is
algebraically maximal. We already established an analogue for valued differential
fields in one direction: d-algebraically maximal valued differential fields with small
derivation and linearly surjective differential residue field are d-henselian. The
converse fails, even in the monotone case:
Example. Let k be a countable linearly surjective differential field and let Γ be
a countable ordered abelian group, Γ 6= {0}. Then k(tΓ) is a countable valued
differential subfield of the Hahn differential field k((tΓ)). The latter is d-henselian,
so we can take a countable d-henselian K such that
k(tΓ) ⊆ K ⊆ k((tΓ)) (as valued differential fields).
The constant field of k((tΓ)) is Ck((tΓ)), which is uncountable. Take c ∈ Ck((tΓ))
with c /∈ K. Then K〈c〉 = K(c) is a proper immediate d-algebraic extension of K,
so K is not d-algebraically maximal.
In this example K has many constants. With few constants, we do have a converse
in the monotone case, as we shall see in the next section.
7.5. The Case of Few Constants
In this section we consider in more detail the situation where C ⊆ O, that is, the
valuation is trivial on C. Key facts are Lemma 7.5.5 and Proposition 7.5.6 below.
Valuation properties of linear differential operators. In this subsection we
fix r > 1, and assume: K is r-d-henselian, A ∈ K[∂] 6= has order 6 r.
Lemma 7.5.1. Suppose A(1) ≺ A. Then A(y) = 0 for some y ∼ 1 in K.
Proof. We have A = a0 + a1∂ + · · ·+ ar∂r with a0, a1, . . . , ar ∈ K, so A(1) = a0.
We can arrange that a0 ∈ O and a1, . . . , ar ∈ O, ai ≍ 1 for some i ∈ {1, . . . , r}.
With R(Z) := Ri(A) we have R(Z) ∈ O{Z}, R(0) = a0 ≺ 1 and
R(Z)1 = a1Z + · · ·+ arZ(r−1) ≍ 1,
so we get z ∈ O with R(z) = 0. By Corollary 7.1.9 we can take y ∈ 1 + O such that
y† = z, and then A(y) = 0. 
The proof shows that in Lemma 7.5.1 we can relax the assumption that K is r-d-
henselian to K being (r−1)-d-henselian, with (1+O)† = O in case r = 1. The same
holds for Lemma 7.5.2, Corollaries 7.5.3 and 7.5.4, and Lemma 7.5.5.
Lemma 7.5.2. Suppose C ⊆ O. Then there are no b0 ≻ b1 ≻ · · · ≻ br in K× with
A(bi) ≺ Abi for i = 0, . . . , r.
Proof. Let b ∈ K× and A(b) ≺ Ab. Then B(1) ≺ B for B = Ab, so we have y ∼ 1
in K with B(y) = 0, and thus A(by) = 0 with by ∼ b. It remains to note that if
b0 ≻ b1 ≻ · · · ≻ br in K×, then b0, . . . , br are C-linearly independent. 
Here is a reformulation of Lemma 7.5.2 and its proof in terms of the set
E (A) =
{
vb : b ∈ K×, A(b) ≺ Ab}
of exceptional values for A that was introduced in Section 5.6:
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Corollary 7.5.3. If C ⊆ O, then E (A) = v(ker 6=A), so |E (A)| 6 dimC kerA.
Corollary 7.5.4. Suppose C ⊆ O. Let (aρ) be a well-indexed sequence in K such
that aρ  a, with a ∈ K. Then A(aρ) A(a).
Proof. Replacing aρ by aρ − a we reduce to the case a = 0. By omitting some
initial terms from (aρ) we can further assume that vaρ is strictly increasing as a
function of ρ. So v(Aaρ) = vA(vaρ) is strictly increasing as a function of ρ. It
remains to note that A(aρ) ≺ Aaρ for only finitely many ρ, by Lemma 7.5.2, and
A(aρ) ≍ Aaρ for all other ρ. 
Extension to dominant degree 1. Lemma 7.5.2 leads to:
Lemma 7.5.5. Suppose r > 1, K is r-d-henselian, C ⊆ O and G ∈ K{Y } \K has
order 6 r. Then there do not exist y0, . . . , yr+1 ∈ K such that:
(i) yi−1 − yi ≻ yi − yi+1 for all i ∈ {1, . . . , r}, and yr 6= yr+1;
(ii) G(y0) = · · · = G(yr+1) = 0;
(iii) ddegG+yr+1,×g = 1 and y0 − yr+1 4 g for some g ∈ K×.
Proof. Towards a contradiction, suppose y0, . . . , yr+1 ∈ K satisfy (i), (ii), (iii).
Set ai := yi − yr+1 for i = 0, . . . , r and P := G+yr+1 . Then ai ∼ yi − yi+1 for
i = 0, . . . , r and so by (i) and (ii),
a0 ≻ a1 ≻ · · · ≻ ar 6= 0, P (a0) = · · · = P (ar) = P (0) = 0.
Now P = A+R with A = P1 and mulR > 2. Taking g as in (iii) we have g < a0, so
ai = gbi with bi 4 1 for i = 0, . . . , r, and b0 ≻ b1 ≻ · · · ≻ br. Also P×g = A×g+R×g
with R×g ≺ A×g by (iii), and for i = 0, . . . , r,
P (ai) = A×g(bi) +R×g(bi) = 0, so
A×g(bi) = −R×g(bi) 4 R×gbi ≺ A×gbi
which contradicts Lemma 7.5.2. 
Proposition 7.5.6. Let r > 1, and assume K is r-d-henselian and C ⊆ O. Let
G ∈ K{Y } with orderG 6 r and ddegG = 1. Let E be an immediate extension
of K. Then G has the same zeros in O as in OE.
Proof. Note first that ddegG+y = 1 for all y ∈ OE . Towards a contradiction,
suppose G(ℓ) = 0 with ℓ ∈ OE \ O. Now ℓ 4 1 gives ddegG+ℓ = 1, and from
G(ℓ) = 0 it follows easily that ddegG+ℓ,×g = 1 for all g 4 1 in E.
Claim: Let γ ∈ v(ℓ−K)>0. Then there is a y ∈ O with G(y) = 0 and v(ℓ−y) > γ.
To prove this claim, take a ∈ K and g ∈ K× such that v(ℓ − a) = vg = γ.
Then by Corollary 6.6.6 and the observation preceding the claim, ddegG+a,×g =
ddegG+ℓ,×g = 1, so we get b ∈ O such that G(a+ gb) = 0, so y := a+ gb satisfies
the claim. Having proved the claim, we get y0, . . . , yr, yr+1 ∈ O such that
ℓ− y0 ≻ ℓ− y1 ≻ · · · ≻ ℓ− yr+1, G(y0) = G(y1) = · · · = G(yr+1) = 0,
contradicting Lemma 7.5.5: take g = 1 in (iii). 
We also have the following variant:
Lemma 7.5.7. Assume that C ⊆ O. Let A ∈ K[∂] 6= be neatly surjective. Let E be
an immediate extension of K. Then kerE A = kerA.
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Proof. Take r > 1 and a0, . . . , ar ∈ K such that A = a0 + a1∂ + · · · + ar∂r. Set
G := a0Y + · · · + arY (r) ∈ K{Y }. We claim that G has the same zeros in O
as in OE , and for this we follow the proof by contradiction of Proposition 7.5.6,
deriving ddegG+a,×g = 1 as in that proof. Now G+a,×g(Y ) = G(a)+G×g(Y ), and
G(a) = A(a), while G×g corresponds to Ag. Thus v(Ag) 6 v
(
A(a)
)
, and as A is
neatly surjective, we get b ∈ O with A(gb) = −A(a), so y = a+ gb gives A(y) = 0
and v(ℓ − y) > v(ℓ − a). As in the proof of Proposition 7.5.6, this argument yields
y0, . . . , yr, yr+1 ∈ K such that
ℓ− y0 ≻ ℓ− y1 ≻ · · · ≻ ℓ − yr+1, A(y0) = A(y1) = · · · = A(yr+1) = 0,
so y0 − yr+1 ≻ y1 − yr+1 ≻ · · · ≻ yr − yr+1 are C-linearly independent elements
of kerA, which is impossible. This proves our claim. For y ∈ kerE A with y ≻ 1,
take f ∈ K× with f ≍ y, and note that then f−1y ∈ (kerE Af) ∩ OE . Applying
the above to Af instead of A we conclude that f−1y ∈ O, so y ∈ K. 
The following special case is worth recording:
Corollary 7.5.8. If C ⊆ O and ∂ ∈ K[∂] 6= is neatly surjective, then CE = C for
any immediate extension E of K.
It turns out that any K satisfying the assumptions of Corollary 7.5.8 (and thus
any d-henselian K with few constants) is asymptotic in the sense of Chapter 9, by
Lemma 9.1.1. For more on such K, see Section 9.4, in particular, Corollary 9.4.11.
When does K extend to a d-henselian valued differential field with few constants?
(The conclusion of Lemma 7.5.2 holds for such K, any r > 1, and any A ∈ K[∂]6=
of order 6 r.) Corollary 10.1.14 and subsequent remarks address this question.
Few constants and monotonicity. Having few constants leads to the promised
converse of Theorem 7.0.1 in the monotone case:
Proof of Theorem 7.0.3. Assume C ⊆ O and K is monotone and d-henselian;
our job is to show that K is d-algebraically maximal. Towards a contradiction,
let K〈a〉 be an immediate d-algebraic extension of K with a /∈ K. Take a divergent
pc-sequence (aρ) in K such that aρ  a. Then (aρ) is of d-algebraic type overK by
Corollary 6.9.2, so we have a minimal differential polynomial G(Y ) of (aρ) over K.
Replacing (aρ) by an equivalent pc-sequence in K we arrange that G(aρ)  0.
Then the assumptions of Proposition 7.4.1 are satisfied, so taking gρ ∈ K with
gρ ≍ a − aρ we have ddegG+a,×gρ = 1 eventually, and we can arrange this holds
for all ρ. Then ddegG+aρ,×gρ = 1 for all ρ by Corollary 6.6.6. This gives for each ρ
an element zρ ∈ K with G(zρ) = 0 and aρ − zρ 4 gρ, so a− zρ 4 gρ.
Take r > 1 such that G has order 6 r. Pick some index ρ0 and set g := gρ0 .
In view of Lemma 2.2.19 the above yields indices ρ0 < ρ1 < · · · < ρr+1 such that
a−zρi ≻ a−zρj whenever 0 6 i < j 6 r+1. Set yi := zρi for i = 0, . . . , r+1. Then
conditions (i) and (ii) of Lemma 7.5.5 are satisfied. Also a − yr+1 ≺ a − y0 4 g,
hence y0 − yr+1 4 g and aρ0 − yr+1 4 g. In view of Corollary 6.6.6 the latter gives
ddegG+yr+1,×g = ddegG+aρ0 ,×g = 1, so condition (iii) in Lemma 7.5.5 also holds,
which contradicts that lemma. 
7.6. Differential-Henselianity in Several Variables
In this section we prove Theorem 7.0.4 in several stages. After some preliminaries
we first handle the case of spherically complete K with archimedean Γ; this goes by
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diagonalization and successive approximation. Next we treat arbitrary spherically
complete K using a reduction to the previous case by iterated coarsening. The last
stage is an appeal to a result in commutative differential algebra due to J. Johnson.
In this section n ranges over N>1, and for y = (y1, . . . , yn) ∈ Kn we set
vy := min(vy1, . . . , vyn). This makes Kn into a valued abelian group, and in
particular, vy > 0 means y ∈ On, and vy > 0 means y ∈ On. Recall that if K is
spherically complete, then Kn is spherically complete as a valued abelian group.
Notations and some easy equivalences. Let Y = (Y1, . . . , Yn) be a tuple of
distinct differential indeterminates, and equip K{Y } with the gaussian extension
of the valuation of K. Let P = (P1, . . . , Pn) ∈ K{Y }n. Then we set
vP := min(vP1, . . . , vPn),
P (y) :=
(
P1(y), . . . , Pn(y)
) ∈ Kn for y ∈ Kn.
A solution of the system P (Y ) = 0 in K is a point y ∈ Kn such that P (y) = 0.
Also, a solution of P (Y ) = 0 in O is a point y ∈ On with P (y) = 0, and likewise,
with O instead of O. Recall that for F ∈ K{Y } and y = (y1, . . . , yn) ∈ Kn,
F+y = F (y + Y ) = F (y1 + Y1, . . . , yn + Yn) ∈ K{Y }.
We also set P+y := (P1,+y, . . . , Pn,+y) ∈ K{Y }n for y ∈ Kn.
In the rest of this section, let P ∈ O{Y }n and consider the associated system
(∗) P (Y ) = 0.
Let Ai = Pi,1 be the homogeneous part of Pi of degree 1, with image Ai in k{Y }1.
We say that the system (∗) is in differential-hensel position (dh-position) if the
differential polynomials A1, . . . , An are d-independent and P1(0) ≺ 1, . . . , Pn(0) ≺
1. (For n = 1 this means “dh-position at 0” as defined in Section 7.1.) Note that if
(∗) is in dh-position and y ∈ On, then P+y = 0 is in dh-position.
We say that the system (∗) is in diagonal differential-hensel position (ddh-
position) if for i = 1, . . . , n,
0 6= Ai ∈ k{Yi}, Pi(0) ≺ 1.
Note that if (∗) is in ddh-position, then it is in dh-position. Suppose now that (∗)
is in ddh-position, so for i = 1, . . . , n,
Pi(Y ) = ai +Ai(Y ) +Ri(Y ), ai ∈ O,
where Ri ∈ O{Y } has only terms of degree > 2. Set a := (a1, . . . , an). Then a
solution of (∗) cannot be much smaller than a:
Lemma 7.6.1. Suppose a 6= 0 and y is a solution of (∗) in K. Then
vy 6 va+ o(va).
Proof. Suppose vy > (1 + ε)va where ε ∈ Q>. Then for i = 1, . . . , n we have
Ai(y), Ri(y) ≺ a, which for i with vai = va is impossible. 
Lemma 7.6.2. Assume Γ 6= {0}. The following are equivalent:
(i) every system (∗) such that A1, . . . , An are d-independent and the coefficients
of the monomials in P of degree > 2 are in O has a solution in O;
(ii) k is linearly surjective, and every (∗) in ddh-position has a solution in O;
(iii) k is linearly surjective, and every (∗) in dh-position has a solution in O.
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Proof. Suppose (i) holds. For n = 1 this yields by Lemma 7.2.1 that K is d-
henselian, so k is linearly surjective. Let (∗) be in ddh-position. Using the notations
above, Pi = ai +Ai + Ri, ai ≺ 1 and Ai(Y ) = Di(Yi) + Ei(Y ) with Di ∈ K{Yi}1,
Di ≍ 1, and Ei ∈ K{Y }1, Ei ≺ 1, for i = 1, . . . , n. To get (ii) we need to find a
solution of (∗) in O. We can take nonzero g ∈ O with vg > 0 so small that
vDi(gYi) 6 vai, vDi(gYi) < vEi(gY ), vRi(gY ) (i = 1, . . . , n).
Taking nonzero hi ∈ O with vhi = vDi(gYi), we obtain a system
h−11 P1(gY ) = · · · = h−1n Pn(gY ) = 0.
Considering the homogeneous parts of degree 1 of the h−1i Pi(gY ), this system has
a solution y in O by (i), and so gy is a solution of (∗) in O.
Next, assume (ii). Let (∗) be in dh-position. By Lemma 5.6.16 we can trans-
form this into a systemQ(Y ) = 0 in ddh-position such that any solution ofQ(Y ) = 0
in O gives rise to a solution of (∗) in O. Now Q(Y ) = 0 has a solution in O by (ii),
and so (∗) has a solution in O. This gives (iii).
Finally, assume (iii). Let (∗) be such that A1, . . . , An are d-independent and
the coefficients of the monomials in P of degree > 2 are in O. To get (i) we need to
find a solution of (∗) in O. Since k is linearly surjective we can use Lemma 5.4.4
to get y ∈ On such that vP (y) > 0. Then P+y(Y ) = 0 is a system in dh-position,
and so has a solution b in O by (iii), and then y + b is a solution of (∗) in O. 
The case of an archimedean value group. We define O to be strongly lin-
early surjective if for all n > 1 and D1(Y1) ∈ O{Y1}1, . . . , Dn(Yn) ∈ O{Yn}1 with
D1, . . . , Dn ≍ 1, all E1(Y ), . . . , En(Y ) ≺ 1 in O{Y }1, and all a = (a1, . . . , an) ∈ On
there exists a y ∈ On such that y ≍ a and
D1(y1) + E1(y) = a1, . . . , Dn(yn) + En(y) = an.
Lemma 7.6.3. Suppose Γ := v(K×) is archimedean, k is linearly surjective, and K
is spherically complete. Then O is strongly linearly surjective.
Proof. Note thatK is monotone by Corollary 6.1.2. In addition, K is d-henselian.
Therefore, if A ≍ 1 in K[∂], then by Corollary 4.5.4 and Lemma 7.1.8 there is for
each a ∈ K an element y ∈ K such that A(y) = a and y ≍ a.
Let D1, . . . , Dn, E1, . . . , En be as above. Define Q-linear maps
D,E : On → On, D(y) := (D1(y1), . . . , Dn(yn)), E(y) := (E1(y), . . . , En(y)).
From the fact stated in the beginning of the proof and by Lemma 2.3.11 we obtain
a valuation preserving right-inverse D∗ to D, that is, D∗ : On → On is Q-linear,
D ◦ D∗ = idOn , and D∗(a) ≍ a for all a ∈ On. Consider the Q-linear map
F := (D + E) ◦ D∗ = idOn +G : On → On, with G := E ◦ D∗. Then G(a) ≺ a
for all nonzero a ∈ On, and so by Corollary 2.2.13, F : On → On is a valuation-
preserving Q-linear bijection. Given a ∈ On, we get b ∈ On with F (b) = a and
b ≍ a, so y := D∗(b) yields (D + E)(y) = a and y ≍ a. 
Assume Γ is archimedean. Let (∗) be in ddh-position, so for i = 1, . . . , n we have
Pi = ai +Di + Ei + Ri where ai ∈ O, Di ∈ O{Yi}1, Di ≍ 1, Ei ∈ O{Y }1, Ei ≺ 1,
and all terms in Ri ∈ O{Y } have degree > 2. We try to construct a solution y ≺ 1
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in K to (∗). Set a := (a1, . . . , an). If a = 0, then y = 0 is such a solution, so
assume a 6= 0. We associate to (∗) the linear system
a1 +D1(Y1) + E1(Y ) = · · · = an +Dn(Yn) + En(Y ) = 0.
Suppose it has a solution y in K with vy = va. Substituting y + Y for Y gives
Pi,+y(Y ) = Pi(y + Y ) = a
∗
i +Di(Yi) + E
∗
i (Y ) +R
∗
i (Y ), where
a∗i = Ri(y), E
∗
i = Ei + dRi(y, Y ), dRi(y, Y ) :=
n∑
j=1
∑
k∈N
∂Ri
∂Y
(k)
j
(y)Y
(k)
j ,
and R∗i ∈ O{Y } has only terms of degree > 2, and thus
va∗i > 2vy = 2va, v
(
dRi(y, Y )
)
> vy = va.
In particular, va∗ > 2va for a∗ := (a∗1, . . . , a
∗
n), and E
∗
i ≺ 1. Thus the modified
system P+y(Y ) = 0 with P+y := (P1,+y, . . . , Pn,+y) is still in ddh-position.
Lemma 7.6.4. Suppose Γ is archimedean, k is linearly surjective, K is spherically
complete, and (∗) is in ddh-position. Then there is f ∈ On such that P (f) = 0.
Proof. Let (fi)i<m be a sequence in On with m > 1, such that
(1) P+fi(Y ) = 0 is in ddh-position, for all i < m,
(2) v(fj − fi) = vP (fi) whenever i < j < m,
(3) vP (fj) > 2vP (fi) whenever i < j < m.
Taking f0 = 0 shows that such a sequence exists for m = 1. Let m = µ + 1. By
Lemma 7.6.3 we can take y ∈ On such that vy = vP (fµ) and y is a solution of the
linear system associated to P+fµ (Y ) = 0. Since P (fµ) 6= 0, the arguments preceding
the lemma applied to P+fµ (Y ) instead of P (Y ) show that for fm = fµ + y we have
vP (fm) > 2vP (fµ) and P+fm(Y ) = 0 is in ddh-position. Then the extended
sequence (fi)i<m+1 has the above properties with m+ 1 instead of m.
This construction yields a c-sequence (fi)i∈N in On with a limit f ∈ On, and
then P (f) = 0. 
Combining Lemmas 7.6.2 and 7.6.4 yields:
Corollary 7.6.5. If Γ is archimedean, k is linearly surjective, and K is spherically
complete, then conditions (i), (ii), (iii) of Lemma 7.6.2 are satisfied.
Reduction to the case of an archimedean value group. This reduction rests
on iterated coarsening in combination with the following lemma.
Lemma 7.6.6. Assume k is linearly surjective, K is spherically complete, and Γ has
a smallest nontrivial convex subgroup ∆. Let (∗) be in dh-position, with vP (0) ∈ ∆.
Then vy ∈ ∆ and vP (y) > ∆ for some y ∈ On.
Proof. The valued differential residue field K˙ of the∆-coarsening ofK has linearly
surjective residue field, has archimedean value group∆, is maximal as a valued field,
and (∗) yields a system P˙ (Y ) = 0 in dh-position over K˙. Then Corollary 7.6.5 yields
y = (y1, . . . , yn) ∈ On such that for y˙ := (y˙1, . . . , y˙n) we have P˙ (y˙) = 0. Since y˙ 6= 0
we have vy ∈ ∆, and so y has the desired property. 
Proposition 7.6.7. Suppose k is linearly surjective, and K is spherically complete.
Then every system (∗) in dh-position has a solution in O.
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Proof. Since K is d-henselian by Corollary 7.0.2, the assumptions on K are in-
herited by any coarsening of K by a convex subgroup of Γ. This will be tacitly
used in what follows. Let (∗) be in dh-position; our job is to show that (∗) has a
solution in O. If P (0) = 0 we are done, so assume P (0) 6= 0. Then Γ 6= {0}. Let
λ > 0 be an ordinal, (fρ)ρ<λ a sequence in On, and (∆ρ)ρ<λ an increasing sequence
of convex subgroups of Γ, such that for all ρ < λ,
(1) vP (fρ) > ∆ρ;
(2) ∆ρ is the largest convex subgroup of Γ not containing vP (fρ);
(3) vP (fρ) ∈ ∆ρ+1 whenever ρ+ 1 < λ;
(4) v(fρ′ − fρ) > ∆ρ whenever ρ < ρ′ < λ;
(5) v(fρ+1 − fρ) ∈ ∆ρ+1 whenever ρ+ 1 < λ.
Such sequences exist for λ = 1: take f0 = 0 and let ∆0 be the largest convex
subgroup of Γ not containing vP (0).
Suppose λ = µ+1 is a successor ordinal. If P (fµ) = 0 we are done, so assume
P (fµ) 6= 0. Using (1) for ρ := µ and Lemma 5.6.15, the system P+fµ (Y ) = 0 is
in dh-position with respect to the ∆µ-coarsening of K. By (2) for ρ = µ we have
a smallest convex subgroup ∆ of Γ that properly contains ∆µ. Then vP (fµ) ∈ ∆,
so Lemma 7.6.6 (applied to the ∆µ-coarsening of K instead of K) yields a y ∈ On
such that vy > ∆µ, vy ∈ ∆, and vP+fµ(y) > ∆. If P (fµ + y) = 0, we are done.
Suppose P (fµ+ y) 6= 0. Then we set fλ := fµ+ y and let ∆λ be the largest convex
subgroup of Γ not containing vP (fλ), in particular, ∆ ⊆ ∆λ. It is clear that then
the conditions (1)–(5) are satisfied with λ+ 1 instead of λ.
Next assume that λ is a limit ordinal. Then (fρ)ρ<λ is a pc-sequence by (4)
and (5), and thus has a pseudolimit fλ in On. Then v(fλ−fρ) > ∆ρ for all ρ < λ, so
vP (fλ) > ∆ρ for all ρ < λ, by (1). If P (fλ) = 0 we are done, so assume P (fλ) 6= 0.
Let ∆λ be the largest convex subgroup of Γ not containing vP (fλ). Then ∆λ ⊇ ∆ρ
for all ρ < λ. Thus conditions (1)–(5) hold for λ+ 1 instead of λ.
The construction above cannot continue indefinitely, so must end in producing
a solution of (∗) in O. 
The final step and an application. Let Y = (Y1, . . . , Yn) be as before.
Proof of Theorem 7.0.4. We have d-algebraically maximalK with linearly sur-
jective k, and a system (∗) in dh-position; our job is to show that (∗) has a solution
in O. Take a maximal immediate extension L of K. Then Proposition 7.6.7 yields
y ∈ OnL such that P (y) = 0. By Lemma 5.6.15 and Theorem 5.9.1 the immediate
extension K〈y〉 of K is d-algebraic, so y ∈ On. 
Using also Lemma 5.4.6, this has the following consequence:
Corollary 7.6.8. Suppose k is linearly surjective, K is d-algebraically maximal,
and L is an algebraic extension of K with ΓL = Γ. Then L is d-henselian.
Proof. We can reduce to the case that [L : K] = n < ∞, and as K is henselian,
this yields a basis b1, . . . , bn of the vector space L over K such that bi ≍ 1 for
all i and b1, . . . , bn is a basis of kL over k. Note that kL is linearly surjective, by
Corollary 5.4.3. Let X be a single differential indeterminate and F ∈ OL{X} such
that A := F1 ≍ 1 and F (0) ≺ 1; our job is to show that F has a zero in OL. Making
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the substitution X = b1Y1 + · · ·+ bnYn we have
F (b1Y1 + · · ·+ bnYn) = P1(Y )b1 + · · ·+ Pn(Y )bn, P1, . . . , Pn ∈ O{Y },
A(b1Y1 + · · ·+ bnYn) = A1(Y )b1 + · · ·+An(Y )bn, A1, . . . , An ∈ O{Y },
A(b1Y1 + · · ·+ bnYn) = A1(Y )b1 + · · ·+An(Y )bn, A1, . . . , An ∈ k{Y }.
Also Ai is the homogeneous part of degree 1 of Pi, and A1, . . . , An ∈ k{Y }1 are
d-independent by Lemma 5.4.6. From F (0) ≺ 1 we get P1(0) ≺ 1, . . . , Pn(0) ≺ 1,
and so by Theorem 7.0.4 the system P1(Y ) = · · · = Pn(Y ) = 0 has a solution
y = (y1, . . . , yn) ∈ On, which gives a zero y1b1 + · · ·+ ynbn ∈ OL of F . 
This corollary might not be optimal: we would like to drop the hypothesis ΓL = Γ,
and it would also be nice to weaken the assumption on K to d-henselianity, or
strengthen the conclusion to L being d-algebraically maximal.
CHAPTER 8
Differential-Henselian Fields with Many Constants
The results in this brief chapter will not be used later, but complement the earlier
generalities. The valued differential fields considered here are easier to analyze as
to their model-theoretic properties than T, and so this may provide an illuminating
contrast with our later focus on objects like T. Note that d-henselian includes
having small derivation, so d-henselian valued differential fields with many constants
are monotone: this is a strong restriction, opposite in spirit to the asymptotic
condition imposed in later chapters.
Our goal here is to derive Scanlon’s extension in [382, 383] of the Ax-Kochen-
Eršov theorems to d-henselian valued differential fields with many constants. This
is largely an application of Chapter 7, in particular Section 7.4.
Given structuresM andN for the same (first-order) language,M ≡N means
thatM and N are elementarily equivalent: they satisfy the same sentences in that
language; see Appendix B. Among the results to be established is the following:
Theorem 8.0.1. Suppose K and L are d-henselian valued differential fields with
many constants. Then K ≡ L as valued differential fields if and only if resK ≡ resL
as differential fields and ΓK ≡ ΓL as ordered abelian groups.
In particular, ifK is a d-henselian valued differential field with many constants, and
with differential residue field k and value group Γ, then K ≡ k((tΓ)), where k((tΓ))
is the Hahn differential field of Example (1) in Section 4.4.
Theorem 8.0.1 refers to the logical notion of elementary equivalence. We derive
from it a purely algebraic result for which we have no other proof:
Corollary 8.0.2. Let K be a d-henselian valued differential field with many con-
stants. Then every valued differential field extension of K that is algebraic over K
is also d-henselian.
By Corollary 6.3.10, if L is a valued differential field extension of a monotone valued
differential field K and L is algebraic over K, then L is monotone, so has small
derivation. Here is an easy proof of Corollary 8.0.2, using Theorem 8.0.1:
Proof. First some remarks on an arbitrary valued field extension E ⊆ F = E(a)
where E is henselian, and [F : E] = n. We can express properties of the valued
field F in terms of the valued field E, as follows. Let
P (X) = Xn + an−1X
n−1 + · · ·+ a1X + a0
be the minimum polynomial of a over E. Let f ∈ F = E(a), and let (b0, . . . , bn−1)
be the unique tuple in En such that f = b0+ b1a+ · · ·+ bn−1an−1. For 1 6 m 6 n
and f0, . . . , fm−1 ∈ E we can then express “Xm + fm−1Xm−1 + · · ·+ f1X + f0 is
the minimum polynomial of f over E” as a first-order condition
E |= Cm,n(a0, . . . , an−1, b0, . . . , bn−1, f0, . . . , fm−1)
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on the quantities indicated. By Corollary 3.3.15 we can then express the valuation
on F in terms of the valuation on E by v(f) = v(f0)/m with f, f0, . . . , fm−1 as
above. If in addition ∂ is a derivation on E ⊇ Q and ∂ also stands for its unique
extension to a derivation on F , then, with P ′ := ∂P/∂X ∈ E[X ], we have
∂(a) = −P ∂(a)/P ′(a), ∂(f) = n−1∑
i=0
∂(bi)a
i +
n−1∑
i=1
ibi∂(a)
i−1.
Turning now to our K, let n > 1 be given. By the remarks above there is a set Σn
of sentences in the language of valued differential fields, independent of K, such
that K |= Σn if and only if every valued differential field extension L of K with
[L : K] = n is d-henselian. Now with k the differential residue field of K and
Γ = v(K×) we have K ≡ k((tΓ)). But for the Hahn differential field k((tΓ)) we
have k((tΓ)) |= Σn, since every valued differential field extension L of k((tΓ)) with[
L : k((tΓ))
]
= n is maximal as a valued field by Corollary 3.2.28, and hence d-
henselian by Corollaries 5.4.3 and 7.2.6. Thus K |= Σn. As this holds for all n > 1,
we obtain the desired result. 
In model-theoretic work on valued fields and their expansions we often prefer a
many-sorted set-up. This can be useful even in stating results properly. Thus we
shall consider here three-sorted structures
K =
(
K,k,Γ;π, v
)
where K and k are fields, Γ is an ordered abelian group, v : K× → Γ is a (surjec-
tive) valuation making K into a valued field, and π : O → k with O := Ov is a
surjective ring morphism. Note that then π has kernel Ov, and thus induces a field
isomorphism kv ∼= k between the residue field kv and k such that the diagram
Ov
✟✟
✟✟
✟✟ π
✹
✹✹
✹✹
✹
kv
∼ // k
commutes. Let us call Γ the value group of K, and k its residue field (even though
the latter is only isomorphic to the residue field kv of Ov). We shall refer to K
as a valued field, since it represents a way to construe the (one-sorted) valued
field (K,Ov) as a three-sorted model-theoretic structure where the residue field
and the value group are more explicitly present.
To adapt this setting to valued differential fields we consider three-sorted struc-
turesK as above, but with some additional features: K and k are differential fields
(rather than just fields), and v makes K into a valued differential field with small
derivation such that π is a differential ring morphism (rather than just a ring mor-
phism). Note that then the above field isomorphism kv ∼= k is actually a differential
field isomorphism. When referring to K as a valued differential field, we assume
these additional features are present.
In this three-sorted set-up we have field variables ranging over K, residue vari-
ables ranging over k, and value group variables ranging over Γ. Given a possibly
many-sorted language L and L-structures M and N , we have the usual notions
of M being a substructure of N (notation: M ⊆N), ofM and N being elemen-
tarily equivalent (notation: M ≡N), and of M being an elementary substructure
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of N (notation: M 4N); see Appendix B. The main result of this chapter is the
Equivalence Theorem 8.2.5, among whose consequences are the following:
Theorem 8.0.3. Suppose K and K∗ are d-henselian valued differential fields with
many constants such that K ⊆ K∗. Then K 4 K∗ if and only if k 4 k∗ as
differential fields, and Γ 4 Γ∗ as ordered abelian groups.
By definable we mean definable with parameters from the ambient structure.
Theorem 8.0.4. Suppose K is a d-henselian valued differential field with many
constants. Then each subset of km×Γn definable inK is a finite union of rectangles
Y ×Z with Y ⊆ km definable in the differential field k and Z ⊆ Γn definable in the
ordered abelian group Γ.
The next sections lead up to the statement and proof of the Equivalence Theorem
in Section 8.2, and to conclude this chapter we derive the above consequences.
Notes and comments. We refer to [382] for Scanlon’s original treatment and to
[383] for an update. The latter also deals with the mixed characteristic case.
8.1. Angular Components
Let K = (K,k,Γ;π, v) be a valued field as explained in the introduction to this
chapter, with valuation ring O := {a ∈ K : va > 0}. For a subfield E of K we
set OE := O ∩ E, a valuation ring of E, and kE := π(OE), a subfield of k. For
such E we also let E stand for the valued subfield (E,OE) of (K,O), as well as for
the substructure (E,kE , v(E×); . . . ) of K.
An angular component map on K is a multiplicative group morphism
ac: K× → k×
such that ac(a) = π(a) whenever a ≍ 1 in K; we extend it to ac: K → k by setting
ac(0) = 0 (so ac(ab) = ac(a) ac(b) for all a, b ∈ K), and also refer to this extension
as an angular component map on K.
Example. Construing a Hahn field k((tΓ)) as a valued field
K =
(
k((tΓ)),k,Γ;π, v
)
in the natural way, we have the angular component map ac: k((tΓ)) → k on K
given by ac(ctγ + g) = c for c ∈ k×, γ ∈ Γ, and g ∈ k((tΓ)) with v(g) > γ.
A cross-section s on the valued field K yields an angular component map ac on K
by setting ac(x) = π
(
x/s(vx)
)
for x ∈ K×. Thus by Lemma 3.3.39:
Corollary 8.1.1. If the valued fieldK is ℵ1-saturated, then there exists an angular
component map on K.
Monotone valued differential fields with angular component. The presence
of an angular component map simplifies the proof of the Equivalence Theorem 8.2.5,
but in the aftermath we can often discard these maps again, by Corollary 8.1.3.
Let K = (K,k,Γ;π, v) be a monotone valued differential field. By an angular
component map on K we mean an angular component map ac onK as a valued
field such that the following conditions are satisfied:
(1) ac(c) ∈ Ck ⊆ k for all c ∈ C;
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(2) ac(a)′ = ac(a′) for all a ∈ K× with v(a) = v(a′).
Examples are the Hahn differential fields k((tΓ)) with angular component map given
by ac(a) = aγ0 for nonzero a =
∑
aγt
γ ∈ k((tΓ)) and γ0 := va.
Lemma 8.1.2. Suppose K has many constants. Then each angular component map
on its valued subfield C extends uniquely to an angular component map on K.
Proof. Given an angular component map ac on C the claimed extension to K,
also denoted by ac, is obtained as follows: for x ∈ K× we have x = uc with u ∈ K×,
u ≍ 1, c ∈ C×; then ac(x) = π(u) ac(c). 
Here is an immediate consequence of Corollary 8.1.1 and Lemma 8.1.2:
Corollary 8.1.3. If K has many constants and is ℵ1-saturated, then there is an
angular component map on K.
Notes and comments. Angular component maps were introduced in [100].
In [316] there is an example of a valued field of residue characteristic 0 that has
no angular component map (and thus also no cross-section). Angular components
often facilitate access to the definable sets, and this is also their role in this chapter.
8.2. Equivalence over Substructures
In this section we consider three-sorted structures
K = (K,k,Γ;π, v, ac)
where (K,k,Γ;π, v) is a monotone valued differential field with an angular compo-
nent map ac: K → k on it. Such a structure will be called amonotone ac-valued
differential field. The main result of this chapter is Theorem 8.2.5. It tells us
when two d-henselian monotone ac-valued differential fields with many constants
are elementarily equivalent over a common substructure. In Section 8.3 we derive
from it in the usual way some attractive consequences on the elementary theories
of such valued differential fields and on the induced structure on the value group
and differential residue field.
If K is d-henselian, then by Theorem 7.1.3 there is a differential ring morphism
i : k → O such that π(i(a)) = a for all a ∈ K; we call such i a lifting of k to K.
This will play a minor role in the proof of the Equivalence Theorem.
A good substructure of K = (K,k,Γ;π, v, ac) is a triple E = (E,kE ,ΓE) such
that
(GS1) E is a differential subfield of K,
(GS2) kE is a differential subfield of k with ac(E) ⊆ kE (hence π(OE) ⊆ kE),
(GS3) ΓE is an ordered abelian subgroup of Γ with v(E×) ⊆ ΓE .
For good substructures E = (E,kE ,ΓE) and F = (F,kF ,ΓF ), we define E ⊆ F
to mean that E ⊆ F , kE ⊆ kF , and ΓE ⊆ ΓF . If E is a differential subfield of K
with ac(E) = π(OE), then
(
E, π(OE), v(E×)
)
is a good substructure of K, and if
in addition F ⊇ E is a differential subfield of K such that v(F×) = v(E×), then
ac(F ) = π(OF ). In the remainder of this section
K = (K,k,Γ;π, v, ac), K∗ = (K∗,k∗,Γ∗;π∗, v∗, ac∗)
are monotone ac-valued differential fields, with valuation rings O and O∗, and
E = (E,kE ,ΓE), E
∗ = (E∗,kE∗ ,ΓE∗)
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are good substructures of K, K∗, respectively. We put OE∗ := O∗ ∩ E∗.
A good map f : E → E∗ is a triple f = (f, fr, fv) consisting of a differential field
isomorphism f : E → E∗, a differential field isomorphism fr : kE → kE∗ , and an
ordered group isomorphism fv : ΓE → ΓE∗ , such that
(GM1) fr
(
ac(a)
)
= ac∗
(
f(a)
)
for all a ∈ E, and fr is elementary as a partial map
between the differential fields k and k∗;
(GM2) fv
(
v(a)
)
= v∗
(
f(a)
)
for all a ∈ E×, and fv is elementary as a partial map
between the ordered abelian groups Γ and Γ∗.
Let f : E → E∗ be a good map as above. Then the field part f : E → E∗ of f is
a valued differential field isomorphism, and fr and fv agree on π(OE) and v(E×)
with the maps π(OE) → π∗(OE∗) and v(E×) → v∗(E∗×) induced by f . We say
that a good map g = (g, gr, gv) : F → F ∗ extends f if E ⊆ F , E∗ ⊆ F ∗, and
g, gr, gv extend f , fr, fv, respectively. The domain of f is E. Note that if a
good map E → E∗ exists, then k ≡ k∗ as differential fields and Γ ≡ Γ∗ as ordered
abelian groups.
The next two lemmas show that various parts of the conditions (GM1) and (GM2)
are automatically satisfied by certain extensions of good maps.
Lemma 8.2.1. Let f : E → E∗ be a good map, and suppose F ⊇ E and F ∗ ⊇ E∗
are differential subfields of K and K∗, respectively, such that π(OF ) ⊆ kE and
v(F×) = v(E×). Let g : F → F ∗ be a valued differential field isomorphism such
that g extends f and fr
(
π(u)
)
= π∗
(
g(u)
)
for all u ∈ OF . Then ac(F ) ⊆ kE and
fr
(
ac(a)
)
= ac∗
(
g(a)
)
for all a ∈ F .
Proof. Let a ∈ F . Then a = a1u where a1 ∈ E and u ∈ OF , v(u) = 0, so
ac(a) = ac(a1)π(u) ∈ kE. It follows easily that fr
(
ac(a)
)
= ac∗
(
g(a)
)
. 
In the same way we obtain:
Lemma 8.2.2. Suppose π(OE) = kE, let f : E → E∗ be a good map, and let
F ⊇ E and F ∗ ⊇ E∗ be differential subfields of K and K∗, respectively, such
that v(F×) = v(E×). Let g : F → F ∗ be a valued differential field isomorphism
extending f . Then ac(F ) = π(OF ) and gr
(
ac(a)
)
= ac∗
(
g(a)
)
for all a ∈ F , where
the map gr : π(OF )→ π∗(OF∗) is induced by g (and thus extends fr).
Lemma 8.2.2 is also useful in getting the following:
Lemma 8.2.3. Suppose π(OE) = kE, let f : E → E∗ be a good map. Suppose that
F ⊇ E and F ∗ ⊇ E∗ are differential subfields of K and K∗, respectively, and are
immediate extensions of E and E∗, respectively. Suppose that g : F → F ∗ is a
valued differential field isomorphism that extends f . Then g = (g, fr, fv) is a good
map that extends f .
The following is useful in connection with having many constants:
Lemma 8.2.4. Let b ∈ K×. Then the following are equivalent:
(i) There is c ∈ C× such that b ≍ c.
(ii) There is a ∈ K× such that a ≍ 1 and a† = b†.
Proof. If c ∈ C× and b ≍ c, then a := bc−1 satisfies a ≍ 1 and a† = b†. Conversely,
if a ∈ K× and a ≍ 1, a† = b†, then b ≍ c := a−1b ∈ C×. 
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Theorem 8.2.5. Suppose K, K∗ are d-henselian with many constants. Then any
good map E → E∗ is a partial elementary map between K and K∗.
Proof. The theorem holds trivially for Γ = {0}, so assume that Γ 6= {0}. Let f =
(f, fr, fv) : E → E∗ be a good map. By passing to suitable elementary extensions
ofK andK∗ we arrange thatK andK∗ are κ-saturated, where κ is an uncountable
cardinal such that |kE|, |ΓE | < κ. Call a good substructure E1 = (E1,k1,Γ1)
ofK small if |k1|, |Γ1| < κ. We shall prove that the good maps with small domain
form a back-and-forth system from K to K∗. (This clearly suffices to obtain the
theorem: Proposition B.5.4.) In other words, we shall prove that under the present
assumptions on E, E∗ and f , there is for each a ∈ K a good map g extending f
such that g has small domain F = (F, . . . ) with a ∈ F . The most delicate of the
extension procedures we need comes from Corollary 7.4.5 (to extend domains) and
Theorem 7.4.3 (to extend good maps). In addition we have several other basic
extension procedures:
(1) Given d ∈ k, arranging that d ∈ kE. By saturation and the definition of “good
map” this can be achieved without changing f , fv, E, ΓE by extending fr to a
partial elementary map between k and k∗ with d in its domain.
(2) Given γ ∈ Γ, arranging that γ ∈ ΓE. This follows in the same way.
(3) Arranging kE = π(OE). Suppose d ∈ kE, d /∈ π(OE); set e := fr(d).
Assume first that d is d-transcendental over π(OE). Pick a ∈ O and b ∈ O∗
such that a = d and b = e. Then v(E〈a〉×) = v(E×), and Lemmas 6.3.1 and 8.2.1
yield a good map g = (g, fr, fv) with small domain (E〈a〉,kE ,ΓE) such that g
extends f and g(a) = b.
Next, assume that d is d-algebraic over π(OE). By introducing a minimal
annihilator of d over π(OE), Lemmas 7.1.4 and 8.2.1 provide an element a ∈ O
with res(a) = d, π(OE〈a〉) = π(OE)〈d〉, and v(E〈a〉×) = v(E×), and a good map
(g, fr, fv) extending f with small domain (E〈a〉,kE,ΓE).
By iterating (3) we can arrange kE = π(OE); this condition is actually preserved
in each of the extension procedures (4)–(8) below, as the reader may easily verify.
We do assume in the rest of the proof that kE = π(OE). Let us say that E has
many constants if v(C×E ) = v(E
×).
(4) Extending f to a good map whose domain has many constants. Let β ∈ v(E×).
Pick b ∈ E× such that v(b) = β. Since K has many constants, we can use
Lemma 8.2.4 to get a ∈ K such that a ≍ 1 and P (a) = 0 where
P (Y ) := Y ′ − b†Y ∈ OE{Y }.
Note that v(qa) = 0 and P (qa) = 0 for all q ∈ Q× ⊆ E×. Hence by saturation we
can arrange that a is transcendental over kE . Then P (Y ) is a minimal annihilator
of a over kE . By Lemma 3.1.31,
E〈a〉 = E(a), v(E(a)×) = v(E×), π(OE(a)) = kE(a).
We shall find a good map extending f with domain
(
E(a),kE(a),ΓE
)
. Consider
the differential polynomial Q := f(P ), that is,
Q(Y ) = Y ′ − f(b)†Y.
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By saturation we can find e ∈ k∗ with Q(e) = 0 and a differential field isomorphism
gr : kE(a) → kE∗(e) that extends fr, sends a to e and is elementary as a partial
map between the differential fields k and k∗. Using again Lemma 8.2.4 we find
a∗ ∈ K∗ such that a∗ ≍ 1 and Q(a∗) = 0. Since Q(res(a∗)) = Q(e) = 0, we
can multiply a∗ by an element in C∗ of valuation zero and arrange res(a∗) = e.
Then Theorem 6.3.2 and Lemma 8.2.2 yield a good map g = (g, gr, fv) where
g : E(a) → E∗(a∗) extends f and sends a to a∗. The domain (E(a),kE(a),ΓE)
of g is small, and vc = β for c := a−1b ∈ CE(a).
In the extension procedures (1)–(4) the value group v(E×) does not change, so if
the domain E of f has many constants, then so does the domain of the extension
of f constructed in each of (1)–(4). Also ΓE does not change in (1), (3), and (4),
but at this stage we allow ΓE 6= v(E×).
(5) Arranging that kE = π(OE) is linearly surjective and E has many constants.
This can be done by repeated applications of (1), (3), and (4).
(6) Arranging that kE = π(OE) and E is d-henselian (by which we mean that E as
a valued differential subfield of K is d-henselian). After arranging (5) above, we
can additionally arrange that E is d-henselian by Corollary 7.4.5, Theorem 7.4.3,
and Lemma 8.2.3.
(7) Towards arranging ΓE = v(E×); the case of no torsion modulo v(E×). Suppose
γ ∈ ΓE has no torsion modulo v(E×), that is, nγ /∈ v(E×) for all n > 1. Take
a ∈ C such that v(a) = γ. Let i be a lifting of the differential residue field k
to K. Since ac(a) ∈ C×k , we have a/i
(
ac(a)
) ∈ C and v(a/i(ac(a))) = γ. So
replacing a by a/i
(
ac(a)
)
we arrange that v(a) = γ and ac(a) = 1. In the same
way we obtain a∗ ∈ CK∗ such that v∗(a∗) = γ∗ := fv(γ) and ac∗(a∗) = 1. Then
Lemma 3.1.30 gives an isomorphism g : E(a)→ E∗(a∗) of valued fields extending f
with g(a) = a∗. Then (g, fr, fv) is a good map extending f with small domain(
E(a),kE,ΓE
)
; this domain has many constants if E does.
(8) Towards arranging ΓE = v(E×); the case of prime torsion modulo v(E×). Here
we assume that E has many constants and is d-henselian.
Let γ ∈ ΓE \ v(E×) with ℓγ ∈ v(E×), where ℓ is a prime number. As E has
many constants we can pick b ∈ CE such that v(b) = ℓγ. Since E is d-henselian we
have a lifting of its differential residue field kE to E and we can use this as in (7)
to arrange that ac(b) = 1. We shall find c ∈ C such that cℓ = b and ac(c) = 1.
As in (7) we have a ∈ C such that v(a) = γ and ac(a) = 1. Then the polynomial
P (Y ) := Y ℓ − b/aℓ ∈ O[Y ] satisfies P (1) ≺ 1 and P ′(1) ≍ 1. This gives u ∈ K
such that P (u) = 0 and u ∼ 1. Now let c = au. Clearly cℓ = b (so c ∈ C) and
ac(c) = 1. Likewise we find c∗ ∈ CK∗ such that c∗ℓ = f(b) and ac∗(c∗) = 1. Then
Lemma 3.1.28 gives an isomorphism g : E(c)→ E∗(c∗) of valued fields extending f
with g(c) = c∗, and so (g, fr, fv) is a good map extending f with small domain(
E(c),kE,ΓE
)
; this domain has many constants.
By iterating (7) and (8) we can assume in the rest of the proof that ΓE = v(E×),
and we shall do so. This condition is actually preserved in the earlier extension
procedures (3) and (4), as the reader may easily verify. Anyway, we can refer from
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now on to ΓE as the value group of E. Note that in (7) and (8) the differential
residue field does not change.
Let a ∈ K be given. We need to extend f to a good map whose domain is small
and contains a. At this stage we can assume kE = π(OE), ΓE = v(E×), and E has
many constants. By Lemma 3.1.10,
∣∣π(OE〈a〉)∣∣ < κ and ∣∣v(E〈a〉×)∣∣ < κ. Then (1)–
(8) and Corollary 7.4.5 plus Theorem 7.4.3 allow us to extend f to a good map
f1 = (f1, f1,r, f1,v) with small domain E1 ⊇ E such that E1 = (E1,k1,Γ1) has
many constants, k1 is linearly surjective, and
π
(OE〈a〉) ⊆ k1 = π(OE1), v(E〈a〉×) ⊆ Γ1 = v(E×1 ).
As we extended f to f1, we extend f1 to a good map f2 with small domainE2 ⊇ E1
such that E2 = (E2,k2,Γ2) has many constants, k2 linearly surjective, and
π
(OE1〈a〉) ⊆ k2 = π(OE2), v(E1〈a〉×) ⊆ Γ2 = v(E×2 ).
Continuing this way and taking a union of the resulting domains and good maps
gives a small good substructure E∞ ⊇ E, such that E∞ = (E∞,k∞,Γ∞) has many
constants, k∞ is linearly surjective, and
k∞ = π
(OE∞〈a〉) = π(OE∞), Γ∞ = v(E∞〈a〉×) = v(E×∞),
together with an extension of f to a good map f∞ = (f∞, . . . ) with domain E∞.
Thus the valued differential subfield E∞〈a〉 of K is an immediate extension of
its valued differential subfield E∞. By Corollary 7.4.5 the valued differential sub-
field E∞〈a〉 of K has a maximal immediate valued differential field extension F
inside K. Then F is a maximal immediate extension of E∞ as well. This gives
a good substructure F = (F,Γ∞,k∞) of K. Likewise, the valued differential
subfield f∞(E∞) of K∗ has a maximal immediate valued differential field exten-
sion F ∗ in K∗. Use Theorem 7.4.3 and Lemma 8.2.2 to extend f∞ to a good map
F → F ∗ = (F ∗, . . . ), and note that a ∈ F . 
8.3. Relative Quantifier Elimination
Here we derive various consequences of the Equivalence Theorem of Section 8.2.
Let L be the three-sorted language of valued fields, with sorts f (the field sort),
r (the residue sort), and v (the value group sort). This language consists of two
copies of the one-sorted language LR = {0, 1,−,+, · } of rings, one in the sort f
and one in the sort r, a copy of the language LOA = {6, 0,−,+} of ordered abelian
groups in the sort v, and function symbols v of sort f v (for the valuation) and π
(for the residue morphism) of sort f r. We view a valued field (K,k,Γ; . . . ) as an
L-structure in the natural way, with f-variables ranging over K, r-variables over k,
and v-variables over Γ. We augment L with a function symbol ∂ of sort f f, a
function symbol ∂ of sort r r, and a function symbol ac of sort f r to get the language
L(∂, ∂, ac) of ac-valued differential fields. If we do not indicate otherwise, then in
this section
K = (K,k,Γ; . . . ), K∗ = (K∗,k∗,Γ∗; . . . )
are d-henselian monotone ac-valued differential fields with many constants; they
are considered as L(∂, ∂, ac)-structures in the obvious way.
Corollary 8.3.1. K ≡K∗ if and only if k ≡ k∗ as differential fields and Γ ≡ Γ∗
as ordered abelian groups.
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Proof. The “only if” direction is obvious. Suppose k ≡ k∗ as differential fields,
and Γ ≡ Γ∗ as ordered groups. This gives good substructures E := (Q,Q, {0})
of K, and E∗ :=
(
Q,Q, {0}) of K∗, and an obvious good map E → E∗. Now
apply Theorem 8.2.5. 
ThusK is elementarily equivalent to the Hahn differential field k((tΓ)) with angular
component map as in Section 8.1.
Corollary 8.3.2. Suppose E = (E,kE ,ΓE ; . . . ) ⊆ K is a d-henselian ac-valued
differential subfield of K with many constants, such that kE 4 k as differential
fields, and ΓE 4 Γ as ordered abelian groups. Then E 4K.
Proof. Take an elementary extension K∗ of E. Then K∗ has many constants,
(E,kE ,ΓE) is a good substructure of bothK andK∗, and the identity on (E,Γ,kE)
is a good map. Hence by Theorem 8.2.5 we have K ≡E K∗. Since E 4 K∗, this
gives E 4K. 
The proofs of these corollaries use only a weak form of the Equivalence Theorem,
but now we turn to a result that uses its full strength: a relative elimination of
quantifiers for the L(∂, ∂, ac)-theory T of d-henselian monotone ac-valued differential
fields with many constants. We specify that the function symbols π and v of
L(∂, ∂, ac) are to be interpreted as total functions in any K as follows: extend
π : O → k to π : K → k by π(a) = 0 for a /∈ O, and extend v : K× → Γ to
v : K → Γ by v(0) = 0. Let Lr be the sublanguage of L(∂, ∂, ac) involving only the
sort r, that is, Lr is a copy of the language of differential fields, with ∂ as its symbol
for the derivation operator. Let Lv be the sublanguage of L(∂, ∂, ac) involving only
the sort v, that is, Lv = LOA is the language of ordered abelian groups.
Let x = (x1, . . . , xl) be a tuple of distinct f-variables, y = (y1, . . . , ym) a tuple
of distinct r-variables, and z = (z1, . . . , zn) a tuple of distinct v-variables. Set
Z{x} := {P ∈ Q{x1, . . . , xl} : all coefficients of P are in Z}.
Define a special r-formula in (x, y) to be an L(∂, ∂, ac)-formula
ψ(x, y) := ψr
(
ac(P1(x)), . . . , ac(Pk(x)), y
)
where k ∈ N, ψr(u1, . . . , uk, y) is an Lr-formula, and P1(x), . . . , Pk(x) ∈ Z{x}. Also,
a special v-formula in (x, z) is an L(∂, ∂, ac)-formula
θ(x, z) := θv
(
v(P1(x)), . . . , v(Pk(x)), z
)
where k ∈ N, θv(v1, . . . , vk, y) is an Lv-formula, and P1(x), . . . , Pk(x) ∈ Z{x}. Note
that these special formulas do not have quantified f-variables. We can now state
our relative quantifier elimination:
Corollary 8.3.3. Every L(∂, ∂, ac)-formula φ(x, y, z) is T -equivalent to(
ψ1(x, y) ∧ θ1(x, z)
) ∨ · · · ∨ (ψN (x, y) ∧ θN (x, z))
for some N ∈ N and some special r-formulas ψ1(x, y), . . . , ψN (x, y) in (x, y), and
some special v-formulas θ1(x, z), . . . , θN (x, z) in (x, z).
Proof. Let Θ(x, y, z) be the set of L(∂, ∂, ac)-formulas(
ψ1(x, y) ∧ θ1(x, z)
) ∨ · · · ∨ (ψN (x, y) ∧ θN (x, z))
displayed in the statement of the corollary. It is clear that Θ is closed under taking
disjunctions, and easy to check that Θ is closed under taking negations, modulo
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logical equivalence. Thus by Corollary B.9.3 it is enough to show that every T -
realizable (x, y, z)-type is completely determined by its intersection with Θ. This
guides the argument that follows.
Let ψ(x, y) and θ(x, z) range over special formulas as described above. For
K = (K,Γ,k; . . . ) |= T and a ∈ K l, r ∈ km, γ ∈ Γn, let
tpKr (a, r) :=
{
ψ(x, y) : K |= ψ(a, r)},
tpKv (a, γ) :=
{
θ(x, z) : K |= θ(a, γ)}.
Let K and K∗ be any models of T , and let
(a, r, γ) ∈ K l × km × Γn, (a∗, r∗, γ∗) ∈ (K∗)l × (k∗)m × (Γ∗)n
be such that tpKr (a, r) = tp
K∗
r (a
∗, r∗) and tpKv (a, γ) = tp
K∗
v (a
∗, γ∗). By the above,
it suffices to show that under these assumptions we have
tpK(a, r, γ) = tpK
∗
(a∗, r∗, γ∗).
LetE := (E,ΓE ,kE) where E := Q〈a〉, kE is the differential subfield of k generated
by ac(E) and r, and ΓE is the ordered subgroup of Γ generated by γ over v(E×),
so E is a good substructure of K. Likewise we define the good substructure E∗
of K∗. For each P (x) ∈ Z{x} we have P (a) = 0 iff ac (P (a)) = 0, and also
P (a∗) = 0 iff ac∗
(
P (a∗)
)
= 0. In view of this fact, the assumptions give us a
good map E → E∗ sending a to a∗, γ to γ∗ and r to r∗. It remains to apply
Theorem 8.2.5. 
In the proof of the corollary above it is important that our notion of a good sub-
structure E = (E,ΓE ,kE) did not require ΓE = v(E×) or kE = π(OE). Related
to it is that in Corollary 8.3.3 we have a separation of r- and v-variables; this makes
the next result almost obvious.
Corollary 8.3.4. Each subset of km × Γn definable in K is a finite union of
rectangles Y × Z with Y ⊆ km definable in the differential field k and Z ⊆ Γn
definable in the ordered abelian group Γ.
Proof. By Corollary 8.3.3 and using its notations it is enough to observe that
for a ∈ K l, a special r-formula ψ(x, y) in (x, y), and a special v-formula θ(x, z) in
(x, z), the set
{
r ∈ km : K |= ψ(a, r)} is definable in the differential field k, and
the set
{
γ ∈ Γn :K |= θ(a, γ)} is definable in the ordered abelian group Γ. 
Corollary 8.3.4 says in particular that the relations on k definable in K are defin-
able in the differential field k, and likewise, the relations on Γ definable in K are
definable in the ordered abelian group Γ.
Theorems 8.0.1 and 8.0.4 from the introduction to this chapter do not mention an-
gular component maps. To get these results from Corollaries 8.3.1 and 8.3.4 we first
pass to suitable ℵ1-saturated elementary extensions and then use Corollary 8.1.3
to get the necessary angular component maps.
To get Theorem 8.0.3 from Corollary 8.3.2, we arrange likewise thatK andK∗
from that theorem are ℵ1-saturated (but not yet equipped with angular component
maps). Then we have a cross-section s : Γ → C× of the valued subfield C of K.
Use Lemma 3.3.40 to extend s to a cross-section s∗ : Γ∗ → C×K∗ of the valued sub-
field CK∗ ofK∗. These cross-sections yield angular component maps on the valued
fields C and C∗, which by Lemma 8.1.2 extend uniquely to angular component
maps on K and K∗. This allows us to use Corollary 8.3.2 to get K 4K∗.
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Notes and comments. Corollary 8.3.3 is analogous to a result by Pas [315] for
henselian valued fields of equicharacteristic zero. Readers familiar with the model-
theoretic properties of stable embeddedness and orthogonality will observe that by
Corollary 8.3.4, k and Γ are stably embedded in K, and k and Γ are orthogonal
in K. We refer to Appendix B for the definition of the model-theoretic property
NIP, the Non-Independence Property. Using Corollary 8.3.3 one can show (along
the lines of [417, proof of Theorem A.15]) that if the differential residue field k
has NIP (that is, its theory has NIP), then so does K; this also uses the fact that
by [160] every ordered abelian group has NIP.
8.4. A Model Companion
Let L∂,4 := {0, 1,−,+, · , ∂,4} be the one-sorted language of valued differential
fields, and construe valued differential fields as L∂,4-structures in the obvious way.
Proposition 8.4.1. The theory of d-henselian valued differential fields with many
constants, differentially closed differential residue field, and nontrivial divisible
value group is complete and model complete. It is the model companion of the
theory of monotone valued differential fields.
Proof. For completeness and model completeness, use Theorems 8.0.1 and 8.0.3
in combination with Corollary 4.7.3 and Example B.11.12. Let K be an arbitrary
monotone valued differential field; to prove the model companion claim, it is enough
to embed K into a d-henselian valued differential field with many constants, differ-
entially closed differential residue field, and nontrivial divisible value group. By Ex-
ample (1) at the beginning of Section 4.4, K has a monotone valued differential field
extensionK1 with a nontrivial value group. By Corollary 6.3.10,K1 has a monotone
valued differential field extensionK2 with divisible value group. By Corollary 6.3.7,
K2 has a monotone valued differential field extension K3 with differentially closed
differential residue field and ΓK3 = ΓK3 . Theorem 7.0.1 then yields an immediate
d-henselian valued differential field extension K4 of K3. Then K4 is still monotone
by Corollary 6.3.6, and thus has many constants by Corollary 7.1.11. 

CHAPTER 9
Asymptotic Fields and Asymptotic Couples
The key restriction on valued differential fields in Chapter 6 was the continuity of
the derivation. (Strictly speaking, we assumed the derivation ∂ to be small, but
continuity of ∂ reduces by compositional conjugation to smallness of ∂.)
In this chapter we introduce asymptotic differential fields: valued differential
fields with a much stronger interaction of the valuation and derivation. For brevity
we just call them asymptotic fields. They include Rosenlicht’s differential-valued
fields [364] and share many of their basic properties. The advantage of the class of
asymptotic fields over its subclass of differential-valued fields is that the former is
closed under taking valued differential subfields, under coarsening, and even under
specialization (subject to a mild restriction).
A key feature of an asymptotic field is its asymptotic couple, which is just its
value group with some extra structure induced by the derivation. In Section 9.1
we define asymptotic fields, their asymptotic couples, and discuss Hardy fields.
In Section 9.2 we consider asymptotic couples independent of their connection to
asymptotic fields. This is used in Section 9.3 to describe the behavior of differential
polynomials as functions on asymptotic fields. In Section 9.4 we consider asymptotic
fields with small derivation and the operations of coarsening and specialization. In
Section 9.5 we show that algebraic extensions of asymptotic fields are asymptotic.
In Section 9.6 we adapt the results on immediate extensions from Section 6.9 to
asymptotic fields. Section 9.7 treats differential polynomials of order one over H-
asymptotic fields. In Section 9.8 we return to asymptotic couples and prove some
useful extension results about them, and in Section 9.9 we establish a property of
closed H-asymptotic couples as needed in Chapter 16. The present chapter and
the next include some new material but are mainly based on [364, 18, 19, 20].
Some terminology: When a valued differential field K is given, then an extension
of K is a valued differential field extension of K. Likewise, an extension of an
ordered valued differential field K is an ordered valued differential field extension
of K. The term “embedding” is used in a similar way: when K and L are given as
valued differential fields, then an embedding of K into L is an embedding of valued
differential fields, and when K and L are given as ordered valued differential fields,
then an embedding of K into L is an embedding of ordered valued differential fields.
9.1. Asymptotic Fields and Their Asymptotic Couples
In the first subsection we define asymptotic fields and differential-valued fields,
in the second subsection we show how to visualize an asymptotic couple, in the
third subsection we introduce the asymptotic couple of an asymptotic field, and
in the fourth subsection we define comparability classes and the property of being
grounded. In the last subsection we discuss Hardy fields as examples.
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Asymptotic fields. An asymptotic differential field, or just asymptotic
field, is a valued differential field K such that for all f, g ∈ K× with f, g ≺ 1,
(A) f ≺ g ⇐⇒ f ′ ≺ g′.
If in addition we have for all f, g ∈ K× with f, g ≺ 1,
(H) f ≺ g =⇒ f † < g†,
then we say that K is an H-asymptotic field or an asymptotic field of H-type.
Our main interest is in H-asymptotic fields, but many things go through without
the H-type assumption.
Lemma 9.1.1. Let K be a valued differential field such that C ⊆ O, ∂O ⊆ O, and ∂
is neatly surjective. Then K is asymptotic.
Proof. From C ⊆ O we obtain C∩O = {0}, so the restriction of ∂ to O is injective.
From ∂O ⊆ O we obtain a strictly increasing map vY ′ = v∂ : Γ → Γ with v∂(0) = 0.
Let f, g ∈ O 6=. Then f ′, g′ ∈ O 6=, so v∂(vf) = v(f ′) and v∂(vg) = v(g′) by the neat
surjectivity of ∂. Thus f ≺ g ⇐⇒ f ′ ≺ g′. 
Suppose K is an asymptotic field. Then C ∩ O = {0}: if 0 6= c ∈ C ∩ O, then
c2 ≺ c ≺ 1, so 0 = (c2)′ ≺ c′ = 0 by (A), which is impossible. Thus the valuation v
is trivial on C, and the map ε 7→ ε′ : O → K is injective. In particular, C ⊆ O and
the residue map a 7→ a : O → k is injective on C. The following three conditions
on K are clearly equivalent:
(1) O = C + O;
(2) {a : a ∈ C} = k;
(3) for all f ≍ 1 in K there exists c ∈ C with f ∼ c.
We say that K is differential-valued (or d-valued, for short) if it satisfies these
three (equivalent) conditions. So the constant field of a d-valued field is also a lift
of its residue field. The next lemma is clear from (3) above.
Lemma 9.1.2. If L is an asymptotic extension of a d-valued field K with res(K) =
res(L), then L is d-valued, with CL = C.
Our final results in Chapter 16 concern just d-valued fields of H-type such as T,
but towards this goal we need the wider setting of H-asymptotic fields where we
can coarsen and pass to suitable differential subfields at our convenience.
Figure 9.1 indicates the inclusion relations among some classes of valued differential
fields, with the class of H-fields from the next chapter as the smallest class. Strictly
speaking, H-fields are more than just valued differential fields, since they also carry
an ordering; that’s why we use a dashed rectangle for this class.
Any differential subfield of an asymptotic fieldK with the restricted dominance
relation is itself an asymptotic field. If K is an asymptotic field and φ ∈ K×,
then its compositional conjugate Kφ with the same dominance relation remains an
asymptotic field with the same constant field. (These two statements remain true
with H-asymptotic in place of asymptotic.) If K is a d-valued field and φ ∈ K×,
then Kφ (with same dominance relation) remains d-valued.
An asymptotic field is said to be asymptotically maximal if it has no proper
immediate asymptotic extension. Likewise, an asymptotic field is asymptotically
d-algebraically maximal if it has no proper immediate d-algebraic asymptotic
extension. Any asymptotic field has, by Zorn, an immediate asymptotic extension
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valued differential fields
asymptotic fields
d-valued fields
d-valued fields of H-type
H-fields
Figure 9.1. Classes of valued differential fields.
that is asymptotically maximal, and also an immediate d-algebraic asymptotic ex-
tension that is asymptotically d-algebraically maximal. These notions will become
important in Chapter 14.
Asymptotic couples. We defined asymptotic couples in Section 6.5. Consider an
asymptotic couple (Γ, ψ). For reasons that will become clear in the next subsection
we also use the notation
α† := ψ(α), α′ := α+ ψ(α) (α ∈ Γ 6=).
Of course this is only used when ψ is understood from the context. Thus α′ > β†
for α ∈ Γ>, β ∈ Γ 6=. The following subsets of Γ play special roles:
(Γ 6=)′ := {γ′ : γ ∈ Γ 6=}, (Γ>)′ := {γ′ : γ ∈ Γ>},
Ψ := ψ(Γ 6=) = {γ† : γ ∈ Γ 6=} = {γ† : γ ∈ Γ>}.
We call Ψ the Ψ-set of (Γ, ψ), and set α† :=∞ ∈ Γ∞ for α = 0 ∈ Γ.
Figure 9.2 gives a rough idea of the graphs of γ′ and γ† as functions of γ ∈ Γ 6=.
We have found this picture very helpful in getting a “feel” for asymptotic couples.
It suggests for example that γ′ is strictly increasing on Γ 6=, and this is part (iii) of
Lemma 6.5.4. It also suggests that γ′ has the intermediate value property on Γ>
as well as on Γ<. This is the case for H-asymptotic couples by Lemma 9.2.14
below, but not for all asymptotic couples; see Example 2.8 in [19]. The picture
is really meant just for H-asymptotic couples, where γ† is increasing for γ < 0
and decreasing for γ > 0. Of course, we are unable to make the picture show, for
H-asymptotic (Γ, ψ), that ψ is constant on each archimedean class [α], α ∈ Γ 6=.
The asymptotic couple of an asymptotic field. Let K be an asymptotic field.
It is clear that then vg′ is uniquely determined by vg for g ∈ K× and vg 6= 0, that
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Γ ↑
→ Γ
◦
γ′
γ†
Figure 9.2. The graphs of γ 7→ γ′ and γ 7→ γ†.
is, the derivation of K induces a function
γ 7→ γ′ : Γ 6= → Γ (γ = vg, γ′ = vg′, g as above)
on its value group Γ. We also consider the logarithmic-derivative analogue:
γ 7→ γ† := γ′ − γ : Γ 6= → Γ,
that is, γ† = v(g†) for g as above. The asymptotic couple ofK is just the value group
of K equipped with this induced operation γ 7→ γ†. To justify this terminology, we
characterize asymptotic fields as follows:
Proposition 9.1.3. Let K be a valued differential field. Then the conditions below
are equivalent:
(i) K is an asymptotic field;
(ii) there is an asymptotic couple (Γ, ψ) with Γ := v(K×) such that for all g ∈ K×
with g 6≍ 1 we have ψ(vg) = v(g†);
(iii) for all f, g ∈ K× with f, g 6≍ 1 we have: f 4 g ⇐⇒ f ′ 4 g′;
(iv) for all f, g ∈ K× we have:{
f ≺ 1, g 6≍ 1 ⇒ f ′ ≺ g†,
f ≍ 1, g 6≍ 1 ⇒ f ′ 4 g†.
Proof. We first show the equivalence of (ii) and (iv). Suppose that (ii) holds. The
first implication of (iv) is clear. For the second implication, let f, g ∈ K×, f ≍ 1,
g 6≍ 1. We have g† ≍ (fg)† = f † + g†. Hence f ′ ≍ f † 4 g†. Conversely, suppose
that (iv) holds. Then g† 6= 0 for g 6≍ 1 in K× by taking f = g or f = g−1 in the first
implication of (iv). Let f, g ∈ K× with f ≍ g ≺ 1. Then f †− g† = (f/g)† ≍ (f/g)′
with f/g ≍ 1, so f † − g† 4 f † and f † − g† 4 g† by the second implication of (iv).
It follows that f † ≍ g†. Thus v(f †) only depends on vf , for f ∈ K× with f 6≍ 1.
Now (ii) follows, with (AC3) a consequence of the first implication in (iv).
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Note that (ii) ⇒ (iii) is a consequence of Lemma 6.5.4(iii), and (iii) ⇒ (i) is
trivial. Lemma 6.5.6 gives (i) ⇒ (ii). 
If K is an asymptotic field, we call (Γ, ψ) as defined in (ii) of Proposition 9.1.3
the asymptotic couple of K. An asymptotic field is of H-type iff its asymptotic
couple is of H-type. If (Γ, ψ) is the asymptotic couple of the asymptotic field K
and a ∈ K×, then (Γ, ψa) with ψa := ψ − va is the asymptotic couple of Ka.
Corollary 9.1.4. Let K be an asymptotic field and f, g ∈ K. Then
(i) if f ≺ g 6≍ 1, then f ′ ≺ g′;
(ii) if f 4 g 6≍ 1, then f ∼ g ⇐⇒ f ′ ∼ g′;
(iii) if f 4 g 6≍ 1 and g′ 4 g, then f (n) 4 g′ for all n > 1;
(iv) if f ≍ 1 and 0 6= g 6≍ 1, then f † 6∼ g†.
Proof. For (i), if f ≺ g and f, g 6≍ 1, then f ′ ≺ g′ by Proposition 9.1.3(iii),
and if 1 ≍ f ≺ g, then f ′ 4 g† = g′/g ≺ g′ by Proposition 9.1.3(iv). For (ii),
suppose that g 6≍ 1. If f ∼ g, then 1 6≍ g ≻ f − g, so g′ ≻ f ′ − g′ by (i),
i.e., f ′ ∼ g′. Conversely, suppose that f 4 g 6≍ 1 and f ′ ∼ g′. If f − g 6≍ 1, then
Proposition 9.1.3(iii) yields f ∼ g. If f −g ≍ 1, then g ≻ 1, and thus f −g ≍ 1 ≺ g.
Part (iii) follows by induction on n from (i) and Proposition 9.1.3(iii). As to (iv), if
f ≍ 1 and 0 6= g 6≍ 1, then g/f ≍ g 6≍ 1, so (g/f)† = g†−f † ≍ g†, hence f † 6∼ g†. 
In the next two corollaries we assume that K is an asymptotic field.
Corollary 9.1.5. The derivation of K is continuous.
Proof. If Γ = {0}, then the valuation topology on K is discrete and so ∂ is
continuous. Assume Γ 6= {0}, and take g ∈ K× with g ≻ 1. Then a := g′ 6= 0, and
so ∂O ⊆ aO by Corollary 9.1.4(i). Thus ∂ is continuous by Lemma 4.4.7. 
As a consequence of Corollary 9.1.5 and Lemma 4.4.11, the completion Kc of our
asymptotic field K is naturally a valued differential field, but more is true:
Corollary 9.1.6. The valued differential field Kc is an asymptotic field. If K is
d-valued, then so is Kc.
Proof. We claim that Kc is asymptotic with the same asymptotic couple (Γ, ψ)
as K, and to show this we use (ii) of Proposition 9.1.3. Let f ∈ Kc and 0 6= f 6≍ 1.
Density of K in Kc gives g ∈ K with f ∼ g and f ′ ∼ g′. Then ψ(vf) = ψ(vg) =
v(g†) = v(f †). This proves our claim. If K is even d-valued, then so is Kc by
Lemma 9.1.2, since resK = resKc. 
We say that an asymptotic couple (Γ, ψ) has asymptotic integration if
Γ = (Γ 6=)′.
An asymptotic field is said to have asymptotic integration if its asymptotic
couple has asymptotic integration. The reason for this terminology is that if K is a
d-valued field, then K has asymptotic integration iff for all a ∈ K× there is b ∈ K
such that a ∼ b′.
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Comparability and groundedness. Let K be an asymptotic field. On the
set K× we define the binary relations −≍, ≺≺,  as follows:
f −≍ g :⇐⇒ f † ≍ g†,
f ≺≺ g :⇐⇒ f † ≺ g†,
f  g :⇐⇒ f † 4 g†.
For the meaning of  in Hardy fields, see Corollary 9.1.11. Note: these relations
on K× do not change when passing from K to a compositional conjugate Kφ with
φ ∈ K×. For f, g ∈ K× with f, g 6≍ 1 we say that f and g are comparable
if f −≍ g, and we say that f is flatter than g if f ≺≺ g. Comparability is an
equivalence relation on {f ∈ K× : f 6≍ 1}. The equivalence class of an element f
from this set is called its comparability class, written as Cl(f). The relation ≺≺
induces a linear ordering on the set of comparability classes by
Cl(f) < Cl(g) :⇐⇒ f ≺≺ g.
Let (Γ, ψ) be the asymptotic couple of K. Then for f ∈ K× with f 6≍ 1 we have:
Cl(f) is the smallest comparability class of K iff ψ(vf) is the largest element of Ψ.
Thus K has a smallest comparability class iff Ψ has a largest element. Note also
that if K is of H-type and f, g ∈ K, then 1 ≺ f 4 g ⇒ f  g. We define
the asymptotic field K to be grounded if K has a smallest comparability class,
equivalently, Ψ has a largest element; an asymptotic field that is not grounded is
called ungrounded.
Hardy fields. Hardy fields, defined below, are H-asymptotic fields of a classical
origin, and will often serve as examples and counterexamples. They are not just
asymptotic fields but also carry a natural ordering.
Let G be the ring of germs at +∞ of real-valued functions whose domain is a
subset of R containing an interval (a,+∞), a ∈ R; the domain may vary and the
ring operations are defined as usual. We call a germ g ∈ G continuous, respectively
differentiable, if it is the germ of a continuous, respectively differentiable, function
(a,+∞)→ R for some a ∈ R; for differentiable g ∈ G we let g′ ∈ G denote the germ
of the derivative of that function. If g ∈ G is the germ of a real-valued function on
some interval (a,+∞), a ∈ R, then we simplify notation by letting g also denote
this function if the resulting ambiguity is harmless. With this convention, given
a property P of real numbers and g ∈ G we say that P (g(t)) holds eventually
if P
(
g(t)
)
holds for all sufficiently large real t. We identify each real number r with
the germ at +∞ of the function R→ R that takes the constant value r. This makes
the field R into a subring of G.
Definition 9.1.7 (N. Bourbaki). A Hardy field is a subring K of G such that K
is a field, all g ∈ K are differentiable, and g′ ∈ K for all g ∈ K.
Example. Every subfield of R is a Hardy field. Given polynomials p(x), q(x) ∈ R[x]
with q 6= 0, identify the rational function p(x)/q(x) ∈ R(x) with the germ at +∞ of
t 7→ p(t)/q(t), for t ∈ R with q(t) 6= 0. This makes the rational function field R(x)
into a Hardy field, with x the germ of the identity function on R.
In the rest of this subsection K is a Hardy field, and f , g range over K. We
consider K as a differential field with derivation f 7→ f ′. It has constant field
C = K ∩R, with intersection taken inside G. Every nonzero f has a multiplicative
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inverse in K, so eventually f(t) 6= 0, hence either eventually f(t) < 0 or eventually
f(t) > 0 (by eventual continuity of f). We make K an ordered field by declaring
f > 0 :⇐⇒ f(t) > 0, eventually.
Thus C is a common ordered subfield of K and of R. Since f ′ ∈ K, either f ′ < 0,
or f ′ = 0, or f ′ > 0, and accordingly, f is either eventually strictly decreasing,
or eventually constant, or eventually strictly increasing, hence the limit lim
t→∞
f(t)
always exists, as an element of the extended real line R∪{±∞}. Our Hardy field K
is a valued field with convex valuation ring
O = {f : |f | 6 n for some n} = {f : |f | 6 c for some c ∈ C}.
The natural dominance relation 4 of a Hardy field and the derived asymptotic
relations ≺, ≍, ∼ from Section 3.1 have the following meaning in terms of limits:
Lemma 9.1.8. For g 6= 0, we have:
f 4 g ⇐⇒ lim
t→+∞
f(t)
g(t)
∈ R, f ≺ g ⇐⇒ lim
t→+∞
f(t)
g(t)
= 0,
f ≍ g ⇐⇒ lim
t→+∞
f(t)
g(t)
∈ R×, f ∼ g ⇐⇒ lim
t→+∞
f(t)
g(t)
= 1.
Thus f ≻ 1 iff lim
t→+∞
|f(t)| = +∞.
Example. Let K = R(x). Then for a0, a1, . . . , an ∈ R, an 6= 0 we have in K:
a0 + a1x + · · · + anxn ∼ anxn. Thus Γ = Zv(x) with v(x) < 0 = v(1), and the
valuation is given by v(p/q) = (deg p− deg q)v(x), for p, q ∈ R[x] 6=.
Recall that f † := f ′/f =
(
log |f |)′ for f 6= 0.
Proposition 9.1.9. Let f, g 6= 0.
(i) If f ≺ g, then f † < g†.
(ii) If f ≺ g ≺ 1, then f † < g†.
(iii) If f ≍ 1 and R ⊆ K, then f ∼ c for some c ∈ R×.
(iv) If f 4 1, g 6≍ 1, then f ′ ≺ g†.
Proof. For f = 1, item (i) is clear: if g > O, say, then g is ultimately strictly
increasing, hence g† = g′/g > 0. In general, if f ≺ g, then 1 ≺ g/f and hence
0 < (g/f)† = g† − f †. As to (ii): if f ≺ g ≺ 1, then f † < g† < 1† = 0 by (i), so
f † < g†. If f ≍ 1, then c := lim
t→+∞
f(t) works in (iii). Next, let f 4 1, g 6≍ 1. To
get f ′ ≺ g†, replace f by f + 1 and g by 1/g, if necessary, to arrange f ≍ 1 ≺ g.
Then fk ≺ g for all k ∈ Z, so kf † < g† for all k ∈ Z, by (i), hence f † ≺ g†, and
thus f ′ ≺ fg† ≍ g†. This proves (iv). 
By the equivalence of (i) and (iv) in Proposition 9.1.3 and items (ii) and (iv) in
Proposition 9.1.9, every Hardy field is H-asymptotic. Moreover, every Hardy field
containing R is d-valued, by Proposition 9.1.9(iii).
Next we indicate without proof three ways of extending our Hardy field K:
(1) let Krc consist of the continuous germs y ∈ G such that P (y) = 0 for some
P (Y ) ∈ K[Y ] 6=; then Krc is the unique real closed Hardy field extension of K
that is algebraic over K, and is thus a real closure of the ordered field K;
(2) any differentiable h ∈ G with h′ ∈ K yields a Hardy field K(h) ⊇ K;
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(3) ef generates a Hardy field extension K(ef ) of K.
All three are proved in [366], but (1) earlier in [355], and (2) and (3) in [62,
Appendice]. An easy consequence of (2) is that there is a Hardy field K(R) ⊇ K
generated as a field over K by R. It has R as its constant field. A special case
of (3) is that for f ∈ K> we have a Hardy field K(log f), since (log f)′ = f † ∈ K.
Corollary 9.1.10. The derivation of K is small.
Proof. We have x′ = 1 for the germ x ∈ G of the identity function on R, so by
extendingK we can arrange x ∈ K. Then f 4 1 gives f ≺ x, and hence f ′ ≺ x′ = 1,
since K is asymptotic. 
Corollary 9.1.11. Suppose that f, g ≻ 1. Then
f  g ⇐⇒ |f | 6 |g|n for some n.
Proof. Assume f  g. Then f † 4 g†, that is, (log |f |)′ 4 (log |g|)′. Working
in a Hardy field extension of K containing log |f | and log |g| we have log |f | ≻ 1
and log |g| ≻ 1, so log |f | 4 log |g|, that is, log |f | 6 n log |g| for some n, and thus
|f | 6 |g|n for some n. The converse follows by reversing this reasoning. 
Example (of a Hardy field that is not d-valued). The Hardy subfield Q(x) of R(x)
is d-valued with constant field Q, but its algebraic extension
Q
(√
2 + x−1
)
(a subfield of the Hardy field R(x)rc)
is a Hardy field with the same constant field Q and with
√
2 in the residue field.
Thus Q
(√
2 + x−1
)
is not d-valued, even though it is a valued differential subfield
of the d-valued Hardy field R(x)rc.
Notes and comments. Rosenlicht introduced differential-valued fields and their
asymptotic couples in [364]; besides Hardy fields that paper has nice examples of
a complex-analytic nature. To our knowledge the larger class of asymptotic fields
has not been singled out previously for special attention.
Basic references on Hardy fields are [62, Appendice] and [366]. Corollary 9.1.11
is from [367]. The next chapter defines H-fields and pre-H-fields as ordered valued
differential fields that share certain key elementary properties with Hardy fields.
9.2. H-Asymptotic Couples
We begin this section with proving some basic facts about arbitrary asymptotic
couples, but after that we focus on H-asymptotic couples. Using an intermediate
value property for suitable functions on ordered abelian groups, we derive a key
trichotomy for H-asymptotic couples: Corollary 9.2.16. We also introduce a con-
traction map and study ψ-maps on suitable H-asymptotic couples. We finish with
a look at the device of coarsening asymptotic couples and asymptotic fields.
Throughout this section (Γ, ψ) is an asymptotic couple.
Further basic facts on asymptotic couples. In this subsection α, β, γ range
over Γ. By axiom (AC3) for asymptotic couples (see Section 6.5) we haveΨ < (Γ>)′.
Recall from Section 2.1 that Ψ↓ = {α : α 6 γ for some γ ∈ Ψ}. If α < 0, then
α′ = α† + α < α†. In particular, (Γ<)′ ⊆ Ψ↓.
Theorem 9.2.1. The set Γ \ (Γ 6=)′ has at most one element. If Ψ has a largest
element maxΨ, then Γ \ (Γ 6=)′ = {maxΨ}.
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For the proof we need the following lemmas:
Lemma 9.2.2. Suppose β 6= 0, α = β′, γ 6= α, and γ > β†. Then (α − γ)† 6 γ.
Proof. We have α − γ = β + β† − γ 6 β with α − γ 6= 0 and β 6= 0 and hence
(α−γ)′ 6 β′, that is, α−γ+(α−γ)† 6 α, and thus (α−γ)† 6 γ, as claimed. 
Lemma 9.2.3. The following conditions on α are equivalent:
(i) α ∈ (Γ 6=)′;
(ii) (α− γ)† = γ for some γ ∈ Ψ;
(iii) (α− γ)† 6 γ for some γ ∈ Ψ.
Proof. Assume α = β′, β 6= 0, and put γ := β† ∈ Ψ. Then γ 6= α, so (α−γ)† 6 γ
by Lemma 9.2.2. This shows (i) ⇒ (iii). For (iii) ⇒ (ii), we first reduce to the
case α = 0 by passing from ψ and γ to ψ − α and γ − α. So assume towards a
contradiction that γ ∈ Ψ, γ† 6 γ, but δ† 6= δ for all δ ∈ Ψ. Note that then γ 6= 0
and γ† < γ < (Γ>)′ and γ†† 6= γ† (take δ := γ†). Hence by Lemma 6.5.4(i),
min
(
γ†, γ††
)
= (γ − γ†)† > min (γ, γ†) = γ†,
a contradiction. For (ii) ⇒ (i), assume γ ∈ Ψ and (α − γ)† = γ. Then α − γ 6= 0
and α = (α− γ) + γ = (α− γ) + (α − γ)† = (α− γ)′, so α ∈ (Γ 6=)′. 
Proof of Theorem 9.2.1. Suppose α 6= β and α, β /∈ (Γ 6=)′. Then Lemma 9.2.3
gives for γ ∈ Ψ that (α− γ)† > γ and (β − γ)† > γ. Thus for γ := (α− β)†,
(α − β)† = ((α− γ)− (β − γ))† > min((α− γ)†, (β − γ)†) > γ = (α− β)†,
a contradiction. Suppose that Ψ has a largest element maxΨ. If maxΨ = α′,
α 6= 0, then α < 0, hence α† = maxΨ− α > maxΨ > α†, a contradiction. 
Corollary 9.2.4. There is at most one β such that
Ψ < β < (Γ>)′.
If Ψ has a largest element, there is no such β.
An element β as in Corollary 9.2.4 is called a gap in (Γ, ψ). If K is an asymptotic
field with asymptotic couple (Γ, ψ), then such an element is also called a gap in K.
Call (Γ, ψ) grounded if Ψ has a largest element, and ungrounded otherwise. So
an asymptotic field is grounded iff its asymptotic couple is grounded.
Lemma 9.2.5. Suppose K is an asymptotic field. Then:
(i) K has at most one gap;
(ii) if K is grounded, then K has no gap;
(iii) if L is an H-asymptotic field extension of K such that Γ< is cofinal in Γ<L ,
then a gap in K remains a gap in L;
(iv) if K is the union of a directed family (Ki) of asymptotic subfields such that
no Ki has a gap, then K has no gap.
Theorem 9.2.1 and Lemma 6.5.4(iii) yield:
Lemma 9.2.6. If Γ 6= {0}, then (Γ>)′ is cofinal in Γ, and (Γ<)′ is coinitial in Γ.
Lemma 9.2.7. Suppose Γ is divisible and (Γ, ψ) has asymptotic integration. Then,
given q ∈ Q× and α, the map γ 7→ γ + qψ(γ − α) : Γ 6=α → Γ is bijective.
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Proof. First, reduce to the case α = 0. Let θ be the map in the lemma for α = 0.
Now use that θ(qγ) = q
(
γ + ψ(qγ)
)
= q
(
γ + ψ(γ)
)
= qγ′ for γ 6= 0. 
Recall from Section 6.5 that ψ extends uniquely to a map (QΓ)6= → Γ, also denoted
by ψ, such that (QΓ, ψ) is an asymptotic couple. Here QΓ denotes the ordered
divisible hull of Γ. Note that Ψ = ψ(Γ 6=) = ψ
(
(QΓ)6=
)
. Thus (Γ, ψ) is grounded iff
(QΓ, ψ) is grounded. Using Lemma 9.2.3, we also get:
Corollary 9.2.8. (Γ 6=)′ = ((QΓ)6=)′ ∩ Γ.
We say that (Γ, ψ) has small derivation if α′ > 0 for all α > 0. So an asymptotic
field has small derivation iff its asymptotic couple has small derivation.
Lemma 9.2.9. (Γ, ψ) has small derivation iff there is no γ < 0 with Ψ 6 γ.
Proof. Suppose Ψ 6 γ < 0. For α < 0 we have α′ < α† 6 γ. Thus γ, 0 /∈ (Γ<)′,
and hence γ or 0 is in (Γ>)′ by Theorem 9.2.1. In each case (Γ, ψ) does not have
small derivation. Conversely, suppose (Γ, ψ) does not have small derivation. If Γ>
has a least element ε, then min(Γ>)′ = ε′ and so Ψ < ε′ 6 0, hence Ψ 6 −ε. If Γ>
does not have a least element, we take any α > 0 with α′ 6 0, and then β with
0 < β < α satisfies Ψ 6 γ := β′ < 0. 
Lemma 9.2.10. Suppose that (Γ, ψ) has small derivation. Then:
(i) (QΓ, ψ) has small derivation;
(ii) γ† 6 γ ⇒ γ† > −γ/n for all n > 1;
(iii) γ† > γ ⇒ γ† > γ/n for all n > 1;
(iv) γ† 6 0 ⇒ γ† = o(γ).
Proof. If Γ> has no least element, then Γ> is coinitial in (QΓ)>, therefore (Γ>)′ is
coinitial in ((QΓ)>)′, which yields (i). If Γ> has a least element ε, then ε′ > ε > 0,
and thus ((QΓ)>)′ > ε† > 0.
Let n > 1 in the rest of the proof. Suppose that γ† 6 γ. Then
(−γ)′ = −γ + γ† 6 0,
so γ > 0. Applying (i) yields (γ/n) + γ† = (γ/n) + (γ/n)† > 0, which yields (ii).
For (iii), assume γ† > γ. If γ < 0, then (−γ/n) + γ† = (−γ/n) + (−γ/n)† > 0
by (i), so γ† > γ/n. If γ > 0, then γ† > γ > γ/n. This proves (iii). Part (iv)
follows from (ii) by taking γ > 0. 
Lemma 9.2.11. Let (Γ, ψ) be an ungrounded H-asymptotic couple, and let α ∈ Ψ↓.
Then there are γ0 ∈ Ψ>α and δ0 ∈ (Γ>)′ such that the map
γ 7→ ψ(γ − α) : Γ→ Γ∞
is constant on the set [γ0, δ0] := {γ : γ0 6 γ 6 δ0}, with value > α.
Proof. Take β0 ∈ Γ> so small that ψ(β0) > α and [β0] <
[
ψ(β0) − α
]
, and set
γ0 := ψ(β0) and δ0 := β′0. Then
[γ0 − α] =
[
ψ(β0)− α
]
=
[
β0 + ψ(β0)− α
]
= [δ0 − α],
so ψ(γ0−α) = ψ(δ0−α). Since the map γ 7→ ψ(γ−α) : Γ>α → Γ is decreasing, γ0
and δ0 have the desired property. The map takes value > α by Lemma 6.5.4(i). 
Remark. With (Γ, ψ) and α, γ0, δ0 as in Lemma 9.2.11 and any H-asymptotic
couple (Γ1, ψ1) extending (Γ, ψ), the map γ1 7→ ψ1(γ1−α) is constant on [γ0, δ0]Γ1 .
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We let ψ(∗−α) denote the constant value of ψ(γ−α) for γ ∈ [γ0, δ0] in Lemma 9.2.11;
it does not depend on the choice of γ0, δ0 in that lemma.
Corollary 9.2.12. Let (Γ, ψ) be as in Lemma 9.2.11. If α ∈ Ψ↓, then α <
ψ(∗ − α). If α, β ∈ Ψ↓ and α 6 β, then ψ(∗ − α) 6 ψ(∗ − β).
At one point in Section 9.9 we also need a variant of the above for α ∈ (Γ>)′:
Lemma 9.2.13. Let (Γ, ψ) be an ungrounded H-asymptotic couple and α ∈ (Γ>)′.
Then there are γ0 ∈ Ψ and δ0 ∈ (Γ>)′ with δ0 < α such that the map
γ 7→ ψ(γ − α) : Γ→ Γ∞
is constant on the set [γ0, δ0].
Proof. Take the unique β > 0 with β′ = α and set γ0 := ψ(β). Then γ0−α = −β,
so ψ(γ0 − α) = ψ(β). Next, in (QΓ, ψ) we have (β/2)′ < β′ = α and (β/2)′ − α =
(β/2)+ψ(β)−α = −β/2, so ψ((β/2)′−α) = ψ(β) as well. So γ0 and any δ0 = β′0
with 0 < β0 6 β/2 and β0 ∈ Γ have the required property. 
With (Γ, ψ) and α as in Lemma 9.2.13, we set ψ(∗ − α) := ψ(β) for the unique
β > 0 with β′ = α, so ψ(∗ − α) is the constant value of the map in that lemma.
Steady functions and slow functions on H-asymptotic couples. In this
subsection (Γ, ψ) is of H-type, and α, β, γ range over Γ. Our first goal is to show:
Lemma 9.2.14. The functions
γ 7→ γ′ : Γ> → Γ, γ 7→ γ′ : Γ< → Γ
have the intermediate value property. (Recall from Lemma 6.5.4 that these functions
are strictly increasing.)
The proof is based on the results about steady and slow functions from Section 2.4.
From this section we recall some terminology. Let v : Γ→ S∞ be a convex valuation
on the ordered abelian group Γ. Then vα > vβ ⇒ α = o(β). We can replace
here “⇒” by “⇐⇒” by taking for v the standard valuation γ 7→ [γ] : Γ→ [Γ], which
assigns to each γ its archimedean class [γ], with the reversed natural ordering on [Γ]
so as to make [0] its largest element. Also important for us is the convex valuation
ψ : Γ→ Γ∞. We let ov(β) stand for any element α with vα > vβ.
Let U be a nonempty convex subset of Γ. In Section 2.4 we defined a function
i : U → Γ to be v-steady if i has the intermediate value property and i(x)− i(y) =
x− y + ov(x− y) for all distinct x, y ∈ U . We also defined a function η : U → Γ to
be v-slow on the right if for all x, y, z ∈ U ,
(s1) η(x)− η(y) = ov(x− y) if x 6= y;
(s2) η(y) = η(z) if x < y < z and z − y = ov(z − x).
In the same way we defined η : U → G to be v-slow on the left, except that in
clause (s2) we replace “x < y < z” by “x > y > z.” By Lemma 2.4.9, the sum of a
v-steady function U → Γ and a v-slow (on the right or on the left) function U → Γ
is v-steady.
Proof of Lemma 9.2.14. With v the standard valuation, the identity function
on Γ> is clearly v-steady. Also, the restriction of ψ to Γ> is v-slow on the right:
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part (ii) of Lemma 6.5.4 shows that (s1) is satisfied, and the H-type assumption
implies easily that (s2) is satisfied. Thus by Lemma 2.4.9 the map
γ 7→ γ′ = γ + ψ(γ) : Γ> → Γ
is v-steady; in particular, it has the intermediate value property. The other part of
Lemma 9.2.14 follows in the same way, with Γ< and “v-slow on the left” in place
of Γ> and “v-slow on the right.” 
Lemma 9.2.15. For all γ we have: γ ∈ (Γ<)′ ⇐⇒ γ < ψ(α) for some α > 0.
If Ψ>0 6= ∅, then there is a unique element 1 ∈ Γ> with ψ(1) = 1.
Proof. If γ = (−α)′, α > 0, then γ = ψ(α) − α < ψ(α). Thus the forward
direction of the equivalence holds. The other direction holds trivially if Γ = (Γ 6=)′,
so assume Γ 6= (Γ 6=)′. Then Theorem 9.2.1 gives Γ\(Γ 6=)′ = {β}. By Corollary 9.2.6
and Lemma 9.2.14, (Γ<)′ is downward closed in Γ and (Γ>)′ upward closed in Γ,
so (Γ<)′ = Γ<β and (Γ>)′ = Γ>β . Since (Γ<)′ ⊆ Ψ↓ < (Γ>)′, this yields Ψ 6 β.
So if γ < ψ(α) for some α > 0, then γ < β and so γ ∈ (Γ<)′.
Suppose now that Ψ>0 6= ∅. Then 0 ∈ (Γ<)′, so there is some 1 ∈ Γ> such that
0 = (−1)′, that is, ψ(1) = 1; uniqueness of 1 follows from Lemma 6.5.4(iii). 
If Ψ>0 6= ∅, then the element 1 as in Lemma 9.2.15 serves as a unit of length, and
we identify Z with the subgroup Z · 1 of Γ via k 7→ k · 1.
Corollary 9.2.16. (Γ, ψ) has exactly one of the following three properties:
(i) there is β such that Ψ < β < (Γ>)′, that is, (Γ, ψ) has a gap;
(ii) Ψ has a largest element, that is, (Γ, ψ) is grounded;
(iii) Γ = (Γ 6=)′, that is, (Γ, ψ) has asymptotic integration.
Proof. We know from Lemma 9.2.4 that (i) and (ii) exclude each other. Also, β
as in (i) cannot be in (Γ<)′, since (Γ<)′ ⊆ Ψ↓. If Ψ has a largest element, this
element is not in (Γ 6=)′, by Theorem 9.2.1. Thus (i) as well as (ii) excludes (iii). If
we are not in case (i) or (ii), then we are in case (iii) by Lemma 9.2.15. 
The order in which the three possibilities are listed is natural: The trivial H-
asymptotic couple with Γ = {0} falls under (i), with β = 0. When Γ is not trivial,
but divisible and of finite dimension as a vector space over Q, then Ψ is nonempty
and finite, and so we are in case (ii). Case (iii) typically requires a more infinitary
construction: for example, the asymptotic couple of T falls under (iii). In all cases
the set Ψ has an upper bound in Γ, with supΨ = β in case (i), but the set Ψ has
no supremum in Γ in case (iii).
In view of Corollary 9.2.8 it follows that a gap in (Γ, ψ) remains a gap in (QΓ, ψ),
and that if (QΓ, ψ) has asymptotic integration, then so does (Γ, ψ). But there
are (Γ, ψ) with asymptotic integration such that (QΓ, ψ) does not have asymptotic
integration; see [20, Example 12.9]. This situation needs to be dealt with in parts
of Section 16.3 where the next lemma will be used. This lemma concerns the special
role of the set 2Ψ =
{
2ψ(γ) : γ 6= 0} in that section.
Lemma 9.2.17. Suppose (Γ, ψ) has asymptotic integration, and let γ be given. Then
the following conditions are equivalent:
(i) γ is a supremum of 2Ψ in the ordered set Γ;
(ii) γ > 2Ψ, and there are no α, β > Ψ with α+ β = γ;
(iii) 12γ is a gap in (QΓ, ψ);
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(iv) 12γ is a supremum of Ψ in the ordered set QΓ.
Proof. Assume γ = sup 2Ψ, and α, β > Ψ satisfy α + β = γ. Take α1 ∈ Γ with
Ψ < α1 < α. Then 2Ψ < α1 + β < γ, contradicting (i). This gives (i) ⇒ (ii).
To get (ii) ⇒ (iii), we prove the contrapositive. So assume 12γ is not a gap
in (QΓ, ψ). Then either Ψ 6< 12γ or 12γ 6<
(
(QΓ)>
)
′. If Ψ 6< 12γ, then γ 6> 2Ψ.
Suppose 12γ 6<
(
(QΓ)>
)
′. Since Γ> is coinitial in (QΓ)>, we have δ ∈ Γ> with
1
2γ > δ
′. Then γ − δ′ > 12γ > Ψ, so α := δ′ and β := γ − α satisfy α, β > Ψ and
α+ β = γ.
Lemma 9.2.4 gives (iii) ⇒ (iv), and (iv) ⇒ (i) is clear. 
The H-asymptotic couple (Γ, ψ) is said to have rational asymptotic integration
if (QΓ, ψ) has asymptotic integration, and an H-asymptotic field is said to have
rational asymptotic integration if its asymptotic couple has rational asymptotic
integration.
Contraction. In this subsection (Γ, ψ) is H-asymptotic and ungrounded, and we
let α, β, γ range over Γ. So we are in case (i) or case (iii) of Corollary 9.2.16.
By Lemma 9.2.15 we can define the so-called contraction map χ : Γ< → Γ< by
χ(α)′ = α†. It has the following basic properties:
Lemma 9.2.18. Let α, β < 0. Then:
(i) the map χ is increasing: α < β =⇒ χ(α) 6 χ(β);
(ii) α† = β† =⇒ χ(α) = χ(β);
(iii) χ(α) = oψ(α), and thus χ(α) = o(α);
(iv) α 6= β =⇒ χ(α) − χ(β) = o(α − β).
Moreover, χ, while defined in terms of ψ, does not change upon replacing ψ by a
shift ψ + γ. If (Γ, ψ) has small derivation, then
α† < 0, ψ(α†) < 0 ⇒ α† = o(α), ψ(α†) = o(α†), χ(α) = α† − ψ(α†).
Proof. Properties (i) and (ii) hold because the map α 7→ α′ is strictly increasing
and the map α 7→ α† is increasing (where α < 0). To get (iii), we note that
χ(α) < 0, χ(α)′ = χ(α) + χ(α)† = α†,
so χ(α)† > α†. As to (iv), this follows from (ii) if α† = β†. If α† < β†, then
β = o(α), so χ(α) = o(α−β) and χ(β) = o(α−β) by (iii), so χ(α)−χ(β) = o(α−β).
The invariance of χ under shifts follows easily from the definition of χ. The
last statement is easily deduced from Lemma 9.2.10(iv). 
Lemma 9.2.19. Let ∆ be a subgroup of Γ with ψ(∆6=) ⊆ ∆, and suppose α ∈ ∆<
is such that α† is not maximal in ψ(∆6=). Then χ(α) ∈ ∆.
Proof. By the assumptions on ∆ and α we can take β ∈ ∆< such that β′ = α†.
Then β = χ(α). 
The next result will soon be needed in Section 9.3.
Lemma 9.2.20. Assume Γ 6= {0} and d, e0, e1, . . . , en ∈ Z are not all 0, and let
α ∈ Γ. Then there exists a β < 0 such that:
either for all γ ∈ (β, 0), α+ dψ(γ) + e0γ + e1χ(γ) + · · ·+ enχn(γ) < 0,
or for all γ ∈ (β, 0), α+ dψ(γ) + e0γ + e1χ(γ) + · · ·+ enχn(γ) > 0.
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Proof. Since Γ< is cofinal in (QΓ)< we can pass to the divisible hull and arrange
that Γ is divisible. Consider first the case that (Γ, ψ) has asymptotic integration.
Subcase 1: d > 1. Then α + dψ(γ) is increasing as a function of γ < 0, and
{α + dψ(γ) : γ < 0} has no supremum in Γ (using divisibility of Γ). Thus we
have β ∈ Γ< and ε ∈ Γ> such that either α + dψ(γ) < −ε for all γ ∈ (β, 0),
or α + dψ(γ) > ε for all γ ∈ (β, 0). By increasing β if necessary, we have also
|e0γ + e1χ(γ) + · · ·+ enχn(γ)| < ε/2 for all γ ∈ (β, 0), and so this β does the job.
Subcase 2: d 6 −1. This follows by symmetry from Subcase 1.
Subcase 3: d = 0. If α 6= 0, then the desired result follows since for all γ < 0,
|e0γ + e1χ(γ) + · · ·+ enχn(γ)| <
(|e0|+ 1)|γ|.
If α = 0, then we take i least with ei 6= 0 and use that eiχi(γ) is the dominant
term in the sum e0γ + e1χ(γ) + · · ·+ enχn(γ) for γ < 0.
This concludes the asymptotic integration case. Before we continue, we make a
general observation: for δ ∈ Γ the shift (Γ, ψ − δ) has the same χ-map as (Γ, ψ),
and α + dψ(γ) = (α + dδ) + d(ψ − δ)(γ) for γ < 0, so we may replace (Γ, ψ) by
its shift (Γ, ψ − δ), keeping the same d, e0, . . . , en and replacing α by α + dδ. The
remaining case is that Ψ has a supremum in Γ. Then we arrange by shifting that
this supremum is 0, so supΨ = 0 /∈ Ψ. If α 6= 0, the desired result follows from
|dψ(γ) + e0γ + e1χ(γ) + · · ·+ enχn(γ)| <
(|e0|+ 1)|γ| (γ < 0),
which in turn depends on Lemma 9.2.10(iv). Suppose α = 0. If also d = 0, then
we reach the desired result by arguing as in Subcase 3 above, so assume d 6= 0. If
e0 6= 0, then we use that e0γ is the dominant term in the sum
dψ(γ) + e0γ + e1χ(γ) + · · ·+ enχn(γ).
So we can assume α = 0, d 6= 0, e0 = 0. In this case we proceed by induction on n.
If n = 0, the desired result holds, so let n > 1. Using ψ(γ) = χ(γ) + ψ
(
χ(γ)
)
and
setting γ∗ := χ(γ) for γ < 0, we have
dψ(γ) + e1χ(γ) + · · ·+ enχn(γ) = dψ(γ∗) + (d+ e1)γ∗ +
n−1∑
i=1
ei+1χ
i(γ∗),
and so a suitable inductive hypothesis takes care of this. 
By Lemma 9.2.15 the image of the strictly increasing map γ 7→ γ + ψ(γ) : Γ< → Γ
is a cofinal subset of Ψ↓. In contrast to this, we have:
Lemma 9.2.21. Suppose (Γ, ψ) has asymptotic integration and Γ is divisible. Let
α ∈ Γ, d0 ∈ N>1, d ∈ N>2 and the map i : Γ< → Γ be such that for all γ < 0,
i(γ) = α+ d0 γ + dψ(γ) + ε(γ) with ε(γ) = o(γ),
and i is increasing. Then there are β < 0 and γ0 ∈ Ψ and δ0 ∈ (Γ>)′ such that the
i-image of the interval (β, 0) is disjoint from the interval (γ0, δ0).
Proof. If i(β) > Ψ for some β < 0, we take such β such that i(β) ∈ (Γ>)′, and
then the lemma holds with δ0 := i(β) and any γ0 ∈ Ψ. So we can assume that
i(Γ<) ⊆ Ψ↓, and it remains to show that i(Γ<) is not cofinal in Ψ↓. Towards a
contradiction, suppose i(Γ<) is cofinal in Ψ↓. Pick α0 ∈ Γ such that for all γ < 0,
i(γ)− α0 = d0γ + d(ψ(γ)− α0) + ε(γ),
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in other words, (1 − d)α0 = α. Replacing (Γ, ψ) by its shift (Γ, ψ − α0) and i by
the map i− α0, we arrange that α = 0. We now distinguish two cases.
Case 1: (Γ, ψ) has small derivation. Then Ψ ∩ Γ> 6= ∅, so we have 1 ∈ Γ>
with ψ(1) = 1. Identifying Q with its image under r 7→ r · 1: Q → Γ, we get
3
2 =
1
2 +ψ
(
1
2
)
> Ψ. Let −1 6 γ < 0. Then ψ(γ) > ψ(−1) = 1 and ε(γ) > γ, hence
i(γ) = d0 γ + dψ(γ) + ε(γ) > (d0 + 1)γ + d.
Taking in addition γ > 1d0+1
(
3
2 − d
)
, we get i(γ) >
(
3
2 − d
)
+ d = 32 , so i(γ) /∈ Ψ↓,
and we have a contradiction.
Case 2: (Γ, ψ) does not have small derivation. Then by Lemma 9.2.9 we can take
δ > 0 such that Ψ 6 −δ. For γ < 0 we have
i(γ) = ψ(γ) +
(
d0γ + (d− 1)ψ(γ) + ε(γ)
)
, and
d0γ + (d− 1)ψ(γ) + ε(γ) 6 ψ(γ) 6 −δ,
so the i-image of Γ< is contained in (Ψ− δ)↓, which is contained Ψ↓ but not cofinal
in it, since ψ(δ) > Ψ− δ. 
Corollary 9.2.22. Suppose (Γ, ψ) has rational asymptotic integration. Let α ∈ Γ
and d0 ∈ N>1, d ∈ N>2, e1, . . . , en ∈ Z. Let i : Γ< → Γ be given by
(9.2.1) i(γ) = α+ d0 γ + dψ(γ) +
n∑
i=1
ei χ
i(γ).
Then i is strictly increasing, and there are β < 0 and γ0 ∈ Ψ and δ0 ∈ (Γ>)′ such
that the i-image of the interval (β, 0) is disjoint from the interval (γ0, δ0).
Proof. By passing to the divisible hull of Γ and extending i according to (9.2.1),
we arrange that Γ is divisible. Clearly i is strictly increasing by Lemma 9.2.18(iv).
Thus Lemma 9.2.21 applies. 
Some facts about ψ-functions. In this subsection (Γ, ψ) is of H-type with small
derivation, Γ 6= {0} and Γ is divisible; α, β, γ range over Γ. We set
Γψ :=
{
γ : ψn(γ) < 0 for all n > 1
}
,
so ψ(Γψ) ⊆ Γ<0ψ = −Γ>0ψ , and Γ<0ψ is downward closed: if α 6 β ∈ Γ<0ψ , then
ψ(α) 6 ψ(β), and so by induction α ∈ Γ<0ψ . In particular, Γ<0ψ is a convex (possibly
empty) subset of Γ<. Note also that for γ ∈ Γψ we have
ψn+1(γ) = o
(
ψn(γ)
)
.
Let α be given as well as natural numbers r and d, d1 . . . , dr. Then we have a
function i = iα,d,d1,...,dr : Γψ → Γ,
i(γ) := α+ dγ + d1ψ(γ) + · · ·+ drψr(γ).
We call i a ψ-function of slope d and order r, and also a ψ-function of
type (α, d, r) if we want to specify α. By part (i) of Lemma 6.5.4, if α, β are
distinct and nonzero, then ψ
(
ψ(α)− ψ(β)) > ψ(α− β), that is,
ψ(α) − ψ(β) = oψ(α− β).
It follows that the function
γ 7→ d1ψ(γ) + · · ·+ drψr(γ) : Γψ → Γ
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is ψ-slow on the left when restricted to Γ<0ψ and ψ-slow on the right when restricted
to Γ>0ψ . Also, if d > 1, then for all distinct x, y ∈ Γψ,
i(x)− i(y) = d(x− y) + oψ(x− y)
and so i is strictly increasing, and i has the intermediate value property on Γ<0ψ as
well as on Γ>0ψ . The next result is needed in Section 9.3.
Lemma 9.2.23. Let i, j be ψ-functions of slopes d > e. Then either i < j on Γ<0ψ ,
or there is a unique β ∈ Γ<0ψ such that i(β) = j(β); in the latter case, i(γ) > j(γ)
if β < γ ∈ Γ<0ψ . Likewise, either i > j on Γ>0ψ , or there is a unique β ∈ Γ>0ψ such
that i(β) = j(β); in the latter case, i(γ) < j(γ) if β > γ ∈ Γ>0ψ .
Proof. Use that i− j is strictly increasing, and that it has the intermediate value
property on Γ<0ψ as well as on Γ
>0
ψ . 
Coarsening. Given also an asymptotic couple (Γ1, ψ1), a morphism
h : (Γ, ψ)→ (Γ1, ψ1)
is a 6-preserving morphism h : Γ→ Γ1 of abelian groups such that
h
(
ψ(γ)
)
= ψ1
(
h(γ)
)
for all γ ∈ Γ \ kerh.
Let ∆ be a convex subgroup of Γ. Then we have the ordered quotient group
Γ˙ := Γ/∆: if γ > 0 in Γ, then γ˙ := γ +∆ > 0 in Γ˙. Lemma 9.2.24 below yields an
asymptotic couple (Γ˙, ψ˙).
Lemma 9.2.24. There is a unique map ψ˙ = ψ∆ : Γ˙ 6= → Γ˙ such that (Γ˙, ψ˙) is an
asymptotic couple and γ 7→ γ˙ : Γ→ Γ˙ is a morphism (Γ, ψ)→ (Γ˙, ψ˙). It is given by
ψ˙(γ˙) = ψ(γ) + ∆ for γ ∈ Γ \∆.
If ∆ 6= {0}, then Ψ∆ := ψ˙
(
Γ˙ 6=) has supremum ψ(δ)+∆, where δ ∈ ∆6= is arbitrary.
If (Γ, ψ) has small derivation, then (Γ˙, ψ˙) has small derivation. If (Γ, ψ) is H-
asymptotic, then (Γ˙, ψ˙) is H-asymptotic.
Proof. It suffices to prove existence. In what follows, let α, β ∈ Γ 6= and α 6= β;
then by part (ii) of Lemma 6.5.4, we have
[
ψ(α) − ψ(β)] < [α − β]. Hence, if
α− β ∈ ∆, then ψ(α) − ψ(β) ∈ ∆. Therefore we have a map
ψ˙ : Γ˙ 6= → Γ˙, γ˙ 7→ ψ(γ) + ∆ (γ ∈ Γ \∆).
If β−α > ∆, then β′−α′ = (β+ψ(β))−(α+ψ(α)) > ∆, and thus by Lemma 6.5.6,
(Γ˙, ψ˙) is an asymptotic couple. To prove the claim about Ψ∆, assume in addition
that α ∈ ∆, α > 0, and β > ∆. Then (β + ψ(β))− ψ(α) > ∆, so in Γ˙,
ψ(α) + ∆ < β′ +∆ = (β +∆)′.
Moreover, ψ(β) < α+ ψ(α) ∈ ψ(α) + ∆, so Ψ∆ 6 ψ(α) + ∆.
If (Γ, ψ) has small derivation, then α > ∆ implies α′ = α + α† > ∆ by
Lemma 9.2.10(iv), and so (Γ˙, ψ˙) has small derivation. 
In connection with coarsening we sometimes use the following lemma.
Lemma 9.2.25. Assume ∆ 6= {0}. The following conditions are equivalent:
(i) ψ(∆6=) ∩∆ 6= ∅;
(ii) ψ(∆6=) ⊆ ∆;
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(iii) (∆6=)′ ∩∆ 6= ∅;
(iv) (∆6=)′ ⊆ ∆.
If (Γ, ψ) is of H-type and (i) holds, then Ψ>0 ⊆ ∆.
Proof. Let δ ∈ ∆6= be such that δ† ∈ ∆. Then we have for δ1 ∈ ∆6=:
|δ† − δ†1| 6 |δ − δ1| ∈ ∆,
so δ†1 ∈ ∆. The equivalences easily follow. Now assume (Γ, ψ) is of H-type, (i)
holds, and Ψ>0 6= ∅. Then (∆, ψ|∆6=) is an H-asymptotic couple with ψ(δ) > 0 for
some δ ∈ ∆6=, so by Lemma 9.2.15 the unique element 1 ∈ Γ> with ψ(1) = 1 lies
in ∆. Then Ψ>0 < 1 + 1 ∈ ∆, and thus Ψ>0 ⊆ ∆. 
Now let K be an asymptotic field with valuation v and asymptotic couple (Γ, ψ).
The convex subgroup ∆ of Γ then leads to the coarsening of v by ∆:
v˙ = v∆ : K
× → Γ˙ = v˙(K×), v˙(f) := v(f) + ∆.
The dominance relation onK corresponding to the coarsened valuation v˙ is denoted
by 4˙ or 4∆, so f 4 g ⇒ f 4˙ g for f, g ∈ K. (See Section 3.4.) Let (K, 4˙) be the
valued differential field K with v replaced by v˙.
Corollary 9.2.26. The valued differential field (K, 4˙) has the following properties:
(i) (K, 4˙) is an asymptotic field with asymptotic couple (Γ˙, ψ˙);
(ii) if a, b ∈ K, a, b 6≍ 1, then a ≺˙ b ⇐⇒ a′ ≺˙ b′.
Proof. For (i), use Lemma 9.2.24 and Proposition 9.1.3. For (ii), let a, b ∈ K
and a, b 6≍ 1. Then a ≺ b ⇐⇒ a′ ≺ b′. Set α = va, β = vb, so va′ = α + α† and
vb′ = β + β†. Now Lemma 6.5.4(ii) gives a ≺˙ b ⇐⇒ a′ ≺˙ b′. 
Notes and comments. Lemmas 9.2.20, 9.2.21, Corollary 9.2.22, and the results
on ψ-functions are new, but the rest of this section is essentially taken from [18,
19, 20, 363]. (For example, Theorem 9.2.1 is from [363], but its first part only for
well-ordered Ψ. In the above generality, it is [19, Theorem 2.6].)
A more explicit version of Lemma 9.2.11 is in [146]. The H-type assumption
in Lemma 9.2.14 cannot be dropped; see [19, Examples 2.8, 2.9]. Ordered abelian
groups with a contraction map are studied in [232, 233] and [239, Appendix A];
see also [15, Section 5]. Constructions of d-valued fields with prescribed asymptotic
couple can be found in [240, 363, 365] and [20, Section 11].
9.3. Application to Differential Polynomials
In this section K is an H-asymptotic field with divisible value group Γ 6= {0}. We
let β and γ range over Γ. We also fix a differential polynomial P ∈ K{Y } 6= of
order r. We shall use here the ψ-functions from Section 9.2 to describe for some
β < 0 the behavior of vP (y) for vy in the interval (β, 0) ⊆ Γ.
Special case. Here is a key step in our work:
Lemma 9.3.1. Assume ∂O ⊆ O. Let B be a nonempty convex subset of Γ< such that
ψ(B) ⊆ B (so B ⊆ Γ<0ψ ). Then there are β ∈ B and a ψ-function i = iα,d,d1,...,dr
such that Pd 6= 0, and for all y ∈ K with vy ∈ B>β:
(i) P (y) ∼ Pd(y); and Pd(y) ≻ Pe(y) whenever e ∈ N, e 6= d;
(ii) vP (y) = i(vy);
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(iii) dj 6 d · r! for j = 1, . . . , r.
The inductive proof goes as follows: if P is inhomogeneous, consider the homoge-
neous parts of P ; reduce the homogeneous case of positive order to that of lower
order by taking the Riccati transform.
Proof of Lemma 9.3.1. We proceed by induction on r. For r = 0 and homoge-
neous P = aY d, a ∈ K×, the desired result holds with any β ∈ B and i = iα,d,
α = va. Assume it holds whenever P (of order r) is homogeneous. Suppose
now that P of order r is not necessarily homogeneous, and let Pd0 , . . . , Pdk with
d0 < · · · < dk be the nonzero homogeneous parts of P . Take β ∈ B and ψ-functions
i0, . . . , ik with ip = iαp,dp,dp,1,...,dp,r and dp,1, . . . , dp,r 6 dpr! for p = 0, . . . , k, and
vPd0(y) = i0(vy), . . . , vPdk(y) = ik(vy) whenever y ∈ K, vy ∈ B>β ,
and such that for all distinct p, q ∈ {0, . . . , k}, either ip > iq on B>β, or ip < iq
on B>β . This gives p ∈ {0, . . . , k} such that for all y ∈ K with vy ∈ B>β ,
P (y) ∼ Pdp(y), Pdp(y) ≻ Pe(y) whenever e ∈ N, e 6= dp.
Suppose H ∈ K{Y } has order r + 1, and is homogeneous of degree d. Put G :=
Ri(H), so G is of order r, v(G) = v(H), and degG 6 wt(H) 6 (r + 1)d. Take β
and ip as above for G in the role of P , and note that vH(y) = dvy + ip
(
ψ(vy)
)
for
all y ∈ K with vy ∈ B>β. Thus the lemma holds for H instead of P . 
The same induction on r shows that in Lemma 9.3.1, if P ∈ C{Y } 6= and P is
homogeneous of degree d, then we can take i to be of type (0, d, r). For later use
it is important to find out more about the values of α and d in Lemma 9.3.1 for
general P . The next lemma provides such information for special K and B.
Lemma 9.3.2. Suppose supΨ = 0 and 0 /∈ Ψ. Set B := Γ<; so ψ(B) ⊆ B. Then
there are β < 0 and a ψ-function i = iα,d,d1,...,dr with the properties described in
Lemma 9.3.1 such that in addition α = v(P ) and d = max
{
e ∈ N : v(P ) = v(Pe)
}
.
Proof. Follow the proof of Lemma 9.3.1, taking into account that Γψ = Γ 6=, and
that for any ψ-functions i1 = iα1,d,d1,...,dm and i2 = iα2,e,e1,...,en , if either α1 < α2,
or α1 = α2 and d > e, then i1 < i2 on some interval (β, 0) with β < 0. 
Corollary 9.3.3. Suppose supΨ = 0 and 0 /∈ Ψ. Assume also that P ≻ P0.
Then there is β < 0 such that P (y1) ≻ P (y2) ≻ P (z) whenever y1, y2, z ∈ K and
β < vy1 < vy2 < vz = 0.
Proof. Take β and i = iα,d,d1,...,dr as in Lemma 9.3.2 above. Since P 6= 0 and
P ≻ P0 we have d > 1, and so the desired result holds for this β. 
A useful coarsening. In order to better pin down the value of α in Lemma 9.3.1
we introduce a coarsening that gives a reduction to the case supΨ = 0 /∈ Ψ. This
will be used in the proof of Proposition 11.3.4. In this subsection we assume ∂O ⊆ O.
Let B be a nonempty convex subset of Γ< such that ψ(B) ⊆ B, just as in
Lemma 9.3.1 (so B ⊆ Γ<ψ ). Then we have the convex subgroup
∆ = ∆(B) :=
{
γ : ψ(γ) > ψ(B)
}
of Γ. Note that also ∆ =
{
γ : ψ(γ) > B
}
. We are now going to use the coarsening
v˙ = v∆ of v by ∆. Recall from the end of Section 9.2 that K with v˙ is an H-
asymptotic field with asymptotic couple (Γ˙, ψ˙) and Ψ∆ := ψ˙(Γ˙ 6=).
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Lemma 9.3.4. Let α be as in Lemma 9.3.1. Then α˙ = v˙(P ). Moreover, if P ≻˙ P0,
then there is β ∈ B such that P (y1) ≻˙ P (y2) ≻˙ P (z) whenever y1, y2, z ∈ K and
vy1, vy2 ∈ B>β, v(z) ∈ ∆, y1 ≻˙ y2.
Proof. We first show that ∆ =
{
γ : B < −|γ|}. If β ∈ B and γ ∈ ∆<, then
ψ(β) < ψ(γ), so β < γ. This gives B < ∆. Next, assume γ ∈ Γ< and B < γ. Then
β < ψ(β) 6 ψ(γ) for all β ∈ B, so γ ∈ ∆. This proves our claim about ∆.
Note that Γ˙ = Γ/∆ is divisible, and B˙ is a convex subset of Γ˙< with [β˙, 0˙) ⊆ B˙
for all β ∈ B. So for β ∈ B we have β < ψ(β) ∈ B, so β˙ 6 ψ˙(β˙) = ψ(β) + ∆ < 0˙.
Thus 0˙ /∈ Ψ∆ and supΨ∆ = 0˙. We can now apply Lemma 9.3.2 and Corollary 9.3.3
to K equipped with v˙, and this gives the desired result. 
Reduction to the special case. In this subsection K is ungrounded. So we have
the contraction map χ : Γ< → Γ<. We now consider a convex nonempty set B ⊆ Γ<
that satisfies a weaker condition than in Lemma 9.3.1, namely, χ(B) ⊆ B. For
example, this holds for B = Γ<. (In this subsection we do not assume ∂O ⊆ O.)
Proposition 9.3.5. There are α ∈ Γ and β ∈ B, and d0, d1, . . . , dr ∈ N such that
d0 6 degP , and for all y ∈ K,
vy ∈ B>β =⇒ vP (y) = α+ d0vy +
r∑
i=1
diψ
(
χi−1(vy)
)
.
If P (0) = 0 we can take d0 > 1. If P is homogeneous, we can take d0 = degP .
Proof. Consider first the special case that ∂O ⊆ O and ψ(B) < 0. Then we have
ψ(B) ⊆ B: given γ ∈ B we have ψ(γ) < 0 and χ(γ) ∈ B and so ψ(χ(γ)) < 0, hence
γ < ψ(γ) = χ(γ) + ψ
(
χ(γ)
)
< χ(γ) ∈ B,
and thus ψ(γ) ∈ B since B is convex. Also χ(γ) = ψ(γ) − ψ2(γ) for γ ∈ B, by
Lemma 9.2.18. This gives ψ(γ) < χ(γ) < ψ(γ)/2 for γ ∈ B, so ψ2(γ) = ψ(χ(γ))
for such γ, and thus by induction on m,
ψm(γ) = ψ
(
χm−1(γ)
)
(γ ∈ B, m > 1).
This yields the desired result in view of Lemma 9.3.1.
The general case is reduced to this special case by compositional conjugation. In this
connection recall that, unlike ψ, the contraction map χ is invariant under composi-
tional conjugation. Take an elementary extension L of K with an element θ ∈ L×
such that ψ(B) < vθ < (Γ>L )
′ (so Lθ has small derivation). Let BL be the convex
hull of B in ΓL. Then χ(BL) ⊆ BL and ψθ(BL) < 0, so we are in the special
case considered before, with P θ, BL, and Lθ in place of P , B, and K. This gives
α0 ∈ ΓL, β ∈ B, and d0, . . . , dr ∈ N, d0 6 degP θ, such that for all y ∈ L,
vy ∈ B>βL =⇒ vP θ(y) = α0 + d0vy +
r∑
i=1
diψ
θ
(
χi−1(vy)
)
,
and thus with d := d1 + · · ·+ dr we have for all y ∈ L with vy ∈ B>βL ,
vP (y) = vP θ(y) = (α0 − dvθ) + d0vy +
r∑
i=1
diψ
(
χi−1(vy)
)
.
This holds in particular for y ∈ K with vy ∈ B>β , and so α := α0 − dvθ ∈ Γ. 
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By taking B = Γ< in Proposition 9.3.5, we obtain the existence of some β < 0 such
that P (y) 6= 0 for all y ∈ K with β < vy < 0.
Corollary 9.3.6. Suppose P (0) = 0. Then there are β < 0 and a strictly in-
creasing function i : (β, 0) → Γ with the intermediate value property such that
vP (y) = i(vy) for all y ∈ K with β < vy < 0.
Proof. With B = Γ< and notations from the proof of Proposition 9.3.5, the
function
i : BL → ΓL, i(β) := α+ d0β +
r∑
i=1
diψ
(
χi−1(β)
)
is strictly increasing and has the intermediate value property. Now use that (ΓL, ψL)
is an elementary extension of (Γ, ψ). 
We have ψ
(
χm(γ)
)
= ψ(γ) −∑mi=1 χi(γ) for γ < 0. This yields a formulation of
Proposition 9.3.5 for B = Γ< that is more illuminating for vy tending to 0:
Corollary 9.3.7. There are α ∈ Γ and d, d0, e1, . . . , er−1 ∈ N with d0 6 degP ,
d > e1 > . . . > er−1, such that for some β < 0 we have, for all y ∈ K,
β < vy < 0 =⇒ vP (y) = α+ dψ(vy) + d0vy −
r−1∑
i=1
eiχ
i(vy).
If P (0) = 0 we can take here d0 > 1. If P is homogeneous, we can take d0 = degP .
Here we adopt the convention that
∑r−1
i=1 eiχ
i(γ) = 0 for r 6 1 and γ < 0. With α
and d0, . . . , dr as in Proposition 9.3.5 for B = Γ< we can take in Corollary 9.3.7
the same values for α and d0, and d = d1 + · · ·+ dr, ei = di+1 + · · ·+ dr. Note:
y ∈ K, vy < 0 =⇒
r−1∑
i=1
eiχ
i(vy) = oψ(vy).
By Lemma 9.2.20 there is a unique tuple (α, d, d0, e1, . . . , er−1) as in Corollary 9.3.7.
Here is a slight extension of Corollary 9.3.6:
Corollary 9.3.8. Suppose P (a) = 0, a ∈ K. Then for any γ there are β < γ and
a strictly increasing i : (β, γ) → Γ with the intermediate value property such that
vP (a+ y) = i(vy) for all y ∈ K with β < vy < γ.
Proof. Take g ∈ K with vg = γ, put Q := P+a,×g = P (a + gY ), and apply
Corollary 9.3.6 to Q in the role of P . 
Notes and comments. The material in this section is new and plays a key role
in Chapter 11.
9.4. Basic Facts about Asymptotic Fields
Next we consider asymptotic fields in connection with having a small derivation,
d-henselianity, coarsening, and specialization. Throughout this section K is an
asymptotic field with asymptotic couple (Γ, ψ), valuation ring O, maximal ideal O
of O, and residue field k = O/O.
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The case of a small derivation. Recall that the derivation of a valued differential
field is said to be small if the derivative of every infinitesimal is infinitesimal. Any
asymptotic field has a compositional conjugate with small derivation, so this enables
us to reduce problems to the case where the derivation is small.
SupposeK has small derivation ∂. By Lemma 4.4.2, not only do we have ∂O ⊆ O, but
even ∂O ⊆ O, and so ∂ induces a derivation on k. As we saw in Sections 4.5 and 5.6
this allows us to associate to P ∈ K{Y } 6= and A ∈ K[∂] 6= functions vP : Γ→ Γ and
vA : Γ→ Γ such that
vP (γ) = v(P×g), vA(γ) = v(Ag) (g ∈ K×, vg = γ).
For example, for A = ∂ we have
v∂(γ) = min(γ, γ
′) if γ ∈ Γ 6=, v∂(0) = 0.
An asymptotic field has small derivation iff its asymptotic couple has. Thus:
Lemma 9.4.1. If K has small derivation and L is an asymptotic field extension
of K with ΓL = Γ, then L has small derivation.
When referring to supΨ we mean the supremum of Ψ in the ordered set Γ∞, and
the condition supΨ = α (for α ∈ Γ∞) includes the requirement that supΨ exists.
Note that if supΨ = 0, then K has small derivation. While supΨ = 0 is a strong
restriction, it is often possible and useful to reduce to this case. (If Γ = {0},
then Ψ = ∅, so supΨ = 0.) In the next two lemmas we describe situations where
supΨ = 0 holds. The first lemma is in the spirit of Lemma 4.4.8.
Lemma 9.4.2. Suppose K has small derivation and the differential residue field k
has nontrivial derivation. Then supΨ = 0.
Proof. Take f ≍ 1 in K such that f ′ ≍ 1. Then g† < 1 for all g ∈ K× with g 6≍ 1,
by Proposition 9.1.3, and thus Ψ 6 0. It remains to use Lemma 9.2.9. 
Lemma 9.4.3. Suppose ∂O = O. Then (Γ>)′ = Γ>, and thus supΨ = 0. Also, C
maps onto the constant field Ck of k under the residue map O → k.
This is an easy consequence of Corollary 9.2.4. The condition ∂O = O is satisfied
when K has small derivation and ∂ is neatly surjective. The following partial
converse to Lemma 9.4.3 is useful in verifying the hypothesis of Lemma 5.6.11.
Lemma 9.4.4. Suppose supΨ = 0, C maps onto the constant field Ck of k under
the residue map O → k, and ∂K = K. Then ∂ is neatly surjective.
Proof. The condition supΨ = 0 gives v∂(γ) = γ′ for all γ ∈ Γ, where 0′ = 0 ∈ Γ
by convention. Hence the only nonobvious case is when a, b ∈ K×, a′ = b and
a ≍ 1, b ≺ 1. Then the image a of a in k satisfies a′ = 0, so a = c with c ∈ C, by
our assumption on the constant field of k. Hence (a − c)′ = b and a − c ≺ 1, so
v∂
(
v(a− c)) = vb, as desired. 
In cases like K = T where supΨ = 0 fails, it is often useful to arrange it by
compositional conjugation and coarsening.
Lemma 9.4.5. Suppose supΨ = 0 and L is an immediate valued differential field
extension of K with small derivation. Then L is asymptotic.
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Proof. We use the equivalence of (i) and (ii) in Proposition 9.1.3. Let b ∈ L× be
such that b 6≍ 1. Take a ∈ K× with b = a(1 + ε), ε ≺ 1. Then b† = a† + ε′1+ε with
a† < 1 and ε
′
1+ε ≺ 1, so b† ∼ a†, and thus ψ(vb) = ψ(va) = v(a†) = v(b†). 
The condition supΨ = 0 arises naturally in some situations:
Lemma 9.4.6. Suppose that ∂O ⊆ O and that K〈Y 〉 equipped with its gaussian val-
uation is asymptotic. Then supΨ = 0.
Proof. We have Y ≍ 1 in K〈Y 〉, so f ′ ≺ 1 ≍ Y ′ 4 g† for all f, g ∈ K× with f ≺ 1
and g 6≍ 1, by (i) ⇔ (iv) in Proposition 9.1.3. Thus supΨ = 0. 
Lemma 9.4.7. Assume ∂O ⊆ O. Let K〈a〉 be as in Theorem 6.3.2 with minimal
annihilator F of a over K of order r > 1, and F /∈ k×Y ′. If K〈a〉 is asymptotic,
then supΨ = 0.
Proof. We have a ≍ 1. We claim that a′ ≍ 1. This claim clearly holds for r > 2,
and also when r = 1 and F has degree > 2 in Y ′. Suppose r = 1 and F has
degree 1 in Y ′. Then F = IY ′ + G with I,G ∈ O[Y ], vI = 0. The assumption
on F and its irreducibility in k{Y } yields vG = 0, and so again a′ ≍ 1. With the
claim established, argue as in the proof of Lemma 9.4.6 with a replacing Y . 
We now turn to the case maxΨ = 0:
Lemma 9.4.8. Assume maxΨ = 0. Let L be a valued differential field extension of
K with small derivation, ΓL = Γ, and (k
×
L )
† ∩ k ⊆ (k×)†. Then L is asymptotic.
Proof. Let g ∈ L×, g ≺ 1. By Proposition 9.1.3 it is enough to show that
v(g†) = ψ(vg). We have u ∈ L, f ∈ K such that g = uf , u ≍ 1, and f ≍ g.
Then g† = u† + f †, and u† 4 1, f † < 1. If u† ≺ 1 or f † ≻ 1, then v(g†) =
v(f †) = ψ(vf) = ψ(vg). It remains to consider the case that u† ≍ 1 and f † ≍ 1. If
u†+ f † ≍ 1, we have again v(g†) = v(f †) = ψ(vf) = ψ(vg), so assume u†+ f † ≺ 1.
Then u† ∈ (k×L )† ∩ k, and so we have φ ∈ K such that φ ≍ 1 and u† ∼ φ†. Then
0 6= φf ≺ 1 and (φf)† = φ† + f † ≺ 1, contradicting maxΨ = 0. 
Corollary 9.4.9. Suppose that maxΨ = 0. Then K〈Y 〉 equipped with its gaussian
valuation is asymptotic.
Proof. Apply Lemma 9.4.8 to L = K〈Y 〉, and Corollary 4.3.7 with K as k. 
Differential-henselian asymptotic fields. In this subsection we assume that
the asymptotic field K has small derivation. Let k be its differential residue field.
Recall that if K is 1-differential-henselian, then O is 1-linearly surjective. Thus by
the next lemma, if K is 1-differential-henselian, then supΨ = 0.
Lemma 9.4.10. Suppose O is 1-linearly surjective. Then ∂O = O, supΨ = 0, and
the field embedding a 7→ a : C → Ck is bijective.
Proof. From v(∂) = 0 we get v∂(Γ>) = Γ> by the Equalizer Theorem. Since O is
1-linearly surjective, ∂ is neatly surjective, so ∂O = O. Now use Lemma 9.4.3. 
Since supΨ = 0 fails for T, this asymptotic field is not d-henselian. Chapter 15
and Lemma 14.1.2, however, show that T becomes d-henselian if we coarsen its
valuation by any convex subgroup of ΓT that contains v(x).
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Corollary 9.4.11. Assume k is linearly surjective. Then K has an immediate
asymptotic field extension L such that:
(i) L is d-algebraic over K;
(ii) L has small derivation and is d-henselian;
(iii) no proper differential subfield of L containing K is d-henselian.
Proof. Corollary 7.2.7 yields an immediate valued differential field extension F
of K with small derivation such that F is d-henselian. Then F is asymptotic by
Lemma 9.4.5. By keeping only the elements of F that are d-algebraic over K we
arrange that F is d-algebraic over K.
Let L be the intersection inside F of the collection of all differential subfields E
of F that contain K and are d-henselian. Proposition 7.5.6 applied to the exten-
sions E ⊆ F shows that L has the desired property. 
We conjecture that there is only one L as in Corollary 9.4.11, up to isomorphism
over K. For any r ∈ N, Corollary 9.4.11 goes through with “linearly surjective” and
“d-henselian” replaced by “r-linearly surjective” and “r-d-henselian.”
Specialization of asymptotic fields. Let K have small derivation, and let ∆ be
a convex subgroup of Γ = v(K×). It follows from Corollary 4.4.4 that the valuation
ring O˙ of the coarsening v˙ = v∆ : K× → Γ˙ of v and the maximal ideal O˙ of O˙ are
closed under ∂. Note that if supΨ = 0, then ψ(∆6=) ⊆ ∆ and supψ(∆6=) = 0 in ∆,
by Lemma 9.2.10(iv).
In the rest of this subsection we assume that ψ(∆6=) ⊆ ∆. The residue field
K˙ = O˙/O˙ of O˙ with its induced valuation v : K˙× → ∆ and the induced deriva-
tion is then an asymptotic field with asymptotic couple
(
∆, ψ|∆6=). (This follows
from the equivalence of (i) and (ii) in Proposition 9.1.3.) Moreover, K˙ has small
derivation, the field isomorphism res(K)→ res(K˙) from Section 3.4 is a differential
field isomorphism, and if K is of H-type, then so is K˙.
Lemma 9.4.12. Suppose K has asymptotic integration and ∆ 6= {0}. Then K˙ has
asymptotic integration.
Proof. Take α ∈ ∆6=, and note that α+ψ(α) ∈ ∆. Let δ ∈ ∆, δ 6= α+ψ(α), and
take β ∈ Γ 6= with β + ψ(β) = δ. Then by Lemma 6.5.4(ii),(
α+ ψ(α)
)− (β + ψ(β)) = α− β + o(α− β) ∈ ∆,
so α− β ∈ ∆, and thus β ∈ ∆. 
We say that the differential field F is closed under integration if for every f ∈ F
there is a y ∈ F with y′ = f , and we say that F is closed under logarithms
if for every f ∈ F× there is a y ∈ F with y′ = f †. So if F is closed under
integration, then F is closed under logarithms. If the differential field F is closed
under integration (closed under logarithms) and φ ∈ F×, then Fφ is closed under
integration (closed under logarithms, respectively).
Lemma 9.4.13. Suppose ∆ 6= {0}. If K is closed under integration, then so is K˙.
If K is closed under logarithms, then so is K˙.
Proof. Take δ ∈ ∆6=; then ψ(δ) ∈ ∆. Suppose K is closed under integration, and
let f ∈ O˙. We need to find y ∈ O˙ with y′ − f ∈ O˙. If vf > ∆, then we may
take y := 0, so we may assume vf ∈ ∆. Take y ∈ K with y′ = f ; we claim that
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y ∈ O˙. Suppose y /∈ O˙. Then γ := vy < ∆, in particular [γ] > [δ] and hence[
ψ(γ) − ψ(δ)] < [γ − δ] = [γ] by Lemma 6.5.4(ii). Since γ + ψ(γ) = vf ∈ ∆, we
therefore have [γ] =
[
γ + ψ(γ) − ψ(δ)] ∈ [∆] and hence γ ∈ ∆, a contradiction.
Thus K˙ is closed under integration. Similarly one shows that if K is closed under
logarithms, then so is K˙. 
Let L be an asymptotic field extension of K with small derivation. Let ∆L be the
convex hull of ∆ in ΓL, and let
O˙L := {y ∈ L : vy > δ for some δ ∈ ∆L}
be the valuation ring of the corresponding coarsening v˙ : L× → Γ˙L = ΓL/∆L.
Then O˙L and its maximal ideal O˙L are closed under the derivation ∂ of L. Note
that O˙L lies over O˙. Let L˙ := O˙L/O˙L be the residue field of O˙L, equipped with
the induced valuation v : L˙
× → ∆L. We have ψL(∆6=L) ⊆ ∆L, so the field L˙ with
its valuation v and the induced derivation is an asymptotic field with asymptotic
couple
(
∆L, ψL|∆6=L
)
. With the usual identifications we have K˙ ⊆ L˙, not only as
(residue) fields, but also as asymptotic fields.
Flattening. For certain definable ways of coarsening we use special notation and
terminology, borrowed from [194]. These particular coarsenings are called flatten-
ings and will be very useful in Chapters 13 and 14. (Some readers might prefer to
skip this subsection until it gets used in those chapters.) Assume K is of H-type,
and let γ range over Γ. We have the convex subgroup
Γ♭ :=
{
γ : ψ(γ) > 0
}
of Γ. For example, if K = T, then
Γ♭ = {vh : h ∈ K×, h ≺≺ ex}.
Let
v♭ : K× → Γ♯ where Γ♯ := Γ/Γ♭
be the coarsening of the valuation v by Γ♭, with associated dominance relation 4♭
on K, and valuation ring O♭. We call the valuation v♭ the flattening of v. Note
that the definition of Γ♭ depends on the derivation of K.
Let φ ∈ K×, and use a subscript φ to indicate the flattened objects Γ♭φ, v♭φ,
4♭φ, ≺♭φ, ≍♭φ, and ∼♭φ associated to the asymptotic field Kφ. In particular
Γ♭φ =
{
γ : ψ(γ) > vφ
}
.
Clearly Γ♭φ = {0} iff vφ /∈
(
Γ<
)′
, and Γ♭φ = Γ iff Ψ > vφ. The flattening v
♭
φ of the
valuation v on Kφ will be useful for ungrounded K and vφ ∈ Ψ↓. In that case,
with vφ increasing cofinally in Ψ↓, the convex subgroup Γ♭φ of Γ becomes arbitrarily
small, and so v♭φ (with value group Γ/Γ
♭
φ) approximates v in some sense.
We denote the gaussian extension of v♭φ to K
φ〈Y 〉 also by v♭φ. The binary
relations 4♭φ, ≺♭φ, ≍♭φ, and ∼♭φ, on K extend likewise, with the same notations, to
binary relations on Kφ〈Y 〉. As K〈Y 〉 and Kφ〈Y 〉 have the same underlying field,
we also use the same notations for elements of K〈Y 〉; for example, given f ∈ K
and P ∈ K〈Y 〉, f 4♭φ P means that v♭φ(f) > v♭φ(P ) in Γ/Γ♭φ, where in the latter
inequality f and P are taken as elements of Kφ ⊆ Kφ〈Y 〉 and Kφ〈Y 〉, respectively.
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Lemma 9.4.14. Suppose Φ ∈ K× with Φ 6≍ 1 and Φ† ≍ φ, and f, g ∈ K. Then
f 4♭φ g ⇐⇒ v♭φ(f) > v♭φ(g) ⇐⇒ f 4 hg for some h ∈ K× with h ≺≺ Φ,
f ≺♭φ g ⇐⇒ v♭φ(f) > v♭φ(g) ⇐⇒ f ≺ hg for all h ∈ K× with h ≺≺ Φ,
f ≍♭φ g ⇐⇒ v♭φ(f) = v♭φ(g) ⇐⇒ f ≍ hg for some h ∈ K× with h ≺≺ Φ.
Proof. These equivalences follow from their validity for g = 1, and in that case
we argue as follows:
f 4♭φ 1 ⇐⇒ vf > vh for some h ∈ K× with vh ∈ Γ♭φ
⇐⇒ f 4 h for some h ∈ K× with h ≺≺ Φ,
where we use that 1 ≺≺ Φ to get the last equivalence when vh = 0. We proceed
likewise with f ≺♭φ 1 and f ≍♭φ 1, treating the case vh = 0 separately. 
The valuation ring of v♭φ is
O♭φ =
{
f ∈ K : vf > 0 or v(f ′) > vf + vφ},
with maximal ideal
O♭φ =
{
f ∈ K : vf > 0 and v(f ′) 6 vf + vφ}.
Note that if Γ♭ = {0}, then the canonical map Γ→ Γ♯ is an isomorphism of ordered
groups via which Γ is identified with Γ♯. If Γ♭ 6= {0}, then K has small derivation
and there exists a unique positive element 1 in Γ♭ with ψ(1) = 1, so ψ
(
(Γ♭)6=
) ⊆ Γ♭
by Lemma 9.2.25(i). Note also that if Γ♭ 6= {0}, then by Lemma 9.2.24 we have
supΨ♭ = 0 in Γ♯, where
Ψ♭ :=
{
v♭(f †) : f ∈ K×, f 6≍♭ 1}.
If Γ♭ 6= {0}, then we denote the asymptotic residue field of v♭ by K♭ := O♭/O♭, with
asymptotic couple
(
Γ♭, ψ|Γ♭).
Let Φ ∈ K× with Φ 6≍ 1. The binary relations 4♭Φ† , ≺♭Φ† , ≍♭Φ† on K, and on K〈Y 〉,
are often denoted by 4Φ, ≺Φ, ≍Φ, respectively. Thus for f, g ∈ K:
f 4Φ g ⇐⇒ f 4 hg for some h ∈ K× with h ≺≺ Φ,
f ≺Φ g ⇐⇒ f ≺ hg for all h ∈ K× with h ≺≺ Φ,
f ≍Φ g ⇐⇒ f ≍ hg for some h ∈ K× with h ≺≺ Φ.
An advantage of this notation is that the relations 4Φ, ≺Φ, ≍Φ do not change in
passing from K to a compositional conjugate Kφ (φ ∈ K×). Note that Φ 6≍Φ 1 by
Corollary 9.1.4(iv), and if Φ ≺ 1, then Φ ≺Φ 1. Also, for f 6≍ 1 in K×,
f ≍Φ 1 ⇐⇒ f ≺≺ Φ.
Here are some further rules:
Lemma 9.4.15. Let f, g ∈ K×, f, g 6≍ 1, f ≺g g. Then f ≺f g.
Proof. We have f/g ≺♭g† 1, so ψ(vf − vg) 6 ψ(vg), hence ψ(vf − vg) 6 ψ(vf),
which in view of vf > vg yields f/g ≺♭f† 1, so f ≺f g. 
Lemma 9.4.16. Let Φ1,Φ2 ∈ K× with Φ1,Φ2 6≍ 1 and Φ1  Φ2. Then for f, g ∈ K:
f 4Φ1 g ⇒ f 4Φ2 g and f ≺Φ2 g ⇒ f ≺Φ1 g.
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Lemma 9.4.17. Suppose Φ ∈ K×, Φ 6≍♭ 1. Then for all f, g ∈ K:
f 4♭ g ⇒ f 4Φ g and f ≺Φ g ⇒ f ≺♭ g.
Proof. The second part follows from the first. To prove the first part, arrange
f 6= 0 and g = 1. Assume f 4♭ 1. Then f 4 1 or f † ≺ 1. From Φ 6≍♭ 1 we get
Φ† < 1, so f 4 1 or f † ≺ Φ†, and thus f 4Φ 1. 
In the next lemma and its corollaries below we assume that K is ungrounded and
has small derivation. Also P ∈ K{Y } 6= and g ∈ K×, g 6≍ 1.
Lemma 9.4.18. Suppose P is homogeneous of degree d. Then P×g ≍g P gd.
Proof. If g† 4 1, then P×g ≍ Pgd by Lemma 4.5.3. If g† ≻ 1, then g†† ≺ g† by
Lemma 9.2.10(iv), and thus P×g ≍g Pgd by Proposition 6.4.3. 
Corollary 9.4.19. Suppose g ≺ 1 and d := dmul(P ) = mul(P ). Then
P×g ≍g P gd.
Proof. We have Pi 4 Pd for i > d, and g ≺g 1, hence Pi gi ≺g Pd gd for i > d,
and the claim follows from Lemma 9.4.18. 
For F ∈ K{Y } and d ∈ N we put
F6d := F0 + F1 + · · ·+ Fd, F>d := F − F6d.
With this notation, we have:
Corollary 9.4.20. Suppose g ≻ 1 and d := ddeg(P ) = ddeg(P×g). Then
gP>d 4g P.
Proof. The case P>d = 0 being trivial, assume P>d 6= 0. Take i > d such that
Pi ≍ P>d. Then by Lemma 9.4.18 and g ≻ 1 we have
(P×g)i = (Pi)×g ≍g Pi gi < Pi gd+1 ≍ gd+1P>d
and so (P×g)>d <g gd+1P>d. Since ddeg(P×g) = d, we have (P×g)d < (P×g)>d,
and by Lemma 9.4.18 again, (P×g)d = (Pd)×g ≍g gdPd. Since ddeg(P ) = d, we
have P ≍ Pd, so
gdP ≍ gdPd ≍g (P×g)d < (P×g)>d <g gd+1P>d,
and thus P <g gP>d as claimed. 
Corollary 9.4.21. Let f ∈ K× with f 6≍ 1 and f ≺≺ g. Then P×f ≍g P .
Proof. Take d ∈ N with P×f ≍ (Pd)×f . Lemma 9.4.18 gives (Pd)×f ≍f Pdfd, so
P×f ≍f Pd fd, which by Lemma 9.4.16 yields P×f ≍g Pdfd. From f ≺≺ g we also
get f ≍g 1, so Pd fd ≍g Pd 4 P , hence P×f 4g P . Applying the same argument to
P×f , f−1 in place of P , f yields P = (P×f )×f−1 4g P×f . 
9.5. Algebraic Extensions of Asymptotic Fields
In this section we prove analogues for asymptotic fields of results in Section 6.2 on
algebraic extensions of valued differential fields with small derivation.
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Immediate algebraic extensions. In this subsection we fix a valued differential
field L with a subfield K. We consider K as a valued subfield of L with valuation
ring O, maximal ideal O of O, and value group Γ. In order for L to be asymptotic
it is of course necessary that for all f, g ∈ K× with f, g ≺ 1 we have
f ≺ g ⇐⇒ f ′ ≺ g′.
Call K asymptotic in L if this condition is satisfied. Below we prove:
Proposition 9.5.1. Suppose K is asymptotic in L and L is an immediate algebraic
extension of K. Then L is asymptotic.
For later use it is important that in this proposition we do not require K to be
closed under the derivation of L. First some remarks and a lemma. Suppose K is
asymptotic in L, and set C := {a ∈ K : a′ = 0}, a subfield of K. Then C∩O = {0}
by the same argument as for asymptotic fields. Thus the valuation v is trivial on C,
and the map ε 7→ ε′ : O → L is injective. A variant of Proposition 9.1.3 goes through
with the same proof:
Lemma 9.5.2. Suppose v(L×) = v(K×) (= Γ). The following are equivalent:
(i) K is asymptotic in L;
(ii) there is an asymptotic couple (Γ, ψ) such that for all f ∈ K× with f 6≍ 1 we
have ψ(vf) = v(f †);
(iii) for all f, g ∈ K× with f, g 6≍ 1 we have: f 4 g ⇐⇒ f ′ 4 g′;
(iv) for all f, g ∈ K× we have:{
f ≺ 1, g 6≍ 1 ⇒ f ′ ≺ g†,
f ≍ 1, g 6≍ 1 ⇒ f ′ 4 g†.
If K is asymptotic in L and v(L×) = v(K×), then we call (Γ, ψ) as defined in (ii)
of the lemma above the asymptotic couple of K in L, so
Ψ := ψ(Γ 6=) =
{
v(g†) : 1 6≍ g ∈ K×}.
Proof of Proposition 9.5.1. Let (Γ, ψ) be the asymptotic couple of K in L.
We shall prove that L is asymptotic with asymptotic couple (Γ, ψ). Let g ∈ L×,
g 6≍ 1; by Proposition 9.1.3, (i) ⇔ (ii), it suffices to show that then v(g†) = ψ(vg).
Before doing so, note that we may replace L by a compositional conjugate: if
φ ∈ L×, then K is also asymptotic in Lφ with (Γ, ψ − vφ) as the asymptotic couple
of K in Lφ, and with φ−1g† as the logarithmic derivative of g in Lφ.
Take f ∈ K× with f ∼ g, so g = f(1 + ε) with ε ∈ OL. Then g† = f † + ε′1+ε .
Now v(f †) = ψ(vf) = ψ(vg) ∈ Ψ. Compositional conjugation by φ := f † (and
renaming) arranges that v(f †) = 0 ∈ Ψ, so (Γ, ψ) has small derivation. Then
∂O ⊆ OL and ∂O ⊆ OL by Lemma 9.5.2(iv), so ∂OL ⊆ OL by Lemma 6.2.2. This
gives f † ≍ 1 ≻ ε′1+ε , so g† ∼ f †, and thus v(g†) = v(f †) = ψ(vg). 
Algebraic extensions. In this subsection we assume that K is an asymptotic field
and L|K is an extension of valued differential fields. We shall prove:
Proposition 9.5.3. If L|K is algebraic, then L is an asymptotic field.
Lemma 9.5.4. Suppose that K is henselian and L|K is of finite degree. Assume
also that for every f 4 1 in L there exists a 4 1 in K such that
(i) f ′ 4 a′, and
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(ii) if f ′ ≍ a′ and f ≺ 1, then a ≺ 1.
Then L is an asymptotic field.
Proof. We verify that L satisfies condition (iv) of Proposition 9.1.3. For this,
let f, g ∈ L× with f 4 1 and g 6≍ 1. Let a 4 1 in K satisfy (i) and (ii). Put
b := NL|K(g) ∈ K×; then b 6≍ 1 and b† 4 g† by a result at the end of Section 4.4.
Hence if f ≍ 1, then by (i): f ′ 4 a′ 4 b† 4 g†. If f ≺ 1, then we similarly get,
using (ii), that f ′ ≺ a′ 4 b† 4 g†, or a ≺ 1 and f ′ ≍ a′ ≺ b† 4 g†. 
Lemma 9.5.5. Suppose that K is henselian and L|K is of finite degree, such that
[L : K] =
[
res(L) : res(K)
]
= n > 1. Then L is an asymptotic field.
Proof. Take y ≍ 1 in L such that res(L) = res(K)[y], where y is the residue class
of y in res(L). Let a0, . . . , an−1 4 1 in K be such that
P (Y ) = Y n + an−1Y
n−1 + · · ·+ a1Y + a0 ∈ K[Y ]
is the minimum polynomial of y over K, so its reduction P (Y ) in res(K)[Y ] is
the minimum polynomial of y over res(K); in particular P ′(y) ≍ 1. Moreover,
P ′(y)y′ = −∑n−1i=0 a′iyi, hence y′ ≍ a′i0 with i0 ∈ {0, . . . , n − 1}. Let f 4 1 in L.
Then we have f0, . . . , fn−1 4 1 in K such that
f = f0 + f1y + · · ·+ fn−1yn−1.
Then
f ′ =
n−1∑
i=0
f ′iy
i +
n−1∑
j=1
jfjy
j−1
 y′
and hence
v(f ′) > γ := min
{
min
06i<n
v(f ′i), min
0<j<n
v(fj) + v(a
′
i0 )
}
.
We now define an element a ∈ O as follows: If γ = min06i<n v(f ′i), then a := fi1
where 0 6 i1 < n and v(f ′i1) = γ; if γ < min06i<n v(f
′
i), then a := ai0 . Then a
satisfies conditions (i) and (ii) of Lemma 9.5.4, so L is an asymptotic field. 
The next lemma is a variant of Lemma 3.3 in [19]:
Lemma 9.5.6. Suppose res(K) = res(L), T ⊇ K× is a subgroup of L× such that
L = K(T ) (as fields), each element of K[T ] \ {0} has the form t1 + · · · + tk with
k > 1, t1, . . . , tk ∈ T and t1 ≻ ti for 2 6 i 6 k, and for all a, b ∈ T ,
a, b ≺ 1 =⇒ a′ ≺ b†(9.5.1)
a ≍ 1, b ≺ 1 =⇒ a′ 4 b†.(9.5.2)
Then L is an asymptotic field.
Proof. Let g ∈ L×, g ≺ 1. Then by the assumptions on T we have
g = b · 1 +
∑m
i=1 ai
1 +
∑n
j=1 bj
where b ∈ T , and ai, bj ∈ T with ai, bj ≺ 1, for 1 6 i 6 m, 1 6 j 6 n. So g ≍ b ≺ 1;
we claim that g′ ≍ b′. For this, note that b† 6= 0 by (9.5.1), so
g† = b†
(
1 +
∑m
i=1 a
′
i/b
†
1 +
∑m
i=1 ai
−
∑n
j=1 b
′
j/b
†
1 +
∑n
j=1 bj
)
.
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By (9.5.1) we have a′i/b
†, b′j/b
† ≺ 1 for 1 6 i 6 m, 1 6 j 6 n. Therefore g† ≍ b†
and thus g′ ≍ b′ as claimed.
Now if f, g ∈ L× satisfy f, g ≺ 1, then this claim and (9.5.1) yield f ′ ≺ g†.
Suppose f, g ∈ L× with f ≍ 1 and g ≺ 1. Take b ∈ T with b ≍ g and b′ ≍ g′ as
above. Since res(K) = res(L) we have f = a + h with a ∈ K, a ≍ 1 and h ∈ L,
h ≺ 1. By the claim above we find t ∈ T ∪ {0} with h ≍ t and h′ ≍ t′. Now
a′ 4 b† by (9.5.2) and t′ ≺ b† by (9.5.1), so f ′ = a′+ h′ 4 b† ≍ g†. The implication
(iv) ⇒ (i) of Proposition 9.1.3 now yields that L is an asymptotic field. 
Lemma 9.5.7. Let p be a prime number, and suppose that L = K
(
u1/p
)
where
u ∈ K× with vu /∈ pΓ. Then L is an asymptotic field.
Proof. Let ui/p := (u1/p)i for i ∈ Z, and put T := ⋃p−1i=0 K×ui/p. Then T is
a multiplicative subgroup of L×. By Lemma 3.1.28, res(K) = res(L), and each
element of L has the form t1 + · · ·+ tk with t1, . . . , tk ∈ T , t1 ≻ · · · ≻ tk. Now let
a, b ∈ T ; then ap ∈ K× and (ap)† = pa† ≍ a†, and similarly bp ∈ K×, (bp)† ≍ b†.
Hence if a, b ≺ 1, then v(a′) = va+ v((ap)†) = 1pα + ψ(α) and v(b†) = v((bp)†) =
ψ(β) where α := pva, β := pvb ∈ Γ, and in the asymptotic couple (QΓ, ψ) we have
1
pα + ψ(α) = (id+ψ)
(
1
pα
)
> ψ(β), so a′ ≺ b†. If a ≍ 1 ≻ b, then a′ ≍ (ap)′ 4
(bp)† ≍ b†. Hence L is an asymptotic field by Lemma 9.5.6. 
Proof of Proposition 9.5.3. We assume that L|K is algebraic. We need to
show that then L is an asymptotic field. The property of being an asymptotic field
is inherited by valued differential subfields, so we can assume that L is an algebraic
closure of K. Next, by Lemma 9.5.1, we can arrange that K is henselian. We then
reach L in two steps. In the first step we pass from K to its maximal unramified
extension Kunr inside L. Then Kunr is asymptotic by Lemma 9.5.5. In the second
step we obtain L as a purely ramified extension of Kunr (Proposition 3.3.48), and
now Lemma 9.5.7 applies. 
If K has small derivation and L|K is algebraic, then L has small derivation, by
Proposition 6.2.1. If K is of H-type and L|K is algebraic, then L is of H-type.
An application. In this subsection K is an ungrounded H-asymptotic field, and
Γ = v(K×) 6= {0}. For use in Chapter 11 we extend slightly some results from
Section 9.3 by dropping the assumption that Γ is divisible:
Corollary 9.5.8. Let P ∈ K{Y } 6= have order r. Then Corollary 9.3.6 goes
through if we drop “with the intermediate value property.” Also Corollary 9.3.7
goes through, for a unique tuple (α, d, d0, e1, . . . , er−1). In particular, there exists
β ∈ Γ< such that P (y) 6= 0 for all y ∈ K with β < vy < 0.
Proof. This follows by applying Corollaries 9.3.6 and 9.3.7 to the algebraic clo-
sure Ka of K, taking into account that the value group of Ka is QΓ, that Γ< is
cofinal in (QΓ)<, that ΨKa = Ψ, and that the χ-map of the H-asymptotic cou-
ple (QΓ, ψ) extends the χ-map of (Γ, ψ). The “uniqueness” uses Lemma 9.2.20. 
Here is a striking consequence that will not be needed, since in Chapter 13 we prove
more precise results for so-called ω-free K (using heavier machinery):
Corollary 9.5.9. Suppose K is existentially closed in some grounded H-asymp-
totic field extension of K. Then Corollary 9.3.7 holds with all ei = 0, for every P
in K{Y } 6= of order r. (See end of B.7 for existentially closed.)
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Proof. The assumption on K yields an elementary extension of K with an el-
ement y ≻ 1 such that K〈y〉 has Cl(y) as its smallest comparability class. Let
P ∈ K{Y } 6= have order r, let β and (α, d, d0, e1, . . . , er−1) be as in Corollary 9.3.7,
and suppose towards a contradiction that some ei 6= 0. We have β < vy < 0, and
taking a ∈ K× with va = α we get an element f = P (y)/ayd0(y†)d of K〈y〉× such
that vf = −∑r−1i=1 eiχi(vy), so f 6≍ 1 and Cl(f) < Cl(y), a contradiction. 
If K is a directed union of grounded asymptotic subfields, then K is existentially
closed in some grounded H-asymptotic field extension of K; see B.7.9. Note that
K = T and K = Tlog are such directed unions.
Notes and comments. The above material on algebraic extensions is a mild
generalization of Section 3 in [19].
9.6. Immediate Extensions of Asymptotic Fields
We begin by recording analogues for asymptotic fields of the results on maximal
immediate extensions from Chapter 6. Next we prove some easy technical facts
that are often needed. We also show how to construct immediate extensions by
(un)coarsening, and we finish by constructing fluent completions.
Asymptotically maximal immediate extensions. In this subsection K is an
asympotic field with small derivation and differential residue field k such that the
derivation on k is nontrivial. This is the same condition as in Section 6.9. Recall
that the derivation of any immediate asymptotic extension of K is small. Here are
two easy consequences of Section 6.9 and Lemmas 9.4.2 and 9.4.5:
Corollary 9.6.1. If K is asymptotically maximal, then K is spherically complete.
Corollary 9.6.2. K has an immediate asymptotic extension that is spherically
complete.
Easy technical lemmas. In this subsection F is a valued differential field with
a subfield K that is asymptotic in F , and with L as an intermediate field, so that
K ⊆ L ⊆ F . Note that then L is asymptotic in F if for each f ∈ L× with f ≺ 1
there is a ∈ K× such that f ≍ a and f ′ ≍ a′.
Lemma 9.6.3. Suppose L|K is immediate and for all a ∈ K× and f ∈ L,
(9.6.1)
(
a ≺ 1, f ≺ 1) =⇒ f ′ ≺ a†.
Then L is asymptotic in F .
Proof. Let a ∈ K×, h ∈ L× with h ≺ a ≺ 1; we claim that h′ ≺ a′. To see this, set
g := h/a ∈ L×, so g ≺ 1. Now apply (9.6.1) with f = g to get ha − h
′
a′ = − g
′a
a′ ≺ 1;
hence h′/a′ ≺ 1 and thus h′ ≺ a′.
Let now f ∈ L×, f ≺ 1. Take a ∈ K with f ∼ a, so h = f − a ≺ a ≺ 1. Then
h′ ≺ a′, so f ′ = a′ + h′ ≍ a′ as required. 
Lemma 9.6.4. Suppose L|K is immediate, U ⊇ K is a K-linear subspace of L with
L =
{
u/w : u,w ∈ U,w 6= 0}, and for all a ∈ K× and u ∈ U ,(
a ≺ 1, u ≺ 1) =⇒ u′ ≺ a†,(9.6.2) (
a ≺ 1, u ≍ 1) =⇒ u′ 4 a†.(9.6.3)
Then L is asymptotic in F .
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Proof. We shall verify (9.6.1). Let f ∈ L, f ≺ 1. Then f = u/w with u,w ∈ U
and w 6= 0. After dividing u and w by an element of K asymptotic to w, we may
assume u ≍ f and w ≍ 1. We have f ′ = u′/w − fw′/w with u′/w ≍ u′ ≺ a† and
fw′/w ≍ fw′ ≺ a† for all a ∈ K× with a ≺ 1, by (9.6.2) and (9.6.3), respectively;
hence f ′ ≺ a† for all such a. 
Immediate extensions by coarsening. Let K be an asymptotic field and ∆ a
convex subgroup of Γ = v(K×), giving rise to the coarsened valuation
v˙ : K× → Γ˙ = Γ/∆
with residue field K˙ = O˙/O˙. Let (L, v˙) be an immediate valued field extension
of (K, v˙), and denote its residue field by L˙, so L˙ = K˙ after the usual identification.
In Section 3.4 we extended the valuation v onK to a valuation v : L× → Γ such that
if f ∈ L× and f = gu with g ∈ K× and u ∈ L×, v˙(u) = 0, then v(f) = v(g)+ v(u˙).
By Lemma 3.4.5, L with v is an immediate valued field extension of the valued
fieldK, and its coarsening by∆ is the (L, v˙) we started with. Let L also be equipped
with a derivation ∂ making (L, v˙) an asymptotic extension of (K, v˙). Then:
Lemma 9.6.5. With the above valuation v on L, the valued differential field L is a
∆-immediate asymptotic extension of K.
Proof. Let f ∈ L and v˙f > 0; we claim that then v(f ′) > Ψ. To see this, note
that f = g(1 + h) with g ∈ K, h ∈ L, and v˙h > 0, since (L, v˙) is an immediate
extension of (K, v˙). Then vh > 0, so vg = vf > ∆. Now
f ′ = g′(1 + h) + gh′, with v(g′(1 + h)) = vg′ > Ψ.
Also, 0 < v˙f = v˙g gives v˙(f ′) = v˙(g′) = v(g′) +∆, so v(f ′) = v(g′) + δ with δ ∈ ∆,
hence vf ′ > Ψ + δ. With h instead of f this gives vh′ > Ψ+ δ for some δ ∈ ∆, so
v(gh′) > Ψ in view of vg > ∆. Thus v(f ′) > Ψ, as claimed.
Now (L, v) is an immediate valued field extension of K by Lemma 3.4.5. Using
this fact, the claim above, and Lemma 9.6.3 we show that (L, v) is an asymptotic
field. Let f ∈ L with vf > 0; it is enough to show that then v(f ′) > Ψ. As before,
f = g(1+ h) with g ∈ K, h ∈ L, and v˙h > 0. Then vg > 0 and f ′ = g′(1+ h)+ gh′
with v(g′(1 + h)) = vg′ > Ψ. By the claim above applied to h instead of f we have
v(h′) > Ψ, so v(gh′) > v(h′) > Ψ. Thus v(f ′) > Ψ. 
Fluency and ∆-immediate extensions. Let K be an asymptotic field, ∆ a
convex subgroup of Γ, and v˙ = v∆ the coarsening of v by ∆. By Lemma 9.6.5
any proper immediate asymptotic extension of the asymptotic field (K, v˙) yields by
“uncoarsening” a proper ∆-immediate asymptotic extension of K.
Lemma 9.6.6. Assume ∆ 6= {0}. Then the following are equivalent:
(i) K has no proper ∆-immediate asymptotic extension;
(ii) every ∆-fluent pc-sequence in K pseudoconverges in K.
Proof. The direction (ii) ⇒ (i) follows from Corollary 3.4.18. As to (i)⇒ (ii), we
prove its contrapositive. Assume there exists a divergent∆-fluent pc-sequence inK.
Take δ ∈ ∆6= and φ ∈ K× with vφ = ψ(δ). Then ψφ(δ) = 0, so 0 ∈ ψφ(∆6=) ∩∆.
Replacing K by its compositional conjugate Kφ we arrange 0 ∈ ψ(∆6=) ∩∆, so K
has small derivation and ψ(∆6=) ⊆ ∆. Then (K, v˙) has small derivation, and the
derivation of the differential residue field of (K, v˙) is nontrivial. Hence (K, v˙) has a
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proper immediate asymptotic extension by Corollary 9.6.1, and this yields a proper
∆-immediate asymptotic extension of K by Lemma 9.6.5. 
By Zorn there exists a ∆-immediate asymptotic extension of K that has no proper
∆-immediate asymptotic extension. Such an extension of K is called a maximal
∆-immediate asymptotic extension of K. Let K(∆) be a maximal ∆-immediate
asymptotic extension of K. By Lemma 9.6.6, if ∆ 6= {0}, then K(∆) is also a max-
imal ∆-immediate extension of K as a valued field, and so its ∆-coarsening (K, v˙)
is henselian. Here is a weak “asymptotic” version of Proposition 3.4.22:
Proposition 9.6.7. Let K be an asymptotic field such that Γ 6= {0} and [Γ 6=]
has no least element. Then K has an immediate asymptotic extension which, as a
valued field extension of K, is a fluent completion of K.
Proof. We follow the construction in the proof of Proposition 3.4.22. Fix a de-
creasing coinitial sequence (∆α) of nontrivial convex subgroups of Γ indexed by the
ordinals α < λ for some infinite limit ordinal λ. For each α we pick a maximal
∆α-immediate asymptotic extension K(∆α) of K. We arrange this so that K(∆α)
is a valued differential subfield of K(∆β) whenever α < β < λ. Put
K f :=
⋃
α<λ
K(∆α).
ThenK f is an asymptotic extension ofK, andK f as a valued field extension of K is
a semifluent completion of K as defined in the proof of Proposition 3.4.22. Iterating
as in that proof the construction K  K f we eventually arrive at an asymptotic
extension of K that is also a fluent completion of K. 
9.7. Differential Polynomials of Order One
Throughout this section K is an H-asymptotic field with asymptotic couple (Γ, ψ),
Γ 6= {0}. We let γ range over Γ and y over K×, and assume P ∈ K{Y } 6= has order
6 1. For such P we improve on what Sections 6.9 and 9.3 yield for differential
polynomials of arbitrary order.
Behavior of v
(
P (y)
)
. The goal of this subsection is to show the following:
Proposition 9.7.1. Suppose P (0) = 0. Then there is a finite set ∆(P ) ⊆ Γ and
a finite partition of Γ \∆(P ) into convex subsets of Γ such that for each set U in
this partition we have a strictly increasing function iU : U → Γ for which
v
(
P (y)
)
= iU (vy) whenever vy ∈ U .
We derive this from a more precise result for homogeneous P . We start with
some generalities about functions on ordered abelian groups. Let G be an or-
dered abelian group and U ⊆ G. A function η : U → G is said to be slowly
varying if η(α)− η(β) = o(α − β) for all distinct α, β ∈ U . Note that then the
function α 7→ α+ η(α) : U → G is strictly increasing. A key example of a slowly
varying function is of course ψ : Γ 6= → Γ. Note that each constant function U → G
is slowly varying, and that if η1, η2 : U → G are slowly varying, so are η1+η2, η1−η2,
and
α 7→ min(η1(α), η2(α)) : U → G.
Lemma 9.7.2. Let s ∈ K be given. Then there is a γ0 ∈ Γ and a slowly varying
function η : Γ \ {γ0} → Γ with the following properties:
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(i) v(y† − s) = η(vy) for all y with vy 6= γ0;
(ii) for each α ∈ Γ the set {γ : γ 6= γ0, η(γ) 6 α} is a union of finitely many
disjoint convex subsets of Γ.
Proof. Suppose first that s = a† with a ∈ K×. Then y†−s = (y/a)†, so v(y†−s) =
ψ(vy − va) if vy 6= va. In this case we can take γ0 = va and η(γ) = ψ(γ − va).
Next assume that s 6= y† for all y. Then we take a nonzero φ in an elementary
extension L of K such that v(y† − s) 6 v(φ† − s) for all y. (This φ could be an
element of K.) Let γ1 := v(φ†−s) ∈ ΓL. Then we claim that for all y with vy 6= vφ:
v(y† − s) =
{
ψL(vy − vφ) if ψL(vy − vφ) 6 γ1
γ1 if ψL(vy − vφ) > γ1.
To see this, let vy 6= vφ. From v(y† − s) 6 v(φ† − s) we get y†−φ† 6∼ s−φ†. Since
y† − s = (y† − φ†)− (s− φ†) and y† − φ† = (y/φ)†,
this gives the claim. Note that the claim can also be expressed as:
v(y† − s) = min{ψL(vy − vφ), γ1} whenever vy 6= vφ.
If vφ ∈ Γ, then the lemma clearly holds with γ0 := vφ, and if vφ /∈ Γ, then the
lemma holds for any γ0 ∈ Γ. 
Lemma 9.7.3. Suppose P is homogeneous of degree d. There is a finite set ∆(P ) ⊆ Γ
and a finite partition of Γ \∆(P ) into convex subsets of Γ such that for each set U
in this partition we have a slowly varying function ηU : U → Γ for which
v
(
P (y)
)
= d vy + ηU (vy) whenever vy ∈ U .
Proof. We have P = a0Y d + a1Y d−1Y ′ + · · · + ad(Y ′)d with a0, . . . , ad ∈ K,
so P (y) = yd(a0 + a1z + · · · + adzd), where z = y†. The henselization of K
is still H-asymptotic with the same asymptotic couple, so we can assume K is
henselian. Now apply Lemma 3.7.6 and the surrounding remarks to the polynomial
a0+a1Z+ · · ·+adZd to partition K into sets G1, . . . , Gk such that for i = 1, . . . , k:
Gi is a special disk in K with holes, and we have bi0, . . . , bid, si ∈ K with
v
(
P (y)
)
= d vy +min
{
v(bij) + j v(z − si) : 0 6 j 6 d
}
if z ∈ Gi.
In addition, either si = 0 and the condition z ∈ Gi is of the form
v(z − si,1) 6 v(si,1), . . . , v(z − si,n(i)) 6 v(si,n(i)),
or si 6= 0 and the condition z ∈ Gi is of the form
v(z − si) > v(si), v(z − si,1) 6 v(si,1), . . . , v(z − si,n(i)) 6 v(si,n(i))
where in both cases si,1, . . . , si,n(i) ∈ K×. Now use Lemma 9.7.2. 
Proof of Proposition 9.7.1. We have
P (Y ) = P1(Y ) + · · ·+ Pn(Y ) (decomposition into homogeneous parts).
Let d below range over the numbers 1, . . . , n for which Pd 6= 0; likewise with e.
Applying Lemma 9.7.3 to all Pd simultaneously we obtain a finite ∆(P ) ⊆ Γ and a
finite partition of Γ \∆(P ) into convex subsets of Γ such that for each set U in the
partition and each d we have a slowly varying function ηU,d : U → Γ for which
v
(
Pd(y)
)
= d vy + ηU,d(vy) whenever vy ∈ U .
356 9. ASYMPTOTIC FIELDS AND ASYMPTOTIC COUPLES
If d < e, then the function
γ 7→ (e γ + ηU,e(γ))− (d γ + ηU,d(γ)) : U → Γ
is strictly increasing. Hence, after increasing ∆(P ) and refining our partition if
necessary, we can arrange that for each U in the partition there is a d = dU such
that for all e 6= d:
v
(
Pd(y)
)
< v
(
Pe(y)
)
whenever vy ∈ U .
Thus v
(
P (y)
)
= v
(
Pd(y)
)
for d = dU and vy ∈ U , and the proposition follows. 
Evaluation at pc-sequences. In this subsection we fix a pc-sequence (aρ) in K.
Proposition 9.7.6 below is an analogue of Kaplansky’s theorem (Lemma 3.2.7) about
pc-sequences of algebraic type. It is stronger than Lemma 6.9.3 in not requiring the
derivation of K to be small with nontrivial differential residue field, but weaker in
assuming that K is H-asymptotic and P has order 6 1. Moreover, we never need
to replace in our situation (aρ) by an equivalent pc-sequence.
Lemma 9.7.4. Assume P /∈ K and aρ  a ∈ K. Then P (aρ) P (a).
Proof. Replacing aρ by aρ − a and P (Y ) by P+a(Y )− P (a) we can assume that
aρ  0, P (0) = 0, and have to show that then P (aρ) 0. Proposition 9.7.1 gives a
finite subset ∆(P ) of Γ and a finite partition of Γ \∆(P ) into finitely many convex
subsets of Γ such that for each set U in this partition, v
(
P (y)
)
is strictly increasing
as a function of vy ∈ U . Taking U in the partition such that v(aρ) ∈ U eventually,
we conclude that P (aρ) 0. 
Corollary 9.7.5. If P /∈ K, then (P (aρ)) is a pc-sequence.
Proof. Use that (aρ) has a pseudolimit in some elementary extension of K. 
Proposition 9.7.6. Assume P /∈ K[Y ], P (aρ)  0, and Q(aρ) 6 0 for every
Q ∈ K{Y } with c(Q) < c(P ). Then K has an immediate asymptotic extension
field K〈a〉 with the following properties:
(i) P (a) = 0 and aρ  a;
(ii) for any H-asymptotic extension field L of K and any b ∈ L with P (b) = 0
and aρ  b there is a unique embedding K〈a〉 → L over K that sends a to b.
Proof. Note first that P ∈ K[Y, Y ′] is irreducible. Consider the domain
K[y0, y1] = K[Y, Y
′]/(P ), y0 := Y + (P ), y1 := Y
′ + (P ),
and let K(y0, y1) be its field of fractions. We extend the valuation v on K to a
valuation v : K(y0, y1)× → Γ as follows. Pick a pseudolimit e of (aρ) in some H-
asymptotic field extension of K. Let φ ∈ K(y0, y1), φ 6= 0, so φ = f(y0, y1)/g(y0)
with f ∈ K[Y, Y ′] of lower degree in Y ′ than P and g ∈ K[Y ] 6=.
Claim: v
(
f(e, e′)
)
, v
(
g(e)
) ∈ Γ, and v(f(e, e′)) − v(g(e)) depends only on φ and
not on the choice of (f, g).
To see why this claim is true, note that f(aρ, a′ρ) 6 0 by the minimality of P , and
that f(aρ, a′ρ) f(e, e
′) if f /∈ K, by Lemma 9.7.4. Hence
f(aρ, a
′
ρ) ∼ f(e, e′) and v
(
f(aρ, a
′
ρ)
)
= v
(
f(e, e′)
)
, eventually.
In particular, v
(
f(e, e′)
) ∈ Γ, and likewise, v(g(e)) ∈ Γ. Suppose that also φ =
f1(y0, y1)/g1(y0) with f1 ∈ K[Y, Y ′] of lower degree in Y ′ than P and g1 ∈ K[Y ] 6=.
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Then fg1 ≡ f1g mod P in K[Y, Y ′], and thus fg1 = f1g since fg1 and f1g have
lower degree in Y ′ than P . Hence v
(
f(e, e′)
) − v(g(e)) = v(f1(e, e′)) − v(g1(e)),
thus establishing the claim.
This allows us to define v : K(y0, y1)× → Γ by
vφ := v
(
f(e, e′)
)− v(g(e)).
It is routine to check that this map v is a valuation on the field K(y0, y1), except
maybe for the multiplicative law. For this, for i = 1, 2 let φi ∈ K(y0, y1)×, so φi =
fi(y0, y1)/gi(y0) with fi ∈ K[Y, Y ′] 6= of lower degree in Y ′ than P and gi ∈ K[Y ] 6=.
Then
v(φi) = v
(
fi(aρ, a
′
ρ)
)− v(gi(aρ)) eventually (i = 1, 2)
and hence
v(φ1) + v(φ2) = v
(
(f1f2)(aρ, a
′
ρ)
)− v((g1g2)(aρ)) eventually.
We have f1f2 = (qP )/h + r/h where q, r ∈ K[Y, Y ′], h ∈ K[Y ] 6= and degY ′ r <
degY ′ P . Then φ1φ2 = r(y0, y1)/s(y0) where s := g1g2h ∈ K[Y ] 6=, and hence
v(φ1φ2) = v
(
r(aρ, a
′
ρ)
)− v(s(aρ)) eventually.
Now (f1f2)(aρ, a′ρ) 6 0 since f1(aρ, a′ρ) 6 0 and f2(aρ, a′ρ) 6 0. Moreover,
P (aρ, a
′
ρ) 0 and r(aρ, a
′
ρ) 6 0; hence
v
(
(f1f2)(aρ, a
′
ρ)
)
= v
(
r(aρ, a
′
ρ)
)− v(h(aρ)) eventually.
Therefore v(φ1φ2) = v(φ1) + v(φ2) as desired. Obviously, the value group of the
valuation v on K(y0, y1) is Γ. Its residue field is that of K. To see this, let
φ ∈ K(y0, y1)× and vφ = 0; we shall find s ∈ K with v(φ − s) > 0. We have
φ = f(y0, y1)/g(y0) with f ∈ K[Y, Y ′] of lower degree in Y ′ than P and g ∈ K[Y ] 6=.
Multiplying f and g by a suitable element of K× we may assume that v
(
f(e, e′)
)
=
v
(
g(e)
)
= 0. By the above we have f(e, e′) ∼ f(aρ, a′ρ) and g(e) ∼ g(aρ), eventually,
hence v
(
f(e,e′)
g(e) − s
)
> 0 where s :=
f(aρ,a
′
ρ)
g(aρ)
with large enough ρ, so v(φ − s) > 0
for such s.
We now equipK(y0, y1) with the derivation extending the derivation ofK such that
y′0 = y1. We also set a := y0, so a
′ = y1 and K(y0, y1) = K〈a〉. Then P (a) = 0,
trivially, and aρ  a, as is easily checked.
To show that K〈a〉 is an asymptotic field, we use Proposition 9.5.1 with K(a) in
the role of K and L = K〈a〉. By that proposition it is enough to show that K(a) is
asymptotic in K〈a〉. To do that we apply Lemma 9.6.4 with L = K(a), F = K〈a〉
and U = K[a]. Consider elements u = g(a) with g ∈ K[Y ] \K, and b ∈ K× such
that b ≺ 1; it suffices to show that then u′ ≺ b† if u ≺ 1, and u′ 4 b† if u ≍ 1.
If u ≍ 1, then we take s ∈ K with u ∼ s and use s′ 4 b† to reduce to the case
u ≺ 1. So we assume u ≺ 1. Note that v(u) = eventual value of v(g(aρ)), so
v
(
g(aρ)
)
> 0 eventually, hence v
(
g(aρ)
′
)
is eventually constant as a function of ρ,
and v
(
g(aρ)
′
)
> v(b†) eventually. Therefore it is enough to show:
Claim: v(u′) = eventual value of v
(
g(aρ)
′
)
.
Let g = c0 + c1Y + · · ·+ cnY n (ci ∈ K), and put g∂ := c′0 + c′1Y + · · ·+ c′nY n, so
u′ = g(a)′ = g∂(a) +
∂g
∂Y
(a)a′, g(aρ)
′ = g∂(aρ) +
∂g
∂Y
(aρ)a
′
ρ.
358 9. ASYMPTOTIC FIELDS AND ASYMPTOTIC COUPLES
Therefore the claim holds if P (Y, Y ′) is of degree > 1 in Y ′, so we can assume
P (Y, Y ′) = P0(Y ) + P1(Y )Y
′ where P0, P1 ∈ K[Y ], P1 6= 0.
Put R := −P0/P1. Then P1(a) 6= 0 and a′ = R(a). Also P1(aρ) 6= 0 eventually.
We may assume that P1(aρ) 6= 0 for all ρ. Then for each ρ we have
(9.7.1) g(aρ)′ = g∂(aρ) +
∂g
∂Y
(aρ)R(aρ) +
∂g
∂Y
(aρ)
(
a′ρ −R(aρ)
)
.
Now
v
(
g∂(aρ) +
∂g
∂Y
(aρ)R(aρ)
)
= v
(
g∂(a) +
∂g
∂Y
(a)R(a)
)
eventually. Also a′ρ − R(aρ) = P (aρ, a′ρ)/P1(aρ), hence v
(
∂g
∂Y (aρ)
(
a′ρ − R(aρ)
))
is
eventually strictly increasing. We have
v
( ∂g
∂Y
(aρ)
(
a′ρ −R(aρ)
))
> v
(
g∂(a) +
∂g
∂Y
(a)R(a)
)
eventually: otherwise,
v
( ∂g
∂Y
(aρ)
(
a′ρ −R(aρ)
))
< v
(
g∂(a) +
∂g
∂Y
(a)R(a)
)
eventually, and then, by (9.7.1), v
(
g(aρ)
′
)
would be both eventually constant and
eventually strictly increasing. Hence
v
(
g(aρ)
′
)
= v
(
g∂(a) +
∂g
∂Y
(a)R(a)
)
= v(u′)
eventually, proving the claim. Thus K〈a〉 is an asymptotic field.
It remains to prove item (ii). But this follows easily from the above, since any b as
in (ii) is transcendental over K, and can serve as e in the arguments above. 
Notes and comments. Suppose K has small derivation and P (of order 6 1)
is homogeneous of degree d > 1, with dΓ = Γ. Then the function vP : Γ → Γ is
a strictly increasing bijection, by the Equalizer Theorem. For this case, however,
we have a more constructive (unpublished) argument leading to the stronger result
that the function γ 7→ 1dvP (γ) : Γ→ Γ is ψ-steady.
9.8. Extending H-Asymptotic Couples
Let (Γ, ψ) and (Γ1, ψ1) be asymptotic couples. An embedding
h : (Γ, ψ)→ (Γ1, ψ1)
is an embedding h : Γ→ Γ1 of ordered abelian groups such that
h
(
ψ(γ)
)
= ψ1
(
h(γ)
)
for γ ∈ Γ 6=.
If Γ ⊆ Γ1 and the inclusion Γ →֒ Γ1 is an embedding (Γ, ψ) → (Γ1, ψ1), then we
call (Γ1, ψ1) an extension of (Γ, ψ).
In the rest of this section we assume (Γ, ψ) to be an H-asymptotic couple, and
(Γ1, ψ1) to be an asymptotic couple, not necessarily of H-type. Thus ψ is constant
on every archimedean class of Γ: for α, β ∈ Γ 6= with [α] = [β] we have ψ(α) = ψ(β).
Most of the extension results in this section come from [19, Section 2], but the
restriction to H-asymptotic (Γ, ψ) leads to fewer case distinctions.
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Lemma 9.8.1. Let i : Γ→ G be an embedding of ordered abelian groups inducing a
bijection [Γ]→ [G]. Then there is a unique function ψG : G6= → G such that (G,ψG)
is an H-asymptotic couple and i : (Γ, ψ)→ (G,ψG) is an embedding.
Proof. Define ψG(g) := i
(
ψ(γ)
)
for g ∈ G6= and γ ∈ Γ 6= with [g] = [i(γ)]. Then
ψG : G
6= → G has the required properties: to check (AC3), pass to the divisible
hulls of Γ and G. 
The next lemma and its proof show how to remove a gap.
Lemma 9.8.2. Let β be a gap in (Γ, ψ). Then there is an H-asymptotic couple
(Γ + Zα, ψα) extending (Γ, ψ) such that
(i) α > 0 and α′ = β;
(ii) if i : (Γ, ψ)→ (Γ1, ψ1) is an embedding and α1 ∈ Γ1, α1 > 0, α′1 = i(β), then i
extends uniquely to an embedding j :
(
Γ+Zα, ψα
)→ (Γ1, ψ1) with j(α) = α1.
Proof. Suppose (Γ + Zα, ψα) is an asymptotic couple that extends (Γ, ψ) and
satisfies (i). At this point we do not assume (Γ + Zα, ψα) to be of H-type. Then
α′ < (Γ>)′ gives 0 < α < Γ>. Since Ψ has no largest element, [Γ 6=] has no least
element, so 0 < nα < Γ> for all n > 1, in particular, Γ + Zα = Γ⊕ Zα. Hence
ψα(α) = α′ − α = β − α > Ψ,
and thus for all γ ∈ Γ and k ∈ Z with γ + kα 6= 0,
(9.8.1) ψα(γ + kα) =
{
ψ(γ), if γ 6= 0,
β − α, otherwise.
It easily follows that (Γ+Zα, ψα) is of H-type, and has the universal property (ii).
All this assumes the existence of an asymptotic couple (Γ + Zα, ψα) that ex-
tends (Γ, ψ) and satisfies (i).
To get such a couple, take an ordered abelian group extension Γα = Γ+Zα of Γ
such that 0 < nα < Γ> for all n > 1 and extend ψ to ψα : (Γα)6= → Γα according
to (9.8.1); in particular α+ψα(α) = β. It remains to show that (Γ +Zα, ψα) is an
asymptotic couple. It is tedious but routine to check that (AC1) is satisfied, and
(AC2) holds trivially. As to (AC3), note first that
max{ψα(γ + kα) : γ ∈ Γ, k ∈ Z, γ + kα 6= 0} = β − α.
Thus, given γ ∈ Γ and k ∈ Z with γ + kα > 0, we need only verify that
β − α < ψα(γ + kα) + (γ + kα).
This is easy to do by distinguishing the cases γ 6= 0 and γ = 0. 
The universal property (ii) determines (Γ+Zα, ψα) up to isomorphism over (Γ, ψ).
Note also that [Γ + Zα] = [Γ] ∪ {[α]}, so for Ψα := ψα((Γ + Zα)6=) we have:
(9.8.2) Ψα = Ψ ∪ {β − α}, β − α = maxΨα.
Lemma 9.8.2 goes through with α < 0 and α1 < 0 in place of α > 0 and α1 > 0,
respectively. In the setting of this modified lemma we have Γ< < nα < 0 for
all n > 1, and (9.8.1) goes through for γ ∈ Γ and k ∈ Z with γ + kα 6= 0, and
(9.8.2) goes through. So we have really two ways to remove a gap, and this is a
pervasive fork in the road. In any case, removal of a gap as above leads by (9.8.2)
to a grounded H-asymptotic couple, and this is the situation we consider next.
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Lemma 9.8.3. Assume Ψ has a largest element β. Then there is an H-asymptotic
couple (Γ + Zα, ψα) extending (Γ, ψ) with α 6= 0, α′ = β, such that for any em-
bedding i : (Γ, ψ) → (Γ1, ψ1) and any α1 ∈ Γ 6=1 with α′1 = i(β) there is a unique
extension of i to an embedding j : (Γ + Zα, ψα)→ (Γ1, ψ1) with j(α) = α1.
Proof. Suppose (Γ+Zα, ψα) is an asymptotic couple extending (Γ, ψ) with α 6= 0,
α′ = β. In the divisible hull of (Γ + Zα, ψα) we have for γ ∈ (QΓ)<,
γ′ = γ + ψ(γ) < ψ(γ) 6 β = α′,
so γ < α < 0 by Lemma 6.5.4(iii). Hence Γ< < nα < 0 for all n > 1, in particular,
Γ + Zα = Γ ⊕ Zα. Also ψα(α) = β − α > Ψ, and thus (9.8.1) holds for all
γ ∈ Γ and k ∈ Z with γ + kα 6= 0. It easily follows that (Γ + Zα, ψα) is of H-
type, and has the required universal property. All this assumes the existence of an
asymptotic couple (Γ + Zα, ψα) extending (Γ, ψ) with α 6= 0, α′ = β, but the above
also suggests how to construct it. The details are similar to those in the proof of
Lemma 9.8.2 and are left to the reader. 
Let (Γ + Zα, ψα) be as in Lemma 9.8.3. Then [Γ + Zα] = [Γ] ∪ {[α]}, so (9.8.2)
holds for Ψα := ψα
(
(Γ + Zα)6=
)
. Thus our new Ψ-set Ψα still has a maximum,
but this maximum is larger than the maximum β of the original Ψ-set Ψ. By
iterating this construction indefinitely, taking a union, and passing to the divisible
hull, we obtain a divisible H-asymptotic couple with asymptotic integration. Once
we have a divisible H-asymptotic couple with asymptotic integration, we can create
an extension with a gap as follows:
Lemma 9.8.4. Suppose (Γ, ψ) has asymptotic integration and Γ is divisible. Then
there is an H-asymptotic couple (Γ +Qβ, ψβ) extending (Γ, ψ) such that:
(i) Ψ < β < (Γ>)′;
(ii) for any divisible H-asymptotic (Γ1, ψ1) extending (Γ, ψ) and β1 ∈ Γ1 with
Ψ < β1 < (Γ
>)′ there is a unique embedding (Γ + Qβ, ψβ) → (Γ1, ψ1) of
asymptotic couples that is the identity on Γ and sends β to β1.
Proof. Since Ψ has no largest element, we can take an elementary extension
(Γ∗, ψ∗) of (Γ, ψ) with an element β ∈ Γ∗ such that Ψ < β < (Γ>)′. More-
over, for each α ∈ Γ> we have α† < β < α′ and α′ − α† = α, so Γ is dense in
Γ + Qβ by Lemma 2.4.17. Hence [Γ + Qβ] = [Γ], and thus ψ∗ maps (Γ + Qβ)6=
into Ψ, and with ψβ the restriction of ψ∗ to (Γ + Qβ)6= we have an H-asymptotic
couple (Γ + Qβ, ψβ) extending (Γ, ψ) satisfying (i). Let (Γ1, ψ1) be a divisible H-
asymptotic couple extending (Γ, ψ) and β1 ∈ Γ1, Ψ < β1 < (Γ>)′. By the universal
property of Lemma 2.4.16 we have a unique embedding Γ + Qβ → Γ1 of ordered
vector spaces over Q that is the identity on Γ and sends β to β1. It is routine
to check that this embedding is also an embedding (Γ + Qβ, ψβ) → (Γ1, ψ1) of
asymptotic couples. 
Let (Γ, ψ) be divisible with asymptotic integration and let (Γ + Qβ, ψβ) be an
H-asymptotic couple as in Lemma 9.8.4. If (Γ + Qα, ψα) is also a divisible H-
asymptotic couple extending (Γ, ψ) with Ψ < α < (Γ>)′, then by (ii) we have an
isomorphism (Γ+Qβ, ψβ)→ (Γ+Qα, ψα) of asymptotic couples that is the identity
on Γ and sends β to α. In this sense, (Γ + Qβ, ψβ) is unique up to isomorphism
over (Γ, ψ). Thus the construction of (Γ + Qβ, ψβ) in the proof of Lemma 9.8.4
gives the following extra information, with Ψβ the set of values of ψβ on (Γ+Qβ)6=:
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Corollary 9.8.5. The set Γ is dense in the ordered abelian group Γ + Qβ, so
[Γ] = [Γ +Qβ], Ψβ = Ψ and β is a gap in (Γ +Qβ, ψβ).
Here is a version of Lemma 9.8.4 for possibly non-divisible Γ:
Corollary 9.8.6. Suppose (Γ, ψ) has rational asymptotic integration. Then there
is an H-asymptotic couple (Γ + Zβ, ψβ) extending (Γ, ψ) such that:
(i) Ψ < β < (Γ>)′, kβ /∈ Γ for all k ∈ Z6=, and [Γ + Zβ] = [Γ];
(ii) for any H-asymptotic couple (Γ1, ψ1) extending (Γ, ψ) and any β1 ∈ Γ1 with
Ψ < β1 < (Γ
>)′ there is a unique embedding (Γ ⊕ Zβ, ψβ) → (Γ1, ψ1) of
asymptotic couples that is the identity on Γ and sends β to β1.
Moreover, β is a gap in (Γ + Zβ, ψβ) for any such extension of (Γ, ψ).
Proof. By assumption, (QΓ, ψ) has asymptotic integration, so we can take an
H-asymptotic couple (QΓ + Qβ, ψβ) extending (QΓ, ψ) and satisfying (i) and (ii)
in Lemma 9.8.4, with (QΓ, ψ) replacing (Γ, ψ). Note that kβ /∈ Γ for all k ∈ Z6=.
By Corollary 9.8.5 we have ψβ
(
(Γ + Zβ)6=
)
= Ψ. Denoting the restriction of ψβ
to (Γ +Zβ)6= also by ψβ we obtain therefore an H-asymptotic couple (Γ⊕Zβ, ψβ)
extending (Γ, ψ) satisfying (i) and (ii) in the present corollary. 
Recall from Section 2.1 that a cut in an ordered set S is just a downward closed
subset of S, and that an element a of an ordered set extending S is said to realize
a cut C in S if C < a < S \ C (so a /∈ S).
Lemma 9.8.7. Let C be a cut in [Γ 6=] and let β ∈ Γ be such that β < (Γ>)′, γ† 6 β
for all γ ∈ Γ 6= with [γ] > C, and β 6 δ† for all δ ∈ Γ 6= with [δ] ∈ C. Then there
exists an H-asymptotic couple (Γ⊕Zα, ψα) extending (Γ, ψ), with α > 0, such that:
(i) [α] realizes the cut C in [Γ 6=], and ψα(α) = β;
(ii) given any embedding i of (Γ, ψ) into an H-asymptotic couple (Γ1, ψ1) and
any element α1 ∈ Γ>1 such that [α1] realizes the cut
{[
i(δ)
]
: [δ] ∈ C} in[
i(Γ 6=)
]
and ψ1(α1) = i(β), there is a unique extension of i to an embedding
j : (Γ⊕ Zα, ψα)→ (Γ1, ψ1) with j(α) = α1.
If (Γ, ψ) has asymptotic integration, then so does (Γ⊕Zα, ψα). If (Γ, ψ) has rational
asymptotic integration, then so does (Γ⊕ Zα, ψα).
Proof. By Lemma 2.4.5 we can extend Γ to an ordered abelian group Γα := Γ⊕Zα
with α > 0 such that [α] realizes the cut C in [Γ 6=]. Then [Γα] = [Γ] ∪ {[α]}. We
extend ψ : Γ 6= → Γ to ψα : (Γα)6= → Γ by
ψα(γ + kα) := min
{
ψ(γ), β
}
for γ ∈ Γ, k ∈ Z6=.
(So ψα
(
(Γα)6=
)
= Ψ∪ {β}.) A tedious but routine checking of cases shows that ψα
decreases on (Γα)>, and that axioms (AC1) and (AC2) for asymptotic couples hold
for (Γα, ψα). To verify (AC3), let δ = γ + kα and δ∗ = γ∗ + k∗α be elements
of (Γα)> (γ, γ∗ ∈ Γ, k, k∗ ∈ Z); we have to show that ψα(δ∗) < δ + ψα(δ). We can
assume [δ∗] < [δ], since otherwise ψα(δ∗) 6 ψα(δ) < δ + ψα(δ). We distinguish the
following cases, using Lemma 6.5.4(i) in Cases 2 and 3:
Case 1: [δ∗] = [γ∗], [δ] = [γ]. Then
[
ψ(γ∗) − ψ(γ)] < [γ∗ − γ] = [γ] = [δ], hence
ψα(δ∗) = ψ(γ∗) < ψ(γ) + δ = ψα(δ) + δ.
Case 2: [δ∗] = [α], [δ] = [γ]. Then [γ] > C, so ψ(γ) 6 β. Hence ψ
(
β − ψ(γ)) >
ψ(γ), so
[
β − ψ(γ)] < [γ] = [δ], and thus ψα(δ∗) = β < ψ(γ) + δ = ψα(δ) + δ.
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Case 3: [δ∗] = [γ∗], [δ] = [α]. Then [γ∗] ∈ C, so
ψ
(
ψ(γ∗)− β) > min{ψ(γ∗), β} = β,
so
[
ψ(γ∗) − β] ∈ C or ψ(γ∗) = β. Hence [ψ(γ∗) − β] < [α] = [δ], and thus
ψα(δ∗) = ψ(γ∗) < β + δ = ψα(δ) + δ.
So (Γα, ψα) is indeed an H-asymptotic couple satisfying (i). That it satisfies (ii)
follows easily from the universal property of Lemma 2.4.5.
Assume (Γ, ψ) has asymptotic integration; given γ ∈ Γ and k ∈ Z6= we shall find
an antiderivative of γ+ kα in (Γα, ψα). If γ = β, then kα is such an antiderivative,
so assume γ 6= β. Lemma 6.5.2 gives the asymptotic couple (Γ,min(ψ, β)) whose
Ψ-set has maximum element β. Since γ 6= β, Theorem 9.2.1 gives γ∗ ∈ Γ such that
γ∗ +min
(
ψ(γ∗), β
)
= γ and so γ∗ + kα+ ψα(γ∗ + kα) = γ + kα, that is, γ∗ + kα
is an antiderivative as required.
Preserving rational asymptotic integration is done likewise. 
For C = ∅ and β a gap in (Γ, ψ), this gives:
Corollary 9.8.8. Let β ∈ Γ be a gap in (Γ, ψ). Then there exists an H-asymptotic
couple (Γ + Zα, ψα) extending (Γ, ψ), such that:
(i) 0 < nα < Γ> for all n > 1, and ψα(α) = β;
(ii) for any embedding i of (Γ, ψ) into an H-asymptotic couple (Γ1, ψ1) and any
α1 ∈ Γ>1 with ψ1(α1) = i(β), there is a unique extension of i to an embedding
j : (Γ + Zα, ψα)→ (Γ1, ψ1) with j(α) = α1.
Notes and comments. As already mentioned, much of this section comes from
[19, Section 2]. For example, Lemma 9.8.3 is a special case of [19, Lemma 2.12],
and Lemma 9.8.7 combines Lemma 2.15 of [19] and a remark that follows the proof
of that lemma.
9.9. Closed H-Asymptotic Couples
An H-asymptotic couple (Γ, ψ) is said to be closed if it is divisible with asymptotic
integration and Ψ := ψ(Γ 6=) is downward closed. At the beginning of Section 10.6
we indicate why the H-asymptotic couple of T is closed.
By [18], closed H-asymptotic couples admit quantifier elimination. A step in
that direction is Proposition 9.9.2 below, which is needed in Section 16.1. In this
book we do not need quantifier elimination for closed H-asymptotic couples, but
to give some orientation for what follows we mention a consequence of it:
closed = existentially closed (for H-asymptotic couples).
In the first subsection we prove an easy part of this fact, namely that every H-
asymptotic couple extends to a closed H-asymptotic couple.
Embedding H-asymptotic couples into closed H-asymptotic couples. Let
us construe an asymptotic couple (Γ, ψ) as an ordered group Γ equipped with
a binary relation on Γ, namely the graph of ψ : Γ 6= → Γ. In this way the H-
asymptotic couples are exactly the models of a set of ∀∃-sentences in the language of
ordered abelian groups augmented by a binary relation symbol. By Section B.10 and
Lemma B.10.8 this gives the notion of an H-asymptotic couple being existentially
closed , and the fact that every H-asymptotic couple extends to an existentially
closed one.
9.9. CLOSED H-ASYMPTOTIC COUPLES 363
Lemma 9.9.1. Existentially closed H-asymptotic couples are closed.
Proof. Let (Γ, ψ) be an existentially closed H-asymptotic couple. Remarks after
the proof of Lemma 6.5.3 show that Γ is divisible. Next, it follows from Lemma 9.8.2
that (Γ, ψ) has no gap, from Lemma 9.8.3 that (Γ, ψ) is not grounded (so it has
asymptotic integration) and from Lemma 9.8.7 that Ψ is downward closed. 
A closure property of closed H-asymptotic couples. Let (Γ, ψ) be an as-
ymptotic couple. Recall from 6.5 that we extended ψ : Γ 6= → Γ to a function
ψ : Γ∞ → Γ∞ by ψ(0) = ψ(∞) := ∞. For α1, . . . , αn ∈ Γ, n > 1, we define
the function ψα1,...,αn : Γ∞ → Γ∞ by recursion on n:
ψα1(γ) := ψ(γ − α1), ψα1,...,αn(γ) := ψ
(
ψα1,...,αn−1(γ)− αn
)
for n > 2.
Proposition 9.9.2. Let (Γ, ψ) be a closed H-asymptotic couple and let (Γ∗, ψ∗)
be an H-asymptotic couple extending (Γ, ψ). Suppose n > 1, α1, . . . , αn ∈ Γ,
q1, . . . , qn ∈ Q and γ ∈ Γ∗ are such that
ψ∗α1,...,αn(γ) 6=∞ (so ψ∗α1,...,αi(γ) 6=∞ for i = 1, . . . , n), and
γ + q1ψ
∗
α1(γ) + · · ·+ qnψ∗α1,...,αn(γ) ∈ Γ (in QΓ∗).
Then γ ∈ Γ.
In the rest of this section we establish Proposition 9.9.2.
Some lemmas. Let D be a subset of an ordered abelian group Γ. We say that D
is bounded if D ⊆ [p, q] for some p 6 q in Γ, and otherwise we call D unbounded.
(These notions and the next one are with respect to the ambient Γ.) A (convex)
component of D is by definition a nonempty convex subset C of Γ such that
C ⊆ D and C is maximal with these properties. The components of D partition
the set D: for d ∈ D the unique component of D containing d is{
γ ∈ D6d : [γ, d] ⊆ D} ∪ {γ ∈ D>d : [d, γ] ⊆ D}.
Now let (Γ, ψ) be anH-asymptotic couple, n > 1, and let α be a sequence α1, . . . , αn
from Γ. We set
Dα :=
{
γ ∈ Γ : ψα(γ) 6=∞
}
.
Thus
Dα = Γ \ {α1} for n = 1, and
Dα =
{
γ ∈ Dα′ : ψα′(γ) 6= αn
}
for n > 1 and α′ = α1, . . . , αn−1.
One checks easily by induction on n that for distinct γ, γ′ ∈ Dα,
ψα(γ)− ψα(γ′) = o(γ − γ′).
Lemma 9.9.3. Assume Γ is divisible, and let q1, . . . , qn ∈ Q. Then the function
γ 7→ γ + q1ψα1(γ) + q2ψα1,α2(γ) + · · ·+ qnψα(γ) : Dα → Γ
is strictly increasing. Moreover, this function has the intermediate value property
on every component of Dα.
Proof. Let η : Dα → Γ be the function given by
η(γ) := q1ψα1(γ) + q2ψα1,α2(γ) + · · ·+ qnψα(γ).
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The function γ 7→ γ + η(γ) : Dα → Γ is strictly increasing since η(γ) − η(γ′) =
o(γ − γ′) for all distinct γ, γ′ ∈ Dα. Let C be a component of Dα with α1 < C,
and let β < γ1 < γ2 in C, with γ2 − γ1 6 γ1 − β. Then
0 < γ1 − α1 < γ2 − α1 = (γ2 − γ1) + (γ1 − α1) 6 2(γ1 − α1),
so ψ(γ1 − α1) = ψ(γ2 − α1). Hence η(γ1) = η(γ2), since η(γ) depends only on
ψ(γ − α1). Using terminology of Section 2.4 we have shown that η|C is v-slow on
the right, where v is the standard valuation of Γ. Thus by Lemma 2.4.9 the function
γ 7→ γ + η(γ) on C has the intermediate value property. For the components < α1
of Dα we can argue likewise. 
In the rest of this subsection the H-asymptotic couple (Γ, ψ) is closed.
Lemma 9.9.4. The set Dα has at most 2n components, and on each of these the
function ψα is monotone and has the intermediate value property.
Proof. For n = 1 we have α = α1, and the two components of Dα are Γ<α, on
which ψα is increasing, and Γ>α, on which ψα is decreasing. On each of these ψα has
the intermediate value property, since Ψ is downward closed. Suppose the lemma
holds for a certain α = α1, . . . , αn, let αn+1 ∈ Γ, and set α+ := α1, . . . , αn, αn+1.
Consider a component C of Dα. Then ψα is monotone on C, say increasing on C,
and has the intermediate value property on C. Put
C1 :=
{
γ ∈ C : ψα(γ) < αn+1
}
,
and similarly define C2 and C3, with = and >, respectively, replacing <. Thus C
is the disjoint union of its convex subsets C1, C2 and C3, and C1 < C2 < C3. Also
C ∩Dα+ = C1 ∪C3, ψα+ is clearly increasing on C1 and decreasing on C3, and has
the intermediate value property on C1 and on C3. If both C1 and C3 are nonempty,
then C2 is nonempty (because of the intermediate value property of ψα on C), and
thus C1 and C3 are the components of Dα+ that are contained in C. Otherwise C
only contributes one component to Dα+, or none at all, depending on whether just
one or both of C1 and C3 are empty. 
At this point we need more terminology. Let f : Γ∞ → Γ∞ be a function, and let C
be a nonempty convex subset of Γ on which f does not take the value ∞. Let
p, q ∈ Γ, and let S ⊆ Γ be downward closed. (We only use this for f = ψα with C
a component of Dα, and S = Ψ.)
(1) f increases on C from p to q if f |C is increasing, p 6 q, and f(C) = [p, q];
(2) f decreases on C from p to q if f |C is decreasing, p > q, and f(C) = [q, p];
(3) f increases on C from p to S if f |C is increasing, and f(C) = S>p;
(4) f decreases on C from S to q if f |C is decreasing, and f(C) = S>q;
(5) f decreases on C from S to −∞ if f |C is decreasing, and f(C) = S;
(6) f decreases on C from p to −∞ if f |C is decreasing, and f(C) = (−∞, p].
Next, let (Γ∗, ψ∗) be a closed H-asymptotic couple that extends our closed H-
asymptotic couple (Γ, ψ). Besides Dα ⊆ Γ we now also have the set D∗α ⊆ Γ∗ with
its components, taken relative to the ambient (Γ∗, ψ∗); note that D∗α ∩ Γ = Dα.
Lemma 9.9.5. The components C of Dα have the following properties:
(i) C is contained in a (necessarily unique) component C∗ of D∗α, and the map
C 7→ C∗ is a bijection from the set of components of Dα onto the set of com-
ponents of D∗α, with C
∗ ∩ Γ = C for each C;
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(ii) Dα has a (necessarily unique) unbounded component C∞ > α1; the corre-
sponding component C∗∞ of D
∗
α is > α1 and unbounded in Γ
∗;
(iii) for bounded C there are p, q ∈ Γ such that one of the following holds:
(a) ψα increases on C from p to q and ψ∗α increases on C
∗ from p to q,
(b) ψα decreases on C from p to q and ψ∗α decreases on C
∗ from p to q,
(c) ψα increases on C from p to Ψ and ψ∗α increases on C
∗ from p to Ψ∗,
(d) ψα decreases on C from Ψ to q and ψ∗α decreases on C
∗ from Ψ∗ to q;
(iv) for the unbounded component C∞ > α1 of Dα and the corresponding compo-
nent C∗∞ of D
∗
α, one of the following holds:
(a) ψα decreases on C∞ from Ψ to −∞ and ψ∗α decreases on C∗∞ from Ψ∗
to −∞,
(b) there is p ∈ Γ such that ψα decreases on C∞ from p to −∞ and ψ∗α
decreases on C∗∞ from p to −∞.
Before we start the proof we note that α1 /∈ Dα and ψα(α1 + γ) = ψα(α1 − γ) for
all γ ∈ Γ. Thus α1 + γ 7→ α1 − γ : Γ → Γ maps each component > α1 of Dα onto
a component < α1 of Dα. The lemma therefore also gives a unique unbounded
component < α1 of Dα, with properties symmetric to those for C∞.
Proof. We proceed by induction on n. The case n = 1 is easy to verify. Suppose
the lemma holds for a certain α = α1, . . . , αn, let αn+1 ∈ Γ, and set α+ :=
α1, . . . , αn, αn+1. By the remark preceding this proof we only need to consider
components > α1. Let C > α1 be a component of Dα, and C∗ the corresponding
component of D∗α. Set
C1 :=
{
γ ∈ C : ψα(γ) < αn+1
}
.
Similarly define C2 and C3, with = and >, respectively, replacing <, and define
the sets C∗i for i = 1, 2, 3 likewise, replacing C by C
∗ and ψα by ψ∗α. Hence
C∗i ∩ Γ = Ci, for i = 1, 2, 3. The components of Dα+ contained in C are the
nonempty sets among C1 and C3, and the components of D∗α+ contained in C
∗ are
the nonempty sets among C∗1 and C
∗
3 . The inductive assumption easily gives that
for i = 1, 2, 3 we have: Ci 6= ∅ ⇔ C∗i 6= ∅. This proves (i) and (ii).
Assume that C is bounded in Γ (and hence C∗ is bounded in Γ∗). We also assume ψα
increases on C and ψ∗α increases on C
∗. (The case that ψα decreases on C and ψ∗α
decreases on C∗ is similar and left to the reader.) We distinguish cases:
Case 1: There exist p, q ∈ Γ such that ψα increases on C from p to q and ψ∗α
increases on C∗ from p to q. Fix such p, q. Then we have several subcases:
(a) q 6 αn+1. Then C3, C∗3 = ∅. If q < αn+1, then C1, C∗1 6= ∅, C2, C∗2 = ∅,
ψα+ increases on C1 from ψ(p − αn+1) to ψ(q − αn+1), and ψ∗α+ increases
on C∗1 from ψ(p − αn+1) to ψ(q − αn+1). If αn+1 = q > p, then C1, C∗1 6= ∅,
C2, C
∗
2 6= ∅, and ψα+ increases on C1 from ψ(p−αn+1) to Ψ, and ψ∗α+ increases
on C∗1 from ψ(p− αn+1) to Ψ∗. If αn+1 = p = q, then C1 = ∅ and C∗1 = ∅.
(b) αn+1 6 p and q 6= αn+1. Then C1, C∗1 = ∅ and C3, C∗3 6= ∅. If αn+1 < p,
then C2, C∗2 = ∅, and ψα+ decreases on C3 from ψ(p− αn+1) to ψ(q − αn+1),
and ψ∗α+ decreases on C
∗
3 from ψ(p−αn+1) to ψ(q−αn+1). If αn+1 = p, then
C2, C
∗
2 6= ∅, ψα+ decreases on C3 from Ψ to ψ(q − αn+1), and ψ∗α+ decreases
on C∗3 from Ψ
∗ to ψ(q − αn+1).
(c) p < αn+1 < q. Then Ci, C∗i 6= ∅ (i = 1, 2, 3). Here, ψα+ increases on C1
from ψ(p − αn+1) to Ψ, and ψ∗α+ increases on C∗1 from ψ(p − αn+1) to Ψ∗.
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Similarly, ψα+ decreases on C3 from Ψ to ψ(q − αn+1), and ψ∗α+ decreases
on C∗3 from Ψ
∗ to ψ(q − αn+1).
Case 2: There exists p ∈ Γ such that ψα increases on C from p to Ψ, and ψ∗α
increases on C∗ from p to Ψ∗. Fix such p, and note that then p ∈ Ψ. This
case is essentially treated as Case 1, using Lemmas 9.2.11 and 9.2.13 and some
notation introduced after their proofs. If, for example, αn+1 < p, so that C1, C∗1 =
∅, C2, C∗2 = ∅ and C3, C∗3 6= ∅, then ψα+ decreases on C3 from ψ(p − αn+1) to
ψ(∗ − αn+1), and ψ∗α+ decreases on C∗3 from ψ(p − αn+1) to ψ∗(∗ − αn+1), which
equals ψ(∗ − αn+1). We leave the details to the reader.
Now suppose C = C∞ is the unbounded component > α1 of Dα. Then C∗ = C∗∞
is the unbounded component > α1 of D∗α. We have two cases again:
Case 3: ψα decreases on C from Ψ to −∞, and ψ∗α decreases on C∗ from Ψ∗
to −∞. If αn+1 > Ψ, then C1, C∗1 6= ∅ and C2, C∗2 , C3, C∗3 = ∅, so ψα+ decreases
on C1 from ψ(∗−αn+1) to −∞, ψ∗α+ decreases on C∗1 from ψ(∗−αn+1) to −∞, C1 is
the unbounded component > α1 of Dα+, and C∗1 is the unbounded component > α1
of D∗α+. If, on the other hand, αn+1 ∈ Ψ, then C1, C∗1 6= ∅, C3, C∗3 6= ∅, C1 > C2 >
C3, C∗1 > C
∗
2 > C
∗
3 , ψα+ decreases on C1 from Ψ to −∞, ψ∗α+ decreases on C∗1
from Ψ∗ to −∞, ψα+ increases on C3 from ψ(∗−αn+1) to Ψ, ψ∗α+ increases on C∗3
from ψ(∗ − αn+1) to Ψ∗, the unbounded component > α1 of Dα+ is C1, and the
unbounded component > α1 of D∗α+ is C
∗
1 .
Case 4: There is p ∈ Γ such that ψα decreases on C from p to −∞ and ψ∗α
decreases on C∗ from p to −∞. This case is treated like Case 3, except that we
now have three subcases, according to whether αn+1 > p, αn+1 = p, or αn+1 < p.
This finishes the inductive step, hence the proof of the lemma. 
Let q1, . . . , qn ∈ Q and let θ : Dα → Γ be given by
θ(γ) := γ + q1ψα1(γ) + q2ψα1,α2(γ) + · · ·+ qnψα(γ).
Lemma 9.9.6. Let C∞ be the unbounded component > α1 of Dα. Then θ is not
bounded from above on C∞: for any β ∈ Γ there exists γ ∈ C∞ with θ(γ) > β.
Similarly, θ is not bounded from below on the unbounded component < α1 of Dα.
Proof. Note that
[
θ(γ) − θ(δ)] = [γ − δ] for all γ, δ ∈ Dα, and that [Γ] has no
maximum, by closedness of (Γ, ψ). Given β ∈ Γ we pick δ ∈ C∞, and γ > δ such
that [γ] > [δ],
[
β−θ(δ)]. Then [θ(γ)−θ(δ)] > [β−θ(δ)], in particular θ(γ) > β. 
Proof of Proposition 9.9.2. Recall the setting: (Γ, ψ) is a closed H-asymptotic
couple, (Γ∗, ψ∗) is an H-asymptotic couple that extends (Γ, ψ); also, α is a sequence
α1, . . . , αn with n > 1 and α1, . . . , αn ∈ Γ, and q1, . . . , qn ∈ Q. This yields the
function θ : Dα → Γ as defined at the end of the previous subsection, and likewise
we have the function θ∗ : D∗α → Γ∗ given by
θ∗(γ) := γ + q1ψ
∗
α1(γ) + q2ψ
∗
α1,α2(γ) + · · ·+ qnψ∗α(γ) (γ ∈ D∗α).
It is clear that D∗α∩Γ = Dα and that θ∗ extends θ. The claim we have to establish is
that every γ ∈ D∗α with θ∗(γ) ∈ Γ lies in Γ. We first note that by extending (Γ∗, ψ∗)
further, if necessary, we can arrange that the H-asymptotic couple (Γ∗, ψ∗) is also
closed; this uses Lemmas 9.9.1 and B.10.8. In view of the results in the previous
subsection it suffices to prove under these conditions:
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Lemma 9.9.7. Let C be a component of Dα, with corresponding component C∗
of D∗α. If δ ∈ C∗ \ C, then θ∗(δ) ∈ Γ∗ \ Γ.
Proof. By induction on n. The case n = 1 is easily checked using Lemmas 9.9.3
and 9.2.7. Assume the lemma holds for a certain sequence α = α1, . . . , αn, and
certain q1, . . . , qn ∈ Q. Let αn+1 ∈ Γ, put α+ = α1, . . . , αn, αn+1 and let qn+1 ∈ Q.
Then we have corresponding functions θ+ : Dα+ → Γ and θ∗+ : D∗α+ → Γ∗ given by
θ+(γ) := θ(γ) + qn+1ψα+(γ),
θ∗+(γ) := θ
∗(γ) + qn+1ψ
∗
α+(γ).
Let C be a component of Dα with corresponding component C∗ of D∗α. De-
fine Ci, C∗i (for i = 1, 2, 3) as in the proof of Lemma 9.9.5. Then the components
of Dα+ contained in C are the nonempty sets among C1, C3, and the compo-
nents of D∗α+ contained in C
∗ are the nonempty sets among C∗1 , C
∗
3 . We assume
δ ∈ C∗i \ Ci for i = 1 or i = 3, and have to show that θ∗+(δ) /∈ Γ. If δ lies in the
convex hull of Ci in C∗i , that is, if there are p, q ∈ Ci such that p < δ < q, then
the injectivity of θ∗+ and intermediate value property of θ+|[p, q] already guarantee
that θ∗+(δ) ∈ Γ∗ \ Γ, without use of the induction hypothesis. So from now on, we
assume that δ does not lie in the convex hull of Ci in C∗i .
Suppose there exists an element β ∈ Γ lying strictly between δ and α1, and set
ε := 12 |β − α1| > 0. Then ψ∗α1 is constant on the segment
I = Iβ :=
{
γ ∈ Γ∗ : δ − ε 6 γ 6 δ + ε},
since [γ − α1] = [δ − α1] for all γ ∈ I. An easy induction on k gives I ⊆ D∗α1,...,αk
and ψ∗α1,...,αk is constant on I, for k = 1, . . . , n+1. Hence I ⊆ C∗i , ψ∗α+ is constant
on I, and θ∗+(γ) = θ
∗
+(δ) + γ − δ for all γ ∈ I. If I ∩ Ci 6= ∅, say ξ ∈ I ∩ Ci, then
θ∗+(δ) = θ
∗(δ) + qn+1ψ
∗
α+(δ) = θ
∗(δ) + qn+1ψα+(ξ) /∈ Γ,
since θ∗(δ) /∈ Γ, by the induction hypothesis. Thus for the rest of the proof we
assume Iβ ∩ Ci = ∅ for all β ∈ Γ strictly between δ and α1. Next, by the remark
preceding the proof of Lemma 9.9.5 we arrange that δ, C and C∗ are all > α1.
We now first consider the case that C is bounded, ψα increases on C, ψ∗α
increases on C∗, and i = 1. Then C1 < C2 < C3 and C∗1 < C
∗
2 < C
∗
3 . The following
possibilities arise (see proof of Lemma 9.9.5):
Case 1: We have p ∈ Γ such that ψα+ increases on C1 from p to Ψ and ψ∗α+
increases on C∗1 from p to Ψ
∗. By the proof of Lemma 9.9.5 this gives C2 6= ∅.
Since δ is not in the convex hull of C1 in C∗1 , either δ > C1 or δ < C1.
(a) δ > C1. Taking any β ∈ C1 we have α1 < β < δ, and thus C1 < I < C2, with
I = Iβ as defined above. Let ε = 12 |β − α1| ∈ Γ> be as before, and choose
ξ ∈ C1 so large that |αn+1 − ψα(ξ)| 6 ε. Hence, in [Γ∗],[
ψ∗α+(δ)− ψα+(ξ)
]
<
[
ψ∗α(δ) − ψα(ξ)
]
6
[
αn+1 − ψα(ξ)
]
6 [ε].
Let f(γ) := θ∗(γ) + qn+1ψα+(ξ), for γ ∈ I. Then θ∗+(δ) > f(δ − ε) since
θ∗+(δ)− f(δ − ε) = ε+ θ∗+(δ − ε)− f(δ − ε)
= ε+ qn+1
(
ψ∗α+(δ)− ψα+(ξ)
)
.
Likewise θ∗+(δ) < f(δ + ε). Hence, by the intermediate value property for f
on I (Lemma 9.9.3) we get γ ∈ I with f(γ) = θ∗+(δ). Since I ∩ C1 = ∅, we
have γ /∈ Γ, so f(γ) /∈ Γ by inductive hypothesis. Thus θ∗+(δ) /∈ Γ.
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(b) δ < C1. Then ψ∗α+(γ) = p for all γ such that δ 6 γ < C1. In particular
θ∗+(δ) = θ
∗(δ) + qn+1p /∈ Γ, by the induction hypothesis.
Case 2: We have p, q ∈ Γ such that ψα+ increases on C1 from p to q and ψ∗α+
increases on C∗1 from p to q. Again, either δ < C1 or δ > C1. Both subcases are
treated as in Case 1(b).
Next we consider the case that C is bounded, ψα increases on C and ψ∗α increases
on C∗, and i = 3. Either ψα+ decreases on C3 from Ψ to q and ψ∗α+ decreases
on C∗3 from Ψ
∗ to q, for some q ∈ Γ, or ψα+ decreases on C3 from p to q and ψ∗α+
decreases on C∗3 from p to q, for some p, q ∈ Γ. The latter subcase is treated as
in Case 2 above. In the first subcase, suppose that δ < C3. Then C2 6= ∅, hence
there exists β ∈ Γ with α1 < β < δ, and thus C2 < Iβ < C3, with Iβ as defined
previously. Now for any ε ∈ Γ>, in particular for ε = 12 (β − α1), we can choose
ξ ∈ C3 such that |αn+1−ψα(ξ)| 6 ε. Now continue as in Case 1(a) above. If δ > C3,
argue as in Case 1(b). The case that C is bounded and ψα is decreasing on C can
be handled in a similar way, and is left to the reader.
Now assume C is unbounded and i = 1. Then ψα decreases on C by Lem-
ma 9.9.5(iv), so C3 < C2 < C1, and C1 is necessarily the unbounded compo-
nent > α1 of Dα+. We have the following cases:
Case 3: ψα+ decreases on C1 from p to −∞ and ψ∗α+ decreases on C∗1 from p
to −∞, for some p ∈ Γ. Again, either δ < C1 or δ > C1. If δ < C1, proceed as in
Case 1(b) above; if δ > C1, then θ∗+(δ) /∈ Γ follows from Lemmas 9.9.6 and 9.9.3.
Case 4: ψα+ decreases on C1 from Ψ to −∞ and ψ∗α+ decreases on C∗1 from Ψ∗
to −∞. If δ < C1, then inspection of the proof of Lemma 9.9.5 gives C2 6= ∅. Hence
there exists β ∈ Γ with α1 < β < δ. Now adopt the argument in Case (1)(a) above.
If δ > C1, we again apply Lemma 9.9.6.
Finally, consider the case that C is unbounded and i = 3. Then ψα+ increases
on C3 from p to Ψ and ψ∗α+ increases on C3 from p to Ψ
∗, for some p ∈ Γ. If
δ > C3, note that any β ∈ C3 will satisfy α1 < β < δ, and continue as in Case 1(a).
If δ < C3, argue as in Case 1(b). This finishes the induction. 
Notes and comments. Proposition 9.9.2 is essentially Property (B) on p. 333
of [18], proved there on pp. 336–342. The H-asymptotic couples considered there
are equipped with extra structure, but this can be dropped, as pointed out in
Section 6 of that paper.
CHAPTER 10
H-Fields
Valued differential subfields of differential-valued fields are not always differential-
valued, as shown by an example at the end of Section 9.1. They do satisfy an
axiom that defines the notion of a pre-differential-valued (pre-d-valued) field. In
Section 10.1 we upgrade some basic facts on asymptotic fields to pre-d-valued fields;
for example, algebraic extensions of pre-d-valued fields are pre-d-valued, not just
asymptotic. In Section 10.2 we adjoin integrals (solutions y =
∫
f of equations
y′ = f) to pre-d-valued fields of H-type; the expression
∫
f here is purely suggestive
and we attach no formal meaning to it. This is used in Section 10.3 to show
that every pre-d-valued field of H-type has a canonical d-valued extension. In
Section 10.4 we adjoin exponential integrals (solutions y = exp(
∫
g) of equations
y† = g) to pre-d-valued fields ofH-type; again, the use of exp here is only suggestive.
Hardy fields are pre-d-valued fields, but also have a field ordering that interacts
with the valuation and derivation. Axiomatizing this interaction yields the notion
of a pre-H-field ; H-fields are d-valued pre-H-fields. Our main goal (only reached
in Chapter 16) is the model theory of the particular H-field T, but this requires
considering H-fields in general and their ordered valued differential subfields, the
pre-H-fields. We begin their study in Section 10.5, showing among other things that
each pre-H-field has a canonical H-field extension. Applying and adapting earlier
adjunction results we show in Section 10.6 that every H-field can be extended
in a minimal way to one that is Liouville closed, that is, real closed and closed
under integration and exponential integration; there are at most two such minimal
Liouville closed extensions, up-to-isomorphism. We finish this chapter with some
miscellaneous facts about asymptotic fields in Section 10.7.
10.1. Pre-Differential-Valued Fields
Throughout this section K is a valued differential field. We say that K is pre-dif-
ferential-valued (for short: pre-d-valued) if the following holds:
(PDV) for all f, g ∈ K×, if f 4 1, g ≺ 1, then f ′ ≺ g†.
Any differential field with the trivial valuation is pre-d-valued. If K is pre-d-valued,
then so is Kφ for φ ∈ K×. If K is d-valued, then K is pre-d-valued. Any valued
differential subfield of a pre-d-valued field is pre-d-valued.
Lemma 10.1.1. The following conditions on K are equivalent:
(i) K is pre-d-valued;
(ii) for all f, h ∈ K×, if f 4 1 6≍ h, then f ′ ≺ h†;
(iii) K is asymptotic and for all f, g ∈ K×, if f ≍ 1 6≍ g, then f ′ ≺ g†.
Proof. The equivalence (i) ⇔ (ii) is clear. The equivalence (ii) ⇔ (iii) follows
from the equivalence of (i) and (iv) in Proposition 9.1.3. 
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From this lemma and u† ≍ u′ for u ≍ 1 in K we obtain:
Corollary 10.1.2. If K is pre-d-valued and f, g ∈ K×, f ≍ g 6≍ 1, then f † ∼ g†.
From Proposition 9.1.3 and Lemma 10.1.1 we conclude:
Corollary 10.1.3. Ungrounded asymptotic fields are pre-d-valued.
See Section 10.7 for examples of asymptotic fields that are not pre-d-valued. The
next lemma characterizes pre-d-valued fields as exactly the valued differential fields
whose valuation is trivial on the constant field and that obey a valuation-theoretic
version of l’Hospital’s Rule:
Lemma 10.1.4. The following conditions on K are equivalent:
(i) K is pre-d-valued;
(ii) C ⊆ O, and for all f, g ∈ K×, if f 4 g ≺ 1, then fg − f
′
g′ ≺ 1;
(iii) C ⊆ O, and for all f, g ∈ K×, if 1 ≺ f 4 g, then fg − f
′
g′ ≺ 1.
Proof. Suppose K is pre-d-valued. Then K is asymptotic by Lemma 10.1.1.
Hence C ⊆ O. Let f, g ∈ K× and f 4 g ≺ 1. Then g′ 6= 0, and
f
g
− f
′
g′
=
fg′ − f ′g
gg′
= − (f/g)
′
g†
.
As f/g 4 1 and g ≺ 1, this gives (f/g)′ ≺ g†, and we have shown (i) ⇒ (ii). To
prove (ii) ⇒ (iii), suppose (ii) holds, and let f, g ∈ K with 1 ≺ f 4 g and set
a := 1/g, b := 1/f . Then a 4 b ≺ 1, hence a2/b 4 a ≺ 1. Also,
f
g
− f
′
g′
=
1/b
1/a
− (1/b)
′
(1/a)′
=
a
b
− a
2b′
b2a′
=
(a2/b)′
a′
− a
2/b
a
,
which is infinitesimal by (ii). Finally, we show (iii) ⇒ (i). Suppose (iii) holds, and
let f, h ∈ K× with f 4 1 6≍ h. To get f ′ ≺ h†, we may replace f by f +1 and h by
1/h to arrange f ≍ 1 ≺ h. Then 1 ≺ fh ≍ h, so
f ′
h
h′
=
(fh)′
h′
− fh
h
≺ 1
by (iii), and therefore f ′ ≺ h†. Hence K is pre-d-valued by Lemma 10.1.1. 
Example. Let k be a differential field, and consider the Hahn field k((tQ)). Let
g ∈ k((tQ)) and make k((tQ)) into a differential field extension of k by(∑
aqt
q
)′
=
∑
a′qt
q +
(∑
qaqt
q−1
)
g (so t′ = g.)
Suppose vg < 1. Then k((tQ)) is pre-d-valued: just note that for f ∈ k((tQ))× we
have v(f ′) = vf + vg − 1 if vf 6= 0, and v(f ′) > vg − 1 if vf = 0.
Pre-d-valued fields by coarsening. In this subsection K is an asymptotic field,
and ∆ is a convex subgroup of Γ = v(K×). With notation as at the end of Sec-
tion 9.2, we have the ∆-coarsening (K, 4˙) of K, which is again an asymptotic field.
The asymptotic fields that arise naturally and are not pre-d-valued are obtained by
coarsening the valuation of a pre-d-valued field. This raises the question whether
every asymptotic field arises by coarsening the valuation of a pre-d-valued field. In
Section 10.7 we show that this is not the case. The next result answers another
question: when is a coarsening of an asymptotic field pre-d-valued?
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Proposition 10.1.5. Suppose that {0} 6= ∆ 6= Γ. The following are equivalent:
(i) (K, 4˙) is a pre-d-valued field;
(ii) the subset Ψ∆ of Γ˙ does not have a largest element;
(iii) ψ(γ)− ψ(δ) /∈ ∆ for all γ ∈ Γ \∆, δ ∈ ∆6=;
(iv) ψ(γ)− ψ(δ) < ∆ for all γ ∈ Γ \∆, δ ∈ ∆6=.
Proof. The implication (iv)⇒ (iii) is trivial, (iii)⇒ (ii) follows by Lemma 9.2.24,
and (ii) ⇒ (i) by Corollary 10.1.3. To show (i) ⇒ (iv), let (K, 4˙) be pre-d-valued,
and let γ ∈ Γ, γ > ∆, δ ∈ ∆6=. Then γ = vg, δ = vf with f, g ∈ K×, so v˙(f ′) >
v˙(g†), hence ∆ > v(g†)− v(f ′) = ψ(γ)− (δ + ψ(δ)). Thus ψ(γ)− ψ(δ) < ∆. 
In view of Lemma 9.2.25 this yields:
Corollary 10.1.6. Suppose ψ(∆6=) ∩∆ 6= ∅. Then
(K, 4˙) is pre-d-valued ⇐⇒ ψ(Γ \∆) ⊆ Γ \∆.
Example 10.1.7. Assume K is of H-type and 1 ∈ Γ> satisfies ψ(1) = 1. Set
∆ :=
{
γ ∈ Γ : ψn(γ) > 0 for some n > 1}.
Then ∆ is a convex subgroup of Γ with 1 ∈ ψ(∆6=) ∩ ∆, and ψ(Γ \∆) ⊆ Γ \∆.
Therefore (K, 4˙) is pre-d-valued by Corollary 10.1.6. Moreover, any b ∈ K× with
1 6≍ b ≍˙ 1 yields a gap v˙(b′) = v˙(b†) = ψ(v(b))+∆ of (K, 4˙), by Lemma 9.2.24 and
the equivalence of (i) and (ii) in Proposition 10.1.5. Since ∆ 6= {0}, such b exist.
If K is an ℵ0-saturated elementary extension of T, then ∆ 6= Γ for this ∆,
since for each n > 1 and γ := v
(
expn+1(x)
)
we have ψm(γ) < 0 for m = 1, . . . , n.
Specialization. In this subsection K is an asymptotic field with small deriva-
tion and ∆ is a convex subgroup of Γ = v(K×) with ψ(∆6=) ⊆ ∆. We have the
residue field K˙ = O˙/O˙ of the valuation ring O˙ of (K, 4˙). Recall from Section 9.4
that K˙ with its induced valuation and derivation is an asymptotic field with small
derivation having asymptotic couple
(
∆, ψ|∆6=). The residue map a 7→ a˙ : O˙ → K˙
restricts to a surjective differential ring morphism O → OK˙ , which in turn restricts
to a field embedding C → CK˙ , and we identify C with a subfield of CK˙ via this
embedding. In addition we have a differential field isomorphism res(K)→ res(K˙),
making the diagram
C

 //

O //

res(K)
∼=

CK˙

 // OK˙ // res(K˙)
of differential ring morphisms commutative.
Lemma 10.1.8. Suppose K is pre-d-valued. Then K˙ is pre-d-valued. If K is d-
valued, then K˙ is d-valued with CK˙ = C.
Proof. Let f ∈ O and g ∈ O \ O˙, so f˙ ∈ OK˙ and g˙ ∈ OK˙ \ {0}. Then vg ∈ ∆6=, so
vg′ ∈ ∆, hence v(f˙ ′) > v(f ′) > v(g†) = v(g˙†), so K˙ is pre-d-valued. Now assume
that K is d-valued. Then the composition C →֒ O → res(K) is an isomorphism,
hence the composition CK˙ →֒ OK˙ → res(K˙) is also an isomorphism. Therefore K˙
is d-valued with CK˙ = C. 
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The case supΨ = 0. In this subsection K is an asymptotic field and (Γ, ψ), O, O,
and k = O/O have the usual meaning. We complement here the remarks on small
derivation in Section 9.4, focusing on the case supΨ = 0 /∈ Ψ, where necessarily K
has small derivation, is ungrounded, and thus pre-d-valued.
Lemma 10.1.9. Suppose supΨ = 0 /∈ Ψ, and L is a valued differential field extension
of K with small derivation and ΓL = Γ. Then L is pre-d-valued.
Proof. Since L has small derivation, we have f ′ 4 1 for all f 4 1 in L. So it is
enough to show that g† ≻ 1 whenever g ∈ L× and g 6≍ 1. For such g, take a ∈ K×
and u ∈ L× with g = au and u ≍ 1. Then g† = a† + u† with u† ≍ u′ 4 1 ≺ a† and
hence g† ∼ a† ≻ 1. 
Note: supΨ = 0 /∈ Ψ⇐⇒ 0 ∈ Γ is a gap in K. Thus to get a K with Γ 6= {0} and
supΨ = 0 /∈ Ψ we can start with any asymptotic field with a gap and nontrivial
valuation—Example 10.1.7 yields pre-d-valued fields ofH-type with this property—
and then arrange by compositional conjugation that this gap is 0.
Example 10.1.10. Suppose supΨ = 0 /∈ Ψ. Let a in a differential field extension
of K be transcendental over K with a′ = 1; equip K(a) with the valuation in
Theorem 6.3.2 for F := Y ′ − 1. Then by Lemma 10.1.9 the valued differential
field K(a) is pre-d-valued with value group Γ and a ≍ 1.
In view of Corollary 6.3.3 we obtain from Lemma 10.1.9:
Corollary 10.1.11. If supΨ = 0 /∈ Ψ and kL is a differential field extension of k,
then K has a pre-d-valued field extension L with small derivation, the same value
group as K, and differential residue field isomorphic to kL over k.
The assumption supΨ = 0 /∈ Ψ in Lemma 10.1.9 may seem overly restrictive, but
is in fact appropriate in view of the next two lemmas.
Lemma 10.1.12. Suppose ∂O ⊆ O and K〈Y 〉 with its gaussian valuation is pre-d-
valued. Then supΨ = 0 /∈ Ψ.
Proof. By Lemma 9.4.6 we have supΨ = 0. Also, f ′ ≺ 1 ≍ Y ′ ≺ g† for all
f, g ∈ K× with f ≺ 1 and g 6≍ 1, and thus 0 /∈ Ψ. 
Lemma 10.1.13. Assume ∂O ⊆ O. Let K〈a〉 be as in Theorem 6.3.2 with minimal
annihilator F of a over K of order r > 1, and F /∈ k×Y ′. If K〈a〉 is pre-d-valued,
then supΨ = 0 /∈ Ψ.
Proof. By Lemma 9.4.7 and its proof we have supΨ = 0 and a′ ≍ 1. Now argue
as in the proof of Lemma 10.1.12 with a replacing Y . 
In Section 9.4 we already mentioned the significant constraint supΨ = 0 on d-
henselian K. This condition is necessary for K to be merely embeddable into a
d-henselian asymptotic field; is it also sufficient? Here is a partial answer.
Corollary 10.1.14. Suppose supΨ = 0 /∈ Ψ. Then K has a d-henselian pre-d-
valued field extension L with ΓL = Γ.
Proof. Since k can be extended to a linearly surjective differential field, Corol-
lary 10.1.11 yields a pre-d-valued field extension E of K with small derivation, the
same value group as K, and linearly surjective differential residue field kE ⊇ k.
Then Corollary 6.9.5 and Lemma 10.1.9 yield an immediate spherically complete
pre-d-valued field extension L of E; any such L is d-henselian. 
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If maxΨ = 0, then K also has a d-henselian asymptotic field extension with the
same value group, by Lemma 9.4.8 together with facts about the linear surjective
closure of a differential field , a notion to be developed in the next volume.
Extensions of pre-differential-valued fields I. In this subsection we assume
that L is an asymptotic field extension of the pre-d-valued field K.
Lemma 10.1.15. Suppose Ψ is cofinal in ΨL, and for all f ∈ L41, either f ′ 4 a′
for some a ∈ K41, or f ′ 4 h′ for some h ∈ L≺1. Then L is pre-d-valued.
Proof. Let f, g ∈ L×, f 4 1, g 6≍ 1. Take b ∈ K× with b 6≍ 1 and b† 4 g†. If
a ∈ K41 and f ′ 4 a′, then a′ ≺ b†, so f ′ ≺ g†. If h ∈ L≺1 and f ′ 4 h′, then
h′ ≺ g†, so again f ′ ≺ g†. Thus L satisfies (PDV). 
Corollary 10.1.16. Suppose Ψ is cofinal in ΨL, and res(L) = res(K). Then L is
pre-d-valued.
Proof. Let f ∈ L41. Take a ∈ K such that h := f − a ≺ 1. Then a 4 1 and
f ′ = a′ + h′, so f ′ 4 a′ or f ′ 4 h′. Thus L is pre-d-valued by Lemma 10.1.15. 
Corollary 10.1.17. If L|K is immediate, then L is pre-d-valued.
Corollary 9.1.6 and the previous corollary yield:
Corollary 10.1.18. The completion Kc of K is pre-d-valued.
Extensions of pre-differential-valued fields II. In this subsection K is a pre-
d-valued field and L|K is a valued differential field extension. We first record a
pre-d-valued version of Lemma 9.5.6 with the same proof:
Lemma 10.1.19. Suppose res(K) = res(L), T ⊇ K× is a subgroup of L× with L =
K(T ), each element of K[T ] 6= has the form t1 + · · ·+ tk with k > 1, t1, . . . , tk ∈ T
and t1 ≻ ti for 2 6 i 6 k, and for all a, b ∈ T ,
a 4 1, b ≺ 1 =⇒ a′ ≺ b†.
Then L is pre-d-valued.
If L|K is algebraic, then L is asymptotic by Proposition 9.5.3, and so ΨL is defined
and equals Ψ. Thus by Corollary 10.1.16:
Lemma 10.1.20. If L|K is algebraic and res(K) = res(L), then L is pre-d-valued.
Lemma 10.1.21. Suppose that K is henselian and L|K is of finite degree such that
[L : K] =
[
res(L) : res(K)
]
. Then L is pre-d-valued.
Proof. The proof of Lemma 9.5.5 shows that for all f ∈ L41 we have f ′ 4 a′ for
some a ∈ K41. Hence L is pre-d-valued by Lemma 10.1.15. 
Proposition 10.1.22. Suppose that L|K is algebraic. Then L is pre-d-valued.
Proof. We first arrange that L is an algebraic closure of K. By Lemma 10.1.20
we next arrange that K is henselian. Using 10.1.21 and 10.1.20 we now obtain that
L is pre-d-valued as in the proof of Proposition 9.5.3. 
Corollary 10.1.23. If K is d-valued, then its algebraic closure Ka, equipped with
the unique extension of the derivation of K to a derivation on Ka and any valuation
on Ka extending that of K, is also d-valued.
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Proof. The constant field ofKa is an algebraic closure of C (Lemmas 4.1.1, 4.1.2),
and the residue field of Ka is an algebraic closure of res(K) (Corollary 3.1.9). 
Remark. The end of Section 9.1 has an example of a d-valued Hardy field Q(x)
with an algebraic Hardy field extension that is not d-valued.
Notes and comments. Pre-d-valued fields are implicit in [364, Theorem 1] and
explicit in [19]. The statement of [364, Theorem 6] is not quite correct; its proof
does give Corollary 10.1.23. Proposition 10.1.22 is from [19].
10.2. Adjoining Integrals
We perform here mild variants of adjunctions done in Sections 4 and 5 of [19]. In
contrast to that paper we consider only the case of H-type; this avoids some case
distinctions. In this section we assume that K is an H-asymptotic field.
Lemma 10.2.1. Suppose K is pre-d-valued and vs is a gap in K, with s ∈ K.
Then K has a pre-d-valued extension K(y) of H-type with y′ = s, y ≺ 1, and
resK(y) = resK, such that for any asymptotic extension L of K and z ∈ L with
z′ = s and z ≺ 1 there is a unique K-embedding K(y)→ L sending y to z.
Proof. Suppose K(y) is an asymptotic extension of K with y′ = s and y ≺ 1.
Then α := vy > 0 and α′ = vs, so 0 < nα < Γ> for all n > 1, by Lemma 9.8.2 and
its proof. Hence y is transcendental over K and the asymptotic couple of K(y) is
just the H-asymptotic couple (Γ + Zα, ψα) with α′ = β from Lemma 9.8.2, with
β := vs. Thus K(y) is H-asymptotic and has the desired universal property.
To construct such an extension, take a valued differential field extension K(y)
of K with y transcendental over K, y′ = s, and 0 < nα < Γ> for all n > 1, where
α := vy. Note that then resK = resK(y) by Lemma 3.1.30. It remains to show
that K(y) is pre-d-valued. We have ΓK(y) := v
(
K(y)×
)
= Γ + Zα = Γ ⊕ Zα. We
verify the conditions of Lemma 10.1.19 for L = K(y) and T := K×yZ. It is clear
that every element ofK[T ] 6= has the form t1+· · ·+tn with n > 1, t1, . . . , tn ∈ T , and
t1 ≻ · · · ≻ tn. Let a ∈ T ; it clearly suffices to show for β := vs: a 4 1⇒ v(a′) > β,
and a ≺ 1 ⇒ v(a†) < β. If a ≍ 1, then a ∈ K×, so v(a′) > β; accordingly we
assume a ≺ 1 below. With a = fyk, f ∈ K×, we have
a′ = f ′yk + kfyk−1y′ = f ′yk + kas/y, a† = f † + ky†.
Either f ≺ 1, or f ≍ 1 and k > 0. Consider first the case f ≺ 1. Then v(f ′yk) =
v(f ′) + kα > β and v(kas/y) > v(a) + β − α > β, so v(a′) > β; also v(f †) < β − α
and v(y†) = β − α, so v(a†) < β. Next assume f ≍ 1 and k > 0. Then we get
v(a′) > β as before, and v(f †) = v(f ′) > β and so v(a†) = β − α < β. 
Remarks. Let K and K(y) be as in Lemma 10.2.1. Then K(y) is grounded by
(9.8.2). If K is d-valued, then so is K(y) with CK(y) = C, by Lemma 9.1.2.
What if we replace y ≺ 1 in Lemma 10.2.1 by y ≻ 1? To get a concise answer we
restrict ourselves to d-valued K:
Lemma 10.2.2. Let K be d-valued, and let vs be a gap in K, with s ∈ K. Then K
has a d-valued extension K(y) of H-type with y′ = s and y ≻ 1 such that for any
asymptotic extension L of K and z ∈ L with z′ = s and z ≻ 1 there is a unique
K-embedding K(y)→ L sending y to z.
10.2. ADJOINING INTEGRALS 375
Proof. Similar to that of Lemma 10.2.1, using the remarks following (9.8.2) on the
variant of Lemma 9.8.2 when α < 0. With α, β, T as in the proof of Lemma 10.2.1
and a ∈ T , one shows: a 4 1 ⇒ v(a′) > β − α, and a ≺ 1 ⇒ v(a†) 6 β − α; this
uses the d-valued assumption on K. 
Remark. In Lemma 10.2.2 we have CK(y) = C and K(y) is grounded, by (9.8.2).
Lemma 10.2.3. Let K be pre-d-valued, and let s ∈ K be such that vs = maxΨ.
Then K has a pre-d-valued extension K(y) of H-type with y′ = s such that for any
pre-d-valued extension L of K and z ∈ L with z′ = s there is a unique K-embedding
K(y)→ L sending y to z.
Proof. Suppose K(y) is a pre-d-valued extension of K such that y′ = s. The
assumption that K(y) is pre-d-valued gives α := vy < 0, and as at the beginning
of the proof of Lemma 9.8.3 (working in the divisible hull of the asymptotic couple
of K(y)) we see that Γ< < nα < 0 for all n > 1. Thus y is transcendental over K,
and the asymptotic couple of K(y) is the H-asymptotic couple (Γ + Zα, ψα) with
α′ = β := vs from Lemma 9.8.3. This makes it clear why K(y) has the universal
property stated in the lemma, and it also indicates a way to construct such an
extension K(y) along the lines of the proof of Lemma 10.2.1. 
Let K, s, and K(y) be as in Lemma 10.2.3 and set α := vy. In view of the remarks
following the proof of Lemma 9.8.3 we have ΨK(y) = Ψ ∪ {α†} with Ψ < α†. By
Lemma 3.1.30 we have resK(y) = resK, and by Corollary 4.6.13 and s /∈ ∂K we
have CK(y) = C. If K is d-valued, then so is K(y), by Lemma 9.1.2.
Lemma 10.2.4. Suppose K is henselian, s ∈ K, vs ∈ (Γ>)′, s /∈ ∂O, and
S :=
{
v(s− a′) : a ∈ O}
has no largest element. Let L = K(y) be a field extension of K with y transcendental
over K, and let L be equipped with the unique derivation extending the derivation
of K such that y′ = s. Then there is a unique valuation of L that makes it an
H-asymptotic extension of K with y 6≍ 1. With this valuation L is an immediate
extension of K with y ≺ 1, and so L is pre-d-valued if K is.
Proof. Let κ = cf(S), so κ is an infinite cardinal, and let ρ, σ, τ range over ordi-
nals < κ. Let (aρ) be a sequence in O such that
(
v(s− a′ρ)
)
is a strictly increasing
sequence in S, and cofinal in S. Then s − a′ρ ≍ (aσ − aρ)′ for σ > ρ, hence
(aτ − aσ)′ ≺ (aσ − aρ)′ and so aτ − aσ ≺ aσ − aρ for τ > σ > ρ; thus (aρ) is a
pc-sequence in K. Also, (aρ) has no pseudolimit in K: suppose aρ  a ∈ K; then
a− aρ ≍ aσ − aρ ≺ 1 for σ > ρ, so a ∈ O; moreover, a′ − a′ρ ≍ a′σ − a′ρ for σ > ρ,
hence v(s − a′) > v(s − a′ρ) for all ρ, contradicting the cofinality property of the
v(s− a′ρ). With P (Y ) := Y ′ − s we have P (aρ) 0, and since K is henselian, we
have Q(aρ) 6 0 for all Q(Y ) ∈ K[Y ] 6=. Hence the hypotheses of Proposition 9.7.6
are satisfied. The first part of that proposition then yields a valuation of L that
makes it an immediate H-asymptotic extension of K with y ≺ 1. Let any valuation
of L be given that makes it an H-asymptotic extension of K with y 6≍ 1. Then
y ≺ 1, since y ≻ 1 implies vs = v(y′) < (Γ>)′. Also y′ = s gives that (v(y′ − a′ρ))
is strictly increasing, and so is
(
v(y − aρ)
)
, and thus aρ  y. It remains to use
Proposition 9.7.6, in particular part (ii). 
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Remarks. Suppose K and s are as in Lemma 10.2.4 and E is an asymptotic field
extension of K with an element z ≺ 1 such that z′ = s. Then z is transcendental
over K. This is because a′ρ  z
′ for the pc-sequence (aρ) in the proof of that
lemma, so aρ  z; it remains to recall that (aρ) is of transcendental type over K.
The assumption in Lemma 10.2.4 that
{
v(s − a′) : a ∈ O} has no maximum is
always satisfied for pre-d-valued K, by part (iii) of the next lemma.
Lemma 10.2.5. Suppose K is pre-d-valued and s ∈ K. Then:
(i) if
{
v(s− a′) : a ∈ K} has a maximum β ∈ Γ∞, then β /∈ (Γ 6=)′;
(ii) if K has asymptotic integration and s /∈ ∂K, then {v(s− a′) : a ∈ K} has no
maximum;
(iii) if vs ∈ (Γ>)′, and s /∈ ∂O, then {v(s− a′) : a ∈ O} has no maximum.
Proof. Suppose max{v(s − a′) : a ∈ K} = β ∈ (Γ 6=)′. Take a ∈ K and b ∈ K×,
b 6≍ 1, such that β = v(s−a′) = v(b′). Next, take u ∈ K with u ≍ 1 and s−a′ = ub′.
Then u′ ≺ b† asK is pre-d-valued, hence s−(a+ub)′ = −u′b ≺ b′, contradicting the
maximality of β. This proves (i), and (ii) is an immediate consequence. The proof
of (iii) is like that of (i), with (Γ>)′ and a, b ∈ O instead of (Γ 6=)′ and a, b ∈ K. 
Lemma 10.2.6. Suppose K is henselian, s ∈ K, v(s − a′) < (Γ>)′ for all a ∈ K,
and S :=
{
v(s − a′) : a ∈ K} has no largest element. Let L = K(y) be a field
extension of K with y transcendental over K, and let L be equipped with the unique
derivation extending the derivation of K such that y′ = s. Then there is a unique
valuation of L making it an H-asymptotic extension of K. With this valuation L
is an immediate extension of K with y ≻ 1, and so L is pre-d-valued if K is.
Proof. Note that vs ∈ S. Since S has no largest element, each α ∈ S satisfies
α < γ for some γ ∈ Ψ. Set κ = cf(S), and let ρ, σ, τ range over ordinals < κ. Take
a sequence (aρ) in K such that v(s − a′ρ) is strictly increasing and cofinal in S as
a function of ρ, and s − a′ρ ≺ s for all ρ. Then s − a′ρ ∼ a′σ − a′ρ for σ > ρ, and
hence (aτ − aσ)′ ≺ (aσ − aρ)′ for τ > σ > ρ. Note that aσ − aρ ≻ 1 for σ > ρ, since
otherwise s − a′σ ∼ (aσ+1 − aσ)′ ≺ (aσ − aρ)′, so v(s − a′σ) ∈ (Γ>)′, contradicting
the hypothesis. Hence aτ − aσ ≺ aσ − aρ for τ > σ > ρ, so (aρ) is a pc-sequence
in K. From aσ − aρ ≻ 1 for σ < ρ we get aρ 4 1 for at most one ρ, and so we
can arrange that aρ ≻ 1 for all ρ. If aρ  a ∈ K, then for some index ρ0 we have
a−aρ ≍ aσ−aρ ≻ 1 for σ > ρ > ρ0, and so a′−a′ρ ≍ a′σ−a′ρ for σ > ρ > ρ0, hence
v(s−a′) > v(s−a′ρ) for all ρ, contradicting the cofinality property of the v(s−a′ρ).
Thus the pc-sequence (aρ) in K is divergent.
Now apply Proposition 9.7.6 to P (Y ) := Y ′−s as in the proof of Lemma 10.2.4
to get a valuation of L making it an H-asymptotic extension of K. Assume any
such valuation is given. Then y ≻ 1, since y 4 1 implies vs = v(y′) > Ψ, so
v(s−a′) ∈ (Γ>)′ for some a ∈ K, a contradiction. Also, y′ = s gives that (v(y′−a′ρ))
is strictly increasing, and so is
(
v(y − aρ)
)
, and thus aρ  y. It remains to use
Proposition 9.7.6, in particular part (ii). 
By alternating the passage to a henselization with the extension procedures of
Lemmas 10.2.4 and 10.2.6 we obtain the following:
Proposition 10.2.7. Let K be d-valued with asymptotic integration. Then K has
an immediate asymptotic extension K(
∫
) such that:
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(i) K(
∫
) is henselian and closed under integration;
(ii) K(
∫
) embeds over K into any henselian d-valued H-asymptotic extension of
K that is closed under integration.
Proof. Define an integration tower on K to be a strictly increasing chain (Kλ)λ6µ
of immediate asymptotic extensions ofK, indexed by the ordinals less than or equal
to some ordinal µ, such that: K0 = K; if λ is a limit ordinal, 0 < λ 6 µ, then
Kλ =
⋃
ι<λKι; for λ < λ + 1 6 µ, either Kλ+1 is a henselization of Kλ, or Kλ
is already henselian, Kλ+1 = Kλ(yλ) with yλ /∈ Kλ (hence yλ is transcendental
over Kλ), y′λ = sλ ∈ Kλ, and (1) or (2) below holds, where (Γλ, ψλ) denotes the
asymptotic couple of Kλ:
(1) v(sλ) ∈ (Γ>λ )′, and sλ 6= ε′ for all ε ∈ K≺1λ ;
(2) Sλ :=
{
v(sλ − a′) : a ∈ Kλ
}
< (Γ>λ )
′.
Note that in (1) we can arrange yλ ≺ 1 by subtracting a constant from yλ, and that
in (2) the set Sλ has no largest element and yλ ≻ 1. This is relevant in connection
with the uniqueness of the valuations in Lemmas 10.2.4 and 10.2.6.
Take a maximal integration tower (Kλ)λ6µ onK, where “maximal” means that
it cannot be extended to an integration tower (Kλ)λ6µ+1 on K. Then the top Kµ
of the tower has the properties stated about K(
∫
). 
Corollary 10.2.8. With K and K(
∫
) as in Proposition 10.2.7, the only henselian
asymptotic subfield of K(
∫
) containing K and closed under integration is K(
∫
).
Proof. Let F be the intersection of all henselian asymptotic subfields L ⊇ K
of K(
∫
) that are closed under integration. Then F itself is among these L, and
so F is the smallest such L. Since F is a d-valued field extension of K closed under
integration, K(
∫
) embeds into F over K, and the image of any such embedding is
also among these L, and thus equals F . In particular, K(
∫
) is K-isomorphic to F ,
and so inherits the minimality property of F . 
Suppose K is d-valued and has asymptotic integration. The minimality property of
Corollary 10.2.8 yields that an asymptotic extension K(
∫
) as in Proposition 10.2.7
is unique up to isomorphism over K: if L is also an asymptotic extension of K with
the properties of K(
∫
) as in that proposition, then there is a K-embedding of L
into K(
∫
), and the image of this embedding is then K(
∫
).
Here is an obvious consequence of Proposition 10.2.7:
Corollary 10.2.9. Spherically complete d-valued fields of H-type with asymptotic
integration are closed under integration.
Notes and comments. Lemmas 10.2.1–10.2.5 are variants of [19, 4.1, 4.2, 4.3,
5.1]. That paper also has 10.2.7–10.2.9 without H-type assumption. Another proof
of 10.2.9, also without assuming H-type, is in [235]. If C is algebraically closed,
then the differential field K(
∫
) from Proposition 10.2.7 contains the Picard-Vessiot
antiderivative closure of K constructed in [279].
10.3. The Differential-Valued Hull
Valued differential subfields of d-valued fields are pre-d-valued. We prove here a
strong converse in the H-type case. Throughout this section K is a pre-d-valued
field of H-type.
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Theorem 10.3.1. The pre-d-valued field K of H-type has a d-valued exten-
sion dv(K) of H-type such that any embedding of K into any d-valued field L
of H-type extends uniquely to an embedding of dv(K) into L.
The universal property in the theorem determines dv(K) up to unique isomorphism
over K of valued differential field extensions of K. We call dv(K) the differential-
valued hull of K.
Proof of Theorem 10.3.1. If K is not d-valued, then for some b ≍ 1 in K we
have b′ /∈ ∂O, and as K is of H-type, either v(b′) ∈ (Γ>)′ or v(b′) < (Γ>)′ for such b,
and in the latter case K has a gap v(b′). For the purpose of this proof, call K nice
if there is no b ≍ 1 in K such that v(b′) is a gap in K. Thus if K has no gap (in
particular, if K is grounded), then K is nice. Also, if K is d-valued, then K is nice.
If K is nice, so is any immediate pre-d-valued extension. If K is nice, put K0 := K;
otherwise, take b ≍ 1 in K such that v(b′) is a gap in K, put s := b′, and take
K0 := K(y) with y ≺ 1 as in Lemma 10.2.1. Thus res(K0) = res(K) and K0 is nice.
Starting with K0 and iterating and alternating applications of Proposition 10.1.22
and Lemma 10.2.4 we obtain an immediate henselian d-valued extension K1 of K0
such that any embedding ofK into any henselian d-valued field L ofH-type extends
to an embedding of K1 into L; this also uses the remarks following Lemma 10.2.4.
Let D be the constant field of K1; so D maps isomorphically onto res(K1) =
res(K) under the residue map OK1 → res(K1). Put dv(K) := K(D), a d-valued
subfield ofK1. To show that dv(K) has the desired universal property, let i : K → L
be any embedding ofK into a d-valued field L ofH-type. Extend i to an embedding
i1 : K1 → Lh. Then i1(D) ⊆ CLh = CL ⊆ L, so i1
(
dv(K)
) ⊆ L. This gives
an embedding i1| dv(K) : dv(K) → L that extends i. Given d ∈ D, any such
embedding must send d to the element of CL whose residue class in res(L) equals the
natural i-image of res(d) ∈ res(K) in res(L). This gives the required uniqueness. 
The proof of the theorem above provides extra information:
(a) resK = res dv(K);
(b) dv(K) = K(D) where D is the constant field of dv(K);
(c) dv(K) is d-algebraic over K, as a consequence of (b).
Corollary 10.3.2. The value group of dv(K) is as follows:
(i) Assume K has no gap; then Γdv(K) = Γ.
(ii) Assume K has a gap β and no b ≍ 1 in K satisfies v(b′) = β; then Γdv(K) = Γ.
(iii) Assume K has a gap β and b ≍ 1 in K satisfies v(b′) = β. Let a be the
unique element of dv(K) with a′ = b′ and a ≺ 1. Then the asymptotic couple
of dv(K) is (Γ + Zα, ψα) as in Lemma 9.8.2, with α := va.
Proof. We use the notation and terminology from the proof of Theorem 10.3.1.
If K has no gap, or K has a gap β and there is no b ≍ 1 in K with v(b′) = β,
then K is nice, hence K1 is an immediate extension of K0 = K, and so dv(K) is
an immediate extension of K. This shows (i) and (ii). Suppose K has a gap β and
b ≍ 1 in K satisfies v(b′) = β. Then K0 = K(y) where y′ = b′ and y ≺ 1, and K1 is
an immediate extension of K0. Thus dv(K) is an immediate extension of K0, and
(iii) follows from Lemma 10.2.1, taking a := y ∈ K(D) = dv(K). 
If K is d-valued, then of course dv(K) = K, and the assumption in (i) or (ii) of
Corollary 10.3.2 holds. The assumption in Corollary 10.3.2(iii) holds for (K, 4˙) as
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in Example 10.1.7. If K, a are as in Example 10.1.10, then K(a), 0, a also satisfy
the assumption on K, β, b in Corollary 10.3.2(iii).
In Section 16.3 we shall need the following:
Lemma 10.3.3. Suppose K has asymptotic integration. Let L be a pre-d-valued field
extension of K of H-type and suppose L is algebraic over K and has a gap β. Then
there is no b ≍ 1 in L with v(b′) = β.
Proof. Identify dv(K) with a valued differential subfield of dv(L) via the em-
bedding dv(K) → dv(L) that extends the inclusion K → L. Now dv(K) is an
immediate extension of K by Corollary 10.3.2 and item (a) preceding that corol-
lary, and dv(L) is algebraic over dv(K) by items (a) and (b) preceding the corollary.
It follows that Γdv(L)/Γ is a torsion group, and so Γdv(L)/ΓL is a torsion group.
Now apply part (iii) of Corollary 10.3.2 to L in the role of K. 
Notes and comments. Theorem 10.3.1 without H-type restriction is in [19].
10.4. Adjoining Exponential Integrals
In this section K is an H-asymptotic field with asymptotic couple (Γ, ψ), Γ 6= {0},
and a, b range over K× and j, k over Z. Given s ∈ K we wish to adjoin an
exponential integral exp(
∫
s) to K. In Proposition 10.4.1 and Lemmas 10.4.2–
10.4.6 below, we assume s ∈ K× is such that s 6= a† for all a, and K(f) is a field
extension of K with f transcendental over K, equipped with the unique derivation
extending the derivation of K such that f † = s. If K is algebraically closed, then
the constant field of K(f) is C, by Lemmas 4.1.1, 4.6.11, and Corollary 4.6.12.
Proposition 10.4.1. Suppose K is algebraically closed and d-valued. Then there
is a valuation of K(f) that makes it a d-valued extension of H-type of K, and for
any such valuation with asymptotic couple (Γf , ψf ) of K(f),
Γf = Γ ⇐⇒ v(s− a†) ∈ (Γ>)′ for some a.
The proof consists of several lemmas, which give more precise information.
Lemma 10.4.2. Let K(f) carry a valuation making it a d-valued extension of K
with value group Γf = Γ. Then v(s− a†) ∈ (Γ>)′ for some a.
Proof. Since vf ∈ Γ, we have a and g such that f = ag, g ∈ K(f), and g ≍ 1.
Then s− a† = g† ≍ g′. Thus v(s− a†) = v(g′) ∈ (Γ>)′. 
Lemma 10.4.3. Assume K is henselian and pre-d-valued, and vs ∈ (Γ>)′. Then
there is a unique valuation of K(f) that makes it an H-asymptotic extension of K
with f − 1 6≍ 1. With this valuation K(f) is pre-d-valued, and an immediate
extension of K with f ∼ 1.
Proof. Put S :=
{
v
(
s− (1 + ε)†) : ε ∈ O} ⊆ (Γ>)′.
Claim 1: The set S has no largest element.
To see this, note first that vs ∈ S. Let γ ∈ S with γ > vs, and take ε ∈ O with
γ = v
(
s − (1 + ε)†). Since (Γ>)′ is upward closed, we have b ∈ O with v(b′) = γ.
Take u ∈ K with u ≍ 1 and s − (1 + ε)† = ub′. Now v(u′b) > v(b′) = γ, so with
δ ∈ O such that (1 + ε)(1 + ub) = 1 + δ we get
s− (1 + δ)† = s− (1 + ε)† − (1 + ub)† = ub′ − (ub)
′
1 + ub
=
u2bb′ − u′b
1 + ub
,
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hence v
(
s− (1 + δ)†) > γ. This proves Claim 1.
Let κ = cf(S), so κ is an infinite cardinal; let ρ, σ, τ range over the ordinals < κ.
Take a sequence (ερ) in O such that v
(
s − (1 + ερ)†
)
is strictly increasing as a
function of ρ, and cofinal in S. In particular, (1 + ερ)†  s.
Claim 2: (ερ) is a pc-sequence in K.
For ρ < σ we have s − (1 + ερ)† ∼ (1 + εσ)† − (1 + ερ)†. Also, for ρ 6= σ,
(εσ − ερ)′ ≻ ε′ρ(εσ − ερ), hence
(1 + εσ)
† − (1 + ερ)† =
(1 + ερ)(εσ − ερ)′ − ε′ρ(εσ − ερ)
(1 + ερ)(1 + εσ)
∼ (εσ − ερ)′.
It follows that (ετ − εσ)′ ≺ (εσ − ερ)′ for τ > σ > ρ. Hence ετ − εσ ≺ εσ − ερ for
τ > σ > ρ. Thus (ερ) is a pc-sequence.
Claim 3: The pc-sequence (ερ) has no pseudolimit in K.
To see this, suppose ερ  ε ∈ K. Then ε ∈ O and ε − ερ ≍ εσ − ερ for σ > ρ, so
(ε− ερ)′ ≍ (εσ − ερ)′ for σ > ρ. Computations as in the proof of Claim 2 then give
(1 + ε)† − (1 + ερ)† ≍ (1 + εσ)† − (1 + ερ)† for σ > ρ. Hence (1 + ερ)†  (1 + ε)†,
which in view of (1 + ερ)†  s gives v
(
s − (1 + ε)†) > v(s − (1 + ερ)†) for all ρ,
contradicting the choice of (ερ) . This proves Claim 3.
With P (Y ) := Y ′ − (1 + Y )s we have P (ερ) 0 and P (y) = 0 for y := f − 1. By
the claims we can apply Proposition 9.7.6 to P (Y ) to get a valuation of K(f) that
makes it an immediate H-asymptotic extension of K with ερ  y.
As to uniqueness, assumeK(f) is given a valuation making it an H-asymptotic
extension of K with y 6≍ 1. Then y ≺ 1, since y ≻ 1 gives y ∼ y + 1 = f , and so
v(y†) = v(f †) = vs ∈ (Γ>)′, which is impossible. From (1 + ερ)†  s = (1+ y)† we
obtain as in the proof of Claim 2 that ερ  y, and so part (ii) of Proposition 9.7.6
yields the desired uniqueness. 
Lemma 10.4.4. Let K be algebraically closed and d-valued, and suppose a satisfies
v(s − a†) ∈ (Γ>)′. Then some valuation of K(f) makes it a d-valued extension of
H-type of K; any such valuation makes K(f) an immediate extension of K.
Proof. By Lemma 10.4.3 with s−a† and f/a instead of s and f we get a valuation
of K(f) making it a d-valued extension of H-type of K. Let K(f) be equipped
with any such valuation. Then (f/a)† = s − a†, hence f ≍ a, so f/a = c(1 + z)
with c ∈ C× and z ≺ 1, and then (1 + z)† = s − a†. Thus by Lemma 10.4.3, the
valued field K(f) = K(1 + z) is an immediate extension of K. 
This takes care of Proposition 10.4.1 in the case that v(s− a†) ∈ (Γ>)′ for some a.
It remains to consider the case that v(s − a†) < (Γ>)′ for all a. This condition is
for d-valued K equivalent to:
(10.4.1) s− a† ≻ u′ for all a and for all u ∈ K41.
In the next two lemmas we presuppose that (10.4.1) holds, but do not assume thatK
is algebraically closed or d-valued, since the extra generality will be of some use.
(Of course we keep the assumption thatK is anH-asymptotic field with asymptotic
couple (Γ, ψ), Γ 6= {0}.) Put
S :=
{
v(s− a†) : a ∈ K×} ⊆ Γ,
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so S < (Γ>)′. Taking a = 1 shows that vs ∈ S. The next lemma is the most
substantial result of this section.
Lemma 10.4.5. Suppose S has no maximum and Γ is divisible. Then there is a
unique valuation on K(f) that makes K(f) an H-asymptotic extension of K with
asymptotic couple (Γf , ψf ). Moreover, for this valuation we have:
(i) vf /∈ Γ, Γf = Γ⊕ Zvf , [Γf ] = [Γ], and resK(f) = resK;
(ii) if K has small derivation, then so does K(f);
(iii) if K is pre-d-valued, then so is K(f);
(iv) if K is d-valued, then so is K(f), with the same constant field.
Proof. Since S has no largest element, Lemma 9.2.15 and Corollary 9.2.16 yield
S ⊆ (Γ<)′. Let the infinite cardinal κ be the cofinality of S, let ρ, σ, τ range
over the ordinals < κ, and let (aρ) be a sequence in K× such that the sequence(
v(s−a†ρ)
)
is strictly increasing and cofinal in S with v(s−a†ρ) > vs for all ρ. Then
s ∼ a†ρ for all ρ. Since vs ∈ (Γ<)′, and b† ≍ b′ if b ≍ 1, this gives aρ 6≍ 1 for all ρ
by (i) of Corollary 9.1.4. Also,
s− a†ρ ≍ a†σ − a†ρ ≍ a†ρ − a†σ for ρ < σ,
since s is a pseudolimit of the pc-sequence (a†ρ). Hence
(aρ/aσ)
† = a†ρ − a†σ ≻ a†σ − a†τ = (aσ/aτ )† for ρ < σ < τ .
We have v(aρ/aσ) 6= 0 for ρ < σ: otherwise s − a†ρ ≍ (aρ/aσ)† ≍ (aρ/aσ)′ and
v
(
(aρ/aσ)
′
)
> (Γ<)′ by (i) of Corollary 9.1.4, a contradiction. Put αρ := v(aρ),
so αρ − ασ = v(aρ/aσ) and ψ(αρ − ασ) = v(s − a†ρ) for ρ < σ. Thus (αρ) is a
pc-sequence with respect to the valuation ψ on the ordered abelian group Γ.
Claim 1: For α = va we have ψ(α− αρ) = v(a† − a†ρ) = v(a† − s), eventually.
This is because a†− a†ρ = (a†− s)+ (s− a†ρ), and a†− s ≻ s− a†ρ, eventually. Since
α ∈ Γ in Claim 1 is arbitrary, it follows that (αρ) has no pseudolimit in (Γ, ψ).
Suppose now thatK(f) is equipped with a valuation that makes it anH-asymptotic
field extension of K with asymptotic couple (Γf , ψf ). Then η := vf /∈ Γ: otherwise
f = ua for some a and u ∈ K(f) with u ≍ 1; for such a and u we have u† ≍ u′ ≺ b′
for all b ≻ 1 by (i) of Corollary 9.1.4, in particular u† ≺ s− a†ρ and therefore
a† − a†ρ = f † − u† − a†ρ = (s− a†ρ)− u† ≍ s− a†ρ
for all ρ, contradicting Claim 1. This yields Γf = Γ⊕Zη. Now ψf (η−αρ) = v(s−a†ρ)
for all ρ, so αρ  η in (Γf , ψf ), and for α = va, Claim 1 gives
ψf (α− η) = v(a† − s) = v(a† − a†ρ) = ψ(α− αρ), eventually.
Hence the sequence
(
[η − αρ]
)
is strictly decreasing in [Γf ], and [α− η] = [α− αρ]
eventually. Hence [Γf ] = [Γ]. It also follows that for all α ∈ Γ,
α < η ⇐⇒ α < αρ eventually, α > η ⇐⇒ α > αρ eventually.
This determines the ordering on Γf . Hence there is at most one valuation on K(f)
making K(f) an H-asymptotic field extension of K.
We now construct such a valuation. The valuation ψ : Γ 6= → Ψ is coarser than
the standard valuation of Γ, so (αρ) has no pseudolimit in Γ with respect to the
standard valuation by Lemma 2.2.21. Hence Lemma 2.4.21 gives an element η in
382 10. H-FIELDS
an ordered abelian group extending Γ such that η /∈ Γ, the sequence ([η − αρ]) is
eventually strictly decreasing, and [Γf ] = [Γ], where Γf := Γ⊕Zη. By Lemma 9.8.1
we have a unique extension of ψ : Γ 6= → Γ to a map ψf : Γ 6=f → Γ such that (Γf , ψf )
is an asymptotic couple of H-type. Now Γ is divisible, so Γ> is coinitial in Γ>f .
Therefore, if (Γ, ψ) has small derivation, then so does (Γf , ψf ).
Claim 2: ψf (va+ jη) = v(a† + js) ∈ S for all a and all j 6= 0.
To prove Claim 2, let a and j 6= 0 be given, and take u, d ∈ K× such that a = ud−j
and u ≍ 1 (which is possible since Γ is divisible). Then a† = −jd† + u† and
u† ≍ u′ ≺ s− d†, so
v(a† + js) = v(js− jd† + u†) = v(s− d†) ∈ S,
ψf (va+ jη) = ψf
(
j(−vd+ η)) = ψf (η − vd),
so it only remains to show that ψf (η − vd) = v(s− d†). Since
(
[η − αρ]
)
is strictly
decreasing, there are arbitrarily large ρ with [η − vd] = [αρ − vd]. For those ρ we
have αρ 6= vd (since η 6= vd), and thus
ψf (η − vd) = ψ(αρ − vd) = v(a†ρ − d†).
By cofinality of
(
v(s − a†ρ)
)
in S we get v(a†ρ − d†) = v(s − d†) for all sufficiently
large ρ. Hence ψf (η − vd) = v(s− d†) as required.
We now equip K(f) with the valuation v : K(f)× → Γf that extends the valuation
of K and such that vf = η.
Claim 3: K(f) is an asymptotic field with asymptotic couple (Γf , ψf ).
By Claim 2 we have:
(10.4.2) v
(
(af j)†
)
= ψf
(
va+ jη
)
if va+ jη 6= 0.
Therefore, if va+ jη, vb+ kη > 0, then
v
(
(af j)′
)
= (va+ jη)′ > ψf (vb + kη) = v
(
(bfk)†
)
.
Now suppose va + jη = 0; then j = 0, so v
(
(af j)′
)
= v(a′) > S. In particular,
if k 6= 0, then v((af j)′) > v((bfk)†) by (10.4.2) and Claim 2. If vb 6= 0, then
v
(
(af j)′
)
= v(a′) > v(b†). Since Γf 6= Γ we have resK(f) = resK. Hence K,
L := K(f) and T := K×fZ satisfy the hypotheses of Lemma 9.5.6, so L is an
asymptotic field. By (10.4.2), its asymptotic couple is (Γf , ψf ). If K is pre-d-
valued, then so is K(f) by Corollary 10.1.16. If K is d-valued, then so is K(f) with
CK(f) = C, by Lemma 9.1.2. 
The uniqueness part of Lemma 10.4.5 strengthens Proposition 10.4.1 significantly
in the case considered.
Lemma 10.4.6. Suppose S has a maximum and Γ is divisible. Then there is a
valuation on K(f) making it an H-asymptotic extension of K with [v(af)] /∈ [Γ]
for some a. For any such valuation, with asymptotic couple (Γf , ψf ) of K(f),
(i) vf /∈ Γ, Γf = Γ⊕ Zvf , resK(f) = resK, and Ψf = Ψ ∪ {maxS} ⊆ Γ;
(ii) if K has small derivation, then so does K(f); and
(iii) if K is d-valued, then so is K(f), with the same constant field.
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Proof. Let vt with t = s − b† be the largest element of S. Then v(t − a†) =
v
(
s − (ab)†) 6 vt for all a. By renaming f/b as f and t as s the hypotheses of
Lemma 10.4.6 remain valid; then v(s− a†) 6 vs for all a. Also
(10.4.3) v(a† + js) = min
(
vs, v(a†)
) ∈ S for all a and all j 6= 0.
To see this, let a and j 6= 0 be given. Since Γ is divisible we can take u, d ∈ K×
such that u ≍ 1 and a = ud−j . Then a† = −jd† + u† and u† ≍ u′ ≺ s− d†, so
v(a†+ js) = v(js− jd†+ u†) = v(s− d†) = min (vs, v(d†)) = min (vs, v(a†)).
(To get the last two equalities, consider the cases vs = v(d†) and vs = v(a†)
separately.) Since (Γ, ψ) is of H-type,
M :=
{
γ ∈ Γ< : ψ(γ) 6 vs}
is downward closed in Γ. Let η be an element of an ordered abelian group extend-
ing Γ such that M < η < Γ \M , so η < 0. Put Γf := Γ ⊕ Zη. Then [η] /∈ [Γ]:
otherwise nγ < η < γ where γ ∈ Γ< and n > 2, so ψ(γ) = ψ(nγ) 6 vs, a
contradiction. Hence [Γf ] = [Γ] ∪
{
[η]
}
. We can now apply Lemma 9.8.7 with
C :=
{
[γ] : γ ∈ Γ, M < γ < 0}, β := vs.
This gives an H-asymptotic couple (Γf , ψf ) that extends (Γ, ψ) with
ψf : Γ
6=
f → Γ, ψf (γ + jη) := min
(
ψ(γ), vs
)
for γ ∈ Γ and j 6= 0.
Equip K(f) with the valuation v : K(f)× → Γf extending the valuation of K such
that vf = η. Since Γf 6= Γ we have resK(f) = resK. If va+ jη 6= 0, then
v
(
(af j)†
)
= v(a† + js) = ψf (va+ jη)
by (10.4.3). Therefore, if va+ jη, vb+ kη > 0, then
v
(
(af j)′
)
= (va+ jη)′ > ψf (vb + kη) = v
(
(bfk)†
)
.
Next suppose va+jη = 0; then va = 0, j = 0, so v
(
(af j)′
)
= v(a′). Now v(a′) > vs,
and if vb 6= 0, then v(a′) > v(b†); hence v((af j)′) > v((bfk)†) if vb + kη 6= 0. We
have now shown that K, L = K(f) and T = K×fZ satisfy the hypotheses of
Lemma 9.5.6, so K(f) is an asymptotic field.
Now let K(f) be equipped with any valuation that makes it an H-asymptotic
extension of K with asymptotic couple (Γf , ψf ) such that [v(af)] /∈ [Γ] for some a.
Fix such a. Then vf /∈ Γ, so Γf = Γ ⊕ Zvf and resK(f) = resK. Also [Γf ] =
[Γ] ∪ {[v(af)]} by Lemma 2.4.4, and ψf(v(af)) = v(a† + s), hence
Ψf = Ψ ∪
{
v(a† + s)
}
.
To finish (i) we show that v(a† + s) = maxS: clearly, v(a† + s) ∈ S, and
v(s− b†) = v((af/ab)†) = ψf(v(af)− v(ab))
= min{ψf
(
v(af)
)
, ψ
(
v(ab)
)} 6 ψf(v(af)) = v(a† + s),
where the third equality holds because [v(af)] 6= [v(ab)] and (Γf , ψf ) is of H-type.
To prove (ii), assume that K has small derivation. We wish to show that K(f)
has small derivation. With a as above we have ψf
(
v(af)
)
= v(a† + s) ∈ Ψf , so
we are done if v(a† + s) > 0. Suppose v(a† + s) < 0. Then Lemma 9.2.9 gives
γ ∈ Γ< such that v(a† + s) < ψ(γ). Then v(af) < γ < 0 or −v(af) < γ < 0.
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Because [Γf ] = [Γ]∪
{
[v(af)]
}
, it follows that Γ< is cofinal in Γ<f , and we are done
by Lemma 9.2.9. Lemma 9.1.2 gives (iii). 
Lemmas 10.4.2, 10.4.4, 10.4.5, 10.4.6 above cover all claims of Proposition 10.4.1.
Example. Let K = C[[xQ]] with its usual derivation (x′ = 1 and C = C) and
valuation v : K× → Γ = Q, vx = −1, so K is an algebraically closed d-valued field
of H-type with Ψ = {1}. Let s = i ∈ C, i2 = −1, so s 6= a† for all a. Let f be
as in the beginning of this subsection: transcendental over K with the derivation
on K(f) extending that of K with f † = s. (One may think of f as eix.) We
have S = {0} = {vs}, and K(f) with the valuation constructed in the proof of
Lemma 10.4.6 is d-valued and satisfies vf < Γ and Ψf = {0, 1}.
Corollary 10.4.7. Suppose that K is algebraically closed, d-valued, and has small
derivation. Then K has a d-valued extension L of H-type with small derivation
and the following properties:
(i) L is algebraically closed with constant field C;
(ii) for each s ∈ K there exists f ∈ L× with f † = s;
(iii) L is algebraic over its subfield generated over K by the f ∈ L× with f † ∈ K;
(iv) there exists a family (fi)i∈I of elements of L× such that f
†
i ∈ K for all i ∈ I,
and ΓL = Γ⊕
⊕
i∈I Qv(fi) (internal direct sum of Q-linear subspaces).
Moreover, any such L has the following additional properties:
(v) ΨL ⊆ Γ, and if Ψ has a maximum α, then ΨL = Γ6α;
(vi) L has no proper differential field extension M satisfying (i), (ii), (iii) with M
instead of L.
Proof. Iterating the extension steps of Lemmas 10.4.4, 10.4.5, and 10.4.6, and
alternating these steps by taking algebraic closures, we obtain a d-valued field
extension L of K, with small derivation, of H-type, and satisfying (i)–(iv).
Let any such L be given. To prove (v), consider any element of ΨL. It
equals v(f †) with f ∈ L×, f 6≍ 1. By (iv) we have a nonzero k ∈ Z such that
fk ≍ afk11 · · · fkmm , f1, . . . , fm ∈ L×, k1, . . . , km ∈ Z.
Then kf † ≍ a† + k1f †1 + · · · + kmf †m ∈ K, so v(f †) ∈ Γ, as claimed. Now assume
also that Ψ has largest element α. Then by ΨL ⊆ Γ and Lemma 9.2.4 we have
ΨL ⊆ Γ6α. The reverse inclusion is clear from (ii).
If M is a differential field extension of L satisfying (i), (ii), (iii), then for any
element g 6= 0 of M with g† ∈ K we have f ∈ L× such that f † = g†, hence g = cf
for some c ∈ C, and thus g ∈ L. This proves (vi). 
Notes and comments. Lemma 10.4.3 is a variant of [19, Lemma 5.2]. The other
results in this section are new.
10.5. H-Fields and Pre-H-Fields
An H-field is by definition an ordered differential field K such that:
(H1) for all f ∈ K, if f > C, then f ′ > 0;
(H2) O = C + O where O = {g ∈ K : |g| 6 c for some c ∈ C} and O is the
maximal ideal of the convex subring O of K.
10.5. H-FIELDS AND PRE-H-FIELDS 385
Hardy fields containing R as a subfield are H-fields, by Proposition 9.1.9(i), (iii).
Also T with its usual ordering and derivation is an H-field. Any compositional
conjugate Kφ of an H-field K with φ ∈ K> is an H-field (with the same ordering).
We regard any H-field K as an ordered valued differential field by taking the
valuation given by the valuation ring O defined in (H2). Note that in an H-field
the ordering determines the valuation, but in our experience the valuation is the
more robust and useful feature. Nevertheless, the ordering deserves attention.
Lemma 10.5.1. Let K be an H-field, f, g ∈ K, f 4 1, 0 6= g 6≍ 1. Then f ′ ≺ g†.
Proof. Subtracting a constant from f and using (H2), we may assume f ≺ 1.
Replacing g by −g if necessary we may assume that g > 0; and replacing g by
1/g if necessary we may assume that g > C. Let c ∈ C>. Then c + f , c − f
are > 0 and ≍ 1, so g(c + f), g(c − f) > C and hence g′(c + f) + gf ′ > 0 and
g′(c− f)− gf ′ > 0 by (H1). Dividing by g′ > 0 gives −c− f < f ′/g† < c− f . This
holds for all c ∈ C>, so f ′/g† ≺ 1. 
Note that H-fields are d-valued by the previous lemma and axiom (H2). The
example at the end of Section 9.1 shows that a differential subfield of an H-field
with the induced ordering and valuation is not always an H-field; it is, however,
always a pre-H-field in the following sense: A pre-H-field is an ordered pre-d-
valued field K whose ordering, valuation, and derivation interact as follows:
(PH1) the valuation ring O is convex with respect to the ordering;
(PH2) for all f ∈ K, if f > O, then f ′ > 0.
If K is a pre-H-field, then so is any ordered valued differential subfield of K, and
any compositional conjugate Kφ with φ ∈ K>. Hardy fields are pre-H-fields. Any
ordered differential field with the trivial valuation is a pre-H-field. Since we construe
H-fields as ordered valued differential fields, they are in particular pre-H-fields. By
part (ii) of the next lemma, pre-H-fields are H-asymptotic fields:
Lemma 10.5.2. Let K be a pre-H-field and f, g ∈ K×.
(i) If f ≺ g, then f † < g†.
(ii) If f ≺ g ≺ 1, then f † < g†.
Proof. Suppose f ≺ g. Then g/f ≻ 1 and hence g† = f †+(g/f)† > f † by (PH2).
This shows (i), and (ii) follows from (i) by taking inverses. 
Lemma 10.5.3. Let K be a d-valued field and let (Ki)i∈I be a family of d-valued
subfields of K with I 6= ∅. Then ⋂iKi is a d-valued subfield of K.
Proof. With Oi the valuation ring of Ki, the valuation ring of
⋂
iKi is
⋂
iOi.
Now, given any a ∈ (⋂iOi)6=, there are unique c ∈ C and ci ∈ CKi such that a ∼ c
and a ∼ ci. Hence all ci are equal to c, and thus c ∈
⋂
iKi. It follows that
⋂
iKi
is d-valued. 
It is easy to check that for any pre-H-field K,
K is an H-field ⇐⇒ K is d-valued.
Thus Lemma 10.5.3 goes through if d-valued field and d-valued subfield are replaced
by H-field and H-subfield , respectively.
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Algebraic extensions of pre-H-fields. In this subsection K is a pre-H-field.
Proposition 10.5.4. Let L|K be an algebraic extension of ordered valued differen-
tial fields such that OL is the convex hull of O in L. Then L is a pre-H-field.
This follows from Proposition 10.1.22 and the case T = K× of the next lemma:
Lemma 10.5.5. Let L be an ordered pre-d-valued extension of K with convex valu-
ation ring OL. Let T be a subgroup of L× such that ΓL ⊆ Qv(T ) (in QΓL) and for
each t ∈ T with t ≻ 1 we have t† > 0. Then L is a pre-H-field.
Proof. Since L satisfies (PH1), it remains to verify (PH2). For this, let f ∈ L
and f > OL. Take n > 1 and t ∈ T with fn ≍ t. Then nf † = (fn)† ∼ t† by
Corollary 10.1.2, and so t† > 0 gives f ′ > 0. 
By Corollary 3.5.18 and its proof, the convex hull Orc of O in the real closure
Krc of K is the only convex valuation ring of Krc that lies over O. Consider Krc
as equipped with the valuation corresponding to Orc. Then Krc is a pre-H-field
extension of K, by Proposition 10.5.4. The constant field of Krc is the real closure
of the ordered subfield C of K in Krc, by Lemmas 4.1.1 and 4.1.2. Consequently:
Corollary 10.5.6. If K is an H-field, then so is Krc.
We equip the differential field extension K[i] (i2 = −1) of K with the valuation
ring O +Oi of K[i]; see Lemma 3.5.15. This makes K[i] a valued differential field
extension ofK with the same value group as K, and we have v(a+bi) = min(va, vb)
for all a, b ∈ K. Moreover:
Lemma 10.5.7. The valued differential field K[i] is pre-d-valued and of H-type.
If K is an H-field, then K[i] is d-valued.
Proof. K[i] is pre-d-valued by Proposition 10.1.22. Since K and K[i] have the
same asymptotic couple, K[i] is of H-type. For the last claim of the lemma, use
that the constant field of K[i] is C + Ci. 
Our main interest is in the model theory of the H-field T, but it can be useful
to work in algebraically closed extensions like T[i] that are not H-fields but still
d-valued of H-type. (In Section 10.7 we show that the subset T of T[i] is definable
in the differential field T[i].)
Immediate extensions of pre-H-fields. In this subsection K is a pre-H-field.
The next lemma is often used and elaborates on Corollary 3.5.12.
Lemma 10.5.8. Let L be an immediate asymptotic extension of K. Then L has a
unique field ordering extending that of K in which OL is convex. With this ordering
L is a pre-H-field and OL is the convex hull of O in L. If K is an H-field, then so
is L with this ordering.
Proof. L is pre-d-valued by Corollary 10.1.17. If K is an H-field, then L is d-
valued by Lemma 9.1.2. Corollary 3.5.12 yields a unique ordering on L as claimed.
With this ordering L is a pre-H-field, by Lemma 10.5.5 with T = K×. 
We always consider any immediate asymptotic extension of K as a pre-H-field
according to Lemma 10.5.8. In view of Corollary 9.1.6 we get:
Corollary 10.5.9. The completion Kc of K is a pre-H-field. If K is an H-field,
then so is Kc.
10.5. H-FIELDS AND PRE-H-FIELDS 387
Adjoining integrals. In this subsection K is a pre-H-field. The next three results
are pre-H-field versions of Lemmas 10.2.1, 10.2.2 and 10.2.3.
Corollary 10.5.10. Let s and K(y) be as in Lemma 10.2.1. Then there is a unique
ordering on K(y) making it a pre-H-field extension of K. If K is an H-field, then
so is K(y) with that unique ordering, and CK(y) = C.
Proof. By passing from s, y to −s, −y if necessary, we arrange that s < 0. Then
O < y < K>O = {f ∈ K : f > O} for any ordering of K(y) as in the corollary.
Equip K(y) with the unique ordering that according to Lemma 3.5.13 makes
it an ordered field extension of K with y > 0 and convex OK(y). To show that
then K(y) is a pre-H-field, we verify the hypothesis of Lemma 10.5.5 for L = K(y)
and T = K×yZ. So let t = gyj ≻ 1 with g ∈ K× and j ∈ Z. Then t† = g† + js/y,
and γ + jα < 0, where γ := vg and α := vy. So either γ < 0, or γ = 0 and j < 0.
If γ < 0, then v(g†) = ψ(γ) < v(s/y) = vs− α, that is, g† ≻ s/y, which in view of
g† > 0 gives t† > 0. If γ = 0 and j < 0, then v(g†) > vs > v(s/y), so s/y ≻ g†,
which by j < 0 and s/y < 0 yields again t† > 0.
For the H-field case, see the remark following Lemma 10.2.1. 
Corollary 10.5.11. Let the H-field K and s and K(y) be as in Lemma 10.2.2.
Then there is a unique ordering on K(y) making it a pre-H-field extension of K.
In fact, K(y) with that unique ordering is an H-field and CK(y) = C.
Proof. Similar to that of Corollary 10.5.10. (If s > 0 and K(y) is equipped with
an ordering making K(y) a pre-H-field extension of K, then O < y < K>O.) 
Corollary 10.5.12. With K, s, and K(y) as in Lemma 10.2.3, there is a unique
ordering on K(y) making it a pre-H-field extension of K.
Proof. Like that of Corollary 10.5.11: here also s > 0 forces O < y < K>O for
any ordering on K(y) making it a pre-H-field extension of K. 
As a pre-H-field, K is pre-d-valued and so has a d-valued hull dv(K). In view
of 10.5.10 and 10.5.8, the construction of dv(K) in the proof of Theorem 10.3.1
yields an analogue for pre-H-fields:
Corollary 10.5.13. A unique field ordering on dv(K) makes dv(K) a pre-H-field
extension of K. Let H(K) be dv(K) equipped with this ordering. Then H(K) is
an H-field and embeds uniquely over K into any H-field extension of K.
Of course this universal property determines H(K) up to unique isomorphism (of
ordered valued differential fields) over K. We call H(K) the H-field hull of K.
Extending the constant field. Here we show that d-valued fields have d-valued
extensions by constants; likewise for H-fields. First a variant of Lemma 9.6.4:
Lemma 10.5.14. Let K be a pre-d-valued field and L a valued differential field
extension of K such that ΓL = Γ. Let U ⊇ K be a K-linear subspace of L such
that L = {u/w : u,w ∈ U, w 6= 0}, and for all u ∈ U 6= and a ∈ K×,
u 4 1, a ≺ 1 =⇒ u′ ≺ a†.
Then L is pre-d-valued.
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Proof. Let f, g ∈ L×, f 4 1, g ≺ 1. Then f = u/w with u,w ∈ U 6= and w 6= 0.
Using U ⊇ K and ΓL = Γ we arrange u ≍ f and w ≍ 1. Also g = ah with a ∈ K×,
a ≺ 1, and h ≍ 1. Then f ′ = (u′ − fw′)/w ≍ u′ − fw′ ≺ a†. Thus f ′ ≺ a†, and
likewise h† ≍ h′ ≺ a†. Hence g† = a† + h† ∼ a†, so f ′ ≺ g†. 
Let K be a d-valued field. Note that then K, as a valued vector space over C, is a
Hahn space as defined in Section 2.3. Next, let L be an extension field of K with
a subfield D ⊇ C such that K and D are linearly disjoint over C and L = K(D).
Then Lemma 4.6.21 provides a unique derivation on L that extends the one of K
and is trivial on D; this derivation has D as its constant field; below we consider L
as a differential field in this way.
Proposition 10.5.15. There exists a unique valuation on the field L extending that
of K and trivial on D. This valuation has the same value group as K. Equipped
with this valuation, L is d-valued.
Proof. The linear disjointness gives a D-linear isomorphism D ⊗C K → K[D]
given by d⊗ a 7→ da. By Corollary 2.3.15 this yields a valuation v : K[D] 6= → Γ on
the abelian group K[D] that extends the valuation of K and makes K[D] a Hahn
space over D. An easy consequence of Lemma 2.3.14 is that v(fg) = v(f) + v(g)
for f, g ∈ K[D] 6=, so v extends to a (field) valuation v : L× → Γ. Corollary 2.3.15
also shows that v is the only field valuation on L that extends the valuation of K
and is trivial on D. Lemma 10.5.14 for U = K[D] and Lemma 2.3.14 show that L
with v is pre-d-valued. Lemma 2.3.14 also gives for f ∈ K[D] 6= that f ∼ da (with
respect to v) for suitable d ∈ D× and a ∈ K×. Hence L with v is d-valued. 
In the next proposition we consider the differential field L to be equipped with the
valuation of Proposition 10.5.15. Thus L extends the d-valued field K.
Proposition 10.5.16. Let K and D be given orderings that make K an H-field
and D an ordered field extension of C. Then there is a unique field ordering of L
extending the orderings of K and D in which the valuation ring of L is convex.
With this ordering L is an H-field.
Proof. Let f ∈ K[D] 6=. Lemma 2.3.14 gives f ∼ da with d ∈ D 6= and a ∈ K>
(and thus f ≍ a). We claim that the sign of d in the ordered field D depends only
on f , not on the choice of d and a. To see this, suppose also f ∼ eb with e ∈ D 6=
and b ∈ K>. Then d/e ∼ b/a ≍ 1 in the d-valued field L, and b/a > 0 in K. Hence
d/e ∈ C>, and so d and e have the same sign. Thus we can make K[D] uniquely
into an ordered vector space over D such that for any f as above we have f > 0 iff
d > 0. This ordering is clearly compatible with multiplication: if 0 < f, g ∈ K[D],
then 0 < fg. We extend this ordering to the fraction field L of K[D] to make L
an ordered field. Clearly this ordering on L is the only candidate for meeting the
requirements. It does extend the orderings of K and D, and it is an easy exercise
to check, first, that OL is convex in L for this ordering, and next, that it is the
convex hull of D in L for this ordering. With this ordering L is a pre-H-field by
Lemma 10.5.5 applied to T = K×, and thus an H-field, since L is d-valued. 
Corollary 10.5.17. Let F be a pre-H-field, E a differential subfield of F , and
F = E(CF ). Then v(F
×) = v(E×) + Zα for some α ∈ v(F×).
Proof. Extending F to its H-field hull we arrange that F is an H-field. Next,
consider E as a pre-H-subfield of F and identify its H-field hull H(E) with an
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H-subfield of F via its embedding over E into F . Then H(E) and CF are linearly
disjoint over CH(E) by a remark preceding Lemma 4.6.16. It remains to note that
v(F×) = v
(
H(E)×
)
by Proposition 10.5.15, and that v
(
H(E)×
)
= v(E×)+Zα for
some α ∈ v(H(E)×), by Corollary 10.3.2. 
Adjoining exponential integrals. In this subsection K is a pre-H-field with
asymptotic couple (Γ, ψ), Γ 6= {0}, and a, b range over K× and j, k over Z. We
assume s ∈ K× is such that s 6= a† for each a, and we take a field extension K(f)
of K with f transcendental over K, equipped with the unique derivation extending
the derivation of K such that f † = s. We prove here some pre-H-field versions of
extension lemmas in Section 10.4.
Lemma 10.5.18. Suppose K is henselian and v(s) ∈ (Γ>)′. Then there is a
unique valuation on K(f) making it an H-asymptotic extension of K with f ∼ 1.
Equipped with this valuation, K(f) is an immediate extension of K, and thus, by
Lemma 10.5.8, a pre-H-field extension of K for a unique ordering of K(f).
Proof. Immediate from Lemma 10.4.3. 
Next we establish a pre-H-version of Lemma 10.4.5, and accordingly we now assume
that s− a† ≻ u′ for all a and all u ∈ K41, and put
S :=
{
v(s− a†) : a ∈ K×} ⊆ Γ,
so S < (Γ>)′.
Lemma 10.5.19. Suppose S has no maximum and Γ is divisible. With the valuation
on K(f) of Lemma 10.4.5, there is a unique field ordering on K(f) making it a
pre-H-field extension of K with f > 0.
Proof. We can assume s < 0. (If s > 0, replace s and f by −s and f−1.)
Claim: For all a ≺ 1 we have: f ≻ a⇐⇒ s > a†.
To prove this claim, let a ≺ 1 and set α := va. Then
f ≻ a ⇐⇒ η < α ⇐⇒ αλ < α eventually
⇐⇒ aλ ≻ a eventually
⇐⇒ a†λ > a† eventually ⇐⇒ s > a†.
We order K(f) as indicated in Lemma 3.5.13 with f in the role of y, and show
that this makes K(f) a pre-H-field extension of K. Now K(f) is pre-d-valued by
item (iii) of Lemma 10.4.5, and so with T as in the proof of that lemma, it remains
to show by Lemma 10.5.5 that for all t ∈ T with t ≻ 1 we have t† > 0.
Let t ∈ T , t ≻ 1, t = af j. Consider first the case j > 0. Take d ∈ K× with
adj ≍ 1. Then t ≍ (f/d)j ≻ 1 gives f ≻ d, so s > d† by the Claim, hence js >
jd† = −a†+ g with g ∈ K, vg > Ψ, and thus a†+ js > g. Also v(a†+ js) ∈ S < vg
by Claim 2 in the proof of Lemma 10.4.5, and thus t† = a† + js > 0. In the same
way we treat the case that j < 0. The case j = 0 is trivial. 
Since (−f)† = f † = s, Lemma 10.5.19 goes through with f < 0 instead of f > 0.
The next result, Lemma 10.5.20, is essential for dealing with “Liouville closure” in
Section 10.6. The case where the set
{
v(s − a†) : a ∈ K×} in Lemma 10.5.20 has
no maximum is basically contained in Lemma 10.5.19, but the rather lengthy proof
we give here (we have no other) makes no use of that lemma.
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Lemma 10.5.20. Suppose K is a real closed H-field, s < 0, and v(s − a†) ∈ Ψ↓
for all a. Then there is a unique pair consisting of a valuation of L = K(f) and a
field ordering on L making it a pre-H-field extension of K with f > 0. With this
valuation and ordering L is an H-field, and we have:
(i) vf /∈ Γ, ΓL = Γ⊕ Zvf , f ≺ 1;
(ii) C = CL and Ψ is cofinal in ΨL;
(iii) a gap in K remains a gap in L;
(iv) if L has a gap which is not in Γ, then [Γ] = [ΓL].
Proof. Suppose L = K(f) is equipped with a valuation and an ordering making L
a pre-H-field extension of K with f > 0.
Claim 1: vf /∈ Γ. Otherwise f = au for some a and some u ∈ L with u ≍ 1. For
such a, u we have s− a† = u†, so v(s− a†) > Ψ, contradicting an assumption.
Claim 2: f ≺ 1. This is because f ≻ 1 would give s = f † > 0.
Claim 3: f ≻ b⇐⇒ s > b†. This holds by Lemma 10.5.2(i) and Claim 1.
Claim 3 shows how vf determines a cut in Γ. Thus in constructing a valuation
of L and ordering of L with the desired properties, the three claims above leave no
choice: we equip L with the unique valuation extending the valuation of K such
that 0 < vf /∈ Γ realizes the cut in Γ described in Claim 3 above (Lemmas 2.4.16
and 3.1.30), and with the unique ordering extending the ordering of K in which
the valuation ring of L is convex, and with f > 0 (Lemma 3.5.13). We are going to
show that with this valuation and ordering L is an H-field.
Put η := vf , so ΓL = Γ⊕ Zη. We claim that va+ jη > 0 if and only if
either (1) va = 0 and j > 0, or (2) va 6= 0 and a† + js < 0.
Since η > 0, this is clear if va = 0, or va 6= 0 and j = 0. Assume va 6= 0 and j < 0.
Let d ∈ K be a solution to the equation dj = 1/|a|. We have va + jη > 0 if and
only if η < vd, which is equivalent to s > (−1/j) · a†, by definition of the cut in Γ
realized by η = vf , that is, to a† + js < 0. If va 6= 0, j > 0, one argues similarly.
We observe that for va+ jη 6= 0 we have v(a† + js) ∈ Ψ↓. To see this, we may
assume j 6= 0; take d ∈ K× such that dj = 1/|a|; then v(a† + js) = v(s− d†) ∈ Ψ↓.
Suppose va+ jη 6= 0 and va = vb; then v(a†+ js) = v(b†+ js): a = ub with u ∈ K,
u ≍ 1 gives v(u†) = v(u′) > Ψ, hence v(u†) > v(b†+js), and a†+js = (b†+js)+u†,
and thus v(a†+ js) = v(b†+ js), as promised. We can therefore extend ψ : Γ 6= → Γ
to a map ψL : Γ
6=
L → Γ by
ψL(va+ jη) := v(a
† + js) for va+ jη 6= 0.
Claim 4: The function ψL is decreasing on Γ
>
L . Let va + jη > vb + kη > 0; our
job is to show that v(a† + js) 6 v(b† + ks). The above criterion “either (1) or (2)”
for an element of ΓL to be positive yields:
(3) either va = vb and j > k, or va 6= vb and a† + js < b† + ks;
(4) either vb = 0 and k > 0, or vb 6= 0 and b† + ks < 0.
This leads to four cases:
Case 1: va = vb = 0 and j > k > 0. Then v(a† + js) = vs = v(b† + ks).
Case 2: va = vb 6= 0, j > k, and b† + ks < 0. Then v(b† + js) ∈ Ψ↓ gives
(a/b)† ≺ b† + js, hence a† + js ∼ b† + js < b† + ks < 0, so v(a† + js) 6 v(b† + ks).
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Case 3: va 6= vb, a† + js < b† + ks, vb = 0, and k > 0. Then b† + ks ∼ ks < 0
and thus v(a† + js) 6 v(b† + ks).
Case 4: va 6= vb, a† + js < b† + ks, vb 6= 0, and b† + ks < 0. Then clearly
a† + js < b† + ks < 0, and thus v(a† + js) 6 v(b† + ks).
This proves Claim 4. Since ψL(kγ) = ψL(γ) for γ ∈ Γ 6=L , k 6= 0, the function ψL is
constant on every archimedean class of ΓL.
Claim 5: (ΓL, ψL) is an H-asymptotic couple and Ψ is cofinal in ΨL := ψL(Γ
6=
L ).
First assume [Γ] = [ΓL]. For va+ jη 6= 0, let b be such that [vb] = [va + jη]; then
ψL(va + jη) = ψL(vb) = v(b
†) = ψ(vb). Thus (ΓL, ψL) is an H-asymptotic couple
by Lemma 9.8.1 and its proof. Next suppose [Γ] 6= [ΓL], and take any γ0 ∈ Γ>L such
that [γ0] /∈ [Γ]. Then we have for j 6= 0,
[va] < [γ0] ⇒ ψL(va+ jγ0) = ψL(γ0), [γ0] < [va] ⇒ ψL(va+ jγ0) = v(a†),
so ψL(va+ jγ0) = min
{
v(a†), ψL(γ0)
}
.
Set Γ0 := Γ ⊕ Zγ0 ⊆ ΓL. Then
(
Γ0, ψL|Γ 6=0
)
is an H-asymptotic couple: apply
Lemmas 2.4.5 and 9.8.7 to the cut C := [Γ 6=]<[γ0] and β := ψL(γ0), using also a
fact from the proof of the latter. Since ΓL ⊆ QΓ0, (ΓL, ψL) is an H-asymptotic
couple as well. The cofinality is because v(a† + js) ∈ Ψ↓ whenever va+ jη 6= 0.
Claim 6: A gap in (Γ, ψ) remains a gap in (ΓL, ψL). If (ΓL, ψL) has a gap that is
not in Γ, then [Γ] = [ΓL]. Suppose β ∈ Γ is a gap in (Γ, ψ), but not in (ΓL, ψL).
This gives α ∈ Γ>L with β 6 ψL(α) or α′ 6 β. In either case, 0 < α < Γ>, so
ψL(α) > Ψ, contradicting that ΨL ⊆ Ψ↓ and that in the presence of a gap in (Γ, ψ)
the set Ψ cannot have a maximum.
For the second part of Claim 6, suppose towards a contradiction that (ΓL, ψL)
has a gap that is not in Γ, but [Γ] 6= [ΓL]. Then ΨL has no maximum, so Ψ has no
maximum. By the first part of Claim 6, (Γ, ψ) has no gap. Thus (Γ, ψ) has rational
asymptotic integration. With Γ0 as in the proof of Claim 5, we obtain from the last
statement in Lemma 9.8.7 that (QΓL, ψL) = (QΓ0, ψL) has asymptotic integration,
contradicting that (QΓ0, ψL) has a gap.
By Claim 1 and Lemma 3.1.30 we have resK = resL. Using this fact and Claim 5
above we can prove very quickly:
Claim 7: L is d-valued. To see this, put T := K×fZ, and let t = af j ∈ T .
Then vt = va + jη, and if vt 6= 0, then ψL(vt) = v(a† + js) = v(t†) and so
v(t′) = vt+ ψL(vt). Now use Lemma 10.1.19 and Claim 5.
To complete the proof of the lemma, it remains to show:
Claim 8: L is an H-field. Let t ∈ T , t ≻ 1; by Lemma 10.5.5 it is enough to derive
t† > 0. We can assume t /∈ K and t = af j , so j 6= 0. Take d ∈ K× with dj = 1/|a|.
First assume j > 0. Then va+ jη = vt < 0 gives η < vd, so s > d† = −a†/j, by the
definition of the cut in Γ realized by η = vf . Thus t† = a† + js > 0, as required.
Suppose j < 0. Then vd < vf , and we distinguish the cases vd > 0 (similar to the
case j > 0), vd = 0 (where we use s < 0 and vs < v(d†) = v(a†)), and vd < 0
(where we use v(a†) = v(d†) < vs and a† > 0). 
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Notes and comments. A. Robinson [357] derived some Hardy field asymptotics
from first-order axioms about ordered differential fields, and he showed where his
axioms fall short. The concepts of H-field and pre-H-field, introduced in [19], do
not suffer from that defect. A variant of the notion of H-field with an analogue
of Corollary 10.5.9 is in [241, 242]. Hahn fields R((tΓ)) with H-field derivations
respecting infinite sums are studied in [20, 240]; see also the survey [289].
Corollary 10.5.13 is [19, Corollary 4.6], but its proof there incorrectly claims
a unique field ordering on dv(K) extending that of K in which the valuation ring
of dv(K) is convex. Propositions 10.5.15 and 10.5.16 are [364, Theorem 3] and [20,
Proposition 9.1], respectively. Lemma 10.5.20 is a combination of Lemma 5.3 and
the remarks following it in [19].
10.6. Liouville Closed H-Fields
A pre-H-field K is said to be Liouville closed if it is a real closed H-field and
for all a ∈ K there exist y, z ∈ K such that y′ = a and z 6= 0, z† = a; note that
then any equation y′ + ay = b with a, b ∈ K has a solution in K×.
Examples. The H-field T is Liouville closed: see Appendix A. A Hardy field
containing R as a subfield is Liouville closed if and only if it is real closed, closed
under integration and closed under exponentiation. For a Hardy field K ⊇ R we
define Li(K) as the smallest Hardy field extension of K that is real closed and
closed under integration and exponentiation; thus Li(K) is the smallest Liouville
closed Hardy field containing K. If K is a Liouville closed H-field and φ ∈ K>,
then Kφ is a Liouville closed H-field.
Let K be a Liouville closed H-field. Then K is closed under integration (and thus
under logarithms) as defined in Section 9.4. Also, K is closed under powers in the
following sense: for all c ∈ C and f ∈ K× there exists y ∈ K× such that y† = cf †;
such y behaves like f c. The H-asymptotic couple (Γ, ψ) of K is closed in the sense
of Section 9.9: it has asymptotic integration, Γ is divisible, and Ψ is downward
closed. Thus (Γ, ψ) has a contraction map χ : Γ< → Γ< as defined in Section 9.2.
This contraction map is induced by a logarithm map on K> as follows: choosing
for each a ∈ K> a “logarithm” L(a) ∈ K, that is, L(a)′ = a†, we have
χ(α) = v
(
L(a)
)
whenever α ∈ Γ<, α = va, a ∈ K>.
Example. For K = T and a ∈ T> we may take L(a) = log(a); if a > R, then
the sequence a, log a, log log a, . . . of iterated logarithms of a is coinitial in T>R, by
results in Appendix A. Thus for any α ∈ Γ<T the sequence
(
χn(α)
)
is cofinal in Γ<T .
For use in Section 11.8 we mention two easy results:
Lemma 10.6.1. Let K and L be Liouville closed H-subfields of an H-field M such
that CL = CM . Then K ∩ L is a Liouville closed H-subfield of M .
Proof. It is easy to check thatK∩L is a real closedH-subfield ofM with constant
field C = CK . Let a ∈ K ∩ L. First, take f ∈ K and g ∈ L such that f ′ = a = g′.
Then f−g ∈ CM , so f−g ∈ L, and thus f ∈ K∩L. Next, take f ∈ K× and g ∈ L×
such that f † = a = g†. Then f/g ∈ CM , so f/g ∈ L, and thus f ∈ K ∩ L. 
Using Lemma 10.5.3 and Corollary 3.5.6 we obtain likewise:
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Lemma 10.6.2. If K is an H-field and (Ki)i∈I (I 6= ∅) is a family of Liouville closed
H-subfields of K, all with the same constants as K, then
⋂
iKi is a Liouville closed
H-subfield of K.
Completion. Recall that by Corollary 9.1.6 the completion of a d-valued field is
d-valued. In this subsection we show that taking the completion preserves some
further properties, like being a Liouville closed H-field.
Corollary 10.6.3. Suppose the d-valued field K is closed under integration. Then
the completion Kc of K is also closed under integration.
Proof. Note that (Γ, ψ) has asymptotic integration, in particular Γ 6= {0}. Let
b ∈ Kc. To get a ∈ Kc with a′ = b we may subtract from b an element of K and
arrange in this way that vb > Ψ. Take a c-sequence (bρ) in K with bρ → b and
vbρ > Ψ for all ρ. Take for each ρ the unique aρ ∈ K with a′ρ = bρ and aρ ≺ 1.
Then (aρ) is clearly a c-sequence in K, which gives a ∈ Kc with aρ → a, and thus,
taking derivatives, a′ = b. 
Corollary 10.6.4. Suppose the d-valued field K satisfies (K×)† = K. Then the
completion Kc of K also satisfies ((Kc)×)† = Kc.
Proof. Let b ∈ Kc. To get nonzero a ∈ Kc with a† = b we may subtract from
b an element of K and arrange in this way that vb > Ψ. Take a c-sequence (bρ)
in K with bρ → b and vbρ > Ψ for all ρ. Take for each ρ the unique aρ ∈ O
with (1 + aρ)† = bρ. Now (1 + δ)† − (1 + ε)† ∼ (δ − ε)′ for distinct δ, ε ∈ O, so
(aρ) is a c-sequence in K. This gives a ∈ Kc with aρ → a, and thus a ≺ 1 and
(1 + a)† = b. 
Corollaries 3.5.20, 10.5.9, 10.6.3, and 10.6.4 yield a result used in Section 14.1:
Lemma 10.6.5. If K is a Liouville closed H-field, then so is its completion Kc.
Liouville extensions. Let K be a differential field. A Liouville extension of
K is a differential field extension L of K such that CL is algebraic over C and for
each a ∈ L there are t1, . . . , tn ∈ L with a ∈ K(t1, . . . , tn) and for i = 1, . . . , n,
(1) ti is algebraic over K(t1, . . . , ti−1), or
(2) t′i ∈ K(t1, . . . , ti−1), or
(3) ti 6= 0 and t†i ∈ K(t1, . . . , ti−1).
We leave the routine proofs of the next two lemmas to the reader.
Lemma 10.6.6. Let M |L and L|K be differential field extensions. If M |K is a
Liouville extension, then so is M |L. If M |L and L|K are Liouville extensions,
then so is M |K.
Lemma 10.6.7. Let M |K be a differential field extension such that CM is algebraic
over C. Then the subfield of M generated by any nonempty set of intermediate
Liouville extensions of K is also a Liouville extension of K. Thus there exists a
largest differential subfield of M that contains K and is a Liouville extension of K.
The assumption in Lemma 10.6.7 that CM is algebraic over K cannot be dropped:
for a transcendental real number r, the Hardy subfields Q(x) and Q(x+ r) of R(x)
are both Liouville extensions of Q with Q as common field of constants, but the
Hardy subfield Q(x, x+ r) = Q(x, r) of R(x) is not a Liouville extension of Q.
Let K be a differential field, and |K| := cardinality of K. We observe:
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Lemma 10.6.8. Suppose L is a Liouville extension of K. Then |L| = |K|.
Proof. Define a chain of differential subfields K = K0 ⊆ K1 ⊆ K2 ⊆ · · · of L:
Kn+1 =

algebraic closure of Kn in L for n ≡ 0 (mod 3)
Kn
({a ∈ L : a′ ∈ Kn}) for n ≡ 1 (mod 3)
Kn
({a ∈ L× : a† ∈ Kn}) for n ≡ 2 (mod 3)
Clearly |Kn| = |K| for all n (by induction), and L =
⋃
nKn, so |L| = |K|. 
Lemma 10.6.9. Let K be a Liouville closed H-field. Then K has no proper Liouville
extension with the same constants as K.
Proof. Suppose L is a proper Liouville extension of the differential field K with
the same constants asK. Up to K-isomorphism the only proper algebraic extension
field of K is K(i) with i2 = −1, and as a differential field extension of K it contains
the constant i /∈ C. Hence L must contain a solution y /∈ K to an equation y′ = a
with a ∈ K, or a solution z /∈ K with z 6= 0 to an equation z† = b with b ∈ K.
But given y as above, take y0 ∈ K with y′0 = a, and then y − y0 ∈ CL \ C, a
contradiction. Similarly, given z as above, take z0 ∈ K× with z†0 = b, and note that
then z/z0 ∈ CL \ C, a contradiction. 
Liouville closure. Let K be an H-field. A Liouville closure of K is a Liouville
closed H-field extension L of K such that L is also a Liouville extension of K.
Note that if L is a Liouville closure of K, then by Lemma 10.6.9 there is no proper
H-subfield of L that contains K and is Liouville closed.
Lemma 10.6.10. Let K ⊆ M be an extension of H-fields such that M is Liouville
closed and CM is algebraic over C. Then M has a unique H-subfield L ⊇ K that
is a Liouville closure of K.
Proof. Lemma 10.6.7 gives a largest Liouville extension L of K in M . Then
CL = CM , so L is an H-subfield of M . It is also clear that L is real closed, and
that for any a ∈ L and y, z ∈ M with y′ = a and z 6= 0, z† = a we have y, z ∈ L.
Thus L is a Liouville closure of K; uniqueness follows from Lemma 10.6.9. 
Corollary 10.6.11. Let K be a Hardy field containing R as a subfield. Then
Li(K) is a Liouville closure of K.
Proof. Use CLi(K) = R and Lemma 10.6.10. 
The main result about Liouville closures.
Theorem 10.6.12. Let K be an H-field. Then one of the following occurs:
(I) K has exactly one Liouville closure up to isomorphism over K,
(II) K has exactly two Liouville closures up to isomorphism over K.
Moreover, for any H-field K we have:
(1) If no Liouville H-field extension of K has a gap, then K falls under Case (I).
Special case: H-subfields of T properly containing R fall under Case (I).
(2) If K is grounded, then K falls under Case (I).
(3) Suppose K has a gap γ. Then K falls under Case (II): in one Liouville closure
L1 of K, all s ∈ K with vs = γ have the form b′ with b ≻ 1, while in another
Liouville closure L2 of K all s ∈ K with vs = γ have the form b′ with b ≺ 1.
We prove Theorem 10.6.12 and statements (1), (2), (3) later in this section.
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Liouville towers. In this subsection K is an H-field. A Liouville tower on K
is a strictly increasing chain (Kλ)λ6µ of H-fields, indexed by the ordinals less than
or equal to some ordinal µ, such that
(1) K0 = K;
(2) if λ is a limit ordinal, 0 < λ 6 µ, then Kλ =
⋃
ι<λKι;
(3) for λ < λ+ 1 6 µ, either
(a) Kλ is not real closed and Kλ+1 is a real closure of Kλ,
or Kλ is real closed, Kλ+1 = Kλ(yλ) with yλ /∈ Kλ (so yλ is transcendental
over Kλ), and one of the following holds, with (Γλ, ψλ) the asymptotic couple
of Kλ and Ψλ := ψλ(Γ
6=
λ ):
(b) y′λ = sλ ∈ Kλ with yλ ≺ 1 and v(sλ) is a gap in Kλ,
(c) y′λ = sλ ∈ Kλ with yλ ≻ 1 and v(sλ) is a gap in Kλ,
(d) y′λ = sλ ∈ Kλ with v(sλ) = maxΨλ,
(e) y′λ = sλ ∈ Kλ with yλ ≺ 1, v(sλ) ∈ (Γ>λ )′, and sλ 6= ε′ for all ε ∈ K≺1λ ,
(f) y′λ = sλ ∈ Kλ such that Sλ :=
{
v(sλ − a′) : a ∈ Kλ
}
< (Γ>λ )
′, and Sλ
has no largest element,
(g) y†λ = sλ ∈ Kλ with yλ ∼ 1, v(sλ) ∈ (Γ>λ )′, and sλ 6= a† for all a ∈ K×λ ,
(h) y†λ = sλ ∈ K<λ with yλ > 0, and v(sλ − a†) ∈ Ψ↓λ for all a ∈ K×λ .
The H-field Kµ is called the top of the tower (Kλ)λ6µ. Note that (a), (b), (c), (d)
correspond to Corollaries 10.5.6, 10.5.10, 10.5.11, 10.5.12, respectively, and (e), (f),
(g), (h) to Lemmas 10.2.4, 10.2.6, 10.5.18, 10.5.20, respectively.
Lemma 10.6.13. Let a Liouville tower on K as above be given. Then:
(i) Kµ is a Liouville extension of K;
(ii) the constant field Cµ of Kµ is a real closure of C if µ > 0;
(iii) |Kµ| = |K|, hence µ < |K|+, where |K|+ is the least cardinal > |K|.
Proof. For (i) and (ii), use results of Sections 10.2 and 10.4 to show by induction
on λ 6 µ that Kλ is a Liouville extension of K, and that the constant field of Kλ
is a real closure of C for λ > 0. Item (iii) follows from (i) by Lemma 10.6.8. 
By Lemma 10.6.13(iii) there is amaximal Liouville tower (Kλ)λ6µ onK, “maximal”
meaning that it cannot be extended to a Liouville tower (Kλ)λ6µ+1 on K.
Lemma 10.6.14. Let L be the top of a maximal Liouville tower on K. Then L is
Liouville closed, and hence a Liouville closure of K.
Proof. Using (a) and 10.5.6 we see that L is real closed. Likewise, L has no gap
by (b) and 10.5.10, and L is not grounded by (d) and 10.5.12. So L has asymptotic
integration. Then (e) with 10.2.4, and (f) with 10.2.6 show that L is closed under
integration. In the same way, (g) with 10.5.18 and (h) with 10.5.20 show that
(L×)† = L. Thus L is Liouville closed. 
By the last two lemmas, each H-field has a Liouville closure. The following result
(where CM is not necessarily algebraic over C) has a straightforward proof:
Lemma 10.6.15. Let M be a Liouville closed H-field extension of K and (Kλ)λ6µ
a Liouville tower on K. Suppose this tower is in M (consists of H-subfields of M),
and maximal in M , that is, it cannot be cannot be extended to a Liouville tower
(Kλ)λ6µ+1 on K in M . Then (Kλ)λ6µ is a maximal Liouville tower on K.
From Lemmas 10.6.9, 10.6.14, and 10.6.15 we obtain:
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Corollary 10.6.16. A Liouville closed H-field extension L of K is a Liouville
closure of K iff no proper H-subfield of L containing K is Liouville closed.
Uniqueness of Liouville closure. The uniqueness properties in Sections 10.2,
10.4, and 10.5, such as Lemma 10.5.8, together with Lemma 10.6.10, yield:
Lemma 10.6.17. Let K be an H-field and (Kλ)λ6µ a Liouville tower on K such
that no Kλ with λ < µ has a gap. Then every embedding of K into a Liouville
closed H-field L extends to an embedding of Kµ into L. If Kµ is also Liouville
closed, then Kµ is up to isomorphism over K the unique Liouville closure of K.
Combining Lemmas 10.6.14 and 10.6.17 yields item (1) after Theorem 10.6.12:
Corollary 10.6.18. If no Liouville H-field extension of the H-field K has a gap,
then K has up to isomorphism over K a unique Liouville closure.
To apply this to H-subfields of T we first note:
Lemma 10.6.19. No H-subfield of T properly containing R has a gap.
Proof. More generally, let ∆ 6= {0} be a subgroup of ΓT with ψ(∆6=) ⊆ ∆, where
ψ = ψT; we claim that then the asymptotic couple
(
∆, ψ|∆6=) does not have a gap.
This is clear if this asymptotic couple is grounded. Suppose it is ungrounded, and
take α ∈ ∆<. Then χn(α) ∈ ∆< for all n, by Lemma 9.2.19, so ∆< is cofinal in
Γ<T , and thus
(
∆, ψ|∆6=) has asymptotic integration. 
Combining 10.6.14, 10.6.15, 10.6.17, and 10.6.19 gives:
Corollary 10.6.20. If K is an H-subfield of T properly containing R, then any
two Liouville closures of K are isomorphic over K.
Corollary 10.6.21. Let K ⊇ R be a Hardy field and e : K → T an H-field embed-
ding with e|R = idR. Then e extends to an H-field embedding Li(K)→ T.
Proof. By Corollary 10.6.11, Li(K) is a Liouville closure of K. If K = R, then
R(x) ⊆ Li(K) and we can extend e to R(x) to reduce to the case that K properly
contains R. In that case Corollary 10.6.20 applies. 
Let K be an H-field. To construct useful Liouville towers on K with the property
stated in Lemma 10.6.17, let Λ ⊆ {(a), (b), . . . , (h)} with (a) ∈ Λ. Then the
definition of Λ-tower on K is identical to that of Liouville tower on K, except that
in clause (3) of that definition only the items from Λ occur.
Lemma 10.6.22. Let K be a real closed H-field without a gap, and let (Kλ)λ6µ be
a Λ-tower on K with (h) /∈ Λ. Then no Kλ with λ 6 µ has a gap.
Proof. By induction on λ 6 µ one shows easily that the asymptotic couple of Kλ
is divisible without a gap, or grounded. 
Lemma 10.6.22 indicates that the Liouville extension of type (h) considered in Lem-
ma 10.5.20 is special: while none of the extensions of type (b)–(g) can produce a
gap that wasn’t already there, (h) can create a gap; Section 13.9 below contains
a concrete example. In Section 11.5 we show that every real closed H-field with
asymptotic integration has an immediate H-field extension K with an element s
satisfying the hypotheses of Lemma 10.5.20, and such that for any nonzero y in
any H-field extension of K with y† = s, the pre-H-field K(y) has a gap. (Thus
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no spherically complete H-field can be Liouville closed.) This explains the perhaps
curious arrangement of the results leading to the proof of the main theorem below.
Next we turn to statement (2) after Theorem 10.6.12:
Proposition 10.6.23. If K is a grounded H-field, then all Liouville closures of K
are isomorphic over K.
Towards its proof we first show:
Lemma 10.6.24. Let K be a grounded H-field. There exists a Liouville tower on K
with top L such that:
(i) every H-field in the tower, in particular L, is grounded;
(ii) for every a ∈ K there exist y, z ∈ L with y′ = a and z 6= 0, z† = a.
Proof. Let Λ :=
{
(a), (e), (f), (g), (h)
}
. Take a maximal Λ-tower (Kλ)λ6µ on K.
Induction on λ using Lemmas 10.2.4, 10.2.6, 10.5.18 and 10.5.20 shows that each Ψλ
has maximum maxΨ. Maximality with respect to (a), (g), (h) and Lemmas 10.5.18
and 10.5.20 yield: Kµ is real closed and for all a ∈ K there is z ∈ K×µ with z† = a.
Take s ∈ Kµ with vs = maxΨ. Lemma 10.2.3 and the remarks following it give
an H-field extension L := Kµ(y) of Kµ such that y is transcendental over Kµ
and y′ = s. Then ΨL again has a maximum, namely ψL(vy) > maxΨ. It only
remains to show that K ⊆ ∂L. Suppose t ∈ K and t /∈ ∂Kµ. Then the maximality
property of the tower with respect to (a), (e), (f) together with Lemma 10.2.5(i)
gives maxΨ = v(t− a′) for some a ∈ Kµ. For such a we have t− a′ = cs+ d with
c ∈ Cµ and d ∈ Kµ, vd > maxΨ. Then d = e′ with e ∈ Kµ, and so t = (a+ cy+ e)′
with a+ cy + e ∈ L. 
Let K be a grounded H-field, and let ℓ(K) be the real closure of an H-field ex-
tension L of K as in Lemma 10.6.24. Then Ψℓ(K) = ΨL, so ℓ(K) is grounded as
well. Thus we can iterate this operation, and form ℓ2(K) := ℓ
(
ℓ(K)
)
, and so on.
Taking the union of the increasing sequence of H-fields ℓn(K) built in this way, and
applying Lemma 10.6.17, we obtain Proposition 10.6.23.
We now prove statement (3) following Theorem 10.6.12:
Proposition 10.6.25. Let K be an H-field with a gap γ ∈ Γ. Then K has Liouville
closures L1 and L2, such that any embedding of K into a Liouville closed H-field M
extends to an embedding of L1 or of L2 into M , depending on whether the image
of γ in ΓM lies in (Γ
<
M )
′ or in (Γ>M )
′. Each Liouville closure of K is K-isomorphic
to L1 or to L2, but L1 and L2 are not K-isomorphic.
Proof. Take s ∈ K such that vs = γ. Let K1 := K(y1) and K2 := K(y2) be
H-field extensions of K with yi transcendental over K and y′i = s, for i = 1, 2, such
that y1 ≻ 1 and y2 ≺ 1. (Such Ki exist by Corollaries 10.5.10 and 10.5.11.) Then
both K1 and K2 are grounded. For i = 1, 2 let Li be a Liouville closure of Ki. Let
an embedding of K into a Liouville closed H-field M be given. If the image of γ
in ΓM lies in (Γ<M )
′, then we can extend that embedding to an embedding of K1
into M , and hence by Proposition 10.6.23, to an embedding of L1 into M . If the
image of γ in ΓM lies in (Γ>M )
′, then we can similarly extend that embedding to an
embedding of L2 into M . It is now routine to show that L1 and L2 as defined here
have all the properties claimed in the proposition. 
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Example. Let K be an ordered field, and equip K with the trivial derivation and
trivial valuation. Then K is an H-field with Γ = {0}, and has gap 0 = v(1). The
two Liouville closures L1 and L2 of K in Proposition 10.6.25 satisfy 0 ∈ ΨL1 and
ΨL2 < 0. Replacing the derivation ∂ of L1 by a suitable multiple a∂, a ∈ L>1 , we
obtain a K-isomorphic copy of L2. (For a more interesting H-field with a gap, see
Section 13.9.)
Propositions 10.6.23 and 10.6.25 above concern two special cases, and we now turn
to the general situation in the course of proving Theorem 10.6.12. Let K be an
H-field. Take a maximal Liouville tower (Kλ)λ6µ on K. Then Kµ is a Liouville
closure of K. We have two cases:
(A) No Kλ has a gap. Then K falls under Case (I) by Lemma 10.6.17.
(B) Some Kλ in the tower has a gap. Take λ minimal with this property. Let L1
and L2 be the two Liouville closures of Kλ as in Proposition 10.6.25. Then L1
and L2 are also Liouville closures of K. Given any embedding of K into a
Liouville closed H-field M , we can first extend it to an embedding of Kλ
into M , and then by Proposition 10.6.25 to an embedding of L1 or L2 into M .
Applying this to the inclusion ofK into any Liouville closureM ofK, it follows
that L1 or L2 is K-isomorphic to M . Thus if L1 and L2 are K-isomorphic,
then K falls under Case (I), and otherwise K falls under Case (II).
This yields the following more precise version of Theorem 10.6.12:
Theorem 10.6.26. Let K be an H-field. Then K has at least one and at most
two Liouville closures, up to isomorphism over K. Any embedding of K into a
Liouville closed H-field M extends to an embedding of some Liouville closure of K
into M . Moreover, if K has two Liouville closures, not isomorphic over K, then
K has a Liouville H-field extension L with a gap such that L embeds over K into
any Liouville closed H-field extension of K.
Notes and comments. The differential-algebraic notion of Liouville extension
was motivated by Liouville’s work [262, 263] on explicit solutions of second-order
linear differential equations; see Kolchin [219, p. 5] and Rosenlicht-Singer [371].
Rosenlicht [369, Theorem 3] considers the Liouville closure Li(K) of the Hardy
field K = R; it contains Hardy’s field of logarithmico-exponential functions [163].
Liouville closed H-fields and the results of this section are from [19] (with errata
at the end of [20]), except for Lemma 10.6.5, which is [20, Lemma 10.2]. We point
out that the material of the present section demands the H-field setting: Hardy
fields and H-subfields of T tend to obscure the fork in the road caused by gaps.
If an H-field K has a Liouville H-field extension with a gap, then K has two
Liouville closures that are not isomorphic over K, according to [19]. In reviewing
that paper we realized that it doesn’t contain a proof of that claim, but Allen
Gehret has since provided us with one; we do not use the claim in this book.
In the next chapter we introduce a first-order condition (ω-freeness) on an
H-field that makes it fall under Case (I) of Theorem 10.6.12; see Corollary 13.6.2.
A miniature version of “Liouville closure” is closure under powers, studied in
the setting of Hardy fields in [368], and for H-fields in [20, Sections 7, 8]: every
H-field has a closure under powers, and up to isomorphism it has at most two.
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10.7. Miscellaneous Facts about Asymptotic Fields
This section indicates some possible and impossible features of asymptotic fields.
Only Lemma 10.7.8 will be used later. Can a differentially closed field have a
nontrivial valuation making it an asymptotic field? This was answered negatively
by Scanlon [384]. The solution given here, inspired by Rosenlicht [364], is a little
different. Scanlon used the logarithmic derivative map of an elliptic curve. The
differential-algebraic properties of this map are used here for another purpose: to
construct asymptotic fields that cannot be obtained by coarsening pre-d-valued
fields. Unrelated to this, we also indicate an algebraically closed d-valued field of
H-type that is not an algebraic closure of a real closed d-valued field, and we finish
with the result that T as a subset of T[i] is definable in the differential field T[i].
Differentially closed fields cannot be asymptotic. In this subsection K is a
differential field, with constant field C, and y ranges over K.
Proposition 10.7.1. If K is differentially closed, then there is no valuation ring
O 6= K of K with ∂O ⊆ O.
Proof. Let K be differentially closed and suppose for a contradiction that O 6=
K is a valuation ring of K with ∂O ⊆ O. Since K remains differentially closed
upon replacing ∂ by a∂ with a ∈ O 6=, we can assume ∂O ⊆ O. Take y such that
y+(y′)2 = y3 and y 6= y3. The argument below uses the second part of Lemma 4.4.3
several times. If y ≻ 1, then y + (y′)2 ≺ y3, a contradiction. Thus y ∈ O, and so
y ≡ y3 mod O, hence y ≡ −1, 0, or 1 mod O. The case y ≡ 0 mod O is impossible,
since y 6= 0 gives (y′)2 ≺ y and y3 ≺ y. If y ≡ 1 mod O, set y = z + 1, and we get
a similar contradiction from −2z + (z′)2 = z3 + 3z2 and 0 6= z ≺ 1, and the case
y ≡ −1 mod O is likewise impossible. 
The logarithmic derivative map on an elliptic curve. In this subsection K
is a differential field with constant field C. Let c ∈ C, c 6= 0, 1, and put
P (X) := X(X − 1)(X − c) = X3 − (c+ 1)X2 + cX ∈ C[X ].
Consider the projective plane curve E defined over C by the equation
Y 2Z = X3 − (c+ 1)X2Z + cXZ2.
The affine part of E (in standard coordinates) is given by Y 2 = P (X), and E is an
elliptic curve whose group law has (0 : 1 : 0), the unique point at infinity on E, as
its zero element.
We define the logarithmic derivative map ℓE : E(K)→ K as follows:
ℓE(0 : 1 : 0) := 0, ℓE(x : y : 1) := x
′/y if y 6= 0, ℓE(x : 0 : 1) := 0.
By Lemma 2 on p. 805 of [220], the map ℓE is a group homomorphism from E(K)
to the additive group of K; its kernel is E(C).
Lemma 10.7.2. Let O be a valuation ring of K such that ∂O ⊆ O and c, c−1 ∈ O\O.
Then ℓE
(
E(K)
) ⊆ O.
Proof. Let x, y ∈ K with (x : y : 1) ∈ E(K). If y = 0, then ℓE(x : y : 1) = 0 ∈ O.
Assume y 6= 0; we need to show x′/y 4 1. We distinguish two cases. Suppose
first that x 4 1; then y2 = P (x) 4 1, hence y 4 1. Differentiating both sides
of the equality y2 = P (x) we obtain 2yy′ = P ′(x) · x′. Hence if P ′(x) ≍ 1 then
x′/y ≍ 2y′ 4 1. Otherwise P ′(x) ≺ 1 and therefore y2 = P (x) ≍ 1, since the
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reduced polynomial P (X) ∈ (resK)[X ] has no multiple zeros; hence x′/y ≍ x′ 4 1.
Now suppose that x ≻ 1. Then y2 = P (x) ≍ x3 and (x′)2 4 x3 by Lemma 4.4.3,
therefore x′/y 4 1. 
Corollary 10.7.3. If ℓE : E(K) → K is surjective, then K has no nontrivial
valuation making it an asymptotic field.
For use in the next subsection we prove:
Proposition 10.7.4. Suppose C is algebraically closed. There exists a differential
field extension L of K, d-algebraic over K with CL = C, such that
(i) ℓE : E(L) → L is surjective (so L has no nontrivial valuation making it an
asymptotic field);
(ii) for each y ∈ L× with y† ∈ C× there exists n > 1 with yn ∈ K.
The main work goes into proving the next two lemmas, in both of which C is
assumed to be algebraically closed.
Lemma 10.7.5. There is no group homomorphism E(C)→ C× with finite kernel.
Proof. Suppose ϕ : E(C)→ C× is a group homomorphism with k := |kerϕ| <∞.
For an additive abelian group G and n > 1, put G[n] := {g ∈ G : ng = 0}, a
subgroup of G. Then, for n > 1, E(C)[n] is finite with |E(C)[n]| = n2, see [414,
Theorem VI.6.1], and ϕ
(
E(C)[n]
) ⊆ {ζ ∈ C× : ζn = 1}. Take a prime number p not
dividing k. Then ϕ|E(C)[p] is injective, contradicting |{ζ ∈ C× : ζp = 1}| 6 p. 
Lemma 10.7.6. Let a ∈ K×, and let f be an element in a differential field extension
of K with the same constant field C as K, satisfying (f ′)2 = a2P (f) 6= 0. Let y
be a nonzero element of the differential field K〈f〉 = K(f, f ′) with y† ∈ C×. Then
yn ∈ K for some n > 1.
Proof. From Section 4.1 recall that given a differential field extension L of K, we
denote by Aut∂(L|K) the group of differential automorphisms of L which are the
identity on K. Suppose for a contradiction that yn /∈ K for all n > 0. Then y is
transcendental over K, so f is transcendental over K. Also σ(y)/y ∈ C× for every
σ ∈ Aut∂
(
K(y)|K), and the map
(10.7.1) σ 7→ σ(y)/y : Aut∂
(
K(y)|K)→ C×
is a group isomorphism [220, p. 803]. Writing the group operation on E(K) addi-
tively, we have for σ ∈ Aut∂
(
K〈f〉|K),
pσ :=
(
σ(f) : σ(f ′/a) : 1
)− (f : f ′/a : 1) ∈ E(C),
and the map
(10.7.2) σ 7→ pσ : Aut∂
(
K〈f〉|K)→ E(C)
is an injective group homomorphism [220, p. 807]. The homomorphism
(10.7.3) σ 7→ σ ↾ K(y) : Aut∂
(
K〈f〉|K)→ Aut∂(K(y)|K)
is surjective by [220, Theorem 3 on p. 797]; in particular, Aut∂
(
K〈f〉|K) is infinite.
Hence the map (10.7.2) is an isomorphism, by [220, p. 807]. Moreover, the kernel
of (10.7.3) is finite by [220, p. 796, Theorem 2]. Composing the inverse of the
map (10.7.2) with (10.7.3) and (10.7.1) yields a homomorphism E(C) → C× with
finite kernel; this is impossible by the previous lemma. 
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To prove Proposition 10.7.4, fix a differential closure Kdc of K; then Kdc is d-
algebraic over K and CKdc = C. (See Section 4.7.) By Zorn we can take a
differential subfield L of Kdc containing K which is maximal with respect to the
property that for each y ∈ L× with y† ∈ C× there exists n > 1 with yn ∈ K.
Then ℓE
(
E(L)
)
= L. To see this, let a ∈ L× and f ∈ (Kdc)× be such that
(f ′)2 = a2P (f) 6= 0. Suppose that y is a nonzero element of L〈f〉 such that
y† ∈ C×. Lemma 10.7.6 (applied to L in place of K) yields an n > 1 with yn ∈ L;
since (yn)† = ny† ∈ C×, we have ynm ∈ K for some m > 1. So L〈f〉 = L
by maximality of L; in particular f ∈ L and thus (f : f ′/a : 1) ∈ E(L) with
ℓE(f : f
′/a : 1) = a. 
An asymptotic field that is not a coarsening of a pre-d-valued field. Let k
be a differential field such that a′ + na 6= 0 for all a ∈ k× and n > 1. Equip k((t))
with the valuation v that has k[[t]] as its valuation ring, and with the unique
derivation extending that of k such that t′ = t and k[[t]]′ ⊆ k[[t]]. Then k((t)) is an
asymptotic field. (To see this, note that (atn)′ = (a′+na)tn for a ∈ k× and n > 1.)
It has small derivation, with Ψ = {0} (so its asymptotic couple is of H-type); its
differential residue field is k, and its constant field is Ck. The valued differential
subfield K := k(t) of k((t)) is an asymptotic field with valuation ring O = k[t](t).
If k has an element b with b′ 6= 0, then b ≍ b′ ≍ 1, and so K is not pre-d-valued.
Lemma 10.7.7. Suppose k has an element b with b′ 6= 0, and k has no nontrivial val-
uation making it a pre-d-valued field. Then k(t) has no valuation v1 with v1(t) > 0
that makes k(t) a pre-d-valued field.
Proof. Suppose v1 is a valuation on k(t) with v1(t) > 0 that makes k(t) a pre-d-
valued field. Let O1 be the valuation ring of v1. Then O1 ∩ k is a valuation ring
of k making k a pre-d-valued field, so O1 ∩ k = k. Then O1 = k[t](t) = O, which
contradicts the observation preceding the lemma. 
If k satisfies the hypothesis of the lemma, then K cannot be obtained by coars-
ening a pre-differential valuation of k(t): there is no valuation v1 : k(t)× → Γ1
making k(t) a pre-d-valued field such that for some convex subgroup ∆ of Γ1 the
coarsened valuation v˙1 : k(t)× → Γ1/∆ has valuation ring O.
To obtain a differential field k satisfying the requirements above we first take any
algebraically closed field C of characteristic zero. Let C(x) be a field extension of C
with x transcendental over C, equipped with the unique derivation with constant
field C and x′ = 1. Proposition 10.7.4 yields a differential field extension k of C(x)
such that for every y ∈ k× with y† ∈ C× there exists n > 0 with yn ∈ C(x), and
such that k has no nontrivial valuation making it an asymptotic field. Since there
is no y ∈ C(x)× with y† ∈ C× (by Corollary 4.6.13), there is no y ∈ k× with
y† ∈ C×. Hence, as required, a′ + na 6= 0 for all a ∈ k× and n > 1, Ck 6= k, and k
has no nontrivial valuation making it a pre-d-valued field. Thus the asymptotic
field K defined just before Lemma 10.7.7 cannot be obtained by coarsening a pre-
differential valuation.
An algebraically closed d-valued field that is not an algebraic closure of
a real closed d-valued field. Every algebraically closed field L of characteristic
zero has a real closed subfield K such that L = K(i), where i2 = −1. This suggests
the following question:
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Let L be an algebraically closed d-valued field of H-type; is there a real closed d-
valued subfield K of L such that L = K(i)?
We show that the answer is negative for L as in Corollary 10.4.7. This result
follows from the next lemma, also used in the next subsection. Let K be a real
closed d-valued field and K[i] its algebraic closure, i2 = −1. The residue field of K
is isomorphic to C, hence real closed. Thus the valuation ring O of K is convex by
Theorem 3.5.16. For y = a+ bi ∈ K[i] (a, b ∈ K) we let |y| := √a2 + b2 ∈ K> be
the absolute value of y. We have the subgroup
S :=
{
y ∈ K[i] : |y| = 1}
of the multiplicative groupK[i]×, with S ⊆ O+Oi, K[i]× = K> ·S, K>∩S = {1}.
Lemma 10.7.8. Let a+ bi ∈ S (a, b ∈ K). Then (a+ bi)† = wr(a, b)i. Thus(
K[i]×
)
† = (K>)† ⊕ S†, an internal direct sum of subgroups of (K[i]×)†,
S† ⊆ {f ∈ K : f 4 g′ for some g ∈ O} · i.
Proof. Since (a+ bi)(a− bi) = 1 we have
(a+ bi)† = (a′ + b′i)(a− bi) = (aa′ + bb′) + (ab′ − a′b)i
= 12
(
a2 + b2
)′
+ (ab′ − a′b)i = (ab′ − a′b)i = wr(a, b)i.
From a, b ∈ O = C + O we get wr(a, b) 4 g′ for some g ∈ O. It remains to note that
K[i]× = K> · S gives (K[i]×)† = (K>)† + S†. 
Corollary 10.7.9. If L is a d-valued field with small derivation and an element
y ∈ L× such that y† = i, i2 = −1, then L has no real closed d-valued subfield K
with L = K(i).
Definability of T in T[i]. It is well-known that R as a subset of C = R[i] is not
definable (even allowing parameters) in the field C of complex numbers; see B.12.3.
In stark contrast, the differential field structure of T[i] is rich enough to define T:
Proposition 10.7.10. The subset T of T[i] is definable in the differential field T[i].
Proof. Below, “definable” means definable without parameters in the differential
field T[i]. Let O be the valuation ring of T with maximal ideal O. Then O + Oi
is the valuation ring of T[i] with maximal ideal O + Oi. We begin with noting the
definability of R, as a consequence of Lemma 10.7.8:
R =
{
y ∈ T[i] : y′ = 0 and y = f † for some f ∈ T[i]×}.
Indeed, this lemma gives the more precise result
(
T[i]×
)
† ⊆ T+ i∂O. We claim that(
T[i]×
)
† = T+ i∂O. To see this, note that for b ∈ O we have
sin b := b− b
3
6
+
b5
120
− · · · ∈ T, cos b := 1− b
2
2
+
b4
24
− · · · ∈ T6=
with (sin b)′ = b′ cos b and (cos b)′ = −b′ sin b, and so
f := exp(ib) := cos b+ i sin b ∈ T[i]×
satisfies f † = ib′. Hence i∂O ⊆ (T[i]×)†, and thus T + i∂O ⊆ (T[i]×)†, and the
claim follows. Think of T + i∂O as a thin strip around the “real axis” T in the
“complex plane” T[i]. Intersecting T + i∂O with its multiple i(T + i∂O) yields the
definable set ∂O + i∂O, and taking integrals gives the definability of O+Oi, and of
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its maximal ideal O + Oi. Hence
(
T[i]×
)
† + (O + Oi) = T + Oi is definable. Thus
O + Oi = (O +Oi) ∩ (T+ Oi) is definable. It is easy to check that for f ∈ O + Oi,
f · (T+ Oi) ⊆ T+ Oi ⇐⇒ f ∈ O,
so O is definable, and therefore its fraction field T in T[i] is definable. 

CHAPTER 11
Eventual Quantities, Immediate Extensions, and
Special Cuts
Our main interest is ultimately in H-fields with asymptotic integration and small
derivation such as T. The induced derivation on the residue field of such asymptotic
fields is trivial, however, so these asymptotic fields are not covered by Corollary 9.6.2
on spherically complete immediate asymptotic extensions. One goal in the present
chapter is to remedy this defect by establishing the following result in Section 11.4:
Theorem 11.0.1. Every asymptotically maximal H-asymptotic field with rational
asymptotic integration is spherically complete.
Proving Theorem 11.0.1 requires some tools that are also important later. These
tools arise from the fact that for asymptotic fields K with asymptotic integration
and P ∈ K{Y } 6=, certain quantities associated to its compositional conjugates Pφ,
such as its dominant degree ddegPφ, become constant for sufficiently high vφ ∈ Ψ↓.
These “eventual quantities” will be studied in Sections 11.1, 11.2, 11.3.
In Sections 11.5, 11.6, 11.7 we consider special (definable) cuts inH-asymptotic
fields K with asymptotic integration, and introduce some key elementary properties
of K, namely λ-freeness and ω-freeness, which express that these cuts are not
realized in K. We show that T has these properties, but a full exploitation of these
subtle but powerful elementary properties must be left to Chapter 13, where the
machinery of triangular automorphisms of K{Y } from Chapter 12 is available.
In Section 11.8 we consider certain special existentially definable subsets of
Liouville closed H-fields K, and the behavior of the functions ω and σ (introduced
in Section 5.2) on these sets. This will play a role in our Elimination of Quantifiers
for T in Chapter 16.
11.1. Eventual Behavior
In this section K is an asymptotic field with value group Γ 6= {0}. We let φ range
over K×, and σ, τ over N∗. We also fix a differential polynomial P ∈ K{Y } 6=.
The function y 7→ P (y) defined by P on K does not give up its secrets easily,
but we do have some tricks up our sleeve. First, things are more transparent if
∂O ⊆ O, and the “best case” is when supΨ = 0. If supΨ exists we can reduce to
that best case by compositional conjugation. In general we try to simulate this
best case by working in compositional conjugates Kφ with small derivation, that
is, vφ < (Γ>)′, but vφ as high as possible. When K is ungrounded, it turns out
that certain quantities associated to Pφ such as dwt(Pφ) eventually stabilize for
increasing vφ ∈ Ψ↓. These “eventual” quantities associated to P turn out to be
important invariants. This section is devoted to proving their existence.
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Behavior of vFnk (φ). In order to better understand v(P
φ) as a function of φ we
use from Lemma 5.7.4 the identity
(11.1.1) (Pφ)[σ] =
∑
τ>σ
F τσ (φ)P[τ ].
This leads to the study of vF τσ (φ). Recall that for τ = τ1 · · · τd > σ = σ1 · · ·σd,
F τσ := F
τ1
σ1 · · ·F τdσd .
Lemma 11.1.1. If ∂O ⊆ O and φ 4 1, then v(Pφ) > v(P ), with equality if φ ≍ 1.
Proof. Assume ∂O ⊆ O and φ 4 1. For 0 6 k 6 n we have Fnk ∈ Q{X}, so
Fnk (φ) 4 1. Thus v(P
φ) > v(P ) by (11.1.1). If φ ≍ 1, use P = (Pφ)φ−1 . 
In studying vFnk (φ) we consider the case φ
† 4 φ in the next lemma, and take up
the case φ† ≻ φ in the next subsection. We set δ = φ−1∂.
Lemma 11.1.2. Suppose that δO ⊆ O, and let 0 6 k 6 n.
(i) If φ† 4 φ, then v
(
Fnk (φ)
)
> nvφ, with equality if k = n.
(ii) If φ† ≺ φ and k < n, then v(Fnk (φ)) > nvφ.
Proof. Note that φ† 4 φ means v
(
δ(φ)
)
> vφ. Now use (5.7.1) and induction
on n, and Lemma 4.4.2 applied to Kφ in place of K. 
Corollary 11.1.3. Suppose that δO ⊆ O and φ† 4 φ, and τ > σ. Then v(F τσ (φ)) >
‖τ‖vφ, with equality if τ = σ.
Behavior of v(Pφ). Note that for δ := φ−1∂ we have
δO ⊆ O ⇐⇒ vφ < (Γ>)′.
Accordingly we restrict φ in the rest of this subsection to satisfy vφ < (Γ>)′. (Thus
φ† ≺ 1 if φ ≺ 1.) The main goal of this subsection is:
Proposition 11.1.4. Suppose that ∂O ⊆ O. Then for all φ 4 1,
v(P ) + dwt(Pφ)vφ 6 v(Pφ) 6 v(P ) + dwm(P )vφ.
Here φ 4 1 is in addition to the standing assumption that vφ < (Γ>)′. We first
prove some lemmas on the behavior of vFnk (φ) for φ
† ≻ φ. Combining this with
the case φ† 4 φ from the previous subsection, we shall derive Proposition 11.1.4.
Assume P has order at most r, let σ, τ ∈ {0, . . . , r}∗ have equal length, and set[
τ
σ
]
:=
[
τ1
σ1
]
· · ·
[
τd
σd
]
for σ = σ1 · · ·σd, τ = τ1 · · · τd,
where
[
n
m
]
is the signless Stirling number of the first kind from Section 5.7.
Lemma 11.1.5. Assume ∂O ⊆ O. Let z ∈ K, z ≻ 1. Then
Rn(z) = z
n(1 + ε) with ε 4 z†/z ≺ 1.
Proof. This is clear for n = 0 and n = 1. Suppose n > 1 and Rn(z) = zn(1 + ε)
with ε as in the lemma. Then
Rn+1(z) = zRn(z) +Rn(z)
′ = zn+1(1 + ε) + nzn−1z′(1 + ε) + znε′
= zn+1
(
1 + ε+ n
z†
z
(1 + ε) +
ε′
z
)
.
Next, use that ε′ ≺ z†, hence ε′/z ≺ z†/z. 
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Lemma 11.1.6. Assume ∂O ⊆ O. Let f ∈ K× be such that f † ≻ 1. Then
f [σ] ∼ f |σ|(f †)‖σ‖.
Hence if Q ∈ O{Y } is homogeneous of degree d, isobaric of weight w, and c ≍ 1
where c :=
∑
iQi is the sum of its coefficients, then
Q(f) ∼ cfd(f †)w.
Proof. It suffices to do the case |σ| = 1 of a single factor, that is, it suffices to
show f (n)/f ∼ (f †)n. Now Rn(f †) = f (n)/f , so Lemma 11.1.5 applied to z = f †
yields the desired result. 
Remark. With the assumptions of this lemma, the proof gives
f [σ] = f |σ|(f †)‖σ‖(1 + ε) where ε 4 f ††/f † ≺ 1.
Lemma 11.1.7. Suppose φ† ≻ φ. Then for 0 < k 6 n we have
Fnk (φ) ∼
[
n
k
]
φk(φ†)n−k.
Proof. Let 0 < k 6 n. Recall from Section 5.7 the definition of the differential
polynomial Gnk ∈ Kφ{Y } with nonnegative integer coefficients, homogeneous of
degree n and isobaric of weight n− k, satisfying Fnk (φ) = Gnk (φ). By the previous
lemma applied to Q = Gnk and with K
φ in place of K we obtain
Fnk (φ) = G
n
k (φ) ∼ cφn
(
δ(φ)
φ
)n−k
= cφk(φ†)n−k,
where c is the sum of the coefficients of Gnk , that is, c =
[
n
k
]
by Lemma 5.7.6. 
We set suppσ := {i : σi 6= 0}. So if τ > σ, then suppσ ⊆ supp τ . If τ > σ and
φ† ≻ φ, then we have the equivalences
F τσ (φ) 6= 0 ⇐⇒
[
τ
σ
]
6= 0 ⇐⇒ suppτ = suppσ.
Lemma 11.1.8. Suppose τ > σ and supp τ = suppσ, and φ† ≻ φ. Then
F τσ (φ) ∼
[
τ
σ
]
φ‖σ‖(φ†)‖τ‖−‖σ‖.
Also, if φ 6≍ 1, then v(F τσ (φ)) = ‖τ‖vφ+ o(vφ).
Proof. The first statement follows from the previous lemma. Note that
φ‖σ‖(φ†)‖τ‖−‖σ‖ = φ‖τ‖
(
δ(φ)/φ
)‖τ‖−‖σ‖
.
If φ 6≍ 1, then ψφ(vφ) = v(φ†/φ) < 0, so v(δ(φ)/φ) = o(vφ) by Lemma 9.2.10(iv).

Lemma 11.1.9. Suppose φ ≺ 1 and τ > σ. Then v(F τσ (φ)) > ‖σ‖vφ. Moreover,
v
(
F τσ (φ)
)
= ‖σ‖vφ ⇐⇒ τ = σ.
Proof. From φ ≺ 1 we obtain φ† ≺ 1. If φ† ≻ φ, then we appeal to Lemma 11.1.8.
If φ† 4 φ, then we use Corollary 11.1.3. 
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Lemma 11.1.10. Assume φ ≺ 1. Then v((Pφ)[σ]) > ‖σ‖vφ+ v(P ), and{
(Pφ)[σ] ∼ φ‖σ‖P[σ] if v(P[σ]) = v(P ),
v
(
(Pφ)[σ]
)
> ‖σ‖vφ+ v(P ) otherwise.
Proof. Suppose τ > σ. Then v
(
F τσ (φ)P[τ ]
)
> ‖σ‖vφ + v(P ) by Lemma 11.1.9,
hence
v
(
(Pφ)[σ]
)
> ‖σ‖vφ+ v(P )
by (11.1.1), showing the first statement. Lemma 11.1.9 yields that if v(P[σ]) = v(P )
and τ 6= σ, then
v
(
F τσ (φ)P[τ ]
)
> ‖σ‖vφ+ v(P ) = v(φ‖σ‖P[σ]).
Hence (Pφ)[σ] ∼ φ‖σ‖P[σ] if v(P[σ]) = v(P ). Suppose that v(P[σ]) > v(P ). Then
v(φ‖σ‖P[σ]) > ‖σ‖vφ+ v(P ), and by the previous lemma again
v
(
F τσ (φ)P[τ ]
)
> ‖σ‖vφ+ v(P ) if τ 6= σ,
hence v
(
(Pφ)[σ]
)
> ‖σ‖vφ+ v(P ). 
Proof of Proposition 11.1.4. Assume ∂O ⊆ O and φ 4 1. We need to show
v(P ) + dwt(Pφ)vφ 6 v(Pφ) 6 v(P ) + dwm(P )vφ.
If φ ≍ 1, this holds by Lemma 11.1.1. Let φ ≺ 1 and take σ with ‖σ‖ = dwt(Pφ).
Then by Lemma 11.1.10 we have
v(P ) + dwt(Pφ)vφ = ‖σ‖vφ+ v(P ) 6 v((Pφ)[σ]) = v(Pφ).
For σ such that ‖σ‖ = dwm(P ), this same lemma gives
v(Pφ) 6 v
(
(Pφ)[σ]
)
= v(P ) + dwm(P )vφ,
as required. 
We record a few consequences of Proposition 11.1.4 and Lemma 11.1.10.
Corollary 11.1.11. Assume ∂O ⊆ O and set w := dwm(P ). Then
(i) If φ 4 1 and dwt(Pφ) = dwm(P ), then v(Pφ) = v(P ) + wvφ.
(ii) If φ ≺ 1, then dwm(Pφ) 6 dwt(Pφ) 6 dwm(P ) 6 dwt(P ).
(iii) If φ ≺ 1 and dwm(Pφ) = dwt(P ), then for all σ,
v(P[σ]) = v(P ) ⇐⇒ v
(
(Pφ)[σ]
)
= v(Pφ),
v(P[σ]) = v(P ) =⇒ (Pφ)[σ] ∼ φwP[σ].
Proof. Item (i) follows from Proposition 11.1.4. Suppose φ ≺ 1. Then by the
same Proposition we have dwt(Pφ) 6 dwm(P ), which gives (ii). Assume also that
dwm(Pφ) = dwt(P ). Then the four numbers in (ii) are all equal to w. Therefore,
if v(P[σ]) = v(P ), then ‖σ‖ = dwm(P ) = dwt(P ) = w, so (Pφ)[σ] ∼ φwP[σ] by
Lemma 11.1.10, and thus v
(
(Pφ)[σ]
)
= v(Pφ) by (i). Conversely, if v
(
(Pφ)[σ]
)
=
v(Pφ), then ‖σ‖ = dwm(Pφ) = dwt(Pφ) = w, so v(Pφ) = v(P ) + ‖σ‖vφ by (i),
and thus v(P[σ]) = v(P ) by Lemma 11.1.10. 
Now let φ1, φ2 ∈ K× and vφ1, vφ2 < (Γ>)′, φ1 4 φ2. Then φ3 := φ1φ−12 satisfies
Kφ1 = (Kφ2)φ3 and Pφ1 = (Pφ2)φ3 , in particular, the derivation of (Kφ2)φ3 is
small. Thus if φ1 ≺ φ2, then φ3 ≺ 1, so we can apply Corollary 11.1.11 with Kφ2
and Pφ2 instead of K and P , with φ3 in the role of φ:
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Corollary 11.1.12. Suppose φ1, φ2 ∈ K× and vφ1, vφ2 < (Γ>)′, φ1 ≺ φ2. Then
dwm(Pφ1) 6 dwt(Pφ1) 6 dwm(Pφ2) 6 dwt(Pφ2),
and if dwt(Pφ1) = dwm(Pφ2) = w, then
v(Pφ1)− wv(φ1) = v(Pφ2)− wv(φ2).
Corollary 11.1.13. Assume K is of H-type and ∂O ⊆ O. Let Φ ∈ K× be such
that Φ 6≍♭ 1. Then for all φ 4 1 we have Pφ ≍Φ P .
Proof. This is clear for φ ≍ 1. Assume φ ≺ 1. Then φ† ≺ 1 4 Φ†, so φ ≺≺ Φ, and
hence the claim follows from Proposition 11.1.4. 
Newton weight, Newton degree, and Newton multiplicity. We recall that
Ψ↓ < (Γ>)′. Moreover, if K has no gap, then
Ψ↓ =
{
γ ∈ Γ : γ < (Γ>)′}.
Call φ active (in K) if vφ ∈ Ψ↓. If φ is active in K, then φ remains active in every
asymptotic field extension of K.
In the rest of this subsection we assume that K is ungrounded, and we restrict φ
and φ0 to be active in K, in particular, φ, φ0 ∈ K×. This restriction implies the
restriction on φ in the previous subsection, and coincides with it if K has no gap.
Lemma 11.1.14. There exists φ0 such that for all φ 4 φ0,
dwm(Pφ) = dwt(Pφ) = dwm(Pφ0) = dwt(Pφ0).
Proof. Clear from the first part of Corollary 11.1.12. 
We say that a property S(φ) of (active) elements φ holds eventually if there exists
φ0 such that S(φ) holds for all φ 4 φ0. Let φ0 be as in Lemma 11.1.14 and note
that dwt(Pφ0) does not depend on the choice of such φ0. We set
nwt(P ) := dwt(Pφ0) = eventual value of dwt(Pφ) = eventual value of dwm(Pφ),
and call it the Newton weight of P . Thus v(Pφ)− nwt(P )v(φ) is independent of
φ 4 φ0, by the second part of Corollary 11.1.12, and we set
ve(P ) := v(Pφ)− nwt(P )v(φ) (φ 4 φ0).
Corollary 11.1.15. v(Pφ) = ve(P ) + nwt(P )v(φ), eventually.
If P is homogeneous, then Pφ ∈ Kφ{Y } is homogeneous with degPφ = degP ,
by Corollary 5.7.5. Therefore v(Pφ) = mini∈N v(P
φ
i ) for each φ. If Pi 6= 0, then
v(Pφi ) = v
e(Pi) + nwt(Pi)vφ eventually, and thus:
Corollary 11.1.16. There is an i ∈ N such that v(Pφ) = v(Pφi ) eventually, and
for any such i we have ve(P ) = ve(Pi) and nwt(P ) = nwt(Pi).
It follows from Lemmas 4.5.7 and 5.7.1 that for g ∈ K× the natural number
nwt(P×g) depends only on vg, so we can define a function nwtP : Γ→ N by
nwtP (γ) := nwt(P×g) for g ∈ K× with vg = γ.
Let g ∈ K×. If g ≍ 1, then v(Pφ×g) = v(Pφ) and nwt(P ) = nwt(P×g), so ve(P ) =
ve(P×g). Thus ve(P×g) depends only on γ = vg, and so we can set veP (γ) := v
e(P×g)
when vg = γ. Note also that 0 6 nwt(P×g) 6 wt(P ) for all g ∈ K×.
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Let k be the residue field of K. Since Ψ has no largest element, the Ψ-set Ψ − vφ
of any compositional conjugate Kφ contains positive elements, so by the equiva-
lence (i) ⇐⇒ (iv) of Proposition 9.1.3 we have δO ⊆ O for the derivation δ = φ−1∂
of Kφ. Thus for all φ the differential residue field of Kφ is k with the trivial
derivation.
With φ0 as above, Corollary 11.1.11(iii) yields that the dominant part DPφ0 of P
φ0
is isobaric of weight nwt(P ), and that for all φ ≺ φ0,
DPφ = u(φ)DPφ0 for some u(φ) ∈ k×.
Thus the degree of DPφ0 is independent of the choice of φ0; we set
ndegP := degDPφ0 = eventual value of ddegP
φ,
and call it the Newton degree of P . Likewise, we set
nmulP := mulDPφ0 = eventual value of dmulP
φ,
and call it the Newton multiplicity of P at 0. Thus
mulP 6 nmulP 6 ndegP 6 degP.
Given P ∈ K{Y } 6=, the definitions of veP ∈ Γ and nwtP, ndegP, nmulP ∈ N
involveK, but these quantities do not change when K is replaced by an asymptotic
extension L such that Ψ is cofinal in ΨL. In particular, these quantities remain the
same when passing to the algebraic closure of K.
Behavior under compositional conjugation. We continue to assume that K
is ungrounded, and φ continues to range over active elements in K. Let f ∈ K×.
The assumptions on K remain valid for Kf , and the active elements in Kf are the
quotients φ/f , hence
nwtP f = nwtP, nmulP f = nmulP, ndegP f = ndegP.
Lemma 11.1.17. ve(P f ) = ve(P ) + nwt(P )vf .
Proof. By Corollary 11.1.15 we have, eventually,
v((P f )φ/f ) = ve(P f ) + nwt(P )(vφ − vf) = ve(P ) + nwt(P )vφ,
which gives the desired result. 
Newton weight of linear differential operators. In this subsection we assume
that K is ungrounded (and so pre-d-valued). We let φ, φ1, φ2 range over active
elements of K, g over K×, and γ over Γ.
Let A = a0 + a1∂ + · · · + ar∂r ∈ K[∂] 6= (a0, . . . , ar ∈ K, ar 6= 0). Recall that
in Section 5.6 we defined dwm(A), dwt(A) ∈ N if K has small derivation, and so
dwm(Aφ) and dwt(Aφ) are defined. Set P := a0Y + a1Y ′+ · · ·+ arY (r) ∈ K{Y } 6=.
Then dwm(Aφ) = dwm(Pφ) and dwt(Aφ) = dwt(Pφ). We call nwt(A) := nwt(P )
the Newton weight of A; so
nwt(A) = eventual value of dwt(Aφ) = eventual value of dwm(Aφ).
Thus eventually DPφ = u(φ)Y (w) where u(φ) ∈ k× and w := nwt(A). We also
define the function nwtA : Γ→ N by
nwtA(γ) := nwt(Ag) = nwtP (γ) for γ = vg,
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so for a ∈ K× we have nwtaA(γ) = nwtA(γ) and nwtAa(γ) = nwtA(va + γ). We
set ve(A) := ve(P ) and define veA := v
e
P : Γ→ Γ. So, given any γ,
(11.1.2) vAφ(γ) = v
e
A(γ) + nwtA(γ)vφ, eventually,
by Corollary 11.1.15. It follows that for a ∈ K×,
veaA(γ) = va+ v
e
A(γ), v
e
Aa(γ) = v
e
A(va+ γ).
Example. We have (∂g)φ = g′ + φgδ in Kφ[δ]. If g ≍ 1, then (∂g)φ ∼ φgδ for
all φ (since K is pre-d-valued), and if g 6≍ 1, then eventually (∂g)φ ∼ g′. Hence
nwt∂(0) = 1 and nwt∂(γ) = 0 for γ 6= 0. From this and (11.1.2) we get
ve∂ (γ) =
{
0 if γ = 0,
γ′ if γ 6= 0.
Recall from Section 5.6 that if ∂O ⊆ O, then E (A) = {γ : dwmA(γ) > 1}. Thus
for each φ we have E (Aφ) =
{
γ : dwmAφ(γ) > 1
}
. Define
E
e(A) :=
{
γ : nwtA(γ) > 1
}
.
If φ1 ≺ φ2, then E (Aφ1) ⊆ E (Aφ2) by Corollary 11.1.12, so
E
e(A) =
⋂
φ
E (Aφ) =
{
vg : A(g) ≺ Aφg for all φ}.
Call E e(A) the set of eventual exceptional values for A. By Lemma 5.6.7 we
have v(ker6=A) = v(ker6=Aφ) ⊆ E (Aφ) for each φ, so v(ker 6=A) ⊆ E e(A). For
a ∈ K× we have E e(aA) = E e(A) and E e(Aa) = E e(A) − va.
Example. If r = 0, then E e(A) = ∅. Suppose r = 1, and set a := a0/a1. Then
vg ∈ E e(A) ⇐⇒ φ−1a+ φ−1g† ≺ 1 for all φ ⇐⇒ v(a+ g†) > Ψ,
where the first equivalence follows from a similar equivalence on exceptional values
in Section 5.6. Thus E e(A) has at most one element. In particular, E e(∂) = {0}.
In Chapter 14 we show that for certain K the set E e(A) is finite of size at most r.
11.2. Newton Degree and Newton Multiplicity
In this section K is an ungrounded asymptotic field with value group Γ 6= {0}. We
also restrict φ ∈ K× to be active, and we fix a differential polynomial P ∈ K{Y } 6=.
We let m and n range over K×.
Lemma 11.2.1. Let m be given, and suppose P (f) = 0 for some f 4 m in some
asymptotic field extension of K. Then ndegP×m > 1.
Proof. Let L be an asymptotic field extension of K and suppose f ∈ L, f 4 m,
and P (f) = 0. Then f = am with a 4 1. We have Q(a) = 0 for Q := P×m,
so Qφ(a) = 0, and as Lφ has small derivation, this gives DQφ(a) = 0, and thus
degDQφ > 1. As this holds for all φ, we get ndegQ > 1. 
Lemma 11.2.2. There are m0,m1 ∈ K× such that nmulP×m = ndegP×m = mulP
for all m 4 m0, and nmulP×m = ndegP×m = degP for all m < m1.
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Proof. Replacing K and P by Kφ0 and Pφ0 for some active φ0 in K we arrange
that ∂O ⊆ O. Then by Proposition 11.1.4 we have for all φ 4 1,
vP (γ) 6 vPφ(γ) 6 vP (γ) + wt(P )vφ.
This holds in particular also for each nonzero homogeneous part of P in place of P .
Let d = mul(P ), set F := Pd. If d < e with G := Pe 6= 0, then by the above
inequalities and Corollary 6.1.5 there is γ0 ∈ Γ such that vFφ(γ) < vGφ(γ), for all
φ 4 1 and all γ ∈ Γ>γ0 . This gives the first part of the lemma, and the second part
follows in the same way. 
Next we state some results on Newton degree that follow easily from corresponding
facts on dominant degree in Section 6.6, using Lemma 5.7.1.
Lemma 11.2.3. Let a ∈ K, a 4 1. Then we have
(i) ndegP+a = ndegP ;
(ii) if a ≺ 1, then ndegP×a 6 nmulP ;
(iii) if a ≍ 1, then nmulP×a = nmulP , ndegP×a = ndegP .
By (iii) of this lemma we have maps nmulP , ndegP : Γ→ N given by
nmulP (γ) = nmul(P×g), ndegP (γ) = ndeg(P×g) for g ∈ K× with vg = γ.
Corollary 11.2.4. Let a, b ∈ K, g ∈ K× be such that a− b 4 g. Then
ndegP+a,×g = ndegP+b,×g.
Here is an analogue of Corollary 6.6.7:
Corollary 11.2.5. mulP = mulP×m 6 ndegP×m 6 degP×m = degP , and
m ≺ n =⇒ nmulP×m 6 ndegP×m 6 nmulP×n 6 ndegP×n.
Thus the functions nmulP , ndegP : Γ→ N are decreasing, taking values in the finite
set of d ∈ N for which Pd 6= 0.
The Newton degree on a set E. In this subsection E ⊆ K× is 4-closed, that is,
E 6= ∅, and m ∈ E whenever m 4 n ∈ E . The Newton degree of P on E , ndegE P ,
is the natural number
ndegE P := max
{
ndeg(P×m) : m ∈ E
}
.
By Corollary 11.2.5 we have mulP 6 ndegE P . If Q ∈ K{Y }, Q 6= 0, then clearly
ndegE PQ = ndegE P + ndegE Q.
We have ndegE P
φ = ndegE P . For a ∈ K× we have ndegE P×a = ndegaE P .
Lemma 11.2.6. If v(E) does not have a smallest element, then
ndegE P = max
{
nmul(P×m) : m ∈ E
}
.
Lemma 11.2.7. If f ∈ E, then ndegE P+f = ndegE P .
Let E ′ ⊆ E be 4-closed. Then for f ∈ E we have ndegE′ P+f 6 ndegE P by
Lemma 11.2.7. For γ ∈ Γ and E = {n : vn > γ}, we set ndeg>γ P := ndegE P , so if
vm = γ, then ndeg>γ P = ndegP×m.
Corollary 11.2.8. Let a, b ∈ K and α, β ∈ Γ be such that v(b − a) > α as well
as β > α. Then ndeg>β P+b 6 ndeg>α P+a.
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For E := {n : n ≺ m} we set ndeg≺m P := ndegE P . If Γ> has no least element,
then v
({n : n ≺ m}) has no least element, and so
ndeg≺m P = max
{
ndegP×n : n ≺ m
}
= max
{
nmulP×n : n ≺ m
}
.
Definition 11.2.9. An algebraic differential equation with asymptotic side condi-
tion (for short: an asymptotic equation) over K is of the form
(E) P (Y ) = 0, Y ∈ E .
For g ∈ K× and E = {y ∈ K× : y ≺ g} we also indicate (E) by
P (Y ) = 0, Y ≺ g.
Likewise with 4 in place of ≺.
A solution of (E) is a y ∈ E such that P (y) = 0. The Newton degree of (E) is
defined to be ndegE P .
Let f be an element of a valued differential field extension of K. We say that
a solution y of (E) best approximates f—tacitly: among solutions of (E)—if
y − f 4 z − f for each solution z of (E). Of course, if f ∈ K× is a solution of (E),
then f is the unique solution of (E) that best approximates f . Also, if f ≻ E , then
y − f ≍ f for all y ∈ E , so f is best approximated by each solution of (E) in K.
Lemma 11.2.10. Let f be an element of a valued differential field extension of K
and m ∈ E with f 4 m. Suppose y is a solution of the asymptotic equation
(11.2.1) P×m(Y ) = 0, Y 4 1
that best approximates m−1f . Then the solution my of (E) best approximates f .
Proof. Let z be a solution of (E). If z ≻ m, then z − f ∼ z ≻ m < my − f , and
if z 4 m, then m−1z is a solution of (11.2.1) and so y−m−1f 4 m−1z −m−1f and
hence my − f 4 z − f . 
The Newton degree in a cut. In the next lemma, let (aρ) be a pc-sequence
in K, and put γρ = v(as(ρ) − aρ), where s(ρ) is the immediate successor of ρ.
Lemma 11.2.11. There is an index ρ0 and d ∈ N such that for all ρ > ρ0 we have
γρ ∈ Γ and ndeg>γρ P+aρ = d. Denoting this number d by d
(
P, (aρ)
)
to indicate
its dependence on P and (aρ), we have d
(
P, (aρ)
)
= d
(
P, (bσ)
)
whenever (bσ) is a
pc-sequence in K equivalent to (aρ).
Proof. Take ρ0 such that for all ρ′ > ρ > ρ0 we have
γρ′ > γρ, v(aρ′ − aρ) = γρ ∈ Γ.
Then for such ρ′ and ρ we have by Corollary 11.2.8,
ndeg>γρ′ P+aρ′ 6 ndeg>γρ P+aρ .
This yields the existence of d(P, (aρ)). For the second part, take ρ0 as above such
that also ndeg>γρ P+aρ = d for all ρ > ρ0. Let (bσ) be a pc-sequence inK equivalent
to (aρ), and take σ0 such that for all σ′ > σ > σ0 we have
v(bσ′ − bσ) = δσ := v(bσ+1 − bσ) ∈ Γ.
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We can also assume that e ∈ N and ρ0, σ0 are such that ndeg>δσ P+bσ = e for all
σ > σ0, and bσ − aρ ≺ aρ − aρ0 for all ρ > ρ0 and σ > σ0. Finally, we can assume
that δσ > γρ0 for all σ > σ0. Then for σ > σ0 we have v(bσ − aρ0) = γρ0 and so
e = ndeg>δσ P+bσ 6 ndeg>γρ0 P+aρ0 = d
by Corollary 11.2.8. By symmetry we also have d 6 e, so d = e. 
We now associate to each pc-sequence (aρ) in K an object cK(aρ), the cut defined
by (aρ) in K, such that if (bσ) is also a pc-sequence in K, then
cK(aρ) = cK(bσ) ⇐⇒ (aρ) and (bσ) are equivalent.
We do this in such a way that the cuts cK(aρ), with (aρ) a pc-sequence in K, are
the elements of a set c(K). For a ∈ c(K) we define
ndega P := d
(
P, (aρ)
)
= eventual value of ndeg>γρ P+aρ ,
where (aρ) is any pc-sequence in K with a = cK(aρ), using the notations of Lem-
ma 11.2.11. We call ndega P the Newton degree of P in the cut a. Let (aρ)
be a pc-sequence in K and a = cK(aρ). For y ∈ K the cut cK(aρ + y) depends
only on (a, y), and so we can set a + y := cK(aρ + y). Likewise, for y ∈ K× the
cut cK(aρy) depends only on (a, y), and so we can set a · y := cK(aρy). We record
some basic facts about ndega P :
Lemma 11.2.12. Let (aρ) be a pc-sequence in K, a = cK(aρ). Then
(i) ndega P 6 degP ;
(ii) ndega P
φ = ndega P ;
(iii) ndega P+y = ndega+y P for y ∈ K;
(iv) if y ∈ K and vy is in the width of (aρ), then ndega P+y = ndega P ;
(v) ndega P×y = ndega·y P for y ∈ K×;
(vi) if Q ∈ K{Y } 6=, then ndega PQ = ndega P + ndegaQ;
(vii) if P (ℓ) = 0 for some pseudolimit ℓ of (aρ) in an asymptotic field extension
of K, then ndega P > 1;
(viii) if L is an asymptotic field extension of K and Ψ is cofinal in ΨL, then ΨL
has no largest element and ndega P = ndegaL P , where aL = cL(aρ).
Proof. Most of these items are routine or follow easily from earlier lemmas; in
particular, item (vii) from Lemma 11.2.1. Item (iv) follows from (iii). 
The case of order 1. In this case we derive properties of the Newton multiplicity
and Newton degree that for higher order require stronger assumptions on K and a
lot more work: see the introduction to Chapter 13. In this subsection we assume
that K is H-asymptotic with rational asymptotic integration. Let P ∈ K[Y, Y ′] 6=.
Lemma 11.2.13. There are w ∈ N, α ∈ Γ>, and A ∈ K[Y ] 6=, such that eventually
Pφ = φwA(Y )(Y ′)w +Rφ, Rφ ∈ Kφ[Y, Y ′], v(Rφ) > v(Pφ) + α.
Proof. Let P =
∑
j∈J Aj(Y )(Y
′)j with finite nonempty J ⊆ N and Aj ∈ K[Y ] 6=
for all j ∈ J . Then
Pφ =
∑
j∈J
φjAj(Y )(Y
′)j , v(φjAj) = jv(φ) + v(Aj).
Since Ψ↓ has no largest element we have w ∈ J such that eventually
wv(φ) + v(Aw) < jv(φ) + v(Aj) for all j ∈ J \ {w}.
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As K has rational asymptotic integration we also have α ∈ Γ> such that eventually
wv(φ) + v(Aw) +α < jv(φ) + v(Aj) for all j ∈ J \ {w}. Then the conclusion of the
lemma holds with this w, α and A := Aw. 
Note that nwt(P ) = w for w as in the lemma above.
Proposition 11.2.14. There exists γ ∈ Γ> such that for all g ∈ K,
0 < vg < γ =⇒ nmul(P ) = nmul(P×g) = ndeg(P×g),
−γ < vg < 0 =⇒ ndeg(P ) = ndeg(P×g) = nmul(P×g).
Proof. Take w, α, A as in Lemma 11.2.13. Subtracting from A a polynomial D ∈
K[Y ] with D ≺ A and decreasing α if necessary we arrange that mulA = dmulA
and degA = ddegA, so
nmulP = d+ w, ndegP = e+ w, where d := mulA, e := degA.
Set B := A(Y )(Y ′)w and take active φ0 in K such that for all φ 4 φ0,
Pφ = φwB +Rφ, Rφ ∈ Kφ[Y, Y ′], v(Rφ) > v(Pφ) + α.
So for φ 4 φ0 and g ∈ K× with g ≺ 1 we have, in Kφ[Y, Y ′],
Pφ×g = φ
wB×g + (Rφ)×g,
v(φwB×g) 6 wv(φ) + v(B) + (d+ w + 1)v(g) = v(P
φ) + (d+ w + 1)v(g),
v
(
(Rφ)×g
)
> v(Rφ).
Fix g ∈ K× with 0 < (d+ w + 1)v(g) < α. Then we have for φ 4 φ0,
v(Pφ×g) = v(φ
wB×g) < v
(
(Rφ)×g
)
.
Now in Kφ[Y, Y ′] we have (Y ′)×g = φ−1g′Y + gY ′. From φ ≺ g†, eventually, we
get (Y ′)×g ∼ φ−1g′Y , eventually. Now A =
∑e
i=d aiY
i with all ai ∈ K, v(A) =
v(ad) = v(ae). So eventually in Kφ[Y, Y ′],
B×g =
(
e∑
i=d
aig
iY i
)
· ((Y ′)×g)w ∼ φ−wadgd(g′)wY d+w,
so Pφ×g ∼ adgd(g′)wY d+w, eventually. Thus nmulP×g = ndegP×g = d+ w.
Next, let g ∈ K×, g ≻ 1, φ 4 φ0. Then v(φwB×g) 6 wv(φ) + v(B) = v(Pφ)
and v
(
(Rφ)×g
)
> v(Rφ) + (N + 1)vg where N := degP . A similar computation
as for g ≺ 1 also gives B×g ∼ φ−waege(g′)wY e+w, eventually. It follows that
ndeg(P×g) = nmul(P×g) = e+ w for −α < (N + 1)vg < 0. 
If the assumption of rational asymptotic integration is weakened to K having as-
ymptotic integration, then Lemma 11.2.13, Proposition 11.2.14, and their proofs go
through for P ∈ K[Y, Y ′] 6= of degree 6 1 in Y ′.
11.3. Using Newton Multiplicity and Newton Weight
In this section K is an H-asymptotic field with rational asymptotic integration.
Also P ∈ K{Y } 6= and φ ranges over the active elements of K.
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Behavior of vP (y). We establish here a key fact needed to construct immediate
extensions in Section 11.4, namely Proposition 11.3.1. First we observe:
nmulP > 1 ⇐⇒ DPφ(0) = 0, eventually ⇐⇒ P (0) ≺ Pφ, eventually.
Proposition 11.3.1. Suppose nmul(P ) > 1. Then there are β ∈ Γ< and a strictly
increasing function i : (β, 0) → Γ such that vP (y) = i(vy) for all y ∈ K with
β < vy < 0. If Γ is divisible there is such i with the intermediate value property.
Before establishing this proposition, we prove two lemmas.
Lemma 11.3.2. Let Q ∈ K{Y } 6= and suppose Pφ ≻ Qφ, eventually. Then there is
β ∈ Γ< such that P (y) ≻ Q(y) for all y ∈ K with β < vy < 0.
Proof. For µ = nwt(P ) and ν = nwt(Q) we have eventually
vPφ = veP + µvφ, vQφ = veQ+ νvφ.
The algebraic closure of K has asymptotic integration, and the above eventual
equalities remain true there, as does vPφ < vQφ, eventually. It follows that we
have γ ∈ Γ> such that vPφ+γ 6 vQφ, eventually. Take φ such that vPφ+γ 6 vQφ
and vφ > ψ(γ). Replace K, P , Q by Kφ, Pφ, Qφ to arrange that K has small
derivation and v♭P < v♭Q. Next, replace P , Q by P/a, Q/a for suitable a ∈ K×
to get v♭P = 0, in particular, P,Q ∈ O♭{Y }. Let
y 7→ y♭ : O♭ → K♭
be the residue map, and let P ♭, Q♭ be the images of P , Q under the differential ring
morphism O♭{Y } → K♭{Y } that extends this residue map by sending each Y (n)
to Y (n). Then P ♭ 6= 0 and K♭ is an H-asymptotic field with asymptotic couple(
Γ♭, ψ|(Γ♭)6=). Applying Corollary 9.5.8 to K♭ and P ♭ instead of K and P , we get
β ∈ (Γ♭)< such that P ♭(y♭) 6= 0 for all y ∈ K with β < vy < 0. Also Q♭ = 0, so
Q♭(y♭) = 0 for those y. Thus vP (y) ∈ Γ♭ and vQ(y) > Γ♭ for those y. 
Lemma 11.3.3. Suppose nmul(P ) > 1 and set Q := P − P (0). There is β ∈ Γ<
such that Q(y) ≻ P (0) for all y ∈ K with β < vy < 0, and so P (y) ∼ Q(y) for
those y.
Proof. Note that Q 6= 0 and Q(0) = 0. From nmul(P ) > 1 we get P (0) ≺ Pφ,
eventually, so Pφ ∼ Qφ ≻ P (0), eventually. It remains to apply Corollary 9.5.8 if
P (0) = 0, and Lemma 11.3.2 if P (0) 6= 0. 
Proposition 11.3.1 now follows from Lemma 11.3.3 and Corollaries 9.3.6 and 9.5.8.
More on vP (y). In this subsection we let y, z range over K and β, γ over Γ, and
we assume that P ∈ K{Y } 6= has order r. Corollary 9.5.8 gives us an element α
of Γ and natural numbers d, d0, e1, . . . , er−1 such that for some β < 0 we have, for
all y,
β < vy < 0 =⇒ vP (y) = α+ dψ(vy) + d0vy −
r−1∑
i=1
eiχ
i(vy).
Moreover, this property determines α, d, d0, e1, . . . , er−1 uniquely. Recall also that
if P is homogeneous, then d0 = degP , and that if P (0) = 0, then d0 > 1. We
consider α + dψ(vy) as the main term in the sum above as vy tends to 0, and
our goal is to show that α and d coincide with the “eventual” quantities from
Section 11.1:
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Proposition 11.3.4. We have α = ve(P ) and d = nwt(P ). If P (0) = 0, then for
some β < 0 and all y, z ∈ K with β < vy < vz = 0 we have P (y) ≻ P (z).
Proof. By the proof of Corollary 9.5.8 the statements in this subsection preceding
Proposition 11.3.4 remain true when replacing K by its algebraic closure, with the
same tuple (α, d, d0, e1, . . . , er−1). So we assume in the rest of the proof that Γ
is divisible. We now combine tricks from Section 9.3: passing to an elementary
extension, compositional conjugation, and coarsening. Set B := Γ<. Let L be an
elementary extension of K and let θ ∈ L× be such that Ψ < vθ ∈ ΨL. Let BL
be the convex hull of B in ΓL. As in the proof of Proposition 9.3.5, our α and d
are related by α = α0 − dvθ, with α0 ∈ ΓL obtained by applying Lemma 9.3.1 to
Lθ, BL, P θ in the role of K, B, P . We now also apply Lemma 9.3.4 to Lθ, BL, P θ
in the role of K, B, P . In our situation we have
∆ = ∆(BL) :=
{
δ ∈ ΓL : |δ| < ε for all ε ∈ Γ>
}
,
a convex subgroup of ΓL, and so α0 ≡ v(P θ) mod ∆ by Lemma 9.3.4. Therefore,
α ≡ v(P θ)− dvθ mod ∆.
In terms of the original structure K and using terminology from Section 11.1, it
follows that for each ε ∈ Γ> we have∣∣α− (v(Pφ)− dvφ)∣∣ < ε, eventually.
Also v(Pφ) = ve(P ) + nwt(P )vφ, eventually. Thus for each ε ∈ Γ>,∣∣(α− ve(P ))+ (d− nwt(P ))vφ∣∣ < ε, eventually.
Since K has asymptotic integration, we get d = nwt(P ), and then α = ve(P ). The
second part of the proposition follows from the second part of Lemma 9.3.4. 
Now we have the following variant of Corollary 9.3.7:
Corollary 11.3.5. There is β < 0 such that for all y ∈ K with β < vy < 0,
vP (y) = ve(P ) + nwt(P )ψ(vy) + d0vy −
r−1∑
i=1
eiχ
i(vy), and thus
vP (y) = ve(P ) + nwt(P )ψ(vy) + γ(y), |γ(y)| 6 (degP ) · |vy|.
Here is another interesting consequence of Proposition 11.3.4:
Corollary 11.3.6. There exists β < 0 such that nwtP (γ) = 0 for all γ ∈ (β, 0).
Proof. With β < 0 and d, d0, e1, . . . , er−1 as above, we have for all y,
β < vy < 0 =⇒ vP (y) = ve(P ) + nwt(P )ψ(vy) + d0vy −
r−1∑
i=1
eiχ
i(vy).
Now let β < γ < 0. We claim that then nwtP (γ) = 0. To see this, take g ∈ K
with vg = γ, and let y ∈ K with vy < 0 be so small that β < vy + γ < γ and
ψ(γ) < ψ(vy). Then ψ(v(gy)) = ψ(γ), and thus χ(v(gy)) = χ(γ), so
vP×g(y) = v
e(P ) + nwt(P )ψ(γ) + d0γ −
r−1∑
i=1
eiχ
i(γ) + d0vy.
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Here only the term d0vy depends on vy, so by Proposition 11.3.4 applied to P×g,
ve(P×g) = v
e(P ) + nwt(P )ψ(γ) + d0γ −
r−1∑
i=1
eiχ
i(γ), nwt(P×g) = 0.
Note also that in replacing P by P×g, the quantity d0 does not change and the
quantities e1, . . . , er−1 become 0. 
Evaluation at pc-sequences. In the discussion following Corollary 11.1.15 we
defined for P ∈ K{Y } 6= a function veP : Γ → Γ. This function behaves much
like vP , at least piecewise:
Lemma 11.3.7. The set Γ is a finite union of subsets Γ(µ, d) with 0 6 µ 6 wt(P )
and Pd 6= 0, such that for all distinct α, β ∈ Γ(µ, d) we have
veP (α) − veP (β) = d · (α− β) + o(α− β).
Thus if P (0) = 0, then veP is strictly increasing on each set Γ(µ, d).
Proof. Since Ψ has no largest element, we can take an elementary extension K∗
of the asymptotic field K with an element θ ∈ K∗ such that vθ ∈ ΨK∗ , and vθ > vφ
for all φ. For γ ∈ Γ and g ∈ K× such that vg = γ we have
veP (γ) = v(P
θ
×g)− nwt(P×g)vθ = vP θ (γ)− nwt(P×g)vθ.
The nonzero homogeneous parts of P θ have the same degrees as the nonzero homo-
geneous parts of P . For 0 6 µ 6 wt(P ) and Pd 6= 0, define Γ(µ, d) to be the set of
γ ∈ Γ such that nwt(P×g) = µ for g ∈ K× with vg = γ, and vP θ (γ) = vQ(γ) with
Q := P θd . It remains to use Corollary 6.1.3. 
In the next lemma (aρ) is a pc-sequence in K with a pseudolimit e in an immediate
asymptotic extension E of K. Let G(Y ) ∈ E{Y } \ E and set γρ := v
(
as(ρ) − aρ
)
.
Lemma 11.3.8. There is a pc-sequence (bλ) in K equivalent to (aρ) such that(
G(bλ)
)
is a pc-sequence in E with G(bλ) G(e).
Proof. By removing some initial ρ’s we arrange that γρ = v(e− aρ) ∈ Γ for all ρ,
and (γρ) is strictly increasing. By removing also some indices ρ corresponding to
limit ordinals we arrange in addition that for each ρ we have δρ ∈ Γ> such that
γs(ρ) − γρ > δρ and γρ − γρ′ > δρ whenever ρ > ρ′. Take gρ ∈ K with v(gρ) = γρ
and define uρ ∈ E by aρ − e = gρuρ, so uρ ≍ 1. Take xρ ∈ K, subject for now only
to −δρ < vxρ < 0, and put bρ := aρ + gρxρ ∈ K and yρ := uρ + xρ ∈ E. Then
yρ ∼ xρ, bρ − e = gρyρ, γρ − δρ < v(bρ − e) < γρ.
Thus (bρ) pseudoconverges to e and has the same width as (aρ), so by Lemma 2.2.17
it is a pc-sequence in K equivalent to (aρ). We have
G(bρ)−G(e) =
∑
|i|>1
G(i)(e)(gρyρ)
i where G(i) =
G(i)
i!
.
Put gi := G(i)(e) ∈ E for |i| > 1. Then
G(bρ)−G(e) =
∑
|i|>1
gi(gρyρ)
i = P (gρyρ) = P×gρ(yρ), where
P (Y ) :=
∑
|i|>1
giY
i ∈ E{Y }, so degP > 1, P (0) = 0.
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Corollary 11.3.5 with E instead of K gives for each ρ a µρ ∈
{
0, . . . ,wt(P )
}
and
an ερ ∈ Γ> such that for all y ∈ E with −ερ < vy < 0,
v
(
P (gρy)
)
= veP (γρ) + µρψ(vy) + γ(ρ, y), |γ(ρ, y)| 6 (degP )|vy|.
Take these ερ so small that (degP )ερ < δρ/4. Lemma 11.3.7 with E in place of K
gives sets Γ(µ, d) with 0 6 µ 6 wt(P ) and 1 6 d 6 degP . Passing to suitable
cofinal subsequences we arrange that for a fixed such µ and d we have γρ ∈ Γ(µ, d)
for all ρ, and µρ is constant as a function of ρ. Then
veP (γρ′ )− veP (γρ) = d(γρ′ − γρ) + o(γρ′ − γρ) when ρ′ > ρ.
For ρ′ > ρ we have γρ′ −γρ > δρ′ as well as γρ′ −γρ > δρ, so |vyρ′ − vyρ| < γρ′ −γρ,
and thus ψ(vyρ′)−ψ(vyρ) = o(γρ′ − γρ) by Lemma 6.5.4(ii). We now impose on xρ
the further restriction −ερ < vxρ < 0. Since vxρ = vyρ, it follows that for ρ′ > ρ
we have |vyρ|+ |vyρ′ | < ερ + ερ′ , so in view of (degP )ερ < δρ/4,
v
(
P (gρ′yρ′)
)− v(P (gρyρ)) = d(γρ′ − γρ) + o(γρ′ − γρ) + ε, |ε| < (γρ′ − γρ)/2.
Then v
(
G(bρ) − G(e)
)
= v
(
P (gρyρ)
)
is strictly increasing as a function of ρ, so
G(bρ) G(e), as promised. 
Substituting powers of Y ′. In this subsection we assume q ∈ N>1. For use in
proving Lemma 11.7.5 we establish a lower bound on the Newton weight of the
differential polynomial P×q = P
(
(Y ′)q
) ∈ K{Y } introduced in Section 5.7.
Lemma 11.3.9. nwt(P×q) > dq for some d ∈ N with Pd 6= 0.
Proof. We have (P×q)qi = (Pi)×q for each i ∈ N and (P×q)j = 0 for j ∈ N\qN, so
nwt(P×q) = nwt
(
(Pi)
×q
)
for some i ∈ N with Pi 6= 0, by Corollary 11.1.16. Hence
we may assume that P is homogeneous. Setting d = degP we then need to show
that nwt(P×q) > dq. By Corollary 4.3.18 we have a homogeneous E ∈ K{Y } 6= of
degree w := wt(P ) such that
P×q = (Y ′)dq−w · E×.
The differential polynomial E×φ = Eφ×φ is homogeneous of degree w, and so its
dominant part DE×φ is homogeneous of degree w, with
D(E×)φ = DE×φ(Y ′) = uDE×φ(Y
′) for some u ∈ k×.
By Corollary 4.3.14 we have
wt
(
DE×φ(Y
′)
)
= degDE×φ +wtDE×φ = w + dwt(E
×φ).
Hence nwt(E×) > w and so
nwt(P×q) = nwt
(
(Y ′)dq−w
)
+ nwt(E×) > (dq − w) + w = dq,
as desired. 
Corollary 11.3.10. Suppose P (0) = 0 and q > 2. Then there is β ∈ Γ< such that{
vP
(
(y′)q
)
: y ∈ K, β < vy < 0}
is disjoint from some interval (γ0, δ0) with γ0 ∈ Ψ, δ0 ∈ (Γ>)′.
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Proof. Set d := nwt(P×q). Then d > 2 by Lemma 11.3.9. Next, Corollary 11.3.5
gives α, β ∈ Γ with β < 0, d0, e1, . . . , en ∈ N such that for all y ∈ K,
β < vy < 0 =⇒ vP ((y′)q) = α+ d0vy + dψ(vy)−
n∑
i=1
eiχ
i(vy).
From the remarks preceding Proposition 11.3.4 it follows that d0 > 1. It now
remains to apply Corollary 9.2.22. 
11.4. Constructing Immediate Extensions
In this section K is an H-asymptotic field with rational asymptotic integration.
Here is the main result of this section:
Theorem 11.4.1. Every pc-sequence in K has a pseudolimit in some immediate
asymptotic extension of K.
This is of course just an alternative formulation of Theorem 11.0.1. We do not
know a direct proof of Theorem 11.4.1 using evaluation at pc-sequences, along
the lines of Sections 6.8 and 6.9. Instead we depend heavily on the preceding
facts on Newton weight, Newton degree, and Newton multiplicity, in particular, on
Proposition 11.3.1.
We let φ range over the active elements of K, and a, b, y over K. Also, m, n, d, v,
and w range over K×, and P , Q range over K{Y } 6=.
Vanishing. Recall from Section 11.2 that
ndeg≺v P = max
{
ndegP×m : m ≺ v
}
= max
{
nmulP×m : m ≺ v
}
.
Let ℓ be an element in some asymptotic extension of K such that ℓ /∈ K and
v(K−ℓ) = {v(a−ℓ) : a ∈ K} has no largest element (so ℓ has no best approximation
in K). Note that then v(K − ℓ) ⊆ Γ, and that there is a divergent pc-sequence
in K with pseudolimit ℓ.
We say that P vanishes at (K, ℓ) if for all a and v with a − ℓ ≺ v we have
ndeg≺v P+a > 1. (Intuitively, “P vanishes at (K, ℓ)” means that K thinks P could
have a zero near ℓ.) Let Z(K, ℓ) be the set of all P that vanish at (K, ℓ). Here are
some frequently used basic facts:
(1) P ∈ Z(K, ℓ) ⇐⇒ P+b ∈ Z(K, ℓ− b);
(2) P ∈ Z(K, ℓ) ⇐⇒ P×m ∈ Z(K, ℓ/m);
(3) P ∈ Z(K, ℓ) =⇒ PQ ∈ Z(K, ℓ);
(4) P ∈ K =⇒ P /∈ Z(K, ℓ).
If P /∈ Z(K, ℓ), we have a, v with a − ℓ ≺ v and ndeg≺v P+a = 0, and then also
ndeg≺v P+b = 0 for any b with b− ℓ ≺ v, by Lemma 11.2.7.
Lemma 11.4.2. Y − b /∈ Z(K, ℓ).
Proof. Take a and v such that a− ℓ ≺ v ≍ b− ℓ. Then for P := Y − b and m ≺ v
we have P+a,×m = mY + (a− b) and m ≺ a− b, so ndeg≺v P+a = 0. 
Lemma 11.4.3. Suppose P /∈ Z(K, ℓ), and let a, v be such that a − ℓ ≺ v and
ndeg≺v P+a = 0. Then P (f) ∼ P (a) for all f in all asymptotic extensions of K
with f − a ≍ m ≺ v for some m. (Recall: m ∈ K× by convention.)
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Proof. Let f in an asymptotic extension E of K satisfy f − a ≍ m ≺ v, so
f = a+mu with u ≍ 1 in E. Now
P+a,×m = P (a) +R with R ∈ K{Y }, R(0) = 0,
so
Pφ+a,×m = P (a) +R
φ.
From ndegP+a,×m = 0 we get Rφ ≺ P (a), eventually. Thus
P (f) = P+a,×m(u) = P (a) +R
φ(u) in Eφ,
with Rφ(u) 4 Rφ ≺ P (a), eventually, in Eφ, so P (f) ∼ P (a). 
Note that the conclusion applies to f = ℓ, and so for P and a, v as in the lemma
we have P (ℓ) ∼ P (a), hence P (ℓ) 6= 0 and vP (ℓ) ∈ Γ. In particular, if K is also an
H-field and P /∈ Z(K, ℓ), then signP (a) is independent of a ∈ K and v subject to
a− ℓ ≺ v and ndeg≺v P+a = 0, and so sign(P, ℓ) := signP (a) does not depend on
the choice of such a, v.
Lemma 11.4.4. Suppose that P,Q /∈ Z(K, ℓ). Then PQ /∈ Z(K, ℓ).
Proof. Take a, b, v, w such that a− ℓ ≺ v, b− ℓ ≺ w and
ndeg≺v P+a = ndeg≺wQ+b = 0.
We can assume a − ℓ 4 b − ℓ. Take n ≍ a − ℓ and d ∈ K with d − ℓ ≺ n. Then
d− ℓ ≺ v and d− ℓ ≺ w, so ndeg≺v P+a = ndeg≺v P+d = 0, and so ndeg≺n P+d = 0.
In the same way we obtain ndeg≺nQ+d = 0. Hence ndeg≺n(PQ)+d = 0. 
Lemma 11.4.5. Suppose P ∈ Z(K, ℓ). Then for each b there is a with a− ℓ ≺ b− ℓ
and P (a) 6≍ P (b).
Proof. Let v ≍ b− ℓ and take a1 ∈ K with a1− ℓ ≺ v, so ndeg≺v P+a1 > 1, so we
have m ≺ v with nmul(P+a1,×m) > 1. Then by Proposition 11.3.1, the set{
vP (a1 +my) : β < vy < 0
}
is infinite for each β ∈ Γ< , so we can take y with vy < 0 and a1 +my− ℓ ≺ v and
P (a1 +my) 6≍ P (b). Then a := a1 +my has the desired property. 
Lemma 11.4.6. Suppose P,Q /∈ Z(K, ℓ) and P −Q ∈ Z(K, ℓ). Then P (ℓ) ∼ Q(ℓ).
Proof. By Lemma 11.4.4 we have b and v such that
ℓ− b ≺ v, ndeg≺v P+b = ndeg≺vQ+b = 0.
Replacing ℓ by ℓ− b and P,Q by P+b, Q+b we arrange b = 0, that is,
ℓ ≺ v, ndeg≺v P = ndeg≺vQ = 0,
in particular, P (0) 6= 0 and Q(0) 6= 0. By Lemma 11.4.3 we have for all a ≺ v,
P (a) ∼ P (0) ∼ P (ℓ), Q(a) ∼ Q(0) ∼ Q(ℓ).
If P (ℓ) 6∼ Q(ℓ), then P (0) 6∼ Q(0), so (P − Q)(a) ≍ (P − Q)(0) for all a ≺ v,
contradicting P −Q ∈ Z(K, ℓ) by Lemma 11.4.5. Thus P (ℓ) ∼ Q(ℓ). 
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Constructing immediate extensions. As in the previous subsection, ℓ is an
element in some asymptotic extension of K such that ℓ /∈ K and v(K − ℓ) has no
largest element.
Lemma 11.4.7. Suppose Z(K, ℓ) = ∅. Then P (ℓ) 6= 0 for all P , and K〈ℓ〉 is an
immediate asymptotic extension of K. Suppose that g in an asymptotic extension L
of K satisfies v(a−g) = v(a−ℓ) for all a. Then there is a unique valued differential
field embedding K〈ℓ〉 → L over K that sends ℓ to g.
Proof. Clearly P (ℓ) 6= 0 for all P . Let any nonzero element f = P (ℓ)/Q(ℓ) of the
asymptotic field extension K〈ℓ〉 of K be given. Lemma 11.4.4 gives a and v such
that
a− ℓ ≺ v, ndeg≺v P+a = ndeg≺vQ+a = 0,
and so P (ℓ) ∼ P (a) and Q(ℓ) ∼ Q(a) by Lemma 11.4.3, and thus f ∼ P (a)/Q(a).
It follows that K〈ℓ〉 is an immediate extension of K.
It is clear that Z(K, g) = Z(K, ℓ) = ∅, so g is d-transcendental overK andK〈g〉
is an immediate extension ofK, by the first part of the proof. Given any P we take a
and v such that a−ℓ ≺ v and ndeg≺v P+a = 0. Then P (a) ∼ P (g) and P (a) ∼ P (ℓ),
and thus vP (g) = vP (ℓ). Hence the unique differential field embedding K〈ℓ〉 → L
over K that sends ℓ to g is also a valued field embedding. 
Lemma 11.4.8. Suppose that Z(K, ℓ) 6= ∅ and P is an element of Z(K, ℓ) of minimal
complexity. Then K has an immediate asymptotic extension K〈f〉 with P (f) = 0
and v(a − f) = v(a − ℓ) for all a, and such that if E is an asymptotic extension
of K and e ∈ E satisfies P (e) = 0 and v(a− e) = v(a− ℓ) for all a, then there is a
unique valued differential field embedding K〈f〉 → E over K that sends f to e.
Proof. Let P have order r and take p ∈ K[Y0, . . . , Yr] such that
P = p
(
Y, Y ′, . . . , Y (r)
)
.
It is clear from Lemma 11.4.4 that p is irreducible. Consider the domain
K[y0, . . . , yr] = K[Y0, . . . , Yr]/(p), yi = Yi + (p) for i = 0, . . . , r,
and let K(y0, . . . , yr) be its fraction field. We extend v : K× → Γ to
v : K(y0, . . . , yr)
× → Γ
as follows. Let s ∈ K(y0, . . . , yr)× and take g ∈ K[Y0, . . . , Yr], h ∈ K[Y0, . . . , Yr−1]
with g
(
Y, Y ′, . . . , Y (r)
)
/∈ Z(K, ℓ) (so g /∈ pK[Y0, . . . , Yr]) and h 6= 0 such that
s = g(y0, . . . , yr)/h(y0, . . . , yr−1). Then vg
(
ℓ, . . . , ℓ(r)
)
and vh
(
ℓ, . . . , ℓ(r−1)
)
lie
in Γ by the comments following Lemma 11.4.3. We claim that
vg
(
ℓ, ℓ′, . . . , ℓ(r)
)− vh(ℓ, . . . , ℓ(r−1)) ∈ Γ
depends only on s and not on the choice of g and h. To see this, let g1 ∈
K[Y0, . . . , Yr], h1 ∈ K[Y0, . . . , Yr−1] be such that g1
(
Y, . . . , Y (r)
)
/∈ Z(K, ℓ), h1 6= 0,
and s = g1(y0, . . . , yr)/h1(y0, . . . , yr−1). Then
gh1 − g1h ∈ pK[Y0, . . . , Yr], (gh1)
(
Y, . . . , Y (r)
)
, (g1h)
(
Y, . . . , Y (r)
)
/∈ Z(K, ℓ),
which yields the claim by Lemma 11.4.6. We now set, for g, h as above,
vs := vg
(
ℓ, ℓ′, . . . , ℓ(r)
)− vh(ℓ, . . . , ℓ(r−1)),
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or more suggestively,
vs = v
(
G(ℓ)/H(ℓ)
) ∈ Γ, with G = g(Y, . . . , Y (r)), H = h(Y, . . . , Y (r−1)).
Let s1, s2 ∈ K(y0, . . . , yr)×. Then v(s1s2) = vs1 + vs2 follows easily by means of
Lemma 11.4.4. Next, assume also s1+s2 6= 0; to prove that v : K(y0, . . . , yr)× → Γ
is a valuation it remains to show that then v(s1 + s2) > min(vs1, vs2). For i = 1, 2
we have si = gi(y0, . . . , yr)/hi(y0, . . . , yr−1) where
0 6= gi ∈ K[Y0, . . . , Yr], 0 6= hi ∈ K[Y0, . . . , Yr−1],
and gi has lower degree in Yr than p. Then for s := s1 + s2 we have
s = g(y0, . . . , yr)/h(y0, . . . , yr−1), g := g1h2 + g2h1, h := h1h2,
and so g 6= 0 (because s 6= 0) and g also has lower degree in Yr than p. In particular,
g
(
Y, . . . , Y (r)
)
/∈ Z(K, ℓ), hence
vs = v
(
g(ℓ, . . . , ℓ(r))/h(ℓ, . . . , ℓ(r−1))
)
,
and so by working in the valued field K〈ℓ〉 we see that vs > min(vs1, vs2), as
promised. Thus we now have K(y0, . . . , yr) as a valued field extension of K. To
show that K(y0, . . . , yr) has the same residue field as K, consider an element s =
g(y0, . . . , yr) /∈ K with nonzero g ∈ K[Y0, . . . , Yr] of lower degree in Yr than p; it
suffices to show that s ∼ b for some b. Set G := g(Y, . . . , Y (r)) and take a and v
with a − ℓ ≺ v and ndeg≺vG+a = 0. Then G(ℓ) ∼ G(a) by Lemma 11.4.3, so for
b := G(a) we have
v(s− b) = v(g(y0, . . . , yr)− b) = v(G(ℓ)− b) > vb,
that is, s ∼ b. This finishes the proof that the valued field K(y0, . . . , yr) is an
immediate extension of K.
Next we equip K(y0, . . . , yr) with the derivation extending the derivation of K
such that y′i = yi+1 for 0 6 i < r. Setting f := y0 we have f
(i) = yi for i =
0, . . . , r, K〈f〉 = K(y0, . . . , yr), and P (f) = 0. Note that v(f − a) = v(ℓ − a) by
Lemma 11.4.2.
In order for K〈f〉 = K(f, . . . , f (r−1), f (r)) to be an asymptotic field, it suffices by
Proposition 9.5.1 to show that K
(
f, . . . , f (r−1)
)
is asymptotic in K〈f〉. To do that
we are going to apply Lemma 9.6.4 with
L = K
(
f, . . . , f (r−1)
)
, F = K〈f〉, and U = K[f, . . . , f (r−1)].
Consider elements s ∈ K[f, . . . , f (r−1)] and b ∈ K× such that b ≺ 1; it suffices
to show that then s′ ≺ b† if s ≺ 1, and s′ 4 b† if s ≍ 1. If s ≍ 1, take d ∈ K
with s ∼ d and use d′ 4 b† to reduce to the case s ≺ 1. So we assume s ≺ 1
and wish to show that s′ ≺ b†. This inequality certainly holds when s′ = 0, so
assume s′ 6= 0. Take g ∈ K[Y0, . . . , Yr−1], g 6= 0 with s = g
(
f, . . . , f (r−1)
)
, and take
g1, g2 ∈ K[Y0, . . . , Yr−1] such that, in K{Y },
g
(
Y, . . . , Y (r−1)
)′
= g1
(
Y, . . . , Y (r−1)
)
+ g2
(
Y, . . . , Y (r−1)
)
Y (r).
Then
s′ = g
(
f, . . . , f (r−1)
)′
= g1
(
f, . . . , f (r−1)
)
+ g2
(
f, . . . , f (r−1)
)
f (r),
and for all a,
g
(
a, . . . , a(r−1)
)′
= g1
(
a, . . . , a(r−1)
)
+ g2
(
a, . . . , a(r−1)
)
a(r).
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There are two cases to consider:
Case 1: p has degree > 1 in Yr, or g2 = 0. Then we can take a such that
s ∼ g(a, . . . , a(r−1)), s′ ∼ g(a, . . . , a(r−1))′.
Since s ≺ 1, the left-hand side gives g(a, . . . , a(r−1))′ ≺ b†, and then the right-hand
side yields s′ ≺ b†.
Case 2: p has degree 1 in Yr, and g2 6= 0. Then
g1 + g2Yr =
h1p+ h2
h
, h, h1, h2 ∈ K[Y0, . . . , Yr−1], h, h1 6= 0,
so 0 6= s′ = h2
(
f, . . . , f (r−1)
)
/h(f, . . . , f (r−1)), so h2 6= 0. Let
G := g(Y, . . . , Y (r−1)), H := h(Y, . . . , Y (r−1)),
H1 := h1(Y, . . . , Y
(r−1)), H2 := h2(Y, . . . , Y
(r−1)).
By Lemma 11.4.4 there is v such that for some a,
a− ℓ ≺ v, ndeg≺vG+a = ndeg≺vH+a = ndeg≺v(H1)+a = ndeg≺v(H2)+a = 0.
Fix such v, and let A ⊆ K be the set of all a satisfying the above. Then for a ∈ A
we can apply Lemma 11.4.3 with ℓ in the role of f , so h(a, . . . , a(r−1)) 6= 0 and
s = g
(
f, . . . , f (r−1)
) ∼ g(a, . . . , a(r−1)),
h1
(
f, . . . , f (r−1)
)
h
(
f, . . . , f (r−1)
) ∼ h1(a, . . . , a(r−1))
h
(
a, . . . , a(r−1)
) ,
s′ =
h2
(
f, . . . , f (r−1)
)
h
(
f, . . . , f (r−1)
) ∼ h2(a, . . . , a(r−1))
h
(
a, . . . , a(r−1)
) ,
g
(
a, . . . , a(r−1)
)′
=
h1
(
a, . . . , a(r−1)
)
h
(
a, . . . , a(r−1)
) P (a) + h2(a, . . . , a(r−1))
h
(
a, . . . , a(r−1)
) .
Now g
(
a, . . . , a(r−1)
) ≍ s ≺ 1, and so vg(a, . . . , a(r−1))′ as well as
v
h1
(
a, . . . , a(r−1)
)
h
(
a, . . . , a(r−1)
) and vh2(a, . . . , a(r−1))
h
(
a, . . . , a(r−1)
) = vs′
do not depend on a ∈ A. On the other hand ndeg≺v P+a > 0, so by Lemma 11.4.5,
vP (a) is not constant as a function of a ∈ A. Hence s′ ≍ g(a, . . . , a(r−1))′, and
thus s′ ≺ b†. This finishes the proof that K〈f〉 is an asymptotic field.
Suppose now that e in an asymptotic field extension E of K satisfies P (e) = 0 and
v(a − e) = v(a − ℓ) for all a. By Lemma 11.4.3 we have vQ(e) = vQ(f) for all
Q /∈ Z(K, ℓ), in particular, Q(e) 6= 0 for all Q of lower complexity than P . Thus
we have a differential field embedding K〈f〉 → E over K sending f to e, and this
is also a valued field embedding. 
Here are two immediate consequences of Lemmas 11.4.7 and 11.4.8.
Corollary 11.4.9. If K is asymptotically maximal, then K is spherically complete.
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Proof. Suppose K is not spherically complete. Then we have a divergent pc-se-
quence (aρ) in K, and thus a pseudolimit ℓ in an asymptotic extension of K with
ℓ /∈ K. Now Lemmas 11.4.7 (if Z(K, ℓ) = ∅) and 11.4.8 (if Z(K, ℓ) 6= ∅) provide a
proper immediate asymptotic extension of K. 
Corollary 11.4.10. The asymptotic field K has a spherically complete immediate
asymptotic extension.
Proof. This follows by Zorn from Corollary 11.4.9. 
Relation to the Newton degree in a cut. As before, ℓ is an element in some
asymptotic extension of K such that ℓ /∈ K and v(K − ℓ) has no largest element.
Let (aρ) be a divergent pc-sequence in K with pseudolimit ℓ.
Lemma 11.4.11. If P (aρ) 0, then P ∈ Z(K, ℓ).
Proof. Suppose P /∈ Z(K, ℓ). Take a and v such that a−ℓ ≺ v and ndeg≺v P+a =
0. Now v(a−aρ) = v(a− ℓ), eventually, so by Lemma 11.4.3 we have P (aρ) ∼ P (a)
eventually, so v
(
P (aρ)
)
= v
(
P (a)
) 6=∞ eventually. 
We now connect the notion of P vanishing at (K, ℓ) with the Newton degree ndega P
of P in the cut a = cK(aρ).
Lemma 11.4.12. ndega P > 1 ⇐⇒ P ∈ Z(K, ℓ). More precisely,
ndega P = min
{
ndeg≺v P+a : a− ℓ ≺ v
}
.
Proof. We may assume v(ℓ− aρ) is strictly increasing with ρ. Given any index ρ,
take v ≍ ℓ−aρ, take ρ′ > ρ, and set a := aρ′ . Then a−ℓ ≺ v. Now γρ := v(ℓ−aρ) =
v(a− aρ), and thus by Lemma 11.2.7,
ndeg≺v P+a 6 ndeg4v P+a = ndeg>γρ P+aρ .
It follows that min
{
ndeg≺v P+a : a− ℓ ≺ v
}
6 ndega P . For the reverse inequality,
let a and v be such that a − ℓ ≺ v. Let ρ be such that ℓ − aρ 4 ℓ − a. Then
aρ − a ≺ v and γρ := v(ℓ − aρ) > v(v), so by Lemma 11.2.7:
ndeg>γρ P+aρ 6 ndeg≺v P+aρ = ndeg≺v P+a.
Therefore ndega P 6 min
{
ndeg≺v P+a : a− ℓ ≺ v
}
. 
Recall from the end of Section 4.4 the notion of a minimal differential polynomial
over K of a pc-sequence in K.
Corollary 11.4.13. The following conditions on P are equivalent:
(i) P is an element of Z(K, ℓ) of minimal complexity;
(ii) P is a minimal differential polynomial of (aρ) over K.
Proof. Assume (i). Then Lemma 11.4.8 provides an immediate extension K〈f〉
of K with P (f) = 0 and v(a − ℓ) = v(a − f) for all a. Hence aρ  f , and so
Lemma 11.3.8 gives a pc-sequence (bλ) inK equivalent to (aρ) such that P (bλ) 0.
Conversely, if (bλ) is a pc-sequence in K equivalent to (aρ) and Q(bλ)  0, then
bλ  ℓ, so Q ∈ Z(K, ℓ) by Lemma 11.4.11. Thus we have established (i) ⇒ (ii).
Now assume (ii). Again, from Lemma 11.4.11 we get P ∈ Z(K, ℓ). The
direction (i) ⇒ (ii) shows that P is of minimal complexity in Z(K, ℓ). 
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11.5. Special Cuts in H-Asymptotic Fields
The cuts referred to in the title of this section are given by certain jammed pc-
sequences in H-asymptotic fields K such as T. Their divergence in K is equivalent
to K having a rather subtle but important elementary property. To explain this
for K = T, consider the iterated logarithms ℓn ∈ T defined by ℓ0 := x and ℓn+1 :=
log ℓn. Then the corresponding sequence (λn) given by
λn := −(ℓn††) = 1
ℓ0
+
1
ℓ0ℓ1
+ · · ·+ 1
ℓ0ℓ1 · · · ℓn
is a jammed pc-sequence in T by Example 11.5.1 and Lemma 11.5.2 below. It is
easy to check that this pc-sequence has no pseudolimit in T. By Corollary 11.6.1
below, the divergence of this pc-sequence in T implies that for all s ∈ T there
is g ≻ 1 in T such that s − g†† < g†. A related elementary property of T plays a
key role in our work. It corresponds to the fact that the sequence (ωn) with
ωn := −2λ′n − λ2n =
1
ℓ20
+
1
ℓ20ℓ
2
1
+ · · ·+ 1
ℓ20ℓ
2
1 · · · ℓ2n
is a divergent (jammed) pc-sequence in T; see Corollary 11.7.8.
In this section and the next two we treat this material for ungroundedH-asymptotic
fields. More precisely, we assume in this section:
K is an ungrounded H-asymptotic field with Γ 6= {0}. (Thus Ψ := (Γ 6=)†
is nonempty and has no largest element.)
Hence K is a pre-differential-valued field by Corollary 10.1.3, with contraction map
χ : Γ< → Γ<.
Transfinitely iterated logarithms. For f ∈ K≻1, take L f ∈ K≻1 such that
(L f)′ ≍ f †, that is, v(L f) = χ(vf). If K is closed under logarithms, then we can
choose such L f with (L f)′ = f †. We now introduce “iterated logarithms” ℓρ, for
possibly transfinite ρ. More precisely, we construct a sequence (ℓρ) in K≻1, indexed
by the ordinals ρ less than some infinite limit ordinal κ, such that
(1) ℓρ′ ≺ ℓρ whenever ρ′ > ρ;
(2) (ℓρ) is coinitial in K≻1: for each f ∈ K≻1 there is an index ρ with ℓρ 4 f .
We construct this sequence by transfinite recursion: take any element ℓ0 ≻ 1 in K,
and take ℓρ+1 := L ℓρ; if λ is an infinite limit ordinal such that all ℓρ with ρ < λ have
already been chosen, then we pick ℓλ to be any element in K≻1 such that ℓλ ≺ ℓρ
for all ρ < λ, if there is such an ℓλ, while if there is no such ℓλ, we put κ := λ. We
call (ℓρ) a logarithmic sequence for K. Note that if L is an H-asymptotic field
extension of K such that Γ< is cofinal in Γ<L , then Ψ is cofinal in ΨL (hence ΨL
also does not have a largest element), and a logarithmic sequence for K remains a
logarithmic sequence for L.
Set eρ := v(ℓρ) ∈ Γ<, so v(ℓ†ρ) = e†ρ, and eρ+1 = χ(eρ), and thus
e†ρ+1 = e
†
ρ − χ(eρ) = e†ρ − eρ+1 > e†ρ.
Therefore the sequence (eρ) is strictly increasing and cofinal in Γ<, and the se-
quence (e†ρ) is strictly increasing and cofinal in Ψ. From (ℓρ) we define the se-
quences (γρ) in K× and (λρ) in K as follows:
γρ := ℓ
†
ρ, λρ := −γ†ρ = −ℓ†ρ† := −(ℓ†ρ†).
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Then v(γρ) = e†ρ, so γρ′ ≺ γρ for ρ < ρ′ < κ.
Example 11.5.1. Suppose K = T. Then the sequence (ℓn) given by ℓ0 = x and
ℓn+1 = log(ℓn) is a logarithmic sequence for K, and for each n we have
γn =
1
ℓ0ℓ1 · · · ℓn , λn =
1
ℓ0
+
1
ℓ0ℓ1
+ · · ·+ 1
ℓ0ℓ1 · · · ℓn .
Lemma 11.5.2. For ρ < ρ′ < κ we have λρ′ − λρ ∼ γρ+1. The sequence (λρ) is a
jammed pc-sequence of width
{
γ ∈ Γ∞ : γ > Ψ
}
.
Proof. We have
γρ+1 = ℓ
′
ρ+1/ℓρ+1 = (L ℓρ)
′/ℓρ+1 ≍ ℓ†ρ/ℓρ+1 = γρ/ℓρ+1,
so γρ/γρ+1 ≍ ℓρ+1. Hence
λρ+1 − λρ = γ†ρ − γ†ρ+1 = (γρ/γρ+1)† ∼ ℓ†ρ+1 = γρ+1.
Let ρ < ρ′ < κ; we want λρ′ − λρ ∼ γρ+1, and have just shown this for ρ′ = ρ+ 1.
When ρ+ 1 < ρ′ < κ, then by Lemma 6.5.4(i) and λρ′ − λρ+1 = (γρ+1/γρ′)†,
v(λρ′ − λρ+1) = ψ
(
v(γρ+1/γρ′)
)
= ψ
(
e†ρ+1 − e†ρ′
)
> e†ρ+1 = v(γρ+1),
so λρ′ − λρ = (λρ′ − λρ+1) + (λρ+1 − λρ) ∼ γρ+1, as claimed. Thus (λρ) is a
pc-sequence with v(λρ′ − λρ) = e†ρ+1 for ρ < ρ′ < κ. By Lemma 6.5.4(ii),
e†ρ′+1 − e†ρ+1 = o(eρ′+1 − eρ+1) < |eρ|.
Given any convex subgroup ∆ 6= {0} of Γ, we can take an index ρ(∆) such that
eρ(∆) ∈ ∆, and then by the last displayed inequality,
e†ρ′+1 − e†ρ+1 ∈ ∆ whenever κ > ρ′ > ρ > ρ(∆).
Thus (λρ) is jammed. 
Remark. By Lemmas 11.5.2 and 2.2.17 the sequence (λρ+γρ) is also a pc-sequence
in K, and is equivalent to (λρ).
By Proposition 11.5.3 below, pc-sequences (λρ) obtained from different choices of
logarithmic sequence (ℓρ) are equivalent. The proof uses the properties of ψ(∗−α)
for α ∈ Ψ↓; see Corollary 9.2.12.
By part (i) of Lemma 6.5.4, if f, g ∈ K are active and f ≻ g, then f † − g† ≺ f .
Below we frequently use this fact without further mention. Each γρ is active in K,
and if a ∈ K is active, then γρ ≺ a for all big enough ρ.
Proposition 11.5.3. Let (uσ) be a well-indexed sequence of active elements in K
such that
(
v(uσ)
)
is strictly increasing and cofinal in Ψ↓. Then some cofinal sub-
sequence of (−u†σ) is a pc-sequence equivalent to (λρ).
Proof. Take a pseudolimit λ of (λρ) in some H-asymptotic field extension of K.
We claim that v(λ + u†σ) = ψ
(∗ − v(uσ)) for all σ. Let any σ be given. Then
λ + u†σ = (λ + γ
†
ρ) + (u
†
σ − γ†ρ) with λ + γ†ρ = λ − λρ ∼ γρ+1. Also, Lemma 9.2.11
shows that for all big enough ρ,
v(γ†ρ − u†σ) = ψ
(
v(γρ)− v(uσ)
)
= ψ
(∗ − v(uσ)) < v(γρ+1),
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so λ + u†σ ∼ u†σ − γ†ρ, which proves our claim. Next, given σ, take σ′ > σ such that
uσ′ ≺ λ + u†σ. By the claim above (with σ′ in place of σ) and Corollary 9.2.12 we
have λ + u†σ′ ≺ uσ′ , and thus λ + u†σ′ ≺ λ + u†σ.
It now follows easily that some cofinal subsequence of (−u†σ) pseudoconverges
to λ. Replacing (uσ) by a suitable cofinal subsequence we arrange −u†σ  λ.
We show that then (−u†σ) is equivalent to (λρ). By the above, (−u†σ) and (λρ)
have a common pseudolimit λ. Given ρ we can take σ such that uσ ≺ γρ. Then
u†σ − γ†ρ ≺ γρ, which in view of λ + γ†ρ ≺ γρ yields λ + u†σ ≺ γρ. Thus the width
of the pc-sequence (−u†σ) equals the width of (λρ), and it remains only to apply
Lemma 2.2.17. 
Corollary 11.5.4. Set λ∗ρ := −(λρ+1−λρ)† for ρ < κ. Then (λ∗ρ) is a pc-sequence
in K equivalent to (λρ).
Proof. Let uρ := λρ+1 − λρ. Then λ∗ρ = −u†ρ, and uρ ∼ γρ+1 by Lemma 11.5.2.
For ρ < ρ′ < κ we obtain
λ∗ρ′ − λ∗ρ = (uρ/uρ′)† ∼ (γρ+1/γρ′+1)† = λρ′+1 − λρ+1 ∼ γρ+2,
hence (λ∗ρ) is a pc-sequence in K. Now apply Proposition 11.5.3 to (uρ). 
Lemma 11.5.5. Suppose K has asymptotic integration, and λρ  λ with λ in an
immediate asymptotic extension E of K. Let G ∈ E{Y } \E. Then G(λρ) G(λ).
Proof. Use Corollary 10.3.2 to arrange that E is d-valued of H-type, and then
Proposition 10.2.7 to get E also closed under integration. For each ρ, take yρ ∈ E
with y′ρ = λρ − λ. Then y′ρ ≍ γρ+1 by Lemma 11.5.2. As γρ+1 = ℓ†ρ+1 ≍ (L ℓρ+1)′ =
ℓ′ρ+2, and ℓρ+2 ≻ 1, this gives yρ ≍ ℓρ+2 for all ρ. Put
P := G(λ + Y ′)−G(λ) ∈ E{Y }.
Then P 6= 0, P (0) = 0, and P (yρ) = G(λρ)−G(λ) for each ρ. Corollary 9.5.8 gives
β ∈ Γ< and a strictly increasing map i : (β, 0)→ Γ such that vP (y) = i(vy) for all
y ∈ E with vy ∈ (β, 0). Thus P (yρ) 0. 
We now characterize pseudolimits of (λρ) in terms of active elements:
Lemma 11.5.6. Let λ be an element of a valued differential field extension of K.
Then the following conditions on λ are equivalent:
(i) λρ  λ;
(ii) for all active a ∈ K there is an active b ≺ a in K with λ + b† ≺ a;
(iii) for all active a ∈ K we have λ + a† ≺ a;
(iv) for all g ≻ 1 in K we have λ + g†† ≺ g†.
Proof. Assume (i). Then for all ρ,
λ + γ†ρ = λ− λρ ∼ γρ+1 ≺ γρ,
which gives (ii). To prove (ii) ⇒ (iii), assume (ii), and suppose a ∈ K is active.
Take active b ≺ a in K with λ+ b† ≺ a. Then a†− b† ≺ a by the remark preceding
Proposition 11.5.3, so λ + a† = (λ + b†) + (a† − b†) ≺ a, which gives (iii). The
direction (iii) ⇒ (iv) is obvious. For (iv) ⇒ (i), assume (iv). Let any ρ be given,
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and take g ≻ 1 in K such that for a = g† we have a ≺ γρ+1 in K. Then λ + a† ≺ a
and γ†ρ+1 − a† ≺ γρ+1. In view of
λ + γ†ρ = (λ + a
†) + (γ†ρ+1 − a†) + (γ†ρ − γ†ρ+1),
we get λ + γ†ρ ∼ γρ+1, so (i) holds. 
Corollary 11.5.7. Let γ be an element in an H-asymptotic field extension of K
with Ψ < vγ < (Γ>)′, and set λ := −γ†. Then λ and λ+ γ are pseudolimits of (λρ).
Proof. Let a ∈ K be active. Then λ+ a† = (a/γ)† ≺ a by Lemma 9.2.11 and the
remark following its proof. Hence (λ + γ) + a† = γ + (a/γ)† ≺ a. Thus λρ  λ and
λρ  λ + γ by the equivalence of (i) and (iii) in Lemma 11.5.6. 
We now discuss the effect of compositional conjugation on the above. Let φ ∈ K×,
and consider the compositional conjugate Kφ; its derivation is δ = φ−1∂. The
logarithmic sequence (ℓρ) for K was obtained via a map L: K≻1 → K≻1. The
dependence of L on the contraction map χ (which is invariant under compositional
conjugation) shows that we can use the same map L to obtain the same logarithmic
sequence (ℓρ) for the compositional conjugate Kφ. Let (γφρ ) := (δℓρ/ℓρ) be the
corresponding sequence of active elements in Kφ, so γφρ = γρ/φ and
λφρ := −
δγφρ
γφρ
= −
(
γ†ρ
φ
− φ
†
φ
)
=
λρ
φ
+
φ†
φ
.
Thus, given λ ∈ K we have
λρ  λ ⇐⇒ λφρ  (λ/φ) + (φ†/φ).
Corollary 11.5.8. The pc-sequence (λρ) has a pseudolimit in K if and only if the
corresponding pc-sequence (λφρ) has a pseudolimit in K
φ.
In the next subsection we relate the above to gap creation.
Gap creation. Recall from Section 9.2 that a gap in K is an element β of its
value group Γ such that Ψ < β < (Γ>)′. Thus by our standing assumption and
Corollary 9.2.16, either K has a gap, or K has asymptotic integration.
Lemma 11.5.9. Suppose K has a gap vf where f ∈ K×, and let s := f †. Then for
all active a ∈ K we have s− a† ≺ a.
Proof. Let a ∈ K be active. Then va < vf < (Γ>)′, so by Lemma 6.5.4(i),
v(s− a†) = v(f † − a†) = v((f/a)†) = ψ(vf − va) > va. 
Thus by Lemmas 11.5.6 and 11.5.9, if K has a gap vf , f ∈ K×, then λρ  −f †.
Let s ∈ K. We say that s creates a gap over K if some exponential integral of s
introduces a gap, that is, vf is a gap in K(f), for some element f 6= 0 in some
H-asymptotic field extension of K with f † = s.
Lemma 11.5.10. Suppose that K has asymptotic integration and that s ∈ K creates
a gap over K. Then s− a† is active, for all a ∈ K×.
Proof. Take f as in the definition above, and let a ∈ K×. Then f 6≍ a, so
v(s− a†) = v((f/a)†) < (Γ>)′, and thus v(s− a†) ∈ Ψ↓. 
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Lemma 11.5.11. Suppose s ∈ K creates a gap over K, and let φ ∈ K×. Then
(s/φ)− (φ†/φ) ∈ Kφ creates a gap over Kφ.
Proof. Take some H-asymptotic field extension L = K(f) of K with f 6= 0,
f † = s, and ΨL < vf < (Γ>L )
′. Then with δ = φ−1∂ we have, in Lφ,
ΨφL < v(f/φ) < (id+ψ
φ
L)(Γ
>
L ), δ(f/φ)/(f/φ) = (s/φ)− (φ†/φ),
so (s/φ)− (φ†/φ) ∈ Kφ creates a gap over Kφ. 
Lemma 11.5.12. Suppose K has asymptotic integration and s ∈ K creates a gap
over K. Then λρ  −s. Also, y′ + sy 6≍ 1 for all y ∈ K.
Proof. Take an H-asymptotic field extension L = K(f) of K with gap vf , f 6= 0,
f † = s. Then s − a† ≺ a for all active a ∈ L, by Lemma 11.5.9; so s − a† ≺ a for
all active a ∈ K, and thus λρ  −s by Lemma 11.5.6.
Next, assume towards a contradiction that y ∈ K satisfies y′ + sy ≍ 1. Then
y 6= 0 and y′ + sy = y(y† + s), so for a = y−1 we have s − a† ≍ a. Then a is
active by Lemma 11.5.10, so s− a† ≺ a by the first part of the proof, and we have
a contradiction. 
Towards a partial converse to the first part of Lemma 11.5.12 we have:
Lemma 11.5.13. Suppose K has asymptotic integration, and λρ  λ ∈ K. Set
S :=
{
v(λ + y†) : y ∈ K×} ⊆ Γ∞.
Then S is a cofinal subset of Ψ↓, and thus λ 6= 0. Moreover, if f is a nonzero
element of some H-asymptotic field extension of K and f † = −λ, then vf /∈ Γ.
Proof. We first show that λ+y† is active, for each y ∈ K×. To prove this, assume
towards a contradiction that y ∈ K× and λ+ y† is not active. Set α := vy and take
β ∈ Γ 6= with α = β′. Take an active a 6≍ y with va > β†. Then λ + a† ≺ a, so
ψ(va− α) = v(a† − y†) = v(a† − y† + λ + y†) = v(λ + a†) > va,
contradicting Lemma 9.2.2, for α = vy and γ = va. Thus S ⊆ Ψ↓, and S is
cofinal in Ψ↓ by (iii) of Lemma 11.5.6. Now let f 6= 0 in some H-asymptotic field
extension of K satisfy f † = −λ, and suppose towards a contradiction that vf ∈ Γ.
Then f = uy with u ∈ K(f), u ≍ 1 and y ∈ K×, so
v(λ + y†) = v(f † − y†) = v(u†) = v(u′) > Ψ
where the last inequality follows from Proposition 9.1.3. This is in contradiction
to S ⊆ Ψ↓. 
Here is a partial converse to the first part of Lemma 11.5.12:
Lemma 11.5.14. Assume that K has asymptotic integration, that Γ is divisible, and
that λρ  λ ∈ K. Then s = −λ creates a gap over K.
Proof. Lemmas 10.4.5 and 11.5.13 give anH-asymptotic field extension L = K(f)
with vf /∈ Γ, f † = s, and ΨL = Ψ. We show that α := vf is a gap in L. Suppose
it is not. Since ΨL = Ψ has no maximum, Lemma 9.2.15 and its Corollary 9.2.16
then give a nonzero β ∈ ΓL such that α = β′. Then β† ∈ Ψ. Take active a in K
with a 6≍ f and va > β†. Then s− a† ≺ a, hence
ψL(α− va) = v(f † − a†) = v(s− a†) > va,
which contradicts Lemma 9.2.2, for γ = va. 
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Remark. Suppose that K has asymptotic integration, Γ is divisible, and s ∈ K
creates a gap over K. Then vf is a gap in K(f) for any nonzero element f of
any H-asymptotic field extension of K with f † = s. (To see this, note that by
Lemmas 11.5.12 and 11.5.13, any such f satisfies vf /∈ Γ and hence is transcendental
over K; it remains to use the uniqueness part of Lemma 10.4.5.)
Corollary 11.5.15. Every pre-d-valued field of H-type has a grounded d-valued
extension of H-type. Every pre-H-field has a grounded H-field extension.
Proof. Let E be a pre-d-valued field of H-type. Replacing E by dv(E) we assume
below that E is d-valued. If E is grounded, we are done, so we assume that E has
a gap or has asymptotic integration. If E has a gap, then Lemma 10.2.1 yields
a grounded d-valued extension E(y) of H-type of E. In general we can arrange
(for example by passing to the algebraic closure using Corollary 10.1.23) that ΓE
is divisible. For such E it remains to consider the case that E has asymptotic
integration. In that case Corollary 11.4.10 allows us to pass from E to an immediate
extension and arrange that E is also spherically complete. Then some element of
E creates a gap over E by Lemma 11.5.14, and so E has a d-valued extension E(f)
of H-type with a gap, by the remark preceding this corollary, and Lemma 10.4.5.
The case of a gap has been treated earlier in the proof.
For a pre-H-field E, replace dv(E) in the proof above by H(E), and appeal
to 10.5.10, 10.5.6, 10.5.19 instead of 10.2.1, 10.1.23, 10.4.5. 
Notes and comments. The γn occur in classical logarithmic criteria for conver-
gence of infinite series [2, 44, 295] and integrals [338, p. 229]; see [62, §§4.1, 3.2].
Attempts to sharpen these logarithmic criteria provided the initial impetus for
du Bois-Reymond’s “orders of infinity” [50]; see [139, Section 1]. In this connec-
tion, the role of gaps as an “ideal boundary between convergence and divergence”
was anticipated in [52, §§10–17]. The ωn appear in [167, 184] (investigating the
nature of solutions y to 4y′′ + fy = 0), and implicitly already in [459, §25]; see [57,
Section 17] and [370] for the setting of Hardy fields.
11.6. The Property of λ-Freeness
The ultimate goal of our work is to analyze the elementary (= first-order) theory
of T. Accordingly we introduce and study in this section the elementary property
of being λ-free and show that T is λ-free. We keep the standing assumption from
the previous section that K is an ungrounded H-asymptotic field with Γ 6= {0}. We
begin with a consequence of the material in the previous section.
Corollary 11.6.1. The following four conditions on K are equivalent:
(i) (λρ) has no pseudolimit in K;
(ii) for all s there is g ≻ 1 such that s− g†† < g†;
(iii) for all s there is an active a such that s− a† < a;
(iv) for all s there is an active a such that s− b† < a for all active b ≺ a.
Here a, b, g, s range over K. Also, condition (i) implies condition (v) given by
(v) K has asymptotic integration, and no element of K creates a gap over K.
Finally, if Γ is divisible, then (i) is equivalent to (v).
Proof. The equivalence of (i), (ii), (iii), (iv) follows from Lemma 11.5.6. For the
implication (i)⇒ (v), use the remark following Lemma 11.5.9, and Lemma 11.5.12.
For the last claim, also use Lemma 11.5.14. 
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Condition (ii) in Corollary 11.6.1 is a first-order condition on the asymptotic fieldK.
Conditions (iii) and (iv) are also first-order conditions on K, but are logically more
complex. We say that K is λ-free if it satisfies condition (ii) of Corollary 11.6.1.
Thus if K is λ-free, then K has asymptotic integration, and no element ofK creates
a gap over K. From Lemma 11.5.12 we conclude:
Corollary 11.6.2. If K has asymptotic integration and is 1-linearly surjective,
and Γ is divisible, then K is λ-free.
Every Liouville closed H-field is λ-free, by Corollary 11.6.2. More generally, if K
has asymptotic integration and (K×)† = K, then K is λ-free, by Lemma 11.5.13.
By Proposition 11.6.17 below we can drop “Γ is divisible” in Corollary 11.6.2. The
following also helps in identifying λ-free K.
Lemma 11.6.3. Let s ∈ K lie in a differential subfield F of K for which maxΨF
exists. Then there is an active a ∈ K such that s− a† < a.
Proof. Take a ∈ F such that va = maxΨF . Then a ∈ K is active, so if s−a† < a,
we are done. Suppose s− a† ≺ a. Then v(s− a†) ∈ (Γ>F )′ ∪ {∞}, so v(s− a†) > Ψ.
Take b ≻ 1 in K such that vb′ = va. Then vb+ vb† = va, so v(a/b) = vb†, and thus
a/b ∈ K is active, and s− (a/b)† = (s− a†) + b† ∼ b† ≍ a/b. 
Corollary 11.6.4. If K is a union of grounded H-asymptotic subfields, then K
is λ-free.
If K has a λ-free H-asymptotic field extension L such that Γ< is cofinal in Γ<L ,
then K is λ-free. In particular, if K has an immediate λ-free H-asymptotic field
extension, then K is λ-free. In the other direction we have:
Lemma 11.6.5. If K is λ-free, then so is its completion Kc.
Proof. If λρ  λ ∈ Kc, then λρ  a for any a ∈ K with v(a− λ) > Ψ. 
In connection with the next result, see Proposition 9.6.7.
Lemma 11.6.6. If K is λ-free, then so is any asymptotic extension which, as a
valued field extension of K, is a fluent completion of K.
Proof. Immediate from Lemma 3.4.23. 
Lemma 11.6.7. If K is λ-free, then so is its henselization Kh.
Proof. If (λρ) pseudoconverges in Kh, then it pseudoconverges in some fluent
completion of K, and thus in K, by Lemma 3.4.23. 
Corollary 11.6.8. If K is λ-free, then K has rational asymptotic integration.
Also:
K is λ-free ⇐⇒ the algebraic closure Ka of K is λ-free.
Proof. The first claim is a consequence of the subsequent equivalence, so we prove
the equivalence. Suppose (λρ) pseudoconverges in Ka. Then by Lemma 3.2.6, the
pc-sequence (λρ) is of algebraic type over K, and so pseudoconverges in Kh, by
Corollaries 3.2.12 and 3.3.21, and thus in K by Lemma 11.6.7. This gives the
forward direction of the equivalence, and the backward direction holds because Γ<
is cofinal in (QΓ)<. 
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Lemma 11.6.9. Suppose K is λ-free, λ is a pseudolimit of (λρ) in an H-asymptotic
field extension of K, and s ∈ K. Then s+ λ ∼ b for some active b ∈ K.
Proof. Take active a ∈ K as in (iv) of Corollary 11.6.1, that is, s − b† < a for
all active b ≺ a in K. For such b we have s − a† = s − b† + (b/a)† ∼ s − b†, since
(b/a)† ≺ a 4 s− b†. Take γρ0 ≺ a. Then s+λρ ∼ s+λρ0 ≻ γρ0 for ρ > ρ0, so s+λρ
is active for ρ > ρ0. Now λ − λρ ∼ γρ+1 for all ρ, and thus λ − λρ ≺ γρ0 ≺ s + λρ
for ρ > ρ0. Hence s+ λ = (s+ λρ) + (λ − λρ) ∼ s+ λρ for ρ > ρ0. 
The following technical consequence of Corollary 11.6.8 and Lemma 11.6.9 will be
used in Section 13.7. Recall the derivation R 7→ ∂R/∂Y on K(Y ) from Section 4.1.
Corollary 11.6.10. Suppose K is λ-free, and λ is a pseudolimit of (λρ) in an
H-asymptotic field extension of K. Then λ is transcendental over K, and for each
R ∈ K(Y )× there is an active a ∈ K such that(
∂R/∂Y
R
)
(λ) 4
1
a
.
Proof. Take an algebraically closed H-asymptotic extension of K containing λ,
and replace K by its algebraic closure in this extension. It remains to appeal to
Corollary 11.6.8 and to use Lemmas 4.1.3 and 11.6.9. 
By Corollary 11.5.8, if K is λ-free and φ ∈ K×, then the compositional conju-
gate Kφ is λ-free. Being λ-free is also preserved under suitable specializations:
Lemma 11.6.11. Suppose K is λ-free with small derivation. Let ∆ 6= {0} be a
convex subgroup of Γ with ψ(∆6=) ⊆ ∆. Then the asymptotic residue field K˙ of the
coarsened valuation v˙ = v∆ is of H-type, ψ(∆
6=) 6= ∅, ψ(∆6=) is cofinal in Ψ (and
so has no largest element) and K˙ is λ-free.
Proof. It is clear that K˙ is H-asymptotic and that the claims about ψ(∆6=) hold.
As usual, let O˙ = {a ∈ K : va > δ for some δ ∈ ∆} denote the valuation ring of v˙,
with maximal ideal O˙ = {a ∈ K : va > ∆} and residue map a 7→ a˙ : O˙ → K˙ = O˙/O˙.
Let s ∈ O˙; it is enough to get a ∈ K× such that va ∈ ∆6=, a is active in K, and
s− a† < a. By Corollary 11.6.1 and since Ψ>0 6= ∅, we can take active b ∈ K such
that vb > 0 and s−b† < b. Then vb ∈ ∆ by Lemma 9.2.25, and so a := b works. 
Being λ-free is preserved under adjunction of certain exponential integrals:
Lemma 11.6.12. Suppose K is λ-free and Γ is divisible. Let s ∈ K be such that
s− a† is active for each a ∈ K×, and set S := {v(s − a†) : a ∈ K×}. Let f † = s,
where f 6= 0 lies in an H-asymptotic field extension of K. Suppose that
(i) S does not have a largest element, or
(ii) S has a largest element and [γ + vf ] /∈ [Γ] for some γ ∈ Γ.
Then K(f) is λ-free.
Proof. Let L be the algebraic closure ofK in an algebraic closure ofK(f). Then L
is an H-asymptotic field extension of K with ΓL = Γ. We claim that
S =
{
v(s− b†) : b ∈ L×}.
To see this, let b ∈ L×, and take a ∈ K×, u ≍ 1 with b = au; then
v(u†) = v(u′) > v(s− a†) = v(s− a† − u†) = v(s− b†)
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since s − a† is active in L. This proves the claim. In particular, s − b† is active
in L, for each b ∈ L×. Since L is λ-free by Corollary 11.6.8, we have a reduction to
the case that K is algebraically closed and f is transcendental over K.
If S satisfies condition (i), then ΨK(f) = Ψ by Lemma 10.4.5. If S satisfies
condition (ii), then ΨK(f) = Ψ∪
{
v(s− a†)} for some a ∈ K×, by Lemma 10.4.6(i)
and its proof. In each case, vf /∈ Γ and Ψ is a cofinal subset of ΨK(f), so our
logarithmic sequence (ℓρ) for K remains a logarithmic sequence for K(f). Thus
(λρ) has no pseudolimit in K(f) by Corollary 3.3.24. 
Lemma 11.6.13. Suppose K is λ-free and is equipped with an ordering making it a
real closed H-field. Let s ∈ K< be such that s− a† is active, for all a ∈ K×. Let f
be a nonzero element in a pre-H-field extension of K such that f † = s. Then K(f)
is λ-free.
Proof. This is clear if f ∈ K, so suppose f /∈ K; then f is transcendental over K.
Lemma 10.5.20 gives vf /∈ Γ and Ψ is cofinal in ΨK(f), so ΨK(f) does not have a
largest element, and Γ< is cofinal in Γ<K(f). Hence the logarithmic sequence (ℓρ)
for K remains a logarithmic sequence for K(f). Now use Corollary 3.3.24. 
Application to eventual equalizing. In this subsection we assume that K has
asymptotic integration. For use in Section 14.2 we prove here Proposition 11.6.17.
We say that A ∈ K[∂] 6= is v-surjective if for each g ∈ K× there is an f ∈
K× such that A(f) ≍ g. For example, ∂ is v-surjective since K has asymptotic
integration. If A ∈ K[∂] 6= is v-surjective and a ∈ K×, then so are aA and Aa for
any a ∈ K×. If A ∈ K[∂] 6= has order 1, then aA = ∂ − s for some a ∈ K× and
s ∈ K. Note that if A = ∂− s with s ∈ K, then a−1Aa = ∂ − (s− a†) for a ∈ K×.
Lemma 11.6.14. Let s ∈ K and A = ∂− s. Then A is v-surjective if v(s− a†) > Ψ
for some a ∈ K×, or {v(s−a†) : a ∈ K×} is a subset of Ψ↓ with a largest element.
Proof. Consider first the case that v(s−a†) > Ψ with a ∈ K×. Renaming a−1Aa
and s− a† as A and s we have vs > Ψ. Let g ∈ K× and take f ∈ K× with f 6≍ 1
and f ′ ≍ g. Then A(f) = f ′ − sf , and f † ≻ s gives f ′ ≻ sf , so A(f) ∼ f ′ ≍ g.
Next, assume
{
v(s − a†) : a ∈ K×} is a subset of Ψ↓ with a largest element.
Take a ∈ K× such that v(s − a†) is maximal. Renaming a−1Aa and s − a† as A
and s we have vs ∈ Ψ↓ and s − b† < s for all b ∈ K×. Let g ∈ K× and take
β ∈ Γ 6= such that β′ = vg. If β† 6 v(s), then any f ∈ K× with vf = β satisfies
f † − s ≍ f †, so A(f) = f(f † − s) ≍ f ′ ≍ g. Suppose β† > v(s). Then we take
α ∈ Γ with α + vs = vg. Since vg = β + β† > β + vs, this gives α > β, so
α′ > β′ = vg = α + vs (with 0′ := ∞ by convention). Take f ∈ K× with vf = α.
Then A(f) = f ′ − sf ∼ −sf ≍ g, as desired. 
Lemma 11.6.15. Assume Γ is divisible, s ∈ K, and {v(s − a†) : a ∈ K×} is a
subset of Ψ↓ without largest element. Then the following are equivalent for g ∈ K×:
(i) vg /∈ v(A(K)) for A := ∂− s;
(ii) g† − s creates a gap over K.
Proof. Lemma 10.4.5 yields an H-asymptotic extension L = K(b) with b 6= 0,
b† = s, η := vb /∈ Γ, and ΓL = Γ ⊕ Zη, [ΓL] = [Γ] (and thus ΨL = Ψ). Set
A := ∂− s and let f ∈ K×. Then A(f) = f · (f/b)†, so
v(A(f))− η = (vf − η) + ψL(vf − η) = (vf − η)′.
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Also, ΨL ⊆ Γ gives (Γ− η) ∩ (Γ 6=L)′ ⊆ (Γ− η)′, and thus for all γ ∈ Γ,
γ ∈ v(A(K)) ⇐⇒ γ − η ∈ (Γ 6=L)′ ⇐⇒ γ − η is not a gap in L.
Now assume γ := vg /∈ v(A(K)). Then γ − η = v(g/b) is a gap in L, and so
(g/b)† = g† − s creates a gap over K. This proves (i) ⇒ (ii). The converse is part
of Lemma 11.5.12. 
Corollary 11.6.16. Suppose Γ is divisible and A ∈ K[∂] has order 1. Then∣∣Γ \ v(A(K))∣∣ 6 1.
Proof. We first reduce to the case that A = ∂− s, s ∈ K, and then set
S :=
{
v(s− a†) : a ∈ K×}.
If S 6⊆ Ψ↓ or S is a subset of Ψ↓ with a largest element, then A is v-surjective
by Lemma 11.6.14. Suppose S is a subset of Ψ↓ without a largest element, and
g, h ∈ K×, vg, vh /∈ v(A(K)). Then g† − s and h† − s create a gap over K by
Lemma 11.6.15, and so v
(
(g/h)†
)
= v(g†− h†) > Ψ by Lemmas 11.5.2 and 11.5.12,
thus vg = vh. 
Example. If Γ is divisible and λρ  λ ∈ K, then v
(
A(K)
)
= Γ 6= for A = ∂− λ.
We let φ range over the active elements in K. Let P = aY + bY ′ with a, b ∈ K not
both zero. We say that P has eventual equalizers if for every g ∈ K× there is
f ∈ K× such that eventually Pφ×f ≍ g. Note that if P has eventual equalizers and
h ∈ K×, then so do hP and P×h. The next result improves on Corollary 11.6.2.
Proposition 11.6.17. The following conditions on K are equivalent:
(i) ∂− s is v-surjective for every s ∈ K;
(ii) every P = aY + bY ′ with a, b ∈ K not both zero has eventual equalizers;
(iii) K is λ-free.
Proof. Assume (i) and let P = aY + bY ′ with a, b ∈ K not both zero; our job is
to show that P has eventual equalizers. The case b = 0 being trivial, assume b 6= 0.
Replacing P by b−1P we get P = Y ′ − sY with s ∈ K. Then for f ∈ K×,
Pφ×f = fφY
′ + (f ′ − sf)Y.
Consider first the case that v(s − h†) > Ψ for some h ∈ K×. For such h we have
h−1P×h = Y
′− (s−h†)Y , so by suitable renaming we arrange that v(s) > Ψ. Now,
let g ∈ K×, and take f ∈ K× with f 6≍ 1 such that f ′ ≍ g. Then f ′− sf ∼ f ′ ≍ g,
and eventually fφ ≺ f ′, so by the identity above for Pφ×f we get Pφ×f ≍ g, eventually.
Next, assume that v(s − h†) ∈ Ψ↓ for all h ∈ K×. Take f ∈ K× such that
f ′ − sf ≍ g. Then f ′ − sf = f(f † − s) and f † − s ≻ φ, eventually, so f ′ − sf ≻ fφ
eventually, and thus Pφ×f ≍ g, eventually. This finishes the proof of (i) ⇒ (ii).
For (ii) ⇒ (i), assume (ii), and let s ∈ K. Then P := Y ′ − sY has eventual
equalizers. Let g ∈ K× and take f ∈ K× such that Pφ×f ≍ g, eventually. Then by
the identity above we must have f ′ − sf ≍ g.
Next we prove the contrapositive of (i)⇒ (iii). SupposeK is not λ-free. Take λ ∈ K
such that λρ  λ. If y ∈ K× and y′ − λy ≍ 1, then a := y−1 gives a† + λ ≍ a,
so a is active by Lemma 11.5.13, but this contradicts the equivalence (i) ⇐⇒ (iii)
of Lemma 11.5.6. Thus ∂− λ is not v-surjective.
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Finally, we prove (iii) ⇒ (ii), so assume (iii). Let P = aY + bY ′ with a, b ∈ K
not both zero. Now the algebraic closure Ka of K is also λ-free. Suppose g ∈ K×
and f ∈ (Ka)× are such that eventually Pφ×f ≍ g. By taking φ (in K) with
high enough vφ and applying the Equalizer Theorem to Pφ ∈ Kφ{Y } we see that
vf ∈ Γ. Thus in trying to show that P has eventual equalizers, we can assume
that Γ is divisible. But then the λ-freeness of K and Lemmas 11.6.14 and 11.6.15
show that (i) holds, and we already know that (i) ⇒ (ii). 
Notes and comments. Section 12 of [20] contains some aspects of λ-freeness, but
without naming this property. This occurs in connection with gap creation in real
closed H-fields with asymptotic integration. Lemma 11.6.7 can also be deduced
from Lemma 3.4.13 and Proposition 3.4.24, since (λρ) is jammed. Allen Gehret has
shown us a proof that if K is λ-free, then so is dv(K).
11.7. Behavior of the Function ω
In this section we keep the assumption that K is an ungrounded H-asymptotic field
with Γ 6= {0}. Recall from Section 5.2 the function
ω : K → K, ω(z) = −(2z′ + z2).
Lemma 11.7.1. For ρ < ρ′ < κ we have ω(λρ′)− ω(λρ) ∼ γ2ρ+1.
Proof. Let ρ < ρ′ < κ. Then λρ′ −λρ = γρ+1+ ε with ε ≺ γρ+1. By Lemma 5.2.1:
ω(λρ)− ω(λρ′) = (γρ+1 + ε) ·
(
2(γρ+1 + ε)
† + 2λρ + (γρ+1 + ε)
)
= (γρ+1 + ε) ·
(
2γ†ρ+1 + 2(1 + τ)
† + 2λρ + (γρ+1 + ε)
)
,
where τ := ε/γρ+1. Thus τ ≺ 1 and so (1 + τ)† ≺ γρ+1, hence
ω(λρ)− ω(λρ′) = (γρ+1 + ε) ·
(−2λρ+1 + 2(1 + τ)† + 2λρ + (γρ+1 + ε))
= (γρ+1 + ε) ·
(
2(λρ − λρ+1) + 2(1 + τ)† + (γρ+1 + ε)
)
= (γρ+1 + ε) ·
(−γρ+1 + 2(1 + τ)† + ε1) (with ε1 ≺ γρ+1)
∼ −γ2ρ+1,
which finishes the proof. 
In view of Lemma 11.5.2 and its proof, this gives:
Corollary 11.7.2. (ωρ) :=
(
ω(λρ)
)
is a jammed pc-sequence of width{
γ ∈ Γ∞ : γ > 2Ψ
}
.
The sequence (ωρ + γ
2
ρ) is also a pc-sequence in K, equivalent to (ωρ).
Example. Suppose K = T and let (ℓn) be the logarithmic sequence for K from
Example 11.5.1. Using Corollary 5.2.2 we see that for each n,
ωn = ω(λn) =
1
ℓ20
+
1
(ℓ0ℓ1)2
+ · · ·+ 1
(ℓ0ℓ1 · · · ℓn)2 .
Corollary 11.7.3. Suppose λρ  λ, with λ in an asymptotic field extension L
of K. Then ω(λρ) ω(λ) in L.
Proof. Eventually we have λ − λρ ∼ γρ+1, so a computation as in the proof of
Lemma 11.7.1 gives ω(λ)− ω(λρ) ∼ γ2ρ+1, eventually. 
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It follows from Corollaries 11.7.2 and 11.7.3, Lemma 2.2.17, and Proposition 11.5.3
that the pc-sequences (ωρ) obtained from different choices of the logarithmic se-
quence (ℓρ) for K are all equivalent.
Lemma 11.7.4. Suppose K has small derivation and asymptotic integration. Then
λρ,ωρ ≺ 1 eventually.
Proof. Eventually 0 < v(γρ) < (Γ>)′, so v(λρ) = ψ
(
v(γρ)
)
> 0 eventually, by
Lemma 6.5.4(i). Hence λρ ≺ 1 eventually. Now use ωρ = −(2λ′ρ + λ2ρ). 
The next lemma will be used in proving Proposition 13.6.4.
Lemma 11.7.5. Suppose K has rational asymptotic integration, and ωρ  ω with ω
in an immediate asymptotic extension F of K. Let H ∈ F{Y }\F . Then H(ωρ) 
H(ω), and there are γ0 ∈ Ψ and δ0 ∈ (Γ>)′ and an index ρ0 such that the subset{
v
(
H(ωρ)−H(ω)
)
: ρ > ρ0
}
of Γ∞ is disjoint from (γ0, δ0).
Proof. Replacing F by an algebraic closure F a and K by the algebraic closure
of K inside F a, we arrange that F is algebraically closed. Passing from F to a
suitable immediate asymptotic extension, we may further assume that F is closed
under integration, using Corollaries 3.3.22 and 10.3.2 and Proposition 10.2.7. For
each ρ, take yρ ∈ F such that (y′ρ)2 = ωρ − ω. Then (y′ρ)2 ≍ γ2ρ+1 ≍ (ℓ′ρ+2)2, by
Lemma 11.7.1, so yρ ≍ ℓρ+2. Now put Q := H(Y +ω)−H(ω) and P := Q
(
(Y ′)2
)
.
Then P 6= 0, P (0) = 0, and P (yρ) = H(ωρ)−H(ω) for each ρ. By Corollary 9.5.8 we
can take β ∈ Γ< and a strictly increasing map i : (β, 0)→ Γ such that vP (y) = i(vy)
for all y ∈ F with vy ∈ (β, 0), hence H(ωρ)  H(ω). It now remains to apply
Corollary 11.3.10 to F , Q in the role of K, P , using H(ωρ)−H(ω) = Q
(
(y′ρ)
2
)
. 
In connection with Proposition 11.5.3 we noted that if a, b ∈ K are active with
a ≻ b, then a† − b† ≺ a. For the function ω we have likewise:
Lemma 11.7.6. Let a, b ∈ K be active with a ≻ b. Then
ω(−a†)− ω(−b†) ≺ a2.
Proof. Apply Lemma 5.2.1 to w := −a†, z := −b†, and y := z −w = a† − b†, and
note that y† + w = y† − a† ≺ a since a ≻ y and y = (a/b)† is active. 
Here is an analogue of Lemma 11.5.6 for the sequence (ωρ):
Lemma 11.7.7. Let ω ∈ K. Then the following are equivalent:
(i) ωρ  ω;
(ii) for all active a ∈ K we have ω− ω(−a†) ≺ a2;
(iii) for all active a ∈ K there is an active b ≺ a in K such that
ω− ω(−b†) ≺ a2;
(iv) for all g ≻ 1 in K we have ω− ω(−g††) ≺ (g†)2.
Proof. Assume (i). To prove (ii), let a ∈ K be active. Take ρ such that
γρ ≺ a, ω− ω(λρ) ∼ ω(λρ′)− ω(λρ) for ρ < ρ′ < κ.
Then ω − ω(λρ) ∼ γ2ρ+1 ≺ a2. Also ω(λρ) − ω(−a†) ≺ a2 by Lemma 11.7.6 above
for b := γρ, hence ω− ω(−a†) ≺ a2.
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From Lemma 11.7.6 we get (ii) ⇒ (iii). To get (iii) ⇒ (iv), assume (iii), and
let g ∈ K, g ≻ 1. Take active b ≺ a := g† in K with ω − ω(−b†) ≺ a2. By the
above we also have ω(−b†)− ω(−a†) ≺ a2, so ω− ω(−a†) ≺ a2.
Finally, to prove (iv) ⇒ (i), assume (iv), and let ρ < κ. Take g ≻ 1 in K such
that a := g† ≺ γρ+1 in K. Then ω− ω(−a†) ≺ a2, so
ω− ω(λρ) =
(
ω− ω(−a†))+ (ω(−a†)− ω(λρ+1))+ (ω(λρ+1)− ω(λρ)),
and so ω− ω(λρ) ∼ γ2ρ+1, which gives (i). 
Corollary 11.7.8. The following four conditions on K are equivalent:
(i) (ωρ) has no pseudolimit in K;
(ii) for every f ∈ K there is g ≻ 1 in K with f − ω(−g††) < (g†)2;
(iii) for every f ∈ K there is an active a ∈ K with f − ω(−a†) < a2;
(iv) for every f ∈ K there is an active a ∈ K such that f − ω(−b†) < a2 for all
active b ≺ a in K.
Relating (λρ) and (ωρ). We introduce here the cuts
λ(K) := cK(λρ), ω(K) := cK(ωρ),
in K defined by (λρ) and (ωρ). By Lemmas 11.5.2 and 11.7.1,
ndegλ(K) P = eventual value of ndegP+λρ,×γρ+1, and
ndegω(K) P = eventual value of ndegP+ωρ,×γ2ρ+1 for P ∈ K{Y } 6=.
Lemma 11.7.9. Suppose ωρ  ω ∈ K. Set P (Z) := 2Z ′ + Z2 + ω ∈ K{Z}. Let φ
range over the elements of K× with vφ ∈ Ψ↓. Then for all ρ,
Pφ+λρ,×γρ+1 ∼ γ2ρ+1(Z − 1)2, eventually.
In particular, ndegλ(K) P = 2.
Proof. Recalling that ωρ = −(2λ′ρ + λ2ρ), we get
P+λρ,×γρ+1 = 2(γρ+1Z + λρ)
′ + (γρ+1Z + λρ)
2 + ω
= (2γ ′ρ+1Z + 2γρ+1Z
′ + 2λ′ρ) + (γ
2
ρ+1Z
2 + 2γρ+1λρZ + λ
2
ρ) + ω
= γρ+1
(
2Z ′ + γρ+1Z
2 + 2(λρ − λρ+1)Z
)
+ (ω− ωρ).
Hence
Pφ+λρ,×γρ+1 = γρ+1
(
2φZ ′ + γρ+1Z
2 + 2(λρ − λρ+1)Z
)
+ (ω− ωρ),
and for fixed ρ, we have φ ≺ γρ+1 ∼ (λρ+1 − λρ), eventually. Since ω− ωρ ∼ γ2ρ+1
for all ρ, the lemma follows. 
Corollary 11.7.10. If (ωρ) has a pseudolimit in K, then K has an immediate
asymptotic extension L such that L is d-algebraic over K and not λ-free.
Proof. If K is not λ-free, take L = K. If K is λ-free, then K has rational
asymptotic integration, and so we are in the setting of Section 11.4, and the desired
result follows from Lemmas 11.7.9, 11.4.12, and 11.4.8. 
To sharpen the above we first prove a lemma:
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Lemma 11.7.11. Suppose K is λ-free and λ is a pseudolimit of (λρ) in an asymptotic
field extension of K. Let a, b ∈ K and set Q(Z) := Z ′ + aZ + b ∈ K{Z}. Then
there is an α ∈ Ψ↓ and ρ0 < κ such that
v
(
Q(λ)−Q(λρ)
)
= v(γρ+1) + α for ρ0 < ρ < κ.
Proof. Let λ∗ρ := −(λρ+1−λρ)†; then λ∗ρ 6 a by Corollary 11.5.4, and so we have
α ∈ Ψ↓ and ρ0 < κ such that v(a−λ∗ρ) = α for ρ0 < ρ < κ. Also λ−λρ ∼ λρ+1−λρ
for all ρ. With uρ := (λ − λρ)/(λρ+1 − λρ) we get (λ − λρ)† = u†ρ + (λρ+1 − λρ)†
and uρ ≍ 1, so v(u†ρ) > Ψ, for ρ0 < ρ < κ. Therefore
Q(λ)−Q(λρ) = (λ− λρ)
(
(λ− λρ)† + a
)
= (λ− λρ)
(
u†ρ + (a− λ∗ρ)
)
∼ γρ+1(a− λ∗ρ)
for ρ0 < ρ < κ. 
Proposition 11.7.12. Suppose K is λ-free and ωρ  ω ∈ K. Then
P (Z) := 2Z ′ + Z2 + ω ∈ K{Z}
is a minimal differential polynomial of the pc-sequence (λρ) over K.
Proof. We have P (λρ) = −ωρ + ω  0. Towards a contradiction, suppose that
Q ∈ K{Z} \K is a differential polynomial of smaller complexity than P such that
Q(λ˜σ) 0 for some pc-sequence (λ˜σ) in K, equivalent to (λρ). Then there are
two possibilities: either order(Q) = 0 (so Q ∈ K[Z]), or order(Q) = deg(Q) = 1.
In the first case, (λρ) has a pseudolimit in the henselization of K, contradicting
Lemma 11.6.7. So we are in the second case, and may assume that Q = Z ′+aZ+ b
where a, b ∈ K. Now Q is a minimal differential polynomial of (λρ) over K, hence
Lemma 11.4.8 and Corollary 11.4.13 give a pseudolimit λ of (λρ) in an immediate
asymptotic field extension of K with Q(λ) = 0. Lemma 11.7.11 yields α ∈ Ψ↓
and ρ0 < κ such that v
(
Q(λρ)
)
= v(γρ+1) + α for ρ0 < ρ < κ. Increasing ρ0
if necessary, we may assume that also α < v(γρ+1) for ρ0 < ρ < κ. Then by
Lemma 11.7.1,
P (λρ) = ω− ωρ ∼ γ2ρ+1 ≺ Q(λρ) (ρ0 < ρ < κ)
and thus for R := P − 2Q = Z2 − 2aZ + (ω − 2b) ∈ K[Z] we get R(λρ) ≍ Q(λρ),
for ρ0 < ρ < κ. So R(λρ) 0, contradicting what we showed above. 
Combining Proposition 11.7.12 with Lemma 11.4.8 and Corollary 11.4.13 yields:
Corollary 11.7.13. Suppose K is λ-free and ωρ  ω ∈ K. Then K has an
immediate asymptotic field extension K(λ) with λρ  λ and ω(λ) = ω, such that
if L is any asymptotic field extension of K and λ∗ ∈ L satisfies λρ  λ∗ and
ω(λ∗) = ω, then there is an embedding K(λ)→ L over K sending λ to λ∗.
Embedding here means of course embedding of valued differential fields.
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ω-freeness. Let us say that our H-asymptotic field K is ω-free if (ωρ) has no
pseudolimit in K (so K satisfies the conditions of Corollary 11.7.8). It follows from
Corollary 11.7.3 that if K is ω-free, then K is λ-free. Thus for the H-asymptotic
fields K considered in this section we have the implications
ω-free ⇒ λ-free ⇒ rational asymptotic integration ⇒ asymptotic integration,
where the last two properties are determined by the asymptotic couple of K. The
pc-sequence (ωn) in the Liouville closed H-field T is divergent, so T is ω-free.
See [22] for an example of a Liouville closed H-field that is not ω-free.
The λ-free K in Corollary 11.6.4 are actually ω-free:
Lemma 11.7.14. Let f ∈ K lie in a differential subfield F of K for which maxΨF
exists. Then there is an active a ∈ K such that f − ω(−a†) < a2.
Proof. Take a ∈ F such that va = maxΨF . Then a ∈ K is active, so in case
f−ω(−a†) < a2, we are done. Suppose f−ω(−a†) ≺ a2. In the algebraic closureKa
of K with its differential subfield F a this gives
v
(√
f − ω(−a†)
)
> ΨF = ΨF a ,
so v
(√
f − ω(−a†)
)
> Ψ by Corollary 9.2.4, and thus v
(
f − ω(−a†)) > 2Ψ. Take
b ≻ 1 in K with vb′ = va. Then vb + vb† = va, so (a/b) ≍ b†. Hence (a/b) ∈ K
is active, and a ≻ (a/b). Then Lemma 5.2.1 applied to w = −a†, z = −(a/b)†,
y = z − w = b† gives
ω(−a†)− ω(−(a/b)†) = b† · (2(b†† − a†) + b†).
We have b† = (a/b)u with u ≍ 1, so b†† = a†−b†+u†, hence b††−a† = −b†+u† ∼ −b†
(since K is pre-differential-valued), and thus
ω(−a†)− ω(−(a/b)†) ∼ −(b†)2 ≍ (a/b)2 ≺ a2.
Together with f − ω(−a†) ≺ (a/b)2 (a consequence of v(f − ω(−a†)) > 2Ψ), it
follows that f − ω(−(a/b)†) ≍ (a/b)2. 
Corollary 11.7.15. If K is a union of grounded H-asymptotic subfields, then K
is ω-free.
In view of how T is constructed, this shows again that T is ω-free.
Constructing ω-free H-asymptotic fields. Let F be a grounded pre-d-valued
field of H-type, so we have f ∈ F× with
f ≻ 1, vf † = maxΨ.
We shall associate canonically to the pair F , f a pre-d-valued extension Fω of F
with res(Fω) = res(F ), such that Fω is of H-type, has asymptotic integration, and
is ω-free. In fact, by Lemma 10.2.3 we can take an increasing sequence
F = F0 ⊆ F1 ⊆ F2 ⊆ F3 ⊆ · · ·
of pre-d-valued extensions Fn of F of H-type, with distinguished elements fn ∈ F×n
such that f0 = f , and for each n we have
fn ≻ 1, f †n = maxΨFn , Fn+1 = Fn(fn+1), f ′n+1 = f †n.
11.7. BEHAVIOR OF THE FUNCTION ω 441
Then Fω :=
⋃
n Fn is an extension of F with the properties we announced, its
ω-freeness being a consequence of each Fn being grounded. From the universal
property of Lemma 10.2.3 we obtain:
Lemma 11.7.16. Any embedding of F into a pre-d-valued field L of H-type that is
closed under logarithms extends to an embedding Fω → L.
If F is d-valued, then each Fn in the construction above is d-valued, and so Fω is
d-valued. This applies in particular to dv(F ), since dv(F ) is a grounded d-valued
field of H-type.
Suppose F is also equipped with an ordering making it a pre-H-field. Then by
Corollary 10.5.12 there is a unique ordering on Fω making it a pre-H-field extension
of F . Let Fω be equipped with this ordering. Note that if F is an H-field, then so
is Fω. Lemma 11.7.16 goes through (and “embedding” in the setting of pre-H-fields
means “embedding of ordered valued differential fields”):
Lemma 11.7.17. Any embedding of F into a pre-H-field L closed under logarithms
extends to an embedding Fω → L.
For any grounded pre-H-field F , we let Fω be a pre-H-field extension of F as
constructed above. In particular, if F is a grounded H-field, then Fω is an H-field
extension of F with CFω = CF .
Corollary 11.7.18. Every pre-d-valued field of H-type has an ω-free d-valued
extension of H-type, and every pre-H-field has an ω-free H-field extension.
Proof. Let E be a pre-d-valued field of H-type. Then E has a grounded d-valued
extension F of H-type, by Corollary 11.5.15, and thus Fω is an ω-free d-valued
extension of H-type of E. The argument for pre-H-fields is the same. 
Corollary 11.7.19. Every pre-H-field has an H-field extension with a gap.
Proof. To extend a pre-H-field E to an H-field with a gap, we can arrange by
Corollary 11.7.18 that E is an H-field with rational asymptotic integration. Taking
the real closure we arrange further that E has divisible value group. The rest is
done in the proof of Corollary 11.5.15. 
If K has an H-asymptotic field extension L with Γ< cofinal in Γ<L and ω-free L,
then K is ω-free. Analogues of Lemmas 11.6.5, 11.6.6, 11.6.7 have similar proofs:
Lemma 11.7.20. If K is ω-free, then so is its completion Kc.
Lemma 11.7.21. If K is ω-free, then so is any immediate asymptotic extension
of K that, as a valued field extension of K, is a fluent completion of K.
Lemma 11.7.22. If K is ω-free, then so is its henselization Kh.
As in Corollary 11.6.8 this yields:
Corollary 11.7.23. K is ω-free if and only if Ka is ω-free.
One direction of Corollary 11.7.23 will be vastly generalized in Section 13.6.
Specialization of K with small derivation preserves ω-freeness:
Lemma 11.7.24. Suppose K is ω-free with small derivation. Let ∆ 6= {0} be a
convex subgroup of Γ with ψ(∆6=) ⊆ ∆. Then the asymptotic residue field K˙ of
v˙ = v∆ is also ω-free.
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Proof. We mimic the proof of Lemma 11.6.11 and use its notations. Let f ∈ O˙; it
is enough to get a ∈ K× such that va ∈ ∆6=, a is active in K, and f −ω(−a†) < a2.
By Corollary 11.7.8 and since Ψ>0 6= ∅, we can take active b ∈ K such that vb > 0
and f − ω(−b†) < b2. Then vb ∈ ∆ by Lemma 9.2.25, and so a := b works. 
Next, we consider the effect of compositional conjugation on the above. Let φ ∈ K×
and let δ = φ−1∂ be the derivation of the compositional conjugate Kφ. As we saw
before, the analogue of the sequence (γρ) in K is the sequence (γφρ ) = (γρ/φ) in K
φ,
and the analogue of the pc-sequence (λρ) in K is the pc-sequence (λφρ) in K
φ, where
λφρ = (λρ/φ) + (φ
†/φ).
Also, the role of ω = ωK : K → K is taken over in Kφ by
ωφ := ωKφ : K
φ → Kφ, ωφ(z) := −(2δ(z) + z2) = −(2/φ)z′ − z2,
so
ωφ(λφρ) = −
2
φ
·
(
λρ
φ
+
φ†
φ
)′
−
(
λρ
φ
+
φ†
φ
)2
= − 2
φ
·
[
λ′ρ
φ
− λρφ
†
φ
+
(
φ†
φ
)′]
−
(
λρ
φ
)2
−
(
φ†
φ
)2
− 2 λρφ
†
φ2
=
ω(λρ)
φ2
+ ωφ
(
φ†
φ
)
.
Hence, the sequence (ωρ) =
(
ω(λρ)
)
has a pseudolimit in K iff the analogous
sequence (ωφρ) :=
(
ωφ(λφρ)
)
has a pseudolimit in Kφ. In particular, K is ω-free
iff Kφ is ω-free. For later use we note that
ωφ(φ†/φ) = −(2/φ) · (φ′/φ2)′ − (φ′/φ2)2
= −(2/φ) · ((φ′′/φ2)− 2(φ′)2/φ3)− (φ′/φ2)2
= −2(φ′′/φ3) + 3(φ′/φ2)2 = −φ−2ω(−φ†),
so we can also express ωφρ = ω
φ(λφρ) as
ωφρ = φ
−2
(
ωρ − ω(−φ†)
)
,
in analogy to the equality
λφρ = φ
−1
(
λρ + φ
†
)
.
More generally, let E be any differential field, φ ∈ E×, and define ω : E → E by
ω(z) = −2z′ − z2 and likewise ωφ : Eφ → Eφ by ωφ(z) = −2(z′/φ) − z2. With
zφ := φ−1(z + φ†) for z ∈ E, computations as before give the identity
ωφ(zφ) = φ−2
(
ω(z)− ω(−φ†)).
Related to ω is the function σ : E× → E given by σ(y) = ω(−y†) + y2. The
corresponding function for Eφ is σφ : (Eφ)× → Eφ given by
σφ(y) = ωφ(−y†/φ) + y2.
It is routine to check that it satisfies a similar transformation formula:
σφ(y/φ) = φ−2
(
σ(y)− ω(−φ†)) (y ∈ E×).
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11.8. Some Special Definable Sets
Throughout this section K is a pre-H-field. If K has asymptotic integration, then
we fix a logarithmic sequence (ℓρ) for K as in Section 11.5, and corresponding
sequences (γρ), (λρ), and (ωρ). We single out the O-submodule
I(K) := {y ∈ K : y 4 f ′ for some f ∈ O}
of K. We have ∂O ⊆ I(K) and (O×)† ⊆ I(K). If the derivation ∂ of K is small
and K is an H-field, then I(K) ⊆ O. If K has no gap or K is an H-field, then
I(K) = {y ∈ K : y 4 f ′ for some f ∈ O}.
Lemma 11.8.1. Suppose K has a gap β. Then:{
v(b′) 6= β for all b ≍ 1 in K ⇒ I(K) = {y ∈ K : vy > β};
v(b′) = β for some b ≍ 1 in K ⇒ I(K) = {y ∈ K : vy > β}.
For φ ∈ K> we have φ I(Kφ) = I(K). The following facts are also easy to verify:
Lemma 11.8.2. Suppose K has asymptotic integration. Then for y ∈ K,
y ∈ I(K) ⇐⇒ y ≺ f † for all nonzero f ∈ O
⇐⇒ y is not active in K
⇐⇒ y ≺ γρ for all ρ.
If I(K) ⊆ ∂K, then I(K) = ∂O. If I(K) ⊆ (K×)†, then I(K) = (O×)†. Moreover,
(1/ℓρ)
′ ∈ I(K) for all ρ, and for each y ∈ I(K) there is a ρ such that y ≺ (1/ℓρ)′.
Finally, if L is a pre-H-field extension of K, then I(K) = I(L) ∩K.
Corollary 11.8.3. Suppose K has asymptotic integration and I(K) ⊆ ∂O. Then K
is an H-field.
Proof. Let u ∈ O. Then u′ ∈ I(K), so u′ = y′ with y ∈ O, and thus u−y ∈ C. 
Example. I(T) =
{
y ∈ T : y ≺ 1ℓ0ℓ1···ℓn for all n
}
, where (ℓn) is the logarithmic
sequence for T from Example 11.5.1.
We also define
Γ(K) :=
{
a† : a ∈ K≻1},
Λ(K) :=
{−a†† : a ∈ K≻1},
∆(K) :=
{−a′† : 0 6= a ∈ K≺1}.
Note that
Λ(K) = −Γ(K)† = {−a†† : a ∈ K×, a 6≍ 1} = {−a†† : 0 6= a ∈ K≺1}.
For φ ∈ K> we have
φΓ(Kφ) = Γ(K), φΛ(Kφ) = φ† + Λ(K), φ∆(Kφ) = φ† + ∆(K).
The set Γ(K) is closed under addition. The elements of Γ(K) are active in K. The
sets I(K), Γ(K), and −Γ(K) are pairwise disjoint. If K has asymptotic integration,
then there is for each y ∈ Γ(K) an index ρ with γρ ≺ y. If K has asymptotic
integration and (K×)† = K, then
K = I(K) ∪ Γ(K) ∪ (− Γ(K)),
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by Lemma 11.8.2. It is easy to see that if (K×)† = K and L is a pre-H-field
extension of K, then Γ(L) ∩K = Γ(K).
Let a ∈ K≻1, and set y := a† ∈ Γ(K) and z = −y† = −a†† ∈ Λ(K). Then
z + y = −(a†† + (1/a)†) = −((1/a)† (1/a))† = −(1/a)′† ∈ ∆(K).
In particular, if K has asymptotic integration, then λρ ∈ Λ(K) and λρ+ γρ ∈ ∆(K)
for all ρ, and Λ(K)∪∆(K) does not contain a pseudolimit of (λρ), by Lemma 11.5.13.
The sets Λ(K) and ∆(K) are disjoint.
Lemma 11.8.4. Suppose K has asymptotic integration, I(K) = ∂O, and (K×)† = K.
Then K = Λ(K) ∪ ∆(K).
Proof. Let f ∈ K, and take a ∈ K× with a† 6= 0 and f = −a††. If a 6≍ 1, then
f ∈ Λ(K), so suppose a ≍ 1. Then a† ∈ (O×)† ⊆ I(K) = ∂O. Take b ∈ O with
a† = b′; then b 6= 0, and f = −b′† ∈ ∆(K). 
Lemma 11.8.5. Let f ∈ K×. Then
f ∈ I(K) =⇒ −f † /∈ Λ(K),
and if (K×)† = K, then
f ∈ I(K) ⇐⇒ −f † /∈ Λ(K).
Proof. Suppose that −f † ∈ Λ(K). Take a ∈ K×, a 6≍ 1, such that −f † = −a††.
Then f ∈ C×a† and hence vf = va† ∈ Ψ, so f /∈ I(K). Now suppose K has
asymptotic integration, (K×)† = K, and −f † /∈ Λ(K). Take a ∈ K× such that
f = a†; then −a†† = −f † /∈ Λ(K) and hence a ≍ 1, so f = a† ∈ (O×)† ⊆ I(K). 
Corollary 11.8.6. Suppose K has asymptotic integration and (K×)† = K, and
let L be a pre-H-field extension of K. Then Λ(K) = Λ(L) ∩K.
Proof. Clearly Λ(K) ⊆ Λ(L) ∩K, so let g ∈ Λ(L) ∩K, and take f ∈ K× with
g = −f †. Then f /∈ I(L) by the first part of Lemma 11.8.5, hence f /∈ I(K) and so
g ∈ Λ(K), by the second part. 
Lemma 11.8.7. Let f ∈ K×. Then
f ∈ ∂O ⇐⇒ −f † ∈ ∆(K).
Proof. If f ∈ ∂O, say f = a′ with a ∈ O, then −f † = −a′† ∈ ∆(K). Conversely, if
−f † ∈ ∆(K), then taking a ∈ O 6= with f † = a′† gives f ∈ Ca′ ⊆ ∂O. 
Corollary 11.8.8. Suppose that K has asymptotic integration, I(K) = ∂O, and
(K×)† = K. Then for f ∈ K× we have
f ∈ I(K) ⇐⇒ −f † ∈ ∆(K), f /∈ I(K) ⇐⇒ −f † ∈ Λ(K).
Lemma 11.8.9. Suppose (K×)† = K. Then Λ(K) + I(K) ⊆ Λ(K).
Proof. Let a ∈ K, a ≻ 1 and y ∈ I(K); we want to show −a†† + y ∈ Λ(K). Take
b ∈ K \ C with b†† = a†† − y. Then (a†/b†)† = y ∈ I(K), hence a†/b† ≍ 1 and
therefore b 6≍ 1. 
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First-order linear differential equations and the predicate I. Throughout
this subsection K is a Liouville closed H-field and y ranges over K.
Lemma 11.8.10. Suppose the derivation of K is small. Let A = aY + bY ′ where
0 6= a < b in K. Then A(O) = aO.
Proof. Dividing by a we arrange a = 1. Let g ∈ O; our job is to find f ∈ O such
that A(f) = g. Take f0 ∈ K with A(f0) = g, and y0 ∈ K× with A(y0) = 0. Then
A−1(g) :=
{
f ∈ K : A(f) = g} = f0 + Cy0,
so
∣∣v(A−1(g))∣∣ 6 2. Let φ ∈ K> be active, φ 4 1. Then the compositional
conjugateKφ is a Liouville closedH-field with small derivation, and Aφ = Y +bφY ′
with bφ 4 1. We equip Kφ with the coarsening v♭φ. Then maxΨ
♭
φ = 0 in Γ/Γ
♭
φ,
where Ψ♭φ is the Ψ-set of the asymptotic couple of (K
φ, v♭φ). By Lemma 10.1.8 the
residue map from O♭φ onto its residue field maps the constant field of K onto the
constant field of that (differential) residue field. Thus we can apply Lemmas 9.4.4
and 5.6.11 to (Kφ, v♭φ) to get fφ ∈ K with Aφ(fφ) = A(fφ) = g (so fφ ∈ A−1(g))
and v♭φ(fφ) > 0. In view of
∣∣v(A−1(g))∣∣ 6 2 we get v(fφ) > 0, eventually. 
Lemma 11.8.11. Let f, g ∈ K, g 6= 0. Then
∃y [y′ = fy + g & y ≺ 1] ⇐⇒ f, g ∈ I(K) ∨ [f /∈ I(K) ∧ g ≺ f].
Proof. Put P := Y ′ − fY − g ∈ K{Y }. Take b 6= 0 with b† = f and then a 6= 0
with a 6≍ b and va+ ψ(va− vb) = vg. For active φ in K we have
Pφ×a = aφY
′ + a(a/b)†Y − g
with a(a/b)† ≍ g. Since eventually φ 4 (a/b)†, Lemma 11.8.10 yields a zero of P×a
in O. But P×a has no zero in O, so P has a zero z ∈ K with z ≍ a, and for every
zero y of P we have y < a. Thus P has a zero y ≺ 1 iff a ≺ 1. Now suppose
f ∈ I(K). Then a 6≍ b ≍ 1 and va + ψ(va) = vg, that is, a′ ≍ g; so a ≺ 1 iff
g ∈ I(K). Next assume f /∈ I(K), so b 6≍ 1. Then
a ≺ 1 ⇐⇒ va− vb > −vb
⇐⇒ va− vb + ψ(va− vb)︸ ︷︷ ︸
= vg−vb
> −vb+ ψ(−vb)︸ ︷︷ ︸
= vf−vb
⇐⇒ g ≺ f. 
Corollary 11.8.12. Let f, g, h ∈ K, g, h 6= 0. Then the following are equivalent:
(i) there exists y such that y′ = fy + g and y ≺ h;
(ii) [f − h† ∈ I(K) and g/h ∈ I(K)] or [f − h† /∈ I(K) and (g/h) ≺ f − h†].
Proof. Set f∗ := f − h†, g∗ := g/h. Then (y/h)′ = y′/h− h†(y/h), so y′ = fy+ g
and y ≺ h is equivalent to (y/h)′ = f∗(y/h)+ g∗ and y/h ≺ 1. It remains to appeal
to Lemma 11.8.11. 
Interaction with the ordering. So far the field ordering of our pre-H-field K
has not played a role. As a first comment referring to this ordering we mention
that I(K) is convex in the ordered set K. Below we characterize λ-freeness and
ω-freeness in terms of certain cuts in the ordered set K, and we explore further the
behavior of the differential polynomial function ω in this setting. We often tacitly
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use the fact that for a, b ∈ K× we have a ≺ b ⇒ a† < b†. One consequence of this
fact is that Λ(K) < ∆(K), which in view of Lemma 11.8.4 yields:
Corollary 11.8.13. If K is Liouville closed, then Λ(K) is downward closed, ∆(K)
is upward closed, and K = Λ(K) ∪ ∆(K).
Here is another use of a ≺ b⇒ a† < b†, for a, b ∈ K×:
Lemma 11.8.14. Assume K is ungrounded and L ⊇ K is a pre-H-field extension
such that Γ> is coinitial in Γ>L . Then ∆(K) is coinitial in ∆(L), Γ(K) is coinitial
in Γ(L), and Λ(K) is cofinal in Λ(L).
Proof. Let a ∈ L≺1, a 6= 0. Take b ∈ K with a ≺ b ≺ 1. Then a′ ≺ b′ and
hence −a′† > −b′†. This shows ∆(K) is coinitial in ∆(L). Next, let a ∈ L≻1. Take
b ∈ K≻1 with a† ≻ b†. Then a†, b† > 0, hence a† > b† and −a†† < −b††. 
Lemma 11.8.15. Let K have asymptotic integration. Then (λρ) is strictly increasing
and cofinal in Λ(K), and (λρ+ γρ) is strictly decreasing and coinitial in ∆(K). If K
has small derivation, then λρ > 0, eventually.
Proof. We have Λ(K) = −Γ(K)† and λρ = −γ†ρ, so the first claim follows from
the remark preceding the previous lemma and the properties of (γρ). Let a ∈ K,
0 6= a ≺ 1. Take ρ with 1/ℓρ ≻ a; then (1/ℓρ)′ ≻ a′, so −(1/ℓρ)′† < −a′†.
Thus (λρ + γρ) is coinitial in ∆(K). For ρ < ρ′ we have 1/ℓρ ≺ 1/ℓρ′ ≺ 1, hence
(1/ℓρ)
′ ≺ (1/ℓρ′)′ and thus −(1/ℓρ)′† > −(1/ℓρ′)′†; so (λρ+γρ) is strictly decreasing.
Suppose now that K has small derivation. Then 1 is active, so γρ ≺ 1 eventually,
and thus λρ > 0 eventually. 
Corollary 11.8.16. Assume K has asymptotic integration. Let L be a pre-H-field
extension of K and λ ∈ L. Then: λρ  λ ⇐⇒ Λ(K) < λ < ∆(K).
Proof. Use the previous lemma in combination with Lemma 11.5.2. 
Corollary 11.8.17. Suppose K has asymptotic integration and L is a pre-H-field
extension of K with (L×)† = L. Then Λ(L)↓ ∩K equals Λ(K)↓ or K \ ∆(K)↑.
Proof. Suppose Λ(L)↓ ∩ K 6= Λ(K)↓. Take f ∈ (Λ(L)↓ ∩ K) \ Λ(K)↓. Then
f < ∆(L), so Λ(K) < f < ∆(K). To get Λ(L)↓∩K = K \∆(K)↑, let g ∈ K \∆(K)↑;
it is enough to show that then g ∈ Λ(L)↓. As the case g ∈ Λ(K)↓ is obvious,
assume g /∈ Λ(K)↓. Then Λ(K) < g < ∆(K). Then by Corollary 11.8.16 both
f and g are pseudolimits of (λρ), hence v(g − f) > Ψ by Lemma 11.5.2 and thus
g − f ∈ I(K) ⊆ I(L). Therefore g ∈ f + I(L) ⊆ Λ(L)↓ by Lemma 11.8.9. 
Our eventual quantifier elimination for T requires predicates for the sets Λ(T) and
ω(T), and for this reason we pay attention to properties of these sets expressible
by universal sentences. In this connection it is convenient to include also I(T)
and ∆(T) in an auxiliary role. Such universal properties are contained in Lem-
mas 11.8.5, 11.8.9, and Corollary 11.8.13. Here is another useful one:
Lemma 11.8.18. Assume K has asymptotic integration, and let a, φ ∈ K. Then
a, φ > 0, a < 1 ⇒ φa− φ† ∈ ∆(K)↑.
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Proof. We first establish the following:
(1) if the derivation of K is small, then O ∩ ∆(K) 6= ∅;
(2) if the derivation of K is not small, then K< ∩ ∆(K) 6= ∅.
For (1), assume the derivation of K is small. Take 1 ∈ Γ> with ψ(1) = 1. Then
Ψ < 1+1. Pick a ∈ O with v(a′) = 1+1. Then v(−a′†) = 1 and so −a′† ∈ O∩∆(K).
For (2), assume the derivation of K is not small. Then for each ρ we have
γρ ≻ 1, so λρ is active and λρ < 0. By Lemma 11.5.13, v(λρ) is eventually constant,
and in Ψ. Hence λρ ≻ γρ, eventually, and thus λρ + γρ ∈ K< ∩ ∆(K), eventually.
Now let a, φ > 0 and a < 1. Then a ∈ ∆(Kφ)↑ by (1) and (2). Also ∆(Kφ) =
φ−1
(
∆(K) + φ†
)
, which gives φa− φ† ∈ ∆(K)↑. 
Lemma 11.8.19. Suppose K is Liouville closed. Then
Γ(K) = (K>C)† = {y ∈ K> : vy ∈ Ψ} = K> \ I(K),
and hence Γ(K) is upward closed.
Proof. The set equalities are easy consequences of the results above. To get Γ(K)
upward closed, use that I(K) is convex. 
Example. Let (ℓn) be the logarithmic sequence for T from Example 11.5.1. Then
for y ∈ T we have
y ∈ Γ(T) ⇐⇒ y > 1
ℓ0ℓ1 · · · ℓn for some n.
Also, for z ∈ T we have
z ∈ Λ(T) ⇐⇒ z 6 1
ℓ0
+
1
ℓ0ℓ1
+ · · ·+ 1
ℓ0ℓ1 · · · ℓn for some n
and
z ∈ ∆(T) ⇐⇒ z >
(
1
ℓ0
+
1
ℓ0ℓ1
+ · · ·+ 1
ℓ0ℓ1 · · · ℓn
)
+
1
ℓ0ℓ1 · · · ℓn for some n
⇐⇒ z > 1
ℓ0
+
1
ℓ0ℓ1
+ · · ·+ 1
ℓ0ℓ1 · · · ℓn for all n.
Figure 11.1 shows the sets I(T), Γ(T), Λ(T), and ∆(T).
0
1
ℓ0ℓ1···
1
ℓ0
+ 1
ℓ0ℓ1
+ · · ·γ0 = λ0γ1γ2· · · λ1 λ2 · · ·
I(T) Γ(T)
Λ(T) ∆(T)
Figure 11.1. The sets I(T), Γ(T), Λ(T), and ∆(T).
Next we study the behavior of ω : K → K, ω(z) := −(2z′ + z2).
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Proposition 11.8.20. Suppose K is Liouville closed. Then the restriction of ω
to Λ(K) is strictly increasing, and ω
(
Λ(K)
)
= ω
(
∆(K)
)
.
Proof. Pick for each f ∈ K≻1 an L f ∈ K≻1 with (L f)′ = f †. Thus we have:
f ∈ K>C ⇒ L f > C. We also pick for all f ∈ K> and r ∈ Q an element f r ∈ K>
such that (f r)† = rf †. It follows easily that for f ∈ K, r ∈ Q,
f > C, r > 0 ⇒ f r > C, f > C, r < 0 ⇒ f r ≺ 1.
Now let z ∈ Λ(K). We shall find an element f ∈ ∆(K) (depending on z) such that
ω(z) < ω(z∗) for all z∗ ∈ K with z < z∗ 6 f . As z is arbitrary and f > Λ(K), this
will prove that ω is strictly increasing on Λ(K). Take a ∈ K>C such that z = −a††,
and let t := (L a)−r where r is any rational number with 0 < r 6 1. (The value
of r will be further specified later.) Then 0 6= t ≺ 1, so f := −t′† ∈ ∆(K). From
t′ = −r(L a)†t = −r a†L a t we get, with y := a† = (L a)′:
f = −y† + (r + 1)(La)† = z + (r + 1) y
L a
.
Put
ε := h(r + 1)
y
L a
with h ∈ K, 0 < h 6 1,
so ε > 0 and z + ε runs through all w ∈ K with z < w 6 f , as h varies. Thus it
suffices to show that ω(z + ε) > ω(z). Since
(11.8.1) ω(z)− ω(z + ε) = ε(2(ε† + z) + ε)
by Lemma 5.2.1, this reduces to showing that 2(ε† + z) + ε < 0. Now
ε† = h† + y† − (L a)† = h† − z − y
L a
and thus
(11.8.2) 2(ε† + z) + ε = 2h† − (2− h(r + 1)) y
L a
,
so the inequality 2(ε† + z) + ε < 0 becomes
2h† <
(
2− h(r + 1)) y
La
.
This holds if h ≺ 1, since then h† < 0, while yL a > 0. Suppose h ≍ 1. Then
v(h†) = v(h′) > Ψ, in particular yL a = (−1/r) t† ≻ h†. Taking 0 < r < 1 we get
0 < 2 − h(r + 1) and 2 − h(r + 1) ≍ 1, so 2h† ≺ (2 − h(r + 1)) yL a . The desired
inequality follows, as its right-hand side is positive. Hence for any rational r with
0 < r < 1, we obtain f > Λ(K) such that ω(z) < ω(z∗) for all z∗ ∈ K with
z < z∗ 6 f . Thus ω is indeed strictly increasing on Λ(K).
For r = 1, we obtain an element f = z + 2yL a > Λ(K), and equations (11.8.1)
and (11.8.2) with h = 1 then yield that ω(z) = ω(f). Conversely, let f ∈ ∆(K).
We shall construct a ∈ K>C such that f = z + 2yL a for y = a† and z = −a††. This
will finish the proof of the second claim. Take g ∈ K< with f = −g†. Then by
Lemma 11.8.7 we can take t ≺ 1 in K with g = t′. Then t > 0, hence (1/t)′ = a†
where a ∈ K>C . By readjusting our choice of L a we arrange t = 1L a . Then, with
y = a† and z = −a†† we have z ∈ Λ(K) and f = z + 2yL a , as desired. 
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Recall from Section 5.2 that
Ω(K) := {f ∈ K : 4y′′ + fy = 0 for some y ∈ K×}.
In view of that section and Corollary 11.8.13 this gives for Liouville closed K:
Ω(K) = ω(K) = ω
(
Λ(K)
)
= ω
(
∆(K)
)
.
Since every pre-H-field can be embedded into a Liouville closed H-field, the func-
tion ω is strictly increasing on Λ(K)↓ even without assuming that K is Liouville
closed. Together with Lemma 11.8.15, we therefore obtain:
Corollary 11.8.21. If K has asymptotic integration, then the sequence (ωρ) =(
ω(λρ)
)
is strictly increasing and cofinal in ω
(
Λ(K)
)
.
The following is a consequence of Lemma 11.7.1:
Corollary 11.8.22. Let f ∈ K and suppose f > ω(z) + cy2 for some y ∈ Γ(K)
and some constant c ∈ C>, with z = −y†. Then f > ω(Λ(K)).
Proof. By passing to an extension if necessary we can arrange that K is Liouville
closed. Let y ∈ Γ(K) and c ∈ C> be such that f > ω(z)+ cy2, with z = −y†. Take
a ∈ K>C such that y = a†. We may choose our logarithmic sequence (ℓρ) for K
beginning with ℓ0 = a; then γ0 = ℓ
†
0 = y and λ0 = −γ†0 = z. For ρ > 0 we have
γ21 ∼ ω(λρ)− ω(λ0) > 0 by Lemma 11.7.1. Hence ω(λρ)− ω(λ0) < cγ20 , so
f > ω(z) + cy2 =
(
ω(λ0)− ω(λρ) + cγ20
)
+ ω(λρ) > ω(λρ).
Since this holds for all ρ > 0, we conclude that f > ω
(
Λ(K)
)
. 
Corollary 11.8.23. Assume K is Liouville closed, and f, g ∈ K> are such that
− 12f † ∈ Λ(K) and f 4 g. Then ω(− 12f †) + g > ω
(
Λ(K)
)
.
Proof. Take y ∈ K> with y2 = f . Then z := −y† = − 12f † ∈ Λ(K), so y > I(K)
by Lemma 11.8.5, hence y ∈ Γ(K) by Lemma 11.8.19. Thus, with c ∈ C> such that
cf 6 g, we have ω(− 12f †) + g > ω(z) + cy2 > ω
(
Λ(K)
)
by Corollary 11.8.22. 
Corollary 11.8.24. Suppose K is Liouville closed and has small derivation. Then
ωρ > 0 eventually.
Proof. Take x ∈ K with x′ = 1. Then x ≻ 1, so 1/x = −x†† ∈ Λ(K), and
ω(1/x) = 1/x2 > 0. Now use Corollary 11.8.21. 
Corollary 11.8.25. Suppose K is Liouville closed with small derivation. Then
for each A ∈ C[∂] 6= we have m(A) = dimC kerA.
Proof. Lemma 11.7.4 and Corollary 11.8.24 give ω(K) ∩ C ⊆ C6. It remains to
use Lemma 5.2.11. 
Corollary 11.8.26. Suppose K is Liouville closed with small derivation, and let
P (Y ) ∈ C[Y ]. Set A := P (∂) ∈ C[∂]. Then
∃y ∈ K×[y ≺ 1 & A(y) = 0] ⇐⇒ ∃c ∈ C[c < 0 & P (c) = 0],
∃y ∈ K×[y 4 1 & A(y) = 0] ⇐⇒ ∃c ∈ C[c 6 0 & P (c) = 0],
∃y ∈ K×[y < 1 & A(y) = 0] ⇐⇒ ∃c ∈ C[c > 0 & P (c) = 0].
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Proof. Take x ∈ K with x′ = 1. As in the subsection on linear differential
equations with constant coefficients in Section 5.1 we pick for each c ∈ C an element
of K×, denoted by ecx, such that (ecx)′ = c ecx. Thus e0x ∈ C×, and it is routine to
show that if c ∈ C<, then ecx ≺ x−n for all n, and if c ∈ C>, then ecx ≻ xn for all n.
It follows easily that ec1x xk1 6≍ ec2x xk2 for all distinct (c1, k1), (c2, k2) ∈ C × Z. It
now remains to use Proposition 5.1.18 and Corollary 11.8.25. 
Here is a universal property similar to Lemma 11.8.9:
Lemma 11.8.27. Suppose K is Liouville closed. Then for all g, h ∈ I(K),
ω(K)↓ + gh ⊆ ω(K)↓.
Proof. Let a ∈ ω(K)↓ and g, h ∈ I(K). Take ρ so large that a < ωρ = ω(λρ).
Then g, h ≺ γρ+2, so a+ gh < ωρ + γ2ρ+2 < ωρ+1, and thus a+ gh ∈ ω(K)↓. 
Corollary 11.8.28. Suppose K is Liouville closed, and f ∈ K×, − 12f † /∈ Λ(K).
Then ω(K)↓ + f ⊆ ω(K)↓.
Proof. This is clear if f < 0, so assume f > 0, and take y ∈ K> with y2 = f . Then
−y† = − 12f † /∈ Λ(K), so y ∈ I(K) by Lemma 11.8.5. Now use Lemma 11.8.27. 
We now consider also the function
y 7→ σ(y) = ω(z) + y2 : K× → K where z = −y†.
Note that σ(y) = σ(−y) for all y ∈ K×. By Corollary 11.8.22, ω(Λ(K)) < σ(Γ(K)),
and by embedding K into a Liouville closed H-field, this gives
ω(K) < σ
(
Γ(K)
)
.
Lemma 11.8.29. The restriction of σ to Γ(K) is strictly increasing.
Proof. Let y ∈ Γ(K), z = −y† and a > 1 in K; we shall derive σ(ay) > σ(y). We
have −(ay)† = z + b with b := −a†, so
σ(ay)− σ(y) = ω(z + b)− ω(z) + (a2 − 1)y2.
We have a ∈ C iff b = 0, and in this case σ(ay) = σ(y) + (a2 − 1)y2 > σ(y) as
required. Suppose a /∈ C. Then by Lemma 5.2.1,
σ(ay)− σ(y) = −b(2(b/y)† + b)+ (a2 − 1)y2.
We now distinguish three cases:
Case 1: a ≍ 1. Then Ψ < va′ = vb, in particular y ≻ b and (b/y)† ≻ b, hence
−b(2(b/y)†+b) ∼ −2b(b/y)†. From vy ∈ Ψ < v(b/y)′ = v(b/y)+v(b/y)†, we obtain
v(y2) < vb + v(b/y)†. If a 6∼ 1, this gives −b(2(b/y)† + b) ≺ y2 ≍ (a2 − 1)y2, so
σ(ay) − σ(y) ∼ (a2 − 1)y2 > 0. If a ∼ 1, then a = 1 + ε with 0 < ε ≺ 1, so b =
−ε′/(1 + ε) > 0, hence 0 < b/y ≺ 1, which gives −b(2(b/y)† + b) ∼ −2b(b/y)† > 0,
and thus σ(ay)− σ(y) > 0.
Case 2: a ≻ 1 and y ≺ b. Then vy ∈ Ψ < v(y/b)′ = v(y/b) + v(y/b)†, so
vb < v(y/b)† = v(b/y)† and thus −b(2(b/y)† + b) ∼ −b2. Also, v(1/a)′ > Ψ, in
particular vb = v(1/a)† = va+ v(1/a)′ > v(ay) and hence b2 ≺ (ay)2 ∼ (a2 − 1)y2.
This gives σ(ay)− σ(y) ∼ (a2 − 1)y2 > 0.
Case 3: a ≻ 1 and y < b. Then (b/y)† ≺ y by Lemma 6.5.4(i), so
−b(2(b/y)† + b) 4 by 4 y2 ≺ (a2 − 1)y2,
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and thus once again, σ(ay)− σ(y) ∼ (a2 − 1)y2 > 0. 
As any pre-H-field embeds into some Liouville closed H-field, Lemmas 11.8.19 and
11.8.29 give that σ is strictly increasing on Γ(K)↑, even without assuming that K
itself is Liouville closed. By earlier comments, if K has asymptotic integration,
then the sequence (γρ) in Γ(K) is strictly decreasing and coinitial in Γ(K).
Corollary 11.8.30. Assume that K has asymptotic integration. Then the se-
quence
(
σ(γρ)
)
= (ωρ + γ
2
ρ) is strictly decreasing and coinitial in σ
(
Γ(K)
)
. Thus
for any ω in any pre-H-field extension of K we have the equivalence
ωρ  ω ⇐⇒ ω
(
Λ(K)
)
< ω < σ
(
Γ(K)
)
.
As to the behavior of σ on the complement K> \ Γ(K), we note:
Lemma 11.8.31. Suppose K is Liouville closed. Then
σ
(
K> \ Γ(K)) ⊆ ω(K)↓, so
σ(K×) = σ
(
K> \ Γ(K)) ∪ σ(Γ(K)) with σ(K> \ Γ(K)) < σ(Γ(K)).
Proof. Let s ∈ K> \ Γ(K). Using Lemma 11.8.19, take a ∈ K≻1 with s = (1/a)′
and set y := a† ∈ Γ(K), z := −y† ∈ Λ(K). Then s = −a′/a2 = −y/a, hence
−s† = −y† + a† = z + y and thus, using Corollary 5.2.2,
σ(s) = ω(z + y) + (y/a)2 = ω(z)− y2 + (y/a)2 < ω(z). 
Corollary 11.8.32. Suppose K is Liouville closed, and for every a ∈ K the op-
erator ∂2 − a ∈ K[∂] splits over K[i]. Then K \ ω(K)↓ = σ(Γ(K)). In particular,
σ
(
Γ(K)
)
is upward closed and K is ω-free.
Proof. From (5.2.1) we get K = ω(K) ∪ σ(K×), so
K \ ω(K)↓ = σ(K×) \ ω(K)↓ = σ(Γ(K))
by Lemma 11.8.31. The rest now follows, using Corollary 11.8.30. 
In Section 14.2 we consider additional restrictions on K ensuring that ω(K) is
downward closed. Figure 11.2 is a sketch of the functions ω on Λ(T) and σ on Γ(T).
Corollary 11.8.33. The following are equivalent for a Liouville closed H-field K:
(i) K = ω
(
Λ(K)
) ∪ σ(Γ(K));
(ii) K is ω-free, ω
(
Λ(K)
)
is downward closed, and σ
(
Γ(K)
)
is upward closed;
(iii) for every a ∈ K the operator ∂2 − a ∈ K[∂] splits over K[i], and ω(K) is
downward closed.
Proof. From (5.2.1) and ω(K) < σ
(
Γ(K)
)
we get (i) ⇒ (iii). The implication
(iii)⇒ (ii) follows from Corollary 11.8.32, and (ii)⇒ (i) from Corollary 11.8.30. 
We say that a pre-H-fieldK is Schwarz closed ifK is Liouville closed and satisfies
the equivalent conditions in the previous corollary. This terminology is motivated
by the role of the functions ω and σ in the Schwarzian derivative; see Section 5.2.
Lemma 11.8.34. If K is Schwarz closed, then so is Kφ for all φ ∈ K>.
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Figure 11.2. The functions ω and σ on T.
Proof. Let K be Schwarz closed and φ ∈ K>. Then Kφ is Liouville closed, and
with δ = φ−1∂, every operator δ2 − a ∈ Kφ[δ] (a ∈ Kφ) splits over Kφ[i] = K[i]φ.
Let ωφ be the map z 7→ −(2δ(z) + z2) : Kφ → Kφ. We saw in Section 11.7 that it
plays the role of ω in the differential field Kφ. The computations there give
ωφ(Kφ) = φ−2
(
ω(K)− ω(−φ†)),
hence ωφ(Kφ) is downward closed. 
Lemma 11.8.35. Let K and L be Schwarz closed H-subfields of an H-field M such
that CL = CM . Then K ∩ L is a Schwarz closed H-subfield of M .
Proof. First, K ∩ L is a Liouville closed H-subfield of M by Lemma 10.6.1. It
remains to show that ω
(
Λ(K)
)∩L ⊆ ω(Λ(K∩L)) and σ(Γ(K))∩L ⊆ σ(Γ(K∩L)).
Let f ∈ ω(Λ(K))∩L. Then f = ω(z1) with z1 ∈ Λ(K). Since L is Schwarz closed,
f ∈ ω(Λ(M)) ∩ L ⊆ ω(Λ(L)),
so f = ω(z2) with z2 ∈ Λ(L). Now ω(z1) = ω(z2) with z1, z2 ∈ Λ(M), so
z := z1 = z2 ∈ K ∩ L ∩ Λ(K) = Λ(K ∩ L),
where the last step uses Corollary 11.8.6. Hence f = ω(z) ∈ ω(Λ(K ∩ L)), as
required. The other inclusion follows in the same way. 
Lemma 11.8.36. Suppose K is Schwarz closed and (Ki)i∈I , I 6= ∅, is a family of
Schwarz closed H-subfields of K, each with the same constant field as K. Then
F :=
⋂
i∈I Ki is a Schwarz closed H-subfield of K.
11.8. SOME SPECIAL DEFINABLE SETS 453
Proof. By Lemma 10.6.2, F is a Liouville closedH-subfield ofK. We need to show
that F = ω
(
Λ(F )
)∪σ(Γ(F )), and for this it is enough to show that F ∩ω(Λ(K)) ⊆
ω
(
Λ(F )
)
and F ∩ σ(Γ(K)) ⊆ σ(Γ(F )). Let f ∈ F ∩ ω(Λ(K)); then f /∈ σ(Γ(K)).
Hence for each i ∈ I we have f ∈ Ki \ σ
(
Γ(Ki)
)
= ω
(
Λ(Ki)
)
, so we may take
zi ∈ Λ(Ki) with ω(zi) = f . Since the map z 7→ ω(z) : Λ(K) → K is injective, we
have zi = zj for all i, j ∈ I. Denoting the common value of zi (i ∈ I) by z, we
obtain z ∈ F ∩ Λ(K) = Λ(F ) by Corollary 11.8.6, hence f = ω(z) ∈ ω(Λ(F )) as
required. Similarly one shows that F ∩ σ(Γ(K)) ⊆ σ(Γ(F )). 

CHAPTER 12
Triangular Automorphisms
Throughout this chapter K is a commutative ring containing Q as a subring.
When K carries also a derivation and φ ∈ K×, then we saw in Section 5.7 that
compositional conjugation by φ induces an automorphism of the K-algebra
K[Y0, Y1, Y2, . . . ],
where Yn := Y (n) and Y is a differential indeterminate. These automorphisms
are triangular (as defined below) and this facilitates their finer analysis by Lie
techniques, as we show in the present chapter. An endomorphism σ of this K-
algebra is uniquely determined by the sequence of images σ(Y0), σ(Y1), σ(Y2), . . . ,
and is said to be triangular if for each n there are σ0n, . . . , σnn ∈ K with
σ(Yn) = σ0nY0 + σ1nY1 + · · ·+ σnnYn.
In Sections 12.2–12.7 of this chapter we introduce a formalism to analyze trian-
gular automorphisms of such a polynomial algebra by means of their logarithms ,
the triangular derivations. In Section 12.8 we apply this to compositional conju-
gation in differential polynomial rings. From this chapter, only Corollaries 12.7.18
and 12.7.19 as well as Section 12.8 will be needed later.
12.1. Filtered Modules and Algebras
In this preliminary section we collect some definitions and simple facts about filtered
modules, filtered algebras, and graded algebras.
Filtered modules. Let V be a K-module. A filtration of V is a family (V i)i∈Z
of K-submodules of V such that
(1)
⋃
i V
i = V ,
(2)
⋂
i V
i = {0}, and
(3) V i ⊇ V i+1 for all i.
We call a filtration (V i) of V nonnegative if V 0 = V ; equivalently, V i = V for
every i 6 0. In this case we also call (V n) a nonnegative filtration. The trivial
filtration of V is the nonnegative filtration (V n) of V with V n = {0} for n > 0.
If (V i) is a filtration of V and W is a submodule of V , then (V i∩W ) is a filtration
of W , called the filtration of W induced by the filtration (V i).
Let (V i) be a filtration of V . To keep notations simple we denote V with this
filtration also by V ; the combined object is called a filtered K-module, and a
submodule of V equipped with the filtration induced by (V i) is called a filtered
submodule of V . The filtration (V i) is a fundamental system of neighborhoods
of 0 for a unique topology on V making the additive group of V a topological group.
For x ∈ V , let |x| ∈ R>0 be given by
|x| := 2−i if x ∈ V i \ V i+1, |0| := 0,
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so |x| 6 2−i ⇔ x ∈ V i. Thus | · | is an ultrametric norm on V (and a bit more):
for all x, y ∈ V and a ∈ K and nonzero k ∈ Z,
|x| = 0 ⇐⇒ x = 0, |ax| 6 |x|, |kx| = |x|, |x+ y| 6 max(|x|, |y|).
The topology defined above is induced by the metric (x, y) 7→ |x− y| on V . We call
the filtered K-module V complete if V is complete with respect to this metric.
A family (vλ)λ∈Λ in V is said to be summable if there is a (necessarily unique)
v ∈ V with the following property: for every ε > 0 there is a finite I(ε) ⊆ Λ such
that
∣∣v −∑λ∈I vλ∣∣ < ε for all finite I ⊆ Λ with I ⊇ I(ε); in that case vλ 6= 0
for only countably many λ ∈ Λ, we call this v the sum of the family (vλ), and
denote it by
∑
λ∈Λ vλ, or by
∑
vλ if the index set Λ is understood from the context.
If (uλ) and (vλ) are summable families in V with the same index set and a ∈ K,
then (uλ + vλ) and (avλ) are summable, with∑
uλ + vλ =
∑
uλ +
∑
vλ,
∑
avλ = a
∑
vλ.
Suppose V is complete and (vλ)λ∈Λ is a family in V . Then (vλ) is summable iff
for each ε > 0 we have |vλ| < ε for all but finitely many λ. In particular, a
sequence (vn) in V is summable iff vn → 0 as n → ∞. Suppose also that Λ is
the disjoint union of Λ(1) and Λ(2); then (vλ)λ∈Λ is summable iff (vλ)λ∈Λ(1) and
(vλ)λ∈Λ(2) are summable; moreover, if (vλ)λ∈Λ is summable, then∑
λ∈Λ
vλ =
∑
λ∈Λ(1)
vλ +
∑
λ∈Λ(2)
vλ.
We leave it to the reader to state and prove a similar statement for Λ =
⋃
i∈I Λ(i)
where I is any index set with Λ(i) ∩ Λ(j) = ∅ for all i 6= j.
LetW be a filteredK-module, with filtration (W j), and let Φ: V → W beK-linear.
Then Φ is continuous iff for each j there is an i such that Φ(V i) ⊆ W j . Thus if Φ
is continuous and V and W are complete, then Φ is “strongly additive” in the
following sense: if (vλ) is a summable family in V , then
(
Φ(vλ)
)
is summable inW ,
and Φ (
∑
vλ) =
∑
Φ(vλ). For d ∈ Z we say that Φ is of rank d if Φ(V i) ⊆ W i+d
for each i ∈ Z, and we call Φ ranked if Φ is of rank d for some d. (For example,
if V is a filtered submodule of W , then the natural inclusion V →W is of rank 0.)
If Φ is ranked, then Φ is continuous. If Φ is of rank d > 0, then Φ is of rank 0.
If Φ: V → V is of rank d, then Φn is of rank nd; here and below, Φn denotes the
n-fold composition of Φ with itself: Φ0 = id, Φn+1 = Φ ◦ Φn for each n.
In the rest of this subsection we assume that V is complete. We have the K-alge-
bra End(V ) of endomorphisms of V , whose elements are the K-linear maps V → V ,
with multiplication given by composition of maps. The endomorphisms of V of
rank 0 form a subalgebra of End(V ). A family (Φλ) of endomorphisms of V is said
to be summable if for each v ∈ V the family (Φλ(v)) is summable in V ; then the
sum of (Φλ) is the endomorphism
∑
Φλ of V given by(∑
Φλ
)
(v) :=
∑
Φλ(v).
Below Φ ranges over End(V ). We say that Φ is topologically nilpotent if for
each j we have Φn(V ) ⊆ V j for all sufficiently large n. Note that if the filtration
of V is nonnegative and Φ is of positive rank, then Φ is topologically nilpotent. We
say that Φ is weakly nilpotent if for each v ∈ V we have Φn(v) → 0 as n → ∞.
For example, if Φ is of positive rank or topologically nilpotent, then Φ is weakly
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nilpotent. If Φ is weakly nilpotent, then for each formal power series f =
∑
fnz
n ∈
K[[z]] (fn ∈ K for all n), the sequence (fnΦn) of endomorphisms of V is summable,
and we set
f(Φ) :=
∑
fnΦ
n ∈ End(V ).
We equip the K-module K[[z]] with the nonnegative filtration
(
znK[[z]]
)
. Then
K[[z]] is complete. If Φ is weakly nilpotent and the family (fλ) in K[[z]] is summa-
ble, then the family
(
fλ(Φ)
)
in End(V ) is summable, and(∑
fλ
)
(Φ) =
∑
fλ(Φ).
In Section 12.2 we use the following.
Lemma 12.1.1. Suppose Φ is continuous and weakly nilpotent. Then:
(i) the map f 7→ f(Φ): K[[z]]→ End(V ) is a morphism of K-algebras;
(ii) if Φ is of rank 0, then f(Φ) ∈ End(V ) is of rank 0, for all f ∈ K[[z]];
(iii) for g ∈ zK[[z]], the endomorphism g(Φ) of V is weakly nilpotent and
(f ◦ g)(Φ) = f(g(Φ)) for all f ∈ K[[z]].
Proof. It is easy to check that f 7→ f(Φ) is K-linear. Let f, g ∈ K[[z]], f =∑
m fmz
m, g =
∑
n gnz
n with fm, gn ∈ K for all m, n. Then for each v ∈ V ,
(
f(Φ) ◦ g(Φ))(v) = ∑
m
fmΦ
m
(∑
n
gnΦ
n(v)
)
=
∑
m
(∑
n
fmgnΦ
m+n(v)
)
=
∞∑
k=0
( ∑
m+n=k
fmgn
)
Φk(v) = (f · g)(Φ)(v),
where we used continuity of Φm for the second equality. This shows (i).
To get (ii), just use that each V i is closed. For (iii), let g =
∑
i>1 giz
i where
gi ∈ K for all i > 1. Note that g(Φ)n = gn(Φ) by (i), and
gn = gn1 z
n + higher degree terms in z.
Let v ∈ V and j > 1, and take n1 > 1 such that Φn(v) ∈ V j for all n > n1. Then
for all n > n1 we have gn(Φ)(v) = gn1Φ
n(v) + · · · ∈ V j , and so g(Φ)n(v) ∈ V j .
Thus g(Φ) is weakly nilpotent. Let also f =
∑
fnz
n where fn ∈ K for all n. Then
the family (fngn) in K[[z]] is summable, and f ◦ g =
∑
fng
n in K[[z]], so
(f ◦ g)(Φ) =
(∑
fng
n
)
(Φ) =
∑
fng
n(Φ) =
∑
fng(Φ)
n = f
(
g(Φ)
)
as claimed. 
Thus if Φ is continuous and weakly nilpotent, and f, g ∈ K[[z]] are such that fg = 1,
then f(Φ) is a K-module automorphism of V with inverse g(Φ).
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Filtered algebras. Throughout the rest of this section A is a (not necessarily
commutative) K-algebra with 1 6= 0. As usual, this includes the requirement that
λ(xy) = (λx)y = x(λy) (λ ∈ K, x, y ∈ A).
So λ 7→ λ1: K → A is ring morphism taking values in center(A); via this morphism
we identify Q with a subring of center(A). A filtration of the K-algebra A is a
filtration (Ai)i∈Z of the K-module A with 1 ∈ A0 and AiAj ⊆ Ai+j for all i, j.
Thus A0 is a K-subalgebra of A, and the Ai are (left and right) A0-submodules
of A. Given a nonnegative filtration (An) of A, each An is a two-sided ideal of A.
Let (Ai) be a filtration of the K-algebra A. To keep notations simple we
denote A with this filtration also by A; the combined object is called a filtered
K-algebra. A subalgebra of A with the induced filtration is then also a filtered K-
algebra. The norm on the additive group of A obtained from the filtration satisfies
|xy| 6 |x| · |y| for all x, y ∈ A, so A with the topology given by the filtration is a
topological ring. If (uλ)λ∈Λ and (vω)ω∈Ω are summable families in A (with respect
to this filtration), then so is the family
(
uλvω
)
indexed by Λ× Ω and∑
uλvω =
∑
uλ ·
∑
vω.
Example. Let R be a K-algebra with 1R 6= 0, and let A := R[[z]] be the K-algebra
of power series in one commuting indeterminate z with coefficients in R. (As usual
we identify R with a subring of A via r 7→ rz0.) Then (znA) is a nonnegative
filtration of A making A a complete filtered K-algebra.
Logarithms. Let A be a complete filtered K-algebra with respect to the filtra-
tion (Ai). Then every sequence (an) in A with an ∈ An for each n is summable in A.
In particular, given a formal power series f =
∑
n fnz
n ∈ K[[z]] (fn ∈ K for each n)
and a ∈ A1, the sequence (fnan) is summable in A, and we set f(a) :=
∑
fna
n.
Here is an analogue of Lemma 12.1.1:
Lemma 12.1.2. Let a ∈ A1. Then the map f 7→ f(a) : K[[z]] → A is a K-algebra
morphism of rank 0. If f ∈ K[[z]], g ∈ zK[[z]], then the element f ◦ g ∈ K[[z]]
satisfies (f ◦ g)(a) = f(g(a)). Also f(bab−1) = bf(a)b−1 for f ∈ K[[z]], b ∈ A×.
As a consequence, each element of 1 + A1 is a unit in A: if a ∈ A1, then 1 − a
has a multiplicative (two-sided) inverse given by (1 − a)−1 = ∑∞i=0 ai. Thus the
multiplicative group 1+A1 is a subgroup of the group A× of units of A. Applying
Lemma 12.1.2 to the series exp(z) =
∑
zn/n! and log(1 + z) =
∑∞
n=1(−1)n+1zn/n
we see that the maps
A1 → 1 +A1 : a 7→ exp(a) :=
∑ an
n!
,
1 +A1 → A1 : a 7→ log(a) :=
∞∑
n=1
(−1)n+1 (a− 1)
n
n
are each other’s inverse, and thus bijective. Note that exp(0) = 1.
Lemma 12.1.3. Let a, b ∈ A and ab = ba. Then:
(i) exp(a+ b) = exp(a) exp(b) for a, b ∈ A1;
(ii) log(ab) = log(a) + log b for a, b ∈ 1 +A1;
(iii) (log a)(log b) = (log b)(log a) for a, b ∈ 1 +A1.
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Proof. We leave (i) and (ii) as routine verifications. As to (iii), this follows from
the (almost obvious) fact that for f, g ∈ K[[z]] and s, t ∈ A1 with st = ts we have
f(s)g(t) = g(t)f(s): for a, b ∈ 1+A1 we have a = 1+s, b = 1+t with s, t ∈ A1, and
then ab = ba gives st = ts, and so log(1 + s) log(1 + t) = log(1 + t) log(1 + s). 
The mutually inverse nature of exp and log gives
exp(An) = 1 +An, log(1 +An) = An for n > 1.
For r ∈ K and a ∈ 1 +A1 we set ar := exp(r log a) ∈ 1 +A1. Thus for a ∈ 1 +A1
and r, s ∈ K we have log(ar) = r log a and
a0 = 1, ar+s = ar · as, a−r = (ar)−1, an = a · · ·a︸ ︷︷ ︸
n times
.
Also, exp(ra) = exp(a)r for a ∈ A1 and r ∈ K, and
(ab)r = arbr for a, b ∈ 1 +A1 with ab = ba and r ∈ K.
We also write ea instead of exp(a) when a ∈ A1. Thus ez = exp(z) = ∑ zn/n! in
the filtered K-algebra K[[z]] of the example above.
Lie algebras and filtered Lie algebras. Recall that a Lie algebra over K is
a K-module L equipped with a K-bilinear operation [ , ] : L × L → L (the Lie
bracket of L) satisfying [x, x] = 0 for all x ∈ L, as well as the Jacobi Identity:
[x, [y, z]] + [y, [z, x]] + [z, [x, y]] = 0 for all x, y, z ∈ L.
(Thus [x, y] = −[y, x] for x, y ∈ L, in view of [x + y, x + y] = 0.) A Lie algebra L
over K is said to be abelian if [x, y] = 0 for all x, y ∈ L. Given a Lie algebra L
over K, a Lie subalgebra of L is a K-submodule M of L such that [x, y] ∈M for
all x, y ∈M , and an ideal of L is a K-submodule M of L such that [x, y] ∈M for
all x ∈ L and y ∈M . A filtration of a Lie algebra L over K is a filtration (Li)i∈Z
of L as a K-module such that additionally [Li, Lj ] ⊆ Li+j for all indices i, j.
Let (Li)i∈Z be a filtration of the Lie algebra L over K. If i > 0, then [Li, Li] ⊆ Li,
so Li is a Lie subalgebra of L. If the filtration (Li) of L is nonnegative, i.e., if
L0 = L, then each Li is even an ideal of L, since then [L,Li] = [L0, Li] ⊆ Li. The
norm on A defined by the filtration satisfies |[x, y]| 6 |x| · |y| for all x, y ∈ L, and
so the Lie bracket operation [ , ] : L × L → L is continuous with respect to the
topology on L given by the filtration (with the product topology on L× L).
Example. The binary operation on A given by
[a, b] := ab− ba (a, b ∈ A)
turns A into a Lie algebra ALie over K. Every filtration of the K-algebra A is also
a filtration of ALie.
A filtered Lie algebra over K is a Lie algebra L overK together with a filtration
of L. Let (Li) be the filtration of a filtered Lie algebra L over K. Given a Lie sub-
algebra M of L, (Li ∩M) is a filtration of M , called the filtration of M induced
by (Li). A Lie subalgebra of L equipped with the filtration induced by (Li) is called
a filtered Lie subalgebra of L.
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Derivations. A K-derivation on A is a K-linear map ∆: A→ A such that
∆(xy) = ∆(x)y + x∆(y) for all x, y ∈ A
(and thus ∆(λ · 1) = 0 for λ ∈ K).
Example. Given a ∈ A, the adjoint x 7→ ada(x) := [a, x] = ax − xa is a K-
derivation on A. The K-derivations ada on A (where a ∈ A) are called internal.
If A is a filtered K-algebra and a ∈ Ad, then ada is of rank d.
We denote the set of all K-derivations on A by derK(A). If ∆1,∆2 ∈ derK(A) and
r ∈ K, then ∆1 +∆2 ∈ derK(A) and r∆1 ∈ derK(A), and so derK(A) is naturally
a left K-module. One also verifies easily that if ∆1,∆2 ∈ derK(A), then
[∆1,∆2] := ∆1∆2 −∆2∆1 ∈ derK(A).
With this operation [ , ], the K-module derK(A) is a Lie algebra over K, in fact, a
Lie subalgebra of the Lie algebra End(A)Lie overK, where End(A) is the K-algebra
of endomorphisms of A as aK-module. If σ is an automorphism of the K-algebraA,
then for every ∆ ∈ derK(A) we have σ∆σ−1 ∈ derK(A), and ∆ 7→ σ∆σ−1 is an
automorphism of the Lie algebra derK(A) over K, with inverse ∆ 7→ σ−1∆σ.
Given ∆ ∈ derK(A), we have for all x, y ∈ A,
(12.1.1) ∆n(xy) =
∑
i+j=n
(
n
i
)
∆i(x)∆j(y) (Leibniz rule),
and more generally, for m > 1 and x1, . . . , xm ∈ A,
∆n(x1 · · ·xm) =
∑
i1+···+im=n
n!
i1! · · · im!∆
i1(x1) · · ·∆im(xm).
We shall often use the following facts, the second of which follows from (12.1.1) and
the remark after Lemma 12.1.1:
Lemma 12.1.4. Let A be a complete filtered K-algebra with respect to the filtra-
tion (Ai). Suppose ∆ ∈ derK(A) is continuous. Then
(i) if A is commutative and a ∈ A1, then ∆(ea) = ea∆(a);
(ii) if ∆ is weakly nilpotent, then the K-module endomorphism e∆ := exp(∆) of
A is a K-algebra automorphism of A with inverse e−∆.
Graded algebras. A grading of A is a family (Ai)i∈Z of K-submodules of A such
that the following two conditions are satisfied:
(1) A =
⊕
i∈ZAi (internal direct sum of K-submodules of A);
(2) AiAj ⊆ Ai+j for all i, j ∈ Z.
A little argument shows that then 1 ∈ A0, so A0 is a K-subalgebra of A, and
each Ai is a left-and-right A0-submodule of A. A graded K-algebra is a K-
algebra A together with a grading of A. Let A be a graded K-algebra and let (Ai)
be its grading. The elements of Ai are said to be homogeneous of degree i.
For every a ∈ A there is a unique family (ai) with ai ∈ Ai for each i and ai = 0
for all but finitely many i such that a =
∑
i ai. For this family (ai) we call ai the
homogeneous part of a of degree i. For a ∈ A, a 6= 0, we define the degree
of a as the largest i such that ai 6= 0, denoted by d(a), or by d(Ai)(a) if we want to
indicate the dependence on (Ai). We also set d(0) := −∞ < Z. The grading (Ai)
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of A is said to be nonnegative if Ai = {0} for all i < 0. From the grading (Ai)
we obtain the filtration (Ai) of the K-algebra A by
Ai :=
⊕
j>i
Aj ,
the filtration of A associated to (Ai). Clearly (Ai) is nonnegative iff (Ai) is.
Gradings of polynomial algebras. In the rest of this section A = K[Y0, Y1, . . . ]
is the (commutative) K-algebra of polynomials in the distinct indeterminates Yn,
n = 0, 1, 2, . . . , and i ranges over the set N(N) of sequences i = (i0, i1, . . . ) ∈ NN
such that in = 0 for all but finitely many n. For each i we set
Y i := Y i00 Y
i1
1 · · ·Y inn · · · ∈ A.
Given P ∈ A we have a unique family (Pi) in K such that P =
∑
i Pi Y
i with
Pi = 0 for all but finitely many i. Below, Y ⋄ := {Y i : i ∈ N(N)} is the multiplicative
monoid of monomials.
Definition 12.1.5. A degree function on A is a function d: Y ⋄ → Z such that
d(1) = 0 and d(s · t) = d(s) + d(t) for all s, t ∈ Y ⋄.
Example. Given a sequence (dn) of integers, define
d(Y i) :=
∑
n
dnin ∈ Z for each i.
Then d is a degree function on A. Any degree function d on A arises from a
sequence (dn) of integers in this manner, by setting dn := d(Yn) for each n.
Any degree function d on A yields a grading (Ad)d∈Z of A,
Ad :=
{
P ∈ A : Pi = 0 if d(Y i) 6= d
}
=
∑
d(Y i)=d
KY i.
Suppose (Ai) is a grading of A for which each indeterminate Yn is homogeneous.
This grading is induced by a degree function on A as above, namely the restriction
of d(Ai) to Y
⋄. To simplify notation denote d(Ai) by d. Then
d(P ) = max
{
d(Y i) : Pi 6= 0
} ∈ Z if P 6= 0, d(0) = −∞ < Z,
and the elements of Ai are said to be d-homogeneous of degree i. Given P ∈ A
and i ∈ Z, the homogeneous part of P of degree i with respect to (Ai) is called
the d-homogeneous part of P of degree i. Given d ∈ Z, a K-linear map
Φ: A → A is said to be d-homogeneous of degree d if Φ(Ai) ⊆ Ai+d for all i;
given also a d-homogeneous K-linear map Ψ: A→ A of degree e ∈ Z, the K-linear
map Ψ ◦ Φ: A→ A is d-homogeneous of degree d+ e.
Clearly the grading induced by a degree function d on A is nonnegative if and
only if d(Yn) > 0 for each n; in this case we say that d is nonnegative. We now
define two important nonnegative degree functions on A:
Example. The usual (total) degree
deg(Y i) := |i| = i0 + i1 + i2 + · · ·+ in + · · · ∈ N
yields the degree function deg on A. For P ∈ A we have
deg(P ) = max
{|i| : Pi 6= 0} ∈ N if P 6= 0, deg(0) = −∞ < Z.
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We denote the grading associated to deg by (Ad). In the rest of this chapter, the
term homogeneous (no mention of a degree function or grading) is synonymous
with deg-homogeneous. For P ∈ A and d ∈ N we let
Pd =
∑
|i|=d
Pi Y
i ∈ Ad
be the homogeneous part of P of degree d. Thus Ad = {P ∈ A : P = Pd} for
each d ∈ N. For example, A0 = K, A1 =
⊕
nK Yn, A2 =
⊕
m6nKYmYn.
Example. Setting
wt(Y i) := ‖i‖ = i1 + 2i2 + · · ·+ nin + · · · ∈ N
gives a degree function wt on A. Note that wt(Yi) = i for each i ∈ N. For P ∈ A
we call wt(P ) the weight of P :
wt(P ) = max
{‖i‖ : Pi 6= 0} ∈ N if P 6= 0, wt(0) = −∞ < Z.
We denote the grading associated to wt by (A[w]). In the rest of this chapter,
isobaric is synonymous with wt-homogeneous. For P ∈ A and w ∈ N we let
P[w] =
∑
‖i‖=w
Pi Y
i ∈ A[w]
be the isobaric part of P of weight w. Thus
A[w] = {P ∈ A : P = P[w]} for each w ∈ N,
so A[0] = K[Y0], A[1] = K[Y0]Y1, A[2] = K[Y0]Y 21 +K[Y0]Y2.
If K is equipped with a derivation, Y is a differential indeterminate overK, and the
K-algebra K{Y } = K[Y, Y ′, . . . ] is identified with K[Y0, Y1, . . . ] by setting Yn =
Y (n), then these notions of degree and weight agree with the ones for differential
polynomials introduced in Section 4.2.
12.2. Triangular Linear Maps
In this section V is a K-module. We equip V with the trivial filtration. This
makes V a complete filtered K-module. Recall from Section 12.1 that End(V ) is
the K-algebra of endomorphisms of V . Thus a family (Φi)i∈I of endomorphisms
of V is summable (as defined in Section 12.1) iff for each v ∈ V we have Φi(v) = 0
for all but finitely many i; recall that then
∑
Φi is the endomorphism of V given by(∑
Φi
)
(v) =
∑
Φi(v).
If (Φi)i∈I and (Ψj)j∈J are summable families of endomorphisms of V , then so is
(ΦiΨj)(i,j)∈I×J with (∑
i
Φi
)∑
j
Ψj
 = ∑
i,j
ΦiΨj .
Throughout this section Φ,Ψ ∈ End(V ).
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Locally nilpotent and locally unipotent endomorphisms. We call Φ locally
nilpotent if for every v ∈ V there is some n such that Φn(v) = 0. Note that Φ is
locally nilpotent iff Φ is weakly nilpotent with respect to the trivial filtration on V .
If Φ is locally nilpotent, then so is every power Φn with n > 1 and every scalar mul-
tiple λΦ, and for each family (λn) of scalars the family (λnΦn) of endomorphisms
is summable, and
∑
n>1 λnΦ
n is locally nilpotent. We call Φ locally unipotent
if Φ− 1 is locally nilpotent. If σ is an automorphism of the K-module V , and Φ is
locally nilpotent, respectively locally unipotent, then so is σΦσ−1.
In the rest of this subsection we assume that Φ is locally nilpotent. Then ( 1n!Φ
n) is
summable, so we can define the endomorphism expΦ of V by
expΦ :=
∞∑
n=0
1
n!
Φn = 1 + Φ +
1
2
Φ2 + · · ·+ 1
n!
Φn + · · · .
Since expΦ− 1 =∑∞n=1 1n!Φn is locally nilpotent, expΦ is locally unipotent.
Conversely, assume Ψ is locally unipotent. Then we define the locally nilpotent
endomorphism logΨ of V by
logΨ :=
∞∑
n=1
(−1)n+1
n
(Ψ − 1)n = (Ψ− 1)− 1
2
(Ψ− 1)2 + 1
3
(Ψ− 1)3 − · · · .
We have exp(log Ψ) = Ψ and log(expΦ) = Φ. If Φ1,Φ2 are commuting locally
nilpotent endomorphisms of V , then Φ1Φ2 and Φ1 +Φ2 are locally nilpotent and
exp(Φ1) exp(Φ2) = exp(Φ1 +Φ2).
Thus expΦ is an automorphism of the K-module V with inverse exp(−Φ), and
(expΦ)k = exp(kΦ) (k ∈ Z).
If σ is an automorphism of the K-module V , then
exp(σΦσ−1) = σ exp(Φ)σ−1, log(σΨσ−1) = σ log(Ψ)σ−1.
We also note that for v ∈ V we have
(12.2.1) Φ(v) = 0 ⇐⇒ (expΦ)(v) = v.
Triangular matrices. We construeKN×N as aK-module with the componentwise
addition and scalar multiplication. The elements M = (Mij)i,j∈N of KN×N may be
visualized as infinite square matrices with entries in K:
M =

M00 M01 M02 · · ·
M10 M11 M12 · · ·
M20 M21 M22 · · ·
...
...
...
. . .
 .
We say that M = (Mij) ∈ KN×N is column-finite if for each j there are only
finitely many i with Mij 6= 0. Given column-finite matrices M = (Mij) and N =
(Nij) we can define their matrix product MN ∈ KN×N by
(MN)ij :=
∑
k
MikNkj .
Then MN is again column-finite. With this product operation, the K-submodule
of KN×N consisting of all column-finite matrices is a K-algebra with multiplicative
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identity 1 given by the identity matrix. We identify K with a subring of this
K-algebra via λ 7→ λ · 1.
We say that M = (Mij) ∈ KN×N is (upper) triangular if Mij = 0 for all i, j
with i > j. The set trK of triangular matrices is a subalgebra of the K-algebra of
column-finite matrices. For every n we set
trnK :=
{
M ∈ trK : Mij = 0 for all i, j with j < i+ n
}
,
so tr0K = trK , and tr
1
K = {M ∈ trK : Mii = 0 for all i}. It is easily verified
that (trnK) is a complete nonnegative filtration of the K-algebra trK ; in particular,
each trnK is an ideal of the Lie algebra (trK)Lie. We say thatM ∈ KN×N is diagonal
if Mij = 0 for all i 6= j. Then
DK := {M ∈ KN×N : M is diagonal}
is a (commutative) subalgebra of the K-algebra trK . For M ∈ trK we define the
matrix M0 ∈ DK by (M0)ii = Mii. Then M 7→ M0 : trK → DK is a K-algebra
morphism that is the identity on DK . The multiplicative group of units of DK is
D×K =
{
M ∈ DK : Mii ∈ K× for all i
}
.
The group morphism M 7→ M0 : tr×K → D×K from the group tr×K of units of trK
onto D×K is the identity on D
×
K and has kernel 1 + tr
1
K , so 1 + tr
1
K is a normal
subgroup of tr×K with (1 + tr
1
K)D
×
K = tr
×
K and (1 + tr
1
K) ∩D×K = {1}. Thus tr×K is
the internal semidirect product of (1 + tr1K) with D
×
K . We set U := 1 + tr1K (also
denoted by UK if we need to indicate the dependence on K) and call its elements
unitriangular matrices. A unitriangular group over K is a subgroup of U .
Triangular linear maps. We now assume that V is a free K-module on the
basis (Yn). In particular,
V =
⊕
n
K Yn (internal direct sum of K-submodules of V ).
The set of K-linear maps V → V , under (pointwise) addition and composition,
forms the K-algebra End(V ). We say that Φ is triangular if
Φ(Yj) = Φ0jY0 +Φ1jY1 + · · ·+ΦjjYj where Φij ∈ K for i, j ∈ N, i 6 j.
Triangular endomorphisms of the K-module V may be conveniently represented by
triangular bi-infinite matrices with entries in K: for every triangular Φ define
MΦ := (Φij)i,j∈N =

Φ00 Φ01 Φ02 Φ03 · · ·
Φ11 Φ12 Φ13 · · ·
Φ22 Φ23 · · ·
Φ33 · · ·
. . .
 ∈ trK .
Here and below, given triangular Φ we set Φij := 0 for all i, j ∈ N with i > j. It is
easily verified that if Φ and Ψ are triangular, then the composition ΦΨ and the sum
Φ + Ψ are also triangular, with MΦΨ = MΦ ·MΨ and MΦ+Ψ = MΦ +MΨ. Hence
the triangular endomorphisms of the K-module V form a K-subalgebra trK(V )
of End(V ), isomorphic to the K-algebra trK via the isomorphism Φ 7→ MΦ. If
the K-module V and the basis (Yn) are clear from the context, we also abbrevi-
ate trK(V ) as trK . For each n we set
trnK := {Φ ∈ trK : MΦ ∈ trnK}.
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Then (trnK) is a complete nonnegative filtration of the K-algebra trK .
Lemma 12.2.1. If the sequence (Φn) in trK is summable in the sense of the filtra-
tion (trnK), then (Φn) is summable as defined in the beginning of this section, and
the sum
∑
Φn ∈ trK in the sense of the filtration (trnK) equals
∑
Φn as defined in
the beginning of this section.
We shall use this fact tacitly in what follows.
Suppose Φ is triangular and Φii = 0 for all i. Then Φn ∈ trnK for all n, so Φ
is locally nilpotent. Moreover, expΦ is triangular with (expΦ)ii = 1 for all i,
and MexpΦ = expMΦ. We can reverse this as follows. Suppose Ψ is triangular and
Ψii = 1 for all i. Then (Ψ−1)n ∈ trnK for all n, so Ψ is locally unipotent. Moreover,
logΨ is triangular with (log Ψ)ii = 0 for all i, and MlogΨ = logMΨ.
Diagonals. Let M ∈ trK . For each n we call the triangular matrix
Mn =

0 · · · · · · · · · 0 M0n 0 · · ·
0 · · · · · · · · · 0 M1,n+1 0 · · ·
0 · · · · · · · · · 0 M2,n+2 0 · · ·
. . .
. . .
. . .
. . .
 ∈ trnK
the n-diagonal of M ; i.e.,
(Mn)ij = 0 if j 6= i+ n, (Mn)i,i+n = Mi,i+n.
In the metric given by the filtration (trnK) we have
∑n
i=0Mi → M as n → ∞,
so (Mn) is summable with M = M0 +M1 + · · · +Mn + · · · . We say that M is
n-diagonal if M =Mn. Thus M is diagonal as defined earlier iff M is 0-diagonal.
Notation. For a sequence a = (ai) ∈ KN, define diagn a ∈ trnK by
(diagn a)i,i+n = ai, (diagn a)ij = 0 for j 6= i+ n.
Thus the n-diagonal matrices are precisely the matrices diagn a with a ∈ KN. We
also abbreviate diag0 a as diag a.
The sum of two n-diagonal matrices is n-diagonal. As for products, we have:
Lemma 12.2.2. Let M = diagm a be m-diagonal and N = diagn b be n-diagonal,
where a = (ai), b = (bi) ∈ KN. Then MN is (m+ n)-diagonal, in fact
MN = diagm+n(ai · bi+m)i.
Therefore [M,N ] is (m+ n)-diagonal, with
[M,N ] = diagm+n(ai · bi+m − bi · ai+n)i,
and for each k ∈ N, Mk is km-diagonal, with
Mk = diagkm(ai · ai+m · · · ai+(k−1)m)i.
Corollary 12.2.3. Let M = diag1 a where a = (ai) ∈ KN. Then
(expM)ij =
1
(j − i)! ai · ai+1 · · ·aj−1 for all i 6 j.
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Suppose Φ ∈ trK . For each n we call the triangular endomorphism Φn ∈ trnK of V
with associated matrix MΦn = (MΦ)n the n-diagonal of Φ. We also say that Φ is
n-diagonal if Φ = Φn and diagonal if Φ = Φ0. Thus (Φn) is summable with
Φ = Φ0 +Φ1 + · · ·+Φn + · · · ,
and Φ ∈ trmK if and only if Φ0 = · · · = Φm−1 = 0. For Ψ ∈ trK we have
(12.2.2) (ΦΨ)n =
∑
i+j=n
ΦiΨj .
Hence if Ψ is a diagonal automorphism of V then
(ΨΦΨ−1)n = ΨΦnΨ
−1.
The identity (12.2.2) also implies, for k ∈ N:
(Φk)n =
∑
i1+···+ik=n
Φi1Φi2 · · ·Φik ;
thus if Φ ∈ trmK and n < mk, then (Φk)n = 0. This immediately yields:
Lemma 12.2.4. Let Φ,Ψ ∈ tr1K with Φ = log(1 + Ψ), and m > 1. Then Φ ∈ trmK if
and only if Ψ ∈ trmK . Also, for all n > 1:
Φn =
∑
i1,...,ik
(−1)k+1
k
Ψi1 · · ·Ψik , Ψn =
∑
i1,...,ik
1
k!
Φi1 · · ·Φik ,
both summed over the (i1, . . . , ik) with k > 1, i1, . . . , ik > 1 and i1 + · · ·+ ik = n.
Example. Let Φ,Ψ ∈ tr1K with Φ = log(1 + Ψ). Then
Φ1 = Ψ1, Φ2 = Ψ2 − 12 (Ψ1)2, Φ3 = Ψ3 − 12 (Ψ1Ψ2 +Ψ2Ψ1) + 13 (Ψ1)3, . . . .
12.3. The Lie Algebra of an Algebraic Unitriangular Group
In this section K is an integral domain. A K-algebra A is said to be nontrivial
if 1A 6= 0. Given a morphism φ : A→ B of nontrivial commutative K-algebras, we
extend φ to a morphism φ : trA → trB of K-algebras by φ(M) :=
(
φ(Mij)
)
. This
extended φ maps trnA to tr
n
B, restricts to a group morphism UA → UB , and
φ
(
f(M)
)
= f
(
φ(M)
)
for f ∈ K[[z]], M ∈ tr1A.
Let X = (Xij)i,j∈N be a family of distinct indeterminates. A unitriangular group G
over K is algebraic if for some family (Pα) of polynomials Pα ∈ K[X ]:
(1) G = {G = (Gij) ∈ KN×N : Pα(G) = 0 for all α},
(2) for each nontrivial commutative K-algebra A, the set
GA :=
{
G = (Gij) ∈ AN×N : Pα(G) = 0 for all α
}
of common zeros of the Pα in A is a subgroup of UA = 1 + tr1A.
In particular, U = UK is algebraic. Below G is such an algebraic unitriangular group
over K and (Pα) is a family of polynomials Pα ∈ K[X ] as above. Thus a morphism
φ : A→ B of nontrivial commutative K-algebras induces a group morphism
GA → GB : G 7→ φ(G).
We also let t be an indeterminate, and let ε be the image of t under the natural
map K[t]→ K[t]/(t2), so K[t]/(t2) = K[ε] = K ⊕Kε with ε2 = 0 is the K-algebra
of dual numbers over K. Thus for M ∈ tr1K[ε] we have exp(εM) = 1+ εM in trK[ε].
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Lemma 12.3.1. Let M ∈ tr1K . Then exp(tM) ∈ GK[t] ⇐⇒ 1 + εM ∈ GK[ε].
Proof. The forward direction is clear by applying the K-algebra morphism
K[t]→ K[ε] : t 7→ ε.
For the converse suppose 1 + εM ∈ GK[ε]. Let n > 1 and let t1, . . . , tn be distinct
indeterminates with respective images ε1, . . . , εn under the natural map
K[t1, . . . , tn]→ K[t1, . . . , tn]/(t21, . . . , t2n).
Then ε2i = 0 for i = 1, . . . , n, and with
Rn := K[t1, . . . , tn]/(t
2
1, . . . , t
2
n) = K[ε1, . . . , εn],
the kernel of the K-algebra morphism K[t] → Rn with t 7→ τ := ε1 + · · · + εn
is generated as an ideal by tn+1. Moreover, the image of exp(tM) under this K-
algebra morphism is
1 + τM +
τ2
2!
M2 + · · ·+ τ
n
n!
Mn = 1 + (ε1 + · · ·+ εn)M + · · ·+ (ε1 · · · εn)Mn
= (1 + ε1M) · · · (1 + εnM) ∈ GK[τ ].
Since this holds for all n > 1, we obtain
exp(tM) = 1 + tM +
t2
2!
M2 + · · ·+ t
n
n!
Mn + · · · ∈ GK[t]
as required. 
Lemma 12.3.2. The set
g :=
{
M ∈ tr1K : exp(tM) ∈ GK[t]
}
=
{
M ∈ tr1K : 1 + εM ∈ GK[ε]
}
is a Lie subalgebra of tr1K .
Proof. Let M ∈ tr1K . Given a polynomial P ∈ K[X ] with X = (Xij) as before,
we have in K[ε], by Taylor expansion and ε2 = 0,
P (1 + εM) = P (1) + ε
∑
i,j
∂P
∂Xij
(1) ·Mij .
Note that ∂P∂Xij 6= 0 for only finitely many (i, j) ∈ N2. Now 1 ∈ G gives Pα(1) = 0
for each α, and so
M ∈ g ⇐⇒ 1 + εM ∈ GK[ε] ⇐⇒
∑
i,j
∂Pα
∂Xij
(1) ·Mij = 0 for all α.
Thus g is a submodule of theK-module tr1K . LetM,N ∈ g; to show that [M,N ] ∈ g,
we let R := R2 = K[ε1, ε2] be as in the proof of the previous lemma, so G :=
1 + ε1M ∈ GK[ε1] ⊆ GR and H := 1 + ε2N ∈ GK[ε2] ⊆ GR. Then in tr1R we have
GH = 1 + ε1M + ε2N + ε1ε2MN, HG = 1 + ε1M + ε2N + ε1ε2NM,
soGH = HG
(
1+ε1ε2[M,N ]
)
. Then GH,HG ∈ GR gives 1+ε1ε2[M,N ] ∈ GK[ε1ε2].
Applying the K-algebra isomorphism K[ε] → K[ε1ε2] with ε 7→ ε1ε2 then yields
[M,N ] ∈ g. Hence g is a Lie subalgebra of tr1K . 
The next lemma shows that g depends only on G, not on the particular family (Pα).
We call g the Lie algebra of G, and consider it as a Lie subalgebra of tr1K . Note
that if M ∈ g then exp(tM) ∈ GK[t], and substitution of t = 1 yields exp(M) ∈ G.
Thus exp(g) ⊆ G. Here is how G and g determine each other:
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Lemma 12.3.3. exp(g) = G and log(G) = g.
Proof. Let G ∈ G; it suffices to show that then log(G) ∈ g, i.e., exp(t log(G)) ∈
GK[t]. Now for each α, the polynomial Pα
(
exp(t log(G))
) ∈ K[t] vanishes upon
substitution of integers for t, since exp(k log(G)) = exp(log(Gk)) = Gk ∈ G for
each k ∈ Z. Since K is assumed to be an integral domain, we therefore have
Pα
(
exp(t log(G))
)
= 0 for each α and so exp
(
t log(G)
) ∈ GK[t]. 
The Lie algebra of the algebraic unitriangular group U over K is tr1K ; we denote
this Lie algebra also by u. We equip the K-module u with the complete nonnegative
filtration (un) given by un := trn+1K for each n. This makes u a filtered Lie algebra
over K. The Lie subalgebra g of u is made into a filtered Lie algebra over K by
giving it the filtration induced by (un).
Lemma 12.3.4. G and g are closed in trK . In particular, the filtered Lie algebra g
over K is complete.
Proof. For each P ∈ K[X ], the function G 7→ P (G) : trK → K is clearly locally
constant, and so its zero set is closed (and open) in trK . Thus G is closed in trK ,
and so is g in view of the equivalence
M ∈ g ⇐⇒
∑
i,j
∂Pα
∂Xij
(1) ·Mij = 0 for all α
from the proof of Lemma 12.3.2. 
Section 12.5 below is devoted to the investigation of the Lie algebra of a certain
algebraic unitriangular group over Q which plays an important role in the study of
triangular automorphisms of differential polynomial rings in Section 12.8.
Notes and comments. The results in this section are analogues of well-known
facts about algebraic groups of (finite-size) matrices. The proof of Lemma 12.3.2
follows [400, Theorem I.5].
12.4. Derivations on the Ring of Column-Finite Matrices
In this section we investigate two kinds of derivations on the ring of column-finite
matrices: those induced by derivations on K and the internal K-derivations.
First, let a derivation ∂ on K be given. This is a Q-derivation in the sense of
Section 12.1. For M = (Mij) ∈ KN×N we set ∂(M) :=
(
∂(Mij)
)
. If M is column-
finite, then so is ∂(M), and M 7→ ∂(M) is a derivation on the Q-algebra of column-
finite matrices which restricts to a derivation on its Q-subalgebra trK consisting of
the triangular matrices over K.
Now let t be an indeterminate. Then trK is a K-subalgebra of trK[t]. We equip K[t]
with the derivation ddt , and accordingly we define
dM
dt ∈ trK[t] for M ∈ trK[t] as just
explained. This gives a K-derivation M 7→ dMdt of rank 0 on the K-algebra trK[t]
equipped with the filtration (trnK[t]). The following two lemmas about this K-
derivation are used in Section 12.5.
Lemma 12.4.1. Let M ∈ tr1K . Then
d
dt
etM = etM M.
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Proof. We have (tM)n = tnMn for every n, hence
etM =
∑ (tM)n
n!
=
∑ tnMn
n!
and thus
d
dt
etM =
∑ d
dt
(
tnMn
n!
)
=
∞∑
n=1
tn−1Mn
(n− 1)! = e
tM M. 
The following lemma is a familiar fact about systems of linear differential equations
with constant coefficients:
Lemma 12.4.2. Let M ∈ tr1K and Y ∈ trK[t], so Y (0) ∈ trK . Then
dY
dt
= YM ⇐⇒ Y = Y (0) etM .
Proof. Lemma 12.4.1 shows that if Y = Y (0) etM , then dYdt = YM . Conversely,
suppose dYdt = YM . Replacing Y by Y −Y (0) etM we arrange Y (0) = 0; we need to
show that then Y = 0. Towards a contradiction, suppose Y 6= 0. Now Y (0) = 0, so
for all i, j with Yij 6= 0 we have Yij = tnijZij with nij ∈ N, nij > 1, and Zij ∈ K[t],
Zij(0) 6= 0. Pick i, j with minimal nij . Then dYdt = YM gives
nijt
nij−1Zij + t
nij
dZij
dt
=
dYij
dt
=
∑
k
YikMkj =
∑
Yik 6=0
tnikZikMkj .
Here the right-hand side is divisible in K[t] by tnij while the left-hand side is not,
a contradiction. 
Secondly, given a column-finite matrix A ∈ KN×N, the adjoint M 7→ adAM =
[A,M ] of A is a K-derivation on the K-algebra of column-finite matrices. In the
rest of this section we employ the derivation adA, for a particular choice of A, to
establish commutator identities for certain diagonal matrices used in later sections.
Definition 12.4.3. The (column-finite) shift matrix S ∈ KN×N is given by
Sj+1,j = 1, Si,j = 0 for i 6= j + 1.
A column-finite matrix M ∈ KN×N has derivative M ′ ∈ KN×N given by
M ′ := ad−SM = MS − SM
and so M ′ is also column-finite.
Multiplying a column-finite matrix M ∈ KN×N by S has the following effect:
(MS)ij =Mi,j+1 : shifts M one column to the left, cancels the leftmost column,
(SM)ij =Mi−1,j : shifts M one row downwards, adds a top row of zeros.
Here and below Mij := 0 if i < 0 or j < 0. In particular,
(M ′)ij = Mi,j+1 −Mi−1,j.
Example. Let n > 1, a = (ai) ∈ KN, and M = diagn a. Then
(diagn a)
′ = diagn−1(a0, a1 − a0, a2 − a1, . . . ).
The next lemma lists some properties of the derivation M 7→M ′.
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Lemma 12.4.4. Let M ∈ trK . Then
M ′ = 0 ⇐⇒ M ∈ K,
and for M ∈ tr×K , we have
(M−1)′ = −M−1M ′M−1.
Suppose now that M ∈ tr1K . Then M ′ ∈ trK , and for n > 1,
(Mn)
′ = (M ′)n−1, M ∈ trnK =⇒ M ′ ∈ trn−1K .
Below, elements of KN are column vectors, and a = (ai) ∈ KN is called finite if
ai = 0 for all but finitely many i. So e := (1, 0, 0, . . . )t ∈ KN is finite. If M ∈ KN×N
is column-finite and a ∈ KN is finite, then Ma ∈ KN (defined in the obvious way)
is finite, and in particular, Me is the leftmost column of M .
Lemma 12.4.5. Suppose a ∈ KN is finite, B ∈ trK , and A,C ∈ KN×N are column-
finite. Then there is a unique column-finite matrix X ∈ KN×N such that
Xe = a,(12.4.1)
X ′ = AXB + C.(12.4.2)
If also A,C ∈ trK and ai = 0 for all i > 1, then X ∈ trK .
Proof. Suppose X ∈ KN×N is column-finite and satisfies (12.4.1) and (12.4.2).
Then the leftmost column of X is a. Let j be given. Then for each i,
Xi,j+1 = (XS)ij = (X
′ + SX)ij = (AXB)ij + Cij +Xi−1,j .
Since B is triangular, the sum (AXB)ij =
∑
k,l AikXklBlj only involves entries
of X from its columns with indices l = 0, . . . , j. Thus the column (Xi,j+1)i of X
with index j + 1 is determined by its columns with lower index, and so there is at
most one X as claimed. If in addition A,C ∈ trK and ai = 0 for all i > 1, then an
induction on j shows that Xij = 0 for all i > j.
Reversing these considerations we construct an X as claimed. 
For the next lemmas and corollaries (used in Sections 12.5 and 12.6), recall that(
X
n
)
:=
X(X − 1) · · · (X − n+ 1)
n!
∈ Q[X ]
is a polynomial of degree n, with
(
X
0
)
= 1. For k ∈ Z we let (kn) be its value at k;
so
(
k
n
)
= 0 if 0 6 k < n. It is also convenient to set
(
n
−1
)
:= 0. Consider now
A(n) := diagn
(
i+ n
n
)
,
so A(0) = 1 and A(1) = diag1(1, 2, 3, . . . ). Note that for all n,
(12.4.3) A(n+ 1)′ = A(n),
by the familiar recurrence relations for binomial coefficients. It is easy to verify,
using Lemma 12.2.2, that
[
A(m), A(n)
]
= 0 for all m, n. We also set
B(n) := diagn
(
i+ n
n+ 1
)
,
so B(0) = diag(0, 1, 2, 3, . . . ). For all n,
(12.4.4) B(n+ 1)′ = B(n),
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again by the recurrence relation for binomial coefficients.
Lemma 12.4.6. For all m, n,
(12.4.5)
[
B(m), B(n)
]
=
((
m+ n
m− 1
)
−
(
m+ n
m+ 1
))
B(m+ n)
and
(12.4.6)
[
A(m), B(n)
]
=
(
m+ n
n+ 1
)
A(m+ n).
Proof. A simple computation yields [B(0), B(n)] = −nB(n), and likewise we have
[B(m), B(0)] = −[B(0), B(m)] = mB(m) and [A(0), B(n)] = 0, [A(m), B(0)] =
mA(m). Thus (12.4.5) and (12.4.6) hold if m = 0 or n = 0. Let m > 1 and n > 1.
Then by (12.4.4),[
B(m), B(n)
]′
=
[
B(m)′, B(n)
]
+
[
B(m), B(n)′
]
=
[
B(m− 1), B(n)]+ [B(m), B(n− 1)].
Inductively we can assume that the last sum equals the sum of((
m+ n− 1
m− 2
)
−
(
m+ n− 1
m
))
B(m+ n− 1) and((
m+ n− 1
m− 1
)
−
(
m+ n− 1
m+ 1
))
B(m+ n− 1),
so
[
B(m), B(n)
]′
=
((
m+n
m−1
)− (m+nm+1)) B(m+n)′ by (12.4.4). Now (12.4.5) follows
from Lemma 12.4.4. Similarly for (12.4.6), we have by (12.4.4) and (12.4.3):[
A(m), B(n)
]′
=
[
A(m)′, B(n)
]
+
[
A(m), B(n)′
]
=
[
A(m− 1), B(n)] + [A(m), B(n− 1)].
Inductively, we can assume that the last sum equals(
m+ n− 1
n+ 1
)
A(m+ n− 1) +
(
m+ n− 1
n
)
A(m+ n− 1),
so
[
A(m), B(n)
]′
=
(
m+n
n+1
)
A(m+ n)′ by (12.4.3). Now use Lemma 12.4.4. 
From (12.4.5) we obtain:
Corollary 12.4.7. Let c1, c2 ∈ K, and define the sequence (C(n))n>1 in trK by{
C(n) = cnB(n) for n = 1, 2,
C(n+ 1) =
[
C(1), C(n)
]
for n > 2.
Then C(n) = cnB(n) for all n > 1, where cn+1 =
(
1− (n+12 )) c1cn for n > 2.
Remark. An easy induction on n > 2 shows that the terms c2, c3, . . . of the se-
quence (cn)n>1 in the previous lemma are explicitly given by
cn = (−c1)n−2c2 · (n− 2)! (n+ 1)!
3 · 2n−1 for n > 2.
Notes and comments. The derivative of a column-finite matrix is defined in
[215], and used there to give simple proofs for combinatorial identities.
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12.5. Iteration Matrices
In this section we introduce special types of triangular matrices, called iteration
matrices, and study their matrix logarithms.
Bell polynomials. Let x, y1, y2, y3, . . . , z be distinct indeterminates, and set
R := Q[x, y1, y2, y3, . . . ], A := R[[z]].
We view the power series ring A as a complete filtered A-algebra with respect to
the nonnegative filtration (An) given by An = znA. Set
y :=
∞∑
n=1
yn
zn
n!
∈ zR[[z]] = A1,
so xy ∈ A1, and exp(xy) ∈ 1 + A1. Here is an explicit formula for exp(xy), where
for k = (k1, . . . , kd) ∈ Nd, d > 1, we set
|k| := k1 + · · ·+ kd, ‖k‖ := k1 + 2k2 + · · ·+ dkd.
Proposition 12.5.1. In A we have the identity
exp(xy) =
∞∑
j=0
(
j∑
i=0
Bijx
i
)
zj
j!
, where
Bij =
∑
k=(k1,...,kd)∈N
d
|k|=i,‖k‖=j
j!
k1!k2! · · · kd! · (1!)k1(2!)k2 · · · (d!)kd y
k1
1 y
k2
2 · · · ykdd ,
for i 6 j and d = j−i+1. In particular, for such i, j, d we have Bij ∈ Q[y1, . . . , yd],
and the coefficients of Bij are in N.
Proof. With k1, k2, . . . ranging over N, the multinomial identity gives:
exp(x · y) =
∞∑
i=0
xi
i!
(
∞∑
n=1
yn
zn
n!
)i
=
∞∑
i=0
xi
i!
( ∑
k1+k2+···=i
i!
k1!k2! · · ·
(
y1z
1
1!
)k1 (y2z2
2!
)k2
· · ·
)
=
∞∑
j=0
 j∑
i=0
xi
 ∑
k1+k2+···=i
k1+2k2+···=j
j!
k1!k2! · · · · (1!)k1(2!)k2 · · · y
k1
1 y
k2
2 · · ·

zjj! .
The condition on the infinite sequence k1, k2, . . . in the innermost sum forces kn = 0
for n > d := j − i+ 1, which yields the displayed formula for Bij . By the following
lemma, the coefficients of Bij are in N. 
Lemma 12.5.2. Let k = (k1, . . . , kd) ∈ Nd, d > 1, and set n = ‖k‖. The number
of partitions of an n-element set into exactly k1 sets of cardinality 1, k2 sets of
cardinality 2, etc., is
n!
k1! · · · kd! · (1!)k1 · · · (d!)kd .
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Proof. Set [n] = {1, . . . , n}. Consider first the special case n = kd with k, d > 1.
We claim that the number of partitions of [n] into k sets of size d is n!
k!(d!)k
. This
claim is obviously true for k = 1. Let k > 1 and assume inductively that the claim
holds with k − 1 instead of k. Then the claim follows by the inductive assumption
and the fact that there are
(
n−1
d−1
)
subsets of [n] of size d containing 1. As to the
general case, the lemma clearly holds for d = 1, so let d > 1, and assume the lemma
holds for d−1 instead of d. This inductive assumption takes care of the case kd = 0,
so let kd > 1. Then use that there are
(
n
kdd
)
subsets of [n] of size kdd, apply the
claim above and the inductive assumption, and perform a routine computation. 
Corollary 12.5.3. Let b, c1, c2, c3, . . . ∈ K and set
c :=
∞∑
n=1
cn
zn
n!
∈ zK[[z]].
Then ebc =
∑∞
j=0
(∑j
i=0Bij(c1, . . . , cj−i+1)b
i
)
· zjj! in K[[z]].
The Bij = Bij(y1, y2, . . . ) ∈ Q[y1, y2, . . . ] are the (partial) Bell polynomials.
We also set Bij := 0 for i > j, so the family (Bijxizj/j!)i,j∈N is summable in A,
with
(12.5.1)
∑
i∈N
xiyi
i!
=
∑
i,j∈N
Bijx
i z
j
j!
.
Note that B0j = 0 and B1j = yj for j > 1, and Bjj = y
j
1 for all j. Next we establish
the following identity in Q[y1, y2, . . . ][[z]], holding for all i ∈ N:
(12.5.2)
yi
i!
=
∞∑
j=0
Bij
zj
j!
.
To see why this identity holds we try to view both sides in (12.5.1) as power series
in x and then compare the coefficients of xi. To justify this idea, we note that R is
a subring of S := Q[y1, y2, . . . ][[x]], and accordingly, A = R[[z]] is a subring of
B := S[[z]] = Q[y1, y2, . . . ][[x, z]] =
(
Q[y1, y2, . . . ][[z]]
)
[[x]],
a complete filtered B-algebra with respect to the nonnegative filtration (Bn) given
by Bn = (x, z)nB. Then An ⊆ Bn for all n and xy ∈ B2, so ∑(xiyi)/i! takes the
value in B that it has in A. Likewise, the right-hand sum in (12.5.1) is defined
in B, and takes the value in B it has in A. Now (12.5.2) follows as indicated above.
The next recursion formula facilitates the computation of the Bell polynomials:
Lemma 12.5.4. Suppose i1 6 i 6 j. Then in Q[y1, y2, . . . ] we have
Bij =
1(
i
i1
) j∑
j1=0
(
j
j1
)
Bi1,j1Bi−i1,j−j1 .
Proof. By (12.5.2),
1
i1!
yi1 =
∞∑
j=0
Bi1,j
zj
j!
,
1
(i − i1)!y
i−i1 =
∞∑
j=0
Bi−i1,j
zj
j!
,
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hence in Q[y1, y2, . . . ][[z]] we have(
i
i1
)
· 1
i!
yi =
1
i1!
yi1 · 1
(i − i1)!y
i−i1 =
 ∞∑
j=0
Bi1,j
zj
j!
 ·
 ∞∑
j=0
Bi−i1,j
zj
j!

=
∞∑
j=0
 j∑
j1=0
(
j
j1
)
Bi1,j1Bi−i1,j−j1
 zj
j!
,
and the lemma follows. 
Using this with i1 = 1 we get easily
B23 = 3y1y2, B24 = 4y1y3 + 3y
2
2 , B25 = 5y1y4 + 10y2y3,
B34 = 6y
2
1y2, B35 = 10y
2
1y3 + 15y1y
2
2 , B45 = 10y
3
1y2.
Iteration matrices. Given a power series f ∈ zK[[z]],
(12.5.3) f =
∑
n>1
fn
zn
n!
(fn ∈ K for each n > 1),
we introduce the triangular matrix
JfK := (JfKij)i,j∈N = (Bij(f1, f2, . . . , fj−i+1))i,j∈N =
1 0 0 0 0 0 · · ·
f1 f2 f3 f4 f5 · · ·
f21 3f1f2 4f1f3 + 3f
2
2 5f1f4 + 10f2f3 · · ·
f31 6f
2
1f2 10f
2
1f3 + 15f1f
2
2 · · ·
f41 10f
3
1f2 · · ·
f51 · · ·
. . .

∈ trK .
Note that (12.5.2) gives f
i
i! =
∑∞
j=0 JfKij zjj! in K[[z]]. As we see from the second
row of the display, the map f 7→ JfK : zK[[z]] → trK is injective. It is also easy
to check that JzK = 1. The matrix JfK is called the iteration matrix of f , since
f 7→ JfK converts composition of power series into matrix multiplication:
Lemma 12.5.5. Let f, g ∈ zK[[z]]. Then Jf ◦ gK = JfK · JgK.
Proof. The above identity for powers of elements in zK[[z]] gives
∞∑
k=0
Jf ◦ gKik zk
k!
=
1
i!
(f ◦ g)i = 1
i!
f i ◦ g =
∞∑
j=0
JfKij gj
j!
=
∞∑
j=0
(JfKij ∞∑
k=0
JgKjk zk
k!
)
=
∞∑
k=0
 ∞∑
j=0
JfKijJgKjk
 zk
k!
.
Now compare the coefficients of zk/k! in the first and the last sum. 
The subset zK× + z2K[[z]] of zK[[z]] is a group under formal composition with
identity element z, and it admits a group embedding
f 7→ JfK : zK× + z2K[[z]] → tr×K
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into the group tr×K of units of trK . We say that f as in (12.5.3) is unitary if f1 = 1.
The set z+z2K[[z]] of unitary power series in K[[z]] is a subgroup of zK×+z2K[[z]]
under composition, whose image under f 7→ JfK is a subgroup of U = 1+ tr1K which
we denote by I and call the group of iteration matrices over K. It is easy to
see that for f ∈ zK[[z]] and n > 1, we have
f ∈ z + zn+1K[[z]] ⇐⇒ JfK ∈ 1 + trnK .
The Lie algebra of the group of iteration matrices. In the rest of this sec-
tion K is an integral domain. It is easy to check that then the unitriangular group I
over K is algebraic: use the way that the entries of an arbitrary element are given
by polynomials in the entries of its second row. Thus I has an associated Lie al-
gebra by Lemma 12.3.3 and the remarks preceding it. Our next goal is to give an
explicit description of this Lie algebra.
Definition 12.5.6. Let h =
∑∞
n=1 hn
zn
n! ∈ zK[[z]], hn ∈ K for n > 1. The
infinitesimal iteration matrix of h is the triangular matrix
〈〈h〉〉 = (〈〈h〉〉ij) =

0 0 0 0 0 · · ·
h1 h2 h3 h4 · · ·
2h1 3h2 4h3 · · ·
3h1 6h2 · · ·
4h1 · · ·
. . .

∈ trK
where 〈〈h〉〉ij =
(
j
j−i+1
)
hj−i+1 for i 6 j.
Thus h 7→ 〈〈h〉〉 : zK[[z]]→ trK is an injective continuous K-linear map, and
h ∈ zn+1K[[z]]⇐⇒ 〈〈h〉〉 ∈ trnK .
We introduce the K-submodule
i :=
{〈〈h〉〉 : h ∈ z2K[[z]]}
of u = tr1K . For each n, the matrix〈
zn+1
(n+1)!
〉
= diagn
(
i+n
n+1
) ∈ trnK
is n-diagonal. In the notation from Section 12.4, we have
〈
zn+1
(n+1)!
〉
= B(n). Note
that for h ∈ zK[[z]] we have 〈〈h〉〉 = ∑∞n=1 hn〈〈zn/n!〉〉. The map
h 7→ 〈〈h〉〉 : z2K[[z]]→ i
is a K-module isomorphism. Lemma 12.4.6 implies that i is a Lie subalgebra of the
Lie algebra u over K. We equip i with the filtration (in) induced by the filtration
of u: in = i ∩ un = i ∩ trn+1K . Then the isomorphism above and its inverse are both
of rank 0 with respect to the filtration (zn+2K[[z]]) of the K-module z2K[[z]] and
the filtration (in) of i. Here is the main result of this subsection:
Theorem 12.5.7. exp(i) = I; in other words, i is the Lie algebra of I.
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We give the proof of this theorem after some preparation. Let t be an indeterminate
and set K∗ = K[t]. We extend the K-derivation ddt of K
∗ to the K-derivation, also
denoted by ddt , of the power series ring K
∗[[z]] by
d
dt
(∑
fnz
n
)
=
∑ dfn
dt
zn (all fn ∈ K∗).
Of course, we also have the usual K∗-derivation ∂∂z on K
∗[[z]].
Lemma 12.5.8. Let f ∈ zK∗[[z]] and h ∈ zK[[z]]. Then
df
dt
=
∂f
∂z
h in K∗[[z]] =⇒ d
dt
JfK = JfK 〈〈h〉〉 in trK∗ .
Proof. Assume dfdt =
∂f
∂z h; we need to show that for all i, j,
d
dt
JfKij = (JfK 〈〈h〉〉)ij .
For i = 0, both sides are 0, so let i > 1. By the formula for f i,
1
i!
∂f i
∂z
=
∞∑
k=1
JfKik zk−1
(k − 1)!
and hence with h =
∑∞
n=1 hnz
n/n! (all hn ∈ K),
1
i!
∂f i
∂z
h =
∞∑
j=1
(
j∑
k=1
JfKik · hj−k+1
(k − 1)!(j − k + 1)!
)
zj
=
∞∑
j=1
(
j∑
k=1
JfKik〈〈h〉〉kj
)
zj
j!
=
∞∑
j=1
(JfK 〈〈h〉〉)
ij
zj
j!
.
Moreover
1
i!
df i
dt
=
∞∑
j=1
d
dt
JfKij zj
j!
.
By the hypothesis of the lemma
df i
dt
= if i−1
df
dt
= if i−1
∂f
∂z
h =
∂f i
∂z
h,
hence ddtJfKij = (JfK 〈〈h〉〉)ij for all j, as required. 
We can now prove the following important fact:
Proposition 12.5.9. Let n > 1, h ∈ zn+1K[[z]], so
t〈〈h〉〉 ∈ trnK[t], et〈h〉 = 1 + t〈〈h〉〉+ · · · ∈ 1 + trnK[t] .
Set f [t] :=
∑∞
j=1
(
et〈h〉
)
1j
zj
j! ∈ K∗[[z]]. Then
f [t] ∈ z + zn+1tK∗[[z]], df
[t]
dt
=
∂f [t]
∂z
h,
q
f [t]
y
= et〈h〉 .
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Proof. That f [t] ∈ z+zn+1tK∗[[z]] is an easy verification, and gives Jf [t]K(0) = 1.
Let h =
∑∞
k=1 hkz
k/k! with all hk ∈ K. Using Lemma 12.4.1, we get
df [t]
dt
=
∞∑
j=1
(
d
dt
et〈h〉
)
1j
· z
j
j!
=
∞∑
j=1
(
et〈h〉 〈〈h〉〉)
1j
· z
j
j!
=
∞∑
j=1
(
j∑
i=1
(et〈h〉 )1i〈〈h〉〉ij 1
j!
)
zj
=
∞∑
j=1
(
j∑
i=1
(et〈h〉 )1i
(i− 1)!
hj−i+1
(j − i+ 1)!
)
zj =
∂f [t]
∂z
h.
So ddtJf [t]K = Jf [t]K〈〈h〉〉 by Lemma 12.5.8. Thus both Jf [t]K and et〈h〉 satisfy dYdt =
Y 〈〈h〉〉 and Y (0) = 1. Hence Jf [t]K = et〈h〉 by Lemma 12.4.2. 
For later use we give another description of the power series f [t] from the previous
proposition. Let h ∈ z2K[[z]]. Then we have the K∗-derivations ∆ := h ∂∂z
and t∆ on K∗[[z]]. These are both of rank 1, and so give rise to the K∗-algebra
automorphisms e∆ and et∆ of K∗[[z]], by Lemma 12.1.4. With these notations:
Lemma 12.5.10. et∆(z) ∈ z + tz2K∗[[z]], Jet∆(z)K = et〈h〉 .
Proof. Set f := et∆(z) =
∑∞
n=0
tn
n!∆
n(z). Then
df
dt
=
∞∑
n=1
tn−1
(n− 1)!∆
n(z) = ∆
(
∞∑
n=1
tn−1
(n− 1)!∆
n−1(z)
)
= ∆(f) = h
∂f
∂z
.
As in the proof of Proposition 12.5.9 it now follows that JfK = et〈h〉 . 
The following corollary, with h ∈ z2K[[z]] and ∆ as before, is obtained by set-
ting t = 1 in the last identity of Proposition 12.5.9 and in Lemma 12.5.10 above.
It shows in particular that exp(i) ⊆ I:
Corollary 12.5.11. Set f :=
∑∞
j=1 (e
〈h〉 )1j
zj
j! ∈ z + z2K[[z]]. Then
e〈h〉 = JfK, e∆(z) = f.
Recall that B(k) =
〈
zk+1
(k+1)!
〉
for k ∈ N. Given k1, . . . , kn ∈ N and k = k1+ · · ·+kn,
we have
B(k1) · · ·B(kn) = diagk
((
i+k1
k1+1
)(
i+k1+k2
k2+1
) · · · (i+k1+···+knkn+1 ))i>0
by Lemma 12.2.2. Now let h =
∑∞
k=0 hk+1
zk+1
(k+1)! ∈ zK[[z]] (all hk+1 ∈ K). Then
M := 〈〈h〉〉 = h1〈〈z〉〉+ h2
〈
z2
2 〉〉+ · · ·+ hk+1
〈
zk+1
(k+1)! 〉〉+ · · · ∈ trK ,
and hence
Mn =
∑
k1,...,kn∈N
hk1+1 · · ·hkn+1
〈
zk1+1
(k1+1)!
〉 · · · 〈 zkn+1(kn+1)!〉 ,
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and so for i, j ∈ N and n > 1:
(12.5.4) (Mn)ij =
∑
k1,...,kn∈N
k1+···+kn=j−i
hk1+1 · · ·hkn+1
(
i+k1
k1+1
)(
i+k1+k2
k2+1
) · · · (i+k1+···+knkn+1 ).
This observation leads to:
Lemma 12.5.12. Let n > 1. Then
(Mn)11 = h
n
1 , (M
n)1j =
jn − 1
j − 1 h
n−1
1 hj + Pnj(h1, . . . , hj−1) for j > 2,
where Pnj(Y0, . . . , Yj−2) ∈ Q[Y0, . . . , Yj−2] has all its coefficients in Z, is homoge-
neous of degree n, isobaric of weight j − 1, and independent of h.
Proof. Set i = 1 in (12.5.4). Then the only terms involving hj in this sum are
those of the form hn−11 hj j
n−m where m ∈ {1, . . . , n}. This yields the lemma. 
For example, P24(Y0, Y1, Y2) = 10Y1Y2 and P34(Y0, Y1, Y2) = 76Y0Y1Y2 + 18Y 31 .
With h and M = 〈〈h〉〉 as above, we get:
Corollary 12.5.13. Suppose h ∈ z2K[[z]]. Then M ∈ tr1K , and for j > 2,
(eM )1j = hj + Pj(h2, . . . , hj−1)
where Pj(Y1, . . . , Yj−2) ∈ Q[Y1, . . . , Yj−2] is independent of h. Moreover, P2 = 0,
and for j > 2, Pj has degree at most j − 1 and is isobaric of weight j − 1.
Proof. Let j > 2. We have h1 = 0, so by Lemma 12.5.12,
(Mn)1j =

hj if n = 1,
Pnj(h1, . . . , hj−1) if 1 < n < j,
0 if n > j.
Hence
(eM )1j =
j−1∑
n=1
1
n!
(Mn)1j = hj +
j−1∑
n=2
1
n!
Pnj(h1, . . . , hj−1).
Thus in view of h1 = 0,
Pj(Y1, . . . , Yj−2) :=
j−1∑
n=2
1
n!
Pnj(0, Y1, . . . , Yj−2)
has the right properties. 
Theorem 12.5.7 now follows immediately from Corollary 12.5.11 and the following:
Proposition 12.5.14. Let f ∈ zK[[z]] be unitary. Then log JfK ∈ i.
Proof. We have f =
∑
j>1 fj
zj
j! (all fj ∈ K). We define recursively the se-
quence (hj)j>1 in K by h1 := 0, and hj+1 := fj+1 − Pj+1(h2, . . . , hj) for j > 1.
Then h :=
∑∞
j=1 hj
zj
j! ∈ z2K[[z]], and by Corollary 12.5.13 we have
(
e〈h〉
)
1j
= fj
for j > 1. Corollary 12.5.11 now yields e〈h〉 = JfK, hence log JfK = 〈〈h〉〉 ∈ i. 
Note: if f ∈ z + zn+1K[[z]], n > 1, then JfK ∈ 1 + trnK , and so log JfK ∈ in−1.
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The iterative logarithm. In this subsection we fix a unitary power series
f = z +
∞∑
n=2
fn
zn
n!
∈ z + z2K[[z]] (all fn ∈ K).
By Theorem 12.5.7 there is a (unique) power series h ∈ z2K[[z]] with log JfK = 〈〈h〉〉;
we call this h the iterative logarithm of f and denote it by itlog(f). The proof
of Proposition 12.5.14 gives itlog(f) =
∑∞
n=2 hn
zn
n! where hn = Hn(f2, . . . , fn) and
Hn ∈ Q[Y1, . . . , Yn−1] is isobaric of weight n − 1, for all n > 2: the “isobaric”
statement follows inductively from the recursion
Hn+1(Y1, . . . , Yn) = Yn − Pn+1
(
H2(Y1), . . . , Hn(Y1, . . . , Yn−1)
)
(n > 2).
The Hn for n = 2, 3, 4 are easily determined:
H2 = Y1, H3 = Y2 − 32Y 21 , H4 = Y3 − 5Y1Y2 + 92Y 31 , and so
h2 = f2, h3 = f3 − 32f22 , h4 = f4 − 5f2f3 + 92f22 , and thus(12.5.5)
〈〈h〉〉 = log JfK =

0 0 0 0 0 · · ·
0 f2 f3 − 32f22 f4 − 5f2f3 + 92f32 · · ·
0 3f2 4f3 − 6f22 · · ·
0 6f2 · · ·
. . .
 .
Here is another way to obtain itlog(f):
Lemma 12.5.15. Define f [n] ∈ zn+1K[[z]] recursively by
f [0] = z, f [n+ 1] = f [n] ◦ f − f [n].
Then
itlog(f) =
∞∑
n=1
(−1)n−1
n
f [n].
Proof. Set h := itlog(f) =
∑∞
j=1 hjz
j/j! (all hj ∈ K), and let j > 1. Then
hj = 〈〈h〉〉1j =
∑
n>1
(−1)n−1
n
((JfK− 1)n)
1j
.
By Lemma 12.5.5,(JfK− 1)n = n∑
k=0
(−1)n−k
(
n
k
)JfKk = n∑
k=0
(−1)n−k
(
n
k
)q
f [k]
y
where f [k] denotes the kth compositional iterate of f , defined recursively by f [0] = z
and f [k+1] = f [k] ◦ f . Hence((JfK− 1)n)
1j
=
(
n∑
k=0
(−1)n−k
(
n
k
)q
f [k]
y)
1j
=
t
n∑
k=0
(−1)n−k
(
n
k
)
f [k]
|
1j
.
An easy induction gives f [n] =
∑n
k=0(−1)n−k
(
n
k
)
f [k]. The lemma follows. 
Corollary 12.5.16. Let ∆ be the K-derivation itlog(f) ddz on K[[z]] of rank 1.
Then the K-algebra automorphism e∆ of K[[z]] satisfies
g ◦ f = e∆(g), for all g ∈ K[[z]].
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Proof. This follows from Corollary 12.5.11 and the continuity of e∆. 
Set h := itlog(f), let A be a commutative ring extension of K, and a ∈ A. Then
ea〈h〉 = 1+ a〈〈h〉〉+ · · · ∈ 1 + a tr1A and we set
f [a] :=
∞∑
j=1
(
ea〈h〉
)
1j
zj
j!
∈ z + z2aA[[z]].
(For A = K∗ and a = t this is just the f [t] from Proposition 12.5.9.) The K-algebra
morphism g = g(t) 7→ g(a) : K∗ → A sending t to a extends to the K-algebra
morphism M 7→ M(a) : trK∗ → trA by substituting a for t in each entry, and it
extends also to the K-algebra morphism
K∗[[z]]→ A[[z]], g =
∑
gnz
n 7→ g∣∣
t=a
:=
∑
gn(a)z
n (all gn ∈ K∗).
It is easy to check that then
ea〈h〉 = et〈h〉 (a), f [a] = f [t]
∣∣
t=a
.
Then Lemma 12.5.5 and Proposition 12.5.9 give
(12.5.6) f [0] = z, f [1] = f, f [a+b] = f [a] ◦ f [b] (a, b ∈ A).
Thus the power series f [a] with a ∈ K form a subgroup of z + z2K[[z]] under
composition which contains f ; they may be thought of as fractional iterates of f .
In fact, f [t] is unique in the sense that if g ∈ K∗[[z]] and g∣∣
t=n
= f [n] for all n, then
g = f [t]. (Use that K is an integral domain.)
Corollary 12.5.17.
(12.5.7) itlog(f) =
df [t]
dt
∣∣∣∣
t=0
and for a ∈ K,
(12.5.8) itlog(f [a]) = a · itlog(f).
If g ∈ z + z2K[[z]] is unitary with f ◦ g = g ◦ f , then
itlog(f ◦ g) = itlog(f) + itlog(g).
Proof. Proposition 12.5.9 yields (12.5.7). Let a ∈ K. Then f [at]∣∣
t=n
= f [an]
for all n, as is easily checked, and f [an] = (f [a])[n] for all n by (12.5.6). Thus
f [at] = (f [a])[t] by the uniqueness property of (f [a])[t]. Together with (12.5.7) this
gives (12.5.8). The last statement follows from Lemma 12.1.3(ii). 
Proposition 12.5.18 (Aczél and Jabotinsky). In K∗[[z]] we have
(12.5.9) itlog(f) · ∂f
[t]
∂z
=
df [t]
dt
= itlog(f) ◦ f [t]
and by evaluating at t = 1 we get in K[[z]],
(12.5.10) itlog(f) · f ′ = itlog(f) ◦ f.
Proof. The first equality in (12.5.9) is from Proposition 12.5.9. To get the second
one, let s be a new indeterminate, distinct from t and z. In (K[s, t])[[z]] we have
f [s+t] = f [s] ◦ f [t].
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The K-derivations ∂/∂s and ∂/∂t on K[s, t] extend to continuous K-derivations on
K[s, t][[z]] with ∂z/∂s = ∂z/∂t = 0. Then in K[s, t][[z]],
∂f [s+t]
∂s
=
∂(f [s] ◦ f [t])
∂s
=
∂f [s]
∂s
◦ f [t].
At s = 0 the left-hand side becomes df
[t]
dt , and the right-hand side itlog(f) ◦ f [t].
This gives the second equality of (12.5.9). 
(
z + z2K[[z]], ◦ , z)
f 7−→ itlog(f)
eh
∂
∂z (z) ←− [ h
f
7−
→
JfK
∞∑
j=1
G1j
zj
j!
7−
→
G
(
z2K[[z]], [ , ]
)
h
7−
→
〈〈h〉〉
∞∑
j=1
M1j
zj
j!
7−
→
M
(I, · , 1)
G 7−→ logG
expM ←− [ M (
i, [ , ]
)
Figure 12.1. Relationship between power series and (infinitesi-
mal) iteration matrices.
Notes and comments. A general reference for properties of the Bell polynomials
(named after E. T. Bell [42]) is [90]. (Our notation differs slightly from that
in [90]: our Bij here is Bji there.) Lemma 12.5.5 is from Jabotinsky [200, 201].
Theorem 12.5.7 for K = C is in [386]; the proof given here follows [16]. The
Lie subalgebra
⊕
n>1K〈〈zn+1〉〉 of iK , with
[〈〈zm+1〉〉, 〈〈zn+1〉〉] = (m− n)〈〈zm+n+1〉〉
for all m,n > 1 (by (12.4.5)), is a variant of the “Witt algebra” [8, pp. 206–
212]. The terminology “iterative logarithm” was coined in [118]. The construction
of a family of power series (f [a])a∈K satisfying (12.5.6) goes back to [130]. The
functional equation (12.5.10) satisfied by the iterative logarithm is known as Julia’s
equation in iteration theory. (See [231, §8.5A].) It was found by Aczél [5] and
Jabotinsky [201], although [157] suggests that G. Frege was already aware of it.
12.6. Riordan Matrices
In this section K is an integral domain. We enlarge the group of iteration matrices
to the group of so-called Riordan matrices.
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The Riordan group. A Riordan pair over K is a pair (f, g) where f ∈ zK[[z]]
and g ∈ K[[z]]. Let (f, g) be a Riordan pair, f = ∑ fn znn! and g = ∑ gn znn! with
fn, gn ∈ K for all n, and f0 = 0. Then by (12.5.2), with i, j ranging over N,
1
i!
f ig =
∑
j>i
Rij
zj
j!
where for i 6 j,
Rij =
j∑
k=i
(
j
k
)
Bik(f1, . . . , fk−i+1) · gj−k.
We also set Rij = 0 for i > j. We call the triangular matrixJf, gK := (Rij) ∈ trK
the Riordan matrix of (f, g). Note that
R0j = gj for all j, R1j =
j∑
k=1
(
j
k
)
fkgj−k for j > 1.
Clearly Jf, 1K is the iteration matrix JfK of f as introduced in Section 12.5. We
have Rii = f i1g0 for each i, hence Jf, gK ∈ 1 + tr1K iff f1 = g0 = 1. We say that the
Riordan pair (f, g) is unitary if f1 = g0 = 1.
In the next lemma we identify a power series a =
∑
an
zn
n! ∈ K[[z]], an ∈ K for
each n, with the element (an) of KN, viewed as a row vector. With this convention:
Lemma 12.6.1. Let (f, g) be a Riordan pair over K and a, b ∈ K[[z]]. Then
a · Jf, gK = b in KN ⇐⇒ (a ◦ f) · g = b in K[[z]].
Proof. This is immediate from
(a ◦ f) · g =
(∑
ai
f i
i!
)
· g =
∑
i
ai
∑
j>i
Rij
zj
j!
 = ∑
j
∑
i6j
aiRij
 zj
j!
. 
As a consequence the set of Riordan matrices of unitary Riordan pairs over K is a
subgroup of the unitriangular group U = 1 + tr1K :
Corollary 12.6.2. Let (f, g) and (f∗, g∗) be Riordan pairs over K. Then(
f ◦ f∗, (g ◦ f∗) · g∗)
is a Riordan pair over K, andJf, gK · Jf∗, g∗K = Jf ◦ f∗, (g ◦ f∗) · g∗K.
If (f, g), (f∗, g∗) are unitary, then so is
(
f ◦ f∗, (g ◦ f∗) · g∗). Moreover, if (f, g)
is unitary, then
(
f [−1], 1/(g ◦ f [−1])) is a unitary Riordan pair over K, and for
(f∗, g∗) =
(
f [−1], 1/(g ◦ f [−1])) we haveJf, gK · Jf∗, g∗K = Jf∗, g∗K · Jf, gK = Jz, 1K = 1.
Proof. The row with index i of Jf, gK is 1i!f ig, hence by the previous lemma, the
row with index i of Jf, gK·Jf∗, g∗K is (( 1i!f ig)◦f∗) ·g∗ = 1i! (f ◦f∗)i ·((g◦f∗)·g∗). 
We call the subgroup R of U consisting of the Riordan matrices of unitary Riordan
pairs over K the Riordan group over K. Note that the unitriangular group R
over K is algebraic. The group I of iteration matrices is a subgroup of R.
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The Appell group and its Lie algebra. For g =
∑
gn
zn
n! (gn ∈ K for all n),
we set [g] := Jz, gK, that is,
[g] =

g0 g1 g2 g3 g4 · · ·
g0 2g1 3g2 4g3 · · ·
g0 3g1 6g2 · · ·
g0 4g1 · · ·
g0 · · ·
. . .

where [g]ij =
(
j
i
)
gj−i for i 6 j.
Note that [g] · JfK = Jf, g ◦ fK for f ∈ zK[[z]], g ∈ K[[z]]. By Corollary 12.6.2, the
map g 7→ [g] : K[[z]]→ trK is an embedding of K-algebras. Moreover,
g ∈ znK[[z]] ⇐⇒ [g] ∈ trnK (g ∈ K[[z]]).
Hence the image of this embedding, with the filtration induced by (trnK), is a com-
plete filtered subalgebra of trK , and g 7→ [g] : K[[z]] → trK is continuous. In
particular, for g ∈ zK[[z]] and h ∈ 1 + zK[[z]] we have
(12.6.1) [exp g] = exp [g], [log h] = log [h].
The embedding g 7→ [g] : K[[z]] → trK maps the subgroup 1 + zK[[z]] of K[[z]]×
onto a commutative normal subgroup of R, called the Appell group over K and
denoted here by A. Now A ∩ I = {1}, and from
Jf, gK = JfK · [g] for Jf, gK ∈ R,
we get R = I · A = A · I, so the group R is the internal semidirect product of its
normal subgroup A with its subgroup I. Now set
a :=
{
[g] : g ∈ zK[[z]]},
an abelian Lie subalgebra of the Lie algebra u = tr1K over K; with the filtration
induced by u, the filtered Lie algebra a over K is complete. For n > 1, the matrix[
zn
n!
]
= diagn
(
i+n
n
)
= A(n) ∈ an−1
is n-diagonal, and for g =
∑∞
n=1 gn
zn
n! ∈ zK[[z]], where gn ∈ K for n > 1, we have
[g] =
∞∑
n=1
gn
[
zn
n!
]
=
∑∞
n=1 gnA(n) in a.
By (12.6.1) we have exp(a) = A and log(A) = a, so a is the Lie algebra of the
algebraic unitriangular group A over K.
For each unitary Riordan pair (f, g) and φ ∈ K×, the pair (φ−1f(φz), g(φz)) is also
a unitary Riordan pair, and the diagonal matrix D = diag(φi) = Jφz, 1K satisfies
D−1Jf, gKD = qφ−1f(φz), g(φz)y.
Hence for all such D,
DRD−1 = R, DID−1 = I, DAD−1 = A.
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Some identities involving Riordan matrices. Recall from Section 12.4 the
shift matrix S ∈ KN×N and the derivativeM ′ of a column-finite matrixM ∈ KN×N.
Lemma 12.6.3. Let (f, g) be a Riordan pair over K. Then
Jf, gK · S = S · Jf, f ′gK+ Jf, g′K.
In particular, JfK · S = S · Jf, f ′K and [g]′ = [g].
Proof. Let i ∈ N. Then by definition of Jf, gK we have
1
i!
f ig =
∑
j>i
Jf, gKij zj
j!
.
Differentiating both sides with respect to z yields for i > 1,
1
(i− 1)!f
i−1f ′g +
1
i!
f ig′ =
∑
j>i−1
Jf, gKi,j+1 zj
j!
.
The definition of Jf, f ′gK and Jf, g′K gives for i > 1,
1
(i − 1)!f
i−1f ′g +
1
i!
f ig′ =
 ∑
j>i−1
Jf, f ′gKi−1,j zj
j!
+
∑
j>i
Jf, g′Ki,j zj
j!
 .
These last two identities together give for i > 1 and j > i − 1:(Jf, gK · S)
ij
= Jf, gKi,j+1 = Jf, f ′gKi−1,j + Jf, g′Kij = (S · Jf, f ′gK+ Jf, g′K)ij .
These equalities actually hold for all i, j ∈ N, as is easily verified using B0j = 0 for
j > 1, and thus Jf, gK·S = S ·Jf, f ′gK+Jf, g′K. Taking g = 1 yields JfK·S = S ·Jf, f ′K.
Taking f = z gives [g]′ = [g′]. 
Corollary 12.6.4. Let f ∈ z + z2K[[z]] and g ∈ K[[z]]. Then
f ′ ∈ 1 + zK[[z]] ⊆ K[[z]]×,Jf, gK′ = Jf, gK · S · [1− (1/f ′)]+ Jf, g′/f ′K, in particular,JfK′ = JfK · S · [1− (1/f ′)].
Proof. By the previous lemma,
Jf, gK · S = (S · Jf, gK+ Jf, g′/f ′K) · [f ′].
Note that f ′ ∈ 1 + zK[[z]], so [f ′] ∈ 1 + tr1K = U , and hence
S · Jf, gK = Jf, gK · S · [f ′]−1 − Jf, g′/f ′K,
and thus
Jf, gK′ = Jf, gK · S − S · Jf, gK
= Jf, gK · S · (1− [f ′]−1)+ Jf, g′/f ′K
= Jf, gK · S · [1− (1/f ′)]+ Jf, g′/f ′K
as claimed. 
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The Lie algebra of R. The material in this subsection is not used later.
Lemma 12.6.5. Let g ∈ zK[[z]] and h ∈ z2K[[z]]. Then [[g], 〈〈h〉〉] = [g′h].
Proof. Let m,n > 1. With the notation from Section 12.4,[
zm
m!
]
= A(m),
〈
zn
n!
〉
= B(n− 1),
and so by Lemma 12.4.6,[[
zm
m!
]
,
〈
zn
n!
〉]
=
[
A(m), B(n− 1)] = (m+ n− 1
n
)
A(m+ n− 1)
=
(
m+ n− 1
n
)[
zm+n−1
(m+n−1)!
]
.
The general case now follows from this special case and the continuity of the Lie
bracket operation. 
Clearly a ∩ i = {0}, where i is the Lie algebra of I. Let r be the Lie algebra of the
algebraic unitriangular group R over K. From the previous lemma, it follows that
a ⊕ i is a Lie subalgebra of r and a is an ideal of a ⊕ i. In fact, r = a ⊕ i, but we
will not prove this here.
Notes and comments. The Riordan group (introduced in [403] and named in
honor of J. Riordan for his work [340] on combinatorial identities) is connected to
Rota’s “umbral calculus” dealing with sequences of polynomials. In this calculus, an
Appell sequence (over K) is a sequence (Pj)j>0 of polynomials Pj ∈ K[z] with P0
of degree 0 and P ′j = jPj−1 for j > 0 (see [358, Theorem 2.5.6]). The subgroup A
of the Riordan group is called the Appell group because for R = (Rij) ∈ A, the
sequence
(∑j
i=0Rijz
i
)
j>0
is an Appell sequence. The subgroup I of R is also
called the “associated subgroup” in the combinatorics literature.
12.7. Derivations on Polynomial Rings
In this section A is a commutative ring containing K (and thus Q) as a subring.
Then a K-derivation on A as defined in Section 12.1 is the same as a derivation
on A whose ring of constants contains K. Recall that derK(A) is the Lie algebra
over K consisting of the K-derivations on A, with Lie bracket
[∆,Λ] = ∆Λ− Λ∆ (∆,Λ ∈ derK(A)).
Since A is commutative, a∆ ∈ derK(A) for all a ∈ A and ∆ ∈ derK(A), and so
derK(A) is naturally a left A-module. For ∂ ∈ derK(A), let A∂ be the ring of
constants of ∂, so A∂ is a K-subalgebra of A. Let ∆,Λ ∈ derK(A). Then we
set A∆,Λ := A∆ ∩AΛ and, with Lie(∆,Λ) the Lie subalgebra of derK(A) over K
generated by ∆, Λ, we have
(12.7.1) A∆,Λ =
⋂
∂∈Lie(∆,Λ)
A∂ .
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Exponential automorphisms. If ∆ ∈ derK(A) is locally nilpotent, then the
(locally unipotent) automorphism exp∆ of the K-module A, with inverse exp(−∆),
is a K-algebra automorphism (Lemma 12.1.4). The K-automorphisms of A of the
form exp∆ with locally nilpotent ∆ ∈ derK(A) are said to be exponential. The
above can be reversed:
Proposition 12.7.1. Let σ be a locally unipotent K-algebra endomorphism. Then
log σ is a locally nilpotent K-derivation on A, and so σ = exp(log σ) is an expo-
nential automorphism.
Proof. Set ∆ := log σ, so ∆ is a locally nilpotent endomorphism of the K-
module A, and σ = exp∆. Let a, b ∈ A and take N ∈ N>1 with ∆i(a) = ∆i(b) =
∆i(ab) = 0 for all i > N/2. Then σ(ab) = σ(a)σ(b) gives
N∑
k=0
1
k!
∆k(ab) =
N∑
k=0
∑
i+j=k
1
i!
1
j!
∆i(a)∆j(b).
Replacing σ by σn changes ∆ to n∆, and the above equality remains valid for ∆
replaced by n∆, that is,
∑N
k=0 ckn
k = 0 with
ck :=
1
k!
∆k(ab)−
∑
i+j=k
1
i!
1
j!
∆i(a)∆j(b) ∈ A.
The (N + 1) × (N + 1) Vandermonde matrix with rows (n0, n1, . . . , nN) for n =
0, . . . , N is invertible, but annihilates the column vector (c0, . . . , cN )t, so ck = 0 for
k = 0, . . . , N . For k = 1 this yields ∆(ab) = ∆(a)b+ a∆(b). 
If ∆ ∈ derK(A) is locally nilpotent and a ∈ A∆ then a∆ is locally nilpotent. Using
the Leibniz rule one also shows:
Lemma 12.7.2. If S ⊆ A generates the K-algebra A, and ∆ ∈ derK(A) is such that
for every s ∈ S there is n with ∆n(s) = 0, then ∆ is locally nilpotent.
If ∆,Λ ∈ derK(A) are locally nilpotent and [∆,Λ] = 0, then
exp(∆) exp(Λ) = exp(∆ + Λ)
is an exponential automorphism of A. In particular, for each locally nilpotent
∆ ∈ derK(A) and k ∈ Z, exp(∆)k is an exponential automorphism of A with
exp(∆)k = exp(k∆).
Remark. The composition of two exponential automorphisms is not in general
exponential. For example, take A = K[Y0, Y1]. Then the K-derivations ∆ = Y0 ∂∂Y1 ,
Λ = Y1
∂
∂Y0
on A are locally nilpotent. A computation shows that
Φ := exp(∆) exp(Λ)− 1
satisfies Φ(Y0) = Y0 + Y1, Φ(Y1) = Y0 and hence Φn(Y0) 6= 0 for all n. So Φ is
not locally nilpotent, and the K-algebra automorphism exp(∆) exp(Λ) of A is not
locally unipotent, and thus not exponential.
In the next subsection we study a class of exponential automorphisms of polynomial
algebras over K which do form a group under composition.
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Triangular derivations. In the rest of this section A = K[Y0, Y1, Y2, . . . ] where
(Yn) is a sequence of distinct indeterminates. For each n we also put
Y<n = (Y0, . . . , Yn−1), so
K[Y<m] ⊆ K[Y<n] ⊆ K[Y ] = A for m 6 n, and
A =
⋃
n
K[Y<n].
We abbreviate derK(A) by derK , and we denote by ∂m the K-derivation ∂∂Ym of A
as well as any restriction of this derivation to a K-subalgebraK[Y<n] where m < n.
The following well-known fact has a routine proof:
Lemma 12.7.3. derK
(
K[Y<n]
)
is a free K[Y<n]-module with basis ∂0, . . . , ∂n−1, and
[∂i, ∂j ] = 0 for 0 6 i, j < n. For each ∆ ∈ derK
(
K[Y<n]
)
we have
∆ = ∆(Y0)∂0 + · · ·+∆(Yn−1)∂n−1.
In a similar vein: for each sequence (fn) in A the sequence of endomorphisms(
fn
∂
∂Yn
)
of the K-module A is summable (with respect to the trivial filtration
on the K-module A as in Section 12.2), and ∆ :=
∑∞
n=0 fn
∂
∂Yn
is the unique K-
derivation of A with ∆(Yn) = fn for all n.
If ∆ ∈ derK and ∆(Yn−1) ∈ K[Y<n] for all n > 1, then ∆
(
K[Y<n]
) ⊆ K[Y<n]
for all n. Note also that each K-derivation ∂n ∈ derK is locally nilpotent. More
generally, every ∆ ∈ derK with ∆(Yn) ∈ K[Y<n] for all n is locally nilpotent, by
the following:
Lemma 12.7.4. Let ∆ be a K-derivation of K[Y<n] with ∆(Yj) ∈ K[Y<j ] for j =
0, . . . , n− 1. Then ∆ is locally nilpotent.
Proof. We proceed by induction on n. The case n = 0 is clear, so let n > 0. Then
the derivation ∆ restricts to a K-derivation of K[Y<n−1], and so inductively we
can assume this restriction to be locally nilpotent. Now ∆(Yn−1) ∈ K[Y<n−1] and
hence ∆m+1(Yn−1) = ∆m
(
∆(Yn−1)
)
= 0 for some m. Thus ∆ is locally nilpotent,
by Lemma 12.7.2. 
Definition 12.7.5. Let ∆ be a K-derivation of A. Then we call ∆ triangular (rel-
ative to Y0, Y1, . . . ) if ∆ restricts to a triangular endomorphism of the K-submodule
A1 =
⊕
j K Yj of A with respect to its basis Y0, Y1, . . . ; that is,
∆(Yj) = ∆0jY0 +∆1jY1 + · · ·+∆jjYj
where ∆ij ∈ K for i 6 j. If also ∆jj = 0 for all j, then ∆ is strictly triangular.
Every triangular endomorphism of the K-submodule A1 with respect to the basis
Y0, Y1, . . . extends uniquely to a (necessarily triangular) K-derivation of A.
Let trderK = trderK(A) be the set of triangularK-derivations of A. The Lie brack-
et [∆,Λ] of triangular K-derivations ∆, Λ of A is also triangular; hence trderK is a
Lie subalgebra (over K) of derK . For ∆ ∈ trderK with the ∆ij as above, put
M∆ := M∆|A1 = (∆ij)i,j∈N ∈ trK ,
with ∆ij := 0 for i > j, by convention. We obtain a complete filtration (trder
n
K)n>0
of the Lie algebra trderK over K by setting
trdernK := {∆ ∈ trderK : M∆ ∈ trnK}.
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(So trder1K consists of all strictly triangular K-derivations.) We have a commuting
diagram of isomorphisms of Lie algebras over K:
trK
trderK
∆ 7→M∆
OO
∆ 7→∆|A1 // trK
Φ7→MΦ
hh◗◗◗◗◗◗◗◗◗◗◗◗◗◗◗
Every triangular K-derivation of A = K[Y ] restricts to a derivation of K[Y<n],
for each n. Hence by Lemma 12.7.4, every strictly triangular K-derivation of A is
locally nilpotent. Note that if ∆ ∈ trdernK and P ∈ K[Y<n], then ∆(P ) = 0.
Diagonals. In the next lemma d is a degree function on A and ∆ ∈ derK .
Lemma 12.7.6. Let d ∈ Z be such that for each n, ∆(Yn) is d-homogeneous of
degree d(Yn) + d. Then ∆ is d-homogeneous of degree d.
Proof. Let i ∈ N(N) with d(Y i) = i. It is enough to show that then ∆(Y i) is
d-homogeneous of degree i+ d. For such i we have
∆(Y i) =
∑
n>0
∆(Yn)∂n(Y
i)
with ∆(Yn) d-homogeneous of degree dn + d and ∂n(Y i) d-homogeneous of degree
i− dn, where dn := d(Yn). 
Thus if d ∈ Z and ∆(Yn) ∈ Ad+1 for every n, then ∆ is homogeneous of degree d.
If w ∈ Z and ∆(Yn) ∈ A[n+w] for every n, then ∆ is isobaric of weight w.
Definition 12.7.7. Let ∆ ∈ trderK . We call the triangular K-derivation ∆n of A
with associated matrix M∆n = (M∆)n the nth diagonal or the n-diagonal of ∆.
We also say that ∆ is n-diagonal if ∆ = ∆n and diagonal if ∆ = ∆0.
In the metric on trderK given by the filtration (trder
n
K) we have
∑n
i=0∆i → ∆ as
n→∞; more suggestively,
∆ = ∆0 +∆1 + · · ·+∆n + · · · .
Also,∆ ∈ trdermK if and only if∆0 = · · · = ∆m−1 = 0. Each n-diagonal derivation is
homogeneous of degree 0 and isobaric of weight−n, by Lemma 12.7.6. In particular,
for all P ∈ A and ∆ ∈ trdermK we have
deg
(
∆(P )
)
6 deg(P ), wt
(
∆(P )
)
6 wt(P )−m.
From Lemma 12.2.2 we obtain:
Lemma 12.7.8. Let ∆,Λ ∈ trderK . If ∆ is m-diagonal and Λ is n-diagonal,
then [∆,Λ] is (m+ n)-diagonal. For each k ∈ N we have
[∆,Λ]k =
∑
m+n=k
[∆m,Λn].
Also, if ∆ ∈ trderK is n-diagonal, then A∆ ⊇ K[Y<n] and
(12.7.2) ∆ = ∆0nY0∂n +∆1,n+1Y1∂n+1 +∆2,n+2Y2∂n+2 + · · · .
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Triangular algebra endomorphisms. These are defined as follows.
Definition 12.7.9. An endomorphism σ of the K-algebra A is called triangu-
lar (relative to Y0, Y1, . . . ) if σ restricts to a triangular endomorphism of the K-
submodule A1 =
⊕
j K Yj of A with respect to its basis Y0, Y1, . . . ; that is,
σ(Yj) = σ0jY0 + σ1jY1 + · · ·+ σjjYj
where σij ∈ K for i 6 j. If in addition σjj = 1 for all j, then σ is unitriangular.
If σ is triangular with σij = 0 for all i < j, then σ is called diagonal.
Given a triangular K-algebra endomorphism σ of A, set
Mσ := Mσ|A1 = (σij)i,j∈N ∈ trK ,
with σij := 0 for i > j, by convention. The following is easy to verify:
Lemma 12.7.10. Let σ be a triangular K-algebra endomorphism of A. Then
(i) σ is bijective ⇐⇒ σjj ∈ K× for all j ⇐⇒ Mσ ∈ tr×K ;
(ii) σ is unitriangular ⇐⇒ Mσ ∈ 1 + tr1K ;
(iii) σ is bijective and diagonal ⇐⇒ Mσ ∈ D×K .
The triangular K-algebra automorphisms of A form a subgroup TrAutK of the
group of all automorphisms of the K-algebra A. The map
σ 7→Mσ : TrAutK → tr×K
is a group isomorphism. Let m > 1. Define TrAutmK to be the subgroup of TrAutK
consisting of the triangular K-algebra automorphisms σ of A with Mσ ∈ 1 + trmK .
For each ∆ ∈ trdermK we have exp∆ ∈ TrAutmK and expM∆ =Mexp∆. So we have
a commuting diagram
trdermK
exp

∆ 7→M∆ // trmK
exp

TrAutmK
σ 7→Mσ // 1 + trmK
where the horizontal arrows are group isomorphisms and the right (and hence also
the left) vertical arrow is a bijection. If σ ∈ TrAutmK , then log σ ∈ trdermK , logMσ =
Mlogσ, and the automorphism σ = exp(log σ) is exponential.
Let σ be a triangular K-automorphism of A. Then for every triangular K-deri-
vation ∆ on A, the K-derivation σ∆σ−1 of A is triangular, the map ∆ 7→ σ∆σ−1
is an automorphism of the Lie algebra trderK over K, and
Mσ∆σ−1 = MσM∆ (Mσ)
−1.
If m > 1, ∆ ∈ trdermK , then σ∆σ−1 ∈ trdermK and
exp(σ∆σ−1) = σ exp(∆)σ−1.
Companion derivations. Let ∆ ∈ trder1K and σ = exp∆. Then σ is homoge-
neous of degree 0; in fact deg σ(P ) = degP for every P ∈ A. Next, we investigate
the isobaric parts of the images of polynomials under ∆. The following lemma for P
of the form P = Yn is already implicit in Lemma 12.2.4:
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Lemma 12.7.11. Let ∆ ∈ trder1K and put σ := exp(∆). Suppose also that P ∈ A[w],
P 6= 0, with w ∈ N. Then wtσ(P ) = w, and
σ(P )[w] = P,
σ(P )[w−1] = ∆1(P ),
σ(P )[w−2] = ∆2(P ) +
1
2 (∆1)
2(P ),
σ(P )[w−3] = ∆3(P ) +
1
2 (∆1∆2 +∆2∆1)(P ) +
1
6 (∆1)
3(P )
...
σ(P )[w−n] =
∑
i1,...,ik
1
k!
(∆i1 · · ·∆ik)(P ) (n > 1),
summed over the (i1, . . . , ik) with k > 1, i1, . . . , ik > 1 and i1 + · · ·+ ik = n.
Proof. Note that ∆k(P ) = 0 for all big enough k ∈ N. For all i,
σ(P )[i] = P[i] +∆(P )[i] +
1
2
∆2(P )[i] + · · ·+ 1
k!
∆k(P )[i] + · · · .
Now wt
(
∆k(P )
)
6 wt(P ) − k < wtP = w for k > 1, hence wt(σ(P )) = w
and σ(P )[w] = P . The family (∆i)i>1 of endomorphisms of the K-module A is
summable, with ∆ =
∑
i>1∆i. Let k > 1. Then
∆k =
∑
i1,...,ik
∆i1 · · ·∆ik
summed over the (i1, . . . , ik) with i1, . . . , ik > 1. Each operator ∆i1 · · ·∆ik in this
sum is isobaric of weight −(i1 + · · ·+ ik), so for all n,
∆k(P )[w−n] =
∑
i1,...,ik
(∆i1 · · ·∆ik)(P ),
summed over the (i1, . . . , ik) with i1, . . . , ik > 1 and i1 + · · · + ik = n. This yields
the lemma. Note also that
(
∆k(P )
)
[w−n]
= 0 if k > n. 
As before, ∆ ∈ trder1K and σ = exp(∆). We say that an element P of A is σ-
invariant if σ(P ) = P . We already observed that P ∈ A is σ-invariant iff∆(P ) = 0;
see (12.2.1). We obtain a refinement of this fact for isobaric polynomials:
Corollary 12.7.12. Let P ∈ A[w] where w ∈ N. Then for n = 1, . . . , w
σ(P )[w−1] = · · · = σ(P )[w−n] = 0 ⇐⇒ ∆1(P ) = · · · = ∆n(P ) = 0.
In particular: σ(P ) = P ⇐⇒ ∆n(P ) = 0 for n = 1, . . . , w.
Proof. From the previous lemma we have, for n = 1, . . . , w:
σ(P )[w−n] = ∆n(P )+ Q-linear combination of terms (∆i1 · · ·∆ik )(P )
with k > 1 and 1 6 i1, . . . , ik < n.
This yields the corollary. 
Thus if P ∈ A is isobaric and σ-invariant, then
(12.7.3) ∆1(P ) = ∆2(P ) = 0.
The polynomials P ∈ A, not necessarily isobaric, that satisfy (12.7.3), comprise the
K-subalgebra A∆1,∆2 of A. Note that if P ∈ A∆1,∆2 then Λ(P ) = 0 for all Λ in the
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Lie subalgebra Lie(∆1,∆2) (over K) of trderK generated by ∆1, ∆2; cf. (12.7.1).
This Lie algebra contains in particular the so-called companion derivations
∆c1 = ∆1
∆c2 = ∆2
∆c3 = [∆1,∆2] = ad∆1(∆2)
∆c4 = [∆1,∆
c
3] = [∆1,∆1,∆2] = ad
2
∆1(∆2)
∆c5 = [∆1,∆
c
4] = [∆1,∆1,∆1,∆2] = ad
3
∆1(∆2)
...
∆cn = [∆1,∆
c
n−1] = [∆1, . . . ,∆1︸ ︷︷ ︸
n− 2 times
,∆2] = ad
n−2
∆1
(∆2) for n > 2.
Each∆cn is n-diagonal. We combine the∆
c
n into the strictly triangularK-derivation
∆c := ∆c1 +∆
c
2 + · · ·+∆cn + · · · ,
which we call the companion derivation of ∆. Note that ∆c0n = (∆
c
n)0n for
n > 1, in particular, ∆c01 = ∆01 and ∆
c
02 = ∆02.
Proposition 12.7.13. Suppose ∆c0n 6= 0 for all n > 1. Then A∆1,∆2 = K[Y0].
Proof. In connection with (12.7.2) we already observed that K[Y0] ⊆ A∆1,∆2.
For the reverse inclusion, let P ∈ A∆1,∆2. Take n minimal with P ∈ K[Y0, . . . , Yn].
Towards a contradiction, suppose that n > 1. By (12.7.2) and the hypothesis of
the proposition, we have
∆cn = ∆
c
0,nY0 ∂n +∆
c
1,n+1Y1 ∂n+1 + · · · , ∆c0,n 6= 0.
Thus ∆cn(P ) = ∆
c
0,nY0
∂P
∂Yn
6= 0, a contradiction. 
Corollary 12.7.14. Suppose ∆01 = ∆02 = 0 and ∆c1,n 6= 0 for all n > 2. Then
A∆1,∆2 = K[Y0, Y1], so all isobaric σ-invariants belong to K[Y0, Y1].
Proof. Put K∗ := K[Y0] and view A as the K∗-algebra of polynomials in the
indeterminates Y1, Y2, . . . over K∗. Since ∆01 = ∆02 = 0, ∆1 and ∆2 are trian-
gular K∗-derivations on A relative to Y1, Y2, . . . , and the claim now follows from
Proposition 12.7.13 and (12.7.3). 
The Stirling automorphism. In the rest of this section K is an integral domain.
The Stirling automorphism Υ of A is the unitriangular automorphism of A whose
matrix MΥ ∈ trQ has the signed Stirling numbers of the first kind as its entries:
MΥ = (Υij) :=

1 0 0 0 0 0 · · ·
1 −1 2 −6 24 · · ·
1 −3 11 −50 · · ·
1 −6 35 · · ·
1 −10 · · ·
1 · · ·
. . .

where Υij = (−1)j−i
[
j
i
]
.
By the recurrence relation (5.7.3) for Stirling numbers of the first kind,
(12.7.4) M ′Υ = −MΥD where D = diag(0, 1, 2, 3, . . . ).
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The matrix MΥ is an iteration matrix:
Lemma 12.7.15. MΥ =
q
log(1 + z)
y
.
Proof. Let f := log(1 + z) ∈ z + z2Q[[z]]. Then[
1− (1/f ′)] = [−z] = − diag1(1, 2, 3, . . . )
and thus
S · [1− (1/f ′)] = − diag(0, 1, 2, 3, . . . ) = −D,
where D is as in (12.7.4). So by Corollary 12.6.4 and by (12.7.4), respectively, both
X = JfK and X = MΥ satisfy the differential equation X ′ = −XD, and have the
same leftmost column. Thus JfK =MΥ by Lemma 12.4.5. 
Since ez −1 is the formal compositional inverse of log(1 + z) in z+ z2K[[z]], we get
MΥ−1 = (MΥ)
−1 = Jez −1K.
By Lemma 12.4.4 and (12.7.4), its derivative satisfies the identity
M ′Υ−1 = DMΥ−1 , D := diag(0, 1, 2, 3, . . . ),
which gives a recurrence relation for the entries of MΥ−1 = (Υ
−1
ij ): for all i, j
Υ−1i,j+1 = Υ
−1
i−1,j + iΥ
−1
ij (Υ−1,j := 0 by convention)
with side conditions Υ−100 = 1 and Υ
−1
i0 = Υ
−1
0j = 0 for i, j > 0. Thus
MΥ−1 =

1 0 0 0 0 0 · · ·
1 1 1 1 1 · · ·
1 3 7 15 · · ·
1 6 25 · · ·
1 10 · · ·
1 · · ·
. . .

.
From the recurrence relations we get Υ−1ij =
{
j
i
}
, where
{
j
i
}
is by definition the
number of equivalence relations on a j-element set with exactly i equivalence classes.
These numbers are called Stirling numbers of the second kind. (See [90, §§5.1, 5.3],
[151, §6.1], [433, p. 8].)
The Stirling derivation ∇ := logΥ ∈ trder1K of A has matrix
M∇ =

0 0 0 0 0 0 0 · · ·
0 −1 12 − 12 23 − 1112 · · ·
0 −3 2 − 52 4 · · ·
0 −6 5 − 152 · · ·
0 −10 10 · · ·
0 −15 · · ·
0 · · ·
. . .

.
Since
M∇ = logMΥ = log Jlog(1 + z)K = 〈 itlog(log(1 + z))〉 ,
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this gives
itlog
(
log(1 + z)
)
= −z
2
2!
+
1
2
z3
3!
− 1
2
z4
4!
+
2
3
z5
5!
− 11
12
z6
6!
+ · · · .
Note that by (12.5.8) in Corollary 12.5.17 we have
itlog
(
log(1 + z)
)
= − itlog(ez −1).
In view of Definition 12.5.6 and setting
h := itlog
(
log(1 + z)
)
=
∞∑
n=1
hn
zn
n!
where hn ∈ Q, h1 = 0,
the coefficients hn determine the diagonals of ∇ as follows:
Lemma 12.7.16. M∇n = hn+1 diagn
(
i+ n
n+ 1
)
for each n. In particular,
M∇1 = − diag1
(
i+ 1
2
)
, M∇2 =
1
2
diag2
(
i+ 2
3
)
.
The companion derivation ∇c of ∇ has matrix
M∇c =

0 0 0 0 0 0 0 · · ·
0 −1 12 1 5 45 · · ·
0 −3 2 5 30 · · ·
0 −6 5 15 · · ·
0 −10 10 · · ·
0 −15 · · ·
0 · · ·
. . .

.
Here is an explicit formula for the entries of the matrix M∇c :
Proposition 12.7.17. For n > 1 we have
(12.7.5) M∇cn = diagn cn
(
i+ n
n+ 1
)
where c1 = −1 and cn = (n−2)!(n+1)!3·2n for n > 2, so c2 = 12 . In particular, we have∇c0,n = 0 for all n, and ∇c1,n = cn−1 6= 0 for all n > 2.
Proof. Lemma 12.7.16 gives (12.7.5) for n = 1, 2, and then Corollary 12.4.7 and
the subsequent remark gives (12.7.5) for n > 2. 
From Proposition 12.7.17 and Corollary 12.7.14 we obtain:
Corollary 12.7.18. Suppose P ∈ A is isobaric. Then
Υ(P ) = P ⇐⇒ ∇1(P ) = ∇2(P ) = 0 ⇐⇒ P ∈ K[Y0, Y1].
Since (∇2)i2 = 0 for all i (see the matrix of ∇), we have ∇2(Y2) = 0, and so
K[Y0, Y1, Y2] ⊆ A∇2 . Thus by Corollary 12.7.18:
Corollary 12.7.19. Suppose P ∈ K[Y0, Y1, Y2] ⊆ A is isobaric. Then
∇1(P ) = 0 ⇐⇒ P ∈ K[Y0, Y1].
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The algebra of partial differential operators. The K-derivations ∂n = ∂∂Yn
of A satisfy [∂m, ∂n] = 0 for all m, n, so they generate a commutative subal-
gebra K[∂] := K[∂0, ∂1, . . . ] of the K-algebra End(A) of endomorphisms of the
K-module A. Let i range over the set N(N) of sequences i = (i0, i1, . . . ) ∈ NN such
that in = 0 for all but finitely many n, and likewise with j and k. For such i, set
∂i := ∂i00 ∂
i1
1 · · · ∂inn · · · ∈ K[∂], |i| := i0 + i1 + · · · , i! := i0!i1! · · · in! · · · ∈ N>1.
The ∂i generate the K-module K[∂]. We have a K-bilinear map
(12.7.6) (∆, P ) 7→ 〈∆, P 〉 := (∆P )∣∣
Y0=Y1=···=Yn=···=0
: K[∂]×A→ K.
It is easy to check that 〈∂i, Y j〉 = i! if i = j and 〈∂i, Y j〉 = 0 otherwise. Thus the
pairing (12.7.6) is non-degenerate, and (∂i) is a basis for the K-module K[∂]. So
for each ∆ ∈ K[∂] there is a unique family (ai) in K such that ai = 0 for all but
finitely many i and ∆ =
∑
i ai∂
i. Put
K[∂<n] = K[∂0, . . . , ∂n−1], so
K[∂<m] ⊆ K[∂<n] ⊆ K[∂] for m 6 n, and
K[∂] =
⋃
n
K[∂<n].
Note that if ∆ ∈ K[∂], then ∆(K[Y<n]) ⊆ K[Y<n], and the K-linear map
∆ 7→ ∆|K[Y<n] : K[∂]→ End
(
K[Y<n]
)
is injective on K[∂<n].
For each family (ai) in K, the family (ai∂i) of endomorphisms of the K-module A
is summable with respect to the trivial filtration on the K-module A, so we have
an endomorphism ∆ :=
∑
i ai∂
i ∈ End(A). We let K[[∂]] be the K-submodule
of End(A) consisting of the endomorphisms
∑
i ai∂
i where (ai) is a family in K.
By the properties of the pairing (12.7.6) there is for each ∆ ∈ K[[∂]] a unique
family (ai) in K with ∆ =
∑
i ai∂
i. For any families (ai) and (bj) in K,(∑
i
ai∂
i
)∑
j
bj∂
j
 = ∑
k
 ∑
i+j=k
aibj
 ∂k.
Thus K[[∂]] is a commutative K-subalgebra of End(A) which contains K[∂] as a
subalgebra. We call the elements of K[[∂]] partial differential operators on A.
We say that ∆ =
∑
i ai∂
i ∈ K[[∂]] as above is homogeneous of order r ∈ N if
ai = 0 whenever |i| 6= r. Note that if P ∈ A has degree 6 d and ∆ ∈ K[[∂]] is
homogeneous of order r, then deg∆(P ) 6 d− r; so if d < r, then ∆(P ) = 0.
Let a sequence Φ = (Φn) in K[[∂]] be given; put
Φi := Φi00 Φ
i1
1 · · ·Φinn · · · ∈ K[[∂]].
For ∆ =
∑
i ai∂
i ∈ K[∂] (all ai ∈ K, and ai = 0 for all but finitely many i), set
∆(Φ) :=
∑
i
aiΦ
i ∈ K[[∂]].
Routine arguments show:
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Lemma 12.7.20. The map ∆ 7→ ∆(Φ) is the unique K-algebra morphism from K[∂]
into K[[∂]] with ∂n(Φ) = Φn for each n. If ∆ ∈ K[∂] is homogeneous of order r
and each Φn is homogeneous of order s, then ∆(Φ) is homogeneous of order rs.
Notes and comments. General references on locally nilpotent derivations and
exponential automorphisms of finite-dimensional polynomial rings are [132, 143,
307]. Our usage of “triangular” differs from these sources, where a K-derivation ∆
of K[Y<n] is called triangular if it satisfies the hypothesis of Lemma 12.7.4. Propo-
sition 12.7.1 is [132, Proposition 2.1.3], with a different proof. In connection
with Proposition 12.7.13, it follows from a theorem of Maurer [290] and Weitzen-
böck [463] that if K is a field and ∆ is a strictly triangular K-derivation of A,
then for each n the K-algebra A∆ ∩ K[Y<n] is finitely generated; see also [307,
Theorem 6.2.1].
The power series itlog(ez −1) ∈ Q[[z]] ⊆ C((z)) is d-transcendental over the
differential subfield of C((z)) consisting of the convergent Laurent series, with d/dz
as the derivation on C((z)); see [17].
12.8. Application to Differential Polynomials
In this section K is a differential field and Y is a differential indeterminate over K.
We apply the material in Section 12.7 to the K-algebra A = K{Y } = K[Y0, Y1, . . . ]
where Yn = Y (n) for each n. Throughout this section P ∈ A and φ ∈ K×. As in
Section 5.7, let δ = φ−1∂ be the derivation of the compositional conjugate Kφ of K.
Consider the unitriangular K-automorphism Υφ of A defined by
(12.8.1) MΥφ =
(
φ−jF ji (φ)
)
i,j
=
1 0 0 0 0 · · ·
1 φ′/φ2 φ′′/φ3 φ(3)/φ4 · · ·
1 3φ′/φ2 4φ′′/φ3 + 3(φ′)2/φ4 · · ·
1 6φ′/φ2 · · ·
1 · · ·
. . .

.
Expressed in terms of the δn(φ), this is
MΥφ =
(
φ−jGji (φ)
)
i,j
=

1 0 0 0 · · ·
1 δ(φ)/φ δ2(φ)/φ+ δ(φ)2/φ2 · · ·
1 3δ(φ)/φ · · ·
1 · · ·
. . .
 .
We also define the diagonal K-automorphism Ξφ of A by
MΞφ = diag(φ
i) =

1
φ
φ2
φ3
. . .
 .
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Thus Pφ = (Υφ ◦Ξφ)(P ). If P is isobaric of weight w ∈ N, then Ξφ(P ) = φwP and
hence Pφ = φw Υφ(P ). We set
∇φ := logΥφ ∈ trder1K .
Then by Lemma 12.7.11 we have:
Lemma 12.8.1. Suppose P is isobaric of weight w ∈ N. Then (Pφ)[w] = φwP and
for n > 1: (Pφ)[w−n] = φ
w
∑
i1,...,ik
1
k!
(∇φ,i1 · · · ∇φ,ik)(P ),
summed over the (i1, . . . , ik) with k > 1, i1, . . . , ik > 1 and i1 + · · ·+ ik = n. So
(Pφ)[w−1] = φ
w∇φ,1(P ), (Pφ)[w−2] = φw
(∇φ,2 + 12 (∇φ,1)2)(P ).
In the next lemma x ∈ K satisfies x′ = 1, and t := 1x , so Υt = Υ by (5.7.4), and
thus ∇t = ∇, and ∇t,1 = ∇1 as well as ∇t,2 = ∇2.
Lemma 12.8.2. Suppose P is isobaric of weight w ∈ N. Then the following condi-
tions are equivalent:
(i) P ∈ K[Y, Y ′],
(ii) P ∈ K[Y ] · (Y ′)w,
(iii) Pφ is isobaric of weight w, for every φ,
(iv) P t is isobaric of weight w,
(v) P t = twP .
In (v), twP lies in the differential ring K{Y } and P t in its compositional conju-
gate Kt{Y }, but the equality makes sense as these differential rings have the same
underlying ring A = K[Y, Y ′, . . . ].
Proof. (i)⇒ (ii)⇒ (iii)⇒ (iv) is clear, and (iv)⇒ (v) follows from Lemma 12.8.1.
To show (v) ⇒ (i), suppose P t = twP . Then Υ(P ) = Υt(P ) = t−wP t = P and
hence P ∈ K[Y, Y ′] by Corollary 12.7.18. 
By Lemma 12.7.15, the matrix MΥ is the iteration matrix of the formal power
series log(1 + z). More generally, the matrix MΥφ from (12.8.1) is an iteration
matrix as a consequence of the next proposition:
Proposition 12.8.3. Set
fφ :=
∞∑
n=1
φ(n−1)
zn
n!
= φz + φ′
z2
2!
+ φ′′
z3
3!
+ · · · ∈ zK[[z]]
and
Fφ :=
(
F ji (φ)
)
i,j∈N
=

1 0 0 0 0 · · ·
φ φ′ φ′′ φ(3) · · ·
φ2 3φφ′ 4φφ′′ + 3(φ′)2 · · ·
φ3 6φ2φ′ · · ·
φ4 · · ·
. . .

∈ trK .
Then JfφK = Fφ.
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Proof. This amounts to showing that for i 6 j,
Bij
(
φ, φ′, . . . , φ(j−i)
)
= F ji (φ)
where Bij(y1, . . . , yj−i+1) ∈ Q[y1, . . . , yj−i+1] is the Bell polynomial defined in Sec-
tion 12.5. Let x, z be distinct indeterminates, and note that ∂∂x and ∂ :=
∂
∂z are
commuting K-derivations on K[[x, z]]. With R := K[x], these two derivations map
the subring R[[z]] of K[[x, z]] into R[[z]]. With the nonnegative filtration (znR[[z]])
on R[[z]], the restriction of ∂ to R[[z]] is a continuous R-derivation on R[[z]]. Set
a := exfφ ∈ 1 + zR[[z]], so
(12.8.2) a =
∞∑
j=0
(
j∑
i=0
Bij(φ, φ
′, . . . )xi
)
zj
j!
in R[[z]]
by Corollary 12.5.3. Also ∂a∂x = fφa. Below we set
θ := ∂(fφ) = φ+ φ
′z + φ′′
z2
2!
+ · · · ∈ K[[z]]× ⊆ R[[z]]×,
so ∂(a) = xθa. Hence with δ denoting the derivation θ−1∂ of R[[z]], we have
δ(a) = θ−1∂(a) = xa, so δn(a) = xna for all n and thus, by the definition of the
differential polynomials F jn:
(12.8.3) a−1∂j(a) =
j∑
n=0
F jn(θ)x
n.
Let i 6 j. Applying ∂
i
∂xi to the left-hand side of (12.8.3) and using
∂a
∂x = fφa yields
∂i
∂xi
(
a−1∂j(a)
)
=
∂i
∂xi
(
a−1
∂ja
∂zj
)
=
i∑
k=0
(
i
k
)
∂ka−1
∂xk
· ∂
i+j−ka
∂xi−k∂zj
=
i∑
k=0
(
i
k
)
(−1)kfkφa−1 ·
∂i+j−ka
∂xi−k∂zj
in K[[x, z]], and so by (12.8.2),
(12.8.4)
1
i!
∂i
∂xi
(
a−1∂j(a)
) ∣∣∣∣∣
x=z=0
=
1
i!
∂i+ja
∂xi∂zj
∣∣∣∣∣
x=z=0
= Bij(φ, φ
′, . . . ).
Applying 1i!
∂i
∂xi to the right-hand side of (12.8.3) yields
1
i!
∂i
∂xi
(
j∑
n=0
F jn(θ)x
n
)
= F ji (θ) + terms of positive degree in x, in K[[x, z]],
hence
1
i!
∂i
∂xi
(
j∑
n=0
F jn(θ)x
n
) ∣∣∣∣∣
x=0
= F ji (θ).
Also, for k ∈ N,
∂kθ = ∂k+1(fφ) = φ
(k) + φ(k+1)z + φ(k+2)
z2
2!
+ · · · ,
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hence ∂kθ
∣∣
z=0
= φ(k), and thus
(12.8.5)
1
i!
∂i
∂xi
(
j∑
n=0
F jn(θ)x
n
)∣∣∣∣∣
x=z=0
= F ji (θ)
∣∣
z=0
= F ji (φ).
Equality (12.8.3) together with (12.8.4) and (12.8.5) now yields the claim. 
As desired, we can now interpret MΥφ as an iteration matrix. Recall from Sec-
tion 5.8 the definition of the Riccati polynomials Rn.
Corollary 12.8.4. Let
gφ : =
∞∑
n=1
(
φ(n−1)
φn
)
zn
n!
=
∑
n>1
(
Rn−1(φ
†)
φn−1
)
zn
n!
∈ z + z2K[[z]].
Then JgφK =MΥφ .
Proof. Let fφ and Fφ be as in Proposition 12.8.3. Then we have gφ = fφ◦(φ−1z),
hence JgφK = JfφK · Jφ−1zK = Fφ · diag(φ−i) =MΥφ , as claimed. 
The next proposition shows that the derivation ∇φ,n is a certain scalar multiple
of ∇n for n = 1, 2. This fact will be very useful in Chapter 13:
Proposition 12.8.5. For n = 1, 2 there is a polynomial Gn ∈ Q[Y1, . . . , Yn], iso-
baric of weight n and independent of φ and K, such that
∇φ,n = φ−nGn
(
R1(φ
†), . . . , Rn(φ
†)
)∇n.
In more detail, with λ := −φ† and ω := −(2λ′ + λ2) = 2(φ†)′ − (φ†)2, we have
∇φ,1 = φ−1
(−R1(φ†))∇1 = (λ/φ)∇1,
∇φ,2 = φ−2
(
2R2(φ
†)− 3R1(φ†)2
)∇2 = (ω/φ2)∇2.
The proof below shows: if n > 1 and the coefficient of zn+1 in itlog
(
log(1 + z)
)
is
not zero, then there is a Gn as in the first sentence of the lemma.
Proof. Let g = gφ =
∑∞
n=1 gn
zn
n! , where gn = φ
(n−1)/φn for n > 1, be the unitary
power series from Corollary 12.8.4, and let h =
∑∞
n=2 hn
zn
n! (hn ∈ K for n > 2) be
the iterative logarithm of g. Then M∇φ = log JgK = 〈〈h〉〉. Let n > 1. Then
M∇φ,n = hn+1 diagn
(
i+ n
n+ 1
)
.
Recall that we have an isobaric polynomial Hn+1 ∈ Q[Y1, . . . , Yn] of weight n with
hn+1 = Hn+1(g2, . . . , gn+1) = φ
−nHn+1
(
R1(φ
†), . . . , Rn(φ
†)
)
.
It remains to use Lemma 12.7.16 and (12.5.5). 
Remark. It is sometimes convenient to express the transformation factors in the
previous proposition in terms of the derivation δ = φ−1∂ of K:
φ−1λ = −φ−1δ(φ) φ−2ω = φ−2(2φδ2(φ)− δ(φ)2).
From the previous proposition and Lemma 12.8.1 we obtain:
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Corollary 12.8.6. Suppose P is nonzero and set w = wt(P ) and Q := Pφ. Then
with λ = −φ† and ω = −(2λ′ + λ2),
Q[w] = φ
wP[w],
Q[w−1] = φ
w−1
[
P[w−1] + λ∇1(P[w])
]
,
Q[w−2] = φ
w−2
[
P[w−2] + λ∇1(P[w−1]) +
(
ω∇2 + 12λ2∇21
)
(P[w])
]
.
Additive and multiplicative conjugates of partial differential operators.
This is for use in Section 14.4 below and concerns partial differential operators on
the K-algebra A = K{Y }, using the notions defined at the end of Section 12.7.
Lemma 12.8.7. Let ∆ ∈ K[[∂]] and h ∈ K. Then
(∆P )+h = ∆(P+h).
Proof. For ∆ = ∂i, this is (4.3.3). It extends easily, first to products ∆ =
a∂i00 · · · ∂inn with a ∈ K, and next to ∆ as an infinite sum of such products. 
As to multiplicative conjugation, let ∆ range over K[∂] rather than over K[[∂]].
Lemma 12.8.8. Suppose h ∈ K×. There is a unique K-algebra morphism
∆ 7→ ∆×h : K[∂]→ K[[∂]]
such that for all ∆, P we have
(12.8.6) (∆×hP )×h = ∆(P×h).
If ∆ is homogeneous of order r, then so is ∆×h.
Proof. If ∆ 7→ ∆×h : K[∂] → K[[∂]] is a K-algebra morphism satisfying (12.8.6)
for all ∆, P , then ∆×hP =
(
∆(P×h)
)
×h−1
for all ∆, P , so there is at most one
such K-algebra morphism. For existence, let ∆ 7→ ∆×h be the unique K-algebra
morphism from K[∂] to K[[∂]] sending each ∂i to
(∂i)×h :=
∑
j>i
(
j
i
)
h(j−i)∂j .
Then (12.8.6) holds for all ∆, P by the identity (4.3.4). 
For h = 1 we have ∆×1P = ∆P , and for h ∈ K×,
deg∆×h(P ) = deg∆(P×h), wt∆×h(P ) = wt∆(P×h).
Notes and comments. Bank [35, Lemma 13] proves Lemma 12.8.2 for P ∈
C{Y }, C = C, by analytic techniques. Babakhanian [31, Theorem 8.3] has an
algebraic proof, different from ours, for P ∈ C{Y }. Similar results play a role in
the Newton diagram method for differential polynomials developed by Bank [35]
and Strodt [437, 438]. It might be interesting to relate the Bank-Strodt method
to our Newton diagram method from Chapters 13 and 14.

CHAPTER 13
The Newton Polynomial
In this chapter K is a d-valued field of H-type with asymptotic integration and
small derivation. We also assume that K is equipped with a monomial group M,
and let m, n range over M. As usual, (Γ, ψ) is the asymptotic couple of K. The
unique element of Γ> fixed by ψ is denoted by 1, so Ψ < 1 + 1. We let γ range
over Γ, and φ over the active elements of M in K, so Kφ inherits the properties
we imposed on K. Throughout, P ∈ K{Y } 6=. We now present an overview of the
main results to be established in this chapter.
Since K is d-valued, we have an isomorphism
c 7→ c = c+ O : C → k = O/O
from its constant field C (with its trivial derivation) onto the differential residue
field k of K, and below we identify C with k via this isomorphism. We also extend
the residue map a 7→ a : O → C to the differential ring morphism
Q 7→ Q : O{Y } → C{Y }
that sends Y (n) to Y (n) for each n. The constant field C of K is also the constant
field of Kφ, and so C{Y } is a common differential subring of all Kφ{Y }. As we
did with K, we identify C with the differential residue field of Kφ, and extend the
residue map a 7→ a : Oφ → C to the differential ring morphism
Q 7→ Q : Oφ{Y } → C{Y },
where Oφ is the valuation ring O of Kφ viewed as a differential subring of Kφ.
We now use M to associate to P ∈ K{Y } 6= its dominant monomial dP ∈ M and
its dominant part DP ∈ C{Y }:
dP ∈M with dP ≍ P , DP = d−1P P ∈ C{Y }.
(This is in agreement with Section 6.6. Another choice of M would multiply DP by
a factor in C×.) Likewise, dPφ ∈M and DPφ ∈ C{Y } for each φ. As in Chapter 11
a condition S(φ) on elements φ is said to hold eventually if there is an active φ0
in K such that S(φ) holds for all φ 4 φ0.
Proposition 13.0.1. Given any P there exists a differential polynomial N ∈ C{Y }
such that eventually DPφ = N .
This fact is derived in Section 13.1. We define the Newton polynomial of P
to be the differential polynomial N in Proposition 13.0.1, and denote it by NP .
Section 13.2 contains some elementary results about these Newton polynomials. In
Section 13.3 we establish a key consequence of ω-freeness:
Theorem 13.0.2. Suppose K is ω-free. Then NP ∈ C[Y ](Y ′)N for all P .
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For ω-free K this allows us to describe explicitly the behavior of P (y) near the
constant field, not just in K, but in any d-valued field extension of K of H-type.
Another key consequence of ω-freeness proved in this chapter concerns eventual
equalizers. To explain this, let Γ be divisible, and let P,Q ∈ K{Y } 6= be homoge-
neous of degrees d > e. By the Equalizer Theorem from Chapter 6 there is for each
φ an a ∈ K× such that Pφ×a ≍ Qφ×a. We show in Section 13.5 that for sufficiently
high vφ we can take such a independent of φ, provided K is ω-free:
Theorem 13.0.3. If K is ω-free, Γ is divisible, and P,Q ∈ K{Y } 6= are homoge-
neous of degrees d > e, then there exists a ∈ K× such that, eventually, Pφ×a ≍ Qφ×a.
In Section 13.6 we consider more generally any ungrounded H-asymptotic field E
with ΓE 6= {0} and prove for such E:
Theorem 13.0.4. If E is ω-free and F is a d-algebraic d-valued field extension
of E of H-type, then Γ<E is cofinal in Γ
<
F , and F is ω-free.
In Section 13.6 we also extend the Eventual Equalizer Theorem 13.0.3 to ω-free E.
Section 13.7 contains the construction, for any E that is λ-free but not ω-free, of a
canonical extension E〈γ〉 generated over E by a solution γ of a certain second-order
differential equation. Section 13.8 on unraveling asymptotic equations is technical,
but crucial in the next chapter. The last section describes some concrete H-fields
R〈ω〉 ⊆ R〈λ〉 ⊆ R〈γ〉 with interesting generic features.
13.1. Revisiting the Dominant Part
We derived some basic facts on the dominant part of P in Section 6.6, and here we
add to this in the more special setting of this chapter. Recall that in this setting DP
is defined using our monomial group M of K. Thus dmP = mdP and DmP = DP .
If a ∈ O and P (a) = 0, then DP (a) = 0.
Elementary facts on the dominant part. We represent P as
P = dPDP + RP with RP ∈ K{Y }, RP ≺ P .
Note that if RP 6= 0, then
wm(P ) 6 wm(RP ) 6 wt(RP ) 6 wt(P ).
It will also be convenient to define dQ and DQ for Q = 0 ∈ K{Y } by d0 := 0 ∈ K
and D0 := 0 ∈ C{Y }. If Q ∈ K{Y }, then dPQ = dP dQ and DPQ = DPDQ.
Lemma 13.1.1. Let Q ∈ C{Y }, Q /∈ C. Then P (Q) 6= 0, and
dP (Q) = dP , DP (Q) = DP (Q), RP (Q) = RP (Q).
(In particular, DP+c = (DP )+c for c ∈ C and DP×c = (DP )×c for c ∈ C×.)
Proof. We have
P (Q) = dPDP (Q) +RP (Q)
where RP (Q) ≺ P and DP (Q) ∈ C{Y } 6= by Lemma 4.3.12. So P (Q) ≍ dP , hence
dP (Q) = dP , and thus DP (Q) = DP (Q), and RP (Q) = RP (Q). 
Lemma 13.1.2. Suppose P is homogeneous. Then DP is homogeneous and
DRi(P ) = Ri(DP ) in C{Z}.
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Proof. Clearly DP is homogeneous. From P = dPDP +R, we get
Ri(P ) = dP Ri(DP ) + Ri(R),
with Ri(DP ) ∈ C{Z}, Ri(DP ) 6= 0, and v(Ri(R)) = v(R) > v(P ) = v(dP ). This
gives the desired result. 
The case that DP ∈ C[Y ](Y ′)N is important later in this chapter. The next lemma
concerns the even more special caseDP ∈ C[Y ], except that we use Z rather than Y
as the indeterminate, since the lemma will be applied to differential polynomials
obtained from Riccati transforms.
Lemma 13.1.3. Assume Q ∈ K{Z} 6= and DQ ∈ C[Z]. Then DQφ = DQ for φ 4 1.
Proof. We have Q = dQDQ + RQ, with Q ≻ RQ. Then for φ 4 1 we have
Qφ = dQDQ+(RQ)
φ, with (RQ)φ 4 RQ ≺ dQ by Lemma 11.1.1, so DQφ = DQ. 
From the dominant part to the Newton polynomial. If φ0 ∈ M is active
in K and φ 4 φ0 is such that w = dwt(Pφ) = dwm(Pφ0), then
(13.1.1) dPφ = (φ/φ0)
wdPφ0 ,
by Corollary 11.1.11(i), with Kφ0 in the role of K. Moreover:
Lemma 13.1.4. Suppose φ 4 1 and dwm(Pφ) = dwt(P ) = w. Then dPφ = φwdP ,
and DP is isobaric of weight w with DPφ = DP .
Proof. If φ = 1, then the lemma holds trivially, so assume φ ≺ 1. Then dPφ =
φwdP by Corollary 11.1.11(ii) and (13.1.1). Also, by Corollary 11.1.11(iii),
DPφ =
∑
v((Pφ)[σ])=v(Pφ)
(
(Pφ)[σ]/dPφ
)
Y [σ] =
∑
v(P[σ])=v(P )
φwP[σ]/φwdP Y
[σ]
=
∑
v(P[σ])=v(P )
P[σ]/dP Y
[σ] = DP ,
and DP is isobaric of weight w. 
Recall from Section 11.1 the definition of the Newton weight nwt(P ) of P :
nwt(P ) = dwt(Pφ) = dwm(Pφ), eventually,
and so Lemma 13.1.4 yields a differential polynomial N ∈ C{Y } such that
DPφ = N, eventually.
Definition 13.1.5. TheNewton polynomial of P is the unique NP ∈ C{Y } such
that eventually DPφ = NP . By convention, NQ := 0 ∈ C{Y } for Q = 0 ∈ K{Y }.
Clearly NP is isobaric of weight nwt(P ), and if dwt(P ) = nwt(P ), then DP = NP .
In particular, if P ∈ K[Y, Y ′], then NP ∈ C[Y ](Y ′)N. Our NP depends on the
monomial group M of K, but the Newton polynomial of P obtained with another
choice of M equals cNP for some c ∈ C×. If we want to stress the dependence
of NP on K equipped with its monomial group M, we write NKP for NP .
Example. Suppose P = Q(Y ) · (Y ′)w where Q ∈ K[Y ] 6= and w ∈ N. Then
Pφ = φwP for every φ, hence nwt(P ) = w and NP = DQ · (Y ′)w.
Example. Suppose DP ∈ C[Y ]. Then DPφ = DP for every φ 4 1, by Lem-
ma 13.1.3, hence NP = DP .
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The Newton polynomials NP×m of the multiplicative conjugates P×m play a role in
detecting zeros of P . To explain this, let f ∈ K×, and let (c,m) be the unique pair
with c ∈ C× such that f ∼ cm. With these notations:
Lemma 13.1.6. Suppose P (f) = 0. Then NP×m(c) = 0, and thus nwt(P×m) > 1
or NP×m is not homogeneous.
Proof. We can reduce to the case that v(f) = 0, v(P ) = 0 and NP = DP , so
m = 1 and f = c+ ε, ε ≺ 1, hence
0 = P (f) = NP (c+ ε) +RP (f) = NP (c) + g, with g ≺ 1,
so NP (c) = 0. If wt(NP ) = 0, then NP ∈ C[Y ] and NP is not homogeneous. 
Motivated by this lemma we define a monomial m to be a starting monomial
for P if nwt(P×m) > 1 or NP×m is not homogeneous; equivalently, NP×m /∈ CY N.
We call m an algebraic starting monomial for P if NP×m is not homogeneous.
Note: if m is a starting monomial for P , then ndegP×m > 1. Also, m is an algebraic
starting monomial for P iff m/n is an algebraic starting monomial for P×n. By
Corollary 11.2.5, P has at most degP −mulP algebraic starting monomials. But
some P have infinitely many starting monomials:
Example 13.1.7. Let K be the H-subfield R(eRx, ℓR0 , ℓ
R
1 , . . . ) of T, with monomial
group M =
⋃
n e
Rx ℓR0 · · · ℓRn. Then K is ω-free, and for P := Y ′′Y − (Y ′)2 and
every r ∈ R we have P (erx) = 0, so erx is a starting monomial for P .
Call f ∈ K× an approximate zero of P if NP×m(c) = 0, where (c,m) is the unique
pair in C××M with f ∼ cm; the multiplicity of f as an approximate zero of P is
then by definition the multiplicity of NP×m at c as defined just before Lemma 4.3.3.
If P (f) = 0, then f is an approximate zero of P by Lemma 13.1.6.
In the next section we derive various useful properties of these Newton polynomials.
We now continue with technicalities about dominant parts as needed later.
Decomposing Pφ. The identities (13.1.2) below provide a useful decomposition
of Pφ for isobaric P . Accordingly, the asymptotic equivalence from Lemma 11.1.8
will be improved in Lemma 13.1.8. For 0 6 k 6 n we define εnk (φ) ∈ K by
εn0 (φ) = ε
n
n(φ) = 0, ε
n
k (φ) = 0 if φ
′ = 0,
Fnk (φ) =
[
n
k
]
φk(φ†)n−k
(
1 + εnk (φ)
)
,
so εnk(φ) ≺ 1 if φ† ≻ φ. Given τ = τ1 · · · τd > σ = σ1 · · ·σd we put
ετσ(φ) : = −1 +
d∏
i=1
(
1 + ετiσi(φ)
)
, so
F τσ (φ) =
[
τ
σ
]
φ‖σ‖(φ†)‖τ‖−‖σ‖
(
1 + ετσ(φ)
)
,
and if φ† ≻ φ, then ετσ(φ) ≺ 1. By Lemma 5.7.4,
(Pφ)[σ] = φ
‖σ‖
∑
τ>σ
[
τ
σ
]
(φ†)‖τ‖−‖σ‖
(
1 + ετσ(φ)
)
P[τ ].
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For i ∈ N we define
Pφ,i :=
∑
‖σ‖=i
∑
τ>σ
[
τ
σ
](
1 + ετσ(φ)
)
P[τ ]
 Y [σ] ∈ K{Y },
so Pφ,i is isobaric of weight i. Note also that Pφ,0 = P[0] is the isobaric part of P
of weight 0. If P is isobaric of weight w, then Pφ,w = P and
(13.1.2) Pφ =
w∑
i=0
φi(φ†)w−iPφ,i, (Pφ)[i] = φ
i(φ†)w−iPφ,i for i = 0, . . . , w.
Suppose x ∈ K satisfies x ≻ 1 and x′ = 1, and set t := 1/x. Then t = x† and
(13.1.3) P t,i =
∑
‖σ‖=i
∑
τ>σ
[
τ
σ
]
P[τ ]
 Y [σ].
(To see this, note that Lemma 5.7.6 gives εnk (t) = 0 for all n and k = 0, . . . , n.) The
following lemma compares Pφ,i and P t,i.
Lemma 13.1.8. The Pφ,i have the following properties:
(i) if wt(P ) = w > 0, then Pφ,w−1 = P t,w−1;
(ii) if P is isobaric of weight w > 0, then Pφ,w−1 = −∇1(P );
(iii) if φ† ≻ φ, then for all i ∈ N,
v
(
Pφ,i − P t,i) > v(P ) + ψ(ψ(vφ) − vφ)− ψ(vφ) > v(P ).
Proof. For (i), Example 5.7.7 shows that for σ 6 τ with ‖τ‖ 6 ‖σ‖+ 1,
F τσ (φ) =
[
τ
σ
]
φ‖σ‖(φ†)‖τ‖−‖σ‖.
For (ii), use (i), the second identity in (13.1.2) for φ = t and i = w − 1, and
Lemma 12.8.1 for φ = t, taking into account that ∇t,1 = ∇1. For (iii), use the
remark following Lemma 11.1.6 and the proof of Lemma 11.1.7. 
Even if K does not contain an element x ≻ 1 with x′ = 1, we define P t,i ∈
K{Y } by (13.1.3), and then Lemma 13.1.8 goes through. To see this, use that
by Proposition 10.2.7 there is an x ≻ 1 with x′ = 1 in an immediate asymptotic
extension of K.
More on the case that DP ∈ C[Y ](Y ′)N and RP ≺♭ P . We recall from the
subsection on flattening in Section 9.4 the convention on using ≺♭, etcetera, to
denote, not only a certain binary relation on K, but also its extension to K〈Y 〉.
Lemma 13.1.9. Assume DP ∈ C[Y ](Y ′)N, RP ≺♭ P , and φ 4 1. Then
DPφ = DP = NP , (RP )
φ = RPφ , RPφ ≺♭ Pφ.
Proof. From P = dPDP +RP with DP ∈ C[Y ](Y ′)n we obtain
Pφ = φndPDP + (RP )
φ in Kφ{Y }.
From 0 6 vφ < 1 + 1 we get φ ≍♭ 1. By Lemma 11.1.1 with v♭ in place of v,
(RP )
φ ≍♭ RP ≺♭ P ≍♭ φndP ≍♭ Pφ,
so DPφ = DP . As this holds for all φ 4 1, we get DP = NP . 
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Here is a slight variant, with almost the same proof:
Lemma 13.1.10. Assume DP ∈ C[Y ](Y ′)N, φ 4 1, and RP ≺ φnP for all n. Then
DPφ = DP , (RP )
φ = RPφ , RPφ ≺ φnPφ for all n.
Proof. From P = dPDP +RP with DP ∈ C[Y ](Y ′)m we obtain
Pφ = φmdPDP + (RP )
φ in Kφ{Y }.
By Lemma 11.1.1 we have
(RP )
φ 4 RP ≺ φnP for all n,
hence (RP )φ ≺ φmdP ≍ Pφ, so DPφ = DP . 
The next lemma and its corollary will only be needed in Section 14.4. For i ∈ N
and Q ∈ K{Y }, let ∂iQ := ∂Q∂Y (i) denote the partial derivative of Q with respect
to Y (i). With this notation, we have:
Lemma 13.1.11. Suppose DP ∈ C[Y ](Y ′)N and RP ≺♭ P . Let i ∈ {0, 1} be such
that ∂iDP 6= 0. Then ∂iP ≍ P and
D∂iP = ∂iDP ∈ C[Y ](Y ′)N, R∂iP ≺♭ ∂iP.
Proof. From ∂iP = dP ∂iDP +∂iRP and ∂iRP 4 RP ≺♭ P , we obtain d∂iP = dP ,
D∂iP = ∂iDP , and R∂iP = ∂iRP ≺♭ ∂iP . 
Corollary 13.1.12. Suppose DP ∈ C[Y ](Y ′)N and RP ≺♭ P . Let k, l ∈ N be such
that ∂
k+lDP
∂Y k∂(Y ′)l 6= 0. Then for Q := ∂
k+lP
∂Y k∂(Y ′)l we have Q ≍ P and
∂k+lDP
∂Y k∂(Y ′)l
= DQ = NQ, RQ ≺♭ Q.
In the next lemma we use notation introduced in the preceding subsection.
Lemma 13.1.13. Suppose φ 4 1 and dwm(Pφ) = dwt(P ). Then
RPφ = (RP )
φ +
w−1∑
i=0
dP · φi(φ†)w−i · (DP )φ,i where w := dwm(P ).
Proof. By (13.1.2) we have
(DP )
φ = φwDP +
w−1∑
i=0
φi(φ†)w−i · (DP )φ,i.
Using (13.1.1) we obtain
Pφ = dP (DP )
φ + (RP )
φ
= dPφDP + (RP )
φ +
w−1∑
i=0
dP · φi(φ†)w−i · (DP )φ,i.
This yields the displayed formula for RPφ , since DPφ = DP by Lemma 13.1.4. 
Recall from Section 9.4 that ≺♭φ refers to the flattening v♭φ of the valuation v of Kφ.
Lemma 13.1.14. Suppose φ 4 1, RP ≺♭φ P and dwm(Pφ) = dwt(P ). Then
(RPφ)[w] ≺♭φ Pφ for all w > dwm(P ).
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Proof. Let w > dwm(P ). By the last lemma (RPφ)[w] =
(
(RP )
φ
)
[w]
. Hence
v
(
(RPφ)[w]
)
> wvφ + v(RP ) > v(P
φ) + v(RP )− v(P )
by Lemma 11.1.10 and Corollary 11.1.11. By assumption v♭φ(RP ) > v
♭
φ(P ), so
v♭φ
(
(RPφ)[w]
)
> v♭φ(P
φ) + v♭φ(RP )− v♭φ(P ) > v♭φ(Pφ). 
Behavior of P (y). If DP ∈ C[Y ](Y ′)N and RP ≺♭ P , then we have a good
description of vP (y) in the region 1 6≍ y ≍♭ 1, even in suitable extensions of K:
Lemma 13.1.15. Suppose DP ∈ C[Y ](Y ′)N and RP ≺♭ P . Then we have for every
d-valued field extension L of H-type of K and all y ∈ L,
1 ≺ y ≍♭ 1 =⇒ v(P (y)) = v(P ) + ddeg(P ) vy + dwt(P )ψL(vy),
1 ≻ y ≍♭ 1 =⇒ v(P (y)) = v(P ) + dmul(P ) vy + dwt(P )ψL(vy).
Moreover, if K is equipped with an ordering making K an H-field, then there are
σ, τ ∈ {−1,+1} such that for all H-field extensions L of K and all y ∈ L>,
1 ≺ y ≍♭ 1 =⇒ signP (y) = σ,
1 ≻ y ≍♭ 1 =⇒ signP (y) = τ.
Proof. After dividing P by dP we may assume that v(P ) = 0, so
P = DP +RP where v♭(RP ) > 0.
We have DP = D(Y ) · (Y ′)w where D ∈ C[Y ], w = wt(DP ). Let L be a d-valued
field extension of H-type of K. Now 1 ∈ Γ♭ ⊆ Γ♭L, so ψL
(
(Γ♭L)
6=
) ⊆ Γ♭L. Let y ∈ L.
By these facts about L, if y 4♭ 1, then RP (y) ≺♭ 1. Also ddegP = degD + w and
dmulP = mulD + w. If y ≻ 1, then
v
(
DP (y)
)
= v(D(y)) + w v(y′) = (degD) vy + w
(
vy + ψL(vy)
)
,
and for y ≺ 1 these equalities hold with mulD instead of degD. Suppose now that
1 6≍ y ≍♭ 1. Then vy ∈ (Γ♭L)6=, and so ψL(vy) ∈ Γ♭L, hence
DP (y) ≍♭ 1, P (y) ∼♭ DP (y).
Suppose now that L is an H-field and y > 0. If 1 ≺ y ≍♭ 1, then y′ > 0, so
signP (y) = signD(y), which equals the sign of the coefficient of the highest degree
term of D. If 1 ≻ y ≍♭ 1, then y′ < 0, so signP (y) = (−1)w signD(y), and
signD(y) equals the sign of the coefficient of the lowest degree term of D. 
Remark. With the same assumptions as in Lemma 13.1.15, its proof also shows
that if ddegP > 0 and L is a d-valued field extension of H-type of K, then
u, y ∈ L, u ≍ 1 ≺ y ≍♭ 1 =⇒ P (u) ≺ P (y),
whereas if ddegP = 0 and L is a d-valued field extension of H-type of K, then
y ∈ L, y 4♭ 1 =⇒ P (y) ∼ P (0) ∼ P.
Notes and comments. In connection with Example 13.1.7 we mention that for P
of order 1 there are only finitely many starting monomials; we omit the proof, since
we do not use this fact later. In Section 14.2 we show that if K is ω-free and P has
degree 1, then P has only finitely many starting monomials.
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13.2. Elementary Properties of the Newton Polynomial
Note that from the definition of NP we get
Pφ = dPφNP +RPφ , eventually.
It is clear that NPφ = NP . We get NPQ = NPNQ for Q ∈ K{Y } 6= from the
corresponding properties of dominant parts. In particular,
NmP = NP , NuP = uNP for u ∈ K, u ≍ 1.
Below we prove some other basic facts about Newton polynomials.
Lemmas on Newton polynomials. We begin with an easy consequence of the
definitions and Corollary 11.1.11.
Lemma 13.2.1. Let w = nwt(P ). Then
DPφ = NP for all φ 4 1 ⇐⇒ DP = NP ⇐⇒ dwt(P ) = w.
Lemma 13.2.2. Let P = Q+R where Q,R ∈ K{Y } and R ≺♭ P . Then NP = NQ.
If also DP = NP , then DQφ = NP for all φ 4 1.
Proof. Note that Q 6= 0 and v(P ) = v(Q). Let φ 4 1. Then 0 6 vφ < 1 + 1, so
v(Qφ) 6 v(Q) + wt(Q)vφ < v(R) 6 v(Rφ).
Since Pφ = Qφ+Rφ, this gives v(Pφ) = v(Qφ) < v(Rφ), and so DPφ = DQφ . This
holds for all φ 4 1, so NP = NQ. If in addition DP = NP , then by Lemma 13.2.1
we obtain that DQφ = NP for all φ 4 1. 
Lemma 13.2.3. Suppose m ≺≺ n ≻♭ 1 and P = Q+R where R ≺n P . Then
NP×m = NQ×m .
Proof. For φ 4 1 we have Rφ ≍n R ≺n Q ≍n Qφ, by Corollary 11.1.13. Hence
replacing K, P , Q, R by Kφ, Pφ, Qφ, Rφ, respectively, for suitable φ 4 1, we
arrange that DP×m = NP×m and DQ×m = NQ×m . Then by Corollary 9.4.21:
R×m ≍n R ≺n Q ≍n Q×m,
so R×m ≺ Q×m and hence NP×m = DP×m = DQ×m = NQ×m . 
Corollary 13.2.4. Suppose n ≻ 1 and ndegP = ndegP×n = d. Set Q := P6d.
Then for all m ≺≺ n and all g 4 1 in K we have
NP+g,×m = NQ+g,×m .
Proof. After replacing K, P by Kφ, Pφ, respectively, for suitable φ, we may
assume that DP = NP , DP×n = NP×n , and n ≻♭ 1. Let R := P −Q = P>d. Then
by Corollary 9.4.20 we have R 4n n−1P ≺n P . Thus given g ∈ K41, Lemma 13.2.3
applies to P+g, Q+g, R+g in place of P , Q, R, respectively. 
Recall that P|i|′ is the subhomogeneous part of P of subdegree i (see Section 4.2).
By Corollary 5.7.5 we have (Pφ)|i|′ = (P|i|′)φ, and P
φ
|i|′ denotes either of these
without ambiguity. When studying NP , the following lemma sometimes allows us
to reduce to the case where P is homogeneous or subhomogeneous.
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Lemma 13.2.5.
NP =
∑
i
NP|i|′ =
∑
i
NPi ,
where the first sum ranges over all i ∈ N such that Pφ ≍ Pφ|i|′ eventually, and the
second sum ranges over all i ∈ N such that Pφ ≍ Pφi eventually.
Proof. We will only prove NP =
∑
iNP|i|′ . (To show NP =
∑
iNPi one argues in
an analogous way.) Below i ranges over elements of N with P|i|′ 6= 0, and likewise
with j. First, after replacing P by Pφ for suitable φ 4 1, we may assume that for
all φ 4 1 we have v(Pφ|i|′) = v(P|i|′ ) + nwt(P|i|′ )vφ and NP|i|′ = DPφ
|i|′
. Therefore,
for all i, j with nwt(P|i|′) 6= nwt(P|j|′), either Pφ|i|′ ≺ Pφ|j|′ eventually, or Pφ|i|′ ≻ Pφ|j|′
eventually. Hence, after replacing P by Pφ for suitable φ 4 1, we may assume that
for all i, j and all φ 4 1 we have P|i|′ ≺ P|j|′ iff Pφ|i|′ ≺ Pφ|j|′ . So for all i and φ 4 1,
P ≍ P|i|′ iff Pφ ≍ Pφ|i|′ , hence for all i, P ≍ P|i|′ iff Pφ ≍ Pφ|i|′ eventually. Thus for
each φ 4 1,
DPφ =
∑
Pφ
|i|′
≍Pφ
DPφ
|i|′
=
∑
P≍P|i|′
NP|i|′ ,
and this yields the claim. 
Lemma 13.2.6. Let P,Q ∈ K{Y } 6= be homogeneous of different degrees. Then
NP+Q ∈ {NP , NQ, NP +NQ}. Also, N(P+Q)×m is homogeneous for every monomi-
al m, with at most one exception.
Proof. Take φ such that
NP = DPφ , NQ = DQφ , NP+Q = DPφ+Qφ .
If v(Pφ) < v(Qφ), then NP+Q = DPφ = NP , and if v(Pφ) > v(Qφ), then NP+Q =
DQφ = NQ. If v(Pφ) = v(Qφ), then
NP+Q = DPφ+Qφ = DPφ +DQφ = NP +NQ,
since Pφ and Qφ are homogeneous of different degrees.
For the second claim of the lemma, assume degP = d < degQ = e. Sup-
poseN(P+Q)×m is not homogeneous. It suffices to show that then N(P+Q)×g = NP×g
for all nonzero g ≺ m in K. Towards proving this, we can arrange m = 1, so by the
argument above we have v(Pφ) = v(Qφ) for φ as above. Let g ∈ K×, g ≺ 1 and
set γ := vg, so γ > 0. Take φ as above such that in addition
NP×g = DPφ×g
, NQ×g = DQφ×g
, N(P+Q)×g = DPφ×g+Q
φ
×g
.
By Corollary 6.1.3 we have
v(Pφ×g) = v(P
φ) + dγ + o(γ) < v(Qφ×g) = v(Q
φ) + eγ + o(γ),
so N(P+Q)×g = NP×g by the proof of the first claim of the lemma. 
Let J be the finite nonempty set of j ∈ N such that Pj 6= 0; then P =
∑
j∈J Pj .
Corollary 13.2.7. There is a unique set I ⊆ J such that NP =
∑
i∈I NPi . This
set I is determined by the condition that for all i ∈ J ,
i ∈ I ⇐⇒ v(Pφi ) 6 v(Pφj ), eventually, for each j ∈ J .
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Proof. Use that for all i, j ∈ J , either v(Pφi ) < v(Pφj ), eventually, or v(Pφi ) =
v(Pφj ), eventually, or v(P
φ
i ) > v(P
φ
j ), eventually. 
Corollary 13.2.8. For all but finitely many m there is i ∈ J such that
NP×m = NPi,×m .
Proof. Let m be such that for all distinct i, j ∈ J the Newton polynomial
N(Pi+Pj)×m
is homogeneous. Then there is a (necessarily unique) i ∈ J such that v(Pφi,×m) <
v(Pφj,×m), eventually, for every j ∈ J \ {i}. For this i we have NP×m = NPi,×m . 
Cleanness. In Section 13.1, having both DP ∈ C[Y ](Y ′)N and RP ≺♭ P turned
out to be very strong. The next lemma shows that for divisible Γ the eventual form
of the first condition implies the eventual form of the second condition.
Lemma 13.2.9. Suppose Γ is divisible and NP ∈ C[Y ](Y ′)N. Then
RPφ ≺♭φ Pφ, eventually.
Proof. Set w := nwt(P ). After replacing P by Pφ for suitable φ 4 1, we may
assume w = dwm(P ) = dwm(Pφ) = dwt(P ) for all φ 4 1, and thus for all such φ,
DP = DPφ = NP , v(P
φ) = v(P ) + w vφ.
In particular, (DP )φ,i = 0 for i = 0, . . . , w− 1 for φ 4 1, so (RP )φ = RPφ for φ 4 1
by Lemma 13.1.13. If RP = 0, this gives RPφ = 0 for φ 4 1. So assume RP 6= 0.
Replacing P by Pφ for suitable φ 4 1, we arrange in addition:
v(RPφ) = v(RP ) + nwt(RP )vφ for all φ 4 1.
We need to show that ψφ
(
v(RPφ)−v(Pφ)
)
6 0, eventually. For this, we distinguish
three cases. Suppose first that nwt(RP ) > w. Then we have for φ ≺ 1,
0 < vφ 6 v(RP )− v(P ) +
(
nwt(RP )− w
)
vφ = v(RPφ)− v(Pφ).
Hence, if vφ > 1, then
0 > 1− vφ = ψφ(vφ) > ψφ(v(RPφ)− v(Pφ)).
Now assume nwt(RP ) < w. Let α :=
v(RP )−v(P )
w−nwt(RP )
∈ Γ>, and take β ∈ Γ 6= such that
β + ψ(β) = α. If vφ > ψ(β), then by Lemma 9.2.2,
ψφ
(
v(RPφ)− v(Pφ)
)
= ψ(α − vφ)− vφ 6 0.
Finally, if nwt(RP ) = w and vφ > ψ
(
v(RP )− v(P )
)
, then clearly
ψφ
(
v(RPφ)− v(Pφ)
)
6 0. 
Corollary 13.2.10. If Γ is divisible and P ∈ K[Y, Y ′], then
NP ∈ C[Y ](Y ′)N, and eventually RPφ ≺♭φ Pφ.
Let L be a d-valued field extension of H-type of K with asymptotic integration,
furnished with a monomial group ML ⊇M. Note that then L has small derivation,
and each φ is active in L. If in addition Γ> is coinitial in Γ>L , then N
L
P = NP . This
fact yields a variant of Lemma 13.2.9:
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Lemma 13.2.11. If K has rational asymptotic integration and NP ∈ C[Y ](Y ′)N,
then RPφ ≺♭φ Pφ, eventually.
Proof. The algebraic closure L of K has by Lemma 3.3.33 a monomial group
ML ⊇M, and Γ> is coinitial in Γ>L = (QΓ)>. Thus if L has asymptotic integration,
then NLP = NP ∈ C[Y ](Y ′)N, and Lemma 13.2.9 applies to L instead of K. 
In Section 13.3 we shall prove: K is ω-free ⇐⇒ NP ∈ C[Y ](Y ′)N for all P .
Corollary 13.2.12. Assume NP ∈ C[Y ](Y ′)N and eventually RPφ ≺♭φ Pφ. Then
there exists φ such that for every d-valued field extension L of H-type of K,
y ∈ L, 1 ≺ y ≍♭φ 1 =⇒ v
(
P (y)
)
= ve(P ) + ndeg(P ) vy + nwt(P )ψL(vy),
y ∈ L, 1 ≻ y ≍♭φ 1 =⇒ v
(
P (y)
)
= ve(P ) + nmul(P ) vy + nwt(P )ψL(vy).
If K is equipped with an ordering making K an H-field, then there are φ and
σ, τ ∈ {−1,+1} such that for all H-field extensions L of K and all y ∈ L>,
1 ≺ y ≍♭φ 1 =⇒ signP (y) = σ,
1 ≻ y ≍♭φ 1 =⇒ signP (y) = τ.
Proof. This follows from Lemma 13.1.15 and Corollary 11.1.15, since for y 6≍ 1 in
any d-valued field extension L of H-type of K we have
v(Pφ) + dwt(Pφ)ψφL(vy) = v
e(P ) + nwt(P )ψL(vy), eventually. 
Definition 13.2.13. We say that K is clean if for every P we have
NP ∈ C[Y ](Y ′)N, and eventually RPφ ≺♭φ Pφ.
Note that if K is clean, then so is each compositional conjugate Kφ.
Behavior under additive and multiplicative conjugation.
Lemma 13.2.14. Let c ∈ C and ε ∈ K, ε ≺ 1. Then
NP+c = (NP )+c, NP+ε = NP .
Proof. Eventually NP+c = D(P+c)φ . Since (P+c)
φ = (Pφ)+c, we have NP+c =
D(Pφ)+c , eventually. By Lemma 13.1.1, D(Pφ)+c =
(
DPφ
)
+c
, and eventually we
have
(
DPφ
)
+c
= (NP )+c. The other displayed item follows likewise from part (iii)
of Lemma 6.6.5. 
Corollary 13.2.15. Let f, g, h ∈ K and f − g ≺ h. Then NP+f,×h = NP+g,×h .
Proof. Use that P+g,×h = P+f,×h,+ε for ε :=
g−f
h ≺ 1. 
For use in Sections 13.5 and 14.4 we need:
Lemma 13.2.16. Suppose that DP ∈ C[Y ](Y ′)N, and suppose that γ > 0 is such
that v(RP ) > v(P ) +mγ + nγ
′ for all m,n. Then for g ∈ K with vg = γ we have
NP×g ∈ C× · Y µ, µ := mulDP .
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Proof. We have DP = D(Y ) · (Y ′)j where
D ∈ C[Y ], D = cY i + terms of higher degree, c ∈ C×.
We can arrange v(P ) = 0, so P = DP +R, R = RP . Let g ∈ K, vg = γ. Then
P×g = D(gY ) · gj(g†Y + Y ′)j +R×g.
Now D(gY ) = gicY i(1 + E) with E ∈ Y K[Y ], v(E) > γ. Hence
P×g = g
i+jcY i(1 + E)(g†Y + Y ′)j +R×g.
Let φ be such that vφ > γ† = v(g†). Then, in view of Eφ = E,
Pφ×g = g
i+jcY i(1 + E)(g†Y + φY ′)j +Rφ×g,
(g†Y + φY ′)j = (g†Y )j + F, v(F ) > jγ†, so
Pφ×g = g
i+j(g†)jcY i+j +G, v(G) > (i + j)γ + jγ† = iγ + jγ′.
Since i+ j = mulDP , this gives the desired result. 
Corollary 13.2.17. Suppose that DP ∈ C[Y ](Y ′)N and RP ≺♭ P . Let f, g ∈ K
be such that f ≺♭ 1 and g ≺ 1, g ≍♭ 1. Then
NP×g , NP+f,×g ∈ C× · Y µ, where µ := mulDP .
Proof. From g ≺ 1 and g ≍♭ 1 we get NP×g ∈ C× · Y µ by Lemma 13.2.16.
Lemma 4.5.1(i) and f ≺♭ 1 yield (DP )+f ∼♭ DP and (RP )+f ≍♭ RP , and so in
view of P+f = dP (DP )+f + (RP )+f we have dP+f = dP , DP+f = DP ∈ C[Y ](Y ′)N,
and RP+f ≺♭ P+f . Hence NP+f,×g ∈ C× · Y µ by Lemma 13.2.16. 
13.3. The Shape of the Newton Polynomial
In this section we combine the material from the previous two sections with results
from Chapters 11 and 12.
Statement of results. Recall from Section 12.7 that ∇1 and ∇2 are the 1, 2-
diagonals of the triangular (Stirling) derivation ∇ of the polynomial K-algebra
K{Y } = K[Y, Y ′, Y ′′, . . . ]. By Corollary 12.7.18 and Lemma 12.8.2 we have
NP ∈ C[Y ](Y ′)N ⇐⇒ ∇1(NP ) = ∇2(NP ) = 0.
The main goal of this section is to prove the following two results:
Theorem 13.3.1. If K is λ-free, then ∇1(NP ) = 0. Conversely, if ∇1(NQ) = 0
for each homogeneous Q ∈ K{Y } 6= of degree 1, then K is λ-free.
Theorem 13.3.2. If K is ω-free, then ∇1(NP ) = ∇2(NP ) = 0. Conversely, if
∇1(NQ) = ∇2(NQ) = 0 for each homogeneous Q ∈ K{Y } 6= of degree 2, then K is
ω-free.
Before we get to the proofs, let us first deduce some consequences. Theorem 13.3.2
and Lemma 13.2.11 immediately yield a characterization of cleanness showing
that K being clean does not depend on the choice of monomial group M:
Corollary 13.3.3. K is clean iff K is ω-free.
The previous corollary in conjunction with Corollary 11.7.15 gives:
13.3. THE SHAPE OF THE NEWTON POLYNOMIAL 513
Corollary 13.3.4. If K is a union of asymptotic subfields, each with a smallest
comparability class, then K is clean.
Another consequence: if K is spherically complete, then K is not clean.
The λ-free case. We precede the proof of Theorem 13.3.1 with a lemma. We
identify the ordered group Z with the ordered subgroup Z · 1 of Γ via k 7→ k · 1.
Lemma 13.3.5. Suppose dwm(Pφ) = dwt(P ) and vφ > 1. Then DPφ = DQφ ,
where Q := P[0] + · · ·+ P[w], w := dwt(P ).
Proof. Replacing P by d−1P P , we may assume dP = 1, so dPφ = φ
w. From the
identity (P −Q)φ =∑i>w(P[i])φ and (13.1.2) we obtain
(P −Q)φ =
 ∑
i>w>j
φj(φ†)i−j(P[i])
φ,j
 +
 ∑
i>j>w
φj(φ†)i−j(P[i])
φ,j
 .
It is clear that v(P[i])φ,j > v(P[i]) > v(P ) = 0 for all i, j. Moreover, if i > w > j
then i − j > (w − j)vφ since vφ = 1 + o(1) by Corollary 6.5.5. Hence each term
φj(φ†)i−j(P[i])
φ,j (i > w > j) in the first sum has valuation
jvφ+ i− j + v(P[i])φ,j > jvφ+ i− j > wvφ.
Clearly each term φj(φ†)i−j(P[i])φ,j (i > j > w) in the second sum has valua-
tion > wvφ. Hence v(P −Q)φ > wvφ = vPφ and thus DPφ = DQφ . 
Let us also recall the transformation formulas deduced in Corollary 12.8.6: with
w = wt(P ), λ = −φ† and ω = −(2λ′ + λ2),
(13.3.1)

(Pφ)[w] = φ
wP[w],
(Pφ)[w−1] = φ
w−1
[
P[w−1] + λ∇1(P[w])
]
,
(Pφ)[w−2] = φ
w−2
[
P[w−2] + λ∇1(P[w−1]) +
(
ω∇2 + 12λ2∇21
)
(P[w])
]
.
The next proposition and its corollary yield Theorem 13.3.1:
Proposition 13.3.6. Suppose K is λ-free. Then ∇1(NP ) = 0.
Proof. Let w := nwt(P ). Then NP ∈ C{Y } is isobaric of weight w; if w = 0,
then NP ∈ C[Y ] and hence ∇1(NP ) = ∇2(NP ) = 0, so we can assume that w > 0.
Replacing K and P by Kφ and Pφ for suitable φ 4 1, we arrange DP = NP .
(Here we use the invariance of λ-freeness under compositional conjugation of K.)
Then Lemma 13.2.1 gives DPφ = NP and dwm(Pφ) = dwt(Pφ) = w for all φ 4 1.
By Lemma 13.3.5 we can further reduce to the case that wt(P ) = w, and by Lem-
ma 13.1.14 we arrange (RP )[w] ≺♭ P . From P = dPNP +RP we get P[w] = dPNP +
(RP )[w]. Multiplying P by d
−1
P , we obtain in addition P ≍ 1 and P[w] = NP + R
with R ∈ K{Y }, R ≺♭ 1.
Suppose towards a contradiction that ∇1NP 6= 0. Then
∇1P[w] = ∇1NP +∇1R, ∇1NP ∈ C{Y } 6=, ∇1R ≺♭ 1.
Recall the pc-sequence (λρ) of width {γ ∈ Γ∞ : γ > Ψ} introduced in Section 11.5,
and take a pseudolimit λ of (λρ) in some immediate asymptotic field extension
of K (Theorem 11.4.1). Since (λρ) has no pseudolimit in K, there is no a ∈ K with
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v(a+ λ) > Ψ, which gives φ 4 1 with P[w−1] + λ∇1P[w] ≻ φ. With λ = −φ† we
have λ− λ ≺ φ by Lemma 11.5.6, so
P[w−1] + λ∇1P[w] ∼ P[w−1] + λ∇1P[w] ≻ φ.
By Proposition 11.1.4 we have Pφ ≍ φw, but the second identity of (13.3.1) gives
(Pφ)[w−1] = φ
w−1
(
P[w−1] + λ∇1P[w]
)
∼ φw−1(P[w−1] + λ∇1P[w]) ≻ φw,
a contradiction. 
Remark. For later use we record a variant of Proposition 13.3.6:
Let K be an immediate extension of its valued differential subfield E, and assume E
is λ-free, M ⊆ E×, and P ∈ E{Y } 6=. Then ∇1NP = 0.
We did not assume here that K is λ-free, and while CE ⊆ C and NP ∈ C{Y }, it
does not follow from P ∈ E{Y } that NP ∈ CE{Y }. Nevertheless, the proof of this
variant is the same as that of Proposition 13.3.6, apart from minor changes.
The above remark and Corollary 12.7.19 give a result to be used in Section 13.7:
Corollary 13.3.7. Let K be an immediate extension of its valued differential
subfield E, and assume E is λ-free, M ⊆ E×, and P ∈ E{Y } 6= has order at
most 2. Then NP ∈ C[Y ](Y ′)N.
Next we relate λ-freeness to properties of homogeneous P of degree 1:
Corollary 13.3.8. The following are equivalent:
(i) K is λ-free;
(ii) ∇1(NQ) = 0 for every homogeneous Q ∈ K{Y } 6= of degree 1;
(iii) for every homogeneous Q ∈ K{Y } 6= of degree 1 there is c ∈ C× such that
NQ = cY or NQ = cY
′;
(iv) for every a ∈ K and Q(Y ) = aY ′ + Y ′′, we have nwt(Q) 6 1.
Proof. Proposition 13.3.6 gives (i) ⇒ (ii). Assume (ii), and let Q ∈ K{Y } 6= be
homogeneous of degree 1. Then NQ = cY (w), c ∈ C×, w = nwt(Q). If w > 1, then
∇1(NQ) = −c ·
(
w
2
)
Y (w−1) 6= 0
by Lemma 12.7.16, contradicting (ii). Thus w = 0 or w = 1. This shows (ii)⇒ (iii),
and (iii)⇒ (iv) is obvious. To show the contrapositive of (iv)⇒ (i), suppose λ ∈ K
is a pseudolimit of (λρ). Consider
Q(Y ) = λY ′ + Y ′′ ∈ K{Y }.
Then Qφ = (φ′ + φλ)Y ′ + φ2Y ′′, and by Lemma 11.5.6,
v(φ′ + φλ) = vφ+ v(λ + φ†) > v(φ2),
hence nwt(Q) = 2. 
The following variant is also useful:
Corollary 13.3.9. Suppose K is an immediate extension of its valued differential
subfield E, and E is λ-free and M ⊆ E×. Let Q ∈ E{Y } 6= be homogeneous of
degree 1. Then NQ = cY or NQ = cY
′ for some c ∈ C×.
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Proof. Since NQ is homogeneous of degree 1 and isobaric of weight w := nwt(Q),
we have NQ = cY (w) with c ∈ C×. We have ∇1Q = 0 by the remark after the proof
of Proposition 13.3.6. Thus w = 0 or w = 1 as in the proof of Corollary 13.3.8. 
The next lemma shows that λ-freeness imposes restrictions on the shape of NP for
any P . Its corollary shows this to be decisive for nwt(P ) 6 3.
Lemma 13.3.10. Suppose K is λ-free, and nwt(P ) > 1. Then (NP )|1|′ = 0. Also
(NP )
φ,1 = 0 for every φ and (NP )
t,1 = 0.
Proof. Set w := nwt(P ) > 1 and N := NP . Suppose towards a contradiction
that N|1|′ 6= 0. Then P|1|′ 6= 0 and N|1|′ = NP|1|′ by Lemma 13.2.5, so after repla-
cing P by P|1|′ we may assume that P is subhomogeneous of subdegree 1. Using
Lemma 13.2.5 we may further reduce to the case that P is homogeneous. Then
P = Y dQ where d ∈ N and Q ∈ K{Y ′} ⊆ K{Y } is homogeneous of degree 1. Now
by Corollary 13.3.8, N = Y dNQ = cY dY ′, c ∈ C×; hence nwt(P ) = wt(N) = 1, a
contradiction. Thus N|1|′ = 0.
Recall from Section 11.1 that
[
τ
σ
]
= 0 for τ > σ with supp τ 6= suppσ. Also,
if ‖σ‖ = 1, τ > σ and supp τ = suppσ, then N[τ ] = 0 (since N|1|′ = 0). Hence
Nφ,1 =
∑
‖σ‖=1
∑
τ>σ
[
τ
σ
]
N[τ ]
(
1 + ετσ(φ)
)Y [σ] = 0,
and
N t,1 =
∑
‖σ‖=1
∑
τ>σ
[
τ
σ
]
N[τ ]
Y [σ] = 0. 
Corollary 13.3.11. Suppose K is λ-free and nwt(P ) 6 3. Then NP ∈ C[Y ](Y ′)N.
Proof. Assume nwt(P ) = 3, and set N := NP . By (13.1.2),
Nφ = (φ†)3Nφ,0 + φ(φ†)2Nφ,1 + φ2φ†Nφ,2 + φ3Nφ,3.
Now Nφ,0 is the isobaric part of N of weight 0, so Nφ,0 = 0. Next, Nφ,1 = 0
by Lemma 13.3.10. Also, Nφ,2 = 0 by Lemma 13.1.8(ii) and Proposition 13.3.6,
and Nφ,3 = N . This gives Nφ = φ3N . Take x ≻ 1 in an immediate asymptotic
extension of K with x′ = 1 and set t = 1/x. Replacing φ by t in the above
arguments still gives us N t = t3N , even if this immediate extension is not λ-free.
Apply Lemma 12.8.2 to get N ∈ C[Y ](Y ′)3. The case nwt(P ) 6 2 is similar. 
The ω-free case. Towards proving Theorem 13.3.2 we need:
Lemma 13.3.12. Suppose wt(P ) = wt(NP ) = w, DP = NP , P ≍ 1, and
P[w] = NP +R, ∇1NP = 0, v(R) > Ψ.
Then there exists φ 4 1 such that for Q := Pφ − (Pφ)[w−1] we have: DQθ = NP
for all θ ∈M41 active in Kφ; note that Q[w−1] = 0 and NP = NQ for such Q.
Proof. For all φ 4 1 we have Pφ ∼ (Pφ)[w] and by (13.3.1),
(Pφ)[w] = φ
wP[w],
(Pφ)[w−1] = φ
w−1 · (P[w−1] − φ†∇1P[w]) = φw−1 · (P[w−1] − φ†∇1R),
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with v(∇1R) > Ψ, so v(φ†∇1R) > Ψ. We claim that v(P[w−1]) > Ψ. Assuming
towards a contradiction that this claim is false, we get φ with φ 4 P[w−1] 4 1, so
Pφ ∼ (Pφ)[w] ≍ φw 4 (Pφ)[w−1]
by the identities above. But NP = DPφ is isobaric of weight w, so (Pφ)[w−1] ≺ Pφ.
This contradiction proves the claim. Take γ > Ψ with v(P[w−1]) > γ and v(R) > γ,
and then take β with Ψ < β < γ. Then α := γ − β > 0, and for all φ 4 1,
v
(
(Pφ)[w−1]
)− v(Pφ) > γ − vφ > α
by the identities above. Thus we can take φ 4 1 such that (Pφ)[w−1] ≺♭φ Pφ. Then
Q := Pφ− (Pφ)[w−1] has by Lemma 13.2.2 applied to Pφ the desired property. 
The next proposition and its corollary imply Theorem 13.3.2.
Proposition 13.3.13. Suppose K is ω-free. Then ∇1(NP ) = ∇2(NP ) = 0.
Proof. As in the proof of Proposition 13.3.6 we first reduce to the case that
w := nwt(P ) = wt(P ) > 0 and DP = NP , as well as
P ≍ 1, P[w] = NP +R, R ≺♭ 1.
SinceK is ω-free,K is λ-free, so by Proposition 13.3.6 we have∇1NP = 0. If w = 1,
then NP ∈ K[Y, Y ′], so ∇2NP = 0 by Corollary 12.7.18. Assume w > 1 in the rest
of the proof. Lemma 13.3.12 provides a further reduction to the case P[w−1] = 0:
this involves replacing K for a suitable φ 4 1 by Kφ and P by φ−wQ with Q :=
Pφ − (Pφ)[w−1].
Assume towards a contradiction that ∇2NP 6= 0. Then
∇2P[w] = ∇2NP +∇2R, ∇2NP ∈ C{Y } 6=, ∇2R ≺♭ 1.
Recall the pc-sequence (ωρ) of width {γ ∈ Γ∞ : γ > 2Ψ} introduced in Section 11.5.
Take a pseudolimit ω of (ωρ) in an immediate asymptotic field extension of K.
Since (ωρ) has no pseudolimit in K, there is no b ∈ K with b + ω ≺ a2 for all
active a ∈ K. This gives φ 4 1 with P[w−2] + ω∇2P[w] ≻ φ2. From P[w−1] = 0,
∇1P[w] = ∇1R ≺♭ 1, and (13.3.1) we obtain, with λ = −φ†, ω = −(2λ′ + λ2):
(Pφ)[w] = φ
wP[w], (P
φ)[w−1] ≺♭ 1,
(Pφ)[w−2] = φ
w−2
[
P[w−2] + ω∇2P[w] + S
]
, S ≺♭ 1.
By Lemma 11.7.7 we have ω− ω ≺ φ2, so
P[w−2] + ω∇2P[w] + S ∼ P[w−2] + ω∇2P[w] ≻ φ2.
By Proposition 11.1.4 we have Pφ ≍ φw, but the above also gives
(Pφ)[w−2] = φ
w−2
[
P[w−2] + ω∇2P[w] + S
] ≻ φw ,
a contradiction. 
Remark. For later use we record a variant of Proposition 13.3.13:
If K is an immediate extension of its valued differential subfield E, and E is ω-free,
M ⊆ E×, and P ∈ E{Y }×, then ∇1NP = ∇2NP = 0, so NP ∈ C[Y ](Y ′)N.
Taking into account the remark following the proof of Proposition 13.3.6, the proof
of this variant is the same as that of Proposition 13.3.13, apart from routine changes.
Corollary 13.3.14. The following are equivalent:
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(i) K is ω-free;
(ii) ∇1(Q) = ∇2(Q) = 0 for every homogeneous Q ∈ K{Y } 6= of degree 2;
(iii) for every homogeneous Q ∈ K{Y } 6= of degree 2 we have:
NQ = cY
i(Y ′)j for some c ∈ C× and some i, j ∈ N with i + j = 2;
(iv) for every a ∈ K and Q(Y ) = a(Y ′)2+2Y ′Y (3)−3(Y ′′)2, we have nwt(Q) 6 3.
Proof. Proposition 13.3.13 gives (i) ⇒ (ii). Suppose (ii) holds, and let Q ∈
K{Y } 6= be homogeneous of degree 2. Then NQ is homogeneous of degree 2, and
isobaric, so NQ ∈ C[Y ](Y ′)N by Corollary 12.7.18 and Lemma 12.8.2. Thus NQ =
cY i(Y ′)j with c ∈ C×, i+ j = 2. This shows (ii)⇒ (iii), and (iii)⇒ (iv) is obvious.
To show the contrapositive of (iv) ⇒ (i), suppose ω ∈ K is a pseudolimit of (ωρ).
Let
N(Y ) = 2Y ′Y (3) − 3(Y ′′)2 ∈ Q{Y ′} ⊆ K{Y ′} ⊆ K{Y }.
Note that N is homogeneous of degree 2, isobaric of weight 4, and
Nφ = φ4N + (2φφ′′ − 3(φ′)2)(Y ′)2 ∈ Kφ{Y ′}.
Consider the differential polynomial
Q := −ω · (Y ′)2 +N ∈ K{Y ′}.
We have
Qφ =
(
2φφ′′ − 3(φ′)2 − ωφ2) · (Y ′)2 + φ4N.
Setting λ := −φ† and ω := −(2λ′ + λ2), we get
(φ′)2 = λ2φ2, φφ′′ = −φ(λφ)′ = (−λ′ + λ2)φ2,
so by Lemma 11.7.7,
2φφ′′ − 3(φ′)2 − ωφ2 = (−2λ′ + 2λ2 − 3λ2 − ω)φ2 = (ω − ω)φ2 ≺ φ4.
Thus DQφ = N for all φ, and hence nwt(Q) = wt(N) = 4. 
Suppose K is ω-free. Then NP×m = A(Y )(Y
′)j with A ∈ C[Y ] and j ∈ N.
Let y ∼ cm (c ∈ C×) be an approximate zero of P . Then the multiplicity of y
as an approximate zero of P is i + j, where i is the multiplicity of A at c; we
call i the algebraic multiplicity of the approximate zero y of P . We say that y
is an algebraic approximate zero of P if A(c) = 0, equivalently, its algebraic
multiplicity is > 1.
Lemma 13.3.15. Suppose K is ω-free. Let P and m be given. Then there are
distinct c1, . . . , cn ∈ C× such that c1m, . . . , cnm are algebraic approximate zeros of P
with respective algebraic multiplicities µ1, . . . , µn, and such that for any algebraic
approximate zero y ≍ m of P we have y ∼ ckm for some k. These properties
uniquely determine the set
{
(c1, µ1), . . . , (cn, µn)
}
. If C is algebraically closed, then
µ1 + · · ·+ µn = ndegP×m − nmulP×m,
and if C is real closed, then
µ1 + · · ·+ µn ≡ ndegP×m − nmulP×m mod 2.
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Proof. Take A ∈ C[Y ] without zeros in C, i, j ∈ N, distinct c1, . . . , cn ∈ C×, and
µ1, . . . , µn ∈ N>1 such that
NP×m = A(Y ) · Y i ·
(
n∏
k=1
(Y − ck)µk
)
· (Y ′)j .
Then c1, . . . , cn, µ1, . . . , µn have the desired property. If C is algebraically closed,
then degA = 0. If C is real closed, then degA is even. 
Newton polynomials and upward shift. This subsection assumes familiarity
with Appendix A. Consider T equipped with its usual ordering, valuation and
derivation ∂ = ddx . Then T is an ω-free H-field with small derivation, and constant
field R. The group of transmonomials is a monomial group of T, and we equip T
with this monomial group. We have the usual logarithmic sequence (ℓn) for T given
by ℓ0 = x and ℓn+1 = log(ℓn), with corresponding γn := 1ℓ0ℓ1···ℓn . It is easy to check
that the map f 7→ f↑ : T→ T is for each n an isomorphism Tγn → Tγn−1 ofH-fields,
where γ−1 := 1. Defining f↑0 := f and f↑n+1 := (f↑n)↑ for f ∈ T, we obtain for
each n an isomorphism f 7→ f↑n : Tγn−1 → T of H-fields.
Let P ∈ T{Y }. Recall that P↑ denotes the differential polynomial in T{Y }
obtained by applying f 7→ f↑ to the coefficients of P 1/x ∈ T1/x{Y }, and that
P (y)↑ = P↑(y↑) for y ∈ T. Defining inductively P↑0 := P and P↑n+1 := (P↑n)↑,
we have P (y)↑n = P↑n(y↑n) for all n and y ∈ T.
Lemma 13.3.16. Let P ∈ T{Y }. Then P↑n ∈ T{Y } is obtained by applying the
operation f 7→ f↑n to the coefficients of P γn−1 ∈ Tγn−1{Y }, and DP↑n = DP γn−1 .
Proof. Let Q ∈ T{Y } be obtained by applying f 7→ f↑n to the coefficients of
P γn−1. By Lemma 4.2.1, it suffices to show that P (y)↑n = Q(y↑n) for all y ∈ T.
For this we may assume P = Y (i), i > 1, so P γn−1 =
∑i
j=1 F
i
j (γn−1)Y
(j). With δ
the derivation of Tγn−1 , we then have ∂j(y↑n) = δj(y)↑n for all j ∈ N, so
Q(y↑n) =
i∑
j=1
F ij (γn−1)↑n ∂j(y↑n) =
i∑
j=1
F ij (γn−1)↑n δj(y)↑n
= P γn−1(y)↑n = P (y)↑n
for y ∈ T, as required. To prove the identity, assume P 6= 0, so
P γn−1 = dDP γn−1 +Rn, d := dP γn−1 , Rn ∈ Tγn−1{Y }, Rn ≺ P γn−1 ,
so P↑n = (d↑n) · DP γn−1 + Sn with Sn ∈ T{Y }, Sn ≺ P↑n. It remains to note
that d↑n is a transmonomial. 
Since T is ω-free, we may conclude:
Corollary 13.3.17. Let P ∈ T{Y } 6=. Then there is an n0 ∈ N such that
DP↑n = NP ∈ R[Y ](Y ′)N for all n > n0.
Notes and comments. Corollary 13.3.17 is a translation to our “compositional
conjugation” setting of [194, Section 8.3.1]. Some of the other basic properties of
the Newton polynomial established in Section 13.2 (for example, Lemma 13.2.14)
were first shown for K = Tg in [194, Section 8.3]. We do not need this, but it is
worth mentioning that in Corollary 13.3.17 one can take n0 = 2dwm(P ).
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13.4. Realizing Cuts in the Value Group
Throughout this section K is ω-free (and thus clean, by Corollary 13.3.3). For later
use we study realizations of the following three cuts in the value group Γ of K:
Γ<, Γ6, (Γ<)′ = Ψ↓.
Given any element y in any d-valued field extension L of H-type of K such that vy
realizes one of these cuts, we shall derive some informative results about the H-
asymptotic field extension K〈y〉 of K. If vy realizes the cut Γ< or the cut Γ6 (that
is, Γ< < vy < 0 or 0 < vy < Γ>), then this is fairly straightforward, based on earlier
results in this chapter. The case where vy realizes Ψ↓ (that is, Ψ < vy < (Γ>)′)
requires some facts about the operation Q 7→ Q×φ on differential polynomials.
The cut Γ<. Model-theoretic compactness yields a d-valued field extension L of
H-type of K with an element y ∈ L such that Γ< < vy < 0. Let such L and y ∈ L
be given. We determine the asymptotic couple of K〈y〉:
Lemma 13.4.1. We have v
(
P (y)
)
= ve(P )+ndeg(P ) vy+nwt(P )ψL(vy). Moreover,
ΓK〈y〉 = Γ⊕ Zvy ⊕ ZψL(vy) (internal direct sum) with maxΨK〈y〉 = ψL(vy).
Proof. The first identity follows from Corollary 13.2.12. As this holds for every P ,
we get ΓK〈y〉 = Γ + Zvy + ZψL(vy). Set α := vy, β := ψL(vy), and Γ1 = Γ + Zβ.
Since K has rational asymptotic integration by Corollary 11.6.8, and Ψ < β <
(Γ>)′, we get from Corollary 9.8.6 that kβ /∈ Γ for all nonzero k ∈ Z, and [Γ1] = [Γ],
so ψL
(
Γ 6=1
)
= Ψ. With ψ1 the restriction of ψL to Γ
6=
1 we get an H-asymptotic
couple (Γ1, ψ1) with gap β. Since 0 < n|α| < Γ>1 for all n > 1, and ψL
(|α|) = β,
this gives the desired result in view of [Γ1 + Zα] = [Γ] ∪
{
[α]
}
. 
The extension K〈y〉 of K is determined up to isomorphism:
Lemma 13.4.2. Let y∗ also be an element of a d-valued field extension L∗ of H-
type of K such that Γ< < vy∗ < 0. Then there is a unique valued differential field
embedding K〈y〉 → L∗ that is the identity on K and sends y to y∗.
Proof. Note that P (y) 6= 0 for all P by the first part of Lemma 13.4.1, and likewise
for y∗, that is, y and y∗ are d-transcendental over K. The proof of that lemma
also gives an ordered group isomorphism ΓK〈y〉 → ΓK〈y∗〉 that is the identity on Γ,
sends vy to vy∗, and ψL(vy) to ψL∗(vy∗). This yields the desired result. 
The cut Γ6. There also exists a d-valued field extension L of H-type of K with
an element y ∈ L such that 0 < vy < Γ>. Let such L and y ∈ L be given. Then
the following analogues of the lemmas above hold, with similar proofs:
Lemma 13.4.3. We have v
(
P (y)
)
= ve(P ) + nmul(P ) vy + nwt(P )ψL(vy). More-
over, ΓK〈y〉 = Γ⊕Zvy⊕ZψL(vy) (internal direct sum) with maxΨK〈y〉 = ψL(vy).
If y∗ is an element of a d-valued field extension L∗ of H-type of K such that
0 < vy∗ < Γ>, then there is a unique valued differential field embedding K〈y〉 → L∗
that is the identity on K and sends y to y∗.
The residue field of K〈y〉. Let L be a d-valued field extension of H-type of K
and let y ∈ L.
Lemma 13.4.4. Suppose 0 < |vy| < Γ>. Then resK〈y〉 = resK, and so K〈y〉 is
d-valued with CK〈y〉 = C.
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Proof. Let f ∈ K〈y〉×, so f = P (y)/Q(y) where P,Q ∈ K{Y } 6=. We have NP =
D(Y ) · (Y ′)w with D(Y ) ∈ C[Y ] 6= and w = nwt(P ). The proof of Lemma 13.1.15
shows that eventually, with δ = φ−1∂,
P (y) = Pφ(y) ∼ dPφD(y)δ(y)w = dPφD(y)(y′/φ)w =: p(φ) ∈ K(y, y′)×,
and likewise, Q(y) ∼ q(φ) ∈ K(y, y′)×, eventually, so f ∼ p(φ)/q(φ) ∈ K(y, y′)×.
Thus resK〈y〉 = resK(y, y′). By Lemmas 13.4.1 and 13.4.3 we have
vK(y, y′)× = Γ⊕ Zvy ⊕ ZψL(vy),
so resK(y, y′) = resK by Lemma 3.1.30 applied to the valued field extensions
K(y)|K and K(y, y′)|K(y). 
Before we study the extension K〈y〉 of K in the case where Ψ < vy < (Γ>)′, we
turn our attention to the operation Q 7→ Q×φ = Qφ×φ.
Combining multiplicative and compositional conjugation. In Section 5.7
we defined P×φ := Pφ×φ, so P
×φ(Y ′) = P (Y ′)φ. Hence DP×φ(Y ′) = DP (Y ′)φ , and
so DP×φ(Y ′) = NP (Y ′) ∈ C{Y ′} ⊆ C{Y }, eventually. Also NP (Y ′) ∈ C[Y ](Y ′)N,
so NP (Y ′) = c(Y ′)w with c ∈ C× and w ∈ N. We set N×P := cY w, so N×P (Y ′) =
NP (Y ′), so DP×φ = N
×
P , eventually. We call N
×
P the eventual dominant part
of P×φ. For the above w we set
nwt×(P ) := w = nwt
(
P (Y ′)
)
.
If P is homogeneous of degree d, then so is each P×φ, hence nwt×(P ) = d. Set
v×e(P ) := ve
(
P (Y ′)
)
,
so in view of v(P×φ) = v
(
P (Y ′)φ
)
we get
v(P×φ) = v×e(P ) + nwt×(P )vφ, eventually.
Next an analogue of Corollary 13.2.12 for v
(
P (z)
)
for active z.
Corollary 13.4.5. There is an active φ0 = φ0(P ) in K such that for every d-
valued field extension L of H-type of K and every active z ≺ φ0 in L,
vP (z) = v×e(P ) + nwt×(P ) vz.
Proof. Take active φ0 in K such that
DP×φ0 = N
×
P , RP (Y ′)φ0 ≺♭φ0 P (Y ′)φ0 , v(P×φ0) = v×e(P ) + nwt×(P )v(φ0).
Using Lemma 13.1.1, the second relation gives RP×φ0 ≺♭φ0 P×φ0 . Let L be a d-
valued field extension of H-type of K and z an active element of L with z ≺ φ0.
Then y := zφ−10 ≺ 1 is active in Lφ0, so y ≍♭φ0 1 and P (z) = P×φ0(y). Hence by
Lemma 13.1.15 and using wt(NP×) = 0:
v
(
P (z)
)
= v(P×φ0) + dmul(P×φ0) v(y) + dwt(P×φ0)ψLφ0 (vy)
= v(P×φ0) + nwt×(P ) v(y)
= v×e(P ) + nwt×(P ) vz. 
Here is an immediate consequence:
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Corollary 13.4.6. There exists y0 ∈ K× with y0 ≺ 1 such that for every d-valued
field extension L of H-type of K and any y ∈ L,
0 < |vy| < v(y0) =⇒ v
(
P (y†)
)
= v×e(P ) + nwt×(P )ψL(vy).
Corollary 13.4.7. Suppose P is homogeneous. Then Ri(NP ) = N
×
Ri(P ), and
nwt×(P ) = deg(P ), nwt(P ) = nwt×
(
Ri(P )
)
, ve(P ) = v×e
(
Ri(P )
)
.
Proof. By Lemma 5.8.6 we have Ri(Pφ) = Ri(P )×φ, and by Lemma 13.1.2 we
have DRi(Pφ) = Ri(DPφ), hence, eventually,
Ri(NP ) = Ri(DPφ) = DRi(Pφ) = DRi(P )×φ = N
×
Ri(P ).
Set d := deg(P ) and R := Ri(P ) ∈ K{Z}. Since P is homogeneous, we have
nwt×(P ) = d. Moreover, NP ∈ C× Y d−w(Y ′)w where w = nwt(P ), so N×R =
Ri(NP ) ∈ C× Zw, and thus nwt×(R) = w. To get ve(P ) = v×e(R) we apply
Corollary 13.4.6 to R in place of P . This gives y0 ∈ K× with y0 ≺ 1 such that for
all y ∈ K with y0 ≺ y ≺ 1 we have
v
(
R(y†)
)
= v×e(R) + nwt×(R)ψ(vy).
By Corollary 13.2.12 we can arrange that in addition, for all y ∈ K with y0 ≺ y ≺ 1,
v
(
P (y)
)
= ve(P ) + d vy + nwt(P )ψ(vy).
Since R(y†) = P (y)/yd and nwt×(R) = nwt(P ), we get v×e(R) = ve(P ). 
We also have a version of Corollary 13.4.5 for the behavior of v
(
P (z)
)
for z ∈ K
as vz approaches Ψ from above:
Corollary 13.4.8. There exists δ0 ∈ (Γ>)′ such that for every d-valued field ex-
tension L of H-type of K and every z ∈ L with Ψ < vz 6 δ0,
v
(
P (z)
)
= v×e(P ) + nwt×(P ) vz.
Proof. Take φ0 as in the proof of Corollary 13.4.5. By Lemma 9.2.11 and the
remark following it, we can take γ0 ∈ Ψ>vφ0 and δ0 ∈ (Γ>)′ such that the map
γ 7→ ψL(γ − vφ0)
is constant on the set [γ0, δ0]ΓL , for each d-valued field extension L of H-type
of K. Given such an L and z ∈ L with Ψ < vz 6 δ0, set y := zφ−10 ≺ 1. Then
ψL(vy) = ψL(vz − vφ0) = ψ(γ0 − vφ0), and the latter is > vφ0 by Lemma 6.5.4(i).
Thus y ≍♭φ0 1. Since P (z) = P×φ0(y), the claims now follow as in the proof of
Corollary 13.4.5. 
Here is an easy consequence of Corollaries 13.4.5 and 13.4.8:
Corollary 13.4.9. There exists y0 ∈ K× with y0 ≺ 1 such that for every d-valued
field extension L of H-type of K and all y ∈ L,
0 < |vy| < v(y0) =⇒ v
(
P (y′)
)
= v×e(P ) + nwt×(P )v(y′).
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The cut Ψ↓. We now return to the setting of the beginning of this section. Model-
theoretic compactness gives a d-valued field extension L of H-type of K with an
element z ∈ L such that Ψ < vz < (Γ>)′. Let such an L and z ∈ L be given. Then
v
(
P (z)
)
= v×e(P ) + nwt×(P ) vz by Corollary 13.4.8.
Lemma 13.4.10. We have ΓK〈z〉 = Γ⊕ Zvz (internally) with [ΓK〈z〉] = [Γ].
Proof. Clearly ΓK〈z〉 = Γ+Zvz. From Corollary 9.8.6 we get Γ+Zvz = Γ⊕Zvz
and [Γ + Zvz] = [Γ]. 
Corollary 9.8.6 and Lemma 13.4.10 give an analogue of Lemma 13.4.2:
Lemma 13.4.11. Let z∗ also be an element of a d-valued field extension L∗ of H-
type of K such that Ψ < vz∗ < (Γ>)′. Then there is a unique valued differential
field embedding K〈z〉 → L∗ that is the identity on K and sends z to z∗.
Corollary 13.4.12. The extension K〈z〉 is d-valued with CK〈z〉 = C.
Proof. Let φ0 ∈ K be as in the proof of Corollary 13.4.5. So DP×φ0 = N×P = cY w
with c ∈ C× and w = nwt×(P ). For y := zφ−10 we have P (z) = P×φ0(y). The
proofs of Lemmas 13.1.15 and Corollary 13.4.8 show that then
P (z) = P×φ0(y) ∼ dP×φ0 cyw ∈ K(z)×.
Thus resK〈z〉 = resK(z), and as vK(z)× = Γ ⊕ Zvz by Lemma 13.4.10, we have
resK(z) = resK by Lemma 3.1.30. It remains to appeal to Lemma 9.1.2. 
Notes and comments. The following is worth mentioning. There is a δ0 ∈ (Γ>)′
such that NP×m = N
×
P for all m with Ψ < vm < δ0. Thus ndegE(P ) = nwt
×(P ) for
E := {y ∈ K× : vy > Ψ}. (This will not be used in the present volume.)
13.5. Eventual Equalizers
Throughout this section K is ω-free. The goal of this section is to prove the Eventual
Equalizer Theorem 13.0.3 and to derive from it a kind of Newton diagram for our
differential polynomial P ∈ K{Y } 6=: Proposition 13.5.7.
More general multiplicative-compositional conjugations. In the proof of
the Eventual Equalizer Theorem we need to consider more general combinations
of multiplicative and compositional conjugation than in Section 13.4. To define
these we assume in this subsection that K is algebraically closed, and we also fix an
algebraic closure F = K〈Y 〉a of K〈Y 〉. We equip F with the unique extension of
the derivation ∂ of K〈Y 〉 to a derivation, also denoted by ∂, of F . Next, extend the
(gaussian) valuation ofK〈Y 〉 to a valuation of F . This makes F a valued differential
field, and its derivation is small by the remarks at the beginning of Section 6.3 and
by Proposition 6.2.1. Also by Section 6.3, the image y of Y ∈ OF in the differential
residue field kF of F is d-transcendental over the (trivial) differential residue field k
of K, and k〈y〉 is the differential residue field of K〈Y 〉. Thus kF = k〈y〉a. Since k
is algebraically closed, Lemma 5.7.10 gives:
Lemma 13.5.1. If Q ∈ OF and Q /∈ k, then v
(
P (Q)
)
= v(P ).
Next, let any φ be given. Then F is also an algebraic closure of Kφ〈Y 〉, and the
unique extension of the derivation δ = φ−1∂ of Kφ〈Y 〉 to a derivation δ of F is
again small with respect to the given valuation of F , by the same arguments as
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before. Note that Kφ has the same (trivial) differential residue field k as K, and
that the lemma above goes through as follows:
Lemma 13.5.2. If Q ∈ OF and Q /∈ k, then v
(
Pφ(Q)
)
= v(Pφ).
As in Section 5.7 we extend the ring isomorphism P 7→ Pφ : K{Y } → Kφ{Y } to
an automorphism R 7→ Rφ of the field F , and choose a map
(R, q) 7→ Rq : F× ×Q→ F×
extending the usual map (R, k) 7→ Rk : F× × Z→ F×, subject to (Rq)† = qR† for
R ∈ F×, q ∈ Q. Thus aq ∈ K× for a ∈ K×. In that same section we defined
P×q,φ := Pφ×φq ∈ Kφ{Y } (q ∈ Q), P×φ := P×1,φ = Pφ×φ.
Proposition 13.5.3. Suppose P is homogeneous, d = deg(P ), and q ∈ Q×. Then
there exists an α ∈ Γ such that
v(P×q,φ) = α+ dq vφ, eventually.
Proof. Lemma 5.7.12 gives homogeneous E ∈ K{Y } 6= of degree w := wt(P ), with
P×q,φ
(
(Y ′)q
)
=c (φY
′)dq−w · E×φ(Y ′) for each φ.
Set α := v×e(E). By Corollary 13.4.7 we have nwt×(E) = deg(E) = w. It is
obvious that v
(
E×φ(Y ′)
)
= v(E×φ) for all φ, hence
v
(
E×φ(Y ′)
)
= v×e(E) + nwt×(E)vφ = α+ w vφ, eventually.
By Lemma 13.5.2 we also have v
(
P×q,φ
(
(Y ′)q
))
= v(P×q,φ). Hence
v
(
P×q,φ
(
(Y ′)q
))
= v
(
(φY ′)dq−w
)
+ v
(
E×φ(Y ′)
)
= (dq − w) vφ + (α+ w vφ) = α+ dq vφ,
eventually. 
Proof of the Eventual Equalizer Theorem. Complementing the “eventual”
terminology, we say that a property S(φ) of elements φ holds cofinally if for every
active φ0 in K there is a φ 4 φ0 such that S(φ) holds.
Proof of Theorem 13.0.3. We assume that Γ is divisible and P,Q ∈ K{Y } 6=
are homogeneous of degrees d > e. Our job is to show that there exists a ∈ K×
such that, eventually, Pφ×a ≍ Qφ×a. Note that v(Pφ×a) depends only on va
for a ∈ K×, where P and φ are given. Thus by passing to the algebraic clo-
sure of K we can arrange that K is algebraically closed. We extend the usual
map (k, a) 7→ ak : Z×K× → K× to a map (q, a) 7→ aq : Q ×K× → K× such that
(aq)† = qa† for all a ∈ K× and q ∈ Q.
Take an elementary extension K∗ of K with an active z in K∗ such that z ≺ φ
for every φ. Then ΓK〈z〉 = Γ ⊕ Zv(z), by Lemma 13.4.10. Let L := K〈z〉a be the
algebraic closure of K〈z〉 in K∗. Then ΓL = QΓK〈z〉 = Γ ⊕ Qv(z). Now, working
in the compositional conjugate Lz, Theorem 6.0.1 gives an element α+ q v(z) in its
value group (α ∈ Γ, q ∈ Q) such that
vP z
(
α+ q v(z)
)
= vQz
(
α+ q v(z)
)
,
so vPφ
(
α+ q v(φ)
)
= vQφ
(
α+ q v(φ)
)
, cofinally. Take a ∈ K× with va = α. Then
Pφ×aφq ≍ Qφ×aφq , cofinally.
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We claim that q = 0. Towards a contradiction, assume q 6= 0. Renaming P×a
and Q×a as P and Q, respectively, we get P×q,φ ≍ Q×q,φ, cofinally. However,
Proposition 13.5.3 gives β, γ ∈ Γ such that eventually
v(P×q,φ) = β + dq vφ, v(Q×q,φ) = γ + eq vφ,
so β−γ = (e−d)q vφ, cofinally, contradicting q 6= 0. Hence q = 0. Thus Pφ×a ≍ Qφ×a,
cofinally, that is,
ve(P×a) + nwt(P×a)vφ = v
e(Q×a) + nwt(Q×a)vφ, cofinally.
Thus ve(P×a) = ve(Q×a) and nwt(P×a) = nwt(Q×a), so the above holds not only
cofinally, but even eventually, and we are done. 
The Eventual Equalizer Theorem is a key to the Newton diagram of P , but for this
we also need Corollary 13.5.5 from the next subsection.
Transition from ndeg to nmul. Such a transition is given by the next lemma.
Its proof uses that K is clean. Let f, g range over K. For f 4 m we let fm be the
unique element of C such that f = fmm+ g with g ≺ m, so fm = 0 if f ≺ m.
Lemma 13.5.4. Suppose that f 4 m. Then with c := fm,
ndeg≺m P+f = mul (NP×m)+c.
Proof. For n ≺ m and n = em we have
P+f,×n = P×m,+m−1f,×e,
so replacing P by P×m and f by m−1f we arrange m = 1. Set Q := P+f , so
by Lemma 13.2.14, NQ = (NP )+c. Set µ := mul (NP )+c = mulNQ ∈ N. Then
for n ≺ 1 and i > µ we have eventually v(Qφi ) > v(Qφµ), hence eventually
v
(
(Qφ)×n,i
)
= v(Qφi ) + ivn+ o(vn) > v
(
(Qφ)×n,µ
)
= v(Qφµ) + µvn+ o(vn),
so degNQ×n 6 µ. Take φ 4 1 such that NQ = DQφ and RQφ ≺♭φ Qφ. Next,
take n ≺ 1 with ψφ(vn) = vn, so v♭φ(n) = 0. Then by Lemma 13.2.16,
NQ×n = NQφ×n
∈ C× · Y µ,
in particular, degNQ×n = µ. 
Corollary 13.5.5. ndeg≺m P = nmulP×m.
The Newton diagram of P . In this subsection we assume that Γ is divisible. We
begin with a reformulation of the Eventual Equalizer Theorem:
Corollary 13.5.6. Assume P,Q ∈ K{Y } 6= are homogeneous of different degrees.
Then there is a unique monomial m such that N(P+Q)×m is not homogeneous.
Proof. There is at most one such monomial by Lemma 13.2.6. The proof of that
lemma shows that if m is such that eventually Pφ×m ≍ Qφ×m, then N(P+Q)×m =
NP×m + NQ×m is not homogeneous. Thus it remains to appeal to the Eventual
Equalizer Theorem for the existence of such an m. 
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For homogeneous P,Q ∈ K{Y } 6= of different degrees we call the unique m as in
Corollary 13.5.6 the eventual equalizer for P , Q and denote it by e(P,Q).
We now focus on P , and let J be the finite nonempty set of j ∈ N with Pj 6= 0.
Thus ndegP×m ∈ J for all m. For distinct i, j ∈ J we let e(P, i, j) be the eventual
equalizer for Pi, Pj . Therefore any algebraic starting monomial for P is of the
form e(P, i, j) with distinct i, j ∈ J . Note that M is (totally) ordered by 4. Below
we fix a 4-closed set E ⊆ K×.
Proposition 13.5.7. There are i0, . . . , in ∈ J and eventual equalizers
e(P, i0, i1) ≺ e(P, i1, i2) ≺ · · · ≺ e(P, in−1, in)
with mulP = i0 < · · · < in = ndegE P , such that:
(i) the algebraic starting monomials for P in E are the e(P, im, im+1), m < n;
(ii) for m = e(P, im, im+1), m < n, we have mulNP×m = im, degNP×m = im+1.
Proof. Let i, j range over J , and set d := ndegE P , so mulP 6 d 6 degP . We
proceed by induction on d −mulP . If d = mulP , then all NP×m with m ∈ E are
homogeneous of degree d, and so there are no algebraic starting monomials of P
in E . Assume that d > mulP , and take i < d such that the eventual equalizer
e = e(P, i, d) is maximal with respect to 4. We claim that then e ∈ E . Towards
proving this, let n ≺ e. Since Pφi,×e ≍ Pφd,×e, eventually, this gives Pφi,×n ≻ Pφd,×n,
eventually, and thus ndegP×n 6= d. Taking n ∈ E such that ndegP×n = d therefore
gives e 4 n, and so we get e ∈ E , as claimed. Also degNP×e = d: otherwise
degNP×e = j < d, so P
φ
j,×e ≻ Pφd,×e eventually, hence e(P, j, d) ≻ e, contradicting
the maximality of e. Since i < d and
(
NP×e
)
i
= NPi,×e 6= 0, it follows that e is an
algebraic starting monomial for P .
Claim: e is the largest algebraic starting monomial for P in E.
To see this, suppose towards a contradiction that n ≻ e is an algebraic start-
ing monomial for P in E . Then ndegP×e 6 ndegP×n, so ndegP×n = d by the
maximality property of E . So n = e(P, j, d) with j < d, but this contradicts the
maximality of e, and so proves the claim.
By decreasing i if necessary we arrange i = mulNP×e . Then ndeg≺e P = i by
Corollary 13.5.5. It remains to apply the inductive assumption with E replaced by
the set {g ∈ K× : g ≺ e}. 
Let (i0, . . . , in) be as in Proposition 13.5.7. This tuple is uniquely determined by
the data K, P , E . If mulP = ndegE P , then n = 0 and this tuple is just (mulP ).
To simplify notation, set em := e(P, im−1, im) for 1 6 m 6 n. We now have a
complete description of the behavior of nmulP×g and ndegP×g for g ∈ E :
Corollary 13.5.8. Assume mulP 6= ndegE P , so n > 1. Let g range over E.
Then nmulP×g and ndegP×g lie in the set {i0, . . . , in}, and we have:
nmulP×g = i0 ⇐⇒ g 4 e1;
ndegP×g = i0 ⇐⇒ g ≺ e1;
nmulP×g = im ⇐⇒ em ≺ g 4 em+1, (1 6 m < n);
ndegP×g = im ⇐⇒ em 4 g ≺ em+1, (1 6 m < n);
nmulP×g = in ⇐⇒ en ≺ g;
ndegP×g = in ⇐⇒ en 4 g.
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Proof. Let 1 6 m < n, and set e := e(P, im−1, im) and e∗ := e(P, im, im+1). For
e ≺ g ≺ e∗ we obtain from Proposition 13.5.7 and Corollary 11.2.5 that
im = ndegP×e 6 nmulP×g = ndegP×g 6 nmulP×e∗ = im,
where nmulP×g = ndegP×g because P has no algebraic starting monomial m with
e ≺ m ≺ e∗. Thus im = nmulP×g = ndegP×g, from which we obtain the “middle”
equivalences. The “end” equivalences are derived in the same way. 
Of course, if mulP = ndegE P , then nmulP×g = ndegP×g = mulP for all g ∈ E ,
and P has no algebraic starting monomials in E .
Suppose now that mulP 6= ndegE P , and let n be as above. So n is by
Proposition 13.5.7 the number of algebraic starting monomials in E for P , and
1 6 n 6 ndegE P−mulP . Thus we can take algebraic approximate zeros y1, . . . , yN
of P in E , N ∈ N, such that each algebraic approximate zero y of P in E satis-
fies y ∼ yi for exactly one i ∈ {1, . . . , N}. Combining Proposition 13.5.7 with
Lemma 13.3.15 yields:
Corollary 13.5.9. For i = 1, . . . , N , let µi be the algebraic multiplicity of the
approximate zero yi of P , and set µ := µ1 + · · ·+ µN . Then µ 6 ndegE P −mulP .
If C is algebraically closed, then µ = ndegE P − mulP . If C is real closed, then
µ ≡ ndegE P −mulP mod 2.
Notes and comments. Corollary 13.5.6 and Proposition 13.5.7 for K = Tg are
Proposition 8.14(c) and Proposition 8.17, respectively, in [194]. Corollary 13.5.9
for K = Tg[i] is [194, Exercise 8.14].
13.6. Further Consequences of ω-Freeness
In this section E is an ungrounded H-asymptotic field with ΓE 6= {0}. Thus E
is pre-d-valued but not necessarily d-valued. Also in contrast to K, we do not
assume the derivation of E small, or that the valued field E has a monomial group.
Let (ΓE , ψE) be the asymptotic couple of E, so ΨE 6= ∅ and ΨE has no largest
element. We fix a logarithmic sequence for E and corresponding sequences (λρ)
and (ωρ) in E as in Section 11.5 (with E instead of K).
Theorem 13.6.1. Suppose that E is ω-free, and that F is a pre-d-valued field
extension of E of H-type which is d-algebraic over E. Then:
(i) there is no y ∈ F with 0 < |vy| < Γ>E;
(ii) there is no z ∈ F with ΨE < vz < (Γ>E)′; and
(iii) F is ω-free.
In particular, if E is ω-free, then so is its differential-valued hull dv(E). (See
Section 10.3 for the basic facts on differential-valued hulls.)
Proof. If (i) holds, then Γ<E is cofinal in Γ
<
F , and thus the logarithmic sequence
for E can also serve as such for F . This remark helps to justify the reduction steps
we make in the proof, especially in connection with (iii).
First we take some active a ∈ E and replace E and F by their compositional
conjugates Ea and F a. In this way we arrange that the derivations of E and F
are small. Next, replacing F by dv(F ) we arrange that F is d-valued of H-type.
Finally, replacing E and F by their algebraic closures, we can also assume that E
and F are algebraically closed. This last replacement doesn’t change ΨE , so we
can keep the same logarithmic sequence for E.
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Lemma 3.3.32 gives a monomial group M for E. Since E is ω-free, it has as-
ymptotic integration, so K := dv(E) is an immediate extension of E. We equip K
with the monomial group M, so K satisfies our standing assumptions at the be-
ginning of this chapter, and Γ := ΓK = ΓE is divisible. Take the unique valued
differential field embedding of K into F that is the identity on E, and identify K
with a valued differential subfield of F via this embedding. Then F is a d-valued
field extension of H-type of K. Now let y ∈ F and take P ∈ E{Y } 6= with P (y) = 0.
By the remark following the proof of Proposition 13.3.13 we have NP ∈ C[Y ](Y ′)N,
and thus by Lemma 13.2.9 and Corollary 13.2.12 we cannot have 0 < |vy| < Γ>.
This proves (i).
For (ii), suppose towards a contradiction that z ∈ F and Ψ < vz < (Γ>)′.
Corollary 10.4.7 provides a d-algebraic d-valued field extension L of H-type of F
with an element y ∈ L× such that y† = z. If y ≍ 1, then y = c+y1 with c ∈ C×L and
v(y1) > γ for some γ ∈ Γ>, by (i) applied to L in the role of F , so v(z) = v(y′1) > γ′,
contradicting the assumption on z. Thus y 6≍ 1, but then the assumption on z gives
0 < |vy| < Γ>, contradicting (i). This proves (ii). Therefore, F has asymptotic
integration. For (iii), we first show that F is λ-free. Suppose it is not. Since we
arranged ΓF to be divisible, F has a gap creator s by Lemma 11.5.14. Proposi-
tion 10.4.1 gives a d-valued field extension F (f) of H-type of F with f 6= 0 and
f † = s, but then Ψ < vf < (Γ>)′ by the remark preceding Corollary 11.6.1, and this
contradicts (ii). Thus F is indeed λ-free, and this holds not just for the present F ,
which is algebraically closed, etcetera, but for any F satisfying the assumptions
in the theorem. To show that our present F is even ω-free, assume towards a
contradiction that ωρ  ω ∈ F . Then F has by Corollary 11.7.10 an immediate
asymptotic extension that is d-algebraic over F (and thus over E) but not λ-free.
This contradicts what we just proved, namely, that any F as in the hypothesis of
the theorem is λ-free. 
Corollary 13.6.2. Let E be an ω-free H-field. Then E has exactly one Liouville
closure, up to isomorphism over E.
Proof. Every Liouville H-field extension of E is d-algebraic over E, and thus no
such extension has a gap, by Theorem 13.6.1. This gives the desired conclusion in
view of the remarks following Theorem 10.6.12. 
Corollary 13.6.3. Suppose E is ω-free. Then the pc-sequences (λρ) and (ωρ) are
of d-transcendental type over E.
Proof. If (λρ) is of d-algebraic type over E, then (λρ) pseudoconverges in some im-
mediate asymptotic extension of E that is d-algebraic over E, by Corollary 11.4.13
and Lemma 11.4.8, but this is impossible by Theorem 13.6.1. Likewise, (ωρ) is of
d-transcendental type over E. 
We now combine this with Lemma 11.7.5 to get:
Proposition 13.6.4. Suppose E is ω-free, and ω is an element in an H-asymptotic
field extension of E such that ωρ  ω. Then E〈ω〉 is λ-free.
Proof. Since (ωρ) is of d-transcendental type over E, the asymptotic extension
F := E〈ω〉 of E is immediate and ω is d-transcendental over E. Moreover, (λρ) is
a divergent pc-sequence in E. Towards a contradiction, suppose P,Q ∈ E{Y } 6= are
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such that
λρ  λ :=
P (ω)
Q(ω)
∈ F \ E.
Put R := P/Q ∈ E〈Y 〉 \ E; so R(ω) = λ. Set
G(Y ) := P (Y )Q(ω)−Q(Y )P (ω) ∈ F{Y }.
From R /∈ F we get G 6= 0. In view of G(ω) = 0, this gives G /∈ F . Lemma 11.7.5
then yields G(ωρ)  0. Also Q(ωρ) 6 0, and thus Q(ωρ) ≍ Q(ω), eventually, by
Lemma 11.7.5. Take ρ0 such that Q(ωρ) 6= 0 for ρ > ρ0. Then
Q(ω)Q(ωρ)
(
R(ωρ)− λ
)
= G(ωρ) (ρ > ρ0),
so for α := −2v(Q(ω)) ∈ ΓE we get
(13.6.1) v
(
R(ωρ)− λ
)
= α+ v
(
G(ωρ)
)
, eventually.
In particular, R(ωρ) λ (ρ > ρ0). If R(ωρ) b ∈ E (ρ > ρ0), then
P (ωρ)− bQ(ωρ) = Q(ωρ)
(
R(ωρ)− b
)
 0,
contradicting that (ωρ) is of d-transcendental type over E. Thus the pc-sequence(
R(ωρ)
)
ρ>ρ0
in E is divergent. Then by Corollary 2.2.20, the pc-sequences (λρ)
and
(
R(ωρ)
)
ρ>ρ0
in E are equivalent, and so the latter has width {γ ∈ Γ∞ : γ > Ψ}.
Thus for any big enough ρ0 the set
{
v
(
R(ωρ) − λ
)
: ρ > ρ0
}
is a cofinal subset
of Ψ↓E . However, taking a ∈ E× with va = α and setting H := aG ∈ F{Y }, it
follows from (13.6.1) that for big enough ρ0 this set equals
{
v
(
H(ωρ)
)
: ρ > ρ0
}
.
As H(ω) = 0, this contradicts Lemma 11.7.5. 
Towards extending Lemmas 13.4.1 and 13.4.2 to the present setting, we first note:
Lemma 13.6.5. Suppose E is ω-free. Let P ∈ E{Y } 6=. Then there exists an active a
in E such that for every pre-d-valued field extension F of E of H-type,
y ∈ F, 1 ≺ y ≍♭a 1 =⇒ v
(
P (y)
)
= ve(P ) + ndeg(P )vy + nwt(P )ψF (vy).
Proof. In view of Lemma 11.1.17 we can arrange by compositional conjugation
that E has small derivation. Next, replacing E by dv(E), and any F by dv(F ),
we also arrange that E is differential-valued, and then passing to algebraic closures
we can even assume that E (and any F ) is algebraically closed. Then E has a
monomial group M, so E satisfies the assumptions made on K in this chapter.
As E is ω-free, we can apply Corollary 13.2.12 to get the desired result. 
Lemma 13.6.6. Suppose E is an ω-free H-field. Let P ∈ E{Y } 6=. Then there are
active a in E and σ ∈ {−1,+1} such that for every H-field extension F of E,
y ∈ F>, 1 ≺ y ≍♭a 1 =⇒ signP (y) = σ.
Proof. As Lemma 13.6.5 follows from the first part of Corollary 13.2.12, this
follows from its second part. Instead of algebraic closures, take real closures. 
Proposition 13.6.7. Suppose E is ω-free, F is a pre-d-valued field extension of E
of H-type, and y ∈ F satisfies Γ<E < vy < 0. Then for all P ∈ E{Y } 6=,
v
(
P (y)
)
= ve(P ) + ndeg(P )vy + nwt(P )ψF (vy).
Moreover, ΓE〈y〉 = ΓE ⊕ Zvy ⊕ ZψF (vy) (internal direct sum) and maxΨE〈y〉 =
ψF (vy). For any y
∗ in any pre-d-valued extension F ∗ of E of H-type satisfying
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Γ<E < vy
∗ < 0, there is a unique valued differential field embedding E〈y〉 → F ∗
over E sending y to y∗.
Proof. The first part is immediate from Lemma 13.6.5, and the proof of the rest
is like that of Lemmas 13.4.1 and 13.4.2. 
Corollary 13.6.8. Let E be an ω-free H-field. Let F and F ∗ be H-field extensions
of E with elements y ∈ F> and y∗ ∈ F ∗> such that Γ<E < vy < 0 and Γ<E < vy∗ < 0.
Then there is a unique pre-H-field embedding E〈y〉 → F ∗ over E sending y to y∗.
Proof. This follows from Proposition 13.6.7 in view of Lemma 13.6.6. 
Next we extend the Eventual Equalizer Theorem to the present setting:
Corollary 13.6.9. Assume E is ω-free, P,Q ∈ E{Y } 6= are homogeneous of de-
grees d > e, and (d− e)ΓE = ΓE. Then for some a ∈ E× and active f0 in E,
P f×a ≍ Qf×a for all active f 4 f0 in E.
Proof. Note: for active f, g ∈ E with f ≍ g and a, b ∈ E× with a ≍ b we have
P f×a ≍ P f×b ≍ P g×b, and likewise Qf×a ≍ Qg×b.
An initial compositional conjugation by an active element of E arranges that the
derivation of E is small. Since dv(E) is still ω-free, by Theorem 13.6.1, and is
an immediate extension of E, we can also arrange that E is d-valued of H-type.
Then the algebraic closure K of E is d-valued of H-type and ω-free, and has a
monomial group M, and so K with M satisfies the conditions imposed at the
beginning of this chapter, and in addition Γ := ΓK is divisible. By the Eventual
Equalizer Theorem we can take a ∈ K× and active φ0 in K such that for all
active φ 4 φ0 we have P
φ
×a ≍ Qφ×a, where, as always in this chapter, φ ranges
over M. Now let f ∈ E be active with f 4 φ0. Taking φ such that φ ≍ f we note
that P f×a ≍ Qf×a. Since P f , Qf ∈ Ef{Y } 6= are homogeneous of degrees d > e, and
(d− e)ΓE = ΓE , we have by the Equalizer Theorem of Chapter 6 a unique α ∈ ΓE
such that vP f (α) = vQf (α). It follows that α = va. Thus with a replaced by any
element of E with valuation α, and with f0 any active element of E with f0 4 φ0,
we have the desired conclusion. 
For d = 1 and e = 0 this means:
Corollary 13.6.10. If E is ω-free and P ∈ E{Y } 6= is homogeneous of degree 1,
then for each a ∈ E× there are elements g ∈ E× and active f0 in E such that:
P f×g ≍ a for all active f 4 f0 in E.
The results in Section 13.3 yield in the present setting initially the following:
Lemma 13.6.11. Assume E is ω-free and P ∈ E{Y } 6= has Newton weight w. Then
there are A ∈ E[Y ] 6= with A ≍ 1, w +mulA = nmulP , and w + degA = ndegP ,
an active e in E, an a ∈ E×, and an R ∈ Ee{Y }, such that
P e = a · A · (Y ′)w +R, a ≍ P e, R ≺♭e P e.
Proof. We have order(R) 6 order(P ) and degR 6 degP for R as above, so we
are dealing with an elementary statement about E and the tuple of coefficients
of P . Hence we may pass to an elementary extension of E and arrange in this
way that E is ℵ1-saturated, and thus has a monomial group M, by Lemma 3.3.39.
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Moreover, an initial compositional conjugation by an active element of E arranges
that the derivation of E is small. Let K := dv(E), so K is an immediate extension
of E and K is an ω-free d-valued field of H-type with monomial group M ⊆ E×.
This leads to the Newton polynomial NP ∈ C[Y ](Y ′)w, so NP = B · (Y ′)w, with
B ∈ C[Y ], so w + degB = ndegP . Take A ∈ E[Y ] with A ∼ B, mulA = mulB,
degA = degB. Take γ > 0 in Γ = ΓE such that v(A− B) > γ. Take active e 4 1
in M such that
Γ♭e < γ, P
e = dP eNP +RP e , RP e ≺♭e P e.
Since NP = B · (Y ′)w = A · (Y ′)w +G with vG > γ, we obtain
P e = dP e ·A · (Y ′)w + dP eG+RP e ,
so the desired conclusion holds with a := dP e and R := dP eG+RP e . 
In the next two corollaries of Lemma 13.6.11 we let F range over H-asymptotic
field extensions of E. Recall that for such F , if e ∈ E is active in E, then e remains
active in F , and if f ∈ F is active, then F f has small derivation.
Corollary 13.6.12. Assume E is ω-free and P ∈ E{Y } 6= has Newton weight w.
Let A ∈ E[Y ] 6= and e ∈ E be as in Lemma 13.6.11. Then for all F and active
f 4 e in F there are af ∈ F× and Rf ∈ F f{Y } such that
P f = af · A · (Y ′)w +Rf , af ≍ P f , Rf ≺♭e P f .
Proof. To simplify notation we replace E, P by Ee, P e (and each F by F e), and
rename accordingly, so that e = 1. With a and R as in Lemma 13.6.11 we have
P = a · A · (Y ′)w +R, a ≍ P, A ≍ 1, R ≺♭ P (in E{Y }).
Note that R ≺♭ P remains true in F{Y }. An easy computation as in the proof of
Lemma 13.1.9 now shows that if f 4 1 is active in F , then
P f = afw · A · (Y ′)w +Rf , Rf ≺♭ afw ≍♭ P f ,
so af := afw and Rf := Rf works. 
Corollary 13.6.13. Suppose E is ω-free. Let P ∈ E{Y } 6=. Then there is an
active e ∈ E such that for all F and active f 4 e in F ,
ddegP f = ndegP, dmulP f = nmulP, dwtP f = nwtP.
Independent of whether E is ω-free, when we have a decomposition of P as in
Lemma 13.6.11, the following is relevant:
Lemma 13.6.14. Assume the derivation of E is small, and P ∈ E{Y } 6=,
P = a ·A · (Y ′)w +R, a ∈ E×, A ∈ E[Y ] 6=, w ∈ N, R ∈ E{Y },
with a ≍ P , A ≍ 1, R ≺♭ P . Let A be the image of A in kE [Y ]. Then nmulP =
mulA+ w, ndegP = degA+ w, and there exists γ ∈ Γ>E such that for all g ∈ E,
0 < vg < γ =⇒ nmul(P ) = nmul(P×g) = ndeg(P×g),
−γ < vg < 0 =⇒ ndeg(P ) = ndeg(P×g) = nmul(P×g).
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Proof. Let f ≺ 1 be active in E. Then vf ∈ Γ♭ and
P f = afw ·A · (Y ′)w +Rf
with v(Rf ) > v(R) > v(afw), so dmulP f = mulA+ w and ddegP f = degA+ w.
This proves the claim about nmulP and ndegP . Take B,G ∈ E[Y ] such that A =
B+G, all nonzero coefficients of B are ≍ 1, and G ≺ 1, so B = bmY m+ · · ·+ bnY n
with m = mulA and n = degA, bm, . . . , bn ∈ E, bm, bn 6= 0. Next, let g ∈ E× be
such that g 6≍ 1. Then in Ef{Y } we have
P f×g = af
w ·A×g · (Y ′×g)w+Rf×g = afw ·B×g · (Y ′×g)w+afw ·G×g · (Y ′×g)w+Rf×g.
If f ≺ g†, then Y ′×g = f−1g′Y + gY ′ ∼ f−1g′Y in Ef{Y }. To derive the first
displayed implication, assume 0 < v(g) ∈ Γ♭ and mv(g) < v(G). Then v(g′) ∈ Γ♭
and B×g ∼ bmgmY m ≻ G×g. Therefore, eventually with respect to f ,
P f×g ∼ abmgm(g′)w · Y m+w,
and so nmul(P×g) = ndeg(P×g) = m+ w = nmul(P ). For the second implication,
let g satisfy vg < 0, vg ∈ Γ♭, and v(gn) = nv(g) < v(G×g). Then v(g′) ∈ Γ♭,
B×g ∼ bngnY n ≻ G×g, so eventually with respect to f ,
P f×g ∼ abngn(g′)w · Y n+w,
and thus ndeg(P×g) = nmul(P×g) = n+ w = ndeg(P ). 
Corollary 13.6.15. Suppose E is ω-free, and P ∈ E{Y } 6=. Then there exists
γ ∈ Γ>E such that for all g ∈ E,
0 < vg < γ =⇒ nmul(P ) = nmul(P×g) = ndeg(P×g),
−γ < vg < 0 =⇒ ndeg(P ) = ndeg(P×g) = nmul(P×g).
Proof. Use Lemma 13.6.12 and compositional conjugation by some active element
of E to arrange that E has small derivation and P has a decomposition as in the
hypothesis of Lemma 13.6.14. Now apply Lemma 13.6.14. 
Note also that degA = ddegA for A as in Lemma 13.6.11. The device in the
proof of passing to an elementary extension with a monomial group and then to
the differential-valued hull can also be used in other situations. For example, the
results on the Newton diagram of P in Section 13.5 extend in a similar way to the
present setting. Here we state what is needed later:
Corollary 13.6.16. Assume E is ω-free, ΓE is divisible, and P ∈ E{Y } 6= is not
homogeneous. Then there are i0 < · · · < in in {i ∈ N : Pi 6= 0} with i0 = mulP
and in = degP and elements e1 ≺ · · · ≺ en in E× such that for all g ∈ E×:
nmulP×g = i0 ⇐⇒ g 4 e1;
ndegP×g = i0 ⇐⇒ g ≺ e1;
nmulP×g = im ⇐⇒ em ≺ g 4 em+1, (1 6 m < n);
ndegP×g = im ⇐⇒ em 4 g ≺ em+1, (1 6 m < n);
nmulP×g = in ⇐⇒ en ≺ g;
ndegP×g = in ⇐⇒ en 4 g.
This follows from Corollary 13.5.8 for E = K×.
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Lemma 13.6.17. Assume E is ω-free, ΓE is divisible, and (gρ) is a pc-sequence in E
with gρ  0. Let g := cE(gρ) be the corresponding cut in E and
E := {g ∈ E× : g ≺ gρ, eventually}.
Let P ∈ E{Y } 6=. If E 6= ∅, then ndegg P = ndegE P . If E = ∅, then (gρ) is a
c-sequence in E, and ndegg P = mulP .
Proof. Set γρ = v(gρ+1 − gρ) ∈ Γ∞. Removing some initial terms we arrange
that (γρ) is strictly increasing, and γρ = v(gρ) ∈ Γ for each ρ. Then for all ρ,
ndeg>γρ P+gρ = ndeg>γρ P = ndegP×gρ .
If E 6= ∅, the desired result follows easily from Corollary 13.6.16: the critical case is
when v(E) has a least element of the form v(em) using notation from that corollary.
If E = ∅, use Lemma 11.2.2. 
Corollary 13.6.18. Suppose that E is ω-free and ΓE is divisible. Let (hρ) be a
pc-sequence in E with pseudolimit h ∈ E. Let h := cE(hρ) and
E := {g ∈ E× : g ≺ hρ − h, eventually}.
Let P ∈ E{Y } 6=. If E 6= ∅, then ndegh P = ndegE P+h, and if E = ∅, then
ndegh P = mulP+h.
Proof. Put gρ := hρ − h. Then (gρ) is a pc-sequence in E with gρ  0. By
Lemma 11.2.12(iii) we have ndegh P = ndegg+h P = ndegg P+h, with g = cE(gρ).
It remains to apply Lemma 13.6.17 to P+h in place of P . 
Notes and comments. The conclusion of Corollary 13.6.9 goes through for λ-
free E and homogeneous P,Q ∈ E{Y } 6= of order 6 1 and degrees d > e with
(d− e)ΓE = ΓE . This fact will not be used in this volume, so we omit the proof.
13.7. Further Consequences of λ-Freeness
In this section E is a λ-free H-asymptotic field (and thus pre-d-valued with rational
asymptotic integration). Our main goal here is to establish Proposition 13.7.1. The
basic tool is Lemma 13.7.2, which rests on Corollary 13.3.7.
Recall from Section 5.2 that for elements y 6= 0 and z in a differential field, we
let ω(z) = −(2z′ + z2) and σ(y) = ω(−y†) + y2. If F is a differential field, f ∈ F ,
and y is a nonzero solution in F of the equation σ(y) = f , then multiplication by y2
yields 2y′′y = 3(y′)2−y4+fy2, so y satisfies the differential equationA(y)y′′ = B(y),
with A := 2Y and B := 3(Y ′)2−Y 4+fY 2. This is why we consider such equations,
for example in Corollary 13.7.5 below.
Proposition 13.7.1. Suppose ωρ  ω ∈ E. Then there is an element γ of a pre-d-
valued field extension of E of H-type such that ΨE < vγ < (Γ
>
E)
′ and σ(γ) = ω. For
any such elements γ and γ∗, in possibly different extensions, there is an isomorphism
E〈γ〉 → E〈γ∗〉 over E sending γ to γ∗.
Throughout this section we assume P ∈ E{Y } 6=.
Lemma 13.7.2. Suppose P has order at most 2 and nwtP = w. There are a ∈ E,
A ∈ E[Y ] 6= with A ≍ 1 and w + degA = ndegP , and active e in E such that
P e = a · A · (Y ′)w +R, a ≍ P e, R ∈ Ee{Y }, R ≺♭e P e.
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Given such a,A, e and any active f 4 e in E there is an af ∈ E such that
P f = af ·A · (Y ′)w +Rf , af ≍ P f , Rf ∈ Ef{Y }, Rf ≺♭e P f .
Proof. For the first part, follow the proof of Lemma 13.6.11 to reduce to the
case that E has a monomial group M and small derivation. Then K := dv(E)
is d-valued of H-type and an immediate extension of E. Whether or not K is
λ-free, Corollary 13.3.7 yields NP ∈ C[Y ](Y ′)N where C = CK . The rest of the
proof of Lemma 13.6.11 can be copied verbatim, except that to get RP e ≺♭e P e as
in that proof, we appeal to Lemma 13.2.11, using that K has rational asymptotic
integration. For the second part, use the proof of Corollary 13.6.12. 
Next we establish variants of some results in Section 13.4. Recall from Section 5.7
that for f ∈ E× we defined P×f := P f×f ∈ Ef{Y }, so P×f(Y ′) = P (Y ′)f . Let us
generalize notation introduced in Section 13.4, and put
nwt×(P ) := nwt
(
P (Y ′)
)
, v×e(P ) := ve
(
P (Y ′)
)
.
Since v(P×f ) = v
(
P (Y ′)f
)
, there is an active f0 in E such that
v(P×f ) = v×e(P ) + nwt×(P )vf for active f 4 f0 in E.
Here is a variant of Corollary 13.4.5:
Corollary 13.7.3. Suppose order(P ) 6 1. Then there exists an active f in E
such that for every H-asymptotic field extension F of E and active z ≺ f in F ,
v
(
P (z)
)
= v×e(P ) + nwt×(P )vz.
Proof. Let w = nwt×(P ). Apply Lemma 13.7.2 to P (Y ′) in place of P to get
active f in E, a ∈ E×, and R ∈ Ef{Y } such that
P×f = a · (Y w +R), va = v(P×f ) = v×e(P ) + w vf, R ≺♭f 1.
Let F be an H-asymptotic field extension of E and z an active element of F
with z ≺ f . Then y := zf−1 ≺ 1 is active in F f , so y ≍♭f 1. Now F f has
small derivation, so R(y) ≺♭f 1 ≍♭f yw. Thus P (z) = P×f (y) ∼♭f ayw, and hence
v
(
P (z)
)
= v(a · yw) = v×e(P ) + w vz as claimed. 
In a similar way we obtain an analogue of Corollary 13.4.8:
Corollary 13.7.4. Suppose order(P ) 6 1. Then there exists δ0 ∈ (Γ>E)′ such that
for every H-asymptotic field extension F of E and z ∈ F with ΨE < vz 6 δ0,
v
(
P (z)
)
= v×e(P ) + nwt×(P )vz.
Proof. Let w, f , a and R be as in the proof of Corollary 13.7.3. By Lemma 9.2.11
and the remark following it, we can take γ0 ∈ Γ>vfE and δ0 ∈ (Γ>E)′ such that
the map γ 7→ ψF (γ − vf) : [γ0, δ0]ΓF → ΓF is constant, for each H-asymptotic
field extension F of E. Given such an F and z ∈ F with ΨE < vz 6 δ0, set
y := zf−1 ≺ 1. Then y ≍♭f 1. (See proof of Corollary 13.4.8.) Hence we get
P (z) = P×f (y) ∼♭f ayw = af−wzw as in the proof of Corollary 13.7.3. 
Remark. Suppose order(P ) 6 1, and E is equipped with an ordering making E a
pre-H-field. The proofs of Corollaries 13.7.3 and 13.7.4 show that there are γ0 ∈
(Γ<E)
′, δ0 ∈ (Γ>E)′, and σ ∈ {−1,+1}, such that for every pre-H-field extension F
of E and z ∈ F> with γ0 6 vz 6 δ0, we have signP (z) = σ.
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Note that by Corollary 13.7.4, if z is an element in an H-asymptotic field extension
of E with ΨE < vz < (Γ>E)
′, then z, z′ are algebraically independent over E.
Corollary 13.7.5. Let A,B ∈ E{Y } be of order at most 1, A 6= 0, and let y, z
be elements of (possibly different) H-asymptotic field extensions of E such that
ΨE < vy < (Γ
>
E)
′, A(y)y′′ = B(y),(13.7.1)
ΨE < vz < (Γ
>
E)
′, A(z)z′′ = B(z).(13.7.2)
Then there is an isomorphism E〈y〉 → E〈z〉 over E sending y to z.
Proof. By the remark preceding the corollary, y, y′ are algebraically independent
over E, and so are z, z′. Thus A(y) 6= 0, A(z) 6= 0, and so E〈y〉 = E(y, y′)
and E〈z〉 = E(z, z′) as fields, and we have an isomorphism h : E〈y〉 → E〈z〉 of
differential fields over E sending y to z. If P has order 6 1, then
v
(
P (y)
)
= v×e(P ) + nwt×(P )vy
by Corollary 13.7.4, and similarly with y replaced by z. In view of Corollary 9.8.6
it follows that h is also a valued field isomorphism. 
Remark. Let A and B be as in Corollary 13.7.5, and suppose additionally that E
is equipped with an ordering making E a pre-H-field. Let y > 0 and z > 0 be
elements of pre-H-field extensions of E satisfying (13.7.1) and (13.7.2), respectively.
The isomorphism E〈y〉 → E〈z〉 of that corollary is also an isomorphism of ordered
fields, in view of the remark following the proof of Corollary 13.7.4.
Lemma 13.7.6. Let z be an element of an H-asymptotic field extension of E with
ΨE < vz < (Γ
>
E)
′, and consider the valued field extension F := E(z, z′) of E. Then
ΓF = ΓE ⊕ Zvz (internally), [ΓF ] = [ΓE ], and res(F ) = res(E).
Proof. Clearly ΓF = ΓE+Zvz by Corollary 13.7.4. Since E is λ-free, the algebraic
closure Ea of E (inside the algebraic closure of E〈z〉) has asymptotic integration.
Since ΨEa = ΨE < vz < (Γ>Ea)
′, we have vz /∈ ΓEa = QΓE. Thus ΓF = ΓE ⊕ Zvz.
From Lemma 2.4.17 applied to G := QΓE and b := vz we obtain [ΓF ] = [ΓE ]. To
show res(F ) = res(E), suppose P has order 6 1. Taking w, f , a, and R as in the
proof of Corollary 13.7.3, that proof yields P (z) ∼ af−wzw. Now let g ∈ F×. Then
the above gives e ∈ E× and k ∈ Z with g ∼ ezk. If g ≍ 1 this forces k = 0, and so
g ∼ e ∈ E×. Thus res(F ) = res(E). 
We can now prove Proposition 13.7.1.
Proof of Proposition 13.7.1. The uniqueness statement is a consequence of
Corollary 13.7.5, so it suffices to prove the existence of γ with the desired properties.
We arrange that ΓE is divisible, for example by passing to the algebraic closure of E.
Corollary 11.7.13 yields an immediate asymptotic extension E(λ) of E with λρ  λ
and ω(λ) = ω. Note that λ is transcendental over E. By Lemma 11.5.14, −λ
creates a gap over E(λ), and the proof of that lemma yields an element γ 6= 0 in an
H-asymptotic field extension of E(λ) such that vγ /∈ ΓE , γ† = −λ, ΨE(λ,γ) = ΨE
and vγ is a gap in E(λ, γ). Note that then γ is transcendental over E(λ), and
ΓE(λ,γ) = ΓE ⊕ Zvγ, resE(λ, γ) = resE, σ(γ) = ω + γ2.
In the field extension E(λ, γ) = E(γ, γ ′) of E the elements λ, γ are algebraically
independent over E. Using Corollary 1.9.4, let Eγ be the valued differential field
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extension of E with E(λ, γ) as its underlying valued field, and derivation ∂γ given
by
∂γ(λ) =
1
2
(
γ2 − λ2 − ω), ∂γ(γ) = −γ · λ.
Since −2λ′ − λ2 = ω, the first equality amounts to ∂γ(λ) = λ′ + 12γ2. The second
equality just says that ∂γ(γ) = γ ′. Let ωγ , σγ be the analogues of ω, σ in the
differential field Eγ . Then ωγ(z) = −2∂γ(z)− z2 for z ∈ Eγ and
σγ(y) = ωγ
(−∂γ(y)/y)+ y2 (y ∈ E×γ ),
and thus σγ(γ) = ω, as is easily checked. To show that Eγ is pre-d-valued, we use
Lemma 10.1.19 with E, Eγ in place of K, L, and with the multiplicative subgroup
T := E(λ)× · γZ of E×γ . In order to apply that lemma, we need:
Claim: If s, t ∈ T and s 4 1, t ≺ 1, then ∂γ(s) ≺ ∂γ(t)/t in Eγ .
To prove this claim, let t ∈ T . Take a ∈ E(λ)× and k ∈ Z such that t = aγk.
Take A ∈ E(Y )× with A(λ) = a. Let R 7→ R∂ be the derivation on the field E(Y )
extending that of E with Y ∂ = 0. Then by Corollary 4.1.4,
a′ = A∂(λ) + (∂A/∂Y )(λ) · λ′, ∂γ(a) = A∂(λ) + (∂A/∂Y )(λ) · ∂γ(λ), so
∂γ(t)
t
− t
′
t
=
∂γ(a)
a
− a
′
a
=
(
∂A/∂Y
A
)
(λ) · (∂γ(λ)− λ′) = (∂A/∂Y
A
)
(λ) · 12γ2.
Then Corollary 11.6.10 gives
v
(
∂γ(t)
t
− t
′
t
)
> vγ > ΨE = ΨE(λ,γ).
If t 6≍ 1, this gives ∂γ(t)/t ∼ t′/t, and so ∂γ(t) ∼ t′. Suppose now that t ≍ 1. Then
k = 0 and so A(λ) = a = t ≍ 1, hence
∂γ(t)− t′ = (∂A/∂Y )(λ) · 12γ2 ≍
(
∂A/∂Y
A
)
(λ) · 12γ2.
As before this yields v
(
∂γ(t) − t′
)
> ΨE = ΨE(λ,γ), and thus v
(
∂γ(t)
)
> ΨE〈λ,γ〉.
The claim now follows. 
Remarks. Let E and E〈γ〉 be as in Proposition 13.7.1.
(1) By Lemma 13.7.6 we have resE〈γ〉 = resE. In view of Lemma 9.1.2 it follows
that if E is d-valued, then so is E〈γ〉 with CE〈γ〉 = CE .
(2) Lemma 13.7.6 also gives [ΓE ] = [ΓE〈γ〉], and so vγ is a gap in E〈γ〉.
(3) Suppose b ≍ 1 in E〈γ〉; then b′ ≺ γ. This is because resE〈γ〉 = resE gives
u ≍ 1 in E with b ∼ u, so u′ ≺ γ and b′ − u′ ≺ γ, and thus b′ ≺ γ.
Lemma 13.7.7. Let E and γ be as in Proposition 13.7.1 and let E be equipped
with an ordering making it a pre-H-field. Then E〈γ〉 has a unique field ordering
extending that of E in which γ > 0 and OE〈γ〉 is convex. Moreover, E〈γ〉 with this
ordering is a pre-H-field in which OE〈γ〉 is the convex hull of OE.
Proof. Let f ∈ E〈γ〉×. As E〈γ〉 = E(γ, γ ′), Lemma 13.7.6 gives
f = gγk(1 + a), with g ∈ E×, k ∈ Z, a ∈ E〈γ〉, a ≺ 1.
Thus for any field ordering on E〈γ〉 extending that of E in which γ > 0 and the
valuation ring of E〈γ〉 is convex we have: f > 0⇐⇒ g > 0. Thus at most one such
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ordering on E〈γ〉 exists. For any such ordering the valuation ring of E〈γ〉 is the
convex hull of O, since res(E) = res(E〈γ〉) by Lemma 13.7.6.
It remains only to show that E〈γ〉 has a field ordering making it a pre-H-
field extension of E in which γ > 0. For this we use the construction of E〈γ〉 in
the proof of Proposition 13.7.1. In detail, we first arrange that ΓE is divisible, for
example, by passing to the real closure of E. Then we take an immediate asymptotic
extension E(λ) of E with λρ  λ and ω(λ) = ω, and use Lemma 10.5.8 to make it
a pre-H-field extension of E. Next we consider a Liouville closed H-field extension
of E(λ), and take an element γ > 0 in this extension such that γ† = −λ. Then
E〈γ〉 = E(λ, γ) is a pre-H-field extension of E(λ), and vγ is a gap in E〈γ〉 by the
remark following the proof of Lemma 11.5.14. It now follows from Lemma 13.7.6
that E(λ, γ) as a pre-d-valued field extension of E is exactly as constructed in the
proof of Proposition 13.7.1, and in what follows we define ∂γ and Eγ as in that
proof, and use its notations. We also consider Eγ to be equipped with the field
ordering of E(λ, γ). It is enough to show that Eγ is a pre-H-field. Recall that
T := E(λ)× · γZ. By Lemma 10.5.5 it suffices to show:
Claim: Suppose t ∈ T and t ≻ 1; then ∂γ(t)/t > 0.
To establish this claim, note that ∂γ(t)/t ∼ t′/t by the proof of Proposition 13.7.1.
Since E(λ, γ) is a pre-H-field, we have t′/t > 0, and the claim follows. 
Remark. If in addition to the hypotheses of Lemma 13.7.7, E is an H-field,
then E〈γ〉 ordered as in that lemma is also an H-field, with CE〈γ〉 = CE .
Cases of low complexity. For use in the next chapter we derive here results
for P of low complexity, under our standing assumption that E is λ-free.
Corollary 13.7.8. If orderP 6 2, then there is γ ∈ Γ>E such that for all g ∈ E,
0 < vg < γ =⇒ nmul(P ) = nmul(P×g) = ndeg(P×g),
−γ < vg < 0 =⇒ ndeg(P ) = ndeg(P×g) = nmul(P×g).
Proof. Suppose orderP 6 2. Use Lemma 13.7.2 and compositional conjugation
by some active element of E to arrange that E has small derivation and P is as in
the hypothesis of Lemma 13.6.14. Now apply Lemma 13.6.14. 
Lemma 13.7.9. If ndegP = 0 and f0 is active in E, then for some active f 4 f0
in E we have P f ∼♭f a in Ef{Y } with a ∈ E.
We omit the proof: it is like that of the next lemma but shorter.
Lemma 13.7.10. Suppose ndegP = 1 and f0 is active in E. Then for some active
f 4 f0 in E we have either P
f ∼♭f a+bY in Ef{Y } with a 4 b in E, or P f ∼♭f bY ′
in Ef{Y } with b ∈ E. In particular, nwt(P ) 6 1.
Proof. By compositional conjugation we arrange that E has small derivation. By
passing to an elementary extension of E we further arrange that E has a monomial
group M. Then K := dv(E) is an immediate extension of E. With M as its
monomial groupK satisfies the assumptions at the beginning of this chapter. Then
ndegP = 1 gives P1 6= 0, and either NP = NP0 + NP1 or NP = NP1 . Applying
Corollary 13.3.9 to Q := P1 gives NP1 = cY or NP1 = cY
′ with c ∈ C×. Since NP is
isobaric, this gives NP = c0+ cY or NP = cY ′, with c0, c ∈ C, c 6= 0. In particular,
NP ∈ C[Y ](Y ′)N. We have dPφ ∈ M ⊆ E×, and Pφ ∼♭φ dPφNP , eventually, by
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Lemma 13.2.11. We just do the case NP = c0 + cY . (The other case is similar.)
Take e0 4 e1 ≍ 1 in E such that c0 − e0 ≺ 1 and c1 − e1 ≺ 1 in K. Recall that φ
ranges over the elements of M active in K, but M ⊆ E×, so φ ∈ E, and eventually
Pφ ∼♭φ dPφNP = dPφ(e0 + e1Y ) + dPφ
(
(c0 − e0) + (c1 − e1)Y
)
.
Also (c0−e0)+(c1−e1)Y ≺♭φ 1, eventually, so Pφ ∼♭φ dPφ(e0+e1Y ), eventually. 
Corollary 13.7.11. If ndegP 6 1, then there is γ ∈ Γ>E such that for all g ∈ E,
0 < vg < γ =⇒ nmul(P ) = nmul(P×g) = ndeg(P×g),
−γ < vg < 0 =⇒ ndeg(P ) = ndeg(P×g) = nmul(P×g).
Proof. Assume ndegP 6 1. By Lemmas 13.7.9 and 13.7.10 and compositional
conjugation we arrange that E has small derivation and P is as in the hypothesis
of Lemma 13.6.14, with w = 0 or w = 1. Now apply Lemma 13.6.14. 
Lemma 13.7.12. If nmulP = 1, then there is γ ∈ Γ>E such that for all g ∈ E×,
0 < vg < γ =⇒ nmulP×g = ndegP×g = 1.
Proof. Assume nmulP = 1. As in the proof of Lemma 13.7.10 we arrange that E
has small derivation, a monomial group, and an immediate (d-valued) extension K.
With P = P0 + P1 + R, where R :=
∑
d>2 Pd, we have P0 ≺ Pφ1 < Rφ in Kφ{Y },
eventually, and v(Pφ1 ) = v
e(P ) + nwt(P1)vφ, eventually. By Corollary 13.3.9 we
have nwt(P1) 6 1, and as E has asymptotic integration, this yields α ∈ Γ>E such
that v(P0) > α + ve(P ) + nwt(P1)vφ for all φ. Then for γ ∈ Γ>E with 2γ < α we
have for all g ∈ E×,
0 < vg < γ =⇒ v(P0) > v(Pφ1,×g) < v(Rφ×g), eventually,
so any such γ has the desired property. 
Notes and comments. Corollary 13.7.4 improves on [20, Proposition 12.12].
13.8. Asymptotic Equations
This section is somewhat technical, but indispensable. The main facts we establish
here are Proposition 13.8.8 and Lemma 13.8.13. These are needed in Chapter 14
in proving Theorems 14.0.2 and 14.3.5, which are of independent interest. Our
quantifier elimination for T depends essentially on Theorem 14.0.2.
Recall the assumptions on K imposed in the beginning of this chapter. In
this section we assume in addition that K is ω-free, so that we can use results
of Section 13.5. Also, as before, P ranges over K{Y } 6= and φ over the elements
of M that are active in K. Let E ⊆ K× be 4-closed, and consider the asymptotic
equation over K given by
(E) P (Y ) = 0, Y ∈ E .
An approximate solution of (E) is an approximate zero y of P such that y ∈ E ,
and the multiplicity of an approximate solution y of (E) is its multiplicity as
an approximate zero of P . An algebraic approximate solution of (E) is an
algebraic approximate zero y of P , as defined at the end of Section 13.3, such
that y ∈ E . Let y ∈ E with y ∼ cm (c ∈ C×). Then by Lemma 13.5.4,
y is an approximate solution of (E) ⇐⇒ NP×m(c) = 0 ⇐⇒ ndeg≺m P+y > 1,
538 13. THE NEWTON POLYNOMIAL
and if y is an approximate solution of (E), then its multiplicity equals ndeg≺m P+y,
which is 6 ndegE P . If y is an approximate solution of (E), then so is every z ∈ K×
with z ∼ y, with the same multiplicity. By Lemma 13.1.6, if y is a solution of (E),
then y is an approximate solution of (E). For each φ, the asymptotic equation
(Eφ) Pφ(Y ) = 0, Y ∈ E
has the same solutions and the same approximate solutions as (E), with the same
multiplicities.
A starting monomial for (E) is a starting monomial m for P with m ∈ E ; we
define “algebraic starting monomial for (E)” likewise. If y ∼ cm (c ∈ C×) is an
approximate solution of (E), then m is a starting monomial for (E). Hence if (E)
has no starting monomial (in particular, if ndegE P = 0), then (E) has no ap-
proximate solution. By Proposition 13.5.7, if Γ is divisible and mulP < ndegE P ,
then there is an algebraic starting monomial for (E), and ndegP×e = ndegE P ,
e := largest algebraic starting monomial for (E).
Let E ′ ⊆ E be 4-closed and let f ∈ E ∪ {0}. We call the asymptotic equation
(E′) P+f (Y ) = 0, Y ∈ E ′
a refinement of (E). By Lemma 11.2.7 we have ndegE′ P+f 6 ndegE P . Note that
if y is a solution of (E′) and f + y 6= 0, then f + y is a solution of (E). Moreover:
Lemma 13.8.1. Let y 6∼ −f be an approximate solution of (E′) of multiplicity µ.
Then f + y is an approximate solution of (E) of multiplicity > µ.
Proof. Since y 6∼ −f we have y 4 f + y and thus
1 6 µ = ndeg≺y(P+f )+y = ndeg≺y P+(f+y) 6 ndeg≺f+y P+(f+y),
hence f + y is an approximate solution of (E) of multiplicity > µ. 
Lemma 13.8.2. Suppose f 6= 0, E ′ ⊆ K≺f and ndegE P = ndegE′ P+f > 1. Then f
is an approximate solution of (E).
Proof. Using Lemma 11.2.7 we have
ndegE′ P+f 6 ndeg≺f P+f 6 ndeg4f P+f = ndeg4f P 6 ndegE P,
and hence ndeg≺f P+f = ndegE P > 1. Thus f is an approximate solution of (E)
by the equivalence displayed earlier in this section. 
Let an asymptotic equation (E) be given, with Newton degree d = ndegE P . Then
ndeg≺f P+f 6 d for all f ∈ E . Moreover:
Lemma 13.8.3. Suppose d > 1. Then the following are equivalent:
(i) ndeg≺f P+f < d for all f ∈ E;
(ii) ndeg≺f P+f < d for all f ∈ E with ndegP×f = d;
(iii) there is no approximate solution of (E) of multiplicity d.
Proof. Let f ∈ E and suppose ndegP×f < d. Then
ndeg≺f P+f 6 ndeg4f P+f = ndeg4f P = ndegP×f < d.
Thus (i) ⇐⇒ (ii). An earlier equivalence in this section gives (i) ⇐⇒ (iii). 
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We say that (E) is unraveled if d > 1 and one of the equivalent conditions in
Lemma 13.8.3 holds. So if d > 1 and (E) does not have an approximate solu-
tion, then (E) is unraveled. If (E) is unraveled and has an approximate solution,
then d > 2 by condition (iii) of Lemma 13.8.3.
Example. Suppose P ∈ K[Y ](Y ′)N. Then d = ndegE P = ddegE P . Assume
that d > 1. If P ∈ K[Y ], then (E) is not unraveled if and only if there are m ∈ E
and a, b ∈ C× such that DP×m = a · (Y − b)d. Suppose wtP > 1. Then (E)
is not unraveled if and only if 1 ∈ E and DP ∈ C[Y ](Y ′)N has a zero in C× of
multiplicity d.
If (E) is unraveled, then so is (Eφ) for each φ; moreover:
Lemma 13.8.4. Suppose the asymptotic equation (E) is unraveled. Let f ∈ K be
such that f 4 e for some algebraic starting monomial e for (E). Then
P+f (Y ) = 0, Y ∈ E
is also unraveled.
Proof. We have ndegE P+f = d > 1. Let g ∈ E ; we need to show that
ndeg≺g P+(f+g) < d.
If g ≻ f , then
ndeg≺g P+(f+g) = ndeg≺g P+g < d
since (E) is unraveled. If g ≺ f , then similarly
ndeg≺g P+(f+g) 6 ndeg≺f P+(f+g) = ndeg≺f P+f < d.
Next, suppose that g ≍ f . If f + g ≍ g, then
ndeg≺g P+(f+g) = ndeg≺f+g P+(f+g) < d,
and if f + g ≺ g, then we take an algebraic starting monomial e for (E) with f 4 e,
and get from Corollary 13.5.5 that
ndeg≺g P+(f+g) = ndeg≺g P = nmulP×f 6 nmulP×e < ndegP×e 6 d,
so ndeg≺g P+(f+g) < d. 
Lemma 13.8.4 has a converse of sorts:
Lemma 13.8.5. Suppose Γ is divisible and ndegE P > mulP . Let e be the largest
algebraic starting monomial for (E). Suppose E1 ⊆ K× is 4-closed and f ∈ E1 is
such that ndegE1 P = ndegE P and P+f (Y ) = 0, Y ∈ E1, is unraveled. Then f 4 e.
Proof. We have d := ndegE P = ndegE1 P+f . If f ≻ e, then
d = ndegP×e 6 ndeg≺f P = ndeg≺f (P+f )+(−f) < d,
a contradiction. 
Assume ndegE P = d > 1. Let f ∈ E ∪ {0} and let E ′ ⊆ E be 4-closed. We call
the pair (f, E ′) a partial unraveler for (E) if ndegE′ P+f = d. Thus (f, E) is a
partial unraveler for (E). If (f, E ′) is a partial unraveler for (E) and (f1, E1) is a
partial unraveler for (E′), then (f + f1, E1) is a partial unraveler for (E). Moreover,
if (f, E ′) is a partial unraveler for (E), then (f, E ′) is a partial unraveler for (Eφ).
An unraveler for (E) is a partial unraveler (f, E ′) for (E) with unraveled (E′). In
the next easy lemma we continue assuming ndegE P > 1.
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Lemma 13.8.6. Let a ∈ K× and aE := {ay ∈ K× : y ∈ E}, and consider
(aE) P×a−1(Y ) = 0, Y ∈ aE .
The Newton degree of (aE) equals that of (E). If (f, E ′) is a partial unraveler
for (E), then (af, aE ′) is a partial unraveler for (aE); similarly with unraveler in-
stead of partial unraveler. If a ∈M, then the algebraic starting monomials for (aE)
are exactly the ae with e an algebraic starting monomial for (E).
We also note an easy consequence of Lemma 13.8.4:
Corollary 13.8.7. Assume ndegE P > 1. Let (f, E ′) be an unraveler for (E), and
let g ∈ K be such that f − g 4 e for some algebraic starting monomial e of the
refinement (E′) of (E). Then (g, E ′) is also an unraveler for (E).
Recall that throughout this section K is ω-free. In the next result we use the notion
asymptotically d-algebraically maximal defined in Section 9.1.
Proposition 13.8.8. Suppose K is asymptotically d-algebraically maximal, Γ is
divisible, d := ndegE P > 1, but there is no f ∈ E ∪ {0} with mulP+f = d. Then
there exists an unraveler for (E).
Proof. Let
(
(fλ, Eλ)
)
λ<ρ
be a sequence of partial unravelers for (E), indexed by
the ordinals less than an ordinal ρ > 0, such that (f0, E0) = (0, E) and
(1) Eλ ⊇ Eµ for all λ < µ < ρ,
(2) fµ − fλ ≻ fν − fµ for all λ < µ < ν < ρ,
(3) fλ+1 − fλ ∈ Eλ \ Eλ+1 for all λ with λ+ 1 < ρ.
Note that for ρ = 1 we have such a sequence. By (2) we have fλ − fµ ≍ fλ − fλ+1
for λ < µ < ρ. Take mλ ∈M with mλ ≍ fλ+1 − fλ for λ+ 1 < ρ. Then by (3),
d = ndegEλ+1 P+fλ+1 6 ndeg4mλ P+fλ+1
= ndeg4mλ(P+fλ)+(fλ+1−fλ)
= ndeg4mλ P+fλ
6 ndegEλ P+fλ = d,
and thus ndeg4mλ P+fλ = d, for all ordinals λ with λ+ 1 < ρ.
Suppose first that ρ is a successor ordinal, ρ = σ +1. Consider the refinement
(Eσ) P+fσ (Y ) = 0, Y ∈ Eσ
of (E). If (Eσ) is unraveled, then (fσ, Eσ) is an unraveler of (E), and we are done.
Assume (Eσ) is not unraveled, and take f ∈ Eσ such that ndeg≺f (P+fσ )+f = d.
The subset
Eρ := {y ∈ K× : y ≺ f}
of Eσ is 4-closed, with ndegEρ(P+fσ )+f = d. Hence (f, Eρ) is a partial unraveler
for (Eσ), so (fρ, Eρ), where fρ := fσ + f , is a partial unraveler for (E). Then(
(fλ, Eλ)
)
λ<ρ+1
satisfies (1)–(3) with ρ+ 1 instead of ρ.
Now suppose ρ is a limit ordinal. Then (fλ)λ<ρ is a pc-sequence in K. Let f =
cK(fλ) be the corresponding cut in K. Then ndegf P = d. The d-valued field K
of H-type is asymptotically d-algebraically maximal and has rational asymptotic
integration, so we can take a pseudolimit fρ of (fλ)λ<ρ in K, by Lemmas 11.4.8
and 11.4.12. Consider the subset
Eρ :=
⋂
λ<ρ
Eλ = {y ∈ K× : y ≺ mλ for all λ < ρ}
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of K×. If Eρ = ∅, then mulP+fρ = ndegf P = d by Corollary 13.6.18, contradict-
ing the hypothesis of the proposition. Thus Eρ 6= ∅, and so Eρ is 4-closed. We
have ndegEρ P+fρ = ndegf P = d by Corollary 13.6.18, hence (fρ, Eρ) is a partial
unraveler for (E), and
(
(fλ, Eλ)
)
λ<ρ+1
satisfies (1)–(3) with ρ+ 1 instead of ρ.
This building process must end in producing an unraveler for (E). 
Behavior of unravelers under immediate extensions. In this subsection we
fix an ω-free immediate H-asymptotic extension L of K. By Lemma 9.1.2, L is
d-valued; our monomial group M for K continues to serve as a monomial group
for L. Let E ⊆ K× be 4-closed. Then the subset
EL := {y ∈ L× : vy ∈ vE}
of L× is 4-closed with EL ∩K = E . We consider the asymptotic equation
(EL) P (Y ) = 0, Y ∈ EL
over L, which has the same Newton degree ndegEL P = ndegE P as (E). An ele-
ment y of K is an approximate solution of (E) if and only if y is an approximate
solution of (EL), and in this case the multiplicity of y as an approximate solu-
tion of (E) agrees with the multiplicity of y as an approximate solution of (EL).
Hence (E) is unraveled if and only if (EL) is. This yields:
Lemma 13.8.9. Assume ndegE P > 1. Let f ∈ E ∪ {0} and let E ′ ⊆ E be 4-closed.
Then (f, E ′) is a partial unraveler for (E) if and only if (f, E ′L) is a partial unraveler
for (EL); similarly with unraveler instead of partial unraveler.
Let (aρ) be a divergent pc-sequence in K with minimal d-polynomial P over K,
and suppose aρ  ℓ ∈ L.
Lemma 13.8.10. mul(P+ℓ) 6 1.
Proof. By Lemma 11.3.8 we have Q(ℓ) 6= 0 for all Q ∈ K{Y } 6= of smaller com-
plexity than P . Thus SP (ℓ) 6= 0, and so mul(P+ℓ) 6 1. 
Let a = cK(aρ) be the cut defined by (aρ) in K, and let a ∈ K, v ∈ K× be such
that a− ℓ ≺ v and ndeg≺v P+a = ndega P . Consider the asymptotic equation
(13.8.1) P+a(Y ) = 0, Y ≺ v
over K. In the next lemma we also consider it as an asymptotic equation over L.
The following consequence of Proposition 13.8.8 is needed in Section 14.5 below:
Lemma 13.8.11. Suppose that Γ is divisible, L is asymptotically d-algebraically
maximal, and ndega P > 2. Then there exists an unraveler (f, E) for (13.8.1)
over L such that f 6= 0, ndeg≺f P+(a+f) = ndega P , and aρ  a + f + z for all
z ∈ E ∪ {0}.
Proof. Take g ∈ K such that a− ℓ ∼ −g. Then 0 6= g ≺ v, so
ndega P = ndeg≺v P+a = ndeg≺v P+(a+g) > ndeg≺g P+(a+g).
Also (a + g) − ℓ ≺ g, so ndega P 6 ndeg≺g P+(a+g) by Lemma 11.4.12, and thus
ndega P = ndeg≺g P+(a+g). Now P+(a+g) is a minimal differential polynomial for(
aρ − (a+ g)
)
over K and ndega−(a+g) P+(a+g) = ndega P . Suppose E ⊆ L×,≺g is
4-closed in the sense of L, and (h, E) is an unraveler for the asymptotic equation
P+(a+g)(Y ) = 0, Y ≺ g
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over L with aρ− (a+ g) h+ z for all z ∈ E ∪{0}. Then (f, E), f := g+h 6= 0, is
an unraveler for (13.8.1) in L with ndeg≺f P+(a+f) = ndega P and aρ  a+ f + z
for all z ∈ E ∪ {0}. Thus, after replacing P , (aρ), ℓ, v by P+(a+g),
(
aρ − (a + g)
)
,
ℓ − (a + g), g, respectively, we may assume a = 0, and only need to show the
existence of an unraveler (f, E) for (13.8.1) in L with aρ  f +z for all z ∈ E ∪{0}.
For this, consider the subset
Z := {z ∈ L× : z ≺ aρ − ℓ, eventually}
of L×. By Lemma 13.8.10 and since ndega P > 2, there is no z ∈ Z ∪ {0}
such that mul(P+(ℓ+z)) = ndega P . So Z 6= ∅, and thus Z is 4-closed, and
ndegZ P+ℓ = ndega P , by Corollary 13.6.18. Proposition 13.8.8 now provides us
with an unraveler (g, E) for the asymptotic equation
P+ℓ(Y ) = 0, Y ∈ Z
over L. Then (f, E), f := ℓ + g, is an unraveler for (13.8.1) (with a = 0), and
aρ  f + z for all z ∈ Z ∪ {0}. 
Neglecting terms of high degree. In this subsection we assume Γ is divisible
and d := ndegE P > 1. Let (f, E ′) be an unraveler for (E), and set f := df .
Suppose also that d > mul(P+f ). Then (E′) has an algebraic starting monomial
by Proposition 13.5.7, and we let e be the largest algebraic starting monomial
for (E′). Let g ∈ K, g := dg, and suppose e ≺ g ≺ f. Put f˜ := f − g (so f˜ ∼ f),
and consider the refinement
(E˜) P+f˜ (Y ) = 0, Y 4 g
of (E). Set E˜ ′ := {y ∈ E ′ : y ≺ g}, so e ∈ E˜ ′.
Lemma 13.8.12. The asymptotic equation (E˜) has Newton degree d, and (g, E˜ ′) is
an unraveler for (E˜).
Proof. We have
d = ndeg4e P+f 6 ndeg4g P+f = ndeg4g P+f˜ 6 ndegE P+f˜ = ndegE P = d
and hence (E˜) has Newton degree d. Also
d = ndeg4e P+f 6 ndegE˜′ P+f 6 ndegE P+f = ndegE P = d.
Hence the asymptotic equation
P+f (Y ) = 0, Y ∈ E˜ ′,
which is a refinement of both (E′) and (E˜), has Newton degree d, and as (E′) is
unraveled, the pair (g, E˜ ′) is an unraveler for (E˜). 
Recall that for F ∈ K{Y } and e ∈ N, we defined F6e := F0 + F1 + · · · + Fe.
Note that if e > ndegF , then NF = NF6e by Corollary 13.2.7 and its proof. Set
F := P+f˜ . Then d > ndegF×m for all m 4 g. Consider the “truncation”
(E˜6d) F6d(Y ) = 0, Y 4 g
of (E˜) as an asymptotic equation over K. We have
NF×m = N(F×m)6d = N(F6d)×m for m 4 g,
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so (E˜6d) has the same algebraic starting monomials and the same Newton de-
gree d as (E˜). In the next lemma we show that under suitable conditions the
unraveler (g, E˜ ′) for (E˜) is also an unraveler for (E˜6d). This will be crucial in
Section 14.4.
Lemma 13.8.13. Suppose (e/g) ≺≺ (g/f). Then (g, E˜ ′) is an unraveler for (E˜6d),
and e is the largest algebraic starting monomial of the unraveled asymptotic equation
(E˜′6d)
(
F6d
)
+g
(Y ) = 0, Y ∈ E˜ ′.
Proof. For (g, E˜ ′) to be an unraveler for (E˜6d) it is enough to show:
(1) ndegE˜′(F6d)+g = d;
(2) ndeg≺h(F6d)+(g+h) < d for all h ∈ E˜ ′.
Until further notice we assume g = 1, so e ≺ 1 ≺ f, e ≺≺ f. At the end we reduce to
this special case. We have ndegF = ndeg4g F = d by an equality from the proof of
Lemma 13.8.12, so d 6 ndegF×f 6 ndegE F = d, and thus ndegF = ndegF×f = d.
If m ≺≺ f, then by Corollary 13.2.4 with F, f in the role of P, n we have
NP+f,×m = NF+g,×m = N(F6d)+g,×m .
In particular, if e 4 m ≺ 1, then NP+f,×m = N(F6d)+g,×m , and so e is the largest
algebraic starting monomial of (E˜′6d). Also,
e 4 m ∈ E˜ ′ =⇒ ndeg(F6d)+g,×m = ndegP+f,×m = d,
so (1) holds. For (2), let h ∈ E˜ ′, so h ∈ E ′, h ≺ 1, and h ∼ c h with c ∈ C×, h := dh.
Applying Lemma 13.5.4 twice gives
ndeg≺h(F6d)+(g+h) = mul
(
N(F6d)+g,×h
)
+c
ndeg≺h P+(f+h) = mul
(
NP+f,×h
)
+c
.
Now (E′) is unraveled, so if e 4 h, then ndeg≺h P+(f+h) < d, and thus
ndeg≺h(F6d)+(g+h) < d
by combining various equalities above. If e2 4 h ≺ e, then h† ≍ e†, so h ≺≺ f, hence
ndeg (F6d)+g,×h = ndeg P+f,×h < ndeg P+f,×e = d,
as e is the largest algebraic starting monomial for (E′). Thus if h ≺ e, then
ndeg≺h(F6d)+(g+h) = mul
(
N(F6d)+g,×h
)
+c
6 ndeg (F6d)+g,×h < d.
This gives (2) when g = 1. To reduce to the case g = 1, replace P , f , g, E , E ′ by
P×g, f/g, g/g, g−1E , g−1E ′, respectively, and use Lemma 13.8.6. 
13.9. Some Special H-Fields
This section will not be used later in this volume but is included for its intrinsic
interest. We assume familiarity with Appendix A. We construct here H-fields,
R〈ω〉 ⊆ R〈λ〉 ⊆ R〈γ〉 (with H-field inclusions),
each generated as a differential field over their common constant field R by a single
element, where R〈ω〉 is λ-free but not ω-free, R〈λ〉 is not λ-free but has rational
asymptotic integration, and R〈γ〉 has a gap vγ. These H-fields and their asymptotic
couples have certain canonical features that are worth documenting. Moreover, they
can be realized as Hardy fields as we show at the end of this section.
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The ambient H-field L. Let Ln := ℓR0 · · · ℓRn be the subgroup of the ordered
multiplicative group T> generated by the real powers of the iterated logarithms ℓi
for i = 0, . . . , n. This yields ordered group inclusions
L0 ⊆ L1 ⊆ L2 ⊆ · · · ⊆
⋃
n
Ln =: L ⊆ GLE.
We view L := R[[L]] in the natural way as an ordered subfield of the ordered Hahn
field R[[GLE]]. The latter also contains T as an ordered subfield, with
L ∩ T =
⋃
n
R[[Ln]] = Tlog.
We equip L with the unique strongly additive R-linear derivation such that
(ℓr0)
′ = r ℓr−10 , (ℓ
r
n+1)
′ = r ℓr−1n+1(ℓ0 · · · ℓn)−1 (r ∈ R).
This makes L a spherically complete immediate real closedH-field extension of Tlog,
with constant field R. Thus L and Tlog have the same asymptotic couple
(
v(L), ψ
)
.
Moreover, v(L) is an ordered vector space over R. We set en := v(ℓn), so en < 0,
[en] > [en+1], and v(L) =
⊕
nR en (internal direct sum) with[
v(L)6=
]
=
{
[en] : n = 0, 1, 2, . . .
}
, e†n = −(e0 + e1 + · · ·+ en).
Note that Ψ := ψ
(
v(L)6=
)
has no supremum in v(L), so the H-asymptotic cou-
ple
(
v(L), ψ
)
has rational asymptotic integration.
The elements λ and ω of L. Let M be the subgroup of L generated by ℓ0, ℓ1, . . . ,
soM =
⋃
n ℓ
Z
0 · · · ℓZn. The ordered subfield R[[M]] of L is closed under the derivation
of L, which makes it an H-subfield of L. Now R[[M]] has special elements
∞∑
n=1
ℓn, λ :=
(
∞∑
n=1
ℓn
)′
=
∞∑
n=0
(ℓ0 · · · ℓn)−1, ω := ω(λ) =
∞∑
n=0
(ℓ0 · · · ℓn)−2,
none lying in Tlog. This gives the H-subfields R〈ω〉 and R〈λ〉 of R[[M]].
Proposition 13.9.1. R[[M]] is an immediate extension of R〈ω〉 and of R〈λ〉. Al-
so, R〈ω〉 is λ-free and not ω-free.
Towards the proof, first note that the asymptotic couple
(
v(L), ψ
)
of L extends
the asymptotic couple
(
v(M), ψ
)
of R[[M]], with v(M) =
⊕
n Z en. It follows that[
v(M)
]
=
[
v(L)
]
, the two asymptotic couples have the same Ψ-set, namely Ψ, and
the H-asymptotic couple
(
v(M), ψ
)
has rational asymptotic integration.
Lemma 13.9.2. Let G 6= {0} be an ordered subgroup of v(M) such that ψ(G6=) ⊆ G
and G< is coinitial in v(M)<. Then G = v(M).
Proof. Note: if [en] ∈ [G], then e†n ∈ G. Suppose m < n and [em], [en] ∈ [G].
Then −e†m = e0 + · · ·+ em ∈ G and −e†n = e0 + · · ·+ en ∈ G, hence
em+1 + · · ·+ en = e†m − e†n ∈ G,
so [em+1] = [em+1 + · · · + en] ∈ [G], and thus e†m+1 ∈ G. Inductively it follows
that G contains e†m, e
†
m+1, . . . , e
†
n and hence G contains
em+1 = e
†
m − e†m+1, em+2 = e†m+1 − e†m+2, . . . , en = e†n−1 − e†n.
Take m with [em] ∈ [G]. Then −ψ(e†m) = e0 ∈ G. Thus en ∈ G for all n. 
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Since Tlog is ω-free, it follows from Proposition 13.6.4 that the H-subfield Tlog〈ω〉
of L is λ-free. In order to conclude that R〈ω〉 is λ-free, it is clearly enough to get
v
(
R〈ω〉×) = v(M), and that is part of Corollary 13.9.4 below. The H-field L has
asymptotic integration, with divisible value group, and λn  λ, so −λ creates a gap
over L, by Lemma 11.5.14. We take some Liouville closed H-field extension L of L
and take γ ∈ L> with γ† = −λ. Then vγ is a gap in L〈γ〉 by the remark following
the proof of Lemma 11.5.14. We use this gap to prove:
Lemma 13.9.3. v
(
Q〈λ〉×) = v(M), and R[[M]] is an immediate extension of R〈λ〉.
Proof. Take z ∈ L with z′ = γ. Subtracting a constant in L from z we arrange
z 6≍ 1, and then v(z†) > Ψ. Let ∆ be the value group of Q〈z〉. Then ψL(∆6=) ⊆ ∆.
We apply Lemma 9.2.19 to ∆ as a subgroup of the value group of L. From λ ∈ Q〈z〉
we get v(1/λ) = v(ℓ0) ∈ ∆<, and as v(ℓ†0) < v(z†) ∈ ψL(∆6=), that lemma yields
v(ℓ1) = χ
(
v(ℓ0)
) ∈ ∆.
As v(ℓ†1) < v(z
†), we likewise get v(ℓ2) ∈ ∆. Continuing this way we get v(ℓn) ∈ ∆
for all n > 1. Hence [∆] is infinite, and since trdeg
(
Q〈z〉|Q〈λ〉) 6 2, also [v(Q〈λ〉×)]
is infinite. Thus v
(
Q〈λ〉×) = v(M) by Lemma 13.9.2. 
Corollary 13.9.4. Let E be a differential subfield of R〈λ〉 not contained in R.
Then v(E×) = v(M), and E as a pre-H-subfield of R〈λ〉 is not ω-free.
Proof. Take a ∈ E, a /∈ R. Then λ is d-algebraic over R〈a〉 by Lemma 4.1.5.
By Lemma 13.9.3, the set
[
v(R〈λ〉×)] is infinite, so [v(R〈a〉×)] is infinite, hence[
v(Q〈a〉×)] is infinite by Corollary 10.5.17 and Lemma 2.4.4, and thus v(E×) =
v(M) by Lemma 13.9.2. Since R〈λ〉 is not λ-free, it is not ω-free, and as R〈λ〉 is
d-algebraic over E, Theorem 13.6.1 yields that E is not ω-free. 
Applying this to E = R〈ω〉 yields Proposition 13.9.1.
Properties of R〈γ〉. Just before Lemma 13.9.3 we introduced a pre-H-field ex-
tension L〈γ〉 of L. It is generated as a differential field over L by an element γ > 0
with γ† = −λ. Since L〈γ〉 = L(γ), as fields, and vγ /∈ v(L), we have v(L(γ)×) =
v(L) ⊕ Zvγ (internal direct sum) by Lemma 3.1.30. It follows that L(γ) has the
same residue field as L, and so it is an H-field with the same constant field R as L.
We think of γ informally as an infinite product,
γ = exp
(
−
∞∑
n=1
ℓn
)
= 1/ℓ0ℓ1ℓ2 · · · ,
which suggests vγ = −(e0 + e1 + e2 + · · · ). At this point we attach no formal
meaning to these identities, but they suggest other identities that do have meaning
and that are easy to prove. For example, let α =
(∑∞
i=0 riei
)
+ kvγ ∈ v(L(γ)×),
α 6= 0, where ri ∈ R for i = 0, 1, . . . , ri = 0 for all but finitely many i, and k ∈ Z.
Then in the asymptotic couple of L〈γ〉 we have
(13.9.1) α† = e†m = −(e0 + · · ·+ em) where m = min{i ∈ N : ri 6= k}.
This is because in L〈γ〉 we have:(
γk
∞∏
i=0
ℓrii
)†
= kγ† +
∞∑
i=0
riℓ
†
i =
∞∑
i=0
(ri − k) 1
ℓ0ℓ1 · · · ℓi .
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We now turn to the H-subfield R〈γ〉 = R〈λ〉(γ) of L〈γ〉. Since vγ is a gap in L〈γ〉, it
is a gap in R〈γ〉. The asymptotic couple (v(M), ψ) of R〈λ〉 has rational asymptotic
integration, so v
(
R〈γ〉×) = v(M) ⊕ Zvγ (internal direct sum) by Corollaries 3.1.11
and 9.8.6, and α† for 0 6= α ∈ v(R〈γ〉×) is given by (13.9.1).
Realizing R〈γ〉 as a Hardy field. The H-field R〈γ〉 is isomorphic over R to
a Hardy field extension of R, and thus the same holds for the H-subfields R〈ω〉
and R〈λ〉 of R〈γ〉. To see this, recall that G is the ring of germs at +∞ of one-
variable real-valued functions defined on half-lines (a,+∞), a ∈ R. Define ln, en ∈ G
by recursion on n such that l0(t) = e0(t) = t, ln+1(t) = log ln(t), and en+1(t) =
exp en(t), eventually. Every Hardy field extends to one that contains all ln, en, and
all real numbers. Boshernitzan [58] constructs a Hardy field with an element eω
such that for every n, eventually eω(t) > en(t). In particular, eω is eventually
strictly increasing and eω(t) → +∞ as t → +∞. Let lω be the inverse of eω:
the germ in G such that lω
(
eω(t)
)
= t eventually. By [378] (see also [21, Theo-
rem 1.7]), lω lies in a Hardy field extension of R, and for each n and r ∈ R we have
eventually r < lω(t) < ln(t). Then g := l†ω lies in the same Hardy field extension
of R.
Lemma 13.9.5. There is an isomorphism R〈γ〉 → R〈g〉 of ordered differential fields
which is the identity on R and sends γ to g. (Here R〈g〉 is a Hardy field.)
Proof. Consider the H-fields
E := R(ℓ0, ℓ1, . . . ) ⊆ R[[M]], F := R(l0, l1, . . . ),
the latter a Hardy field extension of R. Lemma 10.2.3 and the remarks following
it yield an isomorphism h : E → F of ordered differential fields that is the identity
on R and sends ℓn to ln, for each n. Since E is d-valued of H-type with small
derivation and ω-free, and has monomial group M, both E and F may be used
in place of K in Section 13.4. Since ΨE < vγ < (Γ>E)
′ and ΨF < vg < (Γ>F )
′,
it follows from Lemma 13.4.11 that h extends to an isomorphism E〈γ〉 → F 〈g〉
of valued differential fields sending γ to g. Since γ > 0 and g > 0, the proof of
Corollary 13.4.12 shows that this isomorphism is also order preserving. 
Notes and comments. Rosenlicht [368, p. 831] states that he has no example
of a Hardy field extension K ⊆ K(u) such that u 6= 0, u† ∈ K, and v(u†) is a gap
in K, except when K ⊆ R. We note here that K = R〈g〉 as in Lemma 13.9.5 and
u = e
∫
g in a Hardy field extension of K furnish such an example.
CHAPTER 14
Newtonian Differential Fields
In this chapter K is an ungrounded H-asymptotic field with Γ := v(K×) 6= {0}. So
the subset Ψ of Γ is nonempty and has no largest element, and thus K is pre-d-
valued by Corollary 10.1.3. We let φ range over the active elements of K. Since Ψφ
contains positive elements, the differential residue field kφ of Kφ is just the residue
field k of the valued field K with the trivial derivation. As kφ does not depend
on φ, we let k stand for kφ. We also fix a “monomial” set M ⊆ K× that is mapped
bijectively by v onto Γ and which gives us the dominant monomial dP ∈ M ∪ {0}
and the dominant part DP ∈ k{Y } of any P ∈ Kφ{Y }. (We do not require M to
be a monomial group of K; such a group might not even exist.)
By an extension of K we mean an H-asymptotic field extension of K.
Our main interest is in the case that K has asymptotic integration, but then K
cannot be d-henselian in the sense of Chapter 7, by Corollary 9.4.10. The correct
notion in that situation, called newtonian, is an eventual variant of d-henselian.
We define P ∈ K{Y } to be quasilinear if ndegP = 1, and we define K to be
newtonian if every quasilinear P ∈ K{Y } has a zero in the valuation ring O of K.
If K is newtonian, then K is henselian as a valued field, by Lemma 3.3.10, and Kf
is newtonian for every f ∈ K×. In Section 14.1 we show that for λ-free K,
K is newtonian ⇐⇒ for each φ the flattening of Kφ is d-henselian,
and derive some consequences of this link between newtonianity and differential-
henselianity. In Section 14.2 we consider weak forms of newtonianity and apply
this to P ∈ K{Y } of low complexity. Among results needed later we show there
that if K is a newtonian Liouville closed H-field, then the subset ω(K) of K is
downward closed, and the subset σ
(
Γ(K)
)
of K is upward closed.
In Section 14.3 we prove newtonian versions of d-henselian results in Chapter 7,
leading to the following important analogue of Theorem 7.0.1:
Theorem 14.0.1. If K is λ-free and asymptotically d-algebraically maximal, then K
is ω-free and newtonian.
One (minor) part of this is an immediate consequence of Corollary 11.7.10: if K is
λ-free and asymptotically d-algebraically maximal, then K is ω-free. Note also that
by Zorn any ω-free K has an immediate asymptotically d-algebraically maximal d-
algebraic extension, and that by Section 13.6 any such extension is also ω-free, and
thus newtonian by Theorem 14.0.1.
The main result of this chapter is almost a converse to Theorem 14.0.1:
Theorem 14.0.2. If K is ω-free and newtonian with divisible value group, then K
is asymptotically d-algebraically maximal.
This is key to eliminating quantifiers for T in Chapter 16. After a rather technical
Section 14.4 on unraveling, we prove Theorem 14.0.2 in Section 14.5.
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14.1. Relation to Differential-Henselianity
We let a, b, y range over K, and P over K{Y } 6=. Recall that throughout this
chapter φ ranges over the active elements of K.
Lemma 14.1.1. Suppose Ψ>0 6= ∅, P has order 6 r, v(P1) = 0 and v(Pi) > rΨ for
all i 6= 1. Then DPφ = DPφ1 for all φ 4 1, and thus ndegP = 1.
Proof. For φ 4 1 in K we have v(Pφ1 ) 6 rvφ < v(P
φ
i ) for i 6= 1. 
If Ψ>0 6= ∅, then we let 1 denote the unique element of Γ> with ψ(1) = 1, and we
identify Z with a subgroup of Γ via k 7→ k · 1.
Lemma 14.1.2. Suppose K is newtonian with Ψ>0 6= ∅ and ∆ is a convex subgroup
of Γ with 1 ∈ ∆. Then (K, v∆) is d-henselian.
Proof. Let O˙ be the valuation ring of v˙ = v∆. Let P ∈ O˙{Y } of order 6 r be
such that P1 ≍˙ 1 and Pi ≺˙ 1 for i > 2; by Lemma 7.2.1 it is enough to show
that P has a zero in O˙. We can arrange P1 ≍ 1. Take γ < 0 in ∆ such that
(γ/2) + (r + 1) < v(P0). Take g ∈ K× with vg = γ. Then P×g = P0 + L + R
with L = P1,×g and R ≺˙ 1, so vL = γ + o(γ). Take a with va = −v(L). Then
Q := aP×g = aP0 + aL+ aR with
v(aP0) = −γ + o(γ) + v(P0) > r + 1 > rΨ, v(aL) = 0, aR ≺˙ 1,
so ndegQ = 1 by Lemma 14.1.1. Since K is newtonian, Q has a zero y ∈ O, and
then gy is a zero of P in O˙. 
Lemma 14.1.2 and its proof go through if the assumption that K is newtonian is
replaced by: every P ∈ K{Y } 6= with ndegP = 1 has a zero in the valuation ring O˙
of v∆. Let (Kφ, v♭φ) be the differential field K
φ with valuation v♭φ. Then:
Lemma 14.1.3. Let φ 4 θ ∈ K (so θ is active). If (Kφ, v♭φ) is d-henselian, then so
is (Kθ, v♭θ).
Proof. First, (Kφ, v♭θ) is isomorphic to a coarsening of (K
φ, v♭φ). NowK
θ = (Kφ)u
with u = θ/φ ≍♭θ 1, by Lemma 6.5.4(i). It remains to appeal to Lemma 7.3.4 and
the subsection on compositional conjugation immediately preceding it. 
Thus the following two conditions on K are equivalent:
(1) for every active θ in K there is a φ 4 θ such that (Kφ, v♭φ) is d-henselian;
(2) (Kφ, v♭φ) is d-henselian, for every φ.
We already saw that these conditions are satisfied if K is newtonian. If K is λ-free
we can reverse this implication:
Lemma 14.1.4. Suppose K is λ-free and (Kφ, v♭φ) is d-henselian, for every φ.
Then K is newtonian.
Proof. Let P ∈ K{Y } 6= and ndegP = 1; we need to show that then P has a zero
in O. By Corollary 9.5.8 we can take γ > 0 such that P has no zero in the region
−γ < vy < 0. By Lemma 13.7.10 we can take φ such that Γ♭φ ⊆ (−γ, γ), and either
Pφ ∼♭φ a + bY in Kφ{Y }, a 4 b in K, or Pφ ∼♭φ bY ′ in Kφ{Y }, b ∈ K. Then Pφ
has a zero y 4♭φ 1 by Lemma 7.1.1, and the choice of γ and φ gives y ∈ O. 
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Corollary 14.1.5. Suppose K is λ-free and newtonian, and cf(Γ) = ω. Then the
completion Kc of K is also λ-free and newtonian.
Proof. Let a flattening (Kφ, v♭φ) of K be given with vφ ∈ Ψ. It is d-henselian.
By Lemma 3.4.4 it has as a completion the flattening
(
(Kc)φ, v♭φ
)
, so the latter
is d-henselian by Proposition 7.2.15. Now Kc is λ-free by Lemma 11.6.5, so the
desired conclusion follows from Lemma 14.1.4 applied to Kc instead of K. 
In Chapter 16 we show that the ω-free newtonian Liouville closed H-fields are
exactly the existentially closedH-fields; see Appendix B for the concept existentially
closed. This makes the next result interesting, in particular for K = T.
Corollary 14.1.6. If K is an ω-free newtonian Liouville closed H-field with
cf(Γ) = ω, then Kc is also an ω-free newtonian Liouville closed H-field.
This is immediate from Lemmas 10.6.5 and 11.7.20, and Corollary 14.1.5.
Preparing for newtonization. We begin with an analogue of Lemma 7.5.5:
Lemma 14.1.7. Let r > 1, suppose K is newtonian, and let G ∈ K{Y } \ K have
order 6 r. Then there do not exist y0, . . . , yr+1 ∈ K such that
(i) yi−1 − yi ≻ yi − yi+1 for all i ∈ {1, . . . , r}, and yr 6= yr+1;
(ii) G(y0) = · · · = G(yr+1) = 0;
(iii) ndegG+yr+1,×g = 1 and y0 − yr+1 4 g for some g ∈ K×.
Proof. Towards a contradiction, suppose y0, . . . , yr+1 ∈ K satisfy (i), (ii), (iii).
By taking φ with sufficiently high vφ we arrange that yi−1 − yi ≻♭φ yi − yi+1 for
all i ∈ {1, . . . , r} and ddegGφ+yr+1,×g = 1, where g witnesses (iii). But (Kφ, v♭φ) is
d-henselian, and so we contradict Lemma 7.5.5. 
This yields also the newtonian version of Proposition 7.5.6:
Lemma 14.1.8. Suppose K is newtonian and G ∈ K{Y } satisfies ndegG = 1.
Let E be an immediate extension of K. Then G has the same zeros in O as in OE.
Proof. Note first that ndegG+y = 1 for all y ∈ OE . Towards a contradiction,
suppose G(ℓ) = 0 with ℓ ∈ OE \ O. Now ℓ 4 1 gives ndegG+ℓ = 1, and from
G(ℓ) = 0 it follows easily that ndegG+ℓ,×g = 1 for all g 4 1 in K.
Claim: Let γ ∈ v(ℓ−K), γ > 0. Then G(y) = 0 for some y ∈ O with v(ℓ−y) > γ.
To prove this claim, take a ∈ K and g ∈ K× such that v(ℓ − a) = v(g) = γ. Then
by Corollary 11.2.4 and the observation preceding the claim,
ndegG+a,×g = ndegG+ℓ,×g = 1,
so we get b ∈ O such that G(a + gb) = 0, so y := a + gb satisfies the claim.
Taking r > 1 with G of order 6 r, the claim yields y0, . . . , yr, yr+1 ∈ O such that
ℓ− y0 ≻ ℓ− y1 ≻ · · · ≻ ℓ− yr+1, G(y0) = G(y1) = · · · = G(yr+1) = 0,
contradicting Lemma 14.1.7: take g = 1 in (iii). 
Corollary 14.1.9. If K has a newtonian immediate extension, then K has a
newtonian immediate extension L such that:
(i) L is d-algebraic over K;
(ii) no proper differential subfield of L containing K is newtonian.
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Proof. Suppose F is a newtonian immediate extension of K. Let L be the inter-
section inside F of the collection of all differential subfields E of F that contain K
and are newtonian. Applying Lemma 14.1.8 to these extensions E ⊆ F shows
that L is newtonian. That (i) holds is because the differential subfield E ⊇ K
of F consisting of all y ∈ F that are d-algebraic over F is newtonian. It is obvious
that (ii) holds. 
The condition that an extension L of K is newtonian includes L being ungrounded
(which is automatic if L|K is immediate). A newtonization of K is a newtonian
extension of K that embeds over K into every newtonian extension of K. At this
stage this is just a definition. In Section 14.5 we can say more.
Strong newtonianity. This notion will be useful in Section 14.5.
Lemma 14.1.10. Let K be newtonian, (aρ) a pc-sequence in K, G ∈ K{Y } 6=,
ndegaG = 1, and a := cK(aρ). Then G(a) = 0 and aρ  a for some a ∈ K.
Proof. We can assume that we have a strictly increasing sequence (γρ) in Γ such
that v(aσ − aρ) = γρ for all σ > ρ. For each ρ take gρ ∈ K with v(gρ) = γρ. We
can further assume that ndegG+aρ,×gρ = 1 for all ρ. Then we get for each ρ an
element zρ ∈ K with G(zρ) = 0 and zρ − aρ 4 gρ. Let
Bρ :=
{
z ∈ K : v(z − aρ) > γρ
}
be the closed ball in K centered at aρ with valuation radius γρ, so zρ ∈ Bρ. If
ρ < σ and z ∈ Bσ, then v(z − aσ) > γσ > γρ = v(aσ − aρ) and so v(z − aρ) = γρ;
in particular Bρ ⊇ Bσ whenever ρ 6 σ.
Claim: There is an index ρ0 such that zρ0 ∈ Bρ for all ρ > ρ0.
Suppose not. Then we get an infinite sequence ρ0 < ρ1 < · · · of indices such that
ym := zρm /∈ Bρn for all m < n. Taking each ym as center of Bρm we see that
v(ym − ym+1) < v(ym+1 − ym+2)
for all m. Take r > 1 such that G has order 6 r. Then conditions (i) and (ii) of
Lemma 14.1.7 are satisfied. Set g := gρ0 . Then also y0−yr+1 4 g and aρ0−yr+1 4 g.
In view of Corollary 11.2.4 the latter gives ndegG+yr+1,×g = ndegG+aρ0 ,×g = 1,
so condition (iii) in Lemma 14.1.7 also holds, which contradicts that lemma.
This proves the claim. Let ρ0 be an index as in the claim; then v(zρ0 − aρ) = γρ
for all ρ > ρ0 and thus aρ  zρ0 , and so a := zρ0 has the required property. 
Define K to be strongly newtonian if it is newtonian and for every divergent pc-
sequence (aρ) in K with minimal d-polynomial G(Y ) over K we have ndegaG = 1,
where a = cK(aρ). For this notion we have an analogue of Theorem 7.0.3:
Lemma 14.1.11. Suppose K has rational asymptotic integration and is strongly
newtonian. Then K is asymptotically d-algebraically maximal.
Proof. Towards a contradiction, assume K has a proper immediate d-algebraic
extension. Then Lemma 11.3.8 yields a divergent pc-sequence (aρ) in K with a
minimal d-polynomial G(Y ) over K. This contradicts Lemma 14.1.10. 
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Quasilinear asymptotic equations. In this subsection E ⊆ K× is 4-closed.
Lemma 14.1.12. If K is newtonian and ndegE P = 1, then P has a zero in E ∪{0}.
Proof. Assume K is newtonian and ndegE P = 1. Take g ∈ E with ndegP×g = 1.
Then P×g has a zero in O, and thus P has a zero in gO ⊆ E ∪ {0}. 
Next we consider an asymptotic equation
(E) P (Y ) = 0, Y ∈ E
over K. We say that (E) is quasilinear if ndegE P = 1. Recall from Section 11.2
the notion of a solution y of (E) best approximating a given element f of a valued
differential field extension of K.
Lemma 14.1.13. Suppose K is newtonian, and (E) is quasilinear and has a solution.
Let f be an element of a valued differential field extension of K. Then f is best
approximated by some solution of (E).
Proof. We may assume that f 6≻ E . Take m ∈ E such that f 4 m, ndegP×m =
ndegE P = 1, and (E) has a solution y 4 m. By Lemma 11.2.10 we may replace P
by P×m and E by O 6=, and thus assume E = O 6=. Suppose f is not best ap-
proximated by any solution of (E). Then we get an infinite sequence y0, y1, y2, . . .
of solutions of (E) with y0 − f ≻ y1 − f ≻ y2 − f ≻ · · · . For each i we have
ndegP+yi = ndegP = 1, and this leads to a contradiction with Lemma 14.1.7. 
Lemma 14.1.14. Suppose K is newtonian, (E) is quasilinear, and f ∈ E satisfies
ndeg≺f P+f > 1. Then (E) has a solution y ∼ f , and every solution y of (E) that
best approximates f satisfies y ∼ f .
Proof. Since (E) is quasilinear and f ∈ E , we have
ndeg≺f P+f 6 ndegE P+f = ndegE P = 1,
so ndeg≺f P+f = 1. By Lemma 14.1.12 we get z ≺ f in K with P (f + z) = 0, so
f + z is a solution of (E) with f + z ∼ f . Given any solution y of (E) that best
approximates f , we get y − f 4 (f + z)− f = z ≺ f , so y ∼ f . 
14.2. Cases of Low Complexity
In this section we consider weak forms of newtonianity and differential polynomials
of low complexity: degree 1 or order at most 2. At the end we apply this to the
differential polynomial function ω and to the related function σ. Throughout this
section, r ranges over N, a, b, y over K, and γ over Γ.
Define K to be r-newtonian if every quasilinear P ∈ K{Y } of order 6 r has
a zero in O. Define K to be (1, 1)-newtonian if every quasilinear P ∈ K[Y, Y ′]
of degree 6 1 in Y ′ has a zero in O. Define K to be r-linearly newtonian if
every quasilinear P ∈ K{Y } with degP = 1 and order(P ) 6 r has a zero in O.
Define K to be linearly newtonian if K is r-linearly newtonian for every r. Each
of these conditions on K is clearly invariant under compositional conjugation by
any f ∈ K×. These notions are mainly used for r = 1 and r = 2. Thus for K
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we have:
newtonian +3

2-newtonian +3

1-newtonian +3 (1, 1)-newtonian +3

henselian
linearly
newtonian
+3 2-linearly
newtonian
+3 1-linearly
newtonian
Linear newtonianity. Recall from Section 7.2 the notion of a valuation ring of a
valued differential field with small derivation being linearly surjective. The following
result relates this notion to linear newtonianity:
Lemma 14.2.1. Suppose K is r-linearly newtonian with Ψ>0 6= ∅ and ∆ is a convex
subgroup of Γ with 1 ∈ ∆. Then the valuation ring of (K, v∆) is r-linearly surjective.
Proof. Like that of Lemma 14.1.2, but simpler since here R = 0. 
The conclusion of Lemma 14.2.1 implies in particular the r-linear surjectivity of K.
Corollary 14.2.2. If K is r-linearly newtonian, then K is r-linearly surjective.
Proof. Apply the above to any compositional conjugate Kφ of K. 
In combination with Proposition 11.6.17 this yields:
Corollary 14.2.3. If K has asymptotic integration and is 1-linearly newtonian,
then K is λ-free.
Asymptotic integrability plus 1-linear newtonianity has further nice consequences:
Lemma 14.2.4. If K has asymptotic integration, the following are equivalent:
(i) K is 1-linearly newtonian;
(ii) every P ∈ K{Y } with nmulP = degP = 1 and orderP 6 1 has a zero in O.
Proof. Assume K has asymptotic integration. Then Γ> has no least element.
To prove (i) ⇒ (ii), let K be 1-linearly newtonian and let P ∈ K{Y } be such
that nmulP = degP = 1, orderP 6 1. By the remark following the proof of
Proposition 11.2.14 we have g0 ≺ 1 in K such that nmulP×g = ndegP×g = 1 for
all g ∈ K with g0 ≺ g ≺ 1. For such g we have a zero of P in gO ⊆ O.
Next, assume (ii), and let P ∈ K{Y }, ndegP = degP = 1, orderP 6 1;
our job is to show that P has a zero in O. By the remark following the proof
of Proposition 11.2.14 we have f0 ≻ 1 in K such that nmulP×f = ndegP×f = 1
for all f ∈ K with f0 ≻ f ≻ 1. By Corollary 9.5.8 we can take f0 such that
also P (y) 6= 0 for all y with f0 ≻ y ≻ 1. Take any f ∈ K with f0 ≻ f ≻ 1,
and take a zero y ∈ O of P×f . Then P (fy) = 0, and so fy ∈ O, since otherwise
f0 ≻ fy ≻ 1. 
In Section 11.8 we defined the set I(E) ⊆ E for pre-H-fields E. We now do this for
any asymptotic field E by
I(E) := {f ∈ E : f 4 g′ for some g ∈ OE}.
Then I(E) is an OE -submodule of E with ∂OE ⊆ I(E) and (O×E )† ⊆ I(E).
Lemma 14.2.5. Assume K has asymptotic integration and is 1-linearly newtonian.
Then K is d-valued and ∂O = I(K) = (1 + O)†.
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Proof. Let a ∈ I(K), and P := Y ′ − a. Then Pφ = φY ′ − a, so nmulP = 1,
and thus P has a zero y ∈ O by Lemma 14.2.4. This gives ∂O = I(K), and so K is
d-valued. Next, take Q := Y ′−(a+aY ). Then Qφ = φY ′−(a+aY ), so nmulQ = 1,
and thus Q has a zero y ∈ O by Lemma 14.2.4, and then a = y′/(1 + y) = (1 + y)†.
This proves I(K) = (1 + O)†. 
Here is a generalization of Lemma 14.2.4:
Lemma 14.2.6. Suppose K has asymptotic integration and r > 1. Then the two
conditions below are equivalent:
(i) K is r-linearly newtonian;
(ii) every P ∈ K{Y } with nmulP = degP = 1 and orderP 6 r has a zero in O.
Proof. By Corollary 14.2.3, (i) implies K is λ-free, and using also Lemma 14.2.4,
so does (ii). Now follow the proof of Lemma 14.2.4, using Corollary 13.7.11 instead
of the remark following the proof of Proposition 11.2.14. 
Application to linear differential equations. We determine here the dimen-
sion of the kernel of a linear differential operator over K for linearly newtonian
d-valued K. The results in this subsection will not be used in this volume.
Let A = a0+a1∂+ · · ·+ar∂r ∈ K[∂] 6= where a0, . . . , ar ∈ K, ar 6= 0. In Section 11.1
we defined the set
E
e(A) =
{
γ : nwtA(γ) > 1
}
=
⋂
φ
E (Aφ)
of eventual exceptional values of A. If K is λ-free, then by Lemma 13.7.10 we have
nwtA(γ) = 1 for all γ ∈ E e(A). In Section 11.1 we also defined the map veA : Γ→ Γ,
and mentioned the fact that
(14.2.1) vAφ(γ) = v
e
A(γ) + nwtA(γ)vφ, eventually.
Thus if γ /∈ E e(A), then eventually vAφ(γ) = veA(γ).
Lemma 14.2.7. The map γ 7→ veA(γ) : Γ\E e(A)→ Γ is strictly increasing, and if K
is ω-free, then this map is surjective.
Proof. The first part holds because vAφ is strictly increasing for each φ. Sup-
pose K is ω-free and let α ∈ Γ. Corollary 13.6.10 yields γ such that vAφ(γ) = α
eventually. Then nwtA(γ) = 0 by (14.2.1), so γ /∈ E e(A) and veA(γ) = α. 
We have v(ker6=A) ⊆ E e(A); moreover:
Proposition 14.2.8. Suppose K is r-linearly newtonian and K has asymptotic
integration. Then v(ker6=A) = E e(A).
Proof. The case r = 0 is trivial, so assume r > 1. Let γ ∈ E e(A), and take
g ∈ K× with vg = γ; our job is to find y ∈ kerA with y ≍ g. Replacing A
by Ag we arrange γ = 0 and g = 1. Since K is λ-free, we have nwt(A) = 1. Put
P := a0Y +a1Y
′+· · ·+arY (r) ∈ K{Y }. Then DPφ ∈ k× ·Y ′, so by Lemma 6.6.5(i),
DPφ+1
∈ k× · (DPφ)+1 = k× · Y ′,
and hence nmulP+1 = 1. By Lemma 14.2.6 we get z ∈ O with P (1 + z) = 0, so we
can take y := 1 + z. 
Corollary 14.2.2, Proposition 14.2.8, and Lemma 5.6.6 yield:
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Corollary 14.2.9. If K is d-valued and r-linearly newtonian, then
dimC kerA = |E e(A)|.
Suppose K is d-valued. If K has an immediate r-linearly newtonian extension, then
|E e(A)| 6 r, by Corollary 14.2.9. Thus |E e(A)| 6 r if K is ω-free, by the remark
following Theorem 14.0.1 (to be proved in Section 14.3). Also, if K is r-linearly
newtonian and L is an immediate extension of K, then kerLA = kerA.
Proposition 14.2.10. Suppose K is ω-free and r-linearly newtonian. Then for
every a 6= 0 there is y 6= 0 such that A(y) = a, vy /∈ E e(A), and veA(vy) = va.
Proof. It is enough to do the case a = 1. Lemma 14.2.7 gives g ∈ K× with
vg /∈ E e(A) and veA(vg) = 0. Replacing A by Ag we arrange 0 /∈ E e(A) and
ve(A) = 0; our job is now to find y ≍ 1 with A(y) = 1. Eventually, dwt(Aφ) = 0
and v(Aφ) = 0. Hence eventually Aφ(1) ≍ 1 and thus a0 = A(1) = Aφ(1) ≍ 1.
Put P := a0Y + a1Y ′ + · · · + arY (r) ∈ K{Y }. Eventually Pφ ∼ a0Y in Kφ{Y },
so eventually Pφ+(1/a0) ∼ a0Y + 1. Then for Q := (−1 + P )+(1/a0) we have Qφ =
−1 + Pφ+(1/a0) ∼ a0Y , eventually, so nmulQ = 1. Lemma 14.2.6 gives z ∈ O with
(−1 + P )((1/a0) + z) = Q(z) = 0, and thus y := (1/a0) + z works. 
Newtonianity of order r. Lemmas 14.2.4 and 14.2.6 extend as follows:
Lemma 14.2.11. Suppose K has asymptotic integration and r > 1. Then the two
conditions on K, r below are equivalent:
(i) K is r-newtonian;
(ii) every P ∈ K{Y } with nmulP = 1 and orderP 6 r has a zero in O.
Proof. Follow the proof of Lemma 14.2.6, but for the direction (i) ⇒ (ii), appeal
to Lemma 13.7.12 instead of Corollary 13.7.11. 
Corollary 14.2.12. Let K have asymptotic integration and be r-newtonian, r > 1,
and let P ∈ K{Y }, u ∈ O, and A ∈ k[Y ] be such that orderP 6 r, A(u) = 0,
A′(u) 6= 0, and DPφ ∈ k× ·A, eventually. Then P has a zero in u+ O.
Proof. By Lemma 6.6.5(i) we have DPφ+u
∈ k× · (DPφ)+u, hence nmulP+u = 1.
It remains to apply Lemma 14.2.11. 
Corollary 14.2.13. Suppose K has small derivation and asymptotic integration
and is 1-newtonian. Let Q ∈ K[Y, Y ′] satisfy vQ > Ψ. Then there is a unique
y ∈ O such that y′ = Q(y).
Proof. With P = Y ′−Q we have Pφ ∼ φY ′ for φ 4 1, so nmulP = 1. This gives
y ∈ O with y′ = Q(y) by Lemma 14.2.11. Suppose z ∈ O, y 6= z, and z′ = Q(z).
With ε := z − y we get by Taylor expansion
ε′ = Q(z)−Q(y) =
∑
i+j>1
Q(i,j)(y)ε
i(ε′)j , so
ε† =
∑
(i,j)
Q(i+1,j)(y)ε
i(ε′)j +
∑
j>1
Q(0,j)(y)(ε
′)j−1ε†.
The valuation of the first sum on the last line is > Ψ, and the valuation of the
second term is > v(ε†) ∈ Ψ, and we have a contradiction. 
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For our application to ω(K) it is enough to consider (1, 1)-newtonianity, where the
proof of Lemma 14.2.4 gives the following:
Lemma 14.2.14. If K has asymptotic integration, the following are equivalent:
(i) K is (1, 1)-newtonian;
(ii) every P ∈ K[Y, Y ′] with degY ′ P 6 1 and nmulP = 1 has a zero in O.
Corollary 14.2.15. AssumeK has asymptotic integration and is (1, 1)-newtonian.
Let P ∈ K[Y, Y ′] have degree 6 1 in Y ′, let u ∈ O, and let A ∈ k[Y ] be such that
A(u) = 0, A′(u) 6= 0, and DPφ ∈ k× · A, eventually. Then P has a zero in u+ O.
Proof. Like that of Corollary 14.2.12; use Lemma 14.2.14 instead of 14.2.11. 
Application to ω. Let f ∈ K. When is f ∈ ω(K), that is, when is there y such
that ω(y) = f , equivalently, when does P (Y ) := Y 2 + 2Y ′ + f have a zero in K?
Before we give a partial answer, let b 6= 0 and note that
P+a = Y
2 + 2aY + 2Y ′ + P (a), so
P+a,×b = b
2Y 2 + (2ab+ 2b′)Y + 2bY ′ + P (a), and thus
b−1Pφ+a,×b = bY
2 + (2a+ 2b†)Y + 2φY ′ + P (a)/b.
This leads to the following result:
Lemma 14.2.16. Suppose K is a (1, 1)-newtonian real closed H-field. Then the
subset ω
(
Λ(K)↓
)
of K is downward closed.
Proof. Corollary 14.2.2 for r = 1 shows K to be 1-linearly surjective. As K is
also d-valued, it has asymptotic integration. Thus K is λ-free by Corollary 14.2.3.
Let f ∈ ω(Λ(K))↓; we need to show that f ∈ ω(Λ(K)↓). By Corollary 11.8.21,
we may take ρ so that f < ωρ. Then f −ωρ 4 f −ωρ′ for ρ < ρ′, so by increasing ρ
and using Lemma 11.7.1 we arrange that f − ωρ ≻ γ2ρ . Set a := λρ = −γ†ρ. Take
b ∈ K> such that f − ωρ = −b2. Then with P as above,
b−1Pφ+a,×b = bY
2 + 2(b/γρ)
†Y + 2φY ′ − b.
We have b ≻ γρ, hence b is active and b ≻ (b/γρ)†, and eventually (b/γρ)† ≻ φ. It
follows that the hypothesis of Corollary 14.2.15 holds with P+a,×b in the role of P
and u = −1, A = Y 2−1. Then that corollary provides a zero g ∈ −1+O of P+a,×b,
and so ω(a+ bg) = f . It remains to note that a+ bg < a ∈ Λ(K). 
Corollary 14.2.17. If K is a (1, 1)-newtonian Liouville closed H-field, then the
subset ω(K) = Ω(K) of K is downward closed.
Application to the function σ. In this subsection we assume that f ∈ K.
Solving the equation σ(y) = f in K× means finding a zero of
S(Y ) := σ(Y )− f = ω(−Y †) + Y 2 − f ∈ K〈Y 〉
in K×. Let b ∈ K×. Extending the automorphism P 7→ P×b of the ring K{Y } to
an automorphism R 7→ R×b of its fraction field K〈Y 〉, we get
S×b = ω(−b† − Y †) + b2Y 2 − f.
Lemma 5.2.1 applied to w = −b† − Y †, z = −b†, gives
ω(−b† − Y †) = ω(−b†) + Y † · (2(Y †† − b† − Y †) + Y †)
= ω(−b†) + Y † · (2(Y ′)† − 2b† − 3Y †)
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and so, with Q := Y 2S×b ∈ K{Y }, we have
Q = b2Y 4 +
(
ω(−b†)− f)Y 2 + Y ′Y · (2(Y ′)† − 2b† − 3Y †)
= b2Y 4 +
(
ω(−b†)− f)Y 2 +R, where
R : = 2Y ′′Y − 2b†Y ′Y − 3(Y ′)2 ∈ K{Y }.
Now (Y ′′)φ = φ2Y ′′ + φ′Y ′ and thus
Rφ = 2(φ2Y ′′ + φ′Y ′)Y − 2b†φY ′Y − 3φ2(Y ′)2
= φ · (2φY ′′ + 2(φ/b)†Y ′Y − 3φ(Y ′)2).
We use this computation in the proof of the next result:
Proposition 14.2.18. Let K be a 2-newtonian real closed H-field with asymptotic
integration. Then the subset σ
(
Γ(K)↑
)
of K is upward closed.
Proof. Assume f > σ(γρ); by Corollary 11.8.30 it suffices to show that then
f ∈ σ(Γ(K)↑). Since σ(γρ) > σ(γρ+1) and σ(γρ)− σ(γρ+1) ∼ γ2ρ , we can increase ρ
and arrange that f − σ(γρ) ≻ γ2ρ . Take b ∈ K> with b2 = f − σ(γρ); then b ≻ γρ,
so b is active. Moreover, using Lemma 11.7.6 in the last step in the next line,
σ(b)− f = σ(b)− σ(γρ)− b2 = ω(−b†)− ω(−γ†ρ)− γ2ρ ≺ b2,
and so ω(−b†) − f ∼ −b2. Eventually φ ≺ b, so (φ/b)† ≺ b, hence Rφ ≺ b2, and
thus Qφ ∼ b2Y 2(Y 2 − 1). Corollary 14.2.12 gives u ∈ 1 + O with Q(u) = 0. Then
σ(bu) = f and bu ∈ Γ(K)↑. 
Corollary 14.2.19. If K is a 2-newtonian Liouville closed H-field, then the subset
σ
(
Γ(K)
)
of K is upward closed.
In combination with Corollaries 11.8.33 and 14.2.17 this yields:
Corollary 14.2.20. If K is a 2-newtonian ω-free Liouville closed H-field, then K
is Schwarz closed.
Notes and comments. All newtonian K known to us are ω-free. Note that if K
has asymptotic integration and is newtonian, then K is λ-free by Corollary 14.2.3.
This leaves open whether there are newtonian K without asymptotic integration,
that is, with a gap, and whether there are λ-free newtonian K that are not ω-free.
Corollary 14.2.13 for K = T and Q ∈ K[Y ] is in [235, Corollary 63].
The intersection E of all maximal Hardy fields is clearly a Hardy field that
contains R and is Liouville closed. By Boshernitzan [57], E is d-algebraic over R,
and by [59, Proposition 3.7] there is no y ∈ E with y′′ + y = ex2 . Hence E is not
2-linearly surjective and thus (by Corollary 14.2.2) E is not newtonian.
14.3. Solving Quasilinear Equations
In this section K is ω-free, a, b, y range over K, and P over K{Y } 6=.
Newton position, and proof of Theorem 14.0.1. Suppose nmulP = 1 with
P0 6= 0. By Corollary 13.6.10 (which assumes ω-freeness) we can take g ∈ K× such
that eventually P0 ≍ Pφ1,×g. Since P0 ≺ Pφ1 , eventually, we have g ≺ 1. Let i > 2.
Since Pφ1 < P
φ
i , eventually, we get P
φ
1,×g ≻ Pφi,×g, eventually. Thus ndegP×g = 1,
and so if K is newtonian, then P has a zero in gO, but P has no zero in gO.
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Define P to be in newton position at a if nmulP+a = 1. Suppose P is in
newton position at a and set Q := P+a, so Q(0) = P (a). If P (a) 6= 0, then by
the above there is g ∈ K× such that eventually P (a) = Q(0) ≍ Qφ1,×g, and as vg
does not depend on the choice of such g, we set ve(P, a) := vg. If P (a) = 0 we set
ve(P, a) =∞ ∈ Γ∞.
Lemma 14.3.1. Suppose K is newtonian and P is in newton position at a. Then
P (b) = 0 and v(a−b) > ve(P, a) for some b; any such b satisfies v(a−b) = ve(P, a).
Proof. If P (a) = 0, then we must take b = a. Assume P (a) 6= 0, set γ :=
ve(P, a) ∈ Γ, take g ∈ K with vg = γ. With Q := P+a we have P (a+ gY ) = Q×g
and ndegQ×g = 1, so we get y ≍ 1 with Q(gy) = 0, and so for b := a+ gy we have
P (b) = 0 and v(a − b) = ve(P, a). Conversely, if v(a − b) > γ and P (b) = 0, then
b = a+ gy with y 4 1, so Q(gy) = 0, hence y ≍ 1, and thus v(a− b) = γ. 
Without assuming K is newtonian, we get:
Lemma 14.3.2. Suppose P is in newton position at a and P (a) 6= 0. Then there
exists b with the following properties:
(i) P is in newton position at b, v(a− b) = ve(P, a), and P (b) ≺ P (a);
(ii) for all b∗ ∈ K with v(a− b∗) > ve(P, a): P (b∗) ≺ P (a)⇔ a− b ∼ a− b∗;
(iii) for all b∗ ∈ K, if a − b ∼ a − b∗, then P is at newton position at b∗ and
ve(P, b∗) > ve(P, a).
Proof. With Q = P+a, γ = ve(P, a), and g ∈ K with vg = γ, we have
P (a) ≍ Qφ1,×g ≻ Qφi,×g for i > 2, eventually.
Thus DQφ×g is isobaric of weight 0, eventually, so we get d ∈ K with d ≍ P (a) such
that eventually we have
Qφ×g = P (a) + dY +Rφ, Rφ ∈ Kφ{Y }, Rφ ≺ P (a).
Taking y ∼ −P (a)/d gives y ≍ 1 and Q(gy) ≺ P (a), so with b := a + gy we
obtain P (b) ≺ P (a) and v(a − b) = γ. Now P+b = P+a+gy with gy ≺ 1, so
nmulP+b = nmulP+a = 1, and thus P is in newton position at b. Conversely, if
b∗ ∈ K, v(a− b∗) > γ and P (b∗) ≺ P (a), then b∗ = a+ gy∗ with y∗ ∼ −P (a)/d.
With y and b as above it remains to show that ve(P, b) > ve(P, a). Let P have
order 6 r, let i and j range over N1+r, and recall that P(i) =
P (i)
i! ∈ K{Y }, so
Pφ+a(Y ) = P
φ(a) +
∑
|i|>1
(Pφ)(i)(a)Y
i,
(
Pφ+a
)
1
=
∑
|i|=1
(Pφ)(i)(a)Y
(i),
and likewise with b instead of a. Taylor expanding (Pφ)(i) at a for |i| = 1 gives
(Pφ)(i)(b) = (P
φ)(i)(a) +
∑
|j|>1
(Pφ)(i)(j)(a) · (gy)j in Kφ.
As (Pφ)(i)(j)(a) =
(
i+j
j
)
(Pφ)(i+j)(a), we get for Aφ :=
(
Pφ+a
)
1
and Bφ :=
(
Pφ+b
)
1
that Bφ = Aφ + Eφ, where eventually v(Eφ) > v(Aφ) + γ + o(γ). Together with
vAφ(γ) = v(Aφ) + γ + o(γ), we get
vEφ(γ) = v(Eφ) + γ + o(γ) > v(Aφ) + 2γ + o(γ) > vAφ(γ), eventually.
Hence vBφ(γ) = vAφ(γ), and so P (b) ≺ P (a) forces ve(P, b) > ve(P, a). 
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Lemma 14.3.3. Suppose P is in newton position at a and there is no b with P (b) = 0
and v(a − b) = ve(P, a). Then there exists a divergent pc-sequence (aρ) in K such
that P (aρ) 0.
Proof. Let (aρ)ρ<λ be a sequence in K with λ an ordinal > 0, a0 = a, and
(1) P is in newton position at aρ, for all ρ < λ,
(2) v(aρ′ − aρ) = ve(P, aρ) whenever ρ < ρ′ < λ,
(3) P (aρ′) ≺ P (aρ) and ve(P, aρ′) > ve(P, aρ) whenever ρ < ρ′ < λ.
Note that there is such a sequence if λ = 1. Suppose λ = µ + 1 is a successor
ordinal. Then Lemma 14.3.2 yields aλ ∈ K such that v(aλ − aµ) = ve(P, aµ),
P (aλ) ≺ P (aµ) and ve(P, aλ) > ve(P, aµ). Then the extended sequence (aρ)ρ<λ+1
has the above properties with λ+ 1 instead of λ.
Suppose λ is a limit ordinal. Then (aρ) is a pc-sequence and P (aρ) 0. If (aρ)
has no pseudolimit in K we are done. Assume otherwise, and take a pseudolimit
aλ ∈ K of (aρ). The extended sequence (aρ)ρ<λ+1 clearly satisfies condition (2)
with λ+1 instead of λ. Applying Lemma 14.3.2 to aρ, aρ+1 and aλ in the place of
a, b and b∗, where ρ < λ, we see that conditions (1) and (3) are also satisfied with
λ+ 1 instead of λ. This building process must come to an end. 
Proof of Theorem 14.0.1. Assume thatK has no proper immediate d-algebraic
extension. In order for K to be newtonian, it suffices by Lemma 14.2.11 to show
that every P with nmulP = 1 has a zero in O. So let nmulP = 1 and suppose
towards a contradiction that P has no zero in O. Then P is in newton position
at 0, and so by Lemma 14.3.3 there exists a divergent pc-sequence (aρ) in K with
P (aρ) 0. Then K has a proper immediate d-algebraic extension by Section 11.4,
a contradiction. This concludes the proof of Theorem 14.0.1. 
Application to solving asymptotic equations. In this subsection K is d-valued
with small derivation, and M is a monomial group for K.
Lemma 14.3.4. Suppose K is newtonian. Let g ∈ K× be an approximate zero of P
such that ndegP×g = 1. Then there exists y ∼ g in K such that P (y) = 0.
Proof. Take c ∈ C× and m ∈M with g ∼ cm. Then NP×m(c) = 0, so
nmulP×m,+c = mulNP×m,+c = mul(NP×m)+c > 1.
Now nmulP×m,+c 6 ndegP×m,+c = ndegP×m = 1, so nmulP×m,+c = 1, giving
z ∈ O with P×m,+c(z) = 0 by Lemma 14.2.11. Thus y ∼ g and P (y) = 0 for
y := (c+ z)m. 
Next we consider an asymptotic equation
(E) P (Y ) = 0, Y ∈ E
where P ∈ K{Y } 6= and E ⊆ K× is 4-closed.
In the next theorem and its corollaries 14.3.6 and 14.3.7, C is algebraically closed,
Γ is divisible, and K is asymptotically d-algebraically maximal.
Theorem 14.3.5. If ndegE P > mulP = 0, then (E) has a solution.
Proof. We proceed by induction on d = ndegE P . If d = 1 and mulP = 0,
then we take g ∈ E with ndegP×g = 1, so Theorem 14.0.1 gives y 4 1 with
P (gy) = 0, and then gy is a solution of (E). Suppose d > 1, mulP = 0, and (E)
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does not have a solution; we shall derive a contradiction. Proposition 13.8.8 gives
an unraveler (f, E ′) for (E). The corresponding refinement (E′) of (E) has Newton
degree d and is unraveled, with mulP+f = 0. Replacing P , E by P+f , E ′, we may
therefore assume that (E) is unraveled. As C is algebraically closed, we get from
Corollary 13.5.9 an algebraic approximate solution f of (E). Since (E) is unraveled,
we have mulP+f = 0 < ndeg≺f P+f < d, so by the inductive hypothesis, the
refinement
P+f (Y ) = 0, Y ≺ f
of (E), and hence (E) itself, has a solution. This is the desired contradiction. 
Corollary 14.3.6. K is weakly differentially closed.
Proof. Let P ∈ K{Y } \ K. If mulP > 0, then P (0) = 0. Otherwise we have
degP > mulP = 0. It remains to apply Theorem 14.3.5 with E = K×. 
Corollary 14.3.7. Suppose g ∈ K× is an approximate zero of P . Then there
exists y ∼ g such that P (y) = 0.
Proof. An equivalence at the beginning of Section 13.8 gives ndeg≺g P+g > 1, so
P+g(Y ) = 0, Y ≺ g
has positive Newton degree. If mulP+g > 1, then P (g) = 0, so y := g works.
Suppose mulP+g = 0. Then Theorem 14.3.5 yields z ≺ g in K× with P+g(z) = 0,
and so P (y) = 0 and y ∼ g for y := g + z. 
In the next theorem and its corollary we assume that C is real closed, Γ is divisible,
and K is asymptotically d-algebraically maximal.
Theorem 14.3.8. If mulP = 0 and ndegE P is odd, then (E) has a solution.
Proof. We argue by induction on d = ndegE P as in the proof of Theorem 14.3.5.
The case d = 1 is dealt with as in the proof of that theorem. Suppose d > 1 is odd,
mulP = 0; assume towards a contradiction that (E) does not have a solution. As
in the proof of Theorem 14.3.5 we arrange that (E) is unraveled.
Suppose f = cm (c ∈ C×, m ∈ E) is an approximate solution of (E) of odd
multiplicity. This multiplicity equals µ + w where µ is the algebraic multiplicity
of f as an approximate zero of P and w := nwtP×m. We have mulP+f = 0.
Also ndeg≺f P+f = mul(NP×m)+c = µ + w < d by Lemma 13.5.4 and (E) being
unraveled. Then by the inductive hypothesis, the refinement
P+f (Y ) = 0, Y ≺ f
of (E), and hence (E) itself, has a solution, and we have a contradiction. So it is
enough to find such an f . In order to do so, we distinguish two cases.
Case 1: There exists m ∈ E such that w := nwtP×m is odd. Take such m and
take A ∈ C[Y ] with NP×m = A(Y ) · (Y ′)w; pick c ∈ C× with A(c) 6= 0. Then the
approximate solution f = cm of (E) has odd multiplicity w.
Case 2: nwtP×m is even for all m ∈ E. Corollary 13.5.9 gives an approximate zero
f ∈ E of P with odd algebraic multiplicity, and thus with odd multiplicity. 
As Theorem 14.3.5 gives Corollary 14.3.6, so we get from Theorem 14.3.8:
Corollary 14.3.9. If degP is odd, then P has a zero in K.
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Recall from Section 13.1 that m ∈M is a starting monomial for P iff nwt(P×m) > 1
or NP×m is not homogeneous; equivalently, NP×m /∈ CY N.
Corollary 14.3.10. Let m ∈M. Then m is a starting monomial for P if and only
if P (f) = 0 and f ≍ m for some f in some d-valued extension of K.
Proof. Take an algebraic closureKa of the d-valued field K. Use Lemma 3.3.33 to
equipKa with a monomial groupMa containingM. By Zorn we have an immediate
asymptotically d-algebraically maximal d-algebraic extension L of Ka. Then L is
d-valued, ω-free, CL is an algebraic closure of C, ΓL = QΓ, and Ma remains a
monomial group for L. If m is a starting monomial for P , then we can take c ∈ C×L
such that g := cm is an approximate zero of P , hence by Corollary 14.3.7 applied
to L in place of K there is f ∼ g in L such that P (f) = 0. Conversely, suppose L
is a d-valued extension of K and f ∈ L, P (f) = 0, and f ≍ m. Take c ∈ C×L
with f ∼ cm. As in the proof of Lemma 13.1.6 we get NP×m(c) = 0, and so m is a
starting monomial for P . 
Corollary 14.3.11. Let m ∈ M. Then there are m0,m1 ∈ M with m0 ≺ m ≺ m1
such that there is no starting monomial n for P with m0 ≺ n ≺ m1 and n 6= m.
Proof. Applying Corollary 13.2.12 to P×m we get m0,m1 ∈M with m0 ≺ m ≺ m1
such that P (f) 6= 0 for all f in all d-valued extensions of K with m0 ≺ f ≺ m1 and
f 6≍ m. Then m0, m1 have the desired property by Corollary 14.3.10. 
Recall the concept of newtonization defined in Section 14.1.
Corollary 14.3.12. If L is a newtonization of K, then L is an immediate d-
algebraic extension of K, no proper differential subfield of L containing K is new-
tonian, and any newtonization of K is K-isomorphic to L.
Proof. By Zorn there exist immediate asymptotically d-algebraically maximal d-
algebraic extensions of K. By Theorem 14.0.1 any such extension is newtonian. It
remains to appeal to Corollary 14.1.9. 
In the rest of this subsection L is an ω-free immediate extension of K. To the
asymptotic equation (E) above corresponds the asymptotic equation
(EL) P (Y ) = 0, Y ∈ EL
over L. If (E) is quasilinear, then so is (EL). Moreover, if K is newtonian and (E)
is quasilinear, then every solution of (EL) is a solution of (E), by Lemma 14.1.8.
We say that f ∈ L is quasilinear over K if Q(f) = 0 for some Q ∈ K{Y } 6= with
ndegQ×f = 1. Every element of L that is linear over K is quasilinear over K. If K
is newtonian, then no element of L \K is quasilinear over K.
Lemma 14.3.13. Suppose K is newtonian, (E) is quasilinear. Let E ′ ⊆ E be 4-
closed and let f ∈ EL be such that the refinement
(E′L) P+f (Y ) = 0, Y ∈ E ′L
of (EL) is also quasilinear. Let y 4 f be a solution of (E) that best approximates f .
Then f − y ∈ E ′L ∪ {0}.
Proof. Suppose f 6= y, and set m := df−y. Towards a contradiction, suppose
f − y /∈ E ′L. Then E ′L ≺ m ∈ E , so by quasilinearity of (E):
1 = ndegE′L P+f 6 ndeg4m P+f = ndeg4m P+y 6 ndegE P+y = ndegE P = 1.
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Hence the asymptotic equation
(14.3.1) P+y(Y ) = 0, Y 4 m
over K is quasilinear. By quasilinearity of (E′L) we have
ndeg≺m(P+y)+(f−y) = ndeg≺m P+f > ndegE′L P+f = 1,
so f − y is an approximate solution of (14.3.1) over L, by an equivalence at the
beginning of Section 13.8. Take g ∈ K× with g ∼ f − y ≍ m. Then g is an approxi-
mate solution of (14.3.1), and ndegP+y,×g = ndeg4m P+y = 1. Then Lemma 14.3.4
gives z ∼ f − y in K such that P (y + z) = P+y(z) = 0. Using y 4 f here for the
first time, we get y + z 6= 0, and thus y + z is a better approximation to f by a
solution of (E) than y, a contradiction. 
Notes and comments. Theorem 14.0.1, together with Zorn, is one source of ω-
free newtonian H-asymptotic fields. The next chapter provides another source, and
a more constructive procedure to build such objects.
14.4. Unravelers
This section is somewhat technical. Our aim is Proposition 14.4.1 below. In the
next section we derive Theorem 14.0.2 from Proposition 14.4.1.
In this section K is ω-free, d-valued, with divisible value group Γ and small
derivation, and M is a monomial group of K. We let m, n range over M, and φ
over the elements of M that are active in K. Also, E ⊆ K× is 4-closed, and
P ∈ K{Y } 6=. Consider the asymptotic equation
(E) P (Y ) = 0, Y ∈ E
over K, and assume d := ndegE P > 2. In addition we fix an ω-free newtonian
immediate extension K̂ of K, and use M as a monomial group for K̂. Set
Ê := EK̂ =
{
y ∈ K̂× : vy ∈ vE}.
Associated to (E) we have the asymptotic equation
(Ê) P (Y ) = 0, Y ∈ Ê
over K̂, with the same Newton degree d as (E). We assume there is given an
unraveler (f̂ , Ê ′) for (Ê) with f̂ 6= 0, ndeg≺f̂ P+f̂ = d. Then f̂ is an approximate
solution of (Ê) of multiplicity d, by an equivalence at the beginning of Section 13.8.
Note also that Ê ′ = E ′
K̂
for some 4-closed subset E ′ of E , and ndegÊ′ P+f̂ = d. It
follows that (Ê) is not unraveled, and so (E) is not unraveled.
Finally, we assume mulP+f̂ < d. Then by Proposition 13.5.7, the refinement
(Ê′) P+f̂ (Y ) = 0, Y ∈ Ê ′
of (Ê) has an algebraic starting monomial. Let e be the largest algebraic starting
monomial for (Ê′). The goal of this section is to prove the following:
Proposition 14.4.1. There exists f ∈ K̂ such that (i) or (ii) below holds:
(i) f̂ −f 4 e and A(f) = 0 for some A ∈ K{Y } with c(A) < c(P ) and degA = 1;
(ii) f̂ ∼ f , f̂ − a 4 f − a for all a ∈ K, and A(f) = 0 for some A ∈ K{Y } with
c(A) < c(P ) and ndegA×f = 1.
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Below we first prove Proposition 14.4.1 in the special case d = degP , and then
show how to reduce the general case to this special case via Lemma 13.8.13.
Note that for each f ∈ K̂ with f̂−f 4 e, the pair (f, Ê ′) is an unraveler for (Ê),
by Corollary 13.8.7. So if f ∈ K and f̂ − f 4 e, then (f, E ′) with E ′ := Ê ′ ∩K× is
an unraveler for (E), by Lemma 13.8.9.
Note also that towards proving Proposition 14.4.1 we may, for any given φ,
replace K, P , K̂ by Kφ, Pφ, K̂φ, without changing E , d, f̂ , Ê ′, e.
A special case. Set G := P+f̂ ,×e ∈ K̂{Y }. Then ndegG = d and for w := nwt(G)
we have NG ∈ C[Y ](Y ′)w. As NG is not homogeneous, we have w 6 d − 1.
Towards proving Proposition 14.4.1 we may compositionally conjugate by an active
element of M, and thus arrange DG = NG and RG ≺♭ G. Let ∂0, ∂1 be the K̂-
derivations ∂/∂Y and ∂/∂Y ′ on K̂{Y }. Using notations from the end of Section 12.8
we set
∆ :=
(
∂d−1−w0 ∂
w
1
)
×e
∈ K̂[[∂]], Q := ∆P ∈ K{Y }.
Then by Lemmas 12.8.7 and 12.8.8 we get
Q+f̂ ,×e = ∂
d−1−w
0 ∂
w
1 G 6= 0,
hence by Corollary 13.1.12,
∂d−1−w0 ∂
w
1 NG = DQ+f̂,×e = NQ+f̂,×e , RQ+f̂ ,×e ≺♭ Q+f̂ ,×e,
so NQ
+f̂,×e
∈ C[Y ] has degree 1, and thus ndeg4eQ+f̂ = ndegQ+f̂ ,×e = 1. Then
the asymptotic equation
Q+f̂(Y ) = 0, Y 4 e
over K̂ is quasilinear. Note that
1 = ndeg4eQ+f̂ 6 ndegÊ Q+f̂ = ndegÊ Q = ndegE Q.
Lemma 14.4.2. Suppose e ≺ f̂ and the asymptotic equation
(14.4.1) Q(Y ) = 0, Y ∈ Ê
over K̂ is quasilinear. Then (14.4.1) has a solution y ∼ f̂ , and if f is any solution
of (14.4.1) that best approximates f̂ , then f − f̂ 4 e.
Proof. We have ndeg≺f̂ Q+f̂ 6 ndegÊ Q+f̂ = ndegÊ Q = 1, and from e ≺ f̂ we
get 1 = ndeg4eQ+f̂ 6 ndeg≺f̂ Q+f̂ , and so ndeg≺f̂ Q+f̂ = 1. Thus (14.4.1) has a
solution y ∼ f̂ . It remains to apply Lemma 14.3.13 with K̂ in the role of both L
and K, and Q, f̂ , f in the role of P , f , y in that lemma. 
If degP = d, then degQ = 1 and so (14.4.1) is automatically quasilinear. It follows
that we are in case (i) of Proposition 14.4.1 when degP = d:
Corollary 14.4.3. Suppose degP = d. Then there exist f ∈ K̂ and A ∈ K{Y }
such that f̂ − f 4 e, A(f) = 0, c(A) < c(P ), and degA = 1.
Proof. If f̂ 4 e, then we can take f = 0 and A = Y . Assume e ≺ f̂ . Then Lem-
mas 14.4.2 and 14.1.13 give a solution f of (14.4.1) with f − f̂ 4 e. Now Q(f) = 0,
so A := Q works. (Recall that d > 2.) 
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Strictly speaking, Corollary 14.4.3 has been derived assuming that DG = NG and
RG ≺♭ G, but it holds without this assumption, using a compositional conjugation
as indicated in the beginning of this subsection.
Tschirnhaus refinements. Let f := df̂ , put H := P×f ∈ K{Y } and w := nwt(H),
so w 6 d. If e < f, then case (i) of Proposition 14.4.1 holds for f = 0, with A := Y .
For the rest of the proof of this proposition we assume e 4 f. Then
d = ndeg4e P+f̂ 6 ndeg4f P+f̂ = ndeg4f P 6 d,
so ndegH = d. Towards proving Proposition 14.4.1 we may compositionally con-
jugate by an active element of M to arrange that DH = NH ∈ C[Y ](Y ′)w and
RH ≺♭ H . Then DHφ = NH and RHφ ≺♭ Hφ for φ 4 1, by Lemma 13.1.9. Let ∂0
and ∂1 be the K-derivations ∂/∂Y and ∂/∂Y ′ on K{Y } and define ∆ ∈ K[[∂]] by
∆ :=

(
∂d−1−w0 ∂
w
1
)
×f
if w 6 d− 1,(
∂d−11
)
×f
if w = d,
and set Q := ∆P ∈ K{Y }. If w 6 d− 1, then Q×f = ∂d−1−w0 ∂w1 H , while if w = d,
then Q×f = ∂d−11 H . Thus by Corollary 13.1.12,
NQ×f = DQ×f , RQ×f ≺♭ Q×f, ndegQ×f = ddegQ×f = 1,
so ddegQφ×f = 1 for all φ 4 1, and the asymptotic equation
(14.4.2) Q(Y ) = 0, Y 4 f
over K̂ is quasilinear. Thus by Corollary 6.6.11:
Lemma 14.4.4. Suppose f ∈ K̂ is a solution of (14.4.2). Then for all g ∈M with
g 4 f we have mulQ+f,×g = 1 and NQ+f,×g = DQ+f,×g ∈ C×Y ∪C×Y ′. Thus Q+f
has no algebraic starting monomials 4 f, and if g ∈ M with g 4 f is a starting
monomial for Q+f , then each ĝ ≍ g in K̂ is an approximate zero of Q+f .
Lemma 14.4.5. The element f̂ of K̂ is an approximate solution of (14.4.2).
Proof. Take c ∈ C× such that f̂ ∼ c f. Since f̂ is an approximate zero of P of
multiplicity d = ndegP×f, Corollary 4.3.4 gives NH = a (Y − c)d−w (Y ′)w where
a ∈ C×. If w 6 d − 1, then NQ×f = a (d − w)!w! (Y − c) by Corollary 13.1.12, so
NQ×f(c) = 0. If w = d, then NQ×f = a d!Y
′, and again NQ×f(c) = 0. 
Let f ∈ K̂ with f ∼ f̂ ; then ndeg≺f P+f = ndeg≺f P+f̂ = d, that is, the refinement
(T) P+f (Y ) = 0, Y ≺ f
of (Ê) still has Newton degree d. Moreover, the refinement
(∆T) Q+f (Y ) = 0, Y ≺ f
of (14.4.2) is also quasilinear: use Lemmas 14.1.13 and 14.4.5, and Corollary 14.1.14
to get a solution f0 ∈ K̂ of (14.4.2) that best approximates f̂ ; then f0 ∼ f̂ ∼ f ,
and thus ndeg≺fQ+f = ndeg≺fQ+f0 = 1 by Lemma 14.4.4, as claimed.
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Definition 14.4.6. A Tschirnhaus refinement of (Ê) is an asymptotic equa-
tion (T) over K̂ with f̂ ∼ f ∈ K̂ such that some solution f0 ∈ K̂ of (14.4.2) (taken
over K̂) best approximates f̂ and satisfies f0 − f̂ ∼ f − f̂ . Given f, ĝ ∈ K̂ and m
with m ≺ f − f̂ 4 ĝ ≺ f (so f ∼ f̂), the refinement
(TC) P+(f+ĝ)(Y ) = 0, Y 4 m
of (T) is said to be compatible with (T) if it has Newton degree d and ĝ is not an
approximate solution of (∆T). In this compatibility definition we do not require (T)
to be a Tschirnhaus refinement of (Ê).
Lemma 14.4.7. Let f, f0, ĝ ∈ K̂ and m be such that m ≺ f0 − f̂ ∼ f − f̂ 4 ĝ ≺ f,
and (TC) has Newton degree d. Then ĝ is an approximate solution of (T) and of
(T0) P+f0(Y ) = 0, Y ≺ f.
Proof. Since ndeg4m P+(f+ĝ) = d = ndeg≺f P+f , Lemma 13.8.2 yields that ĝ is an
approximate solution of (T). Since f0− f ≺ f̂ − f 4 ĝ, we have ndeg≺ĝ P+(f0+ĝ) =
ndeg≺ĝ P+(f+ĝ) > 1. Hence ĝ is also an approximate solution of (T0). 
Lemma 14.4.8. Let f, f0, ĝ ∈ K̂ satisfy f0 − f̂ ∼ f − f̂ 4 ĝ ≺ f. Then ĝ is an
approximate solution of (∆T) if and only if ĝ is an approximate solution of
(∆T0) Q+f0(Y ) = 0, Y ≺ f.
Proof. We have ndeg≺ĝ Q+(f0+ĝ) = ndeg≺ĝ Q+(f+ĝ), since f0 − f ≺ f̂ − f 4 ĝ.

In the rest of this subsection we fix a Tschirnhaus refinement (T) of (Ê). If e ≺ f−f̂ ,
then compatible refinements of (T) are easy to come by:
Lemma 14.4.9. Suppose e ≺ f − f̂ . Then taking ĝ := f̂ − f and m := e, the
refinement (TC) of (T) is compatible.
Proof. (TC) has Newton degree d, since ndeg4e P+(f+ĝ) = ndeg4e P+f̂ = d. Take
a solution f0 ∈ K̂ of (14.4.2) that best approximates f̂ with f − f̂ ∼ f0 − f̂ . By
Lemma 14.4.8, if ĝ is an approximate solution of (∆T), then ĝ is also an approximate
solution of (∆T0). But (∆T0) has no approximate solution ∼ f̂ − f0 in K̂: if it
had one, then by Lemma 14.1.14 it has a solution y ∼ f̂ − f0, so Q(f0 + y) = 0,
and f0 + y would be a solution of (14.4.2) with f0 + y− f̂ = y− (f̂ − f0) ≺ f̂ − f0,
contradicting that f0 is a best approximation. Thus (TC) is compatible. 
We now describe the effect of multiplicatively conjugating by f on the above:
Remark 14.4.10. Consider the asymptotic equation
(f−1E) P×f(Y ) = 0, Y ∈ f−1E
over K. By Lemma 13.8.6, (f−1f̂ , f−1Ê ′) is an unraveler for
(f−1Ê) P×f(Y ) = 0, Y ∈ f−1Ê
over K̂, and ndeg≺1(P×f)+f−1f̂ = ndegf−1Ê P×f = d. Moreover,
(f−1T) (P×f)+f−1f (Y ) = 0, Y ≺ 1
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is a Tschirnhaus refinement of (f−1Ê), and if (TC) is a compatible refinement of (T),
then
(f−1TC) (P×f)+f−1f+f−1ĝ(Y ) = 0, Y 4 f
−1m
is a compatible refinement of (f−1T).
The Slowdown Lemma. Let (T) be a Tschirnhaus refinement of (Ê) and (TC)
a compatible refinement of (T), and set g = dĝ. The goal of this subsection is the
proof of the following lemma to the effect that the step from (E) to (T) is much
larger than the step from (T) to (TC):
Lemma 14.4.11 (Slowdown).
m
g
≺≺ g
f
, where m is the monomial appearing in (TC).
We first establish an auxiliary result used in the proof of Lemma 14.4.11:
Lemma 14.4.12. Suppose f = 1. Then Q+f(ĝ) ≍g gQ+f .
Proof. Let f0 ∈ K̂ be a solution of (14.4.2) that best approximates f̂ and satisfies
f − f̂ ∼ f0 − f̂ . Then f0 ∼ f ∼ f̂ ≍ f = 1. Take c ∈ C× such that f0 ∼ c.
Claim 1: f0 − c ≺♭ 1.
Suppose otherwise. Then f0 − c ≍♭ 1. By Corollary 13.1.12,
Q = dQDQ +RQ where DQ ∈ C×(Y − c) ∪ C×Y ′, and RQ ≺♭ Q,
hence Q+c = dQ(DQ)+c + (RQ)+c with (RQ)+c ≍ RQ ≺♭ Q ≍ Q+c, so
dQ+c = dQ, DQ+c = (DQ)+c ∈ C×Y ∪C×Y ′, RQ+c = (RQ)+c ≺♭ Q+c.
Therefore, with d = df0−c we have NQ+c,×d ∈ C×Y by Lemma 13.2.16, so d is not
a starting monomial for Q+c, contradicting Q+c(f0 − c) = Q(f0) = 0.
Claim 2: g ≺♭ 1.
Suppose not. Then g ≍♭ 1. As in the proof of Claim 1 we get DP+c ∈ C[Y ](Y ′)N
and RP+c ≺♭ P+c, so by Claim 1 and Corollary 13.2.17,
NP+f0,×g = NP+c,+(f0−c),×g =c NP+c,×g ∈ C×Y N.
Therefore ĝ is not an approximate zero of P+f0 , contradicting Lemma 14.4.7.
Claim 3: Q+f (ĝ) ≍g Q+f,×g.
Since ĝ is not an approximate solution of (∆T), it is not an approximate solution
of (∆T0) by Lemma 14.4.8, and therefore NQ+f,×g = NQ+f0,×g ∈ C×Y by Co-
rollary 13.2.15 and Lemma 14.4.4. Take φ 4 1 such that DQφ+f,×g
= NQ+f,×g .
Then
Qφ+f,×g = aY +R where a ∈ K×, R ∈ K̂φ{Y }, R ≺ a,
so with ĝ = ug, u ≍ 1 in K̂,
Q+f(ĝ) = Q+f,×g(u) = Q
φ
+f,×g(u) = au+R(u) ∼ au
and hence Q+f (ĝ) ≍ a ≍ Qφ+f,×g. We have Qφ+f,×g ≍g Q+f,×g by Claim 2 and
Corollary 11.1.13.
By Claim 3 and Lemma 4.5.1(i) we have
Q+f(ĝ) ≍g Q+f,×g = Q×g,+f/g ∼ Q×g,+f0/g = Q+f0,×g.
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Corollary 9.4.19 and mul(Q+f0) = ddeg(Q+f0) = 1 give Q+f0,×g ≍g gQ+f0 .
Putting everything together, we get Q+f(ĝ) ≍g gQ+f0 ∼ gQ+f . 
Proof of Lemma 14.4.11. Until further notice we assume f = 1. Put F := P+f
and G := Q+f . Note: ddegF+ĝ = ddegF = ddegP = d, by Lemma 6.6.5.
Claim 1: g (F+ĝ)d 4g (F+ĝ)d−1.
We have G(ĝ) ≍g gG by Lemma 14.4.12. If w 6 d− 1, then by (4.3.3),
G(ĝ) = Q(f + ĝ) =
(
∂d−1−w0 ∂
w
1 P
)
(f + ĝ)
is, up to a factor from Q×, the coefficient of Y d−1−w(Y ′)w in P+(f+ĝ) = F+ĝ, and
if w = d, then G(ĝ) is likewise, up to a factor from Q×, the coefficient of (Y ′)d−1
in F+ĝ. Thus gG 4g (F+ĝ)d−1. Since G = Q+f ≍ Q ≍ P and F+ĝ ∼ F ≍ P with
ddegF+ĝ = d, we get G ≍ F+ĝ ≍ (F+ĝ)d, and the claim follows.
Claim 2: n ≺g g =⇒ (F+ĝ,×n)d ≺n (F+ĝ,×n)d−1.
Suppose n ≺g g. Then n ≺n g by Lemma 9.4.15. Also (F+ĝ)d 6= 0, hence
n (F+ĝ)d ≺n g (F+ĝ)d.
From n 4 g ≺ 1 we get g  n, and so by Claim 1 and Lemma 9.4.16,
g (F+ĝ)d 4n (F+ĝ)d−1.
This, together with the previous display, yields n (F+ĝ)d ≺n (F+ĝ)d−1.
By Lemma 9.4.18 we have for all i ∈ N,
(F+ĝ,×n)i =
(
(F+ĝ)i
)
×n
≍n ni (F+ĝ)i.
Using this for i = d− 1 and i = d yields the claim.
Claim 3: n ≺g g =⇒ ndegF+ĝ,×n 6 d− 1.
Assume n ≺g g. First we note that ndegF+ĝ,×n 6 d, since
ndegF+ĝ,×n 6 ndegF+ĝ = ndegF = ndegP+f = ndegP = d.
From g ≺♭ 1 by Claim 2 in the proof of Lemma 14.4.12, we get n ≺♭ 1. It remains
to use Corollary 11.1.13 and Claim 2 in the present proof.
Now ndegF+ĝ,×m = d, and so g 4g m by Claim 3, hence m/g ≍g 1, and thus
m/g ≺≺ g, which is the content of the Slowdown Lemma for f = 1. The general case is
reduced to this special case by multiplicative conjugation as in Remark 14.4.10. 
One more lemma. First an immediate consequence of Lemmas 14.4.9 and 14.4.11:
Corollary 14.4.13. Suppose (T) is a Tschirnhaus refinement of (Ê). Then
e ≺ f̂ − f =⇒ e
f̂ − f ≺≺
f̂ − f
f̂
.
Lemma 14.4.14. Suppose (T) is a Tschirnhaus refinement of (Ê) and e ≺ f̂ − f .
Then, with F := P+f , ĝ := f̂ − f , and g := dĝ, the asymptotic equation
(Ê6d) F6d(Y ) = 0, Y 4 g
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has Newton degree d. Moreover, (ĝ, Ê ′′), where Ê ′′ := {y ∈ Ê ′ : y ≺ g}, is an unrav-
eler for (Ê6d), and e is the largest algebraic starting monomial for the unraveled
asymptotic equation
(Ê′6d) (F6d)+ĝ(Y ) = 0, Y ∈ Ê ′′
over K̂.
Proof. Using Corollary 14.4.13, apply Lemma 13.8.13 to K̂, f̂ , f , ĝ, Ê , Ê ′ in the
role of K, f , f˜ , g, E , E ′, respectively. 
We are now ready to turn to the proof of Proposition 14.4.1.
Proof of Proposition 14.4.1. By Lemmas 14.4.5, 14.1.14, and 14.1.13 we have
a solution f0 ∼ f̂ in K̂ of (14.4.2) that best approximates f̂ . If f̂ − a 4 f0 − a
for all a ∈ K, then (ii) holds for f := f0, witnessed by A := Q. Otherwise, take
f = a ∈ K such that f̂ − f ≻ f0 − f , that is, f0 − f̂ ∼ f − f̂ . Then f ∼ f̂ , since
f0 ∼ f̂ , and so (T) is a Tschirnhaus refinement of (Ê). If f̂ − f 4 e, then we are
in case (i), as witnessed by A := Y − f . So assume from now on that e ≺ f̂ − f ,
and set ĝ := f̂ − f , g := dĝ. Consider the asymptotic equation (Ê6d) introduced
in Lemma 14.4.14. By that lemma, (Ê6d) has Newton degree d, and (ĝ, Ê ′′), where
Ê ′′ = {y ∈ Ê ′ : y ≺ g}, is an unraveler for (Ê6d), and thus ndeg≺ĝ(F6d)+ĝ = d.
Moreover, e is the largest algebraic starting monomial for (Ê′6d). Since f ∈ K, we
can view (Ê6d) as an asymptotic equation over K. Thus Corollary 14.4.3 applies
to (Ê6d) viewed as an asymptotic equation over K in place of (E) and with (ĝ, Ê ′′)
in place of (f̂ , Ê ′). So we get g ∈ K̂ and B ∈ K{Y } such that ĝ − g 4 e, B(g) = 0,
c(B) < c(F6d), and degB = 1. Then f + g has the property stated for f in (i) as
witnessed by A := B+(−f). 
Easy consequences. We continue in the setting introduced at the beginning of
this section. Here are some easy consequences of Proposition 14.4.1:
Corollary 14.4.15. Suppose (aρ) is a divergent pc-sequence in K with pseudoli-
mit f̂ and minimal d-polynomial P over K. Then there exist f ∈ K̂ and A ∈ K{Y }
such that f̂ − f 4 e, A(f) = 0, c(A) < c(P ), and degA = 1.
Proof. Suppose not. Then Proposition 14.4.1 gives f ∈ K̂ and A ∈ K{Y } 6= such
that f̂ − a 4 f − a for all a ∈ K, A(f) = 0, and c(A) < c(P ). Then f /∈ K,
since f̂ /∈ K. Take a divergent pc-sequence (bσ) in K such that bσ  f . From
f̂ − bσ 4 f − bσ for all σ, we get bσ  f̂ , hence (aρ) and (bσ) are equivalent, so
aρ  f , and thus f̂ − a ≍ f − a for all a ∈ K. Hence Z(K, f) = Z(K, f̂), using a
notion from Section 11.4. Then A ∈ Z(K, f̂), by Lemma 11.4.3, hence c(A) > c(P )
by Corollary 11.4.13, a contradiction. 
Corollary 14.4.16. If K is newtonian, then there is an f ∈ K with f̂ − f 4 e.
Proof. Assume K is newtonian. Take f ∈ K̂ as in Proposition 14.4.1. Then
f ∈ K by Lemma 14.1.8. In case (ii) of Proposition 14.4.1, this gives f̂ = f . 
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14.5. Newtonization
In this section we assume K is ω-free and d-valued with divisible value group Γ.
We do not assume here the very special setting introduced at the beginning of
Section 14.4, but rather reduce to it in establishing Proposition 14.5.1 below. This
will then be used to derive Theorem 14.0.2 and related results.
Proposition 14.5.1. Suppose (aρ) is a divergent pc-sequence in K, with minimal
differential polynomial G over K, and set a := cK(aρ). Then ndegaG = 1.
Proof. We first arrange by compositional conjugation that K has small deriva-
tion. Set d := ndegaG. Zorn gives an asymptotically d-algebraically maximal
immediate d-algebraic extension K̂ of K. Then K̂ is ω-free by Theorem 13.6.1.
Now forget how we got K̂: we only use below that it is an ω-free asymptotically
d-algebraically maximal immediate extension of K. Note that then K̂ is newtonian
by Theorem 14.0.1.
Take ℓ ∈ K̂ such that aρ  ℓ. Note that G is an element of Z(K, ℓ) of minimal
complexity, by Corollary 11.4.13. Lemma 11.4.12 yields d > 1, and provides a ∈ K
and v ∈ K× such that a− ℓ ≺ v and ndeg≺vG+a = d.
Suppose towards a contradiction that d > 2. Then Lemma 13.8.11 provides an
unraveler (f̂ , E) with f̂ 6= 0 for the asymptotic equation
G+a(Y ) = 0, Y ≺ v
over K̂ such that ndeg≺f̂ G+(a+f̂) = d and aρ  a+ f̂ + g for all g ∈ E ∪{0}. Then
mulG+(a+f̂) < d by Lemma 13.8.10.
Assume temporarily that K has a monomial group. Then we are in the set-up
of Section 14.4 with P := G+a, and can apply Corollary 14.4.15 to the divergent
pc-sequence (aρ − a) and P := G+a. This yields an f ∈ K̂ and an A ∈ K{Y } 6=
such that f − f̂ ∈ E ∪ {0}, A(f) = 0, and c(A) < c(P ). Then aρ − a  f . But P
is a minimal d-polynomial of (aρ − a) over K, and so we contradict Section 11.4.
To reduce to the case that K has a monomial group, consider the valued
differential field K̂ with K as a distinguished subset. This structure has the first-
order property that H /∈ Z(K, ℓ) for all H ∈ K{Y } with c(H) < c(G). Passing to
an ℵ1-saturated elementary extension of this structure and using Lemma 3.3.39 we
arrange that K has a monomial group while preserving the first-order property just
mentioned and other relevant first-order properties, but some minor issues arise:
(1) the updated K̂ might not be asymptotically d-algebraically maximal (though
it remains an ω-free immediate extension of K);
(2) the old pc-sequence (aρ) might acquire a pseudolimit in the updated K.
To deal with (1), replace K̂ by an asymptotically d-algebraically maximal imme-
diate d-algebraic extension of K̂. To deal with (2), replace (aρ) by some divergent
pc-sequence in K with pseudolimit ℓ. This updated pc-sequence still has minimal
differential polynomial G over K, and the Newton degree of G in the cut defined
by this pc-sequence remains d, by Corollary 11.4.13 and Lemma 11.4.12. 
This proposition is the analogue of the henselian and d-henselian configuration
results 3.3.20 and 7.4.1. Below we derive similar consequences from it.
Corollary 14.5.2. The following are equivalent:
(i) K is newtonian;
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(ii) K is strongly newtonian;
(iii) K is asymptotically d-algebraically maximal.
Proof. The implication (i)⇒ (ii) follows from Proposition 14.5.1, (ii)⇒ (iii) holds
by Lemma 14.1.11, and (iii) ⇒ (i) by Theorem 14.0.1. 
This result contains Theorem 14.0.2: by Lemma 14.2.5 the standing assumption of
this section that K is d-valued is satisfied under the hypotheses of Theorem 14.0.2.
Corollary 14.5.3. Suppose K is newtonian. If C is algebraically closed, then K
is weakly differentially closed. If C is real closed, then every P ∈ K{Y } of odd
degree has a zero in K.
Proof. Combine Corollaries 14.3.6 and 14.3.9 with Corollary 14.5.2. 
Corollary 14.5.4. Let L be a newtonian d-algebraic immediate extension of K.
Then L is a newtonization of K, as defined in Section 14.1.
Proof. Let E be a newtonian extension of K. To embed L over K into E we
can assume K 6= L; it suffices to show that then K〈a〉 can be embedded over
K into E for some a ∈ L \K. Since L is d-algebraic over K we can take a di-
vergent pc-sequence (aρ) in K with a minimal differential polynomial G over K,
by Lemmas 11.4.7, 11.4.8 and Corollary 11.4.13. Then ndegaG = 1 by Propo-
sition 14.5.1, where a := cK(aρ). Then Lemma 14.1.10 yields a ∈ L such that
G(a) = 0 and aρ  a. Since K is ω-free, we also have ndegaE G = 1, where
aE := cE(aρ), by Corollary 13.6.13. Then Lemma 14.1.10 gives b ∈ E with G(b) = 0
and aρ  b. The results in Section 11.4 now yield an embedding K〈a〉 → E over
K sending a to b. 
Thus K has a newtonization, and any two newtonizations of K are isomorphic
over K, by Corollary 14.3.12; this permits us to speak of the newtonization of K.
Suppose L is an immediate newtonian extension of K. Then any K-embedding
of the newtonization of K into L has image
{f ∈ L : f is d-algebraic over K},
and so we refer to this image as the newtonization of K in L.
Corollary 14.5.5. Let L be an immediate ω-free newtonian extension of K.
Then L embeds over K into any |Γ|+-saturated newtonian extension of K.
Proof. By passing to the newtonization ofK in L we arrange thatK is newtonian.
LetK∗ be a |Γ|+-saturated newtonian extension ofK, and let y ∈ L\K; it is enough
to show that then K〈y〉 can be embedded over K into K∗. Take a divergent pc-
sequence (aρ) inK with aρ  y. SinceK is asymptotically d-algebraically maximal,
it follows from Section 11.4 that (aρ) is of d-transcendental type over K. The
saturation assumption on K∗ gives z ∈ K∗ such that aρ  z. Then Section 11.4
gives a valued differential field embedding K〈y〉 → K∗ over K sending y to z. 
Preservation of newtonianity. The results of this subsection are not used later,
but are included for their intrinsic interest. First a descent property of newtonianity.
A special case of it says that K is newtonian if K[i] is newtonian.
Corollary 14.5.6. Let L be an algebraic extension of K such that L = K(CL).
If L is newtonian, then so is K.
570 14. NEWTONIAN DIFFERENTIAL FIELDS
Proof. Suppose M is an immediate d-algebraic extension of K. Then M is d-
valued with constant field CM = C. Using Corollary 4.6.8 we arrange that L
and M are common differential subfields of some differential field. Then M(CL) is
a differential field, and by Corollary 4.6.20, the constant field of M(CL) is CL. By
Lemma 4.6.16, M and CL are linearly disjoint over CM = C. We now use Proposi-
tion 10.5.15: it gives us a valuation on the field M(CL) that extends the valuation
of M with the same value group Γ as M and trivial on CL, and makes M(CL) a
d-valued field extension of H-type ofM . Applying Proposition 10.5.15 to L, in par-
ticular its uniqueness part, we see that M(CL) contains L = K(CL) as a d-valued
subfield. Thus M(CL) is an immediate d-algebraic extension of L.
Assume L is newtonian. Then M(CL) = L = K(CL) by Corollary 14.5.2.
Since L is algebraic over K, we have K(CL) = K[CL] and M(CL) =M [CL] and so
K[CL] = M [CL]. Since M is linearly disjoint from CL over C, this gives K = M .
Therefore K is asymptotically d-algebraically maximal, and thus newtonian. 
The next result is obtained by a reduction to Corollary 7.6.8.
Proposition 14.5.7. If K is newtonian, then so is any algebraic extension of K.
Proof. Assume K is newtonian. Recall that in the present chapter φ ranges over
the active elements of K. Note that each flattening (Kφ, v♭φ) is d-henselian.
Claim: Each (Kφ, v♭φ) is d-algebraically maximal in the sense of Chapter 7.
To show this, assume towards a contradiction that (Kφ, v♭φ) is not d-algebraically
maximal. Then (Kφ, v♭φ) has a proper immediate d-algebraic extension in the sense
of Chapter 7. Such an extension is not required to be asymptotic, but has small
derivation, and so is actually H-asymptotic in view of Lemmas 9.4.2 and 9.4.5
applied to (Kφ, v♭φ). By uncoarsening (Lemma 9.6.5 and the considerations pre-
ceding it), this yields a proper immediate d-algebraic H-asymptotic extension of
Kφ, and so Kφ would not be asymptotically d-algebraically maximal, contradicting
Corollary 14.5.2. This proves our claim.
Let L be an algebraic extension of K. Since Γ is assumed to be divisible,
we have ΓL = Γ. Let φ be given. The flattening (Lφ, v♭φ) of L
φ is an extension
of (Kφ, v♭φ) in the sense of Chapter 7, and is also an algebraic extension. Thus
by our claim and Corollary 7.6.8, (Lφ, v♭φ) is d-henselian. Since φ is arbitrary,
Lemma 14.1.4 and the equivalence preceding it (both applied to L instead of K)
yield that L is newtonian. 
Corollary 14.5.8. Suppose K is newtonian and real closed. Then K[i], where
i
2 = −1, is linearly closed and so every monic A ∈ K[∂] 6= is a product of monic
irreducible operators in K[∂] of order 1 and order 2.
Proof. By Proposition 14.5.7 the algebraic closure K[i] of K is newtonian. So by
Corollary 14.5.3, K[i] is weakly differentially closed and hence linearly closed by
Lemma 5.8.9. The rest now follows from Lemma 5.1.35. 
Newton-Liouville closure. Besides assuming that K is ω-free and d-valued with
divisible value group, we also assume in this subsection that K comes equipped with
a field ordering making K an H-field. By Corollary 14.3.12, the newtonization Knt
of K is an immediate extension of K. Hence by Lemma 10.5.8, Knt has a unique
field ordering extending that of K in which the valuation ring of Knt is convex;
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below we consider Knt equipped with this ordering. Then Knt is a newtonian H-
field extension of K, and every embedding of K into a newtonian pre-H-field L
extends to an embedding Knt → L of pre-H-fields.
Lemma 14.5.9. There exists a newtonian Liouville closed H-field extension Knl
of K which embeds over K into every newtonian Liouville closed H-field extension
of K. Any such Knl is d-algebraic over K, hence ω-free, and its constant field is a
real closure of C.
Proof. We define inductively an infinite tower K0 ⊆ K1 ⊆ K2 ⊆ · · · of ω-free
H-field extensions of K with divisible value group as follows. Set K0 := K, and
assume inductively that Kn is an ω-free H-field extension of K with divisible value
group. For even n we let Kn+1 be the Liouville closure of Kn. For odd n we let
Kn+1 := (Kn)
nt be the newtonization ofKn. In both cases,Kn+1 has divisible value
group, andKn+1 is d-algebraic overKn and thus remains ω-free, by Theorem 13.6.1.
Thus Knl :=
⋃
nKn is a newtonian Liouville closed H-field extension of K with the
desired semiuniversal property. The second part of the lemma follows easily from
this semiuniversal property. 
Let E be an ω-free H-field. We extend Lemma 14.5.9 to E by applying it to the
ω-free real closed H-field extension K := Erc of E:
Corollary 14.5.10. There is a newtonian Liouville closed H-field extension Enl
of E which embeds over E into every newtonian Liouville closed H-field extension
of E. Any such Enl is d-algebraic over E, thus ω-free, and its constant field is a
real closure of CE .
Corollary 14.5.11. Every pre-H-field extends to an ω-free newtonian Liouville
closed H-field.
Proof. Any pre-H-field extends to an ω-free H-field by Corollary 11.7.18. Now
apply Corollary 14.5.10. 
A Newton-Liouville closure of E is by definition a newtonian Liouville closed
H-field extension Enl of E with the embedding property stated in Corollary 14.5.10.
Thus E has a Newton-Liouville closure. In Section 16.2 below we show that E has
up to isomorphism over E a unique Newton-Liouville closure.
Schwarz closure. Let E be an ω-free H-field.
Proposition 14.5.12. There exists a Schwarz closed H-field extension of E that
embeds over E into any Schwarz closed H-field extension of E.
Proof. Let Enl be a Newton-Liouville closure of E. Then Enl is Schwarz closed
by Corollary 14.2.20, and its constant field is a real closure of CE . Let Es be the
intersection of all Schwarz closed H-subfields of Enl that contain E. Then Es is a
Schwarz closed H-field extension of E by Lemma 11.8.36. We show that it has the
desired semiuniversal property. Let F be a Schwarz closed H-field extension of E.
Take a Newton-Liouville closure F nl of F . Then we have an H-field embedding
i : Enl → F nl over E, so i(Es) and F are Schwarz closed H-subfields of F nl. Now F
and F nl have the same constant field, so i(Es) ∩ F is a Schwarz closed H-subfield
of i(Es) containing E, by Lemma 11.8.35. By the minimality property of Es this
gives i(Es) ⊆ F . 
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Define a Schwarz closure of E to be a Schwarz closed H-field extension of E
that embeds over E into every Schwarz closed H-field extension of E. So E has
a Schwarz closure by Proposition 14.5.12, and because of the obvious minimality
property of the Schwarz closure constructed in its proof, any two Schwarz closures
of E are isomorphic over E. This allows us to speak of the Schwarz closure Es of E.
Thus by the proof of 14.5.12:
(1) Es is d-algebraic over E,
(2) the constant field of Es is a real closure of CE ,
(3) Es has no proper Schwarz closed H-subfield containing E.
CHAPTER 15
Newtonianity of Directed Unions
In this brief chapter we prove an analogue of Hensel’s Lemma for ω-free d-valued
fields of H-type: Theorem 15.0.1. Throughout this chapter K is an H-asymptotic
field with asymptotic couple (Γ, ψ), and γ ranges over Γ.
Theorem 15.0.1. If K is d-valued with ∂K = K, and K is a directed union of
spherically complete grounded d-valued subfields, then K is newtonian.
Note that by Corollary 11.7.15, anyK as in the hypothesis of this theorem is ω-free.
The proof of the theorem is given in Section 15.4. As special cases we shall obtain
at the end of that section:
Corollary 15.0.2. The ω-free H-fields T and Tlog are newtonian.
15.1. Finitely Many Exceptional Values
In this section we assume supΨ = 0, and we let y range over K×. Let A ∈ K[∂] 6=.
Recall from Section 5.6 that
E (A) =
{
vy : A(y) ≺ Ay} = {vy : dwm(Ay) > 0}
is the set of exceptional values for A. We have v(ker6=A) ⊆ E (A), so knowing E (A)
helps in locating the solutions in K of the differential equation A(y) = 0. If K is
d-valued, then
E (A) =
{
γ : dwmA(γ) > 0
}
,
and dimC kerA 6 |E (A)| by Lemma 5.6.6.
If K extends to a d-henselian asymptotic field, then |E (A)| 6 orderA for all A ∈
K[∂] 6=, by Lemma 7.5.2. Using this fact we prove:
Lemma 15.1.1. If K is pre-d-valued, then |E (A)| 6 orderA for all A ∈ K[∂] 6=.
Proof. Assume K is pre-d-valued. Consider first the case that K is grounded (so
maxΨ = 0). Then K has an ω-free d-valued extension L of H-type, by Corol-
lary 11.7.18. In view of Theorem 14.0.1 and the subsequent remarks we can pass
to an immediate extension of L and arrange in this way that L is also newtonian.
Then the flattening (L, v♭) of L is d-henselian by Lemma 14.1.2, and the inclusion
mapK → L is actually an embedding of K into this flattening. If K is ungrounded,
then 0 /∈ Ψ, and this case is taken care of by Corollary 10.1.14. 
15.2. Integration and the Extension K(x)
In this section K is d-valued with supΨ = 0. Then the equation y′ = 1 has no
solution in K, and so we adjoin a solution:
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Lemma 15.2.1. Let K(x) be a field extension of K with x transcendental over K.
Then there is a unique pair consisting of a derivation of K(x) and a valuation ring
of K(x) that makes K(x) a d-valued extension of H-type of K with x′ = 1 and
x ≻ 1. This extension K(x) has the same constant field as K, has value group
Γ + Zvx with Γ< < nvx < 0 for all n > 1, and has small derivation.
Proof. If Ψ < 0, use Lemma 10.2.2 and subsequent remarks. If maxΨ = 0, use
Lemma 10.2.3 and the remarks following its proof. 
Note that the extension K(x) of K described in Lemma 15.2.1 is grounded with
maxΨK(x) = −vx > 0, has K[x] as a differential subring, and that
Zvx =
{
α ∈ ΓK(x) : ψ(α) > 0
}
= Γ♭K(x).
Lemma 15.2.2. Assume K is spherically complete. Then K = ∂K+C = ∂(K+Cx).
Proof. By Lemma 10.2.4 and the remarks following it we get O = ∂O. Now let
s ∈ K; we need to show s ∈ ∂K + C. For this we may assume that s /∈ ∂K and
hence s− a′ < 1 for all a ∈ K, since O = ∂O. From Lemma 10.2.6 it follows that
S :=
{
v(s− a′) : a ∈ K} ⊆ Γ6
has a largest element β, and so β = 0 by Lemma 10.2.5. Take a ∈ K with v(s−a′) =
0, next take c ∈ C×, ε ∈ O such that s − a′ = c(1 + ε), and then take b ∈ O such
that ε = b′. Then s = (a+ cb)′ + c ∈ ∂K + C. 
Corollary 15.2.3. Suppose K is spherically complete. Then K[x] = ∂
(
K[x]
)
.
Proof. Let a ∈ K; we show that axn = f ′ for some f ∈ K[x]. For n = 0, use
Lemma 15.2.2. Let n > 1 and take b ∈ K, c ∈ C with a = b′ + c, and inductively
take g ∈ K[x] with g′ = bxn−1. Set f := cn+1xn+1 + bxn − ng. Then f ′ = axn. 
Corollary 15.2.4. Let E be a spherically complete d-valued field of H-type with
an element φ such that vφ = maxΨE. Let F be a differential field extension of E
such that φ ∈ ∂F . Then E ⊆ ∂F .
Proof. Take x ∈ F with ∂x = φ. Let δ := φ−1∂ be the derivation of Fφ. Then
the standing assumption of this section is satisfied for K := Eφ, since maxΨK = 0.
Also δx = 1, hence by Lemma 15.2.2 with δ instead of ∂, K ⊆ δ(K) + C =
δ(K + Cx) ⊆ δ(Fφ), that is, E ⊆ φ−1∂F , and thus E = φE ⊆ ∂F . 
Notes and comments. In the next volume we extend Corollary 15.2.3 as follows:
if K is spherically complete and A ∈ K[∂] 6=, then K[x] = A(K[x]).
15.3. Approximating Zeros of Differential Polynomials
In this section K is d-valued with supΨ = 0, we fix a P ∈ K{Y } 6= of order 6 r,
and we let a be an element of O such that dmulP+a = 1.
We also consider the condition ddegP+a = 1, equivalent to P+a ∼ (P+a)1
under our standing assumption that dmulP+a = 1.
We have P (a) ≺ (P+a)1 ≍ P+a ≍ P . Take d ∈ K× with d ≍ P . Then
d−1P ∈ O{Y } is in dh-position at a as defined in Section 7.1. We have elements
a0, . . . , ar ∈ K with (P+a)1 = a0Y + a1Y ′ + · · ·+ arY (r), so
A := LP+a = a0 + a1∂ + · · ·+ ar∂r ∈ K[∂] 6=.
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As in Section 7.2 where P ≍ 1, let v(P, a) be the unique α ∈ Γ∞ with vA(α) =
v
(
P (a)
)
; thus v(P, a) = v(d−1P, a), and v(P, a) = ∞ iff P (a) = 0. We use v(P, a)
as a measure of how close a is to a potential zero of P .
Throughout the rest of this section we assume P (a) 6= 0. Thus v(P, a) ∈ Γ>.
Lemma 15.3.1. Let b ∈ K, v(a− b) > v(P, a), P (b) ≺ P (a), and B := LP+b . Then:
(i) dmulP+b = 1;
(ii) v(a− b) = v(P, a) and v(P, b) > v(P, a);
(iii) for all y ∈ K×, if vy = O(v(P, a)) and A(y) ≺ Ay, then B(y) ≺ By;
(iv)
{
α ∈ E (A) : α = O(v(P, a))} ⊆ E (B);
(v) if ddegP+a = 1, then ddegP+b = 1.
Proof. For (i)–(iv), apply Lemma 7.2.4 to d−1P ; for (v), use Lemma 6.6.5. 
In Propositions 15.3.3 and 15.3.6 below we indicate how to improve γ := v(P, a).
Lemma 15.3.2. If γ /∈ E (A), then P (b) ≺ P (a) for some b ∈ K with v(a− b) = γ.
Proof. We adapt an argument from the proofs of Lemmas 7.2.2 and 7.2.3. Take
g ∈ K× with vg = γ, and set Q := P+a, L := P (a)−1Q1,×g ∈ K{Y }. Then
g ≺ 1 and L ≍ 1, so L = ∑ri=0 biY (i) with b0, . . . , br ∈ O and bi ≍ 1 for some
i ∈ {0, . . . , r}. As in the proof of Lemma 7.2.2, we get
P (a+ gY ) = P (a) · (1 + L(Y ) +R(Y )) where mulR > 2 and R ≺ 1.
Now assume that γ /∈ E (A). Then dwm(Q1,×g) = dwm(Ag) = 0, so b0 ≍ 1. Take
c ∈ C× with b0c ∼ −1. Then 1 + L(c) = 1 + b0c ≺ 1 and so
P (a+ gc) = P (a) · (1 + L(c) +R(c)) ≺ P (a).
Hence b := a+ gc has the desired properties. 
Proposition 15.3.3. Suppose K is spherically complete, v(P, a) /∈ E (LP+a), and
there is no b ∈ K with v(a − b) = v(P, a) and P (b) = 0. Then for some b ∈ O we
have v(a− b) = v(P, a), P (b) ≺ P (a), and v(P, b) ∈ E (LP+b).
Proof. Let (aρ)ρ<λ be a sequence in O with λ an ordinal > 0, a0 = a, and
(1) dmulP+aρ = 1, for all ρ < λ,
(2) v(aρ′ − aρ) = v(P, aρ) whenever ρ < ρ′ < λ,
(3) P (aρ′) ≺ P (aρ) and v(P, aρ′ ) > v(P, aρ) whenever ρ < ρ′ < λ, and
(4) v(P, aρ) /∈ E (LP+aρ ) for all ρ < λ.
Note that there is such a sequence for λ = 1. We now keep extending this sequence
as in the proof of Lemma 7.2.5 while preserving (1)–(4), using Lemma 15.3.2 instead
of Lemma 7.2.3. This extension procedure cannot go on indefinitely, and it must
end in a violation of clause (4), which gives an element b as required. 
In what follows K(x) is the d-valued extension of H-type of K from Lemma 15.2.1,
so x is transcendental over K, x′ = 1, and x ≻ 1. We also assume that a d-valued
extension F of K(x) of H-type is given such that ΨF has a supremum in ΓF . We
use the flattening v♭ : F× → Γ♯F = ΓF /Γ♭F of the valuation v : F× → ΓF of F , with
the associated dominance relation 4♭. Here, as usual,
Γ♭F =
{
α ∈ ΓF : ψF (α) > 0
}
,
a convex subgroup of ΓF . Note that x ≍♭ 1. Also Γ♭F ∩ Γ = {0}, so for b ∈ K we
have b ≺ 1⇐⇒ b ≺♭ 1. In the next lemma we set n := dwmA(γ).
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Lemma 15.3.4. For some b ∈ K[x] we have v(a− b) = γ + nvx and P (b) ≺♭ P (a).
Proof. With the notations from the proof of Lemma 15.3.2 we have dwm(Q1,×g) =
dwm(Ag) = n, hence b0, . . . , bn−1 ≺ 1 ≍ bn. Take c ∈ C× with bnc ∼ −1 and set
y := (c/n!)xn ∈ K[x]. Then y ≍♭ 1, so R(y) 4♭ R ≺♭ 1, and thus
P (a+ gy) = P (a) · (1 + L(y) +R(y))
= P (a) ·
(
1 +
n−1∑
i=0
bi
(
c/(n− i)!)xn−i + bnc+R(y)
)
≺♭ P (a),
so that b := a+ gy has the desired property. 
Let (F, v♭) be the valued differential field whose underlying differential field is that
of F and whose valuation is v♭. Let O♭ := O♭F be the valuation ring of (F, v♭).
Note that (F, v♭) is an H-asymptotic field extension of K with Γ(F,v♭) = Γ
♯
F and
supΨ(F,v♭) = 0. Thus d
−1P remains in dh-position at a with respect to (F, v♭).
Suppose d−1P is in dh-position at b ∈ O♭, with respect to (F, v♭). Then v♭(P, b)
is the unique β ∈ (Γ♯F )∞ with v♭B(β) = v♭
(
P (b)
)
, where B := LP+b . An argument
in the proof of Lemma 7.3.4 gives that P is in dh-configuration at b with respect to
the valuation v of F , and so v(P, b) ∈ (ΓF )∞ is defined. By Lemma 4.5.5 we have
v♭(P, b) = v(P, b) + Γ♭F if P (b) 6= 0. Thus by Lemma 15.3.4, and by Lemma 7.2.4
applied to (F, v♭) in the role of K, we obtain:
Corollary 15.3.5. There is a b ∈ K[x] with v♭(a−b) = v♭(P, a) and P (b) ≺♭ P (a).
For any b ∈ F with v♭(a− b) > v♭(P, a) and P (b) ≺♭ P (a), and any y ∈ F×:
(i) d−1P is in dh-position at b with respect to (F, v♭);
(ii) v♭(a− b) = v♭(P, a) and v♭(P, b) > v♭(P, a);
(iii) if vy = O
(
v♭(P, a)
)
, and A(y) ≺♭ Ay, then B(y) ≺♭ By for B := LP+b .
Note also that if b ∈ F and v♭(a− b) > v♭(P, a), then b 4 1. Next, take φ ∈ F with
vφ = supΨF . We have φ 4 1/x ≺ 1, φ ≍♭ 1, and Fφ is again (like K) a d-valued
field of H-type with supΨFφ = 0. We can now state and prove another key fact:
Proposition 15.3.6. Assume ddegP+a = 1. Then for some b ∈ K[x] with b 4 1,
(i) Pφ+b ∼ (Pφ+b)1 in Fφ{Y }, and v(Pφ, b) > v(P, a);
(ii)
{
α ∈ EK(A) : α = O
(
v(P, a)
)} ⊆ EFφ(Bφ) where B := LP+b .
Proof. We have dmulP+a = ddegP+a = 1 with respect to K and thus with
respect to the valued field extension (F, v♭) of K. Take b ∈ K[x] ⊆ F as in
Corollary 15.3.5. Then b 4 1 and v♭(a− b) > 0, so dmulP+b = ddegP+b = 1 with
respect to (F, v♭), by Lemma 6.6.5, and so for H := (P+b)1 ∈ F{Y } we have
P+b = H + S where S ≺♭ H .
By Proposition 11.1.4, v(Hφ) ≡ v(H) mod Γ♭F and v(Sφ) ≡ v(S) mod Γ♭F , so
Pφ+b = H
φ + Sφ where Sφ ≺♭ Hφ = (Pφ+b)1,
and thus Pφ+b ∼ (Pφ+b)1. Also vHφ
(
v(Pφ, b)
)
= v
(
P (b)
)
= vH
(
v(P, b)
)
, hence
vHφ
(
v(Pφ, b)
)
+ Γ♭F = v
♭
(
P (b)
)
= vH
(
v(P, b)
)
+ Γ♭F = vHφ
(
v(P, b)
)
+ Γ♭F ,
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using Proposition 11.1.4 for the last equality. Applying Lemma 4.5.5 to Fφ in the
role of K, using the injectivity of v♭Hφ , and using Corollary 15.3.5, we get
v(Pφ, b) + Γ♭F = v(P, b) + Γ
♭
F = v
♭(P, b) > v♭(P, a) = v(P, a) + Γ♭F
and hence v(Pφ, b) > v(P, a). We have now established (i).
For (ii), let α ∈ EK(A) and α = O
(
v(P, a)
)
. Take y ∈ K× such that vy = α
and A(y) ≺ Ay. Then A(y) ≺♭ Ay with respect to (F, v♭), and so B(y) ≺♭ By
by (iii) of Corollary 15.3.5. In the common underlying valued subfield of (F, v♭)
and (F, v♭)φ = (Fφ, v♭) we have B(y) = Bφ(y), and by Proposition 11.1.4 we have
By ≍♭ (By)φ = Bφy . Hence Bφ(y) ≺♭ Bφy, so Bφ(y) ≺ Bφy with respect to Fφ,
and thus α = vy ∈ EFφ(Bφ). This yields (ii). 
For the proof of Theorem 15.4.1 below it is also relevant that for B = LP+b as in (ii)
of Proposition 15.3.6 we have Bφ = LPφ+b
, by Corollary 5.7.5.
15.4. Proof of Newtonianity
We begin with a result of independent interest and with more constructive content
than Theorem 15.0.1.
Theorem 15.4.1. Let K0 ⊆ K1 ⊆ · · · ⊆ Kr be a tower of spherically complete d-
valued fields of H-type. For i = 0, . . . , r, let φi ∈ K×i be such that vφi = maxΨKi .
Assume that φi ∈ ∂Ki+1 for i = 0, . . . , r− 1. Let P ∈ K0{Y } 6= have order 6 r, and
let a ∈ OK0 be such that Pφ0+a ∼ (Pφ0+a)1. Then P (b) = 0 for some b ∈ OKr .
Proof. Towards a contradiction, assume there is no such b (so r > 1). We shall
build a sequence a0, b0, a1, b1, . . . , ar, br with ai, bi ∈ OKi and Pφi+ai ∼ (Pφi+ai)1 and
Pφi+bi ∼ (P
φi
+bi
)1 for i = 0, . . . , r. This sequence will be shown to have certain further
properties that lead to a contradiction with Lemma 15.1.1.
We set a0 := a, and K := K
φ0
0 . If v(P
φ0 , a0) ∈ EK
(
L
P
φ0
+a0
)
, take b0 = a0;
otherwise, use Proposition 15.3.3 to get b0 ∈ OK = OK0 such that v(a0 − b0) =
v(Pφ0 , a0), P (b0) ≺ P (a0), and v(Pφ0 , b0) ∈ EK
(
L
P
φ0
+b0
)
. By Lemma 15.3.1 we have
dmulPφ0+b0 = ddegP
φ0
+b0
= 1, and so Pφ0+b0 ∼ (P
φ0
+b0
)1.
To get a1, first take x ∈ K1 with x′ = φ0, that is, ∂0x = 1 for the derivation
∂0 := φ
−1
0 ∂ of K
φ0
r that extends the derivation of K. Then x ≻ 1, and x is
transcendental over K by Lemma 4.6.10. By Lemma 10.2.3 and a subsequent
remark, K(x) is a d-valued field extension of K of H-type. Hence K(x) is as
described in Lemma 15.2.1. Applying Proposition 15.3.6 to F := Kφ01 with P
φ0
and b0 in the roles of P and a yields an a1 ∈ OK1 such that Pφ1+a1 ∼ (Pφ1+a1)1,
v(Pφ1 , a1) > v(P
φ0 , b0), and every α ∈ EKφ00
(
L
P
φ0
+b0
)
with 0 6 α 6 v(Pφ0 , b0) lies
in E
K
φ1
1
(
L
P
φ1
+a1
)
.
With K1, a1 as a new starting point instead of K0, a0, we repeat the above
construction, and obtain by iteration elements ai, bi ∈ OKi (i = 0, . . . , r) with the
properties listed in the beginning of the proof, such that moreover for i = 0, . . . , r:
(1) v(Pφi , bi) > v(Pφi , ai);
(2) v(Pφi , bi) ∈ EKφii
(
L
P
φi
+bi
)
;
(3) v(Pφi+1 , ai+1) > v(Pφi , bi), if i < r;
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(4) all α ∈ E
K
φi
i
(
L
P
φi
+ai
)
with 0 6 α 6 v(Pφi , ai) lie in EKφii
(
L
P
φi
+bi
)
;
(5) all α ∈ E
K
φi
i
(
L
P
φi
+bi
)
with 0 6 α 6 v(Pφi , bi) lie in EKφi+1i+1
(
L
P
φi+1
+ai+1
)
, if i < r.
It follows that v(Pφ0 , b0) < v(Pφ1 , b1) < · · · < v(Pφr , br) are r+1 distinct elements
of EKφrr
(
LPφr+br
)
, contradicting Lemma 15.1.1. 
The proof shows that the conclusion of Theorem 15.4.1 can be strengthened to:
P (b) = 0 for some b ∈ OKr with v(a− b) > 0.
Example. Let Kn be the spherically complete H-subfield R[[ℓZ0 · · · ℓZn]] of Tlog.
Then maxΨKn = v(ℓ
†
n), and φn := ℓ
†
n =
1
ℓ0ℓ1···ℓn
= ℓ′n+1 ∈ ∂Kn+1. Therefore
Theorem 15.4.1 applies to each tower Kn ⊆ Kn+1 ⊆ · · · ⊆ Kn+r: if P ∈ Kn{Y } 6=
has order 6 r and DPφn is homogeneous of degree 1, then P has a zero in OKn+r .
All this goes through if ℓZn is replaced by ℓ
R
n for each n.
Proof of Theorem 15.0.1. Let K be d-valued such that ∂K = K, and K is
a directed union of spherically complete grounded d-valued subfields. Let P ∈
K{Y } 6= be quasilinear, r := order(P ); we need to show that P has a zero in O. By
Corollary 11.7.15,K is ω-free. Hence by Corollary 13.6.12 and after replacing K, P
by suitable compositional conjugates we can assume that K has small derivation,
and that one of the following holds:
(1) for all active φ 4 1 in K there is an f ∈ K× such that Pφ ∼ fY ′,
(2) for all active φ 4 1 in K there is an f ∈ K× such that Pφ ∼ fY ,
(3) for all active φ 4 1 in K there are f, g ∈ K× with Pφ ∼ f + gY and f ≍ g.
Take spherically complete d-valued subfields K0 ⊆ K1 ⊆ · · · ⊆ Kr of K with
elements φi ∈ K×i such that P ∈ K0{Y }, vφi = maxΨKi (i = 0, . . . , r), and
φi ∈ ∂Ki+1 for i = 0, . . . , r− 1. Then φ0 4 1 and φ0 is active. It follows that either
Pφ0 ∼ fY ′ for some f ∈ K×0 , or Pφ0 ∼ fY for some f ∈ K×0 , or Pφ0 ∼ f + gY for
some f, g ∈ K×0 with f ≍ g. In the first two cases the hypothesis of Theorem 15.4.1
is satisfied for a = 0, and in the last case it is satisfied for a = −f/g. Thus P (b) = 0
for some b ∈ OKr . 
In concrete cases the hypothesis K = ∂K in the theorem can often be verified by
means of Corollary 15.2.4. Taking in the example above ℓRn in place of ℓ
Z
n we get
Tlog as the directed union of the spherically complete Kn, with Kn ⊆ ∂Kn+1 by
Corollary 15.2.4, and therefore Tlog = ∂Tlog. Thus Tlog is newtonian.
For T, use the increasing union representation T =
⋃
nE2n↓n from Appendix A.
We show there that each E2n↓n is a spherically complete grounded H-subfield of T
with maxΨE2n↓n = v(ℓ
†
n). Thus T is newtonian.
Notes and comments. Berarducci and Mantova [43] construct a derivation on
Conway’s field No of surreal numbers with ω′ = 1 that makes it a Liouville closed
H-field with constant field R. They show moreover that this derivation is simplest
possible in a certain sense. They ask whetherNo with this derivation is elementarily
equivalent to the differential field T. This question has a positive answer, based on
Theorem 15.0.1 and the next chapter; see [24].
CHAPTER 16
Quantifier Elimination
We are now close to establishing the main result of this volume: the theory T nl of
ω-free newtonian Liouville closed H-fields eliminates quantifiers in a certain natural
language. This theory has two completions: T nlsmall, whose models are the models
of T nl with small derivation, and T nllarge, in whose models the derivation is not
small. One can move from models of T nlsmall to models of T
nl
large by compositional
conjugation. These two “sides” of T nl reflect in a way the gap phenomenon, and we
do not wish to obscure this by restriction to the “small derivation” case.
This chapter does not depend on the previous one, where the H-field T is
shown to be a model of T nlsmall, but our quantifier elimination should of course be
viewed in light of that fact about T.
To state the results of the present chapter with full precision, we introduce
some first-order languages. Recall from Section 4.7 that L∂ = {0, 1,−,+, ·, ∂} is the
language of differential rings. We augment it here with binary relation symbols 6
and 4 to obtain the language
L := {0, 1, +, −, · , ∂, 6, 4}
of ordered valued differential rings. Each ordered valued differential field is viewed
as an L-structure in the natural way, interpreting 6 as the ordering and 4 as the
dominance relation as suggested by these symbols. It is clear that the ω-free new-
tonian Liouville closed H-fields are exactly the models of an L-theory T nl, but T nl
does not eliminate quantifiers in this language, as we shall see in Section 16.5. To
achieve quantifier elimination we consider a certain extension T nl,ιΛΩ by definitions
of T nl, in a language LιΛΩ that augments L by a new unary function symbol ι and
new unary relation symbols I, Λ and Ω. We obtain defining axioms in T nl,ιΛΩ for
these new symbols by requiring that every model K of T nl expands uniquely to a
model KιΛΩ of T
nl,ι
ΛΩ such that for all a ∈ K,
ι(a) = a−1 if a 6= 0, ι(0) = 0,
I(a) ⇐⇒ a = y′ for some y ≺ 1 in K,
Λ(a) ⇐⇒ a = −y†† for some y ≻ 1 in K,
Ω(a) ⇐⇒ 4y′′ + ay = 0 for some y ∈ K×.
Note that I, Λ, and Ω get interpreted in the expansion KιΛΩ of a model K of T
nl as
the convex additive subgroup I(K) of K and as the downward closed subsets Λ(K)
and Ω(K) of K that were introduced in Sections 11.8 and 5.2. We can now state
our main result, proved in Section 16.6:
Theorem 16.0.1. The theory T nl,ιΛΩ eliminates quantifiers.
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This fails if either Λ or Ω is dropped from the language; see Section 16.5. On the
other hand, the predicate I is only included for convenience, to simplify some later
proofs and formulations: in Theorem 16.0.1 we can drop I from the language, since
for K as above and a ∈ K× we have by Lemmas 11.8.5 and 16.3.10:
I(a) ⇐⇒ ¬Λ(−a†), I(a) ⇐⇒ Ω(σ(a)).
In Section 16.6 we also derive some consequences of Theorem 16.0.1:
Corollary 16.0.2. Let K be an ω-free newtonian Liouville closed H-field. Then:
(i) K has NIP;
(ii) a subset of Cn is definable in K if and only if it is semialgebraic in the sense
of the real closed field C;
(iii) K is o-minimal at infinity: if X ⊆ K is definable in K, then there exists
a ∈ K such that (a,+∞) ⊆ X or (a,+∞) ∩X = ∅.
We indicate briefly the ideas behind the proof of Theorem 16.0.1, and some steps
that still need to be taken. As is well-known, a theory eliminates quantifiers if
and only if its models and their substructures have certain embedding properties.
It is for this reason that we have built an arsenal of embedding and extension
results in the previous chapters: the universal property of the H-field hull of a
pre-H-field in Section 10.5, the algebraic and Liouville extensions of Sections 10.5
and 10.6, the construction of immediate extensions in Section 11.4 and of Fω in
Section 11.7, Proposition 13.6.7 and Corollary 13.6.8, and, crucially, the Newton-
Liouville closure of Section 14.5 (the latter requiring a lengthy development over
several chapters). An important consequence of Theorem 14.0.2 is that it enables
us to deal with immediate extensions. It is worth noting that immediate extensions
typically require the most attention in analogous situations—going back to the
work by Ax-Kochen [28] and Eršov [131] in the 1960s—and such extensions indeed
preoccupied us in several chapters. In contrast to prior model-theoretic work on
(enriched) valued fields, however, the models of our theory T nl are never spherically
complete: both Liouville closedness and ω-freeness prevent that.
Constant field extensions are taken care of by Propositions 10.5.15 and 10.5.16.
It remains to deal with extensions that are completely controlled by the correspond-
ing extension of asymptotic couples. We handle such extensions in Section 16.1,
where it leads to a result of independent interest:
Theorem 16.0.3. If K is an ω-free newtonian Liouville closed H-field, then K has
no proper d-algebraic H-field extension with the same constant field.
In Section 16.2 we use this to get uniqueness-up-to-isomorphism of Newton-Liouville
closures of ω-free H-fields, and then employ our arsenal to prove an embedding
result that has the model completeness of T nl as a consequence.
Going beyond model completeness to quantifier elimination requires attention to
the substructures of models of T nl,ιΛΩ rather than of T
nl, and this involves the extra
predicates I, Λ, Ω. Therefore we first determine in Section 16.3 the substructures of
models of T nl,ιΛΩ : they are the expanded pre-H-fields (K, I,Λ,Ω) where (I,Λ,Ω) is
a ΛΩ-cut in the pre-H-field K as defined in that section. It turns out that a given
pre-H-field K has either exactly one ΛΩ-cut or exactly two ΛΩ-cuts. Moreover,
an ω-free pre-H-field K has just one ΛΩ-cut, and any (K, I,Λ,Ω) has an exten-
sion (K∗, I∗,Λ∗,Ω∗) with K∗ an ω-free H-field, such that (K∗, I∗,Λ∗,Ω∗) embeds
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over K into any model of T nl,ιΛΩ extending (K, I,Λ,Ω): Proposition 16.4.1. These
two facts allow us to focus henceforth for embedding purposes on ω-free H-fields,
and forget about ΛΩ-cuts, and this is taken care of by the results in Section 16.2.
Notes and comments. The first suggestion that the primitives Λ(T) and Ω(T)
might be enough to eliminate quantifiers for T, in addition to the usual primitives for
ordered valued differential fields, is in [23]. The very end of that paper indicates a
possible further obstruction to QE that would require also a certain partial inverse
of the function ω as an extra primitive. Fortunately, we were able to get rid of
this obstruction: this ultimately rests on observing Corollary 12.7.19, which gives
Corollary 13.3.7 needed in Section 13.7, which in turn is used in the proofs of
Lemmas 16.3.16 and 16.4.6 below.
A minor issue is whether to include field inversion among the primitives to get
QE. We found it convenient to do so. If we drop the symbol ι for inversion from
the language, we would probably loose QE, but we would certainly regain it upon
replacing the unary relation symbols Λ and Ω by binary relation symbols Λ2 and
Ω2, to be interpreted in T according to
Λ2(a, b)⇔ a ∈ b · Λ(T), Ω2(a, b)⇔ a ∈ b ·Ω(T).
16.1. Extensions Controlled by Asymptotic Couples
In this section we deal with a kind of H-field extension that is in some sense
controlled by the corresponding extension of asymptotic couples. At this point
Proposition 9.9.2 about closed H-asymptotic couples becomes relevant, and we use
it to obtain the following:
Lemma 16.1.1. Let K be an ω-free newtonian Liouville closed H-field and L an
H-field extension with CL = C, and let f ∈ L \ K. Suppose K is maximal in L
in the sense that there is no y ∈ L \K for which K〈y〉 is an immediate extension
of K. Then the vector space QΓK〈f〉/Γ over Q is infinite-dimensional.
Proof. We claim that there is no divergent pc-sequence in K with a pseudolimit
in L. To see this, let (yρ) be a divergent pc-sequence in K. It cannot be of
d-algebraic type, since K is asymptotically d-algebraically maximal. So it is of
d-transcendental type, and if it had a pseudolimit y ∈ L, then K〈y〉 would be an
immediate extension of K. This proves our claim. Thus for each y ∈ L \ K the
set v(y − K) ⊆ ΓL has a largest element: otherwise there would be a divergent
pc-sequence in K with pseudolimit y. Given y ∈ L \K, a best approximation in K
to y is by definition an element y0 ∈ K such that v(y − y0) = max v(y −K); note
that then v(y − y0) /∈ Γ, since CL = C. For convenience we set L = K〈f〉 below.
Pick a best approximation b0 in K to f0 := f , and set f1 := (f0 − b0)† ∈ L.
Then f1 /∈ K, since K is Liouville closed and C = CL. Thus we can take a best
approximation b1 in K to f1, and continuing this way, we obtain a sequence (fn)
in L \K and a sequence (bn) in K, such that bn is a best approximation in K to fn
and fn+1 = (fn − bn)† for all n. Thus v(fn − bn) /∈ Γ for all n.
Claim: v(f0 − b0), v(f1 − b1), v(f2 − b2), . . . are Q-linearly independent over Γ.
To prove this claim, take an ∈ K× with a†n = bn for n > 1. Then
fn − bn = (fn−1 − bn−1)† − a†n =
(
fn−1 − bn−1
an
)†
(n > 1).
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With ψ := ψL and αn = van ∈ Γ for n > 1, we get
v(fn − bn) = ψ
(
v(fn−1 − bn−1)− αn
)
, so by an easy induction on n,
v(fn − bn) = ψα1,...,αn
(
v(f0 − b0)
)
, (n > 1).
Suppose towards a contradiction that v(f0 − b0), . . . , v(fn − bn) are Q-linearly de-
pendent over Γ. Then we have m < n and q1, . . . , qn−m ∈ Q such that
v(fm − bm) + q1v(fm+1 − bm+1) + · · ·+ qn−mv(fn − bn) ∈ Γ.
For γ := v(fm − bm) ∈ ΓL \ Γ this gives
γ + q1ψαm+1(γ) + · · ·+ qn−mψαm+1,...,αn(γ) ∈ Γ,
but this contradicts Proposition 9.9.2. 
Proof of Theorem 16.0.3. Let K be an ω-free newtonian Liouville closed H-
field, and assume towards a contradiction that L is a proper d-algebraic H-field
extension of K with CL = C. Since K is asymptotically d-algebraically maximal,
there is no y ∈ L\K for which K〈y〉 is an immediate extension of K. Taking any f
in L \ K, the transcendence degree of K〈f〉 over K is finite, but this contradicts
Lemma 16.1.1 in view of the Zariski-Abhyankar Inequality (Corollary 3.1.11). 
Description of K〈f〉. Let K, L, and f be as in Lemma 16.1.1. Elaborating on the
proof of this lemma we shall obtain a complete description of K〈f〉 as an H-field
extension of K generated by f . For this we use the notations in that proof, and set
βn := v(fn − bn) − αn+1 ∈ ΓK〈f〉. Thus β0, β1, β2, . . . are Q-linearly independent
over Γ, by the proof of Lemma 16.1.1.
Lemma 16.1.2. The asymptotic couple of K〈f〉 has the following properties:
(i) ΓK〈f〉 = Γ⊕
⊕
n Zβn (internal direct sum);
(ii) β†n /∈ Γ for all n, and β†m 6= β†n for all m 6= n;
(iii) ψ
(
Γ 6=K〈f〉
)
= Ψ ∪ {β†n : n = 0, 1, 2, . . .};
(iv)
[
ΓK〈f〉
]
= [Γ] ∪ {[βn] : n = 0, 1, 2, . . .};
(v) Γ< is cofinal in Γ<K〈f〉, and β
†
0 < β
†
1 < β
†
2 < · · · .
Proof. Consider the “monomials” mn :=
fn−bn
an+1
with v(mn) = βn. Then
mn+1 =
fn+1 − bn+1
an+2
=
(fn − bn)† − bn+1
an+2
=
(an+1mn)
† − bn+1
an+2
=
a†n+1 +m
†
n − bn+1
an+2
=
m†n
an+2
,
and so m′n = an+2mnmn+1. Thus f = b0 + a1m0 gives f
′ = b′0 + a
′
1m0 + a1a2m0m1,
and continuing by induction on n gives
f (n) = Fn(m0, . . . ,mn), Fn(Y0, . . . , Yn) ∈ K[Y0, . . . , Yn], degFn 6 n+ 1.
Thus for P ∈ K{Y } 6= of order 6 r ∈ N we have
P (f) =
∑
i∈I
aim
i0
0 · · ·mirr
where the sum is over a finite nonempty set I of tuples i = (i0, . . . , ir) ∈ N1+r, and
ai ∈ K× for all i ∈ I. Since v(m0) = β0, v(m1) = β1, . . . are Q-linearly independent
over Γ, we obtain v
(
P (f)
) ∈ Γ +∑nNβn, which proves (i).
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We have β†n /∈ Γ because by the proof of Lemma 16.1.1,
β†n = ψ
(
v(fn − bn)− αn+1
)
= v(fn+1 − bn+1) = βn+1 + αn+2 /∈ Γ.
Since β1, β2, β3, β4, . . . are Q-linearly independent, so are β
†
0, β
†
1, β
†
2, β
†
3, . . . by these
equalities. This proves (ii), which in view of (i) yields (iii). From (ii) we get
[βn] /∈ [Γ] for all n, and [βm] 6= [βn] for all m 6= n. Again by (i), this gives (iv).
To get (v), assume towards a contradiction that Γ< is not cofinal in Γ<K〈f〉. Then
by (iv) we get n with [βn] < [α] for all α ∈ Γ 6=, hence Ψ < β†n < (Γ>)′. Then
[β†n − α] ∈ [Γ] for all α ∈ Γ, by Corollary 9.8.6. For α := αn+2 this means
[β†n − αn+2] = [βn+1] ∈ [Γ], contradicting (ii). Thus Γ< is indeed cofinal in Γ<K〈f〉.
For any n we can therefore take α ∈ Γ 6= with [α] < [βn]. Also [βn+1] /∈ [Γ] and
β†n − α† ∈ (Γ + Zβn+1) \ Γ, and thus by Lemmas 2.4.4 and 6.5.4,
[βn+1] 6 [β
†
n − α†] < [βn − α] = [βn].
So we have a strictly decreasing sequence [β0] > [β1] > [β2] > · · · in [ΓK〈f〉], and
thus a strictly increasing sequence β†0 < β
†
1 < β
†
2 < · · · in view of (ii). 
The following consequence is not needed later but worth pointing out:
Corollary 16.1.3. K〈f〉 is ω-free.
Proof. Assume towards a contradiction that K〈f〉 is not ω-free. Since Γ< is
cofinal in Γ<K〈f〉 this gives an element ω ∈ K〈f〉 such that ωρ  ω, where (ωρ) is
the sequence in K obtained in the usual way from a logarithmic sequence in K.
Now (ωρ) is of d-transcendental type over K, so K〈ω〉 ⊆ K〈f〉 is an immediate
extension of K. Since ω /∈ K, this contradicts Lemma 16.1.1. 
Lemma 16.1.4. Suppose g in some H-field extension M of K realizes the same
cut in the ordered set K as f does. Then v(g − b0) = max v(g − K) /∈ Γ, and
g1 := (g − b0)† realizes the same cut in the ordered set K as f1 = (f − b0)†.
Proof. Let α ∈ Γ and b ∈ K. We claim that
v(f − b) < α ⇐⇒ v(g − b) < α, v(f − b) > α ⇐⇒ v(g − b) > α.
To prove this claim, take a ∈ K> with va = α. Consider first the case that
v(f − b) < α. Then |f − b| > a, so |g − b| > a, and thus v(g − b) 6 α. Since
Γ< is cofinal in Γ<K〈f〉 we have α1 ∈ Γ such that v(f − b) < α1 < α. Take
a1 ∈ K> such that va1 = α1. Then the argument above with a1 instead of a gives
v(g − b) 6 α1 < α. In a similar way we show: v(f − b) > α ⇒ v(g − b) > α.
Finally, assume v(f − b) = α. Then C = CK〈f〉 gives c ∈ C× with f − b ∼ ca, so
|c|
2 a < |f − b| < 2|c|a, hence |c|2 a < |g − b| < 2|c|a, and thus v(g − b) = va = α.
This finishes the proof of the claim.
It follows from this claim and v(f − b0) /∈ Γ that v(g − b0) /∈ Γ. This gives
v(g − b0) = max v(g − K): otherwise we have b ∈ K with v(g − b0) < v(g − b),
and so v(g − b0) = v(b − b0) ∈ Γ, a contradiction. Next we get (g − b0)† /∈ K:
otherwise, (g − b0)† = a† with a ∈ K×, so g − b0 = ca for some c ∈ C×M , and thus
v(g − b0) = va ∈ Γ, a contradiction.
Next, we show that (g− b0)† realizes the same cut in K as (f − b0)†. If f < b0,
then we can replace f , g, b0 by −f , −g, −b0 to reduce to the case f > b0. So we
assume f > b0, which gives g > b0. Suppose towards a contradiction that h ∈ K
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is such that (f − b0)† < h in K〈f〉 and h < (g − b0)† in M . Take φ ∈ K> such
that h = φ†. Then s := (f − b0)/φ > 0 and s† < 0, so s′ < 0, and thus s = c + ε
with c ∈ C> and 0 < ε ≺ 1 in K〈f〉. If c 6= 0, then v(f − b0) = vφ ∈ Γ contradicts
v(f − b0) /∈ Γ. So c = 0 and thus f = b0 + φε. Likewise, h < (g − b0)† gives
t := (g − b0)/φ > 0 and t† > 0, so t′ > 0, and thus either t = c∗ − ε∗ with c∗ ∈ C>M
and 0 < ε∗ ≺ 1 in M , or t > CM . The first case would give v(g − b0) = vφ, a
contradiction, so we get t > CM , but that would give
f = b0 + φε < b0 + φ < b0 + φt = g,
with b0 + φ ∈ K, contradicting that f and g realize the same cut in K.
The other way that (g − b0)† does not realize the same cut in K as (f − b0)†
is that we have h ∈ K such that (g − b0)† < h in M and h < (f − b0)† in K〈f〉.
Taking as before φ ∈ K> with h = φ†, a similar argument gives us g < b0 + φ < f ,
and we have again a contradiction. 
Proposition 16.1.5. Suppose g in some H-field extension M of K realizes the
same cut in the ordered set K as f does. Then there is an embedding K〈f〉 → M
of H-fields over K sending f to g.
Proof. By Lemma 16.1.4 we can recursively define gn ∈M \K to realize the same
cut in K as fn by g0 := g, and gn+1 := (gn − bn)†. Then v(gn − bn) /∈ Γ for all n.
The same argument as in the proof of Lemma 16.1.1 shows:
v(g0 − b0), v(g1 − b1), v(g2 − b2), . . . are Q-linearly independent over Γ.
Set β∗n := v(gn − bn)− αn+1, and m∗n := gn−bnan+1 . Then β∗0 , β∗1 , β∗2 , . . . are Q-linearly
independent over Γ. With Fn ∈ K[Y0, . . . , Yn] as in the proof of Lemma 16.1.2 we
get g(n) = Fn(m∗0, . . . ,m
∗
n), and so for P ∈ K{Y } 6= of order 6 r ∈ N we get
P (g) =
∑
i∈I
aim
∗
0
i0 · · ·m∗rir
where the sum is over the same finite nonempty set I of tuples i = (i0, . . . , ir) ∈
N1+r as in the proof of Lemma 16.1.2, and with the same coefficients ai ∈ K×
as in that proof. Since v(m∗0) = β
∗
0 , v(m
∗
1) = β
∗
1 , . . . are Q-linearly independent
over Γ, we obtain v
(
P (g)
) ∈ Γ +∑nNβ∗n. The rest of that proof then shows that
Lemma 16.1.2 goes through with f replaced by g and each βn by β∗n. In particular,
[β∗0 ] > [β
∗
1 ] > [β
∗
2 ] > · · · .
Next, mn ∈ K〈f〉 realizes the same cut in K as m∗n, and so βn realizes the same
cut in the ordered set Γ as β∗n. It follows that we have an ordered abelian group
isomorphism j : ΓK〈f〉 → ΓK〈g〉 over Γ sending βn to β∗n for each n. Using the
expressions above for P (f) and P (g) it follows that j
(
v(P (f))
)
= v(P (g)) for all
P ∈ K{Y } 6=, so we have a valued differential field embedding K〈f〉 → M over K
sending f to g. This is even an embedding of ordered valued differential fields, since
the facts stated about the mn, βn and m∗n, β
∗
n yield: P (f) > 0 ⇐⇒ P (g) > 0, for
all P ∈ K{Y } 6=. 
Notes and comments. Lemma 16.1.2 is a version for H-fields of Proposition 5.3
in [18]. That proposition analyzes “simple extensions of H-triples of type (V).”
In applying Theorem 16.0.3 one should watch out: replacing H-field extension
in its statement by pre-H-field extension results in a false statement.
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16.2. Model Completeness
We first show the uniqueness-up-to-isomorphism of Newton-Liouville closures of ω-
free H-fields, although existence of such closures is enough for model completeness.
Uniqueness of Newton-Liouville closure. Let E be an ω-free H-field. We saw
in Section 14.5 that E has a Newton-Liouville closure.
Lemma 16.2.1. Let Enl be any Newton-Liouville closure of E and i : Enl → L an
embedding into an H-field L with CL ⊆ i(Enl). Then
i(Enl) =
{
f ∈ L : f is d-algebraic over i(E)}.
Proof. Since Enl is d-algebraic over E, every element of i(Enl) is d-algebraic
over i(E). Also, i(Enl) is a newtonian Liouville closed H-subfield of L with the
same constants as L, so every f ∈ L that is d-algebraic over i(Enl) lies in i(Enl) by
Theorem 16.0.3. 
Corollary 16.2.2. Any two Newton-Liouville closures of E are isomorphic over E.
If Enl is a Newton-Liouville closure of E, then Enl does not have any proper new-
tonian Liouville closed H-subfield containing E.
Proof. Let Enl and L be Newton-Liouville closures of E. Then there exists an
embedding Enl → L over E, and any such embedding is necessarily surjective by
Lemma 16.2.1. This proves the first part. The minimality property of Enl also
follows from Lemma 16.2.1 by considering embeddings Enl → Enl over E. 
Model completeness of T nl. As usual, |S| denotes the cardinality of a set S, and
κ+ the next cardinal after the cardinal κ. Here is the decisive embedding property:
Proposition 16.2.3. Let E be an ω-free H-subfield of an ω-free newtonian Liou-
ville closed H-field K with CE = C, let i : E → L be an embedding into an ω-free
newtonian Liouville closed H-field L. Assume cf(Γ<L ) > |Γ| and the underlying
ordered set of L is |K|+-saturated. Then i extends to an embedding K → L.
Proof. Note that every differential subfield of K containing E is an H-subfield
of K. Assume E 6= K; it is enough to show that then i can be extended to an
embedding F → L for some ω-free H-subfield F of K properly containing E.
Consider first the case that Γ<E is not cofinal in Γ
<. Then we have y ∈ K> such
that Γ<E < vy < 0. By the cofinality assumption on Γ
<
L we also have y
∗ ∈ L> such
that Γ<iE < vy
∗ < 0. Then Corollary 13.6.8 yields an extension of i to an embedding
E〈y〉 → L sending y to y∗. Now E〈y〉 is a grounded H-field by Proposition 13.6.7.
Then by Lemma 11.7.17 we can extend this embedding E〈y〉 → L to an embedding
F := E〈y〉ω → L, and for the same reason we can identify the extension F of E〈y〉
over E〈y〉 with an ω-free H-subfield of K. This achieves our goal of extending i to
an embedding F → L.
We are left with the case that Γ<E is cofinal in Γ
<. Then every differential
subfield of K containing E is an ω-free H-subfield of K.
Subcase 1: E is not a newtonian Liouville closed H-field. Then we can extend i
to an embedding F → L where
F := {f ∈ K : f is d-algebraic over E}
is the Newton-Liouville closure of E inside K, by Lemma 16.2.1.
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Subcase 2: E is newtonian and Liouville closed, and E〈y〉 is an immediate ex-
tension of E for some y ∈ K \E. For such y we take a divergent pc-sequence (aρ)
in E such that aρ  y. Since E is asymptotically d-algebraically maximal, (aρ) is
of d-transcendental type over E. The saturation assumption on L gives z ∈ L such
that i(aρ) z, by Lemma 2.4.2. Then Section 11.4 yields a valued differential field
embedding F := E〈y〉 → L that extends i and sends y to z. By Lemma 10.5.8 this
embedding F → L is an embedding of ordered valued differential fields.
Subcase 3: E is newtonian and Liouville closed, and there is no y ∈ K \ E such
that E〈y〉 is an immediate extension of E. Then we take any f ∈ K \ E, and
take some g ∈ L such that for all a ∈ E we have: a < f ⇒ i(a) < g, and
a > f ⇒ i(a) > g. Then Proposition 16.1.5 yields an extension of i to an
embedding E〈f〉 → L sending f to g. 
When CE 6= C, we require an extra hypothesis:
Corollary 16.2.4. Let E, K, L, and i be as in Proposition 16.2.3, except that we
drop the assumption CE = C. Assume in addition that the underlying ordered set
of CL is |C|+-saturated. Then i extends to an embedding K → L.
Proof. The real closed constant field CL is |C|+-saturated, so the ordered field
embedding i|CE : CE → CL extends to an ordered field embedding j : C → CL.
Then Propositions 10.5.15 and 10.5.16 yield an extension of i to an embedding
E(C)→ L that agrees with j on C. The H-subfield E(C) of K is d-algebraic over
E, so is ω-free. Now apply Proposition 16.2.3 with E(C) in place of E. 
The cofinality and saturation hypotheses in Proposition 16.2.3 and Corollary 16.2.4
are of course satisfied if L (as an ordered valued differential field) is |K|+-saturated,
but the weaker assumption of Proposition 16.2.3 is useful in [24]. In view of the
next result we recall from Chapter 15 that T is a model of T nl.
Corollary 16.2.5. The L-theory T nl is model complete. Thus T nl is the model
companion of the L-theory of H-fields and of the L-theory of pre-H-fields.
Proof. Apply Corollary 16.2.4 to the models E of T nl and use B.10.4. 
Tournant dangereux. Recall that the valuation ring OT of T is existentially
definable without parameters in the differential field T, that is, in T construed as
an L∂-structure. On the other hand:
Corollary 16.2.6. The valuation ring OT of T is not universally definable in the
differential field T, even if we allow parameters.
Proof. Take an elementary extension T1 of the H-field T with an element α in
the value group Γ1 of T1 such that 0 < α < Γ>T . Let T2 be the ∆-coarsening of T1,
for ∆ :=
{
γ ∈ Γ1 : |γ| < Γ>T
}
. It follows easily from Proposition 10.1.5 that T2
is a pre-H-field extension of the H-field T. Extend the pre-H-field T2 to an ω-free
newtonian Liouville closed H-field K. Thus T 4 K, as H-fields.
Suppose φ(y) is a universal formula in the language L∂ augmented by names
for elements of T such that φ(y) defines OT in T. Then it defines OT1 in T1 and OK
in K, since T1 and K are elementary extensions of T. Take b ∈ T1 such that
v(b) = −α. Then b /∈ OT1 , so T1 |= ¬φ(b), hence K |= ¬φ(b), since T ⊆ T1 ⊆ K as
differential fields. Hence b /∈ OK . But b ∈ OT2 , and so b ∈ OK , a contradiction. 
In particular, the theory of T as a differential field is not model complete.
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Notes and comments. In the next volume we expect to pay more attention
to various natural H-subfields of T such as the field Tg of grid-based transseries.
(The Notes and comments to Appendix A sketch how to build Tg inside T.) The
construction of Tg easily yields that it is ω-free and Liouville closed. It is newtonian
by [194], especially Chapter 5. Thus Tg 4 T by Corollary 16.2.5. Since R ⊆ Tg, we
can combine these facts with Theorem 16.0.3 to conclude: every f ∈ T \ Tg is d-
transcendental over Tg. For example, given any nonzero real numbers c1, c2, c3, . . . ,
the transseries
c1 + c22
−x + c33
−x + · · · =
∞∑
n=1
cn e
−x logn
is d-transcendental over Tg. Thus the series ζ(x) = 1+2−x+3−x+ · · · for the zeta
function is d-transcendental over Tg; this improves the classical fact that ζ(x) is d-
transcendental, stated by Hilbert in his 1900 ICM address [183, p. 287] and proved
in [312, 429]; see [373] for the history, and [223, 432] for other d-transcendence
results about Dirichlet series that can be strenghtened likewise.
Corollary 16.2.6 corrects an error in [20]: Lemma 14.1 there is false. The definition
of “existentially closed H-field” in that paper is therefore not equivalent to the usual
definition. The mistake is in the equivalence “z ≻ 1⇐⇒ · · · ” claimed in the alleged
proof of that lemma. This also led to an incorrect model completeness conjecture
on p. 279 of [22]: we should have included the valuation ring of T among the
primitives. (This is the “minor change” referred to in our Preface.)
In our treatment the proof of model completeness of T nl is a key step towards
QE (quantifier elimination) in a suitably extended language, rather than model
completeness being obtained as a consequence of QE, as often happens. This gives
hope that in possible extensions of our work, for example to Tlog, model complete-
ness, rather than QE, might be a realistic first aim.
16.3. ΛΩ-Cuts and ΛΩ-Fields
Throughout this section K is a pre-H-field. The reader needs to be familiar with
Sections 10.5, 10.6 and 11.8. We shall determine the sets I,Λ,Ω ⊆ K for which
(K, I,Λ,Ω) can be embedded into (L, I(L),Λ(L),Ω(L)
)
for some ω-free newtonian
Liouville closed H-field L. We first consider for any given K just the possibilities
for I, next we determine the possibilities for (I,Λ), and finally, the possibilities
for (I,Λ,Ω). This section is independent of the previous two.
I-sets. By an I-set in K we mean an O-submodule I of K such that ∂O ⊆ I and
a† /∈ I for all a ≻ 1 in K. An I-set in K is in particular a convex additive subgroup
of the ordered additive group of K. Note that
I(K) = {y ∈ K : y 4 f ′ for some f ∈ O}
is the smallest I-set in K. If K has no gap, then I(K) is the only I-set in K. If K
has a gap β and v(b′) = β for some b ≍ 1 in K, then I(K) is the only I-set in K.
Lemma 16.3.1. Suppose K has gap β and v(b′) 6= β for all b ≍ 1 in K. Then K
has exactly two I-sets, namely I(K) = {a ∈ K : va > β} and {a ∈ K : va > β}.
Clearly, if K is an H-field with gap β, then the hypothesis of Lemma 16.3.1 holds.
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Lemma 16.3.2. If L is a pre-H-field extension of K and J is an I-set in L, then
J ∩K is an I-set in K. As a strong converse, if I is an I-set in K, then K has a
Liouville closed H-field extension L such that I = I(L) ∩K.
Proof. The first part of the lemma is obvious. For the second part, first note
that K has a Liouville closed H-field extension L, and so the desired conclusion
follows from the first part if K has just one I-set. It remains to consider the case
that K has a gap β and v(b′) 6= β for all b ≍ 1 in K. Take s ∈ K with vs = β.
We first deal with I = {a ∈ K : va > β}. Lemma 10.2.1 and subsequent
remarks, combined with Corollary 10.5.10, give a pre-H-field extension K(y) of K
such that y′ = s, y ≺ 1, andK(y) has no gap. Then s ∈ I(K(y)), so I(K(y))∩K = I
by Lemma 16.3.1. Taking a Liouville closed H-field extension L of K(y), we get
I(L) ∩K(y) = I(K(y)), and thus I(L) ∩K = I.
Next, let I = I(K) = {a ∈ K : va > β}. The H-field hull H(K) of K is an
immediate extension of K by Corollary 10.3.2. So β is still a gap in H(K) and
v(b′) 6= β for all b ≍ 1 in H(K), and thus I(H(K)) ∩ K = I. Since H(K) is d-
valued, we can apply Corollary 10.5.11 to give an H-field extension F := H(K)(y)
such that y′ = s, y ≻ 1, and F has no gap. Then s /∈ I(F ), and so I(F ) ∩K = I
by Lemma 16.3.1. Taking a Liouville closed H-field extension L of F , we get
I(L) ∩ F = I(F ), and thus I(L) ∩K = I. 
Λ-cuts. To motivate the notion of a Λ-cut, suppose K is a Liouville closed H-field.
Various definitions and results in Section 11.8 show that then the subsets I := I(K)
and Λ := Λ(K) = −(K≻1)†† of K have the following universal properties:
(ΛΩ1) I is an I-set in K;
(ΛΩ2) Λ(K) ⊆ Λ;
(ΛΩ3) for all a ∈ K×: a ∈ I ⇐⇒ −a† /∈ Λ;
(ΛΩ4) Λ + I ⊆ Λ;
(ΛΩ5) Λ is downward closed;
(ΛΩ6) for all a, φ ∈ K, if a, φ > 0 and a < 1, then φa− φ† /∈ Λ.
We define a Λ-cut in K to be a pair (I,Λ) of sets I,Λ ⊆ K satisfying conditions
(ΛΩ1)–(ΛΩ6) above. Only (ΛΩ5) and (ΛΩ6) involve the ordering ofK. Although I
is determined by Λ via (ΛΩ3), it is convenient to make it part of a Λ-cut.
Suppose that (I,Λ) is a Λ-cut in K. It easily follows from (ΛΩ1) and (ΛΩ3)
that Λ ∩ ∆(K) = ∅, with ∆(K) as defined in Section 11.8. For any differential
subfield E of K we have a Λ-cut (I ∩E,Λ∩E) in the pre-H-subfield E of K. Thus
every pre-H-field, having a Liouville closed H-field extension, has a Λ-cut. It is
easy to check that for φ ∈ K> the pair
(I,Λ)φ :=
(
φ−1I, φ−1(Λ + φ†)
)
is a Λ-cut in Kφ.
Lemma 16.3.3. Suppose K is grounded. Then K has a unique Λ-cut.
Proof. By compositional conjugation we arrange maxΨ = 0. Then I(K) = O.
Assume (I(K),Λ) is a Λ-cut in K. Since 1 /∈ I(K), we have −1† = 0 ∈ Λ by (ΛΩ3),
so O↓ ⊆ Λ by (ΛΩ4) and (ΛΩ5). If a ∈ K> and a < 1, then taking φ = 1 in (ΛΩ6)
shows that a /∈ Λ. Thus Λ = O↓. 
Lemma 16.3.4. Suppose K has a gap β and v(b′) = β for some b ≍ 1 in K. Then K
has a unique Λ-cut.
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Proof. We arrange by compositional conjugation that β = 0. Let (I,Λ) be a
Λ-cut in K. Then I = I(K) = O, so 1 ∈ I, hence 0 /∈ Λ by (ΛΩ3), and thus
Λ ⊆ {a ∈ K : a < I}
by (ΛΩ4) and (ΛΩ5). Suppose a ∈ K and a < I. Then −a† ∈ Λ by (ΛΩ3), so
−a† < I, hence a† ≻ 1. Since the derivation of K is small, we get v(a†) = o(va)
by Lemma 9.2.10(iv), and so a < −a† < 0, hence a ∈ Λ by (ΛΩ5). This yields
Λ = {a ∈ K : a < I}. 
Lemma 16.3.5. Suppose K has a gap β and v(b′) 6= β for all b ≍ 1 in K. Then
there are exactly two Λ-cuts (I,Λ) in K, one with I = I(K), and the other with
I = {y ∈ K : vy > β}.
Proof. Lemma 16.3.2 provides for each of the two I-sets I in K a Liouville closed
H-field extension L of K with I(L) ∩K = I, giving rise to a Λ-cut (I,Λ(L) ∩K)
in K. To get uniqueness, arrange β = 0 by compositional conjugation. Then
I(K) = O and {y ∈ K : vy > β} = O. If (O,Λ) is a Λ-cut in K, then we get
Λ = O↓ as in the proof of Lemma 16.3.3. If (O,Λ) is a Λ-cut in K, then we get
Λ = {a ∈ K : a < O} as in the proof of Lemma 16.3.4. 
Thus if K is an H-field with a gap β, then there are exactly two Λ-cuts (I1,Λ1) and
(I2,Λ2) in K, with I1 = I(K) = {y ∈ K : vy > β} and I2 = {y ∈ K : vy > β}.
Lemma 16.3.6. If K is λ-free, then
(
I(K),Λ(K)↓
)
is the only Λ-cut in K.
Proof. Let K be λ-free. Then K has asymptotic integration, so I(K) is the only
I-set in K. Let
(
I(K),Λ
)
be a Λ-cut in K. Then Λ(K)↓ ⊆ Λ ⊆ K \ ∆(K)↑, and so
it remains to note that by λ-freeness we have Λ(K)↓ = K \ ∆(K)↑. 
Lemma 16.3.7. Suppose K has asymptotic integration and is not λ-free. Then there
are exactly two Λ-cuts in K:
(
I(K),Λ(K)↓
)
, and
(
I(K),K \ ∆(K)↑).
Proof. Let (I,Λ) be a Λ-cut in K. Then I = I(K), and we claim that Λ = Λ(K)↓
or Λ = K \ ∆(K)↑. To see this, first note that Λ(K)↓ ⊆ Λ ⊆ K \ ∆(K)↑. Suppose
Λ 6= Λ(K)↓, and take a ∈ Λ \Λ(K)↓. Then Λ(K) < a < ∆(K), and for every b ∈ K
with Λ(K) < b < ∆(K) we have v(b− a) > Ψ by Corollary 11.8.16, so b− a ∈ I(K),
and hence b ∈ Λ + I(K) ⊆ Λ. Thus Λ = K \ ∆(K)↑, which proves our claim. It
remains to show that there is more than one Λ-cut in K. Let E := H(K)rc be the
real closure of the H-field hull of K. Now H(K) is an immediate extension of K
by Corollary 10.3.2, so E is an H-field extension of K with divisible value group
ΓE = QΓ and so ΨE = Ψ. We now distinguish two cases:
Case 1: E has a gap. Then we can take s ∈ E× and n > 1 such that vs is a gap
in E and sn ∈ K. Note that then s† ∈ K. Now E is an H-field, so Lemma 16.3.5
yields Λ-cuts (I1,Λ1
)
and (I2,Λ2) in E, with I1 = I(E) = {y ∈ E : y ≺ s} and
I2 = {y ∈ E : y 4 s}. Now s /∈ I1, so −s† ∈ Λ1 by (ΛΩ3), and s ∈ I2, so −s† /∈ Λ2,
also by (ΛΩ3). Hence −s† ∈ Λ1 ∩K and −s† /∈ Λ2 ∩K. So we have two distinct
Λ-cuts in K, namely
(I1 ∩K,Λ1 ∩K) =
(
I(K),K \ ∆(K)↑), (I2 ∩K,Λ2 ∩K) = (I(K),Λ(K)↓).
Case 2: E has no gap. Then E has asymptotic integration, and the sequence (λρ)
for K also serves for E. Take λ ∈ K such that λρ  λ. Then −λ creates a gap
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over E by Lemma 11.5.14. Take an element f 6= 0 in some Liouville closed H-
field extension of E such that f † = −λ. Then vf is a gap in E(f) by the remark
following the proof of Lemma 11.5.14. Using Lemma 9.1.2 it follows that the pre-H-
field E(f) is actually an H-field. Hence by Lemma 16.3.5, E(f) has Λ-cuts (I1,Λ1)
and (I2,Λ2), with I1 = I
(
E(f)
)
and I2 = {a ∈ E(f) : a 4 f}. Now f /∈ I1, so
−f † = λ ∈ Λ1 by (ΛΩ3), and f ∈ I2, so λ /∈ Λ2, again by (ΛΩ3). Thus
(I1 ∩K,Λ1 ∩K) =
(
I(K),K \ ∆(K)↑), (I2 ∩K,Λ2 ∩K) = (I(K),Λ(K)↓)
are two distinct Λ-cuts in K. 
The proofs above have the following byproduct:
Corollary 16.3.8. Let (I,Λ) be a Λ-cut in K. Then K has a Liouville closed
H-field extension L such that (I,Λ) =
(
I(L) ∩K,Λ(L) ∩K).
Proof. If K has a unique Λ-cut, then the conclusion of the corollary holds for
any Liouville closed H-field extension L of K. The case that K has a gap β and
v(b′) 6= β for all b ≍ 1 in K is treated in the proof of Lemma 16.3.5. The case
that K has asymptotic integration and is not λ-free reduces to the previous cases
by extending K to E or E(f) as in the proof of Lemma 16.3.7. 
This corollary, when combined with Proposition 11.8.20 and Lemma 11.8.29, has
the following consequence:
Corollary 16.3.9. Let (I,Λ) be a Λ-cut in K. Then the functions
z 7→ ω(z) : Λ→ K, y 7→ σ(y) : K> \ I → K
are strictly increasing.
ΛΩ-cuts. By various results in Section 11.8 the sets I := I(K), Λ := Λ(K), and
Ω := Ω(K) of any Schwarz closed K have the following universal properties:
(ΛΩ7) ω(K) ⊆ Ω (and so 0 ∈ Ω);
(ΛΩ8) for all f, g ∈ K>, if − 12f † ∈ Λ and f ≍ g, then ω(− 12f †) + g /∈ Ω;
(ΛΩ9) for all f ∈ K×, if − 12f † /∈ Λ, then Ω+ f ⊆ Ω;
(ΛΩ10) Ω is downward closed.
Accordingly we define a ΛΩ-cut in K to be a triple (I,Λ,Ω) of sets I,Λ,Ω ⊆ K
such that (I,Λ) is a Λ-cut in K and conditions (ΛΩ7)–(ΛΩ10) above are satisfied.
Let us record some easy consequences of the axioms above:
Lemma 16.3.10. Let (I,Λ,Ω) be a ΛΩ-cut in K. Then
(ΛΩ11) for all g, h ∈ I, we have Ω + gh ⊆ Ω;
(ΛΩ12) for all f ∈ K×: f ∈ I ⇐⇒ σ(f) ∈ Ω.
Proof. To show (ΛΩ11), let 0 6= g, h ∈ I, and set f := gh. By (ΛΩ9), it suffices
to prove − 12f † /∈ Λ. We may assume g = ha, a 4 1. So f = h2a and hence
− 12f † = −h†− 12a†, and −h† /∈ Λ by (ΛΩ3). If a ≍ 1, then (ΛΩ4) and a† ∈ I(K) ⊆ I
give − 12f † /∈ Λ. If a ≺ 1, then − 12a† > 0 and hence − 12f † > −h† and so − 12f † /∈ Λ.
For (ΛΩ12), let f ∈ K×. If f ∈ I, then σ(f) = ω(−f †) + f2 ∈ Ω by (ΛΩ11).
Suppose f /∈ I. Then − 12 (f2)† = −f † ∈ Λ by (ΛΩ3), so σ(f) = ω(−f †) + f2 =
ω(− 12 (f2)†) + f2 /∈ Ω by (ΛΩ8). 
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Suppose (I,Λ,Ω) is a ΛΩ-cut in K. It follows easily from (ΛΩ10) and (ΛΩ12) that
if a ∈ K \ I, then Ω < σ(a). In particular, we have Ω < σ(Γ(K)), so
ω(K)↓ ⊆ Ω ⊆ K \ σ(Γ(K))↑.
For any differential subfield E of K we have a ΛΩ-cut (I ∩E,Λ ∩E,Ω ∩E) in the
pre-H-subfield E of K. Thus every pre-H-field, having a Schwarz closed H-field
extension by Corollary 11.7.18 and Proposition 14.5.12, has a ΛΩ-cut. Moreover,
any Λ-cut (I,Λ) in K is part of a ΛΩ-cut (I,Λ,Ω) in K. (Proof: let (I,Λ) be
a Λ-cut in K. Take a Liouville closed extension L of K with I(L) ∩ K = I and
Λ(L)∩K = Λ, and next a Schwarz closed extension M of L. Then Ω = Ω(M)∩K
gives a ΛΩ-cut (I,Λ,Ω) in K.) For φ ∈ K> one can use the identities at the end
of Section 11.7 to show that the triple (I,Λ,Ω)φ = (Iφ,Λφ,Ωφ) with
(16.3.1) Iφ := φ−1I, Λφ := φ−1(Λ + φ†), Ωφ := φ−2
(
Ω− ω(−φ†))
is a ΛΩ-cut in Kφ.
Lemma 16.3.11. Suppose K is grounded. Then K has a unique ΛΩ-cut.
Proof. By compositional conjugation we arrange maxΨ = 0. Let (I,Λ,Ω) be a
ΛΩ-cut in K. Then I = O and Λ = O↓ by the proof of Lemma 16.3.3. Let u ≍ 1
in K. Then u† ≺ 1 and (u†)′ ≺ 1, so σ(u) = ω(−u†) + u2 ∼ u2. Also u /∈ I, so
Ω < σ(u). Hence Ω < 2u2 for all units u of O, and so Ω ⊆ O↓. We claim that
Ω = O↓. By (ΛΩ10) it is enough to show O ⊆ Ω. We distinguish two cases:
Case 1: Γ has no least positive element. Then every element of O is a product gh
with g, h ∈ O = I, and as 0 ∈ Ω, we get O ⊆ Ω from (ΛΩ11), and so our claim holds.
Case 2: Γ has a least positive element α. Take a ∈ K with va = α and set b := −2a.
From α† = 0 we get v(a′) = α and so ω(a) ∼ −2a′ = b′, hence v(ω(a) − b′) > 2α,
and then b′ ∈ Ω by (ΛΩ7) and (ΛΩ11). Thus b′ ∈ Ω for each b ∈ K with vb = α.
For such b and u ≍ 1 in K we have v((ub)′ − ub′) = v(u′b) > 2α, and thus ub′ ∈ Ω
by (ΛΩ11). Fixing b and varying u we see that all elements of K of valuation α
belong to Ω, and thus O ⊆ Ω, as desired. 
Lemma 16.3.12. Suppose K has a gap β and v(b′) = β for some b ≍ 1 in K.
Then K has a unique ΛΩ-cut.
Proof. We arrange by compositional conjugation that β = 0. Let (I,Λ,Ω) be a
ΛΩ-cut inK. Then I = O and Λ = {a ∈ K : a < O} by the proof of Lemma 16.3.4.
From 0 ∈ Ω and (ΛΩ10) and (ΛΩ11) we obtain O↓ ⊆ Ω. We claim that Ω = O↓.
This is clear if Γ = {0}, so suppose Γ 6= {0}. Then Γ< does not have a largest
element. For a ∈ K> with a ≻ 1 we have σ(a) ∼ a2, as well as a /∈ I, so σ(a) > Ω
by (ΛΩ7) and (ΛΩ12), and thus Ω < 2a2. This yields the claim. 
Lemma 16.3.13. Suppose K has a gap β and v(b′) 6= β for all b ≍ 1 in K. Then
there are exactly two ΛΩ-cuts (I,Λ,Ω) in K, one with I = I(K), and the other with
I = {y ∈ K : vy > β}.
Proof. Lemma 16.3.2 provides for each of the two I-sets I in K a Liouville closed
H-field extension L of K with I(L) ∩ K = I, and by further extending we can
arrange L to be even Schwarz closed, giving rise to a ΛΩ-cut
(
I,Λ(L)∩K,ω(L)∩K)
in K. To get uniqueness, arrange β = 0 by compositional conjugation. Then by
the proof of Lemma 16.3.5 we have a ΛΩ-cut (O, O↓,Ω) in K. The same arguments
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as in the proof of Lemma 16.3.11 show that for each such ΛΩ-cut we have Ω = O↓.
We also have a ΛΩ-cut (O,Λ,Ω) with Λ = {a ∈ K : a < O}. The same argument
as in the proof of Lemma 16.3.12 shows that Ω = O↓ for each such ΛΩ-cut. 
In the next lemmas we treat the case where K has asymptotic integration. Recall
Lemma 16.3.6: if K is λ-free, then
(
I(K),Λ(K)↓
)
is the only Λ-cut in K.
Lemma 16.3.14. Suppose K is ω-free. Then the only ΛΩ-cut in K is(
I(K),Λ(K)↓, ω(K)↓
)
.
Proof. Let (I,Λ,Ω) be a ΛΩ-cut in K, so I = I(K) and Λ = Λ(K)↓. Also,
ω(K)↓ ⊆ Ω ⊆ K \ σ(Γ(K))↑, and so it remains to note that by ω-freeness we have
ω(K)↓ = K \ σ(Γ(K))↑. 
Lemma 16.3.15. Suppose K has asymptotic integration and the set 2Ψ does not
have a supremum in Γ. Then for each ΛΩ-cut (I,Λ,Ω) in K we have
Ω = ω
(
Λ(K)
)
↓ = ω(K)↓ or Ω = K \ σ(Γ(K))↑.
Proof. Let (I,Λ,Ω) be a ΛΩ-cut in K. Recall that
ω
(
Λ(K)
)
↓ ⊆ Ω ⊆ K \ σ(Γ(K))↑.
Note that if Ω = ω
(
Λ(K)
)
↓, then Ω = ω(K)↓ by (ΛΩ7). Suppose Ω 6= ω(Λ(K))↓,
and take a ∈ Ω \ ω(Λ(K))↓. Then
ω
(
Λ(K)
)
< a < σ
(
Γ(K)
)
,
and for every b ∈ K with ω(Λ(K)) < b < σ(Γ(K)) we have v(b − a) > 2Ψ by
Corollaries 11.7.2 and 11.8.30, so by Lemma 9.2.17 there are g, h ∈ I(K) with
b− a = gh, and thus b ∈ Ω+ gh ⊆ Ω by (ΛΩ11). Thus Ω = K \ σ(Γ(K))↑. 
Lemma 16.3.16. Suppose K is λ-free, but not ω-free. Then there are exactly two
ΛΩ-cuts in K:
(
I(K),Λ(K)↓, ω(K)↓
)
, and
(
I(K),Λ(K)↓,K \ σ(Γ(K))↑).
Proof. Since K is λ-free, K has rational asymptotic integration, and so 2Ψ does
not have a supremum in Γ. Let (I,Λ,Ω) be a ΛΩ-cut in K. Then I = I(K),
Λ = Λ(K)↓, and either Ω = ω(K)↓ or Ω = K \ σ(Γ(K))↑ by Lemma 16.3.15.
It remains to show that there is more than one ΛΩ-cut in K. Take ω ∈ K such
that ωρ  ω. Then Corollary 11.7.13 and Lemma 10.5.8 yield an immediate pre-
H-field extension K(λ) of K with λρ  λ and ω(λ) = ω. Now K(λ) has a ΛΩ-cut
(Iλ,Λλ,Ωλ). Then ω ∈ Ωλ, and so intersecting with K gives a ΛΩ-cut (I,Λ,Ω) in K
with ω ∈ Ω. It remains to find such a ΛΩ-cut in K with ω /∈ Ω. For that we take a
pre-H-field extension K〈γ〉 as in Lemma 13.7.7 in which σ(γ) = ω and vγ is a gap.
By remark (3) following the proof of Proposition 13.7.1 there is no b ≍ 1 in K〈γ〉
with b′ ≍ γ. Then by Lemma 16.3.5 we have a Λ-cut (Iγ ,Λγ) in K〈γ〉 with γ /∈ Iγ .
Take a ΛΩ-cut (Iγ ,Λγ ,Ωγ) in K〈γ〉. Then ω = σ(γ) /∈ Ωγ by (ΛΩ12). Intersecting
with K gives a ΛΩ-cut (I,Λ,Ω) in K with ω /∈ Ω. 
Lemma 16.3.17. Suppose K has asymptotic integration and is not λ-free, and the
set 2Ψ does not have a supremum in Γ. Then there are exactly two ΛΩ-cuts in K:(
I(K),Λ(K)↓,K \ σ(Γ(K))↑) and (I(K),K \ ∆(K)↑,K \ σ(Γ(K))↑).
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Proof. Let (I,Λ,Ω) be a ΛΩ-cut in K. Let λρ  λ ∈ K. Then ωρ  ω := ω(λ)
by Corollary 11.7.3 and ω /∈ ω(Λ(K))↓ by Corollary 11.8.30, but ω ∈ ω(K) ⊆ Ω.
Hence Ω = K \ σ(Γ(K))↑ by Lemma 16.3.15. It remains to use Lemma 16.3.7. 
It follows from Lemma 9.2.17 that in Lemma 16.3.17 we can drop the condition
that 2Ψ has no supremum in Γ if Γ is divisible.
Lemma 16.3.18. Suppose K has asymptotic integration and vf = sup 2Ψ, f ∈ K>.
Then there are exactly two ΛΩ-cuts in K, namely(
I(K),Λ(K)↓,K \ σ(Γ(K))↑) and (I(K),K \ ∆(K)↑,Ωf), where
Ωf :=
{
a ∈ K : a 6 ω(− 12f †) + g for some g ≺ f in K
}
.
Moreover, Λ(K)↓ 6= K \ ∆(K)↑ and K \ σ(Γ(K))↑ 6= Ωf .
Proof. Let
√
f be a positive element of the real closure of K with (
√
f)2 = f .
The pre-H-field extension L = K(
√
f) of K has gap β = v(
√
f) = 12vf . Hence
Λ(K) < − 12f † = −(
√
f)† < ∆(K) by Corollaries 11.5.7 and 11.8.16. Thus K is not
λ-free, and hence by Lemma 16.3.7, K has exactly two Λ-cuts,
(
I(K),Λ(K)↓
)
and(
I(K),K \ ∆(K)↑). By Lemma 10.3.3 there is no b ≍ 1 in L with b′ ≍ √f , so by
Lemma 16.3.5, L also has exactly two Λ-cuts, (I1,Λ1) and (I2,Λ2), with
I1 = I(L) = {y ∈ L : vy > β}, I2 = {y ∈ L : vy > β}.
We have
√
f /∈ I1 and
√
f ∈ I2, hence − 12f † = −(
√
f)† ∈ Λ1∩K and − 12f † /∈ Λ2∩K
by (ΛΩ3). Therefore
I1 ∩K = I2 ∩K = I(K), Λ1 ∩K = K \ ∆(K)↑, Λ2 ∩K = Λ(K)↓.
Note that σ(
√
f) = ω(− 12f †) + f lies in K. Also, by Lemma 16.3.13 we have just
one ΛΩ-cut (I1,Λ1,Ω1) in L, and just one ΛΩ-cut (I2,Λ2,Ω2) in L. This yields
distinct ΛΩ-cuts (I1 ∩ K,Λ1 ∩ K,Ω1 ∩ K) and (I2 ∩ K,Λ2 ∩ K,Ω2 ∩ K) in K,
since Λ1 ∩K 6= Λ2 ∩K; we claim that these are the only ΛΩ-cuts in K, and that
Ωf = Ω1 ∩K 6= Ω2 ∩K = K \ σ
(
Γ(K)
)
↑.
For this, let (I,Λ,Ω) be a ΛΩ-cut in K. Note that if g ∈ K× and g ≺ f ,
then Lemma 9.2.17 gives a, b ∈ I(K) = I with g = ab, and so by (ΛΩ11) we obtain
Ω + g ⊆ Ω. In particular, using (ΛΩ10) we get Ωf ⊆ Ω. Also as in the proof of
Lemma 16.3.17 we obtain ω(− 12f †) ∈ Ω \ ω
(
Λ(K)
)
↓.
Case 1: Λ = Λ(K)↓. Then − 12f † /∈ Λ2 ∩K = Λ, and thus Ω + f ⊆ Ω by (ΛΩ9).
Replacing the role of f by uf for any u ∈ K> with u ≍ 1 we get Ω+ g ⊆ Ω for all
g ∈ K× with vg > 2Ψ. Then the proof of Lemma 16.3.15 yields Ω = K \σ(Γ(K))↑.
In particular, Ω = Ω2 ∩K and σ(
√
f) = ω(− 12f †) + f ∈ Ω.
Case 2: Λ = K \ ∆(K)↑. Then − 12f † ∈ Λ1 ∩ K = Λ, and
√
f /∈ I1 = I(L) gives
σ(
√
f) /∈ Ω1 ∩ K by (ΛΩ12). We have Ωf ⊆ Ω, and (ΛΩ8) and (ΛΩ10) yield
Ω ⊆ Ωf , so Ω = Ωf = Ω1 ∩K. 
We have now covered all possibilities, and conclude that K has either exactly one
ΛΩ-cut, or exactly two. Moreover:
Corollary 16.3.19. The pre-H-field K has a unique ΛΩ-cut if and only if
(i) K is grounded, or
(ii) there exists b ≍ 1 in K such that v(b′) is a gap in K, or
(iii) K is ω-free.
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The proofs above have the following byproduct:
Corollary 16.3.20. Let (I,Λ,Ω) be a ΛΩ-cut in K. Then K has a Schwarz closed
H-field extension L such that (I,Λ,Ω) =
(
I(L) ∩K,Λ(L) ∩K,Ω(L) ∩K).
Proof. If there is a unique ΛΩ-cut in K, then the conclusion of the corollary holds
for any Schwarz closed H-field extension L of K. The case that K has a gap β with
v(b′) 6= β for all b ≍ 1 in K is treated in the proof of Lemma 16.3.13. Suppose K
has asymptotic integration but is not λ-free. Then by Lemmas 16.3.17 and 16.3.18,
there are exactly two ΛΩ-cuts
(I1,Λ1,Ω1) =
(
I(K),Λ(K)↓, . . .
)
, (I2,Λ2,Ω2) =
(
I(K),K \ ∆(K)↓, . . . )
in K. By Corollary 16.3.8 we can take for i = 1, 2 a Liouville closed extension Li
of K such that
(
I(Li)∩K,Λ(Li)∩K
)
= (Ii,Λi). Extending Li if necessary, we can
even arrange that each Li is Schwarz closed. Then(
I(Li) ∩K,Λ(Li) ∩K,Ω(Li) ∩K
)
= (Ii,Λi,Ωi) for i = 1, 2.
Finally, the case that K is λ-free, but not ω-free, reduces to the case that K is
not λ-free or K has a gap by extending K to K(λ) and to K〈γ〉 as in the proof of
Lemma 16.3.16. 
Let (I,Λ,Ω) be a ΛΩ-cut in K, let L be as in Corollary 16.3.20, and take a Newton-
Liouville closure Lnl of L. Then the conclusion of that corollary remains valid for Lnl
in place of L, since I(Lnl) ∩ L = I(L), Λ(Lnl) ∩ L = Λ(L), Ω(Lnl) ∩ L = Ω(L).
ΛΩ-fields. For model-theoretic use we rephrase some of the results above in the
terminology of ΛΩ-fields:
Definition 16.3.21. A pre-ΛΩ-field is a quadruple (K, I,Λ,Ω) where K is a pre-
H-field (as throughout this section) and (I,Λ,Ω) is a ΛΩ-cut in K. If in addition K
is an H-field, then we call (K, I,Λ,Ω) a ΛΩ-field.
Since our pre-H-field K has a ΛΩ-cut (I,Λ,Ω), we can turn K into a pre-ΛΩ-
field (K, I,Λ,Ω). If K = (K, I,Λ,Ω) is a pre-ΛΩ-field and φ ∈ K>, then Kφ =
(Kφ, Iφ,Λφ,Ωφ), where Iφ, Λφ, Ωφ are as in (16.3.1), is also a pre-ΛΩ-field. Below,
any qualifier that applies to pre-H-fields, such as has asymptotic integration, when
applied to a pre-ΛΩ-field (K, . . . ) means that the underlying pre-H-field K has the
property in question.
Let K = (K, I,Λ,Ω) and L = (L, IL,ΛL,ΩL) be pre-ΛΩ-fields. An embedding
h : K → L of pre-ΛΩ-fields is an embedding h : K → L of pre-H-fields such that
h(I) = h(K) ∩ IL, h(Λ) = h(K) ∩ ΛL, h(Ω) = h(K) ∩ ΩL.
We also say that L is an extension of K if L is a pre-H-field extension of K with
I = IL ∩ K, Λ = ΛL ∩ K, and Ω = ΩL ∩ K (so the natural inclusion K → L is
an embedding K → L of pre-ΛΩ-fields); notation: K ⊆ L. If (L, IL,ΛL,ΩL) is a
pre-ΛΩ-field and K is a pre-H-subfield of L, then
(K, IL ∩K,ΛL ∩K,ΩL ∩K) ⊆ (L, IL,ΛL,ΩL).
From Corollary 16.3.19 we see that K has a unique expansion (K, I,Λ,Ω) to a
pre-ΛΩ-field if and only if one of the following conditions is satisfied:
(i) K is grounded;
(ii) there exists b ≍ 1 in K such that v(b′) is a gap in K;
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(iii) K is ω-free.
From this equivalence we obtain:
Corollary 16.3.22. Let K = (K, . . . ) and L = (L, . . . ) be pre-ΛΩ-fields where K
satisfies one of the conditions (i), (ii), (iii) above. Then any embedding K → L of
pre-H-fields is also an embedding of pre-ΛΩ-fields K → L.
By the remark following the proof of Corollary 16.3.20, every pre-ΛΩ-field extends
to some ω-free newtonian Liouville closed ΛΩ-field. In the next section we establish
a more precise result of this kind.
Notes and comments. For Liouville closed K the set I(K) lives in some sense
in the asymptotic couple of K, and reflects the extra predicate needed to get QE
for such asymptotic couples in [18]. Such an “equivalence” to a definable set in the
asymptotic couple no longer exists for Λ(K) and Ω(K).
16.4. Embedding Pre-ΛΩ-Fields into ω-Free ΛΩ-Fields
In this section we fix a pre-ΛΩ-field K = (K, I,Λ,Ω), and construct an ω-free
ΛΩ-field extension of K with a useful semiuniversal property:
Proposition 16.4.1. There exists an ω-free ΛΩ-field extension K∗ of K such
that resK∗ is algebraic over resK and any embedding of K into a Schwarz closed
ΛΩ-field L extends to an embedding of K∗ into L.
This result is contained in the next lemmas with their corollaries.
Lemma 16.4.2. Suppose K is grounded, or there exists b ≍ 1 in K such that v(b′) is
a gap in K. Then K has an ω-free ΛΩ-field extension K∗ such that any embedding
of K into a ΛΩ-field L closed under logarithms extends to an embedding K∗ → L.
Proof. The H-field hull F := H(K) of K is grounded by Corollary 10.3.2(i)(iii).
Take K∗ = Fω and apply Lemma 11.7.17 and Corollary 16.3.22. 
Lemma 16.4.3. Suppose K has gap β and v(b′) 6= β for all b ≍ 1 in K. Then there
exists a grounded pre-ΛΩ-field extension K1 of K such that any embedding of K
into a ΛΩ-field L closed under integration extends to an embedding K1 → L.
Proof. Take s ∈ K with vs = β. We distinguish two cases:
Case 1: s /∈ I. Then I = I(K) = {a ∈ K : va > β} by Lemma 16.3.13. By
Corollary 10.3.2, H(K) is an immediate extension of K, so β remains a gap in
H(K). Since H(K) is d-valued of H-type, Corollary 10.5.11 yields an H-field
extension K1 := H(K)(y) of K such that y′ = s and y ≻ 1. Then K1 is grounded,
and thus admits a unique expansion K1 = (K1, I1,Λ1,Ω1) to a pre-ΛΩ-field. From
I1 = I(K1) we get s /∈ I1, so K1 ⊇ K by Lemma 16.3.13. Let L ⊇ K be a
ΛΩ-field which is closed under integration. Take z ∈ L with z′ = s. Then z ≻ 1
since s /∈ I. The universal property of H(K) and Corollary 10.5.11 give a unique
embedding K1 = H(K)(y) → L of pre-H-fields over K sending y to z, and by
Corollary 16.3.22 this is an embedding K1 → L of pre-ΛΩ-fields.
Case 2: s ∈ I. Then I = {a ∈ K : va > β} by Lemma 16.3.13. Let K1 = K(y) be
a pre-H-field extension of K with y′ = s and y ≺ 1, as in Corollary 10.5.10 and the
subsequent remarks. Then K1 is grounded, and thus admits a unique expansion
K1 = (K1, I1,Λ1,Ω1) to a pre-ΛΩ-field. From s ∈ I(K1) = I1 and Lemma 16.3.13
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we get K1 ⊇ K. Let L ⊇ K be a ΛΩ-field closed under integration. Take z ∈ L
with z′ = s. From s ∈ I we get z 4 1, and by subtracting a constant from z we
arrange z ≺ 1. Then Corollary 10.5.10 yields a unique embedding K1 = K(y)→ L
of pre-H-fields over K sending y to z. By Corollary 16.3.22 this is an embedding
K1 → L of pre-ΛΩ-fields. 
These two lemmas and the constructions in their proofs yield the following:
Corollary 16.4.4. Suppose K does not have asymptotic integration. Then K has
an ω-free ΛΩ-field extension K∗ such that resK∗ = resK and any embedding of K
into a ΛΩ-field L closed under integration extends to an embedding K∗ → L.
The next two lemmas deal with the case where K has asymptotic integration.
Lemma 16.4.5. Assume K has asymptotic integration and is not λ-free. Then K
extends to an ω-free ΛΩ-field K∗ such that resK∗ = (resK)rc and any embedding
of K into a Liouville closed ΛΩ-field L extends to an embedding K∗ → L.
Proof. By Corollary 16.4.4 it is enough to show: K has a ΛΩ-field extension K1
with a gap such that resK1 = (resK)rc and any embedding of K into a Liouville
closed ΛΩ-field L extends to an embedding K1 → L. By Lemmas 16.3.17 and
16.3.18, we have Λ(K)↓ 6= K \ ∆(K)↑, and the pre-H-field K has precisely two
ΛΩ-cuts,
(
I(K),Λ(K)↓, . . .
)
and
(
I(K),K \ ∆(K)↑, . . . ). Let E := H(K)rc. By
Corollary 10.3.2(i) we have ΓH(K) = Γ, so ΓE = QΓ. We distinguish two cases:
Case 1: E has a gap. Take s ∈ E× and n > 1 such that vs is a gap in E and sn ∈ K.
Then s† = 1n (s
n)† ∈ K. By Lemma 16.3.13, E has exactly two ΛΩ-cuts (I1,Λ1,Ω1)
and (I2,Λ2,Ω2), with I1 = I(E) = {y ∈ E : y ≺ s} and I2 = {y ∈ E : y 4 s}. We
have s /∈ I1, so −s† ∈ Λ1 ∩ K, and s ∈ I2, so −s† /∈ Λ2 ∩ K. If −s† ∈ Λ, then
we set K1 := (E, I1,Λ1,Ω1), and if −s† /∈ Λ, then we set K1 := (E, I2,Λ2,Ω2).
Then K1 is an extension of the pre-ΛΩ-field K. Given an embedding i : K → L
into a Liouville closed ΛΩ-field L, there is a unique embedding j : E → L ofH-fields
such that j(a) = i(a) for all a ∈ K, and it is easy to check that j is an embedding
K1 → L of ΛΩ-fields.
Case 2: E has no gap. Then E has asymptotic integration, and the sequence (λρ)
for K also serves for E. Take λ ∈ K such that λρ  λ. Then −λ creates a gap
over E by Lemma 11.5.14. Take an element f 6= 0 in some Liouville closed H-field
extension of E such that f † = −λ. Then vf is a gap in E(f) by the remark following
the proof of Lemma 11.5.14 with resE(f) = resE. Using Lemma 9.1.2 it follows
that the pre-H-field E(f) is actually an H-field. Therefore, by Lemma 16.3.13,
E(f) has exactly two ΛΩ-cuts (I1,Λ1,Ω1) and (I2,Λ2,Ω2), with
I1 = I
(
E(f)
)
=
{
y ∈ E(f) : y ≺ f}, I2 = {y ∈ E(f) : y 4 f}.
We have f /∈ I1, so λ = −f † ∈ Λ1 ∩ K, and f ∈ I2, so λ = −f † /∈ Λ2 ∩ K. If
λ ∈ Λ, then we set K1 :=
(
E(f), I1,Λ1,Ω1
)
, and if λ /∈ Λ, then we set K1 :=(
E(f), I2,Λ2,Ω2
)
. In any case, we have K1 ⊇K. Let i : K → L be an embedding
into a Liouville closed ΛΩ-field L. By Lemma 11.5.13 the set
S :=
{
v(λ + a†) : a ∈ E×}
is a cofinal subset of Ψ↓E and f is transcendental over E. Then Lemmas 10.4.5
and 10.5.19 provide an embedding j : E(f) → L of H-fields with j(a) = i(a) for
all a ∈ K, and any such embedding is an embedding K1 → L of ΛΩ-fields. 
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Lemma 16.4.6. Suppose K is λ-free but not ω-free. Then K has an ω-free ΛΩ-field
extension K∗ such that resK∗ is algebraic over resK and any embedding of K
into a Schwarz closed ΛΩ-field L extends to an embedding of K∗ into L.
Proof. Take ω ∈ K such that ωρ  ω, so ω
(
Λ(K)
)
↓ < ω < σ
(
Γ(K)
)
↑. By
Lemma 16.3.16, there are exactly two ΛΩ-cuts in K:(
I(K),Λ(K)↓, ω(K)↓
)
,
(
I(K),Λ(K)↓,K \ σ(Γ(K))↑).
Since ω ∈ K\σ(Γ(K))↑, it follows from the proof of Lemma 16.3.16 that ω /∈ ω(K)↓.
We distinguish two cases:
Case 1: Ω = ω(K)↓. Lemma 13.7.7 yields a pre-H-field extensionKγ := K〈γ〉 ofK
such that σ(γ) = ω, γ > 0, vγ is gap in Kγ , and res(Kγ) = res(K). By remark (3)
following the proof of Proposition 13.7.1 there is no b ≍ 1 in Kγ with b′ ≍ γ, so by
Lemma 16.3.13 we have exactly two ΛΩ-cuts (I1,Λ1,Ω1), (I2,Λ2,Ω2) in Kγ , where
I1 = I(Kγ) = {y ∈ Kγ : y ≺ γ}, I2 = {y ∈ Kγ : y 4 γ}.
Put Kγ := (Kγ , I1,Λ1,Ω1). We have γ /∈ I1, so ω = σ(γ) /∈ Ω1 by (ΛΩ12),
and thus Kγ ⊇ K. Let K∗ be an ω-free ΛΩ-field extension of Kγ obtained by
applying Corollary 16.4.4 to Kγ instead of K. Let L be a Schwarz closed ΛΩ-
field extension of K; we claim that there is an embedding K∗ → L over K. Now
ω /∈ Ω = Ω(L) ∩K, hence ω ∈ σ(Γ(L)). By Lemma 11.8.29, the restriction of σ
to Γ(L) is strictly increasing. Let γ∗ be the unique element of Γ(L) such that
σ(γ∗) = ω. From Γ(L) = L> \ I(L) we get γ∗ > 0 and γ∗ /∈ I(L), and thus vγ∗ <
(Γ>)′. Also σ(γ∗) = ω < σ
(
Γ(K)
)
gives 0 < γ∗ < Γ(K), and so Ψ < vγ∗. Thus
Proposition 13.7.1 and Lemma 13.7.7 yield an embedding h : Kγ → L of pre-H-fields
over K with h(γ) = γ∗. Since γ /∈ I1 and γ∗ /∈ I(L), h is an embedding Kγ → L of
pre-ΛΩ-fields. By Corollary 16.4.4 we can extend h to an embedding K∗ → L.
Case 2: Ω = K \ σ(Γ(K))↑. Corollary 11.7.13 and Lemma 10.5.8 yield an imme-
diate pre-H-field extension Kλ := K(λ) of K with λρ  λ and ω(λ) = ω. Then Kλ
has rational asymptotic integration and is not λ-free, and Λ(Kλ) < λ < ∆(Kλ), so
by Lemma 16.3.17 there are exactly two ΛΩ-cuts in Kλ:(
I(Kλ),Λ(Kλ)
↓,Kλ \ σ
(
Γ(Kλ)
)
↑
)
and
(
I(Kλ),Kλ \ ∆(Kλ)↑,Kλ \ σ
(
Γ(Kλ)
)
↑
)
.
Note that ω ∈ Ω as well as ω ∈ ω(Kλ) ⊆ Kλ \ σ
(
Γ(Kλ)
)
↑. Therefore, setting
Kλ :=
(
Kλ, I(Kλ),Kλ \ ∆(Kλ)↑,Kλ \ σ
(
Γ(Kλ)
)
↑
)
,
we get Kλ ⊇ K. Let K∗ be an ω-free ΛΩ-field extension of Kλ obtained by
applying Lemma 16.4.5 to Kλ instead of K. Let L be a Schwarz closed ΛΩ-field
extension ofK; we claim that there is an embedding K∗ → L over K. Recall from
Corollary 11.8.13 and Proposition 11.8.20 that ω is strictly increasing on Λ(L) and
Λ(L) < ∆(L). Since ω ∈ Ω = ω(Λ(L)) ∩ K, we get a unique λ∗ ∈ Λ(L) such
that ω(λ∗) = ω. Then Λ(K) < λ∗ < ∆(K), so λρ  λ∗ and Corollary 11.7.13
yields an embedding h : Kλ → L of pre-H-fields over K with h(λ) = λ∗. Since
λ /∈ Λ(Kλ)↓ and λ∗ ∈ Λ(L), h is an embedding Kλ → L of pre-ΛΩ-fields, and so by
Lemma 16.4.5, h extends to an embedding K∗ → L. 
Lemma 16.4.7. If K is ω-free, then K has an ω-free ΛΩ-field extension K∗ such
that any embedding of K into a ΛΩ-field L extends to an embedding of K∗ into L.
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Proof. Assume K is ω-free. Then H(K) is ω-free by Theorem 13.6.1. Let K∗
be an expansion of H(K) to a ΛΩ-field. Then K ⊆ K∗ by Corollary 16.3.19. It
remains to use the universal property of H(K) and Corollary 16.3.22. 
Corollary 16.4.4 and Lemmas 16.4.5, 16.4.6, and 16.4.7 now have Proposition 16.4.1
as an immediate consequence. Note: this proof yields an extension K∗ of K as in
Proposition 16.4.1 that is d-algebraic over K.
The Newton-Liouville closure of a pre-ΛΩ-field. Here we extend the results
on Newton-Liouville closures of ω-free H-fields to pre-ΛΩ-fields.
Proposition 16.4.8. Let K = (K, I,Λ,Ω) be a pre-ΛΩ-field. Then K has an
ω-free newtonian Liouville closed ΛΩ-field extension Knl that embeds over K into
any ω-free newtonian Liouville closed ΛΩ-field extension of K.
Proof. First we take an ω-free ΛΩ-field extension K∗ = (K∗, . . . ) of K as in
Proposition 16.4.1. Next we take the Newton-Liouville closure Enl of the ω-free H-
field E := K∗. Then the unique expansion of Enl to a ΛΩ-field is an extensionKnl
of K as claimed. 
We define aNewton-Liouville closure of a pre-ΛΩ-fieldK to be an extensionKnl
as in Proposition 16.4.8. Thus every pre-ΛΩ-field has a Newton-Liouville closure.
Proposition 16.4.9. Let K be a pre-ΛΩ-field. Any two Newton-Liouville closures
of K are isomorphic over K. If Knl is a Newton-Liouville closure of K, then Knl
does not have any proper newtonian ω-free Liouville closed ΛΩ-subfield contain-
ing K as a substructure.
Proof. Let Knl be the Newton-Liouville closure of K constructed in the proof of
Proposition 16.4.8. Then Knl is d-algebraic over K and the residue field of Knl is
a real closure of resK. Let L be any Newton-Liouville closure ofK. Embedding L
into Knl over K, we see that L is d-algebraic over K and its residue field is a real
closure of resK. Consider any embedding i : Knl → L over K. Then i(Knl) = L
by Theorem 16.0.3. This proves the first part, and the minimality property of Knl
is likewise a consequence of Theorem 16.0.3. 
16.5. The Language of ΛΩ-Fields
In the introduction to this chapter we specified the language
L := {0, 1, +, −, · , ∂, 6, 4}
of ordered valued differential rings. Each ordered valued differential field is viewed
as an L-structure in the natural way. In this section we show that Theorem 16.0.1
fails if we drop either the symbol Λ or the symbol Ω from the language LιΛΩ of
ΛΩ-fields. (We prove somewhat sharper versions of this fact.)
Throughout this section K is a pre-H-field. In Section 11.8 we introduced the
special subsets
I(K), Γ(K), Λ(K), ∆(K), ω(K), σ
(
Γ(K)
)
ofK. If K is Schwarz closed, then each of these sets is clearly existentially definable
as well as universally definable in the L-structure K, both forms of definability
holding without parameters fromK and witnessed by L-formulas independent ofK.
In this section we successively investigate the quantifier-free definability of these sets
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in a Schwarz closed K, in the language L and some extensions of this language with
predicates for some of these sets. Our first result shows that no ω-free real closed
H-field eliminates quantifiers in L:
Proposition 16.5.1. Suppose K is an ω-free real closed H-field. Then the sub-
set I(K) of K is not quantifier-free definable (with parameters) in the L-structureK.
Proof. Take an element ℓ in an elementary extension K∗ of K with ℓ > 0 and
1 ≺ ℓ ≺ ℓρ for all ρ, and set γ := ℓ†, λ := −γ†. Then λ and λ + γ are pseu-
dolimits of (λρ), by Corollary 11.5.7, and (λρ) is of d-transcendental type over K,
by Corollary 13.6.3. Hence by Lemma 11.4.7 and Corollary 11.4.13, the pre-H-
subfields K〈λ〉 and K〈λ + γ〉 of K∗ are immediate extensions of K (so they are
H-fields), and we have an isomorphism K〈λ〉 → K〈λ+ γ〉 of H-fields over K send-
ing λ to λ+γ. By Lemma 11.5.14, the element −λ creates a gap overK〈λ〉. Likewise,
−(λ+γ) creates a gap over K〈λ+γ〉. Let f := (1/ℓ)† = −γ and g := (1/ℓ)′ = −γ/ℓ,
so f < 0 and g < 0 (using ℓ > 0). Then f † = −λ and g† = −(λ+γ), so the above iso-
morphism K〈λ〉 → K〈λ+γ〉 extends by Lemma 11.5.13 and the uniqueness parts of
Lemmas 10.4.5 and 10.5.19 to an isomorphismK〈λ, f〉 → K〈λ+γ, g〉 of L-structures
sending f to g. Now, if I(K) were defined in K by a quantifier-free formula ϕ(y)
in the language L augmented by names for the elements of K, then we would have
K∗ |= ¬ϕ(f) and K∗ |= ϕ(g), and so K〈λ, f〉 |= ¬ϕ(f) and K〈λ + γ, g〉 |= ϕ(g),
violating the above isomorphism between K〈λ, f〉 and K〈λ + γ, g〉. 
We extend L by a single unary function symbol ι to the language Lι. Any ordered
valued differential field F will be construed as an Lι-structure by interpreting this
new function symbol as the function F → F that agrees with f 7→ f−1 on F× and
sends 0 to 0. Thus the underlying ring of an Lι-substructure of an ordered valued
differential field is a field. Passing from L to Lι does not increase what we can
express quantifier-free in ordered valued differential fields:
Corollary 16.5.2. Given any quantifier-free Lι-formula ϕι(x1, . . . , xn), there is
a quantifier-free L-formula ϕ(x1, . . . , xn) which in every ordered valued differential
field F defines the same subset of Fn as ϕι(x1, . . . , xn).
Proof. Let OVDι be the Lι-theory of ordered valued differential fields. By B.11.5
it is enough to show that OVDι has closures of L-substructures. Let E,F |= OVDι
have a common L-substructure D. Thus D is an ordered subring of both E and F
with a derivation on it that agrees on D with the derivations of E and F such that
for all f, g ∈ D we have f 4E g ⇐⇒ f 4D g ⇐⇒ f 4F g, where 4D, 4E , 4F are
the interpretations of the symbol 4 of L in D, E, F , respectively. Let KE and KF
be the fraction fields of the integral domain D in E and F , respectively. Then
KE is the underlying ring of an Lι-substructure of E, to be denoted also by KE.
Likewise, KF denotes the corresponding Lι-substructure of F . The unique field
isomorphism KE → KF over D is clearly an Lι-isomorphism. 
Thus if K is an ω-free real closed H-field, then I(K) is not quantifier-free definable
(with parameters) in the Lι-structure K.
Let LιΛ be the language Lι augmented by unary predicate symbols I and Λ.
Given a Λ-cut (I,Λ) in K, we have the LιΛ-structure (K, I,Λ): interpret I and Λ
by I and Λ. Recall that if K is λ-free, then there is only one Λ-cut in K. By
Lemma 11.8.5, if K is Liouville closed, then I(K) is quantifier-free definable in
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(K,Λ(K)), with K construed as an Lι-structure; nevertheless, we include the sym-
bol I in LιΛ. Note that if K is Liouville closed, then ∆(K) = K \Λ(K) is quantifier-
free definable in the LιΛ-structure (K, I(K),Λ(K)) as well. However:
Proposition 16.5.3. Suppose K is an ω-free real closed H-field. Then the sub-
sets ω(K) and ω(K)↓ of K are not quantifier-free definable (even allowing param-
eters) in the LιΛ-structure (K, I(K),Λ(K)↓).
Proof. Take K∗ and ℓ as in the proof of Proposition 16.5.1, and set γ := ℓ†,
λ := −γ†, and ω := ω(λ). Then λρ  λ by Corollary 11.5.7 and hence ωρ  ω by
Corollary 11.7.3. In view of Corollary 11.7.2 and v(γ2) > 2Ψ, the pc-sequences (ωρ)
and (ωρ + γ2ρ) in K are equivalent, and σ(γρ) = ωρ + γ
2
ρ  σ(γ) = ω + γ
2. By
Corollary 13.6.3, (ωρ) is of d-transcendental type over K. Hence by Lemma 11.4.7
and Corollary 11.4.13, the pre-H-subfieldsK〈ω〉 andK〈ω+γ2〉 ofK∗ are immediate
extensions of K (so they are H-fields) and we have an isomorphism
K〈ω〉 → K〈ω + γ2〉
of H-fields over K sending ω to ω+ γ2. By Proposition 13.6.4, K〈ω〉 is λ-free, and
hence by Lemma 16.3.6,
(
I(K〈ω〉),Λ(K〈ω〉)↓) is the unique Λ-cut in K〈ω〉, and
likewise for K〈ω + γ2〉 instead of K〈ω〉. Thus
Λ(K∗)↓ ∩K〈ω〉 = Λ(K〈ω〉)↓, Λ(K∗)↓ ∩K〈ω + γ2〉 = Λ(K〈ω + γ2〉)↓,
so our isomorphismK〈ω〉 → K〈ω+γ2〉 is an isomorphism between LιΛ-substructures
of (K∗, I(K∗),Λ(K∗)↓). Now ω ∈ ω(K∗) and ω + γ2 ∈ σ(Γ(K∗)), so ω + γ2 /∈
ω(K∗), and thus ω(K) is not quantifier-free definable (with parameters) in the
LιΛ-structure (K, I(K),Λ(K)↓). Likewise with ω(K)↓ instead of ω(K). 
Let LιΩ be the language Lι augmented by the unary predicate symbols I and Ω.
Then we have the following analogue of Proposition 16.5.3:
Proposition 16.5.4. Suppose K is an ω-free real closed H-field. Then the sub-
sets Λ(K) and Λ(K)↓ of K are not quantifier-free definable (even allowing param-
eters) in the LιΩ-structure (K, I(K), ω(K)↓).
Proof. Again, take K∗ and ℓ as in the proof of Proposition 16.5.1, and set γ :=
ℓ† and λ := −γ†. Then K〈λ〉 and K〈λ + γ〉 are immediate H-field extensions
of K, and we have an isomorphism K〈λ〉 → K〈λ + γ〉 of H-fields over K which
sends λ to λ+ γ. Since K has asymptotic integration with divisible value group, so
does K〈λ〉. As K〈λ〉 is not λ-free, there are by Lemma 16.3.17 exactly two ΛΩ-cuts
in K〈λ〉, (
I,Λ1,Ω
)
and
(
I,Λ2,Ω
)
,
the key point being that these two ΛΩ-cuts have the same first component I and
same third component Ω. In particular,
I(K∗) ∩K〈λ〉 = I, ω(K∗)↓ ∩K〈λ〉 = Ω.
Likewise with K〈λ+γ〉 in place of K〈λ〉. Hence our isomorphismK〈λ〉 → K〈λ + γ〉
is an isomorphism between LιΩ-substructures of
(
K∗, I(K∗), ω(K∗)↓
)
. But λ =
−ℓ†† ∈ Λ(K∗) and λ + γ = −(1/ℓ)′† ∈ ∆(K∗), so λ + γ /∈ Λ(K∗), and thus Λ(K)
is not quantifier-free definable (even allowing parameters) in the LιΩ-structure
(K, I(K), ω(K)↓). Similarly with Λ(K)↓ in place of Λ(K). 
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Thus ω-free newtonian Liouville closed H-fields do not eliminate quantifiers when
viewed in the usual way either as LιΛ-structures or as LιΩ-structures. This goes to
explain our choice of language LιΛΩ (see the introduction to this chapter). Could a
mild “algebraic” extension of Lι, for example by a square root function, allow us to
drop one of Λ, Ω? To eliminate this possibility and make our choice of language
more compelling, we now indicate some stronger negative results. Towards this end
we specify a language La that serves as a more robust version of Lι.
To define La, note that L has the language of ordered rings as a sublanguage.
We consider R as a structure for the language of ordered rings in the usual way.
A function Rn → R is said to be Q-semialgebraic if its graph is defined in the
structure R by a (quantifier-free) formula in the language of ordered rings; we do
not allow names for arbitrary real numbers in such formulas. We extend L to the
language La by adding for each Q-semialgebraic function f : Rn → R an n-ary
function symbol f . We construe any real closed valued differential field E as an
La-structure by interpreting such f as the function En → E whose graph is defined
in E by any formula in the language of ordered rings that defines the graph of f
in R. For example, the function a 7→ a−1 : E → E (with 0−1 := 0 by convention)
is named by a function symbol ι of La. For each integer d > 1, the function
y 7→ y1/d : E → E, taking the value 0 for y 6 0 by convention, is also named by
a function symbol. With the richer language La replacing Lι the above results go
through. For example, Corollary 16.5.2 extends as follows:
Corollary 16.5.5. Given any quantifier-free La-formula ϕa(x1, . . . , xn), there is
a quantifier-free L-formula ϕ(x1, . . . , xn) which defines in every real closed K the
same subset of Kn as ϕa(x1, . . . , xn). (Recall that K ranges over pre-H-fields.)
(In the proof of Corollary 16.5.2, replace OVDι by the La-theory of real closed or-
dered valued differential fields whose valuation ring is convex, use Corollary 3.5.18,
and take real closures of fraction fields instead of just fraction fields.)
Thus if K is any ω-free real closed H-field, then I(K) is still not quantifier-free
definable (with parameters) in the La-structure K.
Let LaΛ be the language La augmented by unary relation symbols I and Λ. Then
Proposition 16.5.3 goes through with LaΛ instead of LιΛ: replace in the proof of that
proposition K〈ω〉 and K〈ω + γ2〉 by their real closures in K∗, and use that these
real closures are immediate extensions of K and La-substructures of K∗.
Likewise, let LaΩ be the language La augmented by unary relation symbols I
and Ω. Then Proposition 16.5.4 goes through with LaΩ instead of LιΩ: replace in
the proof of that proposition K〈λ〉 and K〈λ + γ〉 by their real closures in K∗.
Notes and comments. For K = T, Proposition 16.5.1 and the LaΛ-variant of
Proposition 16.5.3 are in [23], with slightly different notation: L′ instead of our La.
Corollary 16.5.5 also occurs there as Proposition 5.5, but with a defective proof.
16.6. Elimination of Quantifiers with Applications
In the introduction to this chapter we defined the theory T nl,ιΛΩ . Its models are
exactly the ω-free newtonian Liouville closed ΛΩ-fields; we defined ΛΩ-fields at the
end of Section 16.3. As noted at the end of that section, the substructures of models
of T nl,ιΛΩ are exactly the pre-ΛΩ-fields. Thus by the embedding criterion B.11.9
for QE, Theorem 16.0.1 is a consequence of the following:
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Theorem 16.6.1. Let K and L be ω-free newtonian Liouville closed ΛΩ-fields such
that L is κ+-saturated, where κ is the cardinality of the underlying set of K. Let E
be a substructure of K and let i : E → L be an embedding. Then i can be extended
to an embedding K → L.
K //❴❴❴ L
E
⊆
OO
i
>>⑥⑥⑥⑥⑥⑥⑥⑥
As to the proof of Theorem 16.6.1, note that by Proposition 16.4.1 we can reduce
to the case that E is an ω-free ΛΩ-field. In view of Corollary 16.3.22 this case is
taken care of by Corollary 16.2.4.
Corollary 16.6.2. T nl,ιΛΩ is the model completion of the Lnl,ιΛΩ -theory of ΛΩ-fields.
Theorem 16.0.1 has some immediate logical consequences for T nl:
Corollary 16.6.3. The completions of T nl are the L-theories T nlsmall and T nllarge.
These two theories as well as T nl itself are decidable.
Proof. Consider the Hardy field E = Q(x) (x > Q, x′ = 1). Any Liouville closed
H-field K with small derivation has an element f > C with f ′ = 1, and this
yields an embedding E → K sending x to f . Note also that E is grounded. In
view of Corollary 16.3.22, Theorem 16.0.1 and a well-known completeness criterion
(Corollary B.11.7) the completeness of T nlsmall then follows.
Next, set a := x−2 and consider the compositional conjugate Ea of E. Its
derivation δ = x2∂ is not small, since x−1 ≺ 1 and δ(x−1) = −1 ≍ 1. Let K be
any Liouville closed H-field whose derivation is not small. Take f ∈ K such that
f ′ = −1. By subtracting a constant from f we arrange that f 6≍ 1, and thus f ≺ 1
and f > 0. This yields an embedding Ea → K sending x−1 to f . As with T nlsmall,
we derive from this the completeness of T nllarge.
Decidability of these theories then follows since we can effectively enumerate
a set of first-order axioms for T nl; see B.6. 
Let E = Q(x) be as in the proof of Corollary 16.6.3. Then E is a grounded H-
field with constant field Q, and so E has a unique ΛΩ-cut. Therefore E has by
Proposition 16.4.8 a Newton-Liouville closure Enl in the sense that Enl is an ω-
free newtonian Liouville closed H-field extension of E that embeds over E into
any ω-free newtonian Liouville closed H-field extension of E. Thus Enl is a model
of T nlsmall that embeds into any model of T
nl
small. As T
nl
small is model complete, this
means that Enl is a so-called prime model of T nlsmall, as defined in B.10.
The Enl obtained above is d-algebraic over E, hence over Q, and the constant
field of Enl is a real closure of the constant field Q of E. Thus by Theorem 16.0.3
any prime model of T nlsmall is isomorphic to E
nl.
We also wish to call attention to the H-subfield Tda of T given by
Tda :=
{
f ∈ T : f is d-algebraic (over Q)}.
Note that Tda contains the ω-free H-subfield R(ℓ0, ℓ1, ℓ2, . . . ) of T. It follows from
Lemma 16.2.1 that Tda is actually a Newton-Liouville closure of R(ℓ0, ℓ1, ℓ2, . . . ).
In particular, we have Tda 4 T.
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Eliminating quantifiers is contingent on a good choice of primitives, but a reason-
able QE should have consequences of a more intrinsic nature that would be hard
to obtain otherwise. Below we derive such consequences.
A further reduction. We can eliminate the primitives 4, Λ, Ω, ι by introducing
some “ideal” elements. In this way we reduce quantifier-free formulas to a very
simple form, to be used in proving the results in the present section.
More precisely, let y = (y1, . . . , yn) be a tuple of distinct syntactic variables,
and Y = (Y1, . . . , Yn) a corresponding tuple of distinct differential indeterminates.
A routine induction on terms shows that for any Lι-term t(y), there are quantifier-
free formulas φ1(y), . . . , φm(y) (m > 1) in the language of differential rings, and
differential polynomials F1(Y ), G1(Y ), . . . , Fm(Y ), Gm(Y ) ∈ Q{Y }, such that for
all differential fields K and a ∈ Kn,
K |= φ1(a) ∨ · · · ∨ φm(a), and for i = 1, . . . ,m,
if K |= φi(a), then Gi(a) 6= 0 and t(a) = Fi(a)
Gi(a)
.
Let K be an H-field. Then we give K its order topology and Kn the corresponding
product topology. (Note that by Lemma 2.4.1 the order topology on K equals its
valuation topology if the valuation is nontrivial.)
Corollary 16.6.4. Suppose K is an ω-free newtonian Liouville closed H-field
and X ⊆ Kn is definable in K. Then X has empty interior in Kn if and only if
X ⊆ {a ∈ Kn : P (a) = 0} for some P ∈ K{Y } 6=.
Proof. Note that Lemma 4.4.10 goes through for differential polynomials over K
in n indeterminates, by induction on n. Next, observe that the sets Λ(K) and Ω(K)
are open and closed in K. Now use the remarks above and Theorem 16.0.1. 
Now let K be an ω-free newtonian Liouville closed H-field. Take an immediate
H-field extension L of K with an element λ such that Λ(K) < λ < ∆(K), and set
ω := ω(λ). Then Ω(K) < ω < K \Ω(K), and for f, g ∈ K with g > 0,
f
g
∈ Λ(K) ⇐⇒ f < λ g, f
g
∈ Ω(K) ⇐⇒ f < ω g.
Thus for any Lι-term t(y) as before the atomic formula Λ(t(y)) is equivalent, in K
and for y1, . . . , yn ranging over K, to a boolean combination of formulas, each of
which has one of the following forms:
F (y) < λG(y), G(y) > 0, G(y) = 0 (F,G ∈ Q{Y }).
Likewise for the atomic formula Ω
(
t(y)
)
with ω instead of λ.
We can also eliminate occurrences of 4, but for this we take a further H-field
extension L∗ of L with an element c∗ such that C < c∗ < a for all a ∈ K>C . Then
for all f1, g1, f2, g2 ∈ K with g1, g2 6= 0,
f1
g1
4
f2
g2
⇐⇒ |f1g2| 6 c∗|f2g1|.
Thus for any Lι-terms t1(y) and t2(y) the atomic formula t1(y) 4 t2(y) is equivalent,
in K and for y1, . . . , yn ranging over K, to a boolean combination of formulas, each
of which has one of the following forms:
F (y) 6 c∗G(y), G(y) > 0, G(y) = 0 (F,G ∈ Q{Y }).
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To summarize some of the above in a single lemma, let zij (i = 1, . . . , n; j ∈ N)
and vλ, vω, vc∗ , be distinct syntactic variables, and set zj := (z1j , . . . , znj). For
a = (a1, . . . , an) ∈ Kn we set a(i) :=
(
a
(i)
1 , . . . , a
(i)
n
)
, and as usual a′ = a(1). Recall
from Section 3.6 that LOR := {0, 1,−,+, · ,6} is the language of ordered rings.
Lemma 16.6.5. Let X ⊆ Kn be definable without parameters in K. Then there is a
quantifier-free LOR-formula ϕ(z0, z1, . . . , zr, vλ, vω, vc∗), for some r ∈ N, such that
X =
{
a ∈ Kn : L∗ |= ϕ(a, a′, . . . , a(r), λ,ω, c∗)}.
NIP. We refer to B.13 for a definition and discussion of the very robust but highly
restrictive property NIP that some model-theoretic structures enjoy. In this sub-
section we establish part (i) of Corollary 16.0.2:
Proposition 16.6.6. Every ω-free newtonian Liouville closed H-field has NIP.
Proof. Let K be an ω-free newtonian Liouville closed H-field. Assume towards
a contradiction that the relation R ⊆ Km×Kn is definable without parameters in
K and independent. We just do the case m = n = 1; the general case only involves
more notation. Thus for every N > 1 there are a1, . . . , aN ∈ K and bI ∈ K
(I ⊆ {1, . . . , N}), such that for i = 1, . . . , N and all I ⊆ {1, . . . , N},
R(ai, bI) ⇐⇒ i ∈ I.
Let L∗ be an H-field extension of K as at the beginning of this section, contain-
ing λ, ω, c∗. By Lemma 16.6.5 we can take a quantifier-free LOR-formula
ϕ(x0, x1, . . . , xr, y0, y1, . . . , yr, vλ, vω, vc∗),
such that for all a, b ∈ K:
R(a, b) ⇐⇒ L∗ |= ϕ(a, a′, . . . , a(r), b, b′, . . . , b(r), λ,ω, c∗).
Thus the relation R∗ ⊆ (L∗)r+1 × (L∗)r+4 given by
R∗(a0, . . . , ar, b0, . . . , br+3) ⇐⇒ L∗ |= ϕ(a0, . . . , ar, b0, . . . , br+3)
is independent and quantifier-free definable in the LOR-structure L∗, that is, in the
ordered field L∗. This contradicts B.13.8. 
The induced structure on the constant field. The goal of this subsection is
to establish the following:
Proposition 16.6.7. Let K be an ω-free newtonian Liouville closed H-field, and
let X ⊆ Kn be definable in K. Then X ∩ Cn is semialgebraic in the sense of C.
The proof goes by reduction to Proposition 3.6.13, using our QE and the fact that
a real closed H-field K with constant field C 6= K yields a tame pair (K,C) as
defined in Section 3.6.
Proof of Proposition 16.6.7. Take an immediate real closed H-field exten-
sion L ofK and λ,ω ∈ L as earlier in this section. As in the proof of Corollary 4.7.4,
our QE reduces the problem to showing for polynomials p, q ∈ K[Y1, . . . , Yn] that
the following subsets of Cn are semialgebraic in the sense of C:{
c ∈ Cn : p(c) = 0}, {c ∈ Cn : p(c) > 0}, {c ∈ Cn : p(c) 4 q(c)},{
c ∈ Cn : p(c) < λ q(c)}, {c ∈ Cn : p(c) < ω q(c)}.
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This holds for the first three sets by a direct application of Proposition 3.6.13 to
the tame pair (K,C). The two sets involving λ and ω are semialgebraic in the sense
of C by applying Proposition 3.6.13 to the tame pair (L,C). 
O-minimality at infinity. By this we mean the following:
Proposition 16.6.8. Let K be an ω-free newtonian Liouville closed H-field, and
let X ⊆ K be definable in K. Then there exists an element a ∈ K such that
(a,+∞) ⊆ X or (a,+∞) ∩X = ∅.
This is proved by logarithmic decomposition of differential polynomials; we refer to
Section 4.2 for how these decompositions are defined. First some lemmas.
Lemma 16.6.9. Let K be a Liouville closed H-field and K < a where a lies in some
H-field extension of K. Then K < (a†)m < a for all m > 1.
Proof. Since (K×)† = K, the set Ψ ⊆ Γ is downward closed. Set α := va. Then
α < Γ, and so α† < Γ: otherwise we have γ ∈ Γ< such that α† > γ†, and so α > γ,
contradicting α < Γ. Also, α† = o(α) by Lemma 9.2.10; to apply this lemma, first
shift by an element of Γ to reduce to the small derivation case. It remains to note
that a† > 0 and v(a†) = α†. 
Lemma 16.6.10. With K and a as in Lemma 16.6.9, a is d-transcendental over K,
CK〈a〉 = C, and K〈a〉 is an H-field extension of K whose value group
v
(
K〈a〉×) = Γ⊕⊕
n
Zv
(
a〈n〉
)
(internal direct sum)
contains Γ as a convex subgroup. If K is ω-free, then so is K〈a〉.
Proof. By induction and Lemma 16.6.9 we have
K < (a〈n+1〉)m < a〈n〉 (n = 0, 1, 2, . . . , m = 1, 2, . . . ).
Let P ∈ K{Y } 6= of order 6 r have logarithmic decomposition
P =
∑
i
P〈i〉Y
〈i〉
with i ranging over N1+r, all P〈i〉 ∈ K, and P〈i〉 6= 0 for only finitely many i. Take
j ∈ N1+r lexicographically maximal with P〈j〉 6= 0. It follows from the above that
P (a) ∼ P〈j〉 · a〈j〉, and thus
P (a) 6= 0, sign P (a) = sign P〈j〉, v
(
P (a)
)
= vP〈j〉 +
r∑
n=0
jnv
(
a〈n〉
)
.
Thus a is d-transcendental over K, and for any f ∈ K〈a〉6= there are g ∈ K× and
k0, . . . , kr ∈ Z such that f ∼ g ·
(
a〈0〉
)k0 · · · (a〈r〉)kr . Therefore resK〈a〉 = resK,
and so K〈a〉 is an H-field extension ofK with C = CK〈a〉. The statement about the
value group of K〈a〉 also follows easily. Suppose now that K is ω-free, and K〈a〉
is not; it remains to derive a contradiction from this assumption. Since Γ< is
cofinal in Γ<K〈a〉 this gives an element ω ∈ K〈a〉 such that ωρ  ω, where (ωρ) is
the sequence in K obtained in the usual way from a logarithmic sequence in K.
Now (ωρ) is of d-transcendental type over K, so K〈ω〉 is an immediate extension
of K, and ω is d-transcendental over K. Now ω = P (a)/Q(a) with P,Q ∈ K{Y } 6=,
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so a is a zero of the differential polynomial ωQ(Y ) − P (Y ) ∈ K〈ω〉{Y } 6=, and
thus K〈a〉 is d-algebraic over K〈ω〉. It follows that K〈a〉 has finite trancendence
degree over K〈ω〉, and so Qv(K〈a〉×)/Γ has finite dimension as a vector space
over Q, contradicting the above structure of v
(
K〈a〉×). 
Proof of Proposition 16.6.8. By a routine translation into model-theoretic
terms it is enough to show the following:
Claim: Let L be an elementary extension of K with elements a, b > K. Then there
is a pre-H-field isomorphism i : K〈a〉 → K〈b〉 over K with i(a) = b such that also
i
(
Λ(L) ∩K〈a〉) = Λ(L) ∩K〈b〉, i(Ω(L) ∩K〈a〉) = Ω(L) ∩K〈b〉.
A pre-H-field isomorphism i : K〈a〉 → K〈b〉 over K with i(a) = b is obtained from
Lemma 16.6.10 and its proof, in particular, the equalities for sign P (a) and v
(
P (a)
)
in that proof. Since K is ω-free, so are K〈a〉 and K〈b〉 by the same lemma, and so
the additional property claimed for i is now a consequence of Corollary 16.3.19. 
Using fractional linear transformations we get analogous behavior of any definable
set X ⊆ K to the left as well as to the right of any point in K. In other words, K
is locally o-minimal in the sense of Marker and Steinhorn; see [449]. Thus:
Corollary 16.6.11. Let K be an ω-free newtonian Liouville closed H-field, and
let X ⊆ K be definable in K. Then X is the disjoint union of an open definable
subset of K and a discrete definable subset of K. Moreover, X is discrete in K iff
X ⊆ {y ∈ K : P (y) = 0} for some P ∈ K{Y } 6=.
Proof. The interior of X in K is definable, and so X with its interior removed is
discrete, by local o-minimality. For the second part, use Corollary 16.6.4. 
O-minimality at C↓. We also have o-minimality at another important cut:
Proposition 16.6.12. Let K be an ω-free newtonian Liouville closed H-field, and
let X ⊆ K be definable in K. Then there exists an element a > C in K such that
{f ∈ K : C < f < a} ⊆ X or {f ∈ K : C < f < a} ∩X = ∅.
Proof. By a routine translation into model-theoretic terms it suffices to show:
Claim: Let L be an elementary extension of K and f, g ∈ L be such that CL < f < a
and CL < g < a for all a > C in K. Then there is a pre-H-field isomorphism
i : K〈f〉 → K〈g〉 over K with i(f) = g such that also
i
(
Λ(L) ∩K〈f〉) = Λ(L) ∩K〈g〉, i(Ω(L) ∩K〈f〉) = Ω(L) ∩K〈g〉.
To prove this claim, note first that Γ< < vf < 0 and Γ< < vg < 0. So Corol-
lary 13.6.8 yields a pre-H-field isomorphism K〈f〉 → K〈g〉 over K sending f to g.
Also, K〈f〉 and K〈g〉 have a smallest comparability class by Proposition 13.6.7,
and thus K〈f〉 and K〈g〉 have unique ΛΩ-cuts by Corollary 16.3.19. This yields
the claim. 
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Notes and comments. The uniqueness-up-to-isomorphism of prime models
of T nlsmall holds also on general model-theoretic grounds: [284, Corollary 4.2.16].
Some of the arguments in the subsections on the induced structure on the
constant field and o-minimality at infinity were already used in Section 5 of [23] to
prove quantifier-free versions of Propositions 16.6.7 and 16.6.8 for K = T.
Shelah [410] considers a strengthening of NIP, called dp-minimality; see [103]
for basic facts about this notion. Algebraically closed valued fields, the field of p-
adic numbers, and o-minimal structures are dp-minimal. Simon [415, Theorem 3.6]
proved that if an expansion (G;6, 0,+, . . . ) of a divisible ordered abelian group is
dp-minimal, then all infinite definable subsets of G have nonempty interior. Thus
if K is any pre-H-field and K 6= C, then K is not dp-minimal, since the definable
set C ⊆ K has empty interior. Another strengthening of NIP is the notion of distal-
ity, due to Simon [416]. O-minimal structures and the field of p-adic numbers are
distal, but algebraically closed valued fields are not. We intend to show elsewhere
that T is distal.
In view of [105, §2.25], Corollary 16.6.4 yields a natural notion of dimension for
definable sets X ⊆ Tn; for details, see [25]. In connection with Corollary 16.6.11,
the standard example of an infinite discrete definable subset of T is of course the
set R of constants. The question arises if this is the source of all discreteness: is
every discrete definable subset of Tn the image of some semialgebraic set S ⊆ Rm
under a definable map S → Tn? It turns out that the answer is negative; see [25].

APPENDIX A
Transseries
We assume here familiarity with well-based series and Hahn fields as exposed in
Section 3.1. We begin by adding some items to this material. Our construction
of T is self-contained as to concepts and definitions, but for proofs of some key
properties we refer to [112], where T is denoted by R((x−1))LE, or R((t))LE with
t = x−1, and called the field of logarithmic-exponential series (in x over R). The
construction is also very similar to the treatment in Schmeling’s thesis [388].
The reader should be aware that notations and terminology concerning Hahn
fields and transseries vary considerably across the literature, even in our own earlier
works. (For example, the T in [22] is not the T constructed here.) In the present
volume we have systematized things by adopting many notations from [194].
Summability in Hahn fields. In what follows, M is a multiplicative (totally)
ordered abelian group, ordered by 4. Also C will be a (coefficient) field, so that
we have the Hahn field C[[M]], with the internal direct sum decomposition
C[[M]] = C[[M≻1]]⊕ C ⊕ C[[M≺1]]
into C-linear subspaces. Note that C[[M≺1]] = C[[M]]≺1.
A family (fλ)λ∈Λ in C[[M]] is said to be summable if
⋃
λ supp fλ is well-based
and for each m ∈M there are only finitely many λ ∈ Λ such that fλ,m 6= 0; in that
case we define its sum
∑
λ fλ to be the series f ∈ C[[M]] such that fm =
∑
λ fλ,m
for each m ∈ M. (This agrees with the usual notation for elements of C[[M]]: for
a series f =
∑
m fmm ∈ C[[M]] the family fmm is indeed summable with sum f .)
Let t = (t1, . . . , tn) be a tuple of distinct variables and let
F = F (t) =
∑
ν
cνt
ν ∈ C[[t]] := C[[t1, . . . , tn]]
be a formal power series over C; here the sum ranges over all multiindices ν =
(ν1, . . . , νn) ∈ Nn, and cν ∈ C, tν := tν11 · · · tνnn . For any tuple ε = (ε1, . . . , εn) of
elements of C[[M]]≺1 the family (cνεν) is summable, where εν := ε
ν1
1 · · · ενnn . Put
F (ε) :=
∑
ν
cνε
ν ∈ C[[M]]41 = C[[M41]].
For example, if C has characteristic zero, then for n = 1 and t = t1 the formal
series exp(t) =
∑∞
ν=0 t
ν/ν! yields a partial exponential function
ε 7→ exp(ε) =
∞∑
ν=0
εν/ν! : C[[M]]≺1 → 1 + C[[M]]≺1,
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an isomorphism of the additive subgroup C[[M]]≺1 of C[[M]] onto the multiplicative
subgroup 1 + C[[M]]≺1 of C[[M]]×, with inverse
1 + δ 7→ log(1 + δ) :=
∞∑
ν=1
(−1)ν−1δν/ν : 1 + C[[M]]≺1 → C[[M]]≺1.
Let N also be a multiplicative ordered abelian group. Then a map
Φ : C[[M]]→ C[[N]]
is said to be strongly additive if for each summable family (fλ) in C[[M]] the
family
(
Φ(fλ)
)
in C[[N]] is summable with Φ(
∑
λ fλ) =
∑
λ Φ(fλ). Note that if Φ
is strongly additive, then it is additive.
The case where M is a product with convex factor G. Suppose now that G
and R are ordered subgroups of M such that
G is convex in M, G ∩R = {1}, M = GR := {gr : g ∈ G, r ∈ R}.
Then we have an isomorphism C[[M]]→ C[[G]][[R]] of C[[G]]-algebras given by
f =
∑
m
fmm 7→
∑
r∈R
∑
g∈G
fgrg
 r.
For f ∈ C[[M]] we have in fact f =∑r∈R (∑g∈G fgrg) r where the indicated sums
exist in C[[M]] according to the definition of summability. Whenever convenient
we identify below C[[M]] and C[[G]][[R]] via the above isomorphism.
If in addition C is an ordered field, then C[[M]] and C[[G]] are ordered Hahn
fields, and so is C[[G]][[R]], and the above isomorphism is also an isomorphism of
ordered fields. (In this remark and in what follows the reader is assumed to be
familiar with Section 3.5.)
Directed unions of Hahn fields. A key feature of T will be its structure as a
directed union of Hahn fields over its constant field R. (A Hahn field over R with
its natural valuation and ordering and any derivation is never a Liouville closed
H-field, by [20, Corollary 7.2], and so cannot have the properties we expect of T.)
It is therefore useful to extend the notions above to such directed unions, and so
we consider here a directed family (M)i∈I with I 6= ∅, of ordered subgroups of the
ordered multiplicative group M such that M =
⋃
iMi. Here “directed” means that
for all i, j ∈ I there exists k ∈ I with Mi,Mj ⊆Mk. This leads to a directed union
of Hahn fields over C, namely the valued subfield
K :=
⋃
i
C[[Mi]]
of C[[M]]. Define a K-subgroup of M to be an ordered subgroup G of M such
that C[[G]] ⊆ K, inside the ambient C[[M]]; thus each Mi is a K-subgroup of M.
We say that the family (Mi) is healthy if every K-subgroup of M is contained
in some Mi; this might depend on C. An easy diagonal argument shows: if I is
countable (the relevant case for us), then (Mi) is healthy. Also, by an easy cofinality
argument, if every Mi is convex in M, then (Mi) is healthy.
Assume below that (Mi) is healthy. A family (fλ) inK is said to be summable
if there exists a K-subgroup G of M such that all fλ ∈ C[[G]] and (fλ) is summable
as a family in C[[G]]; note that then
∑
λ fλ is defined as an element of K (lying
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in C[[G]] for G as above). Thus for F =
∑
ν cνt
ν ∈ C[[t]] with t = (t1, . . . , tn) and
ε ∈ OnK , the family (cνεν)ν∈Nn is summable, with F (ε) :=
∑
ν cνε
ν ∈ OK .
Let N also be an ordered abelian group, with N =
⋃
j Nj and (Nj) a directed
family of ordered subgroups of N. Let L =
⋃
j C[[Nj ]] ⊆ C[[N]], and assume (Nj)
is healthy. Then a map Φ: K → L is said to be strongly additive if for every
summable family (fλ) in K the family (Φ(fλ)) is summable in L, and Φ(
∑
λ fλ) =∑
λ Φ(fλ). A map Φ: K → L is said to be healthy if for each K-subgroup G of M
there exists an L-subgroup H of N such that Φ
(
C[[G]]
) ⊆ C[[H]].
Exponential ordered fields. An exponentiation on a field E is a group mor-
phism exp: E → E× from the additive group of E into its multiplicative group. An
exponential ordered field is an ordered field E equipped with a strictly increasing
exponentiation on E (denoted by exp unless specified otherwise, necessarily taking
values in the multiplicative subgroup E> of E×). A logarithmic-exponential
ordered field is an exponential ordered field E with exp(E) = E>; the inverse
of the ordered group isomorphism exp: E → E> is then an ordered group iso-
morphism log : E> → E. Below we consider the ordered field R of real numbers
as a logarithmic-exponential ordered field with exponentiation r 7→ er. For any
logarithmic-exponential ordered field E we set af := exp(f log a) ∈ E> for a ∈ E>
and f ∈ E, so a0 = 1 and a1 = a, and the usual identitites follow:
af+g = afag, (ab)f = afbf , afg = (af )g (a, b ∈ E>, f, g ∈ E).
Initially we shall construct T as a logarithmic-exponential ordered field extension
of R; the definition of the derivation on T comes later. This construction involves
the following general procedure. We define a pre-exponential ordered field to
be a tuple (E,A,B, exp) such that:
(1) E is an ordered field;
(2) A and B are additive subgroups of E with E = A⊕B and B convex in E;
(3) exp: B → E× is a strictly increasing group morphism (so exp(B) ⊆ E>).
Let (E,A,B, exp) be a pre-exponential ordered field. We view A as the part of E
where exponentiation is not yet defined, and accordingly we introduce a “bigger”
pre-exponential ordered field (E∗, A∗, B∗, exp∗) as follows: Take a multiplicative
copy exp∗(A) of the ordered additive group A with order-preserving isomorphism
exp∗ : A→ exp∗(A), and put E∗ := E[[exp∗(A)]]. Viewing E∗ as an ordered Hahn
field over the ordered coefficient field E, we set
A∗ := E[[exp∗(A)≻1]], B∗ := (E∗)41 = E ⊕ (E∗)≺1 = A⊕B ⊕ (E∗)≺1.
Note that exp∗(A)≻1 = exp∗(A>). Next we extend exp∗ to exp∗ : B∗ → (E∗)× by
exp∗(a+ b+ ε) := exp∗(a) · exp(b) ·
∞∑
n=0
εn
n!
(a ∈ A, b ∈ B, ε ∈ (E∗)≺1).
Then E ⊆ B∗ = domain(exp∗), and exp∗ extends exp. Note that E < (A∗)> (but
exp∗(E) is cofinal in E∗ if A 6= {0}). In particular, for a ∈ A>, we have
exp∗(a) ∈ exp∗(A>) ⊆ (A∗)>, so exp∗(a) > E.
Suppose now that E = R[[N]], where N is a multiplicative ordered abelian group.
We identify N and exp(A) with subgroups of the product group N∗ = N× exp(A)
via n 7→ (n, 1) and e 7→ (1, e) for n ∈ N and e ∈ exp(A). Then N∗ = N exp(A) and
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N ∩ exp(A) = {1} (in N∗). We make N∗ into an ordered abelian group so that N
and exp(A) are ordered subgroups and N is convex in N∗. The effect is that
E∗ = R[[N]] [[exp(A)]] = R[[N∗]],
after the natural identifications, so the inclusion E ⊆ E∗ is now the inclusion
R[[N]] ⊆ R[[N∗]] induced by N ⊆ N∗. Viewing E and E∗ as Hahn fields over R,
we get: if all infinitesimals of E lie in B and exp(ε) =
∑∞
ν=0 ε
ν/ν! for all infinitesi-
mal ε ∈ E, then all infinitesimals of E∗ lie in B∗ and exp∗(ε) =∑∞ν=0 εν/ν! for all
infinitesimal ε ∈ E∗.
Construction of Texp. Starting with E0 := R[[G0]], with G0 = xR, we construct
the field Texp =
⋃
mEm of exponential transseries as the union of an increasing
sequence of Hahn fields Em = R[[Gm]]. First we make the ordered Hahn field E0
over R into the pre-exponential ordered field
(E0, A0, B0, exp0), A0 := R[[G
≻1
0 ]], B0 := E
41
0 = R⊕ E≺10 , with
exp0 : B0 → E×0 given by exp0(r + ε) := er
∞∑
n=0
εn/n! (r ∈ R, ε ∈ E≺10 ).
Inductively, we assume given the pre-exponential ordered field (Em, Am, Bm, expm)
with the ordered Hahn field Em = R[[Gm]] over R, and set
(Em+1, Am+1, Bm+1, expm+1) : = (E
∗
m, A
∗
m, B
∗
m, exp
∗
m), so
Em = R[[Gm]] ⊆ Em+1 = R[[Gm+1]] (inclusions of ordered Hahn fields)
with Gm a convex ordered subgroup of Gm+1 = Gm exp(Am). We put
GE :=
⋃
m
Gm, Texp = R[[x
R]]E :=
⋃
m
Em,
with GE construed as the multiplicative ordered abelian group having the Gm as
ordered subgroups, and Texp as the ordered field with the Em as ordered subfields.
The elements of GE are called exponential transmonomials (or E-monomials),
and those of Texp are called exponential transseries (or E-series). The alternative
notation R[[xR]]E for Texp highlights the role of the formal variable x and the initial
Hahn field R[[xR]] in the construction of Texp, with the superscript E indicating
closure under exponentiation. Let exp: Texp → T×exp be the common extension of
the expm. Then Texp with exp is an exponential ordered field extension of R. The
ordered Hahn field R[[GE]] gives an ordered field inclusion Texp ⊆ R[[GE]]. We think
of any f ∈ Texp as a series f(x) ∈ R[[GE]] with supp f ⊆ GE. Considering Texp
also as a valued subfield of the Hahn field R[[GE]] we have
exp(ε) =
∞∑
ν=0
εν/ν! for infinitesimal ε ∈ Texp.
Note: Texp is dense in this valued field R[[GE]], since every Gm is convex in GE.
In order to indicate an element of R[[GE]] outside Texp, set exp0(x) := x and
expn+1(x) := exp
(
expn(x)
)
; note that we abandon here the earlier meaning of
expn : Bn → E×n . Induction gives expn+1(x) ∈ exp(A>n ), so expn+1(x) ∈ Gn+1 and
expn+1(x) > Gn. Thus the series
∑∞
n=0 1/ expn(x) lies in R[[G
E]] but not in Texp.
Straightforward inductions on m yield:
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Lemma A.1. The Gm and Am have the following basic properties:
(i) Am = {f ∈ Texp : Gm−1 ≺ supp f ⊆ Gm}, with G−1 := {1};
(ii) |a| > Am−1 for all a ∈ A6=m, with A−1 := {0};
(iii)
{
f ∈ R[[Gm]] : supp f ≻ 1
}
= A0 ⊕ · · · ⊕Am;
(iv) Gm = xR · exp(A0 ⊕ · · · ⊕Am−1) and xR ∩ exp(A0 ⊕ · · · ⊕Am−1) = {1}.
Corollary A.2. {f ∈ Texp : supp f ≻ 1} =
⊕∞
m=0Am, and
GE = xR · exp
(
∞⊕
m=0
Am
)
, xR ∩ exp
(
∞⊕
m=0
Am
)
= {1}.
Lemma A.3. T>exp = x
R · exp(Texp).
Proof. Let f ∈ E>m. By (iv) of Lemma A.1, f = cxr exp(a)(1 + δ) with c ∈ R>,
r ∈ R, a ∈ A0 + · · · + Am−1, and infinitesimal δ in the Hahn field Em = R[[Gm]].
Since 1 + δ = exp
(∑∞
ν=1(−1)ν−1δν/ν
) ∈ exp(Em), we get f ∈ xR exp(Em). 
It is easy to check that x /∈ exp(Texp), so we are still missing log x. Next we
show that copying the above procedure with log x instead of x, and then with
log log x, and so on, and taking a union, is enough to enlarge the exponential
ordered field Texp to a logarithmic-exponential ordered field T.
From Texp to T. The idea is to use distinct symbols ℓ0, ℓ1, ℓ2, . . . in the role
of x, log x, log log x, . . . . Replacing for any given n the formal variable x in R[[xR]]E
by ℓn changes informally any E-series f(x) ∈ R[[xR]]E into a series f(ℓn) ∈ R[[ℓRn]]E.
Formally: take for each n an isomorphism
m 7→ m↓n : GE → GE,n
of (multiplicative) ordered abelian groups, with xr↓n = ℓrn ∈ GE,n for r ∈ R.
Given n, this isomorphism extends uniquely to a strongly additive R-linear map
f 7→ f↓n : R[[GE]]→ R[[GE,n]].
This map is the identity on R and is an isomorphism of ordered (Hahn) fields; we
denote the image of R[[xR]]E under this isomorphism by R[[ℓRn]]
E, and make the
ordered subfield R[[ℓRn]]
E of the ordered Hahn field R[[GE,n]] into an exponential
ordered field, with exponentiation denoted also by exp, in such a way that
f 7→ f↓n : R[[xR]]E → R[[ℓRn]]E
is an isomorphism of exponential ordered fields. Also ℓn := ℓ1n ∈ ℓRn by notational
convention. For n = 0 we take GE,0 = GE, with m↓0 = m for m ∈ GE. Thus
xr = ℓr0 for r ∈ R, and f↓0 = f for f ∈ R[[GE]]. Given n, we have the increasing
sequence (Gm↓n)∞m=0 of convex subgroups of GE,n with GE,n =
⋃
mGm↓n, and
likewise, R[[ℓRn]]
E =
⋃
m R[[Gm↓n]].
It is straightforward to define inductively a strongly additive R-linear embedding
R[[xR]]E → R[[xR]]E
of exponential ordered fields that sends xr to exp(rx) for each r ∈ R, and show
that these properties define the embedding uniquely. (It maps Gm into Gm+1
and Em into Em+1.) By transport to isomorphic copies of R[[xR]]E we have for
each n a unique strongly additive R-linear embedding R[[ℓRn]]
E → R[[ℓRn+1]]E of
exponential ordered fields that sends ℓrn to exp(rℓn+1) for each r ∈ R; it maps Gm↓n
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into Gm+1↓n+1 and thus GE,n into GE,n+1. We identify R[[ℓRn]]E with its image
in R[[ℓRn+1]]
E under this embedding. So ℓrn = exp(rℓn+1) for r ∈ R, and Gm↓n ⊆
Gm+1↓n+1, and we have inclusions
Texp = R[[ℓ
R
0 ]]
E ⊆ R[[ℓR1 ]]E ⊆ R[[ℓR2 ]]E ⊆ · · · ,
GE = GE,0 ⊆ GE,1 ⊆ GE,2 ⊆ · · ·
of exponential ordered fields and ordered abelian groups. We now set
T = R[[xR]]LE :=
⋃
n
R[[ℓRn]]
E, GLE :=
⋃
n
GE,n ⊆ T,
with T construed as an exponential ordered field having the R[[ℓRn]]
E as exponential
ordered subfields, and GLE construed as a multiplicative ordered abelian group
with the GE,n as ordered subgroups. In particular, we have the ordered Hahn
field R[[GLE]] with the ordered field inclusion T ⊆ R[[GLE]]. We also consider T as a
valued subfield of the Hahn field R[[GLE]]. Continuing to denote the exponentiation
of T by exp, we have exp(ε) =
∑∞
ν=0 ε
ν/ν! for infinitesimal ε ∈ T. From xr =
exp(rℓ1) for r ∈ R, and Lemma A.3 we obtain(
R[[xR]]E
)> ⊆ exp(R[[ℓR1 ]]E) ,
and likewise
(
R[[ℓRn]]
E
)> ⊆ exp(R[[ℓRn+1]]E) for all n. Thus T is a logarithmic-
exponential ordered field. For the inverse log : T> → T of the exponentiation of T it
is now literally true that ℓ1 = log x, ℓ2 = log log x, and so on. As in any logarithmic-
exponential field we set af := exp(f log a) for a ∈ T> and f ∈ T. Thus for f ∈ T
we have ef = exp(f), and so we use ef as an alternative notation for exp(f). (The
above identification ℓrn = exp(rℓn+1) for real r agrees with this definition of powers.)
The elements of GLE are the transmonomials (or LE-monomials). For f ∈ T×
we have the dominant monomial d(f) ∈ GLE.
For any f ∈ T and S ⊆ GLE the subseries f |S :=
∑
m∈S fmm ∈ R[[GLE]] also
lies in T: to see this, one first observes this holds for each Em instead of T, and
thus for each R[[ℓRn]]. In particular, T is a truncation closed subfield of R[[G
LE]].
The valuation of T. Note that the valuation ring of T is {f ∈ T : supp f 4 1},
which is also the convex hull of R in the ordered field T. We make the value
group ΓT of the valuation into an ordered vector space over R by rγ := v(gr) for
r ∈ R, γ ∈ ΓT and g ∈ T> with vg = γ. Setting A := {f ∈ T : supp f ≻ 1} we have
the internal direct sum decomposition
T = A⊕ R⊕ OT
of T into R-linear subspaces. The valuation has a concrete realization, based on
the interesting fact that exp(A) = GLE. (Proof of this fact: by Corollary A.2 we
have
exp(AE) = GE, where AE :=
{
f ∈ R[[xR]]E : supp f ≻ 1}+ Rℓ1.
Use the natural analogues of this for R[[ℓRn]]
E, GE,n in the role of R[[xR]]E, GE.)
Thus the surjective map f 7→ − log d(f) : T× → A can serve as the valuation of T,
with the ordered subgroup A of T as value group, its structure as R-linear subspace
of T agreeing with the earlier defined vector space structure on the value group.
Note also that exp(A) = GLE gives that if m ∈ GLE and r ∈ R, then mr ∈ GLE.
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We saw in the construction of Texp that the sequence x, ex, ee
x
, ee
ex
, . . . in Texp
is strictly increasing and cofinal in it. Hence for each n the analogous sequence
ℓn, ℓn−1, . . . , ℓ1, x, e
x, ee
x
, . . .
in R[[ℓRn]]
E is strictly increasing and cofinal in R[[ℓRn]]
E. Thus the sequence
x, ex, ee
x
, ee
ex
, . . .
is even cofinal in T. This argument also shows that the sequence ℓ0, ℓ1, ℓ2, ℓ3, . . .
in T>R is strictly decreasing. We claim that it is coinitial in T>R. To see this, we
note first that [v(x)] is the smallest nontrivial archimedean class of the value group
of R[[xR]]E, with
[
v(x)
]
<
[
v(ex)
]
. Hence
[
v(ℓn)
]
is the smallest nontrivial archi-
medean class of the value group of R[[ℓRn]]
E, and
[
v(ℓn)
]
<
[
v(ℓn−1
]
when n > 1.
In this way we get a sequence[
v(ℓ0)
]
>
[
v(ℓ1)
]
>
[
v(ℓ2)
]
> · · ·
of archimedean classes of the value group of T, which is moreover coinitial in the
set of nontrivial archimedean classes of this value group. It remains to note that
we are dealing with a convex valuation on the ordered field T.
Representing T as a directed union of Hahn fields. This was not done
in [112] in the strong form we need for the hypothesis in Theorem 15.0.1 (in view
of its Corollary 15.0.2), so we give full details here.
By construction, T is an increasing union of increasing unions of Hahn fields
over R. To represent it as as a directed (and also as an increasing) union of Hahn
fields over R, we recall that Gm↓n ⊆ Gm+1↓n+1. Also Gm↓n ⊆ Gm+1↓n, and from
these two kinds of inclusions we easily obtain Gm↓n ⊆ G2ν↓ν for ν = max(m,n);
moreover, G2m↓m ⊆ G2n↓n for all m 6 n. Thus the countable family (Gm↓n)m,n
of ordered subgroups of GLE is directed, with GLE =
⋃
m,nGm↓n. This family is
in particular a healthy family (with respect to the coefficient field R), and T =⋃
m,nR[[Gm↓n]], and so the notion of a strongly additive map T→ T makes sense.
We even have an increasing sequence (G2n↓n)n of ordered subgroups of GLE with
T =
⋃
nR[[G2n↓n]]. Note also that
R[[Gm↓n]] = R[[Gm]]↓n = Em↓n.
The upward shift operator. A very useful automorphism of T is the upward
shift, informally to be thought of as f(x) 7→ f(ex). Formally it is the unique
strongly additive R-linear automorphism f 7→ f↑ of the exponential ordered field T
that sends x to ex. (To construct it, take for each n the strongly additive R-
linear embedding R[[ℓRn]]
E → R[[ℓRn]]E of exponential ordered fields that sends ℓrn to
exp(rℓn) for each r ∈ R, and show that these maps have a common extension to a
map T→ T; this common extension is the upward shift.) It is easy to check that
GE
x ⊆ GE ⊆ GE,1x,
so the upward shift mapsGLE onto itself. The inverse of the upward shift operator is
the downward shift operator f 7→ f↓. The nth iterate of the upward (respectively,
downward) shift operator is f 7→ f↑n, respectively, f 7→ f↓n. Thus x↓n = ℓn.
If f ∈ R[[xR]]E, then this f↓n equals f↓n as defined in the subsection “From Texp
to T.” Thus
(
R[[ℓRn]]
E
)xn = Texp.
Lemma A.4. If 0 < g ∈ Em↓n, then log g ∈ Em+1↓n+1.
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Proof. Applying ↑n, this reduces to the case n = 0. So let 0 < g ∈ Em; we have
to show that log g ∈ Em+1↓. By (iv) of Lemma A.1 we have g = cxr exp(a)(1 + δ)
with c ∈ R>, r ∈ R, a ∈ A0 + · · · + Am−1, and δ ≺ 1 in Em. Then log g =
log c+ rℓ1 + a+ log(1 + δ); now use that a, log(1 + δ) ∈ Em ⊆ Em+1↓. 
Differentiating and integrating transseries. In the rest of this appendix we
also assume familiarity with Section 10.5. It would be nice if transseries f = f(x)
could be differentiated so that the following rules hold:
(D1) r′ = 0 for all r ∈ R, and x′ = 1;
(D2) (exp f)′ = f ′ exp f for all f ∈ T (and thus (log f)′ = f † for all f ∈ T>);
(D3) f 7→ f ′ : T→ T is strongly additive.
The inductive construction of T makes it plausible that this can be done uniquely:
Proposition A.5. There is a unique derivation on T satisfying (D1), (D2), (D3).
Section 3 of [112] constructs a derivation on T, denoted by ∂ below, satisfying
(D1), (D2), and (D3). (The paper cited denotes ∂ by d/dx, since ∂ is thought of as
differentiation with respect to x.) These properties clearly determine ∂ uniquely,
and below we consider T as a differential field whose derivation is ∂.
The map ∂ : T→ T is healthy. This is because ∂(Em↓n) ⊆ Em↓n for all m > n.
To prove these inclusions, note first that by the construction of ∂ each Em is a
differential subfield of T (so Texp is as well). Next, with expn = nth iterate of exp,
expn(x)
′ =
n∏
i=1
expi(x), (f↑n)′ = f ′↑n expn(x)′ (f ∈ T),
by [112]. In view of expn(x) ∈ Em for m > n, this yields the desired inclusion.
A consequence of the strong additivity of the derivation is that for an ordinary
power series F ∈ R[[t1, . . . , tn]] and ε = (ε1, . . . , εn) ∈ OnT we have
F (ε)′ =
n∑
i=1
∂F
∂ti
(ε) · ε′i.
Here are some basic properties of T as an ordered valued differential field:
Proposition A.6. CT = R, and T is a Liouville closed H-field.
Theorem 3.9(4) in [112] gives CT = R, which together with Proposition 4.3 in that
paper makes T an H-field. The surjectivity of ∂ : T → T is [112, Theorem 5.6].
Hence T is Liouville closed: given a ∈ T, take b ∈ T with b′ = a; then (eb)† = a.
The Em and thus the E2n↓n are spherically complete H-subfields of T. More-
over,
[
v(x)
]
is the smallest element of
[
Γ 6=Em
]
, so Em is grounded with maxΨEm =
v(x†) = v(1/x). Likewise,
[
v(ℓn)
]
is the smallest elements of
[
(Em↓n)6=
]
, so E2n↓n
is grounded with maxΨE2n↓n = v(ℓ
†
n). Thus T =
⋃
nE2n↓n represents T as an
increasing union of spherically complete grounded H-subfields.
These facts also lead to an alternative proof that ∂ : T→ T is surjective: using
Corollary 15.2.4 it suffices to note that ℓ†n = ℓ
′
n+1 ∈ ∂(En+1↓n+1).
Composition. Let f range over T and g, h over T>R. With this convention:
Proposition A.7. There is a unique operation
(f, g) 7→ f ◦ g : T× T>R → T
such that for each g the following conditions are satisfied:
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(i) x ◦ g = g;
(ii) f 7→ f ◦ g : T→ T is an R-linear embedding of exponential ordered fields;
(iii) f 7→ f ◦ g : T→ T is strongly additive.
This is Theorem 6.2 in [112], except that the uniqueness is stated there with further
conditions than just (i), (ii), (iii) above. It is rather easy to check, however, that
there can be at most one operation as in the above proposition. Thus the other
conditions of that Theorem 6.2, namely (iv), (v), (vi) below, are consequences:
(iv) f ◦ x = f ;
(v) f↑ = f ◦ ex;
(vi) (f ◦ g) ◦ h = f ◦ (g ◦ h);
(vii) (f ◦ g)′ = (f ′ ◦ g) · g′.
The last item here, the Chain Rule, is part of Proposition 6.3 in [112]. Note also
that ex ◦g = eg, ℓ1◦g = log g and f↓ = f ◦ℓ1. If f and g are thought of as series f(x)
and g(x), then f ◦ g can be thought of as f(g(x)). For example, in Section 5.7 the
identities f↑ = f(ex) and f↓ = f(log x) use this suggestive notation.
Proposition A.8. Given g the map f 7→ f ◦ g is healthy. More precisely, assume
that f ∈ Em↓n and g ∈ Ep↓q, p, q ∈ N. Then f ◦ g ∈ Em+n+p↓n+q.
Proof. We have f ◦ g = f↑n ◦ logn g, with f↑n ∈ Em, and logn g ∈ Ep+n↓q+n by
Lemma A.4. It remains to use subsection 6.8 in [112]. 
The subfield Tlog of logarithmic transseries. This subfield is a particularly
transparent part of T, more so than Texp. It also has much stronger algebraic
closure properties than Texp. Let Ln := ℓR0 · · · ℓRn be the subgroup of GLE generated
by the real powers of the ℓi for i = 0, . . . , n. Then Ln ⊆ Gn↓n, and R[[Ln]] is an
H-subfield of R[[Gn↓n]] = En↓n. The ordered group inclusions
L0 ⊆ L1 ⊆ L2 ⊆ · · · ⊆ L :=
⋃
n
Ln ⊆ GLE
induce H-field inclusions
R[[xR]] = R[[L0]] ⊆ R[[L1]] ⊆ R[[L2]] ⊆ · · · ⊆ T,
and we set
Tlog :=
⋃
n
R[[Ln]].
So Tlog is an H-subfield of T with GLE ∩ Tlog = L. It is routine to check that for
f ∈ T>log we have f r ∈ Tlog for all r ∈ R, and log f ∈ Tlog.
Notes and comments. Analytic functions of infinitesimal arguments in a Hahn
field were considered by Neumann [302, pp. 206–210]. For more on strongly additive
maps between Hahn fields, see [191].
The exponential field of transseries was introduced by Dahn and Göring [96]
as a natural candidate for an elementary extension of the exponential ordered field
of real numbers, and independently in Écalle’s work [120] on the Dulac Conjecture,
where the derivation is also prominent. In connection with the construction of T
as a directed union of Hahn fields, we note that by [237] no nontrivial Hahn field
over R can be made into a logarithmic-exponential ordered field.
In this appendix we have followed closely [112], but the reader who consults
that paper will note that it allows any logarithmic-exponential ordered field k as
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coefficient field in constructing k((x−1))LE while here we stick to k = R. Apart from
that, the exponential and logarithmic maps E and L there are denoted here by exp
and log, the fields Kn and Ln there are our En and R[[xR]]E,n, and Gm,n and Lm,n
there are our Gn↓m and En↓m; the map Φ there is our upward shift operator ↑.
We wish to say a few words on the grid-based setting, which has been mentioned
several times in earlier Notes and comments. This appendix rests on the notion of a
well-based subset of an ordered abelian (multiplicative) group M. We now replace
well-based by a much stronger restriction, namely grid-based. A grid-based subset
of M is one that is contained in mnN1 · · · nNn for some m ∈M and n1, . . . , nn ∈M≺1.
Let C be a field. Set
C[[M]] :=
{
f ∈ C[[M]] : supp f is grid-based}.
Then C[[M]] is a subfield of C[[M]]. For M = xQ we obtain the field C[[xQ]] = P(C)
of Puiseux series over C (Example 3.3.23).
Except for the statements mentioning spherical completeness, the appendix
goes through if everywhere well-based is replaced by grid-based , with the Hahn
fields C[[M]] accordingly replaced by their grid-based versions C[[M]]. In particular,
the starting point R[[xR]] in the construction of T is replaced by the subfield R[[xR]]
of R[[xR]]. This leads to a logarithmic-exponential ordered subfield Tg of T which
is also an H-subfield of T and shares key algebraic closure properties with T like
being Liouville closed. Every f ∈ Tg has grid-based support.
Grid-based transseries were introduced in [120]. There Tg is denoted by
R[[[x]]], in [194] it is written as T, and in [112] as R((t))LE,ft; in this last paper
grid-based was called of finite type.
Logarithmic transseries occur in the work of Loeb and Rota [264, 265] in connec-
tion with difference equations.
As already noted, our field T of transseries does not contain the well-based series
x+log x+log log x+ · · · . Van der Hoeven’s thesis [190] shows how to go beyond T
to include such series by building a strictly increasing ordinal sequence of fields of
transseries, alternately closing off under well-based summation and exponentiation,
and defining differentiation and composition in this setting. In Schmeling’s the-
sis [388] this is put in an axiomatic framework for Hahn fields with a logarithm
map, leading to fields T of transseries with additional structure, such as an iterator
logω : T
>R → T>R of the logarithm satisfying the identity
logω log y = (logω y)− 1 (y > R).
This axiomatic setting for fields of transseries plays a role in the recent work by
Berarducci and Mantova [43]. We plan to consider these extensions in more detail
in our second volume in the light of the results of the present volume.
APPENDIX B
Basic Model Theory
This appendix is written for readers unfamiliar with model theory. It provides a
rigorous treatment, with examples, of the model-theoretic tools used in our work:
back-and-forth, compactness, types, model completeness, quantifier elimination,
and (in a different vein) NIP. We adopt a many-sorted setting from the outset. In
the first four sections we specify the notion of a model-theoretic structure and build
up a formalism for handling these structures efficiently in the rest of the appendix.
B.1. Structures and Their Definable Sets
The notion of structure we introduce in this section is very general and includes
not only familiar (one-sorted) algebraic objects such as groups and rings, but also
two-sorted structures such as group actions and topological spaces.
We associate to any structure its category of definable sets and definable maps.
In the case of a field, the definable sets include the solution sets of finite systems of
polynomial equations, but as we shall see, the notion of definable set goes beyond
this by allowing boolean operations and projections.
Model-theoretic structures. A (model-theoretic) structure consists of:
(S1) a family (Ms)s∈S of nonempty sets Ms,
(S2) a family (Ri)i∈I of relations Ri ⊆ Ms1 × · · · ×Msm on these sets, with the
tuple (s1, . . . , sm) ∈ Sm determined by the index i ∈ I, and
(S3) a family (fj)j∈J of functions fj : Ms1 × · · · × Msn → Ms with the tuple
(s1, . . . , sn, s) ∈ Sn+1 determined by the index j ∈ J .
Notation:
M =
(
(Ms); (Ri), (fj)
)
.
The elements of the index set S are called sorts, and Ms is the underlying set
of sort s of M . Elements of Ms are also called elements of M of sort s. The Ri
and fj are called the primitives of M . For m = 0 the set Sm has the empty
tuple as its only element, and the productMs1×· · ·×Msm is then a singleton, that
is, a one-element set. For n = 0 in (S3), the function fj is then identified with its
unique value in Ms and is called a constant. The family M = (Ms) is said to
underlie the structureM , or, abusing language, to be the underlying set ofM .
We call M as above an S-sorted structure. If S is finite of size n, then
we also speak of an n-sorted structure. Many texts only consider one-sorted
structures, so S doesn’t need to be mentioned. But the extra generality adds useful
flexibility and is natural, since mathematical structures are often many-sorted to
begin with. In fact, virtually anything that mathematicians consider as a structure
can be viewed as a structure in the above sense. We only mention a few examples
here; more are discussed in B.2.2 below.
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In specifying one-sorted structures we often take the liberty of using the same
capital letter for the underlying set of the structure as for the structure itself.
Examples B.1.1.
(1) Any (additively written) abelian group M is construed naturally as a one-
sorted structure (M ; 0,−,+) with the constant 0 ∈M and the functions
a 7→ −a : M →M, (a, b) 7→ a+ b : M ×M →M.
(2) Every ring R is viewed naturally as a one-sorted structure (R; 0, 1,−,+, · )
with constants 0, 1 and functions
r 7→ −r : R→ R, (r, s) 7→ r + s : R×R→ R, (r, s) 7→ r · s : R×R→ R.
(3) Let R be a ring and M an R-module. Then M can be viewed as a one-sorted
structure, equipped with the functions in (1) and for each r ∈ R the function
a 7→ ra : M →M .
(4) Sometimes it is convenient to construe a module M over a ring R as a two-
sorted structure, one sort with underlying set R and the same functions as
in (2), the other sort with underlying set M and the same functions as in (1),
as well as with a function (r, a) 7→ ra : R×M →M for the action of R on M .
(5) A nonempty ordered set in the sense of Section 2.1 is the same thing as a
one-sorted structure (M ;6) where the binary relation 6 on M is reflexive,
antisymmetric, transitive, and total.
(6) An incidence geometry is a two-sorted structure consisting of a nonempty
set P whose elements are called points, a nonempty set L whose elements are
called lines, and a relation R ⊆ P ×L between points and lines. For example,
a nonempty topological space can be viewed as an incidence geometry, taking
the underlying set of the space for P , the collection of open sets for L, and
the membership relation between points and open sets for R.
Definable sets. LetM =
(
M ; (Ri), (fj)
)
be an S-sorted structure as above, where
M = (Ms). The main role of the primitives of M is to generate the definable sets
of M . Let s = s1 . . . sm and t = t1 . . . tn be elements of S∗, that is, words on the
alphabet S. Then st = s1 . . . smt1 . . . tn ∈ S∗ is the concatenation of s and t. We
set Ms :=Ms1 × · · · ×Msm , and identify Ms ×Mt with Mst in the obvious way.
There is no need to require Ms ∩ Mt = ∅ for distinct s, t ∈ S. (This would be
unnatural in Example (4) above, since R is naturally an R-module.) Instead we
impose the convention that in referring to an element a ∈ Ms, this is short for a
reference to an ordered pair (a, s) such that a ∈ Ms. A similar convention is in
force when we refer to a set X ⊆ Ms. Given a map f : X → Y , where X ⊆ Ms,
Y ⊆Mt, we let Γ(f) ⊆Mst be the graph of f .
Definition B.1.2. The 0-definable (or absolutely definable) sets of M are the
relations X ⊆Ms obtained recursively as follows:
(D1) the relations Ri ⊆Ms1...sm and the graphs Γ(fj) ⊆Ms1...sns are 0-definable;
(D2) if X,Y ⊆Ms are 0-definable, then so are X ∪ Y ⊆Ms and (Ms \X) ⊆Ms;
(D3) if X ⊆Ms and Y ⊆Mt are 0-definable, then so is X × Y ⊆Mst;
(D4) for all distinct i, j ∈ {1, . . . ,m} with si = sj , the diagonal
∆ij :=
{
(x1, . . . , xm) ∈Ms : xi = xj
}
is 0-definable;
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(D5) if X ⊆ Mst is 0-definable, then so is π(X) ⊆ Ms, where π : Mst → Ms is
the obvious projection map.
We extend this notion to A-definability. Here A is a so-called parameter set inM ,
that is, a family A = (As) with As ⊆Ms for each s (shorthand: A ⊆M). Then the
structure MA is obtained from M by adding for each a ∈ As the constant a ∈Ms
as a primitive. The A-definable sets of M are just the 0-definable sets of MA.
The parameter set A with As = ∅ for each s is also denoted by 0, so M0 =M and
the terminology 0-definable is unambiguous. Instead of M -definable we just write
definable; so all finite sets X ⊆Ms are definable.
For any family (Ai)i∈I of parameter sets in M we let
⋃
iAi be the parameter
set A in M such that As =
⋃
iAi,s for every s ∈ S.
Describing definable sets. For constructing new definable sets from old ones,
it is convenient to systematize the correspondence between sets and the conditions
used to define them. Let x be a variable ranging over a set X , and let φ(x), ψ(x)
be formulas (“conditions” on x) defining the subsets
Φ :=
{
x ∈ X : φ(x) holds} and Ψ := {x ∈ X : ψ(x) holds}
of X . (We will make this precise in Section B.4 below.) Various logical operations
on formulas correspond to operations on the sets that these formulas define:
(C1) ¬φ(x) defines the complement X \ Φ;
(C2) φ(x) ∨ ψ(x) defines the union Φ ∪Ψ;
(C3) φ(x)∧ψ(x), also written as φ(x)&ψ(x), defines the intersection Φ∩Ψ; thus
¬(φ(x) ∨ ψ(x)) and ¬φ(x) ∧ ¬ψ(x) define the same subset of X .
Moreover, if y is a variable ranging over a set Y and θ(x, y) is a formula defining
the subset Θ of X × Y , then
(C4) ∃y θ(x, y) defines π(Θ) ⊆ X where π : X × Y → X is the natural projection;
(C5) ∀y θ(x, y) defines the set {x ∈ X : {x} × Y ⊆ Θ}; hence the formulas
¬∃y θ(x, y) and ∀y ¬θ(x, y) define the same subset of X .
Thus, with X = Ms and Y = Mt, if the sets Φ, Ψ defined by φ(x), ψ(x) are
A-definable, then so are the sets defined by ¬φ(x), φ(x) ∨ ψ(x), φ(x) ∧ ψ(x), and
if Θ is A-definable, then so are the sets defined by ∃y θ(x, y) and ∀y θ(x, y). The
advantage of the logical formalism is that it is often more suggestive and transparent
than traditional set-theoretic notation, in particular when quantifiers are involved:
Example. Let A ⊆ R, and let M = (R; . . . ) be a one-sorted structure with the
usual ordering 6 of the real line among the A-definable subsets of R2. Equip Rm
with its usual product topology. Suppose X ⊆ Rm is A-definable (in M). Then
the interior int(X) of X in the ambient space Rm is A-definable. To see this, note
that, with φ→ ψ short for (¬φ) ∨ ψ, we have the equivalence
x ∈ int(X) ⇐⇒ ∃u ∃v [(u < x < v) & ∀y (u < y < v → y ∈ X)]
where u, v, x, y range over Rm and u < x < v is short for
u1 < x1 < v1 & · · · & um < xm < vm.
Likewise, if f : X → R is A-definable, that is, its graph Γ(f) is A-definable, then
the set {x ∈ X : f is continuous at x} is easily seen to be A-definable.
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In general the 0-definable relations of a structure cannot be described in a way that
is significantly more explicit than the recursive definition in B.1.2. For example, this
is the case for the ring Z viewed as a one-sorted structure as in Example B.1.1(3);
see [411, §7.5] for details. But in some cases, a more explicit description does exist.
One example is the field C of complex numbers; here we construe C as a one-sorted
structure as in B.1.1(2). (Including also as a primitive, say, x 7→ x−1 : C× → C,
extended to a total function C → C by declaring 0−1 := 0, wouldn’t add to the
0-definable relations of C.) Then by the Chevalley-Tarski Constructibility Theorem
from Section B.12 the 0-definable subsets of Cn are just the finite unions of sets{
a ∈ Cn : P1(a) = · · · = Pm(a) = 0, Q(a) 6= 0
}
with P1, . . . , Pm, Q ∈ Q[X1, . . . , Xn]. For a subfield A of C as a parameter set we
get the same description of the A-definable subsets of Cn but now the polynomials
have their coefficients in A. The above goes through for any algebraically closed
field K instead of C, with the prime field of K in place of Q. So in this case
the notion of “A-definable” is akin to Weil’s notion of an algebraic variety defined
over A. (Model-theoretic notions are often similar to foundational items in Weil’s
algebraic geometry.) Another prominent example, more relevant to our work, where
a concise description of the definable sets is available is the field R of real numbers.
Here, by the Tarski-Seidenberg Theorem in Section B.12, the 0-definable subsets
of Rn are the Q-semialgebraic subsets of Rn, that is, finite unions of sets{
a ∈ Rn : P (a) = 0, Q1(a) > 0, . . . , Qm(a) > 0
}
with P,Q1, . . . , Qm ∈ Q[X1, . . . , Xn]. Note that the usual ordering relation on R is
0-definable in the field R:
x 6 y ⇐⇒ ∃z [z2 = y − x].
In this appendix we develop some tools which allow us to identify benign structures,
like C and R, whose definable sets allow such explicit descriptions.
Conventions and notations. Let M = (Ms) and M ′ = (M ′s) be families of
sets indexed by a set S. The size |M | of M is defined to be the sum ∑ |Ms|
of the cardinalities of the sets Ms, in other words, it is the cardinality of the
disjoint union
⋃
sMs×{s}. (We also use size as a synonym for cardinality.) Define
M ⊆ M ′ :⇔ Ms ⊆ M ′s for all s. A map h : M → M ′ is a family h = (hs) of
maps hs : Ms → M ′s. Let h = (hs) : M → M ′ be such a map. We say that h is
injective if each hs is injective, and similarly with surjective or bijective in place of
injective. Given s = s1 . . . sm ∈ S∗ and a = (a1, . . . , am) ∈Ms we put ha = hsa :=
(hs1a1, . . . , hsmam) ∈ M ′s. For A = (As) ⊆ M we put h(A) :=
(
h(As)
) ⊆ M ′.
Given also M ′′ := (M ′′s ) and a map h
′ : M ′ → M ′′, we let h′ ◦ h denote the map
M →M ′′ given by (h′ ◦ h)s = h′s ◦ hs for all s.
Notes and comments. The idea of “structure” emerged in the 19th century in
algebra (Dedekind) and the foundations of mathematics [182, 393]. It led to the
structural point of view in algebra, later extended by Bourbaki to other parts of
mathematics; see [93]. In the early literature in mathematical logic, structures were
called systems until the current terminology came into widespread use in the 1950s
(see for example [345]), perhaps under Bourbaki’s influence.
The underlying set Ms of sort s of a structure M is sometimes called the
universe of sort s of M , after de Morgan [296]. The notion of definable set can
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be traced back to Weyl [464], but became more familiar after Kuratowski and
Tarski [246] spelled out the above correspondence between logical connectives and
set-theoretic operations for routine use in descriptive set theory.
B.2. Languages
In this section we formalize the idea of structures of the same kind by defining the
category of L-structures for a given (model-theoretic) language L. We also discuss
various constructions with L-structures: products, direct limits.
Languages. A language L is a triple (S,Lr,Lf) consisting of
(L1) a set S whose elements are the sorts of L,
(L2) a set Lr whose elements are the relation symbols of L, and
(L3) a set Lf whose elements are the function symbols of L,
where Lr and Lf are disjoint, each R ∈ Lr is equipped with a word s1 . . . sm ∈ S∗,
called its sort, and each f ∈ Lf is equipped with a sort s1 . . . sns ∈ S∗. The
elements of Lr∪Lf are called nonlogical symbols of L. We also call L an S-sorted
language. It is customary to present a language as a disjoint union L = Lr ∪ Lf
of its sets of relation and function symbols, while separately specifying the set S
of sorts as well as the kind (relation symbol or function symbol) and sort of each
nonlogical symbol of L. If R ∈ Lr has sort s1 . . . sm ∈ S∗, then we also call R an
m-ary relation symbol of L; similarly a function symbol of L of sort s1 . . . sns is
called an n-ary function symbol of L. Instead of 0-ary, 1-ary, 2-ary we say nullary,
unary, binary, respectively. A constant symbol is a nullary function symbol. An
m-ary relation symbol of sort s . . . s is also said to be of sort s; an n-ary function
symbol of sort s . . . ss is said to be of sort s.
A language L′ = (S′,L′ r,L′ f) is an extension of a language L = (S,Lr,Lf)
(and L is a sublanguage of L′) if S ⊆ S′, Lr ⊆ L′ r, Lf ⊆ L′ f , and each nonlogical
symbol of L has the same sort in L′ as it has in L; notation: L ⊆ L′.
Examples B.2.1.
(1) The one-sorted language LG = {1, −1, · } of groups has constant symbol 1,
unary function symbol −1, and binary function symbol · .
(2) The one-sorted language LA = {0,−,+} of (additive) abelian groups has
constant symbol 0, unary function symbol −, and binary function symbol +.
(3) The one-sorted language LR = {0, 1,−,+, · } of rings is the extension of LA
by a constant symbol 1 and a binary function symbol · .
(4) The one-sorted language LO = {6} of ordered sets has just one binary relation
symbol 6.
(5) Combining (2) and (4) yields the one-sorted language LOA = {6, 0,−,+} of
ordered abelian groups. Combining (3) and (4) yields the one-sorted language
LOR = {6, 0, 1,−,+, · } of ordered rings.
(6) Let R be a ring. The language LR-mod = LA ∪ {λr : r ∈ R} of R-modules is
the one-sorted language which extends LA by unary function symbols λr, one
for each r ∈ R.
(7) The language
LMod = {0R, 1R,−R,+R, ·R, 0M,−M,+M, λ}
of modules (with unspecified scalar ring) is a two-sorted language with sorts R
and M. The symbols 0R, 1R, 0M are constant symbols, −R, −M are unary
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function symbols, and +R, ·R, +M are binary function symbols. Here the
symbols indexed with a subscript R are of sort R, and similarly for M. The
symbol λ is a function symbol of sort RMM.
In the rest of this appendix L is a language with S as its set of sorts, unless specified
otherwise. We let s (possibly subscripted) range over S and s = s1 . . . sm over S∗.
The size of L is the cardinal
|L| := max{ℵ0, |S|, |Lr ∪ Lf |},
and we say that L is countable if |L| = ℵ0, that is, S, Lr, and Lf are countable.
L-structures. An L-structure is an S-sorted structure
M =
(
M ; (RM )R∈Lr , (f
M )f∈Lf
)
where M = (Ms),
such that for every R ∈ Lr of sort s1 . . . sm its interpretation RM in M is a
subset of Ms1...sm , and for f ∈ Lf of sort s1 . . . sns its interpretation fM inM is
a function Ms1...sn →Ms. For a constant symbol c of L of sort s the corresponding
Ms-valued function cM is identified with its unique value in Ms, so cM ∈ Ms.
If M is understood from the context we often omit the superscriptM in denoting
the interpretation in M of a nonlogical symbol of L. The reader is supposed to
keep in mind the distinction between symbols of L and their interpretation in an
L-structure, even if we use the same notation for both.
Examples B.2.2.
(1) Every group is considered as an LG-structure by interpreting the symbols 1,
−1, and · as the identity element of the group, its group inverse, and its group
multiplication, respectively.
(2) Let A = (A; 0,−,+) be an abelian group; here 0 ∈ A is the zero element of
the group, and − : A→ A and +: A2 → A denote the group operations of A.
We consider A as an LA-structure by taking as interpretations of the symbols
0, − and + of LA the group operations 0, − and + on A. (We took here the
liberty of using the same notation for possibly entirely different things: + is
an element of the set LfA, but also denotes in this context its interpretation as
a binary operation on the set A. Similarly with 0 and −.) In fact, any set A
for which we single out an element of A, a unary operation on A, and a binary
operation on A, is an LA-structure if we choose to construe it that way.
(3) Likewise, any ring is construed as an LR-structure in the obvious way.
(4) (N;6) is an LO-structure where we interpret 6 as the usual ordering relation
on N. Similarly for (Z;6), (Q;6) and (R;6). (Here we take even more
notational liberties, by letting 6 denote five different things: a symbol of LO,
and the usual orderings of N, Z, Q, and R, respectively.) Again, any nonempty
set equipped with a binary relation on it can be viewed as an LO-structure.
(5) Any ordered abelian group is an LOA-structure.
(6) The ordered ring of integers and any ordered field are LOR-structures.
(7) LetR be a ring andM be an R-module. ThenM becomes an LR-mod-structure
by interpreting the symbols of LA as in (2) and the function symbol λr (r ∈ R)
by the function x 7→ rx : M → M . We can also construe M as an LMod-
structure whose underlying set of sort R is R and whose underlying set of
sort M is M , and where the symbols 0R, 1R, −R, +R, ·R are interpreted by
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the ring operations on R, the symbols 0M, −M, +M by the group operations
on M , and λ by (r, x) 7→ rx : R ×M →M .
Let L′ be an S′-sorted extension of L (so S′ ⊇ S). An L′-structureM ′ = (M ′; . . . )
is said to be an L′-expansion of an L-structure M = (M ; . . . ) (and M is said to
be the L-reduct ofM ′) if Ms =M ′s for all s, and each nonlogical symbol of L has
the same interpretation in M as in M ′. Given such an L′-expansionM ′ of M we
sometimes abuse notation by letting a parameter set A = (As) in M denote also
the parameter set (As′ )s′∈S′ in M ′, where As′ = ∅ for s′ ∈ S′ \ S.
Example. The ordered field of reals is an LOR-expansion of the real line, where
“the real line” stands for the LO-structure (R;6).
Substructures. Let M = (M ; . . . ) and N = (N ; . . . ) be L-structures. Then M
is called a substructure of N (notation: M ⊆N) if Ms ⊆ Ns for all s, and
RN ∩Ms1...sm = RM whenever R ∈ Lr has sort s1 . . . sm,
fN |Ms1...sn = fM : Ms1...sn →Ms whenever f ∈ Lf has sort s1 . . . sns.
We also say in this case that N is an extension of M or that N extends M .
For groups, this is just the notion of subgroup, and for rings the notion of subring.
Morphisms. Let M and N be L-structures. A morphism h : M → N is a
map h : M → N that respects the primitives of M , that is:
(M1) for every R ∈ Lr of sort s1 . . . sm and all a ∈Ms1...sm ,
a ∈ RM ⇒ hs1...sma ∈ RN ;
(M2) for every f ∈ Lf of sort s1 . . . sns and all a ∈Ms1...sn ,
hs
(
fM (a)
)
= fN (hs1...sna).
Replacing ⇒ in (M1) by ⇐⇒ and also requiring h to be injective yields the notion
of an embedding. An isomorphism is a bijective embedding, and an auto-
morphism of M is an isomorphism M → M . If M ⊆ N , then the inclusions
a 7→ a : Ms → Ns yield an embedding M → N , called the natural inclusion
of M into N . Conversely, a morphism h : M → N yields a substructure h(M)
of N whose underlying set of sort s is hs(Ms), and if h is an embedding we have
an isomorphism M → h(M) given by
a 7→ hs(a) : Ms → h(Ms).
If h : M → M ′ and h′ : M ′ → M ′′ are morphisms (embeddings, isomorphisms,
respectively), then so is h′ ◦ h : M → M ′′. The automorphisms of M form a
group Aut(M) under composition. A parameter set A in M yields the subgroup
Aut(M |A) := {f ∈ Aut(M) : fs(a) = a for every s and a ∈ As}
of Aut(M). We write M ∼=N if there is an isomorphism M →N .
Examples. IfM andN are abelian groups, construed as LA-structures according
to B.2.2(2), then a morphism M → N is exactly what in algebra is called a
(homo)morphism from the group M into the group N . Likewise with rings, and
other kinds of algebraic structures.
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Products. Now let (Nλ)λ∈Λ be a family of L-structures, where Λ 6= ∅, and let λ
range over Λ. For each s put Ns :=
∏
λ(Nλ)s. (The Axiom of Choice guarantees
that Ns 6= ∅.) We write the typical element of Ns as a =
(
a(λ)
)
. For a =
(a1, . . . , am) ∈ Ns, put
a(λ) :=
(
a1(λ), . . . , am(λ)
) ∈ (Nλ)s.
The product
∏
λNλ of (Nλ) is defined to be the L-structure N whose under-
lying set of sort s is Ns, and where the basic relations and functions are defined
coordinatewise: for R ∈ Lr of sort s1 . . . sm and a ∈ Ns1...sm ,
a ∈ RN :⇐⇒ a(λ) ∈ RNλ for all λ,
and for f ∈ Lf of sort s1 . . . sns and a ∈ Ns1...sn ,
fN (a) :=
(
fNλ(a(λ))
) ∈ Ns.
For each λ the projection to the λth factor is the morphism πλ = πNλ : N → Nλ
given by (πλ)s(a) = a(λ) for a ∈ Ns. This product construction makes it possible to
combine several morphisms with a common domain into a single one: if for each λ
we have a morphism hλ : M → Nλ, then we obtain a morphism h : M → N with
πλ ◦ h = hλ for each λ. If each hλ is an embedding, then so is h. This yields:
Lemma B.2.3. For each λ, let hλ : Mλ → Nλ be a morphism. Then we have a
morphism h : M :=
∏
λMλ →N =
∏
λNλ such that π
N
λ ◦ h = hλ ◦ πMλ for all λ.
If every hλ is an embedding, then so is h.
If Nλ = M for all λ, then
∏
λNλ is denoted by M
Λ; in this case we have an
embedding ∆: M → MΛ with (∆s(a))(λ) = a for all a ∈ Ms and λ, called the
diagonal embedding of M into MΛ.
Direct limits. Let Λ be a nonempty partially ordered set, and let λ, λ′, λ1, λ2, . . .
range over Λ. Suppose that Λ is directed, that is, for all λ1, λ2 there exists λ
with λ1, λ2 6 λ. A directed system of L-structures indexed by Λ consists of
a family (Mλ) of L-structures together with a family (hλλ′ )λ6λ′ of morphisms
hλλ′ : Mλ →Mλ′ such that hλλ = idMλ for all λ and hλλ′′ = hλ′λ′′ ◦hλλ′ whenever
λ 6 λ′ 6 λ′′. Suppose that
(
(Mλ), (hλλ′ )
)
is a directed system of L-structures
indexed by Λ. For this situation we have the following routine lemma.
Lemma B.2.4. There exists an L-structure M and a family (hλ) of morphisms
hλ : Mλ →M with the following properties:
(i) if λ 6 λ′, then hλ = hλ′ ◦ hλλ′ ;
(ii) if N is an L-structure and (fλ) is a family of morphisms fλ : Mλ → N such
that fλ = fλ′◦hλλ′ for all λ 6 λ′, then there is a unique morphism g : M →N
such that fλ = g ◦ hλ for all λ.
We call an L-structureM together with a family (hλ) of morphisms hλ : Mλ →M
as in the previous lemma a direct limit of the directed system
(
(Mλ), (hλλ′)
)
. If
M , (hλ) and M˜ , (h˜λ) are two direct limits of
(
(Mλ), (hλλ′ )
)
, then the unique
morphism h : M → M˜ such that h˜λ = h ◦ hλ for all λ is actually an isomorphism.
This allows us to speak of the direct limit of
(
(Mλ), (hλλ′ )
)
. One verifies easily
that if all hλλ′ are embeddings, then so are all hλ.
Now let (Mλ) be a family of L-structures such that for λ 6 λ′,Mλ is a substructure
ofMλ′ , with natural inclusion hλλ′ : Mλ →֒Mλ′ . Then
(
(Mλ), (hλλ′ )
)
is a directed
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system of L-structures, and its direct limit ⋃λ∈ΛMλ, (hλ) is called the direct
union of (Mλ). In the following we always identify each Mλ with a substructure
of
⋃
λ∈ΛMλ via the embedding hλ, and we also simply speak of
⋃
λ∈ΛMλ as the
direct union of (Mλ).
Example B.2.5. View fields as LR-structures in the natural way. The algebraic
closure Fap of the finite field Fp with p elements is the direct union of the family of
finite subfields of Fap.
Notes and comments. What we call here a language is also known as a signature,
or a vocabulary. Uncountable languages appear in Mal′cev [281], and many-sorted
languages and structures in Herbrand [177] and Schmidt [389, 390]. Structures in
mathematical practice are usually one-sorted or two-sorted, but the case of infinitely
many sorts does naturally arise in model theory. For example, even if the structure
M is one-sorted, the structureM eq associated toM by Shelah [409, III.6] is most
naturally viewed as infinitely-sorted; see [186, Section 4.3].
B.3. Variables and Terms
In the rest of this appendixM = (M ; . . . ) andN = (N ; . . . ) are L-structures unless
noted otherwise. In this section and the next we introduce the syntax (variables,
terms, formulas) that helps to specify the definable sets ofM along the lines of B.1,
uniformly for all L-structures M .
Variables. We assume that for each sort s we have available infinitely many sym-
bols, called variables of sort s, chosen so that if s and s′ are different sorts, then
no variable of sort s is a variable of sort s′. We also assume that no variable of any
sort is a nonlogical symbol of any language. A variable of L is a variable of some
sort s, and a multivariable of L is a tuple x = (xi)i∈I of distinct variables of L.
The size of the index set I is called the size of x, and the xi are called the variables
in x. Often the index set I is finite, say I = {1, . . . , n}, so that x = (x1, . . . , xn); in
this case, if xi is of sort si (i = 1, . . . , n), we say that x is of sort s1 . . . sn. Instead
of x has finite size we also say x is finite. Let x = (xi)i∈I be a multivariable of L,
with xi of sort si for i ∈ I. We define the x-set of M as
Mx :=
∏
i∈I
Msi ,
and we think of x as a variable running over Mx. When I = ∅, then x is said
to be trivial, and Mx is a singleton. If h : M → N is a morphism, we obtain a
map (ai) 7→
(
hsi(ai)
)
: Mx → Nx between x-sets, which we denote by hx. For a
parameter set A = (As) in M , we set
Ax :=
∏
i∈I
Asi ⊆Mx.
Multivariables x = (xi)i∈I and y = (yj)j∈J of L are said to be disjoint if xi 6= yj
for all i ∈ I, j ∈ J , and in that case we put Mx,y := Mx ×My. From now on x
and y denote multivariables of L, unless specified otherwise.
Terms. We define L-terms to be words on the alphabet consisting of the function
symbols and variables of L, obtained recursively as follows:
(T1) each variable of sort s, when viewed as a word of length 1, is an L-term of
sort s, and
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(T2) if f is a function symbol of L of sort s1 · · · sns and t1, . . . , tn are L-terms of
sort s1, . . . , sn, respectively, then ft1 · · · tn is an L-term of sort s.
Thus every constant symbol of L of sort s is an L-term of sort s. Usually we write
f(t1, . . . , tn) to denote ft1 . . . tn, and shun prefix notation if dictated by tradition.
Example. Let x, y, z be LR-variables. Then the word ·+x−yz is an LR-term
in the official prefix notation. For easier reading we indicate this term instead by
(x+ (−y)) · z or even (x− y)z.
The following allows us to give definitions and proofs by induction on terms.
Lemma B.3.1. Every L-term of sort s is either a variable of sort s, or equals
ft1 . . . tn for a unique tuple (f, t1, . . . , tn) with f an n-ary function symbol of some
sort s1 . . . sns, and ti an L-term of sort si for i = 1, . . . , n.
For now we shall assume this lemma without proof. At the end of this section we
establish more general results which are also needed in the next section.
Let x be a multivariable. An (L, x)-term is a pair (t, x) where t is an L-term such
that each variable in t is a variable in x. Such an (L, x)-term is also written more
suggestively as t(x), and referred to as the L-term t(x). (It is not required that
each variable in x actually occurs in t; this is like indicating a polynomial in the
indeterminates X1, . . . , Xn by P (X1, . . . , Xn), where some of these indeterminates
might not occur in P . Note that only finitely many of the variables in x can occur
in any L-term.) Given an L-term t(x) of sort s, we define a function
tM : Mx →Ms
as follows, with x = (xi), and with a = (ai) ranging over Mx:
(1) if t = xi, then tM (a) := ai;
(2) if t = ft1 · · · tn where f ∈ Lf is of sort s1 . . . sns and t1, . . . , tn are L-terms of
sort s1, . . . , sn, respectively, then
tM (a) := fM
(
tM1 (a), . . . , t
M
n (a)
) ∈Ms.
This inductive definition is justified by Lemma B.3.1.
Example. Let R be a commutative ring viewed as an LR-structure in the natural
way. Let x, y, z be distinct LR-variables, and let t(x, y, z) be the LR-term (x− y)z.
Then the function tR : R3 → R is given by tR(a, b, c) = (a − b)c. In fact, for each
LR-term t(x1, . . . , xn) there is a (unique) polynomial P t(X1, . . . , Xn) with integer
coefficients such that for every commutative ring R we have tR(a) = P t(a) for all
a ∈ Rn. Conversely, there is for each polynomial P ∈ Z[X1, . . . , Xn] an LR-term
t(x1, . . . , xn) such that tR(a) = P (a) for every commutative ring R and all a ∈ Rn.
Let t(x) be an L-term of sort s and a ∈ Mx. If h : M → N is a morphism of
L-structures, then hs(tM (a)) = tN (hx(a)); so if M ⊆ N , then tM (a) = tN (a).
If L′ is an extension of L and M ′ is an L′-expansion of M , then each L-term t(x)
is also an L′-term and tM = tM ′ : Mx →Ms.
Variable-free terms. A term is said to be variable-free if no variables occur
in it. Let t be a variable-free L-term of sort s. Then the above gives a nullary
function tM with value in Ms, identified as usual with its value, so tM ∈ Ms. In
particular, if t is a constant symbol c, then tM = cM ∈ Ms, where cM is as in
Section B.2, and if t = ft1 . . . tn with f ∈ Lf of sort s1 . . . sns and variable-free L-
terms t1, . . . , tn of sorts s1, . . . , sn, respectively, then tM = fM(tM1 , . . . , t
M
n ) ∈Ms.
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Names. Let A ⊆ M be a parameter set. We extend L to a language LA by
adding a constant symbol a of sort s for each a ∈ As, called the name of a. These
names are symbols not in L. Note that |LA| = max
{|A|, |L|}. We make M into
an LA-structure by interpreting each name a as the element a ∈ As. The LA-
structure thus obtained is indicated by MA. (This is consistent with the notation
introduced in Section B.1.) Hence for each variable-free LA-term t of sort s we have
a corresponding element tMA of Ms, which for simplicity of notation we denote
instead by tM . All this applies to the case M = A, where in LM we have a name a
for each element a of Ms. If M ⊆ N , then we consider LM to be a sublanguage
of LN in such a way that each a ∈ M has the same name in LM as in LN . Then
for each variable-free LM -term t we have tM = tN . Given a multivariable x = (xi)
of L and a = (ai) ∈Mx, we set a := (ai).
Substitution. Let α be an LM -term, x = (xi)i∈I a multivariable, and t = (ti)i∈I
a family of LM -terms such that ti is of the same sort as xi, for each i. Then α(t/x)
denotes the word obtained by replacing all occurrences of xi in α by ti, simultane-
ously for all i. If α is given in the form α(x), then α(t) is short for α(t/x) and for
a ∈Mx we often write α(a) instead of α(a).
Lemma B.3.2. Let α(x) be an LM -term of sort s, and recall that α defines a map
αM : Mx →Ms. Let t = (ti)i∈I be a family of LM -terms, with each ti of the same
sort as xi. Then α(t) is an LM -term of sort s. Moreover, if all ti are variable-free,
then so is α(t), and with ai := t
M
i , a := (ai) ∈Mx we have
α(t)M = α(a)M = αM (a).
This follows by a straightforward induction on the length of α.
Generators. Assume L has for each s a constant symbol of sort s. Let A ⊆M be
given. For each s we set
Bs :=
{
tM (a) : t(x) is an L-term of sort s, and a ∈ Ax
} ⊆ Ms.
Then B = (Bs) underlies a substructure B = (B; . . . ) of M , and clearly B ⊆ C
for all substructures C of M with A ⊆ C. We call B the substructure of M
generated by A; notation: B = 〈A〉M . Note that |A| 6 |〈A〉M | 6 max
{|A|, |L|}.
IfM = 〈A〉M , then we say thatM is generated by A. IfN is an L-structure, then
each map A→ N has clearly at most one extension to a morphism 〈A〉M →N .
Unique readability. We finish this section with the promised general result on
unique readability. We let F be a set of symbols with a function a : F → N (called
the arity function). A symbol f ∈ F is said to have arity n if a(f) = n. A word
on F is said to be admissible if it can be obtained by applying the following rules:
(1) If f ∈ F has arity 0, then f viewed as a word of length 1 is admissible.
(2) If f ∈ F has arity n > 1 and t1, . . . , tn are admissible words on F , then the
concatenation ft1 . . . tn is admissible.
Below we just write admissible word instead of admissible word on F . Note that
the empty word is not admissible, and that the last symbol of an admissible word
cannot be of arity > 1.
Example. The L-terms are admissible words on the alphabet consisting of the
function symbols of L and the variables of L, where each n-ary f ∈ Lf has arity n
and each variable has arity 0.
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Lemma B.3.3. Let t1, . . . , tm and u1, . . . , un be admissible words and w any word
on F such that t1 . . . tmw = u1 . . . un. Then m 6 n, ti = ui for i = 1, . . . ,m, and
w = um+1 . . . un.
Proof. By induction on the length ℓ of u1 . . . un. If ℓ = 0, then m = n = 0
and w is the empty word. Suppose ℓ > 0, and assume the lemma holds for smaller
lengths. Note that n > 0. If m = 0, then the conclusion of the lemma holds, so
suppose m > 0. The first symbol of t1 equals the first symbol of u1. Say this
first symbol is h ∈ F with arity k. Then t1 = ha1 . . . ak and u1 = hb1 . . . bk where
a1, . . . , ak and b1, . . . , bk are admissible words. Canceling the first symbol h gives
a1 . . . akt2 . . . tmw = b1 . . . bku2 . . . un.
(Caution: any of k, m− 1, n− 1 could be 0.) We have length(b1 . . . bku2 . . . un) =
ℓ−1, so the induction hypothesis applies. It yields k+m−1 6 k+n−1 (so m 6 n),
a1 = b1, . . . , ak = bk (so t1 = u1), t2 = u2, . . . , tm = um, and w = um+1 · · ·un. 
In particular, if t1, . . . , tm and u1, . . . , un are admissible words such that t1 . . . tm =
u1 . . . un, then m = n and ti = ui for i = 1, . . . ,m. Thus:
Corollary B.3.4 (unique readability). Each admissible word equals ft1 . . . tn for
a unique tuple (f, t1, . . . , tn) with f ∈ F of arity n and t1, . . . , tn admissible words.
B.4. Formulas
We now fix once and for all the eight logical symbols:
⊤ ⊥ ¬ ∨ ∧ = ∃ ∀
to be thought of as true, false, not, or, and, equals, there exists, and for all, respec-
tively. These are assumed to be distinct from all nonlogical symbols and variables
of every language. The symbols ¬, ∨, ∧ are called (logical) connectives and ∃, ∀
are called quantifiers. It will be convenient to fix once and for all a sequence
v0, v1, v2, . . . of distinct symbols, called unsorted variables, and to declare that for
each sort s the symbols vsn are the quantifiable variables of sort s. For any S-
sorted language L and s ∈ S, these are among its variables of sort s, but L can have
other (unquantifiable) variables of sort s. A multivariable is called quantifiable if
each variable in it is quantifiable.
Formulas. The atomic L-formulas are the following words on the alphabet
Lr ∪ Lf ∪ {variables of L} ∪ {⊤,⊥,=} :
(A1) ⊤ and ⊥ (as words of length 1);
(A2) the words Rt1 . . . tm where R ∈ Lr is of sort s1 . . . sm and t1, . . . , tm are
L-terms of sort s1, . . . , sm, respectively;
(A3) the words =t1t2 where t1, t2 are L-terms of the same sort.
The L-formulas are the words on the alphabet
Lr ∪ Lf ∪ {variables of L} ∪ {⊤,⊥,¬,∨,∧,=, ∃, ∀}
obtained as follows:
(F1) atomic L-formulas are L-formulas;
(F2) if ϕ, ψ are L-formulas, then so are ¬ϕ, ∨ϕψ, and ∧ϕψ;
(F3) if ϕ is an L-formula and x is a quantifiable variable, then ∃xϕ and ∀xϕ are
L-formulas.
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Remarks.
(1) Having the connectives ∨ and ∧ in front of the L-formulas they “connect”
rather than in between, is called prefix notation or Polish notation. This is
theoretically elegant, but for the sake of readability we usually write ϕ ∨ ψ
and ϕ ∧ ψ to denote ∨ϕψ and ∧ϕψ, respectively, and we also use parentheses
and brackets if this helps to clarify the structure of an L-formula.
(2) All L-formulas are admissible words on the alphabet consisting of the nonlog-
ical symbols of L, the variables of L, and the eight logical symbols, where ⊤
and ⊥ have arity 0, ¬ has arity 1, ∨, ∧, =, ∃ and ∀ have arity 2, and the
other symbols have the arities assigned to them earlier. Thus the results on
unique readability are applicable to L-formulas. (However, not all admissible
words on this alphabet are L-formulas: the word ∃xx is admissible but not an
L-formula.)
(3) The reader should distinguish between different ways of using the symbol =.
Sometimes it denotes one of the eight formal logical symbols, but we also use
it to indicate equality of mathematical objects in the usual way. The context
should always make it clear what our intention is in this respect without
having to spell it out. To increase readability we usually write an atomic
formula =t1t2 as t1 = t2 and its negation ¬=t1t2 as t1 6= t2, where t1, t2 are
L-terms of the same sort.
We shall use the following notational conventions: ϕ → ψ denotes ¬ϕ ∨ ψ, and
ϕ↔ ψ denotes (ϕ→ ψ) ∧ (ψ → ϕ). We sometimes write ϕ & ψ instead of ϕ ∧ ψ.
Definition B.4.1. Let ϕ be an L-formula. Written as a word on the alphabet
introduced above we have ϕ = a1 . . . am. A subformula of ϕ is a subword of the
form ai . . . ak (where 1 6 i 6 k 6 m) which also happens to be an L-formula. An
occurrence of a variable x in ϕ at the jth place (that is, aj = x) is said to be bound
if ϕ has a subformula aiai+1 . . . ak with i 6 j 6 k that is of the form ∃xψ or ∀xψ.
An occurrence which is not bound is said to be free. A free variable of ϕ is a
variable that occurs free in ϕ.
Example. In the LA-formula
(∃x(x = y)) ∧ x = 0, where x and y are distinct
variables, the first two occurrences of x are bound, the third is free, and the only
occurrence of y is free. (Note: this formula is actually the string ∧∃x = xy = x0,
and the occurrences of x and y are the occurrences in this string.)
An (L, x)-formula is a pair (ϕ, x) with ϕ an L-formula and x a multivariable such
that all free variables of ϕ are in x. Such an (L, x)-formula is written more sugges-
tively as ϕ(x), and referred to as the L-formula ϕ(x). Likewise, when referring to
an L-formula ϕ(x, y) we really mean a triple (ϕ, x, y) consisting of an L-formula ϕ
and disjoint multivariables x and y such that all free variables of ϕ are in x or y.
If L and x both have size 6 κ, then the set of (L, x)-formulas has size 6 κ.
An L-sentence is an L-formula without free variables. The set of all L-sentences
has size |L|: that is why in (F3) we let x be quantifiable.
Substitution. Let ϕ be an L-formula, let x = (xi)i∈I be a multivariable, and
let t = (ti)i∈I be a family of L-terms with ti of the same sort as xi for all i.
Then ϕ(t/x) denotes the word obtained by replacing all the free occurrences of xi
in ϕ by ti, simultaneously for all i. If ϕ = ϕ(x), then we also write ϕ(t) instead
of ϕ(t/x). We have the following facts whose routine proofs are left to the reader.
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Lemma B.4.2. The word ϕ(t/x) is an L-formula. If t is variable-free and ϕ = ϕ(x),
then ϕ(t) is an L-sentence.
Given an L-structure M , an LM -formula ϕ(x) and a ∈ Mx, we shall avoid many
ugly expressions by writing the LM -sentence ϕ(a) as just ϕ(a).
Truth and definability. We can now define what it means for an LM -sentence σ
to be true in the L-structure M (notation: M |= σ, also read as M satisfies σ,
or σ holds in M). First we consider atomic LM -sentences:
(T1) M |= ⊤ and M 6|= ⊥;
(T2) M |= Rt1 . . . tm if and only if (tM1 , . . . , tMm ) ∈ RM , forR ∈ Lr of sort s1 . . . sm
and variable-free LM -terms t1, . . . , tm of sort s1, . . . , sm, respectively;
(T3) M |= t1 = t2 if and only if tM1 = tM2 , for variable-free LM -terms t1, t2 of the
same sort.
We extend the definition inductively to arbitrary LM -sentences as follows:
(T4) Suppose σ = ¬τ ; then M |= σ if and only if M 6|= τ .
(T5) Suppose σ = σ1 ∨ σ2; then M |= σ if and only if M |= σ1 or M |= σ2.
(T6) Suppose σ = σ1 ∧ σ2; then M |= σ if and only if M |= σ1 and M |= σ2.
(T7) Suppose σ = ∃xϕ where x is a quantifiable variable and ϕ(x) is an LM -
formula; then M |= σ if and only if M |= ϕ(a) for some a ∈Mx.
(T8) Suppose σ = ∀xϕ where x is a quantifiable variable and ϕ(x) is an LM -
formula; then M |= σ if and only if M |= ϕ(a) for all a ∈Mx.
Even if we just want to define M |= σ for L-sentences σ, one can see that if σ
has the form considered in (T7) or (T8), the inductive definition above forces us to
consider LM -sentences ϕ(a). This is why we introduced names. (“Inductive” refers
here to induction with respect to the number of logical symbols in σ.)
Definition B.4.3. Given an LM -formula ϕ(x) we let
ϕM :=
{
a ∈Mx : M |= ϕ(a)
} ⊆Mx.
The formula ϕ(x) is said to define the set ϕM inM . Given a parameter set A ⊆M ,
a subset of Mx is said to be A-definable in M if it is of the form ϕM for some
LA-formula ϕ(x). A map f : X →My, where X ⊆Mx, is said to be A-definable if
its graph Γ(f) ⊆Mx,y is. We use definable synonymously with M -definable.
Examples. Let R = (R;6, 0, 1,+,−, ·).
(1) The set
{
r ∈ R : r 6 √2} is 0-definable in R: it is defined by the formula
(x2 6 1 + 1) ∨ (x 6 0). (Here x2 abbreviates the term x · x.)
(2) The set {r ∈ R : r 6 π} is definable in R: it is defined by the formula x 6 π.
(It takes more effort to show that it is not 0-definable; see Example B.12.16.)
It is easy to see that given A ⊆M , a subset of Ms is A-definable in the sense of the
previous definition if and only if it is A-definable in the sense of Definition B.1.2
(using the correspondences (C1)–(C5) between formulas and sets defined by them
from Section B.1). If ψ(y) is an LA-formula, then there is a finite multivariable x
disjoint from y, an L-formula ϕ(x, y) and an a ∈ Ax, such that ϕ(a, y) = ψ(y).
Thus a set Y ⊆My is A-definable iff for some finite x disjoint from y, some a ∈ Ax
and some 0-definable Z ⊆ Mx,y we have Y = Z(a) :=
{
b ∈ My : (a, b) ∈ Z
}
. In
this way A-definability reduces to 0-definability.
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We defined what it means for an L-sentence to hold in M . It is convenient to
extend this to arbitrary L-formulas. First, given A ⊆M we define an A-instance
of an LA-formula ϕ = ϕ(x) to be an LA-sentence of the form ϕ(a) with a ∈ Ax.
Of course ϕ can also be written as ϕ(y) for another multivariable y. Thus for the
above to count as a definition of A-instance, the reader should check that these
different ways of specifying variables (including at least the free variables of ϕ) give
the same A-instances.
Definition B.4.4. An L-formula ϕ is said to be valid in M (notation: M |= ϕ)
if all its M -instances are true in M .
Suppose the multivariable x = (x1, . . . , xm) is (finite and) quantifiable, and ϕ is
an L-formula. Then ∀xϕ denotes ∀x1 · · · ∀xmϕ, and likewise with ∀ replaced by ∃.
The reader should check that if ϕ = ϕ(x), then ∀xϕ is an L-sentence and
M |= ϕ ⇐⇒ M |= ∀xϕ.
We define |= ϕ to mean: M |= ϕ for all L-structures M . We call L-formulas ψ, θ
equivalent if |= ψ ↔ θ. Thus ¬∀xϕ and ∃x¬ϕ are equivalent.
Let ϕ1, . . . , ϕn be L-formulas, where n > 1. We inductively define
ϕ1 ∧ · · · ∧ ϕn :=

ϕ1 if n = 1,
ϕ1 ∧ ϕ2 if n = 2,
(ϕ1 ∧ · · · ∧ ϕn−1) ∧ ϕn if n > 3.
Similarly define ϕ1 ∨ · · · ∨ϕn. For each permutation i of {1, . . . , n}, the L-formulas
ϕ1 ∧ · · · ∧ ϕn and ϕi1 ∧ · · · ∧ ϕin are equivalent; similarly with ∧ replaced by ∨.
Formulas of a special form. In this subsection formula means L-formula. We
single out formulas by syntactical conditions with semantic counterparts in terms
of behavior under embeddings, as explained in the next subsection. A formula is
said to be quantifier-free if it has no occurrences of ∃ and no occurrences of ∀.
A formula is said to be existential (or an ∃-formula) if it has the form ∃x ρ
with a finite multivariable x and a quantifier-free formula ρ, and universal (or a
∀-formula) if it has the form ∀x ρ with finite x and quantifier-free ρ. If ϕ is a
∀-formula, then ¬ϕ is equivalent to an ∃-formula, and similarly with “∀” and “∃”
interchanged. A formula is said to be universal-existential (or a ∀∃-formula) if
it has the form ∀x∃y ρ with finite disjoint x, y and quantifier-free ρ.
Lemma B.4.5. If ϕ, ψ are ∃-formulas, then ϕ ∧ ψ and ϕ ∨ ψ are equivalent to
∃-formulas; likewise with ∀ and with ∀∃ in place of ∃.
Proof. The easy proofs of these facts use the device of “renaming variables” which
we often use tacitly below. Let ϕ = ∃x ρ, ψ = ∃y θ where ρ, θ are quantifier-free; it
is easy to check that if x, y are disjoint, then ϕ∧ψ and ∃x∃y(ρ∧θ) are equivalent. In
the general case, first choose disjoint finite quantifiable multivariables x′, y′ of the
same sort as x, y, respectively, such that no variable occurring in ρ, θ is in x′ or y′,
and replace ϕ, ψ by the respective equivalent formulas ∃x′ ρ(x′/x), ∃y′ θ(y′/y). 
Maps preserving formulas. In this subsection A is a parameter set in M and
h : A → N is a map. For an LA-term t, let h(t) be the LN -term obtained from t
by replacing every occurrence of a name of an element a ∈ As by the name of
hsa ∈ Ns. For an LA-formula ϕ, let h(ϕ) be the LN -formula obtained from ϕ by
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replacing every occurrence of a name of an element a ∈ As by the name of hsa. If t
is variable-free, then so is h(t), and if ϕ is a sentence, then so is h(ϕ). If ϕ(x) is an
L-formula and a ∈ Ax, then h
(
ϕ(a)
)
= ϕ(ha). We say that h preserves atomic
formulas if for all atomic L-formulas ϕ(x) and a ∈ Ax such that M |= ϕ(a) we
have N |= ϕ(ha). In the same way we define h preserves quantifier-free formulas
and h preserves formulas.
Lemma B.4.6. Suppose A =M . Then we have the following two equivalences:
(i) h is a morphism M →N iff h preserves atomic formulas;
(ii) h is an embedding M →N iff h preserves quantifier-free formulas.
We leave the proofs of this routine lemma to the reader.
Corollary B.4.7. Suppose M ⊆N , and let σ be an LM -sentence.
(i) If σ is quantifier-free, then we have: M |= σ ⇐⇒N |= σ.
(ii) If σ is existential, then we have: M |= σ ⇒ N |= σ.
(iii) If σ is universal, then we have: N |= σ ⇒M |= σ.
Proof. Part (i) is immediate from Lemma B.4.6(ii). Part (ii) follows easily
from (i), and (iii) follows from (ii). 
In the next corollary we assume that L has for every s a constant symbol of sort s.
This is to guarantee that 〈A〉M is defined.
Corollary B.4.8. The map h extends to a morphism 〈A〉M → N iff h preserves
atomic formulas. The map h extends to an embedding 〈A〉M → N iff h preserves
quantifier-free formulas.
Proof. The forward directions in both statements follow from Lemma B.4.6 and
Corollary B.4.7(i). Suppose for every atomic LA-sentence σ true in M , its im-
age h(σ) is true in N . Now every element of sort s of 〈A〉M has the form tM (a) for
some L-term t(x) of sort s and some a ∈ Ax. Moreover, if t1(x) and t2(y) are L-
terms of sort s and t1(a) = t2(b), where a ∈ Ax and b ∈ Ay , thenM |= t1(a) = t2(b),
and hence N |= t1
(
hx(a)
)
= t2
(
hy(b)
)
, and thus tN1
(
hx(a)
)
= tN2
(
hy(b)
)
. These
two facts easily yield the backward directions of the two equivalences. 
We say that h : A → N is elementary if it preserves formulas, that is, for all
L-formulas ϕ(x) and all a ∈ Ax,
M |= ϕ(a) ⇐⇒ N |= ϕ(ha).
By Lemmas B.4.6, every elementary map M → N is an embedding M → N , and
every isomorphism of L-structures is elementary. Suppose the LA-formula ϕ(x)
defines the set X ⊆ Mx. If h ∈ Aut(M), then the Lh(A)-formula h(ϕ)(x) defines
the set h(X) ⊆Mx, so if h ∈ Aut(M |A), then X = h(X). This observation is often
used to show that certain relations are not definable:
Example. The usual ordering relation 6 on the set of real numbers is not definable
in the structure (R; 0,−,+): for any r1, . . . , rn ∈ R there is an automorphism σ
of this structure such that σ(ri) = ri for i = 1, . . . , n and σ(r) < 0 < r for some
r ∈ R.
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More on substitution. The next lemma shows that substitution and evaluation
in terms and formulas behave correctly. Let x = (xi)i∈I and y = (yj)j∈J be
multivariables, and let t = (ti) be a family of L-terms with ti = ti(y) of the same
sort as xi, for all i ∈ I. Then for a ∈My we put tM (a) :=
(
tMi (a)
) ∈Mx.
Lemma B.4.9. Let a ∈ My, and let α(x) be an LM -term of sort s. Then we have
α(t)M (a) = αM (tM (a)) ∈Ms. Let ϕ(x) be a quantifier-free LM -formula. Then
M |= ϕ(t)(a) ⇐⇒ M |= ϕ(tM (a)).
Proof. The claim about α follows by induction on terms. Suppose ϕ is atomic,
say ϕ = Rα1 · · ·αm with m-ary R ∈ Lr and LM -terms α1(x), . . . , αm(x). Then
ϕ(t) = Rα1(t) · · ·αm(t), ϕ
(
tM (a)
)
= Rα1
(
tM (a)
) · · ·αm(tM (a)), so
M |= ϕ(t)(a) ⇐⇒ (α1(t)M (a), . . . , αm(t)M (a)) ∈ RM
⇐⇒ (αM1 (tM (a)), . . . , αMm (tM (a))) ∈ RM
⇐⇒ M |= ϕ(tM (a)).
The case that ϕ is α = β is handled the same way. The desired property is clearly
inherited by disjunctions, conjunctions and negations. 
Notes and comments. The definition (T1)–(T8) of the satisfaction relation goes
back to Tarski’s paper [440], but in the form above is closer to Tarski-Vaught [446].
B.5. Elementary Equivalence and Elementary Substructures
The syntax (terms, formulas, sentences) and semantics (truth, definability) from
the previous section will be used in this section to compare L-structures.
Elementary equivalence. We say that M and N are elementarily equiv-
alent (notation: M ≡ N) if they satisfy the same L-sentences. So isomor-
phic L-structures are elementarily equivalent. By B.5.6 below, however, the non-
isomorphic ordered sets (Q;6) and (R;6) are elementarily equivalent as well. This
uses the back-and-forth method, a general tool that we also relied on in Chapter 8.
Definition B.5.1. A partial isomorphism fromM toN is a bijection γ : A→ B
with A ⊆M , B ⊆ N , such that
(1) for each R ∈ Lr of sort s1 . . . sm and a ∈ As1...sm ,
a ∈ RM ⇐⇒ γa ∈ RN ;
(2) for each f ∈ Lf of sort s1 . . . sns and a ∈ As1...sn , b ∈ As,
fM (a) = b ⇐⇒ fN (γa) = γb.
Note that in this definition we do not assume that A and B are the underlying sets
of substructures of M and N , respectively. If A and B are the underlying sets of
substructuresA ofM andB ofN , respectively, then a partial isomorphism A→ B
from M to N is the same thing as an isomorphism A→ B.
Given a partial isomorphism γ : A→ B fromM toN , we set domain(γs) := As
and domain(γ) := A, and likewise codomain(γs) := Bs and codomain(γ) := B.
If (γλ)λ∈Λ is a family of partial isomorphisms indexed by a directed set (Λ,6), such
that γλ′ extends γλ for λ 6 λ′ in Λ, then there is a unique partial isomorphism
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γ :=
⋃
λ∈Λ γλ fromM toN with domain
⋃
λ∈Λ domain(γλ) such that γ(a) = γλ(a)
for all s ∈ S, λ ∈ Λ, and a ∈ domain(γλ,s).
Example. Let M = (M ;6), N = (N ;6) be ordered sets, and let a1, . . . , an ∈M
and b1, . . . , bn ∈ N with a1 < a2 < · · · < an and b1 < b2 < · · · < bn; then the map
ai 7→ bi : {a1, . . . , an} → {b1, . . . , bn} is a partial isomorphism from M to N .
Definition B.5.2. A back-and-forth system from M to N is a collection Γ of
partial isomorphisms from M to N such that Γ 6= ∅ and:
(“Forth”) for each γ ∈ Γ, s ∈ S, and a ∈ Ms there is a γ′ ∈ Γ extending γ such
that a ∈ domain(γ′s);
(“Back”) for each γ ∈ Γ, s ∈ S, and b ∈ Ns there is a γ′ ∈ Γ extending γ such
that b ∈ codomain(γ′s).
We say that M and N are back-and-forth equivalent (notation: M ≡bf N) if
there exists a back-and-forth system from M to N .
Proposition B.5.3. If M , N are countable and M ≡bf N , then M ∼=N .
Proof. Suppose Γ is a back-and-forth system from M to N . Note first that for
γ ∈ Γ and s ∈ S we have: domain(γs) = Ms iff codomain(γs) = Ns. In view of
this fact, and assuming M and N are countable, we can start with any γ0 ∈ Γ and
build recursively a sequence (γn) in Γ such that γn+1 extends γn for all n (going
forth if n is even, and going back if n is odd) such that
⋃
n domain(γn) = M and⋃
n codomain(γn) = N . Then we have an isomorphism
⋃
n γn : M →N . 
In applying this proposition and the next one in a concrete situation, the key is
to guess a back-and-forth system. That is where insight and imagination (and
experience) come in. In the following result we do not assume countability.
Proposition B.5.4. If M ≡bf N , then M ≡N .
Towards the proof, define an L-formula to be unnested if every atomic subformula
of it is either ⊤, or ⊥, or has one of the following forms:
(1) Rx1 . . . xm; here R ∈ Lr and x1, . . . , xm are distinct variables;
(2) x = y; here x and y are distinct variables;
(3) fx1 . . . xn = y; here f ∈ Lf and x1, . . . , xn, y are distinct variables.
Lemma B.5.5. Each atomic L-formula ϕ(x) is equivalent to an unnested existential
L-formula ϕ∃(x), and also to an unnested universal L-formula ϕ∀(x). Each L-for-
mula ϕ(x) is equivalent to an unnested L-formula ϕu(x).
We leave the proof of this lemma to the reader.
Proof of Proposition B.5.4. Let Γ be a back-and-forth system fromM to N ,
and let ϕ(x) be an unnested L-formula. By induction on the number of logical
symbols in ϕ we show that for all γ ∈ Γ with domain A and a ∈ Ax,
M |= ϕ(a) ⇐⇒ N |= ϕ(γa).
This yields M ≡ N , using Lemma B.5.5 for sentences. The stated equivalence
follows from the definitions if ϕ is atomic, and its validity is preserved under ∧, ∨, ¬.
Suppose ϕ = ∃yψ where y is a quantifiable variable of sort s not occurring in x
and ψ(x, y) is unnested, and let γ ∈ Γ with domain A and a ∈ Ax. If M |= ϕ(a),
then we take b ∈ Ms such that M |= ψ(a, b), and then γ′ ∈ Γ extending γ with
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b ∈ domain(γ′s); by inductive hypothesis N |= ψ(γa, γ′b) and hence N |= ϕ(γa).
Similarly one shows that N |= ϕ(γa)⇒M |= ϕ(a). 
Example B.5.6. LetM = (M ;6) and N = (N ;6) be dense ordered sets without
endpoints. Then the collection of all strictly increasing bijections A → B, where
A ⊆ M and B ⊆ N are finite, is a back-and-forth system from M to N . Hence
M ≡N , and if M , N are countable, then M ∼=N .
Elementary substructures. Let M ⊆ N . One says that M is an elementary
substructure ofN (and that the extensionM ⊆N is elementary) if the natural
inclusion M →֒ N is elementary; notation: M 4N . We have
M 4N ⇐⇒ ϕM = ϕN ∩Mx for each LM -formula ϕ(x).
Also, M 4N ⇐⇒MM ≡NM , so M 4N ⇒M ≡N .
Example B.5.7. View groups as LG-structures as in B.2.2(1). Let G, H be groups
with G 4 H , and suppose that H is simple. Then G is also simple: to see this,
let g, g′ ∈ G, g 6= 1; it suffices to show that g′ is in the normal subgroup of G
generated by g. Now g′ = h1gk1h
−1
1 · · ·hngknh−1n where n > 1, h1, . . . , hn ∈ H ,
k1, . . . , kn ∈ Z. Therefore H satisfies the LG-sentence
∃x1 · · · ∃xn
(
g′ = x1g
k1x−11 · · ·xngknx−1n
)
,
and so does G, since G 4 H .
We have the following useful criterion for a substructure to be elementary:
Proposition B.5.8 (Tarski-Vaught test). Let A ⊆ N . Suppose that for every LA-
formula ϕ(x) with x a quantifiable variable, if N |= ∃xϕ(x), then N |= ϕ(a) for
some a ∈ Ax. Then A underlies an elementary substructure of N .
Proof. Note first that Ns 6= ∅ gives As 6= ∅, for all s. If f is a function symbol of L
of sort s1 . . . sns and a ∈ As1...sn , consider the LA-formula ϕ(x) given by f(a) = x,
with x a quantifiable variable of sort s; then N |= ∃xϕ and hence fN (a) ∈ Ax.
Thus A is the underlying set of a substructure A of N . We show that for each
LA-sentence σ we have A |= σ ⇐⇒ N |= σ by induction on the construction of σ.
If σ is atomic, then this holds by Corollary B.4.7(i), and it is clear that the desired
property is preserved under taking negations, conjunctions, and disjunctions. It
remains to treat the case where σ = ∃xϕ with an LA-formula ϕ(x). Then
A |= σ ⇐⇒ A |= ϕ(a) for some a ∈ Ax
⇐⇒ N |= ϕ(a) for some a ∈ Ax
⇐⇒ N |= σ,
using the hypothesis in the proposition for the third equivalence. 
Corollary B.5.9. If M ⊆N and for all finite A ⊆M and all b ∈ Ns there exists
h ∈ Aut(N |A) with h(b) ∈Ms, then M 4N .
Example. The previous corollary easily yields (Q;6) 4 (R;6).
The Tarski-Vaught test can be used to construct small elementary substructures:
Proposition B.5.10 (Downward Löwenheim-Skolem). Let A ⊆ N and suppose κ
is a cardinal such that max
{|A|, |L|} 6 κ 6 |N |. Then N has an elementary
substructure M of size κ with A ⊆M .
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Proof. After enlarging A to a parameter set in N of size κ, we may assume that
|A| = κ. For every B ⊆ N and s, let ΦB,s be the set of all LB-formulas ϕ(x) with x
a quantifiable variable of sort s such that N |= ∃xϕ. For every ϕ ∈ ΦB,s choose
a bϕ ∈ Ns with N |= ϕ(bϕ), and let B′s := {bϕ : ϕ ∈ ΦB,s}. For each b ∈ Bs and
quantifiable variable x of sort s the LB-formula x = b is in ΦB,s, so b = bx=b ∈ B′s,
hence Bs ⊆ B′s. Setting B′ := (B′s), we have |B| 6 |B′| 6 max
{|B|, |L|}. We now
inductively define an increasing sequence A0 ⊆ A1 ⊆ · · · of parameter sets in M
by A0 := A and An+1 := A′n, and put M :=
⋃
nAn. Then |An| = κ for each n,
hence also |M | = κ. By Proposition B.5.8,M is the underlying set of an elementary
substructure of N . 
Example B.5.11. Any infinite simple group H has a simple subgroup of any given
infinite size 6 |H |, by Example B.5.7 and Proposition B.5.10.
Direct unions. Suppose M is the direct union of the family (Mλ)λ∈Λ of sub-
structures of M . Let λ, λ′ range over Λ. By (i) and (ii) of Corollary B.4.7, if σ is
a ∀∃-sentence such that Mλ |= σ for all λ, then M |= σ.
Example B.5.12. Let p be a prime number and σ a universal-existential LR-
sentence. If σ holds in all sufficiently large finite fields of characteristic p, then
σ holds in the algebraic closure Fap of Fp; see also Example B.2.5.
Lemma B.5.13. Suppose Mλ 4Mλ′ for all λ 6 λ′. Then Mλ 4M for all λ.
Proof. By induction on n we show that for each λ and each LMλ-sentence σ
of length n we have Mλ |= σ ⇐⇒ M |= σ. This is clear if σ is atomic by
Corollary B.4.7(i), and the desired property is preserved under taking negations,
conjunctions, and disjunctions. So let ϕ(x) be an LMλ -formula, where x is a single
quantifiable variable, and σ = ∃xϕ. Suppose first that M |= σ, and take a ∈ Mx
withM |= ϕ(a). Then we can take some λ′ > λ such that a ∈ (Mλ′)x. By inductive
hypothesis Mλ′ |= ϕ(a) and so Mλ′ |= σ, hence Mλ |= σ since Mλ 4Mλ′ . Con-
versely, suppose Mλ |= σ, and take a ∈ (Mλ)x with Mλ |= ϕ(a); then M |= ϕ(a)
by inductive hypothesis, hence M |= σ. 
Algebraic closure and definable closure. Let A be a parameter set in M
and b ∈ Ms. The tuple b is said to be A-definable in M (or definable over A
inM) if {b} ⊆Ms isA-definable, and is said to be A-algebraic inM (or algebraic
over A inM) if b ∈ X for some finite A-definable set X ⊆Ms. IfM 4N , then b
is definable over A inM iff b is definable over A in N , and similarly with algebraic
in place of definable. In the above we omit “in M ” if M is clear from the context.
Clearly A-definable implies A-algebraic.
Lemma B.5.14. The tuple b is A-definable if and only if f(a) = b for some finite
multivariable x, 0-definable X ⊆Mx, a ∈ X ∩ Ax, and 0-definable f : X →Ms.
Proof. The “if” direction is obvious. For the “only if” direction, suppose b is A-
definable. Take a finite multivariable x, a 0-definable set Y ⊆ Mx ×Ms, and an
a ∈ Ax such that Y (a) = {b}. Then the set
X :=
{
a′ ∈Mx : |Y (a′)| = 1
} ⊆ Mx
is 0-definable, and f : X →Ms given by Y (a′) =
{
f(a′)
}
does the job. 
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Let dcl(A) be the parameter set in M such that for every s,
dcl(A)s = {b ∈Ms : b is definable over A},
and define acl(A) likewise, with algebraic instead of definable. Call dcl(A) (re-
spectively, acl(A)) the definable closure of A in M (respectively, the algebraic
closure of A in M). We say that A is definably closed in M (respectively,
algebraically closed inM) if dcl(A) = A (respectively, acl(A) = A). It is easy to
check that dcl(A) is definably closed in M , and that acl(A) is algebraically closed
in M . Both dcl(A) and acl(A) do not change if we pass from M to an elementary
extension. Clearly dcl(A) ⊆ acl(A), and if A is algebraically closed inM , then A is
definably closed inM . Note that ifM is one-sorted and there exists an A-definable
total ordering on the underlying set M of M , then dcl(A) = acl(A).
Suppose L has for each s a constant symbol of sort s. If A is definably closed
in M , then A underlies a substructure of M . Hence both dcl(A) and acl(A)
underlie substructures of M , also denoted by dcl(A) and acl(A), respectively, with
〈A〉M ⊆ dcl(A) ⊆ acl(A).
If a ∈Ms is A-definable, then a is A0-definable for some finite subset A0 of A, and
similarly with algebraic in place of definable. If A ⊆ B ⊆M , then dcl(A) ⊆ dcl(B)
and acl(A) ⊆ acl(B).
Lemma B.5.15. Let b ∈ Ms and set X :=
{
σ(b) : σ ∈ Aut(M |A)} ⊆ Ms. If
b ∈ dcl(A)s, then X = {b}, and if b ∈ acl(A)s, then X is finite.
Example. Let K be a field, let V be an infinite K-linear space viewed as an
LK-mod-structure as in Example B.2.2(7), and let A ⊆ V . Then
dcl(A) = acl(A) = the subspace of V generated by A.
To see this, let W be the subspace of V generated by A. Then V \W is infinite
and is an orbit for the action of Aut(V |A) on V . Now use Lemma B.5.15.
Notes and comments. The notion of elementary equivalence is from [442]. The
fact about countable dense ordered sets without endpoints from B.5.6 is due to
Cantor [68], with the back-and-forth proof found by Huntington [196] and Haus-
dorff [172]. Proposition B.5.4 goes back to Ehrenfeucht [123] and Fraïssé [141].
(See [136, 318] for the history of back-and-forth.) Elementary extensions as well as
Propositions B.5.8 and B.5.10 and Lemma B.5.13 are from [446]. Löwenheim [266]
and Skolem [423] had shown Proposition B.5.10 in the case where L is countable;
in the stated form it appears in [446]. Example B.5.11 is from [186, Section 3.1].
Model-theoretic algebraic closure was introduced by A. Robinson [354, p. 157] and
gained prominence through the work of Morley [297] and Baldwin-Lachlan [34].
B.6. Models and the Compactness Theorem
In the rest of this appendix, unless indicated otherwise, t is an L-term, ϕ, ψ, and θ
are L-formulas, σ is an L-sentence, and Σ is a set of L-sentences. We drop the
prefix L in L-term, L-formula and so on, unless this would cause confusion.
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Models. We say that M is a model of Σ or Σ holds in M (notation: M |= Σ)
if M |= σ for all σ ∈ Σ.
To discuss examples it is convenient to introduce some notation. Suppose L
contains (at least) the constant symbol 0 and the binary function symbol +. Given
any terms t1, . . . , tn we define the term t1+ · · ·+ tn inductively as follows: it is the
term 0 if n = 0, the term t1 if n = 1, and the term (t1 + · · ·+ tn−1) + tn for n > 2.
We write nt for the term t + · · · + t with n summands, in particular, 0t and 1t
denote the terms 0 and t, respectively. Suppose L contains the constant symbol 1
and the binary function symbol · (the multiplication sign). Then we have similar
notational conventions for t1 · . . . · tn and tn; in particular, for n = 0 both stand for
the term 1, and t1 is just t.
Examples B.6.1. Fix three distinct quantifiable variables x, y, z.
(1) Groups are the LG-structures that are models of
Gr :=
{ ∀x(x · 1 = x), ∀x(x · x−1 = 1), ∀x∀y∀z((x · y) · z = x · (y · z))}.
(2) Abelian groups are the LA-structures that are models of
Ab :=
{∀x(x + 0 = x), ∀x(x+ (−x) = 0), ∀x∀y(x+ y = y + x),
∀x∀y∀z((x+ y) + z = x+ (y + z))}.
(3) Torsion-free abelian groups are the LA-structures that are models of
Tf := Ab ∪ {∀x(nx = 0→ x = 0) : n = 1, 2, 3, . . .},
and divisible abelian groups are the LA-structures that are models of
Div := Ab ∪ {∀x∃y(ny = x) : n = 1, 2, 3, . . .}.
(4) Ordered sets are the LO-structures that are models of
Or :=
{∀x(x 6 x), ∀x∀y∀z((x 6 y ∧ y 6 z)→ x 6 z),
∀x∀y((x 6 y ∧ y 6 x)→ x = y)}.
Abbreviating x 6 y ∧ ¬x = y by x < y, dense ordered sets without endpoints
are the LO-structures that are models of
DLO := Or ∪ { ∀x∀y∃z(x < y → x < z ∧ z < y), ∀x∃y∃z(y < x ∧ x < z)}.
(5) Ordered abelian groups are the LOA-structures that are models of
OAb := Or ∪ Ab ∪ {∀x∀y∀z(x 6 y → x+ z 6 y + z)}.
(6) Rings are the LR-structures that are models of
Ri := Ab ∪{∀x∀y∀z((x · y) · z = x · (y · z)), ∀x(x · 1 = x ∧ 1 · x = x),
∀x∀y∀z(x · (y + z) = x · y + x · z ∧ (x+ y) · z = x · z + y · z)}.
(7) Fields are the LR-structures that are models of
Fl := Ri ∪ {∀x∀y(x · y = y · x), 1 6= 0, ∀x(x 6= 0→ ∃y(x · y = 1))}.
(8) Ordered rings are the LOR-structures that are models of
ORi := OAb ∪ Ri ∪ {∀x∀y(0 6 x ∧ 0 6 y → 0 6 x · y)},
and ordered fields are the LOR-structures that are models of OFl := ORi∪Fl.
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(9) Fields of characteristic 0 are the LR-structures that are models of
Fl(0) := Fl ∪ {n1 6= 0 : n = 2, 3, 5, 7, 11, . . .},
and given a prime number p, fields of characteristic p are the LR-structures
that are models of Fl(p) := Fl ∪ {p1 = 0}.
(10) Algebraically closed fields are the LR-structures that are models of
ACF := Fl ∪ {∀u1 · · · ∀un∃x(xn + u1xn−1 + · · ·+ un = 0) : n > 2}.
Here u1, u2, u3, . . . is some fixed infinite sequence of distinct quantifiable vari-
ables, distinct also from x, and uixn−i abbreviates ui · xn−i, for i = 1, . . . , n.
(11) Given a prime number p or p = 0, algebraically closed fields of characteristic p
are the LR-structures that are models of ACF(p) := ACF∪Fl(p).
Here is the important Compactness Theorem:
Theorem B.6.2. If every finite subset of Σ has a model, then Σ has a model.
We give the proof of this theorem in the next section. The rest of this section con-
tains some reformulations and simple but instructive applications of this theorem.
Logical consequence. We say that σ is a logical consequence of Σ (writ-
ten Σ |= σ) if σ is true in every model of Σ. More generally, we say that a formula ϕ
is a logical consequence of Σ (notation: Σ |= ϕ) if M |= ϕ for all models M
of Σ. We also write σ |= ϕ instead of {σ} |= ϕ. Note that Σ ∪ {σ1, . . . , σn} |= ϕ iff
Σ |= (σ1 ∧ · · · ∧ σn)→ ϕ.
Example. It is well-known that in any ring R we have r · 0 = 0 for all r ∈ R. This
can now be expressed as Ri |= x · 0 = 0.
Here is a version of the Compactness Theorem in terms of logical consequence:
Theorem B.6.3. If Σ |= σ, then Σ0 |= σ for some finite Σ0 ⊆ Σ.
Proof. Suppose Σ0 6|= σ for all finite Σ0 ⊆ Σ. Then every finite subset of Σ ∪ {¬σ}
has a model, so by Theorem B.6.2, Σ ∪ {¬σ} has a model, and thus Σ 6|= σ. 
A similar argument as in the proof of Theorem B.6.3 shows:
Corollary B.6.4. Let (σi)i∈I and (τj)j∈J be families of sentences such that∧
i∈I
σi |=
∨
j∈J
τj ,
that is, in each structure where all sentences σi are true, one of the sentences τj is
true. Then there are i1, . . . , im ∈ I and j1, . . . , jn ∈ J such that
σi1 ∧ · · · ∧ σim |= τj1 ∨ · · · ∨ τjn .
Proof. The hypothesis expresses that {σi : i ∈ I} ∪ {¬τj : j ∈ J} has no model.
By the Compactness Theorem there are i1, . . . , im ∈ I and j1, . . . , jn ∈ J such
that {σi1 , · · · , σim ,¬τj1 , . . . ,¬τjn} has no model, in other words, σi1 ∧ · · · ∧ σim |=
τj1 ∨ · · · ∨ τjn . 
Here is one of many routine applications of the Compactness Theorem:
Corollary B.6.5. If the LR-sentence σ is true in all fields of characteristic 0,
then σ is true in all fields of sufficiently high prime characteristic.
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Proof. If Fl∪{n1 6= 0 : n > 1} |= σ, then compactness yields N ∈ N such that
Fl∪{n1 6= 0 : n = 1, . . . , N} |= σ, so σ holds in all fields of characteristic p > N . 
Note that Fl(0) is infinite; the previous corollary implies that there is no finite set
of LR-sentences whose models are exactly the fields of characteristic 0. Here is a
typical application of compactness (via Corollary B.6.5) in algebra:
Example B.6.6 (Noether-Ostrowski). Let T = (T1, . . . , Tn) and P ∈ Z[T ]. Given
a prime number p, let P mod p denote the image of P under the ring morphism
Z[T ]→ Fp[T ] which extends a 7→ a+ pZ : Z→ Z/pZ = Fp and sends Ti to Ti (i =
1, . . . , n). Suppose P is irreducible over C. Then there is some N ∈ N such that for
all primes p > N and every field F of characteristic p, the polynomial P mod p is
irreducible over F . To see this note that every finitely generated field of character-
istic zero can be embedded in C, so the hypothesis implies that P is irreducible over
every field of characteristic zero, and irreducibility of P over a given field can be
expressed by a sentence: there exists an LRi-sentence σP such that for each field F ,
if F has characteristic zero then F |= σP ⇐⇒ P is irreducible over F , and if F has
characteristic p > 0 then F |= σP ⇐⇒ P mod p is irreducible over F .
Completeness and compactness. We call Σ complete if Σ has a model and
for all σ, either Σ |= σ or Σ |= ¬σ; equivalently, Σ has a model and M ≡N for all
modelsM , N of Σ. Completeness is a strong property and it can be hard to show
that a given set Σ is complete.
Examples. The set of LA-sentences Ab (the set of axioms for abelian groups) is
not complete: consider ∃x(x 6= 0). The set of LO-sentences DLO (the set of axioms
for dense ordered sets without endpoints) is complete; see Example B.5.6.
An L-theory is a set T of L-sentences such that for all σ, if T |= σ, then σ ∈ T .
In particular, we have for any Σ the L-theory generated by Σ:
Th(Σ) := {σ : Σ |= σ}.
It has the same models as Σ. An axiomatization of an L-theory T is a set Σ such
that Th(Σ) = T . We use the abbreviation Th also as follows: for any M , the set
Th(M) := {σ :M |= σ}
is a complete L-theory, called the theory of M . (Thus if Σ has a model, then
Σ ⊆ T for some complete L-theory T .) Given a class C of L-structures, we set
Th(C) :=
⋂
M∈C
Th(M) = {σ : σ is true in every M ∈ C}.
This is an L-theory (not necessarily complete), called the theory of C. Thus
Th(Σ) = Th(C), where C is the class of models of Σ.
A complete L-theory that contains Σ is called a completion of Σ. Let S(Σ) be
the set of completions of Σ; thus |S(Σ)| 6 2|L|. We set 〈σ〉 := {T ∈ S(Σ) : σ ∈ T }.
One verifies easily that for sentences σ, τ we have 〈σ〉 = 〈τ〉 iff Σ |= σ ↔ τ , and
〈σ ∧ τ〉 = 〈σ〉 ∩ 〈τ〉, 〈σ ∨ τ〉 = 〈σ〉 ∪ 〈τ〉, 〈¬σ〉 = S(Σ) \ 〈σ〉.
The topology on S(Σ) with the sets 〈σ〉 as a basis is called the Stone topology.
Its open sets are the unions
⋃
σ∈∆〈σ〉 with ∆ a set of sentences. Note that the basic
open sets 〈σ〉 are also closed, and so the Stone topology on S(Σ) is hausdorff. We
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have S(Σ) 6= ⋃σ∈∆〈σ〉 iff Σ∪ {¬σ : σ ∈ ∆} has a model; hence Theorem B.6.2 also
has the following reformulation, explaining the name Compactness Theorem.
Theorem B.6.7. The hausdorff space S(Σ) is compact.
Let Σ′ be a set of L-sentences. Then Σ and Σ′ are said to be equivalent if they
have the same logical consequences. Thus Σ and Σ′ are equivalent iff they have the
same models, iff S(Σ) = S(Σ′). For example, Σ and Th(Σ) are equivalent.
Completeness and decidability. This subsection concerns the relation between
completeness and (algorithmic) decidability, a logical issue that is hardly model-
theoretic in nature. We just give an outline and refer to the literature for details,
since decidability only makes an appearance in Corollary 16.6.3.
First, one should distinguish the notion of logical consequence of from that of
provable from. To make the latter concept precise requires a proof system, which
specifies logical axioms and inference rules for generating certain finite sequences
of formulas, called (formal) proofs: a proof of ϕ from Σ is a sequence ϕ1, . . . , ϕn of
formulas with n > 1 and ϕn = ϕ, such that for k = 1, . . . , n, either ϕk ∈ Σ or ϕk is
a logical axiom, or ϕk is “inferred” from some of the earlier formulas ϕ1, . . . , ϕk−1
by applying an inference rule. (For example, among the logical axioms might be all
formulas of the form ϕ∨¬ϕ, and among the inference rules is usuallyModus Ponens,
which allows one to infer ψ from φ and φ → ψ; see for example [411, Section 2.6]
for an explicit proof system.) We call ϕ provable from Σ (in symbols: Σ ⊢ ϕ) if
there exists a proof of ϕ from Σ. The logical axioms and inference rules are chosen
so that the logical axioms are valid in all L-structures, and if ϕ is inferred from
ϕ1, . . . , ϕk by an inference rule, then ϕ is valid in all L-structures where ϕ1, . . . , ϕk
are valid. Hence Σ ⊢ ϕ ⇒ Σ |= ϕ. We now fix some traditional proof system for
classical predicate logic. Then the converse also holds:
Theorem B.6.8 (Gödel’s Completeness Theorem). If Σ |= ϕ, then Σ ⊢ ϕ.
See [411, Chapter 4] for a proof. “Completeness” here refers to the proof system,
not to Σ. Theorem B.6.8 and its converse immediately yield version B.6.3 of the
Compactness Theorem (of which we give an independent proof in the next section).
Suppose now that the language L has only finitely many nonlogical symbols. Then
formulas can be made into inputs of computer programs, and the logical axioms
and inference rules of the proof system hiding behind the notation ⊢ can also be
effectively given. One says that Σ is effectively enumerable if there is an effective
procedure that enumerates all elements of Σ. We say that an L-theory T is decidable
if there is an algorithm (program) that takes any sentence σ as input and decides
whether or not σ ∈ T . If Σ is effectively enumerable, then so is the set Th(Σ) of
all sentences provable from Σ, and we obtain:
Corollary B.6.9. If L has only finitely many nonlogical symbols and Σ is complete
and effectively enumerable, then Th(Σ) is decidable.
Notes and comments. The notion of “model” goes back to the Hilbert school.
(But it was Tarski [445] who first spoke of “model theory” as a subject in its own
right.) Theorem B.6.8 was proved by Gödel [148] (1930) for countable languages
and by Henkin [173] (1949) in general. The Compactness Theorem was shown
independently by Mal′cev [281] (1936). The formulation in Theorem B.6.7 is due
to Tarski [444]. Corollary B.6.5 is due to A. Robinson [354]. Algebraic proofs of
the statement in Example B.6.6 were given by Noether [305] and Ostrowski [311].
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B.7. Ultraproducts and Proof of the Compactness Theorem
In this section Λ is a nonempty index set and λ, λ′ range over Λ.
Filters and ultrafilters. A proper filter on Λ is a nonempty collection F of
subsets of Λ such that ∅ /∈ F and for all A,B ⊆ Λ:
(Fi1) if A,B ∈ F , then A ∩B ∈ F ;
(Fi2) if A ⊆ B ⊆ Λ and A ∈ F , then B ∈ F .
Note that then Λ ∈ F , and that for all A ⊆ Λ, either A /∈ F or Λ \A /∈ F .
Example. If Λ is infinite, then the set of all cofinite subsets of Λ is a proper filter
on Λ, called the Fréchet filter on Λ.
A proper filter on Λ that is maximal with respect to inclusion is called an ultrafilter
on Λ. By Zorn, every proper filter on Λ is included in an ultrafilter on Λ.
Lemma B.7.1. Suppose F is a proper filter on Λ. Then the following are equivalent:
(i) F is an ultrafilter on Λ;
(ii) for all A,B ⊆ Λ with A ∪B ∈ F we have A ∈ F or B ∈ F ;
(iii) for all A ⊆ Λ we have A ∈ F or Λ \A ∈ F .
Proof. Suppose F is an ultrafilter on Λ and A,B ⊆ Λ, A∪B ∈ F . Then A∩F 6= ∅
for all F ∈ F , or B ∩F 6= ∅ for all F ∈ F ; we may assume that the first alternative
holds. Then {C ⊆ Λ : C ⊇ A ∩ F for some F ∈ F} is a proper filter on Λ which
includes F ∪{A}, so A ∈ F . This shows (i)⇒ (ii), and (ii)⇒ (iii) follows by taking
B = Λ \A. The direction (iii) ⇒ (i) is obvious. 
A nonempty collection F of subsets of Λ has the finite intersection prop-
erty (FIP) if for all A1, . . . , An ∈ F with n > 1 we have A1 ∩ · · · ∩ An 6= ∅.
In particular, any proper filter on Λ has the FIP.
Lemma B.7.2. Suppose the nonempty collection F of subsets of Λ has the FIP.
Then there exists an ultrafilter U ⊇ F on Λ.
Proof. Let F∗ be the collection of all subsets of Λ that contain a finite intersection
A1 ∩ · · · ∩An with A1, . . . , An ∈ F , n > 1. Then F∗ is a proper filter and F∗ ⊇ F .
By Zorn there exists an ultrafilter U ⊇ F∗. 
Ultraproducts. Let (Mλ) be a family of L-structures and M :=
∏
λMλ be its
product. (See Section B.2.) Let σ be an LM -sentence. Take an L-formula ϕ(x)
and a ∈Mx such that σ = ϕ(a), and set
‖σ‖ := {λ : Mλ |= ϕ(a(λ))}.
This notation is justified since the LMλ -sentence ϕ(a(λ)) depends only on σ and λ,
not on the choice of ϕ(x) and a such that σ = ϕ(a). If σ, τ are LM -sentences, then
(B.7.1) ‖σ & τ‖ = ‖σ‖ ∩ ‖τ‖, ‖σ ∨ τ‖ = ‖σ‖ ∪ ‖τ‖, ‖¬σ‖ = Λ \ ‖σ‖,
(B.7.2) |= σ → τ ⇒ ‖σ‖ ⊆ ‖τ‖.
Moreover:
Lemma B.7.3. Let ψ(y) be an LM -formula, where y is a quantifiable variable of
sort s. Then for all b ∈Ms we have ‖ψ(b)‖ ⊆ ‖∃yψ‖, and there exists b ∈Ms such
that equality holds.
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Proof. For all b ∈ Ms we have ‖ψ(b)‖ ⊆ ‖∃yψ‖ by (B.7.2). To obtain equality,
choose b = (b(λ)) ∈ Ms as follows: Take an L-formula ϕ(x, y) and a ∈ Mx such
that ψ(y) = ϕ(a, y). Then we have for any b ∈Ms,
‖ψ(b)‖ = {λ :Mλ |= ϕ(a(λ), b(λ))}, ‖∃yψ‖ = {λ :Mλ |= (∃yϕ)(a(λ))}.
For λ ∈ ‖∃yψ‖ we pick b(λ) ∈ (Mλ)s such that Mλ |= ϕ
(
a(λ), b(λ)
)
, and for
λ /∈ ‖∃yψ‖ we let b(λ) ∈ (Mλ)s be arbitrary. Then ‖ψ(b)‖ ⊇ ‖∃yψ‖ as required. 
Let F be a proper filter on Λ. For s ∈ S we define a binary relation ∼s on Ms by
a ∼s b :⇐⇒ ‖a = b‖ ∈ F ⇐⇒
{
λ : a(λ) = b(λ)
} ∈ F .
For a = (a1, . . . , am), b = (b1, . . . , bm) ∈Ms1...sm we set
a ∼s1...sm b :⇐⇒ a1 ∼s1 b1 & · · · & am ∼sm bm.
Using (B.7.2) one easily shows:
Lemma B.7.4.
(i) The relation ∼s1...sm is an equivalence relation on Ms1...sm .
(ii) If R ∈ Lr has sort s1 . . . sm, and a, b ∈Ms1...sm , a ∼s1...sm b, then
‖Ra‖ ∈ F ⇐⇒ ‖Rb‖ ∈ F .
(iii) If f ∈ Lf has sort s1 . . . sns and a, b ∈Ms1...sn , a ∼s1...sn b, then
fM(a) ∼s fM (b).
For a ∈Ms1...sm we let a∼ denote the equivalence class of a with respect to ∼s1...sm ,
and we let M∼s1...sm be the set of equivalence classes of ∼s. We identify M∼s1...sm
withM∼s1×· · ·×M∼sm in the natural way. We now define an L-structureM∼ whose
underlying set of sort s is M∼s : for R ∈ Lr of sort s1 . . . sm and a ∈Ms1...sm we set
a∼ ∈ RM∼ :⇐⇒ ‖Ra‖ ∈ F ,
and for f ∈ Lf of sort s1 . . . sns and a ∈Ms1...sn we put
fM
∼
(a∼) := fM (a)∼ ∈Ms.
The L-structure M∼ is called the reduced product of (Mλ) with respect to F ,
and is also denoted by M/F = (∏λMλ) /F . If Mλ = N for all λ, then NΛ/F
is also called the reduced power of N with respect to F . If F is an ultrafilter
on Λ, then we speak of the ultraproduct M/F of (Mλ) with respect to F and of
the ultrapower NΛ/F of N with respect to F . The maps a 7→ a∼ : Ms → M∼s
combine to a surjective morphism π : M →M/F .
Lemma B.7.5. Let x be finite and a ∈ Mx. Then for any L-term t(x) we have
t(a∼)M/F = tM/F (a∼) = tM (a)
∼
and for any atomic L-formula ϕ(x) we have
M/F |= ϕ(a∼) ⇐⇒ ‖ϕ(a)‖ ∈ F .
Proof. The first equality about terms is part of Lemma B.3.2, and the second
equality follows by an easy induction on terms. The statement about atomic for-
mulas is a routine consequence of the equalities about terms. 
Corollary B.7.6. Let ∆: N → NΛ be the diagonal embedding. Then the mor-
phism π ◦∆: N →NΛ/F is an embedding, called the diagonal embedding of N
into its reduced power NΛ/F .
Here is the main fact about ultraproducts:
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Theorem B.7.7 (Łoś). Suppose U is an ultrafilter on Λ. Let ϕ(x) be a formula
with finite x, and let a ∈Mx. Then M/U |= ϕ(a∼)⇐⇒ ‖ϕ(a)‖ ∈ U .
Proof. We proceed by induction on the construction of ϕ. The case where ϕ
is atomic is covered by Lemma B.7.5. The cases ϕ = ¬ψ, ϕ = ψ1 & ψ2, and
ϕ = ψ1∨ψ2 with formulas ψ, ψ1, ψ2 follow by induction, (B.7.1), and Lemma B.7.1.
Suppose ϕ = ∃yψ where ψ(x, y) is a formula and y is of sort s; then
M/U |= ϕ(a∼) ⇐⇒ M/U |= ψ(a∼, b∼) for some b ∈Ms
⇐⇒ ‖ψ(a, b)‖ ∈ F for some b ∈Ms,
by inductive hypothesis. By Lemma B.7.3, ‖ψ(a, b)‖ ∈ U for some b ∈ Ms, if and
only if ‖ϕ(a)‖ ∈ U . The case ϕ = ∀yψ follows from |= ∀yψ ↔ ¬∃y¬ψ. 
In particular, if U is an ultrafilter on Λ and Mλ |= Σ for all λ, then M/U |= Σ.
Example. View abelian groups as LA-structures in the natural way. Let U be
an ultrafilter on N>1 containing the Fréchet filter, set G :=
∏
n>1 (Z/nZ) /U , and
g := (1+nZ)∼ ∈ G. Then for everym > 1 we have G 6|= mg = 0 by Theorem B.7.7.
So g has infinite order in the abelian group G. Thus there is no set of LA-sentences
whose models are the abelian torsion groups.
Corollary B.7.8. If U is an ultrafilter on Λ, then the diagonal embedding of N
into NΛ/U is elementary.
Proof. Let ϕ(x) be a formula with finite x and a ∈ Nx such that N |= ϕ(a).
Then ‖ϕ(∆(a))‖ = Λ ∈ U , so NΛ/U |= ϕ(∆(a)∼) by Theorem B.7.7. 
Proof of the Compactness Theorem. We mean here Theorem B.6.2. Thus,
suppose every finite subset of Σ has a model; we need to show that Σ has a model.
We take Λ to be the set of all finite subsets of Σ; for each λ we take a model Mλ
of λ and set F (λ) := {λ′ : λ ⊆ λ′} ⊆ Λ. Then F (λ1) ∩ F (λ2) = F (λ1 ∪ λ2) for
all λ1, λ2 ∈ Λ, so F :=
{
F (λ) : λ ∈ Λ} has the finite intersection property. By
Lemma B.7.2 we have an ultrafilter U on Λ with U ⊇ F . Set M := ∏λMλ. We
claim that M/U |= Σ. Let σ ∈ Σ. Then {σ} ∈ Λ and
F
({σ}) ⊆ {λ : Mλ |= σ} = ‖σ‖.
Now F
({σ}) ∈ U , so ‖σ‖ ∈ U , and thus M/U |= σ by Theorem B.7.7. 
Functoriality of reduced products. Let (Mλ) and (Nλ) be families of L-
structures, and let hλ : Mλ →Nλ be a morphism for each λ. Lemma B.2.3 gives a
morphism h : M :=
∏
λMλ →N :=
∏
λNλ such that π
N
λ ◦ h = hλ ◦ πMλ for all λ.
Let F be a proper filter on Λ. Then for all a, b ∈Ms we have a ∼s b⇒ hsa ∼s hsb.
It easily follows that we have a morphism h/F : M/F →N/F making the diagram
M

h // N

M/F h/F // N/F
commute. Here the vertical arrows are the morphismsM →M/F andN →N/F
defined before Lemma B.7.5. If each hλ is an embedding, then so is h/F .
We can now prove a statement used in Section 9.5. Given L-structures M
and N , we say that M is existentially closed in N if M ⊆ N and every
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existential LM -sentence true in N is true in M ; equivalently, M ⊆ N and every
universal LM -sentence true in M is true in N ; notation: M 4∃ N . Note that if
M 4∃ N , then also each universal-existential LM -sentence true in N is true in
M . Clearly M 4N ⇒M 4∃ N .
Corollary B.7.9. Suppose M is the direct union of a directed family (Mλ) of
models Mλ of Σ. Then M is existentially closed in some model of Σ.
Proof. Let F be the collection of sets Fλ := {λ′ : λ′ > λ} ⊆ Λ. Since (Λ,6) is
directed, F has the FIP. Then Lemma B.7.2 yields an ultrafilter U ⊇ F on Λ, and
so M∗ := (
∏
λMλ)/U |= Σ by Theorem B.7.7. Let ιλ : Mλ →M be the natural
inclusion, let ι/U : M∗ → MΛ/U be the embedding obtained from the family of
embeddings (ιλ) as described before the corollary, and let d : M →MΛ/U be the
diagonal embedding. Then d(M) ⊆ (ι/U)(M∗) ⊆ MΛ/U and d(M) 4 MΛ/U ,
hence d(M) 4∃ (ι/U)(M∗). 
Notes and comments. Ultrafilters were introduced by H. Cartan [69, 70], and
also appear in Stone [435]. The definition of the ultraproduct and Theorem B.7.7
are from [271], but versions of ultraproducts had been used already by Skolem [424],
Hewitt [178], and Arrow [10]. Reduced products and the proof of the Compactness
Theorem via ultraproducts given above are due to Frayne, Morel and Scott [142].
B.8. Some Uses of Compactness
We first consider diagrams, which provide a way to construct embeddings using
compactness. Next we study the relationship between substructures and universal
sentences. We also prove the “upward” version of the Löwenheim-Skolem Theorem.
Diagrams. In this subsection we assume A ⊆ M . Let Diag(M) be the set of all
quantifier-free sentences σ such that M |= σ, and set DiagA(M) := Diag(MA).
We call DiagM (M) the (quantifier-free) diagram of M .
Lemma B.8.1. Let h : A → N , and Nh the expansion of N to an LA-structure
given by aNh := hs(a) for a ∈ As. Then:
(i) h preserves quantifier-free formulas iff Nh |= DiagA(M);
(ii) h is elementary iff Nh |= Th(MA).
This is rather obvious from the definitions, and yields:
Lemma B.8.2 (Diagram Lemma).
(i) There exists a map A → N preserving quantifier-free formulas if and only if
some LA-expansion of N is a model of DiagA(M);
(ii) there exists an elementary map A → N if and only if some LA-expansion of
N is elementarily equivalent to MA.
In particular, there exists an embedding M → N iff N can be expanded to a
model of the diagram of M , and there exists an elementary embedding M → N
iff N can be expanded to a model of Th(MM ). The Diagram Lemma acquires its
power through the Compactness Theorem:
Corollary B.8.3. The following conditions on a structure M are equivalent:
(i) M can be embedded into a model of Σ;
(ii) every finite subset of Σ ∪DiagM (M) has a model.
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For one-sorted M , these conditions are also equivalent to:
(iii) every finitely generated substructure of M can be embedded into a model of Σ.
Likewise, M has an elementary extension that is a model of Σ iff every finite subset
of Σ ∪Th(MM ) has a model.
Proof. Use the Diagram Lemma and compactness to get (i) ⇔ (ii). For one-sor-
ted M , use that every finite subset of Σ ∪ DiagM (M) is contained in a set of the
form Σ ∪DiagN (N) where N is a finitely generated substructure of M . 
Corollary B.8.4. Let M and N be given. Then M ≡ N if and only if there
exists an L-structure into which both M and N can be elementarily embedded.
Proof. Assume M ≡ N . Extend L to L′ by adding names for the elements of
M and N such that no name of any a in M is the name of any b in N . We
show that the set Th(MM ) ∪ Th(NN ) of L′-sentences has a model; clearly, M as
well as N admits an elementary embedding into the L-reduct of such a model. By
compactness (and replacing a finite subset of Th(MM ) by the conjunction of the
sentences in it) it suffices that
{
ϕ(a)
}∪Th(NN ) has a model, for any formula ϕ(x)
with finite x and a ∈ Mx such that M |= ϕ(a). For such ϕ(x) and a we have
M |= ∃xϕ(x), so N |= ∃xϕ(x), and thus {ϕ(a)} ∪ Th(NN ) has indeed a model.
The other direction is obvious. 
In the same way one shows:
Corollary B.8.5. Let M ⊆N . Then M 4∃ N if and only if N embeds over M
into some elementary extension of M .
Substructures and universal sentences. Call Σ universal if all sentences in Σ
are universal. In this subsection we assume that L has for each s a constant symbol
of sort s. Thus 〈A〉M is defined for any parameter set A in M .
Proposition B.8.6. Suppose Σ is universal, x = (x1, . . . , xm), y = (y1, . . . , yn)
are disjoint, and ϕ(x, y) is quantifier-free such that Σ |= ∀x∃y ϕ(x, y). Then there
are n-tuples t1 = (t11, . . . , t1n), . . . , tk = (tk1, . . . , tkn) of terms tij(x), k > 1, with
Σ |= ϕ(x, t1(x)) ∨ · · · ∨ ϕ(x, tk(x)).
The device we use in proving this is often applied: we extend the language L by new
constant symbols and let them play the role of free parameters. Let x1, . . . , xm have
sort s1, . . . , sm, respectively. Let Lc := L∪{c1, . . . , cm} where c1, . . . , cm are distinct
new constant symbols of sort s1, . . . , sm, respectively. An Lc-structure (M , a) is
just an L-structure M together with any m-tuple a = (a1, . . . , am) ∈ Ms1,...,sm .
Thus, given any L-formula ψ(x1, . . . , xm),
Σ |= ψ(c1, . . . , cm) (relative to Lc) ⇐⇒ Σ |= ψ(x1, . . . , xm) (relative to L).
Proof of Proposition B.8.6. LetM |= Σ and a = (a1, . . . , am) ∈Mx. Since Σ
is universal, N := 〈a1, . . . , am〉M is also a model of Σ. Hence N |= ∀x∃y ϕ and so
N |= ∃y ϕ(a, y). The elements ofN of sort s are of the form t(a) where t(x) is an L-
term of sort s. Hence there is an n-tuple t = (t1, . . . , tn) of L-terms with ti(x) of the
same sort as yi, such that N |= ϕ
(
a, t(a)
)
, and thus M |= ϕ(a, t(a)). Hence every
model of Σ, viewed as a set of Lc-sentences, satisfies some Lc-sentence ϕ
(
c, t(c)
)
with t = (t1, . . . , tn) an n-tuple of L-terms with ti(x) of the same sort as yi and
c = (c1, . . . , cm). Now use B.6.4. 
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The substructures of fields viewed as LR-structures are exactly the integral domains,
that is, the models of the set of universal LR-sentences
Ri∪{0 6= 1, ∀x∀y (xy = yx), ∀x∀y (xy = 0→ x = 0 ∨ y = 0)}.
This is an instance of the following general fact:
Proposition B.8.7. Let
Σ∀ :=
{
σ : σ is a universal sentence with Σ |= σ}
be the set of universal logical consequences of Σ. Then for all M ,
M |= Σ∀ ⇐⇒ M is a substructure of a model of Σ.
Proof. The direction ⇐ is clear from Corollary B.4.7(iii). For ⇒, suppose M |=
Σ∀. To show that M embeds into a model of Σ, let ∆ be a finite subset of
DiagM (M); by Corollary B.8.3 it suffices to show that the set Σ ∪ ∆ of LM -
sentences has a model. Replacing the sentences in ∆ by their conjunction we
arrange ∆ =
{
ϕ(a)
}
where ϕ(x) is a quantifier-free L-formula, x = (x1, . . . , xm),
and a = (a1, . . . , am) ∈Mx with distinct a1, . . . , am, such thatM |= ϕ(a). If Σ∪∆
has no model, then Σ |= ¬ϕ(a) and hence Σ |= ∀x¬ϕ, so ∀x¬ϕ ∈ Σ∀, and thus
M |= ∀x¬ϕ, contradicting M |= ϕ(a). 
Corollary B.8.8. The following conditions on Σ are equivalent:
(i) every substructure of every model of Σ is a model of Σ;
(ii) Σ and Σ∀ are equivalent;
(iii) Σ is equivalent to some set of universal sentences.
We say that ϕ, ψ are Σ-equivalent if Σ |= ϕ↔ ψ. (So “∅-equivalent” is the same as
“equivalent” in the sense of Section B.4.) Note that Σ-equivalence is an equivalence
relation on the collection of L-formulas. If ϕ(x), ψ(x) are (L, x)-formulas, then ϕ, ψ
are Σ-equivalent iff ϕM = ψM for all M |= Σ.
Corollary B.8.9. The following are equivalent for Σ, ϕ(x), x = (x1, . . . , xm):
(i) for all M ⊆N and a ∈Mx, if M ,N |= Σ and N |= ϕ(a), then M |= ϕ(a);
(ii) ϕ(x) is Σ-equivalent to a universal formula ψ(x).
Proof. Assume (i), and consider the set Σ′ := Σ∪{ϕ(c)} of Lc-sentences. By B.8.7
and (i) we have (Σ′)∀ ∪ Σ |= ϕ(c). By compactness, we can take a universal L-
formula ψ(x) such that ψ(c) ∈ (Σ′)∀ and
{
ψ(c)
} ∪ Σ |= ϕ(c). Then Σ |= ϕ ↔ ψ.
This shows (i) ⇒ (ii). The reverse implication follows from B.4.7(iii). 
The Löwenheim-Skolem Theorem. In this subsection we assume that L is one-
sorted. (We only use Theorem B.8.10 in this case, and we wish to keep formulations
simple.) Call an L-structure infinite if its underlying set is infinite.
First-order logic cannot limit the size of an infinite structure:
Theorem B.8.10 (Upward Löwenheim-Skolem). Suppose M is infinite and κ is a
cardinal > max
{|L|, |M |}. Then M has an elementary extension of size κ.
Proof. Let C be a set of new constant symbols with |C| = κ, and set L′ := L∪C.
Every finite subset of the set
Σ′ := Th(MM ) ∪ {c 6= d : c, d ∈ C are distinct}
of L′M -sentences has a model; in fact, as M is infinite, MM itself can be expanded
to a model by suitably interpreting the constants in C. By compactness, we obtain
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a model N ′ of Σ′; by the Diagram Lemma, there exists an elementary embedding
of M into the L-reduct of N ′. Thus we obtain an elementary extension N of M
of size > κ. Proposition B.5.10 gives an elementary substructure N1 of N with
M ⊆ N1 and |N1| = κ. Then M 4N1. 
The downward and upward Löwenheim-Skolem Theorems (B.5.10 and B.8.10) yield:
Corollary B.8.11. If Σ has an infinite model, then Σ has a model of any given
size κ > |L|.
Corollary B.8.12 (Vaught’s Test). Suppose |L| 6 κ, Σ has a model, all models
of Σ are infinite, and all models of Σ of size κ are isomorphic. Then Σ is complete.
Proof. Assume σ is true in some model of Σ. Then σ is true in some model of Σ
of size κ, by Corollary B.8.11. The isomorphism assumption then gives that σ is
true in all models of Σ of size κ, and so again by Corollary B.8.11, σ is true in all
models of Σ. It follows that Σ is complete. 
Vaught’s Test is a test for completeness. Here is an application:
Theorem B.8.13. Let p be a prime number or p = 0. The set ACF(p) of axioms
for algebraically closed fields of characteristic p is complete.
Proof. We use basic facts about transcendence bases; see [249, Chapter VIII].
LetK and L be algebraically closed fields of characteristic p of the same uncountable
size; let k := Fp if p is a prime and k := Q if p = 0. View k as a subfield of K and
of L as usual, and note that |k| 6 ℵ0. Let B be a transcendence basis of K over k
and C a transcendence basis of L over k. Then |K| = |k(B)| = |B| and likewise
|L| = |C|. So there is a bijection B → C, and this bijection extends to a field
isomorphism k(B) → k(C) and then further to an isomorphism K → L between
their algebraic closures. Thus ACF(p) is complete by Vaught’s Test. 
Theorem B.8.13 and Corollary B.6.9 imply that ACF(p) is decidable. Applications
of Theorem B.8.13 and another proof of this theorem are given in Section B.12.
Notes and comments. Diagrams and their role are explicit in A. Robinson [345].
Corollary B.8.3 is in Henkin [174]. A sharper version of Corollary B.8.4 is due to
Keisler [214] and Shelah [404]: if M ≡ N then there is an ultrafilter U on some
nonempty set Λ with MΛ/U ∼= NΛ/U . Proposition B.8.6 is a weak version of a
theorem of Herbrand [177]. Corollary B.8.8 is due to Łoś [272] and Tarski [445],
and Corollary B.8.12 to Łoś [270] and Vaught [455].
B.9. Types and Saturated Structures
Roughly speaking, a type is a set of formulas specifying a potential property of a
tuple of elements in a structure, similar to a system of equations and inequalities
that we wish to solve. A saturated structure realizes many types.
Types. Let Φ = Φ(x) be a set of (L, x)-formulas. We say that a ∈Mx realizes Φ
inM ifM |= ϕ(a) for all ϕ ∈ Φ. Clearly ifM 4N and a ∈Mx, then a realizes Φ
in M iff a realizes Φ in N . We say that Φ is realized in M if some a ∈ Mx
realizes Φ in M . Assume x = (xi)i∈I and take a tuple c = (ci)i∈I of distinct new
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constant symbols with each ci of the same sort as xi. Let Lc be L augmented by
these new constant symbols ci. Then Φ is realized in some structure iff the set
Φ(c) :=
{
ϕ(c) : ϕ ∈ Φ}
of Lc-sentences has a model. Hence by compactness, Φ is realized in some structure
iff every finite subset of Φ is realized in some structure. If this happens we call Φ
an x-type. An x-type Φ is said to be complete if for each ϕ(x), either ϕ ∈ Φ or
¬ϕ ∈ Φ; equivalently, Φ(c) is a complete Lc-theory. For a ∈ Mx we let tpMx (a) be
the complete x-type in M realized by a (and we leave out the superscript M or
subscript x if M or x are clear from the context); that is, for each L-formula ϕ(x),
we have ϕ ∈ tpMx (a) iff M |= ϕ(a). Every x-type is contained in a complete one,
namely one of the form tpMx (a). If M 4N and a ∈Mx, then tpMx (a) = tpNx (a).
Definition B.9.1. We say that Φ is Σ-realizable if Φ is realized in some model
of Σ; that is, if Σ ∪ Φ(c), as a set of Lc-sentences, has a model. The set of all
complete Σ-realizable x-types is denoted by Sx(Σ).
Thus for a complete x-type Φ, we have: Φ is Σ-realizable iff Σ ⊆ Φ(c). A complete
x-type is usually denoted by a letter like p or q.
Let Σc be Σ viewed as set of Lc-sentences. Then for p = p(x) ∈ Sx(Σ) we have
p(c) ∈ S(Σc), and the map p 7→ p(c) : Sx(Σ) → S(Σc) is a bijection. The Stone
topology on Sx(Σ) is the topology making this bijection a homeomorphism. That
is, its basic open sets are the sets 〈ϕ〉 := {p ∈ Sx(Σ) : ϕ ∈ p}, with ϕ = ϕ(x).
Two formulas ϕ(x) and ψ(x) are Σ-equivalent iff 〈ϕ〉 = 〈ψ〉. By Theorem B.6.7,
the Stone topology makes Sx(Σ) a compact hausdorff space.
Separating types. In this subsection we fix a set Θ = Θ(x) of (L, x)-formulas
such that ⊤,⊥ ∈ Θ, and for all θ1, θ2 ∈ Θ, also θ1 ∧ θ2 ∈ Θ and θ1 ∨ θ2 ∈ Θ. For
example, Θ could be the set of quantifier-free formulas θ(x). In Section B.11 we
shall need the next lemma; its corollary was already used in Section 8.3.
Lemma B.9.2. Let a formula ψ(x) be given. Then the following are equivalent:
(i) ψ is Σ-equivalent to some formula from Θ;
(ii) for all p, q ∈ Sx(Σ) with ψ ∈ p and ¬ψ ∈ q there exists θ ∈ Θ such that θ ∈ p
and ¬θ ∈ q.
Proof. The direction (i) ⇒ (ii) is clear. Conversely, assume (ii). Consider the
open-and-closed subset P := 〈ψ〉 of Sx(Σ) and its complement P c = 〈¬ψ〉. Let
p ∈ P be given. Then P c ⊆ ⋃θ∈Θ∩p〈¬θ〉 by (ii). Compactness of Sx(Σ) and Θ ∩ p
being closed under conjunction gives θ ∈ Θ ∩ p such that P c ⊆ 〈¬θ〉 and hence
p ∈ 〈θ〉 ⊆ P . Since p ∈ P was arbitrary, this yields P = ⋃θ∈∆〈θ〉 for some ∆ ⊆ Θ.
By compactness of Sx(Σ) again and Θ being closed under disjunction, we obtain
θ ∈ Θ with P = 〈θ〉, and then ψ is Σ-equivalent to θ. 
Corollary B.9.3. Suppose ¬θ ∈ Θ for all θ ∈ Θ. Then every formula ψ(x) is
Σ-equivalent to one in Θ iff p ∩Θ 6= q ∩Θ for all p 6= q in Sx(Σ).
Types over a parameter set. In the rest of this section A is a parameter set
in M . An x-type over A in M is a Th(MA)-realizable x-type (in the language
LA). Equivalently, a set of (LA, x)-formulas is an x-type over A in M if every
finite subset of it is realized in MA. For b ∈Mx we let tpMx (b|A) := tpMAx (b) be
the complete x-type over A inM realized by b (and we leave out the superscriptM
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or subscript x if M or x are clear from the context). If M 4N and b ∈Mx, then
tpMx (b|A) = tpNx (b|A). Let SMx (A) (or Sx(A) ifM is clear from the context) denote
the space Sx
(
Th(MA)
)
of complete x-types over A in M . A basis for the Stone
topology on Sx(A) is given by the sets 〈ϕ〉 =
{
p ∈ Sx(A) : ϕ ∈ p
}
with ϕ(x) an
LA-formula. Note that if L, x, A all have size 6 κ, then |Sx(A)| 6 2κ.
Saturated structures. In this subsection κ is a cardinal > 0. We declare M to
be κ-saturated if for all A of size < κ and every variable v of L, each complete
v-type over A in M is realized in M ; equivalently, for all A of size < κ and s ∈ S,
each collection of A-definable subsets of Ms with the finite intersection property
has a nonempty intersection.
Example. Suppose the ordered abelian group (G; +,−, 0,6) with G 6= {0} is 2-
saturated. Then [G] has no largest element: given a ∈ G> a realization b of the
v-type {v > na : n = 0, 1, 2, . . .} over {a} yields [b] > [a]. In particular, the ordered
abelian group (R; +,−, 0,6) is not 2-saturated.
If Ms is finite for all s, then M is κ-saturated for all κ. If M is κ-saturated
and Ms is infinite, then |Ms| > κ. (Take a variable v of sort s and consider the
v-type {v 6= a : a ∈Ms}.) If κ 6 κ′ andM is κ′-saturated, thenM is κ-saturated.
If M is κ-saturated, then so is any reduct of M . If M is κ-saturated, κ is infinite,
and |A| < κ, then MA is κ-saturated.
The definition of “κ-saturated” ostensibly only concerns families of subsets of
Ms for s ∈ S. It is a pleasant feature of model theory, however, that a one-variable
property often yields a many-variable analogue, with some effort as in this case:
Lemma B.9.4. Suppose M is κ-saturated, κ is infinite, A has size < κ and x has
size 6 κ. Then every x-type over A in M is realized in M .
Proof. Let x = (xi)i∈I , and let i, j range over I. Let p ∈ SMx (A); it suffices to
show that p is realized in M . Take a well-ordering 6 of I of order type 6 |I|.
Then each proper downward closed subset of I has cardinality < |I|. For each j
let x6j := (xi)i6j and let p6j be the set of all formulas in p with free variables
in x6j ; then p6j is a complete x6j-type over A in M . Similarly, for each j ∈ I we
define x<j and the complete x<j-type p<j over A in M ; then for each ϕ ∈ p6j we
have ∃xjϕ ∈ p<j . By recursion on i we construct a point (bi) ∈ Mx such that for
each j, (bi)i6j realizes p6j . Suppose that for a certain j we have already a point
b = (bi)i<j ∈ Mx<j realizing p<j. Then pj :=
{
ϕ(b/x<j) : ϕ ∈ p6j
}
is an xj -type
over A∪{bi : i < j} inM . Since A∪{bi : i < j} has size < κ andM is κ-saturated,
we have bj ∈Mxj realizing pj. Then (bi)i6j realizes p6j . 
In κ-saturated structures one can do things that otherwise would require passing
to an elementary extension. As an example, here is a variant of Corollary B.8.4:
Corollary B.9.5. Suppose that M ≡ N and N is κ-saturated for some infi-
nite κ > |M |. Then there exists an elementary embedding M →N .
Proof. Assume for simplicity that our language L is one-sorted. Take a multivari-
able x = (xa)a∈M , and let ~a := (a)a∈M . Since M ≡ N , Φ :=
{
ϕ(x) :M |= ϕ(~a)}
is an x-type over ∅ inN . By Lemma B.9.4, Φ is realized inN . If (a′)a∈M realizes Φ
in N , then a 7→ a′ (a ∈M) is an elementary embedding M →N . 
Every structure has a κ-saturated elementary extension:
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Proposition B.9.6. Suppose |L| 6 κ and |M | 6 2κ. Then M has a κ+-saturated
elementary extension N with |N | 6 2κ.
We first establish the following lemma, with the same assumptions on κ as in
Proposition B.9.6.
Lemma B.9.7. There exists M ′ <M with |M ′| 6 2κ such that for all A ⊆M with
|A| 6 κ and any variable v of L, each type in SMv (A) is realized in M ′.
Proof. There are at most 2κ many pairs (A, v) with A ⊆ M , |A| 6 κ, and v a
quantifiable variable of L. For such (A, v) we have |SMv (A)| 6 2κ; take for each
p ∈ SMv (A) a new constant symbol cp of the same sort as v. Let L′ be L augmented
by these cp. By compactness and Proposition B.5.10 applied to the set
Th(MM ) ∪
⋃{
p(cp) : p ∈ SMv (A), A ⊆M, |A| 6 κ, v is quantifiable
}
of L′M -sentences, we obtain an elementary extension M ′ of M as desired. 
Below we use the fact that the least cardinal κ+ that is greater than κ is a regular
ordinal as defined in Section 2.1; see [168, Theorem 3.1.11].
Proof of Proposition B.9.6. Let α, β range over ordinals < κ+. Recursion
on α yields a sequence (Mα) of structures of size 6 2κ such that:
(1) M0 =M and Mα 4Mβ if α 6 β;
(2) if α = β + 1 is a successor ordinal, then Mβ is obtained from Mα as M ′ is
from M in the previous lemma;
(3) if α > 0 is a limit ordinal, then Mα =
⋃
β<αMβ .
Then N :=
⋃
αMα is an elementary extension of M with |N | 6 2κ. Suppose
B ⊆ N and |B| < κ+. Since κ+ is regular, we have β such that B ⊆ Mβ. Then
every p ∈ SNv (B) = SMβv (B) is realized in Mβ+1 and thus in N . 
Notes and comments. The notion of κ-saturated structure goes back to the ηα-
sets of Hausdorff [172, p. 181], but only appeared in model theory in the late 1950s
in the work of Morley and Vaught [297, 298, 456], who also introduced types.
See [136] for the history. A motivation for Hausdorff was du Bois-Reymond’s
“infinitary pantachy” [53] (the partially ordered set of germs at +∞ of continuous
real-valued functions): see [126, 431].
B.10. Model Completeness
If the primitives of an L-structureM are computationally or topologically well-be-
haved, then the sets defined in M by quantifier-free formulas are often fairly tame
as well. For example, the subsets of R definable by quantifier-free formulas in the
ordered field of real numbers (viewed as an LOR-structure) are finite unions of open
intervals and singletons. In the ordered ring of integers, the subsets of Z definable
by quantifier-free formulas are just the traces of the preceding sets in Z. But taking
arbitrary LOR-formulas, one can define much more complicated sets in the ordered
ring of integers: for example, the formula π(x) given by
1 + 1 6 x & ∀u∀v((1 6 u & 1 6 v & u · v = x) → u = 1 ∨ v = 1)
defines the set of prime numbers. In general, the more quantifiers that occur in
a formula ϕ(x), the more complicated the set ϕM defined by ϕ(x) in M can be.
When this typical behavior does not occur, it is worth noting!
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This is why in this section we consider model completeness. In the next section
we study a sharper version of this, called quantifier elimination. A structure M
is said to be model complete if for each formula ϕ(x) there exists an existential
formula ψ(x) such that ϕM = ψM . For one-sorted model complete M , every
definable subset of Mm is, for some n, the image of a quantifier-free definable set
in Mm+n under the natural projection map Mm+n →Mm. Such projections often
preserve many desirable topological properties, for example, having only finitely
many connected components (in a suitable topological environment).
Model completeness also makes sense for a set of sentences:
Definition B.10.1. Σ is said to be model complete if every formula is Σ-equi-
valent to an existential formula. (Note that then every formula ϕ(x) is actually
Σ-equivalent to an ∃-formula ϕ′(x) with no more free variables than those of ϕ.)
Thus M is model complete iff Th(M) is model complete. The following lemma
slightly reduces the job of proving model completeness:
Lemma B.10.2. Suppose every universal formula is Σ-equivalent to an existential
formula. Then Σ is model complete.
Proof. We show by induction that every formula ϕ is Σ-equivalent to an ∃-
formula. This is clear if ϕ is quantifier-free, and the conclusion is preserved un-
der ∧, ∨, and ∃. Suppose ϕ = ¬ψ. Assuming inductively that ψ is Σ-equivalent
to an ∃-formula, ϕ is Σ-equivalent to a ∀-formula, and thus by hypothesis, ϕ is
Σ-equivalent to an ∃-formula. The case where ϕ = ∀yψ with a single quantifiable
variable y follows, since then ϕ is equivalent to ¬∃y¬ψ. 
Here is Robinson’s model completeness test:
Proposition B.10.3. The following are equivalent:
(i) Σ is model complete;
(ii) for all models M , N of Σ, if M ⊆N , then M 4N ;
(iii) for all models M , N of Σ, if M ⊆N , then M 4∃ N .
Proof. Clearly (i) ⇒ (ii) ⇒ (iii). Assume (iii), and let ϕ(x) be universal. Then
forM ,N |= Σ withM ⊆N and a ∈Mx we haveM |= ϕ(a)⇒N |= ϕ(a). Hence
ϕ is Σ-equivalent to an ∃-formula, by Corollary B.8.9. Thus Σ is model complete
by the previous lemma. 
Condition (ii) in Proposition B.10.3 means that Σ ∪ DiagM (M) is complete, for
all M |= Σ; this explains the terminology model complete. Model completeness
often entails completeness: A prime model of Σ is a model of Σ that embeds
elementarily into every model of Σ. Note that if Σ has a prime model, then Σ is
complete. If Σ is model complete and M is a model of Σ that embeds into every
model of Σ, then M is a prime model of Σ.
Here is a variant of the above test for model completeness:
Corollary B.10.4. The following are equivalent:
(i) Σ is model complete;
(ii) for all models M , N of Σ with M ⊆N and every elementary extension M∗
of M that is κ-saturated for some κ > |N |, there is an embedding N →M∗
that extends the natural inclusion M →M∗.
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Proof. Suppose Σ is model complete, and M , N , M∗ are as in the hypothesis
of (ii). Then Σ∪DiagM (M) is complete, with modelsM∗M ,NM . SinceM∗M is |N |-
saturated, Corollary B.9.5 yields an embeddingNM →M∗M . This shows (i)⇒ (ii).
The implication (ii) ⇒ (i) follows from Corollary B.8.5, Proposition B.9.6 and the
equivalence of (i) and (iii) in Theorem B.10.3. 
Example B.10.5. Let L := LA be the language of additive groups and
Σ := Tf ∪ Div ∪ Ab ∪{∃x (x 6= 0)}.
Then the models of Σ are the nontrivial divisible torsion-free abelian groups: see
Example B.6.1(2),(3). A model of Σ may be viewed as a Q-linear space in the
natural way, and if the model is κ-saturated, then it has dimension > κ. Together
with Corollary B.10.4 this yields model completeness of Σ.
Before trying to show that a certain theory is model complete, one better check
that it has an axiomatization by ∀∃-sentences:
Proposition B.10.6. Suppose Σ is model complete. Then Σ is equivalent to a set
of ∀∃-sentences.
Proof. Let Σ∀ be as in Proposition B.8.7 (so the models of Σ∀ are the substruc-
tures of models of Σ). Every sentence of the form ∀x(ϕ → ψ), where ϕ(x) is
universal and ψ(x) is existential, is equivalent to a ∀∃-sentence. Let Σ∀∃ be the set
of all ∀∃-sentences equivalent to a sentence ∀x(ϕ → ψ), where ϕ(x) is universal,
ψ(x) is existential, and ϕ, ψ are Σ-equivalent. We claim that Σ and Σ′ := Σ∀∪Σ∀∃
are equivalent. Note first that Σ′ is also model complete: Let ϕ(x) be universal, and
take an ∃-formula ψ(x) which is Σ-equivalent to ϕ; then ϕ is also Σ′-equivalent to ψ,
since up to equivalence ∀x(ψ → ϕ) lies in Σ∀ and ∀x(ϕ→ ψ) in Σ∀∃. LetM |= Σ′;
we need to show M |= Σ. Now M |= Σ∀ yields some N |= Σ with M ⊆N . Then
N |= Σ′ and so M 4N by model completeness of Σ′, thus M |= Σ. 
Call Σ inductive if the direct union of any directed family of models of Σ is a
model of Σ. If Σ is a set of ∀∃-sentences, then Σ is inductive. Hence by B.10.6:
Corollary B.10.7. If Σ is model complete, then Σ is inductive.
Existentially closed models. An existentially closed model of Σ is a mo-
del M of Σ that is existentially closed in every extension N |= Σ of M . Thus by
Robinson’s test, Σ is model complete iff every model of Σ is an existentially closed
model of Σ. Inductive theories have existentially closed models:
Lemma B.10.8. Suppose Σ is inductive and M |= Σ. Then M extends to an
existentially closed model of Σ.
Proof. We first show that M has an extension M∗ |= Σ which satisfies every
existential LM -sentence that holds in some extension of M∗ to a model of Σ.
Let (σλ)λ<κ be an enumeration of all LM -sentences, where κ is the cardinality
of the set of LM -sentences. By recursion on µ < κ we construct a sequence (Mµ)µ6κ
of extensions ofM to models of Σ such thatMλ ⊆Mλ′ for all λ 6 λ′ 6 κ as follows:
Set M0 :=M . Suppose 0 < µ 6 κ and (Mλ)λ<µ is a sequence of extensions of M
to models of Σ such thatMλ ⊆Mλ′ for all λ 6 λ′ < µ. If µ is a limit ordinal, then
set Mµ :=
⋃
λ<µMλ; since Σ is inductive, we have Mµ |= Σ. Suppose µ = µ′ + 1;
if some extension of Mµ′ is a model of Σ ∪ {σµ′}, then we let Mµ be such an
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extension, and otherwise Mµ := Mµ′ . Finally, put M∗ := Mκ. It is routine to
check that M∗ has the desired property.
Now inductively define M0 :=M and Mn+1 := (Mn)∗. Then
⋃
nM
n is an
existentially closed model of Σ which extends M . 
Model companions and model completions. In this subsection we assume
that T is an inductive L-theory T . Even though T may not be model complete, we
may hope for the existence of a theory whose models are exactly the existentially
closed models of T . This suggests the following notion:
Definition B.10.9. A model companion of T is a model complete L-theo-
ry T ∗ ⊇ T such that every model of T embeds into a model of T ∗.
Lemma B.10.10. Let T ∗ be an L-theory. Then T ∗ is a model companion of T iff
the models of T ∗ are exactly the existentially closed models of T .
Proof. Suppose T ∗ is a model companion of T . Then every modelM∗ of T ∗ is an
existentially closed model of T : suppose N |= T extendsM∗ |= T ∗; extend N to a
modelN∗ of T ∗; thenM∗ 4N∗ by model completeness of T ∗ and thusM∗ 4∃ N
by Corollary B.4.7(ii). Conversely, suppose M is an existentially closed model
of T . Take M∗ |= T ∗ with M ⊆ M∗; then M 4∃ M∗ and thus M |= T ∗
by Proposition B.10.6. This shows the “only if” direction of the lemma; the “if”
direction follows from Theorem B.10.3 and Lemma B.10.8. 
Corollary B.10.11. There is at most one model companion of T .
Thus if a model companion of T exists, we may speak of the model companion of T .
Clearly T is model complete iff it is its own model companion.
Example B.10.12. The LA-theory T of torsion-free abelian groups is inductive. We
let T ∗ be the LA-theory of nontrivial divisible torsion-free abelian groups. Then T ∗
is model complete (Example B.10.5), and every A |= T extends to some A∗ |= T ∗:
if A = {0}, take A∗ := Q, and if A 6= {0}, let A∗ := A ⊗Z Q be the divisible hull
of A. Hence T ∗ is the model companion of T .
Definition B.10.13. A model completion of T is a model companion T ∗ of T
such that in addition T ∗ ∪DiagA(A) is complete, for all A |= T .
We say that Σ has AP (short for: Σ has the amalgamation property) if for
all models A, M1, M2 of Σ and embeddings fi : A →Mi (i = 1, 2) there exist a
model N of Σ and embeddings gi : Mi →N (i = 1, 2) making the diagram
N
M1
g1
==④
④
④
④
M2
g2
aa❈
❈
❈
❈
A
f1
aa❈❈❈❈❈❈❈❈ f2
==④④④④④④④④
commute. Using the definitions and Corollary B.8.4 one easily shows:
Lemma B.10.14. Let T ∗ be an L-theory. Then T ∗ is a model completion of T iff T ∗
is a model companion of T and T has AP.
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Example B.10.15. Let T , T ∗ be as in Example B.10.12. Then T has AP. To see
why, let embeddings fi : A→Mi (i = 1, 2) of abelian groups be given. Set
F :=
{
(b, c) ∈M1 ×M2 : nb = f1(a), nc = −f2(a) for some n > 1 and a ∈ A
}
,
a subgroup of the direct sum M1 ⊕M2 of M1 and M2. Put N := (M1 ⊕M2)/F ; it
is easy to check that N is torsion-free and that the natural morphisms gi : Mi → N
(i = 1, 2) are embeddings. Hence T ∗ is the model completion of T .
Notes and comments. The notion of model completeness and Proposition B.10.3
are due to A. Robinson [346, 349, 350, 354]. See [276] for a survey of classical
model completeness results. In connection with B.10.6 and B.10.7 we should men-
tion that Σ is inductive iff Σ is equivalent to a set of ∀∃-sentences; this is due to
Chang [72] and Łoś-Suszko [273]; see [186, Theorem 6.5.9] for a proof. Existen-
tially closed models were introduced by Rabin [327], model companions by Barwise
and Robinson [37], and the connection between the two notions is from [128]. By
Cherlin [73], the LR-theory of commutative rings has no model companion.
B.11. Quantifier Elimination
To keep formulations simple we assume in this section that our language L has for
each s a constant symbol of sort s. Quantifier elimination is often the first key step
to understanding the category of definable sets of a structure.
Definition B.11.1. We say that Σ admits quantifier elimination (QE) if each
formula ϕ(x) with finite x is Σ-equivalent to a quantifier-free formula ϕ′(x). We
also express this by saying that Σ has QE or Σ eliminates quantifiers. We say that
M admits QE if Th(M) admits QE.
(Of course, the restriction to finite x in this definition is superfluous.) Note that
if Σ has QE, then Σ is model complete. In this section we give criteria for Σ to
have QE. For a given structure M of interest, one tries to find a Σ that has M
as a model and passes such a test. By Corollary B.9.3, Σ admits QE iff for every
multivariable x, each type in Sx(Σ) is determined by its subset of quantifier-free
formulas; this fact underlies the tests. To verify that Σ admits QE, it suffices to
show that formulas of a special form are Σ-equivalent to quantifier-free formulas:
Lemma B.11.2. Suppose each formula ∃y θ(x, y) with quantifier-free θ, finite x, and
a single variable y is Σ-equivalent to a quantifier-free formula. Then Σ has QE.
Proof. We proceed by induction on the number of logical symbols in a formula.
To show that any formula ϕ(x) is Σ-equivalent to a quantifier-free formula ϕ′(x), we
first note that this is obvious for quantifier-free ϕ, and that this property is preserved
when taking disjunctions, conjunctions and negations. Suppose ϕ = ∃yψ. We can
assume inductively that ψ(x, y) is Σ-equivalent to a quantifier-free formula ψ′(x, y).
The hypothesis of the lemma then yields a quantifier-free formula ϕ′(x) that is Σ-
equivalent to ∃yψ′(x, y), and hence to ϕ(x). The case ϕ = ∀yψ reduces to the
previous cases, since ϕ is equivalent to ¬∃y¬ψ. 
Before trying to show that a certain theory has QE, it might be a good idea to
verify the following necessary condition, analogous to Proposition B.10.6:
Corollary B.11.3. Suppose Σ has QE. Then Σ is equivalent to a set of sentences
of the form ∀x∃yθ(x, y) with finite x, a single variable y, and quantifier-free θ.
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Proof. Let Σ′ be the set of sentences ∀x∃yθ(x, y) of the indicated form that are
logical consequences of Σ. An easy exercise using Lemma B.11.2 shows that Σ′
has QE. Let any sentence σ be given. Then we have a quantifier-free sentence σ′
with Σ′ |= σ ↔ σ′, and thus Σ |= σ ↔ σ′. Assume also that σ ∈ Σ. Then Σ |= σ′,
hence Σ′ |= σ′ (as σ′ is quantifier-free) and thus Σ′ |= σ. 
A general elimination theorem. Suppose L is a sublanguage of the language L∗.
Let S∗ ⊇ S be the set of sorts for L∗; assume that L∗ has for each s∗ ∈ S∗ a constant
symbol of sort s∗. Let M∗ and N∗ range over L∗-structures, and let M and N
be their L-reducts. Let Σ∗ be a set of L∗-sentences. Here is a criterion for an
L∗-formula to be Σ∗-equivalent to a quantifier-free L-formula:
Lemma B.11.4. Let x be a multivariable of L and ϕ∗(x) an L∗-formula. Then ϕ∗(x)
is Σ∗-equivalent to a quantifier-free L-formula ϕ(x) iff for all M∗,N∗ |= Σ∗, every
common L-substructure A = (A; . . . ) of M and N , and all a ∈ Ax:
(B.11.1) M∗ |= ϕ∗(a) ⇐⇒ N∗ |= ϕ∗(a).
Proof. Forward direction: use Corollary B.4.7(i), andM∗ |= σ iffM |= σ, when σ
is an LM -sentence. Conversely, suppose (B.11.1) holds for all M∗, N∗, A and a
as specified in the lemma. Let p, q ∈ Sx(Σ∗) contain the same quantifier-free L-
formulas. By Lemma B.9.2 it is enough to show that then ϕ∗ ∈ p iff ϕ∗ ∈ q. Take
M∗,N∗ |= Σ∗ and a ∈ Mx realizing p in M∗ and b ∈ Nx realizing q in N∗.
Put A := 〈a〉M and B := 〈b〉N . Since a and b realize the same quantifier-free
L-formulas in M and N , respectively, we get an isomorphism A → B sending a
to b. Then M∗ |= ϕ∗(a) iff N∗ |= ϕ∗(b), by (B.11.1), so ϕ∗ ∈ p iff ϕ∗ ∈ q. 
Typically, for L∗ 6= L, the criterion in the lemma above gets used via its corollary
below. To state that corollary, we define Σ∗ to have closures of L-substructures
if for all M∗,N∗ |= Σ∗ with a common L-substructure A = (A; . . . ) of M and N ,
there is a (necessarily unique) isomorphism over A from the L∗-substructure ofM∗
generated by A onto the L∗-substructure of N∗ generated by A.
Corollary B.11.5. If Σ∗ has closures of L-substructures, then every quantifier-
free L∗-formula is Σ∗-equivalent to a quantifier-free L-formula.
Example. Let L = LR be the language of rings and let L∗ be L augmented by a
unary function symbol ι. Any field is naturally an L-structure and expands to an
L∗-structure by ι(0) := 0 and ι(a) := a−1 for nonzero a in the field. Note that
Σ∗ := Fl ∪{ι(0) = 0, ∀x(x 6= 0→ x · ι(x) = 1)}
has closures of L-substructures, by the universal property of the fraction field of
an integral domain. Hence every quantifier-free L∗-formula is Σ∗-equivalent to a
quantifier-free L-formula. (This also follows easily by a simple direct argument;
Corollaries 16.5.2 and 16.5.5 are more substantial applications.)
Application to QE. The expression M ≡A N is short for MA ≡NA; here A is
a parameter set in both M and N , that is, A ⊆M and A ⊆ N . Typically we use
this notation when A underlies a common substructure A of M and N . Taking
L∗ = L in Lemma B.11.4 yields:
Corollary B.11.6. Given Σ, the following conditions are equivalent:
(i) Σ has QE;
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(ii) M ≡A N , for all M ,N |= Σ and any common substructure A of M , N ;
(iii) Σ ∪DiagA(A) is complete, for all A |= Σ∀.
Corollary B.11.7. Suppose Σ admits QE and has a model. Then Σ is complete
iff some L-structure (not necessarily a model of Σ) embeds into every model of Σ.
A test for quantifier elimination. We now come to our first QE test:
Proposition B.11.8. Let Σ be given. Then the following are equivalent:
(i) Σ has QE;
(ii) whenever A is a substructure of a model M of Σ, any embedding of A into
any model N of Σ extends to an embedding of M into some N∗ <N .
N∗
M
<<③
③
③
③
N
4
OO✤
✤
✤
A
⊆
OO <<③③③③③③③③
Proof. Suppose Σ has QE, let M ,N |= Σ, A ⊆ M , and let i : A → N be
an embedding; we need to show that i extends to an embedding of M into some
elementary extension ofN . ReplacingN by an isomorphic structure we can assume
that A ⊆N and i is the natural inclusion A → N . Then by Corollary B.11.6
we have M ≡A N . Now use Corollary B.8.4 to obtain an extension of i to an
(elementary) embedding of M into some elementary extension of N .
For the converse, suppose (ii) holds. Let ϕ(x) be an existential formula; by
Lemma B.11.2 it suffices to show that ϕ(x) is Σ-equivalent to a quantifier-free for-
mula ϕ′(x). For this we use Lemma B.11.4 in the case L∗ = L. So let M ,N |= Σ,
let A be a common substructure of M and N , and a ∈ Ax; by symmetry it is
enough to show: M |= ϕ(a) ⇒ N |= ϕ(a). Extend the natural inclusion A → N
to an embedding of M into an elementary extension N∗ of N . Then
M |= ϕ(a) ⇒ N∗ |= ϕ(a) ⇒ N |= ϕ(a),
where we used Corollary B.4.7(ii) for the first implication. 
QE tests using saturation. Using saturated structures yields variants of the
above test that are often easier to use:
Corollary B.11.9 (QE test, first variant). Let Σ be given. Suppose that for all
M ,N |= Σ with |M |+-saturatedN and all substructures A of M , every embedding
A→N extends to an embedding M →N . Then Σ has QE.
Proof. Any structure has a κ-saturated elementary extension, for any κ > 0, so
condition (ii) of Proposition B.11.8 is satisfied. 
The freedom to choose b in the next variant is sometimes convenient.
Corollary B.11.10 (QE test, second variant). Let Σ be given. Suppose that for
every M |= Σ and substructure A of M with A 6= M and every embedding i of A
into an |A|+-saturated model N of Σ there exist s ∈ S and b ∈Ms \As such that i
extends to an embedding A〈b〉 → N . Then Σ has QE.
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Proof. By Zorn the hypothesis of Corollary B.11.9 is satisfied. 
A Σ-closure of an L-structure A is a model AΣ of Σ with A ⊆ AΣ such that
every embedding of A into a model M of Σ extends (not necessarily uniquely) to
an embedding AΣ →M . Existence of Σ-closures simplifies the above test:
Corollary B.11.11 (QE test, third variant). Let Σ be given. Assume:
(i) every substructure of every model of Σ has a Σ-closure; and
(ii) for all models M , N of Σ withM ⊆N and M 6= N , and any |M |+-saturated
elementary extension M∗ of M there exist s ∈ S, b ∈ Ns \ Ms, and an
embedding of M〈b〉 into M∗ over M .
N
M〈b〉
⊆
OO
//❴❴❴ M∗
M
⊆
4
✇✇✇✇✇✇✇✇✇
Then Σ has QE.
Proof. Check that the hypothesis of B.11.10 is satisfied. 
Example B.11.12. Suppose L = LOA is the language of ordered abelian groups
and Σ = Div∪OAb∪{∃xx 6= 0}, so the models of Σ are the nontrivial divisible
ordered abelian groups; see Example B.6.1(3),(5). Substructures of models of Σ
are ordered abelian groups. Each ordered abelian group A has a Σ-closure AΣ: if
A = {0}, let AΣ be the ordered additive group Q; if A 6= {0}, let AΣ := Q⊗Z A be
the ordered divisible hull of A; see Section 2.4.
Let M,N |= Σ with M ⊆ N , let M∗ be an |M |+-saturated elementary exten-
sion of M , and let a ∈ N \M . Take an element a∗ ∈ M∗ realizing the same cut
in M as a. We have M〈a〉 =M +Za =M ⊕Za and M +Za∗ =M ⊕Za∗ (internal
direct sums), so we get an embedding M〈a〉 →M∗ overM sending a to a∗. Thus Σ
has QE by B.11.11.
QE and definable closure. In this subsection we assume that Σ is universal, and
has QE, and M |= Σ. This has several useful consequences:
Corollary B.11.13. Let A ⊆ M . Denoting the underlying set of the substruc-
ture 〈A〉M of M by 〈A〉, we have 〈A〉 = dcl(A).
Proof. This is because 〈A〉 ⊆ dcl(A), and 〈A〉M 4M . 
The next result is known as: M has definable Skolem functions.
Corollary B.11.14. Let x = (x1, . . . , xm) and y = (y1, . . . , yn) be disjoint finite
multivariables, and suppose the relation Z ⊆ Mx ×My is 0-definable in M . Let
π : Mx×My →Mx be the natural projection map. Then there is a 0-definable map
f : Mx →My such that
(
a, f(a)
) ∈ Z for all a ∈ π(Z).
Proof. Replacing Z by Z∪((Mx\π(Z))×My) we arrange that π(Z) =Mx. Take
a quantifier-free formula ϕ(x, y) that defines Z in M . Set
Σ(M) := Σ ∪ {σ : σ is quantifier-free and M |= σ}.
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Then Σ(M) is complete, so Σ(M) |= ∀x∃y ϕ(x, y). Now use Proposition B.8.6. 
The proof above also shows that definable functions are piecewise given by terms:
Corollary B.11.15. Suppose f : X → Ms with X ⊆ Mx is 0-definable. Then
there are terms t1(x), . . . , tk(x) of sort s, k ∈ N>1, such that for every a ∈ X we
have f(a) = tMi (a) for some i ∈ {1, . . . , k}.
QE and model completeness. Let T be an L-theory. By Corollary B.11.6, T
has QE iff it is the model completion of T∀. Thus:
Lemma B.11.16. If T has a universal axiomatization and has a model completion,
then this model completion has QE.
Example. Let L = LOA and Σ be as in Example B.11.12: the models of Σ are the
nontrivial divisible ordered abelian groups viewed as L-structures. Then Th(Σ) is
the model completion of the theory Th(OAb) of ordered abelian groups.
Corollary B.11.17. T has QE ⇐⇒ T is model complete and T∀ has AP.
Notes and comments. QE goes back to Skolem [422, 423], Langford [250, 251],
Presburger [321], and Tarski [439, 441, 443]. Corollary B.11.6 is from Sacks [377].
Corollary B.11.9 is close to Shoenfield [412, 413] and to [377, Theorem 17.2], the
latter attributed there to L. Blum. Example B.11.12 is related to “Fourier-Motzkin
elimination” [392, III, pp. 209–223]. See [110] for an application of Lemma B.11.15.
Lemma B.11.16 is from [352] and Corollary B.11.17 from [128]. A survey of QE
results from before 1984 is [462].
B.12. Application to Algebraically Closed and Real Closed Fields
To demonstrate how the material of the previous sections is used in practice, we
now apply it to algebraically closed fields and real closed fields.
Algebraically closed fields. We establish here the basic model-theoretic facts
about algebraically closed fields: elimination of quantifiers, the Nullstellensatz,
strong minimality, definably closed = perfect subfield, and definable functions.
In this subsection K, E, F are fields, and algebraic over , algebraically closed ,
and algebraic closure are taken in the sense of field theory; these notions will turn
out to agree for algebraically closed ambient fields with the model-theoretic notions.
ByACFwe mean here the set of axioms for algebraically closed fields in the language
of rings, and for p a prime number or p = 0 we let ACF(p) be the set of axioms for
algebraically closed fields of characteristic p, as in Examples B.6.1(10),(11). Below p
ranges over the set {0, 2, 3, 5, . . .} of possible characteristics.
Theorem B.12.1. ACF has QE.
Proof. Every integral domain has an ACF-closure, namely the algebraic closure
of its fraction field. Let E be algebraically closed, let K be a proper algebraically
closed subfield of E, and let F be algebraically closed, |K|+-saturated, also with K
as a subfield. Take any a ∈ E\K. Then P (a) 6= 0 for all P (T ) ∈ K[T ] 6=, that is, a is
transcendental over K. By saturation we can take b ∈ F \K, so b is transcendental
over K. Then the natural inclusion K → F extends to an embedding K[a] → F
sending a to b. Thus ACF has QE by Corollary B.11.11. 
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The substructures of algebraically closed fields are exactly the integral domains, so
by the above, Th(ACF) is the model completion of the theory of integral domains.
Here is a well-known manifestation (but not a special case) of Theorem B.12.1:
Example. Let X1, . . . , Xn, Y be distinct indeterminates, X = (X1, . . . , Xn), and
P,Q ∈ Z[X,Y ] 6= be monic in Y . Then there is a polynomial R ∈ Z[X ] (the resultant
of P and Q) such that for every algebraically closed E and a ∈ En: R(a) = 0 iff
P (a, Y ), Q(a, Y ) ∈ E[Y ] have a common zero in E; see [249, IV, §8].
The following consequences of QE make up the Constructibility Theorem (Cheval-
ley-Tarski) and the Nullstellensatz (Hilbert). Let T = (T1, . . . , Tn) be an n-tuple
of distinct indeterminates.
Corollary B.12.2. Let E be algebraically closed with subfield K.
(i) A subset of En is K-definable in E if and only if it is a boolean combination
of zero sets
{
a ∈ En : P (a) = 0} of polynomials P ∈ K[T ].
(ii) If P1, . . . , Pk, Q1, . . . , Ql ∈ K[T ] and there is an overfield F of K with a point
a ∈ Fn such that
P1(a) = · · · = Pk(a) = 0, Q1(a) 6= 0, . . . , Ql(a) 6= 0,
then there is such a point a ∈ En.
(iii) Let P1, . . . , Pm ∈ K[T ]. Then P1, . . . , Pm have no common zero in E iff there
are Q1, . . . , Qm ∈ K[T ] such that P1Q1 + · · ·+ PmQm = 1 (in K[T ]).
Proof. Item (i) is immediate from QE. In (ii), extend F to be algebraically closed,
and use that then E ≡K F by QE. In (iii), suppose there are no Q1, . . . , Qm ∈ K[T ]
such that P1Q1+ · · ·+PmQm = 1. Then the ideal of K[T ] generated by P1, . . . , Pm
is a proper ideal, and thus contained in a maximal ideal m of K[T ]. Put ti := Ti+m
for i = 1, . . . , n and t := (t1, . . . , tn). Then m∩K = {0}, so K[T ]/m = K[t] is a field
extension of K, and P (t) = P (T )+m for each P ∈ K[T ]; in particular, P1, . . . , Pm
have t as a common zero in an extension field of K, and thus P1, . . . , Pm have a
common zero in E by (ii). 
The following is known as the strong minimality of algebraically closed fields. (This
property alone has already many consequences.)
Corollary B.12.3. Let E be algebraically closed. Then a set X ⊆ E is definable
in E iff X is finite or cofinite.
Proof. For a single indeterminate T and P ∈ E[T ] 6= the set {a ∈ E : P (a) = 0}
is finite. Now use Corollary B.12.2(i) for n = 1. 
In Section B.8 we showed that ACF(p) is complete. This is also a consequence of
Corollary B.11.7 and Theorem B.12.1, since for p > 0 the field Fp embeds into every
model of ACF(p), and the ring Z embeds into every model of ACF(0). Thus an
LR-sentence holds in some algebraically closed field of characteristic p iff it holds
in every algebraically closed field of characteristic p. Moreover:
Corollary B.12.4. Let σ be an LR-sentence. Then the following are equivalent:
(i) σ holds in some algebraically closed field of characteristic zero;
(ii) for all but finitely many prime numbers p, σ holds in all algebraically closed
fields of characteristic p.
B.12. APPLICATION TO ALGEBRAICALLY CLOSED AND REAL CLOSED FIELDS 663
Proof. The direction (i) ⇒ (ii) is clear from the remark preceding the corollary.
Suppose conversely that n0 ∈ N is such that σ holds in all algebraically closed
fields of characteristic p > n0. To get (i), it suffices to show that the set Σ :=
{σ} ∪ ACF(0) of LR-sentences has a model. Every finite Σ0 ⊆ Σ contains only
finitely many sentences p11 6= 0, . . . , pn1 6= 0 from Fl(0) ⊆ ACF(0); since σ holds in
every algebraically closed field of characteristic p > max{n0, p1, . . . , pn}, every such
algebraically closed field is a model of Σ0. Hence Σ has a model by compactness.
This shows (ii) ⇒ (i). 
Combining Example B.5.12 and Corollary B.12.4 yields:
Corollary B.12.5. Let σ be a universal-existential LR-sentence, and suppose that
for all but finitely many prime numbers p, σ holds in all finite fields of character-
istic p. Then σ holds in every algebraically closed field of characteristic zero.
Example B.12.6 (Serre). Suppose E is algebraically closed and char(E) 6= 2. For
P = (P1, . . . , Pn) ∈ E[T ]n and a ∈ En set P (a) :=
(
P1(a), . . . , Pn(a)
) ∈ En.
Then for any P ∈ E[T ]n such that P (P (a)) = a for all a ∈ En, there exists an
a ∈ En with P (a) = a. To see this note that for fixed n and a bound d on the
total degree of the Pi, the claim can be expressed as a universal-existential LR-
sentence σn,d. Obviously σn,d holds in all finite fields of characteristic > 2, and
so it holds in all algebraically closed fields of characteristic 0 by Corollary B.12.5,
and in all algebraically closed fields of characteristic > 2 by Example B.5.12 and
completeness of ACF(p), p > 2.
If E is algebraically closed with subset A, then the (model-theoretic) algebraic clo-
sure acl(A) of A in E contains obviously the field-theoretic algebraic closure in E
of the subfield of E generated by A, and is in fact equal to (the underlying set of)
this field-theoretic algebraic closure:
Lemma B.12.7. Let E be algebraically closed with algebraically closed subfield K.
Then K is algebraically closed in E in the model theory sense.
Proof. Obvious from K 4 E. 
If E is algebraically closed and A ⊆ E, then the definable closure dcl(A) of A in E
contains at least the subfield of E generated by A, and equals (the underlying set
of) this subfield when E has characteristic zero:
Proposition B.12.8. Let K be a subfield of the algebraically closed field E of
characteristic zero. Then K is definably closed in E.
Proof. Let a ∈ E \ K; we claim that then σa 6= a for some σ ∈ Aut(E|K).
(By Lemma B.5.15 the proposition follows from this claim.) If a is transcendental
over K, take a transcendence basis B of E over K with a ∈ B, take the automor-
phism of K(B) over K that sends each b ∈ B to b + 1, and then extend it to an
automorphism of the algebraic closure E of K(B). Suppose a is algebraic over K.
Since a /∈ K, the minimum polynomial of a over K is of degree > 1, so has a zero
b ∈ E with b 6= a (here we use that E has characteristic zero). Take an automor-
phism σ of the algebraic closure Ka of K in E over K that sends a to b, take a
transcendence basis B of E over Ka, and extend σ to the automorphism of Ka(B)
that is the identity on B, and then extend further to an automorphism of E. 
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Characterizations of definable closures of this type lead to corresponding descrip-
tions of definable functions. In this case definable functions are piecewise rational:
Corollary B.12.9. Let E be algebraically closed of characteristic zero, with sub-
field K, and let X ⊆ En and f : X → E be K-definable in E. Then there are
P1, . . . , Pk, Q1, . . . , Qk ∈ K[T ] such that for each x ∈ X there is i ∈ {1, . . . , k} with
Qi(x) 6= 0 and f(x) = Pi(x)/Qi(x).
Proof. Extending E if necessary we can assume E is |K|+-saturated. Let x ∈ X.
Then f(x) ∈ dcl(K ∪ {x}) = K(x) by the proposition above, that is, f(x) =
P (x)/Q(x) with polynomials P,Q ∈ K[T ], Q(x) 6= 0. Now use saturation. 
Suppose E is algebraically closed of characteristic p > 0. Then we have a 0-definable
automorphism x 7→ xp of E, the Frobenius map, and the inverse y 7→ y1/p of this
map is not given piecewise by rational functions. The nth iterate x 7→ xpn of the
Frobenius map has inverse y 7→ y1/pn , and as we shall see, these inverse maps are
the only obstructions in getting an analogue in positive characteristic of the above.
Recall that a field K of characteristic p > 0 is said to be perfect if every element
of K is a pth power xp of some x ∈ K. So every finite field is perfect. For any
subfield K of E there is a smallest perfect subfield of E containing K, namely
K1/p
∞
:=
⋃
n
K1/p
n
where K1/p
n
:=
{
x1/p
n
: x ∈ K} ⊆ E,
and by the next result K1/p
∞
is the definable closure of K in E.
Proposition B.12.10. Let E be algebraically closed of characteristic p > 0, with
perfect subfield K. Then K is definably closed in E.
The proof is identical to that of Proposition B.12.8, using the fact that an irreducible
polynomial in one variable over a perfect field is separable.
Corollary B.12.11. Let E be algebraically closed of characteristic p > 0, with
perfect subfield K, and let X ⊆ En and f : X → E be K-definable in E. Then
there are P1, . . . , Pk, Q1, . . . , Qk ∈ K[T ] and an m with the following property: for
each x ∈ X there is i ∈ {1, . . . , k} such that
Qi
(
x1/p
m) 6= 0 and f(x) = Pi(x1/pm)/Qi(x1/pm),
where x1/p
m
:=
(
x
1/pm
1 , . . . , x
1/pm
n
)
for x = (x1, . . . , xn) ∈ En.
Here is an application, usually stated only for injective endomorphisms of algebraic
varieties as a theorem of Ax:
Corollary B.12.12. Let E be algebraically closed, and suppose X ⊆ En and
f : X → X are definable in E and f is injective. Then f is surjective.
Proof. Consider first the case that E is an algebraic closure of a finite field K
of characteristic p > 0. After increasing K we can assume that X and f are
definable over K. Now E is the union of the intermediate finite fields F with
K ⊆ F ⊆ E, and all such F being perfect, it follows from Corollary B.12.11 that f
maps X(F ) := X ∩ Fn into X(F ), so f(X(F )) = X(F ) by injectivity of f and
finiteness of F . Taking the union over all these F we get f(X) = X , so we are done
for this particular E. The corollary is equivalent to certain LRi-sentences holding
in all algebraically closed fields; we have shown these sentences hold in all algebraic
closures of finite fields. Therefore they hold in all algebraically closed fields. 
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Real closed fields. In this subsection we view ordered fields as structures in the
language LOR, and we let K, E and F denote ordered fields. We assume here that
the reader is familiar with the basic algebraic facts concerning real closed fields as
exposed in Section 3.5, partly based on [249, Chapter XI]. The models of
RCF := OFl ∪ {∀x∃y (x > 0→ x = y2),
∀u1 · · · ∀u2n+1∃x (x2n+1 + u1x2n + · · ·+ u2n+1 = 0) : n > 1
}
,
are the real closed ordered fields. We have an analogue of Theorem B.12.1:
Theorem B.12.13. RCF has QE.
Proof. We use Corollary B.11.11. Every ordered integral domain has an RCF-
closure, namely the real closure of its ordered fraction field. Let E and F be real
closed and K be a real closed ordered subfield of both E and F . Suppose K 6= E
and F is |K|+-saturated. It is enough to show that some ordered subfield of E
properly containing K embeds over K into F . Take any a ∈ E \K. Then a is tran-
scendental over K by Corollary 3.5.5, and realizes a certain cut A in K. Saturation
gives an element b ∈ F realizing the same cut A. Then b is transcendental over K,
so we have a field embedding K(a)→ F over K sending a to b. This embedding is
also order preserving by Corollary 3.5.8. 
Example. Let ϕ(x1, x2) = ∃y (y2 + x1y + x2 = 0). Then ϕ is RCF-equivalent to
the quantifier-free LOR-formula 4x2 6 x21.
The substructures of real closed ordered fields are exactly the ordered integral
domains, so Th(RCF) is the model completion of the theory of ordered integral
domains. The ordered integral domain Z embeds into every model of RCF, hence
RCF is complete and thus decidable.
Remark. If E is real closed, then E |= x > 0 ↔ ∃y(y2 = x), so the ordering
of E is definable by an existential LR-formula. Let RCF′ be a set of LR-sentences
whose models are the real closed fields. Then RCF′ is model complete, but does
not have QE: if {a ∈ R : a > 0} were definable in the field R by the quantifier-free
LR-formula ϕ(x), then R |= ϕ(
√
2), so R |= ϕ(−√2), a contradiction.
Corollary B.12.14. The following are equivalent, for an LOR-sentence σ:
(i) σ holds in the ordered field R;
(ii) σ holds in some real closed ordered field;
(iii) σ holds in every real closed ordered field.
In the next three corollaries of Theorem B.12.13, E is real closed with ordered
subfield K, and T = (T1, . . . , Tn) is an n-tuple of distinct indeterminates. First an
analogue of part (i) of Corollary B.12.2 for RCF:
Corollary B.12.15. A set X ⊆ En is K-definable in E iff X is a boolean com-
bination of sets of the form
{
a ∈ En : P (a) > 0} where P ∈ K[T ]. (In particular,
if K is real closed, then the K-definable subsets of E are exactly the finite unions
of singletons and intervals (a, b) where a < b are in K ∪ {−∞,∞}.)
Example B.12.16. The set X = {r ∈ R : r 6 π} is R-definable in R but not
0-definable in R. (Take E = R and K = Qrc ⊆ R in the previous corollary.)
Proposition B.12.17. The definably closed subsets of E are exactly (the underlying
sets of ) the real closed subfields of E.
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Proof. If K is a real closed subfield of E, then K 4 E by QE, hence K, as a
subset of E, is definably closed in E. Conversely, suppose K is a subset of E and K
is definably closed in E. Then K is (the underlying set of) a subfield of E. The
0-definable ordering on E guarantees that K is algebraically closed in E in the
field-theoretic sense. Hence K is a real closed subfield of E, by Corollary 3.5.5. 
In the next corollary U is an indeterminate different from T1, . . . , Tn.
Corollary B.12.18. Let X ⊆ En and f : X → E be K-definable in E. Then there
exists P ∈ K[T, U ] 6= such that P (x, f(x)) = 0 for all x ∈ X.
Proof. We can assume E is |K|+-saturated. Let x ∈ X . Then dcl(K ∪ {x})
equals the real closure of K(x) in E, by Proposition B.12.17, and contains f(x).
So Q
(
x, f(x)
)
= 0 for some Q ∈ K[T, U ] 6=. By saturation we get Q1, . . . , Qm ∈
K[T, U ] 6= such that for each x ∈ X we haveQi
(
x, f(x)
)
= 0 for some i ∈ {1, . . . ,m};
now put P := Q1 · · ·Qm. 
In the proof of the corollary above we tacitly used that for a real closed ordered
field extension F of E, and X ⊆ En and f : X → E that are K-definable in E,
we have a K-definable set XF ⊆ Fn with XF ∩ En = X , and an extension of f to
a K-definable function fF : XF → F : define XF in F by any formula defining X
in E, and likewise with fF , and note that XF , fF do not depend on the choice of
these formulas. We finish this section with an application to the asymptotics of
functions definable in the ordered field R; in the proof we employ some facts about
Hahn fields from Section 3.5.
Corollary B.12.19. Let f : R> → R be definable in the ordered field R. Then
either f(r) = 0 for all sufficiently large r > 0, or there are c ∈ R× and q ∈ Q such
that f(r)/crq → 1 as r →∞.
Proof. We can assume f(r) 6= 0 for arbitrarily large r > 0. Then f(r) 6= 0 for all
sufficiently large r > 0 by Corollary B.12.15. Consider the real closed ordered field
extension E = R[[xQ]] of R. From x > R we get fE(x) 6= 0, so
fE(x) = cx
q(1 + δ) (c ∈ R×, q ∈ Q, δ ∈ E≺1).
Hence for every ε ∈ R> we have |fE(x)/cxq − 1| < ε, and thus |f(r)/crq − 1| < ε
for all sufficiently large r ∈ R>. 
Example B.12.20 (Hörmander). Let P ∈ R[T ] 6= and define f : R> → R by
f(r) := min
{|P (a)| : a = (a1, . . . , an) ∈ Rn, |a1|+ · · ·+ |an| = r}.
Then there are c ∈ R× and q ∈ Q such that f(r)/crq → 1 as r→∞.
Notes and comments. Theorem B.12.1 was known to Tarski (see [443, p. 54,
Note 16]), but the first published proof was given by Seidenberg [395, p. 373].
Part (i) of Corollary B.12.2 is also due independently to Chevalley [79, Théorème 3,
Corollaire]; see also [398]. A. Robinson [351] saw model-theoretic significance in
Hilbert’s Nullstellensatz [181]. This led him to the notion of model completeness.
Corollary B.12.4 may be seen as a model-theoretic formulation of a heuristic prin-
ciple in algebraic geometry named after Lefschetz [461, p. 242f]. See [397] for
a discussion of this principle and [36, 127] for other attempts to make it precise.
B.13. STRUCTURES WITHOUT THE INDEPENDENCE PROPERTY 667
Example B.12.6 is from [401]. Corollary B.12.12 for endomorphisms of algebraic va-
rietiesX is due to Ax [26, 27], and, independently, to Grothendieck [158, §10.4.11];
Borel [54] gave a different proof of this result for K = C.
Theorem B.12.13 is due to Tarski [439, 443]. The proof above was given by
A. Robinson [350], who also used this theorem to derive in a few lines a solution
of Hilbert’s 17th Problem, originally solved by Artin [11]; see [347, 348]. Other
proofs of Theorem B.12.13 were given by Łojasiewicz [269] and Seidenberg [395].
See [104] for the history of Tarski’s theorem and some applications. A real Null-
stellensatz (analogue of Corollary B.12.2(iii)) is in Dubois [113], Krivine [224], and
Risler [341]; see [47, Section 4.1]. Corollary B.12.14 is sometimes called the Tarski
Principle. Example B.12.20 is from [189, Lemma 3.9].
B.13. Structures without the Independence Property
In the previous sections we assembled a toolbox that helps in finding an intelligible
description of the sets and maps definable in a structure M . Such a description
often leads to useful geometric invariants (dimensions, Euler characteristics, . . . )
of these objects. But in this final section of the appendix we take another path
by considering a robust dividing line in the realm of all structures discovered by
Shelah. The tame side of this dividing line is called: not having the independence
property (NIP). The NIP condition forbids certain combinatorial patterns in the
definable binary relations of a structure. (As is often the case in this subject, a
“tame” property is introduced here as the negation of a “wild” one.) Motivating
NIP is a striking combinatorial dichotomy (Theorem B.13.1), which we prove first.
This dichotomy leads to the definition of a measure of complexity for families of sets
called VC dimension and a dual quantity known as independence dimension. After
discussing these quantities we introduce the NIP property, and show that real closed
fields have NIP. (This fact is used in our proof that T has NIP in Section 16.6.)
VC dimension. Given a set A we let 2A be the power set of A and
(
A
n
)
the set
of n-element subsets of A. Throughout this subsection X is an infinite set and S a
collection of subsets of X. For A ⊆ X we set S ∩A := {S ∩A : S ∈ S}, and we say
that A is shattered by S if S ∩A = 2A. We have a function πS : N→ N given by
πS(n) := max
{
|S ∩ A| : A ∈
(
X
n
)}
.
Thus 0 6 πS(n) 6 2n, and πS(n) = 2n means: some A ∈
(
X
n
)
is shattered by S. If
πS(n) = 2
n, then πS(m) = 2m for all m 6 n. Here is the promised dichotomy:
Theorem B.13.1 (Sauer, Shelah). Either πS(n) = 2n for all n, or else there ex-
ists d ∈ N such that πS(n) 6 nd for all sufficiently large n.
Here is the result from finite combinatorics that underlies this dichotomy:
Lemma B.13.2. Suppose |A| = n, and C ⊆ 2A and d ∈ {0, . . . , n} are such that
|C| >∑i<d (ni). Then A has a subset B with |B| = d that is shattered by C.
The hypothesis is sharp since the collection of subsets of A of size< d has cardinality
equal to the indicated sum of binomial coefficients, and this particular collection
violates the conclusion of the lemma. Let us denote the indicated sum of binomial
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coefficients by pd(n). There is clearly a unique polynomial pd(X) ∈ Q[X ] (of
degree d− 1 if d > 1, and p0(X) = 0), whose value at n is pd(n) for n > d. Note:
pd−1(X − 1) + pd(X − 1) = pd(X) (d > 1).
Proof of Lemma B.13.2. By induction on n. The desired result holds trivially
for d = 0 and d = n, so let 0 < d < n. Pick a point a ∈ A and set A′ := A \ {a}.
Also put C′ := C \ {a} for C ∈ C, and set C′ := {C′ : C ∈ C}. Under the
map C 7→ C′ : C → C′ a set D ∈ C′ has either exactly one preimage or exactly two
preimages; in the latter case these two preimages areD and D∪{a}. So C′ = C1∪C2
(disjoint union) where C1 contains those D ∈ C′ having one preimage in C, and C2
those with two preimages. If |C′| > pd(n − 1), then by the inductive assumption
applied to A′ and C′ there exists B ⊆ A′ of size d that is shattered by C′ and thus
by C. So assume |C′| 6 pd(n− 1). Then
pd(n− 1) + pd−1(n− 1) = pd(n) < |C| = |C1|+ 2|C2| =
(|C1|+ |C2|)+ |C2|
= |C′|+ |C2|,
hence |C2| > pd−1(n−1), so again by the inductive assumption applied to A′ and C2
we get B′ ⊆ A′ of size d− 1 that is shattered by C2. Since for each D ∈ C2 we have
D ∈ C and D ∪ {a} ∈ C, the set B := B′ ∪ {a} is shattered by C. 
This yields Theorem B.13.1 in a slightly stronger form:
Theorem B.13.3. If d ∈ N and πS(d) < 2d, then πS(n) 6 pd(n) for all n.
Proof. Assume πS(d) < 2d. Then the desired inequality holds for n < d, since
pd(n) = 2
n for such n. Let n > d and A ∈ (Xn). If |S ∩ A| > pd(n), then the above
lemma would give a set B ⊆ A of size d shattered by S, a contradiction. 
We define
VC(S) := sup{n : πS(n) = 2n} ∈ N ∪ {−∞,∞},
so VC(S) := −∞ iff S = ∅, and VC(S) = ∞ iff subsets of X of arbitrarily large
finite size are shattered by S. We call VC(S) the VC dimension of S and say
that S is a VC class if VC(S) <∞. The letters V and C here stand for the initials
of Vapnik and Chervonenkis, the authors of [453].
Independence dimension. Let X be a nonempty set. Given A1, . . . , An ⊆ X we
let S(A1, . . . , An) be the set of atoms of the boolean algebra of subsets of X that
is generated by the Aj : the “nonempty fields in the Venn diagram of A1, . . . , An”;
that is, the elements of S(A1, . . . , An) ⊆ 2X are the nonempty sets⋂
i∈I
Ai ∩
⋂
i∈[n]\I
X \Ai where I ⊆ [n] := {1, . . . , n}.
Thus S(A1, . . . , An) = {X} when n = 0, and always S(A1, . . . , An) 6= ∅.
Lemma B.13.4. Let A1, . . . , Am, B1, . . . , Bn ⊆ X. Then
(i) |S(A1, . . . , Am, B1, . . . , Bn)| 6 |S(A1, . . . , Am)| · |S(B1, . . . , Bn)|, and
(ii) if A1, . . . , Am are boolean combinations of B1, . . . , Bn, then
|S(A1, . . . , Am)| 6 |S(B1, . . . , Bn)|.
Proof. Part (i) is clear. For (ii) note that under the hypothesis of (ii), the boolean
algebra of subsets of X generated by the Bj contains that generated by the Ai as a
subalgebra, so every atom of the latter is a disjoint union of atoms of the former. 
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We have 1 6 |S(A1, . . . , An)| 6 2n, and we say that the sequence A1, . . . , An is in-
dependent (in X) if |S(A1, . . . , An)| = 2n, and call A1, . . . , An dependent (in X)
otherwise. Next, let S ⊆ 2X , S 6= ∅. Define
πS(n) := max
{|S(A1, . . . , An)| : A1, . . . , An ∈ S}.
Note that 1 6 πS(n) 6 2n for each n. We say that S is independent (in X) if
πS(n) = 2n for every n, that is, if for every n there is an independent sequence of
elements of S of length n. Otherwise, we say that S is dependent (in X). If S
is dependent, we define the independence dimension of S as the largest n such
that πS(n) = 2n; notation: n = IND(S). If S is independent, we set IND(S) =∞.
If S is finite, then clearly IND(S) 6 |S|.
VC duality. Often our collection S will be indexed by elements of a parameter
space or index set, and then the set X and this index set play dual roles. To make
this duality explicit, let X and Y be infinite sets and Φ ⊆ X×Y . For x ∈ X , y ∈ Y ,
Φx :=
{
y ∈ Y : (x, y) ∈ Φ}, ΦX := {Φx : x ∈ X} ⊆ 2Y
Φy :=
{
x ∈ X : (x, y) ∈ Φ}, ΦY := {Φy : y ∈ Y } ⊆ 2X .
One verifies easily that, given a finite set A = {x1, . . . , xn} ⊆ X , the map
B 7→
⋂
x∈B
Φx ∩
⋂
x∈A\B
Y \ Φx : ΦY ∩ A→ S(Φx1 , . . . ,Φxn)
is a bijection. It follows that πΦY = πΦX . Thus VC(ΦY ) = IND(ΦX). Reversing
the role of X and Y also yields VC(ΦX) = IND(ΦY ).
Lemma B.13.5. If VC(ΦY ) <∞, then VC(ΦX) < 21+VC(ΦY ).
Proof. Let ε range over the set of functions [n]→ {−1,+1}. Suppose VC(ΦX) =
IND(ΦY ) > 2n. This yields an independent family
(
Φyε
)
ε
of 2n subsets of X (with
yε ∈ Y for all ε). So for each m ∈ [n] we have⋂
ε(m)=+1
Φyε ∩
⋂
ε(m)=−1
(X \ Φyε) 6= ∅,
so we can take an element x(m) of the intersection on the left. Then for each ε and
m ∈ [n] we have: x(m) ∈ Φyε ⇐⇒ ε(m) = +1, so x(1), . . . , x(n) are distinct and
the set
{
x(1), . . . , x(n)
}
is shattered by ΦY . Hence VC(ΦY ) > n. 
We therefore have the equivalences
ΦY is dependent ⇔ ΦX is a VC class ⇔ ΦY is a VC class ⇔ ΦX is dependent.
We say that Φ is dependent if ΦY is dependent. We also set πΦ := πΦ
Y
.
Let ¬Φ be the relative complement (X × Y ) \ Φ of Φ in X × Y . It is clear that
π¬Φ = πΦ. For Φ,Ψ ⊆ X × Y we have πΦ∪Ψ, πΦ∩Ψ 6 πΦ · πΨ, by Lemma B.13.4.
By Theorem B.13.1, this yields:
Lemma B.13.6. If Φ,Ψ ⊆ X×Y are dependent, then so are ¬Φ, Φ∪Ψ, and Φ ∩Ψ.
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NIP. LetM be an L-structure each of whose underlying sets Ms is infinite. Then
we defineM to haveNIP (short for: the non-independence property) if every
0-definable relation Φ ⊆ Mx × My with finite nonempty multivariables x, y is
dependent. Note that if M has NIP, then so does MA for each parameter set A
in M , and so does every reduct of M . If M has NIP and M ≡ N , then N
has NIP. Thus M having NIP is really a property of its theory Th(M).
Our goal in this subsection is to show that real closed fields have NIP. We
obtain this as a consequence of the following:
Proposition B.13.7. Let F be an m-dimensional real vector space of real-valued
functions on an infinite set X, and for each f ∈ F , put
pos(f) :=
{
x ∈ X : f(x) > 0}.
Then pos(F) := {pos(f) : f ∈ F} is a VC class of VC dimension m.
Proof. Let A ∈ ( Xm+1). The restriction map f 7→ f |A : F → RA is not surjective,
since dimRA = m + 1 > dimF . Therefore we can take a nonzero w ∈ RA that
is orthogonal to all restrictions f |A (f ∈ F) with respect to the standard inner
product 〈u, v〉 :=∑a∈A u(a) · v(a) on RA. Replacing w by −w if necessary we can
assume that A+ :=
{
a ∈ A : w(a) > 0} is nonempty. If there were f ∈ F with
A+ = A ∩ pos(f), then we would have 0 = 〈w, f |A〉 = ∑a∈A w(a) · f(a) > 0, a
contradiction. Hence A is not shattered by pos(F). Thus VC(pos(F)) 6 m, and
we leave the proof that equality holds as an exercise. 
The proposition above applies to the vector space of all real polynomial functions
on X = Rn (n > 1) of degree 6 d. Together with B.12.13 and B.13.6 this yields at
once:
Corollary B.13.8. Real closed fields have NIP.
Notes and comments. Theorem B.13.1 was found independently by Sauer [381]
and Shelah [407]. The notion of VC class first arose in probability theory in the
work of Vapnik and Chervonenkis [453]. The independence property was intro-
duced into model theory by Shelah [404], who also proved in [405] by a curious
set-theoretic argument the very useful fact that in the above definition of NIP it
suffices to consider the case that x is a single variable. Laskowski [252] realized
the connection between VC classes and NIP and gave a more elementary proof of
the reduction to a single variable; see [107, Chapter 5] for an exposition. Proposi-
tion B.13.7 was shown in [114, Theorem 7.2] and used in [430] to prove that the
ordered field R has NIP. More generally, all o-minimal structures have NIP [317],
and so do many other structures: for example, stable structures (such as alge-
braically closed fields), ordered abelian groups [160], and the field Qp of p-adic
numbers [40]. For more about the significance of NIP in model theory, see [417].
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under logarithms, 345
closure
Σ-closure, 660
L-substructures, 658
algebraic, 639
definable, 639
differential, 203
integral, 34
Newton-Liouville, 571, 598
Schwarz, 572
coarsening
valuation on a field, 134
valuation on an abelian group, 69
coarser, 69
cofinal, 60
cofinality, 60
cofinally, 523
coinitial, 60
coinitiality, 60
column-finite, 464
companion
derivations, 491
matrix, 231
model, 656
comparability class, 328
comparable, 328
compatible refinement, 564
complete
filtered module, 456
ordered abelian group, 88
set of sentences, 642
valued abelian group, 71
completion
asymptotic field, 327
model, 656
ordered abelian group, 89
ordered field, 152
set of sentences, 643
valued abelian group, 73
valued differential field, 191
valued field, 110
valued subfield of a Hahn field, 111
complexity
asymptotic equation, 166
differential polynomial, 184
component
convex, 363
irreducible, 27
composition
differential polynomials, 171, 185
series, 31
configuration
differential-hensel, 299
hensel, 122
conjugation
additive, 159, 182
compositional, 246
multiplicative, 159, 182
constant, 619
contraction, 335
contractive, 66
up to P , 67
convex, 59
dominance relation, 155
hull, 59
subgroup, 86
cross-section, 127
cut, 60
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Λ-cut, 588
ΛΩ-cut, 590
defined by a pc-sequence, 414
cyclic vector, 236
d-henselian, 289
d-independent, 259
d-valued
field, 324
hull, 378
dcc, 29
ddh-position, 306
decomposition
field, 103
group, 103
decomposition of a differential polynomial
along orders, 178
into homogeneous parts, 178
into isobaric parts, 180
into subhomogeneous parts, 180
logarithmic, 181
natural, 177
decreasing map, 60
definable
closure, 639
map, 632
set, 621, 632
tuple, 638
degree
differential polynomial, 171
differential transcendence, 175
dominant, 159, 277
on E, 277
element of a graded algebra, 460
field extension, 99
in a polynomial algebra, 461
Newton, 410
in a cut defined by a pc-sequence, 414
on E, 412
polynomial, 159
residue, 99
transcendence, 99
degree function
on a polynomial algebra, 461
on a ring, 225
∆-coarsening, 134
∆-fluent pc-sequence, 138
∆-immediate extension, 139
∆-jammed pc-sequence, 138
∆-special pc-sequence, 136
dense extension
ordered abelian groups, 88
ordered fields, 151
valued abelian groups, 70
valued fields, 110
dependent, 228, 231, 669
algebraically, xi
at y, 233
linearly, xi
derivation, 47
K-derivation, 50, 460
∂-compatible, 47
n-diagonal, 488
companion, 491
diagonal, 488
on an algebra, 460
small, 189
Stirling, 493
strictly triangular, 487
triangular, 487
trivial, 47
derivative
linear differential operator, 207
logarithmic, 169
matrix, 469
Schwarzian, 221
descending chain condition, 29
dh-configuration, 299
dh-position, 291, 306
diagonal
n-diagonal
derivation, 488
endomorphism, 466
matrix, 465
derivation, 488
differential-hensel position, 306
embedding, 626, 645
endomorphism, 466, 489
matrix, 226, 464
diagram, 647
differential, 52
differential algebra, 257
differential field, 170
closed under integration, 345
closed under logarithms, 345
compositional conjugate, 246
differential closure, 203
differentially closed, 202, 399
field of constants, 170
linearly closed, 214
linearly surjective, 215
Picard-Vessiot closed, 216
pv-closed, 216
thin subset, 179
valued, 188
weakly r-differentially closed, 255
weakly differentially closed, 255
differential ideal, 196
maximal, 197
prime, 197
differential module, 235
base change, 257
dual, 237
horizontal, 235
horizontal elements, 235
differential polynomial, 171
702 INDEX
complexity, 184
conjugation
additive, 182
compositional, 246
multiplicative, 182
decomposition
along orders, 178
into homogeneous parts, 178
into isobaric parts, 180
into subhomogeneous parts, 180
logarithmic, 181
natural, 177
degree, 171
dominant
degree, 277
multiplicity, 277
part, 275
weight, 195
weighted multiplicity, 195
homogeneous, 178
in newton position at a, 557
initial, 184
isobaric, 180
linear part, 206
multiplicity, 178, 183
Newton degree, 410
in a cut defined by a pc-sequence, 414
on E, 412
Newton multiplicity, 410
Newton polynomial, 501
Newton weight, 409
order, 171
quasilinear, 547
Riccati transform, 254
Ritt division, 184
separant, 174, 184
starting monomial, 504
subdegree, 180
subhomogeneous, 180
Taylor expansion, 179
upward shift, 248
vanishing at (K, ℓ), 420
differential rational function, 171
differential ring, 169
automorphism, 171
ring of constants, 169
simple, 198
differential transcendence
basis, 175
degree, 175
differential-algebraically maximal, 289
differential-hensel
configuration, 299
position, 291, 306
position, diagonal, 306
differential-henselian, 289
differential-valued
field, 324
hull, 378
differentially
algebraic, 172
algebraically independent, 174
closed, 202
weakly, 255
transcendental, 172
dimension
embedding, 44
independence, 669
Krull, 30, 42
VC, 668
direct
limit, 626
union, 627
directed system, 626
discrete valuation ring, 29
disk
special, 168
with holes, 168
domain, xi, 224
integral, xi
Ore, 225
dominance relation, 63, 95, 153
associated valuation, 96
convex, 155
trivial, 153
dominant
degree, 159, 277
asymptotic equation, 162
on E, 162, 277
monomial, 96, 159, 614
multiplicity, 159, 277
part, 159, 275
eventual, of P×φ, 520
primary, 162
downward
closed, 60
shift, 615
DVR, 29
E-monomials, 612
E-series, 612
edge, 160
element
∆-special over K, 142
active, 409
algebraic, 638
almost ∆-special over K, 142
almost special over K, 142
creating a gap, 429
definable, 638
integral, 34
linear over K, 218
quasilinear, 560
realizing a set of formulas, 650
special over K, 142
very ∆-special over K, 144
INDEX 703
elementary
embedding, 634
equivalence, 635
extension, 637
map, 634
substructure, 637
embedding
L-structures, 625
asymptotic couples, 358
diagonal, 626, 645
dimension, 44
elementary, 634
valued abelian groups, 72
valued vector spaces, 76
endomorphism
n-diagonal, 466
diagonal, 466, 489
triangular, 464, 489
unitriangular, 489
equalizer, 280
eventual, 435, 525
sequence, 282
equation
asymptotic, 162, 413
equivalence
M -series, 31
back-and-forth, 636
elementary, 635
formulas, 633, 649
matrices, 226
matrix differential equations, 235
pc-sequences, 68
sets of sentences, 643
valuations on an abelian group, 69
euclidean
field, 147
ring, 225
Euler-Poincaré map, 32
eventual
equalizer, 435, 525
exceptional value, 411
eventually, 409
exceptional value, 243
eventual, 411
existential formula, 633
expansion, 625
exponential
automorphism, 486
on an algebra, 458
ordered field, 611
transseries, 612
exponentiation, 611
extension
L-structures, 625
abelian groups
index, 99
asymptotic, 324
asymptotic couples, 358
elementary, 637
fields
degree, 99
transcendence degree, 99
gaussian, 105, 193, 268
integral, 34
language, 623
ordered abelian groups
dense, 88
ordered fields
dense, 151
ordered valued differential fields, 323
valued abelian groups, 63
dense, 70
valued differential fields, 323
valued fields, 95
∆-immediate, 139
almost ∆-special, 143
almost special, 143
dense, 110
immediate, 107
maximal ∆-immediate, 140
purely ramified, 133
ramification index, 99
residue degree, 99
unramified, 130
family
admissible, xi
healthy, 610
sum, 456, 609
summable, 456, 609
field
asymptotic, 324
compositum, 25
constants, 170
decomposition, 103
differential, 170
differential-valued, 324
euclidean, 147
exponential ordered, 611
Hahn, 97
Hardy, 328
logarithmic-exponential ordered, 611
orderable, 147
ordered, 89
pre-differential-valued, 369
pre-exponential ordered, 611
real closed, 147
valued, 95
valued differential, 188
filter
Fréchet, 644
proper, 644
ultrafilter, 644
filtered
Lie algebra, 459
Lie subalgebra, 459
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module, 455
complete, 456
submodule, 455
filtration
algebra, 458
associated to a grading, 461
Lie algebra, 459
induced on a Lie subalgebra, 459
module, 455
induced on a submodule, 455
nonnegative, 455
trivial, 455
finer, 69
finite intersection property, 644
flattening, 346
flatter, 328
fluent
completion, 141
pc-sequence, 138
valued field, 138
formula, 631
A-instance, 633
∃-formula, 633
∀-formula, 633
∀∃-formula, 633
atomic, 630
defining a set, 632
equivalence, 633
existential, 633
quantifier-free, 633
sentence, 631
subformula, 631
substitution, 632
universal, 633
universal-existential, 633
unnested, 636
valid in a structure, 633
Fredholm operator, 80
ψ-function, 337
fundamental matrix, 238
gap
creating, 429
in an asymptotic couple, 331
in an asymptotic field, 331
gaussian extension, 105, 193, 268
germs, 328
good
map, 315
substructure, 314
graded algebra, 460
grading
algebra, 460
associated filtration, 461
nonnegative, 461
grid-based
transseries, 618
grounded
asymptotic couple, 331
asymptotic field, 328
group
Appell, 483
decomposition, 103
exponential transmonomials, 612
iteration matrices, 474
monomial, 127
ordered abelian, 83
Riordan, 482
transmonomials, 614
unitriangular, 464
algebraic, 466
valued abelian, 63
H-asymptotic
couple, 273, 330
ψ-function, 337
closed, 362
field, 324
λ-free, 432
ω-free, 440
H-field, 384
hull, 387
Liouville closed, 392
Newton-Liouville closure, 571
Schwarz closed, 451
Schwarz closure, 572
H-type
asymptotic couple, 273
asymptotic field, 324
Hahn product, 63
ordering, 83
valuation, 63
Hahn space, 79, 92
Hardy field, 328
healthy, 610
height, 42
hensel configuration, 122
Hensel’s Lemma, 116
henselian valued field, 115
henselization of a valued field, 125
homogeneous
differential polynomial, 178
element of a graded algebra, 460
element of a polynomial algebra, 461
partial differential operator, 494
with respect to a degree function, 461
horizontal, 235
hull
convex, 59
differential-valued, 378
divisible, 83
H-field, 387
I-set, 587
ideal
differential, 196
Lie algebra, 459
INDEX 705
minimal prime divisor, 28
radical, 26
ring of differential operators, 208
immediate extension, 107
increasing map, 60
independent, 228, 231, 669
algebraically, xi
at y, 233
at a prime, 49, 259
d-algebraically, 174
linearly, xi
valuation, 77, 113
index
abelian group extension, 99
Fredholm operator, 80
ramification, 99
inductive, 655
infinite, 96
infinitesimal, 96
initial, 184
integral
closure, 34
domain, xi
element, 34
ring extension, 34
integrally closed, 34
domain, 36
intermediate value property, 60
interpretation, 624
interval, 60
topology, 60
invariant, 490
irreducible
element of a domain, 225
module, 31
topological space, 27
isobaric
differential polynomial, 180
element of a polynomial algebra, 461
isomorphism
L-structures, 625
ordered sets, 60
partial, 635
valued abelian groups, 73
valued vector spaces, 76
iteration matrix, 474
infinitesimal, 475
iterative logarithm, 479
jammed pc-sequence, 138
K-derivation, 50, 460
internal, 460
universal, 52
K-fluent pc-sequence, 140
K-subgroup, 610
Kähler differentials, 52
Krull dimension
commutative ring, 42
topological space, 30
Λ-cut, 588
λ-free, 432
ΛΩ-cut, 590
ΛΩ-field, 594
Newton-Liouville closure, 598
language, 623
constant symbols, 623
countable, 624
extension, 623
function symbols, 623
multivariable, 627
name, 629
relation symbols, 623
size, 624
sorts, 623
sublanguage, 623
term, 628
variable, 627
LE-monomials, 614
length, 32
Lie algebra, 459
abelian, 459
algebraic unitriangular group, 467
filtered, 459
ideal, 459
subalgebra, 459
lift, 117
lifting
differential residue field, 314
residue field, 117
limit of a sequence, 70, 88
line
antislope, 160
left vertex, 160
right vertex, 160
slope, 160
linear combination, xi
linear differential operator, 205
v-surjective, 434
adjoint, 209
companion matrix, 231
Euclidean division, 208
eventual exceptional value, 411
exceptional value, 243
irreducible, 212
kernel, 206
monic, 206
neatly surjective, 244
Newton weight, 410
order, 208
Riccati transform, 255
splits, 212
twist, 206
type, 212
linear part, 206
linearly
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closed, 214
dependent, xi
disjoint, 200
independent, xi
newtonian, 552
surjective, 215
strongly, 307
valuation ring, 296
Liouville closed H-field, 392
local ring, 37, 94
lying over, 94
regular, 44
residue field, 37, 94
localization, 39, 98, 170
locally
nilpotent, 463
unipotent, 463
logarithm
iterative, 479
on an algebra, 458
on an asymptotic field, 392, 426
logarithmic
sequence, 426
transseries, 617
logarithmic-exponential ordered field, 611
logical
consequence, 641
symbols, 630
map
A-definable, 632
P -fixpoint, 67
v-slow, 87
v-steady, 87
angular component, 313, 314
c-continuous, 72
cauchy-continuous, 72
contractive, 66
contractive up to P , 67
decreasing, 60
elementary, 634
Euler-Poincaré, 32
good, 315
increasing, 60
preserving formulas, 634
slowly varying, 354
strictly decreasing, 60
strictly increasing, 60
strongly additive, 610, 611
uniformly continuous, 72, 88
matrix
n-diagonal, 465
adjoint, 33
column-finite, 464
companion, 231
derivative, 469
diagonal, 226, 464
fundamental, 238
iteration, 474
infinitesimal, 475
shift, 469
triangular, 464
unitriangular, 464
maximal
∆-immediate asymptotic extension, 354
∆-immediate extension, 140
Γ-maximal valued field, 130
elements of a partially ordered set, 29
unramified extension of a valued field,
132
valued abelian group, 63
valued differential field, 289
valued field, 109
valued vector space, 76
minimal
annihilator, 172
differential polynomial, 192
polynomial, 108
prime divisor, 28
set of generators of a module, 37
model, 640
existentially closed, 655
prime, 654
model companion, 656
model completeness, 654
test, 654
model completion, 656
module
K-derivation, 50
∂-compatible derivation, 47
artinian, 32
differential, 235
filtered, 455
free, xi
irreducible, 31
length, 32
minimal set of generators, 37
noetherian, 32
rank, 228
simple, 31
torsion module, 226
torsion submodule, 226
torsion-free, 226
zero divisor, 41
monomial
group, 127
dominant, 96, 159, 614
starting, 160
monotone
valued differential field, 191
ac-valued, 314
morphism
asymptotic couples, 338
structures, 625
valued abelian groups, 72
multiplicative subset, 26
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multiplicity, 183, 504, 537
algebraic, 517
differential polynomial, 178
dominant, 159
dominant weighted, 195
Newton, 410
polynomial, 159
multivariable, 627
disjoint, 627
quantifiable, 630
trivial, 627
name, 629
natural inclusion, 625
neatly surjective, 244
nest
balls, 66
union-closed balls, 67
Newton
degree, 410
asymptotic equation, 538
in a cut defined by a pc-sequence, 414
on E, 412
diagram, 160
antislopes, 160
edges, 160
multiplicity, 410
polynomial, 501
position, 557
tree, 167
weight, 409, 410
Newton-Liouville closure, 571, 598
newtonian, 547
(1, 1)-newtonian, 552
1-newtonian, 552
2-newtonian, 552
r-linearly newtonian, 552
linearly, 552
strongly, 550
newtonization, 550
nilpotent
locally, 463
topologically, 456
weakly, 456
NIP, 667, 670
noetherian
module, 32
ring, 29
topological space, 30
ω-free, 440
operator
Fredholm, 80
linear differential, 205
partial differential, 494
order
ψ-function, 337
differential polynomial, 171
linear differential operator, 208
partial differential operator, 494
topology, 60
type, 60
orderable field, 147
ordered abelian group, 83
archimedean, 84
complete, 88
dense extension, 88
rank, 85
standard valuation, 83
ordered differential field
H-field, 384
pre-H-field, 385
ordered field, 89
archimedean, 146
completion, 152
exponential, 611
logarithmic-exponential, 611
pre-exponential, 611
real closure, 148
ordered set, 59
cofinality, 60
coinitiality, 60
dense, 60
isomorphism, 60
order type, 60
well-ordered, 60
without endpoints, 60
ordered vector space, 89
C-archimedean, 91
C-valuation, 91
valued, 90
ordering, 59
Hahn, 83
Ore domain, 225
parameter set, 621
pc-sequence, 64
K-fluent, 140
∆-fluent, 138
∆-jammed, 138
∆-special, 136
algebraic type, 108
cut defined by, 414
differential-algebraic type, 192
differential-transcendental type, 192
divergent, 69
equivalence, 68
fluent, 138
jammed, 138
minimal differential polynomial, 192
minimal polynomial, 108
special, 136
transcendental type, 108
width, 66
Picard-Vessiot closed, 216
polynomial
Bell, 473
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degree, 159
differential, 171
Newton, 501
primitive, 105
pre-ΛΩ-field, 594
pre-H-field, 385
pre-differential-valued field, 369
pre-exponential ordered field, 611
primary dominant part, 162
prime model, 654
primitive polynomial, 105
primitives, 619
principal
convex subgroup, 86
ideal, 225
pseudocauchy sequence, 64
pseudoconvergence, 64
pseudolimit, 64
pure subgroup, 128
purely ramified, 133
quantifier elimination, 657
test, 659, 660
quasilinear
asymptotic equation, 551
differential polynomial, 547
element, 560
R-dependent, xi, 228
R-independent, xi, 228
ramification index, 99
rank
linear map between filtered modules, 456
module, 228
ordered abelian group, 85
rational, 49, 86
ranked, 456
rational
asymptotic integration, 335
differential function, 171
rank, 49, 86
real closed field, 147
tame pair, 157
real closure of an ordered field, 148
reduced product, 645
reduct, 625
refinement, 163, 538
M -series, 31
compatible, 564
Tschirnhaus, 564
regular
local ring, 44
ordinal, 60
sequence, 41
residue degree, 99
residue field
lift, 117, 314
lifting, 117, 314
local ring, 37, 94
valuation on a field, 94
valued field, 95
Riccati polynomial, 253, 255
Riccati transform
differential polynomial, 254
linear differential operator, 255
ring, xi
constants, 169
degree function, 225
differential, 169
domain, 224
euclidean, 225
integral extension, 34
Krull dimension, 42
local, 37, 94
noetherian, 29, 225
Ore domain, 225
reduced, 26
regular local, 44
simple, 224
spectrum, 25
unit, xi
valuation, 29
zero divisor, 30
Riordan
group, 482
matrix, 482
pair, 482
Ritt division, 184
saturation, 652
Schwarz
closed, 451
closure, 572
Schwarzian derivative, 221
semifluent completion, 141
sentence, 631
truth, 632
separant, 184
sequence
cauchy, 70, 88
cofinal subsequence, 61
convergence, 70, 88
equalizer, 282
limit, 70, 88
pseudocauchy, 64
regular, 41
well-indexed, 61
series
M -series, 31
composition, 31
Laurent, 98
Puiseux, 124
well-based, 96
set
0-definable, 620
A-definable, 621, 632
I-set, 587
INDEX 709
absolutely definable, 620
definable, 621, 632
ordered, 59
parameter, 621
shattering, 667
shift
downward, 615
matrix, 469
upward, 615
simple
differential ring, 198
module, 31
ring, 224
slope
ψ-function, 337
line, 160
slowly varying, 354
sorts, 619, 623
special
disk, 168
disk with holes, 168
pc-sequence, 136
specialization, 134
spectrum, 25
spherically complete, 66
starting monomial, 160, 504, 538
algebraic, 504
step-complete valued field, 137
step-completion of a valued field, 138
Stirling
automorphism, 492
derivation, 493
numbers of the first kind
signed, 249
unsigned, 249
numbers of the second kind, 492
strictly
decreasing, 60
increasing, 60
triangular, 487
strongly
additive, 610, 611
linearly surjective, 307
newtonian, 550
structure, 619
κ-saturated, 652
L-structure, 624
x-set, 627
automorphism, 625
back-and-forth equivalent, 636
back-and-forth system, 636
constant, 619
definable set, 620
diagram, 647
direct limit, 626
direct union, 627
directed system, 626
elementary equivalence, 635
elementary map, 634
embedding, 625
existentially closed, 647
expansion, 625
extension, 625
generators, 629
independence property, 667, 670
interpretation, 624
isomorphism, 625
model, 640
model complete, 654
morphism, 625
natural inclusion, 625
NIP, 670
parameter set, 621
partial isomorphism, 635
primitives, 619
product, 626
quantifier elimination, 657
reduced product, 645
reduct, 625
sorts, 619
substructure, 625
ultrapower, 645
ultraproduct, 645
underlying set, 619
L-structure, 624
subdegree, 180
subformula, 631
subgroup
K-subgroup, 610
pure, 128
subhomogeneous, 180
sublanguage, 623
subset
4-closed, 162, 413
grid-based, 618
multiplicative, 26
thin, 179
substitution
into formulas, 632
into terms, 629
substructure, 625
elementary, 637
generators, 629
good, 314
sum
family, 456, 609
summable
family of elements, 456, 609
family of endomorphisms, 456
support
grid-based, 618
Hahn product, 63
well-based, 96
symbols
connectives, 630
constant, 623
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function, 623
logical, 630
names, 629
nonlogical, 623
quantifiers, 630
relation, 623
system of linear differential equations
R-consistent, 229
adjoint, 237
fundamental matrix, 238
solution, 229
tame pair, 157
term, 628
substitution, 629
variable-free, 628
test
model completeness, 654
QE, 659, 660
Tarski-Vaught, 637
Vaught, 650
theorem
Ax, 664
Chevalley-Tarski, 622, 662
Chinese Remainder Theorem, 102
Compactness Theorem, 641
Completeness Theorem, 643
Differential Nullstellensatz, 197, 202
Equalizer Theorem, 263
Eventual Equalizer Theorem, 502
Löwenheim-Skolem, 637, 649
Nullstellensatz, 662
Ritt division, 184
Sauer-Shelah, 667
Tarski-Seidenberg, 622, 665
theory, 642
amalgamation property, 656
axiomatization, 642
class of structures, 642
inductive, 655
model companion, 656
model complete, 654
model completion, 656
NIP, 670
prime model, 654
quantifier elimination, 657
structure, 642
thin, 179
topological space
irreducible, 27
irreducible component, 27
Krull dimension, 30
noetherian, 30
topologically nilpotent, 456
topology
interval, 60
order, 60
Stone, 642, 651
valuation, 62
Zariski, 26
torsion
module, 226
submodule, 226
transcendence
basis, xi
degree, 99
transmonomials, 612, 614
transseries
exponential, 612
grid-based, 618
logarithmic, 617
triangular
derivation, 487
endomorphism, 464, 489
matrix, 464
trivial
dominance relation, 153
valuation, 62
truncation, 111
Tschirnhaus refinement, 564
type, 651, 652
Σ-realizable, 651
ψ-function, 337
complete, 651, 652
linear differential operator, 212
order, 60
ultrafilter, 644
ultrapower, 645
ultraproduct, 645
uniformly continuous, 72
union-closed, 67
unit, xi
unitary
power series, 474
Riordan pair, 482
unitriangular
endomorphism, 489
group, 464
matrix, 464
universal
formula, 633
set of sentences, 648
universal K-derivation, 52
unnested formula, 636
unramified extension of valued fields, 130
unraveled, 539
unraveler, 540
partial, 540
upward
closed, 60
shift, 248, 615
v-slow, 87
v-steady, 87
v-surjective, 434
valuation
INDEX 711
C-valuation, 91
associated to a dominance relation, 96
basis, 77, 113
convex, 83, 149
flattening, 346
gaussian extension, 105, 193
Hahn, 63
independence, 77, 113
on an abelian group, 62
on an integral domain, 93
residue field, 94
standard, 83
topology, 62
trivial, 62
valuation ring, 94
value group, 93
valuation ring, 29
discrete, 29
field, 94
valuation on a field, 94
valued field, 95
value group
valuation, 93
valued field, 95
valued abelian group, 63
complete, 71
completion, 73
dense extension, 70
direct product, 74
embedding, 72
isomorphism, 73
maximal, 63
morphism, 72
spherically complete, 66
valued differential field, 188
asymptotic, 324
asymptotic in, 349
differential henselian, 289
differential-algebraically maximal, 289
differential-valued, 324
many constants, 192
maximal, 289
monotone, 191
ac-valued, 314
angular component map, 314
pre-differential-valued, 369
with small derivation, 189
valued field, 95
∆-immediate extension, 139
Γ-maximal, 130
algebraically maximal, 110
angular component map, 313
characteristic, 154
completion, 110
cross-section, 127
dense extension, 110
differential, 188
discrete, 111
equicharacteristic zero, 95
extension, 95
fluent, 138
fluent completion, 141
henselian, 115
henselization, 125
maximal, 109
maximal ∆-immediate extension, 140
maximal unramified extension, 132
monomial group, 127
residue field, 95
semifluent completion, 141
specialization, 134
step-complete, 137
step-completion, 138
valuation ring, 95
value group, 95
valued subfield, 95
valued ordered vector space, 90
valued vector space, 75
embedding, 76
isomorphism, 76
maximal, 76
over a valued field, 113
subspace, 75
variable, 627
bound occurrence, 631
free, 631
free occurrence, 631
quantifiable, 630
VC
class, 668
dimension, 668
duality, 669
vector space
ordered, 89
valued, 75
valued ordered, 90
vertex, 160
weakly
differentially closed, 255
nilpotent, 456
weight, 180
dominant, 195
in a polynomial algebra, 461
Newton, 409, 410
weighted multiplicity, 180
dominant, 195
well-based series, 96
dominant monomial, 96
support, 96
well-indexed, 61
well-ordered, 60
width of a pc-sequence, 66
Wronskian, 175
zero divisor, 30, 41
