Abstract: In this paper the Generalized Recurrence Plot and Generalized Recurrence Quantification Analysis are exploited to investigate spatially distributed systems characterized by a Hopf bifurcation. Specifically, the Complex Ginzburg-Landau equation is chosen as a prototypical example. Steady state spatial pattern evolution is studied by computing the recurrence quantification parameters Determinism (DET) and Entropy (ENT) of the images representing the equation solutions and plotting them on the DET-ENT plane. A point in the DET-ENT plane identifies the signature of the dynamic system generating the spatial patterns. Such patterns consist of stable or unstable waves, depending on the value of certain physical parameters. According to the different values of these parameters, the images cluster in the DET-ENT diagram quite neatly. This allows one to reconstruct the bifurcation curve separating stable and unstable spirals in the DET-ENT plane.
INTRODUCTION
Recurrence Plot (RP) and Recurrence Quantification Analysis (RQA) have been widely used as visual and quantitative tools for the analysis of nonlinear time series. In fact, they allow for the reconstruction of the system dynamics when complex behaviors are observed, e.g. deterministic chaos. Marwan et al. (2007b) present a review on the applications of RP and RQA to biological, chemical and physical systems.
Recurrence Plots and Recurrence Quantification Analysis have been also used for the detection of structural changes in the dynamics of complex nonlinear systems. For example, the relationship between the RP and sequences of bifurcations in the logistic equation has been discussed by Trulla et al. (1996) for the detection of bifurcations without making any a priori assumption on the underlying equations of motion. Gao and Cai (2000) cope with the problem of identifying true bifurcation sequences and the causes of possibly false bifurcation points. They also give indications on how to choose suitable embedding parameters so that the bifurcation detection may still work when the signal is heavily corrupted by noise.
Recently, several extensions of RP and RQA to spatiotemporal systems have been proposed. Vasconcelos et al. (2006) give a first definition of Spatial Recurrence Plot (SRP) and show that SRP allows one to detect some spatial patterns, like the roughness in metallic materials. They finally argue that SRP works well for recognizing other more general kinds of spatial structures. The extension of the RP to d-dimensional data sets, i.e. the Generalized Recurrence Plot (GRP) and Generalized Recurrence Quantification Analysis (GRQA), has been proposed by Marwan et al. (2007a) with an application to the analysis of the bone structure from Computer Tomography images. This paper deals with the problem of identifying the bifurcations of a complex dynamical system evolving in time and space. A technique is proposed based on the Generalized Recurrence Quantification Analysis (GRQA). This approach may be particularly useful for analyzing systems showing complex fluctuations in time and space, e.g. spatio-temporal chaotic dynamical systems. To this aim, we start from a previous paper by Facchini et al. (2008, in press) , where the main assumption was that the realization of a spatio-temporal dynamical system in steady state conditions is represented by an image containing some signatures of it. In that paper a method has been proposed for evaluating the dynamical properties of the system under study by looking at the GRP of the image representing the spatial dynamics of the system at a fixed time. Then, the DET-ENT diagram is introduced, where DET and ENT are two indicators in the GRP, accounting for the global and local structures of the image, respectively. The results obtained there show that the images cluster in the DET-ENT diagram, allowing one to distinguish patterns generated by different systems. In particular, the DET-ENT diagram identifies images characterized by different structures and physical nature, such as periodic patterns, noise, diffusion waves, and fractals.
In the present work, we use the clustering feature of the DET-ENT diagram for detecting the bifurcations in the dynamics and the spatial structure of the system. The method is tested on the patterns generated by the Complex Ginzburg-Landau Equation (CGLE).
The paper is organized as follows. In Section 2 we introduce Recurrence Plots, Recurrence Quantification Analysis and their extension to image analysis. A brief introduction of the Complex Ginzburg-Landau Equation is given in Section 3. In Section 4 we show how the bifurcation curve may be reconstructed and discuss the clustering performance of the DET-ENT diagram. Finally, in Section 5 we state our conclusions and future work.
GRQA FOR THE ANALYSIS OF COMPLEX DISTRIBUTED SYSTEMS

Recurrence Plot of a Time Series
Let x t be a time series and S m ⊆ R m the associated m-dimensional embedded state space, reconstructed using the Takens delay Theorem (Takens (1981) ). The Recurrence Plot is essentially a two dimensional binary diagram indicating the recurrences that occur in the space S m within a fixed threshold at different times i, j. The RP is easily expressed as a two dimensional square matrix R = {r i,j , i, j = 1, . . . , N }, with:
where x i , x j ∈ S m , i, j = 1, . . . , N , N is the number of the measured states x i , Θ(·) is the step function, and || · || is a norm. In the graphical representation, each non-zero entry of the RP matrix R is marked by a black dot in the position (i, j). Since any state is recurrent with itself, the RP matrix R fulfills r i,i = 1, i, j = 1, . . . , N , i.e. the RP contains the diagonal, called Line of Identity (LOI).
An RP is characterized by typical patterns, whose structure is helpful for understanding the underlying dynamics of the system investigated. A homogeneous distribution of points is usually associated with stationary stochastic processes, e.g. gaussian or uniform white noise. Periodic structures, like long diagonal lines parallel to the LOI, indicate periodic behaviors, while drifts in the structure of the recurrences are often due to a slow variation of some parameter of the system and white areas or bands indicate non stationarity and abrupt changes in the dynamics. Recently, curved macrostructures have been related to very small frequency variations in periodic signals (Facchini and Kantz (2007) ).
Several structures can be identified in the RP: (a) Isolated points: the state does not persist for a long time; (b) Diagonal lines of length l: the trajectory visits the same portion of the phase space at different times; (c) Vertical and horizontal lines: the state changes very slowly in time.
Because of the limited screen resolution and the length of the time series, it is difficult to analyze the RP only by means of visual inspection (which is anyway useful to detect simple nonstationarities). To cope with this problem, the RQA offers a set of indicators computed on the structures of the RP. In the following we will briefly introduce only a subset of the RQA indicators (for an extensive discussion of other RQA measures the reader may refer to Marwan et al. (2007b) ).
We will use three indicators: the Recurrence Rate (RR), the Determinism (DET) and the Entropy (ENT). The RR is the fraction of recurrent points with respect to the total number of possible recurrences. The DET (Determinism) is the fraction of recurrent points forming diagonal structures with respect to all the recurrences, and the EN T (Entropy) is a complexity measure of the distribution of the diagonal lines in the GRP. The RR is a density measure of the RP, a typical value ranges between 10 and 20% (Marwan et al. (2007b) ). The indicator DET is introduced as a measure of the predictability of the system, because it accounts for the diagonal structures in the RP. In the one dimensional case, i.e. time series, a line of length l indicates that, for l time steps, the trajectory in the phase space has visited the same region at different times. High values of DET (60-70% or more) usually indicate the presence of periodicities in the data. The indicator ENT represents a complexity measure of the RP. It refers to the Shannon entropy with respect to the probability of finding a diagonal line of length exactly equal to l. For periodic signals or uncorrelated noise the value is small (∼ 0.2 − 0.8), while for chaotic systems, e.g. Lorenz, EN T ∼ 3 − 4. The computation of the indicators based on the diagonal lines and their distribution provides valuable information about the structure of the RP and the underlying dynamics of the system under investigation.
Recurrence Plot of Spatially Distributed Systems
Recurrence Plots may be used for the analysis of systems showing complex patterns in time and space. In (Marwan et al. (2007a) ) the authors introduce the Generalized Recurrence Plot for a d-dimensional data-set as the 2d-dimensional RP specified by the matrix R, whose elements are:
where ı = i 1 , i 2 , . . . , i d is the d-dimensional coordinate vector and x ı is the associated phase-space vector. This GRP accounts for recurrences between the d-dimensional state vectors. Although it cannot be visualized anymore, its quantification is still possible. Furthermore, as in the one-dimensional case, the LOI is replaced by a linear manifold of dimension d for which r ı, = 1, ∀ı = .
In a recent paper, Facchini et al. (2008, in press) propose the application of Generalized Recurrence Plots and GRQA analysis to the analysis of complex images and introduce the DET-ENT diagram. In that context, an image represents the snapshot of an unknown dynamical system in steady state conditions and the signature of its dynamics is identified by the position of the image in the DET-ENT diagram.
From the mathematical point of view, an image is a twodimensional cartesian object composed of scalar values and in this special case the elements of the matrix R in the GRP are:
where each black dot represents a spatial recurrence between two pixels, and every pixel is identified by its coordinates (i 1 , i 2 ), being i 1 and i 2 the row and the column index respectively. In this case, the recurrence plot is a fourdimensional RP and contains a two-dimensional identity plane, defined by setting i 1 = j 1 and i 2 = j 2 .
Generalized Recurrence Quantification Analysis of Images
Since the GRP of an image is four dimensional, in principle its visual inspection is possible by projections in three or two dimensions. In practice, Generalized Recurrence Plots loose their visual appeal. Despite this drawback, RQA can still be performed since the structures described before (as isolated points and lines parallel to the LOI) can be easily extracted. In the following we describe how to generalize the structures formed by recurrences.
Denoting by l the length of a line structure, we build the histogram P (l) of the line lengths and define the GRQA measures as in the one dimensional case. In particular, we focus on Recurrence Rate (RR), Determinism (DET) and Entropy (ENT), defined as follows:
where l min is the minimum length considered for the diagonal structures.
Images are classified on the basis of their global and local organization. We distinguish 4 cases: (a) high global and local organization, (b) low global and high local organization, (c) high global organization and weak local structure, (d) weak global and local structure.
We introduce the DET − EN T diagram to characterize the images according to the four categories defined before. In fact, determinism represents a measure of the global recurrence pattern in the image: a value of determinism larger than 60-70% indicates that the image has strong recurrent components. In this sense, the DET indicator meets the need to describe globally the patterns showed by the image. On the other side, the entropy provides a measure of the complexity of the GRP with respect to the diagonal structures: a low entropy indicates a poor organization of the line structures. A periodic distribution of the diagonals shows low EN T values, since the distribution is trivial. In the same sense, a random distribution of the diagonal structures produces a low entropy value.
THE COMPLEX GINZBURG-LANDAU EQUATION
If driven away from equilibrium, spatially extended systems can exhibit irregular behavior in space and time: this phenomenon is commonly referred as spatio-temporal chaos (Janiaud et al. (1992) ). The Complex GinzburgLandau Equation describes pattern formation near a Hopf bifurcation and is one of the most important and studied models to investigate spatio-temporal chaos (Kuramoto (1984) ; Cross and Hohenberg (1993); Bohr et al. (1998) ). The equation reads:
The first term of the rhs is related to the linear instability mechanism leading to oscillations. The second term accounts for diffusion and dispersion, while the cubic term insures, for b > 0, the saturation of the linear instability and is involved in the renormalization of the oscillation frequency. When a = 0 and b → ∞ one has the real GLE, which admits a Lyapunov functional and exhibits relaxational dynamics (Graham (1974) ). For a → ∞ and b = 0 one recovers the nonlinear Schrödinger equation. In the following, we provide only basic information; for an exhaustive treatment of the CGLE the reader is referred to Aranson and Kramer (2002) .
The solution of the CGLE is a family of plane waves
where k is the wave number. The behavior of the solution in the plane (b, a) is very complex and still under investigation. An important feature of the CGLE is the structure, nature and role of defects, i.e. points in the space-time where |A| = 0. For two dimensional systems, defects are points that appear and disappear in pairs, and, for small enough values of a, they are able to generate (stable or unstable) spiral waves (see figure 1) .
We focus on the region for which a ∈ [−1.5, 1] and b ∈ [0, 1.5]. Here, the condition k 2 < k 2 max = (b − a)/(3b−a+2/b) defines the bifurcation curve S 1 bounding the region in which the spiral wave solutions are linearly stable. Figure 2 shows the different behaviors of the spatial solutions: below the curve S 1 the spiral waves, after a transient (shown in the lower inset), become stable; above the curve S 1 , the spiral waves can still exist during a transient time, but they disappear once the equilibrium is reached. Numerical simulations show that a transition zone exists in the instability region (dashed area in Figure  2 ), where one observes small spirals at their early evolution stage (Chaté and Manneville (1996) ).
BIFURCATION DETECTION IN THE CGLE
The CGLE was integrated using a pseudo-spectral code and ETD2 exponential time-stepping (Cox and Matthews (2002) ) with periodic boundary conditions in a square domain. Figure 3 Furthermore, by increasing b, the points in the DET-ENT diagram move along a path going from cluster A towards cluster C, and the cluster jump corresponds to the values of b for which the stability boundary in the plane (b, a) is crossed. In particular, the jump from cluster B to cluster C occurs when b lays on the curve S 1 . This behavior occurs sistematically for different values of a. Hence, by looking at the jumps between B and C, we are able to reconstruct the curve S 1 in the DET-ENT diagram. noticing that the cluster of the transition zone lays on this curve.
CONCLUSIONS AND FUTURE RESEARCH
By means of GRQA, complex images coming from the integration of the Complex Ginzburg-Landau Equation have been analyzed by changing the two characteristic parameters a and b. It turns out that in the plane (b, a) considered, the CGLE has a bifurcation curve. The proposed DET-ENT diagram shows appealing clustering performances, where each cluster corresponds to a different dynamical behavior of the system. To be precise, the bifurcation curve S 2 has been reconstructed in the DET-ENT diagram, providing experimental evidence that it separates the clusters of stable and unstable spiral waves.
As a further observation, both indicators DET and ENT decrease monotonically with respect to the parameter b; on the other hand, they are almost independent from the parameter a. Future work will be devoted to a deeper investigation and understanding of these relationships.
Furthermore, the behavior of the CGLE for values of b, a < 0 is under investigation, and the GRQA analysis may be helpful in the exploration of behaviors in regions of the plane (b, a) which have not been investigated yet. 
