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07305141026 
 
ABSTRAK 
 
Analisis survival merupakan suatu analisis data mengenai daya tahan hidup 
atau lamanya waktu hidup suatu individu atau unit pada keadaan tertentu. Tujuan 
penulisan skripsi ini adalah untuk mendapatkan model survival untuk data tersensor 
tipe II, mendapatkan estimasi parameter-parameter, interval konfidensi untuk 
parameter-parameter dan contoh penerapannya. Biasanya data survival akan 
mengikuti distribusi tertentu. Dalam skripsi ini akan dibahas mengenai data 
survival yang berdistribusi log-logistik. 
 Model survival untuk data tersensor tipe II ditentukan dengan mencari 
estimasi  parameter-parameter  yaitu γ  dan β  berdasarkan fungsi maximum 
likelihood dan menentukan interval konfidensi untuk tiap-tiap parameter dengan 
mencari matriks informasi dan matriks kovarian terlebih dahulu. Sedangkan contoh 
data berdistribusi log-logistik didapatkan dengan metode simulasi pembangkitan 
data dengan software Minitab 14.  
 Berdasarkan hasil pembahasan maka dapat disimpulkan bahwa model 
survival untuk data tersensor tipe II yang berdistribusi log-logistik yaitu  
 
Estimasi parameter untuk γ  dan β  pada model survival untuk data tersensor tipe II 
berdasarkan distribusi log-logistik yaitu menggunakan metode maximum likelihood, 
dengan interval konfidensi untuk γ  adalah    / 2 / 2( ) ( )z se z seα αγ γ γ γ γ− ≤ ≤ + , dan 
interval konfidensi untuk β  adalah    / 2 / 2( ) ( )z se z seα αβ β β β β− ≤ ≤ + . Dari contoh 
data umur penyakit pasien penderita kanker paru-paru yang berdistribusi log-
logistik, didapatkan estimasi parameter untuk γ  dan β  adalah 79,61400344 dan 
2,14780784. Sedangkan interval konfidensi untuk γ  yaitu 
56,76518135 102,4628255γ≤ ≤  dan interval konfidensi untuk β  yaitu 
1,371336761 2,924420039.β≤ ≤  Peluang hidup untuk pasien yang menderita 
kanker paru-paru selama 50 bulan adalah 0,73, sedangkan peluang hidup pasien 
yang menderita selama 90 bulan adalah 0,43. 
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BAB I 
PENDAHULUAN 
 
A. LATAR BELAKANG 
Dalam bidang matematika terdapat cabang statistika yang telah berkembang 
pesat dengan adanya penemuan-penemuan alat analisis yang dapat digunakan 
untuk menganalisis suatu permasalahan. Salah satunya adalah uji hidup yang 
merupakan penelitian daya tahan hidup suatu unit atau individu pada suatu 
keadaan tertentu. Uji hidup biasa digunakan dalam bidang teknik, biologi, 
kedokteran dan lain-lain. Penelitian-penelitian tersebut biasanya menggunakan 
data yang berkaitan dengan waktu hidup dari suatu individu. Analisis yang 
digunakan untuk menganalisis data waktu hidup tersebut disebut analisis survival.  
Analisis survival mencakup berbagai teknik statistik yang berguna untuk 
menganalisis berbagai macam variabel random positif. Variabel random positif 
pada analisis survival berupa survival time (waktu tahan hidup) atau failure time 
(waktu kegagalan).  
Dalam penelitian uji hidup, data waktu hidup dapat berbentuk data lengkap, 
data tersensor tipe I dan data tersensor tipe II. Data tersebut lengkap jika data 
diamati secara utuh. Data tersensor tipe I merupakan data uji hidup yang 
dihasilkan setelah penelitian berjalan selama waktu yang telah ditentukan. 
Sedangkan data tersensor tipe II merupakan data hasil penelitian dimana 
penelitian dihentikan setelah kematian atau kegagalan tertentu telah terjadi 
(Lawless, 1982).  
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Data tersensor tipe II adalah suatu data waktu hidup yang terdapat r buah 
observasi dalam sampel random yang berukuran n dengan 1≤ r ≤ n. Dalam suatu 
penelitian, penyensoran tipe II lebih sering digunakan, karena dalam uji hidup ini 
terdapat observasi sebanyak n, tetapi penelitian dihentikan ketika observasi 
mengalami kegagalan ke-r, sehingga peneliti dapat menghemat waktu dan biaya.   
Untuk menganalisis data survival  dengan data tersensor diperlukan asumsi 
tertentu tentang distribusi populasinya. Beberapa distribusi parametrik yang 
populer dan dapat digunakan untuk menganalisis model survival adalah Distribusi 
Weibull, Distribusi Eksponensial, Distribusi Log-normal, Distribusi Gamma, 
Distribusi Log-logistik dan lain-lain.  
Dari beberapa distribusi yang ada, skripsi ini menggunakan fungsi survival 
berdistribusi Log-logistik, atau data waktu hidup diasumsikan mengikuti 
Distribusi Log-logistik. Distribusi Log-logistik masih jarang digunakan dalam 
analisis survival. Distribusi Log-logistik mempunyai bentuk yang hampir sama 
dengan Distribusi Log-normal. Misalnya untuk meneliti tahan hidup pasien yang 
terserang penyakit kronis, selain itu di bidang industri, juga untuk analisis tahan 
hidup komponen dari suatu produk. Oleh karena itu penulis mengangkat judul 
“Analisis Survival Untuk Data Tersensor Tipe II Menggunakan Model Distribusi 
Log-logistik”, untuk menentukan analisis survival untuk data tersensor tipe II. 
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B. RUMUSAN MASALAH 
Berdasarkan uraian latar belakang, maka rumusan masalah yang akan 
dibahas adalah: 
1. Bagaimana model survival untuk data tersensor tipe II  berdasarkan 
model distribusi log-logistik? 
2. Bagaimana estimasi parameter model survival untuk data tersensor 
tipe II  berdasarkan model distribusi log-logistik? 
3. Bagaimana penerapan model survival untuk data tersensor tipe II  
berdasarkan model distribusi log-logistik? 
C. TUJUAN PENULISAN  
Tujuan dalam penulisan skripsi ini adalah: 
1. Mendapatkan model survival untuk data tersensor tipe II  
berdasarkan model distribusi log-logistik. 
2. Mendapatkan estimasi parameter model survival untuk data 
tersensor tipe II  berdasarkan model distribusi log-logistik. 
3. Menjelaskan  penerapan model survival untuk data tersensor tipe II  
berdasarkan model distribusi log-logistik 
D. MANFAAT PENULISAN 
Manfaat dari penulisan ini adalah : 
1. Menambah referensi tentang analisis survival, khususnya data 
tersensor tipe II menggunakan distribusi log-logistik. 
2. Menambah pengetahuan tentang penerapan analisis survival untuk 
data tersensor tipe II menggunakan distribusi log-logistik. 
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BAB II 
LANDASAN TEORI 
 
A. Konsep Dasar Peluang 
Pada dasarnya statistika berkaitan dengan penyajian dan penafsiran hasil 
yang berkemungkinan (hasil yang belum dapat ditentukan sebelumnya) yang 
muncul dalam penelitian yang dirancang sebelumnya atau yang muncul dalam 
penelitian ilmiah. Para statistisi berurusan dengan pencacahan atau pengukuran 
karakteristik suatu objek kajian yang hasilnya berbentuk bilangan. Pekerjaan 
seperti ini biasa disebut percobaan acak (Abadyo dan Hendro permadi, 2005). 
Himpunan semua hasil yang mungkin dari suatu percobaan acak disebut 
ruang sampel dan dinyatakan dengan lambang S. Suatu kejadian adalah himpunan 
bagian dari ruang sampel (Bain dan Engelhardt, 1992).  
Ruang nol atau ruang kosong atau himpunan kosong ialah himpunan 
bagian ruang sampel yang tidak mengandung satu pun anggota. Kejadian seperti 
ini dinyatakan dengan lambang  (Walpole, 1995). 
Menurut Bain dan Engelhardt (1992), untuk sebuah percobaan, S 
merupakan ruang sampel dan 1 2, , ,...A A A  merepresentasikan kejadian-kejadian  
yang mungkin. Himpunan fungsi  yang menghubungkan nilai P(A) dengan setiap 
kejadian A disebut himpunan fungsi peluang, dan P(A) merupakan peluang dari 
A, jika memenuhi keadaan sebagai berikut: 
1. 0 ≤ P(A) untuk setiap A 
2. P(S) = 1 
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3. 
11
( )i i
ii
P A P A
∞ ∞
==
 
= 
 
∑  
dan jika 1 2, ,...A A  merupakan kejadian-kejadian yang saling asing.  
 
B. Variabel Random 
Variabel random X adalah suatu fungsi dengan daerah asal S, dimana S 
adalah suatu ruang sampel dan daerah hasil bilangan real sedemikian sehingga 
X(e) = x, dengan e S∈  dan x∈ℜ (Bain dan Engelhardt, 1992). 
Terdapat dua macam variabel random, yaitu variabel random diskret dan 
variabel random kontinu. Jika semua harga yang mungkin  dari variabel random 
X, adalah himpunan terhitung (countable), 1 2{ , ,..., }nx x x  atau 1 2{ , ,...}x x , maka X 
disebut variabel random diskret. 
Fungsi f(x) = P[X = x] dengan 1 2, ,...x x x=  yang  memberikan nilai 
peluang untuk setiap X yang mungkin, disebut fungsi densitas peluang diskret 
(discrete probability density function / discrete pdf).  
Fungsi ( ) [ ]F x P X x= ≤  merupakan  fungsi distribusi kumulatif 
(cumulative distribution function / CDF) dari variabel random X untuk sembarang 
bilangan real x. 
Menurut Bain dan Engelhardt (1992), jika himpunan semua nilai yang 
mungkin dari suatu variabel random X merupakan selang bilangan real, maka X 
disebut variabel random kontinu. 
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Suatu fungsi f(x) yang didefinisikan pada selang nilai variabel random X 
disebut fungsi densitas peluang, sehingga fungsi distribusi kumulatifnya dapat 
dinyatakan sebagai  
( ) ( )
x
F x f t dt
−∞
= ∫ . 
 
C. Konsep Dasar Distribusi Survival 
Data survival adalah data lamanya individu-individu atau unit-unit dari 
suatu populasi menjalankan fungsinya dengan baik sampai kematian individu-
individu tersebut. Dalam mempelajari penerapan data survival, terlebih dahulu 
harus diketahui konsep-konsep statistik pada distribusi survival. 
Misalkan T merupakan variabel random kontinu non negatif yang 
menunjukkan tahan hidup individu-individu dari suatu populasi. Pada model 
kontinu, fungsi-fungsi seperti fungsi densitas  peluang, fungsi distribusi kumulatif, 
fungsi hazard dan fungsi survivor didefinisikan dalam interval [0, )∞  (Lawless, 
1982). 
Fungsi densitas peluang pada analisis survival adalah peluang suatu 
individu mati atau gagal dalam interval waktu t sampai t t+ ∆ , dengan waktu T 
merupakan variabel random. Fungsi densitas peluang dari T dapat dinyatakan 
sebagai f(t), 
0
( ( ))( ) lim
t
P t T t tf t
t∆ →
≤ < + ∆ =  ∆ 
 
yang mempunyai sifat sebagai berikut: 
a. ( ) 0f t ≥ , 0t ≥  
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b. 
0
( ) 1f t dt
∞
=∫  
Fungsi f disebut fungsi densitas peluang bagi variabel random kontinu T 
bila luas daerah di bawah kurva dan di atas sumbu-t sama dengan 1, dan bila luas 
daerah di bawah kurva antara t=a dan t=b menyatakan peluang T terletak antara a 
dan b (Walpole, 1995), sebagaimana diilustrasikan dalam gambar 2.1. 
                     
Gambar 2.1 Kurva fungsi densitas peluang 
Dengan demikian luas daerah yang diarsir adalah ( ) ( )
b
a
P a T b f t dt< < = ∫  dengan 
, [0, )a b∈ ∞ .  
1. Fungsi Distribusi Kumulatif 
Jika T merupakan variabel random dari waktu hidup suatu individu dalam 
interval [0, )∞ , maka fungsi distribusi kumulatif F(t) untuk distribusi kontinu 
dengan fungsi densitas peluang f(t) dinyatakan sebagi berikut (Lawless, 1982):  
( ) ( )F t P T t= ≤  
Atau  
0
( ) ( )
t
F t f x dx= ∫ , untuk t > 0 
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2. Fungsi Survivor 
Menurut Lawless (1982) fungsi survivor didefinisikan sebagai peluang 
suatu individu dapat bertahan hidup sampai waktu t. Jika T merupakan variabel 
random dari waktu hidup suatu individu dalam interval [0, )∞ , maka fungsi 
survivor  S(t) dapat dinyatakan dalam persamaan: 
( ) ( )S t P T t= ≥  
        ( )
t
f x dx
∞
= ∫  
Dengan demikian  diperoleh persamaan yang menyatakan hubungan antara fungsi 
survivor dan fungsi distribusi kumulatif, yaitu 
( ) 1 ( )S t F t= −  
3. Fungsi Hazard 
Fungsi hazard menyatakan peluang kegagalan suatu komponen pada 
waktu t, jika diketahui bahwa komponen tersebut tetap hidup hingga waktu t. 
Menurut Lawless (1982) fungsi hazard adalah peluang suatu individu mati dalam 
interval waktu t sampai t t+ ∆ , jika diketahui individu tersebut masih dapat 
bertahan hidup sampai dengan waktu t, yang dinyatakan sebagai berikut: 
0
( | )( ) lim
t
P t T t t T th t
t∆ →
≤ < + ∆ ≥ =  ∆   
Jika f(t) adalah fungsi densitas peluang pada waktu t, maka diperoleh 
( )h t  
0
( | )lim
t
P t T t t T t
t∆ →
≤ < + ∆ ≥ =  ∆ 
 
 
0
[( ( )) ( )]lim
( ).t
P t T t t T t
P T t t∆ →
 ≤ < + ∆ ∩ ≥
=  ≥ ∆ 
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0
( ( ))lim
( ).t
P t T t t
P T t t∆ →
 ≤ < + ∆
=  ≥ ∆ 
 
 
0
1 ( ) ( )lim .
1 ( )t
F t t F t
t F t∆ →
 + ∆ −
=  ∆ − 
 
 
0
( ) ( ) 1lim .
( )t
F t t F t
t S t∆ →
 + ∆ −
=  ∆ 
 
 
'( )
( )
F t
S t
=  
( )h t  ( )
( )
f t
S t
=
.
 
D. Data Tersensor 
Dalam penelitian uji hidup, data waktu hidup dapat berbentuk data 
lengkap, data tersensor tipe I dan data tersensor tipe II. Pada pengambilan data 
menggunakan data lengkap, percobaan akan dihentikan jika semua komponen 
atau individu yang diteliti gagal atau mati (Lawless, 1982). Metode menggunakan 
data lengkap memerlukan waktu yang lama sehingga jarang digunakan.  
Data tersensor adalah data yang diperoleh sebelum semua data teramati 
waktu hidupnya, sedangkan waktu pengamatan telah berakhir atau oleh sebab 
lain. Data tersensor tipe I merupakan data uji hidup yang dihasilkan setelah 
penelitian berjalan selama waktu yang telah ditentukan. Sedangkan data tersensor 
tipe II merupakan data hasil penelitian dimana penelitian dihentikan setelah 
kematian atau kegagalan tertentu telah terjadi (Lawless, 1982). 
Data tersensor tipe II merupakan data kematian atau kegagalan yang tidak 
lengkap (incomplete mortality data) yaitu data waktu kematian atau kegagalan 
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dari r observasi terkecil dalam sampel random yang berukuran n dengan 1≤ r ≤ n. 
Dalam suatu penelitian, penyensoran tipe II lebih sering digunakan, yaitu dalam 
uji hidup yang terdapat observasi sebanyak n, tetapi penelitian dihentikan ketika 
observasi mengalami kegagalan ke-r, sehingga dapat menghemat waktu dan 
biaya. Dalam penyensoran ini, r ditentukan terlebih dahulu sebelum data 
dikumpulkan.  
E. Distribusi Log-logistik 
Dalam statistika, distribusi log-logistik merupakan salah satu distribusi 
peluang kontinu untuk variabel random non-negatif.  Distribusi ini digunakan 
dalam analisis tahan hidup sebagai model parametrik, misalnya untuk meneliti 
waktu penyembuhan suatu penyakit. Distribusi log-logistik juga telah 
dikembangkan di bidang industri  untuk menganalisis tahan hidup komponen dari 
suatu produk. 
Variabel random T dikatakan mengikuti distribusi log-logistik dengan 
parameter γ  dan parameter shape β ,  jika mempunyai fungsi densitas: 
1
2( ; , )
1
t
f t
t
β
β
β
γ γ
γ β
γ
−
  
  
  =
  
+  
   
 , t > 0 , dimana 0γ >  dan 0β >  . 
untuk selanjutnya dinotasikan sebagai ( , )LT L γ β . Nilai parameter shape yaitu β 
menyatakan suatu bentuk yang bermacam-macam dari kurva fungsi densitas yaitu 
naik, turun, atau mendatar,  sehingga kondisi ini sangat cocok digunakan untuk 
berbagai model data survival.  
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Gambar 2.2 Kurva fungsi densitas peluang dari distribusi log-logistik  
Fungsi densitas peluang dari distribusi log-logistik dengan           ditunjukkan pada 
gambar 2.2 untuk nilai    yang berbeda. Untuk                fungsi densitas 
peluangnya menurun, sedangkan untuk        fungsi densitas peluangnya 
merupakan fungsi naik dengan sebuah puncak. Semakin besar nilai      puncak dari 
kurva fungsi densitas peluangnya semakin runcing dan bentuknya semakin 
simetris.  
Fungsi distribusi kumulatifnya adalah  
 
misal:    
β
,β
1β >
1γ =
0 1β≤ ≤
12 
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Jadi ( ; , ) tF t
t
β
β βγ β γ
=
+  
, t > 0 , dimana 0γ >  dan 0β >   
Fungsi survivor dari ( , )LT L γ β  didefinisikan sebagai peluang suatu individu 
dapat bertahan hidup sampai waktu t, yaitu 
( )S t  1 ( )F t= −  
  1 t
t
β
β βγ
= −
+
 
  
t
β
β β
γ
γ
=
+
 
  
1
1 t
β
γ
=
 
+  
 
 
Fungsi hazard  h(t) menyatakan peluang suatu komponen mengalami kegagalan 
pada waktu t.  
( )h t  ( )
( )
f t
S t
=
  
 
1
1
t
t
β
β
β
γ γ
γ
−
   
   
   =
  
+  
   
 
F. Metode Maksimum Likelihood 
Metode maksimum Likelihood adalah salah satu metode yang paling 
sering digunakan untuk mencari nilai estimasi dari suatu parameter. Fungsi 
kepadatan bersama (joint density function) dari n variabel random X1, X2, ..., Xn 
pada x1, x2, ..., xn adalah f(x1, x2, ..., xn; θ) disebut sebagai fungsi likelihood. 
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Untuk x1, x2, ..., xn 
Jika X
yang tetap, fungsi likelihood adalah fungsi dari θ dan sering 
dinotasikan sebagai L(θ). 
1, X2, ..., Xn 
∏
=
==
n
i
in xfxfxfL
1
1 );();()...;()( θθθθ
 menyatakan sampel random dengan fungsi densitas peluang  
f(x; θ) maka: 
 
Misalkan );()...;()( 1 θθθ nxfxfL = , Ω∈θ  adalah fungsi kepadatan 
bersama dari X1, X2, ..., Xn.  Untuk sekumpulan observasi yang diberikan  (x1, x2, 
..., xn θˆ), suatu nilai  dalam Ω  sedemikian hingga )(θL  maksimum, disebut 
Maximum Likelihood Estimator (MLE) dari θ .  Nilai θˆ  adalah nilai θ  yang 
memenuhi: 
);,...,,(max)ˆ;,...,,( 2121 θθ θ nn xxxfxxxf Ω∈=  
Apabila Ω  adalah interval terbuka, dan jika )(θL  adalah differensiabel dan 
diasumsikan maksimum pada Ω  maka MLE adalah solusi dari persamaan: 
0)( =θ
θ
L
d
d  
Hal yang perlu diperhatikan, jika ternyata terdapat lebih dari satu solusi 
untuk persamaan 0)( =θ
θ
L
d
d
 
, maka harus dilakukan perhitungan terhadap 
masing-masing solusi untuk memperoleh solusi yang memaksimumkan  )(θL . 
Hal ini dilakukan dengan mencari nilai turunan kedua dari )(θL , bila nilainya 
negatif maka solusi tersebut adalah solusi yang maksimum.  
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Definisi tentang fungsi likelihood dan estimasi kemungkinan maksimum 
dapat diterapkan dalam parameter-parameter tak diketahui yang lebih dari satu. 
Bila θ adalah parameter, katakan ( )1 2, , ..., , kθ θ θ θ= , maka estimasi kemungkinan 
maksimumnya akan berupa persamaan simultan dengan penurunan parsial tiap-
tiap parameternya. 
1 2ln ( , ,..., ) 0k
j
L θ θ θ
θ
∂
=
∂
 
untuk j =1, 2, ... ,k.  
Persamaan di atas disebut persamaan kemungkinan maksimum (Maximum 
Likelihood Equations). Nilai kθθθ ˆ,...,ˆ,ˆ 21  merupakan estimator bila persamaan 
kemungkinan maksimumnya memberikan nilai maksimum terhadap 
( )kL θθθ ,...,, 21 . 
G. Statistik Terurut 
Misalkan himpunan variabel random 1 2, ,..., nX X X  merupakan  sampel 
random yang berukuran n dari suatu populasi dengan fungsi densitas f(x) maka 
fungsi densitas peluang bersama dari variabel random independennya adalah 
sebagai berikut (Bain dan Engelhardt, 1992): 
( ) ( ) ( ) ( )1 2 1 2, ,..., ...n nf x x x f x f x f x=  
Misalkan 1 2, ,..., nX X X  adalah sampel random yang berukuran n dari 
fungsi densitas peluang  f(x), dimana untuk f(x) kontinu dan f(x) > 0, a < x < b, 
maka fungsi densitas peluang dari statistik terurut ke-k, Yk 
( ) ( ) ( ) ( ) ( ) ( )
1! 1
1 ! !
k n k
k k k k k
ng y F y F y f y
k n k
− −
   = −   − −
 adalah 
  , jika ka y b< < . 
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H. Matriks Informasi 
Misalkan 1 2, ,..., ny y y  merupakan sampel random dari suatu distribusi 
dengan fungsi densitas peluang f(y;θ), dimana θ 1( ,..., ) 'kθ θ=  merupakan vektor 
dari parameter-parameter yang belum diketahui nilainya yang merupakan 
himpunan bagian dari Ω . Fungsi likelihood dari θ  adalah  
1
( ) ( ; )
n
i
i
L f yθ θ
=
=∏  
sehingga persamaan maximum likelihoodnya adalah  
( )( )j
j
lU θθ
θ
∂
=
∂
 , 1,...,j k= .  
Menurut Lawless (2003), ( )U θ mempunyai rata-rata 0 dan matriks kovarian 
1( )I θ − , dimana 
2 log ( )( )ij
i j
LI E θθ
θ θ
 −∂
=   ∂ ∂ 
, , 1,...,i j k= . sehingga matrik ( )I θ  
disebut matriks informasi.  
 
I. Interval Konfidensi 
Misalkan 1 2, ..., nX X X  mempunyai fungsi densitas peluang bersama 
1 2( , ..., ; );nf x x x θ θ ∈Ω , dimana Ω suatu interval dan misalkan 
1 2( , ..., )nL X X X=   dan 1 2( , ..., )nU a X X X= . Suatu interval 
( )1 2 1 2( , ..., ), ( , ..., )n nx x x a x x x  merupakan interval konfidensi 100 %α  untuk θ  
jika  
[ ]1 2 1 2( , ..., ) ( , ..., )n nP X X X a X X Xθ α< < =  
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dimana 0 1α< < . Sedangkan nilai dari 1 2( , ..., )nx x x  dan 1 2( , ..., )na x x x  disebut 
batas konfidensi bawah dan batas konfidensi atas (Bain dan Engelhardt, 1992).  
Jika 1 2( , ,..., ; )nQ q X X X θ=  adalah sebuah variabel random dari fungsi 
1 2, ,..., nX X X  dan θ , maka Q disebut nilai pivot, jika distribusinya tidak 
tergantung pada θ  atau parameter-parameter lain yang tidak diketahui (Bain dan 
Engelhardt, 1992).  
Estimasi interval konfidensi untuk θ  dapat diperoleh dengan 
menggunakan ( )θ  sebagai normal bivariat dengan rata-rata ( )θ  dan matrik 
kovarian  1( )V I θ −= , sehingga standard error untuk θ  adalah    1/ 2( ) var( )se Asθ θ=  
dimana Asvar merupakan variansinya  (Lawless, 2003). 
Interval konfidensi untuk suatu fungsi parametrik ( )gψ θ= menggunakan 
pendekatan normal  ~ ( , )N Vψψ ψ . Dengan demikian nilai pivot dengan 
pendekatan normalnya adalah  


1/ 2Z
Vψ
ψ ψ−
=  
dan interval konfidensi 1 α−  untuk ψ  adalah  
1/ 2
/ 2z Vψαψ ±  (Lawless, 2003).  
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BAB III 
PEMBAHASAN 
 
Dalam pembahasan ini akan dijelaskan mengenai model survival dari data 
tersensor tipe II berdasarkan model distribusi log-logistik. Model survival ini 
ditentukan berdasarkan  fungsi likelihoodnya. Selanjutnya akan dibahas mengenai 
penerapan model survival untuk data tersensor tipe II berdasarkan model 
distribusi log-logistik. 
A. Data Tersensor Tipe II 
Data tersensor tipe II adalah suatu data waktu kematian atau waktu tahan 
hidup yang hanya terdapat r buah observasi dalam sampel random yang berukuran 
n dengan 1≤ r ≤ n. Kebanyakan penelitian menunjukkan penyensoran tipe II lebih 
sering digunakan, karena dapat menghemat waktu dan biaya. Dalam uji hidup ini,  
total observasi sebanyak  n, tetapi uji akan berhenti pada waktu observasi sampel 
mempunyai waktu kematian atau kegagalan ke-r untuk 1≤ r ≤ n (Lawless, 1982). 
B. Model Survival Data Tersensor Tipe II 
Menurut Lawless (2003), misalkan T merupakan variabel random tahan 
hidup dengan T adalah variabel random kontinu  non negatif yang menunjukkan 
tahan hidup individu-individu dalam suatu populasi yang berdistribusi Log-
logistik dengan fungsi densitas peluang yaitu 
1
2( ; , )
1
t
f t
t
β
β
β
γ γ
γ β
γ
−
  
  
  =
  
+  
   
 , t > 0 , 
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0γ >  dan 0β > . Fungsi survivornya adalah 
1
( ; , ) 1 tS t
β
γ β
γ
−
  
= +  
   
 dan fungsi 
hazardnya adalah 
1
( ; , ) .
1
t
h t
t
β
β
β
γ γ
γ β
γ
−
  
  
  =
  
+  
   
 
Dalam data tersensor tipe II, terdapat r pengamatan dari n sampel yang 
diamati, dan eksperimen akan dihentikan setelah kegagalan ke-r yang terjadi 
sebelum waktu it . Data terdiri dari r tahan hidup terkecil (1) (2) (3) ( )... rT T T T≤ ≤ ≤ ≤  
dari sampel random yang terdiri dari n tahan hidup 1 2 3, , ,..., nT T T T , seperi 
diilustrasikan pada Gambar 3.1. 
 
 
Gambar 3.1. Ilustrasi model tersensor tipe II 
 
Misalkan T merupakan variabel random dari n individu yang diamati, f(t1) 
merupakan fungsi densitas peluang dari variabel random individu ke-1,  f(t2) 
merupakan fungsi densitas peluang dari variabel random individu ke-2, dan 
seterusnya hingga f(tr
Individu yang gagal, yaitu individu ke-1 sampai individu ke-r masing-
masing sebanyak satu komponen. Sedangkan individu yang masih bertahan 
) untuk variabel random  individu ke-r.  
0
(1)T (2)T ( )rT ( 1)rT + ( 2)rT + ( )nT
Data tersensor 
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melebihi kegagalan dari individu ke-r dituliskan dengan 1 2 3, , ,...,r r r nT T T T+ + +
sebanyak n-r. Sampel random berukuran n dengan kegagalan r ini mengikuti 
distribusi multinomial, sehingga terdapat !
1!1!...1!( )!
n
n r−
 urutan yang mungkin 
terjadi dari n pengamatan. 
Fungsi densitas peluang bersama dari 1 2 3, , ,..., nT T T T  dari data yang diamati 
dapat ditulis sebagai berikut: 
1 2( , ,..., )rf t t t  [ ]1 2 1
! ( ) ( )... ( ) ( )... ( )
( )! r r r n r
n f t f t f t P T t P T t
n r +
= ≥ ≥
−
 
  ( )( ) ( )( )1
1
! ( ) 1 ... 1
( )!
r
i r r n r
i
n f t P T t P T t
n r +=
   = − < − <   −  
∏  
  ( ) ( )
1
! ( ) 1 ( ) ... 1 ( )
( )!
r
i r r
i
n f t F t F t
n r =
 
 = − −   −  
∏  
  [ ]
1
! ( ) 1 ( )
( )!
r
n r
i r
i
n f t F t
n r
−
=
 
= − −  
∏  
  [ ]
1
! ( ) ( )
( )!
r
n r
i r
i
n f t S t
n r
−
=
 
=  −  
∏  
Fungsi densitas peluang bersama data tersensor tipe II dari 1 2, ,..., rt t t  untuk 
r n<  adalah 1 2
1
!( , ,..., ) ( ) [ ( )]
( )!
r
n r
r i r
i
nf t t t f t S t
n r
−
=
 
=  −  
∏ . Karena diketahui bahwa 
1
2( )
1
i
i
i
t
f t
t
β
β
β
γ γ
γ
−
  
  
  =
  
+  
   
 dan 
1
( ) 1 rr
tS t
β
γ
−
  
= +  
   
, maka fungsi likelihoodnya adalah 
sebagai berikut 
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1 2
1
!( , ,..., ) ( ) [ ( )]
( )!
r
n r
r i r
i
nf t t t f t S t
n r
−
=
 
=  −  
∏
    (3.1)
 
 
 
Jadi fungsi likelihood dari distribusi log-logistik untuk data tersensor tipe 
II memiliki bentuk 
 
         (3.2) 
C. Maximum Likelihood Estimator (MLE) 
Dalam analisis data survival terlebih dahulu dipilih bentuk distribusi dari 
data, kemudian dicari bentuk fungsi parameter yang diwakili data survival 
tersebut. Dalam skripsi ini menggunakan metode maksimum likelihood untuk 
mencari estimasi parameter dari distribusi log-logistik. Metode maksimum 
likelihood menggunakan nilai dalam ruang parameter Ω yang bersesuaian dengan 
harga kemungkinan maksimum dari data observasi sebagai estimasi dari 
parameter yang tidak diketahui. 
Dalam aplikasinya ( , )LL γ β menunjukkan fungsi densitas peluang  bersama 
dari sampel random. Jika Ω ruang parameter yang merupakan interval terbuka dan 
22 
 
( , )LL γ β merupakan fungsi yang dapat diturunkan serta diasumsikan maksimum 
pada Ω, maka persamaan maksimum likelihoodnya adalah 
( , ) 0LL γ β
γ
∂
=
∂
 dan ( , ) 0LL γ β
β
∂
=
∂
 
Jika penyelesaian dari persamaan tersebut ada, maka maksimum dari 
( , )LL γ β dapat terpenuhi. Apabila penyelesaian dari persamaan tersebut sulit 
untuk diselesaikan maka fungsi ( , )LL γ β dapat dibuat logaritma naturalnya, 
dengan ketentuan ln ( , )LL γ β maksimum, sehingga persamaan logaritma natural 
maksimum likelihoodnya adalah 
ln ( , ) 0LL γ β
γ
∂
=
∂
 dan ln ( , ) 0LL γ β
β
∂
=
∂
 
Untuk mengetahui apakah penduga dari γ  dan β   tersebut telah 
maksimum, maka dicari turunan ke-2 dari ln ( , )LL γ β , jika hasilnya negatif, maka 
maksimum likelihood untuk γ  dan β    didapat dengan menyelesaikan persamaan 
ln ( , ) 0LL γ β
γ
∂
=
∂
 dan ln ( , ) 0LL γ β
β
∂
=
∂
. 
Dari persamaan likelihood sampel tersensor tipe II diperoleh fungsi 
likelihood untuk distribusi log-logistik  
 
23 
 
Kemudian fungsi likelihood dikalikan dengan logaritma natural (ln), 
sehingga diperoleh fungsi log-likelihood dari distribusi log-logistik sebagai 
berikut 
21
1 1
!ln ( , ) ln ln ln ln ln 1 ln 1
( )!
r n
r r
r r i i r
L
i i
t t tnL
n r
β β β
γ β β γ
γ γ γ
− −−
= =
        
= + − + + + + +        −            
∑ ∑
 
1 1
!ln ( , ) ln ln ln ( 1) ln 2 ln 1
( )!
r r
r r i i
L
i i
t tnL
n r
β
γ β β γ β
γ γ= =
    
= + − + − + − +    −      
∑ ∑
 
 
( ) ln 1 rtr n
β
γ
  
+ − +  
           (3.3) 
 
Perhitungan turunan ln ( , )LL γ β terhadap γ  adalah sebagai berikut 
1
1
ln ( , )
(1 ) ( )( 2) 1
1
L
r
i i r
i r
L
t t tr r r n
t
β β β
β
γ β
γ
β β β
γ γ γ γ γ γ γ
γ
−
=
∂
∂
          − − −
= − + + − + −          
              +  
 
∑
 
1
1
2 ( )1
1
r
i i r
i r
t t tr r n
t
β β β
β
β β β
γ γ γ γ γ γ
γ
−
=
          − −
= + + −          
              +  
 
∑
  (3.4) 
Perhitungan turunan ke-2 dari ln ( , )LL γ β  terhadap γ  adalah sebagai berikut 
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2
2
22 2
1
1 1
ln ( , ) 2
1
i i i
r
L
i
i
t t t
L r
t
β β β
β
β β
γ γ γ γ γγ β β β
γ γ γ
γ
=
            +   + −                      ∂    = −  ∂       +  
     
∑  
( ) 2 2
2
1 1
1
r r r
r
r n t t t
t
β β β
β
β β β
γ γ γ γ γ γ
γ
  −          − −  − + +                          +  
      
(3.5)
 
Perhitungan turunan ke-2 dari ln ( , )LL γ β  terhadap γ  mendapatkan hasil yang 
negatif, sehingga maximum likelihood estimator γ  diperoleh dengan 
menyelesaikan ln ( , ) 0LL γ β
γ
∂
=
∂
 



 






 

1
1
2 ( )1 0
1
r
i i r
i
r
t t tr r n
t
β β β
β
β β β
γ γ γ γ γ γ
γ
−
=
         − − + + − =                        +  
 
∑   
          (3.6)
 
Perhitungan turunan ln ( , )LL γ β terhadap β  adalah sebagai berikut 
1
1 1
ln ( , ) ( )ln 2 1 ln ln
1
r r
i i i iL r r
i i r
t t t tL t tr r n
t
β β β
β
γ β
β β γ γ γ γ γ γ
γ
−
= =
 ∂          −
= + − + +          ∂               +  
 
∑ ∑
          (3.7)  
 
Perhitungan turunan ke-2 dari ln ( , )LL γ β  terhadap β  adalah sebagai berikut 
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2
22
2 2 2 2
1
ln
ln ( , ) ( )2 ln
1 1
i i
r
L r r
i
i r
t t
L t tr r n
t t
β
β
β β
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(3.8)
 
Perhitungan turunan ke-2 dari ln ( , )LL γ β  terhadap β  mendapatkan hasil yang 
negatif, sehingga maximum likelihood estimator β  diperoleh dengan 
menyelesaikan  ln ( , ) 0LL γ β
β
∂
=
∂
. 
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 
∑ ∑
   
Jadi dari perhitungan yang telah dilakukan, maka maximum likelihood 
estimator γ   dan 
β  diperoleh dengan menyelesaikan persamaan  

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∑
 (3.9) 
dan 
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 (3.10) 
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Kedua persamaan tersebut sulit diselesaikan secara manual karena memiliki 
bentuk yang kompleks, sehingga diperlukan bantuan dengan menggunakan suatu 
program atau software tertentu yang dapat digunakan untuk analisis survival 
dengan distribusi log-logistik.   
D. Interval Konfidensi 
Pada analisis survival ini, setelah didapatkan nilai dari γ dan β,  
selanjutnya akan dihitung interval konfidensi untuk γ dan β. Langkah pertama 
adalah menentukan matrik informasi                  dari data  yaitu 
2 log ( )( )ij
i j
LI E θθ
θ θ
 −∂
=   ∂ ∂   
2 2
2
2 2
2
ln ln
( , )
ln ln
L L
I
L L
γ γ β
γ β
β γ β
 ∂ ∂
− − ∂ ∂ ∂ =
 ∂ ∂
− − 
∂ ∂ ∂   
Dari perhitungan sebelumnya telah didapatkan persamaan 
2
2
ln L
γ
∂
∂
dan 
2
2
ln L
β
∂
∂
pada persamaan (3.5) dan (3.8). selanjutnya akan dihitung  persamaan  
2 ln L
γ β
∂
∂ ∂
dan 
2 ln L
β γ
∂
∂ ∂
 . Kedua persamaan tersebut memiliki hasil yang sama, sehingga 
 
2 2ln lnL L
γ β β γ
∂ ∂
=
∂ ∂ ∂ ∂  
( )( , )I γ β
27 
 
22
1
2 1 ln 1 ln 1
r
i i i i i i
i
t t t t t tr
β β β β
β β
γ γ γ γ γ γ γ γ
−
=
                   = − + + + − +                                      
∑
 
2
2
( ) 1 1 ln 1 ln
1
r r r r r
r
t t t t tr n
t
β β β
β
ββ
γ γ γ γ γ γ γ
γ
              −  − + + −             
                     +  
    (3.11) 
Matriks kovarian V  merupakan invers dari matriks Informasi yaitu: 

1( , )V I γ β −=  

 
 
11 12
21 22
V V
V
V V
 
=  
  
 
dengan standard error untuk γ adalah  
1/ 2
11( )se Vγ = , dan standard error untuk β  
adalah   
1/ 2
22( )se Vβ =
Interval konfidensi untuk γ dan β dapat diperoleh dari pendekatan nilai 
pivot 
.  
 


1 ( )
Z
se
γ γ
γ
−
=  dan 


2 ( )
Z
se
β β
β
−
=
 
dengan keduanya mendekati distribusi normal N(0,1) untuk sampel besar.  
Sehingga dengan taraf signifikansi 1 α−  didapatkan interval konfidensi untuk γ  
adalah  
 / 2 1 / 2( ) 1P z Z zα α α− ≤ ≤ = −  
 


/ 2 / 2( ) 1( )
P z z
seα α
γ γ α
γ
−
− ≤ ≤ = −  
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   
/ 2 / 2( ) ( )z se z seα αγ γ γ γ γ− ≤ ≤ +   
dan interval konfidensi 1 α−  untuk β  adalah  
 / 2 2 / 2( ) 1P z Z zα α α− ≤ ≤ = −  
 


/ 2 / 2( ) 1( )
P z z
seα α
β β α
β
−
− ≤ ≤ = −  
     / 2 / 2( ) ( )z se z seα αβ β β β β− ≤ ≤ +
E. Contoh Penerapan 
. 
Berikut ini adalah data 30 umur penyakit hingga pasien meninggal dari 50 
pasien yang menderita penyakit kanker paru-paru. Data berasal dari hasil metode 
simulasi pembangkitan  data dengan bantuan software Minitab 14 yang 
berdistribusi log-logistik. 
Tabel 3.1. Data umur penyakit pasien (bulan) 
20,835 36,917 45,787 61,168 71,817 
23,364 37,794 46,238 64,449 72,157 
27,959 40,327 49,080 64,562 72,896 
30,830 41,869 53,179 65,448 72,992 
31,395 42,985 56,004 67,540 73,202 
33,600 43,959 59,128 69,055 74,316 
 
Dari 50 pengamatan yang ada, hanya diambil 30 hasil pengamatan pertama. 
Banyaknya pengamatan yang diambil telah ditentukan sebelum penelitian 
dilakukan. Pada data ini hanya diambil 30 pengamatan, sehingga terdapat 20 
pengamatan yang tersensor. Akan dicari nilai dari maximum likelihood estimator 
untuk γ  dan β , untuk menghitung peluang hidup seorang pasien yang  menderita 
penyakit kanker paru-paru selama 50 dan 90 bulan. 
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Untuk mempermudah perhitungan dalam mencari nilai  maximum 
likelihood estimator, dapat menggunakan software Minitab. Dalam skripsi ini 
menggunakan software Minitab 14. Dalam software ini, fungsi densitas peluang 
yang digunakan adalah  
2
lnexp
( )
ln1 exp
y
f y
y
µ
σ
µσ
σ
− 
 
 =
 − +     
      (3.12) 
dengan µ = location parameter 
 σ = scale parameter. 
Bentuk fungsi densitas pada persamaan (3.12) merupakan hasil transformasi dari 
fungsi densitas  
1
2( ; , )
1
t
f t
t
β
β
β
γ γ
γ β
γ
−
  
  
  =
  
+  
   
, dimana exp( )γ µ=  dan 1 .β
σ
=  
Dari hasil output software Minitab 14 (lampiran 1), diperoleh nilai location 
parameter dari data adalah 4,37719  dan nilai dari scale parameter adalah 
0,465591, sehingga didapatkan: 
γ = exp( location parameter )  
   = 4,37719e  
   79,61400344=  
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β = 1/ scale parameter  
    1
0,465591
=  
     = 2,14780784 
Setelah dilakukan pengecekan dengan software maple 11 (lampiran 2),  
nilai dari γ  dan 
β  tersebut memenuhi persamaan (3.9) dan (3.10), karena  
menghasilkan nilai yang mendekati nol. Jadi nilai untuk γ  adalah 79, 61400344
dan nilai untuk β  adalah 2,14780784 .  
Selanjutnya akan ditentukan interval konfidensi untuk γ  dan β  . Dari 
perhitungan sebelumnya telah didapatkan persamaan 
2
2
ln L
γ
∂
∂
, 
2
2
ln L
β
∂
∂  
dan  
2 2ln lnL L
γ β β γ
∂ ∂
=
∂ ∂ ∂ ∂  
pada persamaan (3.5), (3.8), dan (3.11). Dengan bantuan 
program maple 11 pada lampiran 3, nilai dari  
2
2
ln L
γ
∂
∂
 dimana  79,61400344γ =  
dan  2,1478784β =  adalah −0,01 047404785. Nilai dari 
2
2
ln L
β
∂
∂
 pada lampiran 4 
adalah − 9,068024511, sedangkan nilai dari 
2 2ln lnL L
γ β β γ
∂ ∂
=
∂ ∂ ∂ ∂
 pada lampiran 5 
adalah -0,1680850939.  Oleh karena itu didapatkan matrik informasi  
2 2
2
2 2
2
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γ γ β
γ β
β γ β
 ∂ ∂
− − ∂ ∂ ∂ =
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0,0104740478 0,1680850939
( , )
0,1680850939 9,0680245110
I γ β  =  
 
 
dan matrik kovarian 

1( , )V I γ β −=  

10,0104740478 0,1680850939
0,1680850939 9,0680245110
V
−
 
=  
 
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 
 
11 12
21 22
V V
V
V V
 
=  
  
 

135,8987585 2,519022259
2,519022259 0,156970252
V
− 
=  − 
, 
 sehingga  
1/ 2
11( ) 11,65756229se Vγ = =  dan  
1/ 2
22( ) 0,396194714se Vβ = = . 
Interval konfidensi untuk γ  didapatkan dari nilai pivot 


1 ( )
Z
se
γ γ
γ
−
=  yang 
berdistribusi normal.  Dengan taraf signifikansi 0,05, interval konfidensi  untuk  
γ  yaitu  
 
0,025 ( )z seγ γ± . Dari tabel z pada lampiran 6 didapatkan nilai dari 0,025z  
adalah 1,96, dengan demikian 
   
/ 2 / 2( ) ( )z se z seα αγ γ γ γ γ− ≤ ≤ +  
   1,96 ( ) 1,96 ( )se seγ γ γ γ γ− ≤ ≤ +  
79,61400344 1,96(11,65756229) 79,61400344 1,96(11,65756229)γ− ≤ ≤ +  
56,76518135 102,4628255γ≤ ≤ . 
Jadi batas konfidensi bawah untuk γ  adalah 56,76518135 dan batas konfidensi 
atasnya adalah 102,4628255. 
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Interval konfidensi  untuk β  didapatkan dari nilai pivot 


2 ( )
Z
se
β β
β
−
=  yang 
berdistribusi normal.  Dengan taraf signifikansi 0,05, interval konfidensi untuk  β  
yaitu  / 2 ( )z seαβ β± . Dari tabel z pada lampiran 6 didapatkan nilai dari 0,025z  
adalah 1,96, dengan demikian  
   
/ 2 / 2( ) ( )z se z seα αβ β β β β− ≤ ≤ +  
   1,96 ( ) 1,96 ( )se seβ β β β β− ≤ ≤ +  
2,1478784 1,96(0,396194714) 2,1478784 1,96(0,396194714)β− ≤ ≤ +  
1,371336761 2,924420039β≤ ≤  
Jadi batas konfidensi bawah untuk β  adalah 1.371336761 dan batas konfidensi 
atasnya adalah 2.924420039. 
 
Berikut ini adalah bentuk fungsi densitas peluang dari data, sedangkan 
bentuk kurvanya ditunjukkan pada gambar 3.2: 
( )
1,14780784
22,14780784
0,02697776455
79,61400344( )
1
79,61400344
i
i
i
t
f t
t
 
 
 =
  
+  
       (3.13) 
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Gambar 3.2. Kurva fungsi densitas peluang dari data umur penyakit pasien 
 
Bentuk fungsi hazard ditunjukkan pada persamaan 3.14 dan kurva fungsi hazard 
dari data pada gambar 3.3.
 ( )
1,14780784
2,14780784
0,02697776455
79,61400344( )
1
79,61400344
i
i
i
t
h t
t
 
 
 =
  
+  
      (3.14) 
 
 
Gambar 3.3 Kurva fungsi hazard dari data umur penyakit pasien 
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Bentuk fungsi survivor ditunjukkan pada persamaan 3.15 dan kurva fungsi 
survivor dari data pada gambar 3.4. 
2,14780784
1( )
1
79,61400344
i
i
S t
t
=
 +  
 
     (3.15) 
 
Gambar 3.4 Kurva fungsi survivor dari data umur penyakit pasien 
 
Jika fungsi survivor  telah didapatkan, maka dapat dihitung peluang seorang 
pasien untuk hidup jika menderita penyakit kanker paru-paru selama 50 dan 90 
bulan.  
2,14780784
1(50)
501
79,61400344
S =
 
+  
   
(50) 0,73087949S =  
Jadi peluang seorang pasien untuk hidup jika menderita kanker paru-paru selama 
50 bulan adalah 0,73. Sedangkan peluang pasien untuk hidup jika menderita 
kanker paru-paru selama 90 bulan adalah 
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2,14780784
1(90)
901
79,61400344
S =
 +  
 
 
(90) 0, 4345370684.S =  
Jadi peluang seorang pasien untuk hidup jika menderita kanker paru-paru selama 
90 bulan adalah 0,43. 
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BAB IV 
PENUTUP 
 
A. KESIMPULAN 
Dari pembahasan, diperoleh beberapa kesimpulan mengenai model 
survival dan inferensia statistik data tahan hidup tersensor tipe II yang 
berdistribusi log-logistik, yaitu sebagai berikut: 
1. Model survival untuk data tersensor tipe II berdasarkan model distribusi log-
logistik adalah  
 
Model survival ini diperoleh dengan mencari fungsi likelihood dari data 
tersensor tipe II yang berdistribusi log-logistik. Fungsi likelihood untuk data 
tersensor tipe II tersebut adalah 1 2
1
!( , ,..., ) ( ) [ ( )]
( )!
r
n r
r i r
i
nf t t t f t S t
n r
−
=
 
=  −  
∏  
2. Inferensia statistik data survival tersensor tipe II berdasarkan distribusi log-
logistik adalah sebagai berikut: 
a. Menentukan nilai maximum likelihood estimator untuk γ dan β  yaitu γ  
dan β . Dari fungsi likelihood untuk data tersensor tipe II, dapat diperoleh  
maximum likelihood estimator untuk γ dan β  yaitu γ  dan β  dengan 
menurunkan fungsi log-likelihoodnya terhadap γ  dan terhadap β  dan 
menyelesaikan kedua persamaan tersebut, yaitu  
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Kedua persamaan tersebut sulit diselesaikan secara manual karena 
memiliki bentuk yang kompleks, sehingga dalam skripsi ini memerlukan 
bantuan software Minitab14 untuk mencari nilai maximum likelihood 
estimatornya.
 
b. Menentukan interval konfidensi untuk γ  dan β . 
Untuk menentukan interval konfidensi data tersensor , digunakan
 
pendekatan nilai pivot 


1 ( )
Z
se
γ γ
γ
−
=  dan 


1 ( )
Z
se
β β
β
−
=  dengan keduanya 
mendekati distribusi normal N(0,1). Oleh karena itu interval konfidensi 
untuk γ  adalah    / 2 / 2( ) ( )z se z seα αγ γ γ γ γ− ≤ ≤ +  dan interval konfidensi 
untuk β  adalah    / 2 / 2( ) ( )z se z seα αβ β β β β− ≤ ≤ + . 
3. Hasil pengolahan dari data umur pasien yang menderita penyakit kanker 
paru-paru dengan simulasi pembangkitan data berdistribusi log-logistik 
adalah nilai estimasi untuk γ  yaitu 79,61400344 dan estimasi untuk β  yaitu 
2,14780784. Sedangkan interval konfidensi untuk γ  adalah 
56,76518135 102,4628255γ≤ ≤  dan interval konfidensi untuk β  adalah 
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1,371336761 2,924420039β≤ ≤ . Sehingga didapatkan peluang hidup untuk 
pasien yang menderita kanker paru-paru selama 50 bulan adalah 0,73, 
sedangkan peluang hidup pasien yang menderita selama 90 bulan adalah 0,43. 
B. SARAN 
Skripsi ini membahas tentang model survival dengan menentukan 
maximum likelihood estimator untuk γ  dan β  yang merupakan parameter-
parameter dari distribusi log-logistik. Dalam penulisan ini hanya membahas 
model survival untuk data tersensor tipe II. Oleh karena itu disarankan adanya 
penelitian lebih lanjut mengenai model survival dengan menggunakan distribusi 
log-logistik untuk data tersensor tipe I dan juga untuk distribusi-distribusi lain 
pada data berkelompok.  
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Lampiran 1 
 
Output Hasil Analisis Survival Menggunakan Minitab 14 
   
 
Distribution Analysis: data  
 
Variable: data 
 
Censoring Information  Count 
Uncensored value          30 
Right censored value      20 
 
Type 2 (Failure) Censored at 31 
 
Estimation Method: Maximum Likelihood 
 
Distribution:   Loglogistic 
 
 
Parameter Estimates 
 
                      Standard    95,0% Normal CI 
Parameter  Estimate      Error     Lower     Upper 
Location    4,37719   0,122486   4,13712   4,61726 
Scale      0,465591  0,0725429  0,343068  0,631871 
 
Log-Likelihood = -168,968 
 
Goodness-of-Fit 
Anderson-Darling (adjusted) = 128,746 
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Output Hasil Perhitungan Menggunakan Maple 11 
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Lampiran 3 
 
Output Hasil Perhitungan Menggunakan Maple 11 
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Lampiran 4 
Output Hasil Perhitungan Menggunakan Maple 11
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Lampiran 5 
Output Hasil Perhitungan Menggunakan Maple 11 
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Lampiran 6 
Tabel Distribusi Normal 
 
 
 
