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POFULATION DYNAMICS
SOME MATHEMATICAL ASPECTS OF THE LOTKA-VOLTERRA 
THEORY OF INTERSPECIFIC COMPETITION
BY KEITH P. TCGNETTI
SUMMARY
The mathematical techniques associated with the Lotka- 
Volterra competition model are reviewed. It is shown that the 
structure of such deterministic population models can be readily 
investigated with computer techniques that can now be mastered 
easily by a biologist. Some new structure relating to the phase 
diagram of the competition model is described.
The Logistic Equation
The term logistic was first used by Edward Wright in the 
sixteenth century to describe an S or sigmoid shaped curve. Verliulst 
in 1840 and later Pearl and Reed in 1920 represented this curve by 
the following relationship:
- m  <1 - £  ) (i)
where N = N(t) is the population at time t with r and K constants.
The variables can be separated to obtain the solution
N = K/(l + f exp (-rt) ) 
where f = (K - N (0)) / N (0)
If this relationship is applied to the population of a 
single species, r can be regarded as the intrinsic rate of increase 
which is the difference between birth and death rates per individual 
when the population is extremely small. K is the limiting value of 
the population. A point of inflexion occurs in the plot of N against 
t when the population is K/2 (with a slope of rK/4). This means that 
the population is increasing at its greatest rate at this point. It 
also means that if the initial population N (0) is above this value 
the curve is no longer S shaped.
Philip (1955) has shown that the model is a reasonable 
representation of competition for food if 
K = mrF
where m = sensitivity of species to food supply 
F = rate of food availability to species.
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The Lotka-Volterra Model for Interspecific C o m p e t i t i o n
Consider two spccies ccmcscing only for food which is 
available at a rate F per unit time.
For species 1 the rate of increase per individual will be 
a constant for very low densities.
Also as the population of both species increases it is 
assumed that these rates will be decremented by an amount proportional 
to the numbers of both species. Consider an equivalent population
N l* = N 1 + aN2
where a is the number of species 1 individuals equivalent to one 
species 2 individual.
Thus
Thus
N x, N 2 + 0
Lt
1_ dN. = v 1 (1
*
similarly if N2 bNx + N 2
I  dN2
It should be noted that the N are strongly coupled to both 
and and that this equivalent population cannot be treated as a 
single population.
TIME PLOT-POPMLAXIOM AGAIWST TIME
* - 2, b » .5, r4 • I, r2 ® 1.2
- 2500, Kj - 1000, 8^(0) - »2 (0) * 100
TIMS
It should also be noted that the product of a and b is not 
normally unity except in the special case when the presence of the 
competing species has no other effect on the other species than to 
reduce the food available to it. This has been described by Philip 
as perfect competition. If, in addition to reducing the food avail­
able, the competing species also interferes with the other species by 
e.g. territoriality, or the injection of metabolic poisons into the 
common environment, then this product is not unity.
The above relationships are equivalent to the Lotka-Volterra 
equations (Lotlca, 1925; Volterra, 1926)
—  dt,l “ rl ^  N1 + aS2  ̂ (2)
N i — iq—
3/
i  - r2 Cl - W.J + 1.2 ) (3)
2 dt ---- y---
2
where = K ^ r ^ F  and K -  = n ^ ^ F .
To represent these relationships on a time plot such as 
Fig. 1 (which together with Fig. 2 is based on Philip's example) the 
use of numerical techniques is mandatory. From Fig. 1 it is seen that 
if the populations start off from the same level species 2 has an 
initial gain over species 1 because in this example r^ > r^. However, 
ultimately the fact that > K^/b and ab * 1 ensures that species 1 
will occupy the niche and exclude species 2.
If one species is absent the resultant relationship for the 
other species is identical to the logistic equation (1).
FIG, 2
phase DLMJM&8 m 2 AGAINST
SasB® parameters as la Fig.k
To exmine the dynamic bahaviouc of B. and H2 wifch time we 
consider the single differential equation
dN2 M dN2 / dNj ^ r2 N 2 (1 - <b»1 N 2) / Kj) 
dN^ dT* dt“ r p * ~  <1 - (Kj + aJt^? Kj) (4)
The plot of N2 against l?j is called a trajectory and it oust 
be represented as a directed curve to show the movement of the popu­
lation with time. The family of trajectories obtained by considering 
different etc <rting mixtures is called the phase diagram (Figure 2). 
Lines that join points of the same slope on this diagram are called 
isoclines. It should be noted that these lines are not contours.
• dH2
For an isocline is constant and it is seen that the resultant
relationship between t»2 «nd Nj is a quadratic form as it may be
expressed as M 2 + CMjtJj + DUj 4* EN2 » 0 where the coefficients
are constants. Consequently the Isoclines are conics* and could in 
fact be plotted but the computational effort required would be greater 
than the computation of the trajectories.
Equation (4) does not involve time explicitly and is a first 
order differential equation* Because it involves products such as 
N2 it is non-linear and there are no general solutions available.
Critical Points
A critical point (or singularity) is a point on the phase
diagram such that ^ 2  and ^*1 are both aero.
dt dt
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Such points are
(0,0) when r^N^ = 0 and = 0
(0,K2) when r ^  = 0 and 1 - (WS^ + N2> / K., = 0
(K^,0) when = 0 and 1 - (N^ + aN2) / = 0
Consider the expressions in brackets in (2) and (3). These 
can be represented by the two lines
N 2 - Kj/a - N L/a (5)
and N 2 = K2 - bNx (6)
It will be noted that the slopes of these lines are 1/a 
and b and that they are parallel when a.b = 1 i.e. perfect competition. 
Otherwise their point of intersection is also a critical point, but it 
has no biological significance unless it lies in the positive quadrant. 
For illustrative purposes we will treat the case in detail where these 
lines do not intersect in the positive quadrant.
Analytical Results for Perfect Competition
For perfect competition (2) and (3) may be expressed in the
form
dN 1 m N x (rx - g x ( h ^  + h2N 2) )
dt
and dN
j2 * N 2 (r2 - g2 ( h ^  + h2N2) )
ut
where 8 2 / 8 !  = b r 2K i  /  ^r l K2^
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Then
and
-  ~ g2r 1 “ Slg2 (hlN I +  h2 * V
Thus d, InN g - <i lnN„g9 « g^r. - g.r 
dt dt z
in ^ (r1g2 - r2gL) t + const
Thus N 1 = C N̂ 2^ bml/m 2 exp (r^ - b n ^ / m ^ t (7)
where C = (Nx(0) / N2 (0)) bml/m2
This relationship is of very limited value and it should be
emphasised that it is restricted only to perfect competition. By 
consideration of equations (2) and (3) it can be shown that the popu­
lation levels are bounded hence (7) can be used to show that one of 
the species becomes extinct and thus the population exclusion prin­
ciple holds.
A Heuristic Approach
Apart from equation (7) there is no general analytical result 
that can be obtained from these equations. However some insight into 
the dynamic behaviour of the trajectories can be obtained using the 
following simplified approach (Cause, 1935). Let oq ttrite equatloa" <4) 
io the form.
dN2 = r2N 2 (1 - (bN^ + N ?) / K2> =
dNj r xN x (1 - (Nx +  aN2) /Kj) r 1N 1E 1
Now the expressions and E2 are related to the lines (5) and (6) 
respectively on the phase diagram. Foints (N^, N2) below the lines
dN~
correspond to these expressions being positive and thus __2 is
dNx
positive in this region, thus the trajectory must slope upwards to the 
right. A point on either of these lines means that the corresponding 
expression or E^ is zero. Assume that line (5), lies above line (6).
dN2
For points on line (5), E^ is zero and thus = 0. Thus the tra­
jectory having crossed this line is now above it and E2 is negative, 
whilst E^ is still positive. Thus in the region between the lines
the trajectory moves downwards to the right. On the top line (5) E„
dN„
is negative and E^ is zero thus tends towards minus infinity and
the trajectory moves vertically downwards where it crosses this line.
dN
Note that if -r—— , rather than the time derivatives, were being computed 
dNj
in this region the population would appear to move along the tra­
jectory in the wrong direction. Above line (5) both E„ and E^ are 
dN dN2 * dNj
negative thus is positive again. However as and -j-̂— are both
negative this means a point on the trajectory in this region will move 
downwards to the left with time.
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Linearisation
The behaviour in the immediate vicinity of a critical point 
is a non-linear system may be investigated approximately using the 
techniques of linear systems. It is assumed that the displacement 
from the point is sufficiently small to neglect any products involving 
the displacement term. Thus the original equation becomes linearised.
To illustrate this consider the behaviour of the system in the 
immediate vicinity of the origin which is a critical point
Let N2 = y 
and Nj = x
where x and y are small
then &L m x v /, _ b x +  y .
dt 2 u  K2 '
= r2y, as bx + y << K2
Similarly dx = r.x
dt
thus x * exp (r^t)
y = C2 exp (r2t)
t = 1_ In x ■ 1_ In
rl C 1 r 2 C2 
r./r
thus y/y(0) * (x/x(0))
Tb« origin is thus an unstable focus in that any point starting 
in the immediate vicinity will radiate away from it along a trajectory 
which can be represented by a power function. The linearised form of 
the other critical points is developed in Appendix 1.
The Line Joining Critical Points (0, K2> and (Kj.O) 
The equation of this line is from Eq. (4)
N2 - K2 (1 - N j / K ^
Thus on this line
As this value is a constant this lihe is thus a straight isocline for 
the trajectories I.e. they cross it at a constant angle which has a 
tangent given by (8). For perfect competition
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dN2 -br2
The only other straight isoclines are the two lines (5) and (6).
Numerical Solution
To obtain the detailed dynamic solution of equations (2) and 
(3) there is no technique comparable to the use of numerical analysis 
on a digital computer in terms of speed and accuracy. Additionally 
when a high level programming language is used the technique can be 
easily mastered without specialised mathematical knowledge.
If the problem is to be programmed in FORTRAN only a simple 
call to an integrating subroutine such as a Runge-Kutta (refer Appendix 
2) is necessary. However if CSMP (the IBM Continuous System Modelling 
Program) were being used the program is even simpler.
For example using CSMP to generate the plot of N against t 
the following statements are all that one requires for the integration
N1 - INTGRL (N10, N1 * (N1 +  A  * N2) / Kl)
N2 - INTGRL (N20, N2 * (B * Nl + N2) / K2)
where N10 and N20 are the initial values of N^ and ^  and INTGRL is 
the name of a routine that integrates a differential equation given 
the initial value and the derivative. To output the graph only the 
following statement is required
PRTPLT Nl, N2
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This produces two graphs plotted against time, one for and the other 
for N£. In each case the values of the variable and time are printed 
alongside the graph.
Philip's Example
Consider the example discussed by Philip where a * 2, b * .5, 
r1 « 1, r2 = 1.2
Kj * 2500, K2 = 1000
As Kj, > aK^ and referring to Appendix 1, D is positive, D* 
is negative and the separatrix is directed from (0, I^) towards (K^, 0).
Also G = .428 and 1/G = .65. The downward slope of the 
line joining the critical points is .4. Consequently the separatrix 
in this particular example almost coincides with the line joining the 
critical points. Fig. 1 and 2 are based on this example.
Conclusion
It has been demonstrated that the phase diagram for competitions 
in which there are only two critical points is divided into two region 
as follows - an upper portion where trajectories approach a limiting 
line from above and a lower portion from which trajectories approach 
the same limiting line from below. This limiting line is called a 
separatrix and it is seen that it is a trajectory which starts from a 
Population very close to the critical point on the axis representing 
the population that will be excluded and finishes, of course, at the 
other critical point.
In some cases, such as in the example discussed here, the 
separatrix can be approximated by a straight line. No simple 
analytical relationship can be developed for this separatrix (although 
it could for example be represented by an extremely cumbersome power 
series).
However, by setting the initial condition to a value near 
the appropriate critical point and using numerical analysis, the 
separatrix can be generated easily. The slopes of the separatrix in 
the immediate vicinity of the critical points can be evaluated 
analytically; theue are the values G and -1/G of Appendix 1.
In addition to the straight isoclines which are crossed by 
the trajectories horizontally and vertically, a third straight iso­
cline is the line joining the critical points.
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APPENDIX 1
CRITICAL POINTS
Critical Point at (0, K2) 
Linearise as follows
Nj * x, N2 = K2 + y where x,y < < K2 
Thus dy ,
dt * ”r2 '  V  (1.1)
and 3t ’ rl (1 " aK2/Kl) * (1'2)
Thus x = C^ exp (Dt) (1.3)
where D ■ r^(l - aK2/K^)
If D is positive this is an unstable point and this occurs 
if K x/a > K2.
Substituting for x
^ -  + r2y = **r2bC1 exp (Dt)
which may be solved using an integrating factor exp (r2t) to obtain 
y = C2 exp (-r2t) - exp (Dt) (1.4)
where G » br2/(r1(l - aKg/K^) + r2)
Thus if C^ = 0 then x = 0 and the trajectory approaches the 
critical point exponentially along the y axis according to 
y = C2 exp (-r2t)
However for any trajectory other than the y axis, x increases 
exponentially and thus the point is highly unstable.
The first term rapidly decays and the behaviour of y is 
quickly dominated by
Y » -CjG exp (Dt)
Dividing 1.1 by 1.2
dy +  r?y = “r2b
S  +  -±- (1.5)
dx Dx D
and using the integrating factor exp (r2 (In x)/D)
y - C3x ~r2/D - Gx (1.6)
Thus all trajectories near this critical point approach a 
line with slope - G directed away from the critical point, this is 
called a saddle point and is in fact the beginning of the separatrix.
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The Critical Point (K^,0)
Linearise by the substitution 
Nj = K 1 +  x, N2 = y where y, x < <
In similar manner to the analysis for (0, K^) 
y = C ̂ exp D t (1.7)
and x ■ C 2 exp (-r^t) - G exp D t (1.8)
where D * (1 “ bK^/K^)
*
G * ar^/ (rx +  r2 - r^Kj/Kj)
•k
Now if Kj/a > K2 with perfect competition, D is negative.
Thus y must decrease with time. Also, in the immediate vicinity of
■k
the critical point, x is dominated by -G y. Thus all trajectories 
aPproach the straight line, directed into the critical point with 
slope -1/G and this is also the slope of the separatrix.
(1.5)
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The first term rapidly decays and the behaviour of y is 
quickly dominated by
Y * -CjG exp (Dt)
Dividing 1.1 by 1.2
dy + r2y c ~r2b
dx Dx D
and using the integrating factor exp (r^ (In x)/D)
y «= C3x -r2/D - Gx (1.6)
Thus all trajectories near this critical point approach a 
line with slope - G directed away from the critical point, this is 
called a saddle point and is in fact the beginning of the separatrix.
The Critical Point (K^,0)
Linearise by the substitution
+  x, N 2 " y where y, x < <
In similar manner to the analysis for (0, K2)
& jUf
y * C ̂ exp D t (1.7)
* , v * * * It
and x = C2 exp (-r^t) - G exp D t (1.8)
where D * r2 (1 - bK^/K^)
G* * ar^/ (rx +  r2 - r^Kj/K,^)
*
Now if Kj/a > K2 with perfect competition, D is negative. 
Thus y must decrease with time. Also, in the immediate vicinity of
*
the critical point, x is dominated by -G y. Thus all trajectories 
approach the straight line, directed into the critical point with
*
slope -1/G and this is also the slope of the separatrix.
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APPENDIX 2
NUMERICAL SOLUTION OF ORDINARY DIFFERENTIAL EQUATIONS 
Consider equations of the form
■ f(t»y) (2.1)
The simplest numerical method for solving this equation would 
be to hope that y (t + At) is sufficiently close to the tangent from t 
and thus
y (t + At) = y(t) +  f(t,y) At (2.2)
An improvement is to use (2.2) to approximate the slope of 
t + At and then take the average of this and the slope at t to obtain 
y (t + At) » y(t) + fA At (2.3)
where f - _1 (f (t,y(t)) +  f(t + At, y(t +  At)) )
2
Another scheme is to estimeate the value of y at t +  from
ym * y(t + ̂ 2* = y + f(t»y)
and then y (t + At) = y(t) +  f(t + y ) At (2.4)
z m
(2.3) and (2.4) can be represented by the general expression 
y(t + A t ) “ y(t) + +  a2k2 (2.5)
where k^ * f(t, y(t))
k2 = f (t +  » y ( O  + k iA t )
2W
a x « h(l - w)
a^ = hw 
0 < w < 1
15/
This representation is the basis of the Runge Kutta method. 
It can be shown that (2.5) is equivalent to a second order Taylor’s 
series but that the method does not require the direct computation of 
higher order derivatives.
The method most commonly used in numerical analysis is an 
extension of this and is equivalent to a fourth order Taylor series. 
This fourth order method requires evaluations of the derivative 
expression four times for each stemp and is automatically used by 
the INTGRL function of CSMP.
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