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FULL FACTORS, BICENTRALIZER FLOW
AND APPROXIMATELY INNER AUTOMORPHISMS
AMINE MARRAKCHI
Abstract. We show that a factor M is full if and only if the C∗-algebra generated by its
left and right regular representations contains the compact operators. We prove that the
bicentralizer flow of a type III1 factor is always ergodic. As a consequence, for any type
III1 factor M and any λ ∈]0, 1], there exists an irreducible AFD type IIIλ subfactor with
expectation in M . Moreover, any type III1 factor M which satisfies M ∼= M ⊗ Rλ for some
λ ∈]0, 1[ has trivial bicentralizer. Finally, we give a counter-example to the characterization
of approximately inner automorphisms conjectured by Connes and we prove a weaker version
of this conjecture. In particular, we obtain a new proof of Kawahigashi-Sutherland-Takesaki’s
result that every automorphism of the AFD type III1 factor is approximately inner.
1. Introduction and statement of the main results
Introduction. In this paper, we present several results on type III factors which are similar
in the sense that they are all proved by using the same method. Indeed, the main technical
novelty of this paper is a very general observation: given a self-adjoint operator X on a Hilbert
space H, we show that a state Ψ ∈ B(H)∗ lies in the closed convex hull of all approximate
eigenstates of X if and only if it satisfies a strong invariance property with respect to the
one-parameter group (eitX)t∈R. This criterion provides a new method to deal with some issues
which are specific to type III1 factors, when the modular operator has no true eigenvectors,
and we hope that it will have further applications in the future.
Full factors. Following [Co74], we say that a factor M is full if it satisfies the following
centralizing net criterion: for every bounded net (xi)i∈I inM such that limi ‖ϕ(xi · )−ϕ( ·xi)‖ =
0 for all ϕ ∈M∗, there exists a bounded net zi ∈ C such that xi−zi → 0 in the strong topology.
When M is of type II1, this is equivalent to M not having property Gamma of Murray and
von Neumann [MvN43]. For example, Murray and von Neumann showed that the unique
hyperfinite type II1 factor R is not full while the free group factors L(Fn), n ≥ 2 are full. They
hence obtained the first example of two (separable) non-isomorphic type II1 factors.
In his famous paper on the classification of injective factors [Co75b], Connes established a
powerful characterization of fullness. He showed that for any type II1 factor, the following
three properties are equivalent:
(i) M is full.
(ii) The adjoint representation Ad : U(M) y L2(M) has spectral gap.
(iii) The C∗-algebra C∗λ·ρ(M) = λ(M)ρ(M)
‖·‖
generated by the left and right regular rep-
resentations λ, ρ :M → B(L2(M)) contains the compact operators.
When M is injective, then C∗λ·ρ(M) is isomorphic to λ(M) ⊗min ρ(M) which is a simple C
∗-
algebra so that it cannot contain the compact operators. Hence, property (iii) was used by
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Connes to show that an injective II1 factor cannot be full and this was a key step in his proof
of injectivity implies hyperfiniteness. He also used it to show that a tensor product of two II1
factors M ⊗ N is full if and only if M and N are both full. Finally, Connes’ criterion is also
an important tool in many deformation/rigidity arguments based on fullness, see for instance
[Po06, Theorem 5.1] and [Po10].
Unfortunately, the work of Connes does not generalize in a straightforward way to the type III
situation. Indeed, it is easy to see that for any infinite factor M (whether it is full or not), the
representation Ad : U(M) y L2(M) does not have invariant vectors and in fact, it does not
have almost invariant vectors at all. Recently however, a form of spectral gap for full type III
factors was obtained in [Ma16]. While this characterization was sufficient for most applications
[HMV16], [Ma18], it was not strong enough to answer the following question: is it true that
for any full factor M , the C∗-algebra C∗λ·ρ(M) contains the compact operators? In fact, only
the type III1 case was left open and our first main theorem solves that question.
Theorem A. Let M be an arbitrary factor. Then M is full if and only if C∗λ·ρ(M) contains
the compact operators.
A consequence of Theorem A is that one can characterize fullness in terms of central nets.
Corollary B. A factor M is full if and only if for every bounded net (xi)i∈I in M such that
xia−axi → 0 strongly for all a ∈M , there exists a bounded net (zi)i∈I in C such that xi−zi → 0
strongly.
There is another consequence of Theorem A regarding the topology of the automorphism group
Aut(M). This group is usually equipped with the topology of pointwise norm convergence on
the predualM∗, which means that a net (θi)i∈I in Aut(M) converges to the identity if and only
if limi ‖ϕ − ϕ ◦ θi‖ = 0 for all ϕ ∈ M∗. Another possible topology on Aut(M) is the topology
of pointwise strong convergence on M , i.e. a net (θi)i∈I converges to the identity if and only
if θi(x) converges to x strongly for all x ∈ M . These two topologies, called u-topology and
p-topology respectively in [Ha73], are the same when M is finite but they do not coincide in
general when M is of type III [Ha73, Corollary 3.15]. However, we have the following corollary
of Theorem A.
Corollary C. Let M be a full factor. Then the u-topology and the p-topology coincide on
Aut(M).
Bicentralizer flow. This section is motivated by the following fundamental problem in the
theory of von Neumann algebras.
Question. Let M be a factor with separable predual. Can we find large amenable subfactors
in M? More precisely, is there an amenable subfactor P with a normal conditional expectation
in M such that P ′ ∩M = C?
When M is not of type III1, this problem was completely solved by Popa. More precisely, it
follows from [Po81], that for any factor M of type II1 or of type IIIλ with λ ∈]0, 1[, one can
construct such a subfactor P of type II1. If M is of type II∞, one can take P of type II∞ (but
not of type II1). Finally, by [Po83], if M is of type III0, one can take P of type III0 (but not of
type II). The existence of such irreducible amenable subfactors is a very important tool, as one
can often use it to reduce problems on general factors to the amenable case. See for instance
[Po18] for a very recent application of this idea.
When M is of type III1, very little is known except that this problem is intimately related
to Connes’ bicentralizer problem which we now recall. Let ϕ be a faithful normal state on
M . The bicentralizer of ϕ, denoted by B(M,ϕ) is the set of all elements x ∈ M such that
limn ‖anx−xan‖ϕ = 0 for any bounded sequence (an)n∈N in M which satisfies limn ‖ϕ(an · )−
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ϕ( · an)‖ = 0. The bicentralizer B(M,ϕ) is a von Neumann subalgebra of M and Connes’
bicentralizer problem asks whether for any type III1 factor M , we have B(M,ϕ) = C. This is
one of the most famous open questions in the theory of type III factors. By solving it when
M is amenable [Ha85], Haagerup settled the question of the uniqueness of the AFD type III1
factor which, after Connes’ work, was the last remaining case in the classification program. In
the same paper, inspired by Popa’s technique, Haagerup also showed that a type III1 factor
M has trivial bicentralizer if and only if one can find an irreducible hyperfinite II1 factor with
expectation in M , or if and only if there exists a faithful normal state ϕ on M which has a
large centralizer, i.e. M ′ϕ ∩M = C.
When working on the bicentralizer problem, Connes realized (by using the Connes-Størmer
transitivity theorem) that the bicentralizer B(M,ϕ) does not depend on the choice of the faith-
ful normal state ϕ, up to canonical isomorphism. Therefore, one can speak of the canonical bi-
centralizer B(M) of a given type III1 factor. This observation of Connes was recently enhanced
in [AHHM18, Theorem A] in order to show the existence of a canonical flow β : R∗+ y B(M)
called the bicentralizer flow. Moreover, by adapting Popa and Haagerup ideas, it was shown in
[AHHM18, Theorem C] that the bicentralizer flow β : R∗+ y B(M) captures all the information
about the possible existence of irreducible AFD subfactors with expectation in M and their
possible types. In the second main theorem of this paper, we show that the bicentralizer flow
is always ergodic. As a consequence, one can always find irreducible AFD type III subfactors
with expectation in M .
Theorem D. Let M be a type III1 factor. Then βλ y B(M) is ergodic for every λ ∈ R
∗
+\{1}.
In particular, we have:
(i) If M has separable predual, then for every λ ∈]0, 1], we can find an AFD type IIIλ
subfactor with expectation P ⊂M such that P ′ ∩M = C.
(ii) If M ∼=M ⊗Rλ for some λ ∈]0, 1[, then M has trivial bicentralizer.
We already explained the motivation for item (i) but we would like to also emphasize the
importance of item (ii). Indeed, in the context of deformation/rigidity, it is often essential
to have large centralizers in order to be able to use Popa’s intertwining theory effectively.
But, we observe ([HMV16, Lemma 6.1]) that for any inclusions with expectation A,B ⊂ M ,
one has A ≺M B if and only if A ⊗ R∞ ≺M⊗R∞ B ⊗ R∞ where ≺M is Popa’s intertwining
notation, and by item (ii), all these algebras have large centralizers. One can thus carry out the
deformation/rigidity argument in the stabilized algebra M ⊗ R∞ and then deduce the result
in M . For example, one can in this way remove the large centralizer restrictions in [Is17,
Definition 1.1 and Theorem A]. See also [AHHM18, Application 4].
Item (ii) should also be compared with [HI15, Theorem 3.5] which shows that if the answer to
the bicentralizer problem is negative then there exists a counter-example M which is McDuff,
i.e. M ∼=M ⊗R where R is a hyperfinite II1 factor.
Finally, let us point out that a possible strategy to solve the bicentralizer problem is to show
that βλ is approximately inner for some λ ∈]0, 1[. Indeed, by [AHHM18, Theorem B], this
would automatically imply that βλ is trivial, hence that the bicentralizer itself is trivial since
βλ is ergodic. This strategy was our original motivation for the next section.
Approximately inner automorphisms. Let M be a factor. We say that an automor-
phism θ ∈ Aut(M) is weakly inner1 if there exists an automorphism α of C∗λ·ρ(M) such that
α(λ(a)ρ(b)) = λ(θ(a))ρ(b) for all a, b ∈M .
1The terminology is justified by the fact that this property is equivalent to the correspondance L2(θ) being
weakly contained in L2(M).
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It is easy to see that any approximately inner automorphism is weakly inner. On the other
hand, when M is full, it follows from Theorem A, that any weakly inner automorphism must
be inner (see Proposition 7.2). When M is an injective factor, every automorphism is weakly
inner because in that case, one can take α = θ⊗ id on C∗λ·ρ(M)
∼= λ(M)⊗min ρ(M). In [Co75b],
Connes proved the fundamental result that when M is a II1 factor, an automorphism of M is
weakly inner if and only if it is approximately inner. In particular, every automorphism of an
injective II1 factor is approximately inner. This was another key step to prove that injectivity
implies hyperfiniteness. Connes also used this property to show that for any II1 factors M and
N , we have that θ1 ⊗ θ2 ∈ Aut(M ⊗ N) is approximately inner if and only if both θ1 and θ2
are approximately inner.
In the infinite case however, a weakly inner automorphism need not be approximately inner.
For example, if M is a II∞ factor, then an automorphism which scales the trace cannot be
approximately inner (but it is weakly inner if M is injective). More generally, every automor-
phism θ of a factorM induces an automorphism mod(θ) of the flow of weights ofM [CT76] and
it is easy to see that if θ is approximately inner then mod(θ) must be trivial. Hence, motivated
by the problem of the uniqueness of the AFD type III1 factor, Connes was very naturally led
to the following conjecture.
Conjecture E ([Co85, Section IV]). Let M be a factor and θ an automorphism of M . Then
θ is approximately inner if and only if it is weakly inner and mod(θ) is trivial.
Note that in the case of type III1 factors, the flow of weights is trivial and therefore mod(θ) is
always trivial. So Conjecture E would imply in particular that any weakly inner automorphism
of a type III1 factor is approximately inner. In particular, it would solve the bicentralizer
problem because we know that the bicentralizer flow is weakly inner (in fact it satisfies a
stronger property [AHHM18, Proposition 4.1.(iv)] which seems to be closely related to the
notion of “locally approximately inner” automorphism of a II∞ factor introduced in [Po93,
Definition 2.4]).
Conjecture E has been verified for injective factors in [KST92]. In [Co85, Section IV], Connes
claimed that he could verify it for type III1 factors with trivial bicentralizer and in [GM93], the
authors claimed, also without proof, that they could verify it for factors of type IIIλ, λ ∈]0, 1[.
Unfortunately, it turns out that Conjecture E is not true. Indeed, let N be a full factor and
P an amenable factor and let M = N ⊗ P . Then for any θ ∈ Aut(P ), the automorphism
id⊗ θ ∈ Aut(M) is weakly inner. Since N is full, we know by [HMV16, Theorem A] that id⊗ θ
is approximately inner if and only if θ itself is approximately inner. Therefore, if N is of type
III1 and mod(θ) is non-trivial, then M is a type III1 factor and id ⊗ θ is weakly inner but
not approximately inner. One can also construct in this way counter-examples of type IIIλ for
λ ∈]0, 1[. We de not know if there exists type III0 counter-examples.
This shows that there might not be any simple criterion to determine when a weakly inner
automorphism is approximately inner. Instead, we show in the next main theorem that these
two properties become equivalent once we stabilize by the AFD type III1 factor R∞.
Theorem F. Let M be a type III1 factor such that M ∼= M ⊗ R∞. Then every weakly inner
automorphism of M is approximately inner.
In particular, for any factor N we have
θ ∈ Aut(N) is weakly inner ⇔ θ ⊗ id ∈ Aut(N ⊗R∞) is approximately inner.
This result gives nothing new for the bicentralizer flow, as one can already show that βλ⊗ id y
B(M)⊗Rλ is approximately inner for every λ ∈]0, 1[ (see Proposition 6.1). Therefore, for now,
we do not have any application of Theorem F besides the fact that it gives a new and more
direct proof of the following result of Kawahigashi, Sutherland and Takesaki.
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Corollary G (KST92). Every automorphism of the AFD type III1 factor R∞ is approximately
inner.
We also mention that for λ ∈]0, 1[, we have a type IIIλ analogue of Theorem F (see Theorem
7.1) which also implies that an automorphism θ of Rλ is approximately inner if and only if
mod(θ) is trivial. The type III0 case remains unclear.
Acknowledgments. We are very grateful to Hiroshi Ando and Cyril Houdayer for all their
valuable comments which greatly improved the exposition of this paper. We also thank Sorin
Popa for pointing out the relevance of [Po93, Definition 2.4]. Finally, we thank Aymeric Baradat
for his useful remark on L1(R).
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2. Notations and preliminaries
Basic notations. LetM be any von Neumann algebra. We denote byM∗ its predual, by U(M)
its group of unitaries and by Z(M) its center. The unit ball of M is denoted by Ball(M). If
ϕ ∈M+∗ is a positive functional, we put ‖x‖ϕ = ϕ(x
∗x)1/2 for all x ∈M . In this paper, all von
Neumann algebras are assumed to be σ-finite (they carry a faithful normal state). However,
we never assume separability of the predual unless explicitly stated.
Standard form. Let M be any von Neumann algebra. We denote by L2(M) the standard
form of M [Ha73] and by λ, ρ : M → B(L2(M)) the left and right regular representation
of M on L2(M). We have λ(M)′ = Jλ(M)J = ρ(M) where J : L2(M) → L2(M) is the
canonical antilinear involution. We let C∗λ·ρ(M) denote the C
∗-algebra generated by the ∗-
algebra λ(M)ρ(M). Note that ρ is an anti-representation of M (or a representation of M
op
)
meaning that ρ(ab) = ρ(b)ρ(a). We will often write xξy = λ(x)ρ(y)ξ for all x, y ∈ M and all
ξ ∈ L2(M). The vector Jξ will be also simply denoted by ξ∗ so that (xξ)∗ = ξ∗x∗. For every
ξ ∈ L2(M) we denote by |ξ| ∈ L2(M)+ its positive part. If ξ ∈ L
2(M) we denote by ξξ∗ ∈M+∗
the positive functional on M defined by x 7→ 〈xξ, ξ〉. For any positive functional ϕ ∈ M+∗ ,
there exists a unique ξ ∈ L2(M)+ such that ξ
2 = ϕ. We denote it by ϕ1/2 ∈ L2(M)+. We then
have ‖x‖ϕ = ‖xϕ
1/2‖ for all x ∈M .
For every positive functional ϕ ∈M∗, we have{
η ∈ L2(M) : |η|2 ≤ ϕ
}
= Ball(M)ϕ1/2
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(see the discussion after [Ma16, Lemma 3.2] for further details). Moreover, by the polarization
identity, we have that the set of ϕ-bounded vectors{
η ∈ L2(M) : ∃λ ∈ R+, |η|
2 ≤ λϕ and |η∗|2 ≤ λϕ
}
is linearly spanned by
{
η ∈ L2(M)+ : η
2 ≤ ϕ
}
.
Finally, we recall that for any pair of faithful normal states ϕ1, ϕ2 on M , the relative modular
operator ∆ϕ1,ϕ2 is the unique closed unbounded positive operator on L
2(M) such that the graph
of ∆
1/2
ϕ1,ϕ2 is the closure of {(xϕ
1/2
2 , ϕ
1/2
1 x) | x ∈ M} ⊂ L
2(M) ⊕ L2(M). When ϕ1 = ϕ2 = ϕ,
we simply denote it by ∆ϕ.
One-parameter groups. A strongly continuous one-parameter group of isometries on a Ba-
nach space E is a morphism σ : R→ Isom(E) such that limt→0 ‖σt(x)− x‖ = 0 for all x ∈ E.
We denote by S(R) the set of all probability measures on R and for all µ ∈ S(R), we define
∀x ∈ E, σµ(x) =
∫
t∈R
σt(x) dµ(t)
where we use the usual Bochner integral for functions with values in a Banach space. Then for
any ϕ ∈ E∗, we have
ϕ(σµ(x)) =
∫
t∈R
ϕ(σt(x)) dµ(t).
When f ∈ L1(R)+ with ‖f‖1 = 1, we will also use the notation σf where we view f as a
probability measure on R.
Now, let M be a von Neumann algebra. A flow on M is a morphism σ : R→ Aut(M) which is
continuous for the u-topology. This means that the induced action σ∗ : R yM∗ is a strongly
continuous one-parameter group of isometries of the Banach spaceM∗. Then, for all µ ∈ S(R),
we define σµ :M →M as the dual map of (σ∗)µ : M∗ →M∗. In this context, we will also use
the notation
∀x ∈M, σµ(x) =
∫
t∈R
σt(x) dµ(t)
but we emphasize the fact that this is not a Bochner integral with values in the Banach space
M . For this reason, the relation
ϕ(σµ(x)) =
∫
t∈R
ϕ(σt(x)) dµ(t),
which holds by definition if ϕ ∈ M∗, fails in general if we only have ϕ ∈ M
∗. However, if the
function t 7→ σt(x) ∈ M is norm continuous then the expression above for σµ(x) becomes a
true Bochner integral and the formula for ϕ(σµ(x)) holds even when ϕ ∈M
∗. In that respect,
it is important to recall that A = {x ∈M | t 7→ σt(x) is norm continuous} is a strongly dense
C∗-subalgebra of M . In fact, for any f ∈ L1(R) and every x ∈M , we have σf (x) ∈ A.
3. Strongly invariant states and approximate eigenvectors
Definition 3.1. Let H be a Hilbert space and let X be a self-adjoint operator on H. We say
that a state Φ ∈ B(H)∗ is an approximate eigenstate of X if there exists a net of vectors (ξi)i∈I
in the domain of X such that limi〈Tξi, ξi〉 = Φ(T ) for all T ∈ B(H) and
lim
i
inf
λ∈R
‖(X − λ)ξi‖ = 0.
We denote by E(X) the set of all approximate eigenstates of X. The set E(X) is closed, hence
compact, for the weak∗ topology. Indeed, we have
E(X) =
⋂
ε>0
{〈 · ξ, ξ〉 | ξ ∈ dom(X), inf
λ∈R
‖(X − λ)ξ‖ ≤ ε}
w∗
.
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We denote by conv E(X) the weak∗ closed convex hull of E(X). Since E(X) is compact, for any
state Ψ ∈ B(H)∗, we have Ψ ∈ conv E(X) if and only if Ψ is the barycenter of some probability
measure µ on E(X), i.e.
∀T ∈ B(H), Ψ(T ) =
∫
ψ∈E(X)
ψ(T ) dµ(ψ).
Intuitively, this means that Ψ can be desintegrated into approximate eigenstates of X. The
main theorem of this section provides a characterization of those states which admit such a
nice decomposition.
Theorem 3.2. Let H be a Hilbert space and let X be a self-adjoint operator on H. Let
σ : R y B(H) be the associated flow defined by σt = Ad(e
itX) for all t ∈ R. Then for any
state Ψ ∈ B(H)∗, the following are equivalent:
(i) Ψ ◦ σµ = Ψ for every probability measure µ on R.
(ii) Ψ ∈ conv E(X).
A state Ψ satisfying condition (i) will be called strongly σ-invariant. A strongly σ-invariant
state is of course σ-invariant, but the converse is not true in general when Ψ is not normal
because the map t 7→ σt(T ) is not necessarily norm continous so that we do not have
Ψ
(∫
t∈R
σt(T ) dµ(t)
)
=
∫
t∈R
Ψ(σt(T )) dµ(t).
See the preliminary section for more details.
We will need several lemmas in order to prove Theorem 3.2.
Lemma 3.3. Let E be a Banach space and let α : Ry E be a strongly continous one-parameter
group of isometries. Let A be the infinitesimal generator of α. For any bounded net (xi)i∈I in
E, the following are equivalent:
(i) For all T > 0, limi→∞ supt∈[−T,T ] ‖αt(xi)− xi‖ = 0.
(ii) For all µ ∈ S(R), limi ‖αµ(xi)− xi‖ = 0.
(iii) There is a net (yi)i∈I in the domain of A such that limi ‖yi−xi‖ = 0 and limi ‖Ayi‖ = 0.
In that case, we say that the net (xi)i∈I is strongly α-invariant.
Proof. (i)⇒ (ii) is obvious. Now, assume (ii) and let us show (iii). Take any f ∈ L1(R)+ with
‖f‖1 = 1 whith Fourier transform f̂ supported on [−1, 1] and let yi = αf (xi) for all i ∈ I.
Then yi is in the domain of A and we have limi ‖yi − xi‖ = 0 by assumption. Let us show
that limi ‖Ayi‖ = 0. For ε ∈]0, 1[, choose g ∈ L
1(R)+, ‖g‖1 = 1 with ĝ supported on [−ε, ε].
Then for all i ∈ I, we have ‖Aαg(yi)‖ ≤ ε‖yi‖ ≤Mε where M = supi ‖yi‖. Moreover, we have
lim supi ‖yi−αg(yi)‖ ≤ lim supi ‖xi−αg(xi)‖ = 0. Therefore we have lim supi ‖Ayi−Aαg(yi)‖ ≤
‖yi − αg(yi)‖ = 0. Since ‖Aαg(yi)‖ ≤ ε, we conclude that lim supi ‖Ayi‖ ≤Mε. This holds for
all ε > 0, thus limi ‖Ayi‖ = 0. Finally, let us show that (iii)⇒ (i). For any T > 0, there exists
a constant κ > 0 such that |eitx − 1| ≤ κ|x| for all t ∈ [−T, T ]. Hence, for all y in the domain
of A, we have ‖αt(y)− y‖ ≤ κ‖Ay‖ and we conclude easily that (i) holds. 
Lemma 3.4. Let H be a Hilbert space and let σ : R y B(H) be a flow. Then a state
Ψ ∈ B(H)∗ is strongly σ-invariant if and only if there exists a strongly σ-invariant net (Ψi)i∈I
of normal states on B(H) such that limiΨi = Ψ in the weak
∗ topology.
Proof. The if direction follows directly from item (ii) in Lemma 3.3. Let us prove the only
if direction. Suppose that Ψ is strongly σ-invariant. Let I be the directed set of all triples
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(K,F, ε) where K ⊂ B(H) and F ⊂ S(R) are finite subsets and ε > 0 is a positive real number.
Fix i = (K,F, ε) ∈ I. Define a subset of (B(H)∗)F by
W = {(ψ − ψ ◦ σµ)µ∈F ∈ (B(H)∗)
F | ψ ∈ B(H)+∗ , ψ(1) = 1 and ∀T ∈ K, |ψ(T ) −Ψ(T )| ≤ ε}.
By assumption, we have that 0 = (Ψ−Ψ ◦ σµ)µ∈F belongs the the weak
∗ closure of W . Hence
0 belongs to the weak closure of W in (B(H)∗)
F . Since W is convex, then 0 also belongs to
the norm closure of W by the Hahn-Banach theorem. This means that we can find a state
Ψi ∈ B(H)∗ such that ‖Ψi −Ψi ◦ σµ‖ ≤ ε for all µ ∈ F and |Ψi(T )−Ψ(T )| ≤ ε for all T ∈ K.
Therefore, we have a constructed a net of normal states (Ψi)i∈I which is strongly σ-invariant
and such that limΨi = Ψ in the weak
∗ topology. 
Lemma 3.5. Let H be a Hilbert space and let X be a self-adjoint operator on H. For any
bounded self-adjoint operator T ∈ B(H) the following are equivalent:
(i) Φ(T ) ≤ 0 for all Φ ∈ E(X).
(ii) For every ε > 0, there exists a constant κ > 0 such that for every λ ∈ R, we have
T ≤ κ|X − λ|2 + ε.
(iii) For every ε > 0, there exists a constant κ > 0 such that for any self-adjoint operator Y
on any Hilbert space K, we have
T ⊗ 1 ≤ κ|X ⊗ 1− 1⊗ Y |2 + ε
where the operators T ⊗ 1, X ⊗ 1 and 1⊗ Y act on H ⊗K.
Proof. (i)⇒ (ii). Suppose that Φ(T ) ≤ 0 for all Φ ∈ E(X). Take ε > 0. Let us show that there
exists a constant κ > 0 such that T ≤ κ|X − λ|2 + ε for every λ ∈ R. If not, then for every
n ∈ N, we can find a unit vector ξn in the domain of X and some λn ∈ R such that 〈Tξn, ξn〉 ≥
n‖(X − λn)ξn‖
2 + ε. In particular, since T is bounded, we have limn ‖(X − λn)ξn‖ = 0. Take
ω ∈ βN \N and define a state Φ on B(H) by the weak∗-limit Φ = limn→ω〈 · ξn, ξn〉. Then we
have Φ ∈ E(X) and Φ(T ) ≥ ε but this is not possible by assumption. Hence there must exist
some κ > 0 such that T ≤ κ|X − λ|2 + ε.
(ii)⇒ (i). Fix ε > 0 and take κ > 0 as in (ii). Then for every unit vector ξ in the domain of X,
we have 〈Tξ, ξ〉 ≤ κ infλ∈R ‖(X − λ)ξ‖
2 + ε. This implies that Φ(T ) ≤ ε for every Φ ∈ E(X).
Since this holds for every ε > 0, we conclude that Φ(T ) ≤ 0 for all Φ ∈ E(X).
Finally, the implication (iii)⇒ (ii) is obtained by taking Y = λ onK = C, while the implication
(ii) ⇒ (iii) follows from the spectral theorem applied to Y . See, for example, the proof of
[HMV16, Lemma 4.1]. 
Proof of Theorem 3.2. (i) ⇒ (ii). Since Ψ is strongly σ-invariant, then, by Lemma 3.4, we
can find a strongly σ-invariant net (Ψi)i∈I of normal states on B(H) such that limiΨi = Ψ
in the weak∗ topology. Let Ψ
1/2
i ∈ HS(H) be the Hilbert-Schmidt operator associated to Ψi
for every i ∈ I. Note that the flow σ restricts to a one-parameter unitary group U = (Ut)t∈R
on the Hilbert space HS(H). Under the identification HS(H) ∼= H ⊗H, we have the formula
Ut = e
itX ⊗ eitX = eitX ⊗ e−itX and the infinitesimal generator of (Ut)t∈R is thus given by
A = X⊗1−1⊗X . Since (Ψi)i∈I is strongly σ-invariant, then by the Powers-Størmer inequality,
the net (Ψ
1/2
i )i∈I is also strongly U -invariant. Therefore, by Lemma 3.3, we can find a net (ξi)i∈I
in the domain of A such that limi ‖Ψ
1/2
i − ξi‖ = 0 and limi ‖Aξi‖ = 0.
Now, suppose by contradiction that Ψ /∈ conv E(X). Then by the Hahn-Banach separation
theorem, we can find a bounded self-adjoint operator T ∈ B(H) such that Ψ(T ) > 0 and
Φ(T ) ≤ 0 for all Φ ∈ E(X). Take 0 < ε < Ψ(T ). By Lemma 3.5, we can find a constant κ > 0
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such that T ⊗ 1 ≤ κ|A|2 + ε as operators on H ⊗H. By applying 〈 · ξi, ξi〉 to this inequality,
we get 〈(T ⊗ 1)ξi, ξi〉 ≤ κ‖Aξi‖
2 + ε‖ξi‖
2 for all i ∈ I. Hence, we get
Ψ(T ) = lim
i
〈(T ⊗ 1)Ψ
1/2
i ,Ψ
1/2
i 〉
= lim
i
〈(T ⊗ 1)ξi, ξi〉
≤ lim
i
(
κ‖Aξi‖
2 + ε‖ξi‖
2
)
= 0 + ε.
From this contradiction, we conclude that Ψ ∈ conv E(X).
(ii) ⇒ (i). Note that the set of all strongly σ-invariant states is convex and closed in the
weak∗ topology. Hence it is enough to show that every approximate eigenstate Φ ∈ E(X) is
strongly σ-invariant. Let (ξi)i∈I be a net of unit vectors in dom(X) such that Φ = limi〈 · ξi, ξi〉
and limi infλ∈R ‖(X − λ)ξi‖ = 0. Fix T > 0. Then we can find a constant κ > 0 such that
|eitx − 1| ≤ κ|x| for all x ∈ R and all t ∈ [−T, T ]. By applying this inequality to the operator
X − λ, we get
∀λ ∈ R, ∀t ∈ [−T, T ], ∀ξ ∈ dom(X), ‖(eitX − eitλ)ξ‖ ≤ κ‖(X − λ)ξ‖.
Let Φi = 〈 · ξi, ξi〉. Then, for all t ∈ [−T, T ] and all λ ∈ R, we have
‖σt(Φi)− Φi‖ = ‖〈 · e
itX ξi, e
itXξi〉 − 〈 · e
itλξi, e
itλξi〉‖
≤ 2‖(eitX − eitλ)ξi‖
≤ 2κ‖(X − λ)ξi‖.
Since limi infλ∈R ‖(X − λ)ξi‖ = 0 we get limi supt∈[−T,T ] ‖σt(Φi) − Φi‖ = 0. This shows that
the net (Φi)i∈I is strongly σ-invariant. We conclude that Φ = limiΦi is strongly σ-invariant
by Lemma 3.4. 
The definition of approximate eigenstates is highly sensitive to the uniform topology of R. We
clarify this issue and explain the notion of asymptotic eigenvalue of an approximate eigenstate.
Lemma 3.6. Let X be a self-adjoint operator on a Hilbert space X and suppose we have a net
(λi)i∈I in R and a bounded net (ξi)i∈I in the domain of X such that limi ‖(X − λi)ξi‖ = 0.
Then we have:
(i) limi ‖f(X − λi)ξi‖ = 0 for every bounded measurable function f : R → C such that f
is continuous at 0 and f(0) = 0.
(ii) limi ‖f(X)ξi−f(λi)ξi‖ = 0 for every bounded uniformly continuous function f : R→ C.
Proof. (i). Take ε > 0. Then there exists δ > 0 such that |f(x)| ≤ ε for all x ∈ [−δ, δ]. This
implies that |f(x)| ≤ 1δ‖f‖∞|x| + ε for all x ∈ R. By applying this inequality to X − λi, we
get ‖f(X − λi)ξi‖ ≤
1
δ ‖f‖∞‖(X − λi)ξi‖+ ε‖ξi‖ for all i ∈ I. This shows that lim supi ‖f(X −
λi)ξi‖ ≤ ε supi ‖ξi‖. Since this holds for every ε > 0, we conclude that limi ‖f(X − λi)ξi‖ = 0.
(ii). Take ε > 0. Since f is uniformly continuous, there exists δ > 0 such that |f(x)− f(y)| ≤ ε
for all x, y ∈ R with |x − y| ≤ δ. This implies that |f(x) − f(λi)| ≤
1
δ‖f‖∞|x− λi|+ ε for all
x ∈ R. Then, similarly to item (i), we conclude by applying this inequality to X. 
Let Cu(R) be the set all bounded uniformly continuous functions on R. We define the com-
pactification R
u
of R as the Gelfand spectrum of the commutative C∗-algebra Cu(R) (this is
called the Samuel compactification in the litterature). If A ⊂ R is a closed subset of R, we
denote by A
u
its closure in R
u
.
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Proposition 3.7. Let X be a self-adjoint operator on a Hilbert space H. Let Φ ∈ B(H)∗ be a
state. Then Φ ∈ E(X) if and only if there exists ω ∈ spec(X)
u
, a net (λi)i∈I in spec(X) and a
net (ξi)i∈I in the domain of X such that:
(i) Φ = limi〈 · ξi, ξi〉.
(ii) λi → ω when i→∞.
(iii) limi ‖(X − λi)ξi‖ = 0.
In that case, ω is unique and is characterized by Φ(f(X)) = f(ω) for all f ∈ Cu(R).
Definition 3.8. We call ω ∈ spec(X)
u
the asymptotic eigenvalue of Φ and we denote by
Eω(X) ⊂ E(X) the set of all approximate eigenstates of X with asymptotic eigenvalue ω.
Proof of Proposition 3.7. The if direction follows from the definition of approximate eigen-
states. Let us prove the other direction. Suppose that Φ ∈ E(X). Then we can find a
bounded net (ξi)i∈I in the domain of X and a net (λi)i∈I ∈ R such that Φ = limi〈 · ξi, ξi〉 and
limi ‖(X − λi)ξi‖ = 0. Then for every ε > 0, by applying Lemma 3.6.(i) to f = 1− 1[−ε,ε], we
have
lim
i
‖ξi − 1[λi−ε,λi+ε](X)ξi‖ = limi
‖ξi − 1[−ε,ε](X − λi)ξi‖ = 0.
In particular, for i large enough we have 1[λi−ε,λi+ε](X) 6= 0, i.e. spec(X) ∩ [λi − ε, λi + ε] 6= ∅.
This holds for every ε > 0 so that the distance between λi and spec(X) tends to 0 when i→∞.
Thus, up to replacing the net (λi)i∈I by a net (µi)i∈I in spec(X) such that limi ‖λi−µi‖ = 0, we
can assume that λi ∈ spec(X) for all i ∈ I. Now, take ω an accumulation point of the net (λi)i∈I
in spec(X)
u
. Then, for every f ∈ Cu(R), f(ω) is an accumulation point of (f(λi))i∈I . But, by
Lemma 3.6.(ii), we have limi f(λi) = Φ(f(X)), hence Φ(f(X)) = f(ω) for every f ∈ Cu(R). In
particular, if ω′ is another accumulation point of (λi)i∈I , then we have f(ω
′) = Φ(f(X)) = f(ω)
for all f ∈ Cu(R) which means that ω
′ = ω. This shows that ω is the unique accumulation
point of (λi)i∈I and limi λi = ω. 
In the applications to type III factors, we will be interested in approximate eigenstates of the
logarithm of the modular operator ∆. For every λ ∈ R∗+, it is easy to check that Eλ(∆) =
Elog λ(log∆). However, since the logarithm is not uniformly continuous, it is not true in general
that E(∆) = E(log∆). Instead, we give the following description.
Proposition 3.9. Let H be a Hilbert space and let ∆ be a positive definite operator on H.
Then for any state Φ ∈ B(H)∗, the following are equivalent:
(i) Φ ∈ E(log∆)
(ii) There exists a net of vectors (ξi)i∈I in the domain of ∆ and a net (λi)i∈I in R
∗
+ such
that Φ = limi〈 · ξi, ξi〉 in the weak
∗ topology and
lim
i
‖(λ−1i ∆− 1)ξi‖ = 0.
(iii) There exists a net of vectors (ξi)i∈I which are analytic for ∆ and a net (λi)i∈I in R
∗
+
such that Φ = limi〈 · ξi, ξi〉 in the weak
∗ topology and the net of analytic functions
fi(z) = (λ
−z
i ∆
z − 1)ξi
converges to 0 uniformly on all compact subsets of C.
Moreover, if Φ ∈ Eω(log∆), we can choose the net (λi)i∈I such that λi ∈ spec(∆) for all i ∈ I
and limi log(λi) = ω.
Proof. (i) ⇒ (iii). Take a net of unit vectors (ξi)i∈I in the domain of X = log∆ and a net
(λi)i∈I in R
∗
+ such that Φ = limi〈 · ξi, ξi〉 in the weak
∗ topology and limi ‖(X − log(λi))ξi‖ = 0.
Let ηi = 1[log(λi)−1,log(λi)+1](X)ξi. Then we have limi ‖xi − ηi‖ = 0 and in particular Φ =
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limi〈 · ηi, ηi〉. Moreover, ηi is ∆-analytic for all i ∈ I. Take K a compact subset of C. Then we
can find a constant κ > 0 such |ezx − 1| ≤ κ|x| for all z ∈ K and all x ∈ [−1, 1]. This implies
that for all z ∈ K, we have
‖(λ−zi ∆
z − 1)ηi‖ = ‖(e
z(X−log(λi)) − 1)ηi‖ ≤ κ‖(X − log(λi))ηi‖ → 0 when i→∞
as we wanted.
The implication (iii) ⇒ (ii) is obvious. For (ii) ⇒ (i) we proceed in the same way, by letting
ηi = 1[log λi−1,log λi+1](X)ξi and using the fact that |x| ≤ κ|e
x − 1| for all x ∈ [−1, 1] and some
constant κ > 0. 
Finally, let us end this section with the following strong fixed point property which is the main
tool we use to construct strongly invariant states.
Proposition 3.10. Let H be a Hilbert space and σ : Ry B(H) a flow. Let K ⊂ S(B(H)) be
a non-empty weak∗-closed set which is strongly σ-invariant, meaning that Ψ ◦ σµ ∈ K for all
Ψ ∈ K and all µ ∈ S(R). Then there exists a state Ψ ∈ K which is strongly σ-invariant.
Proof. Since K is σ-invariant and R is amenable as a discrete group, we can find Ψ ∈ K which
is σ-invariant. Take any f ∈ L1(R)+ with ‖f‖1 = 1 and let Ψ′ = Ψ ◦ σf ∈ K. We will show
that Ψ′ is strongly σ-invariant.
Take T ∈ B(H) and let T ′ = σf (T ). Observe that the map t 7→ σt(T
′) is norm continuous
because we have
‖σt(T
′)− T ′‖ ≤ ‖f( · + t)− f‖1 · ‖T‖.
Therefore, for any µ ∈ S(R), we have
Ψ(σµ(T
′)) =
∫
R
Ψ(σt(T
′)) dµ(t) =
∫
R
Ψ(T ′) dµ(t) = Ψ(T ′).
This implies that Ψ′ is strongly σ-invariant because
Ψ′(σµ(T )) = Ψ(σf (σµ(T ))) = Ψ(σµ(σf (T ))) = Ψ(σµ(T
′)) = Ψ(T ′) = Ψ′(T ).

4. Two lemmas
In this section, we prove two lemmas that we will use in the proofs of the main theorems.
Lemma 4.1. Let M be a von Neumann algebra and σ : R y B(L2(M)) a flow which leaves
λ(M) and ρ(M) globally invariant. Let Φ be a state on C∗λ·ρ(M) such that Φ|λ(M) and Φ|ρ(M) are
both normal states. Suppose that Φ is σ-invariant. Then the set K of all states Ψ ∈ B(L2(M))∗
extending Φ is strongly σ-invariant. In particular, there exists an extension Ψ ∈ K which is
strongly σ-invariant.
Proof. Take Ψ ∈ K and take µ a probability measure on R. We have to show that Ψ′ = Ψ◦αµ ∈
K, i.e that Ψ′ also extends Φ. First, observe that since Φ is normal and σ-invariant on λ(M)
and ρ(M), we have Ψ′|λ(M) = Ψ|λ(M) = Φ|λ(M) and Ψ
′|ρ(M) = Ψ|ρ(M) = Φ|ρ(M). Let A = {x ∈
λ(M) | t 7→ σt(x) is norm continuous} and B = {x ∈ ρ(M) | t 7→ σt(x) is norm continuous}.
Then A and B are strongly dense ∗-subalgebra of λ(M) and ρ(M) respectively and we have
Ψ′(T ) = Ψ(T ) = Φ(T ) for all T ∈ A · B. Pick a ∈ λ(M) and b ∈ ρ(M). Take two bounded
nets (ai)i∈I in A and (bi)i∈I in B such that ai → a and bi → b ∗-strongly. We can assume that
‖ai‖ ≤ ‖a‖ and ‖bi‖ ≤ ‖b‖ for all i ∈ I. Since Ψ
′|λ(M) = Φ|λ(M) and Ψ
′|ρ(M) = Φ|ρ(M) are both
normal states, we have
lim
i
‖ab− aibi‖Φ ≤ lim
i
‖a‖‖b − bi‖Φ + ‖b‖‖a− ai‖Φ = 0
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and
lim
i
‖ab− aibi‖Ψ′ ≤ lim
i
‖a‖‖b − bi‖Ψ′ + ‖b‖‖a − ai‖Ψ′ = 0.
Therefore, we obtain Φ(ab) = limi Φ(aibi) and Ψ
′(ab) = limiΨ
′(aibi). But since aibi ∈ A·B, we
have Ψ′(aibi) = Φ(aibi) for all i ∈ I, hence Ψ
′(ab) = Φ(ab). Since this holds for every a ∈ λ(M)
and b ∈ ρ(M), we conclude that Ψ′(T ) = Φ(T ) for all T ∈ C∗λ·ρ(M), i.e. Ψ
′ ∈ K. This shows
that K is strongly σ-invariant and we conclude by Proposition 3.10. 
The second lemma is intuitively easy to understand. It says that ifM ∼=M⊗R∞, so thatM has
central sequences with arbitrary asymptotic eigenvalue, then one can perturb any approximate
eigenstate Ψ in order to change its asymptotic eigenvalue without changing the values that Ψ
takes on C∗λ·ρ(M).
Lemma 4.2. Let M be a von Neumann algebra with two faithful normal states ϕ1, ϕ2. Let
∆ = ∆ϕ1,ϕ2 and σt = Ad(∆
it) for all t ∈ R. Suppose that M ∼= M ⊗ R∞. Then for any
Ψ ∈ conv E(log∆), we can find Ψ′ ∈ conv E0(log∆) such that Ψ
′|C∗
λ·ρ
(M) = Ψ|C∗
λ·ρ
(M).
Proof. Observe that the set of all states Ψ satisfying the conclusion of the lemma is convex and
weak∗-closed. Hence, it is enough to show that it contains E(log∆). So take Ψ ∈ E(log∆). Let
ω ∈ R
u
be the asymptotic eigenvalue of Ψ. Define a directed set J consisting of all pairs (F, ε)
where F is a finite subset of M and ε is a positive real number. Let ξ1 = ϕ
1/2
1 and ξ2 = ϕ
1/2
2
and recall that the graph of ∆1/2 is the closure of {(xξ2, ξ1x) | x ∈M}.
Suppose first that ω ≥ 0 (by this, we mean that ω ∈ R
u
+). Fix j = (F, ε) ∈ J . Then, by
Proposition 3.9, we can find λ ≥ 1 and x ∈ M such that ‖xξ2 − λ
−1ξ1x‖ ≤ ε and |Ψ(T ) −
〈Txξ2, xξ2〉| ≤ ε for all T ∈ λ(F )ρ(F ). SinceM ∼=M⊗R∞, we can find a sequence of isometries
vn ∈M such that limn ‖λ
−1vnξ1 − ξ1vn‖ = 0 and limn v
∗
navn = a strongly for all a ∈ F . Then,
we have limn〈Tvnxξ2, vnxξ2〉 = 〈Txξ2, xξ2〉 for all T ∈ λ(F )ρ(F ) and
lim
n
‖vnxξ2 − ξ1vnx‖ = lim
n
‖vnxξ2 − λ
−1vnξ1x‖ = ‖xξ2 − λ
−1ξ1x‖ ≤ ε.
Therefore, if we take yj = vnx for n large enough, we will have ‖yjξ2 − ξ1yj‖ ≤ 2ε and
|Ψ(T )− 〈Tyjξ2, yjξ2〉| ≤ 2ε for all T ∈ λ(F )ρ(F ). Now take Φ ∈ B(L
2(M))∗ any accumulation
point of the net of states 〈 · yjξ2, yjξ2〉, j ∈ J . Then by construction, Φ ∈ E1(∆
1/2) = E0(log∆)
and Φ|C∗
λ·ρ
(M) = Ψ|C∗
λ·ρ
(M).
Suppose now that ω ≤ 0. Fix j = (F, ε) ∈ J . Then, by Proposition 3.9, we can find λ ≤ 1 and
x ∈ M such that ‖ξ1x− λxξ2‖ ≤ ε and |Ψ(T )− 〈Tξ1x, ξ1x〉| ≤ ε for all T ∈ λ(F )ρ(F ). Since
M ∼=M⊗R∞, we can find a sequence of coisometries vn ∈M such that limn ‖vnξ2−λξ2vn‖ = 0
and limn vnav
∗
n = a strongly for all a ∈ F . Then, we have limn〈Tξ1xvn, ξ1xvn〉 = 〈Tξ1x, ξ1x〉
for all T ∈ λ(F )ρ(F ) and
lim
n
‖xvnξ2 − ξ1xvn‖ = lim
n
‖λxξ2vn − ξ1xvn‖ = ‖λxξ2 − ξ1x‖ ≤ ε.
Therefore, if we take yj = xvn for n large enough, we will have ‖yjξ2 − ξ1yj‖ ≤ 2ε and
|Ψ(T )− 〈Tξ1yj, ξ1yj〉| ≤ 2ε for all T ∈ λ(F )ρ(F ). Now take Φ ∈ B(L
2(M))∗ any accumulation
point of the net of states 〈 · ξ1yj, ξ1yj〉, j ∈ J . Then by construction, Φ ∈ E1(∆
−1/2) = E0(log∆)
and Φ|C∗
λ·ρ
(M) = Ψ|C∗
λ·ρ
(M).

Remark 4.3. In Lemma 4.2, if we know that spec(∆) ⊂ λZ, then the same conclusion holds
if we only assume that M ∼=M ⊗Rλ.
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5. Full factors
The following lemma is certainly well-known but we provide a proof for the reader’s convenience.
Lemma 5.1. Let H be a Hilbert space and let A ⊂ B(H) be a C∗-algebra which is irreducible,
i.e. A′ = C. Then, either K(H) ⊂ A or K(H) ∩A = {0}. Moreover, in the latter case, every
state on A can be extended to a state on B(H) which vanishes on K(H).
Proof. Suppose that K(H) ∩ A 6= {0}. Take T ∈ K(H) ∩ A a non-zero self-adjoint operator.
Since T is compact, by taking a spectral projection of T , we obtain a non-zero finite rank
projection P ∈ K(H) ∩A. Take p ≤ P a rank one projection. Let q ∈ K(H) be any rank one
projection. We can find a partial isometry v ∈ K(H) such that v∗v = p and vv∗ = q. Since
A′′ = B(H), we can find a bounded net (ai)i∈I in A such that ai → v in the ∗-strong topology.
Then, since P has finite rank, the net (aiP )i∈I converges in norm to vP = q. Hence q ∈ A.
This holds for every rank one projection q. Thus K(H) ⊂ A.
For the second part, suppose that K(H) ∩ A = {0}. Let pi : B(H) → B(H)/K(H) be the
quotient map. Then the restriction of pi to A is injective. Thus for any state ϕ ∈ A∗, we can
find a state φ ∈ pi(A)∗ such that φ ◦ pi|A = ϕ. Now, by the Hahn-Banach theorem, we can find
a state Φ on B(H)/K(H) such that Φ|pi(A) = φ. Then Φ ◦ pi is a state on B(H) which extends
ϕ and vanishes on K(H). 
Proof of Theorem A. The result is trivial ifM is of type I and is already knwon ifM is of type II
by [Co75b, Theorem 2.1]. So we can assume thatM is a type III factor. By [HMV16, Theorem
3.2], there exists a faithful normal state ϕ on M , a finite set F ⊂ M with aϕ1/2 = ϕ1/2a∗ for
all a ∈ F , and a constant κ > 0 such that
∀x ∈M, ‖x− ϕ(x)‖ϕ ≤ κ
(∑
a∈F
‖xa− ax‖ϕ + inf
λ∈R∗+
‖xϕ1/2 − λϕ1/2x‖
)
.
Let σt = Ad(∆
it
ϕ). Let ωϕ be the state on C
∗
λ·ρ(M) defined by ωϕ(T ) = 〈Tϕ
1/2, ϕ1/2〉 for all
T ∈ C∗λ·ρ(M). Observe that ωϕ is σ-invariant. Let eϕ be the rank one projection on ϕ
1/2.
Suppose that K(L2(M)) is not contained in C∗λ·ρ(M). Then, by Lemma 5.1, the set K of
all states Ψ on B(L2(M)) extending ωϕ and which satisfy Ψ(eϕ) = 0 is not empty. Thanks
to Lemma 4.1, we know that K is strongly σ-invariant. Hence, by Proposition 3.10, we can
find a state Ψ ∈ K which is strongly σ-invariant. Now, by Theorem 3.2, Ψ is the barycenter
of a probability measure µ on E(log∆ϕ). Pick ψ in the support of µ. Since Ψ(eϕ) = 0 and
Ψ(|λ(a) − ρ(a∗)|2) = ωϕ(|λ(a) − ρ(a
∗)|2) = 0 for all a ∈ F , we must also have ψ(eϕ) = 0 and
ψ(|λ(a) − ρ(a∗)|2) = 0 for all a ∈ F . Since ψ ∈ E(log∆ϕ) and since the graph of ∆
1/2
ϕ is
the closure of {(xϕ1/2, ϕ1/2x) | x ∈ M}, then by Proposition 3.9, we can find a net (xi)i∈I
in M with ‖xi‖ϕ = 1 for all i ∈ I such that ψ = limi〈 ·xiϕ
1/2, xiϕ
1/2〉 in the weak∗ topology
and limi infλ∈R∗+ ‖xiϕ
1/2 − λ−1ϕ1/2xi‖ = 0. Since ψ(eϕ) = 0 we have limi ϕ(xi) = 0 and since
ψ(|λ(a) − ρ(a∗)|2) = 0, we have limi ‖axi − xia‖
2
ϕ = 0 for all a ∈ F . This is a contradiction.
Thus, we must have K(L2(M)) ⊂ C∗λ·ρ(M). 
Proof of Corollary B. Let (xi)i∈I be a central bounded net in M . Then λ(xi)T − Tλ(xi)→ 0
strongly for all T ∈ C∗λ·ρ(M). Hence, by Theorem A, we have λ(xi)p − pλ(xi) → 0 strongly
where p is the rank one projection on ϕ1/2 for some faithful normal state ϕ. This means that
limi ‖xi − ϕ(xi)‖ϕ = 0. 
Proof of Corollary C. Let (θi)i∈I be a net in Aut(M) such that θi(x)→ x strongly for all x ∈
M . Then UθiTU
∗
θi
→ T strongly for all T ∈ C∗λ·ρ(M) where Uθi is the unitary implementation of
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θi on L
2(M). Hence, by Theorem A, we have UθieϕU
∗
θi
→ eϕ strongly where eϕ is the rank one
projection on ϕ1/2 for any ϕ ∈M∗. This means that limi ‖θi(ϕ)
1/2−ϕ1/2‖ = ‖Uθiϕ
1/2−ϕ1/2‖ =
0 for all ϕ ∈M+∗ . By Araki-Powers-Størmer’s inequality, we conclude that limi ‖θi(ϕ)−ϕ‖ = 0
for all ϕ ∈M+∗ , hence for all ϕ ∈M∗. 
6. Bicentralizer flow
Proof of Theorem D. First we prove that ifM is a type III1 factor such thatM ∼=M⊗R∞, then
M has trivial bicentralizer. We use Haagerup’s criterion for triviality of the bicentralizer stated
in [AHHM18, Theorem 7.2]. Let ϕ be a faithful normal state onM . By minimality of the spatial
tensor product, there exists a state ϕ⊗ ϕ on C∗λ·ρ(M) such that (ϕ⊗ ϕ)(λ(a)ρ(b)) = ϕ(a)ϕ(b)
for all a, b ∈ M . By Lemma 4.1, we can find a strongly σ-invariant state Ψ on B(L2(M))
which extends ϕ ⊗ ϕ. Then by Theorem 3.2 and Lemma 4.2, we can assume that Ψ is the
barycenter of some probability measure µ on E0(log∆ϕ). Let x ∈M such that xϕ
1/2 = ϕ1/2x∗,
‖x‖ϕ = 1 and ϕ(x) = 0. Since Ψ(|λ(x) − ρ(x
∗)|2) = (ϕ ⊗ ϕ)(|λ(x) − ρ(x∗)|2) = 2‖x‖2ϕ = 2
and Ψ(|ρ(x∗)|2) = ‖x‖2ϕ = 1, we can find ψ in the support of µ such that ψ(|λ(x) − ρ(x
∗)|2) ≥
1
2 + ψ(|ρ(x
∗)|2). Since ψ ∈ E0(log∆ϕ), we can find a net (ai)i∈I in M such that ‖ai‖ϕ = 1 for
all i ∈ I, limi ‖aiϕ
1/2−ϕ1/2ai‖ = 0 and ψ = limi〈 · aiϕ
1/2, aiϕ
1/2〉 in the weak∗ topology. Then
we have
lim
i
‖xai − aix‖
2
ϕ = ψ(|λ(x) − ρ(x
∗)|2) ≥
1
2
+ ψ(|ρ(x∗)|2) =
1
2
+ lim
i
‖aix‖
2
ϕ.
Therefore, for any δ > 0, if we let a = ai with i large enough, we will have
‖a‖ϕ + ‖ax‖ϕ < 3‖xa − ax‖ϕ
‖aϕ1/2 − ϕ1/2a‖ < δ‖xa − ax‖ϕ
which is exactly the criterion of [AHHM18, Theorem 7.2]. We conclude that M has trivial
bicentralizer.
Now, back to the general case, let M be any type III1 factor with a faithful normal state ϕ.
Let us show that the bicentralizer flow βϕ : R∗+ y B(M,ϕ) is ergodic. Suppose that the fixed
point algebra B(M,ϕ)β
ϕ
is non-trivial. Then B(M,ϕ)β
ϕ
is a self-bicentralizing type III1 factor
with trivial bicentralizer flow, hence B(M,ϕ)β
ϕ ∼= B(M,ϕ)β
ϕ
⊗ R∞ by [AHHM18, Theorem
B]. But this is not possible by the first part of the proof. Therefore B(M,ϕ)β
ϕ
must be trivial
and βϕ is ergodic. Let us show that βϕλ is ergodic for every λ ∈ R
∗
+ \{1}. If not, then the fixed
point algebra B(M,ϕ)β
ϕ
λ is a self-bicentralizing type III1 factor with periodic bicentralizer flow.
But this is not possible because a periodic flow on a non-amenable factor cannot be ergodic.
Therefore B(M,ϕ)β
ϕ
λ must be trivial and βϕλ is ergodic.
Finally, item (i) follows from [AHHM18, Theorem C] and item (ii) follows from [AHHM18,
Theorem B.(iii)]. 
Proposition 6.1. Let M be a type III1 factor. Then for any λ ∈]0, 1[, the automorphism
βλ ⊗ id y B(M)⊗Rλ is approximately inner.
Proof. Let ϕ be a faithful normal state onM and ψ a faithful normal state on Rλ. Take any free
ultrafilter ω ∈ βN\N. Let v ∈ B(M,ϕ)ω be a non-zero partial isometry such that vϕω = λϕωv
and let w ∈ R′λ ∩R
ω
λ be a non-zero partial isometry such that wψ
ω = λ−1ψωw. Define a non-
zero partial isometry u = v ⊗ w ∈ (B(M,ϕ) ⊗Rλ)
ω. Then for any x ∈ B(M,ϕ) ⊗Rλ we have
(βϕλ ⊗ id)(x)u = ux. Moreover, we have u(ϕ ⊗ ψ)
ω = (ϕ ⊗ ψ)ωu.This implies that βϕλ ⊗ id is
approximately inner (see the proof of [Co85, Theorem 1]). 
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7. Approximately inner automorphisms
Proof of Theorem F. Let θ be a weakly inner automorphism of M . In order to show that θ
is approximately inner, we will use the criterion of [Co85, Theorem III.1]. Take ξ1, . . . , ξn ∈
L2(M). We have to show that for every ε > 0, there exists a non-zero x ∈ M such that∑
k ‖xξk − θ(ξk)x‖
2 ≤ ε
∑
k ‖xξk‖
2. Let ϕ1 be a faithful normal state on M such that every
ξk is ϕ1-bounded. Then we have ξk = akϕ
1/2
1 = ϕ
1/2
1 bk for some ak, bk ∈ M . Let ϕ2 =
θ(ϕ1) = ϕ1 ◦ θ
−1. Since θ is weakly inner, there exists an automorphism α of C∗λ·ρ(M) such
that α(λ(a)ρ(b)) = λ(θ(a))ρ(b) for all a, b ∈ M . Define a state ωθ on C
∗
λ·ρ(M) by ωθ(T ) =
〈α−1(T )ϕ
1/2
1 , ϕ
1/2
1 〉. Let ∆ = ∆ϕ2,ϕ1 and σt = Ad(∆
it) for all t ∈ R. Observe that ωθ is
σ-invariant. By Lemma 4.1, we can find a strongly σ-invariant state Ψ on B(L2(M)) which
extends ωθ. By Theorem 3.2, we have Ψ ∈ conv E(log∆) and by Lemma 4.2, we can in fact
assume that Ψ ∈ conv E0(log∆). Then Ψ is the barycenter of some probability measure µ on
E0(log∆). Hence we can find ψ in the support of µ such that∑
k
ψ(|ρ(bk)|
2) ≥
1
2
∑
k
Ψ(|ρ(bk)|
2) =
1
2
∑
k
‖ξk‖
2.
Since ψ ∈ E0(log∆), we can find a net (xi)i∈I in M with ‖xi‖ϕ1 = 1 for all i ∈ I such that
limi ‖xiϕ
1/2
1 − ϕ
1/2
2 xi‖ = 0 and ψ = limi〈 ·xiϕ1, xiϕ1〉 = 0 in the weak
∗ topology. Then we get
lim
i
∑
k
‖xiξk‖
2 =
∑
k
ψ(|ρ(bk)|
2) ≥
1
2
∑
k
‖ξk‖
2.
Since for all k, we have
Ψ(|λ(θ(ak))− ρ(bk)|
2) = ‖akϕ
1/2
1 − ϕ
1/2
1 bk‖
2 = 0,
then we also have ψ(|λ(θ(ak))− ρ(bk)|
2) = 0. Thus for all k, we get
lim
i
‖θ(ξk)xi − xiξk‖
2 = lim
i
‖θ(ak)ϕ
1/2
2 xi − xiϕ
1/2
1 bk‖
2 = ψ(|λ(θ(ak))− ρ(bk)|
2) = 0.
which means that if i is large enough, we will have∑
k
‖xiξk − θ(ξk)xi‖
2 ≤ ε
∑
k
‖xiξk‖
2.
By [Co85, Theorem III.1], we conclude that θ is approximately inner. 
Let M be a type IIIλ factor for λ ∈]0, 1[ with λ-trace ϕ. Then for any θ ∈ Aut(M) such that
mod(θ) is trivial, we can find a unitary u ∈ M such that θ ◦ Ad(u) leaves ϕ invariant. Hence
the same proof of Theorem F combined with Remark 4.3 gives the following.
Theorem 7.1. Let M be a factor of type IIIλ, λ ∈]0, 1[ such that M ∼=M⊗Rλ. Then a weakly
inner automorphism θ ∈ Aut(M) is approximately inner if and only if mod(θ) is trivial.
We end this section with the following consequence of Theorem A.
Proposition 7.2. Let M be a full factor. Then every weakly inner automorphism of M is
inner.
Proof. Let θ be a weakly inner automorphism of M . Then there exists an automorphism α
of C∗λ·ρ(M) such that α(λ(a)ρ(b)) = λ(θ(a))ρ(b) for all a, b ∈ M . Let ϕ be a faithful normal
state on M . Since M is full, we know by Theorem A that C∗λ·ρ(M) contains the rank one
projection eϕ on ϕ
1/2. For every ϕ-analytic a ∈M we have λ(a)eϕ = ρ(σ
ϕ
i/2(a))eϕ. Therefore,
by applying α, we obtain λ(θ(a))α(eϕ) = ρ(σ
ϕ
i/2(a))α(eϕ). Let η be a unit vector in the image
of the rank one projection α(eϕ). Then we have θ(a)η = ησ
ϕ
i/2
(a) for all ϕ-analytic a. So by
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taking the adjoint, we get σϕ
−i/2
(a∗)η∗ = η∗θ(a∗) for all ϕ-analytic a. Replace a∗ by σϕ
i/2
(a).
We get aη∗ = η∗θ(σi/2(a)) for all ϕ-analytic a. Therefore, if we let ψ = η
∗η, we have
aψ = η∗θ(σi/2(a))η = η
∗ησϕi (a) = ψσ
ϕ
i (a)
for all ϕ-analytic a. This forces ψ = ϕ and η = uϕ1/2 for some unitary u ∈ M . We conclude
easily that θ = Ad(u). 
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