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Abstract 
In this work, we propose a heuristic for packing spheres into a three-dimensional bin of fixed dimensions. The objective is to 
maximize the volume occupied by the packed spheres. The proposed heuristic is based on a new idea that implements a two-stage 
look-ahead method. The computational results, conducted on a set of instances taken from the literature, show that the proposed 
method is effective since it improves or matches the majority of the best known solutions. 
© 2015 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of Universal Society for Applied Research. 
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1. Introduction 
Cutting-and-Packing problems have many real-life applications as in the industry where some pieces (wood, 
glass, metal, …) have for example to be cut from a large plate and the objective is then to minimize the waste 
(unused material). In other cases, products or goods have to be stored in such a way that the occupied volume should 
be as small as possible in order to save space.  
Wäscher et al.15 have studied in their work the different problems that belong to the cutting-and-packing (C&P) 
family. C&P problems contain then two main sub-problems as described in Table 1 below:
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x Output maximization: where the containers (large items) are supplied in limited quantities and do not allow for 
containing all small objects. 
x Input minimization: the large item(s) is (are) large enough to contain all small items. If several large items are 
used, then their number is enough to contain all small items. 
Table 1. Cutting-and-packing problems (Wäscher et al.15) 
Objective Nature of small items Problem name and description
Output Maximization (all 
dimensions fixed)
Identical Identical Item Packing Problem
Weakly heterogeneous Placement Problem
Strongly heterogeneous Knapsack Problem
Input minimization Arbitrary Open Dimension Problem (only one 
dimension of the large item is variable, 
e.g. its length)
Weakly heterogeneous Cutting Stock Problem (minimize the 
number of large objects used)
Strongly heterogeneous Bin Packing Problem (Put all items into a 
minimum number of large objects).
Packing spheres consists to place several identical and/or different-sized spheres into a larger three-dimensional 
(3D) item without overlapping. It is for example used for approximating and modeling some solid state systems. 
Gavriliouk3 and Wang14 described some other applications in the domain of stereotactic radio surgery radiation 
therapy. The different methods published in the literature concerning sphere packing can be divided into two 
categories. The first category concerns spheres of single size where the second category considers spheres of 
different sizes (radii). 
Packing identical spheres into containers of different shapes was studied by several authors. Burtseva et al.1
applied it to the problem of nanoporous structure modeling. The problem is equivalent to packing equal-sized 
spheres into a cylinder. Several tools were used including the Voronoi-Delaunay network as well as non-linear 
programming (NLP). M’Hallah et al.10 studied the problem of packing mono-sized spheres into the smallest 
containing sphere by using Variable Neighborhood Search (VNS) and NLP. Soontrapa and Chen11 considered the 
problem of packing identical spheres into a cube, their algorithm is mainly based on the Monte Carlo method. 
For the problem of packing non-identical spheres, Suto and Dei13 proposed a global optimization approach in 
order to pack unequal spheres into a 3D polytope of fixed dimensions. Hitti and Bernacki5 considered the problem 
of modeling powder-based microstructures by developing a new algorithm based on the drop-and-roll principle. 
Some experimentations were driven on random packing of microstructures and the obtained densities were given. He 
et al.4 studied and developed a model based on the Monte Carlo technique in order to simulate random packing of 
unequal spherical particles inside a cube. 
Some authors developed tools and algorithms that are able to pack equal and unequal spheres. For example Birgin 
and Sobral1 proposed twice-differentiable models and non-linear programming tools in order to pack spheres of 
identical or different sizes into different three-dimensional containers. 
The problem studied in this work concerns the knapsack (KP) version of sphere packing. Given a large bin B of 
fixed length L, height H, and depth D, as well as a set ࡿ ൌ ሼݏଵǡ ǥ ǡ ݏ௡ሽ of n strongly heterogeneous spheres of fixed 
and known radii ݎଵǡ ǥ ǡ ݎ௡ respectively, the objective is to place a subset of spheres of ࡿ inside container B so as to 
maximize the total volume occupied by these spheres, i.e., the density. The density is equal to the sum of volumes of 
the placed spheres divided by the volume of container B that is equal to ܮ ൈ ܪ ൈ ܦ. The proposed method is mainly 
based on the well-known look-ahead strategy6,7,9 but introducing here a new idea that consists in using two stages in 
the search than only one. The objective is to increase the search space in order to try to increase the solution quality. 
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The paper is organized as follows. In Section 2, a mathematical formulation for the problem is given. Section 3 
presents the adaptation of the MHD heuristic6 used for packing circles (two-dimensional case) to the 3D case 
(packing spheres).  Section 4 contains the proposed heuristic for solving the studied problem, i.e., packing strongly 
heterogeneous spheres into a three-dimensional bin of fixed dimensions. Section 5 discusses the computational 
results obtained on some instances taken from the literature as well as on harder other instances generated in order to 
show the behavior of the proposed method. The paper terminates with a conclusion and indicates future work. 
Nomenclature 
ܤ  the three-dimensional bin that will contain the placed spheres 
ࡲ  the six faces of the bin : ܨ ൌ ሼǡǡǡǡǡሽ
ࡿ  set of spheres to pack inside ܤ
ݏ௜   sphere i 
ݎ௜  radius of sphere ݏ௜
ࡿ୧୬  set of spheres already placed inside ܤ
ࡿ୧୬  set of spheres that are not yet placed (ܵ ൌ ୧ܵ୬ ׫ ܵ୭୳୲) 
݀݁݊ݏ݅ݐݕሺࡿ୧୬ሻ sum of volumes of the placed spheres divided by the volume of container ܤ
ࡼ  set of possible positions for the next sphere to place 
2. Mathematical formulation for the problem 
The container ܤ of dimensions ܮ ൈ ܪ ൈ ܦ is placed so that its bottom-left-back corner corresponds to the origin of 
axes in the Euclidian space as shown in Fig.  1. Sphere ݏ௜ א ܵ has coordinates ሺݔ௜ǡ ݕ௜ǡ ݖ௜ሻ that coincides with its 
centre. The problem to solve is formulated by Equations (1)-(9). Equation 1 represents the objective to maximize, 
i.e., the volume of the placed spheres. Note that ݐ௜ is a binary decision variable that is equal to 1 if sphere ݏ௜ of 
radius ݎ௜  is packed into container ܤ and 0 otherwise. Equation 2 verifies that the distance between two distinct 
placed spheres ݏ௜  and ݏ௝ is greater than or equal to the sum of their radii, this is then the overlapping constraints that 
avoid overlapping between spheres. Equations (3)(8) ensure that no sphere exceeds the container boundaries. 
 Ͷߨ͵ ෍ ሺݎ௜ሻ
ଷݐ௜
௡
௜ୀଵ
(1)
                  s.t.
ቀ൫ݔ௜ െ ݔ௝൯ଶ ൅ ൫ݕ௜ െ ݕ௝൯ଶ ൅ ൫ݖ௜ െ ݖ௝൯ଶ െ ൫ݎ௜ ൅ ݎ௝൯ଶቁ ݐ௜ݐ௝ ൒ Ͳͳ ൑ ݅ ൏ ݆ ൑ ݊ (2)
ሺݔ௜ െ ݎ௜ሻݐ௜ ൒ Ͳͳ ൑ ݅ ൑ ݊ (3)
ሺܮ െ ݔ௜ െ ݎ௜ሻݐ௜ ൒ Ͳͳ ൑ ݅ ൑ ݊ (4)
ሺݕ௜ െ ݎ௜ሻݐ௜ ൒ Ͳͳ ൑ ݅ ൑ ݊ (5)
ሺܪ െ ݔ௜ െ ݎ௜ሻݐ௜ ൒ Ͳͳ ൑ ݅ ൑ ݊ (6)
ሺݖ௜ െ ݎ௜ሻݐ௜ ൒ Ͳͳ ൑ ݅ ൑ ݊ (7)
ሺܦ െ ݖ௜ െ ݎ௜ሻݐ௜ ൒ Ͳͳ ൑ ݅ ൑ ݊ (8)
ݐ௜ א ሼͲǡͳሽͳ ൑ ݅ ൑ ݊ (9)
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Fig.  1. The three-dimensional container placed at coordinates (0,0,0) in the Euclidian space
3. The 3DMHD heuristic for packing spheres into a bin
Since the problem of packing spheres is NP-Hard8, it is difficult to find exact solutions and optimal solutions may 
be proven under some conditions such as the container shape or the size of the spheres. Developing heuristics 
becomes then the “best” way to tackle some problems of sphere packing because this type of methods can find good 
solutions in a reasonable time. 
In this paper, a greedy heuristic denoted by 3DMHD (3-Dimensional Maximum Hole Degree) is described. This 
is an adaptation of the Maximum Hole Degree (MHD) heuristic, proposed by Huang et al.6, used for packing circles, 
to the three-dimensional case, i.e., packing spheres. 
3.1. The 3DMHD principle
The principle of the 3DMHD heuristic is that it places at each step the next sphere at the “best” corner position, 
i.e., the position that maximizes a measure called “hole degree”. This heuristic uses these three following 
parameters: 
ࡿ୧୬ :  is the set containing the spheres already placed inside the bin 
ࡿ୭୳୲ : contains the spheres that are not yet placed ሺࡿ ൌ ࡿ୧୬ ׫ ࡿ୭୳୲ሻ
ࡼ :  is the set of positions for the next sphere to place 
An example is given in Fig.  2 below where two spheres are already placed ሺࡿ୧୬ ൌ ሼݏଵǡ ݏଶሽሻ. There are six 
possible positions to place sphere ݏଷ, then ࡼ ൌ ሼ݌ଷଵǡ ǥ ǡ ݌ଷ଺ሽ where ݌ଷ௞ is the ݇௧௛ position for sphere ݏଷ. Note that each 
position ݌ଷ௞must touch three items, an item may be a sphere already placed or one of the six faces of the bin. These 
three elements, denoted by ࢀሺ݌ଷ௞ሻ, are in fact those used to compute position. For example position ݌ଷଵ is computed 
by using sphere ݏଵ, the left side and back side of the bin, then ࢀሺ݌ଷଵሻ ൌ ሼݏଵǡǡሽ. 
Fig.  2 The 3DMHD heuristic principle
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The distance between two items is defined and computed as follows 
ࢊ࢏ǡ࢐ ൌ ට൫࢞࢏ െ ࢞࢐൯૛ ൅ ൫࢟࢏ െ ࢟࢐൯૛ ൅ ൫ࢠ࢏ െ ࢠ࢐൯૛ െ ࢘࢏ െ ࢘࢐ሺ࢏ǡ ࢐ሻ א ሾ૚ǡ ǥ ǡ ࢔ሿ૛ǡ࢏ ് ࢐ (10)
ࢊ࢏ǡܔ܍܎ܜ ൌ ࢞࢏ െ ࢘࢏࢏ א ሾ૚ǡ ǥ ǡ ࢔ሿ (11)
ࢊ࢏ǡܚܑ܏ܐܜ ൌ ࡸ െ ࢞࢏ െ ࢘࢏࢏ א ሾ૚ǡ ǥ ǡ ࢔ሿ (12)
ࢊ࢏ǡ܊ܗܜܜܗܕ ൌ ࢟࢏ െ ࢘࢏࢏ א ሾ૚ǡ ǥ ǡ ࢔ሿ (13)
ࢊ࢏ǡܜܗܘ ൌ ࡴ െ ࢟࢏ െ ࢘࢏࢏ א ሾ૚ǡ ǥ ǡ ࢔ሿ (14)
ࢊ࢏ǡ܊܉܋ܓ ൌ ࢠ࢏ െ ࢘࢏࢏ א ሾ૚ǡ Ǥ Ǥ Ǥ ǡ ࢔ሿ (15)
ࢊ࢏ǡ܎ܚܗܖܜ ൌ ࡰ െ ࢠ࢏ െ ࢘࢏࢏ א ሾ૚ǡ Ǥ Ǥ Ǥ ǡ ࢔ሿ (16)
Equation (10) indicates the distance between the edges of two distinct spheres ݏ௜  and ݏ௝ , equation (11) 
corresponds to the distance between the edge of sphere ݏ௜ and the left-edge of the bin. Similarly, equations (12)-(16) 
give the distance between the edge of sphere ݏ௜ and the five other faces of the bin. 
At step ݅ of the packing process, let ݌௜ାଵ௞ א ࡼ be the ݇௧௛ position for the next sphere to place ݏ௜ାଵ of radius ݎ௜ାଵ௞
(note that ݏ௜ାଵ א ࡿ୭୳୲). Then the hole degree value for position ݌௜ାଵ௞ , denoted by ߣሺ݌௜ାଵ௞ ሻ, is defined as follows 
ߣ൫݌௜ାଵ௞ ൯ ൌ ͳ െ
௝אࡿ౟౤׫ࡲ̳ࢀሺ௣೔శభೖ ሻ൫݀௜ାଵǡ௝
௞ ൯
ݎ௜ାଵ௞
(17)
The hole degree for a position is computed by taking into account the closest item (spheres already placed and the 
six faces of the bin) to it but of course by excluding the three items that are used to compute its coordinates, i.e., 
ࢀሺ݌௜ାଵ௞ ሻ. The 3DMHD heuristic places then, at each step, the next sphere at position ݌כ that has the maximum hole 
degree value. The 3DMHD greedy algorithm is described below. 
3.2. The 3DMHD greedy algorithm
The greedy heuristic used for packing the spheres inside the bin is given in Fig.  3. This algorithm receives a 
partial solution containing a set of spheres already packed (ࡿ୧୬), the set of spheres not yet placed (ࡿ୭୳୲), and the 
corresponding positions ࡼ. Note that set ࡿ୧୬ may be empty, in this case no sphere is placed inside the bin and the 
first (largest) sphere will be placed in the bottom-left-back corner of the bin. The algorithm output is a solution that 
contains the spheres placed as well as the corresponding density (sum of the volumes of the spheres placed divided 
by the volume of the bin). 
At step 1 of algorithm 3DMHD, we define set ࡼ containing the set of corner positions for spheres of set ࡿ୭୳୲. At 
step 2, a counter ݅is set to the number of spheres already placed. The while loop (steps 3-10) is then executed until 
the set of positions ࡼ becomes empty, meaning that no additional sphere can be placed. Step 4 consists to the 
computation of the maximum hole degree of each position. The next sphere (that has the greatest hole degree value) 
is then selected in order to place the next sphere ݏ௜ାଵ(step 5). This sphere is then moved from set ࡿ୭୳୲ to set ࡿ୧୬
(step 6). The set of corner positions is then updated by removing positions that overlap the new inserted sphere (step 
7) and by computing new corner positions (step 8).
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Input : Two sets ࡿ୧୬ and ࡿ୭୳୲ containing spheres already placed and those that are not yet placed respectively; ࡼ the set of corner positions; 
Output : A solution that adds a subset of spheres from ࡿ୭୳୲ to ࡿ୧୬ to maximize the final density; 
1. Let ࡼ denotes the set of corner positions for spheres in ࡿ୭୳୲; 
2. Let ݅ ՚ ȁࡿ୧୬ȁ; 
3. while (ࡼ ് ׎) do
4. Compute the 3DMHD value for each position ݌ א ࡼ by using equation (17);
5. Place the next sphere ݏ௜ାଵ at position ݌כ that has the maximum hole degree value; 
6. Move sphere  ݏ௜ାଵ from set ࡿ୭୳୲ to set ࡿ୧୬; 
7. Update set ࡼ by removing the positions that overlaps the new inserted sphere; 
8. Compute new corner positions by using the new inserted sphere and the other items (already placed spheres and the six faces of bin ܤ); 
9. Set ݅ ՚ ݅ ൅ ͳ; 
10. end while; 
11. return density(ࡿ୧୬);
Fig.  3 The 3DMHD greedy heuristic
The last step in the while loop consists to increment counter ݅ (step 9). Finally, algorithm 3DMHD returns the 
density of the obtained solution, the density is computed as follows: 
݀݁݊ݏ݅ݐݕሺࡿ୧୬ሻ ൌ
Ͷߨ
͵ ൈ ܮ ൈ ܪ ൈ ܦ෍ ሺݎ௜ሻ
ଷ
ȁࡿ౟౤ȁ
௜ୀଵ
(18)
4. A two-stage look-ahead (TSLA) heuristic for packing spheres 
In this section, the principle of the look-ahead strategy will be described as well as the proposed algorithm that is 
based on a two-stage look-ahead. 
4.1. The look-ahead principle 
It is well known in optimization problems that greedy algorithms do not provide generally solutions of good 
quality. One way to improve the quality consists to use look-ahead. 
In a greedy heuristic, a solution is constructed step by step, no backtracking is possible. At step ݅, several choices, 
decisions, or movements are possible in order to move to step ݅ ൅ ͳ. The greedy heuristic chooses then the “best” 
choice by using a local criterion that is able to evaluate each possible movement. The heuristic stops when no 
movement is possible meaning that a solution is at hand or the algorithm fails to find a solution. The weak point of a 
greedy heuristic is that it uses a local evaluation in order to measure the profit of each possible choice and generally 
cannot evaluate, at the current step, the final solution that will be obtained.  
Introducing look-ahead into a greedy algorithm (see for example Huang et al.6) consists to try, at step ݅, several or 
all movements. More precisely, each movement is chosen and then the basic greedy heuristic is executed until the 
end. We then associate the final profit of the obtained solution to this movement. After that, at the same step ݅, the 
movement that led to the best solution is chosen in order to move to step ݅ ൅ ͳ. The principle of trying several 
movements at step ݅  can be assimilated to a global evaluation criterion. Indeed, this strategy can evaluate the 
consequence of choosing a movement at step ݅ on the final solution that will be obtained. Look-ahead explores then 
a larger search space than the greedy heuristic. 
For the sphere packing problem, the solution quality is measured by the value of the density of the solution 
obtained (see Equation 18). This value is then associated with each movement at step ݅. The movement that led to 
the best final density is then chosen in order to move to step ݅ ൅ ͳ. 
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4.2. A two-stage look-ahead heuristic for packing spheres into a bin of fixed dimensions 
In this section, a new idea is presented in order to enhance the result obtained by the basic look-ahead principle 
described above. Instead of trying one movement at each time in the look-ahead, the proposed strategy tries two 
movements. The objective is to enlarge the search space and this allows trying new solutions that are not explored 
by the standard look-ahead. This may then improve the solution quality. In the other hand, only half of the positions 
are tested in each stage in order to save computation time. The obtained algorithm is denoted by TSLA (Two-Stage 
Look-Ahead) and is given in Fig.  4. 
Input: Instance ࡿ containing ݊ spheres and a bin ܤ of fixed dimensions. 
Output: The best solution that has the best final density ݀݁݊ݏ݅ݐݕכ. 
1. Set ࡿ୧୬ ൌ ׎ and ࡿ୭୳୲ ൌ ࡿ; 
2. Compute set ࡼ that contains the possible positions for spheres of ࡿ୭୳୲ ; 
3. Set ݀݁݊ݏ݅ݐݕכ ൌ Ͳ; 
4. Set ݅ ൌ Ͳ; 
5. while (ࡼ ് ׎) do
6. Sort positions of set ࡼ in decreasing order of their hole degreeߣ; 
7. for each of the half first positions ݌ א ࡼ do
8. Let ࡿ୧୬ᇱ ՚ ࡿ୧୬ ,  ࡿ୭୳୲ᇱ ՚ ࡿ୭୳୲ and ࡼԢ ՚ ࡼ; 
9. Place the next sphere ݏ௜ାଵᇱ א ࡿ୭୳୲ᇱ  inside ܤ at position ݌; 
10. Update sets ࡿ୧୬ᇱ ǡ ࡿ୭୳୲ᇱ   and  ࡼǯ; 
11. for each of the half first positions ݌ǯ א ࡼǯ do
12. Let ࡿ୧୬ᇱᇱ ՚ ࡿ୧୬ᇱ  ,  ࡿ୭୳୲ᇱᇱ ՚ ࡿ୭୳୲ᇱ and ࡼԢԢ ՚ ࡼԢ; 
13. Place the next sphere ݏ௜ାଶᇱᇱ א ࡿ୭୳୲ᇱᇱ inside ܤ at position ݌ǯ; 
14. Update sets ࡿ୧୬ᇱᇱ ǡ ࡿ୭୳୲ᇱᇱ   and  ࡼԢԢ; 
15. Set ݀݁݊ݏ݅ݐݕ = 3DMHD(ࡿ୧୬ᇱᇱ ǡ ࡿ୭୳୲ᇱᇱ ǡ ࡼԢԢ); 
16. if (݀݁݊ݏ݅ݐݕ ൐ ݀݁݊ݏ݅ݐݕכ) then 
17. ݀݁݊ݏ݅ݐݕכ ൌ ݀݁݊ݏ݅ݐݕ ; 
18. end if 
19. if (ȁࡿ୧୬ᇱᇱ ȁ ൌ ݊) then 
20. exit with optimal solution; 
21. end if 
22. end for
23. end for 
24. Let ݌כ be the position in ࡼ that led to the best final density at step ݅; 
25. Pack the next sphere ݏ௜ାଵ inside ܤ at position ݌כ; 
26. Update sets  ࡿ୧୬ , ࡿ୭୳୲ , and  ࡼ; 
27. Set  ݅ ൌ ݅ ൅ ͳ; 
28. end while 
Fig.  4 The two-stage look-ahead algorithm for packing spheres (TSLA) 
Algorithm TSLA considers an instance ࡿ containing ݊ spheres to pack inside a bin ܤ of fixed dimensions. The 
algorithm returns the best solution that corresponds to the best density obtained after the placement of a subset of 
spheres of ࡿ. At step 1, set ࡿ୧୬ is set to the empty set and ࡿ୭୳୲ contains the ݊ spheres of ࡿ. The set of position for the 
placement of the first sphere is computed at step 2 where only positions at the bottom-left-back corner in the bin are 
considered. The best density obtained so far (݀݁݊ݏ݅ݐݕכ) is set to 0 at step 3, this value is updated every time a better 
solution is obtained. Step 4 sets counter ݅, indicating the number of placed spheres, to 0. The main loop of algorithm 
TSLA starts at line 5, so instructions between lines 6 and 27 are executed until the set of corner positions ࡼ becomes 
empty meaning that no new sphere can be placed inside bin ܤ or when an optimal solution is obtained (all the 
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spheres where successfully packed). At line 6, the set of positions is sorted in decreasing values of their hole degree 
value (ߣ).  
Another loop (lines 7-23) that serves to test each of the half first positions of set ࡼ takes place, this corresponds 
to the first stage of look-ahead. After choosing a position ݌  from ࡼ, a copy of the current partial solution is 
generated at line 8 and the next sphere ݏ௜ାଵᇱ is placed inside ܤ at position ݌ (line 9). Sets ࡿ୧୬ᇱ ǡ ࡿ୭୳୲ᇱ  and ࡼǯ are then 
updated (line 10) by moving the new inserted sphere from ࡿ୭୳୲ᇱ  to ୧୬ᇱ , removing corner positions that overlaps the 
new sphere, and finally by computing new corner positions with the new inserted sphere. The second stage of look-
ahead starts with the third loop (lines 11-22). Here, each of the first half positions in set ࡼǯ is considered. So for each 
considered position ݌ǯ א ࡼǯ we generate a copy ࡿ୧୬ᇱᇱ ǡ ࡿԢ୭୳୲ᇱ  and ࡼԢԢof the current partial solution (line 12) and the next 
sphere ݏ௜ାଶᇱᇱ  is placed inside ܤ at position ݌ǯ (line 13). The different sets are then updated at line 14. The greedy 
heuristic 3DMHD (described in Fig.  3) is then called at line 15 in order to compute a final solution by starting with 
the partial current solution ሼࡿ୧୬ᇱᇱ ǡ ࡿ୭୳୲ᇱᇱ ǡ ࡼᇱᇱሽ. 3DMHD returns the final density obtained. If this density if better than 
the best known density ݀݁݊ݏ݅ݐݕכ then this value is updated (line 17) and if all the spheres were packed inside the 
container (ȁࡿ୧୬ᇱᇱ ȁ ൌ ݊) then algorithm TSLA exits with an optimal solution at line 20. 
After executing the two stages, algorithm TSLA selects the corner position ݌כ א ࡼ that led to the best final 
density in order to place the next sphere ݏ௜ାଵ (line 25). Sets ࡿ୧୬, ࡿ୭୳୲, and  ࡼ are then updated at line 26 by taking 
into account the new inserted sphere. Counter ݅, indicating the number of spheres placed, is incremented at line 27
5. Computational results 
The different algorithms and procedures were code in C++ and executed under Linux environment on a computer 
with a 2.4 GHz processor. In the first step, six instances proposed by Kubach et al.7 are considered, each instance is 
strongly heterogeneous, meaning that all the radii are different. These instances are divided into two subsets: 
x KBG1, KBG2, KBG3 : three instances containing 30 spheres 
x KBG7, KBG8, KBG9 : three other instances that contain 50 spheres 
The results obtained by the proposed algorithm (TSLA) are compared to those obtained by algorithm B1.6 
(Kubach et al.7) that was also executed on a 2.4 GHz processor and the computation time limit is set to 60 minutes 
for each algorithm. 
In order to show the behavior of the proposed algorithm, six other instances, denoted by SYS1KP-SKS6KP were 
also generated. These instances are in fact an adaptation of the SYS instances, proposed by Stoyan et al.12 to the 
strip packing case where the objective is to place all the spheres into a parallelepiped of minimum length (the depth 
and the height are fixed). The SYSKP instances are strongly heterogeneous and contain between 25 to 60 spheres. In
order to obtain “good” instances for the knapsack case, the length was fixed in these new instances to a tight value 
(ܮ ൌ ͷ) as indicated in Table 3. Indeed, with this value for ܮ, it is not possible to place all the spheres inside the bin 
because the total volume of the spheres is greater than the volume of the bin in each instance. Finally, it is to note 
that since SYSKP instances are new, no comparison can be done with other existing methods. 
Table 2 contains the results obtained on the six KBG instances. Algorithm B1.6 uses a look-ahead strategy that is 
combined with starting configurations. A starting configuration consists in algorithm B1.6 to place two spheres 
inside the bin and then call the look-ahead strategy. So B1.6 is a direct adaptation of algorithm B1.5 (Huang et al.6)
used for packing circles inside a rectangular container, the only difference is that B1.6 generates more starting 
configurations than B1.56. Moreover, B1.6 uses a parameter denoted by “߬” that indicates the proportion of corner 
positions evaluated by the look-ahead at each level. Two values were used: ߬ ൌ ͲǤͺ, meaning that 80% of the 
positions are tested by the look-ahead and ߬ ൌ ͳ meaning that all positions are evaluated. So, in fact, B1.6 was 
executed during 60 minutes with each value for parameter ߬. Note that the proposed algorithm (TSLA) does not use 
starting configurations and the look-ahead uses two stages (levels) than one as indicated in Fig.  4. Finally, TSLA 
considers only half of positions at each stage. The algorithm is executed during 60 minutes for each instance.
The first column in Table 2 indicates the name of the instance. Column 2 contains the size (number of spheres). 
The three following columns (3-5) give the dimensions (height, depth, and length) of the bin. Column 6 shows the 
result obtained by algorithm B1.67 with parameter ߬ ൌ ͲǤͺ. The next column indicates the result of B1.6 when ߬ ൌ
ͳ. 
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Table 2. Results obtained by the different algorithms on the KBG instances (computation time limit = 60 minutes)
B1.6 (߬=0.8) B1.6 (߬=1) Algorithm TSLA
Instance n H D L Density (%) Density (%) Density (%) n' t*(sec)
KBG1 30 10 10 11.103 53.657 55.001 55.001 30 72
KBG2 30 10 10 1.990 30.071 30.071 30.071 30 <<1
KBG3 30 10 10 17.785 52.154 52.375 52.625 28 1340
KBG7 50 10 10 13.710 55.000 55.000 55.000 50 136
KBG8 50 10 10 2.207 46.406 46.517 46.342 41 1604
KBG9 50 10 10 27.965 52.540 53.173 53.662 48 2970
Average 48.305 48.690 48.783
Column 8 in Table 2 gives the density obtained by the proposed algorithm TSLA, the values in bold characters 
indicate that the results improve or match those obtained by B1.6. The next column (݊ᇱ) corresponds to the number 
of spheres placed by algorithm TSLA (when ݊ᇱ ൌ ݊, then the solution is optimal). Finally, the last column (ݐכ) is the 
cumulative computational time (in seconds) that TSLA needs to reach the best result indicated in column 8.
From the results of Table 2, we can see that the proposed algorithm improves or reaches the best known result in 
five cases. B1.6 is better only on instance KBG8. The two algorithms (B1.6 and TSLA) reach the optimal solution 
for instances KBG2 and KBG7 since all spheres were successfully placed. Algorithm TSLA obtains also a better 
average density (48.783) than B1.6 (48.690).
Fig.  5 displays the solution obtained by the proposed algorithm TSLA on instance KBG3 (a) where the number 
of spheres is equal to 30 and (b) on instance KBG9 where the number of spheres is equal to 50. These two results 
improve the best known ones previously obtained by algorithm B1.6.
Table 3 contains the results obtained by algorithm TSLA on the new generated instances SYSKP. The 
computation time limit is set to 60 minutes. Column Density(%) shows the solution obtained and ݊ᇱ  gives the 
number of packed spheres in each case. The last column “ݐכ” indicates the time that TSLA needs to compute the 
best solution. Note that the computation time to find the best solution does not exceed 300 seconds.
Fig.  6 shows the solutions obtained by TSLA on the two largest SYSKP instances (SYS5KP and SYS6KP) that 
contain 50 and 60 spheres respectively.
(a) (b)
Fig.  5 Result obtained by algorithm TSLA (a) on instance KBG3 (density=52.713%) and (b) on KBG9 (density=53.324%)
(a) (b)
Fig.  6 Result obtained by algorithm TSLA (a) on instance SYS5KP (density=55.757%) and (b) on SYS6KP (density=56.960%)
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Table 3. Results obtained by TSLA on the six new instances SYSKP (computation time limit = 60 minutes) 
TSLA
Instance n H D L Density (%) n' t* (sec)
SYS1KP 25 6.9 5.5 5.0 53.008 15 1.5
SYS2KP 35 7.9 6.5 5.0 55.358 25 7
SYS3KP 40 6.9 5.5 5.0 55.086 23 11.6
SYS4KP 45 9.9 8.5 5.0 54.048 29 174
SYS5KP 50 9.9 8.5 5.0 55.757 32 195
SYS6KP 60 9.9 8.5 5.0 56.960 36 300
6. Conclusion 
In this work, a two-stage look-ahead based heuristic was proposed for the problem of packing spheres inside a 
three-dimensional bin of fixed dimensions. The results obtained on a set of instances taken from the literature 
showed that the algorithm is able to match or improve the majority of the best known solutions in the literature. 
The problem studied in this work concerns strongly heterogeneous spheres (Knapsack problem) because it is 
well-known that the MHD heuristic is designed for packing items of different sizes and does not provide good 
solutions when the items are weakly heterogeneous. So it will be interesting to adapt the MHD heuristic or design 
another one able to tackle this type of instances. Other tools could also be used in order to make the algorithm faster 
such as managing positions associated with equal-sized spheres and saving the different paths followed by the 
method in order to avoid paths already explored in previous steps. 
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