In this paper we systematically compare forecasting accuracy of hypothesis testing procedures with that of a model combining algorithm. Testing procedures are commonly used in applications to select a model, based on which forecasts are made. However, besides the well-known difficulty in dealing with multiple tests, the testing approach has a potentially serious drawback: controlling the probability of Type I error at a conventional level (e.g., 0.05) often excessively favors the null, which can be problematic for the purpose of forecasting. In addition, as shown in this paper, testing procedures can be very unstable, which results in high variability in the forecasts.
Erratum
The original version of this article contained several font errors. The figure numbers were restored in a corrected version on January 9, 2008.
Introduction
How to choose the "best" among a number of candidate models (e.g., ARMA models with different orders) is one of the most important issues associated with time series modelling. It is interesting to note that statisticians and econometricians tend to have different preferences over this (Chatfield 2001, p. 47) . Statisticians seem to count more on various information criteria like AIC (Akaike, 1973) while econometricians like to apply a series of tests to compare the competing specifications. At this time, to our knowledge, there does not seem to be a clear understanding on the advantage/disadvantage of these approaches of model selection.
In the meanwhile, although identification of the "best" model is an important task, for the purpose of forecasting, particularly point forecasting, as is our focus in this work, combining forecasts from different models is a reasonable alternative to selecting one from them.
Model Selection Procedures
Let Y 1 , Y 2 , ... be a time series. At time n for n ≥ 1, we are interested in onestep ahead point forecasting of the next value Y n+1 based on the observed values of Y 1 , ..., Y n .
Given a number of candidate models, usually a certain model selection procedure is applied to find the true or best model, which is then used for forecasting.
Information criteria for model selection are typically based on minus the maximized log-likelihood plus a penalty function of the number of parameters in the model. Classical pair-wise testing is an alternative. Bauer, Pötscher and Hackl (1988) proposed a multiple testing procedure for inferring the dimension of a general finite-dimensional model. The procedure boils down to simultaneously testing each regression parameter by t-test in the case of standard linear regression model. Pötscher (1991) investigated the asymptotic properties of parameter estimators that are based on a model selected by means of a multiple testing procedure, which tests M(p−1) against M(p), M(p − 2) against M(p − 1), . . . , until the test produces a suitably small p-value or stop at the smallest model. Here M(p) denotes the model with p parameters.
In our view, the testing approach for model selection, as is typically used in applications, has the following drawbacks for forecasting.
First, testing procedures usually assume that there is a true model existing among the candidate models and it performs better than the others. As Granger, King and White (1995) pointed out, also echoed in Swanson and White (1997) and Swanson and Zeng (2001) , the customary application of controlling the probability of type I error causes testing procedures unduly favor the null hypothesis. While there is no objective guideline for the choice of the size of each test, the trade-off between type I and type II errors has an unclear effect on forecasting accuracy.
Second, one also faces the challenging issue of multiple testing. Due to the sequential nature of the testing procedures, a different sequence of tests often produces different results and there is no well grounded guideline on the choice of the sequence in the literature. Generally, there is little one can say about the overall probability of error of the final decision.
The third drawback associated with hypothesis testing is its instability. With a small or moderate number of observations, as is expected, models similar to each other are usually hard to be distinguished from each other. Thus testing procedures often have to make a tough decision with a borderline p value. A slight disturbance of the data may result in the choice of a different model other than the original or the "true" one. Forecasts based on these procedures can thus be quite unstable, as will be seen in section 3. The use of information criteria shares this drawback as well.
Combining: An Alternative?
An alternative choice is to combine the candidate models.
A reason for model combining is that it can reduce the prediction risk when it is difficult for the testing procedures to choose the true or the best model. Note that this motivation of combining is quite different from the one that is typically considered in the literature, which focused on improving the candidate forecasts (see Clemen, 1989 , and Hendry and Clements, 2004 for references and some recent results). In that direction, for instance, econometricians have been combining structural models and non-structural models. For example, applications of forecast combining on agricultural commodity prices in the U.S. using forecasts from time series models, structural models, and expert opinion can be found in Bessler and Brandt (1981) and Brandt and Bessler (1981) . Granger and Ramanathan (1984) suggested that two common restrictions in the practice of linear combining, i.e., the sum of the weights equals one and that the intercept term is restricted to be zero, should be relaxed sometimes. Liang (1995) made a critical evaluation of several macroeconomic forecasting procedures and showed that forecast accuracy can be improved significantly when the candidate models are combined together. Li and Tkacz (2004) suggested that the practice of forecast combining by nonparametric weighting can yield lower forecast errors. Elliott and Timmermann (2005) proposed a forecast combining method that allows the combining weights to be driven by regime switching in a latent state variable. See Timmermann (2005) for a review on combining forecasts that includes recent and current work on the topic.
In a different direction, Yang (2001 Yang ( , 2004 argued that combining (mixing) forecasts from very similar models also has its own value. While the true (or the best) model can never be revealed with certainty, combining can manage to reduce variability that arises in the forced action of selecting a single model, as was demonstrated by Zou and Yang (2004) on model selection information criteria. Indeed, the goal of forecasting does not have to share the possible pain in deciding the "best" model. In this work, we will focus on such a case (where combining is not expected to beat the best but unknown candidate), and investigate the relative performance between model combining and model selection via hypothesis testing. This paper is not intended to discredit testing procedures in general. Testing competing hypotheses to identify the true model (when it makes good sense) is important to understand structural relationships. Forecast combining will not necessarily be beneficial when the null and the alternative are so distinctive from each other that testing procedures can make a sound decision with ease. Instead, we argue that, when the accuracy of point forecast is the major concern, model combining should be considered as an alternative to testing between different specifications. This is particularly true if the testing procedures are sensitive to changes in sample size and/or to random disturbances.
The rest of the paper is organized as follows. In section 2, we present the testing and combining methods to be compared in this work. Three stability measures of testing procedures are studied in section 3. We give results of several simulations on the comparison of testing and combining in the simple setting of white noise versus AR(1) in section 4. More general cases and examples of real data are studied in section 5. Section 6 gives our conclusions and possible new research directions. 
Some Preliminaries

Evaluation of Forecasting Accuracy
For comparing forecasts, we can remove the second term since it is the same for all forecasting procedures. Therefore, we may consider the loss function:
and the corresponding risk is
Suppose δ is a forecasting procedure that yields forecasts Y 1 , Y 2 , ... at times 1, 2 and so on. The sequential average net mean square prediction error AN M SEP (δ; n 0 ; n) for forecasting Y between times n 0 + 1 and n + 1 is defined by Zou and Yang (2004) as:
When n 0 = n, it is denoted NMSEP(δ; n). AN M SEP and NMSEP will be used to evaluate forecasting performance in our simulation studies.
When evaluating forecasting procedures based on a real data set of size n with the first n 0 values used as the initial training data, we will consider the (sequential) average square error in prediction :
as a performance measure of a forecasting procedure. ASEP can be computed based on the data alone.
Note that for evaluating multi-horizon forecast accuracy, the predictive density evaluation tests summarized in Corradi and Swanson (2006) could be used but it is beyond the scope of this work.
Testing Procedures
Several Commonly Used Testing Procedures
Testing theories have provided us a variety of methods, even when we focus our attention on time series models.
One of the most widely used methods in testing white noise against AR(1) is the Durbin-Watson test (Durbin and Watson, 1971) . It is reasonably powerful but has a well-known inconclusive region.
Lagrange multiplier test proposed by Breusch (1978) is a less restrictive procedure. It tests the null hypothesis of no auto-correlation against the alternative of an AR or MA model of a given order.
Another testing procedure, which is asymptotically equivalent to the Lagrange multiplier test, is the Portmanteau Q test (Box and Pierce, 1970) based on an approximate chi-square statistic. Ljung and Box (1979) provided a refinement of this test using a better approximation.
Likelihood ratio tests can be applied when the models are nested (e.g., Pötscher, 1991) . One can also use the Whittle's variance-ratio test (Whittle, 1952) , which is based on estimating both the null hypothesis and a more general or overfitted alternative. McAleer 
Testing Procedures to be Applied in this Paper
Testing white noise against AR(1) model Though this problem looks simple, it is important since AR(1) represents a large family of auto-correlated series, just as ARMA(1,1) being used in Andrews and Ploberger (1996) to provide "parsimonious representations of a broad class of stationary time series".
Let γ denote the auto-correlation coefficient and γ be its sample version. We formalize N test for testing H 0 : γ = 0 vs. H 0 : γ = 0 as:
Reject the null when | γ| is greater than
, otherwise conclude the series is white noise.
Note, n is the length of the series, α denotes the pre-determined significance level, z τ = Φ −1 (τ), where Φ(·) is the cumulative density function of a standard normal distribution. This test is equivalent to a Q test with p set as one due to the obvious relationship between chi-square distribution and normal distribution. The Ljung-Box modified version of Q test is to:
Reject the null when
Testing AR(p) and MA(q) models Suppose we are trying to find out the best model among white noise, AR(1), · · · , AR(p) (p > 1) using the testing approach. We consider three natural ways to do multiple tests. The first starts from testing AR(p − 1) against AR(p), reject the null and conclude that AR(p) is the true model if it gives a significant p-value, otherwise we will proceed to test AR(p − 2) against AR(p), and so on until we find out a significant p-value. We conclude that the series is white noise if none of the tests turns out to be significant. We call this method LRT1 hereafter.
The second is to compare the models sequentially down by testing AR(p− 1) against AR(p), AR(p − 2) against AR(p − 1) and so on until there is a significant p-value. Conclude that the series is white noise if none of the tests turns out to reject the null hypothesis. This procedure is labeled as LRT2 and was studied, e.g., in Pötscher (1991) .
We also can compare the candidate models sequentially up by testing white noise against AR(1), AR(1) against AR(2), until we reach AR(p − 1) against AR(p) or one of the nulls is accepted. We call this method LRT3.
Similarly, we define LRT1, LRT2 and LRT3 for MA(q) models. Note that LRT2 and LRT3 are similar to backward and forward stepwise selections in regressions.
Our plan We will compare the testing procedures and a model combining algorithm named the Aggregated Forecast Through Exponential Reweighting (AFTER) in terms of forecast accuracy under three scenarios. AF-TER will be introduced in section 2.3. Note that in our context of ARIMA modeling, since the best linear combination of the models is just one of the candidate models, the combining methods in the forecasting literature (which are designed to improve the individual forecasts) are not intended to be helpful.
The first scenario is white noise versus AR (1) . We compare N test, Ljung-Box Q test (LB-Q test), and likelihood ratio test with AFTER.
The second is for more flexible time series models, and we use the aforementioned three likelihood ratio test procedures to select a model while using AFTER to combine all the p + 1 models. Monte Carlo simulations are used to evaluate forecasting performance.
We also compare the performance of testing procedures and AFTER using several real data sets.
AFTER Algorithm for Forecast Combining
Yang (2004) proposed the AFTER algorithm to combine different forecasts. He examined its theoretical convergence properties and proved that it asymptotically performs as well as the (unknown) best candidate procedures.
To combine J candidate forecasting procedures ∆ = {δ 1 , δ 2 , ..., δ J }, at each time n, the AFTER algorithm looks at their past performances and assigns weights adaptively as given below. Based on Y 1 , · · · , Y k , let v j,k denote the estimate of the error variance and y j,k the one-step-ahead forecast of Y k by procedure δ j .
Let W j,1 = 1/J and for n ≥ 2, let
and then combine the forecasts byŷ * n = Jĵ =1 W j,n y j,n . Note that the combined forecast is a convex combination of those forecasts made by the candidate models. The weighting in equation (1) has a Bayesian interpretation. If we view W j,n−1 , j ≥ 1 as the prior probabilities on the procedures before observing Y n−1 , then W j,n is the posterior probability of δ j after Y n−1 is seen. However, AFTER is not a formal Bayesian procedure in nature as no prior probability distributions are considered for the parameters.
The initial uniform weighting can be modified to improve forecasting efficiency. The idea is to assign higher weight for those procedures that have been predicting more accurately in the past (assuming there are training data available). Simulations show that by doing so, the overall forecasting efficiency can be improved. See section 4.2 for some details. A theoretical result similar to Theorem 2 of Yang (2004) holds. We mention briefly that under the conditions outlined in Theorem 2 of Yang (2004), assuming the conditional variance of the innovation is constant, i.e., σ 2 , for all i, which is the case for the AR models considered in this work, we have:
where δ * denotes the combining procedure and c is a constant. When the initial weighting puts a higher weight on the best procedure, the risk bound improves the one in Yang (2004).
Measuring Stability of Testing
Testing as an approach of model selection can be very unstable. Zou and Yang (2004) proposed two approaches for measuring instability of model selection, which we borrow here for the new context of testing with some further developments. Since a testing procedure aims at finding the "true" data generating process, if its selection is unstable, its ability to choose the "true" model is in doubt. This section also discusses related theoretical issues. Empirical results will be given later in section 5.
Sequential stability
One idea of measuring stability of testing is to examine its consistency in selection at slightly different data sizes. Suppose that the model k n is accepted by a testing procedure based on all the observations
. Let L be an integer between 1 and n − 1. For each j in {n − L, n − L + 1, ..., n − 1}, let k j denote the model selected by the testing procedure based on the data
. Then let κ be the relative frequency of the number of times that the same model ( k n ) is chosen, i.e.,
where I {} denotes the indicator function. The rationale behind κ is that removing a few observations should not cause any significant changes for a stable model selection procedure. Thus with a relatively small L, if κ is substantially smaller than 1, it indicates instability of the testing procedure. We provide a theoretical property of the κ measure here. Recall that a model selection procedure is said to be consistent if its probability of selecting the true model goes to 1 as the sample size goes to ∞. As is well-known, BIC (also called SIC) (Schwarz (1978) ) and HQ (Hannan and Quinn (1979) ) criteria are consistent in terms of model selection.
The proof of the theorem is given in the appendix. Based on this result, if κ is much smaller than 1, we have a strong reason to doubt that the selected model is true.
Testing procedures can be very unstable in terms of κ measure for some data sets. In our simulation, we sometimes get zeroes of κ. This phenomenon seems to be related to the significance level. When a testing procedure chooses a certain model based on the original data set with a p-value very close to the significance level, it is possible to reject all the models based on shortened data sets. The κ measure gives very useful information regarding how much we can trust the selected model. Figure 1 is the κ measure of LRT 1, LRT 2 and LRT 3 with AR models up to order 8 as the candidates and the true models are AR(1) with auto-correlation coefficient γ varying from zero to one and series length of 20 and 50 respectively. L is set as 20% of the series length. The figure shows that the testing procedures are more stable for longer series or series generated with autocorrelation coefficients near zero or one as intuition suggests. In this case, LRT 3 is relatively better, possibly because it selects upward thus more candidate models does not appear to cause a big loss in stability.
Perturbation stability
Another approach is to measure stability in model selection through perturbation. The idea is that if a model selection procedure is stable, a minor perturbation of the data should not change the outcome dramatically.
Consider the ARMA model: 
. If the testing procedure is stable for the data, then when τ is small, the new model selection is most likely the same as before and the corresponding forecast should not change too much. Repeat the whole process a large number of times.
Stability in acceptance (or selection) For each τ, we record the percentage of times that the originally selected model is chosen again with the perturbations. Plot the percentage versus τ. If the percentage decreases sharply in τ, it indicates that the testing procedure is not able to get a stable decision, which in turn casts doubt on its ability of choosing the best model for forecasting.
We can summarize the stability plot numerically by the negative slope of the perturbation plot at τ = 0. For computing the slope, we may consider equally spaced k values for τ in the interval e.g. [0, 1 3 ] and run a linear regression of the first k observations of the percentage. In this work, we chose k to be 15. The regression is forced to pass through the point (0, 1). We define minus the fitted slope as φ S measure. If the φ S measure is too b ig, the results of the testing procedure are subject to doubt since it chooses different models (whether it is "true" or not) with even a small perturbation.
Instability in forecasting Stability in acceptance (or selection) of testing does not necessarily capture the stability in forecasting since different models may perform similarly well or bad in prediction. By averaging
over a large number (e.g. 200) of independent perturbations at size τ, whereỹ n+1 is obtained by the testing procedure again on the perturbed data, andŷ n+1 andσ are the forecast of Y n+1 and the estimate of error standard deviation based on the original data, Zou and Yang (2004) defined it as forecast perturbation instability at size τ for the given data.
Similarly to the φ S measure, we can summarize the instability in forecasting by regressing the first k instability values on the perturbation size and define the slope of the fitted line as φ F measure. The φ S and φ F measures are mostly determined by: the length of the series, the true data generating process, and the specific testing procedure applied (especially its size).
In a simulation with n = 30, when the true model is AR(1) with autocorrelation coefficient γ, the φ F measure is increasing in γ (see the first row of Figure 2) , which means the procedure is less stable against perturbation when γ is greater. The reason is that the measure is not only related to the instability in terms of selection, but also related to the instability due to the parameter re-estimation. As for φ S measure, similar to the κ measure, our simulation shows that with a true model of AR (1) , the testing procedures are less stable in terms of φ S measure when γ is in the center of [0, 1] interval (see the second row of Figure 2 ). In our setting, LRT 3 seems to be more stable than LRT 1 and LRT 2. 4.1 Do we need to identify the true model for forecasting?
Given two candidate models for a time series data set, when the two models are nested, it seems most natural to employ a testing procedure to assess which is more likely to be the one that generated the data (assuming at least one of them is correct). Even in this case, a serious concern with testing procedures is that identifying the true model is not necessarily in accord with the purpose of forecasting. Since the mean square error is composed of the squared bias and variance, a significant reduction in variance with a slight increase of bias as a trade-off may be better in terms of forecasting performance. This is illustrated in the comparison of white noise against AR(1) model, i.e., model 1: Y n = e n versus model 2: Y n = γY n−1 + e n , where {e i } are i.i.d. normally distributed with mean zero and variance σ 2 . Here we consider 0 ≤ γ < 1. We will see that at a given sample size when auto-correlation coefficient falls in a certain interval, the true model does not perform better.
Under white noise, the mean square prediction risk is clearly minimized when Y n+1 = 0. If the actual γ is nonzero, then the MSEP is
For model 2, with γ estimated by the sample correlation γ n , a natural forecast is Y n+1 = γ n Y n and then the MSEP is
For comparing performance of the two models, we can examine the ratio
We take σ 2 = 1 in the following analysis. From the appendix, based on a heuristic argument, there exists an approximate interval (0,
) for γ on which the true model (since γ is nonzero, model 2 is the true model) performs worse than the false one. The actual interval for a finite sample seems even wider though it is hard to identify it analytically.
Based on Monte Carlo simulations with 1000 replications for each choice of γ with n = 20, 50, 100, Figure 3 presents the graphs of the ratio defined above with respect to γ, which confirms the existence of the aforementioned interval. Using NMSEP(; 20), the upper left graph plots the risk ratio against γ, and the others focus on γ in the range from 0 to 0.45 with n = 20, 50 and 100.
From the graphs, it is clear that when γ is small, the wrong model performs better. The true model works better when γ grows larger. We also see that when n = 20, the critical value for γ is about 0.25, which is larger than 0.218 =
with n = 20. When n = 50, the critical value is closer to the value of 0.14 =
with n = 50. The expression provides a very close approximation of the critical value as 0.1 when n = 100.
Comparing Testing and AFTER
The existence of such an interval raises an interesting question that whether the testing procedure should pick out the true model as we usually presume as the goal of testing or should choose the "best" model for the purpose of forecasting. When the auto-correlation coefficient is within this interval, the testing procedure is in a dilemma since the true model is not the "best" model. It loses forecasting efficiency when it chooses the true model. We conduct a Monte Carlo simulation of 1000 replications with n equal to 30. Figure 4 shows the performance of testing and combining procedures when the test size is 0.01. We also present the results when the size is set as 0.05 and 0.1, in Figure 5 and Figure 6 respectively.
At the test size of 0.01, the testing procedures are too conservative to reject the null. Hence, they excessively favor the null. It is hard for those procedures to select the right model in this setting. Under AN M SEP (; 20, 50), the testing procedures performed significantly worse than AFTER. N test and LB-Q test perform better than AFTER only when γ is approximately less than 0.14, which means that they have selected the wrong model, an action they are not supposed to take. Zou and Yang (2004) noticed that, in their simulation comparing AF-TER with model selection criteria AIC, BIC and HQ, when the average risk AN M SEP is considered instead of NMSEP, the advantage of AFTER is stronger. They reasoned that smaller sample sizes involved in AN M SEP might account for this difference. Figure 4 shows that the advantage region of AFTER over test procedures measured by AN M SEP is indeed more than that measured by NMSEP. However, there is a noticeable difference compared to their case: for the LRT test, the situation is different when γ is close to one. Figures 5 and 6 show similar pattern when the size is 0.05 or 0.1. That is, the degree that LRT outperforms AFTER when γ is close to one is greater in AN M SEP than NMSEP. It seems that compared to N test and LB-Q test, LRT is more stable. The results also suggest that, as model selection methods, testing procedures and the use of information criteria can be quite different in forecasting performance. Note that the advantage region of AFTER shifts to the left and shrinks as the test size becomes larger. Clearly, this is related to the trade off between the two types of probability of error.
So far, for AFTER, we use equal initial weight for the candidate models. One can consider alternative initial weighting schemes that try to take advantage of the data available at the beginning. Figure 7 compares the performance of testing and AFTER with such a choice. Following the idea of encompassing test (e.g., Clements and Hendry, 1998, p. 232), we regress the true values on the forecasts based on AR(1) for the first 10 periods. We assign more weight (0.75) to model 2 if the slope is greater than 0.75; assign less weight (0.25) to the model 2 if the slope is less than 0.25; assign equal weight if slope is between 0.25 and 0.75. This procedure is labeled as M-AFTER. Figure 7 compares the perform in terms of AN M SEP (10, 20) and the size of the testing procedures is 0.05. It shows that the alternative initial weighting improves forecasting performance for a large enough γ (roughly γ 0.25) at the expense of worse performance for smaller γ.
Conditional usage of AFTER
In the previous sub-section we find an interval of γ where AFTER is superior to the testing procedures in the simulation setting. Then naturally one can consider applying AFTER when the estimate of γ falls into that region. We program a conditional usage of AFTER in simulation. First we randomly select a γ in [0.01, 0.91] and generate a time series of 30 observations, then we calculate γ. We obtain forecasts using AFTER, LB-Q, N and LRT . We also apply a conditional AFTER which uses the forecasts of AFTER if the estimate γ falls into the interval we have obtained in the earlier simulation (here we use a slightly shrunk approximation of [0.15, 0.45]), on which AFTER is showed to be superior to testing procedures. Otherwise, the forecast of LRT is used. Repeat this for 10000 times. The size of the tests is 0.05. Table 1 gives the AN M SEP risks of the competing methods when n 0 is 20 and 30 respectively. The numbers in the bracket are the corresponding standard errors. The table shows that the conditional AFTER improves the performance of AFTER. Generally speaking, when the best model is quite easy to detect, AFTER does not necessarily have advantage over testing procedures. Thus the overall performance of AFTER when γ is randomly chosen on the interval [0.01, 0.91] may not be better than testing procedures. However, conditional AFTER performs better since we take consideration of the disadvantageous region by using the forecast of LRT when γ falls on that region.
To illustrate the fact that AFTER is better when γ is at the center of the (0,1) interval, we programmed another simulation. First, γ is randomly selected from a uniform distribution on [0.05, 0.71], then we simulate a time series of 30 observations. After γ is calculated, we apply conditional AFTER if the estimate falls on the approximate interval [0.15, 0.45]. Repeat this simulation 10000 times. We obtain Table 2 , which shows that AFTER is superior to the testing procedures and the conditional application of AFTER again improved the performance of AFTER. 
Comparing Testing and AFTER for AR and MA Models
We consider more flexible high order time series models in this section. Real data sets are also to be used.
AR(p) models
Here the candidate models are AR models with orders up to 5 or 8. We fix the true error variance to be 1 (but this is unknown to the forecasting procedures) and focus on the three likelihood ratio testing procedures stated in section 2. AFTER begins weighting at the 20th observation. The length of the series is 50 and n 0 is set to be 20 or 50, corresponding to AN M SEP (δ; 20; 50) and NMSEP(δ; 50) respectively. The probabilities of choosing the right order is based on all the decisions that the testing procedures made in the simulation. The results for four cases are presented in Table 3 based on 1000 replications. 
Case 1
The true model is AR(1) with coefficient 0.8. When max p is 8, the probabilities of choosing the right order are 0.579, 0.767 and 0.921 for LRT 1, LRT 2 and LRT 3 respectively. When max p is 5, the probabilities become 0.811, 0.832 and 0.936 respectively.
In this case, AFTER has no advantage over the best testing procedure, LRT 3. The reason is that the coefficient 0.8 is fairly easy for a good testing procedure to pick out the true model. Note that enlarging the list of candidate models has a damaging effect on the testing procedures. The effects are surprisingly strong for LRT 1 and LRT 2, while LRT 3 and AFTER are much less affected.
Case 2
The true model is AR(2) with coefficient (0.5864, −0.15). When max p is 8, the probabilities of choosing the right order are 0, 0.098 and 0.086 for LRT 1, LRT 2 and LRT 3 respectively. When max p is 5, the probabilities become 0, 0.087 and 0.077 respectively.
In this case, AFTER has a significant advantage over the testing procedures (except under NMSEP measure with the maximum order 8 for LRT 3). The testing procedures perform very poorly in picking the right model. Note that including more models again greatly affected the performance of the forecast for LRT 1 and LRT 2.
Case 3
The true model is AR(3) with coefficient (0.7, −0.3, 0.2). When max p is 8, the probabilities of choosing the right order are 0, 0.102 and 0.012 for LRT 1, LRT 2 and LRT 3 respectively. When max p is 5, the probabilities become 0, 0.134 and 0.015 respectively.
Clearly, AFTER has an advantage over the testing procedures. It is interesting to note that though LRT 3 chooses the right model much less frequently than LRT 2, it performs slightly better than LRT 2 does.
Case 4
The true model is AR(4) with coefficient (0.9, −0.5, 0.2, 0.2). When max p is 8, the probabilities of choosing the right order for LRT 1, LRT 2 and LRT 3 are 0, 0.0235 and 0.003 respectively. When max p is 5, the probabilities are 0, 0.0415 and 0.005 respectively.
AFTER again performs better than the likelihood ratio tests.
Random Models
The setting here is that we compare testing procedures with AFTER based on randomly chosen AR models with n = 40 and n 0 = 20 with 200 replications for each model. The order is generated from a discrete uniform distribution between 1 and 6, then the coefficients are generated with continuous uniform distributions on [−2, 2] (discard the case if the coefficients do not yield stationarity and re-generate the coefficients until the stationary condition is satisfied for the randomly picked order). Three hundred models are generated in this way. Table 4 compares AFTER to LRT 1, LRT 2 and LRT 3 with candidate models ranging from white noise to AR(8). The result clearly shows that AFTER performs better than LRT 1, LRT 2 and LRT 3. Note that the standard error associated with LRT 3 are much larger than those for LRT 1 and LRT 2. Further examination shows that LRT 3 performed extremely poorly for some models, which accounted for the huge variability. Most of those models have one or more root(s) of the characteristic equation close to unity. AFTER is advantageous to LRT 3 for 67.7% of all the 300 models. The percentage is 98% and 75.3% for LRT 1 and LRT 2, respectively.
Data examples
We compare the three LRT procedures with AFTER using 3 data sets. AF-TER starts weighting at n 0 .
Data Set 1: U.S. Aggregate Income Data
This data set is the aggregated disposable income data from the National Income and Product Accounts Survey of Current Business by the Bureau of Economic Analysis, U.S. Department of Commerce. It is extracted from Greene (2000) . The data set has 127 observations. We differenced the data to remove trend. No significant seasonal component is found. The differenced data appears to be AR(4) series based on graphical inspections.
We fit this data set with AR models with order up to 8. The sequential stability κ (L = 15) are all 1 for LRT 1, LRT 2 and LRT 3. The perturbation measures reveal that LRT 3 is relatively stable in both selection and prediction. We take n 0 = 110. Table 5 showed that AFTER is slightly better than the best testing procedure, which is LRT3. This data set contains yearly data of U.S. agriculture output from 1960 till 1986. The source is the Economic Report of the President by the U.S. Government Printing Office and again obtained from Greene (2000) . The data set has 27 observations. To get a stationary series, we take logarithmic transformation and then difference it to remove the trend.
A graphical inspection suggests AR(2) model. We fit AR models with order up to 8. In this setting, the sequential stability κ (L = 5) is 0.4, 0.6 and 0.8 for LRT 1, LRT 2 and LRT 3 respectively, and the perturbation instability measures are higher compared to data set 1. Table 6 shows that the testing procedures perform significantly worse than AFTER. Note that AFTER has the smallest risk increment when max p increases from 3 to 8, which suggests that AFTER is preferred when the true order is uncertain and possibly high. This data set consists of 57 consecutive daily overshorts from an underground gasoline tank at a filling station in Colorado. It is extracted from Brockwell and Davis (1990), which suggested an MA(1) model for the data. We fit it with white noise and MA(q) models with order q up to 5 (8) .
The sequential stability κ (L = 15) is 1 for all the three likelihood ratio test methods when max q = 5. It is 0.27, 0.6 and 1 respectively when max q = 8. Note that when max q increases, which means that there are more candidate models, LRT 1 and LRT 2 are worse off. The percentages of risk reduction of AFTER over LRT 1, LRT 2 and LRT 3 are 54%, 36.7% and 41.9% for the case of max q = 8, and are 36.4%, 36% and 41.7% for the case 
Conclusions and Discussions
Hypothesis testing plays an important role in assessing hypotheses. However, despite its extensive use and an indispensable role in econometric applications, it may not be the best choice for the purpose of forecasting when there are multiple models to compare. The reason is that a testing procedure (at a conventional size) may excessively favor the null when it controls the probability of type I error, and furthermore, it can be very unstable, which casts doubt on its ability to pick out the "true" or "best" model as it intends to. We studied a simple situation where the true model may not be more efficient than a false model for forecasting. This also puts the testing approach for forecasting into an awkward position. The main contributions of the paper are:
• We have studied instability of testing procedures via several sensible measures. It is shown that the testing approach can be very unstable in terms of selection as well as forecasting.
• We have compared the performance of testing procedures and AFTER. It is found that AFTER performs better in most of the cases in our study when the testing procedures are unstable.
• The comparisons of the three LRT testing procedures on AR models are also informative. LRT 1 and LRT 2 are much more sensitive to the choice of candidate models. Our simulations suggest that LRT 3 should be preferred unless one or more of the roots of the characteristic equation of the true AR model is/are close to unity. In our simulation, LRT 1 is inferior for forecasting.
There is no doubt that forecast combining is a very useful technique to improve forecasting performance. The reasons why combining works have been given in a number of papers. Individual forecasts could be made based on partial information, in which case a proper combination can be better (e.g., Clemen, 1989) . Different modelling strategies, even if applied with the same information set, may capture different parts of the characteristics of the data and model combining, at least in principle, again can be advantageous over the best individual model. Furthermore, because structural breaks are not unusual among economic series and it is difficult to model them exactly, model combining provides a potential capability of better adaptation to such changes (e.g., Hendry and Clements, 2004) . While the potential advantages of combining have been discussed with many empirical demonstrations, the other side of the story has not been sufficiently addressed. Yang (2004) theoretically characterized the "price" one has to pay for combining procedures, which shows that combining can have a disastrous effect if the complexity of combining is not properly controlled. In addition, he argues that even if the ideal combination of the candidate forecasts happens to be one of the candidates, combining the models is still desirable, the advantage of which over model selection is shown in Zou and Yang (2004) and in this work as well.
On the other hand, it is also true that sometimes selecting a single candidate forecast properly (e.g., by testing) can be better than the combining methods. A real challenge to a forecaster is to know when to combine and when to select. The instability measures presented in this work seem to be useful indicators of the difficulty in selecting a good candidate forecast by the testing approach. When the instability in testing is high, AFTER can be used for a better forecasting accuracy.
The study leaves several questions open. Should a preliminary analysis be performed to eliminate bad models before combining by AFTER (c.f., Swanson and Zeng, 2001) ? If so, how should it be done? How can the instability measure be used quantitatively to decide whether the instability is too large due to model selection? Comparison of testing procedures and combining in time series models with explanatory variables is also of interest.
Appendix
Advantageous Region of the False Model:
In section 4.1, we try to find out when the false model is better for the purpose of forecasting. We know that by Bartlett's formula (Brockwell and Davis, 1996 p. 59), for AR(1) series, the estimate γ is approximately distributed as N(γ, n −1 w) for large n, where w is:
Heuristically, it seems that when n is very large γ is asymptotically independent of Y n (strictly speaking, this needs more rigorous statement and proof, which is beyond this work). Then we expect the ratio in (2) to be close to:
Therefore we can calculate (4) approximately as:
Set the ratio in (5) as unity, we get an approximate boundary of γ:
Furthermore, it is easy to see that the ratio in (5) is monotonously increasing in γ.
Therefore, there exists an approximate interval [0,
) for γ on which the true model performs worse than the false.
Proof of Theorem 1:
Note that since obviously κ ≤ 1, we only need to work with the lower bound direction. Let k * denote the true model, then:
It follows that for any 0 < ε < 1,
where the last inequality follows from the Markov inequality. Under the consistency assumption on the model selection criterion, we have P ( k j = k * ) → 0 as j → ∞. It then can be easily shown that
→ 0 for any choice of 1 ≤ L n ≤ n − 1. The conclusion of Theorem 1 follows.
