Abstract
Introduction
Computational grids hold great promise in utilizing geographically separated resources to solve large-scale complex scientific problems. The development of such grid systems has therefore been actively pursued in recent years [1, 3, 5, 8, 12, 13] . The Globus project [1] , in particular, has been remarkably successful in the development of grid middleware consisting of a general purpose, portable, and modular toolkit of utilities. A comprehensive survey of several grid systems is provided in [7] .
Examples of applications that could potentially benefit from computational grids are abundant in several fields including aeronautics, astrophysics, molecular dynamics, genetics, and information systems. It is anticipated that grid solutions for many of these applications will become viable with the advancement of interconnect technology in wide area networks. However, applications that require solutions to adaptive problems need dynamic load balancing during the course of their execution. Load balancing is typically accomplished through the use of a partitioning technique to which a graph is supplied as input. This graph models the processing and communication costs of the application. Many excellent partitioners have been developed over the years; however, the most successful ones are multilevel in nature [9, 10, 18] that contract the input graph by collapsing edges, partition the coarsened graph, and then refine the coarse graph back to its original size.
Although some research has been conducted to analyze the performance of irregular adaptive applications in distributed-memory, shared-memory, and cluster multiprocessor configurations [14, 15, 16] , little attention has been focused on heterogeneous grids till date. In [6] , we proposed a multilevel partitioner, called MinEX, designed specifically for applications running in grid environments. MinEX operates by mapping a partition graph (that models the application) onto a configuration graph (that models the grid), while considering the anticipated level of latency tolerance that can be achieved by the application. Recently, this concept has been extended to heterogeneous grids [11] ; however, latency tolerance was not considered.
This paper provides several important extensions to the work presented in [6] . Our major contributions are to (i) demonstrate the practical use of MinEX with an actual application solver, (ii) present details of MinEX interaction with the application to improve performance in highlatency low-bandwidth grid environments, and (iii) compare MinEX performance to that of a state-of-the-art partitioner and establish the effectiveness of algorithms of this kind.
METIS [10] is the most popular multilevel partitioning scheme; however, it has some serious deficiencies when applied to grid environments. We enumerate these METIS drawbacks and indicate how they are addressed by MinEX:
METIS optimizes graph metrics like edge cut or volume of data movement and therefore operates in two distinct phases: partitioning and mapping. This approach is usually inefficient in a distributed environment. Instead, MinEX creates partitions that consider data remapping and strives to overlap application processing and communication to minimize the total application runtime. For heterogeneous grids, the processing and communication costs are non-uniform. Instead of assuming uniform weights (as METIS does), MinEX utilizes a configuration graph to model grid parameters such as the number of processors, the number of distributed clusters, and the various processing and communication speeds. The partition graph is mapped onto this configuration graph to accommodate a heterogeneous environment. Traditional partitioners like METIS do not consider any application latency tolerance capability to hide the detrimental effects of low bandwidth in grid environments. However, MinEX has the proper interface to invoke a user-supplied problem-specific function that models the latency tolerance characteristics of the application.
To evaluate MinEX and compare its effectiveness to METIS for heterogeneous grids, we implemented a solver based on the Barnes & Hut algorithm [2] for the classical N-body problem. Test cases of 16K and 256K bodies are solved. We simulate different grid environments that model 8 to 1024 processors configured in 4 or 8 clusters, having interconnect slowdown factors of 10 or 100. Results show that MinEX reduces the runtime requirements to solve the N-body application by up to a factor of 8 compared to those obtained when using METIS in heterogeneous configurations. Results also show that MinEX is competitive to METIS in terms of partitioning speed.
Preliminaries

Partition Graph
A graph representation of the application is supplied as input to partitioners so that the vertices can be assigned among processors in a load balanced fashion. Each vertex Ú of this partition graph has weights ÈÏ Ø Ú and ÊÏ Ø Ú , while each defined edge´Ú Ûµ between vertices Ú and Û has weight Ï Ø´Ú Ûµ . These weights refer respectively to the computation, data remapping, and communication costs associated with processing a graph vertex. Section 4.3 describes how they are computed for our N-body application.
Configuration Graph
To predict performance on a variety of distributed architectures, a configuration graph is utilized by MinEX. This graph defines the heterogeneous characteristics of the grid and allows appropriate partitioning decisions to be made. It contains a vertex for each cluster , where a cluster consists of one or more tightly-coupled processors. 
Time Unit Metrics
MinEX is unique in that its objective is to minimize application runtime. To accomplish this goal, the application partition graph is first mapped onto the grid configuration graph. The following three metrics are then used to measure computation, communication, and data remapping costs:
Processing Cost is the computational cost to process vertex Ú assigned to processor Ô in cluster , and expressed
Communication Cost is the cost to interact with all vertices adjacent to Ú but whose data sets are not local to Ô (assuming Ú is assigned to Ô). If vertex Û is adjacent to Ú, while and are the clusters associated with the processors assigned to Ú and Û, this metric is given by 
System Load Metrics
The following five metrics define values that determine whether the overall system load is balanced:
Processor Workload (ÉÏ Ø Ô ) is the total cost to process all the vertices assigned to processor Ô and is given by
Total System Load (ÉÏ ØÌÇÌ) is the sum of ÉÏ Ø Ô , over all È processors.
Average Load (ÏËÝ×ÄÄ) is ÉÏ ØÌÇÌ È .
Heaviest Processor Load (ÊÌ) is the maximum value of
ÉÏ Ø Ô over all processors, and indicates the total time required to process the application. Load Imbalance Factor (ÄÁ) represents partitioning quality, and is given by the ratio ÊÌ ÏËÝ×ÄÄ.
Partitioning Metrics
These metrics are used by MinEX to make decisions:
Ò represents the change in ÉÏ ØÌÇÌ that would result from a proposed vertex reassignment. A negative value indicates reduced processing after such a reassignment.
MinEX favors vertex migrations with negative or small
Ò that reduce or minimize the overall system load. Î Ö is the variance in processor workloads and is computed as Î Ö È Ô´É Ï Ø Ô ÏËÝ×ÄÄµ ¾ . The objective is to initiate vertex moves that lower this value. Since individual terms of this formula with large values correspond to severely unbalanced processors, minimizing Î Ö tends to improve system load balance.
MinEX Partitioner
The MinEX partitioner was originally introduced in [6] . In this paper, we present an overview of MinEX and introduce refinements that we have made since that earlier report.
MinEX can execute either in a diffusive manner [4] or it can create partitions from scratch [14] . The entire process occurs in three steps: contraction, partitioning, and refinement, similar to other multilevel partitioners. However, MinEX redefines the partitioning goal to minimizing ÊÌ rather than balancing partitions and reducing the total edge cut. In addition, MinEX allows applications to provide a function to achieve latency tolerance, if available.
Partitioning Criteria
Partitioning involves reassigning vertices from overloaded processors (ÉÏ Ø Ô ÏËÝ×ÄÄ) to underloaded processors (ÉÏ Ø Ô ÏËÝ×ÄÄ). To facilitate this process, MinEX maintains a list of processors sorted by ÉÏ Ø Ô that is updated after each vertex reassignment. Since a very small subset of processors change positions in this list after a reassignment, the overhead for maintaining it is acceptable.
Any reassignment that projects a negative ¡Î Ö value is executed. This is the basic partitioning criteria.
Reassignment Filter
The most computationally expensive part of MinEX is the requirement that each adjacent edge must be considered to determine the impact of potential reassignments. To minimize this overhead, we have added a filter function to estimate the effect of a vertex reassignment. Only those reassignments that pass through the filter are considered in accordance with the basic partitioning criteria (see Sec. 3.1). The filter utilizes edge outgoing and incoming communication totals of each vertex to estimate ÉÏ Ø values for the source and destination processors (Ò ÛÉÏ Ø Ö Ó Ñ and Ò ÛÉÏ Ø ØÓ ). The pseudo code shown in Fig. 1 then decides whether a potential vertex reassignment should be accepted.
The reassignment filter is designed to minimize increases in ÊÌ. It also rejects vertex reassignments that project a positive ¡Î Ö value. The Ì ÖÓÌ parameter acts as a gate to prevent reassignments that cause excessive increases in Ò. A low Ì ÖÓÌ could prevent MinEX from finding a balanced partitioning allocation, while a high value could converge to a point where runtime is unacceptable. Table 2 demonstrates the effectiveness of the reassignment filter for 8, 128, and 1024 processors, grouped into 8 clusters. The interconnect slowdown is set to 10. The partition graph represents N-body problems consisting of 16K and 256K bodies. We show the total number of vertex assignments considered (Total), the number of assignments that passed through the filter (Pass), and the number of potential reassignments that subsequently failed the basic partitioning criteria described in Sec. 3.1 (Fail). Results clearly demonstrate that the reassignment filter eliminates almost all of the edge processing overhead associated with reassignments that are rejected.
Application Interface
The partition graph is supplied by the application program while the configuration graph is created using Grid Information Services (GIS). The MinEX function signature is similar to that of METIS and is shown below:
void MinEX PartGraph (nvert, *adjcy, *cwgt, *ewgt, *vadj, *vwgt, *rwgt, *vown, *part, *ipg, *user) nvert number of nodes in the partition graph, adjcy adjacency list of vertices, 
Latency Tolerance
MinEX interacts with a user-defined function, called MinEX LatTol, if one is supplied, to account for possible latency tolerance that can be achieved by the application. This is a novel approach to partitioning that is not employed by existing partitioners, including METIS. The calling signature of this function is as follows:
double MinEX LatTol (*user, *ipg, *tot) user user-supplied options to MinEX PartGraph, ipg grid configuration, and tot projected totals computed by MinEX containing: (a) Ô, the processor to which this call applies, (b) ÉÄ Ò Ô , the number of vertices assigned to Ô, 
N-body Application
The N-body application is the problem of simulating the movement of a set of bodies based upon gravitational or electrostatic forces. Many applications in astrophysics, molecular dynamics, computer graphics, and fluid dynamics can utilize N-body solvers. The objective is to calculate the velocity and position of AE bodies at discrete time steps, given their initial conditions. At each step, there are a maximum of AE ¾ pairwise interactions of forces between bodies. Of the many N-body solution techniques that have been proposed, the Barnes & Hut algorithm [2] is perhaps the most popular. The approach is to approximate the force exerted on a body by a cell of bodies that is sufficiently distant using the center of mass and the total mass in the remote cell. In this way, the number of force calculations can be significantly reduced. The first step is to recursively build a tree of cells in which the bodies are grouped by their physical positions. A cell Ú is considered close to another cell Û if the ratio of the distance between the two furthest bodies in Ú to the distance between the centers of mass of Ú and Û is less than a specified parameter AE. In this case, all the bodies in Ú must perform pairwise force calculations with each body in Û. However, if Û is far from Ú, cell Û is treated as a single body using its total mass and center of mass for force interaction calculations with the bodies of Ú.
In this paper, we modify the basic Barnes & Hut approach to construct a novel graph-based model of the Nbody problem to integrate the application with MinEX and METIS. We then run the N-body solver to directly compare the runtime effects of both partitioning schemes in a distributed grid environment.
Overall Framework
At each iteration in the N-body application, a new or modified tree of cells is recursively constructed to allocate the bodies to cells. MinEX or METIS is then invoked to balance the load among the available processors of the grid. The solver then computes the forces, and updates the position and velocity of each of the bodies. The entire cycle is repeated for the desired number of time steps.
Tree Creation
The first step in solving the N-body problem is to recursively build an octree of cells. The process begins by in- 
Partition Graph Construction
When the tree creation phase of the Barnes & Hut algorithm is finished, a graph is constructed. This graph is presented to the MinEX and METIS partitioners to balance the load among the available processors. However, for METIS to execute successfully, must be somewhat modified to another graph Å (described later in Sec. 4.4).
For direct comparisons between the two partitioners, simulations are conducted with the modified graph Å . Each vertex Ú of corresponds to a leaf cell Ú (containing Ú bodies) in the N-body octree and has two weights, ÈÏ Ø Ú and ÊÏ Ø Ú . Each defined edge´Ú Ûµ has one weight, Ï Ø´Ú Ûµ . These weights (described in Sec. ÊÏ Ø Ú defines the cost of relocating cell Ú from one processor to another. Thus, ÊÏ Ø Ú Ú , since each of the bodies in Ú must be migrated.
Ï Ø´Ú Ûµ represents the communication cost when cell Ú is close to cell Û . In this case, the mass and position of each body in Û must be transmitted to the processor to which Ú is assigned. Thus, Ï Ø´Ú Ûµ Û if Û is close to Ú ; otherwise, it is 0. Note that edgé Ú Ûµ ¾ only if either Ú is close to Û or viceversa. Also, is a directed graph because Ï Ø´Ú Ûµ Ï Ø´Û Úµ if Ú Û , or whenever Û is close to Ú but Ú is far from Û . We do not model the cost to communicate the Û center of mass when Û is far from Ú because each processor contains the tree of internal nodes making these communications unnecessary.
Graph Modifications for METIS
The METIS partitioner has two limitations that must be addressed before its performance can be directly compared to that of MinEX. First, METIS does not allow zero edge weights; second, it is unable to process directed graphs. Zero edge weights occur in N-body partition graphs because cell Ú being close to cell Û does not necessarily imply that Û is close to Ú . N-body graphs are also directed because edge´Ú Ûµ has weight equal to the number of bodies in Ú whereas edge´Û Úµ has weight equal to the number of bodies in Û . These quantities are not necessarily equal.
To accommodate these two limitations of METIS, a modified graph Å is generated that is usable by both partitioning schemes. Å differs from in its edge weights:
Ï Ø´Ú Ûµ Ñ Ü´ Ú Û µ for all edges´Ú Ûµ. This ensures that the edges in Å have non-zero weights, and that Ï Ø´Ú Ûµ Ï Ø´Û Úµ .
Solution Algorithm
The force between two bodies (cells if they are far apart) are calculated using Newtonian gravitational formulae:
The position vector Ô Ü Ý Þ represents the location of body . The Euclidean distance between bodies and is given
The gravitational force between and in the Ü direction is given by Ü´ µ Ñ Ñ ´Ü Ü µ ´Ö´ µµ ¿ .
Here, is the gravitational constant, while Ñ and Ñ indicate the body masses of and . A small constant is added to Ö´ µ to prevent division by zero. Body forces in the Ý and Þ directions are similarly defined.
The acceleration vector Ü Ý Þ for is computed by dividing its total force by Ñ . It is then integrated to obtain the velocity vector Ú Ú Ü Ú Ý Ú Þ . A second integration on Ú provides the position of at the next time step. All integrations use the leap-frog method.
Parallel Implementation
We have implemented the N-body solver using a message passing model. Each processor contains the internal nodes of the Barnes & Hut tree so that excessive communication is avoided. The pseudo code in Fig. 3 indicates solver execution by each processor. The steps are designed so that the application can minimize the deleterious effects of low bandwidth. Basically, processors distribute data sets and communication information as early as possible so that computation can be overlapped with communication.
Broadcast changes to the Barnes & Hut tree
Relocate bodies based on the computed partition For each data set that is relocated to this processor Unpack and store the data Calculate forces between local close cells For each body assigned to this processor Transmit body and cell data of remote close bodies For each body assigned to this processor Calculate forces with local far cells While more position and mass data remain to be received Receive position and mass data Calculate forces using data received For each body assigned to this processor Integrate to determine new body position A reduction in communication is achieved by recognizing that position data need not be obtained for the bodies that have been relocated away from a processor during the time step. This is because the solver maintains position information for cells that were relocated in the current time step. MinEX automatically accommodates this optimization without special user interface logic.
Simulation Study
We use discrete time simulation to mimic a grid environment in which the N-body solver is executed. Communication is via message passing primitives similar to those in MPI. A configuration graph (defined in Sec. 2.2) is used to model the grid. Test cases containing 16K and 256K bodies that represent two neighboring Plummer galaxies about to merge [17] are considered. The partition graphs (defined in Sec. 2.1) for these test cases respectively contain 4563 and 14148 vertices, and 99802 and 236338 edges.
Graphs labeled in the following tables refer to the directed graph (see Sec. 4.3) and are used only by MinEX. METIS are run on Å to obtain direct comparisons between the two partitioning schemes. The METIS k-way partitioner, with its option to minimize edge cuts, is used.
The configuration graph is varied to evaluate performance over a spectrum of heterogeneous grid environments. The total number of processors (È ) varies between 8 and 1024, the number of clusters ( ) is either 4 or 8, while interconnect slowdowns (Á) are 10 or 100. Communication within clusters is assumed to be constant. Three configuration types (HO, UP, and DN) are used in our simulations. HO assumes that all processors are homogeneous and grouped evenly among the clusters with intra-connect and processing slowdown factors of unity. UP assumes processors in cluster have intra-connect and processing slowdown factors of ¾ ½, while DN assumes processors in cluster have intra-connect slowdown factors of ¾ ½ ¾ and processing slowdown factors of ¾ ½.
Multiple Time Step Test
This set of tests determines whether running multiple time steps are likely to significantly impact the overall performance. Table 3 
Scalability Test
To determine partitioner scalability, we process graphs of 16K and 256K bodies using the UP configuration containing between 16 and 1024 processors with and Á ½¼. Table 4 reports ÊÌ (in thousands of units) and
shows that scalability is good to 256 processors. 
Partitioner Quality Comparisons
Finally, we present results that extensively compare the quality of partitions generated by MinEX and METIS in terms of N-body application runtimes (ÊÌ) and load imbalance factors (ÄÁ). is not surprising given that METIS's strategy to minimize the edge cut is more effective in homogeneous grids. To improve MinEX performance in these situations, the partitioning criteria for vertex reassignments needs to be refined. This is an open research issue that needs to be addressed if one is to build successful general-purpose grid partitioners.
Note that MinEX running with graph is generally superior to running with graph Å . This is because models the solver more closely than Å does. For slow interconnects (Á ½¼¼), the advantage of MinEX over METIS is reduced because the communication overhead begins to dominate. If MinEX were refined to put a greater emphasis on minimizing the communication cut, it could probably retain more of its advantage over METIS in these cases.
Conclusions
In this paper, we have used the classical N-body application to evaluate our MinEX latency-tolerant partitioner designed specifically for heterogeneous distributed computing environments. MinEX has significant advantages over traditional graph partitioners. For example, its goal to minimize application runtimes, its ability to map applications onto heterogeneous grid configurations, and its interface to application latency tolerance information make it well suited for grid environments. In addition, MinEX can partition directed graphs with zero edge weights (which occur in graphs modeling N-body problems): a distinct advantage over popular state-of-the-art partitioners such as METIS.
Extensive simulations using an N-body solver showed that while MinEX produces partitions of comparable quality to those by METIS on homogeneous grids, it improves application runtimes by a factor of 8 on some heterogeneous configurations. The experiments demonstrated the feasibility and benefits of our approach to map applications onto grid environments, and to incorporate latency tolerance directly into the partitioning process. The simulations also revealed issues that need to be addressed if a general grid-based partitioning tool is to be realized. For example, the number of i/o channels per processor affects the actual runtime and load balance of the application. Additional schemes for reassigning vertices in a grid environment must be explored to achieve consistent results in all configurations. We are actively investigating these enhancements. 
