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Abstract
Computational engineering methods play a more and more important role in building
aircraft that move people and goods. Particular in high-speed civil air transport in-
creased usage of higher fidelity simulation tools are expected to enable greener designs
with a reduced environmental footprint. The challenge of including computational fluid
dynamics in aircraft loads and aeroelasticity is addressed herein. During the aircraft
design and certification process a tremendous number of dynamic responses to atmo-
spheric turbulence need to be analysed. Current industrial loads computations are
based on corrected linear potential flow methods which offer fast predictions but suffer
several drawbacks once aerodynamic non-linearities occur. Instead, aerodynamic loads
offered by computational fluid dynamics are highly accurate also at these non-linear
conditions. However, computational cost necessary for performing time-marching sim-
ulations makes these methods prohibitive for unsteady loads in an industrial context.
This work addresses how to efficiently introduce computational fluid dynamics based
aerodynamics during gust loads analysis. It is shown that using frequency domain
methods in conjunction with reduced order modelling techniques based on modal de-
composition and projection offer accurate models which can be analysed at low cost.
The three requirements of such an industrial gust loads process are, first, the need
for high accuracy, secondly, a significant reduction of runtime compared to unsteady
full order time-marching simulations, and thirdly, the ability to automatise the gener-
ation and solution process of the reduced model as well as the design and certification
process. Therefore, the linearised frequency domain method is extended towards gust
responses by altering the right-hand side forcing term. An aerodynamic reduced order
model is constructed by computing a modal basis using proper orthogonal decomposi-
tion and projecting the linearised equations afterwards. Finally, a coupled aeroelastic
model is obtained by combining the aerodynamics model with eigenmodes of the cou-
pled Jacobian matrix for the structural vibration and projecting the coupled linearised
equations. The final small sized aeroelastic model enables the inclusion of highly ac-
curate loads during time-critical gust loads analysis and provides the opportunity to
introduce these loads in a wider multidisciplinary context. Thus it is a substantial step
towards establishing computational fluid dynamics for unsteady aeroelastic analysis.
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Chapter 1
Introduction
Atmospheric turbulence, also referred to as gusts, resulting from sudden changes in
air velocity has been regarded as a significant risk to aircraft safety and human life
since the early days of flying [1–3]. Between 1964 and 1975 nearly 25% of all reported
accidents with either substantial structural damage or loss of life were gust related [4].
These serious or even fatal events in the past led to strict certification requirements
for turbulence encounter to ensure a high level of safety. Therefore, gust load analysis
became an integral part of any aircraft design programme. In fact, when analysing
accidents today, sudden changes in air velocity are still a threat, however, numbers are
vanishingly small compared to the overall number of flights.
The industrial gust load analysis process, driven by safety considerations in the past,
is well established and certified. However, aiming for greener aircraft with a reduced
environmental footprint, various paradigm changes have been proposed including more
lightweight structural design, modern composite materials or even completely new air-
craft concepts. Currently low-fidelity, panel-based, aerodynamic prediction methods
are applied which neglect crucial nonlinear aerodynamic effects. Thus, higher fidelity
data is used to correct unsteady low-fidelity loads. Ambitious future plans in the avia-
tion industry demand for better integrated and higher-fidelity aerodynamic modelling
approaches to accurately predict unsteady loads at transonic speeds and close to the
edge of the flight envelope.
The ever increasing computational power has made simulation techniques affordable,
which were beyond anything possible just a decade ago. Taking advantage of this, the
aviation sector strives towards virtual aircraft design and certification. The increased
usage of more accurate simulations not only reduces the need for expensive wind tunnel
and in-flight testing but, moreover, complex aerodynamic and aeroelastic problems can
be identified earlier during the design process. Thus, initial misjudgements which can
cause significant financial burdens or even failure of the whole aircraft programme can
be prevented. Finally, more accurate load predictions would allow reduced certification
safety margins making more radical concepts imaginable. However, increased fidelity
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in aerodynamic modelling offered by computational fluid dynamics (CFD) cause a
significant increase in computational cost, which is impractical in an industrial context.
Therefore, efficient model reduction techniques are necessary to incorporate CFD during
the routine gust load process and fully exploit the capabilities offered from increasingly
accurate aerodynamic prediction tools.
1.1 A Short History and Industrial Standards
The certification requirements for gust excitations developed between the early 1930s
and mid 1950s mainly due to increasing flight speeds, which led to more critical gust
encounter. Before this time, considering only forces arising from manoeuvres was as-
sumed to be sufficient to construct an airframe which can withstand all occurring in-
flight loads. Even before the 1930s, atmospheric turbulence and its impact on human
flight were investigated. Initial results were published as a NACA report in 1915, which
is extensively reviewed in [2]. In the first regulatory text, only sharp-edge gusts with a
fixed gust speed needed to be considered and airplane motion was generally neglected.
From the late 1930s onwards the gust velocities were linked to the aircraft speed to
account for different types such as gliders and larger commercial planes. In 1953 the
sharp-edge gust shape was replaced by the one-minus-cosine (1-cos) shape and also a
variation over altitude was introduced. A more in-depth review on the influence of gust
loads during the early years of flying can be found in [3].
Current certification requirements include discrete gusts, as defined by the afore-
mentioned 1-cos shape, and continuous excitations described for example by the von
Ka´rma´n spectrum [5]. Both need to be considered in vertical and lateral directions.
While gust lengths are defined independent of the altitude and aircraft configuration,
the gust velocity varies with respect to both parameters. A decrease in altitude causes
gust velocities to increase while the reverse effect is obtained for a decrease in aircraft
mass. Unsteady aerodynamic effects, elastic deformations as well as changes in flight
path need to be taken into account during the analysis. In addition, if a control sys-
tem is present also this needs to be included. Even though the gust related parts in
aircraft specifications differ slightly in wording between the Federal Aviation Adminis-
tration (FAA) and the European Aviation Safety Agency (EASA), they are essentially
equal. A detailed description of current EASA specifications is given in Appendix A
including the relations between mass properties, flight velocities and altitude.
Pioneering approaches to numerically investigate gust responses are based on in-
compressible potential flow theories for two-dimensional problems. While Wagner’s
function is used for motion-induced aerodynamic terms [6], the Ku¨ssner function of-
fers an analytical description of unsteady lift responses due to gust excitation in time
domain [7]. The frequency domain equivalents are the Theodorsen function for un-
steady airloads of a pitching and plunging aerofoil [8] and the Sears function for gust
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responses [9]. An early extension to three-dimensional compressible flow can be found
in [10]. No matter if aerodynamics are computed in time or frequency domain, loads
become inaccurate once compressibility effects need to be considered.
Currently, gust response analysis is based on potential theory due to the small
system size resulting in rapid turnaround times [11]. The most common approach is the
doublet lattice method (DLM) introduced in 1969 [12]. Lifting surfaces are discretised
into panels and a doublet of unknown strength is placed at the 1/4-chord line of each
panel. When computing the strength of each doublet a downwash point is placed on
the midspan at the 3/4-chord of each box at which the kinematic boundary condition
is enforced. Since linear superposition holds, all doublets can be evaluated together
leading to an integral equation. This equation can then be solved a several reduced
frequencies. For a more in-depth discussion of the mathematical model of the DLM and
its development, the interested reader is referred to [13]. Aperiodic gust excitations such
as 1-cos gusts can be described as a combination of several harmonic excitations using
an inverse Fourier transform with a complex weighting function [14, 15]. Examples
of aeroelastic investigations using potential theory are widespread including flutter
analysis as well as gust response problems. Different linear aerodynamic approaches
are compared for an aircraft in [16].
Linear potential methods neglect non-linear and viscous effects. Therefore, they
are inaccurate for the prediction of transonic flows which feature shocks and boundary
layer separation. Since all modern aircraft routinely operate in the transonic flight
regime, it is current industrial standard to correct unsteady loads from linear potential
theory using higher-fidelity aerodynamic data [17, 18]. A first approach for extending
the validity of the DLM was made in 1976 by considering global aerodynamic coeffi-
cients measured on a wind tunnel model [19]. This technique was only able to directly
modify global coefficients and significant changes in the steady flow field, e.g. shocks,
could not be accounted for. Nevertheless, the idea of correcting results a-posteriori
was established and various different methods were proposed later on. Another early
correction approach using externally computed quasi-steady surface pressures is shown
in [20]. It assumes the complex ratio of the unsteady velocity distribution for a given
reduced frequency to the quasi-steady velocity remains unchanged when comparing
transonic and subsonic results.
A comprehensive review of correction methods, their history and some applications
can be found in [18]. Here only some core concepts are introduced which can be
categorised in following two different ideas. On the one hand, in [21, 22] the DLM
downwash matrix is pre-multiplied with a correction matrix using CFD steady pressure
distributions. Fairly good results are reported for unsteady loads in the transonic
regime. A further improvement was achieved by fully replacing the matrix rather than
pre-multiplying it [23]. On the other hand, several approaches work on expanding
the function which is integrated, also known as Kernel function, by applying a Taylor
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series [24]. An extended version of this Kernel expansion is shown in [25] and slightly
more advanced in [26]. Correction data is again obtained from CFD surface pressure
distributions. A similar approach has been published for gust response analysis using
quasi-steady CFD results [27].
Even though corrected DLM describe current industrial practice and are well es-
tablished and certified, they suffer from several drawbacks. First, the process needs
expert knowledge to decide how and where to correct for obtaining an optimal balance
between computational cost and fidelity. Secondly, the mapping process linking the
potential flow surface description to higher-fidelity results is still challenging. Thirdly,
correction factors are usually introduced only at zero frequency in a quasi-steady man-
ner, which causes deviations for dynamic responses with significant contributions from
higher frequencies as obtained for short gust lengths. These issues limit the potential
for automatisation and accessibility of loads from various departments in a multidisci-
plinary design approach, and ultimately become a limiting factor in the design of new
aircraft.
1.2 Computational Aerodynamics Gust Modelling
More radical aircraft design and smaller safety margins for certification call for a
higher fidelity in aerodynamic load predictions, which can be offered by directly using
CFD [28,29]. With increasing computational resources, the use of steady CFD data has
become omnipresent within the aircraft design in the past few years. Moreover, aero-
dynamic predictions from CFD clearly describes the future for unsteady aircraft loads
estimation [30]. Comprehensive introductions to CFD covering various aspects, such as
spatial discretisation, time integration and turbulence modelling when the Reynolds-
averaged Navier–Stokes (RANS) equations are solved, can be found in well-established
textbooks [31–33]. The present work focuses on gust related aspects. For the inclusion
of gust disturbances during unsteady simulation, four possible approaches are intro-
duced next. These include the resolved gust approach, the field velocity method (FVM),
the split velocity method and a method based on vortex insertion using an artificial
boundary plane.
The most straightforward way is the resolved gust approach where the excitation is
imposed on the farfield boundary and then convected towards the airframe. However,
this attempt has a few downsides. A fine mesh everywhere between the farfield and
aircraft is necessary to avoid numerical dissipation of the disturbance. Compared to all
other proposed methods, computational cost is significantly higher due to two reasons.
First, the grid size increases because of the fine resolution required, and secondly, the
simulation time is extended to convect the disturbance to the airframe. Nevertheless,
if these concerns are addressed sufficiently, the approach offers two-way interaction
between gust and aircraft. Especially for short gusts, this method has shown benefits
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over a fixed shape approach since the shape can be altered from the main wing before
interacting with the tailplane [34, 35]. In addition, the method is not only limited to
atmospheric turbulence but can also be used for vortex interaction [36,37].
The FVM is most commonly used in industry to overcome the gust modelling prob-
lem and, compared to the resolved approach, does not need to account for numerical
dissipation. Inspired by [38], the method was initially proposed to numerically in-
vestigate blade-vortex interaction by including external disturbances as artificial mesh
movements or velocities [39] but was extended to gust excitations after some time [40].
During each unsteady calculation step a prescribed artificial velocity is added to the
mesh velocities. Even though the shape and amplitude are unaffected by numerical
dissipation during the calculation, interactions between gust and airframe are only
one-way. Whereas the aerodynamic excitation will alter the surface loads, the presence
of the aircraft will not affect the imposed disturbance. A simplified implementation is
the surface transpiration method where additional velocities are only added at surface
points [41]. Since the FVM is most commonly used for CFD based gust simulations,
examples are widespread from simple aerofoils [42] over different types of wings [43–46]
up to full aircraft configurations [34,47,48].
For the split velocity method, the idea of a prescribed velocity term used to intro-
duce gusts is kept. Instead of changing the grid velocities, the velocity and energy in
the governing equations are split into a non-prescribed and a prescribed, gust-related
term [49–51]. Additional source terms, emerging from the splitting, account for the
airframe-to-gust-interaction. Results are shown for a symmetric aerofoil comparing all
three methods just introduced. Small differences occur once the gust length is shorter
than the aerofoil chord length. More recently, the split velocity method has been ap-
plied to investigate the response of a full aircraft undergoing gust excitations as defined
by certification bodies and compared to results based on the FVM [52]. Even for the
shortest gust length and the highest amplitude, no significant differences between the
two methods have been found suggesting that the commonly applied FVM is accurate
enough within an industrial design and certification context.
Besides the three gust modelling approaches just outlined, one other option should
be discussed briefly. Just like the field velocity method, it is also founded on the idea
of vortex generation as needed during blade-vortex interaction simulations. Instead
of prescribing gust velocities, an artificial boundary plane is inserted in front of the
aircraft to introduce disturbance terms [53, 54]. While the interaction between gust
and structure is not restricted, similar to the resolved gust approach and split velocity
method, the problem of high numerical dissipation due to large cells far away from
the configuration is avoided. Still, a high resolution is needed between main wing
and the tailplane. Results are presented for a symmetric aerofoil and the X-31 fighter
configuration and compared with FVM results showing minor deviations at transonic
speeds, short gust lengths and large amplitudes.
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For methods based on linear potential theory, such as DLM, unsteady aerodynamic
forces are inherently linked to structural or external excitations, while CFD on its
own predicts responses for rigid airframes. Thus, aerodynamic loads obtained from
CFD need to be coupled to a structural and/or flight dynamics solver to investigate
multidisciplinary aeroelastic problems [55–58]. For the representation of structural de-
formations different approaches are possible which include the use of a finite-element
model (FEM), a condensed structural model such as a beam-stick model or a modal ap-
proach [59]. The direct coupling of CFD with an FEM offers the highest level of fidelity
currently in use for one-off simulations, but computational cost required for unsteady
investigation is still prohibitive in an industrial design context. Instead, projecting
aerodynamic forces onto structural degrees of freedoms via modes and describing the
deformation by a superposition of these modes is common. This significantly reduces
computational cost but assumes a linear dynamic behaviour for structural responses.
Examples are available for industry relevant configurations [60,61].
During the aircraft design, many thousands, potentially millions of unsteady load
cases, defined by flight points, mass cases, control laws etc., need to be investigated.
Obtaining all necessary loads directly from time-marching CFD simulations coupled to
a structural dynamics solver is still impossible within an affordable time frame. In-
stead, within the range of their validity linearised frequency-domain (LFD) methods
offer a large efficiency improvement while maintaining the accuracy of the underlying
non-linear CFD model. These methods are also known as time-linearised or linear har-
monic small disturbance method and are widely used within engineering. The governing
equations are linearised around a non-linear steady-state solution assuming small am-
plitude harmonic motion. This retains all steady non-linearities such as shock waves
and shock-induced boundary layer separation.
Time-linearised Euler methods were initially applied in the field of turbomachinery
to model oscillatory blade motion inside a cascade [62–64]. The first harmonic of the
perturbation is compared with unsteady time-marching approaches [65, 66], showing
excellent agreement at several orders of magnitude reduced computational cost. Results
for external flows are presented for an aerofoil undergoing forced-motion excitation [67]
as well as for a wing and an aircraft in [68]. A delta wing is discussed in [69] analysing
small harmonic oscillations of elastic modes and control surfaces. A significant speed-
up compared with the unsteady non-linear Euler equations solved in a time-marching
approach is reported throughout. Initial work solving the RANS equations has again
been published in the field of turbomachinery [70], showing good agreement between
numerical simulations and experimental data for stall flutter including large separation
in a blade cascade. Analysing forced-motion responses for external flows, time-saving
factors between one and two orders magnitude have been reported for aerofoils and
wings [71–73]. A similar decrease in cost was demonstrated for a full civil aircraft at
cruise conditions [74].
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1.3 Reduced Order Aeroelastic Analysis
Time-linearised methods offer already a significant reduction in computational cost
since the dimension of time does not need to be resolved. In fact, sometimes LFD
methods are already considered as reduced order model (ROM) [72]. In this thesis ROM
is defined as a modelling approach which significantly reduces the number of spatial
degrees of freedom of the investigated system. Techniques to achieve this reduction
in size are routinely applied in various fields dealing with huge spaces, e.g. big data
analysis, image processing and data analysis in the field of psychology and economics.
Considering CFD simulations, reduced order modelling has become of interest in the
last two decades to reduce cost to a level comparable with potential flow aerodynamic
models but also to get an insight into complex physical phenomena [75–77]. The current
section focuses on methods in the field of aerodynamics and aeroelastic.
A brief introduction to model reduction is given by categorising the various meth-
ods in different groups and subgroups. ROM techniques in the field of CFD can be
separated in two main groups. One group is known as system identification in which
the behaviour of full order model (FOM) solver outputs, such as lift or wing tip deflec-
tion, are analysed. The resulting ROM is then explicitly constructed for these values
while neglecting others. On the one hand, this offers enormous reductions in spatial
dimension, while on the other hand the model needs to be generated or adapted if a
different output parameter becomes of interest. For example, if the model is generate
based on the lift response behaviour, information about surface pressure distributions
are not available from the ROM. Methods in the field of system identification are
Volterra theory [78], autoregressive-moving-average methods [42, 79] and convolution
methods [80–82]. Especially for flight dynamics investigations based on global deriva-
tives, these methods are highly efficient. The other group is projection based ROMs
which offer easy access to all quantities the FOM can provide such as surface pressure
distributions needed for aircraft loads investigation. The FOM system is projected onto
a modal basis to achieve spatial reduction. The full underlying system behaviour is re-
tained, but the resulting model is generally slightly larger than system identification
ROMs. Within this thesis two different projection based ROM techniques are presented
and different approaches in the field of projection based models are outlined in more
depth.
In general, reduction techniques via projection follow two different ideas. First,
for operator based model reduction the system operator is analysed to find underlying
structures which are then used for model reduction. Secondly, models which observe
the FOM behaviour and subsequently construct a reduced model by using the observed
data. The eigenmode decomposition approach (EMD), also known as global mode anal-
ysis, is widely used in fluid mechanics as well as some applications in aeroelasticity and
resulting eigenmodes can be used for an operator based model reduction [77,83]. Proper
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orthogonal decomposition (POD) instead is the most common observation based model
reduction technique and has been applied in various fields [84–86]. Besides these two
approaches other methods such as the eigenmode realisation algorithm have been pro-
posed and applied to either aerodynamic or aeroelastic gust response simulations [87].
In the field of more fundamental fluid dynamics, global mode analysis has been
discussed for many years and impressive results have been produced [77]. The investi-
gation of some dominant eigenmodes offers an insight into highly complex flows such as
large-scale separation, transition and buffeting [88–91]. The discussion within the mul-
tidisciplinary loads and aeroelastic context, however, is different since eigenmodes are
used for subspace projection techniques to investigate so far not analyse system behav-
ior. On the one hand, for constructing a ROM of the aerodynamic part of the coupled
fluid-structural problem, modes are found numerically by analysing the operator of the
Navier–Stokes equations and no sampling data is needed. The full eigenspectrum of the
system Jacobian matrix, or parts of it, for a very small academic problem is computed
and eigenmodes are extracted. Eigenspectra and predictive capabilities of the obtained
ROM are discussed for an aerofoil case solving the Euler equations in [92] and the lin-
earised potential equations in [93]. The number of possible eigenmodes increases with
the number of grid points used and thus this technique has not yet been successfully
applied to construct an aerodynamic ROM for an industry relevant test case due to the
overwhelming computational resources needed.
On the other hand, model reduction based on eigenmodes of the coupled aeroelastic
problem was initially used in combination with linear potential methods [83] but has
been extended towards CFD aerodynamics [94] by extracting a large number of eigen-
modes. As mentioned this method is not possible for a large industry relevant case due
to the overwhelming computational resources needed. Since for coupled fluid-structure
cases mainly the eigenmodes originating from the structural side are of interest, the
Schur complement method can be applied to reformulate the coupled problem. Rather
than directly investigating the coupled Jacobian matrix, structural eigenmodes can
be tracked while being affected by linearised CFD aerodynamics [95]. A few, a-priori
defined eigenmodes can then be used for model order reduction. While excellent agree-
ment between results from the full non-linear system and ROM is observed for free
response to initial structural excitation, results are not as satisfying during gust excita-
tion [96]. In a special scenario just one critical eigenmode is used in a centre manifold
reduction to investigate transonic aeroelastic limit cycle oscillations [97].
A reduced basis for problems of very large size can be computed using POD because
the system behaviour can be sampled and thus the large system Jacobian matrix is not
needed [84, 98]. Also known as Karhunen-Loe`ve method [85, 86], POD decomposes a
set of data into a minimal number of modes retaining a predefined amount of energy.
Excellent reviews on POD can be found in [99–101]. In fluid dynamics, POD was first
used to model coherent structures in turbulent flow fields [84]. Instead of analysing the
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full system numerically, the method of snapshots was adopted [98]. A small eigenvalue
problem formed from samples of the FOM is solved to obtain modes. This approach was
soon extended towards frequency-domain sampling data from an incompressible three-
dimensional vortex lattice method [102]. During the following two decades the method
gained some popularity within the aerospace community and publications are available
for a wide range of problems [103–108]. Especially the extension towards linearised
CFD aerodynamics to analyse the dynamic response of a pitch-plunge aerofoil should
be noted [103]. Throughout, a significant reduction in computational cost is reported
and the snapshot generation was identified as the largest factor for cost reduction as
well as accuracy of the obtained ROM.
Balanced proper orthogonal decomposition is derived from the aforementioned tech-
nique [109]. In addition to computing snapshots on the linearised system also the ad-
joint formulation is analysed and controllability and observability grammians are con-
structed. A singular value decomposition is then applied to obtain a predefined number
of modes which are highly controllable as well as observable. While this doubles up-
front cost, it decreases the number of modes necessary to capture system behaviour and
results in an a-priori stable ROM [110, 111]. Models equivalent to balanced POD can
be obtained without the need of adjoint samples by the eigensystem realisation algo-
rithm as shown in [112]. A ROM for gust responses based on the eigenvalue realisation
algorithm has been presented for an aeroelastic aerofoil in [87] while a demonstration
for an industry relevant case is currently missing.
Summarising this elucidation on reduced order modelling, several points become
evident. First, the construction of a ROM is a promising way to meet challenging in-
dustrial requirements concerning time-to-solution as well as the desire of higher fidelity
aerodynamic modelling. Secondly, within the loads and aeroelastics environment pro-
jection based methods are beneficial over system identification approaches since they
allow access to all flow quantities of the full order simulation rather than analysing
a few pre-defined outputs. Thirdly, even though various projection based model re-
duction techniques have been proposed, the investigation of dynamic aircraft loads in
general and gust induced loads in particular has not been discussed so far. Finally
and most importantly, while plenty of methods have been demonstrated using simple
academic cases of canonical geometric complexity, such as aerofoils, the discussion of
large industry relevant cases barely exists. Consequently, reduced order modelling for
loads and aeroelastics has been investigated by academia for nearly two decades but
had very limited industrial impact.
1.4 Aim of Work and Outline of Thesis
The aim of this work is to establish methods that enable the routine use of CFD
based aerodynamics for gust loads during the multidisciplinary aircraft design and
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certification process and thus increase the fidelity of loads significantly. These methods
need to fulfil three main requirements. First, the accuracy of predicted loads should be
equivalent to loads obtained from unsteady time-marching CFD simulations. Secondly,
the time-to-solution needs to be reduced by at least two orders of magnitude compared
to the underlying CFD model to investigate the tremendous number of different cases
in an affordable time frame. Thirdly, the software tool should require as little expert
knowledge as possible to incorporate more accurate gust loads for all aspect of the
aircraft design in an automated fashion.
This thesis will address three principal objectives to fulfil the aforementioned chal-
lenging requirements. First, the linearised frequency domain method, which is already
commonly used for flutter stability analysis, is extended towards gust excitations. This
lack has been identified by several groups and initial progress was presented [113–115].
A full verification of the methods solving the RANS equations for an aerofoil as well
as an aircraft are part of this thesis and have also been published in [116]. With re-
spect to the three outlined criteria the accuracy of the underlying model is retained.
Even though an initial reduction in computational cost is achieved, this is still not fully
satisfactory and expert knowledge is needed to obtain unsteady loads. Secondly, an
aerodynamic ROM is constructed based on POD which uses the time-linearised snap-
shots as an input. Since the whole flowfield is considered during the model generation
all flow quantities of interest in the aircraft loads context such as surface pressure dis-
tributions can be restored at negligible cost. This work has been presented in [117,118].
The resulting ROM model can be used in an automated fashion for aerodynamic loads
while accuracy is preserved and computational cost reduced further. Finally, an aeroe-
lastic ROM is derived by combining eigenmodes of the coupled Jacobian matrix with
the aerodynamic ROM just introduced to investigate an elastic aircraft under gust ex-
citation as required by certification authorities. Results have been presented in [119].
The coupled ROM is capable to rapidly compute CFD based aerodynamic gust loads in
an industrial context while little expert knowledge is needed and thus fulfils the three
criteria identified as the main challenges.
Chapter 2 outlines the underlying theoretical ideas. The RANS equations are pre-
sented and their time-linearised version is shown. An extension towards gust responses
is proposed by adjusting the right-hand side forcing term. Then, reduced order mod-
elling is introduced using POD with respect to gust disturbances applying the method of
snapshots. Eigenmode decomposition is discussed next using system eigenmodes which
are obtained with the Schur complement formulation. Both modal bases for model re-
duction are combined and additional steps are presented for a unified aeroelastic model
formulation which can be rapidly evaluated to obtain unsteady loads.
Chapter 3 verifies the time-linearised gust approach for several test cases. Results
are presented for an aerofoil in sub- and transonic attached-flow conditions as well as in
a challenging post-buffet, detached-flow situation and moreover for a large civil aircraft
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at cruise conditions. The validity of the method at a broad range of reduced frequencies
is ensured by comparing transfer functions of integrated coefficients. Complex-valued
surface pressure distributions and influence of the gust amplitude are analysed to discuss
the assumption of a dynamically linear response. In addition, 1-cos gust excitations,
as defined by international certification requirements, are discussed to demonstrate the
maturity of the method for industry-relevant applications. This describes a substantial
step towards replacing DLM based methods in industry with their direct frequency
domain based CFD equivalent.
Chapter 4 verifies the aerodynamic ROM for gust responses using POD. As before,
an aerofoil and a large civil aircraft are investigated to outline the capabilities of the
method with respect to reduction in degrees of freedom and the accuracy retained.
Steps necessary to obtain a reduced formulation which is stable in time-domain are
outlined since integrating the reduced model in time rather than solving it in frequency
domain is desirable in a multidisciplinary context. The verified method is then applied
to a large civil aircraft undergoing excitations as defined by international certification
requirements showcasing the industrial readiness of the method. In contrast to the LFD
method discussed in Chapter 3 the proposed aerodynamic model reduction enables
consideration of CFD accurate loads also when a time domain formulation is essential,
such as control design, and therefore increases the application range of CFD during the
aircraft design and certification.
Chapter 5 discusses aeroelastic reduced order modelling. An eigenmode decom-
position ROM is first introduced and the influence of approximating the aerodynamic
influence when calculating coupled eigenmodes which originate from the structural sub-
system is analyses. The obtained ROM is solved for gust excitation to showcase the
lack of aerodynamic modes. The model derived in Chapter 4 is then combined with
the aeroelastic ROM to obtain a unified formulation for coupled fluid-structure gust
load analysis. Responses of the coupled ROM for a large civil aircraft are compared
with FOM simulations for integrated quantities, structural deformations and surfaces
pressures with good agreement. Finally, computational cost for creating and solving
the ROM is discussed to highlight the industrial readiness. The proposed ROM en-
ables the consideration of Cfd-based, gust-induced aeroelastic loads during the aircraft
design and certification by solving a small sized problem which can be evaluated on a
local desktop machine in seconds.
Chapter 6 concludes this thesis. The methods presented are emphasised and key
achievements are highlighted. Finally, suggestions are given on how to extend and
exploit the derived ROM.
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Chapter 2
Theoretical Formulation
For aeroelastic gust-encounter analysis the interaction between aerodynamics and struc-
tures needs to be modelled. The first part of this chapter gives an overview of the full
order modelling approaches for both subdisciplines used within this thesis. Insights
are given on the aerodynamic modelling as well as the modal structural formulation
consistently applied throughout.
The second part of this chapter presents two modal decomposition and projection
based ROMs. First, POD is chosen to compute modes based on snapshots which are
then used to construct a low dimensional aerodynamic model. Besides the classical
snapshot-based method an alteration to obtain a time-domain stable system is adopted
for finite-volume CFD codes. Secondly, EMD is introduced in which coupled aeroelastic
eigenmodes are traced while they are affected by the fluid. Both projection ROMs are
finally combined to achieve a low dimensional model for aeroelastic gust simulations
which can be solved rapidly on a local desktop computer.
2.1 Full Order Modelling
This section presents the theoretical background of the full order modelling. These
formulations are not only important in the sense that they were needed to compute
reference solutions but moreover describe the equations which are used by the reduced
order model for sampling generation as well as during the projection based model re-
duction. Starting with aerodynamics which are described solving the RANS equations,
the formulation is transferred into frequency domain to investigate harmonic gust re-
sponses. Aperiodic time-domain signals, such as the 1-cos gusts, are computed using
an incomplete inverse Fourier transform. Structural deformations are represented by
applying a modal decomposition of a full finite-element description. The full order
aeroelastic system is derived combining both disciplines introduced before.
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2.1.1 Aerodynamic Formulation
The Navier–Stokes level of the aerodynamic modelling hierarchy is currently the most
common choice for modelling aerodynamic flows of engineering interest. They are based
on the continuity equation, Newton’s second law of motion and the first law of ther-
modynamics resulting in conservation of mass, momentum and energy, respectively.
Additional equations to define the fluid properties, i.e. state equation and caloric state
equation, are added to close the system. Even with the massive increase in computa-
tional resources over the past few years, directly solving the Navier–Stokes equations
is not possible for an industry-relevant application. Instead, the RANS equations are
solved together with a turbulence model to approximate turbulent flow behaviour at
high Reynolds numbers conditions.
2.1.1.1 Reynolds-averaged Navier–Stokes Equations
For the RANS equations all flow variables are expressed as the sum of a time-average
and a turbulent fluctuation around a mean value [31]. Applying a time-averaging leads
to the governing equations for the mean-flow variables while additional unknowns are
introduced. These are the Reynolds stress tensor and the turbulent heat-flux vector,
resulting in the closure problem of turbulence. In dimensionless compact notation,
the system of equations for density %, velocity vector u and specific total energy et is
written as
∂%
∂t
+∇ · (%u) = 0 (2.1)
∂%u
∂t
+∇ · (%u⊗ u) +∇p = ∇ · τ (2.2)
∂%et
∂t
+∇ · ((%et + p)u) = ∇ · (τu)−∇ · h (2.3)
Since the five equations above contain seven unknowns, two additional equations are
necessary. Assuming a perfect gas, the equation of state becomes
p = %T
γM2r
(2.4)
with temperature defined as
T = γ (γ − 1)M2
(
et − 12 (u · u)
1/2
)
. (2.5)
Applying Fourier’s law of thermal conduction, the heat-flux vector h becomes
h = − 1(γ − 1)M2
(
µ
RePr
+ µt
RePrt
)
∇T (2.6)
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with µ as dynamic viscosity and µt as turbulent eddy viscosity, which assumes the
classical analogy between momentum and heat transfer.
Following Stokes’ hypothesis for an isotropic, Newtonian fluid assuming a linear
relationship between Reynolds stresses and strain-rate tensor ˙, i.e.
˙ = 12
(
(∇u) + (∇u)T
)
(2.7)
the combined viscous and turbulent stress tensor τ is given by
τ = 2
(
µ
Re
+ µt
Re
)
˙− 23
(
µ
Re
+ µt
Re
)
(∇ · u) I − 23%kI (2.8)
with k as turbulent kinetic energy.
Dimensionless parameters are defined by using dimensional reference states, specif-
ically we use Reynolds number
Re = %ref Uref cref
µref
, (2.9)
Mach number
M = Uref√
γRTref
(2.10)
and Prandtl number
Pr = cp µref
λthermal
(2.11)
with cref as reference length, R as gas constant, cp as heat capacity at constant pressure
and λthermal as thermal conductivity. The turbulent Prandtl number Prt is 0.9 and the
ratio of specific heats γ is assumed to be 1.4 for air. Sutherland’s law is applied to
account for changes in dynamic viscosity due to changes in temperature.
Finally, a turbulence model is necessary for the RANS equations to describe turbu-
lent flow behaviour. Different models are currently available and used in a wide range
of applications [120]. A large number is based on the Boussinesq approximation which
assumes an analogy between turbulent and molecular mixing. The Spalart–Allmaras
model is arguably the most popular one equation model [121] and it is consistently
applied within this thesis. For this particular one equation model, eddy viscosity is
computed from µt = fv1%ν˜ with fv1 as a near wall damping function and ν˜ is described
by the transport equation
∂%ν˜
∂t
+∇ · (%ν˜u) = P%ν˜ +D%ν˜ +W%ν˜ (2.12)
where the right hand side of the equation describes production, diffusion and near wall
destruction of ν˜, respectively. For a more detailed discussion of turbulence modelling
the interested reader is referred to [120].
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The governing equations (2.1)-(2.3) and (2.12) can be expressed in conservative
arbitrary Lagrangian-Eulerian form with just one vector equation as
d
dt
∫
V(t)
wfdV +
∫
S(t)
(
F (wf ,x, x˙)−wf x˙
)
· dS =
∫
V(t)
Q(wf ,x)dV (2.13)
where the vector wf = [%, %u, %et, %ν˜]T contains aerodynamic unknowns plus one entry
resulting from the Spalart–Allmaras turbulence model. Directed surface elements of
the boundary S are described by dS = ndS. Inviscid and viscous fluxes are denoted
by F while additional source terms from the turbulence model are contained within Q.
Control volumes are described by V. Changes in mesh coordinates x and their velocities
x˙ are described by structural deformations. Using the field velocity method, gust
disturbances vg are accounted for using mesh velocities x˙ [40].
Applying a finite-volume discretisation, the ordinary differential equation (ODE) in
semi-discrete form
dVwf
dt = Rf (wf ,x, x˙,vg) (2.14)
is obtained where Rf denotes the non-linear fluid residual corresponding to the un-
knowns, and diagonal matrix V now contains the cell volumes.
2.1.1.2 Time-Linearisation
The difference between the vector of conservative fluid variables wf and an equilibrium
solution wf,0 is introduced as
∆wf = wf −wf,0 (2.15)
and accordingly for external disturbances ∆vg = vg − vg,0, mesh coordinates ∆x =
x − x0 and mesh velocities ∆x˙ = x˙ − x˙0. Assuming small disturbances, a Taylor
expansion is applied around the equilibrium point
V d∆wfdt +wf
d∆V
dt = Rf (wf,0,x0, x˙0,vg,0) +
∂Rf
∂wf
∆wf +
∂Rf
∂x
∆x+ . . .
. . .
∂Rf
∂x˙
∆x˙+ ∂Rf
∂vg
∆vg +H.O.T.
(2.16)
where ∂Rf∂wf = Aff describes the fluid Jacobian matrix. The matrices
∂Rf
∂x ,
∂Rf
∂x˙ and
∂Rf
∂vg
denote changes in fluid residual due to mesh deformation, mesh point velocities and
gust excitation, respectively. All derivatives are formed around the same equilibrium
point (w0,x0, x˙0,vg0).
The first term on the right-hand side of the latter equation is equivalent to the non-
linear steady-state flow residual which accounts for steady aerodynamic non-linearities
and is assumed to be converged to machine precision. For all cases presented herein,
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the steady state is converged at least 10 order of magnitude throughout. For non-
converging steady states, which could indicate an underlying unsteady flow, a different
route to solution must be chosen. In the field of fluid dynamics, this has been discussed
widely and controversially and the reader is referred, for instance, to [77].
Subsequently, the system is transferred into frequency domain assuming ∆w, ∆x,
∆x˙ and ∆vg all change harmonically in time, e.g.
∆w = wˆfeiωt (2.17)
Thus, Eq. (2.16) becomes after some re-arranging(
∂Rf
∂wf
− iω∗V
)
wˆf = −∂Rf
∂x
xˆ− ∂Rf
∂x˙
ˆ˙x+wf
d∆V
dt −
∂Rf
∂vg
vˆg (2.18)
with wˆf , xˆ, ˆ˙x and vˆg denoting complex-valued Fourier coefficients. The reduced fre-
quency ω∗ is defined as
ω∗ = ωcref
Uref
(2.19)
where ω denotes the angular frequency. The first two forcing terms on the right-hand
side are origination from structural deformations. Changes in aerodynamic residual
due to a deformation of the applied spatial discretisation is denoted by ∂Rf∂x xˆ while
changes in residual due to mesh velocities are contained within ∂Rf∂x˙ ˆ˙x. The following
derivation will primarily focus on gust disturbances described by the right-hand side
term ∂Rf∂vg vˆg. However, techniques as introduced in Section 2.1.1.3 can also be applied
to analyse structural forced motion.
Applying the chain rule, the gust-related right-hand side in Eq. (2.18) becomes
∂Rf
∂vg
vˆg =
∂Rf
∂x˙
∂x˙
∂vg
vˆg (2.20)
where x˙ describes the mesh velocities applied to model the gust during the CFD cal-
culation using the field velocity method (FVM). Since the relation between gust dis-
turbance vg and artificial mesh velocity x˙ is simply
x˙ = −vg (2.21)
the right-hand side term can be written as
∂Rf
∂vg
vˆg = −∂Rf
∂x˙
vˆg. (2.22)
If a different method than the FVM is applied to model the gust, the term ∂Rf∂vg needs
to be evaluated in accordance with the chosen approach.
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(a) Real part of vˆg (b) Imaginary part of vˆg
Figure 2.1: Visualisation of complex gust vector vˆg with ω∗ = pi and x0 = 0
For solving the full-order linearised frequency domain system, the matrix ∂Rf∂x˙ is not
build explicitly since only the result of the matrix-vector product ∂Rf∂x˙ vˆg is of interest.
Instead, a finite-difference evaluation,
∂Rf
∂x˙
vˆg =
Rf (w0,x0, x˙0,vg0 + εvˆg)−Rf (w0,x0, x˙0,vg0 − εvˆg)
2ε (2.23)
with a known gust shape vector vˆg and ε as the finite-difference step size, is used to form
Eq. (2.22). The cost of two additional residual evaluations is necessary to construct
the right-hand side before solving the linear system while the computational overhead
of forming and storing the matrix can be avoided.
Furthermore, an analytical description of the gust shape vector is introduced as
vˆg(x, ω∗) = vgzeiϕ(x,ω
∗) (2.24)
where vgz and ϕ(x, ω∗) denote the constant vertical gust amplitude and the phase shift
vector which is evaluated element-wise, respectively. The phase shift can either be
obtained from a Fourier transform of a sinusoidal time-domain signal or, more easily
and adopted from classical loads analysis using linear aerodynamics [59], using the
expression
ϕ(x, ω∗) = (x+ x0)
ω∗
cref
(2.25)
where x0 is the initial distance between gust and airframe reference point. The complex
vector vˆg for a vertical gust for an aerofoil case is shown in Fig. 2.1. The definition
follows the classical approach of infinitesimally extending the gust in vertical and for
three-dimensional cases also in spanwise direction. Since the gust varies harmonically
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(a) Aerofoil case
(b) Aircraft case
Figure 2.2: Sketch of 1-cos gust parameters
over the domain, the pattern reoccurs after each period and all points within the
computational domain are affected.
For lateral gust excitations the expression becomes after combining Eqs. (2.24)
and (2.25)
vˆg(x, ω∗) = vgye
i(x+x0) ω
∗
cref (2.26)
with vgy as constant lateral gust amplitude.
2.1.1.3 Reconstruction of Aperiodic Time-Domain Signals
Solving Eq. (2.18) gives the system response to an excitation at one predefined reduced
frequency which correlates to a sinusoidal gust. A 1-cos gust shape however is aperiodic
and parameters are visualised in Fig. 2.2 for an aerofoil and a civil aircraft case. The
magnitude over reduced frequency behaviour for a 1-cos gust as well as an additionally
introduced pulse excitation is shown in Fig. 2.3(b). For both signals more than one
frequency is necessary to describe the time-domain behaviour since several frequencies
have a magnitude larger than zero.
Nevertheless, a frequency domain analysis can still be used to investigate aperi-
odic time-domain signals. Once the discrete frequency response function is calculated,
results to arbitrary gust excitations can be obtained by applying a superposition in
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(a) Time domain (b) Frequency domain
Figure 2.3: Excitation signals represented in time and frequency domain
conjunction with a complex-valued weighting function denoted Ξ(ω∗j )
∆wf =
∑
j
<
(
Ξ(ω∗j )wˆf,je
iω∗j t
)
for j >= 0 (2.27)
where < describes the real part of the complex-valued coefficients. Whereas the lin-
earised solutions wˆf,j are independent of the aperiodic gust shape of interest, only the
weighting function needs to be re-computed using a Fourier transform on the excitation
signal. This is a key strength of the LFD method since the computationally expen-
sive part of solving Eq. (2.18) at different reduced frequencies needs to be done only
once to obtain the discrete frequency response function whereas aperiodic time-domain
signals can be investigated by simply recomputing the complex-valued weighting func-
tion Ξ(ω∗). The weighting function for two 1-cos gusts has been visualised in Fig. 2.4
and results from a Fourier transform of the time-domain excitation signal. The de-
pendence of the weighting function on the gust length of interest can be seen since
the shorter gust excites a longer frequency range. Whenever a pole in the magnitude
occurs the phase exhibits a jump of 2pi.
In general, aperiodic time-domain signals cover an infinite range of frequencies.
Assuming that the magnitude of the excitation as a function of reduced frequency is
decaying, an incomplete inverse Fourier transformation can be applied considering only
dominant frequencies. The 1-cos excitation shows this decrease in magnitude with
increasing reduced frequency. Thus, lower frequencies are more important than higher
frequencies and therefore a cut-off can be defined for the reconstruction. The influence
of this cut-off and the case-dependent number of retained frequencies will be discussed
in detail in Chapter 3.
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(a) Magnitude (b) Phase
Figure 2.4: Complex-valued weighting function Ξ(ω∗) for two 1-cos gusts
Instead of solving the system in frequency domain and reconstructing time-domain
behaviour by using an inverse Fourier transform, also Fourier transform on a time-
domain signal can be performed to obtain frequency response functions. The system
response to a predefined signal is monitored in time domain and then used to compute
the frequency response function for the monitored quantity. Whereas in Eq. (2.27) the
linearised solutions wˆf,j are multiplied by the complex-valued weighting function Ξ(ω∗),
now the result of the Fourier transform is divided by Ξ(ω∗). Theoretically the aperiodic
1-cos signal can be used to obtained a frequency response function using a time-domain
analysis. However, it exhibits several roots and thus at least two time-domain simula-
tions are necessary between which the gust length is altered to avoid having overlapping
roots. As an alternative to the 1-cos signal, a pulse excitation can be used. The pulse
excitation applied herein is a fourth order polynomial which is not symmetric with
respect to the maximum value and shown in Fig. 2.3(a) [122]. Note that various other
mathematical pulse descriptions are available and would also be suitable. Like the 1-
cos excitation, the magnitude of the pulse excitation decreases with increasing reduced
frequency. Moreover, it does not exhibit roots and thus only a single computation is
necessary to compute a frequency response function.
2.1.2 Modal Structural Formulation
Structural dynamics can generally be described by
M x¨s +Dx˙s +Kxs = f (2.28)
where M , D and K denote mass, damping and stiffness matrix, respectively, and f
is the aerodynamic forcing term. All structural coordinates are described by xs and
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are in the order of several hundreds of thousands when using an FEM model. In this
work, structural behaviour is modelled using a modal structural model. Therefore, the
eigenvalues and eigenvectors of Eq. (2.28) are computed neglecting the damping term
and the aerodynamic force term on the right-hand side. Resulting modes are stored in
the matrix Xs = [χ1,χ2, . . . ,χm] and are used in a Galerkin projection such that
xs = Xsη (2.29)
where η is the vector of modal amplitudes. The number of retained modes m is chosen
based on engineering experience and is typically between 10 and 100.
Substituting Eq. (2.29) in (2.28) and projecting with XTs gives
Mη¨ +Dη˙ +Kη = XTs f (2.30)
with M, D and K as modal mass, damping and stiffness matrix. Modes are scaled
to obtain an identity modal mass matrix which results in angular structural frequen-
cies squared on the diagonal of the modal stiffness matrix. Modal structural damping
is neglected. Surface deformations of several modes of a large civil aircraft, together
with the undeformed surface, are visualised in Fig. 2.5. Even though the modal anal-
ysis is performed for the whole aircraft, each mode mainly affects a certain part. In
Figs 2.5(a), 2.5(d) and 2.5(f) the wing is deformed by a first bending, a second bend-
ing and torsion, respectively. The tail is the main region of influence in Figs. 2.5(c)
and 2.5(e). In- and outboard deformations of the pylons and nacelles are shown in
Fig. 2.5(b).
Rewriting Eq. (2.30) as a first order ordinary differential equation gives
dws
dt = Rs(ws,wf ) (2.31)
in which the modal coordinates are concatenated in ws = [ηT , η˙T ]T . The structural
residual vector Rs is
Rs(ws,wf ) =
[
0 I
−M−1K 0
]
ws +
(
0
XTs f
)
. (2.32)
Transforming Eq. (2.31) in frequency domain yields
(Ass − iω∗I) wˆs = bˆs (2.33)
where Ass denotes the structural Jacobian matrix
Ass =
[
0 I
−M−1K 0
]
(2.34)
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(a) Bending dominated mode (b) Nacelle dominated mode
(c) Tail mode (d) Second bending dominated mode
(e) Second tail mode (f) Torsion dominated mode
Figure 2.5: Representative ‘in-vacuum‘ structural mode shapes projected onto aerodynamic
surface with reference shape in light grey
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and bˆs =
(
0, XTs fˆ
)T
describes an aerodynamic harmonic excitation projected onto the
structural modes.
Classical gust response analysis is performed using Eq. (2.33) and the technique
presented in Section 2.1.1.3 to analysis 1-cos gust responses [59]. Note that aerodynamic
influences in this formulation are solely in the right-hand-side forcing term and thus
projected onto structural modes. While the source of the aerodynamic forces such
as linear potential theory or CFD is arbitrary, aerodynamic quantities are not directly
available once the system is solved. Instead, aerodynamic values of interest, e.g. surface
pressure distributions need to be reconstructed. This can be avoided by analysing the
coupled aeroelastic system directly as introduced next.
2.1.3 Coupled Aeroelastic Formulation
Recalling the aerodynamics in Eq. (2.14) and assuming structural excitation is described
by Eq. (2.31) yields
dVwf
dt = Rf (wf ,ws,vg). (2.35)
A coupled aeroelastic formulation is obtained by combining Eq. (2.31) and (2.35)
dVw
dt = R(w,vg) (2.36)
with w = [wTf ,wTs ]T containing both aerodynamic and structural degrees of freedom.
The diagonal cell volume matrix V has been padded with an identity matrix for all
modal structural degrees of freedom. Applying a first order Taylor expansion yields
V dwdt = R(w0,vg,0) +
∂R
∂w
w + ∂R
∂vg
vg (2.37)
where R(w0,vg,0) is the coupled non-linear steady residual. Note that the term w dVdt
containing the influence of changes in cell volume for the fluid degrees of freedom is
now part of the coupled Jacobian matrix ∂R∂w to simplify the notation.
The coupled system is transferred into frequency domain by assuming harmonic
motion, giving (
∂R
∂w
− iω∗V
)
wˆ = bˆ (2.38)
where bˆ describes a complex-valued right-hand side forcing term. For gust excitations
this term becomes
bˆ =
(∂Rf
∂x˙ vˆg
0
)
. (2.39)
24
(a) Displacement part of matrix Afs (b) Matrix Asf
Figure 2.6: Visualisation of coupling matrices Afs and Asf for first bending dominated mode
The matrix A can be written as
A =
∂Rf∂wf ∂Rf∂ws
∂Rs
∂wf
∂Rs
∂ws
 = [Aff Afs
Asf Ass
]
(2.40)
The first entry in the double subscript denotes the differentiated residual and the sec-
ond entry denotes the differentiation variable. For example, ∂Rf∂wf describes the fluid
residual differentiated with respect to the fluid variables resulting in the fluid Jacobian
matrix Aff . Consequently, Ass denotes the structural Jacobian matrix.
The two coupling matrices Afs and Asf are visualised for the first wing bending
dominated mode in Fig. 2.6. The matrix Afs describes the fluid response due to a
surface deformation, which follows the mode shape of interest propagated through the
domain due to mesh deformation. If the wing bends, mainly the outboard wing region
is affected and the strongest fluid response is between leading edge and shock location.
The matrix Asf instead describes the dependence of the aerodynamic force, projected
onto the structural modes, on the fluid unknowns. After forming this derivative no
pressure terms are retained and columns/rows in the matrix Asf in primitive variables
simply becomes the mode shape times the surface normals in primitive form multiplied
by a scaling factor which consists out of the reference length to the power of four and
the density. This factor arises out of the nondimensionalisation of the system and is
necessary for a consistent force transfer between structures and aerodynamics. Since
the system is solved for conservative variables an addition transformation is necessary.
Analysing the resulting transformed and scaled matrix, the region of highest influence
is directly related to the area of highest deflection at the wing tip.
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2.1.4 Practical Implementation Details
This section will focus on practical implementation aspects of the full order modelling
approaches. General implementation challenges arising from the ambition of investigat-
ing industrial relevant cases using well established industrial software shall be discussed
here. Additional details are given on the numerical settings applied to solve the aeroe-
lastic system. Moreover, key technologies enabling the usage of the LFD method on
large scale test cases will be outlined.
Even though Eq. (2.36) describes a closely coupled aeroelastic system, the aero-
dynamic and structural subsystems for time-marching reference solutions are solved
loosely coupled in this work. On the one hand, this reflects the current industrial re-
ality of highly specialised tools for different subdiscipline and allows the combination
of different aerodynamic and structural solvers. On the other hand, computational
cost increases and a framework is necessary to handle the aerodynamic and structural
coupling. The FlowSimulator which is the current standard within Airbus and DLR is
used herein for data handling and driving the aeroelastic simulations [123]. Additional
detail on the applied aerodynamic and structural solver are given next.
The aerodynamic equations are solved using the DLR-TAU code [124] of which vali-
dations are available in the literature for steady [125] as well as unsteady cases [125,126].
Whereas in [125] limit cycle oscillations of an aeroelastic wing are compared between
the TAU code and experimental data with good agreement, in [126] numerical and
experimental results are compared for generic gust responses. Time-marching RANS
simulations were performed and good agreement has been found for integral values and
surface pressure distribution in both validation cases. However, with respect to gust
responses further validation might be needed which includes appropriate flight test data
to ensure accurate predictions of the herein applied full order model solvers. Neverthe-
less, all improvements achieved within the underlying FOM solvers will automatically
be inherited to the generated ROMs.
As aforementioned this thesis focuses on the RANS equations in conjunction with
the Spalart–Allmaras turbulence model [121]. Inviscid fluxes are discretised with a cen-
tral scheme with the scalar artificial dissipation of Jameson, Schmidt and Turkel [127].
Exact gradients used for viscous and source terms in the turbulence model are com-
puted using the Green–Gauss approach. Steady-state solutions are obtained using the
backward Euler method with lower-upper Symmetric–Gauss–Seidel iterations [128] and
local time-stepping. Convergence is accelerated applying either 3w or a 2v multigrid
scheme based on the case of interest.
As outlined in Section 2.1.2 structural deformations are represented using a modal
approach. A modal analysis is performed on the FEM and an appropriate number of
modes are considered during coupled simulations. Within industrial simulation cycles
the number of retained modes is usually O(100) and contain all dominant features
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such as wing bending and torsion or nacelle deformation, control surface deflections
as well as fuselage bending. Note that the coordinate systems describing structural
movement in Eq. (2.14) and (2.28) are generally not the same (x 6= xs). Whereas
the aerodynamic coordinates x are defined by the CFD grid points, xs is defined by
the FEM discretisation. The coupled Eq. (2.36), however, assumes that there is a
connection between both coordinates system. Thus, modal structural excitations Xs
are interpolated onto the CFD surface grid in a pre-processing step [129]. Arising
volume mesh deformations due to structural deformations are calculated applying the
radial basis function method [130].
For coupled time-marching aeroelastic simulations data exchange can either be done
on a subiteration level or in a staggered scheme [131]. Within this work the coupled
equations are consistently solved using subiterations since larger time-steps are possi-
ble without introducing numerical errors but the data exchange needed for each time
step is increased. The DLR-TAU code uses a dual time-stepping combined with the
second-order backward differentiation formula to integrate the aerodynamic equations
in time whereas the structural equations are integrated applying a Beta–Newmark
scheme [132]. Computational efficiency of unsteady time-marching simulations for the
aerodynamic part is increased using a Cauchy convergence criterion on the change of
the drag coefficient if appropriate. Since the structural system is in the order of O(100)
no additional speed up is necessary. Gusts are modelled using the field velocity ap-
proach which introduces an artificial mesh velocity [40] during the CFD system solve.
The velocity term is added to the governing equations and is prescribed based on the
gust excitation while no additional deformation of the computational grid is required.
However, the geometric conservation law is fully accounted for which includes velocities
arising from the FVM.
Additional detail on forming and solving the aerodynamic LFD system described
in Eq. (2.18) is discussed next. While forming of the right-hand side using finite differ-
ence is already addressed in-depth in Section 2.1.1.2, also forming of the fluid Jacobian
matrix and solving of the linearised system is not trivial and has a significant impact
on the computational efficiency. The DLR-TAU follows a first-discretise-then-linearise,
matrix-forming approach with an analytical, hand-differentiated fluid Jacobian matrix.
This enables efficient computation of the large but sparse matrix also for complex test
cases. The interested reader is referred to [73] for a more detailed discussion and the
analytical derivation. Even though theoretically various method like directly invert-
ing the system would be possible for solving the large but sparse linear system, this
task should not be underestimated for cases of industrial relevance since the number of
degrees of freedom scales with the discretisation points. Directly inverting the system
Jacobian matrix quickly becomes a memory bottleneck and, thus, a sparse iterative lin-
ear solver is consistently used herein. More specifically, a generalised conjugate residual
solver with deflated restarting is applied which has shown computational benefits over
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the more traditional generalised minimal residual approach [133]. Moreover, for pre-
conditioning a block incomplete lower-upper factorisation of the Jacobian matrix with
zero level of fill-in is applied [134].
As part of this work several alterations to the DLR-TAU code were necessary to
enable full order model gust analysis. For the LFD method the finite-difference forming
of the right-hand side gust forcing term and the assembling of the linearised system was
added. Moreover, scripts were generated to efficiently perform the forward and inverse
Fourier transform to analyse a-periodic time-domain gust signals. This work has been
exchanged with the DLR and is now available as part of the official TAU release. In
addition, subiterations for coupled fluid-structure problems have been enabled which
needed changes within the FlowSimulator coupling framework as well as directly in the
CFD code. These changes have not been fully adopted from the DLR but have been
partially included.
Note that the LFD method for gust responses in the DLR-TAU code is currently
only implemented for the aerodynamic subsystem. However, an extension towards a
fluid-structure coupled system is possible by expanding the Jacobian matrix as shown
in Section 2.1.3 but not straightforward. Initial investigations concerning aeroelastic
frequency domain gust response analysis for an airfoil have been performed using an
in-house code in [135].
2.2 Reduced Order Modelling
Even though the transformation to frequency domain reduces the computational cost
for obtaining unsteady loads compared to a time-marching approach, the resulting
system is still large. For application in an industrial environment, also a reduction of
the spatial dimensions is necessary. Therefore, two reduced order modelling techniques
are introduced next. Both reduce the number of degrees of freedom in Eq. (2.14) or
Eq. (2.36) significantly by applying either a Galerkin or a Petrov-Galerkin projection.
The first method is POD for which modes are computed based on system response
samples. The second technique is EMD in which eigenmodes of the coupled system
Jacobian matrix are computed and then used for model reduction. Finally, a strategy
is outlined to combine both modal sets to investigate coupled aeroelastic responses.
2.2.1 Proper Orthogonal Decomposition
Excellent reviews on POD are published and offer a more in-depth, theoretical de-
scription of the method [99, 101]. Here an overview is provided. POD is a modal
decomposition technique which extracts modes by optimising the mean square of the
variables of interest [77]. A minimal number of modes results from decomposing an
ensemble of data trying to capture a predefined amount of energy. Applying POD a
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small number of basis vectors is used to represent changes in the state-space variable
wf . These basis vectors are also known as empirical eigenfunctions, POD vectors or
most commonly POD modes. Deviations in wf are expressed by a linear combination
of modes
∆wf = ΦPODz (2.41)
where ΦPOD contains all POD modes which are orthogonal to one another and z denotes
the reduced space variable.
Since the size of A is too large for the classical POD method, the method of snap-
shots is applied instead [98]. Thus, the full order model is analysed at k discrete reduced
frequencies by solving Eq. (2.18), while neglecting structural excitations and adjusting
the reduced frequency
(
Aff − iω∗jV
)
wˆf,j = −∂Rf
∂vg
vˆg(ω∗j ) for j = 1, . . . , k (2.18 revisited)
Solutions wˆf,j are stored as columns in the snapshot matrix S as
S =
[
wˆf,1, . . . , wˆf,k, wˆf,1, . . . , wˆf,k
]
(2.42)
together with their corresponding complex conjugates wˆf,j . It is assumed that entries
in the matrix S represent a vector of signals related to the full-order system. The POD
basis, also known as Karhunen–Loe`ve basis, minimises the error of approximating an
entry in this snapshot matrix using k or less modes. This optimal convergence offered
from the Karhunen–Loe`ve basis has been presented in several different publications and
the interested reader is referred to the literature [101,103]. The POD basis
ΦPOD = SV (2.43)
is obtained by maximising the projection of snapshots onto the POD modes, which
leads to the eigenvalue problem
SHSvj = µjvj for j = 1, . . . , k (2.44)
When V = [v1, v2, . . . , vk] is scaled for orthonormality, all POD modes need to be
divided by √µj to achieve ΦHPODΦPOD = I. Eigenvalues µj are real and positive
because SHS is a Hermitian matrix. The relative information content contributed to
the system by a certain mode, also often referred to as energy, is given by
ri = µi
 k∑
j=0
µj
−1 for i = 1, . . . , k (2.45)
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This can be used to decrease the number of modes further by only considering those
with a high relative information content.
Slightly different to Eq. (2.44), also the cell volume can be considered when forming
the matrix product,
SHVSvj = µjvj for j = 1, . . . , k (2.46)
Dividing modes by √µj gives ΦHPODVΦPOD = I. Including the cell volume during the
mode calculation has been suggested in [136] to increase stability of the resulting ROM.
The characteristics of the POD model, however, do change. Cells with a small volume
become less important resulting in a more global flowfield representation.
The aerodynamic system given in Eq. (2.16) is reduced by substituting Eq. (2.41)
and applying a Galerkin projection
ΦHPODΦPODz˙ = APODz + ΦHPODV−1
∂Rf
∂vg
vg (2.47)
where APOD = ΦHPODV−1AΦPOD denotes the reduced Jacobian matrix. The term
ΦHPODΦPOD becomes an identity matrix I due to the applied scaling. If the cell volume
is considered when computing POD modes, the reduced system becomes
ΦHPODVΦPODz˙ = APODz + ΦHPOD
∂Rf
∂vg
vg (2.48)
with APOD = ΦHPODAΦPOD and ΦHPODVΦPOD = I . Both systems above can be solved
rapidly in frequency domain to investigate the response of a rigid airframe under gust
excitation. For time-domain analysis, however, the former system tends to become
unstable whereas the latter is more likely to be stable [136]. In fact all POD ROMs
herein derived from POD modes solving Eq. (2.46) are stable.
2.2.2 Eigenmode Decomposition
The second presented model reduction approach is eigenmode decomposition for which
characteristic eigenvalues and corresponding eigenvectors of A are used and is also based
on projection. Especially for phenomena where just a few eigenmodes are sufficient to
describe the dynamic behaviour of the system, this technique is beneficial compared
to proper orthogonal decomposition. The system space is reduced by the EMD to
a subspace spanned by eigenvectors instead of approximating a subspace using POD
modes. This offers several advantages but also has a few downsides. For POD models,
stability of the ROM can not be ensured a-priori, whereas EMD models are inherently
stable if the FOM is stable. Moreover, in the context of aeroelasticity, each structural
mode of interest results in one or two degrees of freedom in the ROM. In addition, the
eigenmode of the coupled aeroelastic system offers insight into the underlying physical
behaviour. Even though not discussed in detail in this thesis, the eigenmode tracing
30
procedure outlined below can be used for bifurcation analysis and thus flutter analysis.
More details on this can be found in [137]. One downside is, that constructing a cou-
pled aeroelastic POD basis can be computationally more efficient when comparing the
oﬄine model construction process since for the eigenmode tracing individual samples
are necessary for all modes. However, this requires a fully coupled formulation which
is typically not available for industrially applied CFD solvers.
The mathematical approach for model reduction based on EMD is introduced next
and some assumptions for reducing the computational cost are outlined. Right and left
eigenvectors φj and ψj are calculated by solving the eigenvalue problems
Aφj = λjVφj and ATψj = λjVψj for j = 1, . . . ,m (2.49)
for which the number m is far smaller than the initial system size. Theoretically it
is possible to solve the eigenvalue problem above either directly or with a shift-invert
method. This becomes computationally prohibitive, if not impossible, for industry
relevant cases due to the many million degrees of freedom of the CFD model applied.
Considering Eq. (2.40), the coupled direct and adjoint eigenvalue problems can be
rewritten as
Aφj =
[
Aff Afs
Asf Ass
]
φj = λjVφj for j = 1, . . . ,m (2.50)
ATψj =
[
ATff A
T
sf
ATfs A
T
ss
]
ψj = λjVψj for j = 1, . . . ,m (2.51)
where also the eigenvectors φj and ψj are partitioned in fluid and structural contri-
butions. The Schur complement method is used to determine eigenmodes originating
from the structural block Ass. This assumes that eigenvalues of Aff are not of interest
for the system behaviour. Therefore, the small nonlinear eigenvalue problems can be
derived for right and left structural eigenpairs
S(λj)φs,j = λjφs,j and ST (λj)ψs,j = λjψs,j (2.52)
where the matrix S(λj) is the Schur complement of Aff in A
S(λj) = Ass −Asf (Aff − λjV)−1Afs (2.53)
The first term on the right-hand side of the latter equation, Ass, describes the structural
part of the eigenvalue problem whereas the second term, Asf (Aff−λjV)−1Afs, contains
the aerodynamic influence on the system. Assuming a modal structural model, the size
of the nonlinear eigenvalue problem is small. Note that the diagonal cell volume matrix
V for the aerodynamic system can also be included within the aerodynamic Jacobian
matrix by forming its inverse. While the placing of the matrix V has no influence on the
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resulting right eigenvector φj , all entries of the left eigensolution ψj are also multiplied
with the inverse of the cell volume matrix V if this matrix is included in Aff .
Newton’s method is applied to solve Eq. (2.52) using structural frequencies as an ini-
tial guess to the eigenvalue [95]. Within each Newton iteration, the aerodynamic influ-
ence needs to be evaluated by solving the large aerodynamic system (Aff −λjV)−1Afs.
Even though this is possible it quickly becomes computationally inefficient.
Different levels of approximation have been proposed in the past to decrease compu-
tational cost using the Schur complement formulation [137]. All of them approximate
the aerodynamic influence term Asf (Aff − λjV)−1Afs. The most simplistic way, is to
use the linearised frequency domain formulation and sample the aerodynamic influence
using an imaginary shift only
Asf (Aff − λjV)−1Afs ≈ Asf (Aff − iω∗V)−1Afs = Q(ω∗) (2.54)
in a pre-computation step. Note that the matrix Q(ω∗) is obtained by solving the
linear system separately for each mode at all desired reduced frequencies. The system
to solve then becomes (
Ass −Q(=(λj))
)
φs,j = λjφs,j (2.55)
where =(λj) denotes the imaginary part of the traced eigenvalue. During the Newton
iteration a surrogate model is used to interpolate between the samples in Q(ω∗) rather
than solving the full aerodynamic system. This approach is closely related to the p-k
method used for classical flutter analysis [59]. Similar to the p-method used for flutter
investigation, also a complex-valued shift can be used for pre-sampling
Asf (Aff − λjV)−1Afs ≈ Asf (Aff − (σ + iω∗)V)−1Afs = K(σ + iω∗) (2.56)
and during the following tracing procedure(
Ass − P (λj)
)
φs,j = λjφs,j . (2.57)
Besides these two aforementioned methods, more complex approaches using Taylor
expansions are discussed in some detail in [137] but have not been considered herein.
Whereas the structural entries of φj and ψj are readily available after solving
Eqs. (2.52), the aerodynamic entries need an additional linear system solve per mode
using the eigenvalue as a complex shift
(Aff − λjV)φf,j = Afsφs,j (2.58)
and accordingly for the adjoint solution
(ATff − λjV)ψf,j = ATsfψs,j (2.59)
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Collecting the eigenvectors, the right and left modal matrices are formed as
ΦEMD =
[
φ1, . . . ,φm,φ1, . . . ,φm
]
and ΨEMD =
[
ψ1, . . . ,ψm,ψ1, . . . ,ψm
]
(2.60)
Eigensolutions originating from the structure appear as complex conjugate pairs and
these complex conjugates are added to the modal basis at no additional cost. Further-
more, the eigenvectors are normalised to fulfil the biorthonormality condition
ΨHEMDVΦEMD = I (2.61)
The system can than be reduced by expressing changes in the state-space variable ∆w
as a linear combination of modes
∆w = ΦEMDz (2.62)
A Petrov–Galerkin projection is applied on Eq. (2.37) using the EMD modes and ac-
counting for the normalisation in Eq. (2.61)
z˙ = AEMDz + ΨHEMD
∂R
∂vg
vg (2.63)
with AEMD = ΨHEMDAΦEMD as reduced Jacobian matrix. This reduces the initial semi
discrete ODE with many millions degrees of freedom to an ODE with O(100) degrees
of freedom which can be analysed rapidly on a local desktop computer.
Since the bi-modal basis applied contains left and right eigenvectors of the full
order Jacobian matrix A, the reduced matrix AEMD is equal to the diagonal matrix Λ
which contains the computed eigenvalues. If Eq. (2.52) is not solved directly since an
approximation of the aerodynamic influence is applied to reduce computational cost,
the obtained eigenvalues are no longer exact eigenvalues of A. However, comparing
AEMD with Λ the quality of the approximation can be investigated. Computational
cost for forming the EMD ROM can be further decreased by assuming AEMD = Λ,
since forming and projecting the large, full order Jacobian matrix can be omitted.
Within the fluid dynamics community the analysis of the initial value problem
besides the eigenvalue problem has been identified to be substantial to fully describe
the system response behaviour [77, 138]. Due to the non-normal nature of the fluid
Jacobian matrix Aff , which gets emphasised within the coupled fluid-structure case
because of Afs and Asf , eigenfunctions of A are nonorthogonal. Thus the short- and
long-term temporal behaviour might significantly differ [139]. Whereas the long-term
system response is governed by the decay rate of the least stable eigenfunction, the
short-term response can be analysed utilizing the initial value problem and reveals
information about the transient energy growth behaviour, also known as peaking within
the control community [140]. As a good starting point for nonmodal stability analysis
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the interested reader is referred to [139]. Note that, so far results have been presented
for cases with significantly smaller length- and time-scales as well as Reynolds numbers
than the herein investigated examples. Thus, extending the eigenmode based response
analysis pursued herein towards a transient growth analysis will increase the knowledge-
base further and push reduced order modeling as well as transient growth analysis
another step forward. Moreover, the adjoint solutions for eigenmodes of interest are
also already compute for the projection of the ROM.
2.2.3 Combined Model Basis
An aeroelastic ROM is constructed to investigate the influence of gust excitation on
flexible structures by unifying the two, just introduced, bases as
Φ = [ΦPOD , ΦEMD] and Ψ = [ΨPOD , ΨEMD] (2.64)
where ΨPOD = ΦPOD. Only the aerodynamic subsystem is considered to identify ΦPOD
and thus all POD modes are padded with zero entries in the structural part to match
the dimension of the coupled system.
Describing the change in state-space vector ∆w by a linear combination of unified
modes as before
∆w = Φz (2.65)
and substituting in Eq. (2.16), gives after performing a Petrov–Galerkin projection
ΨHVΦz˙ = ΨHAΦz + ΨH ∂R
∂vg
∆vg (2.66)
The reduced Jacobian matrix ΨHAΦ can be dissected into terms originating from the
initial POD and EMD models as well as additional coupling terms as
ΨHAΦ =
[
APOD Acoupling,1
Acoupling,2 AEMD
]
(2.67)
Whereas the diagonal matrices are equivalent to the aforementioned reduced matrices
of both initial ROMs the coupling terms are resulting from the gust and structure
interaction. In contrast to the EMD ROM in which the reduced Jacobian matrix could
be approximated using the diagonal matrix Λ the unified formulation inherently needs
forming and projecting of A since the aerodynamic and coupling terms are not a-priori
known.
Since biorthonormality is no longer fulfilled for the coupled model (ΨHVΦ 6= I) an
additional step is performed to the system. Even though strickly speaking not necessary
this conversion enables the usage of standard time-domain solution techniques. The left
modal matrix Ψ is pre-multiplied with the inverse of ΨHVΦ. The resulting time-domain
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representation of the coupled reduced system is
z˙ = Az + (ΨHVΦ)−1ΨH ∂R
∂vg
∆vg (2.68)
where A = (ΨHVΦ)−1ΨHAΦ. While multiplying with the inverse changes the pro-
jection based on Ψ, the reduction described by Φ remains unchanged. This technique
results in a small ROM which can be used to investigate coupled aeroelastic gust re-
sponses in a rapid fashion.
2.2.4 Practical Implementation Details
This section will focus on practical implementation aspects of the reduced order mod-
elling approaches. As already discussed for the FOM the aerodynamic and structural
systems are solved only loosely coupled during time-marching and LFD analysis which
creates some challenges for the coupled ROM construction. As for the LFD method,
fluid Jacobian matrix Aff is provided from the DLR-TAU and additional details are
given in Section 2.1.4. The coupling block Afs is computed using central finite dif-
ferences for each structural ’in-vacuum’ mode of interest whereas the matrix Asf is
analytically formed. The structural matrix Ass is trivial since a modal decomposition
of the structural system has been performed initially and is used as starting point.
Whereas the Galerkin projection for the aerodynamic POD based ROM is straight-
forward using only the fluid subsystem, the Petrov-Galerkin projection is performed
stepwise by first projecting each subblock of the matrix A and then second combining
them for a fully coupled aeroelastic ROM.
Moreover, during the ROM construction the reduction of gust influence terms is
needed. This includes the matrix ∂R/∂vg in Eq. (2.68). While for the LFD solves, the
explicit construction can be avoided using a finite differencing approach with a known
gust shape vector, for the ROM the matrix is formed explicitly. Since an analytical
derivation is not available, a sweep of central finite-differences of the form
− ∂R
∂vg
= ∂R
∂x˙
= Rf (w0,x0, x˙0,vg0 + εx˙)−Rf (w0,x0, x˙0,vg0 − εx˙)2ε (2.69)
is used. Computational cost is reduced by disturbing grid-point velocities x˙ of all
points that are neither first nor second neighbour of another disturbed point. The set
of disturbed points defines the columns of the matrix, whereas the resulting non-zero
residual entries define the rows. This approach follows a graph coloring which is avail-
able for example in [141] and has also been applied for evaluating the Jacobian and
Hessian matrix [142]. For a second-order accurate scheme this procedure is demon-
strated on a Cartesian grid in Fig. 2.7. Following a first finite-difference evaluation
shown in Fig. 2.7(a), a new set of, as yet undisturbed, grid points is selected. This
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(a) First finite-difference evaluation (b) Second finite-difference evaluation
Figure 2.7: Demonstration of finite-difference approach for forming ∂R/∂vg
procedure is repeated until all points have been disturbed once. Even though the pro-
cedure is demonstrated using a Cartesian grid, the computational grids of all test cases
presented herein are hybrid. Depending on the partitioning applied, O(50) and O(200)
finite-difference evaluations are required to construct the full matrix for the aerofoil
and aircraft test cases, respectively. This implementation can easily be adjusted for
lateral gusts by perturbing the y-velocity instead of the z-velocity. Combined lateral
and vertical excitations are then simulated using linear superposition.
Since a linear Taylor expansion is used, the assumption of a dynamically linear
response also extends to integrated quantities, such as lift and moment coefficient.
Thus, changes in global coefficients, e.g. change in lift coefficient ∆CL, can be computed
by forming the partial derivative ∂CL/∂w using steady state information only and then
substituting with Eq. (2.65)
∆CL =
∂CL
∂w
∆w = ∂CL
∂w
Φz = ∂CL
∂wf
Φfzf +
∂CL
∂ws
Φszs (2.70)
This enables the analysis of global coefficients without the need of reconstructing the
surface solution from the ROM data. This formulation accounts for changes in global
coefficients due to aerodynamic as well as structural degrees of freedom.
Needed infrastructure for the ROM analysis were created within this work. This
includes the projection of the system Jacobian matrix, the computation and projec-
tion of the gust influence matrix, the projection of linearised coefficient responses as
well as an overall python-based framework to efficiently handle the different datasets.
The created ROM framework can be used to generate and solve either aerodynamic
or aeroelastic ROMs conveniently. Especially the forming of the POD and EMD ba-
sis has been eased and a facility to combine both modal sets has been programmed.
Moreover, post-processing functions have been created to reconstruct FOM results for
global coefficients, instantaneous surface pressure and full flowfield solutions.
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2.3 Summary on Theoretical Formulation
The theoretical formulations for the full and reduced order models are derived in this
chapter. Computational aerodynamic modelling is discussed introducing the Reynolds-
averaged Navier–Stokes equations. The system is transferred in frequency-domain after
applying a first-order Taylor expansion. The gust induced right-hand side forcing term
is focused on next and an analytical derivation is given. The reconstruction of ape-
riodic time-domain signals, as the key strength of the frequency-domain method, is
exemplified. A discrete frequency response function can be computed once by solv-
ing the linearised system at several reduced frequencies. Afterwards, a large number
of different aperiodic signals can be analysed applying an incomplete inverse Fourier
transform. This significantly reduces the computational cost compared to an unsteady
time-marching simulation while assuming dynamically linear behaviour. Next, a modal
structural formulation is outlined and a coupled aeroelastic system is derived.
In the second part two projection based model reduction techniques, namely proper
orthogonal decomposition and eigenmode decomposition, are introduced to reduce the
spatial degrees of freedom. Details are given on how to generate a stable time-domain
model for proper orthogonal decomposition by considering the cell volume of the CFD
formulation. For the eigenmode decomposition model different ideas on how to ap-
proximate the aerodynamic influence on the coupled eigenvectors are briefly discussed.
Finally, both modal bases are combined and used for a Petrov–Galerkin projection. The
resulting small sized system can be utilised to rapidly analyse aeroelastic gust response
problems on a local desktop machine.
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Chapter 3
Linearised Gust Aerodynamics
The herein proposed time-linearised method, also known as linearised frequency-
domain (LFD) method, for gust response simulations is verified in this chapter analysing
sinusoidal and aperiodic gust responses for an aerofoil and a large civil aircraft. Deriva-
tives of aerodynamic coefficients and complex-valued surface pressures are compared
for time- and frequency-domain approaches at several reduced frequencies. Aperiodic
gust excitations, specifically 1-cos gusts, are investigated using an incomplete inverse
Fourier transform.
In Section 3.1 results are presented for three different aerofoil test cases including
a post-buffet, detached-flow case. In Section 3.2 an industry-relevant aircraft configu-
ration is investigated. After the verification, the techniques are applied to conditions
arising from certification requirements to demonstrate the technical readiness. Com-
putational cost is quantified to discuss the efficiency gain of the time-linearised method
compared to an unsteady time-marching simulation. Finally, the influence of dynamic
non-linearities occurring while analysing aforementioned conditions is outlined. The
majority of results presented in this chapter has been published in [116].
Whereas forced-motion simulations using linearised CFD are already established
and attracted industrial interest, the herein presented gust response method would en-
able industry to completely replace DLM based processes for unsteady aerodynamic
loads in a straightforward fashion. Necessary loads can be computed in frequency do-
main and used at various stages of the aircraft design and certification process without
major changes in the process chain.
A schematic representation of the LFD method for gust response simulations is
given in Fig. 3.1. The LFD method, in contrast to a time-marching method, can be
split in two stages. First, the system is analysed for sinusoidal gust excitations by
solving Eq. (2.18) at several reduced frequencies. This is computationally expensive
since a large but sparse linear system of equations needs to be analysed. Therefore it is
typically done on a high performance computing system and it is referred to as oﬄine
stage. During the oﬄine phase the Jacobian matrix Aff which is independent of gust
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Figure 3.1: Schematic representation of linearised frequency-domain method
excitations is formed, the right-hand side gust forcing term is computed using finite
differences and the resulting large but sparse linear system is solved. Secondly, these
sinusoidal gust responses are utilised to investigate aperiodic time-domain signals such
as 1-cos gusts, as discussed in Section 2.1.1.3. Since only the weighting coefficients need
to be computed the aperiodic reconstruction can be done rapidly on a local computing
system and is also known as online stage.
3.1 NACA0012 Aerofoil Cases
Results are presented for a NACA0012 aerofoil using a mesh consisting of 70,000 grid
points with a first wall-normal spacing of one or less in wall units throughout. The
whole computational domain with a farfield distance of 45 chord lengths is shown in
Fig. 3.2(a). In Fig. 3.2(b), structured boundary layer cells around the leading edge are
displayed. Two attached-flow cases (case 1 and 2) and one post-buffet, detached-flow
case (case 3) are investigated with a constant Reynolds number of 10 million. Mach
number and angle of attack are summarised in Tab. 3.1. The grid requirements are
based on the most challenging test case 3 such that the change in steady lift coefficient
is below 0.1% when further refining the mesh. Case 1 and 2 have been performed with
the same mesh to ensure consistency even though a coarser resoluation might have been
possible to fulfil the same lift convergence criterion.
The unsteady time-domain solver settings applied are shown in Tab. 3.2 and ad-
ditional details are presented in the Section 2.1.4. For the investigation of sinusoidal
excitations, the unsteady time-step size is chosen indirectly by defining the number
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Table 3.1: Flow conditions of NACA0012 aerofoil cases
test case Mach number angle of attack (deg)
case 1 0.3 0.0
case 2 0.8 0.0
case 3 0.8 3.0
Table 3.2: Time-domain numerical parameters of aerofoil cases
excitation cases 1 & 2 case 3
Abort density residual all 10−3 10−5
Cauchy convergence criterion all 3 5
Multigrid-cycle scheme all 3w++ sg
Time-steps per period sine 64 128
Number of periods sine 10 15
Time-step size 1-cos 0.02 0.02
Number of time-steps 1-cos 3000 3000
Time-step size pulse 0.01 0.01
Number of time-steps pulse 12000 12000
(a) Whole computational domain (b) Boundary layer resolution
Figure 3.2: Computational grid of aerofoil cases
of steps per period. Analysing 1-cos gust excitations, time-step size and number of
time steps follow from preliminary numerical experiments to ensure an error in the lift
coefficient value below 1% at all time-steps. For pulse excitations the number of steps
is increased by a factor of four with the time-step size halved compared with 1-cos
excitations. When a Cauchy convergence criterion is applied, a tolerance of 10−8 for
the relative error of the drag coefficient is used since this coefficient is more sensitive
than the lift coefficient. In addition, an abort criterion based on the density residual is
applied thoughout.
41
Table 3.3: Frequency-domain numerical parameters of aerofoil cases
cases 1 & 2 case 3
Number of Krylov vectors 30 40
Number of deflation vectors 10 15
Abort density residual 10−8 10−8
(a) Surface pressure distribution (b) Skin-friction distribution
Figure 3.3: Steady-state surface pressure and skin-friction distributions for aerofoil cases.
(case 1: M = 0.3, α0 = 0◦, Re = 10e6, case 2: M = 0.8, α0 = 0◦, Re = 10e6, case 3: M = 0.8,
α0 = 3◦, Re = 10e6)
Linear systems are solved using a generalised conjugate residual solver with deflated
restarting and further details are given in Section 2.1.4. The linear convergence criteria
applied to the density residual as well as the number of Krylov and deflation vectors
used are given in Tab. 3.3. The higher number of vectors for aerofoil case 3, compared
to cases 1 and 2, accounts for the increased stiffness of the linear system caused by the
substantial shocked-induced separation. Note that this increases the memory needed
for solving the system but not necessarily the runtime.
Steady-state surface pressure distributions for all cases are shown in Fig. 3.3(a) after
converging the density residual to machine precision. Case 1 is purely subsonic and
thus the large suction area around the leading edge dominates the flow topology. In
contrast, both transonic-flow cases (case 2 and 3) contain a strong shock at roughly 45%
chord length. In case 3 the shock causes the flow to detach, resulting in a negative skin
friction coefficient from the shock foot to the trailing edge as presented in Fig. 3.3(b).
3.1.1 Periodic Sinusoidal Gust Excitation
The LFD method is verified at several reduced frequencies by comparing frequency re-
sponse functions of the lift coefficient to equivalent time-domain (TD) results. Instead
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of producing TD solutions separately for each frequency of interest by analysing individ-
ual sinusoidal excitations, a pulse signal is used to excite all relevant frequencies during
one unsteady time-marching simulation. A Fourier transform of the resulting unsteady
lift coefficient is performed and complex-valued Fourier coefficients are weighted by
the Fourier transform of the pulse excitation signal. A dynamically linear response is
ensured by setting the gust excitation velocity vgz to 0.001% of the freestream velocity.
The finite-difference step-size for the evaluation of the right-hand side term is set to
ε = 0.0001. Nearly perfect agreement between both simulation methods is observed
throughout for real and imaginary parts as well as magnitude and phase as seen in
Fig. 3.4. Real and imaginary parts for both attached-flow cases show only positive
values in the investigated frequency range, whereas a change of sign in the real part
and a maximum in the imaginary part is present for case 3 at a reduced frequency of
about 0.5. This behaviour causes a change in sign of the phase while the magnitude
exhibits a peak at this reduced frequency. Similar behaviour has been presented for
forced-motion simulations close to the buffet onset [91,143,144].
Complex-valued surface pressure distributions for all three aerofoil cases obtained
from LFD simulations are compared with their corresponding TD counterparts in
Fig. 3.5 for a randomly chosen reduced frequency of 0.2. Results from TD are pro-
duced applying a Fourier transform to the instantaneous surface pressures, omitting
the initial transient response. All values are normalised by the gust excitation ampli-
tude. The harmonic change in gust velocity can be seen as a local change in angle of
attack throughout the flow field. Note that in contrast to a pitching movement the
change in angle of attack at, for example, the leading and trailing edge is not the same
and depends on the investigated gust length. As expected from a change in angle of
attack, maximum responses in the subsonic case are located around the leading edge
in real as well as imaginary parts and excellent agreement between both simulations is
observed in Figs. 3.5(a) and 3.5(b). For case 2 the highest amplified region is around
the shock location, as shown in Figs. 3.5(c) and 3.5(d) for real and imaginary parts
correlating to the dominating physical behaviour, which is a downstream shock motion
with increasing angle of attack. In contrast to case 2, the NACA0012 aerofoil in case 3
exhibits an inverse shock motion which means that with increasing angle of attack the
shock is moving upstream since the area of shock induced separation is increasing. In
the complex-valued surface pressure plots this can be seen in the change of sign for
the imaginary part around the shock location. Even though, looking at the steady
and unsteady behaviour in combination, this is a highly non-linear phenomenon, the
dynamical contribution to it is purely linear. Thus coinciding results are achieved as
visualised in Figs. 3.5(e) and 3.5(f) and demonstrate the validity of the method even
in severe flow situations if a purely dynamically linear response is investigated.
The amplitude of the lift coefficient over gust amplitude is shown in Fig. 3.6. The
TD responses consider the first harmonic only and are normalised using the linearised
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(a) Real part (b) Imaginary part
(c) Magnitude (d) Phase
Figure 3.4: Frequency response functions of lift coefficient for aerofoil cases. (case 1: M = 0.3,
α0 = 0◦, Re = 10e6, case 2: M = 0.8, α0 = 0◦, Re = 10e6, case 3: M = 0.8, α0 = 3◦,
Re = 10e6)
response. Naturally, a constant line is obtained from the LFD approach whereas non-
linear time-marching solutions start to differ with increasing gust amplitude. These
differences are a measure of non-linearity induced by the gust amplitude. For all cases,
results overlap for very small gust amplitudes, demonstrating that the linearised method
is capable of fully reproducing dynamically linear responses regardless of non-linearities
in the steady-state solution. With increasing amplitude of gust excitation, the resulting
magnitude of the lift coefficient decreases in cases 1 and 3, while for the transonic
attached-flow case 2 no significant drop is observed. Once amplitudes are high enough
to cause either significant shock movement or separation, the unsteady lift increases in
cases 1 and 2. In case 3 on the other hand, the separation area grows with higher gust
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(a) Real part case 1
M = 0.3, α0 = 0◦, Re = 10e6
(b) Imaginary part case 1
M = 0.3, α0 = 0◦, Re = 10e6
(c) Real part case 2
M = 0.8, α0 = 0◦, Re = 10e6
(d) Imaginary part case 2
M = 0.8, α0 = 0◦, Re = 10e6
(e) Real part case 3
M = 0.8, α0 = 3◦, Re = 10e6
(f) Imaginary part case 3
M = 0.8, α0 = 3◦, Re = 10e6
Figure 3.5: Complex-valued surface pressure coefficients for sinusoidal gust at ω∗ = 0.2
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Figure 3.6: Amplitude of lift coefficient over gust amplitude for sinusoidal gust with ω∗ = 0.2.
(case 1: M = 0.3, α0 = 0◦, Re = 10e6, case 2: M = 0.8, α0 = 0◦, Re = 10e6, case 3: M = 0.8,
α0 = 3◦, Re = 10e6)
amplitudes and thus generated lift is reduced. For amplitudes higher than the once
shown the time-domain method was no longer able to converge to a solution using the
applied numerical settings.
In terms of computational cost, one individual frequency-domain solve is between
one to two orders of magnitude faster than the corresponding sinusoidal non-linear
time-marching solution for both attached-flow cases. While unsteady time-marching
simulations are highly sensitive to the investigated flow topology, resulting in increased
computational cost at severe flow conditions, the frequency-domain approach is much
less sensitive provided a robust linear solver is applied. Indeed, even higher time-saving
factors are achieved for case 3 in the range of three to four orders of magnitude. This is
mainly related to the increased number of inner iterations necessary at each time step to
ensure a sufficient convergence of the density residual. Note that a robust linear solver
is necessary to solve linear system at severe flow conditions efficiently and performance
will be different if a more simplistic approach than the herein used generalised conjugate
residual solver with deflated restarting is applied.
3.1.2 Aperiodic 1-cos Gust Excitation
Responses to aperiodic 1-cos gust excitations are obtained by an incomplete inverse
Fourier transform of several discrete frequency-domain results in conjunction with a
complex-valued weighting function as outlined in Section 2.1.1.3. The influence of the
reduced frequencies, retained during the inverse Fourier transform, is analysed first.
Time-domain signals and their corresponding frequency-domain counterparts for dif-
ferent gust lengths are shown in Fig. 3.7. With decreasing gust length the affected
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(a) Time-domain representation (b) Frequency-domain representation
Figure 3.7: Time- and frequency-domain representation for three different gust lengths
frequency range increases and thus differently spaced and/or more samples are neces-
sary.
Detailed results for two different gust lengths for case 1 with a constant gust am-
plitude of 1% of the freestream velocity are shown in Fig. 3.8. With the spacing kept
constant at ∆ω∗ = 0.0648 and sampling always starting at ω∗ = 0, the number of
frequencies nω∗ is analysed for 15, 30 and 45 samples. For the shorter gust length,
a higher number of frequency-domain results is necessary to accurately predict loads
since higher frequencies are important, whereas with increasing gust length the relevant
frequency range is reduced. Thus, 45 equally spaced reduced frequencies are needed
for Lg/cref = 5 to achieve an error
∆CL,LFD,max −∆CL,TD,max
∆CL,TD,max
(3.1)
below 1%. This number decreases to 15 for Lg/cref = 20 for a similar error when
comparing time-marching and LFD results.
The influence of the step size ∆ω∗ is analysed next. The number of frequencies is
kept constant at 15 while the step size is varied using ∆ω∗ = 0.0648, 0.1296 and 0.1944.
Results for case 1 are shown in Fig. 3.9. For ∆ω∗ = 0.0648 results are equivalent to the
aforementioned ones with good agreement only for the longer gust. With increasing
step size, the relative error on the maximum lift coefficient decreases for Lg/cref = 5
while the opposite effect is observed for Lg/cref = 20. Whereas the relative error for the
short gust with a step size of ∆ω∗ = 0.1944 drops below 1%, a deviation of around 3%
is obtained for the longer gust since the low frequency range needed for longer gusts
is underrepresented. All subsequent results are produced using 45 frequencies, ω∗0 = 0
and a spacing of ∆ω∗ = 0.0648 to accurately predict loads for a wide range of gust
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(a) Lg/cref = 5 (b) Lg/cref = 20
Figure 3.8: Change in lift coefficient scaled by gust amplitude due to 1-cos gusts for case 1
with varying numbers of retained frequencies. The spacing is kept constant at ∆ω∗ = 0.0648.
M = 0.3, α0 = 0◦, Re = 10e6
(a) Lg/cref = 5 (b) Lg/cref = 20
Figure 3.9: Change in lift coefficient scaled by gust amplitude due to 1-cos gusts for case 1
with varying frequency spacing. M = 0.3, α0 = 0◦, Re = 10e6
lengths. However, the choices of ω∗0, ∆ω∗ and nω∗ highly depend on the aperiodic gust of
interest analysed afterwards. While herein presented values show excellent agreement
for 1-cos gusts, the analysis of a different excitation signal might result in different
sampling strategy. Moreover, if an infinite range of reduced frequencies is necessary
to accurately capture the time-domain behaviour, the frequency-domain method might
still be possible but less efficient.
LFD responses for the two other cases are shown in Fig. 3.10 in comparison to
the corresponding unsteady time-marching results for non-dimensional gust lengths of
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(a) case 2 M = 0.8, α0 = 0◦, Re = 10e6 (b) case 3 M = 0.8, α0 = 3◦, Re = 10e6
Figure 3.10: Change in lift coefficient scaled by gust amplitude for 1-cos gusts with different
gust lengths
Lg/cref = 5 and 20. While the gust amplitude for the transonic, attached-flow case
is 1% of the freestream velocity, the detached-flow case 3 requires a reduced value of
0.001% of the freestream velocity to ensure a dynamically linear response. Overall
good agreement between the solution methods for all gust lengths is observed. This is
particularly interesting since case 3 shows a significantly different physical behaviour
compared with case 2. Close to the maximum lift coefficient the inverse shock motion
starts to dominate the behaviour and the separation area increases as outlined before.
Thus the change in lift coefficient reduces drastically and even becomes negative around
a non-dimensional time of 10 and 20 for the short and long gust respectively.
Computational cost, if 45 sinusoidal samples are computed, is equivalent to one
unsteady time-marching simulation. Based on this sampling data, various gust pa-
rameters of interest, e.g. shape, length and off-set, can be analysed at minimal extra
cost provided the active frequency range is covered. On the contrary, the time-domain
analysis needs to be redone for each change in gust parameter.
3.2 Large Civil Aircraft Case
The next test case is a large civil aircraft representative of a double-aisle wide-body
long-range passenger aircraft. The computational mesh consists of 130,000 points on
the surface and nearly 8 million points throughout the computational domain. It has
been provided from the industrial partner of this work an can be seen as representative
of a mesh which would be used in industry since it offers a reasonable trade-off between
achieved accuracy and needed run-time. No grid convergence study has been performed
herein but higher resolution of the flowfield due to a finer grid would automatically
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be inherited from the linearised method. Thus, even though results presented might
not be “mesh-converged”, they are still suitable for the verification of the proposed
method. A comparison to experimental results was not possible during the course of
this thesis since the envisioned wind tunnel test in a transonic tunnel has been moved
further and unfortunately was not finished in time. Moreover, results for gust responses
at a flight altitude of 10 km would need measured flight test data for comparison.
Due to the “theoretical” nature of the investigated aircraft these are not available.
Nevertheless, the focus of this work was to establish reduced order modeling techniques
based on time-marching RANS simulations which are independent of the validity of the
underlying CFD solver. For consideration of resulting loads within the aircraft design
and certification process the validation of the applied CFD solver will be necessary and
shall not be underestimated.
A steady-state solution at a Mach number of 0.85 and an altitude of 10 km is ob-
tained using an elastic trimming procedure based on Broyden’s method [145], which
balances lift and weight and ensures zero pitching moment. The steady simulation in-
cludes 94 structural modes to represent elastic deformation. Some selected modes are
highlighted in Fig. 2.5 and have been discussed previously. An artificial mode for the
horizontal tail plane deflection is used for trimming and shown in Fig. 3.11(a). For the
steady aeroelastic trimming process an initial CFD solution is computed by driving the
density residual a few orders of magnitude. Resulting surface forces are projected onto
the structural modes and the structural deformations are obtained by a superposition
of all modes. For the lift and moment trimming, the horizontal tail plane deflection
and angle of attack are iteratively adjusted until the desired coefficients are reached.
For all mesh deformations, HTP and elastic changes, the radial basis function method
to deform the computational grid [130] is applied to convect the surface changes into
the volume grid. The trimming loop is stopped either when the desired coefficients are
reached or once the a-priori defined maximum number of iterations is exceeded. Here, a
total of 6 iterations steps are performed until the global coefficients are reached. Since
both sets of equations, aerodynamic and structure, are solved independently, data is
exchanged after each individual step has finished. Note that the trimming works inde-
pendent of the initial conditions given for angle of attack and HTP deflection. However,
an appropriate initial guess can significantly speed-up the convergence. Thus the ini-
tial guess for the angle of attack is obtained by trimming the aircraft without elastic
deformations first and then starting the coupled trimming loop. The rigid trimming
process is part of the DLR-TAU code and is started at zero degrees angle of attack.
The resulting surface deflections compared to the initial untrimmed shape are shown
in Fig. 3.11 with the initial-shape in light blue. The wing bends upwards and also
twisted towards the wing tip due to the aerodynamic force as expected for a backward-
swept wing. The horizontal tail plane has been rotated downwards by approximately
2 degrees to counter the pitching moment induced from the main wing. Even though
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(a) Artificial horizontal tail plane mode (b) View on the XZ-plane
(c) View on the XZ-plane - zoom on wing (d) View on the YZ-plane
Figure 3.11: Artificial horizontal tail plane mode and surface deformation of jig and flight
shape which is obtained using the steady aeroelastic trimming process
the HTP mainly counters the pitching moment, it still contributes slightly to the lift
trimming. Only minor deformations are present on the fuselage. The final surface mesh,
after driving the density residual to converge seven orders of magnitude, is visualised
in Fig. 3.12(a). A strong shock along the wingspan at roughly 70% chord length can
be seen in the steady surface pressure distribution in Fig. 3.12(b). Furthermore, the
effects of the first wing bending mode in conjunction with the wing torsion mode cause
a decrease of sectional lift towards the wing tip. The horizontal tail plane is deflected
downwards during the trimming process but, due to the aircraft angle of attack, a
strong suction area around the leading edge but no shock formation is observed.
Unsteady time-domain solver settings for the aircraft test case are summarised in
Tab. 3.4. As for the aerofoil, the unsteady time-step size for all sinusoidal investigations
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(a) Surface point distribution (b) Steady surface pressure distribution
M = 0.85, H = 10km, α0 ≈ 2.5◦
Figure 3.12: Civil aircraft surface mesh and steady-state surface pressure coefficient
Table 3.4: Time-domain numerical parameters for aircraft case
excitation value
Abort density residual all 10−3
Multigrid cycle scheme all 2v
Time-steps per period sine 128
Number of periods sine 15
Time-step size 1-cos 0.0015 s
Number of time-steps 1-cos 1280
Time-step size pulse 0.000725 s
Number of time-steps pulse 5120
is chosen indirectly by defining the number of steps per period. Analysing 1-cos gust
excitations, time-step size and number of time-steps follow from numerical experiments,
results of which are outlined in this chapter. For pulse excitations the number of steps
is increased by a factor of four while the time-step size is halved compared to a 1-cos
excitation. Nevertheless, the pulse method is significantly more efficient computing
a transfer function than several individual sinusoidal responses. In addition to an
abort criterion based on the density residual, a Cauchy convergence criterion is applied
throughout with a tolerance of 10−8 for the relative error of the drag coefficient chosen
as control variable. Note that this rather strict convergence criterion is used to ensure
accurate results even for small gust amplitudes.
Parameters for the LFD system solves are given in Tab. 3.5. A more detailed study
of the influence of the abort density residual applied is presented in Sec. 3.2.1. The
number of vectors is based on results presented in [133] and is chosen such that a
constant number of Krylov vectors can be used for all reduced frequencies of interest.
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Table 3.5: Frequency-domain numerical parameters for aircraft case
value
Number of Krylov vectors 100
Number of deflation vectors 20
Abort density residual 10−6
(a) Convergence behaviour (b) Influence of finite-difference step size
Figure 3.13: Numerical study of frequency-domain gust approach for aircraft case. M = 0.85,
H = 10km, α0 ≈ 2.5◦
3.2.1 Periodic Sinusoidal Gust Excitation
The convergence behaviour of the density residual as well as the complex-valued coef-
ficients of lift and pitching moment are analysed, while solving the frequency-domain
system for a vertical gust with a randomly chosen reduced frequency of 0.53. Results
are presented in Fig. 3.13(a) with coefficients normalised by their converged values.
Once the residual has converged five orders of magnitude, both coefficients remain es-
sentially unchanged. Therefore, if only integrated loads are of interest, simulations
can be stopped earlier, resulting in an additional time saving of 50% compared with
fully converging the system. For the remainder of the discussion, the density residual
is driven to drop six orders of magnitude, ensuring converged solutions for integrated
loads as well as surface pressures.
Investigating the same reduced frequency as before, the influence of the finite-
difference step size ε, when forming the right-hand side in Eq. (2.23), is analysed.
Figure 3.13(b) shows the magnitudes of lift and pitching moment coefficients, nor-
malised to converge towards one, for a range of finite-difference step sizes. Results
independent of the step size are obtained below 10−3 for both coefficients, while larger
values result in increasing magnitudes with a higher impact on the moment. A value
of 10−4 is applied throughout in the following to ensure step-size independent results.
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(a) Real part (b) Imaginary part
(c) Magnitude (d) Phase
Figure 3.14: Frequency response functions of lift and moment coefficients for aircraft case.
M = 0.85, H = 10km, α0 ≈ 2.5◦
Comparing frequency response functions of lift and pitching moment coefficients,
the accuracy of the presented method is shown at several reduced frequencies for the
three-dimensional test case. Similar to the aerofoil test cases, a gust pulse excitation is
used to obtain the frequency response function with just one unsteady time-marching
simulation. A Fourier transform of the unsteady coefficients of lift and pitching moment
is performed and resulting complex-valued Fourier coefficients are weighted by the
Fourier transform of the input signal. The vertical amplitude vgz of the excitation
during the time-marching simulation is set to 0.001% of the freestream velocity, which
ensures a linear dynamic response. Real and imaginary parts as well as magnitude and
phase of the coefficients, presented in Fig. 3.14, are in good agreement at all frequencies
between time- and frequency-domain predictions.
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(a) Real part on starboard wing (b) Imaginary part on starboard wing
(c) Real part on tail (d) Imaginary part on tail
Figure 3.15: Complex-valued surface pressures for vertical sinusoidal gust at ω∗ = 0.53
showing time- and frequency-domain results as solid and dashed lines, respectively. Black lines
indicate locations of extracted sections. M = 0.85, H = 10km, α0 ≈ 2.5◦
Complex-valued surface pressure distributions are compared at a reduced frequency
of 0.53 to analyse the LFD gust method in more detail. Reference time-domain solu-
tions are generated simulating a vertical sinusoidal gust with an excitation amplitude
vgz = 0.001% of the freestream velocity for 15 periods and then performing a Fourier
transform on the instantaneous surface pressures during the final period. Frequency-
domain solutions on the other hand are readily available once the linear system is
solved. Starboard-wing results are presented in Figs. 3.15(a) and 3.15(b) for real and
imaginary parts with solid and dashed lines denoting time- and frequency-domain solu-
tions, respectively. Even at challenging flow topologies good agreement between both
methods is obtained. Around the shock at 70% chord length on the upper surface
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(a) Real part at 75% semi-wingspan (b) Imaginary part at 75% semi-wingspan
(c) Real part at 32% semi-wingspan (d) Imaginary part at 32% semi-wingspan
(e) Real part at 75% semi-HTP span (f) Imaginary part at 75% semi-HTP span
Figure 3.16: Sectional complex-valued surface pressure distributions for vertical sinusoidal
gust at ω∗ = 0.53. M = 0.85, H = 10km, α0 ≈ 2.5◦
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(a) Real part on port wing (b) Real part on starboard wing
(c) Imaginary part on port wing (d) Imaginary part on starboard wing
Figure 3.17: Complex-valued surface pressures for lateral sinusoidal gust at ω∗ = 0.53 showing
time- and frequency-domain results as solid and dashed lines respectively. M = 0.85, H =
10km, α0 ≈ 2.5◦
the highest pressure perturbations occur, again with no differences between the sim-
ulations. Excellent agreement is observed also around the wing-pylon junction, which
causes complex flow behaviour due to vortices. In addition, results are compared for
the HTP and fin in Figs. 3.15(c) and 3.15(d) with similar good agreement. Highest
perturbations are located around the leading edge caused by the suction area since no
shock formation is present.
Results are further compared by extracting slices from the wing and HTP surfaces,
the locations of which are indicated by black lines in Fig. 3.15. Real and imaginary parts
are normalised by the excitation amplitude, while the x-axis is scaled by the local chord
length. Figures 3.16(a) and 3.16(b) present complex-valued pressures for the first slice
57
at 75% semi-wingspan, showing good agreement between the two simulation techniques.
Some minor differences occur between LFD and TD simulations at the shock location
for both real and imaginary components. The second location at 32% semi-wingspan
investigates surface pressures at the junction of wing, pylon and nacelle. Results for
real and imaginary parts are displayed in Figs. 3.16(c) and 3.16(d). Note that internal
nacelle surfaces are ignored for visualisation purposes. Even in this challenging flow
region results from both methods are in excellent agreement. The third slice is located
at 75% semi-HTP span and results are presented in Figs. 3.16(e) and 3.16(f). In contrast
to previous sections on the wing, no shock formation is present, thus maximum values
for real and imaginary part appear around the suction region for both methods.
The generality of the approach is shown by analysing also lateral gust response
behaviour at a reduced frequency of 0.53. As before, complex-valued surface pressure
distributions are discussed. Time-domain solutions are generated simulating a sinu-
soidal gust with a lateral excitation amplitude vgy of 0.001% of the freestream velocity.
Since for lateral gusts the flow topology is no longer symmetric, port and starboard
wing results are visualised in Fig. 3.17 for real and imaginary parts with solid and
dashed lines denoting time- and frequency-domain solutions, respectively. Highest val-
ues still occur around the shock at 70% chord length but differ in sign between port and
starboard wing. Overlapping results between the two simulation methods are achieved,
independent of the complexity of the steady flow field. Results for the HTP and VTP as
well as different reduced frequencies have been analysed and are similarly satisfactory.
3.2.2 Aperiodic 1-cos Gust Excitation
The frequency-domain gust response approach for the large civil aircraft is now used to
investigate dynamic responses to realistic 1-cos gusts. Three gust lengths of Lg = 18,
116 and 214 m are analysed representing the shortest, a medium and the longest value
of all gust lengths as defined by the European Aviation Safety Agency in CS 25.341 [5].
A time- and frequency-domain representation is given in Fig. 3.18 showing that the
shortest gust length of Lg = 18 excites reduced frequencies up to nearly 5. Amplitudes
are chosen in accordance with the certification requirements and are in the order of
5% of the freestream velocity. First, the influence of the chosen time-step size for all
TD simulations is investigated for a 1-cos gust with Lg = 116 m with results shown
in Fig. 3.19. Whereas doubling the time-step size from its baseline value of 0.0015 s
induces an error of 0.75% on the maximum lift coefficient, halving the time-step size
results in a difference of 0.015%. Thus, the applied baseline time-step offers a reasonable
trade-off between computational cost and achieved accuracy.
Frequency-domain sampling data is produced at 15 reduced frequencies ω∗ between
0 and 3 to cover the frequency range of interest. The change in lift coefficient for all
three gust lengths is shown in Fig. 3.20. If the gust amplitude is set to 0.001% of the
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(a) Time-domain representation (b) Frequency-domain representation
Figure 3.18: Time- and frequency-domain representation for three different gust lengths as
defined by the European Aviation Safety Agency in CS 25.341
Figure 3.19: Influence of unsteady time-step size for 1-cos gust with Lg = 116 m. M = 0.85,
H = 10km, α0 ≈ 2.5◦
freestream velocity, perfect agreement between a (then-linearised) time-domain simu-
lation and LFD is obtained for Lg = 214 m, once scaling the amplitude accordingly.
Similar behaviour is expected for the other gust lengths. While still a fair match is
observed for the shortest gust length of Lg = 18 m, minor differences in the maximum
lift coefficient as well as during lift decay are present for longer gusts. These discrepan-
cies are caused by a dynamically non-linear response near the maximum lift coefficient
during the time-marching simulation since an increasing gust length results in a larger
gust amplitude due to the certification requirements [5]. The frequency-domain ap-
proach assumes a dynamically linear response and is overpredicting the maximum lift
coefficient. It should be noted, once dynamically non-linear phenomena are present, the
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Figure 3.20: History of aircraft lift coefficient response for different 1-cos gusts. M = 0.85,
H = 10km, α0 ≈ 2.5◦
LFD method is strictly speaking not valid since the assumption of linear superposition
is no longer fulfilled.
For Lg = 116 m the relative surface pressure difference at maximum lift coefficient
is displayed in Fig. 3.21(a) showing values below 1% nearly everywhere on the surface.
Since a non-linear shock motion and a corresponding amplitude decrease occur during
the time-domain analysis, the highest positive as well as negative differences of around
10% arises close to the steady shock location. In addition, some minor discrepancies
of 5% are present around the leading edge caused by the same amplitude mechanism.
In addition, the change in vertical force Fz and bending moment Mx is shown over
the center wing-box axis in Fig. 3.21(b). Whereas for the force only minor differences
are visible close to the fuselage, the change in moment differs more significantly. This
is directly related to the surface pressure differences primarily around the shock loca-
tion discussed earlier. The positive and negative error in the surface pressures cancel
out when the spanwise force is calculated while for the moment this is not the case.
Nevertheless, the LFD method predicts forces as well as moments conservatively.
Computational cost is presented for the two approaches in Tab. 3.6. All simulations
were performed on the UK based high power computing facility ARCHER1 using 192
standard compute cores. Since the computational time for a TD 1-cos simulation
depends on the investigated gust length, the average time is taken and normalised to
1 as the reference. The time of 0.21 for the LFD covers the entire solution time for
all 15 linear system solves including the calculation of the right-hand side vector and
forming of the Jacobian matrix. Subsequent reconstruction of global coefficients and
surface pressure distributions is negligibly low. Thus, the LFD method already offers
a speed-up factor of roughly 5 compared to a single 1-cos time-marching response. As
1Advanced Research Computing High End Resource.
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(a) Difference in surface pressure (b) Vertical force and bending moment
Figure 3.21: Surface-pressure difference and maximum aerodynamic loads on the wing for
Lg = 116 m. M = 0.85, H = 10km, α0 ≈ 2.5◦
Table 3.6: Comparison of computational cost for aircraft case
Task Cost
Time-domain simulation (one gust length) 1
Frequency-domain sampling (all samples) 0.21
a) Rebuilding global coefficients –
b) Rebuilding surfaces pressure distributions –
discussed in detail above, the frequency-domain solutions can be recycled to investigate
an arbitrary time-domain signal, as long as the excited frequency range is covered.
Unsteady time-marching simulations on the other hand need to be repeated for each
change in gust parameter. According to [146] a number of 30 different gust lengths
at a given flight condition should be analysed during the certification process. Hence,
the LFD approach offers a speed-up of two orders of magnitude compared to unsteady
time-domain simulations for all gust lengths of interest.
The presented frequency-domain method for gust responses has shown excellent
results for the analysis of 1-cos gusts while reducing computational cost significantly.
However, some assumptions are introduced which define limitations of this approach.
First, a point of linearisation is necessary. Whereas in this work a converged steady so-
lution is obtained for all investigated cases, this is not guaranteed in general. Whereas,
in a loads and aeroelastic context for commercial aircraft, this is a minor concern,
for a military configuration which is highly vortex dominated, the existence of such a
steady solution becomes less likely. Secondly, the applied incomplete inverse Fourier
technique offers savings in computational cost since only an a-priori known range of
reduced frequencies need to be considered. As seen in Fig. 3.7 for 1-cos gusts, mainly
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(a) Normalised magnitude (b) Phase
Figure 3.22: Fourier transformation of linear and non-linear aircraft response to vertical gusts
small reduced frequencies are important while high frequencies can be omitted. For
time-domain signals of interest which affect an infinite or a very large frequency range,
the incomplete inverse Fourier technique can still be applied but the computational
benefit will be reduced. Thirdly, the linearisation assumes that only infinitesimally
small amplitudes are investigated and the dynamic response behaviour is purely linear.
However, for gust response simulations in which amplitudes are defined by CS 25.341
dynamically non-linear behaviour is expected since gust amplitudes are in the range
of 5% of the freestream velocity. Therefore, these influences will be analysed in more
detail next for the large civil aircraft.
A Fourier transform of the unsteady but linear and non-linear lift-coefficient time
history is performed and results are presented in Fig. 3.22. The magnitude is scaled by
the gust amplitude and freestream velocity. The linear excitation amplitude is 0.001%
of the freestream velocity and the non-linear amplitude is defined by CS 25.341. As
mentioned before, for the shortest gust length the occurring non-linearities are only local
and not visible in the integrated loads neither for magnitude nor phase. For the medium
and long gust, non-linearities affect the magnitude response for low frequencies, causing
the response to decrease. Concerning the phase behaviour shown in Fig. 3.22(b), for
Lg = 214 m the phase starts to differ once the magnitude becomes nearly zero and thus
is unimportant during the incomplete inverse Fourier transform. For Lg = 116 m only
some minor deviations are visible for the phase around the poles of the excitation.
As visible when analysing the aforementioned results, the LFD method overpredicts
loads compared to time-marching simulations once non-linearities occur. Even though
all cases presented within this thesis show this behaviour, it can not be guaranteed
unconditionally. In fact, at severe flow conditions, such as large flow separation, it
is possible that results are no longer predicted conservatively since the dynamically
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Figure 3.23: Steady lift coefficient over angle of attack for aircraft case
non-linear behaviour can cause the flow characteristics to change. For example dy-
namically non-linear shock motion can cause flow separation which results in negative
lift coefficients and is not represented by any kind of dynamically linear analysis. A
very simplistic estimation can be obtained when analysing the steady change in lift
coefficient over angle of attack, since gust excitations primarily cause a change in angle
of attack. An example for the civil aircraft, including the point of linearisation, is
shown in Fig. 3.23 and contain several angles of attack which are of interested from an
aircraft design point of view. Since all of them are either within the linear slope of the
curve or before the maximum lift coefficient, the linearised frequency domain method
is expected to predict loads conservatively.
3.3 Summary on Time-Linearised Gust Aerodynamics
This chapter has presented results to verify the LFD method for gust excitations. Re-
sponses to various sinusoidal gusts are first computed to reconstruct an arbitrary gust
encounter, utilising a complex-valued superposition in conjunction with an incomplete
inverse Fourier transform. In comparison with an unsteady time-marching approach
computational cost is significantly reduced by two orders of magnitude when running
a sufficient number of gust lengths. Results are presented for a NACA0012 aerofoil at
three different flow conditions and a large civil aircraft. Excellent agreement compared
with unsteady time-marching simulations is observed both for integrated aerodynamic
coefficients and complex-valued surface pressures. The influence of retained frequen-
cies during the incomplete inverse Fourier transform for 1-cos gust reconstruction is
discussed. In addition, for the aircraft case, responses to characteristic 1-cos gusts
as defined by international certification authorities are reconstructed from sinusoidal
responses and compared with corresponding non-linear time-marching simulations.
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The proposed approach enables industry to fully change current DLM based un-
steady loads prediction process to CFD. Due to the frequency-domain evaluation of
aerodynamic quantities, significant time-saving factors can be demonstrated compared
to time-marching methods while steady non-linearities are retained. Therefore, this
method presents a substantial step towards fully establishing CFD for the computation
of unsteady loads during the aircraft design and certification process. However, the
system size is still large and expert knowledge in CFD is necessary to obtain accurate
loads. During the aircraft design and certification process, which has always been mul-
tidisciplinary, CFD accurate loads are desirable without the need of expert knowledge
and by only analysing a small sized system. Thus, projection based reduced order
modelling for aerodynamics is discussed next. This not only decreases the number
of degrees of freedom but moreover allows the efficient analysis of coupled aeroelastic
problems by extending the system with structural degrees of freedom.
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Chapter 4
Aerodynamic Model Reduction
This chapter presents an aerodynamic reduced order model for gust analysis. The LFD
method introduced in Chapter 3 is applied to generate samples of the full order model
efficiently at several reduced frequencies. POD is then used to obtain a modal basis
onto which the linearised operator of the RANS equations is projected. The first test
case investigated is an aerofoil at transonic flow conditions. The influence of retained
energy in the modal basis is discussed in-depth and a method to stabilise the reduced
system is shown. The second case is the large civil aircraft near cruise condition, which
is analysed to demonstrate the maturity of the method and to outline challenges of
up-scaling and efficiency gains for an industry relevant test case.
Since the large system size is reduced, it enables the consideration of CFD accu-
rate loads in a wide range of multidisciplinary applications such as aeroelasticity and
aeroservoelasticity in a straightforward fashion. Especially in time-critical processes
the presented model reduction allows the inclusion of non-linear aerodynamic affects.
Aerodynamic loads are available within seconds without the need of correction factors
for gust loads analysis.
A schematic representation of the aerodynamic model reduction approach is given in
Fig. 4.1. As for the LFD method the approach consists of two stages, a construction and
a solving stage. Whereas the former stage works on the FOM and is performed oﬄine,
the latter is evaluated online. Initially samples of the FOM are computed using the
LFD method which is discussed in detail in Chapter 3. Thus, the upper left computing
snapshots block becomes the sampling block of the LFD method when zoomed in.
During the construction two steps are performed. First, modes are computed using
POD with an appropriate scaling. Secondly, full-order matrices such as the system
Jacobian matrix and the gust influence matrix are projected onto the modal basis in
a Galerkin sense. Once the model construction is finished, the resulting small sized
system can be evaluated rapidly for various different gusts. All outlined steps will be
analysed in the following using the two aforementioned test cases and additional details
including a volume-weighting approach for stabilisation will be discussed.
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Figure 4.1: Schematic representation of aerodynamic model reduction approach
4.1 NACA0012 Aerofoil Case
A NACA0012 aerofoil is analysed in this section. The computational grid is the same
as presented in Chapter 3 and is shown in Fig. 3.2. The investigated flight condition
is case 2 with parameters given in Table 3.1. The altitude has been adjusted to 10 km
which changes the Reynolds number to 6.8 million compared to the aerofoil cases in
Chapter 3. Parameters for time-marching FOM analysis as well as LFD sample gener-
ation are given in Table 3.2 and 3.3, respectively.
POD needs a representative set of full order model data to construct a small sized
model while preserving the accuracy of the underlying system. Generally, samples can
be computed in time or frequency domain. The LFD method is applied throughout
because of its superior computational efficiency compared with a time-marching ap-
proach as demonstrated in Chapter 3. Also the number of required samples is signifi-
cantly reduced. Typically, about 20 frequency-domain samples are sufficient rather than
O(1000) time slices using a time-marching evaluation of the full order system. Sample
generation in time domain is usually performed using an a-priori defined training signal
which covers a large range of frequencies in a single time-marching simulation [147]. In
fact, a possible time-domain training signal here would be the pulse excitation used in
Chapter 3 to efficiently evaluate the accuracy of the LFD method. During the com-
putation several if not all time-step solutions could stored and then used as sampling
data for the modal basis either directly or after a Fourier transform.
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For the aerofoil case, the system response is sampled at k = 20 reduced frequen-
cies ω∗j between ω∗0 = 0 and ω∗max = 2 using a power lower
ω∗j = ω∗0 +
(
j
k
)2
ω∗max for j = 0, . . . , k (4.1)
This sampling strategy has been found beneficial over uniformly distributed frequencies
since it reflects the Fourier transform of 1-cos gusts with small frequencies generally
being more important than large ones as shown in Section 2.1.1.3 and for several gust
lengths in Fig. 3.7. Note that a signal which activates a different frequency spectrum
than 1-cos would call for an adjusted sampling strategy.
For forming the ROM basis, complex conjugates of the snapshots can be included
at no additional cost. While this is essential if the resulting ROM is analysed in
time domain, it is not necessary for a frequency-domain based representation since
the frequency-domain ROM only needs the response at positive frequencies. A time-
domain model on the other hand also needs the response at negative frequencies to
give consistent results. This can be seen when looking at a Fourier transformation on a
time-domain signal. It decomposes the signal in negative as well as positive frequencies.
First, results will be presented for a frequency-domain ROM formulation to highlight
the significant reductions in size. Secondly, also complex conjugates will be included
and additional steps necessary for a stable time-domain modal basis will be outlined.
4.1.1 Classical Proper Orthogonal Decomposition Method
The relative information content, see Eq. (2.44), of all 20 POD modes is presented in
Fig. 4.2(a) with the sum scaled to one. The first mode contains 99% of the energy
indicating that the vast majority of the dynamic behaviour is described by the first
mode. From mode 16 on the corresponding relative information content is 7 orders of
magnitude smaller than the first one. These modes have a negligible contribution to
the reconstruction of the full order model behaviour.
The magnitude of pressure for chosen POD modes is presented in Fig. 4.2 while
selected modes are highlighted in Fig. 4.2(a). All modes indicate the shock location
as the region with the highest fluctuations. This correlates to the physical behaviour
which is dominated by the unsteady shock motion and also reflects the results shown
in the underlying LFD samples in Fig. 3.5. Note that the POD modes are constructed
based on samples between a reduced frequency of 0 and 2 and therefore highlight areas
of importance throughout this frequency range and not only at a single frequency
as shown in Fig. 3.5. From the second mode on, fluctuations in other regions of the
flowfield are observed such as the leading edge suction area and the area downstream of
the shock wave. However, the contribution of these is significantly smaller compared to
the shock. Moreover, the shock is enlarged inside the computational domain as well as
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(a) Relative information content (b) Mode 1
(c) Mode 2 (d) Mode 6
(e) Mode 10 (f) Mode 18
Figure 4.2: Magnitude of non-dimensional pressure for several POD modes.
M = 0.8, α0 = 0◦, Re = 6.8e6
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(a) Change in lift coefficient (b) Change in surface pressure distribution
Figure 4.3: Aerofoil POD ROM response with different amounts of relative information con-
tent analysing a 1-cos gust with Lg = 20cref . M = 0.8, α0 = 0◦, Re = 6.8e6
downstream which means that fluctuations besides the shock movement are captured
within the modes but rated as less important to the overall physical gust response
behaviour. Since all information contained in the initial sampling is represented in the
modes, small scale fluctuations are present. This is in particular the case for mode 18
upstream of the shock.
The POD ROM is constructed by projecting the linearised operator of the RANS
equations onto the small modal basis retaining different levels of relative information
content. All resulting ROMs are unstable in time domain since the projected Jacobian
matrix has eigenvalues with positive real part (compare Fig. 4.5). However in frequency
domain, the linearised small system can still be solved. Due to the small matrix size
and consequent possible direct solution techniques, the number of resolved frequencies
can be freely chosen. Here 300 equally spaced reduced frequencies are applied between
0 and 2 and time-domain behaviour is reconstructed using the inverse Fourier technique
outlined in Section 3.1.2. The influence of the retained relative information content is
shown in Fig. 4.3 for a gust length of Lg = 20 cref and an amplitude of vgz = 0.01 U∞.
As in Chapter 3 the small amplitude is chosen to ensure a dynamically linear behaviour
of the time-marching reference solution. The change in lift coefficient is presented in
Fig. 4.3(a). When all modes are retained the reduced system size is equivalent to
the number of underlying samples and has 20 degrees of freedom. By subsequently
reducing the energy content considered during the model construction, the size of the
ROM reduces further. For example, for 99.9999% of the energy 13 modes are included
and with 99.999% only 7 modes are retained. The FOM behaviour for changes in lift
coefficient is accurately predicted by the ROMs with 20 and 13 modes. With only 7
modes, some minor deviations are present around the maximum lift value and during
69
(a) Change in lift coefficient (b) Change in pitching moment coefficient
Figure 4.4: Aerofoil POD ROM response for different gust lengths. M = 0.8, α0 = 0◦,
Re = 6.8e6
the lift decay. It should be highlighted, that the entire CFD solution including all
points in the flowfield are considered during the model forming and the flowfield at all
points can be reconstructed from the ROM with just a matrix-vector product. Thus,
the surface pressure distributions at the peak lift location are available at no additional
cost and can be consulted to evaluate the accuracy of the ROM. The error in surface
pressure distributions at the point of the maximum lift coefficient, calculated using
error = (∆cp,FOM −∆cp,ROM )/∆cp,FOM (4.2)
between full and reduced model is visualised in Fig. 4.3(b). For all three ROMs the
maximum error is below 0.2 and the average error below 0.05 with deviations mainly
present around the shock location.
The amount of retained energy is set to be 100% for the following investigations to
ensure the highest level of accuracy possible. The obtained reduction in size is from
350,000 to 20 degrees of freedom which can be solved on a local desktop computer
within fractions of seconds. Besides the gust length of Lg = 20 cref , also two other
gust lengths are analysed to demonstrate that the ROM can be used for a wide range
of different gust parameters without recomputing. Results are shown in Fig. 4.4 for
Lg = 10 cref and Lg = 5 cref with excellent agreement between FOM and ROM for
changes in lift as well as pitching moment coefficient.
While significant reduction in degrees of freedom with a high level of accuracy is
demonstrated above, the presented POD model has a drawback. When analysing the
eigenspectrum of the reduced Jacobian matrix A = ΦHPODAΦPOD in Fig. 4.5, it is evi-
dent that the resulting reduced order model is unstable. In fact, non-existing stability
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Figure 4.5: Eigenspectrum of reduced Jacobian matrix A = ΦHPODAΦPOD for aerofoil POD
ROM. M = 0.8, α0 = 0◦, Re = 6.8e6
for POD based models in the field of fluid dynamics is well known and has been dis-
cussed for example in [136,148]. It has been concluded that the underlying dot product
used in Eq. (2.44)(i.e. SHS) is the source as well as the solution to the numerical insta-
bility of the ROM. If the classical L2 norm and its corresponding dot product is used
the resulting POD modes are not physical since all conservative variables are accounted
for during the forming of SHS. Thus, the resulting model does not have a consistent
physical dimension such as energy or velocity and violates conservation which results
in the non-existing stability. Note that, even though the relative information content
is also often referred to as energy it is not an energy in the physical sense. Different
dot products have been proposed over the years to perform a more physical evaluation
of modes. Even though good results have been reported for Euler equations [149], this
change in dot product calls for major modifications of the underlying CFD code since
several degrees of freedom are aggregated. Especially for an established industry-grade
code such as DLR-TAU, used in this work, this is impractical. Instead, in [136] it has
been proposed to consider the cell volume V when forming the POD correlation matrix
SHVS as it is done in Eq. (2.46). Since no alterations in the original CFD code are
necessary for this operation, this method is applied in the following for the POD based
gust ROM to give a stable time-domain system.
4.1.2 Volume-weighted Proper Orthogonal Decomposition Method
The relative information content for the POD ROMs solving Eqs. (2.44) and (2.46) is
shown in Fig. 4.6. Since complex conjugates of all samples are included the number
of possible modes is increased to 39. The sample at reduced frequency zero is purely
real and has no complex conjugate. When weighting with the cell volume, the relative
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Figure 4.6: Relative information content of POD modes with and without weighting by cell
volumes for aerofoil case. M = 0.8, α0 = 0◦, Re = 6.8e6
information content of the first mode decreases to around 75% from 99%. The difference
between the first and second mode is more than one order of magnitude independent of
the cell volume scaling. When computing the correlation matrix SHVS the influence
of all points is multiplied by their corresponding cell volume decreasing the influence
of the boundary layer because cells are small in this region. Thus, the model reduction
is considered to be more global resulting in the energy to be more distributed between
several modes rather than clustered in the first few.
The magnitude of pressure is compared for the three different modes between both
models showing the flowfield around the aerofoil in Fig. 4.7. The maximum value has
been scaled to one to analyse differences in the activated flowfield regions rather than
investigating the scaling of the modes. For the first mode in Figs. 4.7(a) and 4.7(b),
the shock position is the only affected region and the influence of the volume scaling
is negligible. Therefore, both ROMs identify the shock as the dominant flow feature
for the presented test case. As already stated above, this correlates to the physical
behaviour as well as the underlying LFD samples. For the sixth mode, differences
are clearly visible. The volume-weighted mode affects the flow upstream of the shock
whereas the unweighted mode is still largely dominated by the shock. This reflects
the statement of a more global representation of the flowfield when applying a volume-
weighted POD basis since physical behaviour besides the shock position gets accounted
for from higher rated modes. For mode 18 only small deviations are present at several
locations around the aerofoil for the unweighted ROM. The volume-weighted ROM
includes the shock as well as the regions around the leading edge and downstream of the
shock. When comparing the relative information content of mode 18, the unweighted
model is four orders of magnitude smaller which indicates that its importance for the
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(a) Mode 1 - unweighted (b) Mode 1 - volume-weighted
(c) Mode 6 - unweighted (d) Mode 6 - volume-weighted
(e) Mode 18 - unweighted (f) Mode 18 - Volume-weighted
Figure 4.7: Magnitude of pressure for several unweighted and volume-weighted POD modes.
M = 0.8, α0 = 0◦, Re = 6.8e6
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(a) Change in lift coefficient (b) Change in surface pressure distribution
Figure 4.8: Volume-weighted POD ROM response with different amounts of relative informa-
tion content analysing a 1-cos gust with Lg = 20 cref . M = 0.8, α0 = 0◦, Re = 6.8e6
reconstruction of the unsteady flow behaviour is significantly smaller than the volume-
weighted mode 18.
Next, the predictive capabilities as well as the possible reductions in size are anal-
ysed for the volume-weighted POD model. When comparing the unweighted and
volume-weighted ROMs with an energy content of 99.9999%, the volume-weighted ROM
roughly triples in size to 32 instead of 11 modes. However, in comparison with the FOM
size of 350,000, these difference in ROM size are negligible since both the unweighted
and the volume-weighted ROM can be analysed on a local desktop computer in frac-
tions of seconds. The change in lift coefficient for all three volume-weighted ROMs
compared to the FOM reference solution is shown in Fig. 4.8(a) with good agreement.
Some minor oscillations around the peak value as well as during the lift decay are
present regardless of the energy content. When analysing the error for the change in
surface pressure distribution at the time-step of the maximum lift coefficient, as shown
in Fig. 4.8(b), the largest error is around the shock location as for the unweighted
ROM. The size of the error increased to roughly 2 for all modes and nearly 4 with only
32 modes. Moreover, the pressure distribution downstream of the shock is not as well
captured as in Fig. 4.3(b) with maximum error values of 0.5 differing slightly between
upper and lower surface. Hence, increasing the stability of the volume-weighted ROM,
the accuracy is sacrificed. Therefore, if only loads are of interest the unweighted ROM
should be used whereas the volume-weighted ROM offers a reasonable trade-off between
accuracy and stability in case a time-domain analysis is inevitable.
The ROM all possible 39 modes is used to predict responses to gusts with Lg = 5 cref
and Lg = 10 cref . Results for changes in lift coefficient as well as pitching moment
are shown in Fig. 4.9. For the change in lift coefficient, good agreement between FOM
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(a) Change in lift coefficient (b) Change in pitching moment coefficient
Figure 4.9: Volume-weighted POD ROM response for different gust lengths. M = 0.8,
α0 = 0◦, Re = 6.8e6
and ROM is observed with values slightly overpredicted for the longer gust length and
slightly underpredicted for the shorter gust length. In addition, both responses exhibit
some minor oscillations during and after the lift decay. The change in pitching moment
coefficient is not as accurately predicted. While overall trends are captured, peak
values corresponding time-steps are not matching. In addition, oscillations, occurring
during the lift decay, are more pronounced. As visible in Fig. 4.8(b), the shock becomes
more smeared and the pressure distribution downstream of the shock is not accurately
predicted. The impact on the lift coefficient is small but the pitching moment starts
to deviate stronger from the FOM reference solution. Especially for the shortest gust
length, neither peak values nor the overall trend is accurately captured. However,
for an aerofoil the moment coefficient response behaviour is strongly dominated by the
correct prediction of local features, whereas for a full aircraft configuration the moment
coefficient is mainly driven by the force on the wing in conjunction with the force on the
tail plane. Since the accuracy of the force prediction (compare lift coefficient response)
is still good, it is expected and will be shown later on, that the influence of the volume
weighting on the global moment coefficient is less severe.
Comparing both methods, using the unweighted, classical POD method offers
stronger reductions in size and results are slightly more accurate. However, the re-
sulting ROM is unstable and thus the system can only be solved in frequency domain.
If only a loads analysis is of interest, this is not an issue since a-periodic frequency-
domain techniques can be applied to investigate aperiodic time-domain signals. If a
stable time-domain model is necessary, for example in a multidisciplinary control de-
sign context, the cell volume can be considered when forming the correlation matrix
SHVS leading to the volume-weighted POD formulation. While stability is now ob-
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Figure 4.10: Relative information content of all unweighted and volume-weighted POD modes
for large civil aircraft. M = 0.85, H = 10km, α0 ≈ 2.5◦
tained for all herein presented models, the accuracy decreases slightly as demonstrated
above. In fact, this trade-off between stability and accuracy has also been reported
in different POD applications [148]. In current industrial multidisciplinary applica-
tions, potential flow methods are dominating. Therefore, the decrease in accuracy of
the volume-weighted ROM is acceptable since it enables the inclusion of highly accu-
rate CFD loads in application areas which currently are solely based on low-fidelity
aerodynamics.
4.2 Large Civil Aircraft Case
The next test case is the large civil aircraft, introduced in detail in Section 3.2, at
the same flow conditions. The system response is sampled at 20 reduced frequencies
between 0 and 2 using a power law as before for the aerofoil test case and given in
Eq. (4.1). Complex conjugate samples are included during the model construction.
4.2.1 Volume-weighted Proper Orthogonal Decomposition Method
The relative information content of all possible 39 POD modes is displayed in Fig. 4.10.
As for the aerofoil case before, it is depending on the volume-weighting and the majority
of energy for both models is contained within the first mode. For the unweighted
ROM, this is approximately 78% compared to only 15% with volume-weighting. This
indicates that the flow around the full aircraft configuration is more complex than for
the aerofoil where the unsteady behaviour was dominated by the gust-shock interaction.
Since different flow phenomena besides the shock are present for the aircraft, it can
not be expected that the first mode contains all relevant information. Moreover, if a
volume-weighting is performed, no significant drop is present between the first and the
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last mode. Thus, using the same truncation levels, the volume-weighted ROM will be
larger compared to its unweighted counterpart. However, compared to the size of the
full order model these differences are negligible.
The magnitude of pressure for the first unweighted and volume-weighted POD mode
is shown for the whole aircraft, around the main wing and around the tail in Fig. 4.11.
Several slices are displayed to visualise the three-dimensional structure of the POD
mode, also inside the flowfield. For both ROMs the affected areas are the wing and
the HTP with no pressure fluctuations present around the fuselage and fin. Since the
vertical gust excitation is symmetric, deviations on the port and starboard wing are
identical. On the upper wing surface, the governing flow features, namely the shock
formation and the suction area around the leading edge, are clearly visible and describe
the area of highest variations in Figs. 4.11(c) and 4.11(d). When the volume-weighted
formulation is used also the suction area between the leading edge and the shock is
clearly visible. This is interesting since the change in lift on the wing results primarily
from surface pressure changes in this region rather than the shock motion. Comparing
inboard and outboard sections of the wing, both POD modes contain dominant fea-
tures in the outboard region supporting the fact that gust loads define the outer wing
structure. With no shock formation present on the tail, the HTP exhibits pressure de-
viations only around the suction line at the leading edge with no significant differences
between both ROMs. This again emphasises that gust loads are critical for the wing
design and rather unimportant for any other structure.
The influence of energy retained inside the ROM is investigated using a 1-cos gust
with length Lg = 116 m and an amplitude of 0.001% of the freestream velocity to
ensure a dynamically linear response of the FOM solution. Time histories of the lift
and pitching moment coefficient for the full order reference solution and the unweighted
as well as volume-weighted ROM are presented in Fig. 4.12. First, the unweighted ROM
is analysed. If all possible 39 modes are included, the time-domain signals are rebuilt
accurately. When the energy is decreased to 99.9999%, reducing the number of modes
to 28, the accuracy does not decrease. For 99.99% however, the time-domain signals
are no longer correctly predicted by the ROM. Even though the size decrease to 12
modes this ROM is not useful for analysing gust response behaviour. For the volume-
weighted ROM a different trend is observed. Retaining all modes accurately captures
the FOM behavior for lift as well as pitching moment coefficient. This is in contrast to
the aerofoil case in which the pitching moment coefficient behaviour was not accurately
computed. However, for the aircraft the pitching moment is also more global value
since it is mainly driven by the force on the horizontal tail plane and wing rather than
from the local pressure distribution on the wing. Even though the accuracy does not
decrease, 99.9999% and 99.99% does only decrease the model size to 38 and 37 modes,
respectively. When adjusting the levels it soon becomes obvious that there is no natural
cut off any more making a mode truncation unreasonable for the volume-weighted ROM
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(a) Volume-weighted - overview (b) Unweighted - overview
(c) Volume-weighted - wing (d) Unweighted - wing
(e) Volume-weighted - tail (f) Unweighted - tail
Figure 4.11: Pressure magnitude for first POD mode of large civil aircraft with and without
volume-weighting. M = 0.85, H = 10km, α0 ≈ 2.5◦
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(a) Unweighted ROM - lift (b) Unweighted ROM - pitching moment
(c) Volume-weighted ROM - lift (d) Volume-weighted ROM - pitching moment
Figure 4.12: Investigation of modes retained in POD ROM for aircraft using a 1-cos gust
with Lg = 116 m for time history of change in lift and pitching moment coefficient. M = 0.85,
H = 10km, α0 ≈ 2.5◦
for the aircraft case.
Surface pressure distributions on the starboard wing are compared between the
FOM reference solution and the unweighted and volume-weighted ROM with 100% rel-
ative information content, shown in Fig. 4.13. The maximum difference in all figures is
roughly 6% of the maximum change of pressure of the FOM. As expected the maximum
changes in the flowfield for the FOM as well as the ROMs are around the leading edge
suction area and the shock location at roughly 70% chord length. When comparing
the unweighted and the volume-weighted ROM the surface pressure around the shock
position becomes less distinct, while slight deviations are visible throughout. Similar to
the aerofoil, the volume-weighted ROM predicts a more smeared shock. Nevertheless,
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(a) Instantaneous surface pressure FOM (b) Change in surface pressure FOM
(c) Unweighted ROM rk = 100% (d) Volume-weighted ROM rk = 100%
Figure 4.13: Investigation of unweighted and volume-weighted POD ROM using a 1-cos gust
with Lg = 116 m for change in surface pressure at ∆CL,max. M = 0.85, H = 10km, α0 ≈ 2.5◦
both models offer accurate predictions at significantly decreased computational cost.
In the following results are presented for the volume-weighted ROM since a time-
domain stable ROM is considered highly beneficial during the aircraft design and certi-
fication process. It not only allows to compute surface loads rapidly but further enables
the connection to other subdisciplines more easily which is an essential requirement to
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Table 4.1: Comparison of oﬄine computational cost for volume-weighted POD ROM
Tasks 192 cores Cost
Time-domain simulation 1
Reduced order model build-up (total cost) 0.441
a) Calculating snapshots 0.425
b) ROM construction 0.021
Table 4.2: Comparison of online computational cost for volume-weighted POD ROM
Tasks 1 core Cost
Solving ROM for a single 1-cos gust 10−4
Post-processing
a) Rebuilding global coefficients 10−8
b) Rebuilding surfaces loads 10−6
(a) Lift coefficient (b) Pitching moment coefficient
Figure 4.14: Time histories of lift and pitching moment coefficient for 1-cos gusts with Lg =
58 m, 116 m and 174 m. M = 0.85, H = 10km, α0 ≈ 2.5◦
progress towards CFD accurate unsteady loads. Significant reductions in size have been
achieved compared to the FOM with only 39 instead of nearly 50 million. The accuracy
is satisfying with an error below 1% and 6% for global coefficients and local surface
pressure distributions, respectively.
Once the reduced order model is available, several 1-cos gusts can be analysed at
negligible computational cost. Dynamic responses for the coefficient of lift for three
different representative gust lengths, namely Lg = 58 m, 116 m and 174 m, are vi-
sualised in Fig. 4.14(a). Excellent agreement between the reduced model and the full
order reference solutions is obtained for all gust lengths. Only minor differences oc-
cur around maximum lift as already discussed above. When looking at the pitching
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moment coefficient in Fig. 4.14(b), again good agreement is found.
Computational cost for building the reduced order model, as well as for solving it,
is summarised in Table 4.1 and 4.2, respectively. Since both the ROM and the un-
steady time-marching approach require a steady-state solution, computational cost of
the elastic trimming process is excluded. All values are non-dimensionalised by the
computational cost of a full-order, time-domain reference solution. The most expen-
sive part during the ROM generation is the frequency-domain sampling process with
0.425. Nevertheless, sampling all snapshots in frequency domain already offers a cost
saving factor of about 2.5 compared to one full-order, unsteady time-marching solu-
tion. Constructing the ROM, including the build-up of the reduced Jacobian matrix
A and projecting the gust influence matrix, costs an additional 0.021. Obtaining a
1-cos response in time domain using the ROM is approximately four orders of magni-
tude faster than solving the full order model, while global coefficients, such as lift and
pitching moment, are available at essentially no additional cost. Furthermore, solving
the ROM can be done on a local desktop computer, whereas a high power computing
system is necessary for every time-marching reference solution. Reconstructing surface
pressure distributions is computationally as expensive as solving the reduced model.
Shear forces and moments, essential during the aircraft loads process, are produced
together with the pressure distributions and come at no additional computational cost.
As for the frequency-domain method, this model has some limitations which should
be mentioned here. In fact, nearly all limitations are directly inherited from the LFD
sampling method. These are the need for a point of linearisation and the assumption of
infinitesimally small amplitudes. For a more in-depth discussion of these, the interested
reader is referred to Section 3.2. During the LFD analysis of the system also the inverse
Fourier transform was discussed as one weakness since a cut-off points needs to be
defined. If the ROM is evaluated in time-domain this point is not of direct concern since
all frequencies are an inherent part of the solution. However, the prediction accuracy
might be decreased since an extrapolation is done because samples are computed using
the LFD method at distinct a-priori defined reduced frequencies. A possible alternative
here might be utilizing the pulse excitation and transferring the obtained time history
in the frequency domain.
Next, the model behaviour for certification amplitudes is analysed since these large
amplitudes are crucial for the aircraft design. However, before that some words should
be said about the different steps taken and the conclusions drawn from this. A POD
based model reduction technique is outlined following a Galerkin projection approach.
The resulting small sized system can then always be solved in frequency domain using
the inverse Fourier transformation. If the system should be integrated in time, the
reduced Jacobian matrix can not have any eigenvalues with positive real part. This
is not the case for the classical POD method is used and instead a volume-weighted
inner product has been applied. Whereas the reduced Jacobian matrix now only has
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eigenvalues with negative real parts, the accuracy of the system decreases slightly.
Within this work it has been found that the trade-off between stability and accuracay
is well justified for an aircraft case since the ROM can be utilised more widely during
the aircraft design and certification process which was one of the main goals throughout.
4.2.2 Application to Certification Requirement Conditions
Finally, the ROM is used to investigate a dynamic response to a realistic 1-cos gust as
defined by the European Aviation Safety Agency in CS 25.341 [5]. The gust length is
chosen as Lg = 116 m and the amplitude is nearly 7% of the freestream velocity. The
change in lift coefficient and pitching moment coefficient over time is shown in Fig. 4.15.
For the lift coefficient good agreement for the overall shape is observed, whereas minor
differences occur around the maximum value as well as in the decay. In the FOM
reference solution, the large gust amplitude causes the boundary layer over the wing
to detach behind the shock from roughly 30% wing-span until the wing-tip. Since no
boundary layer separation was present in the steady-state solution, this is a dynamically
non-linear behaviour which, by definition, can not be represented by the linearised
model. Note that in general linearised methods are capable of handling detached flows
if this phenomena is already present in the steady-state solution as demonstrated for
the aerofoil case 3 in Chapter 3. The minimum in pitching moment coefficient is still
quite accurately predicted while the following maximum value is underpredicted. As
before the strong gust amplitude causes a non-linear response which is even clearer
visible for the moment coefficient. Since the ROM is based on LFD snapshots, the
highest possible accuracy is the linearised frequency-domain solution, discussed also
for non-linear responses in Chapter 3. Having said this, a complete breakdown of the
ROM solution is not observed for the chosen flow conditions. This might not be the
case in general when approaching edge-of-the-envelope conditions.
The absolute surface pressure difference at maximum lift coefficient is shown for
the upper and lower surface in Fig. 4.16 to estimate the discrepancies when comparing
both simulation techniques further. Since a dynamically non-linear response occurs
during the time-domain analysis, which results in a decrease in amplitudes, the highest
error arises around the shock location on the upper wing surface. In addition, some
minor discrepancies are present around the leading edge, caused by the same amplitude
mechanism. Besides these very localised errors, also the region downstream of the shock
from roughly 30% to the wing-tip differ between FOM and ROM which is related to the
aforementioned unsteady flow separation at the maximum lift coefficient. On the lower
surface only some minor differences occur close to the wing-tip and leading edge. Even
though the flow in the nacelle-pylon-wing junction area is fairly complex in the steady
solution, a linearised model is accurate enough to predict its gust response behaviour
even for certification gust amplitudes.
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(a) Lift coefficient (b) Pitching moment coefficient
Figure 4.15: Time history of lift coefficient and pitching moment coefficient for 1-cos gust
with Lg = 116 m and certification gust amplitude. M = 0.85, H = 10km, α0 ≈ 2.5◦
(a) Upper surface (b) Lower surface
Figure 4.16: Surface-pressure difference at peak load for 1-cos gust with Lg = 116 m and
certification gust amplitude. M = 0.85, H = 10km, α0 ≈ 2.5◦
4.3 Summary on Aerodynamic Model Reduction
This chapter outlines a method to compute aerodynamic responses to gust encounter
at two orders of magnitude reduced computational cost while preserving the accuracy
of the underlying CFD solver. Modes are computed based on frequency-domain sam-
pling data using POD and the operator of the RANS equations is then projected onto
these modes. The cell volume can be included when computing the correlation matrix
leading to the volume-weighted POD method which offers a stable ROM. Following the
84
projection, an arbitrary number of 1-cos gust responses can be obtained at negligible
additional cost. Compared to the FOM, significant reductions in degrees of freedoms
have been demonstrated for an aerofoil as well as a large civil aircraft while high ac-
curacy was achieved. Recapitulating the three requirements discussed in Section 1.4
which are decrease in computational cost while retaining accuracy of the underlying
CFD solver with a high level of automatisation, the proposed aerodynamic ROM fulfils
all three of them for rigid gust response simulations. While the first two points are
obvious, the reduced need in expert knowledge is achieved by the ROM formulation
since it can be solved without any CFD knowledge. Nevertheless, while everything
can be automated, setting up the process and generating the model still requires an
experienced user.
Based on the presented aerodynamic ROM a couple of interesting questions arise.
Currently the cell volume is considered for stabilising the reduced system which has
a negative impact on the prediction accuracy. Instead, also the adjoint system could
be sampled using a specific cost function such as change in lift coefficient with respect
to fluid unknowns, and these computed additional sampling data could be used in a
balanced model reduction. While this doubles upfront cost, the resulting model is
ensured to be stable in time domain. In addition, gust loads analysis is an inherently
multidisciplinary process and the inclusion of structural dynamics for the aircraft test
case is of general interest and required by regulatory bodies. Since predicted loads for
the aircraft case using the volume-weighted ROM are satisfying, the next chapter will
focus on coupled fluid-structure analysis for the large civil aircraft.
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Chapter 5
Aeroelastic Model Reduction
This chapter presents an aeroelastic reduced order modelling approach to decrease the
large size of coupled fluid-structure systems which remains a problem in an indus-
trial design and certification environment. The introduced ROM enables the use of
high fidelity aerodynamic loads based on CFD in a wide range of multidisciplinary
applications such as loads and aeroelasticity and aeroservoelasticity. Eigenmode de-
composition (EMD) is introduced which is highly effective in representing structural
dynamics behaviour and is constructed based on wind-off structural modes. However,
for system responses not dominated by structural motion, the model does not provide
accurate results. One solution to this is the inclusion of additional selected modes, such
as originating in the aerodynamics. Thus, the POD model introduced in Chapter 4 is
used as an extension and a coupled formulation is presented. The efficiency of this uni-
fied approach is exemplified for the large civil aircraft from previous chapters. Good
agreement between results from full and reduced order model simulations is obtained
throughout while computational cost has been reduced significantly. The reduced order
model can be used in a versatile plug-and-play style approach to enhance selectively
established industrial aircraft design processes. The majority of results in this chapter
has been presented in [119].
A schematic representation of the aeroelastic model reduction approach is given in
Fig. 5.1. As for the aerodynamic model reduction, the approach consists of a sampling,
an oﬄine and an online stage. Initially, a sampling is performed for the POD as well
as EMD model by solving linearized system with either gust or motion-induced forcing
terms for varying reduced frequencies. The gust sampling is discussed in Chapter. 3
while the POD mode computation is equivalent to the approach presented in Chapter. 4.
Moreover, from an industrial perspective, the motion-induced sampling is necessary for
analysing the flutter stability of the aeroelastic system which is mandatory during
the aircraft design regardless of constructing the herein proposed ROM. During the
oﬄine stage, first, the EMD and POD model are constructed based on the previously
computed snapshots. Secondly, modal bases are combined and the full order system is
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Figure 5.1: Schematic representation of aeroelastic model reduction approach
reduced and projected onto the combined modal subspace in a Petrov-Galerkin sense
This includes the coupled Jacobian matrix, the gust influence matrix and additional
terms used for the rapid reconstruction of global coefficients such as the lift coefficient.
Once the model construction is done, the resulting small sized coupled system can be
solved repeatedly for various different gusts during the online phase.
5.1 Large Civil Aircraft Case
The investigated test case in this chapter is the large civil aircraft which was introduced
in Section 3.2 and further analysed in Section 4.2. After the elastic trimming is per-
formed with 96 structural modes, the 15 most amplified structural modes are chosen
and subsequently considered for modal reduction and dynamic responses. Several cho-
sen ‘in-vacuum‘ structural modes including a bending dominated as well as a torsion
dominated mode are shown in Fig. 2.5 and have previously been discussed. Through-
out, no structural damping is considered. The truncation of modes has been done to
decrease the computational cost needed for the FOM as well as ROM investigations.
Nevertheless, since the dynamic response of the both models is consistently investigated
using these 15 modes, the applied truncation of modes does not impact the conclusions
reached in developing the modelling tool.
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(a) Bending dominated eigenmode 1 (b) Torsion dominated eigenmode 13
Figure 5.2: A bending and torsion dominated wind-off eigenmode of large civil aircraft
5.1.1 Eigenmode Decomposition
Forced aerodynamic responses of theses structural modes are sampled at 12 reduced
frequencies between 0 and 2 requiring overall 12×15 LFD solves. The sampling range
is chosen based on the frequency range covered from the initial wind-off structural
eigenmodes. The coupling between fluid-structure which is induced by generalised
aerodynamic forces (GAFs) which are equivalent to the Q(ω∗) matrix
Q(ω∗) = Asf (Aff − iω∗V)−1Afs (2.54 revisited)
and are shown for a bending (mode 1) and a torsion dominated mode (mode 13) which
are displayed in Fig. 5.2. Note that, these modes are equivalent to the bending and
torsion dominated mode in Fig. 2.5. Resulting GAFs are given in Fig. 5.3 for both modes
and values have been scaled to one to qualitatively compare the different influences.
Sampling locations are highlighted with a symbol. Especially modal deflections of the
bending dominated mode cause a strong response of the wing torsion mode (GAF 13,1
in Fig. 5.3(c)). Instead, the influence of the torsion dominated mode on the bending
dominated mode (GAF 1,13in Fig. 5.3(b)) is minor.
The evolution of the structural eigenvalues whilst affected by the fluid is then traced
solving Eq. (2.55) at a starting altitude of 50 km until the target altitude of 10 km
is reached. Resulting mode traces are shown in Fig. 5.4. With decreasing altitude
the dynamic pressure increases and thus the coupling between the aerodynamics and
structure becomes stronger due to increasing influence of GAFs. This coupling causes
all modes to deviate from the imaginary axis towards a negative real part. Hence the
system is stable. Even though the initial eigenmode was described by a single structural
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(a) GAF 1,1 (b) GAF 1,13
(c) GAF 13,1 (d) GAF 13,13
Figure 5.3: Generalised aerodynamic forces of large civil aircraft for bending and torsion
dominated eigenmodes and their cross-correlations. M = 0.85, H = 10km, α0 ≈ 2.5◦
‘in-vacuum’ mode, resulting eigenmodes are a combination of all available 15 modes
due to the aerodynamic coupling of the aeroelastic system.
The approximation of pk-type sampling is analysed by performing two iterations
without simplifying Eq. (2.52). Since also the damping is considered in the term (Aff −
λV) (instead of (Aff − iωV)) when tracing the eigenvalues, the method is referred to
as p-type analysis to highlight the analogy to classic flutter investigations [150]. As an
initial guess to the eigenvalues, the solution of the pk-type analysis of 10 km is used.
For each eigenvalue one additional sample for all structural ‘in-vacuum’ modes using
the real and imaginary part of the eigenvalue as a shift is computed and a single Newton
solve is performed. This procedure can then be repeated until the desired number of
p-type iterations is reached which is two in this case. For the here presented aircraft
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Figure 5.4: Evolution of eigenvalues λ during altitude tracing for pk-type sampling. M = 0.85,
H = 10km, α0 ≈ 2.5◦
Figure 5.5: Evolution of eigenvalues λ during altitude tracing for p-type sampling. M = 0.85,
H = 10km, α0 ≈ 2.5◦
model, this means that for each p-type iteration additional 225 (15 eigenvalues of
interest times 15 structural ‘in-vacuum’ modes) LFD simulations are necessary. Thus,
considering damping in the aerodynamic influence term during the eigenvalue trace is
possible at increased computational cost. Deviations of the eigenvalues for all 15 modes
are presented in Fig. 5.5. Note that a zoom is required to distinguish the approximated
pk solution from the exact p-type. Minor deviations, especially for strongly damped
eigenvalues, are present in the real part which reflects the neglected damping influence.
The fluid part of the left and right eigenvectors are computed, while discarding
the real part of the eigenvalue, just as for the initial pk-type sampling. The magni-
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(a) Left eigenvector (b) Right eigenvector
Figure 5.6: Visualisation of first left and right eigenmode in the flowfield. M = 0.85, H =
10km, α0 ≈ 2.5◦
tude of pressure of the resulting first left and right eigenmode is visualised globally in
Fig. 5.6 with the airframe centered. The right eigenmode indicates the regions within
the flowfield which will respond once the eigenmode is excited. Since a transonic flow
is investigated information is not travelling fully upstream. As expected strongest de-
viations occur above and below the aircraft and also in the wake region. The left
eigenmode instead highlights regions where an excitation will cause a response of the
eigenmode and can be seen as an indication of sensitive region for this particular eigen-
mode. In contrast the the right eigenmode mainly areas upstream of the airframe are
sensitive. However, highest values again occur around the aircraft and upstream of the
airframe.
For a more in-depth analysis, structural and fluid part of the first right eigenmode
φEMD,1 are presented in Fig. 5.7. The structural deformation in Fig. 5.7(a) is multiplied
by a factor to enhance visualisation. The surface deformation is a combination of all
15 ‘in-vacuum’ structural mode shapes weighted by entries in φs with the first mode
imposing a bending-dominated deformation. The magnitude of pressure is shown in
Fig. 5.7(b). It indicates the region in which the eigenmode has the highest influence
on the pressure in the flowfield. Note that, since the whole flowfield is considered for
the computation of eigenmodes, this mode not only affects the surface. Areas of high
response are a combination of strong surface deflections and already pronounced flow
behaviour in the steady-state surface pressure distribution such as the outboard-wing
shock and the leading edge suction area at the tail plane.
As outlined in Section 2.2.2, complex-conjugates of all modes are included at no
additional cost, and the coupled Jacobian and gust influence matrices are projected
onto the model basis to reduce the system size from nearly 50 million to only 30
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(a) Visualisation of structural part φs (b) Magnitude of pressure in φf
Figure 5.7: Visualisation of first right eigenmode φEMD,1 around airframe. M = 0.85, H =
10km, α0 ≈ 2.5◦
(a) Change in lift coefficient (b) Wing-tip deflection in z-direction
Figure 5.8: Initial disturbance response of EMD-based ROM for modal velocity excitation of
0.01 of the first mode. M = 0.85, H = 10km, α0 ≈ 2.5◦
degrees-of-freedom. As a first test, the system response to an initial disturbance in the
modal velocity of 0.01 of the first mode is compared to the FOM reference solution
for the change in lift coefficient as well as wingtip deflection in Fig. 5.8. Throughout
good agreement is observed highlighting that the EMD ROM is an efficient model
for structural driven excitations. Also the ROM after two p-type iterations has been
constructed and results have been added to the figure without any differences to the
pk-type ROM. This is expected since the approximated eigenvalues discussed in Fig. 5.5
are essentially equal.
Next, the generated EMD ROM is used to investigate the gust response of the
flexible aircraft. The chosen gust parameters are Lg = 116 m, vgz = 0.0001% of
the freestream velocity and x0 = 5cref , which is representative of a medium gust
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(a) Change in lift coefficient (b) Wing-tip deflection in z-direction
Figure 5.9: Gust response of EMD-based ROM for 1-cos gust with Lg = 116 m. M = 0.85,
H = 10km, α0 ≈ 2.5◦
length considering the certification requirements for large civil aircraft [5]. The small
amplitude is imposed to ensure a dynamically linear response of the time-marching
reference solution. The changes in lift coefficient and wing tip displacement in z-
direction are displayed in Figs. 5.9(a) and 5.9(b), respectively. The ROM is not capable
of reproducing the lift build-up due to the gust excitation, which effectively introduces
an increment in angle of attack. However, once the gust has passed the aircraft and
the change in lift is dominated by the damped structural response, the FOM and
ROM predict a similar response. This behaviour can also be observed for the wing tip
deflection even though not as distinct.
The gust response behaviour of the ROM after two p-type iterations is analysed to
investigate the influence of the pk-approximation. Results are also shown in Fig. 5.9
with minor differences compared with the previous simplified pk model. The main
difference is the initial condition for the wingtip deflection which causes some further
deviations up until 0.5 s. Since the eigenvalues shown in Fig. 5.5 and the initial distur-
bance response in Fig. 5.8 do not change significantly, this difference in behaviour can
be traced back to the eigenvectors which are computed once with and once without
considering damping for the aerodynamic part. This difference in considered damping
then influences the projection of the gust influence matrix during the model construc-
tion. However, when comparing computational cost needed for generating both models,
the pk-type approximation outperforms the p-type ROM. For every p-type iteration
step, roughly the same computational cost are necessary as needed for constructing the
entire pk-type ROM. With two p-type iterations performed, the computational cost for
computing the ROM which neglects damping is a factor of 3 less and thus only the
ROM with pk-type approximation is analysed in the following. Moreover, it closely
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Figure 5.10: Change in lift coefficient to gust with Lg = 116 m for POD-based aerodynamics
only ROM. M = 0.85, H = 10km, α0 ≈ 2.5◦
follows industrial standards on data generation. While the discussion of p- or pk-type
sampling is a sitenote in this work, different numerical approaches to p-type CFD aero-
dynamics are still possible and worth investigating in the future. Especially during the
analysis of flight-dynamics eigenmodes which have very low eigenfrequencies, p-type
analysis might be necessary as indicated from initial results [151].
5.1.2 Aerodynamic Extension and Aeroelastic Analysis
In principle, the accuracy of responses to external excitation, such as gust, can be
increased by enriching the modal basis with modes originating in the aerodynamic
block Aff of the coupled Jacobian matrix. In fact, this has been successfully applied
for ROMs based on linear potential theory as demonstrated for a pitch-plunge aerofoil
in [152]. The problem of this approach in combination with CFD-level aerodynamics
is twofold. First, the size of the Jacobian matrix directly correlates with the mesh size
as well as the number of conservative variables. For the presented case this results
in approximately 50 million degrees-of-freedom and thus determining all eigenvalues,
and selecting the eigenvalues of interest a-posteriori, is computationally prohibitive.
Instead, computing a small number of eigenmodes for such problems is possible as
demonstrated for stability analyses [90,91,153]. Secondly, for these approaches however,
a region of interest needs to be defined a-priori which is currently not understood for
gust responses. Thus, including eigenmodes from Aff is considered not feasible and
instead a subspace is approximated in the following using POD based on linearised
responses of the aircraft to gust excitation.
The gust response of the aerodynamic subsystem is sampled at 20 reduced fre-
quencies which are equally spaced between 0 and 2. Results and their corresponding
complex-conjugates are used as snapshots to construct a POD ROM as outlined in Sec-
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Figure 5.11: Eigenspectrum of reduced Jacobian matrix for POD, EMD and coupled ROM.
M = 0.85, H = 10km, α0 ≈ 2.5◦
tion 2.2.1. For the model reduction all possible 39 POD modes are retained. Analysing
the same gust parameters as for Fig. 5.9, the change in lift coefficient for a full-order,
rigid aircraft gust response simulation and the POD ROM is shown in Fig. 5.10 with
good agreement. Some minor deviations are visible in the ROM response after the
gust has passed the aircraft, which is a result of the unsampled higher frequency range.
However, critical peak loads are accurately predicted, thus the applied POD model is
considered a reasonable compromise between computational cost and obtained accu-
racy. A more detailed discussion of the POD ROM for this particular case, including
pressure distributions for the first mode and responses to different gust lengths, has
been presented in Section 4.2. Moreover, the coupled FOM result is also displayed to
highlight the need of an aeroelastic analysis rather than an aerodynamic one since peak
loads are decreased and thus less conservative loads predictions are possible.
Both modal bases are combined by using the technique outlined in Sec. 2.2.3. Part
of the coupled eigenspectrum of the projected coupled matrix, together with both
individual solutions, is shown in Fig. 5.11. The dimension of the coupled ROM is
69 which is significantly smaller than that of the FOM with nearly 50 million. The
influence of the multiplication with (ΨHVΦ)−1 is expected to be small since the diagonal
entries are equal one, due to ΨHEMDVΦEMD = I and ΨHPODVΦPOD = I. However, some
eigenvalues, which originate from the POD system, experience a slight shift in real
part whereas the imaginary part remains mostly unchanged. EMD-based eigenvalues,
which are exact eigenvalues of the coupled problem, are basically unaffected by the
ROM coupling. The coupled formulation now contains the subspace of both individual
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(a) Change in lift coefficient (b) Wing-tip deflection in z-direction
Figure 5.12: Response of global quantities of coupled ROM for 1-cos gust with Lg = 116 m.
M = 0.85, H = 10km, α0 ≈ 2.5◦
(a) ∆cp for FOM (b) ∆cp for ROM
Figure 5.13: Change in surface pressure distribution for FOM and coupled ROM for 1-cos
gust with Lg = 116 m at CL,max. Black lines indicate extracted slices. M = 0.85, H = 10km,
α0 ≈ 2.5◦
ROMs and thus is capable of predicting a coupled fluid-structure response subject to
gust excitation.
The resulting ROM is now used to investigate the same gust parameters as in
Section 5.1.1. The changes in lift coefficient and wing tip displacement in z-direction
are shown in Figs. 5.12(a) and 5.12(b), respectively. For both quantities of interest
an improvement is observed. The ROM correctly predicts the change in lift coefficient
while these changes are dominated by the gust excitation. Some minor differences occur
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(a) ∆cp at 40% semi-wingspan (b) ∆cp at 80% semi-wingspan
Figure 5.14: Change in pressure distribution for FOM and coupled ROM for 1-cos gust with
Lg = 116 m at selected spanwise stations. M = 0.85, H = 10km, α0 ≈ 2.5◦
around the peak value and during the transition from an aerodynamically dominated
response to structurally dominated behaviour around 0.7 s. The wing tip deflection
shows an even better improvement making the predictions nearly indistinguishable.
The ROM not only offers global coefficients and structural degrees-of-freedom at greatly
reduced cost but also gives access to the flow topology of the whole domain. This is
critical particularly for loads computations. Thus, the change in surface pressure at
the peak lift value is presented in Figs. 5.13(a) and 5.13(b) for the FOM and ROM,
respectively. Overall good agreement is observed with some minor differences close
to the wing tip and in the engine-pylon-wing region. Based on the presented surface
pressures sectional loads and root wing bending moments are readily accessible. In
addition, local changes in surface pressure distribution have been extracted at 40% and
80% semi-wingspan. Results are compared in Fig. 5.14 between FOM and ROM with
good agreement. Small deviations are visible around the shock location for the inboard
pressure distribution whereas reference results are closely matched elsewhere.
Once the ROM is verified for a single 1-cos gust, arbitrary gust lengths can be
analysed at negligible additional computational cost. Dynamic responses for the change
in lift coefficient for two representative gust lengths of Lg = 18 m and 214 m, are
provided in Fig. 5.15(a). These correspond to about the shortest and longest gust
lengths, respectively, as defined by certification requirements. Excellent agreement
between the reduced model and the full order reference solutions is obtained for the
longer gust length. Minor differences occur around maximum lift for the shorter gust
length due to the low frequency POD sampling. The dynamic response of the wing
tip deflection in Fig. 5.15(b) shows good agreement throughout. To further enhance
the accuracy 5 additional samples between 2 and 5 have been added and the model
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(a) Change in lift coefficient (b) Wing-tip deflection in z-direction
Figure 5.15: Gust responses of coupled ROM for 1-cos gusts with Lg = 18 m and Lg = 214 m.
M = 0.85, H = 10km, α0 ≈ 2.5◦
(a) Change in lift coefficient (b) Wing-tip deflection in z-direction
Figure 5.16: Gust responses of coupled ROM for 1-cos gusts with Lg = 18 m and Lg = 214 m
with updated POD submodel (79 instead of 69 modes) including a larger reduced frequency
range to enhance shortest gust length predictions. M = 0.85, H = 10km, α0 ≈ 2.5◦
construction has been repeated. The resulting system response for the short and longest
gust are shown in Fig. 5.16. Whereas the longest gust response remains unchanged the
accuracy for the change in lift coefficient for Lg = 18 m increases.
Computational cost is summarised in Tables 5.1 and 5.2 for the oﬄine and online
phase, respectively. Timings were obtained on the high performance computing facility
ARCHER1 using 192 standard compute cores. Since the computational time for a time-
domain 1-cos simulation depends on the investigated gust length, the time listed are
1Advanced Research Computing High End Resource
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Table 5.1: Comparison of oﬄine computational cost for aircraft case
Tasks 192 cores Cost
Time-domain simulation (single 1-cos response) 1
Reduced order model build-up (total cost) 2.55
a) Sampling EMD basis 2.28
b) Sampling POD basis 0.25
c) Constructing coupled ROM 0.02
normalised to 1 is an average of all three presented gust responses. In real time-units,
it took 47h. The normalised time of 2.55 for the ROM generation contains the time
needed for producing all pk-type sampling data and the subsequent coupled model con-
struction. Solving the ROM can afterwards be done on a single core desktop computer
and requires roughly three orders of magnitude less computational costs than a FOM
solve, again slightly depending on the gust length of interest. It should be noted that
roughly 95% of this time is needed for forming the matrix-vector product ΨH ∂R∂vg∆vg
since this is performed over the full-order dimension. Approximations of this term
can be investigated in the future, e.g. by applying a hyper-reduction technique. Cost
for reconstruction of global coefficients, surface pressure distributions and structural
deformations is negligible. Also, as demonstrated above, the ROM can be used to
investigate a wide range of gust parameters without recomputing it, assuming the fre-
quency range of interest is covered. Thus, the ROM method offers a speed-up compared
to time-marching, coupled fluid-structure simulations if more than two different sets
of gust parameters are required. Based on the acceptable means of compliance [146],
published together with the certification requirements, around 30 different sets of gust
parameters are of interest at one flight point which results in a speed-up factor of one
order of magnitude using the ROM approach presented herein when considering con-
struction and solving cost. If only online cost are of concern, the achieved speed-up
increases to roughly four orders of magnitude.
It shall be emphasised that most of the data generated for the EMD basis construc-
tion is required already when using the frequency domain CFD model for aerodynamic
database generation and aeroelastic stability prediction. Thus the actual speed-up
will be higher than stated, when integrated within the entire tool chain. Moreover,
gust responses analysis need to be performed accounting for a change in mass model,
flight point and structural state summing up to several hundreds of flight points. The
speed-up of roughly a factor of 20 applies to all of these combinations of parameters
and therefore a consistent, higher fidelity CFD-based gust response analysis is possi-
ble using the herein proposed model reduction techniques. When accounting for the
simultaneously possible flutter analysis an even higher speed-up is practically possible
and the consistency between CFD-based stability and transient response simulations is
further enhanced.
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Table 5.2: Comparison of online computational cost for aircraft case
Tasks 1 core Cost
Solving ROM for a single 1-cos gust 10−3
Post-processing
a) Rebuilding global coefficients 10−8
b) Rebuilding surfaces loads 10−6
(a) Gust disturbances over time (b) Change in lift coefficient
(c) Change in pitching moment coefficient (d) Wing-tip deflection
Figure 5.17: Gust disturbances over time as defined by international certification requirements
and aeroelastic maximum and minimum values for change in lift coefficient, pitching moment
coefficient and wingtip deflection. M = 0.85, H = 10km, α0 ≈ 2.5◦
5.1.3 Application to Certification Requirements
Finally, the aeroelastic ROM can be used to investigate all 30 different gust length
defined by international certification requirements with their corresponding amplitudes.
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All gust excitations over time are shown in Fig. 5.17(a). Additional details on how to
compute a gust amplitude for a certain gust length are given in Appendix A.
For each of the simulations, the maximum and minimum value for the change in
lift coefficient, pitching moment coefficient and wingtip deflection is then extracted and
displayed in Fig. 5.17. Whereas maximum values of the change in lift coefficient and
wingtip deflection follow the increase of gust amplitude over gust length, the change
in pitching moment coefficient exhibits a maximum around a gust length of 150 m.
However, differences in the maximum change in pitching moment are not substantial.
This indicates that the coupled aeroelastic system is still largely dominated by the
gust excitation. For the minimum values, the wingtip deflection has its global minima
at around a gust length of 130 m, which correlates to the eigenfrequency of the first
coupled eigenmode which is largely wing bending dominated. As a next step during a
gust response analysis for an aircraft design cycle, one would extract sectional forces
and moments and include these during the structural sizing process if they are limiting
loads. These sectional forces are readily available, as demonstrated in Chapter 3.2.2.
The computational cost for analysing all gust lengths above was around 2 hours on
a local desktop computer, whereas the FOM equivalent would have taken a few weeks
to run on an HPC. This again highlights the possibility that is offered by reduced
order modelling to incorporate high fidelity aerodynamic loads in the aircraft design
and certification process at costs comparable to classical panel based methods. Since
the model construction can be done oﬄine and thus time-independent from the final
analysis, the ROM can provide accurate loads on demand.
5.2 Summary on Aeroelastic Reduced Order Modelling
This chapter outlined a method for model order reduction to compute coupled fluid-
structure gust responses at low computational cost while preserving the accuracy of
the underlying computational fluid dynamics solver. Throughout, a modal decomposi-
tion and projection philosophy is followed. Structural deformations are accounted for
by considering aeroelastic eigenmodes which originate from the structure. This basis
is then expanded by adding proper orthogonal decomposition modes to enhance the
prediction accuracy during gust encounter. The linearised operator of the Reynolds-
averaged Navier–Stokes equation is projected onto the subspace in a Petrov–Galerkin
sense. Once the reduced model is constructed, a large number of gust responses can be
obtained at negligible computational cost on a local desktop machine.
The efficiency of the proposed method has been demonstrated using an elastically-
trimmed large civil aircraft at transonic flight conditions. The combined reduced order
model decreases the number of degrees of freedom from nearly 50 million to just 69
while good agreement with full order reference solutions has been shown. Computa-
tional cost is discussed to evaluate the efficiency gain provided by the proposed model
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reduction. Feasibility of rapid turnaround time using computational fluid dynamics in
the industrial aeroelastic loads context is demonstrated, which presents a step towards
the ambition of virtual aircraft design and certification. The proposed reduced order
model can now be selectively included in established industrial processes during the
design and certification period by either substituting an existing method or adding
additional high fidelity information.
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Chapter 6
Conclusions
The aim of this work was to establish methods that enable the routine use of compu-
tational fluid dynamics for dynamic gust loads analysis during the aircraft design and
certification process. The use of highly accurate gust loads increases the prediction ac-
curacy and therefore offers potential for more efficient aircraft. However, computational
cost necessary for full order time-marching simulations are not affordable during indus-
trial design cycles. Three challenges have been identified to meet industrial require-
ments; high accuracy/fidelity, low computational cost/time, automated and integrated
tools. First, the accuracy of predicted loads should be equivalent to the underlying
computational fluid dynamics model and ideally matches wind tunnel and in-flight test
data. Secondly, turnaround time necessary to generate solutions needs to be reduced
significantly compared to full order unsteady time-marching simulations. Thirdly, re-
quired expert knowledge to apply the developed software tools should be reduced as
much as possible. For instance currently used tools, specifically corrected Doublet Lat-
tice method requires detailed understanding of the complete dynamical system to apply
such corrections to carefully selected modes.
These challenges have been addressed by following three steps. First, the so-called
linearised frequency domain method has been extended towards gust response simula-
tions. Secondly, an aerodynamic reduced order model has been introduced computing
dominant modes with proper orthogonal decomposition and projecting the linearised
operator of the Reynolds-averaged Navier–Stokes equations onto the subspace spanned
by these modes. Thirdly, a modal basis for aeroelastic analysis has been computed by
combining the aforementioned aerodynamic proper orthogonal decomposition modes
with aeroelastic eigenmodes. All methods have been successfully demonstrated on a
test case of industrial interest. While computational cost has been reduced significantly
by two orders of magnitude, steady non-linear aerodynamic effects are accounted for.
Moreover, highly accurate loads predictions are available by solving a small sized sys-
tem on a desktop machine enabling other subdisciplines to include these loads in their
respective process chains. Thus, this work presents a step towards establishing com-
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putational fluid dynamics as the main source of unsteady aerodynamic data for gust
loads analysis during the aircraft design and certification process.
In Chapter 2, the theoretical background of full and reduced order analysis is pre-
sented. The Reynolds-averaged Navier–Stokes equations are introduced and turbulence
modelling is discussed briefly. Afterwards, steps to linearise the governing equations
around a non-linear steady solution are outlined and a right-hand side gust forcing
term is proposed. Also, reconstruction of aperiodic time-domain solutions using an in-
complete, inverse Fourier transform based on sinusoidal data at individual frequencies
is discussed. The second half of this chapter focuses on projection based reduced order
modelling and introduces the core concepts of proper orthogonal decomposition as well
as eigenmode decomposition. The two reduced bases are finally combined in a unified
formulation for the investigation of aeroelastic responses to gust excitation.
The proposed time-linearised method for gust responses is verified in Chapter 3.
Results have been presented for an aerofoil in different flow regimes and a large civil
aircraft near cruise condition. Several sinusoidal gust responses are computed and
results are compared to an unsteady time-marching approach with excellent agreement
for global coefficients as well as surface pressure distributions. Different aperiodic 1-cos
gusts are reconstructed using superposition in conjunction with an incomplete, inverse
Fourier transform again with good agreement to the reference solutions. Computational
cost has been reduced by two orders of magnitude while steady non-linear effects are
accounted for. Since the current industrial gust loads analysis process is also based on
frequency-domain sampling, the herein presented approach enables the substitution of
computational fluid dynamics without significant changes to an existing process chain.
In Chapter 4, a method is presented and verified to compute aerodynamic responses
to gust encounter at several orders of magnitude reduced computational cost while pre-
serving the accuracy of the underlying computational fluid dynamics solver. Construct-
ing the reduced model requires sampling at a few frequencies and proper orthogonal
decomposition. The resulting modal basis is used to project the linearised operator of
the Reynolds-averaged Navier–Stokes equations. Once the reduced model is generated
an arbitrary number of 1-cos gust responses can be obtained at negligible computational
cost on a local desktop machine. Results have been presented for an aerofoil in tran-
sonic flow and the same passenger aircraft analysed before with excellent agreement.
The proposed model enables the inclusion of unsteady highly accurate aerodynamic
loads in cases where a rapid evaluation is essential and no high performance computing
systems are desirable such as control design.
Chapter 5 extends the aerodynamic reduced order model towards a coupled fluid-
structure analysis. Aeroelastic eigenmodes which originate from the structural sub-
system are computed. Additional modes to model the gust response behaviour are
obtained by applying proper orthogonal decomposition as discussed in Chapter 4. The
linearised operator of the coupled aeroelastic system is projected onto the unified sub-
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space in a Petrov–Galerkin sense. Results are presented for the large civil aircraft case
used throughout to demonstrate the industrial readiness of the proposed method. The
degrees of freedom were reduced to just 69 from initially nearly 50 million. Thus, com-
putational cost of an aeroelastic gust response analysis has been reduced by two orders
of magnitude compared to full order, time-marching analysis including the construc-
tion of the reduced model while accuracy has been preserved. It shall be emphasised
that most of the data generated for the modal basis construction is required already
when using the frequency-domain computational fluid dynamics model for aerodynamic
database generation and aeroelastic stability prediction. Therefore, the actual speed-up
will be higher than stated, when considering the entire aircraft design and certification
process and looking at the tools presented in this work as modular add-ons.
6.1 Future Work
Various future directions could be pursued based on the work presented here which
could be categorised according to technical readiness. First, the proposed methods
could be extended from an academic point of view within the lower levels of the technical
readiness scheme (mainly 1 to 3). Secondly, computational fluid dynamics should be
established as the main source for unsteady aerodynamic data during the aircraft design
which correlates to a relatively high technical readiness level of 4 to 6.
From a research point of view and thus low technical readiness level, the proper
orthogonal decomposition based reduced order model in Chapter 4 could be replaced
with its balanced counterpart. This might improve accuracy and offer an even higher
reduction in system size while stability in time domain without any additional steps
is ensured. Required steps for adoption of balanced proper orthogonal decomposition
should be straightforward since only samples from the adjoint system are needed addi-
tionally which is already established during the left eigenvector computation. Resulting
modes could then be used in the coupled model formulation just as the gust modes dis-
cussed herein. Note the similarity with the right/direct and left/adjoint eigenmode
basis.
In Section 2.2.2 the investigation of the initial value problem for transient growth
behaviour as an additional to the eigenmode based response analysis was already briefly
mentioned. Since the fluid dynamics community has impressively demonstrated that
the short- and long-term response behaviour of a system governed by a non-normal Ja-
cobian matrix can significantly differ [140], it might be worth pursuing this additional
type of response analysis also for aeroelastic system response at transonic flow condi-
tions. In fact, nearly all necessary ingredients (eigenvalues, left and right eigenmodes)
have already been computed and discussed within this work and might provide an even
better understanding of the complex, underlying physical phenomena. Moreover, the
author expects that the inclusion of short-term response behaviour will become even
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more prominent if not mandatory once more unstable, vortex-dominated configuration
will be of interest.
In Section 3.2, it was demonstrated that dynamically non-linear effects cause full
and reduced order solutions to differ. Thus, discussion of dynamically non-linear ef-
fects will further improve prediction accuracy beyond linear amplitudes. Preliminary
promising results have been demonstrated using a harmonic balance method for an
aerofoil under gust excitation [135]. However, the reduction in computational cost
which is achievable when applying harmonic balance instead of time-linearised meth-
ods decreases significantly. For the reduced order model framework discussed herein,
the inclusion of higher order terms in the Taylor expansion has shown good results
for small test cases based on potential flow theory [152]. The inclusion of such higher
order terms in the Taylor expansion when considering computational fluid dynamics
has not been successfully demonstrated yet and might bring another level of prediction
accuracy and range of applications.
While not discussed within this work, non-linearities might also originate from the
structural model. These are currently not accounted for since a linear modal structural
model is used. With the aim to decrease structural weight during the aircraft design by
applying aeroelastic tailoring, more leightweight structures and/or modern composite
materials, the assumption of a linear structural behaviour becomes more and more
questionable. Instead, similar to the aerodynamic system also the non-linear structural
system could be linearised around a non-linear steady solution and modes could then
be traced for the coupled system.
An extension of the eigenmode decomposition based model towards flight dynamics
degrees of freedom is necessary to fulfil certification requirements. In a parallel and
related project, work has been presented on how to efficiently alter the Schur formula-
tion for rigid body modes [151]. The herein presented proper orthogonal decomposition
approach has been applied for a preliminary investigation of free-free aircraft gust en-
counter, using the same aircraft case. Obtained results are as satisfying as for the
fluid-structure coupled system. Investigation of lateral excitations and free-flying, elas-
tic aircraft under gust excitations is ongoing.
From an industrial point of view and thus higher technical readiness levels, investi-
gating the proposed coupled reduced order model during aircraft design and optimisa-
tion will enable other subdisciplines to access computational fluid dynamics based loads
and improve their own predictions as mentioned throughout this work. For example,
the application of computational fluid dynamics loads for the prediction of edge-of-the-
envelope multiphysics and accounting for the predicted loads already at initial stages
of the design is expected to bring a significant increase in physical knowledge earlier.
As another example, the inclusion of a control system to perform gust load allevia-
tion should be mentioned. While current industrial practice is based on steady com-
putational aerodynamics data in combination with quasi-steady potential theory for
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unsteady loads, the presented reduced order model offers computational aerodynamics
loads also for unsteady responses.
A significant decision driver for industry to consider new methods during aircraft
design is to achieve certification also for improved process chains which rely on new,
more accurate methods. In fact, to solely base unsteady loads predictions on com-
putational aerodynamic methods, the certification aspect is crucial and should not be
underestimated. So far, the linearised frequency-domain method for gust responses pro-
posed herein is investigated within industry and work to obtain certification for their
process chains and correlated tools including the linearised frequency domain method
for gust is ongoing.
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Appendix A
Certification Requirements for
Gust Loads
Regulations concerning gusts and turbulence can be found in CS25.341 or FAR25.341
and are, except from a few words, identical [5]. Within these, gusts are either consid-
ered as discrete or continuous and guidelines are provided how to correctly analyse gust
induced loads during the certification process. For both excitation types, the loads on
each part of the structure must be computed using a dynamic analysis that contains
all relevant structural modes, flight dynamics degrees of freedom and unsteady aerody-
namic effects. Moreover, if a control system is present also this needs to be accounted
for.
The discrete shape, also known as 1-cos gust, occurring in vertical and lateral di-
rection is described by
U = Uds2
[
1− cos
(
2pis
Lg
)]
for 0 ≤ s ≤ Lg
U = 0 for s > Lg
(A.1)
where s, Uds and Lg denote the distance penetrated into the gust, the design gust
airspeed and the gust length, respectively. For the gust length Lg, a sufficient number
between 18 m and 214 m must be investigated. Considering further guidelines provided
in the acceptable means of compliance a total number of 30 in vertical and lateral
directions is sufficient.
The design gust velocity is computed by
Uds = UrefFg
(
H
350
) 1
6
(A.2)
with Uref describing the reference gust velocity in equivalent airspeed and Fg describing
the flight profile alleviation factor. The reference gust velocity depends on the aircraft
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speed and altitude. The values between maximum gust intensity speed VB and cruise
speed VC are shown in Fig. A.1. At dive speed VD, the gust intensity is reduced by the
factor 0.5.
Figure A.1: Values for Uref for different aircraft speeds
The flight profile alleviation factor in Eq. (A.2) depends on the altitude and different
aircraft load cases. At see level the flight profile alleviation factor can be calculated by
Fg = 0.5(Fgz + Fgm) (A.3)
where
Fgz = 1− Zmo76200
Fgm =
√
R2 tan
(
piR1
4
)
R1 =
Maximum Landing Weight
Maximum Take-off Weight
R2 =
Maximum Zero Fuel Weight
Maximum Take-off Weight
with Zmo denoting the maximum operating altitude. Above sea level the flight profile
alleviation factor increases linearly to a value of 1.0 at the maximum operating altitude.
For continuous turbulence analysis, the limit loads must be determined using the
following equation
PL = PL−1g ± UσA (A.4)
where PL−1g describes the 1-g steady load, A the ratio of the root-mean-square incre-
mental load and Uσ the limit turbulence intensity in true airspeed. The root-mean-
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Figure A.2: Values for Uσref for different aircraft speeds
square loads A are calculated using
A =
√∫ ∞
0
|H(ω∗)|2ΦI(ω∗)d(ω∗) (A.5)
For the normalised power spectral density ΦI the von-Ka´rma´n formula is applied
ΦI(ω∗) =
L
pi
1 + 83(1.339ω∗L)2
[1 + (1.339ω∗L)2] 116
(A.6)
where ω∗ denotes the reduced frequency and L the scale of turbulence equal to 2, 500 ft.
The limit turbulence intensities Uσ is the continuous equivalent to the design gust
velocity Uds and can be calculated for speed between VB and VC using:
Uσ = Uσ,refFg (A.7)
where Fg is the flight profile alleviation factor described in Eq. (A.3). The limit tur-
bulence intensity Uσ,ref depends on the altitude and the flight speed and is shown in
Fig. A.2. For speeds between VD and VC a linear interpolation is necessary.
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