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Neural responses in visual cortex are governed by a topographic mapping from retinal
locations to cortical responses. Moreover, at the voxel population level early visual
cortex (EVC) activity enables accurate decoding of stimuli locations. However, in many
cases information enabling one to discriminate between locations (i.e., discriminative
information) may be less relevant than information regarding the relative location of two
objects (i.e., relative information). For example, when planning to grab a cup, determining
whether the cup is located at the same retinal location as the hand is hardly relevant,
whereas the location of the cup relative to the hand is crucial for performing the action.We
have previously used multivariate pattern analysis techniques to measure discriminative
location information, and found the highest levels in EVC, in line with other studies.
Here we show, using representational similarity analysis, that availability of discriminative
information in fMRI activation patterns does not entail availability of relative information.
Specifically, we find that relative location information can be reliably extracted from
activity patterns in posterior intraparietal sulcus (pIPS), but not from EVC, where we find
the spatial representation to be warped. We further show that this variability in relative
information levels between regions can be explained by a computational model based on
an array of receptive fields. Moreover, when the model’s receptive fields are extended to
include inhibitory surround regions, the model can account for the spatial warping in EVC.
These results demonstrate how size and shape properties of receptive fields in human
visual cortex contribute to the transformation of discriminative spatial representations into
relative spatial representations along the visual stream.
Keywords: representational similarity analysis (RSA), multivariate pattern analysis (MVPA), relative information,
vision, functional magnetic resonance imaging (fMRI)
INTRODUCTION
Among the many features belonging to visual stimuli, location has often been viewed as unique
and different from other stimulus properties such as color or shape. For example, it is commonly
suggested that the location of an object is the property that enables the binding of all other
properties of that object into a single percept (Treisman and Gelade, 1980; Golomb et al., 2014).
Roth Relative Location Information
Other studies suggest that location guides feature binding in
working memory, as well as in perception (Treisman and Zhang,
2006; Pertzov and Husain, 2014). Clearly, information regarding
the locations of visual stimuli is present already in the retina—
retinal ganglion cells respond to stimuli in their receptive fields,
and therefore knowing which cells are firing can inform us
about stimuli locations (Schwartz et al., 2012; Marre et al., 2014).
Location information is abundant in visual cortex as well, as is
evident from retinotopic mapping (Wandell et al., 2007).
Many studies have distinguished between retinal and extra-
retinal (e.g., head-centered, hand-centered, or allocentric)
coordinate frames. While early visual cortex (EVC) seems to
make use solely of retinal coordinates, higher order areas may
encode stimuli in other coordinate frames that are more relevant
to those regions’ functions (Andersen et al., 1997; Colby and
Goldberg, 1999; Cohen and Andersen, 2002). For example,
neurons in LIP, involved in eye movements, represent the world
in head-centered coordinates (Andersen et al., 1985).
One way such extra-retinal coordinate systems can come into
being, is by representing space in a way that preserves the location
of each object (e.g., a cup) relative to other objects (e.g., the arm,
in the case of arm-centered coordinates). To guide us in testing
whether this is indeed the case in visual cortex, we suggest here a
different distinction, between discriminative and relative location
information. Discriminative information enables one (e.g., a
human observer presented with stimuli or a decoder supplied
with brain activity vectors) to determine whether two stimuli
were presented in the same location (in any given coordinate
system), whereas relative information is used when determining
the location of one stimulus relative to another.
Discriminative location information has been studied
extensively. Discriminative information can be measured by
testing the ability of decoders to discriminate between different
locations based on fMRI activation patterns (Kravitz et al.,
2010; Golomb and Kanwisher, 2012; Cichy et al., 2013; Roth
and Zohary, 2015b). However, since spatial relations between
objects are crucial for performing object-related actions,
relative information is, in many cases, far more relevant than
discriminative information when performing everyday tasks.
Nevertheless, relative information has received less attention
than its discriminative counterpart (for exceptions see: Hayworth
et al., 2011; Sereno and Lehky, 2011; Baeck et al., 2013).
It may initially seem that there is really no fundamental
difference between discriminative and relative information, since
given the accurate locations of two objects (i.e., discriminative
information) one can easily calculate the distance between them
by simple vector subtraction. However, this is not always the
case. To stress this point, consider a hypothetical example where
every point in space is numbered randomly. Given objects at
two locations (say, location #3 and location #21) it is easy to
determine whether or not they reside in the same location or
not (in the above example they do not). However, this accurate
discriminative information may not provide any clue as to the
distance between the objects (without additional information
regarding distances between the locations). A less trivial scenario
that will further illustrate this point will be presented later on,
when we analyze location information in EVC.
Beyond a technical definition that distinguishes discriminative
from relative information, is there any difference between the two
types of information at a neural level? Here, we set out to compare
the physiological basis of these two types of information. In a
previous study we measured the extent of discriminative location
information in several cortical regions, using fMRI multivoxel
pattern analysis (MVPA) methods (Roth and Zohary, 2015b).
Here, we use representational similarity analysis (RSA), another
MVPA method (Kriegeskorte et al., 2008a; Kriegeskorte and
Kievit, 2013), to uncover relative location information across
those cortical regions, and compare the results with those
obtained for discriminative information. We further extend
our analysis to quantify both the relative distance and relative
direction between objects (i.e., relative displacements). Our
results show that although EVC was found previously to carry
the highest levels of discriminative information, it shows low
levels of relative information, with a distorted spatial layout of
distances and displacements. These findings suggest a functional
dissociation between the two types of location information.
Finally, we present a simple computational model to explain the
cause of the observed spatial warping in EVC.
MATERIALS AND METHODS
Subjects
Fifteen healthy right-handed subjects (4 females) gave their
informed consent to participate in the fMRI study, which
was approved by the Helsinki Ethics Committee of Hadassah
Hospital, Jerusalem, Israel. One subject (male) was excluded from
further analysis due to excessive head movement during one of
the scans. Thus, data from 14 subjects was used in this study.
Stimuli
Each of six 1800 ms video clips depicting a right hand grasping
(i.e., taking hold) and using a tool (hammer, screwdriver, stapler,
corkscrew, garlic press, or knife), was downscaled to 140 × 140
pixels [2.18 × 2.18 degrees of visual angle, or 1 × 1 stimulus
widths (SWs)]. The original clips featured a right hand, and by
creating mirror-image clips six left-hand clips were generated,
resulting in a total of 12 different clips.
Experimental Design and Tasks
Each subject completed eight runs of the main experiment and
a localizer run. During the main experiment subjects fixated
on a central red square while viewing video clips at various
locations on the screen (Figure 1A). Adjacent stimulus locations
were spaced 1 SW (2.18◦) from each other, so that the different
stimulated locations did not overlap (Figure 1B). Subjects were
instructed to covertly name both the hand (left or right) and the
tool in each clip. During each trial a single clip was presented,
enabling subjects to direct their full attention to that clip (see
Section Discussion). The sequential presentation also made it
easier to separate the responses to the different stimuli. Each
session began with a training period during which subjects at first
were allowed to gaze directly at each presented clip, until they felt
acquainted with them, and they then practiced keeping central
fixation while paying attention to the clips and covertly naming
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FIGURE 1 | Relative location information analyzed by representational similarity analysis. (A) Experimental Design. While fixating a central point, subjects
were presented with short video clips depicting a hand grabbing and manipulating a tool—stimuli that activate both ventral and dorsal visual streams—and were
instructed to covertly name both the hand (left or right) and the tool. (B) Numbering of the 49 locations in the order in which they appear in the correlation matrices.
Note that the exact same clips were shown in each of the locations. (C) Group Representational Dissimilarity Matrices (RDMs) for each ROI, averaged across all
subjects’ individual matrices. Each location is represented by a vector of activation levels across voxels within a specific ROI. The RDM contains dissimilarity values
(one minus the correlation) between all pairs of location representations. Note that in EVC, pIPS, and aSPL the values are smallest along the main diagonal (same
position; the dissimilarity equals 0), and are relatively small also along the parallel lines that reflect the nearest neighbors in terms of stimulus location. (D) We measure
the informativeness of an ROI by correlating (Spearman’s r) the RDM with the physical distance matrix (PDM): the higher the correlation, the better the correspondence
between neural dissimilarities and physical distances. (E) Spearman correlation results. Bar values and error-bar values, here and in subsequent figures, represent the
correlations obtained for single subject RDM results, mean across subjects ± the standard error of the mean. Black points, here and in subsequent figures, represent
the group RDM results.
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them. Once the subjects reported feeling comfortable with the
task, the scanning commenced. Across all eight runs each clip
was presented 98 times, twice in each location, and each location
hosted 24 clip presentations, three presentations per run. Each
trial lasted 2000 ms (1800 ms clip duration with 200 ms ISI), i.e.,
1 TR. In addition to 147 clip trials, each run included 49 randomly
interspersed null trials during which no clip was presented. Four
additional null trials at the beginning and at the end of the
run brought the total run duration to 6:48 min (204 volumes).
For all analyses presented here we ignored the stimulus identity,
focusing instead solely on the stimulus location. Note that while
the clip location was variable, the clips remained identical across
locations. Thus, we manipulated the location of the clips, not of
the location of the tools relative to the hand, which remained
constant.
The localizer scan was comprised of 6 blocks of hand, face,
animal, tool, and phase-scrambled images. Each block consisted
of 32 images, presented for 450 ms each with 50 ms ISI. In
each block 0–2 images were repeated consecutively, and subjects
indicated such repetitions by button press (i.e., a one-back task).
Four initial null trials and four final null trials brought the run
duration to a total of 8:16 min (248 volumes). During most of
the runs eye movements were recorded and monitored online via
a video-based, infra-red eye tracker (Eye Link1000, SR Research,
Ontario, Canada).
MRI Scanning Parameters
The blood oxygenation level dependent (BOLD) fMRI
measurements were obtained using a 3-T Magnetom Skyra
Siemens scanner and a 32-channel head coil, at the ELSC
Neuroimaging Unit (ENU). The functional MRI protocols were
based on a multislice gradient echo-planar imaging and obtained
under the following parameters: TR = 2 s, TE = 30 ms, flip
angle = 90◦, imaging matrix = 64 × 64, field-of-view = 192
mm; 37 slices with 3 mm slice thickness and 15% gap (0.45
mm), were oriented in an oblique position, covering the whole
brain, with functional voxels of 3 × 3 × 3 mm. In addition,
high-resolution T1-weighted magnetization-prepared rapid
acquisition gradient-echo (MPRAGE) images were acquired
(1 × 1 × 1 mm resolution). All scans used GRAPPA parallel
imaging (acceleration factor= 2).
Data Processing
Data analysis was conducted using the BrainVoyager QX
software package (Brain Innovation) and in-house analysis tools
developed in Matlab (MathWorks). Preprocessing of functional
scans included 3D motion correction, slice scan time correction,
and removal of low frequencies (linear trend removal and
high-pass filtering). The anatomical and functional images were
transformed to the Talairach coordinate system using trilinear
interpolation. The cortical surface was reconstructed from the
high-resolution anatomical images using standard procedures
implemented by the BrainVoyager software.
Voxel time courses were generated using BrainVoyager
and were then analyzed using Matlab custom-made software.
Specifically, we first transformed each voxel’s time course to
obtain a z-score value, by subtracting the mean activation and
dividing by the standard deviation of the BOLD response across
the whole run. Next, we used a standard General Linear Model
(GLM) analysis with a regressor for each of the 49 locations,
assuming the standard (two-gamma) hemodynamic response
function. This resulted in one activation parameter (beta value)
per location, for each voxel. We then transformed the beta values
into t-values, by subtracting each voxel’s mean beta value (across
all locations) and dividing by each beta’s standard deviation (Roth
and Zohary, 2015a).
Region of Interest (ROI) Selection
In a separate functional localizer subjects viewed images of hands,
tools, and scrambled tools in a block-design run.We defined four
ROIs: early visual cortex (EVC), lateral occipital complex (LOC),
posterior intraparietal sulcus (pIPS), and anterior superior
parietal lobule (aSPL). To obtain two separable ROIs in the
parietal cortex for each subject, we used the contrast: hands >
scrambled and, starting from FDR < 0.001, raised the threshold
separately for each hemisphere until a cluster of active voxels in
the anterior portion of the parietal cortex was separated from the
posterior IPS. We then raised the threshold further (if necessary)
until a cluster of pIPS voxels was separated from occipital areas;
this defined pIPS. Next, we contrasted tools > scrambled, and
starting from FDR < 0.001, raised the threshold until a ventral-
occipital cluster separated from the parietal region, and thus
selected LOC. Finally, we utilized the fact that early visual areas
are sensitive to local contrast that is enhanced in the scrambled
images. Thus, the opposite contrast (scrambled > tools) and the
same threshold as for LOC was used to select a cluster of voxels
in the posterior occipital cortex, defined as EVC.
Since LOC consistently shows information levels somewhere
between EVC and pIPS, we do not discuss it specifically in
most of the Results Section. We also do not discuss aSPL, as it
shows low levels of both discriminative and relative information.
We therefore focus mainly on EVC and pIPS. We do, however,
present the main results of all four ROIs, to enable an easy
comparison with our previous discriminative results (Roth and
Zohary, 2015b).
Representational Dissimilarity Matrix
(RDM)
For each ROI we had 49 vectors (corresponding to the 49
stimulus locations) of N t-values each, where N is the number
of voxels in the ROI. The RDM is a matrix containing the
pairwise dissimilarities between all 49 vectors, i.e., a total of 49×
49 = 2401 dissimilarity values. To create an RDM (Kriegeskorte
and Kievit, 2013) we correlated all 49 vectors with one another
(using Pearson correlation) and subtracted the values from 1.
This resulted in a matrix M49×49 of dissimilarity values—i.e., the
higher the value ofMij, the lower the correlation between location
i and location j. We created an RDM for every subject and ROI.
Then, for each functional ROI we averaged all 14 single-subject
RDMs to create a single group RDM.
Physical Distance Matrix (PDM)
Next, we tested whether the dissimilarity between representations
of different locations corresponds to the physical distance
Frontiers in Integrative Neuroscience | www.frontiersin.org 4 March 2016 | Volume 10 | Article 16
Roth Relative Location Information
between them. To do so, we created a physical distance matrix
(PDM) in which the values of the matrix were simply the
Euclidean distances between the 49 locations. In other words, if
P is the PDM, then Pij is the Euclidean distance between location
i and location j. After transforming both the ROI RDMs (single
subject RDMs and group RDMs) and the PDM into vectors (each
containing 49 × 49 = 2401 values) we calculated the Spearman
correlation between the RDMs and the PDM (Kriegeskorte
and Kievit, 2013). The higher the correlation, the better the
representation dissimilarity between locations corresponds to the
actual physical distance between locations. We estimated the
statistical significance of the correlations by permuting the values
of each group RDM 106 times and counting the number of
permutations which yielded correlation values (with the PDM)
higher than the actual data. For all ROIs the actual RDM had
a higher correlation with the PDM than any of the permuted
RDMs did (i.e., the correlations were significant at p < 10−6 for
all ROIs).
Dissimilarity-Distance (DD) Function
If a given ROI represents relative distances in a physically
accurate fashion, locations further away must have higher
dissimilarities between their representative activity vectors than
locations at a smaller distance from each other. In order to
directly visualize this aspect of the RDM we plotted dissimilarity
as a function of distance between locations, averaging across pairs
of locations with equal distances.
Multidimensional Scaling (MDS)
As a means to visualize more easily the correspondence between
the neural RDM and the physical locations (and distances), the
high dimensional RDMs were transformed into 2-dimensional
representations by multidimensional scaling (MDS; Shepard,
1980; Sereno and Lehky, 2011). MDS is an algorithm that
converts the 49 locations to points in a smaller dimensional
space while preserving as well as possible all the relative
distances/dissimilarities; locations that have a large dissimilarity
between them will generally be further away from each other
in the 2D space than location pairs with small dissimilarities.
Specifically, MDS was used to project the 49 locations onto a
2 dimensional (2D) space, by using the “mdscale” function in
Matlab with the “strain” criterion.
Next, we directly compared the MDS output with the physical
layout, both computationally and visually. The MDS output,
consisting of 49 points in 2D space, underwent Procrustes
transformation, which uses scaling, translation, rotation, and
inversion in order to fit all the points from the MDS
output to their physical locations. The sum of squares of
the difference between the final, transformed, two-dimensional
points (corresponding to the neural representations of the 49
location), and the physical locations quantifies how different
the MDS output is from the physical layout, and is termed
Procrustes Distance (PD). A low PD means that the 2D
projection of the RDM corresponds well to the physical distances.
Since the MDS function returned slightly different results
during different executions (this occurred for the model results
when fitted to the EVC RDM), we repeated the MDS and
Procrustes analyses 20 times, and chose the result with the
lowest PD. The statistical significance of the PD was determined
by permuting the labels of the MDS output 106 times and
counting the number of permutations which yielded higher
PD values than the actual data. For all ROIs, the original
MDS output had a lower PD than any of the relabeled MDS
outputs. Thus, the correspondence between the MDS output
and the physical layout was significant at p < 10−6, for all four
ROIs.
Computational Model
To help us understand the results, we used a computational
model consisting of a grid of receptive field (RF) centers, with
adjacent RFs spaced 1 SW apart (Lehky and Sereno, 2011;
Figure 4A). We used 2 versions of this model. In the first version
(Gaussian model) each RF is a 2D Gaussian. In the 2nd version
(DoG model) each RF is the sum of a positive Gaussian and
a wider (larger σ ) negative Gaussian, resulting in a RF with a
central excitatory region and a surrounding inhibitory region
(Figure 4C). Such a RF is also known as center-surround or
Difference-of-Gaussians (DoG). The Gaussian model has two
parameters that we fit to the data: the size of the RFs at fixation,
σ0, and the rate at which the RF size increases with eccentricity,
a. Assuming a RF is centered at (x
′
, y
′
), the distance of the
center from fixation is r =
√
x′2 + y′2, and its response to a
stimulus at location (x, y) will be: T(x, y) = e
−
(
(x−x′)
2
2σ2
+
(y−y′)
2
2σ2
)
,
where σ = σ0 + a · r. The DoG model has four parameters:
the size of the positive Gaussian at fixation, σ+0 ; the size of
the negative Gaussian at fixation, σ−0 ; the rate at which the
Gaussian size increases with eccentricity (same rate for both
Gaussians), a; and the ratio of the negative to positive Gaussian
amplitudes, R. This RF’s response will be: T
(
x, y
)
= T+
(
x, y
)
+
R · T−(x, y), where T+(x, y) = e
−
(
(x−x′)
2
2σ+2
+
(y−y′)
2
2σ+2
)
, T−(x, y) =
−e
−
(
(x−x′)
2
2σ−2
+
(y−y′)
2
2σ−2
)
, σ+ = σ+0 + a · r and σ
− = σ
−
0 + a · r.
The number of RFs per array point decreased exponentially
with eccentricity (Figure 4B). For the simulations presented
here, the number of RFs centered at each location, P(r), was
determined by the equation: P(r) = 40·e−0.3· r , where r is the
distance from fixation in SWs.
The model was fitted to each RDM, with the goal of
maximizing the correlation between the data RDM and the
model RDM. Optimal parameters for the model were found
with a 2-stage fitting procedure. The first stage, a grid search,
involved running the model with a predefined wide range of
parameters, and choosing the set of parameters yielding the
best results (i.e., highest correlation). At the second stage we
performed unconstrained linear optimization, with the Matlab
function “fminsearch,” using the parameters found during the
first stage as the initial parameters. While the second stage can
generally find a local minimum, the grid search performed in the
first stage increases the probability that this will also be a global
minimum.
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Searchlight Analysis
Since our analyses were performed on ROIs we could not be sure
that we did not miss any relevant cortical regions. Therefore,
as a complementary analysis we applied a searchlight analysis,
performing the analysis on cubes of voxels, instead of the pre-
defined ROIs (Kriegeskorte et al., 2006). Specifically, the cubes
measured 5× 5× 5 and 7× 7× 7 functional voxels and we used
every possible cube of contiguous voxels across the brain volume.
As with the ROI-based correlation analysis, we calculated the
RDM for each searchlight cube, and computed the correlation
between the RDM and the PDM. We then performed MDS on
the RDM and calculated the PD. Thus, for every cube center
we had two values (the RDM-PDM correlation and the PD),
which we mapped across the brain (Figures 7C,D). In addition,
we computed the discriminative location information with the
correlation method (Roth and Zohary, 2015b). Specifically, for
each ROI cube we divided the runs into two equally sized groups,
concatenated the z-scored time-courses within each group and
extracted 49 beta coefficients for the 49 locations with the GLM.
Next, we correlated the 49 location vectors in one half with the
vectors of the other half resulting in a correlationmatrix.We then
subtracted the mean correlation between different locations from
the mean correlation between identical locations, to estimate the
level of discriminative location information (Haxby et al., 2001;
Roth and Zohary, 2015a). We repeated this procedure 12 times,
each time dividing the runs differently into two groups. The
averaged results from all data divisions were taken as a measure
of discriminative location information, mapped across the brain
(Figure 7B).
Displacement Population Vectors
Finally, to test the possibility of direction representation we
created additional population vectors by way of subtraction
(Figure 8). For each of the 49 location vectors, we subtracted
all other 48 location vectors, resulting in 49 × 48 = 2352
“synthetic” population vectors (MacEvoy and Epstein, 2009)
that are the population changes corresponding to location
changes. We hypothesized that these vectors may represent
the location changes, or displacement vectors. Using these
synthetic displacement vectors, we created new displacement-
RDMs (dRDMs) with 2352 × 2352 values. In order to create the
displacement-PDM (dPDM) we performed subtraction on the
corresponding 2D physical vectors, and then aligned the results
with the origin, so that for each synthetic vector we had a physical
vector representing the physical displacement (both angle and
magnitude). We then correlated the dRDM with the dPDM.
Next, we performed MDS on the dRDM, and used Procrustes
tranformation to fit the MDS result to the physical layout of
displacement vectors, quantifying the fit with PD. These analyses
were performed at both the single-subject and the group levels,
similar to the analyses above performed on location vectors.
Once again, the higher the correlation between the dRDM and
the dPDM, and the lower the PD between the MDS result and
the physical layout of the location displacements, the better
the neural representations of these changes correspond to the
physical changes.
RESULTS
Participants were scanned while viewing short video clips
presented at 49 different retinal/screen locations (Figures 1A,B).
We focused on the similarity between multivoxel patterns (i.e.,
representations) evoked by stimuli at different locations, and
the degree to which such similarity corresponds (inversely) to
the physical distance between locations. Aside from the location
at which the clips were presented, we did not manipulate any
properties of the clips, which remained constant across locations.
We studied regions across the visual system, in both the ventral
and the dorsal streams: EVC, LOC, and parietal areas pIPS, and
aSPL.
Correlation between the Representational
Dissimilarity Matrix (RDM) and the Physical
Distance Matrix (PDM)
Can the distance between two locations be inferred from the
similarity of their representations? To answer this question
we created an RDM for each ROI (Figure 1C). The RDM
contains the dissimilarity values (defined here as 1-r, where r
is Pearson’s correlation) for all pairs of locations. Each row of
the RDM contains the dissimilarity values between a certain
location (corresponding to the specific row chosen) and all the
49 locations.
Next, we correlated the RDM of each ROI with the PDM,
which contains the physical Euclidean distances between all
pairs of locations (Figure 1D). If the dissimilarities in a
certain ROI are determined by the distances between locations,
we should find a close match between the RDM and the
PDM. Therefore, a high correlation between the RDM and
the PDM would indicate that the location representations
preserve relative distances. If discriminative and relative location
information depend on one another, EVC should show the
highest degree of relative information as it has the highest degree
of discriminative information (among the four ROIs tested;
see also Searchlight Analysis). However, on the contrary, we
found that while the pIPS RDM has the highest correlation
to the PDM, EVC shows the lowest correlation (Figure 1E).
In other words, although EVC has the highest degree of
discriminative information, it has the lowest degree of relative
location information.
Multidimensional Scaling (MDS)
To visualize the correspondence between RDMs and the PDM,
we used MDS to transform the 49 locations to points in 2D
space, such that the distances between points will match the
corresponding dissimilarity values as best as possible (i.e., points
with larger dissimilarity values reside further away from one
another than points with smaller dissimilarity values).
In order to compare it with the physical layout, the MDS
output, consisting of 49 points in 2D space, underwent Procrustes
transformation, which uses scaling, translation, rotation, and
inversion to fit the points to their physical locations (Sereno and
Lehky, 2011). Procrustes Distance (PD) quantifies how different
the final, transformed, two-dimensional points (corresponding to
the 49 location) are from the physical layout. A low PD means
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that the 2D projection of the RDM corresponds well to the
physical distances.
This visualization reveals a warping in the spatial
representation of EVC (Figure 2A). At first glance it may
seem that in all four ROIs the MDS layout is consistent (more
or less) with the physical layout, with the aSPL layout noisier
than the others, and the EVC layout scaled down. Note, however,
that these results are after performing Procrustes transformation
which includes scaling—so the scaling presented is optimal, and
brings the final layout as close as possible to the physical layout.
The fact that the EVC layout is smaller than the others indicates
instead that it does not correspond well to the physical layout.
Furthermore, on closer inspection of the EVC result it is clear that
the resulting layout is warped, or non-topological. For example,
while the locations marked by cyan are physically located
between the blue and yellow locations, the EVC layout places
them between the blue and red locations. This warping is evident
both at the group level and for single subject RDMs (Figures 2A,
3A). Spatial representations in pIPS, on the other hand, reflect
the physical locations relatively well (Figures 2A, 3B).
The PD results confirmed the impression that in EVC the
spatial representation is incongruent with the physical locations
and distances: while pIPS displayed the lowest PD, EVC showed
the highest PD (Figure 2B).
FIGURE 2 | Multidimensional scaling results. (A) Multidimensional Scaling (MDS) was performed on the group RDM of each ROI. MDS reduces the dimensionality
of the location representation to 2 dimensions such that the distances between the output points correspond as well as possible to the representational dissimilarities.
The MDS results were further transformed to fit the physical layout (right-most column) as well as possible, and these results are plotted. Finally, the output points
were colored according to the angle (top row) or eccentricity (bottom row) of the corresponding locations. Note that results in pIPS correspond well to the physical
layout, while in EVC the MDS results are warped with respect to the true physical layout (e.g., cyan points are between blue and red points). (B) Goodness-of-fit of the
Procrustes-transformed MDS results to the physical layout was quantified by Procrustes Distance (PD): the better the fit, the smaller the PD. Complementing the
results of Figure 1E, MDS results in pIPS fit the physical layout best, and in EVC the fit is the worst. Bars and black points represent single-subject (mean ± SEM) and
group results, respectively. (C) Group Distance-Dissimilarity (DD) Function. Dissimilarity values of the RDM are plotted as a function of distance, averaging over all pairs
of locations at the same distance, ± the standard deviation. Note that for a distance of zero, dissimilarity is by definition 0.
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FIGURE 3 | Single subject MDS results and DD functions. (A) Single subject MDS results in EVC. Most subjects display the spatial warping apparent in the group
RDM (e.g., cyan points are between blue and red points). (B) Single subject MDS results in pIPS. For most subjects the representation corresponds well to the
physical layout (Figure 2A, top right). (C) Single subject DD functions. The function shape is very similar across subjects, for each of the ROIs. Note that for a distance
of zero, dissimilarity is by definition 0; We therefore ignore the first data-point in these plots.
Distance-Dissimilarity Function
The spatial warping in EVC can be seen vividly when plotting
dissimilarity as a function of physical distance—the Distance-
Dissimilarity (DD) function (Fischer and Whitney, 2009). In
pIPS this function is close to monotonic—larger distances
between locations correspond to larger dissimilarities between
their representations in pIPS. This means that in pIPS the
dissimilarity between patterns carries information regarding the
distance between the corresponding locations. In EVC, however,
this is not the case. For small distances, dissimilarity rises with
physical distance. For large distances however, the opposite is
true, and dissimilarity actually drops with distance, after reaching
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amaximum at distances of∼8◦ (Figure 2C). As with the previous
analysis, this phenomenon is evident both at the group level
and for single subjects (Figure 3C). Thus, EVC carries accurate
discriminative information, enabling one to tell whether two
objects are located in the same location or not. However, in
the case that the two locations are different, the similarity of
representations in EVC does not reflect the true distance between
the locations, since locations further away from one another tend
to have a higher similarity than locations closer to each other.
Computational Model
What is the cause for the non-monotonic DD function, warped
spatial layout and low levels of relative information in EVC? One
obvious suspect is the population receptive field (pRF) size. As
it is known that pRF size increases along both the ventral and
dorsal streams (Amano et al., 2009; Sprague and Serences, 2013;
Kay et al., 2015), it is likely that the ROIs showing higher levels of
relative information (i.e., pIPS and LOC) have larger pRFs than
EVC. We thus hypothesized that differences in pRF size lie at
the root of the differences in relative information found between
ROIs (Lehky and Sereno, 2011). To test this hypothesis we built
a computational model comprised of an array of RFs spread
across the visual field (Figures 4A,B), with two free parameters
determining the pRF sizes. We then fitted the model to each
RDM. When we fitted the free parameters to each ROI the
model succeeded in creating RDMs (Figure 5A) that were similar
to the data RDMs, as can be seen in the correlations between
data and model RDMs (Figure 5B). Furthermore, the model’s
DD functions were similar to the data DD functions as well
(Figure 5D). Specifically, when fit to the EVC RDM, the model
indeed exhibited a non-monotonic DD function, plateauing (and
dropping slightly) after reaching a maximum at ∼8◦, similar
to the data (compare to Figure 2C). However, the model was
unable to recreate the warping in the spatial representation in
EVC: the colors in the MDS result of the model fit to EVC
(Figure 5A, left) are in order, meaning that nearby locations
have similar representations. This is contrast to the EVC MDS
layout (Figure 2A, left), which shows a clear warping—the cyan
points are between the blue and red points, even though the
corresponding locations are located between the blue and yellow
locations.
To better model the EVC spatial representation, we extended
the model to consist of an array of Difference-of-Gaussian (DoG)
RFs (Figure 4C). It has been shown recently that in EVC, DoG
provides a better fit to fMRI voxel pRFs (Zuiderbaan et al., 2012).
We therefore, hypothesized that a model of DoG RFs would
better fit the EVC data. Indeed, the DoGmodel fit better than the
Gaussian model to the EVC data (Figures 6B-D). Furthermore,
this model succeeded in reproducing the spatial warping seen in
the EVC MDS results (Figure 6A, left).
Taken together, these results demonstrate that the
non-monotonic DD function can be modeled by an array
of Gaussian RFs. The reason for the non-monotonicity in this
case is that large distances between locations usually involve
peripheral locations, which evoke responses in fewer RFs than
foveal locations. Correlating the activation patterns of peripheral
locations results in lower dissimilarities than for locations closer
FIGURE 4 | Computational model outline. (A) The model consisted of an
array of RFs. Adjacent RFs were spaced 1 stimulus width apart. The RF size
was fitted to each RDM and increased linearly with eccentricity. (B) Number of
RFs covering each location. The number of RFs decreased exponentially with
eccentricity. (C) We used two versions of the model, illustrated here by
one-dimensional profiles of the RF shape. In the Gaussian model, each RF
was a 2-dimensional Gaussian (left), while in the DoG model each RF included
an inhibitory surround region (right).
to one another which activate more RFs (consider that if two
distant locations do not activate a RF, its response to both
locations is identical). This model, however, cannot explain
the spatial warping in EVC. To reproduce this warping we
had to replace the Gaussian RFs with DoG RFs, which have an
inhibitory surround.
Searchlight Analysis
To extend our analysis to regions not included in our ROIs
we performed a whole-brain searchlight analysis. We found
the highest levels of correlation between the RDM and PDM
in a parietal region coinciding with pIPS (see the group ROI
probability maps in Figure 7A) and in a ventral region on
the medial border of LOC (Figure 7C). Moreover, these same
regions exhibit the lowest PD levels for the MDS analysis
(Figure 7D). It seems, therefore, that in the dorsal stream we
localized the most relevant region, with the highest levels of
relative location information. Furthermore, this area showed the
highest levels of discriminative information in the dorsal stream
as well (Figure 7B). In the ventral stream, however, the relative
information searchlight results differ from the discriminative
results, and it seems that LOC is not centered on the region
showing the highest level of relative information. Instead, voxels
showing peak relative information in the ventral stream were
located nearby the fusiform face area (Talairach coordinates
for the peak informative voxel: RDM-PDM correlation: Right
hemisphere [29,−68,−12]; Left [−31,−65,−15]; PD: Right [32,
−65, 0]; Left [−28, −65, −3]. Compare with FFA coordinates
reported by Kanwisher et al. (1997): [40,−55,−10] and [40,−55,
−10] for right and left hemispheres respectively).
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FIGURE 5 | Gaussian model results. (A) Model RDMs produced for each ROI (top row) and their matching MDS results (bottom row). Notice that the model does
not reproduce the spatial warping evident in the EVC MDS result (compare the bottom left MDS result with Figure 2A, bottom left). (B) RDM correlations for the
Gaussian model. The correlation reflects the similarity between the ROI RDM and the model RDM. (C) PD for the Gaussian model. The PD reflects the difference
between the ROI MDS layout and the model MDS layout. In (B,C) bars and black points represent single-subject (mean ± SEM) and group results, respectively. (D)
Gaussian Model Distance-Dissimilarity (DD) Function. Dissimilarity values of the RDM are plotted as a function of distance, averaging over all pairs of locations at the
same distance, ± the standard deviation. The dissimilarity values are calculated for the model as for the group data (Figure 2C).
Displacement Population Vectors
Until now we focused on relative location information and
showed that pIPS, but not EVC, carries reliable information
regarding the distances between locations. However, many times
during daily life we need to know not only the distance
between objects but also the direction from one object to the
other, e.g., during hand-object interactions. Do visual regions
carry information regarding the direction from one location
to another? To answer this question we created displacement
population vectors representing the possible changes in location
by subtracting location representations from one another
(Figure 8). We then tested how well dissimilarities between these
displacement representations reflect the distances between the
physical location displacements, by both correlating the resulting
dRDMwith the dPDM (Figure 9B), and by performingMDS and
calculating the PD between the output and the physical layout
(Figures 9A,C). Results were similar to the location analyses,
showing an accurate representation in pIPS, but not in EVC. We
thus conclude that population vectors in pIPS carry information
not only regarding the location of a presented stimulus relative
to other possible locations, but also regarding the distance and
direction from the current (i.e., stimulated) location to other
locations.
DISCUSSION
Results
Using fMRI, we measured brain activity in 14 individuals while
viewing video clips presented at 49 different retinal locations. We
studied the patterns of activity in visual regions and measured
relative location information. Our results indicate that fMRI
activation patterns reflect relative physical locations in pIPS,
but not in EVC. In EVC, patterns of nearby locations are less
similar than more distant locations, creating a non-monotonic
dissimilarity-distance function, whereas in pIPS similarity drops
with distance. These results are in contrast to our previous
results of discriminative information showing the highest levels
of information in EVC (Roth and Zohary, 2015b), suggesting
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FIGURE 6 | Difference-of-Gaussians (DoG) model results. (A) Model RDMs produced for each ROI (top row) and their matching MDS results (bottom row).
Notice that, in contrast to the Gaussian model, when fit to the EVC data, the DoG model succeeds in reproducing the spatial warping evident in Figure 2A. (B) RDM
correlations for the DoG model. The correlation reflects the similarity between the ROI RDM and the model RDM. (C) PD for the DoG model. The PD reflects the
difference between the ROI MDS layout and the model MDS layout. In (B,C) bars and black points represent single-subject (mean ± SEM) and group results,
respectively. The PD for the EVC group MDS results are considerably lower here than for the Gaussian model (Figure 5C). (D) DD function for the DoG model (the
pIPS function is mostly occluded by the aSPL function). Dissimilarity values of the RDM are plotted as a function of distance, averaging over all pairs of locations at the
same distance, ± the standard deviation. The dissimilarity values are calculated for the model as for the group data (Figure 2C).
a dissociation between discriminative and relative location
information. Finally, we found that these results extend to
spatial displacements as well; relative directions, as well as
distances, are preserved and represented accurately in pIPS, but
are warped in EVC. A simple computational model consisting
of an array of RFs suggests that the differences between ROIs
derive from differences in pRF size and shape. When combined
with our previous findings (Roth and Zohary, 2015b), these
results suggest a transformation along the visual hierarchy, from a
low-level location-discriminable representation in EVC, to high-
level spatially accurate representations in pIPS and LOC, before
reaching an almost location-invariant representation in aSPL.
The difference between the spatial representations in EVC and
pIPS may reflect the different functional roles of these regions.
Posterior IPS is involved in action understanding (Shmuelof and
Zohary, 2005; Culham and Valyear, 2006; Lestou et al., 2008),
which frequently involves interactions between objects, and for
which relative location information (such as the location of a
hand relative to a cup handle) is highly relevant. It therefore
makes sense that we would find such information in pIPS.
The ventral stream, on the other hand, may make use of
relative information in order to enable object recognition. In
many cases, object recognition makes use of relative locations,
i.e., distances and directions between different object-parts, such
as for configural processing of faces where the spacing between
features plays a critical role (Maurer et al., 2002). The area we
found nearby the FFA in the searchlight analysis may be involved
in such processing. EVC might not be directly involved in such
processing, and therefore may not take a part in computing
relative distances.
Limitations
One major concern relevant to all MVPA studies is the degree
to which the voxel population vectors reflect neural population
vectors (Kriegeskorte et al., 2008b; Dubois et al., 2015).
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FIGURE 7 | Searchlight results. (A) Group ROI probability map of EVC (blue), LOC (green), pIPS (red), and aSPL (purple). All subjects’ ROIs were combined and are
presented as a single ROI for each region. Brighter colors represent areas (in Talairach coordinates) that are included in a higher number of subjects’ ROIs. (B–D)
Searchlight results (searchlight size: 7 × 7 × 7 voxels). Top: ventral view. Bottom: dorsolateral view. Thresholds were chosen in order to present clusters without many
small isolated areas. (B) Discriminative Location Information, analyzed by the correlation method (see Roth and Zohary, 2015b for details). At each voxel, an analysis
of discriminative information (termed the correlation method) was performed upon each subject’s data, and the voxels showing the highest information levels across
subjects are presented here (colored according to the t-values; Higher t-values indicate higher levels of information), overlaid on one subject’s inflated cortex. Results
for a smaller searchlight (5 × 5 × 5 voxels) are presented in Roth and Zohary (2015b). (C) Relative Location Information, measured by Spearman Correlation between
the group RDM and the PDM. Higher values indicate better correspondence between the 2 matrices. (D) Relative Location Information, measured by Procrustes
Distance (PD) between the group MDS result and the physical layout. Note that a lower PD represents more relative information.
With regard to location information, although fMRI patterns
in EVC show low levels of relative location information,
electrophysiologically measured patterns of neuronal spiking
activity might show higher levels of information in EVC. This
could occur, for example, if relative location information is
carried in EVC output (i.e., spiking) rather than in EVC synaptic
activity, which is suggested to be the source of the BOLD
signal (Logothetis et al., 2001). Nevertheless, despite significant
differences between fMRI measurements and neural recordings,
we believe the two methods should reach similar results with
regard to location information (at least in EVC). The most robust
coarse-scale organization principle throughout visual cortex is an
orderly mapping of stimulus location in retinotopic coordinates
(Wandell et al., 2007). As a result, the variability of receptive field
centers in each voxel is relatively small. Therefore, the receptive
field of each neuron in a voxel should be relatively similar to the
voxel population receptive field, and the voxel patterns of activity
should correspond closely to the neural patterns of activity.
This claim is supported by the close correspondence between
neural receptive field sizes and voxel population receptive
field (pRF) sizes across visual cortex (Dumoulin and Wandell,
2008).
An additional limitation of our study relates to the
eccentricities used. The most peripheral stimuli used in this
study were centered 9.2◦ from fixation, and the largest distance
between locations was 18.4◦. We therefore, do not know what the
responses would be to more peripheral stimuli, or across wider
distances. Specifically, we cannot conclude that the DD function
in pIPS remains monotonic for larger eccentricities; the function
may reach a peak at around 18◦ and then start dropping, similar
to what happens in EVC (which peaks at∼8◦).
A further limitation is that we stimulated locations
sequentially and not simultaneously. Arguably, in order to
study representations of distances and directions between
locations it is necessary to stimulate both locations at the same
time. However, stimulating two locations simultaneously would
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introduce several problematic factors into the experiment.
First, it is unclear whether attention can be directed at two
locations simultaneously (Jans et al., 2010; Landau and Fries,
2012). Therefore, subjects would probably pay more attention
to one of the locations, and the activity pattern would reflect
that location more than the second simultaneously stimulated
location. Furthermore, in such an experiment it would be
impractical to stimulate all possible pairs of locations, using
our 7 × 7 location grid, since there are 2352 possible pairs.
Finally, it is still unknown how multiple simultaneous stimuli
interact at the voxel level. Assuming a voxel has a response r1
to location s1 and a response r2 to location s2, the response
evoked by simultaneous stimulation of locations s1 and s1 might
be a linear summation of the two responses r1 + r2 (MacEvoy
and Epstein, 2009). However, the evoked response may instead
be a sublinear or supralinear summation of the responses to
the individual locations, a (r1 + r2), where a < 1 or a > 1,
respectively (Baeck et al., 2013; Orhan and Ma, 2015). Since
the type of summation for each voxel is unknown, it would be
difficult to determine what part of the observed response was
evoked by which location. Future studies aimed at studying
relative location information by stimulating multiple locations
simultaneously will have to overcome these difficulties.
Correspondence to Psychophysical
Findings
There exists psychophysical evidence that supports a
dissociation between relative and discriminative location
information. Mateeff and Gourevich (1983) conducted a series
of psychophysical experiments in order to study behavioral
systematic mislocalization. In one experiment (Experiment 1)
subjects fixated centrally and were presented with a brief flash
of light at a variable eccentricity. Aided by a fixed scale, subjects
reported the perceived stimulus location. In this experiment,
consistent with other studies (Hagenaar and van der Heijden,
1997; Müsseler et al., 1999; Eggert et al., 2001), subjects reported
that the light spot was closer to fixation than it actually was,
and this error grew with eccentricity. In another experiment
(Experiment 5) subjects fixated on a central light spot, while
another light spot was present at a fixed distance to the left
of fixation. A third light spot was flashed briefly, at a variable
distance to the left of the second point, and subjects had to
judge whether the distance between fixation and the second spot
was larger than that from the second to the third point. In this
experiment no systematic bias was evident, even though the
comparison was between two distances at different eccentricities.
Combined results of the experiments indicate that comparison
of distances does not necessarily rely on location estimation.
Indeed, the authors suggest that the two tasks may involve
independent processes, namely, perception of location and
perception of distance. These processes rely on the two types
of information we studied; Location perception depends on
determining which number on the scale is at the same location
as the light flash (i.e., discriminative information), while distance
perception relies upon the comparison of two distances between
objects (i.e., relative information). Thus, our results agree with
FIGURE 8 | Displacement vectors. (A) For every possible displacement we
created a synthetic population vector and a corresponding physical vector.
The green and blue arrows depict two such physical vectors. (B) All physical
vectors were aligned to a single origin, and the distances were computed
between all pairs, resulting in a dPDM. The dRDM was composed of
dissimilarities between all pairs of synthetic vectors.
the authors’ suggestion, and provide further evidence of a
dissociation between these two forms of information.
Comparison to Electrophysiology in
Monkeys
In a recent electrophysiological study conducted on macaque
monkeys, Sereno and Lehky measured neural responses to
eight locations at fixed angles, and found, using an MDS
analysis similar to that described above, that dorsal stream
representations in lateral intraparietal cortex (LIP) match
physical distances better than ventral stream representations
in anterior inferotemporal cortex (AIT) (Lehky and Sereno,
2007; Sereno and Lehky, 2011). Although major methodological
differences exist between the studies (see Section Limitations,
above), these results correspond closely with our ROI analysis
which found the highest levels of relative location information
in the dorsal stream, specifically in the intraparietal sulcus. Our
searchlight results further suggest that an additional region in the
ventral streammay have levels of relative information on par with
the dorsal stream.
Conclusions and Further Directions
We analyzed the amount of relative location information present
in fMRI activation patterns. We found that while EVC carries the
highest levels of discriminative information, relative information
levels in EVC are low relative to higher-order areas, and the
spatial representations there are warped. Using a computational
model we showed that pRF size influences the amount of
relative information and that the spatial warping in EVC may
be a result of DoG pRFs which include inhibitory surround
regions. Our results suggest that representations of the visual
field are transformed along both visual streams, and warrant
future investigation of discriminative and relative information
with regard to other visual features.
The dissociation we found between the two types of location
information raises the question: do similar dissociations, between
discriminative and relative information, exist with respect to
other stimulus properties? Regarding color, Brouwer and Heeger
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FIGURE 9 | Displacement representations. (A) The MDS results transformed to fit the physical layout (right-most column) as well as possible. The output points
were colored according to the angle (top row) or eccentricity (bottom row) of the corresponding locations. As with the distance analysis (Figure 2) pIPS shows a good
correspondence to the physical layout, while in EVC the MDS results do not fit the physical layout well. (B) dRDM-dPDM Spearman correlation results. Results for
displacement vectors are similar to the location RDM results in Figure 1E. (C) Goodness-of-fit of the Procrustes-transformed dMDS results to the physical layout
(dPDM) quantified by PD. Results are similar to the location MDS results in Figure 2B. In (B,C) bars and black points represent single-subject (mean ± SEM) and
group results, respectively.
(2009) found a similar dissociation in V1. Patterns of responses
in V1 carried information that discriminated between different
colors, but principal component analysis revealed that similarity
between responses did not reflect the physical similarity between
colors. This was in contrast to V4 where patterns of activity
both discriminated between colors and enabled an accurate
representation of the color space. Future studies may make use
of existing datasets to analyze relative information with regard
to additional visual features, including low-level features such as
orientation (Kamitani and Tong, 2005) or motion (Kamitani and
Tong, 2006), and higher-level features such as shape (Drucker
and Aguirre, 2009) or geographical location (Morgan et al.,
2011).
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