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Chapitre 1
Changements d’e´chelle en qualite´ de
l’air
L’e´volution des polluants dans l’atmosphe`re de´pend de phe´nome`nes varie´s,
tels que les e´missions, la me´te´orologie, la turbulence ou les transformations
physico-chimiques, qui ont des e´chelles caracte´ristiques spatiales et tem-
porelles tre`s diverses. Il est tre`s difficile, par conse´quent, de repre´senter
l’ensemble de ces e´chelles dans un mode`le de qualite´ de l’air. Les mode`les de
chimie-transport, couramment utilise´s, ont une re´solution bien supe´rieure a`
la taille des plus petites e´chelles (de quelques kilome`tres a` quelques dizaines
de kilome`tres). Tout processus de taille caracte´ristique infe´rieure a` celle de la
maille est donc mal repre´sente´ par ces mode`les. On parle alors de « processus
sous-maille », que les me´thodes de changement d’e´chelle, aborde´es dans
ce chapitre, visent a` mieux repre´senter. La variabilite´ sous-maille lie´e aux
processus non re´solus est en effet une source d’erreur, en particulier lorsqu’il
s’agit de comparer les re´sultats d’un mode`le a` des observations effectue´es en
des points de mesure. L’e´chelle repre´sentative des stations d’observation est
en effet typiquement infe´rieure a` la taille d’une maille.
Ce chapitre pre´sente les diffe´rentes e´chelles en jeu en mode´lisation de la
qualite´ de l’air. Il s’agit de de´finir quelles e´chelles sont mal repre´sente´es par
les mode`les, et d’effectuer une revue des diffe´rentes me´thodes possibles pour
quantifier ces limitations et mieux prendre en compte les petites e´chelles :
– les me´thodes de raffinement de mode`les, qu’il s’agisse de descendre en
re´solution ou de coupler des mode`les a` deux e´chelles diffe´rentes,
– les parame´trisations sous-mailles qui visent a` mieux repre´senter un
phe´nome`ne sous-maille par des parame´trisations physiques,
– les me´thodes stochastiques, qui de´crivent la variabilite´ sous-maille comme
un processus stochastique repre´sente´ par une densite´ de probabilite´.
Les choix effectue´s lors de la the`se sont enfin explicite´s en e´tant remis dans
le contexte tre`s large des changements d’e´chelle en qualite´ de l’air.
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La mode´lisation de la qualite´ de l’air a pour enjeu de pre´voir la concentration de polluants
dans l’atmosphe`re. Il peut s’agir par exemple de pre´voir le de´passement de seuils de concen-
tration au-dela` desquels les polluants sont potentiellement dangereux, ou de mode´liser l’impact
d’installations industrielles ou encore du trafic routier. Les mode`les peuvent servir d’aide a` la
de´cision, en permettant de simuler l’effet des mesures de re´duction d’e´mission. Enfin, ils peuvent
eˆtre utilise´s en situation de crise, en cas de rejet accidentel de compose´s dangereux dans l’at-
mosphe`re, pour prendre des mesures approprie´es. La diversite´ de ces applications montre de´ja`
qu’il existe diffe´rentes e´chelles spatiales et temporelles en jeu. En effet, l’e´tude de l’impact
d’une installation industrielle par exemple, pourra se focaliser sur un champ relativement proche
(quelques kilome`tres). Pour mode´liser un polluant tel que l’ozone, ou un rejet accidentel de ra-
dionucle´ides, on se place en revanche a` l’e´chelle continentale. Il est donc ne´cessaire de disposer
d’une varie´te´ de mode`les afin de re´pondre aux diffe´rents besoins, et de connaˆıtre leurs domaines
d’application et leurs limitations. En d’autres termes, pour chaque type de mode`le, il y aura
une « e´chelle bien repre´sente´e », que l’on peut essayer de de´finir. De meˆme, pour un point de
mesure, on pourra de´finir une « e´chelle de repre´sentativite´ », qui correspond au domaine ou`
l’e´volution des concentrations est bien repre´sente´e par les observations a` la station.
Il n’est pas ne´cessaire, ni force´ment souhaitable, de n’avoir qu’un seul mode`le performant
a` toutes les e´chelles. Toutefois, on peut ame´liorer les mode`les les plus couramment utilise´s, et
leur repre´sentation des petites e´chelles. Mieux repre´senter certaines e´chelles n’aura pas toujours
un impact sur les re´sultats du mode`le. Par exemple, mieux repre´senter les petites e´chelles de
la turbulence dans un panache en sortie de chemine´e n’aura pas d’effet sur les concentrations
observe´es a` une station de mesure, si celui-ci est place´ a` 10 km de la source. Il s’agit donc
d’estimer a` la fois l’e´chelle d’un processus et celle de son impact sur les re´sultats du mode`le.
1.1 Diffe´rentes e´chelles
La concentration des polluants dans l’atmosphe`re de´pend de nombreux processus physiques,
qui ont des e´chelles caracte´ristiques varie´es. Il s’agit de mode´liser l’e´mission des polluants,
leur transport dans l’atmosphe`re (ne´cessitant la connaissance des champs me´te´orologiques),
leurs transformations chimiques ainsi que l’interaction avec le sol, notamment au travers de
l’absorption par les ve´ge´taux et du de´poˆt sur le sol et les baˆtiments. Les nuages et la pluie
peuvent e´galement interagir avec le transport des polluants, notamment au travers du lessivage
(entraˆınement des polluants par la pluie, qui se de´posent alors au sol). Dans tous ces processus,
les e´chelles de temps et/ou d’espace sont tre`s diverses et certaines sont en ge´ne´ral mal re´solues
par les mode`les.
1.1.1 Les e´missions
Parmi les espe`ces participant a` la qualite´ de l’air, on distingue les espe`ces primaires, direc-
tement e´mises, et les espe`ces secondaires qui sont forme´es dans l’atmosphe`re par le biais de
transformations physico-chimiques (par exemple l’ozone). Il existe principalement deux types
d’e´missions :
– Les e´missions bioge´niques, provenant de sources naturelles telles que les volcans, les feux
de foreˆts, l’e´mission de sels de mer ou l’e´rosion du sable, ou encore les compose´s organiques
volatiles (COV) e´mis en particulier par la photosynthe`se,
– Les e´missions anthropiques, dues a` l’activite´ humaine, c’est-a`-dire au transport (routier
et ae´rien), aux e´missions industrielles, au chauffage et a` l’agriculture.
13
14 Chapitre 1 – Changements d’e´chelle en qualite´ de l’air
La part des diffe´rents types d’e´missions dans les concentrations d’espe`ces primaires de´pend du
type de polluant conside´re´ [Sportisse, 2007a]. On se focalise dans cette partie sur les e´missions an-
thropiques, dont la variabilite´ spatiale est importante en comparaison des e´missions bioge´niques,
plus diffuses (a` l’exception des feux de foreˆt).
Variabilite´ horizontale
La re´partition spatiale des e´missions anthropiques est tre`s he´te´roge`ne et de´pend de la dis-
position du re´seau routier et des installations industrielles, en particulier. Les concentrations de
polluants en champ proche de ces sources (typiquement a` une centaine de me`tres d’une route ou
d’une chemine´e) sont beaucoup plus e´leve´es que les concentrations moyennes. Par exemple, les
concentrations de dioxyde d’azote NO2 sont environ deux fois plus importantes dans les 50 m
autour des routes que les concentrations mesure´es par les stations de fond [Hewitt, 1991]. De
meˆme, les concentrations de soufre sont divise´es par deux entre une distance de 50 m et 150 m
d’une route [Reponen et al., 2003]. Ce rapport est encore plus important si l’on conside`re les
particules ultra-fines, dont les concentrations diminuent tre`s rapidement lorsque la distance a` la
source augmente, notamment a` cause de la coagulation [Zhu et al., 2002]. La figure 1.1 illustre
cette variabilite´ spatiale des concentrations de NO2 due au re´seau routier. Il s’agit de l’ˆIle-de-
France, pour l’anne´e 2007. Les concentrations en bord de route sont effectivement deux a` trois
fois plus importantes que les concentrations de fond, et de´passent le seuil re´glementaire pour
les concentrations de fond, qui est de 40 µgm−3. Ces de´passements de seuil sont tre`s localise´s
(environ 2% de la surface de la re´gion) mais peuvent poser des proble`mes sanitaires importants
pour les personnes expose´es.
Fig. 1.1 – Concentrations moyennes de NO2 sur l’ˆIle-de-France (petite couronne) pour l’anne´e
2007. Source : Airparif.
Une autre illustration du type de proble`mes concrets que peut poser cette variabilite´ spatiale
est une discussion re´cente ayant eu lieu a` l’EPA (Environment Protection Agency) aux E´tats-
Unis [EPA, 2009]. Il s’agissait de modifier les normes utilise´es pour re´glementer le dioxyde
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d’azote (NO2), en passant d’un objectif annuel a` une re´glementation base´e sur les concentrations
horaires. Le comite´ scientifique charge´ de faire des propositions concernant le re´seau de mesures
utilise´ (jusqu’alors, uniquement des stations de fond) s’est divise´ autour de deux propositions :
1. L’installation d’un re´seau comple´mentaire de l’existant, comprenant des stations de mesure
en bord de route utilise´es pour mesurer les de´passements de seuil,
2. L’utilisation du seul re´seau de stations de fond pour les de´passements de seuils, les stations
de trafic e´tant uniquement pour la recherche.
Les arguments en faveur de la seconde proposition e´taient base´s d’une part sur l’absence d’e´tudes
e´pide´miologiques base´es sur les concentrations en bord de route, et d’autre part sur la difficulte´
de choisir des emplacements de capteurs repre´sentatifs de ces concentrations. Cette difficulte´
est due a` la variabilite´ spatiale induite par les baˆtiments, mais aussi par le type de trafic,
par exemple a` cause des filtres a` particules pour ve´hicules diesel, qui peuvent augmenter la
fraction de NO2 dans les NOx
1 e´mis. Il peut donc y avoir localement des pics de NO2 dans les
endroits ou` des ve´hicules plus « propres » sont utilise´s. La question se posait donc de de´finir
l’e´chelle de repre´sentativite´ des capteurs utilise´s pour mesurer les pics de concentration et les
de´passements de seuil. Il e´tait notamment propose´ d’utiliser la mode´lisation afin de de´terminer
les emplacements de mesure ade´quats, ainsi que les liens entre les concentrations de fond et les
concentrations en bord de route.
Cet exemple permet de montrer que la variabilite´ spatiale des e´missions pose des proble`mes
non seulement de mode´lisation, mais aussi de mesure, autour de la question d’« e´chelle de
repre´sentativite´ ». Cela permet e´galement d’illustrer l’importance d’utiliser des mode`les permet-
tant de re´soudre les e´chelles caracte´ristiques des e´missions, notamment pour l’impact sanitaire
des routes.
Variabilite´ verticale
La re´partition spatiale horizontale des e´missions est donc tre`s he´te´roge`ne et son e´chelle
caracte´ristique est de quelques centaines de me`tres, voire moins. De plus, il existe e´galement
une he´te´oroge´ne´ite´ sur la verticale. Ainsi, pour les sources au sol telles que les routes, les fortes
concentrations sont principalement localise´es dans les quelques premiers me`tres au-dessus du sol,
alors que de nombreux mode`les supposent un me´lange homoge`ne sur une hauteur de quelques
dizaines de me`tres. De meˆme, le panache e´mis par une chemine´e n’est pas me´lange´ sur la verticale
avant une certaine distance en aval de la source. Pour les sources en hauteur, le panache ne
touche donc pas le sol imme´diatement, contrairement a` ce qui se passerait si le panache e´tait
me´lange´ imme´diatement sur la verticale. Cette variabilite´ verticale est importante a` proximite´
des sources, car le panache n’est me´lange´ sur la verticale qu’au bout de quelques kilome`tres (la
distance de´pendant de l’efficacite´ du me´lange, donc des conditions me´te´orologiques).
Autres processus
Si l’e´chelle caracte´ristique des e´missions est mal repre´sente´e, une partie de l’information
sur leur re´partition spatiale est perdue. Cela a des conse´quences directes sur la mode´lisation
des concentrations de polluants, mais aussi indirectes. Ainsi, les transformations chimiques des
polluants de´pendent des concentrations des diffe´rentes espe`ces en jeu. Si les espe`ces e´mises sont
plus concentre´es et moins bien me´lange´es aux espe`ces de fond, cela peut modifier les re´actions
et par exemple retarder la formation de certains compose´s secondaires (voir partie 1.1.4). De
plus, le vent varie sur la verticale, et sa direction n’est pas force´ment la meˆme a` la hauteur d’une
chemine´e de 100 m, ou proche du sol. Mode´liser la hauteur exacte du panache permet d’y associer
1Dans la suite, on appellera NOx les oxydes d’azote, qui regroupent NO et NO2.
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les conditions me´te´orologiques prises a` la bonne hauteur, correspondant a` son transport et a` sa
diffusion. La figure 1.2 donne un exemple (un peu extreˆme) de l’importance de la prise en compte
de la me´te´orologie a` la hauteur exacte d’e´mission d’un panache. Cependant, il serait tre`s difficile
en pratique de bien mode´liser une telle situation : cela ne ne´cessite pas seulement de connaˆıtre
les hauteurs exactes des chemine´es, mais e´galement de disposer de donne´es me´te´orologiques
pre´cises a` l’emplacement de la source.
Fig. 1.2 – Illustration de l’importance de prendre en compte la me´te´orologie a` la hauteur exacte
d’e´mission, et non a` une hauteur moyenne : deux panaches e´mis a` des hauteurs diffe´rentes
partent dans des directions oppose´es.
1.1.2 Le transport
Dans cette partie, on de´crit le transport (mode´lise´ par l’advection), c’est-a`-dire le de´placement
des polluants dans l’atmosphe`re, sans modifier les concentrations.
E´chelles des phe´nome`nes atmosphe´riques
Structure verticale de l’atmosphe`re L’atmosphe`re est divise´e en plusieurs couches, de´finies
a` partir du profil vertical de tempe´rature. La premie`re partie de l’atmosphe`re (la plus proche
du sol) est la troposphe`re, d’une hauteur de 8 a` 18 km. Cette partie est caracte´rise´e par une
de´croissance de la tempe´rature avec l’altitude. Au-dessus, se situe la stratosphe`re, jusqu’a` environ
50 km, ou` le gradient de tempe´rature s’inverse et devient positif, notamment graˆce a` l’absorp-
tion du rayonnement solaire par l’ozone. Ces deux couches et les suivantes sont repre´sente´es sur
la figure 1.3.
En qualite´ de l’air, les polluants e´mis dans l’atmosphe`re sont transporte´s principalement a`
l’inte´rieur de la couche limite atmosphe´rique (appele´e ensuite CLA ou juste « couche limite »).
Il s’agit de la couche la plus basse de la troposphe`re, qui est directement influence´e par le sol,
et dont la hauteur varie entre quelques centaines de me`tres et 2 km environ (cf partie 2.2.1).
La partie de l’atmosphe`re situe´e au-dessus de la couche limite est appele´e « troposphe`re libre »
(libre de l’influence du sol).
Mouvements horizontaux dans l’atmosphe`re Le transport horizontal des polluants de´pend
avant tout de la me´te´orologie, et en particulier du vent (pour le transport horizontal) et de la
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Fig. 1.3 – Profil vertical de tempe´rature typique, et principales couches de l’atmosphe`re. Source :
Mallet [2005].
convection (pour le transport vertical). En me´te´orologie, on peut distinguer des e´chelles spa-
tiales et temporelles qui sont caracte´ristiques de diffe´rents phe´nome`nes atmosphe´riques (ta-
bleau 1.1). La micro-e´chelle et la me´so-e´chelle correspondent aux phe´nome`nes atmosphe´riques
pre´ponde´rants dans le transport des polluants aux e´chelles conside´re´es ici. L’e´chelle synoptique
est de´finie comme l’e´chelle a` laquelle les phe´nome`nes atmosphe´riques, et en particulier le vent,
sont inde´pendants de la surface terrestre, et ne de´pendent plus que de la force de Coriolis et
du gradient de pression (approximation ge´ostrophique). Les mouvements synoptiques se situent
au-dessus de la couche limite atmosphe´rique, et correspondent typiquement au transport de
polluants a` l’e´chelle intercontinentale.
E´chelle Taille caracte´ristique Phe´nome`ne atmosphe´rique
Micro-e´chelle < 1 km Me´te´orologie locale, turbulence
Me´so-e´chelle 1 km–1000 km Mouvements thermiques ascendants, orage
E´chelle synoptique 104 km Mouvements synoptiques
Tab. 1.1 – E´chelles spatiales caracte´ristiques des phe´nome`nes atmosphe´riques.
Transport horizontal
Le transport horizontal est principalement duˆ au vent. L’ordre de grandeur de la vitesse
du vent zonal (est/ouest) est U = 10 m s−1, tandis que le vent me´ridional (sud/nord) a une
vitesse typique plus faible, de l’ordre de 1 ou 2 m s−1. Ces ordres de grandeurs permettent de
caracte´riser les e´chelles temporelles typiques associe´es a` l’e´chelle spatiale cible´e pour une appli-
cation. Ainsi, le temps de transport continental (est/ouest) est de quelques jours, et d’environ
2 semaines pour un me´lange intercontinental et 2 mois pour le me´lange he´misphe´rique dans la
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direction sud/nord [Jacob, 1999].
La description du transport des polluants ne´cessite une bonne connaissance des champs
me´te´orologiques, avec une re´solution suffisante pour de´crire la variabilite´ horizontale et verticale.
En effet, la vitesse du vent de´pend fortement de l’altitude, e´tant donne´ la pre´sence de cisaillement
duˆ au frottement au sol. De plus, il existe e´galement une variabilite´ spatiale importante a` micro-
e´chelle, due notamment a` la pre´sence d’obstacles et a` l’influence du relief. En effet, la proximite´
du relief ou encore de coˆtes modifie l’e´coulement de diffe´rentes fac¸ons [Perkins et al., 2002]. :
– La de´viation de l’e´coulement, qui passe au-dessus ou e´ventuellement contourne un relief,
– Les e´coulements thermiques force´s par le relief (brise de valle´e ou brise de mer et de terre),
– Le sillage ae´rodynamique en aval du relief.
De meˆme, le climat urbain est spe´cifique, d’une part a` cause de la pre´sence des baˆtiments qui
constituent des obstacles a` l’e´coulement, mais e´galement du fait qu’une ville a une tempe´rature
plus e´leve´e de quelques degre´s que le milieu rural qui l’entoure, notamment de nuit (ˆılot de
chaleur urbain). Cela provient des sources de chaleurs anthropiques (chauffage par exemple),
ainsi que du comportement radiatif spe´cifique du milieu baˆti.
Transport vertical et convection
Le vent vertical e´tant ne´gligeable, ce sont d’autres me´canismes qui se chargent du me´lange
des polluants sur la verticale. Il s’agit principalement de la turbulence, c’est-a`-dire des mou-
vements tourbillonnaires balayant un large spectre d’e´chelles. Ce point est de´taille´ dans la
partie 1.1.3. Le transport vertical turbulent a une origine thermique lie´e a` l’effet de flottabilite´
(mouvements turbulents ascendants dus a` un gradient de tempe´rature, voir partie 2.2.1). Dans
la couche limite convective, on peut alors distinguer des zones de mouvements d’air ascendants,
entoure´es de zones plus grandes de subsidence, ou` l’air redescend. A l’inte´rieur d’une « co-
lonne » ascendante (« updraft ») ou descendante (« downdraft »), les polluants sont transporte´s
tre`s rapidement sur toute la hauteur de la couche limite. Cela contribue a` la se´gre´gation des
polluants, car l’e´change entre les mouvements ascendant et descendant se fait avec un temps
caracte´ristique beaucoup plus long que le me´lange vertical a` l’inte´rieur d’une colonne.
Lorsque les mouvements convectifs ont lieu a` l’e´chelle synoptique (passage d’une masse
d’air froid au-dessus de l’air plus chaud), on parle de « convection profonde ». Ces mouvements
peuvent eˆtre a` l’origine d’orages si le contenu en eau de l’air ascendant est important, voire de
tornades. Ce phe´nome`ne s’apparente a` la turbulence d’origine thermique, mais il s’agit ici des
plus grandes e´chelles de la turbulence, a` savoir les tourbillons qui, en raison de leur taille, sont
responsables de l’advection des polluants et non de leur diffusion [Corrsin, 1974].
1.1.3 La turbulence
La couche limite atmosphe´rique est un milieu extreˆmement turbulent. Cela signifie que
des mouvements a` l’inte´rieur de l’air, qui peuvent eˆtre visualise´s comme des tourbillons (fi-
gure 1.4), dissipent l’e´nergie cine´tique de l’e´coulement. Ces tourbillons participent a` la disper-
sion des polluants dans l’atmosphe`re, notamment sur la verticale. L’une des caracte´ristiques
d’un e´coulement turbulent est la grande varie´te´ d’e´chelles spatiales et temporelles mises en jeu.
L’influence de la turbulence sur la dispersion des polluants est repre´sente´e en ge´ne´ral dans les
mode`les par le me´canisme de diffusion. C’est ce me´canisme qui est responsable de la dilution
des polluants et donc de la baisse des concentrations en aval des sources.
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Fig. 1.4 – Visualisation de la turbulence dans un e´coulement en souﬄerie. Souﬄerie de Centrale
Lyon, e´coulement autour de la maquette de la centrale nucle´aire du Bugey. Cre´dit : Centrale
Lyon et Institut de radioprotection et de suˆrete´ nucle´aire (O. Isnard).
E´chelles de la turbulence
Un processus classiquement mis en avant dans les e´coulements turbulents est la cascade
d’e´nergie : l’e´nergie cine´tique est transfe´re´e des grandes e´chelles aux les petites e´chelles lorsque
les grands tourbillons se divisent en tourbillons plus petits. A la plus petite e´chelle, appele´e
e´chelle de Kolmogorov, l’e´nergie est dissipe´e par la diffusion mole´culaire [Kolmogorov, 1991]. Ce
phe´nome`ne de cascade contribue au brassage des polluants dans l’atmosphe`re. Il a e´te´ de´crit
de fac¸on the´orique par Richardson, puis Kolmogorov, et ve´rifie´ expe´rimentalement pour les
e´coulements atmosphe´riques [Lumley et Panofsky, 1964]. Les petites e´chelles de la turbulence
sont caracte´rise´es uniquement par le taux de dissipation de l’e´nergie turbulente ǫk et par la
viscosite´ dynamique de l’air ν. On de´finit alors les e´chelles de Kolmogorov, de longueur η et de
vitesse vk
η ≃ ν3/4ǫ−1/4k vk ≃ ν1/4ǫ1/4k . (1.1)
L’analyse de Kolmogorov donne une estimation du ratio entre l’e´chelle spatiale repre´sentative
des grandes e´chelles de l’e´coulement L, et l’e´chelle de Kolmogorov η
L
η
≃ Re3/4, (1.2)
avec Re le nombre de Reynolds caracte´ristique de l’e´coulement
Re =
UL
ν
, (1.3)
U e´tant la vitesse du vent. Pour des valeurs typiques de la couche limite atmosphe´rique (U =
10 m s−1 et ν ≃ 10−5 m2 s−1), on aura Re ≃ 109, ce qui est repre´sentatif d’un e´coulement tre`s
turbulent. Dans un tel milieu, le rapport entre les plus grandes et les plus petites e´chelles de
la turbulence donne´ par l’e´quation 1.2 est donc tre`s grand, et il est donc tre`s difficile pour un
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mode`le de repre´senter l’ensemble des e´chelles. L’e´chelle « bien repre´sente´e » par les mode`les est
donc lie´e notamment a` l’e´chelle de la turbulence mode´lise´e.
Impact de la turbulence sur la dispersion des polluants
Toutes les e´chelles de la turbulence n’auront pas le meˆme impact sur la dispersion des
polluants. Une fac¸on de visualiser l’impact de la turbulence sur la dispersion est de prendre
l’exemple d’un nuage de polluants (ou « bouffe´e »), e´mis instantane´ment par une source ponc-
tuelle (figure 1.5). Les tourbillons dont la taille caracte´ristique est beaucoup plus grande que
la taille de la bouffe´e ne participent pas a` sa diffusion, ils « voient » la bouffe´e comme une
particule de fluide qui est transporte´e comme le reste de l’e´coulement. Les tourbillons de taille
beaucoup plus petite que la bouffe´e participent e´galement tre`s peu au me´lange. Les petits tour-
billons situe´s a` la frontie`re de la bouffe´e entraˆınent de l’air frais petit a` petit, induisant une
dispersion uniforme du panache. Les tourbillons dont la taille caracte´ristique est du meˆme ordre
de grandeur que celle du panache ont la plus grande contribution a` la dispersion du panache,
qui est de´forme´ sous l’effet de la turbulence non homoge`ne. En pratique, un nuage de polluants
est toujours disperse´ dans l’atmosphe`re, car il existe toujours des tourbillons de taille infe´rieure
a` celle du nuage. L’efficacite´ du me´lange turbulent de´pend donc a` la fois de la turbulence et de
l’e´chelle caracte´ristique du nuage de polluant, qui varie en fonction de la distance a` la source.
!"#
!$#
!%#
Fig. 1.5 – Dispersion d’une bouffe´e de polluants, dans trois situations : (a) la taille ca-
racte´ristique des tourbillons est beaucoup plus petite que celle de la bouffe´e, (b) la taille ca-
racte´ristique des tourbillons est beaucoup plus grande que celle de la bouffe´e, et (c) les tailles
caracte´ristiques des tourbillons et de la bouffe´e sont comparables. D’apre`s Seinfeld et Pandis
[1998].
1.1.4 Les processus de perte
En plus des e´missions et du transport dans l’atmosphe`re, de nombreuses espe`ces subissent
des transformations physico-chimiques ainsi que d’autres processus de pertes :
– la filiation radioactive (pour les radioe´le´ments),
– la destruction (ou production) chimique ou photochimique (pour les espe`ces re´actives),
– la condensation/e´vaporation, et la coagulation (pour les particules),
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– le de´poˆt sec a` la surface du sol (duˆ notamment a` l’absorption par les ve´ge´taux),
– la se´dimentation gravitationnelle (pour les plus grosses particules),
– le lessivage humide par la pluie ou a` l’inte´rieur des nuages.
De´poˆt et lessivage
La plupart des processus de perte ont des e´chelles caracte´ristiques plus petites que celles
repre´sente´es par les mode`les. Il convient de citer notamment le de´poˆt sec et le lessivage, qui
de´pendent respectivement du type de sol (baˆtiments, ve´ge´taux) et de la pre´sence de nuages.
Dans les deux cas, l’e´chelle caracte´ristique de la variabilite´ spatiale peut eˆtre de quelques me`tres
seulement. L’information sur l’occupation des sols est relativement facile a` obtenir, mais contient
des incertitudes, notamment car elle varie au cours des saisons. La pre´sence de nuages et de
pluie en un endroit pre´cis est plus difficile a` diagnostiquer. Par ailleurs, la pre´sence des nuages a
e´galement un impact indirect sur la photochimie, ainsi que sur la turbulence d’origine thermique,
puisque le rayonnement solaire est diminue´. L’impact des nuages sur les concentrations de
polluants est donc typiquement un phe´nome`ne mal repre´sente´ dans les mode`les.
Chimie de l’atmosphe`re
Parmi les re´actions chimiques ayant lieu entre les espe`ces pre´sentes dans l’atmosphe`re, on
distingue principalement deux types de re´actions :
1. Les re´actions photochimiques, qui repre´sentent l’interaction entre une mole´cule et un pho-
ton. La plus notable est la dissociation photolytique
X + hν→X∗· (R 1.1)
Dans cette re´action, hν repre´sente le rayonnement absorbe´. On peut alors calculer le taux
de disparition de l’espe`ce en jeu, de concentration cX :
dcX
dt
= −JrcX , (1.4)
ou` Jr est la constante photolytique de la re´action, qui de´pend de l’espe`ce et du rayonnement
solaire. Ce type de re´action est dit du premier ordre.
2. Les re´actions chimiques du second ordre, qui font intervenir deux espe`ces A et B dans une
re´action du type
A + B→ P. (R 1.2)
Dans ce cas, la vitesse de disparition d’une espe`ce (ou taux de re´action) de´pendra des
concentrations des espe`ces A et B, ainsi que de la constante de re´action k :
dcA
dt
= −kcAcB. (1.5)
Notons e´galement que la filiation radioactive peut, en premie`re approximation, s’apparenter a`
une chimie du premier ordre, ou` le taux de disparition de l’espe`ce radioactive X s’e´crit
dcX
dt
= −λcX , (1.6)
avec λ le coefficient de de´croissance radioactive, qui de´pend de l’espe`ce.
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Le temps de vie chimique τchem d’une espe`ce de´pend donc de l’ensemble des re´actions de
production et de consommation de cette espe`ce. Cela fait intervenir la re´activite´ propre de
l’espe`ce, mais e´galement la tempe´rature (dont de´pendent les constantes de re´action), ainsi que
les concentrations des autres espe`ces, donc le milieu environnant. Les re´actions chimiques fai-
sant intervenir les diffe´rentes espe`ces de l’atmosphe`re, et notamment l’ozone et les NOx, sont
de´veloppe´es dans le chapitre 5.
La cine´tique chimique de´pendant des concentrations de polluants dans l’atmosphe`re, les
he´te´roge´ne´ite´s de concentrations influent donc sur le taux de production et de consommation
des espe`ces. Ces he´te´roge´ne´ite´s proviennent principalement
1. de la variabilite´ spatiale des e´missions (partie 1.1.1),
2. de la turbulence (partie 1.1.3).
Influence des e´missions sur la chimie La variabilite´ spatiale des e´missions a une influence
directe sur les concentrations, et la chimie est donc diffe´rente a` proximite´ des sources. Ainsi, la
chimie dans un panache e´mis par une chemine´e est tre`s diffe´rente de la chimie « de fond » : proche
de la source, les espe`ces e´mises sont peu me´lange´es avec les espe`ces de fond, et la composition
du panache est diffe´rente de celle de l’air ambient. Les re´actions chimiques pre´ponde´rantes ne
sont donc pas les meˆmes que lorsque le panache est davantage disperse´, en aval de la source
[Karamchandani et al., 1998].
Influence de la turbulence sur la chimie L’influence de la turbulence sur les concen-
trations provient du me´lange effectue´ par la turbulence, crucial dans le cas ou` les espe`ces ne
sont pas me´lange´es au de´part. Typiquement, il s’agit de la re´action entre une espe`ce e´mise au
sol, a` faible ou moyenne dure´e de vie, et une espe`ce au temps de vie plus long, pre´sente dans
l’atmosphe`re. Si le me´lange duˆ a` la turbulence n’est pas suffisamment efficace, les re´actions chi-
miques peuvent eˆtre retarde´es par un effet dit de se´gre´gation [Vila`-Guerau de Arellano et al.,
2004]. On peut de´finir un nombre de Damko¨hler, note´ Da, qui donne une indication de l’effet
de se´gre´gation :
Da =
τturb
τchem
, (1.7)
avec τturb le temps caracte´ristique de la turbulence, et τchem celui de la chimie. Si Da ≪ 1,
le me´lange turbulent est beaucoup plus rapide que la cine´tique chimique, et le me´lange peut
eˆtre conside´re´ comme homoge`ne au regard de la chimie. Inversement, si Da ≫ 1, le me´lange
turbulent est tre`s lent, et la cine´tique chimique aura atteint un e´quilibre avant que la turbulence
ne redistribue les polluants. Finalement, lorsque Da ≃ 1, la chimie et la turbulence ont le meˆme
ordre de grandeur et leurs interactions sont importantes.
En re´alite´, comme le montre la partie 1.1.3, il n’existe pas une seule e´chelle caracte´ristique
de la turbulence τturb , mais une cascade d’e´chelles. Ainsi, on peut de´finir deux nombres de
Damko¨hler (Molemaker et Vila`-Guerau de Arellano [1998], Vila`-Guerau de Arellano et al.
[2004]) :
– le nombre de Damko¨hler caracte´ristique des grandes e´chelles de la turbulence
Dat =
τt
τchem
, (1.8)
avec τt repre´sentant le temps caracte´ristique des grands tourbillons ge´ne´re´s par la convec-
tion. Ce temps peut eˆtre de´fini, dans une couche limite convective, comme le rapport entre
la hauteur de couche limite h et l’e´chelle de vitesse convective w∗ [Deardorff, 1970],
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– le nombre de Damko¨hler caracte´ristique des petites e´chelles de la turbulence, donc des
e´chelles de Kolmogorov
Dak =
τk
τchem
, (1.9)
avec, d’apre`s l’e´quation 1.1,
τk =
η
vk
=
(
ν
ǫk
)1/2
. (1.10)
Suivant l’ordre de grandeur de ces deux nombres de Damko¨hler, les re´actions chimiques peuvent
eˆtre limite´es soit par toutes les e´chelles de la turbulence (chimie tre`s rapide, Dak ≫ 1), soit
uniquement par les petites e´chelles (Dak < 1 < Dat). Dans le cas d’une chimie tre`s lente, le
me´lange a le temps de se faire par toutes les e´chelles de la turbulence (Dat ≪ 1).
Temps caracte´ristique (s) Espe`ce chimique Phe´nome`ne atmosphe´rique
10−1–1 OH, HO2 Turbulence
102–103 NO, NO2 Mouvements thermiques ascendants
103–104 CH2O, Isopre`ne Convection, orage
105–106 H2O, SO2 Mouvements synoptiques
107 O3 troposphe´rique, CO Circulation ge´ne´rale
108–109 CH4 Changement climatique
Tab. 1.2 – E´chelles temporelles caracte´ristiques des transformations chimiques de certaines
espe`ce chimiques, et de certains phe´nome`nes atmosphe´riques susceptibles d’affecter le me´lange
de ces espe`ces. Source : Vila`-Guerau de Arellano et al. [2004].
Il convient enfin de noter que l’efficacite´ des re´actions chimiques de´pend non seulement du
me´lange turbulent mais e´galement des proportions respectives des re´actifs (notamment si l’une
des deux espe`ces est en exce`s), ainsi que de l’e´quilibre chimique. Si l’e´quilibre est atteint, on
peut conside´rer que les espe`ces apparaissent et disparaissent a` la meˆme vitesse. En pratique,
l’e´quilibre chimique est perturbe´ notamment par les e´missions [Krol et al., 2000], mais aussi par
exemple par la pre´sence de nuages [Vila`-Guerau de Arellano et Cuijpers, 2000]. Enfin, diffe´rentes
e´tudes, notamment Auger et Legras [2007], tendent a` montrer que l’he´te´roge´ne´ite´ spatiale des
e´missions a un impact pre´ponde´rant sur la chimie, en regard duquel la se´gre´gation due a` la
turbulence est beaucoup plus faible.
Temps de re´sidence des espe`ces
Pour de´terminer le temps de re´sidence dans l’atmosphe`re d’une espe`ce, il faut prendre en
compte non seulement la chimie, mais e´galement l’ensemble de ses processus de perte. Le temps
caracte´ristique de re´sidence d’une espe`ce peut se calculer assez facilement, connaissant les vi-
tesses de disparition caracte´ristiques de chacun des processus de perte. L’ordre de grandeur des
temps de re´sidence dans l’atmosphe`re pour les principales espe`ces est donne´ par la figure 1.6.
Ces temps caracte´ristiques sont importants car ils de´terminent l’e´chelle que l’on doit conside´rer
pour e´tudier un polluant donne´. Ainsi, l’ozone troposphe´rique a un temps de vie de plusieurs
jours, ce qui fait de lui un polluant continental. Ce temps est plus faible pour les NOx et le
SO2, qui ont donc un impact essentiellement local autour des sources.
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O3 troposphe´rique
1 semaine
SO2
Fig. 1.6 – Ordre de grandeur du temps de re´sidence des principales espe`ces atmosphe´riques.
Source : Sportisse [2007a].
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1.2 Une hie´rarchie de donne´es et de mode`les
1.2.1 E´quation de dispersion re´active
Dans cette partie, on conside`re l’e´volution d’une espe`ce Xi, de concentration ci dans l’at-
mosphe`re. Cette espe`ces est soumise a` tous les processus de´taille´s dans la partie pre´ce´dente, et
re´sume´s par la figure 1.7 : e´missions, transport, diffusion, chimie, de´poˆt et lessivage.
émissions 
anthropiques
émissions 
biogéniques
lessivage dépôt sec
Transformations physico-chimiques
(photochimie, condensation/évaporation...)
transport par le vent
gradient de 
température 
(turbulence)
Fig. 1.7 – Re´sume´ de l’ensemble des processus intervenant dans l’e´tude des polluants de l’at-
mosphe`re, qu’un mode`le de qualite´ de l’air doit mode´liser.
Il s’agit a` pre´sent de traduire cette e´volution en e´quation. On fait pour cela l’hypothe`se
que les champs me´te´orologiques (vent, tempe´rature) sont connus, et que la dynamique de
l’e´coulement n’est pas influence´e par les polluants.
E´quation d’advection-diffusion
L’e´volution de la concentration ci est donne´e par l’e´quation d’advection-diffusion, qui de´coule
du principe de conservation de la masse :
∂ci
∂t︸︷︷︸
(1)
+div(Uci)︸ ︷︷ ︸
(2)
= div (Dmi∇ci)︸ ︷︷ ︸
(3)
+χi (c) + Si (1.11)
avec :
– (1) le terme instationnaire,
– (2) le terme d’advection, c’est-a`-dire le transport par l’e´coulement, de´pendant du champ
de vent U = (u, v, w),
– (3) le terme de diffusion mole´culaire, re´gie par une loi de Fick, avec une matrice diagonale
Dmi contenant les coefficients de diffusion mole´culaire, et de´pendant de l’espe`ce Xi,
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– χi le terme de production ou de destruction de Xi par re´actions chimiques, de´pendant de
l’ensemble des concentrations c = (c1, ..., cn) pour n espe`ces re´actives, ainsi que du champ
de tempe´rature,
– Si repre´sentant le terme source (positif ou ne´gatif), c’est-a`-dire les e´missions ainsi que les
pertes par de´poˆt et lessivage.
Une description alternative est donne´e par l’e´volution du rapport de me´lange Ci, c’est-a`-dire
du rapport de la concentration ci a` la densite´ du fluide porteur (ici, l’air) ρ. La densite´ du fluide
porteur ve´rifie l’e´quation de continuite´
∂ρ
∂t
+ div (ρU) = 0, (1.12)
ce qui conduit alors a` une e´quation d’advection-diffusion faisant intervenir Ci
∂Ci
∂t
+ U · ∇Ci = 1
ρ
(div (Dmi∇ (ρCi)) + χi (ρC) + Si) . (1.13)
Repre´sentation de la turbulence
L’e´quation d’advection-diffusion donne une description exacte de l’e´volution des concentra-
tions au niveau « microscopique ». Cependant, il est difficile de prendre en compte l’ensemble
des e´chelles de la turbulence de´crites en partie 1.1.3 dans les mode`les. On utilise donc dans
les e´quations une approche appele´e la de´composition de Reynolds. Si Ψ repre´sente une variable
lie´e a` l’e´coulement turbulent (tempe´rature, vitesse...), on de´compose ce champ entre une valeur
moyenne, note´e 〈Ψ〉, et une fluctuation turbulente note´e Ψ′, selon
Ψ = 〈Ψ〉+Ψ′. (1.14)
Naturellement, la moyenne des fluctuations est nulle : 〈Ψ′〉 = 0. Les e´quations de´crivant
l’e´volution de Ψ sont alors e´crites avec cette de´composition, puis moyenne´es, sachant que
l’ope´rateur 〈·〉 est line´aire. Si l’on veut obtenir l’e´volution des grandeurs moyennes 〈Ψ〉, il faut
ajouter a` cela un mode`le de « fermeture » pour les termes non line´aires de fluctuations. En
effet, les termes non line´aires de l’e´quation initiale font apparaˆıtre, avec la de´composition de
Reynolds, des produits de fluctuations
Ψ1Ψ2 =
(〈Ψ1〉+Ψ′1)× (〈Ψ2〉+Ψ′2) , (1.15)
ce qui, une fois moyenne´, e´tant donne´ que les moyennes des fluctuations sont nulles, donne
〈Ψ1Ψ2〉 = 〈Ψ1〉〈Ψ2〉︸ ︷︷ ︸
(1)
+ 〈Ψ′1Ψ′2〉︸ ︷︷ ︸
(2)
. (1.16)
Dans l’e´quation 1.16, le terme (2) repre´sente un terme de corre´lation que l’on ne connaˆıt pas.
Il est donc ne´cessaire, pour fermer les e´quations, d’exprimer ce terme en fonction des autres
variables du proble`me.
En pratique, la grandeur Ψ peut eˆtre une composante du champ de vitesse de vent U =
(u, v, w)
u = 〈u〉+ u′, v = 〈v〉+ v′, w = 〈w〉+ w′, (1.17)
ou une concentration (ou un rapport de me´lange)
ci = 〈ci〉+ c′i. (1.18)
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On peut alors appliquer cette de´composition a` l’e´quation 1.11, a` laquelle on applique ensuite
l’ope´rateur 〈·〉 afin de trouver l’e´volution des quantite´s moyennes. On trouve alors, d’apre`s
l’e´quation 1.16 pour le calcul de la moyenne du produit de deux variables,
∂〈ci〉
∂t
+ div (〈U〉〈ci〉) = −div
(〈U ′c′i〉)+ div (Dmi∇〈ci〉) + 〈χi〉+ 〈Si〉, (1.19)
L’e´quation 1.19 donne alors l’e´volution des quantite´s moyennes (moment d’ordre 1) pour
les concentrations. Cette approche, largement utilise´e en mode´lisation, s’appelle RANS (Rey-
nolds Averaged Navier Stokes). Pour re´soudre l’e´quation, on rajoute des conditions aux limites,
donne´es par les flux entrants aux frontie`res du domaine simule´, par le de´poˆt sec et les e´missions
au sol, et par un flux nul a` la frontie`re entre la couche limite et la troposphe`re libre (pas
d’e´changes entre ces deux milieux, aux e´chelles conside´re´es).
Fermeture des flux turbulents
Dans l’e´quation 1.19, il reste a` exprimer les flux turbulents 〈U ′c′i〉 (ou plus pre´cise´ment 〈u′c′i〉,
〈v′c′i〉 et 〈w′c′i〉). Une approche classique est la fermeture d’ordre 1, ou the´orie-K, [Panofsky et
Dutton, 1984]) qui exprime les flux turbulents d’une variable en fonction du gradient de la
variable moyenne´e, a` l’instar de la loi de Fick pour la diffusion mole´culaire. On obtient alors
〈Ψ′V ′〉 = −KΨ∇〈Ψ〉, (1.20)
ce qui donne pour la fraction molaire Ci
〈C ′iV ′〉 = −K∇〈Ci〉, (1.21)
et donc pour la concentration, en ne´gligeant les fluctuations de densite´ (ρ ≃ 〈ρ〉),
〈c′iV ′〉 = −ρK∇
〈ci〉
ρ
. (1.22)
La diffusion turbulente K est suppose´e eˆtre la meˆme pour toutes les espe`ces. En pratique, on
a de plus K ≫ Dm : la diffusion turbulente est tre`s grande devant la diffusion mole´culaire, et
celle-ci est ge´ne´ralement ne´glige´e.
Effet de se´gre´gation
Dans l’e´quation 1.19 , le terme 〈χi〉 repre´sente la production-consommation de l’espe`ce Xi
par les re´actions chimiques. Or, comme de´crit dans la partie 1.1.4, il existe des termes de chimie
non line´aires, ou` les produits de concentrations de deux espe`ces Xi et Xj apparaissent. Comme
pour les flux turbulents, on a alors un proble`me de fermeture
〈cicj〉 = 〈ci〉〈cj〉+ 〈c′ic′j〉, (1.23)
de fac¸on similaire a` l’e´quation 1.16. Le terme du second ordre est en ge´ne´ral ne´glige´, mais
l’approximation n’est plus valide lorsque les temps caracte´ristiques de la chimie sont plus petits
que ceux de l’homoge´ne´isation turbulente (Da≫ 1). Un terme supple´mentaire appele´ intensite´
de se´gre´gation apparaˆıt alors
〈cicj〉 = 〈ci〉〈cj〉 (1 + Is) avec Is =
〈c′ic′j〉
〈ci〉〈cj〉 . (1.24)
Une fac¸on de prendre en compte les effets de la turbulence sur la chimie est donc de parame´trer
l’intensite´ de se´gre´gation Is qui est habituellement ne´glige´e [Vinuesa et Vila`-Guerau de Arellano,
2005]. Cette parame´trisation est de´crite en partie 1.3.3.
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1.2.2 Diffe´rents types de mode`les
On peut principalement distinguer deux cate´gories de mode`les :
– les mode`les on-line qui re´solvent les e´quations de´crivant l’e´coulement (e´quations de Navier-
Stokes) en meˆme temps que l’e´volution des concentrations de polluants,
– les mode`les off-line qui conside`rent que l’influence des polluants sur les champs me´te´orolo-
giques est ne´gligeable. Les champs me´te´orologiques (vent, tempe´rature, pression) sont
alors pre´-calcule´s, par exemple par un code me´te´orologique, et utilise´s comme donne´es
d’entre´e du mode`le.
Les e´quations de´crites dans la partie pre´ce´dente se placent dans le cadre du couplage off-line,
et c’est e´galement dans ce cadre que se situe la suite de ce travail. Il est toutefois utile de dire
quelques mots sur les mode`les on-line.
Mode`les de me´canique des fluides (on-line)
On ne de´crira pas ici les e´quations de la me´canique des fluides, ni les de´tails des mode`les
qui les re´solvent. Des informations de´taille´es sur le sujet se trouvent dans nombre d’ouvrages
[Sagaut, 2002]. On s’inte´resse ici a` l’utilisation possible de ces mode`les pour de´crire la dispersion
de polluants, e´ventuellement re´actifs, par un e´coulement. La proble´matique essentielle de ce type
de mode`le est de savoir quelles e´chelles de la turbulence sont re´solues. Les mode`les de me´canique
des fluides (CFD, Computational Fluid Dynamics) se divisent a` ce titre en trois cate´gories :
1. Les mode`les de simulation nume´rique directe (DNS, Direct Navier-Stokes ) qui re´solvent
directement les e´quations de la me´canique des fluides sans approximation. Cela revient
a` dire que toutes les e´chelles de la turbulence sont re´solues, et ces mode`les sont donc
extreˆmement couˆteux en temps de calcul : cela ne´cessite d’avoir un rapport de taille entre
les plus petites et les plus grandes mailles de l’ordre du rapport entre les plus grandes
e´chelles de turbulence et l’e´chelle de Kolmogorov (e´quation 1.2).
2. Les mode`les de simulation des grandes e´chelles (LES, Large-Eddy Simulation ) qui re´solvent
les grandes e´chelles de la turbulence. Cela ne´cessite de filtrer le spectre d’e´nergie turbu-
lente, pour se´parer les grandes e´chelles (re´solues) et les petites e´chelles (parame´tre´es par
un mode`le statistique appele´ « mode`le sous-maille »). Le filtre est choisi de fac¸on a` ce
que les e´chelles qui influent le plus sur le transport des polluants dans l’atmosphe`re soient
simule´es.
3. Les mode`les RANS, pour Reynolds Averaged Navier-Stokes , qui sont les plus couramment
utilise´s, et donnent l’e´volution des grandeurs moyennes de l’e´coulement. Ils ne´cessitent une
fermeture des flux turbulents. La me´thode la plus courante est la fermeture d’ordre 1, mais
une me´thode e´galement tre`s utilise´e est la fermeture k–ǫ.
L’avantage de ces mode`les, par rapport aux mode`les off-line, est de re´soudre explicitement
l’e´coulement, et donc en particulier de pouvoir prendre en compte l’influence du relief et des
obstacles. De plus, l’utilisation de simulations LES, voire DNS, permet de quantifier l’influence
de la turbulence sur les polluants et notamment sur la chimie, comme dans Molemaker et
Vila`-Guerau de Arellano [1998] (DNS) ou Vila`-Guerau de Arellano et al. [2004] et Auger et
Legras [2007] (LES) par exemple. Ce type de mode`le est en ge´ne´ral utilise´ pour de´terminer des
parame´trisations sous-mailles utilisables ensuite dans les mode`les de chimie-transport.
Mode`les de dispersion (off-line)
Diffe´rentes approches peuvent eˆtre utilise´es pour re´soudre l’e´quation 1.19. Une synthe`se
plus comple`te des diffe´rents types de mode`les pourra eˆtre trouve´e dans Perkins et al. [2002] et
Sportisse [2007a] par exemple. On distingue principalement deux approches :
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1. Les mode`les lagrangiens particulaires, qui consistent a` suivre des particules dans l’e´coulement.
Pour un champ de vitesse U et un champ de diffusion K connus, on peut e´crire les
e´quations du mouvement pour chaque particule, en rajoutant une composante stochas-
tique pour de´crire la variabilite´ due a` la turbulence. Ces mode`les sont toutefois difficilement
ge´ne´ralisables au cas re´actif, car il faut repasser de la repre´sentation particulaire (chaque
particule est « suivie » inde´pendamment) aux concentrations dans un volume donne´.
2. Les mode`les eule´riens de chimie-transport (CTM, Chemistry-Transport Model) qui re´solvent
directement l’e´quation 1.19 sur un maillage donne´, par des me´thodes nume´riques appro-
prie´es. Ce type de mode`le est tre`s utilise´ en pre´vision ainsi qu’en e´tude d’impact. La
principale limitation provient de l’utilisation d’un maillage : tout processus d’e´chelle ca-
racte´ristique infe´rieure a` celle de la maille est, par de´finition, mal repre´sente´. L’ensemble
des techniques permettant de mieux repre´senter ces processus fait l’objet de la partie 1.3.
Par ailleurs, il existe e´galement des mode`les gaussiens, qui peuvent se de´duire des e´quations
d’advection-diffusion sous certaines hypothe`ses simplificatrices. Ces mode`les sont utilise´s pour
l’e´chelle locale, c’est-a`-dire l’e´chelle a` laquelle on peut conside´rer que les champs me´te´orologiques
sont homoge`nes, autour d’une source donne´e (de l’ordre de quelques kilome`tres, voire quelques
dizaines, autour de la source). Ces mode`les, qui repre´sentent les sources ponctuelles sous forme
de panache ou de bouffe´es, sont de´crits dans le chapitre 2. Enfin, on peut signaler les mode`les
de boˆıte, qui sont de´finis en conside´rant des domaines de grande dimension (par rapport a` une
maille classique) ou` les concentrations sont homoge`nes. Ce type de mode`le, tre`s utilise´s dans les
anne´es 90 en raison du faible couˆt calcul, n’est pratiquement plus utilise´ aujourd’hui.
Des mode`les couple´s me´te´orologie-dispersion existent e´galement a` de plus grandes e´chelles. Il
s’agit principalement de coupler un code de me´te´orologie a` me´so-e´chelle avec un CTM. Ce type
de couplage existe e´galement a` encore plus grande e´chelle pour les mode`les de climat (GCM,
General Circulation Model), ou` la mode´lisation de la photochimie est beaucoup moins de´taille´e
que dans un CTM classique.
Une hie´rarchie de mode`les et d’e´chelles
On de´finit a` pre´sent diffe´rentes e´chelles, qui repre´sentent la taille du domaine sur lequel on
veut effectuer les calculs de dispersion. On distingue principalement l’e´chelle locale (quelques
dizaines de kilome`tres), l’e´chelle re´gionale (quelques centaines de kilome`tres) et l’e´chelle
continentale (quelques milliers de kilome`tres). Enfin, on peut e´galement de´finir l’e´chelle
globale, caracte´ristique du transport intercontinental, voire he´misphe´rique. L’ensemble de ces
e´chelles est repre´sente´ figure 1.8. La de´finition de ces e´chelles est a` rapprocher des temps de vie
caracte´ristiques des diffe´rents polluants dans l’atmosphe`re (figure 1.6). Ainsi, l’e´tude de l’ozone
ne´cessitera une mode´lisation a` l’e´chelle continentale, celle des NOx une mode´lisation a` l’e´chelle
re´gionale ou locale.
Le tableau 1.3 re´capitule les diffe´rentes e´chelles de´finies ci-dessus, ainsi que les mode`les
pouvant eˆtre utilise´s pour chacune des e´chelles et les applications associe´es. Dans la suite, on
s’inte´resse aux mode`les off-line, en particulier gaussiens et eule´riens, pour les e´chelles allant de
l’e´chelle locale a` l’e´chelle continentale.
Enfin, il convient de distinguer l’e´chelle mode´lise´e (repre´sente´e en pratique par le domaine de
calcul sur lequel la simulation est effectue´e), et l’e´chelle « bien repre´sente´e » par le mode`le. Celle-
ci n’est pas clairement de´finie, en particulier car elle de´pend du processus conside´re´. Cependant,
pour les mode`les eule´riens, on peut conside´rer que cette e´chelle correspond a` la taille d’une
maille, car tout processus dont l’e´chelle caracte´ristique est infe´rieure a` la taille d’une maille
est mal repre´sente´. La taille d’une maille varie de ∼ 1 km (e´chelle locale) a` ∼ 100 km (e´chelle
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continentale) environ. De meˆme, pour les mode`les gaussiens a` bouffe´es, on peut conside´rer que
la plus petite e´chelle bien repre´sente´e correspond a` la taille caracte´ristique d’une bouffe´e, car
les he´te´roge´ne´ite´s au sein d’une bouffe´e sont peu ou mal mode´lise´es.
Type de mode`le Domaine de calcul Application
CFD re´active (on-line)
DNS e´chelle tre`s locale ∼ 1 km Recherche (turbulence)
LES e´chelle tre`s locale ∼ 1 km Recherche (turbulence)
RANS e´chelle locale ∼ 10 km Environnement complexe (baˆti...)
Mode`les off-line
Mode`les gaussiens e´chelle locale ∼ 10 km Risque industriel (impact local)
Mode`les lagrangiens e´chelle locale ∼ 10 km Risque industriel (radionucle´ides),
e´chelle re´gionale ∼ 100 km et biologique
e´chelle continentale ∼ 1000 km
Mode`les de chimie-transport e´chelle re´gionale ∼ 100 km et Pre´vision et impact (photochimie)
e´chelle continentale ∼ 1000 km
Mode`les globaux e´chelle globale ∼ 10 000 km Transport intercontinental
Mode`les on-line
CTM couple´ e´chelle continentale Recherche (photochimie)
GCM e´chelle globale Impact climatique
Tab. 1.3 – E´chelles spatiales dans la mode´lisation, et mode`les associe´s. Pour chaque mode`le,
l’e´chelle a` laquelle il est utilise´ (domaine de calcul) est indique´e, ainsi que l’application la plus
courante associe´e.
1.2.3 Donne´es d’entre´e
On se place a` pre´sent dans le cadre d’un mode`le de chimie-transport, ou d’un mode`le plus
simple de type gaussien. Pour re´soudre l’e´quation d’advection-diffusion, le mode`le doit disposer
d’un certain nombre de donne´es d’entre´es. Ces donne´es sont fournies la plupart du temps sous
la forme d’un inventaire (pour les e´missions et les donne´es de sol), ou de sorties de mode`les
(pour les champs me´te´orologiques et les conditions aux limites). Pour l’e´chelle locale, il s’agit
en ge´ne´ral de donne´es d’observation.
Les e´missions
Inventaires d’e´missions spatialise´s Les donne´es d’e´missions anthropiques pour les mode`les
de chimie-transport sont en ge´ne´ral fournies sous la forme d’inventaires, par classe d’activite´
e´conomique. La distribution temporelle des e´missions est donne´e par des profils types, afin
d’atteindre le niveau de discre´tisation temporelle voulu dans les mode`les (de l’ordre de l’heure).
Enfin, les e´missions sont donne´es pour des groupements d’espe`ces (par exemple, pour l’ensemble
des COV) qu’il convient de re´partir ensuite en fonction des espe`ces utilise´es dans le mode`le. La
re´solution spatiale des inventaires d’e´missions utilise´s varie, dans les cas pre´sente´s dans cette
the`se (pour l’Europe et/ou la re´gion parisienne) entre 50 km pour l’inventaire EMEP2, et une
2http://webdab.emep.int/
30
Section 1.2 – Une hie´rarchie de donne´es et de mode`les 31
re´solution de l’ordre du kilome`tre (inventaire Airparif). Les e´missions bioge´niques, elles, sont
calcule´es en fonction de l’occupation des sols (ve´ge´tation), du rayonnement solaire et de la
tempe´rature.
Donne´es de sources ponctuelles Dans le cas de sources ponctuelles, et notamment si
l’on utilise des mode`les gaussiens pour les repre´senter, il n’est pas ne´cessaire de disposer d’un
inventaire spatialise´. La source est repre´sente´e de fac¸on plus pre´cise, a` partir de quelques donne´es
telles que sa hauteur, son de´bit, sa tempe´rature et sa vitesse d’e´jection.
Les donne´es me´te´orologiques
Champs me´te´orologiques 3D Les champs me´te´orologiques (vent, tempe´rature, hauteur
de couche limite, intensite´ du rayonnement solaire) proviennent de mode`les me´te´orologiques a`
me´so-e´chelle, ou d’analyses base´es sur des observations. Les champs, donne´s en sortie de ces
mode`les, sont ensuite projete´s sur les grilles de calcul des CTM, par des proce´dures de projec-
tion et d’interpolation. Dans les mode`les utilise´s dans cette the`se, ils proviennent d’ECMWF
(European Centre for Medium-Range Weather Forecasts) ou du mode`le MM5 (Fifth-Generation
NCAR/Penn State Mesoscale Model). E´tant donne´ que les champs me´te´orologiques sont donne´s
en ge´ne´ral avec une re´solution assez grande (souvent entre 50 et 150 km pour les applications
pre´sente´es ici), leur interpolation ne permet pas de reconstituer la variabilite´ locale des champs
me´te´orologiques.
Donne´es me´te´orologiques locales Pour les mode`les a` l’e´chelle locale, on utilise en ge´ne´ral
des mesures de me´te´orologie locales (par exemple provenant d’un maˆt a` proximite´ de l’ins-
tallation industrielle). Il est possible e´galement d’utiliser des mode`les « diagnostiques » qui
permettent de reconstruire des champs me´te´orologiques a` partir de quelques mesures locales,
en prenant mieux en compte le relief et le baˆti environnants.
L’occupation des sols
Champs 2D d’occupation des sols L’occupation des sols (LUC, Land Use Coverage) est
donne´e par des classes de´crivant le type de terrain : e´tendue d’eau, foreˆt, champs, milieu urbain...
Dans cette the`se, deux descriptifs d’occupation des sols sont utilise´s :
– les donne´es USGS (U.S. Geological Survey), d’une re´solution de 1 km2, avec 24 classes,
– les donne´es GLCF (Global Land Cover Facility), d’une re´solution de 1 km2, avec 13 classes.
Ces donne´es proviennent d’observations satellitaires. La re´solution signifie qu’un seul type de
terrain est associe´ a` chaque kilome`tre carre´. Pour utiliser ces donne´es dans un mode`le de dis-
persion dont les mailles sont plus grandes, on peut de´crire l’occupation des sols dans chaque
maille par la proportion de chacune des classes pre´sentes dans la maille.
E´chelle locale Pour les simulations a` l’e´chelle locale, les mode`les gaussiens ne permettent
pas une mode´lisation de´taille´e du relief. Cependant, il peut eˆtre possible de tenir compte de
certaines caracte´ristiques (baˆtiments, sure´le´vation...). Les vitesses de de´poˆt sont calcule´es en
entre´e, en prenant des valeurs typiques des espe`ces conside´re´es pour le type de terrain dominant
autour de la source.
Les conditions initiales et aux limites
E´chelles continentale et re´gionale Il s’agit des espe`ces transporte´es depuis l’exte´rieur du
domaine de la simulation. Dans le cas des simulations a` l’e´chelle europe´enne pre´sente´es dans
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cette the`se, ces donne´es proviennent de simulations par le mode`le global Mozart 2 [Horowitz
et al., 2003]. Dans le cas d’une simulation a` l’e´chelle re´gionale, ces donne´es peuvent e´galement
provenir d’une premie`re simulation a` l’e´chelle continentale, a` plus grande re´solution (one-way
nesting).
E´chelle locale Dans le cas d’une simulation a` l’e´chelle locale, il n’y a pas a` proprement
parler de conditions aux limites. Les concentrations de fond sont suppose´es constantes et sont
en ge´ne´ral fournies par la station de mesure la plus proche.
1.2.4 Sensibilite´ des mode`les aux donne´es d’entre´e
Variabilite´ sous-maille et incertitude
La partie pre´ce´dente donne une ide´e de la re´solution typique des donne´es d’entre´e utilise´es
par les mode`les eule´riens. Il est important de remarquer que l’e´chelle bien repre´sente´e d’un
mode`le ne pourra pas eˆtre infe´rieure a` celle des donne´es d’entre´e qui lui sont fournies, sans
ajout d’informations supple´mentaires. Ainsi, la description de l’occupation des sols est en ge´ne´ral
une donne´e sous-maille, pour laquelle on perd en re´solution lorsque l’on passe de la re´solution
des donne´es a` celle du mode`le eule´rien. Inversement, les donne´es me´te´orologiques sont presque
toujours fournies a` plus grande re´solution. Une interpolation biline´aire permet de reconstituer
des champs me´te´orologiques sur la grille du mode`le eule´rien, mais la variabilite´ des champs
me´te´orologiques n’est pas bien repre´sente´e. Descendre en re´solution avec le mode`le eule´rien seul
ne permettra pas de reconstituer cette variabilite´.
Il est important de noter e´galement qu’il s’agit ici de quantifier les erreurs des mode`les dues
a` la variabilite´ des donne´es, c’est-a`-dire aux he´te´roge´ne´ite´s spatiales et temporelles, et non aux
incertitudes sur ces donne´es. Il est toutefois difficile de se´parer totalement les deux aspects du
proble`me. En particulier, plus la description des donne´es est fournie a` de petites e´chelles, plus
les incertitudes (relatives) sur ces donne´es pourront eˆtre e´leve´es [Stohl et al., 1995].
Impact des donne´es d’entre´e
De nombreuses e´tudes de sensibilite´ montrent l’impact des donne´es d’entre´e dans les perfor-
mances des mode`les de chimie-transport. L’influence des donne´es d’e´missions, et des incertitudes
associe´es, sur les concentrations d’ozone, a e´te´ largement e´tudie´e (Schneider et al. [1997], Pryor
[1998], Hanna et al. [2001], Mallet et Sportisse [2005]).
Concernant en particulier l’influence de la re´solution des donne´es, de nombreuses e´tudes,
mene´es notamment sur les expe´riences ETEX (European Tracer EXperiment), ont montre´ l’im-
portance d’utiliser des donne´es me´te´orologiques me´so-e´chelle a` re´solution suffisante. Cela per-
met de mode´liser certains phe´nome`nes tels que des tourbillons anti-cycloniques horizontaux,
non re´solus par les champs ECMWF a` faible re´solution (sans re´-analyse). On peut citer notam-
ment Sorensen [1998] et Nasstrom et Pace [1998] pour les mode`les lagrangiens (a` particules ou
a` bouffe´es), et Brandt et al. [1998] pour un mode`le hybride bouffe´es-eule´rien.
Enfin, l’influence respective de la re´solution des e´missions et des champs me´te´orologiques est
e´tudie´e dans Valari et Menut [2008], pour montrer que l’impact des e´missions est pre´ponde´rant.
De plus, l’existence d’une re´solution au-dessous de laquelle le raffinement des e´missions peut
de´grader les re´sultats est mise en e´vidence, ce qui souligne le proble`me des incertitudes sur les
donne´es d’entre´e a` haute re´solution.
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1.3 Diffe´rentes me´thodes de changements d’e´chelles
On s’inte´resse a` pre´sent aux me´thodes permettant de mieux repre´senter les changements
d’e´chelles dans les mode`les couramment utilise´s en qualite´ de l’air, a` savoir les mode`les de chimie-
transport. L’utilisation de donne´es d’entre´e fournissant des informations a` haute re´solution peut
eˆtre une premie`re approche, cependant elle n’est pas toujours possible en pratique. De plus, cela
ne permet pas de s’abstraire de toutes les limitations inhe´rentes aux mode`les. On se focalise,
par conse´quent, sur les moyens d’ame´liorer les mode`les eux-meˆmes, et/ou de repre´senter leur
variabilite´ sous-maille. On distingue pour cela plusieurs approches :
1. La premie`re me´thode consiste a` utiliser localement (dans des zones a` forte variabilite´) un
mode`le plus fin, soit en raffinant le maillage du mode`le eule´rien, soit en le couplant avec
un mode`le pour l’e´chelle locale.
2. La seconde possibilite´, moins couˆteuse en temps de calcul, consiste a` utiliser des pa-
rame´trisations sous-maille. Ces parame´trisations sont en ge´ne´ral issues de simulations
faites avec des mode`les a` petite e´chelle (LES par exemple), tre`s couˆteux en temps de
calcul, ou encore de´termine´es de fac¸on empirique. Il s’agit de modifier le mode`le de fac¸on
a` mieux repre´senter les effets sous-maille d’un processus donne´, tel que les nuages, la
turbulence ou les e´missions.
3. Il existe e´galement des me´thodes stochastiques, qui consistent a` repre´senter la variabilite´
sous-maille des concentrations et/ou d’un processus physique par une densite´ de probabi-
lite´.
4. Une variante est de de´terminer des relations statistiques entre les concentrations a` l’e´chelle
de la maille et les concentrations aux stations, pour tenir compte de l’erreur de repre´senta-
tivite´ commise par les mode`les.
1.3.1 Me´thodes nume´riques et couplage de mode`les
Me´thode nume´riques
Raffinement de maillage et maillages imbrique´s (« nesting ») Une premie`re approche,
pour re´duire l’erreur sous-maille commise dans les mode`les eule´riens, peut eˆtre base´e simplement
sur la diminution de la taille des mailles utilise´es. Cela doit permettre de re´duire le nombre de
phe´nome`nes mal re´solus, ainsi que la diffusion nume´rique induite par l’hypothe`se de concen-
trations homoge`nes dans une maille. Cette approche est cependant rapidement couˆteuse en
temps de calcul. Une technique courante est l’utilisation de diffe´rents maillages imbrique´s, de
re´solution de plus en plus fine (« nesting »). L’interaction entre les diffe´rents domaines peut
eˆtre a` sens unique (le grand domaine fournit les conditions aux limites du petit), ou prendre
en compte une re´troaction : on parle de « one-way nesting » et « two-way nesting » respective-
ment. Les donne´es d’entre´e sont soit interpole´es, soit recalcule´es sur le maillage plus fin (avec
le mode`le me´te´orologique MM5 par exemple). La figure 1.8 montre un exemple de « one-way
nesting » (simulations pre´sente´es au chapitre 5) : un mode`le global est utilise´ pour ge´ne´rer les
conditions aux limites de la simulation europe´enne, a` une re´solution 50 km. Celle-ci est utilise´e
pour ge´ne´rer les conditions aux limites pour la simulation a` l’e´chelle de la re´gion parisienne
(re´solution de 5 km). Pour mieux repre´senter les sources ponctuelles et descendre encore en
e´chelle, il est possible d’utiliser un mode`le gaussien pour l’e´chelle locale.
L’impact de la re´solution du maillage a e´te´ largement e´tudie´ en photochimie, notamment
concernant l’ozone (Gillani [1986], Liang et Jacobson [2000], Chock et al. [2002]). De plus, cet
impact a e´te´ e´value´ re´cemment non seulement du point de vue des performances du mode`le,
mais aussi pour la sensibilite´ de l’ozone aux mesures re´ductions d’e´missions (Cohan et al. [2006],
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Fig. 1.8 – Illustration de l’utilisation de mode`les a` diffe´rentes e´chelles, par une me´thode de
« one-way nesting ». La figure a` l’e´chelle europe´enne repre´sente les re´sultats d’une simulation
effectue´e avec Polair3D, pour l’ozone. La figure a` l’e´chelle re´gionale montre un re´sultat de
simulation a` l’e´chelle de la re´gion parisienne, et enfin l’e´chelle locale illustre l’utilisation d’un
mode`le gaussien de panache pour repre´senter le panache issu d’une source ponctuelle.
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Arunachalam et al. [2006]). On constate en ge´ne´ral une le´ge`re ame´lioration des performances des
mode`les avec une re´solution plus fine. L’utilisation de maillages trop grossiers implique notam-
ment une sur-estimation des concentrations d’ozone, due a` une dilution des e´missions de NOx.
Raffiner le maillage au-dessous de 12 km environ a cependant peu d’impact sur les re´sultats des
mode`les (Cohan et al. [2006] par exemple), et permet principalement de mieux repre´senter les
structures spatiales et la variabilite´ sous-maille. L’utilisation de maillages imbrique´s a e´galement
e´te´ e´value´e pour d’autres polluants que l’ozone (Jakobs et al. [1995] pour le SO2, Wang et al.
[2004] pour le CO).
Un raffinement supple´mentaire de maillage, fait localement autour des sources, a e´galement
des limitations : (1) il est difficile de connaˆıtre a priori les bons emplacements pour raffiner le
maillage, et de le faire e´voluer en temps (avec le de´placement d’un panache par exemple), et (2)
il reste une perte d’information a` l’interface avec le maillage grossier [Odman et Russel, 1991].
De plus, re´duire la taille des mailles au-dela` de 1 km est possible [Jacobson et Seinfeld, 2004],
mais reste techniquement difficile et tre`s couˆteux.
Maillage adaptatif (« gridding ») Une variante des me´thodes nume´riques pre´ce´dentes est
le maillage adaptatif, qui est moins couˆteux en temps de calcul, car le maillage est raffine´ unique-
ment autour des zones a` fortes variabilite´s (les sources, ou les endroits a` orographie complexe).
Ce maillage peut eˆtre dynamique, c’est-a`-dire adapte´ en temps pour correspondre aux variations
dues par exemple a` la me´te´orologie. Cette technique a e´te´ utilise´e aussi bien pour l’ozone (Gho-
rai et al. [2000]; Srivastava et al. [2001]; Constantinescu et al. [2008]; Lagzi et al. [2009]) que
pour la dispersion de radionucle´ides [Lagzi et al., 2004]. Dans les applications, les re´sultats du
maillage adaptatif sont compare´s a` ceux donne´s par un maillage fin (uniforme), et le re´sultat est
en ge´ne´ral comparable avec un temps de calcul plus faible. L’un des parame`tres importants est
le crite`re permettant de de´terminer les zones a` raffiner ; pour l’ozone, il est important de choisir
un crite`re de raffinement de maillage sur les pre´curseurs tels que les NOx (Constantinescu et al.
[2008]). Les techniques de raffinement de maillage peuvent permettre de descendre localement
jusqu’a` des mailles d’une centaine de me`tres (autour de sources ponctuelles), ce qui conduit
toutefois a` une augmentation du temps de calcul car le pas de temps utilise´ est alors plus faible
[Odman et Khan, 2004].
Couplage de mode`les
Les me´thodes nume´riques base´es sur le raffinement de maillage restent subordonne´es aux
limites du mode`le utilise´, et de nombreux processus sous-maille restent mal repre´sente´s. De plus,
les hypothe`ses utilise´es dans un mode`le ne sont valides que pour une certaine e´chelle. Il est donc
pre´fe´rable d’utiliser des mode`les spe´cifiques a` l’e´chelle locale (voir tableau 1.3), ce qui suppose
toutefois de disposer de donne´es d’entre´e ade´quates, et en particulier d’inventaires d’e´missions
suffisamment pre´cis.
Panache sous-maille Les mode`les de panache sous-maille consistent a` coupler un mode`le
gaussien (de panache ou a` bouffe´es), utilise´ autour des sources ponctuelles, avec un mode`le
eule´rien (figure 1.8). Lorsque le panache n’est plus mode´lise´ correctement par le mode`le gaus-
sien et/ou que l’erreur commise par le mode`le eule´rien est suffisamment faible, le panache est
transfe´re´ dans le mode`le eule´rien. Ce type de me´thode est utilise´ en photochimie (Seigneur et al.
[1983]; Sillman et al. [1990]; Morris et al. [1991]; Kumar et Russell [1996]; Byun et Schere [2006];
Karamchandani et al. [2002]), mais aussi pour la dispersion de radionucle´ides [Brandt, 1998].
De tels couplages sont e´galement de´crits dans Lipphardt [1997] et Gauthier [1999]. Bien que
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le champ d’application de ces mode`les soit principalement centre´ sur les sources ponctuelles,
l’application a` la mode´lisation des routes est e´galement possible [Karamchandani et al., 2009].
De plus, les mode`les de panache sous-maille en photochimie ont e´te´ re´cemment e´tendus a` la
mode´lisation des particules [Karamchandani et al., 2006]. L’utilisation d’un mode`le de panache
sous-maille donne de bons re´sultats et permet une meilleure repre´sentation des concentrations
autour des sources et en aval, dans le panache. Les performances globales des mode`les, base´es
sur des stations « de fond » souvent e´loigne´es des sources, ne sont cependant pas toujours im-
pacte´es. Le temps de calcul peut eˆtre important si de nombreuses sources re´actives sont traite´es
en sous-maille (notamment pour la chimie). Par ailleurs, il est e´galement possible d’utiliser
un mode`le lagrangien particulaire a` la place du mode`le gaussien. Chock et al. [2002] et Wein-
roth et al. [2008] utilisent un mode`le lagrangien pour simuler la dispersion des polluants, tout
en simulant les re´actions chimiques sur les concentrations moyennes dans les mailles eule´riennes.
Une alternative (moins couˆteuse) est le couplage « off-line » entre un mode`le eule´rien et
un mode`le gaussien. Le premier est utilise´ pour donner une estimation des espe`ces de fond
et notamment de la chimie, et le second (sans chimie) est utilise´ pour interpoler a posteriori
les re´sultats en donnant une meilleure re´partition des concentrations pre`s des sources. Cette
me´thode est utilise´e principalement pour la mode´lisation des routes (Isakov et Venkatram [2006];
Isakov et al. [2009]; Stein et al. [2007]; Venkatram et al. [2009]). Cependant, elle ne tient pas
compte des non-line´arite´s dues a` la chimie.
Autres couplages D’autres couplages sont possibles, en utilisant diffe´rents types de mode`les.
Ainsi, Soulhac et al. [2003] propose une imbrication (« one-way nesting ») de plusieurs mode`les :
(1) un mode`le eule´rien de chimie-transport pour l’e´chelle re´gionale (208 km × 208 km), (2) un
mode`le eule´rien de CFD a` l’e´chelle urbaine (32 km × 32 km), (3) un mode`le de re´seau routier
a` l’e´chelle locale (500 m× 500 m), et (4) un mode`le gaussien pour les sources ponctuelles. Une
telle approche permet une ame´lioration significative des performances aux capteurs proches des
sources. Cependant, elle ne´cessite de disposer de donne´es d’entre´e de´taille´es pour les e´missions
et la topographie a` l’e´chelle locale.
Il est e´galement possible d’utiliser un mode`le me´te´orologique local diagnostique ou pronos-
tique, et de le coupler avec un mode`le eule´rien raffine´ [Brucher et al., 2000], ou avec un mode`le
a` l’e´chelle locale de type gaussien.
1.3.2 Fermeture d’ordre supe´rieur
L’e´quation 1.19 donne l’e´volution des concentrations moyennes, et pose un proble`me de
fermeture des termes du second ordre, notamment pour les flux turbulents 〈c′iV ′〉. D’autres
termes peuvent e´galement poser un proble`me de fermeture. On e´crit tout d’abord de manie`re
plus explicite le terme source Si :
Si = Ei − Λici, (1.25)
avec Ei le terme d’e´mission, et Λi le coefficient de lessivage de l’espe`ce. Ces deux termes ont
e´galement une variabilite´ sous-maille mode´lisable par des fluctuations. Dans cette e´quation, les
e´missions Ei et le coefficient de lessivage Λi sont deux termes pour lesquels on peut utiliser la
de´composition de Reynolds, afin de mode´liser les fluctuations sous-maille. De meˆme, la vitesse de
de´poˆt vdi de l’espe`ce i intervient dans les conditions aux limites au sol, et peut eˆtre de´compose´e
pour repre´senter la variabilite´ sous-maille des types de sol. Enfin, dans l’e´quation 1.19, la matrice
des coefficients de diffusion K et le taux de re´action k peuvent e´galement eˆtre de´compose´s de
cette fac¸on pour tenir compte des fluctuations des vitesses de vent.
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En ge´ne´ral, ces fluctuations sont ne´glige´es, ou parame´tre´es en fonction des grandeurs moyennes
de l’e´coulement (the´orie-K pour la diffusion). Il existe diffe´rentes fac¸on de prendre en compte
les fluctuations sous-maille dans les mode`les :
1. les mode´liser explicitement, en utilisant une fermeture d’ordre supe´rieur,
2. les exprimer analytiquement en fonction d’autres variables connues, telles que les gran-
deurs caracte´ristiques de la couche limite et les variables moyennes : il s’agit de pa-
rame´trisations sous-maille,
3. les repre´senter de fac¸on stochastique par une fonction de densite´ de probabilite´ (PDF pour
« probability density function »).
Dans cette partie, on de´crit la premie`re solution. Les parame´trisations sous-maille sont de´crites
en partie 1.3.3, et la mode´lisation stochastique est de´taille´e dans la partie 1.3.4.
Fermeture d’ordre supe´rieur et e´volution de la variance
Une fac¸on de tenir compte de ces fluctuations est de les mode´liser explicitement en utilisant
une fermeture d’ordre supe´rieur. Cela signifie en pratique qu’il faut connaˆıtre les fluctuations
de vent, et les inte´grer a` l’e´quation d’advection-diffusion. Cela permet alors de connaˆıtre non
seulement l’e´volution de la moyenne 〈ci〉 mais aussi l’e´volution de la variance, ou moment
d’ordre 2, 〈c′2i 〉. Cette e´volution est donne´e par une e´quation supple´mentaire [Garratt, 1992]
∂〈c′2i 〉
∂t
+ div
(〈U〉〈c′2i 〉) = div (Dmi∇〈c′2i 〉 − 〈U ′c′2i 〉)+ 2 〈c′iχ (c)〉+ Pc − ǫc, (1.26)
avec Pc le terme de production turbulente
Pc = −2〈U ′c′〉∇〈ci〉, (1.27)
et ǫc le terme de dissipation turbulente
ǫc = 2Dmi〈|∇c′i|2〉. (1.28)
Repre´sentation de la turbulence
Si l’on ne dispose que des fluctuations du vent, sans les fluctuations d’e´missions (ou de
pertes), l’e´quation 1.26 permet de mode´liser la turbulence et son impact sur la se´gre´gation
chimique. Ce type d’approche est utilise´ par exemple pour certains mode`les a` bouffe´es [Sykes,
2000]. Cela permet alors de tenir compte explicitement de l’intensite´ de se´gre´gation due a` la
turbulence dans les re´actions chimiques (e´quation 1.24). Karamchandani et al. [2000] introduit ce
type de mode´lisation dans un mode`le de panache sous-maille (pour la chimie dans le panache).
L’effet de la se´gre´gation est importante pre`s du centre du panache, pour O3 et NOx, mais
diminue rapidement avec la distance a` la source.
Repre´sentation des e´missions
On peut e´tendre cette fermeture d’ordre supe´rieur a` une mode´lisation des fluctuations
d’e´mission. Les e´missions pour l’espe`ce mode´lise´e s’e´crivent alors
Ei = 〈Ei〉+ E′i, (1.29)
et il s’agit de mode´liser l’apport des fluctuations d’e´missions E′i sur les fluctuations de concen-
tration. Galmarini et al. [2008] fait l’hypothe`se que les e´missions moyennes 〈Ei〉 contribuent a`
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la concentration moyenne 〈ci〉, en tant que terme source de l’e´quation d’advection-diffusion,
et que les fluctuations d’e´missions sont un terme source des fluctuations de concentration.
L’e´quation 1.26 est alors pourvue d’un terme supple´mentaire correspondant aux fluctuations
du terme source, de la forme 2〈c′iE′i〉, qu’il convient de parame´trer pour fermer l’e´quation. On
remarque, au passage, que l’hypothe`se faite ici ne tient pas compte des non-line´arite´s, et ne´glige
l’apport des fluctuations d’e´missions a` des espe`ces secondaires via la chimie (et notamment
la se´gre´gation turbulente). La fermeture du terme de covariance concentration-e´mission peut
s’e´crire
〈c′iE′i〉 = rσEσc = r
(〈E′2i 〉 〈c′2i 〉)1/2 , (1.30)
avec r un coefficient de corre´lation qu’il convient de de´terminer. Enfin, dans Galmarini et al.
[2008], les fluctuations d’e´mission (et donc la moyenne et l’e´cart type) sont de´finis en de´coupant
une maille de surface A en N petites surfaces e´le´mentaires ak ayant chacune un taux d’e´mission
Ek. On a alors une e´mission moyenne donne´e par la moyenne des e´missions surfaciques « e´le´mentaires »
〈E〉 = 1
A
N∑
k=1
akEk, (1.31)
et un e´cart type donne´ par
σ2E =
1
A
N∑
i=1
ak (〈E〉 − Ek)2 , (1.32)
Cette mode´lisation revient a` supposer que les concentrations dans une maille ont une distri-
bution gaussienne autour de la moyenne. De plus, la de´termination des parame`tres de cette
gaussienne suppose de disposer d’un inventaire suffisamment fin, par rapport a` la taille d’une
maille, pour que le nombre de surfaces e´le´mentaires soit grand et que la mode´lisation empirique
soit pertinente.
1.3.3 Parame´trisations sous-mailles
Les parame´trisations sous-mailles sont des modifications des e´quations et/ou des parame`tres
utilise´s dans les e´quations d’avection-diffusion, afin de mieux repre´senter l’effet de certains
processus sous-maille. Ces parame´trisations se de´duisent en ge´ne´ral de calculs effectue´es a` l’aide
de mode`les a` petite e´chelle (LES, DNS), ou encore de relations empiriques base´es sur des
observations. On donne ici quelques exemples de parame´trisations sous-maille, la liste n’e´tant
pas exhaustive.
Parame´trisation des e´missions
Parame´trisation des routes De fac¸on the´orique, Arya [1999] donne une expression de la
concentration en fonction de la distance a` la source line´ique, pour un traceur passif (sans chimie),
de la forme c(x) ∝ x−β , ou` β de´pend des conditions me´te´orologiques et du type de sol. Dans
Rodes et Holland [1981], l’estimation β = 0.63 est fournie pour les NOx. Des e´tudes relativement
re´centes ont porte´ sur le de´veloppement d’une relation avec la concentration de fond (dans la
maille) cb, la concentration au point d’e´mission (par une route) c0, et la concentration a` une
distance x de la route. Par exemple, Gilbert et al. [2003] et Pleijel et al. [2004] donnent une
relation logarithmique pour le NO2, de type
c(x) = cb + c0 − k log(x). (1.33)
Barzyk et al. [2009] de´veloppe une relation pour les COV, en fonction d’une « distance effective »
qui de´pend des conditions me´te´orologiques. Ce type de mode`le peut remplacer un couplage de
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mode`les plus couˆteux en temps de calcul. Il est employe´ soit en parame´trisation sous-maille
(de´pendant de la me´te´orologie) soit en post-traitement.
Parame´trisation des e´missions ponctuelles L’enjeu est d’e´viter de repre´senter expli-
citement les sources ponctuelles avec un mode`le de panache sous-maille, ce qui peut eˆtre
couˆteux pour de nombreuses sources re´actives. Esler [2003] propose d’utiliser une e´mission
« e´quivalente », corrige´e pour repre´senter la perturbation globale due a` la dilution plus lente du
panache. Cette e´mission serait imme´diatement dilue´e dans la maille eule´rienne, mais donnerait
des re´sultats proches de ceux obtenus par le mode`le de panache sous-maille.
Parame´trisation des mouvements convectifs
Il s’agit de repre´senter les mouvements turbulents sous-maille, qui se traduisent par des
colonnes d’air ascendantes (« updraft ») et descendantes (« updraft »), entraˆınant un me´lange
rapide des polluants sur la verticale (de´crit en partie 1.1.2). Diffe´rentes mode´lisations de l’impact
de ce phe´nome`ne sur le transport des polluants ont e´te´ propose´es. En particulier, Han et Byun
[2005] proposent, a` partir de Chatfield et Brost [1987], un sche´ma appele´ « two-stream model »
(TSM) ou` les mouvements ascendants et descendants sont traite´s se´pare´ment. Ce sche´ma, calibre´
et teste´ sur des expe´riences de LES, donne des re´sultats nettement supe´rieurs aux autres types
de mode´lisation, ainsi qu’a` la mode´lisation classique (sans prise en compte de la convection). Le
principe est de de´crire les e´quations de chimie-transport pour chacun des deux flux verticaux.
On suppose que, dans chaque maille, une fraction αu est occupe´e par les flux ascendants, et une
fraction αd = 1− αu par les flux descendants. La concentration moyenne totale dans la maille
a` une hauteur z est alors donne´e par
〈c〉(z) = αu(z)〈cu〉(z) + αd(z)〈cd〉(z), (1.34)
avec 〈cu〉(z) et 〈cd〉(z) les concentrations moyennes sur les flux ascendants (resp. descendants)
de la maille. L’e´volution de ces concentrations est alors donne´e par deux e´quations d’advection-
diffusion
αu
∂〈cu〉
∂t
= − ∂
∂z
(αu〈wu〉〈cu〉) + ∂
∂z
(
αuKu
∂〈cu〉
∂z
)
− ru〈cu〉+ rd〈cd〉, (1.35)
pour les flux ascendants, et
αd
∂〈cd〉
∂t
= − ∂
∂z
(αd〈wd〉〈cd〉) + ∂
∂z
(
αdKd
∂〈cd〉
∂z
)
− rd〈cd〉+ ru〈cu〉 (1.36)
pour les flux descendants. Dans les e´quations 1.35 et 1.36, les vitesses verticales de vent sont
note´es wu (resp. wd), et les fermetures turbulentes associe´es sont Ku = 〈w′uc′u〉 (resp. Kd).
Enfin, les parame`tres ru et rd sont les termes horizontaux de divergence, qui garantissent la
conservation de la masse dans la maille par des e´changes entre les colonnes, en supposant que
la moyenne horizontale des vents verticaux est nulle (αu〈wu〉 + αd〈wd〉 = 0). Il reste donc a`
parame´trer les coefficients K, α et w.
Utiliser ce type de sche´ma permet une meilleure repre´sentation de la dilution des polluants
sur la hauteur de la couche limite, qui peut eˆtre sous-estime´e par le sche´ma d’advection-diffusion
classique. L’impact de ce sche´ma sur la photochimie est estime´ dans Vautard et al. [2007].
Parame´trisation de la se´gre´gation chimique
Dans la partie 1.1.4, il est question de l’influence de la turbulence sur les re´actions chimiques.
Cette influence n’est pas mode´lise´e dans les mode`les de chimie-transport (fermeture du premier
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ordre) et repre´sente typiquement un phe´nome`ne sous-maille. La parame´trisation des flux verti-
caux ascendants et descendants de´crite pre´ce´demment est une solution possible pour mode´liser
ce phe´nome`ne. Dans Vinuesa et Vila`-Guerau de Arellano [2003], une parame´trisation sous-maille
est propose´e afin de mode´liser l’influence de cette se´gre´gation chimique sur les re´actions. A par-
tir d’expe´riences de LES, l’effet de cette parame´trisation sur la photochimie est e´tudie´ dans
Vinuesa et Vila`-Guerau de Arellano [2005]. D’apre`s les e´quations 1.5 et 1.24, le taux de re´action
pour une re´action du second ordre de type
A + B→ P (R 1.3)
est donne´ par
〈R〉 = −k〈cAcB〉
= −k (〈cA〉 〈cB〉+ 〈c′Ac′B〉)
= −k〈cA〉 〈cB〉 (1 + Is) , (1.37)
avec Is l’intensite´ de se´gre´gation donne´e par
Is =
〈c′Ac′B〉
〈cA〉 〈cB〉 . (1.38)
On peut alors de´finir un taux de re´action effectif keff , que l’on utiliserait a` la place du taux de
re´action k, pour tenir compte de la se´gre´gation
keff = k (1 + Is) . (1.39)
Il reste a` pre´sent a` parame´trer Is. On peut la re´e´crire en fonction de la corre´lation moyenne
entre les espe`ces A et B (de fac¸on similaire a` la fermeture utilise´e pour les e´missions dans
l’e´quation 1.30)
rAB =
〈c′Ac′B〉
σAσB
, donc Is = rAB
σAσB
〈cA〉 〈cB〉 , (1.40)
avec σA et σB les e´carts types de cA et cB respectivement. Ces e´carts types peuvent eˆtre
parame´tre´s, pour des scalaires inertes (sans chimie), en fonction des flux de surface et d’e´change
avec la troposphe`re libre, ainsi que des parame`tres h (hauteur de couche limite) et w∗ (e´chelle
de vitesse convective) [Moeng et Wyngaard, 1984]. Pour des scalaires re´actifs, Vinuesa et Vila`-
Guerau de Arellano [2003] ajoutent un terme de´pendant du nombre de Damko¨hler ainsi que
d’e´chelles de concentrations cA∗ et cB∗, de´finies d’apre`s Cuijpers et Holtslag [1998]. Le nombre
de Damko¨hler est de´fini de fac¸on similaire a` l’e´quation 1.8, pour l’espe`ce A,
DaA =
τt
τc
=
h
w∗k〈cB〉. (1.41)
Les valeurs obtenues en pratique pour les coefficients de corre´lations sont rAB = −0.75 pour
deux espe`ces entraˆıne´es dans des directions oppose´es (typiquement, l’une e´mise au sol, l’autre
entraˆıne´e par la couche limite), et rAB = 0.9 pour deux espe`ces me´lange´es dans la meˆme
direction. Dans ce dernier cas, Is peut eˆtre positive car la turbulence a pour effet de rendre
le me´lange entre les espe`ces plus efficace. Dans Vinuesa et Vila`-Guerau de Arellano [2005], les
valeurs obtenues pour le rapport keff/k sont donne´es pour des re´actions implique´es dans la
formation de l’ozone, pour une couche limite convective typique en e´te´, sur une moyenne de 6
heures. Les valeurs sont comprises entre 0.595 et 1.005, et la plupart sont au-dessus de 0.98,
ce qui implique un impact relativement faible de la se´gre´gation. L’impact de la turbulence sur
les taux de re´action peut eˆtre notable de fac¸on tre`s locale, mais est probablement ne´gligeable
en ge´ne´ral a` l’e´chelle d’un mode`le de chimie-transport, en particulier en comparaison d’autres
facteurs tels que les he´te´roge´ne´ite´s des e´missions.
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1.3.4 Me´thodes stochastiques
Dans les sections pre´ce´dentes, il s’agissait de raffiner les mode`les, pour diminuer le nombre
de processus sous-maille mal repre´sente´s. Il s’agit ici de repre´senter les concentrations et/ou
certains processus de fac¸on stochastique. Ces me´thodes sont en ge´ne´ral couˆteuses en temps de
calcul. De plus, l’un des points cruciaux, commun a` tous les mode`les pre´sente´s ici, est de bien
choisir la fonction de densite´ de probabilite´ (PDF) pour repre´senter les processus stochastiques.
Mode`les micro-macro
Il s’agit de repre´senter de fac¸on stochastique la variabilite´ sous-maille de certains parame`tres
(mode`le «micro »), et d’utiliser une me´thode de type Monte Carlo afin ge´ne´rer la parame´trisation
sous-maille a` introduire dans le mode`le « macro » de´terministe (ici, l’e´quation d’advection-
diffusion).
Par exemple, on suppose que Λ (p) est le coefficient de lessivage donne´ par une parame´trisation
physique, de´pendant d’un parame`tre p (e´ventuellement un vecteur) tel que la taille des nuages,
ou le contenu en eau liquide. Si l’on connaˆıt parfaitement la forme analytique de Λ (p), l’approche
classique est de calculer, pour une maille donne´e, la valeur Λ (〈p〉) en fonction des quantite´s
moyennes sur la maille. Comme le mode`le est en ge´ne´ral non line´aire, cette approximation ne
tient pas compte des fluctuations p′. Le mode`le micro/macro consiste a` donner une fonction de
densite´ de probabilite´ (PDF) a` la variable p, P (p), pour repre´senter sa variabilite´ sous-maille.
Le proble`me revient alors a` approcher l’inte´grale
〈Λ (p)〉 =
∫
P (p) Λ (p) dp, (1.42)
par une me´thode de Monte Carlo par exemple. L’un des principaux proble`mes est de fixer la
forme de la PDF a` utiliser pour le parame`tre physique p. Dans le cas de la forme des gouttes
de pluie, il existe des estimations de cette PDF de´crites dans Sportisse [2007b] par exemple.
Le mode`le micro peut e´galement eˆtre la parame´trisation de l’intensite´ de se´gre´gation tur-
bulente, donne´e par l’e´quation 1.40, ou` l’on fait varier rAB et les parame`tres intervenant dans
la formulation de σA et σB (parame`tres de couche limite : hauteur, flux de surface, vitesse
convective). De meˆme, le mode`le micro peut eˆtre le mode`le de fluctuation des e´missions donne´
par l’e´quation 1.30, ou` l’on peut faire varier notamment le coefficient de corre´lation, et d’autres
parame`tres intervenant dans la de´finition des e´carts types. Enfin, le mode`le micro pourrait eˆtre
le coefficient de diffusion turbulente K qui de´pend lui aussi de parame`tres de la couche limite.
L’avantage d’une telle approche est de de´finir la variabilite´ sous-maille par une me´thode sto-
chastique. L’inconve´nient principal est le temps de calcul associe´ aux simulations Monte Carlo.
Cependant, de telles simulations pourraient e´ventuellement servir a` former des parame´trisations
sous-mailles repre´sentatives de certaines situations typiques.
Micro-me´lange
Il s’agit ici de repre´senter le champ de concentration comme un processus stochastique, avec
une PDF associe´e. Ce type d’approche est utilise´ en combustion (voir Pope [2000] par exemple).
Le champ de concentrations c (x, t) a une PDF de la forme P (Ψ, x, t) avec Ψ une valeur possible
de c (x, t). On e´crit alors l’e´quation d’e´volution de P
∂〈P 〉
∂t
+ div
(
P
[〈U〉+ 〈U ′|c (·) = Ψ〉]) = − ∂
∂Ψ
(P [〈D∆c|c (·) = Ψ〉+ 〈χ (Ψ)〉]) . (1.43)
Dans l’e´quation 1.43, a` gauche, le terme de diffusion peut eˆtre parame´tre´ de fac¸on classique
avec une fermeture de type the´orie-K. A droite, le terme lie´ aux re´actions chimiques 〈χ (Ψ)〉
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ne ne´cessite pas de fermeture, contrairement a` 〈D∆c|c (·) = Ψ〉 qui correspond a` la dissipation
visqueuse. Les parame´trisations lie´es a` la fermeture de ce terme sont appele´es mode`les de micro-
me´lange. Un mode`le simple, appele´ IEM (Interaction by Exchange with the Mean), a de´ja` e´te´
applique´ a` la qualite´ de l’air [Fraigneau et al., 1996; Gonzalez, 1997; Luhar et Sawford, 2005].
L’ide´e est de supposer que le mode`le « micro » de dissipation visqueuse e´change avec le mode`le
« macro » (donnant l’e´volution des concentrations moyennes 〈c〉) avec un temps caracte´ristique
note´ τm :
〈D∆c|c (·) = Ψ〉 = − 1
τm
(Ψ− 〈c〉) . (1.44)
Dans ce cas, le temps caracte´ristique τm doit eˆtre parame´tre´, par exemple a` l’aide de mode`les
de LES. Une approche de type Monte Carlo est e´galement possible.
Scalaire conservatif
Une autre me´thode he´rite´e du domaine de la combustion est appele´e CMC (Conditional
Moment Closure), et consiste a` relier les concentrations des espe`ces re´actives avec celle d’un
scalaire non re´actif (conservatif). Cette me´thode applique´e aux proble`mes de qualite´ de l’air
est pre´sente´e dans Mastorakos [2003]. Si ξ est le scalaire conservatif, et ci la concentration de
l’espe`ce i re´active que l’on cherche a` relier a` ξ, on s’inte´resse a` l’e´volution de
qi (η) = 〈ci|ξ = η〉, (1.45)
que l’on appelle parfois la fraction de me´lange. De plus, on donne au scalaire ξ une PDF P (η),
qui de´pend de la moyenne µ = 〈ξ〉 et de la variance σ2 = 〈(ξ−µ)2〉 du scalaire. Encore une fois,
l’e´le´ment cle´ est donc de spe´cifier la forme de la PDF. La concentration moyenne de ci est alors
donne´e par
〈ci〉 =
∫ 1
0
qi (η)P (η) dη, (1.46)
en supposant que ξ a e´te´ normalise´ (d’ou` les bornes de l’inte´grale). On utilise alors l’e´quation
d’e´volution de qi qu’il est possible de de´terminer en fonction des autres valeurs (µ, σ et P (η)),
afin d’en de´duire la concentration moyenne. Ce type de me´thode est utilise´ a` l’e´chelle tre`s locale,
notamment dans un panache a` proximite´ d’une chemine´e, pour les espe`ces a` chimie rapide (NOx,
OH, O3).
1.3.5 Prise en compte de la variabilite´ sous-maille a posteriori
PDF des concentrations dans une maille
Il s’agit, la` encore, de repre´senter la variabilite´ sous-maille des concentrations par une densite´
de probabilite´ (PDF). Il s’agit de la variabilite´ totale, due a` l’ensemble des sources de variabilite´
sous-maille de´crites en partie 1.1. La distribution des concentrations a` l’inte´rieur d’une maille
est alors repre´sente´e par une variable ale´atoire, dont la concentration a` un capteur n’est qu’une
re´alisation. Cette approche est faite « off-line », et les e´quations d’advection-diffusion ne sont
pas modifie´es. Il s’agit donc plutoˆt de quantifier a posteriori la variabilite´ sous-maille, pour en
de´duire par exemple un intervalle de confiance.
Soit une maille i contenant ni stations (ni e´tant grand). Le mode`le pre´voit une concentration
〈x〉i dans cette maille (〈·〉i de´signe la moyenne spatiale sur la maille i). La concentration moyenne
observe´e dans la maille (suppose´e parfaite) a` un instant t est
〈y(t)〉i ≃ 1
ni
ni∑
k=1
yk(t), (1.47)
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avec yk(t) la concentration observe´e en une station k de la maille i. On peut alors de´finir l’erreur
mode`le, comme l’erreur faite par le mode`le a` l’e´chelle ou` les concentrations sont mode´lise´es (la
maille)
ǫm(t) = 〈x(t)〉i − 〈y(t)〉i, (1.48)
et l’erreur de repre´sentativite´ a` une station comme l’e´cart entre la moyenne dans une maille, et
cette station a` l’inte´rieur de la maille :
ǫr(t) = 〈y(t)〉i − yk(t). (1.49)
L’erreur totale du mode`le a` la station k est alors
ǫ(t) = ǫr(t) + ǫm(t). (1.50)
La variabilite´ sous-maille serait alors donne´e par l’ensemble des stations, chacune donnant
une re´alisation de la variable ale´atoire qui repre´sente concentrations. Le proble`me de cette
me´thode empirique est qu’en pratique, le nombre de stations par maille est en ge´ne´ral trop
faible, et la re´partition des stations n’est pas uniforme. Une alternative, utilise´e dans Ching
et al. [2006], est d’utiliser un mode`le eule´rien a` une re´solution de plus en plus fine, a` la fac¸on
du « nesting », et de repre´senter la variabilite´ sous-maille des grandes mailles graˆce au mode`le
le plus fin. Cette me´thode pre´sente e´galement des inconve´nients, le principal e´tant que, comme
pour le nesting, il reste des phe´nome`nes sous-maille non re´solus. Ching et al. [2006] propose
d’utiliser des mode`les de CFD ou de LES pour descendre a` plus fine re´solution. L’ide´e sous-
jacente e´tant de produire des PDF « typiques » de diffe´rentes configurations, repre´sentatives
de la variabilite´ sous-maille des concentrations. Cela peut permettre d’e´valuer des mode`les en
comparant les observations avec un intervalle de confiance donne´ par la PDF, et non avec une
seule valeur prise dans la maille. Cependant, une parame´trisation de ces PDF est difficile a`
obtenir, car les variations entre diffe´rentes mailles et en temps sont tre`s importantes.
Re´duction d’e´chelle statistique
La` encore, on conside`re que l’observation dans une maille est une re´alisation particulie`re
d’une variable ale´atoire, et diffe`re de la concentration donne´e par le mode`le a` cause de l’erreur
de repre´sentativite´. L’ide´e de variabilite´ sous-maille n’est plus utilise´e explicitement, car on
conside`re simplement les relations statistiques entre une variable a` grande e´chelle (donne´e par
le mode`le), et une variable a` petite e´chelle (donne´e par les observations au point de mesure). La
variable a` grande e´chelle peut eˆtre la concentration dans une maille, voire dans plusieurs mailles
adjacentes, par exemple. La relation est calcule´e via des me´thodes statistiques (de re´gression no-
tamment), sur un temps suffisamment long pour repre´senter une erreur syste´matique attribue´e
a` l’erreur de repre´sentativite´. Cette me´thode, essentiellement utilise´e pour la mode´lisation du
climat, a e´te´ adapte´e a` la qualite´ de l’air dans Guillas et al. [2006] et Guillas et al. [2008]. L’avan-
tage de cette technique est, d’une part, son faible couˆt calcul (il s’agit d’un post-traitement),
et d’autre part la prise en compte de l’ensemble de l’erreur de repre´sentativite´. Cependant,
elle ne permet pas de distinguer l’apport de la variabilite´ des diffe´rents processus dans l’erreur
de repre´sentativite´, ni de distinguer celle-ci par rapport a` l’erreur mode`le, ou l’erreur dans les
observations.
1.4 Conclusion
1.4.1 Bilan
Il existe donc de nombreuses e´chelles spatiales et temporelles intervenant dans les mode`les
de qualite´ de l’air. Elles proviennent en particulier de la variabilite´ spatiale des e´missions, mais
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aussi de la turbulence, de l’he´te´roge´ne´ite´ des champs me´te´orologiques et de l’occupation des
sol, qui ne sont pas prises en compte par les mode`les eule´riens a` une e´chelle infe´rieure a` celle
de la maille. Afin de mieux repre´senter ces phe´nome`nes sous-maille, la premie`re possibilite´ est
de raffiner les mode`les, soit en raffinant le maillage, soit en utilisant des mode`les plus pre´cis
a` e´chelle locale. Cette solution est tre`s utilise´e, mais souvent couˆteuse en temps de calcul. De
plus, il reste en ge´ne´ral toujours une partie des phe´nome`nes sous-maille non repre´sente´s, et
la variabilite´ sous-maille n’est pas quantifie´e. La seconde possibilite´ consiste a` parame´trer les
processus sous-maille afin d’ame´liorer leur mode´lisation. Cette solution est en ge´ne´ral bonne
du point de vue du temps de calcul, et permet de quantifier l’impact du traitement sous-maille
pour chacun des processus physiques en jeu. Cependant, ces parame´trisations sont elles-meˆmes
des approximations, qui doivent eˆtre de´termine´es de fac¸on empirique par une mode´lisation (LES
par exemple) et/ou des observations. Une alternative est d’utiliser des me´thodes stochastiques,
qui repre´sentent une variable (concentration, coefficient de lessivage, autre parame`tre...) par
une variable ale´atoire. L’un des points cle´s de ces me´thodes est alors de de´terminer les formes
des PDF utilise´es. Ces me´thodes sont ge´ne´ralement couˆteuses en temps de calcul car elles font
souvent intervenir des me´thodes de type Monte Carlo. Repre´senter les concentrations par une
densite´ de probabilite´ dans une maille revient a` dire que l’observation n’est qu’une re´alisation
particulie`re d’une variable ale´atoire, et que l’on peut de´terminer une relation syste´matique entre
les concentrations dans une maille et au point de mesure, par des me´thodes statistiques. Cela
peut eˆtre fait a posteriori, sans modifier le mode`le lui-meˆme, notamment par des me´thodes
statistiques de re´duction d’e´chelle. Ces me´thodes pre´sentent l’avantage d’un faible couˆt calcul
et d’une prise en compte de l’ensemble des processus sous-maille, mais ne permettent pas une
description de´taille´e de ces processus.
1.4.2 Choix des me´thodes
L’ensemble des me´thodes lie´es aux changements d’e´chelle est trop large pour eˆtre traite´ de
fac¸on exhaustive dans cette the`se. Les choix effectue´s pour la suite de ce travail sont guide´s par
un certain nombre de conside´rations :
1. La plus forte variabilite´ se concentre autour des zones d’e´mission, y compris quand il
s’agit de quantifier l’impact des fluctuations turbulentes ou de la se´gre´gation chimique.
Se focaliser sur une zone d’e´mission permet e´galement de de´finir la notion d’e´chelle locale
(par rapport au point d’e´mission),
2. Dans la litte´rature existante, l’impact des he´te´roge´ne´ite´s d’e´missions est en ge´ne´ral beau-
coup plus important que celui de la turbulence et de la se´gre´gation chimique, a` l’e´chelle
d’un mode`le de chimie-transport.
3. Descendre en re´solution ne permet pas ne´cessairement une ame´lioration de la perfor-
mance des mode`les car l’ame´lioration est locale, et n’affecte pas les statistiques globale
des mode`les,
4. La notion d’e´chelle de repre´sentativite´ est e´galement importante ; elle inclut la somme de
tous les effets sous-maille mal repre´sente´s, et leur effet sur la repre´sentation des concen-
trations par des mesures ponctuelles.
Les deux premiers points indiquent qu’il est important de se focaliser sur une meilleure repre´senta-
tion sous-maille des e´missions. De plus, au travers de cette e´tude, il est possible d’e´tudier la
repre´sentation de la diffusion et de la chimie a` l’e´chelle locale, et d’en de´duire l’impact des
he´te´roge´ne´ite´s spatiales sur ces deux processus. Le second point indique qu’il n’est pas force´ment
ne´cessaire de repre´senter tre`s finement les processus, si l’on conside`re seules les performances
des mode`les. Enfin, le dernier point indique qu’une me´thode alternative, focalise´e sur les points
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d’observation et non sur les sources, peut eˆtre un bon comple´ment afin de prendre en compte
l’ensemble des erreurs dues a` la variabilite´ sous-maille. Par conse´quent, deux me´thodes seront
e´tudie´es dans cette the`se :
– La repre´sentation sous-maille des e´missions par un couplage de type panache sous-maille,
– Les me´thodes statistiques de changement d’e´chelle, base´es sur une repre´sentation statis-
tique des liens entre les concentrations a` l’e´chelle d’une maille et les concentrations aux
stations de mesure.
Ces deux me´thodes ont un couˆt calcul bien maˆıtrise´, qui permet de les mettre en place et de les
utiliser de fac¸on ope´rationnelle en pre´vision de la qualite´ de l’air. De plus, elles fonctionnent avec
relativement peu d’informations supple´mentaires, et ne ne´cessitent pas de description de´taille´e
des e´missions ou de l’orographie, qui ne sont pas toujours disponibles. La premie`re me´thode
permet d’e´tudier en de´tail l’impact de l’he´te´roge´ne´ite´ des e´missions sur les performances des
mode`les, mais aussi sur la diffusion et la chimie, tandis que la seconde me´thode permet de traiter
l’erreur de repre´sentativite´, notamment en fonction du type de station (et donc de la distance
aux principales sources d’e´mission). A travers l’e´tude du mode`le de panache sous-maille, d’autres
questions seront e´galement aborde´es :
– Quelle est l’e´chelle spatiale et temporelle de l’impact de la repre´sentation sous-maille des
e´missions ?
– Quel est l’impact des parame´trisations locales sur cette mode´lisation ?
– Quelle est l’influence de la re´solution du maillage, avec et sans la repre´sentation sous-
maille ?
1.4.3 Plan de la the`se
Cette the`se se divise en trois partie. Dans la premie`re, les mode`les gaussiens qui ont e´te´
imple´mente´s dans la plate-forme de mode´lisation Polyphemus sont pre´sente´s, et e´value´s par
comparaison a` des observations ainsi qu’a` d’autres mode`les gaussiens largement utilise´s. Ces
mode`les sont utilise´s pour les sources ponctuelles mais aussi pour les routes. Dans la deuxie`me
partie, le mode`le gaussien a` bouffe´es est couple´ au mode`le eule´rien Polair3D, pour le traitement
sous-maille des sources ponctuelles. Ce couplage est e´value´ a` l’e´chelle continentale pour un tra-
ceur passif, ainsi qu’a` l’e´chelle re´gionale pour la photochimie. Enfin, en troisie`me partie, les
me´thodes statistiques pour la re´duction d’e´chelle sont pre´sente´es. Diffe´rentes me´thodes statis-
tiques sont e´value´es, pour un seul mode`le ou pour un ensemble de mode`les, pour la photochimie
a` l’e´chelle europe´enne.
1.4.4 Publications associe´es
Les re´sultats pre´sente´s dans cette the`se ont fait, ou feront, l’objet des publications suivantes :
1. Chapitres 2 et 3 :
Korsakissok et Mallet, 2009. Comparative study of Gaussian dispersion formulas within
the Polyphemus platform : evaluation with Prairie Grass and Kincaid experiments. J.
Applied Meteor., 48(12) :2459–2473.
2. Chapitre 4 :
Korsakissok et Mallet, 2010b. Subgrid-scale treatment for major point sources in an
Eulerian model : A sensitivity study on the European Tracer Experiment (ETEX) and
Chernobyl cases. J. Geophys. Res., 115(D03303).
3. Chapitre 5 :
Korsakissok et Mallet, 2010a. Development and application of a reactive plume-in-grid
model : evaluation over Greater Paris. Atmos. Chem. Phys. Discuss., 10(2) :5091–5134.
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4. Chapitre 7 :
Korsakissok et Mallet, 2010c. Statistical downscaling of ensemble simulations for air qua-
lity modeling. En pre´paration.
5. Annexe B :
Korsakissok et al., 2010 Assessment of the detection abilities of monitoring networks for
passive tracers at local and regional scales. Atmos. Env., 44(3) :408–420.
Dans le cadre de cette the`se, de nombreux de´veloppements ont e´te´ inte´gre´s dans la plate-
forme de mode´lisation Polyphemus. Ces de´veloppements sont librement distribue´s, documente´s
et de´ja` diffuse´s au-dela` du laboratoire d’accueil de la the`se. Ces de´veloppements ont e´te´ l’occa-
sion de contribuer aux articles suivants :
– Mallet, V., Que´lo, D., Sportisse B., Ahmed de Biasi, M., Debry, E´., Korsakissok, I., Wu,
L., Roustan, Y., Sartelet, K., Tombette, M. et Foudhil, H. (2007). Technical Note : The air
quality modeling system Polyphemus. Atmos. Chem. Phys.. 7(20) :5479–5487
– Mallet, V., Que´lo, D., Sportisse B., et Korsakissok, I. (2007). Polyphemus : une plate-
forme multimode`les pour la pollution atmosphe´rique et l’e´valuation des risques. Pollution At-
mosphe´rique n◦196.
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Chapitre 2
Description des mode`les a` l’e´chelle
locale
Les mode`les gaussiens permettent de repre´senter la dispersion a` l’e´chelle
locale, dans les premie`res dizaines de kilome`tres autour d’une source. Ces
mode`les sont tre`s utilise´s car ils donnent de bons re´sultats a` cette e´chelle, tout
en fournissant une formulation analytique de la dispersion qui est conceptuel-
lement simple et peu couˆteuse a` mettre en place et a` utiliser. C’est pourquoi
la litte´rature sur le sujet abonde depuis au moins trente ans, et l’utilisa-
tion des mode`les gaussiens est toujours tre`s re´pandue malgre´ les progre`s
dans des domaines de mode´lisation plus complexes ainsi que dans les per-
formances de calcul. Dans ce chapitre, il s’agit de faire un bilan de l’e´tat
de l’art sur les mode`les gaussiens, et de pre´senter les mode`les imple´mente´s
dans la plate-forme de mode´lisation Polyphemus en de´crivant l’ensemble des
parame´trisations empiriques disponibles dans ces mode`les.
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– Les mode`les pre´sente´s ici sont de´crits et e´value´s dans Korsakissok et Mallet [2009]
– La mode´lisation des sources line´iques est de´crite et analyse´e dans Briant [2009],
rapport de stage co-encadre´ par Ire`ne Korsakissok et Christian Seigneur,
– Les parame´trisations pour le de´poˆt et le lessivage dans les mode`les gaussiens sont
pre´sente´es dans Korsakissok et al. [2006].
Pour approfondir la mode´lisation gaussienne de la dispersion, on pourra consulter
– Arya [1999],
– Hanna et al. [1982].
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2.1 Les mode`les gaussiens
Il existe deux types de mode`les gaussiens. D’une part, le mode`le de panache, ou gaussien
stationnaire, mode´lise le panache e´mis par une source ponctuelle par une distribution gaus-
sienne dans deux directions (horizontale perpendiculaire au vent, et verticale), et suppose une
me´te´orologie stationnaire. D’autre part, le mode`le a` bouffe´es mode´lise une e´mission instantane´e
par une bouffe´e gaussienne dans les trois directions. Les diffe´rences entre ces deux types de
mode`les, les hypothe`ses faites dans les deux cas, ainsi que les modifications des formules pour
prendre en compte les re´flexions et le champ lointain, sont de´taille´es dans cette partie. Dans la
plate-forme Polyphemus [Mallet et al., 2007] , un mode`le gaussien de panache, « plume », ainsi
qu’un mode`le a` bouffe´es, « puff », sont disponibles.
2.1.1 Lien avec la formulation eule´rienne
Il existe deux approches pour mode´liser le comportement d’une espe`ce trace dans l’at-
mosphe`re, c’est-a`-dire sa distribution spatiale et temporelle. L’approche eule´rienne consiste
a` de´crire cette distribution dans un re´fe´rentiel fixe, en fonction des caracte´ristiques du fluide
porteur en un point donne´. L’approche lagrangienne se place dans le re´fe´rentiel du fluide en
mouvement, et de´crit le comportement statistique d’un groupe de particules en de´placement.
Ces deux approches donnent des formulations diffe´rentes, qui peuvent eˆtre relie´es entre elles.
Le mode`le gaussien a` bouffe´es peut eˆtre conside´re´ comme un mode`le lagrangien simplifie´, dans
la mesure ou` l’on « suit » le polluant e´mis sur sa trajectoire : la distribution statistique d’un
grand nombre de particules est simplifie´e et mode´lise´e par une distribution gaussienne appele´e
bouffe´e. On pre´sente ici la description eule´rienne de la dispersion atmosphe´rique d’un polluant,
et la fac¸on dont la description gaussienne des sources ponctuelles s’en de´duit. Pour plus de
de´tails sur les calculs de´crits ci-dessous, on se re´fe´rera a` Seinfeld et Pandis [1998] dont cette
partie s’inspire largement.
Approche eule´rienne
Dans le cas ge´ne´ral d’une approche eule´rienne, la concentration c d’une espe`ce non re´active
dans l’atmosphe`re est repre´sente´e par l’e´quation d’advection-diffusion de´ja` pre´sente´e au cha-
pitre 1 (e´quation 1.19)
∂c
∂t
= −div(V c) + div
(
ρK∇ c
ρ
)
+ S, (2.1)
avec ρ la densite´ du fluide porteur, V le vent moyen et K la matrice de diffusion turbulente.
Enfin, S est le terme repre´sentant les sources et les puits de l’espe`ce. Ici, la matrice de diffusion
turbulente K a e´te´ utilise´e pour fermer l’e´quation et repre´senter les termes du second ordre
(fermeture du premier ordre appele´e « the´orie-K »). On a suppose´ de plus que cette diffusion
turbulente est tre`s grande devant la diffusion mole´culaire, qui est donc ne´glige´e. La matrice K
n’est pas connue, et doit eˆtre estime´e par des parame´trisations empiriques, ou` l’on suppose que
les termes extra-diagonaux sont ne´gligeables. Elle s’e´crit alors
K =
 Kx 0 00 Ky 0
0 0 Kz
 .
Repre´sentation eule´rienne d’une source instantane´e
On se place a` pre´sent dans le cas d’une seule source ponctuelle, de coordonne´es (0, ys, zs),
e´mettant une masse totale Q de fac¸on instantane´e a` t = 0, et sans processus de pertes. On
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conside`re une situation me´te´orologique constante et homoge`ne, avec un vent moyen V = (u¯, 0, 0).
On conside`re enfin que les coefficients de diffusion Kx, Ky et Kz sont constants. L’e´quation 2.1
s’e´crit alors
∂c
∂t
+ u¯
∂c
∂x
= Kx
∂2c
∂x2
+Ky
∂2c
∂y2
+Kz
∂2c
∂z2
, (2.2)
avec, pour condition initiale
c(x, y, z, 0) = Qδ(x)δ(y − ys)δ(z − zs), (2.3)
et pour conditions aux limites
c(x, y, z, t) = 0 x, y, z → ±∞. (2.4)
Pour re´soudre cette e´quation, on e´crit la concentration sous la forme
c(x, y, z, t) = Q Gx(x, t)×Gy(y, t)×Gz(z, t) avec (2.5)
Gα(α, 0) = δ(α− αs) α ∈ {x, y, z}. (2.6)
Cette e´quation a pour solution analytique
Gα(α, t) =
1
2(πtKα)1/2
× exp
(
−(α− αs − Vαt)
2
4Kαt
)
, α ∈ {x, y, z}. (2.7)
avec xs = 0, Vx = u¯ et Vy = Vz = 0. On a donc finalement une expression de la concentration
c(x, y, z, t) =
Q
8(πt)3/2 (KxKyKz)
1/2
× exp
(
−(x− u¯t)
2
4Kxt
)
exp
(
−(y − ys)
2
4Kyt
)
exp
(
−(z − zs)
2
4Kzt
)
(2.8)
Repre´sentation eule´rienne d’une source continue
On se place a` pre´sent dans le cas d’une seule source ponctuelle, de coordonne´es (0, ys, zs),
ayant un de´bit massique constant Qs, et sans pertes processus de pertes. On conside`re une situa-
tion me´te´orologique constante et homoge`ne, avec un vent moyen V = (u¯, 0, 0). Pour simplifier,
on conside`re pour le moment que la turbulence K est constante et homoge`ne. L’e´quation 2.1
devient donc stationnaire et s’e´crit alors
u¯
∂c
∂x
= K
(
∂2c
∂x2
+
∂2c
∂y2
+
∂2c
∂z2
)
+Qsδ(x)δ(y − ys)δ(z − zs) (2.9)
avec, comme condition aux limites
c(x, y, z, t) = 0 x, y, z → ±∞. (2.10)
Cette e´quation peut se re´soudre en utilisant la variable r2 = x2 + (y − ys)2 + (z − zs)2. On
obtient alors
c(x, y, z) =
Qs
4π|K|r × exp
(
− u¯(r − x)
2K
)
. (2.11)
Il est ne´cessaire de rajouter ici une hypothe`se supple´mentaire, qui suppose que le panache est
e´troit dans la direction perpendiculaire au vent y (« slender plume approximation »). On a alors
x2 ≫ (y − ys)2 + (z − zs)2, et la distance r peut s’e´crire
r ≃ x
(
1 +
(y − ys)2 + (z − zs)2
2x2
)
. (2.12)
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L’approximation de panache e´troit revient a` supposer que le vent (dans la direction x) est
suffisamment important par rapport a` la turbulence. De ce fait, on peut ne´gliger la diffusion
turbulente dans cette direction. Dans l’e´quation 2.11, on remplace alors r par x et r − x par
(y−ys)2+(z−zs)2
2x . Enfin, la proce´dure pre´ce´demment de´crite se ge´ne´ralise aise´ment au cas de tur-
bulence non homoge`ne Kx 6= Ky 6= Kz. L’e´quation devient alors
c(x, y, z, t) =
Qs
4π(KyKz)1/2x
× exp
(
− u¯(y − ys)
2
4Kyx
)
exp
(
− u¯(z − zs)
2
4Kzx
)
. (2.13)
2.1.2 Mode`le gaussien de panache
En sortant du cadre eule´rien, on cherche a` repre´senter simplement une source ponctuelle
continue, en supposant que la distribution des concentrations est gaussienne. On fait les hy-
pothe`ses suivantes :
1. Une e´mission ponctuelle continue (donc active pendant un temps assez long pour avoir
un panache stabilise´ entre la source et le point observe´ le plus lointain), de de´bit constant
Qs,
2. Des vents suffisamment importants pour que la diffusion turbulente dans la direction du
vent soit ne´gligeable en comparaison de l’advection (approximation de panache e´troit),
3. Conditions me´te´orologiques uniformes et constantes (obtention d’un panache stable avant
que la situation me´te´orologique n’e´volue).
Formule de panache gaussien
L’hypothe`se (1) sugge`re que la concentration en un point ne varie pas au cours du temps ; en
pratique, il s’agit donc de conside´rer des concentrations moyenne´es sur un temps suffisamment
long (correspondant souvent au temps d’inte´gration d’un instrument de mesure). Du fait de la
me´te´orologie constante (hypothe`se (3)), il n’y a donc plus de de´pendance explicite au temps
(on parle parfois de « gaussien stationnaire »). De plus, l’hypothe`se (2) permet de ne´gliger
la turbulence dans la direction x (direction du vent). Si l’on fait l’hypothe`se que le panache
est repre´sente´ par une distribution gaussienne dans les deux directions y et z, centre´e sur les
coordonne´es de la source, et d’e´carts types (σy, σz), on peut alors e´crire
c(y, z) =
Qs
u¯
Gy(y − ys) Gz(z − zs)
=
Qs
u¯
[
1√
2πσy
exp
(
−(y − ys)
2
2σ2y
)] [
1√
2πσz
exp
(
−(z − zs)
2
2σ2z
)]
(2.14)
avec Qs le de´bit de la source (en unite´ de masse par seconde), et u¯ la vitesse moyenne du vent.
Les fonctions Gα sont celles de´finies par l’e´quation 2.7, ou` la de´pendance a` t a e´te´ e´limine´e en
supposant que t = x/u¯ (hypothe`se de me´te´orologie stationnaire). L’e´quation 2.14 donne une
expression analytique de la concentration e´mise par une source ponctuelle continue en tout point
de l’espace (figure 2.1).
L’e´quation 2.14 peut donc eˆtre relie´e a` la solution de l’e´quation eule´rienne obtenue sous les
meˆmes hypothe`ses (e´quation 2.13), en supposant t = x/u¯ et en reliant les e´carts types gaussiens
au coefficient de diffusion turbulente de l’e´quation 2.1 par la relation
σα =
√
2Kαt, α ∈ {x, y, z}. (2.15)
Il convient de noter cependant que cette forme en σα ∝ t1/2 ne s’applique que tre`s loin de la
source, une fois que la taille du panache couvre l’ensemble du spectre de taille des tourbillons
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Fig. 2.1 – Mode`le gaussien de panache stationnaire : le panache e´mis par une chemine´e est
repre´sente´ par une distribution gaussienne dans deux directions. A gauche : photo de panache
issu d’une chemine´e (cre´dit : Yelva Roustan). A droite : exemple de sortie du mode`le de panache
gaussien de Polyphemus.
de la turbulence. Proche de la source, σα croˆıt plus rapidement. Les formules donnant les e´carts
types d’un panache atmosphe´rique en fonction de la distance a` la source (ou du temps de
trajet de la bouffe´e) sont, en pratique, de´termine´es de fac¸on empirique sur des expe´riences de
dispersion. Dans la plupart de ces formules, on a en ge´ne´ral σα ∝ t1/2 lorsque t est suffisamment
grand. Les formulations utilise´es dans les mode`les de´veloppe´s dans cette the`se sont de´taille´es en
partie 2.2.
Notons par ailleurs que l’on a ∫ ∞
−∞
Gα(α)dα = 1, (2.16)
ce qui permet donc de s’assurer de la conservation de la masse∫ ∞
−∞
∫ ∞
−∞
u¯c(y, z)dy dz = Q. (2.17)
Conditions aux limites
Il n’est pas exact de supposer un panache s’e´tend dans tout l’espace. Il existe en effet des
conditions aux limites au sol (z = 0), et e´ventuellement a` la hauteur d’inversion (z = zi). La
hauteur d’inversion est la hauteur a` laquelle la tempe´rature de l’atmosphe`re augmente avec
l’altitude au lieu de diminuer, empeˆchant ainsi l’air charge´ de polluants de s’e´lever davantage.
Il s’agit donc de la hauteur maximale de me´lange : elle est mode´lise´e comme un « plafond »,
de fac¸on similaire au sol. Comme cette hauteur varie (de quelques dizaines de me`tres la nuit,
jusqu’a` 1 ou 2 km), des phe´nome`nes d’entraˆınement se produisent en pratique, mais ils sont
ne´glige´s dans le cadre de l’e´chelle locale et de la me´te´orologie stationnaire. Dans les mode`les de
Polyphemus, cette variation est de´crite de fac¸on binaire. Pendant la nuit, l’inversion est suppose´e
eˆtre proche du sol, et la plupart des polluants sont au-dessus de cette inversion. Pendant le jour,
la hauteur d’inversion est suppose´e e´leve´e, c’est-a`-dire de l’ordre de plusieurs centaines de me`tres
(et non quelques dizaines, comme de nuit), et donc au-dessus des sources : les re´flexions sur la
couche d’inversion sont donc mode´lise´es. La de´finition de la couche d’inversion et ses implications
pratiques sont de´taille´es en partie 2.2.1, notamment avec la figure 2.4.
Le panache n’est pas absorbe´ par le sol et la couche d’inversion, mais s’y re´fle´chit : si l’on
n’a aucun processus de perte de type de´poˆt, et aucun e´change avec la troposphe`re libre, les
re´flexions sont parfaites. La prise en compte du sol s’effectue en mode´lisant une source virtuelle
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« sous » le sol, a` la distance −zs. L’e´quation 2.14 est alors modifie´e et devient :
C(x, y, z) =
Qs
2πσyσzu¯
exp(−(y − ys)
2
2σ2y
)
[
exp
(
−(z − zs)
2
2σ2z
)
+ exp
(
−(z + zs)
2
2σ2z
)]
. (2.18)
Dans le cas ou` une couche d’inversion est pre´sente a` la hauteur zi, les re´flexions sur celle-ci
sont prises en compte de fac¸on similaire. La concentration est alors donne´e par l’e´quation 2.19
C(x, y, z) =
Qs
2πσyσzu¯
exp
(
−(y − ys)
2
2σ2y
)
×
+Nr∑
N=−Nr
[
exp
(
−(z − zs + 2Nzi)
2
2σ2z
)
+ exp
(
−(z + zs + 2Nzi)
2
2σ2z
)]
, (2.19)
ou` Nr re´flexions sur la couche d’inversion sont conside´re´es. Dans Arya [1999], la valeur Nr =
5 est pre´sente´e comme le maximum au-dela` duquel les termes de la somme sont ne´gligeables.
En pratique, Nr est souvent pris e´gal a` 1, comme pour le sol. Les formulations pre´ce´dentes
pre´sentent l’avantage de la simplicite´, mais ne sont valides que pour 0 ≤ z ≤ zi. En effet, si
l’on supposait que ces formules donnent la concentration dans tout l’espace, l’inte´grale sur tout
l’espace dans la direction z s’e´crirait∫ ∞
−∞
[
exp
(
−(z − zs)
2
2σ2z
)
+ exp
(
−(z + zs)
2
2σ2z
)]
dz = 2 (2.20)
avec ∫∞
−∞
[
exp
(
− (z−zs)2
2σ2z
)
+ exp
(
− (z+zs)2
2σ2z
)]
dz
=
∫ zi
−zi
[
exp
(
− (z−zs)2
2σ2z
)
+ exp
(
− (z+zs)2
2σ2z
)]
dz
= 2
∫ zi
0
[
exp
(
− (z−zs)2
2σ2z
)
+ exp
(
− (z+zs)2
2σ2z
)]
dz (2.21)
Pour assurer la conservation de la masse, il faut donc mettre les concentrations a` ze´ro en
dehors de la couche limite. L’e´quation 2.17 de conservation de la masse devient donc∫ zi
0
∫ ∞
−∞
cu¯ dy dz = Qs. (2.22)
Notons que les re´flexions ne sont pas prises en compte syste´matiquement dans les mode`les
de´veloppe´s pour cette the`se, mais seulement lorsque le panache est suffisamment proche du sol
ou de la couche d’inversion
– Il y a re´flexion au sol si σz > zs
– Il y a re´flexion sur la couche d’inversion si zs + σz > zi.
Enfin, lorsque le panache est suffisamment e´tendu sur la verticale (σz > 1.5 zi), on conside`re
que les diffe´rentes re´flexions et le me´lange turbulent l’ont rendu homoge`ne sur la verticale. La
concentration est alors donne´e par la formule de champ lointain 2.23
C(x, y, z) =
Qs
2πσyziu¯
exp
(
−(y − ys)
2
2σ2y
)
. (2.23)
55
56 Chapitre 2 – Description des mode`les a` l’e´chelle locale
2.1.3 Mode`le gaussien a` bouffe´es
Formule de bouffe´e gaussienne
Dans le cas d’un mode`le instationnaire, le panache est repre´sente´ sous la forme d’une se´rie
de bouffe´es gaussiennes dans les trois directions. Les hypothe`ses pre´sente´es en partie 2.1.2 sont
alors moins contraignantes : les hypothe`ses 1 et 2 n’ont plus lieu d’eˆtre. De plus, on suppose
simplement que la me´te´orologie est uniforme a` l’inte´rieur d’une meˆme bouffe´e (hypothe`se 3),
mais elle peut varier d’une bouffe´e a` l’autre, et dans le temps. Dans le cas d’une seule bouffe´e
e´mise, de quantite´ totale Q, La concentration de la bouffe´e suppose´e gaussienne dans les trois
directions peut s’e´crire
C(x, y, z) =
Q
(2π)3/2σxσyσz
exp
(
−(x− xc)
2
2σ2x
)
exp
(
−(y − yc)
2
2σ2y
)
exp
(
−(z − zc)
2
2σ2z
)
. (2.24)
Les coordonne´es du centre de la bouffe´e sont xc dans la direction du vent, yc et zc dans
les directions horizontale (perpendiculaire au vent) et verticale. Dans le cas d’un vent constant
u, on a donc xc = u tc avec tc le temps e´coule´ depuis que la bouffe´e a e´te´ e´mise (l’« aˆge » de
la bouffe´e). Les trois e´carts types de la gaussienne sont σx et σy dans la direction horizontale
(direction du vent et perpendiculaire au vent respectivement), et σz dans la direction verticale.
De meˆme que dans le cas du panache stationnaire, l’e´quation 2.24 est identique a` la solution
eule´rienne 2.8 en supposant que les e´carts types gaussiens et la diffusion eule´rienne sont relie´s
par l’e´quation 2.15. En ge´ne´ral, les formules de dispersion pour σy et σz sont les meˆmes que
dans le cas du mode`le de panache. Pour les parame´trisations qui ne donnent pas de formulation
spe´cifique de σx, celle de σy est utilise´e.
Les re´flexions sur le sol et la couche d’inversion ainsi que le champ lointain sont pris en
compte de manie`re similaire au mode`le de panache (e´quations 2.19 et 2.23 respectivement).
Liens entre les formulations de panache et de bouffe´e
Dans un cas de source continue et de me´te´orologie uniforme, la moyenne sur un temps
suffisamment long du mode`le a` bouffe´es permet de retrouver la solution stationnaire du mode`le
de panache (figure 2.1.3).
vent
Panache à modéliser
Modèle gaussien de panache
Modèle gaussien à bouffées
2σz
2σy
Fig. 2.2 – Mode`le gaussien instationnaire a` bouffe´es : le panache est discre´tise´ en une se´rie de
bouffe´es, gaussiennes dans les trois directions.
Si la source continue mode´lise´e en partie 2.1.2, de de´bit Qs, est discre´tise´e en un certain
nombre de bouffe´es, a` un pas de temps ∆tpuff , alors chaque bouffe´e contiendra la quantite´
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Q = ∆tpuff ×Qs. La concentration en un point est donne´e par la somme de la contribution de
toute les bouffe´es
C(x, y, z) =
Npuff∑
i=1
Qs ×∆tpuff
(2π)3/2σixσ
i
yσ
i
z
exp
(
−(x− x
i
c)
2
2σix
2
)
exp
(
−(y − y
i
c)
2
2σiy
2
)
exp
(
−(z − z
i
c)
2
2σiz
2
)
(2.25)
Les coordonne´es du centre de la bouffe´e i e´mise au temps ti = i∆tpuff sont x
i
c, y
i
c et z
i
c. Les
e´carts types associe´s sont note´s σix, σ
i
y, σ
i
z, et de´pendent de la position de la bouffe´e par rapport
a` la source (ou de son aˆge). Ces coordonne´es e´voluent au cours du temps. Dans le cas d’un vent
u¯ constant et homoge`ne dans la direction x, on a xic(t) = xs + u¯ (t− ti), yc = ys et zc = zs.
Le passage du cas discret (e´quation 2.25) au cas du panache continu s’e´crit en inte´grant sur
des bouffe´es e´mises a` des pas de temps infinite´simaux dt′
C(x, y, z) =
∫ ∞
−∞
Qs × dt′
(2π)3/2σxσyσz
exp
(
−(x− xs − u¯ (t− t
′))2
2σ2x
)
exp
(
−(y − ys)
2
2σ2y
)
exp
(
−(z − zs)
2
2σ2z
)
. (2.26)
Reprenons a` pre´sent les hypothe`ses faites en partie 2.1.2 : (1) la concentration est donne´e
en moyennant sur un temps d’inte´gration T (car elle ne de´pend pas du temps, et que la source
e´met en permanence), et (2) la dispersion turbulente dans la direction x est ne´gligeable devant
la distance a` parcourir dans cette direction :
σx ≪ x− xs. (2.27)
De plus, le panache est suppose´ dans un e´tat stationnaire, ce qui revient a` dire que la source a
commence´ a` e´mettre tre`s longtemps avant la mesure (a` t′ = −∞). Les conditions me´te´orologiques
sont e´galement stationnaires (hypothe`se (3) dans la partie 2.1.2). Les valeurs de σx, σy et σz en
un point donne´ (x, y, z) de´pendent du temps de transport de chaque bouffe´e t− t′. Cependant,
e´tant donne´ les conditions stationnaires, on conside`re que toutes les bouffe´es arrivent au point
(x, y, z) avec le meˆme temps de transport, et que les valeurs des e´cart types en un point donne´
sont donc constantes au cours du temps. L’e´quation 2.26 devient alors
C(x, y, z) =
1
T
Qs
2πσyσz
exp
(
−(y − ys)
2
2σ2y
)
exp(−(z − zs)
2
2σ2z
)∫ T
0
∫ ∞
−∞
1√
2πσx
exp
(
−(u¯ (t− t
′))2
2σ2x
)
dt′dt. (2.28)
En faisant le changement de variable t
′′
= t− t′, on calcule l’inte´grale∫ T
0
∫ ∞
−∞
1√
2πσx
exp
(
−(u¯ (t− t
′))2
2σ2x
)
dt′dt =
T
u¯
, (2.29)
ce qui permet donc de retrouver l’expression de la concentration du panache gaussien (e´quation 2.14)
C(y, z) =
Qs
u¯
Gy(y)Gz(z). (2.30)
La de´monstration pre´ce´dente permet de comprendre les hypothe`ses et les limitations des deux
mode`les. Le mode`le gaussien de panache fait des hypothe`ses plus contraignantes, notamment de
me´te´orologie constante et homoge`ne sur tout le domaine, contrairement au mode`le a` bouffe´es.
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Cette hypothe`se n’est plus valide hors du champ proche, et peut poser proble`me en cas de
cisaillement de vent important sur la verticale (ce qui est e´galement le cas pour les bouffe´es).
De plus, le fait de ne´gliger la turbulence horizontale en regard du transport (hypothe`se 2) n’est
plus valide en cas de vent tre`s faible.
Si l’on reste dans son domaine de validite´, la formulation de panache gaussien est cependant
plus approprie´e, pour des sources e´mettant en continu, que la formulation instationnaire. En
effet, le mode`le a` bouffe´e ne´cessite de discre´tiser le panache de fac¸on suffisamment fine, et
de faire une moyenne sur un temps assez long pour retrouver la solution stationnaire. Si l’on
conside`re qu’une bouffe´e a pour taille 2σx dans la direction x, deux bouffe´es successives e´mises
a` ti et ti+1 = ti +∆tpuff se recouvrent au temps t lorsque
σx(t− ti) + σx(t− ti+1) ≥ u¯
2
∆tpuff . (2.31)
Il n’est pas ne´cessaire, pour bien mode´liser un panache continu, de remplir cette condition a`
tre`s faible distance de la source : il suffit qu’elle soit remplie aux points d’inte´reˆt (par exemple,
a` un premier capteur de mesure). Si le vent est u¯ = 5 ms−1, et que σx(t) = 1000 m (taille
atteinte au bout d’une heure environ dans une atmosphe`re neutre), on obtient ∆tpuff = 800 s.
Cette valeur minimale est adapte´e dans une application re´gionale, ou` les capteurs sont e´loigne´s
de la source. Dans une application a` e´chelle locale (quelques kilome`tres), la valeur typique sera
plutoˆt de l’ordre de 60 s ou moins.
2.1.4 Mode`le de source line´ique
Jusqu’a` pre´sent, les mode`les de panache et de bouffe´es de´crits ne mode´lisent que des sources
ponctuelles. Cependant, ces formulations peuvent eˆtre adapte´es pour repre´senter des sources
line´iques telles que des tronc¸ons routiers. Les e´quations de´crites ici sont l’adaptation du mode`le
de panache, le mode`le a` bouffe´es pouvant eˆtre adapte´ de fac¸on similaire (non encore imple´mente´e
dans le mode`le a` bouffe´es de Polyphemus). Pour une description plus comple`te de ce type de
mode´lisation, on se re´fe´rera par exemple a` Yamartino [2008]. Une alternative, plus couˆteuse en
temps de calcul, est de discre´tiser une source line´ique en une se´rie de sources ponctuelles.
Prenons le cas ou` la source est place´e perpendiculairement a` la direction du vent, suivant
l’axe y. Les ordonne´es des deux extre´mite´s sont note´es y1 et y2, et l’on suppose que l’abscisse
de la source est x = 0. Il suffit donc d’inte´grer la solution ponctuelle (e´quation 2.14) entre les
deux extre´mite´s
c(x, y, z, t) =
Q
2πuσyσz
exp
(
− z
2
2σz2
)∫ y2
y1
exp
(
− y
2
2σy2
)
dy (2.32)
et l’on obtient alors
c(x, y, z) =
Q
2
√
2πuσz
[
erf
(
y − y1√
2σy1
)
− erf
(
y − y2√
2σy2
)]
(2.33)
Si l’on conside`re a` pre´sent que le vent fait un angle θ par rapport a` la source, il faut effectuer
un changement de repe`re afin de se placer dans le repe`re du vent
xvent = x cos θ + y sin θ (2.34)
yvent = −x sin θ + y cos θ (2.35)
Les e´carts types sont exprime´s en fonction de xvent, qui de´pendent de x et de y. Il est
ne´cessaire de faire une approximation, afin que σz ne de´pende plus que de x, et ne soit pas
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inclus dans l’inte´grale sur y. Pour cela, on suppose que la distance prise pour calculer σz est
la distance du point (x, y, z) a` une droite passant par la source line´ique [Venkatram et Horst,
2006]
d =
x
cos θ
. (2.36)
L’e´quation que l’on doit inte´grer est donc
c(x, y, z) =
Q
2πuσyσz
exp
(
− z
2
2σz2
)∫ y2
y1
exp
(
−(yvent − s)
2
2σy(s)2
)
ds. (2.37)
Tous calculs faits, et changements de variables effectue´s, on obtient [Briant, 2009]
c(x, y, z) =
Q
2
√
2πu cos θσz
exp
(
− z
2
2σz2
)
×[
erf
(
(y − y1) cos θ − x sin θ√
2σy1
)
− erf
(
(y − y2) cos θ − x sin θ√
2σy2
)]
. (2.38)
Dans cette e´quation, σy1 et σy2 sont calcule´s a` partir des distances du point a` chacune des
deux extre´mite´s de la source dans la direction du vent. En revanche, σz est calcule´ a` partir de
la distance d donne´e par l’e´quation 2.36.
2.2 Mode´lisation de la dispersion
Les formules pre´sente´es en partie 2.1 ne´cessitent d’e´valuer les e´carts types gaussiens, σx, σy
et σz. Ces e´carts types sont donne´s par des formules empiriques, calibre´es sur de nombreuses
expe´riences permettant d’e´valuer la dispersion pour diffe´rentes conditions me´te´orologiques, ainsi
que pour des types de sol (ruraux, urbains) varie´s. L’expression totale des e´carts types gaussiens
peut tenir compte, non seulement de l’extension du panache due a` la turbulence (σyturb , σzturb),
mais aussi du diame`tre initial de la source ds, et de l’e´largissement ajoute´ par la surhauteur
(σypr , σzpr) de´crit dans la partie 2.3. Les e´carts types sont alors donne´s par
σ2y = σ
2
yturb
+ σ2ypr +
d2s
4
, σ2z = σ
2
zturb
+ σ2zpr (2.39)
Dans la suite, par simplicite´, on notera les e´carts types turbulents σyturb et σzturb simplement
σy et σz. Ils sont parame´tre´s par les formules empiriques de´crites ci-dessous.
2.2.1 Variables de la dispersion turbulente
L’e´quation eule´rienne 2.1 mode´lise le transport des polluants dans l’atmosphe`re a` travers
l’advection, c’est-a`-dire le de´placement horizontal par le vent, et la diffusion, qui correspond au
brassage par la turbulence atmosphe´rique. Dans le cas eule´rien, cette diffusion est repre´sente´e
par le coefficient K ; dans le cas gaussien, elle est donne´e par les e´carts types gaussiens. Dans les
deux cas, des formules empiriques sont utilise´es pour donner une expression de cette diffusion
turbulente. Ces formules sont base´es sur quelques parame`tres de´crivant l’e´tat de l’atmosphe`re,
qui sont brie`vement de´finis dans cette partie. Pour une description plus comple`te, on se re´fe´rera
a` Hanna et al. [1982], Arya [1999] et Seinfeld et Pandis [1998].
En pratique, on peut distinguer deux phe´nome`nes contribuant a` la diffusion turbulente :
– la turbulence d’origine dynamique, qui correspond au cisaillement du vent duˆ au frotte-
ment sur le sol,
– la turbulence d’origine thermique, lie´e au gradient vertical de tempe´rature potentielle. La
tempe´rature potentielle θ est la tempe´rature qu’aurait un gaz ramene´ adiabatiquement de
la tempe´rature T et la pression P a` la pression atmosphe´rique au sol P0 = 1000 hPa.
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Couche limite et cisaillement de vent
On de´finit la couche limite atmosphe´rique (ou, simplement « couche limite ») comme la
partie de l’atmosphe`re qui est directement influence´e par la surface terrestre, dans un temps
caracte´ristique d’environ 1 heure. La description de la dispersion des polluants se fait a` l’inte´rieur
de la couche limite (aux e´chelles mode´lise´es ici). La hauteur de couche limite h varie de quelques
dizaines de me`tres (la nuit) a` quelques kilome`tres. La partie de l’atmosphe`re situe´e au-dessus
de la couche limite se nomme « troposphe`re libre » et n’influence que peu les concentrations
au sol, excepte´ par les nuages qui s’y de´veloppent. La couche limite se divise entre la « couche
d’Ekman », ou` la direction du vent tourne avec la hauteur a` cause de la force de Coriolis, et la
« couche de surface », proche du sol. Dans cette couche, la direction du vent ainsi que les flux
turbulents (turbulence me´canique et thermique) sont constants (ou varient de moins de 10%).
On conside`re que la hauteur de la couche de surface est d’environ 10% celle de la couche limite.
A l’inte´rieur de cette couche, il peut y avoir une sous-couche laminaire de quelques dizaines de
centime`tres. Elle de´pend de la hauteur typique des obstacles ge´ne´rant de la turbulence (note´e
z0, et appele´e « hauteur de rugosite´ »). La figure 2.3 repre´sente ces diffe´rents parame`tres de la
couche limite.
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Fig. 2.3 – Repre´sentation de la couche limite atmosphe´rique : couche limite de hauteur h,
divise´e entre la couche d’Ekman et la couche de surface.
Stabilite´
Si les e´changes horizontaux sont lie´s essentiellement au transport par le vent, le vent vertical
est tre`s faible et le transport vertical des polluants est principalement turbulent. Il est lie´ no-
tamment a` la turbulence d’origine thermique, due au re´chauffement au sol par le rayonnement
solaire. De plus, la convection nuageuse, lorsqu’elle se produit, est une source importante de
transport vertical.
La turbulence atmosphe´rique est souvent associe´e a` la notion de stabilite´, qui de´pend du
profil vertical de tempe´rature. Dans une atmosphe`re instable, une parcelle d’air chaud, en mon-
tant, se refroidit moins vite que le gradient vertical de tempe´rature. Ainsi, la diffe´rence entre
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la parcelle d’air chaud et l’air ambiant s’amplifie, accentuant le mouvement ascendant. Cela
provoque de grands mouvements d’air convectifs, donc une dispersion importante des polluants.
Notons d’ailleurs que dans ce cas, l’hypothe`se d’une distribution gaussienne du panache sur
la verticale n’est plus valable, car elle ne distingue pas les mouvements convectifs ascendants
et descendants qui peuvent se produire. Certains mode`les repre´sentent alors la distribution
verticale du panache par la somme de deux gaussiennes, l’une dans le mouvement ascendant,
l’autre descendant. Inversement, dans une atmosphe`re stable, les mouvements convectifs d’ori-
gine thermique sont tre`s faibles ou inexistants. Si une parcelle montante se refroidit plus vite
que le gradient vertical de tempe´rature, la diffe´rence de tempe´rature avec l’air ambiant diminue
et le mouvement ascendant est freine´. La limite entre les deux situations est appele´e atmosphe`re
neutre.
L’e´tat le plus stable de l’atmosphe`re correspond au cas ou` le gradient de tempe´rature
s’inverse, et ou` l’air devient plus chaud avec l’altitude. On appelle ce cas l’« inversion de
tempe´rature », et la partie de l’atmosphe`re ou` il se produit est la « couche d’inversion ». La
hauteur ou` le gradient vertical de tempe´rature s’inverse est la hauteur zi de´ja` introduite en
partie 2.1.2. En pratique, il existe deux principaux cas d’inversion :
1. De jour, le gradient vertical de tempe´rature est en ge´ne´ral ne´gatif. Toutefois, une inversion
peut se produire en hauteur lorsqu’une masse d’air chaud est transporte´e au-dessus d’une
masse d’air plus froid. Dans ce cas, la hauteur d’inversion est e´leve´e (plusieurs centaines
de me`tres). L’atmosphe`re est donc neutre ou instable entre le sol et la hauteur d’inversion,
et stable au-dela` : les e´changes sont bloque´s a` cette hauteur.
2. De nuit, lorsque le sol se refroidit par rayonnement infrarouge, il devient plus froid que
l’air ambiant : il y a donc inversion de tempe´rature pre`s du sol, sur quelques dizaines de
me`tres. Les polluants e´mis dans la journe´e pre´ce´dente sont bloque´s au-dessus, dans ce
que l’on appelle la « couche re´siduelle ». Sa hauteur est celle de la couche limite du jour
pre´ce´dent.
La figure 2.4 illustre les deux cas d’inversion de tempe´rature de´crits ci-dessus. Notons que,
lorsqu’il y a inversion, la hauteur de couche limite est la hauteur d’inversion puisqu’il n’y a
pratiquement pas d’e´changes entre la surface et la partie de l’atmosphe`re situe´e au-dessus de la
hauteur d’inversion.
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Fig. 2.4 – Repre´sentation de l’inversion de tempe´rature dans les deux cas les plus fre´quents :
(a) inversion en hauteur dans la journe´e (zi de l’ordre de 100 m) et (b) inversion proche du sol
la nuit (zi de l’ordre de 10 m).
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La stabilite´ de l’atmosphe`re de´pend donc du gradient vertical de tempe´rature, qui lui-
meˆme de´pend de l’ensoleillement (de jour) et de la couverture nuageuse (de nuit). Elle de´pend
e´galement du vent. Les classes de stabilite´ de Pasquill-Turner permettent de de´crire la stabilite´
de l’atmosphe`re en fonction de ces quelques parame`tres. Il y a six classes de stabilite´, de A (tre`s
instable) a` F (tre`s stable). La fac¸on de les de´terminer d’apre`s Turner [1969] est donne´e par le
tableau 2.1 pour le jour, et par le tableau 2.2 pour la nuit.
Vitesse du vent a` 10 m Fort rayonnement solaire Rayonnement solaire mode´re´ Faible rayonnement solaire
m s−1 I > 700 Wm−2 350 Wm−2 ≤ I ≤ 700 Wm−2 I < 350 Wm−2
≤ 2 A A-B B
2-3 A-B B C
3-5 B B-C C
5-6 C C-D D
≥ 6 C D D
Tab. 2.1 – Estimation des classes de stabilite´ de Pasquill, d’apre`s Turner [1969] (journe´e).
Vitesse du vent a` 10 m Couverture nuageuse Couverture nuageuse
m s−1 ≥ 1/2 ≤ 1/2
≤2
2-3 E F
3-5 D E
5-6 D D
≥ 6 D D
Tab. 2.2 – Estimation des classes de stabilite´ de Pasquill, d’apre`s Turner [1969] (nuit).
De nombreuses parame´trisations des e´carts types gaussiens reposent sur cette description
discre`te de l’e´tat de l’atmosphe`re par des classes de stabilite´, par exemple les formules de Briggs
(partie 2.2.2). Plus simplement, les formules de Doury (partie 2.2.3) se basent sur deux classes
de stabilite´ seulement, de´pendant du gradient vertical de tempe´rature.
Longueur de Monin-Obukhov
La caracte´risation discre`te de la stabilite´ par classes est grossie`re. Si davantage de donne´es
me´te´orologiques sont disponibles, il est possible de calculer les e´carts types en se basant sur
d’autres parame`tres de´crivant la stabilite´ (partie 2.2.4). Un de ces parame`tres est la longueur
de Monin-Obukhov L, qui repre´sente le rapport entre la production de turbulence d’origine
me´canique et celle d’origine thermique. Si L → ±∞, il n’y a pas de flux de chaleur turbulent
vertical, et l’atmosphe`re est neutre. Si L est positive, l’atmosphe`re est stable (gradient vertical
positif), et si L est ne´gative, l’atmosphe`re est instable. Le tableau 2.3 donne les valeurs de L pour
lesquelles l’atmosphe`re est conside´re´e comme stable, instable, ou neutre, et la correspondance
avec les classes de stabilite´ de Pasquill.
Autres variables
Pour comple´ter la description de l’e´tat turbulent de l’atmosphe`re, d’autres variables sont
de´finies par une analyse dimensionnelle :
– La vitesse de frottement u∗ est une vitesse caracte´ristique de la turbulence provenant
du cisaillement de vent. Elle est de´finie a` partir du flux turbulent de surface (suppose´
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L : longueur de Monin-Obukhov (m) Stabilite´ Classe de Pasquill
−100 ≤ L < 0 instable B
−105 ≤ L < −100 instable C
|L| > 105 neutre D
10 ≤ L < 105 stable E
0 ≤ L < 10 stable F
Tab. 2.3 – Correspondances entre la longueur de Monin-Obukhov et les classes de stabilite´
(Seinfeld et Pandis [1998]).
constant dans la couche limite de surface)
u∗ =
∣∣〈u′w′〉∣∣
z=0
. (2.40)
– La vitesse convective w∗ est caracte´ristique des mouvements verticaux convectifs produits
par la turbulence d’origine thermique.
Ces variables sont relie´es entre elles, a` la longueur de Monin-Obukhov L et a` la hauteur de
couche limite h par la relation :
−L
0.4h
=
u3∗
w3∗
(2.41)
La turbulence engendre´e par le frottement est naturellement lie´e a` la hauteur de rugosite´
z0. Dans le cas d’une surface tre`s plane (glace par exemple), cette hauteur est tre`s faible (pas
d’aspe´rite´s engendrant de la turbulence) ; on prend alors z0 = 10
−5 m. Inversement, dans le cas
de zones urbanise´es, il faut prendre en compte la turbulence engendre´e par les baˆtiments, et
z0 est comprise entre 2 m (quartier pavillonnaire), et 10 m (tours). En fonction de la viscosite´
de l’air ν, on peut donc de´finir un nombre de Reynolds caracte´ristique de l’e´coulement dans la
couche de surface :
Re∗ =
u∗z0
ν
. (2.42)
De fac¸on expe´rimentale, on de´termine que Re∗ < 0.13 pour un e´coulement laminaire et Re∗ >
2.5 pour un e´coulement turbulent.
Des relatioins empiriques peuvent eˆtre de´termine´es entre les parame`tres z0 et L, et la sta-
bilite´. En effet, la longueur de Monin-Obukhov mesure le rapport entre la turbulence d’origine
me´canique (lie´e a` z0) et d’origine thermique (lie´e a` la stabilite´). Golder [1972] donne ainsi une
relation entre L, la classe de stabilite´ de Pasquill, et z0, sous la forme :
1
L
= a+ b log z0, (2.43)
avec a et b des coefficients de´pendant de la stabilite´. Dans la suite, les parame`tres utilise´s, en
particulier pour la the´orie de la similitude sont u∗, w∗, h et L. Si l’un de ces quatre parame`tres
n’est pas disponibles dans les donne´es me´te´orologiques, il est possible de l’estimer en fonction
des autres donne´es, en particulier avec les e´quations 2.41 et 2.43.
2.2.2 Formules de Briggs
Les formules de Briggs font partie des parame´trisations « ancienne ge´ne´ration » qui de´pendent
des classes de stabilite´ de Pasquill. Parmi les autres parame´trisations de ce type couramment
utilise´es, on peut citer les e´carts types de Pasquill-Guifford [Pasquill, 1961]. Les formules de
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Briggs sont une tentative de synthe´tiser diffe´rentes parame´trisations existantes, en les interpo-
lant pour des terrains ruraux ou urbains. Les e´carts types de Briggs sont donne´s sous la forme
ge´ne´rale :
σy =
α x√
1 + β x
, σz = α x (1 + β x)
γ , (2.44)
avec x la distance a` la source dans la direction du vent, et α, β et γ des coefficients de´pendant
de la classe de stabilite´. Le tableau 2.4 donne les formules pour le cas rural et le tableau 2.5
pour les terrains urbains.
Classe de Pasquill σy σz
A 0.22x(1 + 0.0001x)−1/2 0.20x
B 0.16x(1 + 0.0001x)−1/2 0.12x
C 0.11x(1 + 0.0001x)−1/2 0.08x(1 + 0.0002x)−1/2
D 0.08x(1 + 0.0001x)−1/2 0.06x(1 + 0.0015x)−1/2
E 0.06x(1 + 0.0001x)−1/2 0.03x(1 + 0.0003x)−1
F 0.04x(1 + 0.0001x)−1/2 0.016x(1 + 0.0003x)−1
Tab. 2.4 – Formules de Briggs pour terrain rural, en fonction de la classe de stabilite´ de Pasquill
et de la distance x a` la source, dans la direction du vent.
Classe de Pasquill σy σz
A-B 0.32x(1 + 0.0004x)−1/2 0.24x(1 + 0.001x)1/2
C 0.22x(1 + 0.0004x)−1/2 0.20x
D 0.16x(1 + 0.0004x)−1/2 0.14x(1 + 0.0003x)−1/2
E-F 0.11x(1 + 0.0004x)−1/2 0.08x(1 + 0.0015x)−1
Tab. 2.5 – Formules de Briggs pour terrain urbain, en fonction de la classe de stabilite´ de
Pasquill et de la distance x a` la source, dans la direction du vent.
2.2.3 Formule de Doury
Une autre formulation des e´carts types base´e sur une repre´sentation simplifie´e de l’at-
mosphe`re est donne´e dans Doury [1976]. Elle a e´te´ de´veloppe´e spe´cifiquement pour l’application
aux radionucle´ides, et de´termine´e empiriquement, sur des expe´riences en champ plus lointain
que celles utilise´es en ge´ne´ral (notamment par Briggs). Il n’y a que deux types de stabilite´ : la
dispersion normale (variation de tempe´rature infe´rieure a` −0.5 ◦C sur 100 m), ou faible (varia-
tion supe´rieure a` −0.5 ◦C sur 100 m). Si le gradient de tempe´rature n’est pas connu, la classe de
Pasquill peut eˆtre utilise´e. A de´faut, on conside`re que la dispersion normale a lieu de jour, ou
de nuit avec un vent de plus de 3 m s−1, et la dispersion faible a lieu de nuit avec un vent faible.
Cette repre´sentation est cependant tre`s simplifie´e (une dispersion faible peut tre`s bien avoir lieu
de jour), mais pre´sente l’avantage de ne ne´cessiter aucune donne´e me´te´orologique autre que le
vent. Les e´carts types sont sous la forme ge´ne´rale :
σy = (Aht)
Bh , σz = (Azt)
Bz , (2.45)
ou` t est le temps de transfert, depuis l’e´mission de la bouffe´e. Dans le cas stationnaire, on a
t = x/u¯. Le tableau 2.6 donne les coefficients de calcul des e´carts types pour la dispersion
normale, et le tableau 2.7 pour les cas de faible dispersion.
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Temps de trajet (s) Ah Az Bh Bz
0 < t ≤ 240 0.405 0.42 0.859 0.814
240 < t ≤ 3280 0.135 1.00 1.130 0.685
3280 < t ≤ 97000 0.135 20.0 1.130 0.50
97000 < t ≤ 508000 0.463 20.0 1.00 0.50
508000 < t ≤ 1300000 6.50 20.0 0.824 0.50
t > 1300000 2.105 20.0 0.50 0.50
Tab. 2.6 – Coefficients de Doury pour la diffusion normale.
Temps de trajet (s) Ah Az Bh Bz
0 < t ≤ 240 0.405 0.20 0.859 0.50
240 < t ≤ 97000 0.135 0.20 1.130 0.50
97000 < t ≤ 508000 0.463 0.20 1.00 0.50
508000 < t ≤ 1300000 6.50 0.20 0.824 0.50
t > 1300000 2.105 0.20 0.50 0.50
Tab. 2.7 – Coefficients de Doury pour la diffusion faible.
2.2.4 The´orie de la similitude
La the´orie de la similitude consiste, de fac¸on ge´ne´rale, a` de´terminer des relations entre
diffe´rentes e´chelles d’un e´coulement, via une analyse dimensionnelle. Ici, il s’agit de relier les
e´carts types de la dispersion σy et σz aux variables lie´es a` la petite e´chelle de la turbulence, et
en particulier les e´carts types des fluctuations du vent : σ2v = 〈v′2〉 dans la direction horizontale,
et σ2w = 〈w′2〉 dans la direction verticale. Irwin [1979] donne la forme ge´ne´rale suivante pour
cette relation :
σy = σv t Fy, σz = σw t Fz, (2.46)
ou` Fy et Fz sont des fonctions de´termine´es de fac¸on empirique. D’apre`s la the´orie de diffusion
de Taylor [Taylor, 1921], la diffusion d’un panache de source ponctuelle a deux comportements
distincts suivant le temps de transfert t : σ ∝ t lorsque t→ 0 et σ ∝ √t lorsque t→∞. La tran-
sition se fait lorsque les particules ont « oublie´ » leur vitesse initiale, et le temps caracte´ristique
de cette transition s’appelle l’e´chelle de temps lagrangienne, note´e τL. Les fonctions Fy et Fz
sont de´termine´es en fonction des caracte´ristiques de la couche limite de´crites en partie 2.2.1 : la
longueur de Monin-Obukhov L, la vitesse de frottement u∗ et la vitesse convective w∗, ainsi que
la vitesse moyenne du vent u et la hauteur de couche limite note´e h. De plus, les e´carts types
des fluctuations de vent σv et σw, ainsi que l’e´chelle de temps lagrangienne τL, sont e´galement
exprime´es en fonction des grandeurs caracte´ristiques de l’e´coulement.
Les formules utilise´es dans Polyphemus sont de´taille´es ci-dessous. En plus de la description
des parame`tres dans la couche limite, des formulations alternatives pour les sources en hauteur
(au-dessus de 100 m) sont propose´es. Des parame´trisations pour la dispersion au-dessus de la
couche limite sont e´galement propose´es.
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Dans la couche limite
E´cart type horizontal De´terminer l’e´cart type σy ne´cessite d’abord d’exprimer l’e´cart type
horizontal du vent σv. Les formules utilise´es pour cela sont issues de Hanna et al. [1982].
σv = u∗
(
12− 0.5h
L
)1/3
instable (2.47)
σv = 1.3 u∗ exp
(
−2 f z
u∗
)
neutre (2.48)
σv = max(1.3 u∗
(
1− z
h
)
, 0.2) stable (2.49)
avec h la hauteur de couche limite, L la longueur de Monin-Obukhov, f le parame`tre de Coriolis
et z la hauteur a` laquelle les e´carts types sont calcule´s.
La fonction Fy est donne´e sous la forme
Fy =
(
1 + 0.5
t
τL
)−1/2
, (2.50)
avec τL l’e´chelle de temps lagrangienne, calcule´e d’apre`s Hanna [1984]
τL = 0.15
h
σv
instable (2.51)
τL = 0.5
z
σv
/
[
1 + 15
f z
u∗
]
neutre (2.52)
τL = 0.07
h
σv
√
z
h
stable. (2.53)
E´cart type vertical L’e´cart type vertical du vent σw est calcule´ d’apre`s les formules de
Venkatram et al. [1984] pour les cas stables et neutres, et de Weil [1988] pour les cas convectifs
σw = 0.6 w∗ instable (2.54)
σw = 1.3 u∗
(
1− z
h
)3/4
stable/neutre (2.55)
avec w∗ la vitesse convective, u∗ la vitesse de frottement.
La fonction Fz est donne´e par Irwin [1979] pour les cas stables et neutres, et par Weil [1988]
pour les cas convectifs :
– Cas instables :
Fz =
(
1 + 0.5
t
τLz
)−1/2
(2.56)
– Cas stables et neutres :
Fz =
{ [
1 + 0.9 ( t50)
]−1
si z < 50[
1 + 0.945 (0.1 t)0.806
]−1
si z ≥ 50 (2.57)
L’e´chelle de temps Lagrangienne verticale τLz est donne´e dans Hanna et al. [1982] :
τLz = 0.15 h
1− exp (−5 zh)
σw
instable
τLz = 0.5
z
σw
/
[
1 + 15
f z
u∗
]
neutre (2.58)
τLz = 0.10
h
σw
( z
h
)0.8
stable (2.59)
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Formules alternatives pour les sources en hauteur
Dans Hanna et Paine [1989], des formules alternatives sont propose´es pour des sources situe´es
a` plus de 100 m de hauteur, arguant du fait que les formules pre´ce´dentes ont e´te´ calibre´es sur des
expe´riences avec des rejets proches du sol. Ainsi, dans les cas de rejets en hauteur (expe´rience de
Kincaid par exemple), Hanna et Paine [1989] estime que la dispersion donne´e par les formules
« classiques » est sous-estime´e dans les cas stables et neutres. Les e´carts types du vent sont donc
calcule´s diffe´remment :
– L’e´cart type vertical du vent est donne´ par
σw = 0.5
√
1.2 u2∗ + 0.35 w
2
∗ L ≥ 100 (2.60)
σw = 1.3 u∗ 0 ≤ L < 100 (2.61)
– L’e´cart type horizontal du vent est donne´ par
σv = 0.7
√
3.6 u2∗ + 0.35 w
2
∗ L ≥ 100 (2.62)
σv = max
(
1.5
√
3.6 u2∗ + 0.35 w
2
∗, 0.5
)
0 ≤ L < 100 (2.63)
Pour l’e´cart type vertical, l’e´chelle de temps lagrangienne est modifie´e pour les cas stables
et le´ge`rement instables. Ici, le parame`tre de stabilite´ statique de Briggs sp est utilise´ :
sp =
gdθ/dz
T
, (2.64)
avec g = 9.81 m s−2 l’acce´le´ration gravitationnelle, et dθ/dz le gradient de tempe´rature poten-
tielle.
– Dans le cas des situations stables/neutres (L > 0) :
τLz = z/σw si z ≤ L (2.65)
τLz = 0.27
√
sp si L ≤ 10 (2.66)
τLz = (z/σw) (L− 10)/(z − 10) + 0.27 √sp (z − L)/(z − 10) si 10 < L < z(2.67)
– Dans le cas de situations le´ge`rement instables (−100 ≤ L ≤ 0) :
τLz = 0.27 (z/σw) (0.55− 0.38 z/|L|) si z ≤ |L| (2.68)
τLz = 0.3 (h/σw) (1− exp(−5z/h)− 0.0003 exp(8z/h)) si |L| < z < h (2.69)
Au-dessus de la couche limite
Formules d’HPDM pour les e´carts types du vent Les formules de dispersion donne´es
par la the´orie de la similitude sont valides uniquement dans la couche limite. Les donne´es
disponibles pour la dispersion au-dessus de la couche limite e´tant rares, les formules utilise´es
dans ce cas sont tre`s simples. Seuls les e´carts types du vent sont modifie´s, d’apre`s Hanna et
Paine [1989] :
σv = 0.1
√
3.6 u2∗ + 0.35 w
2
∗ (2.70)
σw = 0.1
√
1.2 u2∗ + 0.35 w
2
∗ (2.71)
Ces formules sont applique´es pour toutes les stabilite´s. Elles permettent de s’assurer que
les parame`tres de dispersion sont toujours positifs et qu’il n’y a pas de division par ze´ro, ou
de racine carre´e d’une valeur ne´gative. Cependant, il faut noter aussi que la plupart des cas
pratiques de dispersion ont lieu a` l’inte´rieur de la couche limite, et que ces formules seront donc
relativement peu utilise´es.
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Formule de Gillani pour l’e´cart type vertical Une formulation alternative pour σz au-
dessus de la couche limite est donne´e dans Gillani et Godowitch [1999]
σ2z = σ
2
zpr (1 + 2.3
√
t) (2.72)
avec t le temps de transfert du panache depuis l’e´mission (en prenant une e´mission a` t = 0).
Cette formule peut eˆtre applique´e au-dessus de la couche limite quelle que soit la parame´trisation
utilise´e par ailleurs. La valeur initiale de l’e´cart type due a` la surhauteur, σzpr , est calcule´e d’une
fac¸on diffe´rente des formules donne´es en partie 2.3
σzpr = max
(
15 exp(−117 dT
dz
), 3
)
(2.73)
avec dT/dz le gradient vertical de tempe´rature.
2.3 Mode´lisation de la surhauteur
Dans le cas de rejets beaucoup plus chauds que la tempe´rature de l’air ambiant, ou e´mis
avec une vitesse d’e´jection importante, le panache atteint une certaine hauteur avant d’avoir
un comportement identique a` l’air ambiant et avant de satisfaire les e´quations de transport
pre´ce´demment de´crites. Cette diffe´rence entre la hauteur d’e´jection et la hauteur finale atteinte
par le panache s’appelle la surhauteur (« plume rise »), et peut eˆtre importante (de l’ordre de
plusieurs centaines de me`tres). Une mode´lisation exacte de la surhauteur supposerait de de´crire
pre´cise´ment le comportement du fluide e´mis par un mode`le de jet. Des formules empiriques
plus simples fournissent une estimation de la surhauteur en fonction de la hauteur initiale, du
diame`tre de la source, de la tempe´rature et de la vitesse d’e´jection du fluide e´mis. Plusieurs de
ces formules, fournies dans Polyphemus, sont de´crites ici. Elles fournissent toutes une estimation
de la hauteur finale du panache, en supposant qu’elle est atteinte instantane´ment a` la sortie de
la source, avant tout de´placement horizontal du panache (figure 2.5).
zs
zp
Centre du panache
Surhauteur
Point d'émission
modélisé
σzpr
Fig. 2.5 – Repre´sentation d’une source en hauteur : zs est la hauteur de source, et zp est la
hauteur effective du panache, en tenant compte de la surhauteur. On mode´lise l’e´mission a` la
hauteur zp, en ne´gligeant le de´placement horizontal du panache avant d’atteindre cette hauteur.
La largeur initiale du panache est σzpr .
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Si l’on note la surhauteur ∆h, la hauteur finale atteinte est donne´e par zp = zs + ∆h
and zs. La hauteur de la source zs est alors remplace´e par zp dans l’e´quation 2.14. De plus,
l’e´largissement du panache pendant cette phase d’e´le´vation est repre´sente´ par un terme addi-
tionnel dans le calcul des e´carts types (dans l’e´quation 2.39). L’estimation pour la direction y
fournie ici provient de Irwin [1979], et provient pour la direction z de Hanna et Paine [1989]
σypr =
∆h
3.5
, σzpr =
∆h
2
. (2.74)
2.3.1 Surhauteur de Briggs et HPDM
Des estimations de la surhauteur sont donne´es par les formules de Briggs [Briggs, 1969], et
re´sume´es dans Seinfeld et Pandis [1998]. Des estimations diffe´rentes sont donne´es suivant que
la surhauteur est principalement due a` la vitesse d’e´jection, ou a` la flottabilite´ (c’est-a`-dire a` la
diffe´rence de tempe´rature avec l’air ambiant). Les formules de´crites ici font la seconde hypothe`se
(e´quations 2.76 a` 2.81). Dans ces formules, sp est le parame`tre de stabilite´ statique de Briggs
(e´quation 2.64), et Fb est le parame`tre de flottabilite´ initiale, de´fini par
Fb = g vs d
2
s
Ts − T
Ts
(2.75)
avec g l’acce´le´ration gravitationnelle, T la tempe´rature ambiante, vs la vitesse d’e´jection du gaz
e´mis en sortie de source, ds le diame`tre de la source et Ts la tempe´rature du gaz e´mis.
Cas stables
Les formules de Briggs pour les cas stables donnent la surhauteur finale comme ∆h =
min(∆h1,∆h2), avec
∆h1 = 2.6
(
Fb
u sp
)1/3
, (2.76)
∆h2 = 4 F
1/4
b s
−3/8
p . (2.77)
Cas instables et neutres
Les formules de Briggs dans les cas instables donnent
∆h = 21.4
F
3/4
b
u
si Fb < 55 (2.78)
∆h = 38.71
F
3/5
b
u
si Fb ≥ 55 (2.79)
Les formules ci-dessus calculent la surhauteur en fonction des parame`tres de l’e´mission, en
tenant compte uniquement du vent et de la tempe´rature ambiante pour de´crire l’atmosphe`re
exte´rieure. Cependant, dans les cas neutres et instables, la turbulence atmosphe´rique n’est pas
ne´gligeable, et peut stopper la trajectoire verticale du panache plus rapidement que l’estimation
pre´ce´dente ne le pre´voit. Dans Briggs [1971], la hauteur d’arreˆt du panache due a` la turbulence
exte´rieure (« plume breakup ») est de´finie comme la hauteur ou` les taux de dissipation d’e´nergie
turbulente sont e´gaux a` l’inte´rieur du panache et dans l’atmosphe`re. L’estimation de Briggs
pour les cas neutres est rapporte´e dans Hanna [1984] et utilise´e ici (e´quation 2.80). Pour les cas
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instables, la formule 2.81 provient de celle utilise´e dans le mode`le HPDM et de´crite dans Hanna
et Paine [1989].
∆h = 4.3
(
Fb
u w2∗
)3/5
z
2/5
i instable (2.80)
∆h = 1.54
(
Fb
u u2∗
)2/3
z1/3s neutre (2.81)
Les deux formules ci-dessus donnent une estimation de la surhauteur maximale atteinte par
le panache. La surhauteur finale est le minimum entre les diffe´rentes estimations possibles pour
une stabilite´ donne´e.
2.3.2 Formule de Concawe
Une e´tude comparative des diffe´rentes parame´trisations de surhauteur, y compris celle
de Holland et Stu¨mke (partie 2.3.3), est de´crite dans Brummage [1968]. Parmi ces formules,
toutes sont base´es sur le flux de chaleur de la source Qh et ne de´pendent donc pas de la si-
tuation me´te´orologique. Le but de cette e´tude e´tait de trouver une formulation synthe´tique,
repre´sentative des meilleures parame´trisations, de la forme
∆h = K
Qαh
uβ
, (2.82)
avec K, α et β des constantes empiriques. Le re´sultat, appele´ formule de Concawe, est donne´
par
∆h = 0.071
Q0.55h
u0.67
. (2.83)
Le flux de chaleur (par seconde) peut se calculer, a` pression constante, par la formule
Qh = n Cp ∆T, (2.84)
avec n le nombre de moles de gaz e´mis, Cp la capacite´ calorifique molaire du gaz e´mis (en
Jmol−1K−1), et ∆T = Ts − T la diffe´rence de tempe´rature entre le gaz e´mis et l’air ambiant.
Par ailleurs, le volume de gaz e´jecte´ par seconde est donne´ en fonction de la vitesse d’e´jection
vs et du diame`tre ds
Vs = π vs
d2s
4
. (2.85)
Si on note le volume molaire des gaz parfaits Vm = 24 Lmol
−1, le nombre de moles e´jecte´es
par seconde est alors donne´ par n = Vs/Vm. En prenant une capacite´ calorifique molaire e´gale
a` celle de l’air, Cp = 29.5 Jmol
−1K−1, on obtient alors l’expression du flux de chaleur
Qh = 228.19 vs d
2
s ∆T. (2.86)
Dans le calcul pre´ce´dent, le gaz e´mis est assimile´ a` de l’air chaud, en supposant que le traceur
e´mis est en concentration suffisamment faible pour que cette approximation soit valide. Si le
fluide e´mis e´tait « pur », il serait plus simple de se baser sur le de´bit de la source Qs
Qh = Qs cp ∆T (2.87)
avec cp la capacite´ calorifique massique du gaz e´mis. Cependant, il s’agit dans la plupart des
cas d’un me´lange entre un traceur a` une concentration donne´e, et de l’air chaud.
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2.3.3 Formule de Holland et Stu¨mke
Cette estimation de la surhauteur ne de´pend pas de la stabilite´ atmosphe´rique, mais unique-
ment de la vitesse d’e´jection, du diame`tre, et de la diffe´rence de tempe´rature avec l’air ambiant.
La premie`re estimation provient de Holland [1953], et la formule a e´te´ modifie´e par Stu¨mke
[1963].
∆h = 1.5
ds vs
u
+ 65
d1.5s
u
(
Ts − T
Ts
)1/4
(2.88)
2.3.4 Pe´ne´tration partielle dans la couche d’inversion
Dans le cas d’une surhauteur importante, le panache peut pe´ne´trer, entie`rement ou partiel-
lement, dans la couche d’inversion (au-dessus de la couche limite). Dans ce cas, la partie du
panache qui est au-dessus de la couche limite est « pie´ge´e », et ne peut plus rentrer dans la
couche limite (hypothe`se, qui est faite dans les mode`les gaussiens, de re´flexion sur la couche
d’inversion). Si l’on ne prend pas en compte cette pe´ne´tration, l’estimation des concentrations
par le mode`le peut eˆtre significativement biaise´e
– Si l’on suppose que le panache est bloque´ a` l’inte´rieur de la couche limite, les concentrations
seront surestime´es,
– Si tout le panache est mode´lise´ au-dessus de la couche limite, la concentration au sol sera
estime´e nulle.
Une fac¸on simple de mode´liser le fait que le panache puisse partiellement pe´ne´trer dans la
couche d’inversion est de supposer qu’il se se´pare en deux panaches, mode´lise´s se´pare´ment au-
dessus et au-dessous de la couche limite (figure 2.6). Il faut donc de´terminer a` partir de quelle
hauteur de panache on conside`re qu’il y a pe´ne´tration partielle, et quelle fraction du panache est
suppose´e passer au-dessus de la couche limite. Les formules pre´sente´es ici sont tire´es de Hanna
et Paine [1989].
zs
zi
Q×(1 - P)
Q×P
Δh
Hauteur d'inversion
Δh'
Fig. 2.6 – Pe´ne´tration partielle dans la couche d’inversion : zs est la hauteur de la source et
zi est la hauteur d’inversion. Le facteur de pe´ne´tration est note´ P . La surhauteur est ∆h et la
partie du panache restant dans la couche limite a pour surhauteur effective ∆h′. Q est le taux
d’e´mission total.
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Si la surhauteur ∆h est telle que
∆h ≥ zi − zs
1.5
, (2.89)
alors le haut du panache touche la couche d’inversion. La fraction du panache qui pe´ne`tre dans
la couche d’inversion est alors donne´e par
P =
{
1.5− (zi − zs) /∆h si 0.5 < (zi − zs) /∆h < 1.5
1 si (zi − zs) /∆h ≤ 0.5 (2.90)
Dans le cas d’une pe´ne´tration partielle (e´quation 2.90), la partie du panache qui reste dans
la couche limite a un nouveau taux d’e´mission
Qs (1− P ) (2.91)
et une nouvelle valeur de surhauteur (figure 2.6)
∆h′ = (0.62 + 0.38P )(zi − zs). (2.92)
Dans le cas d’une pe´ne´tration totale dans la couche d’inversion, il n’y a aucun panache
restant dans la couche limite (nouveau taux d’e´mission e´gal a` 0).
2.4 Mode´lisation des processus de perte
Jusqu’a` pre´sent, nous avons suppose´ la conservation de la masse dans les e´quations gaus-
siennes. En re´alite´, les processus de perte suivants peuvent eˆtre pris en compte dans les mode`les :
– le de´poˆt sec au sol,
– le lessivage,
– la de´croissance radioactive (cine´tique chimique du premier ordre),
– la chimie gazeuse (par exemple, le me´canisme RACM [Stockwell et al., 1997]).
La prise en compte de la chimie se fait uniquement dans le mode`le a` bouffe´es, et est de´crite
dans le chapitre 5. Nous conside´rons ici uniquement les processus simples qui conduisent a` un
appauvrissement du panache. Sauf indication contraire, les formulations utilise´es ici sont celles
du mode`le de panache (partie 2.1.2). Les traceurs conside´re´s ici peuvent eˆtre gazeux, ou sous
forme de particules solides ou liquides (ae´rosols) de diffe´rents diame`tres. Dans ce dernier cas,
le de´poˆt sec et le lessivage sont calcule´s spe´cifiquement pour les diffe´rents diame`tres. Les autres
processus lie´s aux ae´rosols (coagulation, e´vaporation/condensation) ne sont pas pris en compte
dans les mode`les gaussiens de Polyphemus.
2.4.1 De´croissance radioactive
Si l’espe`ce conside´re´e a un temps de demi-vie t1/2, son coefficient de de´croissance radioactive
est λ = log(2)/t1/2. L’appauvrissement de la source a` un temps t s’e´crit alors
Crad(x, y, z, t) = exp (−λt)× C(x, y, z). (2.93)
Avec t le temps de trajet du panache, qui est relie´ a` la distance a` la source x par t = x/u¯.
2.4.2 De´poˆt sec
Le de´poˆt sec consiste a` prendre en compte le de´poˆt de l’espe`ce sur le sol, qu’il soit duˆ a` la
se´dimentation gravitationnelle, ou a` la capture par les ve´ge´taux, les baˆtiments et le sol.
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Vitesse de de´poˆt
Si le flux de de´poˆt au sol s’e´crit Fdry (en unite´ de masse par me`tre carre´ et par seconde), on
de´finit alors la vitesse de de´poˆt vd par
Fdry(x, y) = vd × Cdry(x, y, 0). (2.94)
Pour une particule, on note vg la vitesse de se´dimentation gravitationnelle, et v
′
d la partie
dite « diffusive » de la vitesse de de´poˆt, correspondant aux autres processus de de´poˆt sec. La
vitesse de se´dimentation gravitationnelle, de´pend du diame`tre et est calcule´e comme la vitesse
de Stokes (pour des diame`tres infe´rieurs a` 20 µm)
vg =
D2(ρp − ρair)gCc
18µair
, (2.95)
avec ρp (en kgm
−3) la masse volumique de la particule, µair la viscosite´ dynamique de l’air (en
Pa s), g la constante gravitationnelle (en m s−2) et Cc le coefficient de Cunningham. Celui-ci est
donne´ par
Cc = 1 +
2λair
D
[
1.257 + 0.4 exp
(
−0.55 D
λair
)]
, (2.96)
ou` λair (en m) est le libre parcours moyen de l’air
λair =
2µair
P
(
8
πRairT
)−1/2
, (2.97)
avec Rair la constante molaire de l’air (en JK
−1 kg−1), T la tempe´rature (en K) et P la pression
(en Pa).
La vitesse de de´poˆt totale de´pend de la vitesse de se´dimentation gravitationnelle ainsi que
de la partie diffusive v′d, suivant la relation
vd =
vg
1− exp
(
−vg
v′
d
) . (2.98)
Pour un gaz, vg est ne´glige´e, et vd = v
′
d. En pratique, on conside`re (dans les mode`les gaussiens
utilise´s ici) que les vitesses de de´poˆt sont constantes pour chaque espe`ce gazeuse, et qu’elles
de´pendent du diame`tre pour les particules.
Il existe deux fac¸ons de prendre en compte le de´poˆt sec dans les mode`les gaussiens :
1. en mode´lisant l’appauvrissement total du panache,
2. en utilisant une re´flexion partielle au sol.
Appauvrissement de la source
Dans le premier cas, on conside`re que le de´bit de la source n’est plus constant, mais qu’il
s’appauvrit en fonction de la distance a` la source : Qs(x) = Qs(0) × q(x). Il suffit donc de
calculer le facteur d’appauvrissement q(x) [Hanna et al., 1982].
En conside´rant la fraction de masse qui se de´pose sur une portion dx, on peut e´crire
∂Qs
∂x
=
∫ ∞
−∞
−Fdry(x, y)dy = −vd
∫ ∞
−∞
Cdry(x, y, 0)dy. (2.99)
D’apre`s l’e´quation 2.18, on a
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Cdry(x, y, 0) =
Qs
u¯
Gy(y − ys) (Gz(−zs) +Gz(zs)) . (2.100)
E´tant donne´ que l’inte´grale sur tout l’espace (en y) de Gy vaut 1 (e´quation 2.16) , et que la
fonction Gz est syme´trique : ∫ ∞
−∞
Cdry(x, y, 0)dy =
2Qs
u¯
Gz(zs), (2.101)
et l’on peut finalement e´crire
∂Qs
∂x
= Qs
−2vd
u¯
Gz(zs). (2.102)
L’inte´gration sur x donne donc finalement le re´sultat
q(X) =
Qs(X)
Qs(0)
= exp
(∫ X
0
−2vd
u¯
Gz(zs)dx
)
(2.103)
Le re´sultat n’est pas imme´diat, e´tant donne´ que σz de´pend de x, mais il est calculable analyti-
quement. On appelle parfois ce re´sultat l’inte´grale de Chamberlain. Il pre´sente l’inconve´nient de
mode´liser un appauvrissement dans tout le panache, alors que le de´poˆt se fait essentiellement
pre`s du sol, mais donne cependant de bons re´sultats lorsque le panache est suffisamment loin
de la source et bien me´lange´ sur la verticale. De plus, la formule 2.103 donne l’appauvrissement
total de la source depuis l’e´mission. Dans le cas d’un mode`le instationnaire a` bouffe´es, l’appau-
vrissement « acquis » pendant ∆x = u¯∆t est calcule´ a` chaque pas de temps. Il n’y a donc pas
besoin d’inte´grer sur x, et le re´sultat s’e´crit simplement :
Qs(t+∆t) = exp (−2vdGz(zs)∆t)×Qs(t). (2.104)
Re´flexion partielle
Le de´poˆt sec est pris en compte dans le calcul des concentrations par la formule d’Overcamp
(de´crite par exemple dans Arya [1999]). Elle consiste a` conside´rer que, lors de la re´flexion du
panache au sol, seule une partie du panache est re´fle´chie, l’autre partie correspondant a` la
quantite´ de´pose´e. La concentration en un point s’e´crit alors :
Cdry(x, y, z) =
Qs
2πσyσzu¯
exp
(
−(y − ys)
2
2σ2y
)
× (2.105)[
exp
(
−(z − zs)
2
2σ2z
)
+ α exp
(
−(z + zs)
2
2σ2z
)]
. (2.106)
Le coefficient α permet de prendre en compte le de´poˆt : α = 1 correspond a` une re´flexion
totale au sol, sans de´poˆt, et α = −1 correspondrait a` une absorption totale par le sol. La fraction
restante dans le panache est donne´e par
1− q(x) = (1− α)
∫ zi
0
Gz (z + zs) dz. (2.107)
Le coefficient α est calcule´ de fac¸on a` faire correspondre la masse enleve´e par cette me´thode,
avec la masse perdue par le flux de de´poˆt (e´quation 2.102). L’expression est donne´e par :
α(x) = 1− 2vd
vd +
(
u¯zsσ
−1
z
)
(dσz/dx)
. (2.108)
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2.4.3 Lessivage
Le lessivage, ou de´poˆt humide, correspond a` la perte de masse due aux nuages et a` la pluie
(dilution et entraˆınement dans les gouttes d’eau en suspension dans les nuages, et dans les
gouttes de pluie). La capacite´ d’une espe`ce a` eˆtre lessive´e est mode´lise´e par un coefficient de
lessivage Λ.
Coefficient de lessivage
Les coefficients de lessivage des espe`ces peuvent eˆtre conside´re´s comme constants, ou calcule´s
suivant des parame´trisations simples. Pour les gaz, il s’agit de la formule de Belot [Belot et al.,
1988], qui donne :
Λ = A pB0 , (2.109)
ou` A et B sont des coefficients de´pendant de l’espe`ce et p0 est l’intensite´ de pluie en mmhr
−1.
Les coefficients de lessivage pour les particules sont calcule´s avec la parame´trisation de
Slinn (Underwood [2001], Sportisse et Du Bois [2002]), qui est adapte´e au cas des particules et
prend en compte les diffe´rents diame`tres. Le coefficient de lessivage Λ est donne´ par :
Λ =
3
2
E p0
Dr
(2.110)
avec E l’efficacite´ de lessivage etDr le diame`tre des gouttes. Le coefficient E de´pend du diame`tre
D des ae´rosols et est donne´ par :
– E = 0.1 pour D ≤ D1 = 1µm ;
– E(D) = E(D1) + (1− E(D1)) D−D1D2−D1 pour D1 ≤ D ≤ D2 = 10µm ;
– E(D) = 1 pour D ≥ D2.
et le diame`tre des gouttes est donne´ par :
Dr = 7.10
−4 p0.250 (2.111)
ou` p0 est l’intensite´ de pluie en mmhr
−1.
Flux de de´poˆt humide
La formule donnant la concentration est alors modifie´e avec un facteur de´pendant de Λ, qui
repre´sente la perte dans le panache due au de´poˆt humide :
Cwet(x, y, z) = exp (−Λt)× C(x, y, z), (2.112)
avec t le temps de trajet du panache, qui est relie´ a` la distance a` la source x par t = x/u¯. Le flux
de de´poˆt total est alors calcule´ en prenant l’inte´grale sur toute la hauteur de la couche limite
des pertes par lessivage (en supposant le lessivage homoge`ne) [Hanna et al., 1982] :
Fwet(x, y) =
∫ zi
0
Λ× Cwet(x, y, z)dz. (2.113)
Si l’on utilise la concentration calcule´e pour un me´lange homoge`ne sur la verticale (e´quation 2.23),
e´tant donne´ que le lessivage est uniforme, on peut e´crire :
Fwet(x, y) = Λ
Qs√
2πσyu¯
exp
(
−(y − ys)
2
2σ2y
)
exp (−Λt) . (2.114)
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2.5 Bilan : mode`les de Polyphemus
La the´orie sur laquelle s’appuie la mode´lisation gaussienne des sources ponctuelles a e´te´
pre´sente´e dans cette partie. Les trois principaux processus qui ne´cessitent le recours a` des pa-
rame´trisations empiriques sont la dispersion, la surhauteur, et le de´poˆt. Pour ces trois processus,
seules les parame´trisations existantes dans Polyphemus ont e´te´ de´taille´es dans ce chapitre. On
dresse ici un bilan des formules imple´mente´es dans Polyphemus : le tableau 2.8 re´capitule les
possibilite´s pour calculer les donne´es pre´-traite´es, spe´cifiques aux espe`ces mode´lise´es, et utili-
sables ensuite par l’un des mode`les gaussiens (« plume » ou « puff »), et le tableau 2.9 de´crit
les processus mode´lise´s et les parame´trisations utilise´es. Ces dernie`res sont communes aux deux
mode`les gaussiens, et a` tous les types d’espe`ces (gaz ou particule), excepte´ pour la chimie.
Donne´e d’espe`ce Gaz Particule
Temps de demi-vie t1/2 Constant (par espe`ce) Constant (par espe`ce)
Vitesse de de´poˆt v′d Constant (par espe`ce et me´te´o.) Constant (par diame`tre et me´te´o.)
Se´dimentation gravitationnelle vg — Calcule´e (e´quation 2.95)
Coefficient de lessivage Λ Constant (par espe`ce et me´te´o.) Constant (par diame`tre et me´te´o.)
ou Belot (e´quation 2.109) ou Slinn (e´quation 2.110)
Tab. 2.8 – Re´capitulatif des donne´es spe´cifiques aux espe`ces, calcule´es en pre´-traitement, dans
Polyphemus.
Processus Condition Mode´lisation
Source line´ique Mode`le de panache seulement e´quation 2.38
Re´flexion au sol Si σz > zs e´quation 2.18
Re´flexion sur zi Si journe´e et zs + σz > zi e´quation 2.19
Champ lointain Si σz > 1.5 zi e´quation 2.23
Pe´ne´tration partielle Si surhauteur et ∆h ≥ zi−zs
1.5 e´quation 2.90
Dispersion (calcul des σ) Briggs (rural/urbain)
ou Doury
ou the´orie de la similitude
Surhauteur Si active´ Briggs-HPDM (avec ou sans « break-up »)
ou Concawe
ou Holland-Stu¨mke
De´poˆt sec Si vitesses non nulles Overcamp
ou Chamberlain
Lessivage Si coefficients non nuls e´quation 2.93
De´croissance radioactive Si coefficients non nuls e´quation 2.112
Chimie Gaz et mode`le a` bouffe´es seulement RACM
Tab. 2.9 – Re´capitulatif des processus mode´lise´s dans les mode`les gaussiens de Polyphemus.
Les processus en gras sont mode´lise´s par diffe´rentes parame´trisations empiriques, qui seront
compare´es dans le chapitre suivant.
Il existe e´galement des processus non pris en compte, pour le moment, par les mode`les
pre´sente´s ici, et donc non de´taille´s dans ce chapitre. On peut notamment citer le fait de
mode´liser, dans les cas tre`s convectifs, le panache par une superposition de deux gaussiennes sur
la verticale [Cimorelli et al., 2004], ou la prise en compte de l’effet des baˆtiments. Enfin, pour le
mode`le a` bouffe´es, il est possible de mode´liser l’effet du cisaillement de vent par la scission des
bouffe´es (Thykier-Nielsen et al. [1998], Sykes et al. [2000]). Les mode`les de´crits ici reprennent
globalement l’e´tat de l’art dans ce domaine, et imple´mentent les principales parame´trisations
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utilise´es aujourd’hui. Le chapitre 3 pre´sente l’e´valuation et la comparaison de ces diffe´rentes
parame´trisations, compare´es a` d’autres mode`les et aux observations, ainsi que les incertitudes
associe´es.
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Chapitre 3
Evaluation des mode`les a` l’e´chelle
locale
Les mode`les gaussiens pour la dispersion a` l’e´chelle locale pre´sente´s dans
le chapitre pre´ce´dent sont e´value´s a` l’aide de comparaison aux observations
pour diffe´rentes campagnes de mesure, et les performances sont compare´es a`
celles des mode`les gaussiens les plus couramment utilise´s. Il s’agit non seule-
ment d’e´valuer la performance des mode`les gaussiens de Polyphemus, mais
aussi de quantifier l’impact de la mode´lisation des principaux processus sur
les re´sultats, en utilisant diffe´rentes parame´trisations pour la dispersion et
la surhauteur. Cette approche permet d’e´valuer l’incertitude inhe´rente aux
mode`les. En particulier, il s’agit de comparer la variabilite´ des performances
obtenues avec les parame´trisations de Polyphemus, et celle issue de l’utilisa-
tion de diffe´rents mode`les.
Pour avoir une premie`re e´valuation de la variabilite´ induite par les pa-
rame´trisations de la dispersion, les e´carts types sont e´value´s pour diffe´rentes
parame´trisations et situations me´te´orologiques. Le mode`le est compare´ aux
observations de la campagne Prairie Grass, qui correspond a` une dispersion
pre`s du sol, sur terrain plat, sans surhauteur ni de´poˆt. Ensuite, la campagne
de mesures de Kincaid est mise a` profit pour e´valuer les performances du
mode`le dans un cas convectif avec une source en hauteur, et une surhauteur
importante. Enfin, un cas de de´poˆt en bord de route est traite´, afin d’e´valuer
la mode´lisation des processus de perte (de´poˆt et lessivage) et des sources
line´iques.
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Les parties 3.1, 3.2 et 3.3 proviennent de Korsakissok et Mallet [2009]. La partie 3.4
est extraite d’une e´tude qui a e´te´ re´alise´e pour le SETRA, en collaboration avec le
CETE de Lyon [Taghavi et al., 2009].
Note : Toutes les simulations ont e´te´ effectue´es avec le mode`le gaussien stationnaire, car les ob-
servations correspondent a` des concentrations moyennes en temps. E´tant donne´ que les deux mode`les
stationnaire et instationnaire partagent les meˆmes parame´trisations, le mode`le a` bouffe´es donne les meˆmes
re´sultats lorsqu’on conside`re la moyenne sur un temps suffisamment long.
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3.1 Crite`res d’e´valuation
La me´thode d’e´valuation du mode`le de´crite ici est utilise´e dans la plupart des e´valuations,
et notamment pour les mode`les avec lesquels les re´sultats de Polyphemus sont compare´s. Les
crite`res d’e´valuation sont de´crits dans Chang et Hanna [2004], et utilise´s notamment dans le kit
de validation de mode`le [Olesen et Chang, 2005] qui a e´te´ de´veloppe´ et teste´ autour d’une se´rie
de confe´rences intitule´e Harmonization within Atmospheric Dispersion Modeling for Regulatory
Purpose. Dans cette approche, on conside`re des expe´riences ou` les capteurs sont place´s en arcs,
a` diffe´rentes distances de la source. Il s’agit de comparer les maxima de concentration observe´s
et simule´s par arc. Le maximum sur un arc est de´termine´ sur des mesures moyenne´es sur une
certaine dure´e (10 minutes pour Prairie Grass) afin de repre´senter un e´tat stationnaire. Dans
la suite, les comparaisons sont faites sur les valeurs appele´es « centreline », qui correspondent
aux maxima de concentration normalise´s par le taux d’e´mission Q.
3.1.1 Indicateurs statistiques
Les re´sultats sont compare´s au moyen de diagrammes de dispersion (scatter plots) don-
nant les valeurs simule´es en fonction des valeurs observe´es. Les performances des mode`les sont
e´galement e´value´es par les indicateurs statistiques suivants, dont la de´finition est donne´e en
annexe A :
1. Le biais fractionnel (« fractional bias ») FB,
2. L’erreur quadratique normalise´e (« normalized mean square error ») NMSE,
3. Le coefficient de corre´lation Corr,
4. La proportion de valeurs simule´es a` moins d’un facteur 2 des valeurs observe´es FAC2.
Notons que, d’apre`s les conventions utilise´es (annexe A), les valeurs de FB sont ne´gatives
en cas de sur-estimation, et positives en cas de sous-estimation des valeurs.
3.1.2 Crite`res de performance
Un mode`le parfait aurait une corre´lation et un FAC2 e´gaux a` 1, et des valeurs de FB et
NMSE e´gales a` 0. E´tant donne´ qu’un mode`le parfait n’existe pas, il est utile de se donner des
crite`res donnant les performances acceptables. Ces crite`res ont e´te´ de´veloppe´s dans Chang et
Hanna [2004] et Hanna et al. [2004] a` partir de l’e´valuation de nombreux mode`les sur un grand
nombre d’expe´riences. Un mode`le est conside´re´ comme acceptable si :
1. le biais moyen est e´gal a` ±30% la valeur moyenne (−0.3 ≤ FB ≤ 0.3) ;
2. la dispersion des valeurs est infe´rieure a` 2 a` 3 fois la moyenne (NMSE ≤ 4)
3. la proportion de valeurs pre´dites qui sont a` moins d’un facteur 2 des valeurs observe´es est
supe´rieure a` 50% (FAC2 ≥ 0.5).
Ces indicateurs et ces crite`res sont utilise´s dans les parties 3.2 et 3.3, avec les expe´riences
de Prairies Grass et Kincaid respectivement.
3.2 Evaluation de la dispersion : Prairie Grass
On e´value a` pre´sent les re´sultats du mode`le gaussien « plume », compare´ aux observations
de Prairie Grass. Ce cas ne pre´sente ni surhauteur, ni de´poˆt : il permet donc d’e´valuer les
parame´trisations des e´carts types, et la variabilite´ associe´e en sortie de mode`le. Dans un premier
temps, les estimations typiques des e´carts types donne´es par les diffe´rentes parame´trisations sont
compare´es, afin de donner une ide´e de l’incertitude associe´e. Et puis, les re´sultats sur Prairie
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Grass sont e´value´s suivant les crite`res donne´s en partie 3.1, et les performances sont compare´es
a` celles d’autres mode`les.
3.2.1 Pre´sentation de l’expe´rience, et e´valuation des e´carts types
Pre´sentation de l’expe´rience de Prairie Grass
La campagne de mesures de Prairie Grass constitue une base de donne´e sur laquelle de
nombreux mode`les ont e´te´ e´value´s, et qui a e´galement servi a` calibrer des parame´trisations
(notamment les formules de Briggs). L’expe´rience a eu lieu a` l’e´te´ 1956 a` O’Neil, Nebraska.
Le site est un terrain plat, herbeux. Une source ponctuelle e´mettait un panache continu de
SO2, sans surhauteur, pre`s du sol (zs = 0.46 m). Les capteurs de mesures e´taient place´s en
5 arcs, aux distances de 50, 100, 200, 400 et 800 m de la source (positions sur la figure 3.1).
Sur les 68 expe´riences re´alise´es dans des conditions me´te´orologiques varie´es, un ensemble de 43
expe´riences est en ge´ne´ral utilise´ pour l’e´valuation de mode`les. Pour l’e´valuation des mode`les de
Polyphemus, les donne´es proviennent de la base de donne´es de l’EPA (Environmental Protection
Agency, Etats-Unis) : http://www.epa.gov/scram001/dispersion_prefrec.htm. Les classes
de stabilite´ proviennent de la base de donne´es utilise´e dans Hanna et al. [2004].
Fig. 3.1 – Position de la source et des capteurs pour l’expe´rience de Prairie Grass. Les capteurs
sont dispose´s en arcs de rayons 50, 100, 200, 400 et 800 m.
Comparaison des e´carts types
Il s’agit ici de comparer l’e´volution des e´carts types gaussiens, calcule´s avec les parame´trisations
empiriques de Doury, Briggs, et la the´orie de la similitude. On ne conside`re ici que les e´carts
types lie´s a` la diffusion, sans l’ajout de termes e´ventuels dus au diame`tre de la source ou a` la
surhauteur. Le but est d’avoir une premie`re estimation de la variabilite´ due a` ces e´carts types,
a` comparer ensuite avec celle des concentrations obtenues avec les meˆmes parame´trisations. On
se place ici dans un cas similaire a` celui de l’expe´rience de Prairie Grass, avec une source proche
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Fig. 3.2 – Evolution des e´carts types gaussiens σy et σz en fonction du temps de trajet depuis la
source. Les e´carts types sont calcule´s avec les formules de Briggs et les six classes de stabilite´ de
Pasquill, avec les formules de Doury et une diffusion normale, et avec la the´orie de la similitude.
du sol, sans surhauteur, et un terrain plat rural (longueur de rugosite´ prise a` z0 = 0.01 m). Les
e´carts types sont e´value´s pour diffe´rentes situations me´te´orologiques. Pour les e´carts types de
Briggs, la classe de stabilite´ de Pasquill, ainsi que la vitesse du vent, sont ne´cessaires. On veut
calculer les e´carts types pour les six classes de stabilite´. Les vitesses de vent associe´es sont prises
de fac¸on a` eˆtre repre´sentatives des diffe´rentes classes de stabilite´s (tableau 3.1).
Classe de Pasquill Vitesse du vent (m s−1)
A 2
B 2.5
C 4
D 5.5
E 3
F 2
Tab. 3.1 – Vitesses de vent associe´es aux diffe´rentes classes de stabilite´.
Pour calculer les e´carts types avec la the´orie de la similitude, il est ne´cessaire de disposer de
donne´es me´te´orologiques supple´mentaires. La vitesse de friction est prise a` une valeur typique
du cas de Prairie Grass : u∗ = 0.3 m s
−1, et la hauteur de couche limite est h = 500 m. D’autre
part, on estime une longueur de Monin-Obukhov correspondant a` chaque classe de Pasquill,
pour la longueur de rugosite´ donne´e (Golder [1972] ; voir e´quation 2.43). Pour le cas instable
(classe B), on obtient L = −5.86 m, et pour le cas stable (classe E), L = 11.5 m. Enfin, la vitesse
convective w∗ est calcule´e en fonction des parame`tres pre´ce´dents, d’apre`s l’e´quation 2.41.
La figure 3.2(a) montre l’e´volution de l’e´cart type horizontal, pendant trois heures. Les
valeurs de σy, a` t = 9000 s, vont de 100 m (the´orie de la similitude) a` 3000 m (Doury) dans les
cas stables. Dans les cas instables, la variabilite´ est moins importante : σy varie dans l’intervalle
[1200 m, 3000 m]. La the´orie de la similitude donne l’e´cart type le plus faible dans les cas stables
et neutres, et des valeurs comparables a` celles donne´es par les formules de Briggs dans les cas
instables. La plus grande valeur de l’e´cart type horizontal, dans les cas stables, est donne´e par
la parame´trisation de Doury. Notons e´galement que les e´carts types de Briggs sont donne´s en
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fonction de la distance a` la source x, alors que ceux de Doury et de la the´orie de la similitude
sont donne´s en fonction du temps t = x/u (avec u la vitesse du vent). Ainsi, dans des cas ou` le
vent est faible (davantage que dans les cas moyens pre´sente´s ici), la distance x reste faible par
rapport au temps de trajet t, donc les formules de Briggs donneront des valeurs relativement
plus faibles que les deux autres parame´trisations.
L’e´cart type vertical a e´galement une grande variabilite´ (figure 3.2(b)). Dans les cas stables,
les valeurs de σz vont de 20 m (theorie de la similitude) a` 400 m (Doury). Dans les cas instables,
les valeurs sont plus disperse´es, variant de 100 m (theorie de la similitude) a` 3500 m (Briggs,
classe A). Il s’agit donc d’un facteur 30 entre les valeurs. Cependant, seules les formules de
Briggs pour les classes A, B et C donnent des valeurs de σz supe´rieures a` 500 m : les autres
estimations restent dans un intervalle beaucoup plus restreint (100 − 500 m). Les e´carts types
calcule´s par la the´orie de la similitude sont les plus faibles, dans toutes les situations.
Ces premiers re´sultats montrent une large variabilite´ des e´carts types, qui de´pendent de la
stabilite´ et des parame´trisations. On peut donc s’attendre a` une grande variabilite´, due a` ces pa-
rame´trisations, dans les sorties des mode`les. Ces re´sultats peuvent eˆtre en partie contrebalance´s,
par exemple du fait du diagnostic de stabilite´ qui est diffe´rent suivant les parame´trisations. Ainsi,
dans le cas de Prairie Grass, le diagnostic de Pasquill-Turner utilise´ pour les formules de Briggs
donne 30% de cas instables, 20% de cas stables et 50% de cas neutres. A l’inverse, le diagnostic
base´ sur la longueur de Monin-Obukhov, utilise´ pour la the´orie de la similitude, donne 48% de
cas instables et 52% de cas instables. Par conse´quent, pour certaines situations, les formules de
Briggs pour la classe D, et la the´orie de la similitude pour les cas instables, seront utilise´s. Ces
deux formules ne donnent pas des estimations tre`s diffe´rentes des e´carts types.
3.2.2 Comparaison avec d’autres mode`les gaussiens
De nombreux mode`les gaussiens, ainsi que certains mode`les de CFD, ont e´te´ e´value´s avec la
campagne de Prairie Grass. Les re´sultats pour trois des mode`les gaussiens les plus utilise´s, repris
de CERC [2007], sont repris ici : ISCST3 (Industrial Source Complex Short Term, version 3)
et AERMOD sont les mode`les recommande´s par l’EPA, et ADMS4 (Atmospheric Dispersion
Modeling System), de´veloppe´ en Grande-Bretagne, est tre`s utilise´ en Europe. ISCST3 est un
mode`le « ancienne ge´ne´ration », qui utilise une description discre`te de l’atmosphe`re en classes de
stabilite´ (Briggs pour les zones urbaines et Pasquill-Guifford pour les zones rurales). AERMOD
et ADMS sont des mode`les « nouvelle ge´ne´ration », qui utilisent la the´orie de la similitude
pour mode´liser la dispersion, avec une description de l’atmosphe`re par la longueur de Monin-
Obukhov. Les mode`les de CFD FLACS (FLame Acceleration Simulator) [Hanna et al., 2004],
et Mercure [Demae¨l et Carissimo, 2008], ont e´galement e´te´ e´value´s avec cette campagne de
mesure.
Le tableau 3.2 donne les re´sultats sur Prairie Grass du mode`le de Polyphemus avec les trois
parame´trisations des e´carts types, ainsi que pour les trois mode`les gaussiens e´value´s dans CERC
[2007]. Les statistiques sont calcule´es pour 43 expe´riences avec Polyphemus, et pour un sous-
ensemble de ces 43 expe´riences pour les autres mode`les (d’ou` les diffe´rences dans les valeurs
moyennes observe´es). Les statistiques sont calcule´es sur les maxima de concentration normalise´s
par le taux d’e´mission, pour les cinq arcs.
La plupart des indicateurs pre´sente´s dans le tableau 3.2 remplissent les crite`res de perfor-
mances pre´sente´s dans la partie 3.1. AERMOD, ISCST3 et Polyphemus avec la parame´trisation
de Briggs donnent de bons re´sultats, ce qui n’est pas surprenant e´tant donne´ que l’expe´rience
de Prairie Grass a servi a` calibrer leurs parame´trisations de la dispersion. En revanche, les
re´sultats d’ADMS4 et de Polyphemus avec les formules de Doury sont moins performants, et
tous les indicateurs ne remplissent pas les conditions de´finies en 3.1. Ainsi, ADMS4 sous-estime
les concentrations moyennes d’environ 30%, et la parame´trisation de Doury ne permet d’avoir
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Model Mean FB NMSE Corr FAC2
Observations 2.23 0.00 0.00 1.00 1.00
ADMS4 1.56 0.36 3.01 0.63 0.66
AERMOD 2.14 0.04 1.83 0.75 0.73
ISCST3 2.01 0.11 1.78 0.72 0.61
Observations 2.32 0.00 0.00 1.00 1.00
Briggs 2.33 0.00 1.83 0.78 0.74
Doury 1.74 0.29 2.58 0.67 0.29
The´orie de la similitude 2.34 -0.01 0.91 0.85 0.62
Tab. 3.2 – Statistiques pour diffe´rents mode`les gaussiens, et pour le mode`le « plume » de Polyphemus
avec les trois parame´trisations pour les e´carts types. Les statistiques sont calcule´es sur les maxima de
concentration par arc, normalise´s par le taux d’e´mission. Statistiques calcule´es sur 43 expe´riences de
Prairie Grass pour les mode`les de Polyphemus, et sur un sous-ensemble de ces expe´riences pour les
autres mode`les.
que 29% des valeurs pre´dites a` moins d’un facteur 2 des valeurs observe´es. Enfin, la the´orie de
la similitude imple´mente´e dans Polyphemus donne les meilleurs re´sultats : il n’y a pratiquement
aucun biais, et la corre´lation est la plus e´leve´e des mode`les pre´sente´s ici. Une comparaison
plus comple`te des trois parame´trisations de Polyphemus, de´taille´e par arc, est pre´sente´e en
partie 3.2.3.
3.2.3 Statistiques par arc
Les performances des trois parame´trisations des e´carts types sont repre´sente´es, calcule´es
se´pare´ment pour chacun des cinq arcs de mesures (figure 3.3). Les indicateurs statistiques
repre´sente´s sont la corre´lation, le biais fractionnel FB, la NMSE et le FAC2. Les limites pour
qu’un mode`le soit « acceptable » suivant les crite`res donne´s en partie 3.1 sont repre´sente´es par
les lignes noires. La plupart des indicateurs deviennent moins bons lorsque la distance a` la source
augmente, a` l’exception de la corre´lation. Les parame´trisations de Briggs et Doury ont tendance
a` sous-estimer les concentrations (FB est positif), tandis que la the´orie de la similitude les sur-
estime aux arcs les plus lointains (400 m and 800 m). Cela provient probablement des faibles
valeurs donne´es par cette parame´trisation pour les e´carts types, et notamment σz, souligne´es
dans la partie 3.2.1 : les concentrations restent e´leve´es sur de plus grandes distances. Enfin, ces
re´sultats confirment les performances me´diocres de la parame´trisation de Doury, notamment
pour ce qui est du biais et du FAC2.
Ces re´sultats peuvent e´galement eˆtre compare´s avec les analyses par arc, effectue´es pour les
mode`les de CFD FLACS et Mercure. Dans Hanna et al. [2004], les re´sultats pour le mode`le
FLACS sous-estiment les concentrations a` faible distance de la source (jusqu’a` 200 m), alors
que la tendance est a` une le´ge`re sur-estimation a` plus grande distance. Les re´sultats pour
Mercure, donne´s dans Demae¨l et Carissimo [2008], montrent e´galement cette tendance a` la
sous-estimation en champ tre`s proche. En effet, ces deux mode`les repre´sentent la dispersion du
panache en champ proche de la source par un comportement en σ ∝ √t (e´quation 2.15), ce qui
n’est pas approprie´ a` ces distances ou` l’on a plutoˆt σ ∝ t. Les mode`les gaussiens, a` l’exception
de la parame´trisation de Doury, donnent donc de meilleurs re´sultats.
La figure 3.4 montre les diagrammes de dispersion pour les trois parame´trisations des e´carts
types. Elle confirme les tendances montre´es par l’analyse des indicateurs statistiques : Briggs
pre´dit des valeurs proches des observations, la the´orie de la similitude e´galement, bien que la sur-
estimation aux arcs e´loigne´s soit clairement visible. Enfin, le diagramme de dispersion de Doury
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Fig. 3.3 – Evolution des statistiques par arc, en fonction de la distance a` la source, pour les
trois parame´trisations des e´carts types utilise´es dans Polyphemus. Les statistiques sont calcule´es
aux cinq arcs, situe´s a` 50 m, 100 m, 200 m, 400 m et 800 m de la source. Les limites pour une
performance « acceptable » sont repre´sente´es (tirets).
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met en e´vidence les mauvaises performances, notamment en terme de FAC2 : les valeurs, pour
un arc donne´, sont pratiquement constantes, ce qui signifie que les maxima de concentration
simule´s varient peu d’une expe´rience a` l’autre. Cela peut provenir de la repre´sentation tre`s
grossie`re de la stabilite´ de l’atmosphe`re (seulement deux cas, dispersion normale et faible). De
plus, la parame´trisation de Doury donne e´galement des e´carts types horizontaux assez grands
par rapport aux estimations fournies par les autres formules, notamment si le vent est faible,
comme le montre la partie 3.2.1. Cela explique la sous-estimation globale des re´sultats.
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(a) Doury parameterization
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(b) Briggs parameterization
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Fig. 3.4 – Diagrammes de dispersion pour les trois parame´trisations des e´carts types de Polyphemus.
Les maxima de concentration par arc sont utilise´es, pour 43 expe´riences de Prairie Grass. L’unite´ est
mgm−3/(g s−1). Les re´sultats sont montre´s pour les cinq arcs (50 m,100 m, 200 m, 400 m et 800 m).
3.3 Evaluation avec surhauteur : Kincaid
3.3.1 Pre´sentation de l’expe´rience, et e´valuation de la surhauteur
La campagne d’observations utilise´e dans cette partie eut lieu a` Kincaid, Illinois (USA), en
1980 et 1981. Il s’agissait de mesurer les concentrations au sol e´mises par une source en hauteur,
une chemine´e de 187 m de haut et de 9 m de diame`tre, entoure´e de champs et de quelques lacs. Le
panache de SF6 gazeux, e´tait e´mis par la chemine´e avec une surhauteur importante. La position
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des 200 capteurs e´tait de´termine´e au jour le jour, en fonction de la situation me´te´orologique (les
conditions e´tant globalement neutres a` convectives). La distance entre les arcs et la source varie
ainsi de 0.5 a` 50 km. La figure 3.5 donne un exemple de placement des capteurs, pour l’une des
expe´riences, en fonction de la distance a` laquelle le panache touche le sol. Les mesures consistent
en des moyennes horaires du maximum de concentration pour chaque arc. La base de donne´es
ainsi obtenue contient en tout les re´sultats pour 171 expe´riences (ou mesures horaires), et est
fre´quemment utilise´e pour tester des parame´trisations de surhauteur. Les donne´es d’observation
utilise´es ici proviennent d’un kit de validation de mode`les (Model Validation Kit, http://www.
harmo.org/kit/Download.asp). Elles sont fournies avec un indicateur de qualite´ pour chacun
des maxima de concentration mesure´s. En ge´ne´ral, seules les mesures les plus fiables, de qualite´
2 et 3, sont utilise´es pour la validation de mode`le [Olesen, 1995]. Nous utilisons ici les donne´es
de qualite´ 2 et 3 pour 165 des 171 expe´riences.
Fig. 3.5 – Position de la source et des capteurs pour l’expe´rience de Kincaid. Les concentrations
au sol sont montre´es pour l’une des expe´riences : le panache ne touche le sol qu’a` une certaine
distance de la source. Unite´ : ngm−3.
Comme pour l’expe´rience de Prairie Grass, les simulations effectue´es avec les mode`les gaus-
siens de Polyphemus sont compare´es aux observations, mais aussi aux performances d’autres
mode`les tels qu’ADMS et AERMOD, notamment. A la diffe´rence de ces derniers, qui recalculent
la hauteur d’inversion au cours de leur pre´-traitement me´te´orologique, les mode`les de Polyphe-
mus ont e´te´ utilise´s en prenant en entre´e la hauteur d’inversion observe´e, qui est fournie avec
les autres donne´es. Cette diffe´rence est mentionne´e car la hauteur d’inversion peut fortement
influencer les re´sultats obtenus, puisqu’elle de´termine si le panache touche le sol, ou s’il est
e´mis totalement ou partiellement au-dessus de la couche limite. Les simulations ont e´te´ re´alise´es
avec les trois parame´trisations pour les e´carts types (Briggs, Doury, the´orie de la similitude) et
les trois parame´trisations pour la surhauteur (Briggs-HPDM, Concawe, Holland) de´crites dans
le chapitre 2. Dans la suite, le diame`tre de la chemine´e ainsi que la largeur initiale due a` la
surhauteur sont pris en compte dans le calcul des e´carts types (e´quation 2.39). Dans le cas ou`
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la the´orie de la similitude est utilise´e, les formules alternatives pour les sources en hauteur sont
choisies pre´fe´rentiellement aux formules habituelles (e´quations de la section 2.2.4). Par rapport
a` la formulation classique, les re´sultats sont un peu ame´liore´s en terme de corre´lation, malgre´
une le´ge`re augmentation de la surestimation.
Surhauteur
Dans cette partie, il s’agit de faire une premie`re analyse afin de quantifier la variabilite´
supple´mentaire due a` la surhauteur. Les valeurs de surhauteur calcule´es avec les diffe´rentes pa-
rame´trisations sont compare´es avec les valeurs observe´es, pour les 165 expe´riences : la figure 3.6
montre les valeurs de surhauteur en fonction de la vitesse du vent. De fac¸on pre´visible, la sur-
hauteur est d’autant plus faible que la vitesse du vent est e´leve´e, et les diffe´rences entre les
parame´trisations sont alors plus faibles. Lorsque le vent est faible, ces diffe´rences deviennent
importantes. Le sche´ma de Briggs-HPDM donne des surhauteurs parfois tre`s e´leve´es, tandis
que les formules d’Holland et de Concawe sont toutes deux plus faibles. Il est donc possible que
Briggs-HPDM sur-estime la surhauteur dans certains cas, ce qui avait de´ja` e´te´ releve´ pour les
formules de Briggs, par exemple dans Canepa et al. [2000]. Cela peut, dans ce cas, conduire a`
une sous-estimation des concentrations, car le panache simule´ est trop haut, et touche le sol plus
tard, voire pas du tout s’il est place´ au-dessus de la hauteur d’inversion. Le tableau 3.3 montre
le pourcentage de cas (sur les 165 expe´riences) dans lesquels les parame´trisations pre´disent une
pe´ne´tration partielle ou totale du panache dans la couche d’inversion. Le nombre d’occurences
de pe´ne´tration partielle ou totale est plus e´leve´ pour le sche´ma de Briggs-HPDM (pre`s de 60
% des cas), que pour les deux autres parame´trisations (40 a` 47 %), ce qui confirme les obser-
vations pre´ce´dentes. Les formules de Holland et de Concawe correspondent au meˆme nombre
d’occurence de pe´ne´tration totale, mais il y a moins de cas de pe´ne´tration partielle dans le cas
d’Holland qu’avec la parame´trisation de Concawe.
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Fig. 3.6 – Surhauteur (en me`tres), calcule´e pour les diffe´rentes parame´trisations de surhauteur, en
fonction de la vitesse du vent. Re´sultats pour les 165 expe´riences de Kincaid.
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Model Total penetration Partial penetration
Briggs-HPDM 29% 28%
Holland 23% 17%
Concawe 24% 23%
Tab. 3.3 – Pourcentage de cas de pe´ne´tration partielle ou totale du panache, pour les trois pa-
rame´trisations de surhauteur, sur les 165 expe´riences de Kincaid.
3.3.2 Evaluation du mode`le
A pre´sent, nous analysons les re´sultats pour les trois parame´trisations de surhauteur, suc-
cessivement. Pour chacune d’elles, les re´sultats sont compare´s aux observations (par des sta-
tistiques sur tous les arcs et toutes les expe´riences), pour les trois formules d’e´carts types. La
parame´trisation pour les e´carts types qui donne le meilleur re´sultat est, a` chaque fois, souligne´e
en gras.
Re´sultats pour la parame´trisation de Briggs-HPDM
Le tableau 3.4 montre les re´sultats des simulations pour la surhauteur de Briggs-HPDM,
et les trois parame´trisations pour les e´carts types. On observe une sous-estimation des concen-
trations, d’un facteur deux pour la parame´trisation de Briggs, et d’un facteur trois pour celle
de Doury. La the´orie de la similitude donne des re´sultats quasiment sans biais, et globalement
satisfaisants pour tous les indicateurs excepte´ la corre´lation. Cette dernie`re est tre`s faible pour
toutes les parame´trisations.
Model Mean std FB NMSE Corr FAC2
Obs 39.89 39.22 0.00 0.00 1.00 1.00
Briggs 21.33 21.10 0.61 2.37 0.19 0.43
Doury 12.77 14.09 1.03 4.70 0.07 0.22
Similitude 42.02 34.73 -0.05 1.33 0.19 0.45
Tab. 3.4 – Statistiques pour plusieurs parame´trisations des e´carts types : comparaison des va-
leurs simule´es et observe´es de maxima de concentrations normalise´s par le taux d’e´mission C/Q, en
ng m−3/(g s−1). Donne´es de qualite´ 2 et 3. Surhauteur de Briggs-HPDM.
La figure 3.7 montre les diagrammes de dispersion pour les trois parame´trisations des e´carts
types, et la surhauteur de Briggs-HPDM. La tendance a` la sous-estimation des concentrations
au sol est tout a` fait visible sur les diagrammes de Briggs et de Doury (figures 3.7(b) et 3.7(c)),
tandis que le diagramme de dispersion pour la the´orie de la similitude est beaucoup mieux
centre´ (figure 3.7(a)). Dans tous les cas, certaines concentrations sont mesure´es, mais pratique-
ment estime´e a` ze´ro par le mode`le, ce qui se traduit par une se´rie de points aligne´s sur l’axe
des abscisses. Ces concentrations correspondent vraisemblablement a` des cas ou` la surhauteur
calcule´e est trop importante, ou la hauteur d’inversion utilise´e trop faible. Si le panache simule´
pe´ne`tre totalement dans la troposphe`re libre, les concentrations mode´lise´es sont alors e´gales a`
ze´ro pour tous les arcs. Par ailleurs, une sur-estimation de la hauteur du panache sans qu’il y
ait pe´ne´tration dans la couche d’inversion peut e´galement produire des concentrations nulles
simule´es aux arcs les plus proches de la source – alors que les concentrations observe´es y sont
souvent plus e´leve´es qu’aux arc lointains. La faiblesse des corre´lations peut s’expliquer en partie
par ces erreurs de simulation.
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Fig. 3.7 – Diagrammes de dispersion : maxima de concentrations simule´s et observe´s normalise´s par le
taux d’e´mission ( ngm−3/(g s−1)). Expe´rience de Kincaid, 165 jours, donne´es de qualite´ 3. Surhauteur
calcule´e par les fomules de Briggs-HPDM.
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Re´sultats pour la parame´trisation de Holland-Stu¨mke
Le tableau 3.5 montre les meˆmes re´sultats que pre´ce´demment, pour la surhauteur de Holland.
Les concentrations mode´lise´es sont globalement plus e´leve´es qu’avec la surhauteur de Briggs-
HPDM, car la surhauteur estime´e est plus faible. La parame´trisation de Doury conduit toujours
a` une sous-estimation importante des concentrations, ce qui e´tait de´ja` le cas pour l’expe´rience
de Prairie Grass. Le biais et la NMSE pour les e´carts types de Briggs sont bien meilleurs avec
cette estimation de la surhauteur que dans le cas de Briggs-HPDM. A l’inverse, les e´carts types
calcule´s avec la the´orie de la similitude sur-estiment davantage les concentrations au sol, et ont
donc un biais et une NMSE plus e´leve´s qu’avec la surhauteur de Briggs-HPDM.
Model Mean std FB NMSE Corr FAC2
Obs 39.89 39.22 0.00 0.00 1.00 1.00
Briggs 33.01 28.26 0.19 1.46 0.21 0.42
Doury 15.87 13.27 0.86 3.55 0.04 0.28
Similitude 61.97 47.52 -0.43 1.38 0.24 0.38
Tab. 3.5 – Statistiques pour plusieurs parame´trisations des e´carts types : comparaison des va-
leurs simule´es et observe´es de maxima de concentrations normalise´s par le taux d’e´mission C/Q, en
ngm−3/(g s−1). Donne´es de qualite´ 2 et 3. Surhauteur de Holland.
Les diagrammes de dispersion pour les trois parame´trisations des e´carts types sont montre´s
figure 3.8. La tendance a` la sur-estimation lorsque les e´carts types sont calcule´s avec la the´orie
de la similitude est encore visible ici, tandis que le biais avec la parame´trisation de Briggs est
plus faible qu’avec la surhauteur de Briggs-HPDM. Les e´carts types de Doury produisent encore
une importante sous-estimation des concentrations. On constate de nouveau des concentrations
pratiquement nulles pour certaines observations e´leve´es. Ce proble`me ne s’explique donc par une
sur-estimation de la surhauteur due a` une formulation plutoˆt qu’une autre. Il est possible que
cela soit duˆ, au moins en partie, a` une estimation errone´e de la hauteur de la couche d’inversion.
Re´sultats pour la parame´trisation de Concawe
Dans ce cas, les meilleurs re´sultats sont donne´s par la parame´trisation de Briggs, comme
dans le cas de la surhauteur de Holland (tableau 3.6). Pour la surhauteur de Briggs-HPDM, la
meilleure performance e´tait donne´e par la the´orie de la similitude. Les re´sultats obtenus avec la
surhauteur de Concawe ne sont pas tre`s diffe´rents de ceux donne´s par la surhauteur de Holland,
ce qui n’est pas surprenant, compte-tenu du fait que les deux estimations de la surhauteur sont
tre`s proches. Les concentrations moyennes ainsi que les biais des trois parame´trisations des
e´carts types, en particulier, sont similaires. Cependant, la corre´lation ainsi que la proportion
de valeurs simule´es a` moins d’un facteur deux des valeurs observe´es sont meilleures avec la
formule de Concawe. Cette formulation de la surhauteur a e´te´ construite a` partir d’un certain
nombre de parame´trisations existantes, dont celle de Holland-Stu¨mke, et ajuste´e sur des cas
expe´rimentaux, en particulier neutres et convectifs comme dans le cas de Kincaid (Brummage
[1968]). Il n’est donc pas surprenant qu’elle donne des re´sultats le´ge`rement meilleurs que ceux
de Holland.
La figure 3.9 montre les diagrammes de dispersion pour les trois parame´trisations des e´carts
types, pour la surhauteur de Concawe. Ces diagrammes sont tre`s similaires a` ceux de la figure 3.8.
92
Section 3.3 – Evaluation avec surhauteur : Kincaid 93
0 50 100 150 200 250 300
Experiments
0
50
100
150
200
250
300
S
im
u
la
ti
o
n
(a) Similarity theory
0 50 100 150 200 250 300
Experiments
0
50
100
150
200
250
300
S
im
u
la
ti
o
n
(b) Briggs
(c) Doury
Fig. 3.8 – Diagrammes de dispersion : maxima de concentrations simule´s et observe´s normalise´s par le
taux d’e´mission (ngm−3/(g s−1) ). Expe´rience de Kincaid, 165 jours, donne´es de qualite´ 3. Surhauteur
calcule´e par les fomules de Holland.
Model Mean std FB NMSE Corr FAC2
Obs 39.89 39.22 0.00 0.00 1.00 1.00
Briggs 32.88 32.75 0.19 1.49 0.27 0.48
Doury 16.87 17.74 0.81 3.29 0.12 0.31
Similitude 61.82 53.79 -0.43 1.57 0.24 0.43
Tab. 3.6 – Statistiques pour plusieurs parame´trisations des e´carts types : comparaison des va-
leurs simule´es et observe´es de maxima de concentrations normalise´s par le taux d’e´mission C/Q, en
ngm−3/(g s−1). Donne´es de qualite´ 2 et 3. Surhauteur de Concawe.
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Fig. 3.9 – Diagrammes de dispersion : maxima de concentrations simule´s et observe´s normalise´s par le
taux d’e´mission ( ngm−3/(g s−1)). Expe´rience de Kincaid, 165 jours, donne´es de qualite´ 3. Surhauteur
calcule´e par les fomules de Concawe.
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3.3.3 Comparaison avec d’autres mode`les gaussiens
Il s’agit a` pre´sent de comparer les performances des mode`les avec celles d’autres mode`les
gaussiens. Pour cela, on choisit les parame´trisations de surhauteur et d’e´carts types donnant
les meilleurs re´sultats parmi ceux montre´s pre´ce´demment : les trois formulations d’e´carts types
avec la surhauteur de Concawe. On montre e´galement les re´sultats donne´s par la the´orie de la
similitude et la surhauteur de Briggs-HPDM, car la performance est plutoˆt bonne malgre´ la faible
corre´lation. Les re´sultats pour les autres mode`les sont tire´s de CERC [2007]. Les performances
sont montre´es dans le tableau 3.7, pour les donne´es de qualite´ 2 et 3. Les performances pour
les mode`les gaussiens de Polyphemus ont e´te´ calcule´es sur 165 expe´riences et non 171, ce qui
explique les le´ge`res diffe´rences entre les moyennes et e´carts types des observations, par rapport
aux donne´es utilise´es pour les autres mode`les. Les performances des mode`les de Polyphemus
sont globalement situe´es entre celles d’AERMOD et d’ADMS4, excepte´ les corre´lations qui sont
plus faibles, et plus proches de celles d’ISCST3.
Model Mean std FB NMSE Corr FAC2
Observation 41.0 39.3 0.00 0.00 1.00 1.00
ADMS4 40.4 31.1 -0.05 0.80 0.50 0.58
AERMOD 20.3 24.1 0.68 2.30 0.35 0.33
ISCST3 23.1 53.3 0.56 3.83 0.26 0.26
Observation 39.89 39.22 0.00 0.00 1.00 1.00
Briggs/Concawe 32.83 32.80 0.19 1.50 0.27 0.47
Doury/Concawe 16.75 17.81 0.82 3.32 0.12 0.30
Similitude/Concawe 61.70 53.91 -0.43 1.58 0.25 0.43
Similitude/HPDM 41.99 34.76 -0.05 1.33 0.19 0.44
Tab. 3.7 – Statistiques pour plusieurs mode`les gaussiens : comparaison des valeurs simule´es et observe´es
de maxima de concentrations normalise´s par le taux d’e´mission C/Q, en ngm−3/(g s−1). Donne´es de
qualite´ 2 et 3.
En utilisant des donne´es de qualite´ 3 uniquement, on effectue les comparaisons avec d’autres
mode`les : HPDM (Hybrid Plume Dispersion Model, EU, Hanna et Paine [1989]), OML (Opera-
tionelle Meteorologiske Luftkvalitetsmodeller, Danemark), SAFE AIR (Simulation of Air pol-
lution From Emissions Above Inhomogeneous Regions, Italie, Canepa et al. [2000]), ainsi que
le mode`le lagrangien NAME (Numerical Atmospheric-dispersion Modelling Environment, GB,
Webster et Thomson [2002]). Les statistiques pour les mode`les HPDM et OML proviennent de
Olesen [1995]. Le tableau 3.8 montre les re´sultats pour tous ces mode`les. ISCST3, AERMOD et
Polyphemus avec la parame´trisation de Doury sous-estiment fortement les valeurs moyennes, et
ont un biais et une NMSE e´leve´s. Tous les autres mode`les montrent une le´ge`re sous-estimation
des valeurs moyennes, a` part SAFE AIR et Polyphemus avec la the´orie de la similitude et la
surhauteur de Concawe, qui ont tendance a` le´ge`rement sur-estimer. Seules les corre´lations vont
a` l’encontre de ces tendances : AERMOD a une corre´lation de 40%, comparable aux meilleurs
mode`les, alors qu’il sur-estime fortement les concentrations. En revanche, des mode`les ayant
une performance globale plutoˆt bonne, tels que SAFE AIR, OML, et Polyphemus avec la sur-
hauteur de Concawe, ont des corre´lations relativement faibles. La corre´lation pour Polyphemus
avec la the´orie de la similitude et la surhauteur de Briggs-HPDM est tre`s faible (5%), alors
que cette configuration est parmi les meilleures pour tous les autres indicateurs. Cette faible
corre´lation est a` rapprocher de celle donne´e dans Hanna et Paine [1989] pour l’e´valuation du
mode`le HPDM avec l’expe´rience de Kincaid, dans une configuration tre`s proche de celle utilise´e
ici (surhauteur tre`s proche, meˆmes formules pour les e´carts types des sources en hauteur). Des
ame´liorations ont e´te´ faites par la suite dans le mode`le HPDM, notamment pour prendre en
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Model Mean std FB NMSE Corr FAC2
Observation 54.34 40.25 0.00 0.00 1.00 1.00
ADMS4 48.5 31.5 0.11 0.60 0.45 0.68
AERMOD 21.8 21.8 0.86 2.07 0.40 0.29
ISCST3 30.0 60.0 0.57 2.80 0.26 0.28
HPDM 44.84 38.55 0.19 0.75 0.44 0.56
SAFE AIR 59.73 52.54 -0.09 1.10 0.20 0.50
OML 47.45 45.48 0.13 1.24 0.15 0.55
NAME 38.7 47.2 0.33 1.45 0.27 0.56
Observation 53.69 40.72 0.00 0.00 1.00 1.00
Briggs/Concawe 37.95 33.06 0.34 1.20 0.21 0.58
Doury/Concawe 17.36 14.21 1.02 3.19 0.18 0.30
Similitude/Concawe 68.91 51.25 -0.25 1.03 0.17 0.58
Similitude/HPDM 47.92 33.93 0.11 1.05 0.05 0.59
Tab. 3.8 – Statistiques pour plusieurs mode`les gaussiens : comparaison des valeurs simule´es et observe´es
de maxima de concentrations normalise´s par le taux d’e´mission C/Q, en ngm−3/(g s−1). Donne´es de
qualite´ 3.
compte plus pre´cise´ment les interactions du panache avec la couche limite.
Le tableau 3.8 montre une grande variabilite´ dans les re´sultats en fonction du mode`le utilise´ :
les concentrations moyennes simule´es sont comprises entre 20 ngm−3/(g s−1) et 70 ngm−3/(g s−1),
ce qui correspond donc a` un facteur 3 ou plus entre les mode`les. En utilisant le mode`le gaus-
sien de Polyphemus et l’ensemble des parame´trisations de surhauteur et d’e´carts types a` notre
disposition, il est possible de reproduire ces e´carts. Une grande partie de la variabilite´ dans les
re´sultats provient donc de l’incertitude sur ces parame´trisations. Seules les corre´lations sont tre`s
faibles quelle que soit la parame´trisation utilise´e, ce qui tend a` prouver que cela provient de la
mode´lisation, partage´e par toutes les configurations, des interactions avec la couche d’inversion
(pe´ne´tration partielle/totale, mode´lisation de la hauteur d’inversion, « lofting »).
La figure 3.10 montre les diagrammes de dispersion correspondant aux cas de qualite´ 3,
pour les diffe´rentes parame´trisations. On constate de nouveau des concentrations simule´es tre`s
proches de ze´ro pour certaines observations assez e´leve´es. Les meilleures re´sultats sont donne´s
par la parame´trisation de Briggs avec la surhauteur de Concawe, et par la the´orie de la similitude
ave la surhauteur de Briggs-HPDM.
3.4 Evaluation du de´poˆt : mesures de de´poˆt en bord de route
Dans cette partie, le mode`le gaussien a` bouffe´es de Polyphemus est utilise´ pour e´valuer
le de´poˆt de cadmium en bord de route. Il s’agit notamment de comparer les re´sultats a` des
observations, prises lors d’une campagne de mesure pre´sente´e dans Promeyrat-Qotbi [2001],
re´alise´e en France dans la re´gion de Metz. On se focalise sur les valeurs moyennes sur un
mois (fe´vrier 1997), pour un tronc¸on routier particulier correspondant a` un terrain plat. Les
simulations re´alise´es ici ont e´te´ faites dans le cadre d’un exercice d’inter-comparaison avec les
mode`les Mercure et ADMS, en partenariat avec le CETE de Lyon [Taghavi et al., 2009]. Les
donne´es d’entre´es utilise´es pour les simulations sont identiques a` celles d’ADMS, notamment
concernant les vitesses de de´poˆt qui n’ont pas e´te´ recalcule´es, afin de comparer au mieux les
mode`les. Les re´sultats d’ADMS pre´sente´s ici proviennent de simulations re´alise´es par le CETE
de Lyon.
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Fig. 3.10 – Diagrammes de dispersion : maxima de concentrations simule´s et observe´s normalise´s par
le taux d’e´mission ( ngm−3/(g s−1)). Expe´rience de Kincaid, 165 jours, donne´es de qualite´ 3.
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3.4.1 Configuration
Positionnement des e´missions et des capteurs
L’emplacement de la route et les positions des capteurs ont e´te´ repris d’apre`s la configuration
d’ADMS. La route est discre´tise´e en sources ponctuelles de 20 me`tres de diame`tre, ce qui
correspond a` la largeur de la route. Il faut donc au minimum 50 sources ponctuelles pour le
tronc¸on d’1 km. En pratique, le nombre de sources ponctuelles est pris a` 200. Des simulations
reprenant la meˆme configuration et utilisant la mode´lisation des sources line´iques de´crite dans
le chapitre 2, ont e´galement e´te´ re´alise´es [Briant, 2009]. La hauteur d’e´mission est prise a` 1 m.
Cela correspond a` une hauteur de me´lange de 2 m due a` la turbulence induite par le trafic, en
prenant la hauteur des sources au centre de cette couche me´lange´e.
Il y a 5 capteurs, place´s a` 5, 20, 40, 80, 160 et 320 me`tres du bord de la route. Les positions
de la route et des quatre premiers capteurs sont montre´es figure 3.11. Ces capteurs e´tant fixes,
une se´lection a e´te´ effectue´e sur les situations me´te´orologiques du mois simule´, afin de ne retenir
que les jours ou` la direction du vent permettait le transport de polluants vers les capteurs. Sur
le mois de fe´vrier 1997, 19 jours ont ainsi e´te´ retenus pour les simulations.
Donne´es d’e´mission
La simulation a e´te´ effectue´e avec du cadmium. Les diame`tres des particules sont de 10 µm,
2.5 µm et 1 µm. La proportion de particules de ces diffe´rents diame`tres est de 17%, 20% et 63%
respectivement.
Le taux d’e´mission est de 1.16 g km−1s−1 : comme la longueur du tronc¸on est de 1 km, ce
taux est divise´ par le nombre de sources ponctuelles pour obtenir le taux d’e´mission de chacune
des sources composant la route discre´tise´e.
Autres donne´es
Les donne´es me´te´orologiques sont reprises des fichiers d’entre´e ADMS. La stabilite´, ne´cessaire
pour calculer les e´carts types gaussiens avec la formule de Briggs, est conside´re´e comme neutre
(classe D de Pasquill). Les e´carts types σy et σz sont calcule´s avec les formules de Briggs pour
les zones rurales.
Afin de reproduire les simulations ADMS, et de valider ainsi les autres aspects du mode`le,
les vitesses de de´poˆt totales ont e´te´ directement reprises du fichier de sortie ADMS. Elles ont
e´te´ calcule´es pour une densite´ ρ = 8647 kgm−3. Les coefficients de lessivage ont e´te´, eux,
calcule´s avec la parame´trisation de Slinn (e´quation 2.110) pour les ae´rosols (ADMS utilisant la
parame´trisation de Belot, moins approprie´e pour les particules).
Les simulations sont effectue´es avec les formules d’Overcamp (e´quation 2.105) et de Cham-
berlain (e´quation 2.103) pour le de´poˆt sec.
3.4.2 Re´sultats moyens sur fe´vrier 1997
Concentrations moyennes
La moyenne des concentrations de cadmium sur l’ensemble des jours simule´s est repre´sente´e
figure 3.11. Les quatre premiers capteurs sont visibles sur la figure, et sont visiblement atteints
par les e´missions de la route. Les deux capteurs les plus e´loigne´s ne sont pas visibles, et sont
apparemment situe´s dans une zone ou` les concentrations de fond pre´dominent, les e´missions de
la route e´tant ne´gligeables.
98
Section 3.4 – Evaluation du de´poˆt : mesures de de´poˆt en bord de route 99
0 50 100 150 200
400
450
500
550
600
0.00
0.25
0.50
0.75
1.00
1.25
1.50
1.75
2.00
x1e-4
Fig. 3.11 – Concentrations moyennes au sol de cadmium (µgm−3) sur 19 jours de fe´vrier 1997.
La ligne noire est le centre de la route, les points noirs sont les capteurs.
Comparaison des flux de de´poˆt Polyphemus et ADMS aux observations
Le flux de de´poˆt est calcule´ via la formule 2.94, auquel est rajoute´ le flux de de´poˆt humide
calcule´ par l’e´quation 2.113. Les valeurs sont moyenne´es sur l’ensemble des jours simule´s, et
compare´es aux observations tire´es de Promeyrat-Qotbi [2001].
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Fig. 3.12 – Flux de de´poˆt moyen de cadmium (µgm−2 s−1) sur 19 jours de fe´vrier 1997, simule´
par Polyphemus et ADMS, et observe´.
La figure 3.12 montre la comparaison entre les flux de de´poˆt simule´s par Polyphemus et
ADMS, et observe´s. Les simulations sont toutes les deux tre`s proches des observations, avec une
meilleure estimation donne´e par Polyphemus au capteur le plus proche de la route, par rapport
a` ADMS. La mode´lisation du de´poˆt sec par la formulation de Chamberlain donne des valeurs un
peu plus e´leve´es que la formule d’Overcamp. En effet, dans le cas de Chamberlain, on suppose
que tout le panache s’appauvrit sur la verticale et se de´pose instantane´ment, alors qu’Overcamp
utilise des re´flexions partielles, pour simuler un de´poˆt proche du sol. En ge´ne´ral, cette dernie`re
parame´trisation donne de meilleurs re´sultats a` faible distance. A titre de comparaison, ADMS
mode´lise un appauvrissement dans tout le panache, avec un facteur de forme de fac¸on a` avoir
un de´poˆt plus grand au sol qu’en hauteur. Les corre´lations correspondantes (entre simulations
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et observations) sont de 96% pour Polyphemus avec Overcamp, 93% avec Chamberlain, contre
88% pour ADMS.
Les deux mode`les sous-estiment les valeurs aux capteurs e´loigne´s de la route, e´tant donne´
que les simulations n’ont pas pris en compte les valeurs de fond, mais uniquement les e´missions
de la route. Le flux de de´poˆt mesure´ par le capteur le plus e´loigne´ de la route est e´gal a`
9.25 10−7µgm−2 s−1. Si l’on conside`re que l’impact de la route est ne´gligeable (figure 3.11)
a` cette distance, on peut prendre comme valeur de re´fe´rence pour le fond une estimation
de 9.10−7 µgm−2 s−1. En ajoutant cette valeur aux flux de de´poˆt simule´s par Polyphemus et
ADMS, on obtient de tre`s bons re´sultats (figure 3.13). Dans ce cas, les re´sultats mode´lise´s avec
le de´poˆt d’Overcamp sont plus proches des observations que les re´sultats donne´s par Chamber-
lain. Cependant, les valeurs de concentrations de fond ont e´te´ prises a` titre d’illustration et sont
tout a` fait incertaines. Elles sont probablement un peu trop e´leve´es si l’influence de la route a`
cette distance a e´te´ sous-estime´e.
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Fig. 3.13 – Flux de de´poˆt moyen de cadmium (µgm−2 s−1) sur 19 jours de fe´vrier 1997, simule´
par Polyphemus (Overcamp et Chamberlain), ADMS, et observe´. Les valeurs simule´es sont
corrige´es avec une valeur de fond de 9.10−7 µgm−2 s−1.
La figure 3.14 montre les meˆmes re´sultats que la figure 3.13, mais en utilisant e´galement
la mode´lisation des sources line´iques. Celle-ci donne bien un re´sultat identique a` la source
discre´tise´e : cette mode´lisation permet essentiellement d’abaisser le temps de calcul, qui corres-
pond a` une seule source et non plus 200 sources. Sur certains jours, cependant, les re´sultats de
ces deux mode´lisations diffe`rent le´ge`rement [Briant, 2009].
3.4.3 Analyse des re´sultats sur certains jours
Nous e´tudions maintenant les simulations ADMS et Polyphemus pour deux jours particu-
liers : le 3 et le 18 fe´vrier. Le 3 fe´vrier correspond a` une situation de faible dispersion sans pluie,
le 18 fe´vrier a` une dispersion normale avec pluie. Ces comparaisons ont e´te´ effectue´es avec la
formulation d’Overcamp pour le de´poˆt.
Re´sultats pour le 3 fe´vrier
La figure 3.15 donne les re´sultats pour la journe´e du 3 fe´vrier. Les re´sultats de Polyphemus
et d’ADMS sont tre`s proches, montrant tous les deux une valeur plus faible au premier capteur
(le plus proche de la route), qu’au deuxie`me. Cela est duˆ au fait que la source est situe´e a`
environ 1 me`tre du sol, et, dans ce cas particulier de faible dispersion, le panache n’a pas encore
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Fig. 3.14 – Flux de de´poˆt moyen de cadmium (µgm−2 s−1) sur 19 jours de fe´vrier 1997, si-
mule´ par Polyphemus (source discre´tise´e et source line´ique), ADMS, et observe´. De´poˆt simule´
par la formule d’Overcamp. Les valeurs simule´es sont corrige´es avec une valeur de fond de
9.10−7 µgm−2 s−1. Cre´dit : Re´gis Briant.
comple`tement touche´ le sol au niveau du premier capteur. Le fait que les re´sultats des deux
mode`les pre´sentent cette caracte´ristique confirme a posteriori le choix de la hauteur d’e´mission
explique´ en partie 3.4.1 : la hauteur effective calcule´e par ADMS doit eˆtre tre`s proche de 1 m. A
titre de comparaison, la figure 3.16 montre les re´sultats dans la meˆme configuration, mais avec
une hauteur de source e´gale a` 0.5 m. Dans ce cas, la valeur simule´e au premier capteur est bien
supe´rieure a` la valeur du deuxie`me capteur, car le panache a de´ja` touche´ le sol.
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Fig. 3.15 – Flux de de´poˆt de cadmium (µgm−2 s−1). Moyenne sur la journe´e, pour le 3 fe´vrier
1997, simule´ par Polyphemus et ADMS. La hauteur d’e´mission dans Polyphemus est prise a`
1 m.
Ce re´sultat est important, car c’est au premier capteur que les diffe´rences entre les deux
mode`les, et avec les observations, sont notables. Ainsi, l’incertitude principale dans cette e´tude
provient de la hauteur de la source, et non pas des parame´trisations.
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Fig. 3.16 – Flux de de´poˆt de cadmium (µgm−2 s−1). Moyenne sur la journe´e, pour le 3 fe´vrier
1997, simule´ par Polyphemus et ADMS. La hauteur d’e´mission dans Polyphemus est prise a`
0.5 m.
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Fig. 3.17 – Flux de de´poˆt de cadmium (µgm−2 s−1). Moyenne sur la journe´e, pour le 18 fe´vrier
1997, simule´ par Polyphemus et ADMS.
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Re´sultats pour le 18 fe´vrier
La figure 3.17 montre les flux de de´poˆt simule´s pour la journe´e du 18 fe´vrier. Il s’agit d’un
cas de dispersion moyenne (vent de 7.3 m s−1) avec pluie (intensite´ de pluie p0 = 7.4 mmhr
−1).
Les re´sultats sont, la` encore, tre`s similaires pour les deux mode`les.
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Fig. 3.18 – Flux de de´poˆt sec de cadmium (µgm−2 s−1). Moyenne sur la journe´e, pour le 18
fe´vrier 1997, simule´ par Polyphemus et ADMS.
E´tant donne´ qu’il s’agit d’un jour avec pluie, on peut comparer la contribution des flux
de de´poˆt sec et humide. La figure 3.18 donne les de´poˆts secs. Comme dans les cas sans pluie,
Polyphemus donne une valeur de de´poˆt sec un peu plus e´leve´e pour les capteurs les plus proches,
probablement due en partie a` l’utilisation de la formule d’Overcamp.
La figure 3.19 donne les flux de de´poˆt humides. Le flux de de´poˆt humide calcule´ par Po-
lyphemus est plus faible que celui d’ADMS aux premiers capteurs, et quasiment constant
e´gal a` 1 10−7µgm−2 s−1. En comparaison, le flux de de´poˆt humide moyen d’ADMS est e´gal
a` 2.7 10−7µgm−2 s−1. Dans les deux cas, le flux de de´poˆt humide est infe´rieur d’environ un
facteur 10 au flux de de´poˆt sec (de moyenne 2 10−6µgm−2 s−1). Les coefficients de lessivage
calcule´s par ADMS pour ce jour sont e´gaux a` 0.36 10−3s−1 pour tous les diame`tres, alors que
les coefficients calcule´s par la parame´trisation de Slinn sont e´gaux a` 2.6 10−3s−1, 0.74 10−3s−1
et 0.26 10−3s−1 respectivement pour les particules de diame`tres 10 µm, 2.5 µm et 1 µm.
Les diffe´rences entre les deux simulations peuvent donc s’expliquer par une fac¸on diffe´rente
de calculer les coefficients de lessivage, et e´galement peut-eˆtre dans le calcul du flux de de´poˆt
total. Dans tous les cas, l’influence du de´poˆt humide sur le flux de de´poˆt total est faible, et
ne´gligeable si l’on conside`re les re´sultats moyens sur le mois.
L’e´valuation de la mode´lisation du de´poˆt dans les mode`les gaussiens de Polyphemus est
satisfaisante. Cependant, e´tant donne´ le faible nombre d’observations utilise´es, et le fait que
les valeurs compare´es soient des moyennes sur le mois, une e´tude de´taille´e de sensibilite´ aux
parame´trisations, comme pour les e´cart types et la surhauteur, n’a pas e´te´ mene´e ici. L’influence
des mode`les de de´poˆt, ainsi que des parame´trisations, est faible dans le cas e´tudie´, au regard de
l’incertitude sur la hauteur de la source.
3.5 Bilan : e´valuation des mode`les gaussiens et variabilite´
Dans ce chapitre, les mode`les gaussiens de Polyphemus ont e´te´ e´value´s sur diffe´rentes
expe´riences, et notamment les cas de Prairie Grass et de Kincaid. La variabilite´ dans les re´sultats
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Fig. 3.19 – Flux de de´poˆt humide de cadmium (µgm−2 s−1). Moyenne sur la journe´e, pour le
18 fe´vrier 1997, simule´ par Polyphemus et ADMS.
des mode`les, due a` l’incertitude sur les diffe´rentes parame´trisations empiriques, a e´te´ mise en
e´vidence.
3.5.1 Performance des mode`les
Dans l’ensemble, la comparaison mode`le-mesures donne des re´sultats satisfaisants, en com-
paraison avec les performances d’autres mode`les gaussiens connus et largement utilise´s tels
qu’ADMS et AERMOD. La meilleure parame´trisation des e´carts types est la the´orie de la simi-
litude, en cohe´rence avec le fait qu’elle repose sur une description plus pre´cise de l’atmosphe`re
que les deux autres sche´mas. Les formules de Briggs donnent e´galement de tre`s bons re´sultats,
non seulement pour Prairie Grass (expe´rience qui a servi dans l’e´laboration des formules d’inter-
polation de Briggs) mais e´galement pour Kincaid. Seule la parame´trisation de Doury donne des
performances moins bonnes sur les deux cas pre´sente´s ici, avec une tendance a` la sous-estimation
des concentrations, probablement due a` la sur-estimation de la dispersion du panache, notam-
ment horizontale. Pour les cas e´tudie´s ici, il n’y a pas de diffe´rence flagrante entre les mode`les
« ancienne ge´ne´ration », base´s sur une repre´sentation discre`te de l’atmosphe`re dans la formu-
lation des e´carts types (Briggs et Doury pour Polyphemus, Pasquill-Guifford pour ISCST3),
et les mode`les « nouvelle ge´ne´ration », base´s sur la the´orie de la similitude (dont AERMOD
et ADMS). Cette dernie`re approche a des performances le´ge`rement meilleures. La comparaison
devrait naturellement eˆtre e´tendue a` davantage de cas, pour repre´senter davantage de situations
me´te´orologiques et de types de terrain.
Les re´sultats de l’expe´rience de Kincaid montrent l’importance de la mode´lisation de la
surhauteur. En particulier, la meilleure performance n’est pas obtenue avec les meˆmes formules
d’e´carts types suivant la parame´trisation utilise´e pour calculer la surhauteur (the´orie de la
similitude avec la surhauteur de Briggs-HPDM, et e´carts types de Briggs pour les surhauteurs
de Holland et Concawe). Cela peut provenir, en partie, de compensations d’erreurs entre les
formules utilise´es pour la surhauteur et pour les e´cart types. Toutes les combinaisons entre
les formules d’e´carts types et de surhauteur ont des performances acceptables, comparables
aux autres mode`les, excepte´ celles utilisant les formules de Doury. Par ailleurs, ces re´sultats
montrent e´galement l’importance de la mode´lisation des interactions avec la couche d’inversion.
Une meilleure mode´lisation du panache dans des conditions convectives, tenant compte de la
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forme non gaussienne sur la verticale due aux mouvements ascendants et descendants de l’air,
pourrait e´galement ame´liorer les re´sultats sur ce genre d’expe´riences. L’utilisation d’un pre´-
traitement me´te´orologique recalculant la hauteur d’inversion, a` l’instar de nombreux autres
mode`les, pourrait e´galement eˆtre envisage´e.
3.5.2 Variabilite´ des parame´trisations et des re´sultats
La partie 3.2.1 montre une grande variabilite´ des estimations des e´carts types en fonction
des parame´trisations choisies et des conditions me´te´orologiques, jusqu’a` un facteur 30 entre les
valeurs obtenues. La variabilite´ de la surhauteur, estime´e pour le cas de Kincaid en partie 3.3.2,
n’est pas aussi grande, bien qu’il y ait des e´carts importants pour de faibles vitesses de vent.
L’utilisation de la surhauteur introduit une variabilite´ supple´mentaire dans les re´sultats, en
particulier dans les cas de source en hauteur ou` le panache peut pe´ne´trer totalement ou partiel-
lement dans la couche d’inversion.
Au final, l’utilisation de l’ensemble des parame´trisations disponibles pour les e´carts types et
la surhauteur, toutes choses e´tant par ailleurs e´gales dans la configuration du mode`le, permet
de retrouver une grande variabilite´ des re´sultats en sortie de mode`le. En particulier, la varia-
bilite´ obtenue avec les simulations de Polyphemus sur l’expe´rience de Kincaid est comparable
a` celle constate´e avec l’utilisation d’un nombre important de mode`les de la communaute´. Cela
souligne l’importance de l’incertitude sur les formules empiriques utilise´es pour la mode´lisation
des e´carts types et de la surhauteur. De plus, cela sugge`re dans l’avenir l’utilisation d’une
mode´lisation d’ensemble effectue´e graˆce aux diffe´rentes parame´trisations disponibles dans le
syste`me de mode´lisation.
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Deuxie`me partie
Mode´lisation sous-maille des
e´missions ponctuelles : mode`le de
panache sous-maille
107

Chapitre 4
Mode`le de panache sous-maille passif
Dans les mode`les eule´riens classiques, l’un des principaux processus sous-
maille mal re´solus par le mode`le sont les e´missions, et en particulier les
sources ponctuelles. En effet, le panache e´mis par une source ponctuelle n’at-
teint pas la dimension horizontale d’une maille avant un certain temps, tan-
dis que le mode`le eule´rien conside`re que tout e´mission est imme´diatement
dilue´e dans la maille. La me´thode de panache sous-maille consiste a` coupler
un mode`le gaussien a` un mode`le eule´rien, afin de traiter en sous-maille les
e´missions ponctuelles. Au-dela` d’un certain temps, lorsque le panache est
suffisamment disperse´ pour que l’erreur commise par le mode`le eule´rien ne
soit pas trop importante, le traitement du panache est transfe´re´ au mode`le
eule´rien. Cette me´thode doit permettre de mieux repre´senter les e´missions
ponctuelles, sans augmenter le temps de calcul de fac¸on significative.
Ce chapitre de´crit le mode`le de panache sous-maille couplant le mode`le
a` bouffe´es pre´sente´ dans les chapitres pre´ce´dents, et le mode`le eule´rien
Polair3D, au sein de la plate-forme Polyphemus. Le mode`le de panache
sous-maille est applique´ a` deux cas de rejet passif a` l’e´chelle continentale,
l’expe´rience ETEX-I et l’accident de Tchernobyl. Le but de cette e´tude est,
d’une part, d’e´valuer les performances du mode`le de panache sous-maille
par rapport a` un mode`le eule´rien classique, mais e´galement de re´aliser une
e´tude de sensibilite´ a` diffe´rents parame`tres. En particulier, l’influence des pa-
rame´trisations pour les e´carts types gaussiens est estime´e. Il s’agit enfin de
donner un aperc¸u des e´chelles spatiales et temporelles en jeu dans l’utilisation
d’un mode`le de panache sous-maille, et des processus physiques implique´s.
Outre une re´duction de la diffusion horizontale, l’utilisation d’un mode`le
de panache sous-maille pour une source proche du sol, e´mettant un tra-
ceur passif, dans des conditions me´te´orologiques normales (stabilite´ neutre),
a pour principale conse´quence de mieux repre´senter la diffusion verticale
aux alentours des sources ponctuelles. Le biais est ainsi ame´liore´ de fac¸on
significative aux stations proches de la source, et jusqu’a` quelques cen-
taines de kilome`tres. La sensibilite´ aux parame´trisations locales est impor-
tante, ce qui montre que la premie`re phase de de´veloppement du panache
a des re´percussions sur de longues distances. Pour le cas d’ETEX-I, la pa-
rame´trisation de Doury et la me´thode d’injection des bouffe´es sur une colonne
eule´rienne donnent les meilleurs re´sultats. Enfin, une e´tude de sensibilite´ sur
la re´solution du maillage, sans changer les donne´es d’entre´es, est e´galement
re´alise´e. On montre ainsi que l’utilisation du panache sous-maille est plus
inte´ressante pour un maillage relativement fin, car elle compense la sur-
estimation des concentrations induite par le faible volume d’e´mission dans le
mode`le eule´rien.
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4.1 Introduction
4.1.1 Context
Classical air quality models at regional scale, based on Eulerian approaches, overlook subgrid-
scale phenomena. In particular, emissions from major point sources are badly represented by
Eulerian models since they are usually assumed to mix immediately within a grid cell, whereas a
typical point-source plume (e.g., from a power plant) does not expand to the size of the grid cell
for a substantial time period. This leads to an unrealistic near-source modeling, especially since
the K-theory approach often used in Eulerian models does not properly represent the diffusion
in the vicinity of the source [Maryon et Buckland, 1995]. Numerical problems can also be raised,
such as oscillations caused by strong gradients due to point sources [Brandt et al., 1996], if a
non-monotonic advection scheme is used. On the other hand, Gaussian models provide a better
representation of the near-source dispersion, but they rely on assumptions (e.g., no wind shear)
that lead to increasing errors on the plume trajectory with distance [Stohl, 1998].
The plume-in-grid method is a multiscale modeling technique that couples a Gaussian (plume
or puff) model with an Eulerian model in order to improve the treatment of point source
emissions. This coupling method has been developed and evaluated both for photochemical
applications (e.g., Seigneur et al. [1983], Morris et al. [1991], Kumar et Russell [1996], Byun et
Schere [2006], Karamchandani et al. [2002]), and for the modeling of accidental releases with
the DREAM model [Brandt, 1998].
4.1.2 Issues
This paper is aimed at investigating some issues of this multiscale modeling approach.
Physical processes The theoretical reasons why such a coupling would improve the near-
source dispersion are well known, but we seek to have an insight on the key physical processes
(e.g., horizontal or vertical diffusion) for which a subgrid-scale treatment is most relevant. One
may also wonder whether the largest impact would show on the plume travel time, or on the
concentrations.
Local-scale parameterizations Another question is the sensitivity of both the local-scale
and the large-scale models to the input parameters and the dispersion schemes. While the
sensitivity to the Eulerian parameterizations has already been investigated [Brandt et al., 1998],
the impact of the local-scale parameterizations on the plume-in-grid results was not, to the
authors’ knowledge, assessed. Here, the sensitivity to the Gaussian dispersion is highlighted,
and compared to the impact of the Eulerian vertical diffusion schemes.
Relevant time and spatial scales It is also crucial to estimate the relevant spatial and time
scales for both models. The “local scale” is the scale at which the use of a Gaussian model is
relevant. It is the near-source area where the dispersion is not well represented by the Eulerian
model, and the Gaussian model error due to trajectory uncertainties and wind shear is not
too large. When the improvements in the dispersion are outweighed by the uncertainties in
the plume trajectory, the plume must be transferred from the Gaussian model to the Eulerian
model. This injection is decided according to some criterion on the puff age or size. For instance,
in several photochemical plume-in-grid models, the transfer is done when the puff size is about
the Eulerian-grid size at the transfer time. In DREAM, the Gaussian model is used on a nested
subdomain, whose size is determined so that the puffs would be larger than the Eulerian-cell
size at the interface—where the puffs are transferred into the Eulerian model. These conditions
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are physically consistent with the primary goal of plume-in-grid models, that is, to minimize the
artificial horizontal dilution. However, this does not prevent large errors in the plume trajectory
in the case of very coarse grids. Alternatively, some models use a criterion on the plume travel
time, usually 1 hour (e.g. in Kumar et Russell [1996]), but no sensitivity study is available on
the subject. This issue is investigated here by means of a sensitivity study on the so-called
“injection time” for a wide range of values. A comparison is also made between the time and
size criteria, at several resolutions.
Relevant resolution Finally, we investigate whether the use of the plume-in-grid modeling
technique is more relevant at a low or high resolution. In theory, a low resolution would imply
more artificial dilution in the Eulerian model, hence more need for a subgrid-scale representation
of the plume. In practice, using fine resolutions do not always improve simulation results,
especially when no high-resolution input data is used. Thus, it is useful to have an insight
on that subject, and to issue, if possible, general recommendations about the resolutions and
corresponding injection times.
4.1.3 Methodology
These issues are investigated using the plume-in-grid model developed on the air quality model-
ing system Polyphemus [Mallet et al., 2007]. This model was developed both for photochemistry
and passive (chemically inert) tracers, at regional and continental scale. The aim is to provide
an easy-to-use and modular model that is appropriate for a wide range of applications and
modeling domains, with limited computational demands. The model can be used in the context
of operational applications where detailed meteorological fields are not always available, and
computational-time constraints do not allow high-resolution or adaptive grid simulations.
The model evaluation is carried out for passive-tracer releases with ETEX-1 (European
Tracer EXperiment, first release) and Chernobyl cases. The ETEX campaign provides an
appropriate case to carry out a detailed study, since it is well documented and the source
parameters are well known, thus reducing the uncertainties. The plume-in-grid model, with the
recommendations inferred from the ETEX sensitivity study, is then evaluated on the Chernobyl
case.
4.1.4 Outline
Section 4.2 describes the model, with an emphasis on the local-scale model and the coupling
methods. In Sections 4.3, 4.4, 4.5 and 4.6, the aforementioned issues (Section 4.1.2) are in-
vestigated on the ETEX case: Section 4.3 analyzes the results with/without plume-in-grid,
Section 4.4 discusses the sensitivity to the local-scale dispersion parameters, compared to the
Eulerian diffusion schemes, Section 4.5 details the model sensitivity to the puff injection time
and Section 4.6 gives an insight on the influence of the grid resolution. Finally, Section 4.7 gives
the overall model results on the Chernobyl case.
4.2 Model description
The plume-in-grid model presented here couples, on the Polyphemus platform, the Gaussian puff
model [Korsakissok et Mallet, 2009] with the Eulerian model Polair3D [Boutahar et al., 2004]. In
Section 4.2.1, we briefly present the Gaussian puff model, and the necessary adjustments made
to the Gaussian dispersion for the non-stationary case. Section 4.2.2 describes the method used
to couple the two models.
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4.2.1 The Gaussian puff model
Model presentation
The Gaussian puff model represents a continuous point emission as a series of Gaussian puffs.
Each puff transports a given quantity of the emitted species; the speed and the direction of a
puff are determined by the wind at its center. The puff size increases with turbulence, and it
is determined by the Gaussian standard deviations in all three directions: σx (downwind), σy
(crosswind) and σz (vertical). The concentration at one point (x, y, z) is then given by the sum
of all the puffs’ contributions:
C(x, y, z) =
Npuff∑
i=1
Qs ×∆tpuff
(2π)3/2σxσyσz
exp
(− (x− xic)2
2σ2x
)
× exp (− (y − yic)2
2σ2y
)
exp(−(z − z
i
c)
2
2σ2z
) (4.1)
where Npuff is the number of puffs, ∆tpuff is the time step between the release of two consecutive
puffs, and (xic, y
i
c, z
i
c) are the coordinates of the center of the i-th puff. Qs is the source emission
rate (in mass unit per second). Equation 4.1 can be modified to take into account the reflections
on the ground and inversion layer if necessary. The continuous plume is well represented by the
series of puffs if there is a sufficient overlap between two successively released puffs, that is, if
∆tpuff is small enough. In practice, this condition is fulfilled at time t, for two successive puffs
emitted at ti and ti+1 = ti +∆tpuff respectively, if:
σx(t− ti) + σx(t− ti+1) ≥ u∆tpuff , (4.2)
where u is the wind speed at time t and at the puffs’ locations, and the puffs’ sizes (“radii”) are
assumed to be σx(t− ti) and σx(t− ti+1) in the x direction. This criterion can be relaxed during
the first time steps, when no measurement station has been reached: the overlap condition has
to be fulfilled at the first station. Section 4.3.2 discusses this condition in the present case.
In Polyphemus, three empirical parameterizations may be used to compute puffs standard
deviations: Briggs’s, Doury’s and similarity-theory. They are briefly described below, and more
details can be found in Korsakissok et Mallet [2009], along with a validation against the Prairie
Grass and Kincaid data sets.
Briggs’s formulae The Briggs formulae are based on the Pasquill-Turner stability classes
[Turner, 1969], and are different for rural and urban areas. The full formulae can be found in
Arya [1999] for instance. The general form is given by:
σy =
α x√
1 + β x
, σz = α x (1 + β x)
γ , (4.3)
with x the downwind distance from source, and α, β and γ coefficients depending on Pasquill
stability class.
Doury’s formulae An alternative parameterization, developed for the specific application
of radionuclides dispersion, is described in Doury [1976]. The formulae use only two stability
situations, corresponding to normal and low dispersion. The standard deviations are given in
the general form:
σy = (Aht)
Kh , σz = (Azt)
Kz , (4.4)
where t is the puff “age” (time since the puff release), and Ah, Az, Kh and Kz are coefficients
depending on the stability and the puff time.
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Similarity theory If enough meteorological data is available, σy and σz can be estimated
using the standard deviations of wind velocity fluctuations in horizontal direction σv and in
vertical direction σw. Following Irwin [1979] dispersion coefficients are investigated in the form:
σy = σv t Fy, σz = σw t Fz, (4.5)
where t is the time since the puff release, and Fy and Fz are functions of a set of parameters that
characterize the atmospheric boundary layer. These functions are determined from experimental
data. Here, the expressions of Fy and Fz, as well as σv and σw, come from Irwin [1979], Hanna
et al. [1982], Hanna [1984] and Weil [1988].
Dealing with non-stationarity: treatment for dispersion parameters
The parameterizations to compute the standard deviations assume that the meteorological
situation is stationary and homogeneous, which is not the case in the plume-in-grid model.
Hence the need to adapt the usual Gaussian formulations to non-stationary situations. The
Gaussian standard deviation in one direction can be written in the general form:
σ = f(t), (4.6)
where t is the puff travel time, and f is a function depending on the meteorological situation.
Equation 4.6 gives the puff evolution assuming that f has been constant since the puff emission
time. Using this formula in non-stationary cases, where f is evaluated at each time step with
the local meteorological situation, could lead to the unrealistic situation where the puff size
would decrease. This would be the case for instance if the situation changed from unstable to
stable (e.g., if night has fallen), as illustrated by Figure 4.1.
Figure 4.1: Unrealistic evolution of the size of one puff without correction on σy. The puff is represented
at each time step, and the circle radius is proportional to σy. The puffs are drawn in red when it is
daytime and in blue during nighttime. The green line is the puff center. The black triangle is the source
location.
A physically consistent way to deal with this problem is to determine the puff growth time
step per time step. The local growth of σ is perfectly determined by the value at the beginning
of the time step (noted σ1) and the knowledge of f (Equation 4.6) for the current situation.
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Figure 4.2: Description of the plume-in-grid coupling: information is exchanged between the
Gaussian puff model and the Eulerian model. At each time step, the sum of the contributions
from both models is saved.
Since f is an increasing function of time (for constant meteorological conditions), one may
determine the virtual time t′1 at which the standard deviation value is σ1: t
′
1 = f
−1(σ1). The
standard deviation at the end of the time step can then be computed as σ2 = f(t
′
1 + ∆t). In
some cases, however, the inverse function f−1 cannot be analytically computed; thus it is only
ensured that the puff size cannot decrease during a time step (σ2 = max(σ1, f(t1 +∆t))).
4.2.2 Model coupling
In the plume-in-grid coupling, several point source emissions are treated by the Gaussian puff
model while other sources, namely diffuse area emissions, are managed by Polair3D. When a
puff has reached a given age or size, it is transferred into the Eulerian model. For an emission
with a finite duration, the Gaussian puff model is not used anymore after the last puff transfer.
During the time period when both models are used, they exchange some information at each
time step (Figure 4.2):
Meteorological data They have been computed on the Eulerian grid and can be either
interpolated at the puff center or taken at the center of the cell where the puff is located. They
are then used by the Gaussian model, to carry out the puff advection and diffusion.
Puff data At each time step, the cell where the puff center resides is determined. For that
purpose, the Cartesian coordinates used in the Gaussian puff model are converted into longi-
tude/latitude coordinates used by Polair3D (Section 4.9.1). It is then checked whether the puff
should be injected in the Eulerian model. If so, the puff is erased from the Gaussian puff model,
and its mass is transferred into the Eulerian model (Section 4.2.2).
Puff injection criteria and method
The puff is transferred to the Eulerian model when one of the two following injection criteria is
met:
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1. The time period tpuff after the puff release (the puff age) has reached a given value, called
the injection time and noted tinj: the injection is applied if tpuff ≥ tinj,
2. The puff horizontal size has reached the cell size ∆y: the puff is injected if
Cy σy ≥ ∆y, (4.7)
where Cy is a coefficient set to 4.
The puff is then transferred, using either the column, or the integrated injection method.
Column injection The puff mass is equally distributed within 2σz of the puff center, within
one column, bounded by the ground and by the boundary layer height. For a puff within the
boundary layer, the puff center height is zc ≤ zi, and the puff vertical extent is given by:
min(2 σz, zc) + min(2 σz, zi − zc) (4.8)
Using the column injection implies that the puff center is “shifted” to the cell center. It also
adds some vertical dilution to the extent given in Equation 4.8: the total vertical extent actually
is the sum of the heights of the vertical levels where the transfer is done (Figure 4.3).
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Figure 4.3: Column injection. The mass Q of the puff is equally distributed in the Ncell cells
that it vertically covers. The puff vertical extent is 4 σz, unless it touched the ground or the
inversion layer.
Integrated injection The puff mass is distributed over the cells within the puff horizontal
or vertical extent (Figure 4.4). In each cell, the puff contribution is the integral of the Gaussian
concentration over the cell volume, corrected to ensure the mass conservation (Section 4.9.2).
While the column injection limits the artificial puff horizontal dilution, transferring a puff to
several cells, as in the integrated-injection method, leads to a higher dilution volume.
Concentrations reconstructed at the measurement stations
Since the two models operate at the same time, the total concentrations are the sum of both
models contributions (see Figure 4.2). Whereas the Eulerian model allows to estimate the mean
concentrations in each grid cell, the Gaussian model gives an analytical formula (Equation 4.1)
to compute the concentrations at the exact stations’ locations. Therefore, for stations located in
the local-scale domain—where the Gaussian model is used—the Gaussian contribution can either
be analytically computed at the exact location, or averaged in the grid cells, then interpolated,
as with the Eulerian model. Although the first way to reconstruct the concentrations relies
on a more accurate representation of the Gaussian concentrations, it is more sensitive to the
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Figure 4.4: Integrated injection. The puff mass Q is added to each cell within the puff horizontal
and vertical extent. The puff vertical extent is 4 σz (unless it touches the ground or the inversion
layer), and the horizontal size is 4 σy.
uncertainty in the puff location. If the uncertainty is much larger than the puff horizontal size,
the error at the station can be very large. A third option would be to average the concentrations
on a volume whose extent would be related to the trajectory uncertainty and would be smaller
than a grid cell. The results discussed hereafter are obtained by averaging the concentrations
on the grid cells.
4.3 The ETEX case: impact of plume-in-grid at continental
scale
The European Tracer Experiment (ETEX) campaign is a well-instrumented, dispersion ex-
periment at continental scale (http://rem.jrc.ec.europa.eu/etex/). We model here the
ETEX-I campaign, where 340 kg of a passive tracer (perfluoromethylcyclohexane, hereafter
called PMCH) were continuously released during twelve hours. The source was located in west
of France (48◦03′N, 2◦00′W, see Figure 4.1 for the source location). The emission started on
October 23th, 1994, at 16:00 UTC. A total of 168 stations over 17 European countries mea-
sured the resulting plume, during more than one week after the release. This experiment was
widely used to calibrate and compare atmospheric dispersion models (Nodop et al. [1998], Mosca
et al. [1998]). Among the contributions on the subject, several were using Polyphemus with
Polair3D: it was evaluated in Que´lo et al. [2007], and used with inversion methods, e.g., in
Bocquet [2005]. Lagrangian particle models were also evaluated on that case, for instance the
NAME model [Ryall et Maryon, 1998], as well as Gaussian puff models [Sorensen, 1998] and
the coupled model DREAM [Brandt et al., 1998].
4.3.1 Modeling set-up
The configuration is similar to the simulation set-up used in Que´lo et al. [2007]. The simulation
grid covers all Europe and its cell width is 0.5625◦ in longitude and latitude. The source is
located at the center of one grid cell. There are 12 vertical levels, up to 6090 m (the first level
being at 30 m). The simulation starts at 00:00 UTC on October 23th, 1994, and the simulation
time step is ∆t = 600 s. The meteorological fields are the reanalyzed ECMWF fields ERA-40,
with resolution 1.125◦ on the horizontal and with a 3-hour time step.
The release height was taken equal to 8 m. The observed plume rise was reported to be no
more than 5 m, due to the effect of a significant buoyancy (the ejection temperature is 80 ◦C,
the ejection velocity is 47.6 m s−1) moderated by a small source diameter (2.5× 10−2 m). The
plume rise computed by the plume-in-grid model varies during the emission between 1 m and
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4 m. In the Eulerian model (alone), the emission is naturally released at the center of the grid
cell, whose height is 15 m. The emission rate is 7.98 g s−1.
The plume-in-grid simulations are carried out with the three Gaussian dispersion param-
eterizations described in Section 4.2.1, and the results are compared with those of Polair3D
without the plume-in-grid treatment (hereafter called the “reference” results). Unless specified
otherwise, the plume-in-grid results are shown with the column-injection method, which gave
slightly better results than the integrated injection.
4.3.2 Convergence with the time step between two puffs
The plume-in-grid model discretizes the emitted plume into a series of puffs. As discussed
in Section 4.2.1, the puffs overlap is important to ensure a physically consistent plume modeling.
The puff standard deviation after 1 hour is about 1000 m (Section 4.4). The mean wind speed
is about 5 m s−1. Thus, according to Equation 4.2, a reasonable time step between two puffs
is about 400 s, to ensure an overlap at the first station. In comparison, in Sorensen [1998], the
same condition is used to compute the puffs overlap, but with different parameterizations for
σx. They advocated ∆tpuff ≤ 900 s.
A sensitivity test was made on the time step between two puffs, to check that the impact
of that time step on the simulation results is negligible (for small enough time steps). For that
purpose, simulations are carried out with puff-time steps of 1, 5, 10, 30, 100, 200, 300 and 600
seconds. The simulation results are compared with the 1-second simulation, which ensures the
best overlap. For all other time steps, the relative difference between the ground concentration
and the 1-second simulation ground concentration, averaged in time, is computed in each cell
(for concentrations above a threshold of 0.001 ngm−3). The maximum value of this indicator is
computed for each time step (Figure 4.5). Below 200 s, the maximum difference is about 10% of
the concentration value, and it is near-zero below 50 s. In the following, the time step between
two puffs is taken equal to 5 s in order to ensure a sufficient puffs overlap with a reasonable
computational time.
4.3.3 Comparison of results with/without the plume-in-grid approach
The model-to-data comparison is carried out with the following statistical indicators: fractional
bias (FB), mean bias error (MBE), correlation (Corr) and proportion of values within a factor
2 and 5 of the observations (FAC2 and FAC5). The formulae are given in Appendix A. These
statistics are computed for all stations with a minimum of 11 measurements, which amounts
to 139 stations. The measured values are averaged over 3 hours. Measurements lower than
a threshold of 0.05 ngm−3 are discarded, except when they occur within two time intervals
(6 hours) of a value above the threshold.
Global results
Table 4.1 shows the statistics computed for the reference simulation and the plume-in-grid sim-
ulation (for the three local-scale configurations) with an injection time equal to 1 hour. The use
of plume-in-grid improves the results no matter the dispersion parameterization used, reducing
the overestimation of the concentrations (from a factor 3 to a factor 2). The correlation is also
improved by the use of plume-in-grid with similarity-theory and Doury’s parameterization, and
decreases when using the Briggs formulae. The proportion of values within a factor of 2 and 5
of the observations are slightly improved.
Figure 4.6 shows how the use of plume-in-grid modifies the spatial distribution of the pol-
lutant concentration. The difference between concentrations with and without plume-in-grid
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Figure 4.5: Convergence with the time step between two puffs. The reference is given by the
simulation with the time step of 1 s. The indicator is the relative difference between the mean
ground concentrations for one time step (between 600 s and 5 s), and the reference value (for
1 s).
Model Mean FB MBE Corr FAC2 FAC5
Obs 0.21 0.00 0.00 1.00 1.00 1.00
Polair3D 0.68 1.07 0.48 0.60 0.19 0.36
Sim.th. 0.48 0.79 0.27 0.65 0.19 0.37
Doury 0.39 0.61 0.18 0.68 0.20 0.39
Briggs 0.43 0.70 0.22 0.51 0.22 0.39
Table 4.1: Statistics for the reference simulation (Polair3D), and plume-in-grid simulations
with an injection time of 60 minutes, for all three parameterizations of the standard deviations.
Column injection. “Sim.th.” stands for similarity theory.
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Figure 4.6: Difference between the mean ground concentrations (in ngm−3) averaged over the
simulation period, between the plume-in-grid results and those of the reference simulation. The
plume-in-grid simulation was carried out with similarity theory, an injection time of 1 hour and
a column injection.
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Figure 4.7: Puff trajectory during 12 hours. Green: puff center. Red: puff radius. The circle
radius is 2×σy, and one circle is drawn at each time step (ten minutes). Black triangles are the
measurement stations. Top: puff emitted at 16:00 UTC. – Bottom: puff emitted at 22:00 UTC.
– Left: Briggs parameterization – Right: similarity theory.
(with similarity theory, 1 hour injection time) is computed on ground concentrations, averaged
over the whole simulation period. The difference is very high in the vicinity of the source, where
the plume-in-grid concentrations are up to 80 % lower than the reference concentrations. At
farther distance, the concentrations are much lower, and so are the differences. Thus, using the
plume-in-grid model mostly modifies the concentrations at a few stations in the vicinity of the
source, where the emission is treated by the Gaussian puff model. Reducing the bias at these
stations—where the concentrations are the highest—has a significant impact on the overall bias.
On the contrary, FAC2 and FAC5 show a smaller improvement, since they are less dependent
on the first stations.
Results on local-scale stations
Figure 4.7 shows a puff’s trajectory—and typical size—during 12 hours, for Briggs’ and similarity-
theory parameterizations, for a puff emitted at 16:00 UTC (figures 4.7(a) and 4.7(b)), and a
puff emitted a 22:00 UTC (figures 4.7(c) and 4.7(d)). For all parameterizations, the puffs di-
rectly impact one station: Rennes (F21), which is reached between 40 and 60 minutes after the
puff release. The earlier emitted puffs (between 16:00 UTC. and 20:00 UTC), as well as those
emitted during the last hour of emission (not shown here) have a straightforward trajectory,
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Station MBE NMSE Corr FMT FAC5
F21 -23.5/-5.0 47.7/8.5 0.69/0.70 0.06/0.22 0/0.18
F02 -3.09/-1.26 12.61/4.25 0.83/0.78 0.16/0.31 0.27/0.33
F22 -1.23/-0.52 13.23/3.97 0.85/0.89 0.15/0.30 0.14/0.21
F19 -1.27/-0.75 5.11/2.34 0.92/0.92 0.29/0.41 0.37/0.50
Table 4.2: Statistics at stations located within 350 km from the source. Statistics are given in
this order: reference value / plume-in-grid value. Plume-in-grid values are given for the Doury
parameterization and a 60-minute injection time.
and the plume also impact Alenc¸on (F02). However, only the station F21 can be considered as
a “local-scale” station, reached before the puffs are injected into the Eulerian model.
The statistics at particular stations give an insight on the scope of the plume-in-grid impact
on statistics. We focus here on the “near-source” stations, located within 350 km of the release
location, where a high enough number of above-threshold measurements allows to compute the
statistics. Most of these stations can be seen Figure 4.7 (except station F19 which is south-east
from F22, within the main plume trajectory). Table 4.2 shows the statistics for these stations:
the correlation, the MBE, the normalized mean square error (NMSE), the figure of merit in time
(FMT), and the FAC5 (see Appendix A). The plume-in-grid results are shown for the Doury
parameterization and a 1-hour injection time. As expected, the higher differences are seen at
Rennes, where concentrations are highest. All other stations show a significant improvement,
especially in terms of NMSE, FMT and FAC5. Thus, the use of plume-in-grid modeling is
relevant at continental scale, even when few local-scale stations are available: the impact is
carried for a few hundreds of kilometers, even though the Gaussian model is used on a much
smaller domain. The impact of plume-in-grid at farther stations with lower concentrations is
much less significant (not shown).
In Section 4.2.2, it was pointed out that the concentrations at local-scale stations (here,
Rennes) could also be computed with the analytical Gaussian formula, but this leads to highly
overestimated values. As explained, this may come from trajectory errors (due to the wind
direction modeling, especially time and space interpolation). If the error in the wind direction
is 15% of the traveled distance [Stohl et Koffi, 1998], it represents about 3 km when the station
is reached, while the puff horizontal “radius” is about 1 km. Moreover, a part of the plume
in the upper vertical levels might have been carried away from the main trajectory, while the
Gaussian model does not account for wind shear.
4.4 Sensitivity to the local-scale dispersion
Section 4.3 showed that the near-source concentrations are lower with the plume-in-grid model
than with the Eulerian model, especially with the Doury parameterization. This could be
surprising, since the use of plume-in-grid is supposed to prevent artificial dilution of the plume.
However, this dilution is mostly horizontal: the puff vertical size reaches the top of the first
vertical level (30 m) after only a few time steps. Besides, the Gaussian puff model allows to
better represent the vertical diffusion, which the Eulerian model underestimates in the vicinity
of the source. This mechanism is highlighted in this section, along with the sensitivity to the
local-scale dispersion parameterizations.
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4.4.1 Local-scale dispersion parameters
Figure 4.8 shows the evolution of σy and σz for the three parameterizations, for a puff emit-
ted during daytime (16:00 UTC, Figures 4.8(a) and 4.8(b)) and nighttime (22:00 UTC, Fig-
ures 4.8(c) and 4.8(d)), during three hours (σy ≃ σx). The tendency is similar over the next nine
hours. The Pasquill stability class was D (neutral) during most of the emission. Thus, there
is little difference between the standard deviations during nighttime and daytime, when com-
puted with the Briggs and Doury parameterizations. Similarity theory, which relies on a more
accurate description of the boundary layer (boundary height, Monin-Obukhov length) rather
than on stability classes, shows more variability. The Doury parameterization, which shows the
highest standard deviations, was fitted on tracer experiments conducted on wider fields than
the usual experiments used to derive the Briggs formulae and the similarity-theory formulae.
Thus, the Doury scheme is better at European scale, while the other two parameterizations are
better at local scale [Korsakissok et Mallet, 2009].
4.4.2 Comparison between the Gaussian and Eulerian diffusion
The Eulerian model represents the turbulence through the vertical diffusion coefficient Kz,
which is parameterized and depends on the meteorological conditions. On the other hand,
the Gaussian equation derives from the same dispersion equation as the Eulerian model, but
simplified, especially by assuming a constant and homogeneous wind. Under these assumptions,
the standard deviation σz can be related to the vertical diffusion coefficient Kz [Seinfeld et
Pandis, 1998]:
σz =
√
2 Kz t (4.9)
Thus, the plume evolution computed with the Eulerian model has a behavior in σz ∝
√
t, which
represents well the plume dispersion at long range, but underestimates the dispersion at short
range, where it is theoretically closer to a behavior in σz ∝ t [Taylor, 1921]. Gaussian models,
fitted on short-range experiments, better represent this behavior by adapting the dispersion to
the puff distance from source (or “age”, t). This was shown for instance in Demae¨l et Carissimo
[2008], where a CFD code and a Gaussian model are compared on short-range experiments.
Figure 4.9(a) shows the comparison between the evolution of σz given by the Gaussian models,
and by Equation 4.9—taking the value of Kz in the puff cell. Figure 4.9(b) shows the puff
vertical extent, that is given in practice by the sum of the heights of the vertical levels covered
by the puff (see Figure 4.3). The figures also show Kz as computed by two possible parameter-
izations: Louis’s [Louis, 1979] and Troen & Mahrt’s [Troen et Mahrt, 1986]. The dispersions
corresponding to the two parameterizations for Kz are lower than those estimated with Doury’s
and Briggs’s formulae, but they are close to that of the similarity-theory estimation without
the additional dilution due to the injection.
In this study, the Louis parameterization is used. Although the Troen-Mahrt parameteri-
zation ensures slightly more vertical diffusion (as seen on Figure 4.9), it did not give quite as
good results. Thus, changing the Eulerian parameterization to ensure more diffusion does not
allow to accurately represent point emissions near the source. The plume-in-grid model can
be considered as a subgrid-scale diffusion scheme, which adapts to the puff distance from the
source, and proves to be more efficient than the usual diffusion parameterizations. However,
the model results are still sensitive to the Eulerian diffusion, as shown in Brandt et al. [1998]
using the DREAM model. This study also highlighted the insufficient vertical diffusion given
by Eulerian schemes, since an homogeneous mixing of the pollutants within the boundary layer
was found to be more efficient than the two Eulerian parameterizations evaluated (the Louis
and similarity-theory schemes).
123
124 Chapitre 4 – Mode`le de panache sous-maille passif
0 20 40 60 80 100 120 140 160 180
Time after emission (minutes)
0
500
1000
1500
2000
2500
3000
3500
4000
S
ig
m
a
_
y
 (
m
)
Briggs
Doury
similarity
(a) σy, daytime (16:00)
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(b) σz, daytime (16:00)
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(c) σy, nighttime (22:00)
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(d) σz, nighttime (22:00)
Figure 4.8: Evolution of the horizontal standard deviation σy and vertical standard deviation
σz, during 3 hours, for the three parameterizations and two puff release times. Figures 4.8(a)
and 4.8(b) are for a puff emitted at the beginning of emission (16:00 UTC). Figures 4.8(c)
and 4.8(d) correspond to puff emitted during the night (22:00 UTC). The stability class is D
(neutral).
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Figure 4.9: Evolution of the puff vertical extent during 12 hours for the three Gaussian pa-
rameterizations, and for the two Eulerian parameterizations for Kz. Left: the puff extent is
the Gaussian standard deviation σz—Right: the puff extent is the sum of the heights of the
vertical levels covered by the puff. The puff extent is the same in both figures for the Eulerian
parameterizations.
4.4.3 Vertical profiles
Coming back to the simulation results, the influence of the vertical diffusion schemes can be
observed on Figure 4.10, which shows the vertical profiles of the mean concentration. The
concentrations are averaged over the whole horizontal domain, and the vertical profile is plotted
against the simulation time step. Figure 4.10(a) shows the profile for the reference simulation.
The emission begins at time step 96, and the source emits during twelve hours within the first
vertical level. Hence, the concentration increases with time within this level during the emission
period, and slowly diffuses on the vertical. The three other figures show the same vertical profiles
for the plume-in-grid model in several configurations. There is indeed more vertical diffusion,
especially during the emission time. This tendency is stronger with the column injection than
with the integrated injection. The Doury parameterization also shows a higher vertical diffusion
than similarity-theory, which is consistent with the previous results (Figure 4.9).
4.5 Relevant timescales: a study on the injection time
The injection time determines how long the emission is handled by the Gaussian model. The
sensitivity to this parameter therefore gives an insight on the relevant timescale for the use
of the local-scale model, before the errors made in the Gaussian modeling approach—due to
trajectory uncertainties as well as wind shear—become too large. For that purpose, plume-in-
grid simulations were carried out with various injection times, ranging from tinj = 0 to tinj = 3
hours with a discretization step of 10 minutes, and ranging from tinj = 0 to tinj = 12 hours with
a discretization step 1 hour. The puffs are injected at the end of the time step (600 s) when the
injection criterion is met.
4.5.1 Impact on the concentrations
Figure 4.11 shows the evolution of two statistical indicators presented Section 4.3 (correlation
and fractional bias) against the injection time. The trends are the same for the three param-
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(b) Similarity theory - column
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Figure 4.10: Vertical profile of the concentrations (in µgm−3), averaged over the whole hori-
zontal domain. Ordinate: vertical levels (meters), abscissa: simulation time step (∆t = 600 s).
The plume-in-grid injection time is 1 hour. The horizontal lines represent the interfaces of the
model vertical levels.
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Figure 4.11: Evolution of the correlation and fractional bias against the puff injection time, rang-
ing from zero to twelve hours. Statistics are computed for all concentrations and all stations.
The simulations are carried out with the column injection, for all three Gaussian parameteriza-
tions.
eterizations. Similarity theory does not give as good a bias as the two others but still much
better than the reference simulation (dashed line). The Briggs parameterization gives a lower
correlation than the reference simulation for almost all injection times. The correlation is more
sensitive to the parameterization than other indicators (not reported here), especially between
0 and 3 hours, while the bias is always good. As shown in Section 4.3, the main impact of
plume-in-grid on concentrations is localized in the vicinity of the source, which explains why
even small injection times have an impact on the global results.
4.5.2 Impact on the arrival times
Figure 4.12 shows the same indicators computed for the arrival times at the stations. The
statistics are computed on values averaged over 3 hours, and the arrival time is the first time
period of 3 hours when the mean value at the station is above the threshold value. This explains
why the statistics are so good: the simulation has essentially to predict the plume arrival within
three hours of the observation to be considered as “perfect”. These statistics are sensitive to
the use of a plume-in-grid treatment: since the Eulerian model diffuses the plume more rapidly
on the horizontal, it shortens the plume arrival time at stations. Using the plume-in-grid model
delays this arrival, and the higher the injection time is, the later the plume arrives at the
stations. Between 0 and 180 minutes, the correlation increases and the bias is almost constant.
Between 3 and 12 hours, however, the correlation and bias become worse than the reference
simulation. Thus, an injection time of 3 hours seems to be the upper limit for acceptable results,
both for the arrival time and the concentrations statistics.
4.6 Influence of the grid resolution
The spatial impact of the plume-in-grid treatment is now assessed from the viewpoint of the
sensitivity to the grid resolution. The aim is to determine at what grid resolution the subgrid-
scale treatment is more relevant, and to investigate the possible relationship between the grid
resolution and the injection time. The grid resolution used in the previous parts of this study is
henceforth called the “original” grid resolution; it corresponds to a cell size equal to 0.5625◦ (in
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Figure 4.12: Evolution of the correlation and fractional bias for arrival times at stations, against
the puff injection time. The simulations are carried out with the column injection, for all three
Gaussian parameterizations.
longitude and latitude). Simulations were carried out for finer grids (÷8, ÷4, ÷2) and coarser
grids (×2,×4,×6 and ×8). All the input data are the same as with the original resolution,
except that they are interpolated (from the raw ECMWF data) at the new resolution. Hence,
a finer resolution does not enhance the description of parameters such as the meteorological
situation, and only the numerical impact of the grid resolution is assessed. This is consistent
with our main goal, which is to improve the modeling of emissions without depending too much
on the input data accuracy. Besides, the aim of such a model is to be used in an operational
case, when no high-quality data are available, and the computational time is limited.
4.6.1 Impact of the initial volume of the emission
Before comparing the results with and without plume-in-grid, it is useful to assess the impact
of the resolution on the Eulerian model alone. In particular, since the simulations are carried
out with the same input parameters for all resolutions, the main changes may come from the
initial volume of the emission: in the Eulerian model, the point source is immediately diluted
within the volume of the cell where the source is located. Since the model has a tendency to
over-predict the concentrations, a smaller emission volume will clearly increase this deficiency.
To verify this hypothesis, the Eulerian model Polair3D was run on the finest grids (÷8, ÷4,
÷2), for two configurations. In the “reference” configuration, the source is emitted in one cell,
as usual. The “diluted emission” consists in distributing the source in several cells, so that the
total emission volume is equal to the cell volume of the original grid resolution. The result is
shown in Figure 4.13. With the emission released in a single cell, the model statistics are worse
with finer resolutions than with the original resolution. The FAC2 and FAC5 are less sensitive
to emission changes—as already observed in Section 4.3. On the contrary, the change in the
emission volume is responsible for most of the decrease observed in the correlation and bias,
when refining the resolution: with an unchanged emission volume, the correlation and bias are
almost constant. This highlights the importance of the initial volume where the emission is
released. In the Eulerian model, this volume depends on the grid resolution, and it would be
difficult to find an “ideal” volume for any emission source, hence the need for a subgrid-scale
treatment that limits the dependence.
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Figure 4.13: Evolution of the correlation, bias, FAC2 and FAC5 for the Eulerian model, for
several factors applied to the original grid resolution (÷8, ÷4, ÷2 and ×1). The label “Refer-
ence” is the simulation with the emission in one grid cell, and “diluted emission” refers to the
simulations made with a constant emission volume.
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4.6.2 Use of plume-in-grid with several grid resolutions
Figure 4.14 shows the impact of the grid resolution for Polair3D, as well as for the plume-in-
grid model in several configurations. Several statistical indicators (correlation, mean bias error
MBE, FAC2 and FAC5) are plotted against the grid resolution. In the sequel, the resolutions
will be named after their abscissa in the figure: grid-0 is the finest (÷8), grid-3 is the original
resolution, and grid-7 is the coarsest (×8). The reference simulation with Polair3D (dashed
line) shows a decrease in performance for finer resolutions, as detailed in Section 4.6.1. The
best results of the reference simulation are given for grid-3 (original), grid-4 and grid-5.
The plume-in-grid results are also shown for the three parameterizations and the two injec-
tion methods, with a 1-hour injection time. The spread of the statistics for these six simulations
is wider for the finer resolutions. The use of plume-in-grid tends to improve all the statistics
for the fine resolutions (grid-0 to grid-3), in almost all cases. For coarser resolutions (grid-4
to grid-7), the results are globally close to the reference, or slightly worse (especially the cor-
relations). The small spread in the output statistics for the coarse resolutions comes from the
dilution of the puff concentrations within the cell, that smooths the differences between the
parameterizations. The “best” injection time would depend on the grid resolution, as well as
the parameterization, which makes it difficult to determine.
The other injection criterion, based on the puff size—as defined in Equation 4.7—is also
evaluated. It has the advantage of adapting to the grid resolution. The results with the size
injection criterion are shown in Figure 4.15, with Cy = 8—the puff is injected when it reaches
half the cell size. They are quite good for fine resolutions: they are better, especially in terms
of bias, than the 1-hour results (Figure 4.14). However, the results with the original resolution
(grid-3) and coarser resolutions are bad, especially for the correlation: the puffs are not injected
before 6 hours, or more, which leads to large errors in their trajectories. Thus, it is advised to
use an injection criterion based on the puff size only for grid cells smaller than 25 km, and to
ensure the puff injection time is no larger than 3 hours.
4.7 Application to the Chernobyl disaster
An explosive accident took place at the Chernobyl nuclear power plant in Ukraine (51◦23′N,
30◦06′W), on April 25th, 1986 at 21:23 UTC. This disaster triggered a dispersion of radionuclides
at continental scale. Radioactivity was measured in many European countries after the accident.
The measured data used here come from the REM-database (Joint Research Center, Ispra, Italy)
and consist in 88 stations, scattered mainly through central and western European countries.
While the ETEX case provided a well-documented case to carry out a comprehensive sensitivity
study, Chernobyl is a means to evaluate the model in a real-case study with many uncertainties,
especially concerning the source characteristics.
4.7.1 Modeling set-up
The simulation was carried out with the ERA-40 fields from ECMWF, of 1.125◦ resolution. The
simulation grid also has a 1.125◦ resolution in both horizontal directions. The simulation time
step is 900 s and there are 12 levels, up to 5000 m. The plume-in-grid model is used with the
column injection and the Doury parameterization, and a 3-hours injection time (chosen because
of the very coarse resolution).
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Figure 4.14: Evolution of the correlation, bias, FAC2 and FAC5 for reference and plume-in-grid
models, for several factors applied to the original grid resolution (÷8, ÷4, ÷2, ×1, ×2, ×4, ×6
and ×8). Statistics on concentrations, 139 stations. The injection time is one hour.
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Figure 4.15: Evolution of the correlation, bias, FAC2 and FAC5 for reference and plume-in-grid
models, for several factors applied to the original grid resolution (÷8, ÷4, ÷2, ×1, ×2, ×4, ×6
and ×8). Statistics on concentrations, 139 stations. Plume-in-grid simulations use an injection
criterion on the puff size.
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Factors 26/04 27/04 28/04 29/04 30/04 01/05 02/05 03/05 04/05 05/05
UNSCEAR 0.40 0.116 0.085 0.058 0.039 0.035 0.058 0.061 0.074 0.074
Inv. Mod. 0.45 0.42 0.05 0.001 0.015 0 0.015 0.01 0.01 0.032
Table 4.3: Temporal factors for the Chernobyl emission, for the UNSCEAR source term and
the source term coming from inverse modeling (labeled “Inv. Mod”). Factors are given for each
day, and applied to the total emission rate.
Species
The released radionuclides were both particulate matter and gaseous species. Here, we model
only iodine (I131) and caesium (Cs137 and Cs134) in a gaseous form. For this model evaluation, we
have chosen to use a simple modeling of the species dry deposition and scavenging coefficients,
similarly to Que´lo et al. [2007]. The deposition velocity is constant, equal to 0.2 cm s−1 for
caesium and 0.5 cm s−1 for iodine. The scavenging coefficient is parameterized with the Belot
formula [Belot et al., 1988], as Λ = A pB0 , where p0 is the rain intensity (in mmhr
−1), A =
8 × 10−5 and B = 0.8. For a more comprehensive study of these parameterizations, we refer
to Brandt et al. [2002]. The radioactive decay of the three species is taken into account, with
half-life values of 8.04 days for I131, 742 days for Cs134 and 11000 days for Cs137.
Source term
The main uncertainties come from the estimation of the source. The total released activity and
temporal distribution, as well as the vertical distribution, are highly uncertain: the high core
temperature lead to very high effective release heights during the initial explosion, while the
emission height was lower during the two following weeks. Here, we use the vertical distribution
of Brandt et al. [2002]. Simulations are carried out with two estimations of the total activity
and time evolution: one comes from UNSCEAR [2000] and was used in Que´lo et al. [2007],
while the other was constructed by inverse modeling, using Polair3D [Davoine et Bocquet,
2007]. The Polair3D configuration used for inverse modeling was the same as used here (same
meteorological fields, simulation grid, species parameterizations). The temporal factors for the
two sources are given in Table 4.3. The total estimated activity is:
• I131: 1.76× 1018Bq (UNSCEAR), 1.62× 1018Bq (reconstructed)
• Cs137: 8.5× 1016Bq (UNSCEAR), 13.6× 1016Bq (reconstructed)
• Cs134: 5.4× 1016Bq (UNSCEAR), 3.5× 1016Bq (reconstructed).
4.7.2 Results
In this case, there are no stations in the vicinity of the source: the smallest arrival time is 3
days after the explosion. Hence, even though using a plume-in-grid model still has an impact
on the global statistics, the model results are quite insensitive to the local-scale configuration.
Table 4.4 shows the models statistics with the UNSCEAR source term as well as the source
term reconstructed by inverse modeling, for the three species. The source term specification
is, as expected, the most important parameter, and has much more influence on the results
than the model in use. The comparison with and without plume-in-grid with the UNSCEAR
source term does not show a significant trend. The plume-in-grid results tend to be better in
terms of FAC2 but slightly more biased. Using the plume-in-grid model with the reconstructed
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Model Mean obs Mean sim MBE NMSE Corr FAC2 FMT
UNSCEAR
Cs137 0.98 0.49/0.48 -0.49/-0.50 5.62/5.73 0.46/0.47 0.23/0.26 0.31/0.31
Cs134 0.57 0.34/0.33 -0.23/-0.23 4.77/4.88 0.46/0.47 0.26/0.28 0.33/0.33
I131 3.83 3.45/3.42 -0.36/-0.40 6.08/6.37 0.43/0.39 0.34/0.35 0.36/0.35
Inverse modeling
Cs137 0.98 1.3/1.2 0.32/0.23 3.01/2.52 0.53/0.56 0.39/0.41 0.42/0.45
Cs134 0.57 0.36/0.34 -0.20/-0.23 4.06/4.26 0.54/0.57 0.33/0.34 0.39/0.39
I131 3.83 5.59/5.18 1.76/1.35 6.06/5.43 0.47/0.47 0.38/0.39 0.36/0.39
Table 4.4: Chernobyl statistics for the UNSCEAR source term, and the source term recon-
structed with inverse modeling. Statistics are given in the following order: reference / plume-
in-grid. The plume-in-grid simulations are run with a 3 hour injection time, the Doury param-
eterization and the column injection.
source term shows, however, a clear tendency to improve all indicators, even when looking
at the performance at stations (not shown). Since the inverse modeling was performed with
Polair3D (without plume-in-grid), this configuration is optimized for the reference model, but
the plume-in-grid model performs better nonetheless. However, these results confirm that the
use of a plume-in-grid model is mostly efficient at “local-scale” stations, and that no significant
improvement can be expected when stations are located so far from the source.
4.8 Conclusions
Physical processes The plume-in-grid treatment of the point source emissions implemented
within Polyphemus is described in this paper, with an emphasis on the available parameteri-
zations for the local-scale dispersion and the model coupling. The associated study, based on
the ETEX passive tracer experiment, shows that the main role of the plume-in-grid model is
to better represent the vertical diffusion in the vicinity of the source. This theoretical result,
and its practical implications, were analyzed. The subsequent improvement can be observed on
the statistics on concentrations, especially at the closest stations to the source, and up to a few
hundreds of kilometers from the release location. Thus, the scale of the plume-in-grid impact
is larger than the mere local-scale domain, where the Gaussian model is used. There is also an
impact on the arrival times at all stations, that are more accurate with the delay implied by
the plume-in-grid.
Sensitivity to the local-scale parameterizations While the results with plume-in-grid
are almost always better than with the Eulerian model alone, there is a substantial variability
in the outputs when changing the parameterizations and injection method. The Doury param-
eterization is found to be the best in this case, ensuring more vertical diffusion. The column
injection gives slightly better results than the integrated injection for the same reason. The
sensitivity to the local-scale parameterizations is mostly seen at the few stations located in
the vicinity of the source. As confirmed with the Chernobyl case, this sensitivity is much less
important at farthest stations.
Spatial and time scales The upper time limit, for the use of the local-scale model, was
found to be about 3 hours. Afterward, the global statistics on the concentrations and the
arrival times tend to worsen. This can be observed in the ETEX case and in the Chernobyl case
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as well (not shown here). The use of a plume-in-grid coupling tends to be more efficient at finer
resolutions: it allows to depend less on the volume of the Eulerian cells, and to compensate
for the subsequent over-prediction. The key point when using the plume-in-grid model is to
determine a good injection time. It is proposed here to use a criterion on the puff size when the
resolution is finer than 25 km. For coarser resolutions, this methods leads to very high injection
times, and errors in the puff trajectory tend to decrease the model’s performance. Using a
fixed injection time (the default 1 hour value seems appropriate in most cases) is therefore
recommended.
Perspectives The results of this application and sensitivity study on the ETEX case are
representative of near-ground releases during neutral conditions. However, the conclusions may
be different for elevated releases—for instance, buoyant plumes from power plants may be more
than 200 m high. In these cases, the plume is maintained aloft for a longer time with the
plume-in-grid model, especially during nighttime and very stable situations [Karamchandani
et al., 2002]. Thus, the next step would be to extend the plume-in-grid model to reactive cases,
to be evaluated with elevated releases. Another step would be to use the plume-in-grid model
for inverse modeling and network design studies.
135
136 Chapitre 4 – Mode`le de panache sous-maille passif
4.9 Appendix
4.9.1 Coordinates
Since Polair3D uses longitude and latitude coordinates, and the Gaussian model uses Cartesian
coordinates, it is necessary to carry out a coordinate transformation. The Cartesian coordinates
are the coordinates in the tangent plane at the point source. The transformation formulae are:(
dx
dy
)
=
(
R cosφ dλ
R dφ
)
(4.10)
Where x, y, z are the point Cartesian coordinates, λ is the longitude and φ is the latitude, in
radians, and R is the Earth radius in meters.
Note that we assume that the distance between the source and the puff center is not too
great, otherwise the error in assimilating the puff trajectory to that in the tangent plane could
not be neglected anymore.
4.9.2 Formulae to compute the puff integral over a volume
Let a puff α contain a given quantity of species A. The concentration of A in α is denoted cαA.
The integral over space of a variable v is denoted with brackets < v >.
The total quantity of A in the puff is given by:
QαA =< c
α
A >=
∫ ∞
−∞
∫ ∞
−∞
∫ ∞
−∞
cαA (4.11)
If we assume that the puff has a Gaussian shape, then the concentration can be written as:
cαA(x, y, z) = Q
α
A ×Gxα(x) Gyα(y) Gzα(z) (4.12)
where Gxα(x) is the Gaussian distribution in the x direction:
Gxα(x) =
1√
2 π σx
exp
(
−(x− xα)
2
2 σ2x
)
(4.13)
with xα the puff center coordinate and σx the puff standard deviation in the x direction.
We want to compute the integral of the puff within a given volume, noted QvolA . We note x1
and x2 the lower and upper boundaries in the x direction, and with a similar notation for the
y and z directions, we have:
QvolA =
∫ x2
x1
∫ y2
y1
∫ z2
z1
cαA(x, y, z) dx dy dz (4.14)
Combining this with Equation 4.12 leads to write:
QvolA = Q
α
A ×Hxα(x1, x2) Hyα(y1, y2) Hzα(z1, z2) (4.15)
with
Hxα(x1, x2) =
∫ x2
x1
Gxα(x) dx
=
∫ x2
−∞
Gxα(x) dx︸ ︷︷ ︸
Fxα (x2)
−
∫ x1
−∞
Gxα(x) dx︸ ︷︷ ︸
Fxα (x1)
(4.16)
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To compute the integral over the volumeQvolA , we rely on the cumulative distribution function
F xα (u) for a normal distribution (in the x direction):
F xα (u) =
1√
2 π σx
∫ u
−∞
exp
(
−(x− xα)
2
2 σ2x
)
dx . (4.17)
It can be expressed with the function erfc(u) defined as
erfc(u) =
2√
π
∫ ∞
u
exp(−x2) dx , (4.18)
which satisfies erfc(−u) = 1 + erf(u). A simple change of variable in Equation 4.17 shows that
F xα (u) =
1
2
[
1 + erf
(
u− xα√
2 σx
)]
. (4.19)
This allows to compute the integral over a given volume for a Gaussian-shaped puff. To take
into account the reflections on the ground and capping inversion, additional reflection terms are
needed, and their integral is computed following the same procedure.
The cell concentration is corrected to ensure mass conservation: if QiA is the mass of species
A within the cell i (whose volume is Vi), then the puff contribution in this cell is given by:
ciA =
QA∑Ngrid
i=1 Q
i
A
× Q
i
A
Vi
(4.20)
where QA is the total mass of the puff for the species A, and Ngrid is the number of cells into
which the puff is transferred.
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Chapitre 5
Mode`le de panache sous-maille
re´actif
Le mode`le de panache sous-maille, de´crit et e´value´ pour des traceurs passifs
a` l’e´chelle continentale dans le chapitre 4, est utilise´ dans ce chapitre pour
mode´liser des panaches re´actifs. Pour cela, il faut tout d’abord introduire un
mode`le de chimie dans les bouffe´es gaussiennes. Cela suppose de prendre en
compte non seulement les re´actions entre les espe`ces au sein d’une bouffe´e,
mais e´galement les interactions entre deux bouffe´es superpose´es, ainsi que
les re´actions entre les espe`ces de la bouffe´e et les espe`ces pre´sentes dans
l’atmosphe`re en-dehors du panache (le « fond »). Pour cela, certaines hy-
pothe`ses simplificatrices sont faites sur la ge´ome´trie des bouffe´es. De plus,
les re´actions chimiques sont calcule´es sur les concentrations moyennes au
sein des bouffe´es. Le mode`le de chimie est de´crit dans la partie 5.1.
Dans un panache dont la composition diffe`re de celle de l’atmosphe`re envi-
ronnante, les re´actions pre´ponde´rantes ne sont pas les meˆmes. Ainsi, non
seulement l’utilisation du panache sous-maille a un effet sur la dispersion,
comme pour les espe`ces passives, mais aussi sur les re´actions chimiques en
champ proche. Cet aspect est de´crit de fac¸on the´orique, et teste´ ensuite sur
un cas simplifie´, dans la partie 5.2. Il y est montre´, en particulier, que la
titration de l’ozone est la re´action principale dans un panache de NOx, tan-
dis que la formation de radicaux OH est retarde´e jusqu’a` une phase ou` le
panache est suffisamment de´veloppe´.
Enfin, le mode`le de panache sous-maille re´actif est applique´ au cas de la pho-
tochimie en Iˆle-de-France, sur six mois pour l’e´te´ 2001 (partie 5.3). Cela per-
met d’e´valuer l’impact du traitement sous-maille des e´missions ponctuelles
sur un cas d’application re´el et sur les performances du mode`le en compa-
raison aux observations. L’utilisation du traitement sous-maille ame´liore les
statistiques globales, en particulier pour les polluants primaires (SO
2
et NO).
La diffe´rence est plus faible pour les espe`ces secondaires NO
2
et O
3
. L’uti-
lisation du mode`le de panache sous-maille a pour principale conse´quence de
modifier les concentrations localement autour des sources. L’impact est plus
grand lorsque l’on retient certains jours particuliers, notamment aux stations
situe´es en aval de sources importantes. Il est enfin important de remarquer
que, si le temps d’injection est un parame`tre tre`s important pour les espe`ces
passives, il affecte beaucoup moins les espe`ces re´actives.
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5.1 Description du mode`le
5.1.1 Mode`le de chimie pour les bouffe´es re´actives
Le mode`le de chimie de´crit ici est largement inspire´ du mode`le SCICHEM, de´crit dans
Karamchandani et al. [2000], notamment en ce qui concerne le traitement des interactions entre
les bouffe´es superpose´es, et entre les bouffe´es et le fond (pour ce qui est de la « me´thode 1 »
de´crite en partie 5.1.1).
Principe et notations
Chaque bouffe´e transporte toutes les espe`ces utilise´es par le mode`le. Les bouffe´es trans-
portent une quantite´ pour chaque espe`ce, e´ventuellement ze´ro si l’espe`ce n’est pas pre´sente
dans la bouffe´e. La chimie des bouffe´es a les caracte´ristiques suivantes :
– Les espe`ces d’une bouffe´e re´agissent entre elles,
– Les espe`ces de deux bouffe´es superpose´es re´agissent entre elles,
– Les espe`ces d’une bouffe´e re´agissent avec les espe`ces de fond, c’est-a`-dire celles pre´sentent
dans l’atmosphe`re.
Les quantite´s transporte´es par les bouffe´es sont, en re´alite´, des perturbations des concentra-
tions de fond : si une espe`ce pre´sente dans l’atmosphe`re re´agit avec la bouffe´e, les concentrations
de fond diminuent localement, ce qui se traduit par une perturbation ne´gative. Cette perturba-
tion est ajoute´e aux concentrations de fond, pour former une concentration totale, repre´sentative
de l’e´tat de l’atmosphe`re dans le volume de la bouffe´e.
La chimie est calcule´e avec les concentrations moyennes de chaque bouffe´e. Les concentra-
tions de fond sont e´galement conside´re´es comme homoge`nes a` l’inte´rieur de la bouffe´e, ce qui est
cohe´rent avec le fait que le volume des bouffe´es est infe´rieur au volume des mailles du mode`le
eule´rien, ou` sont prises les concentrations de fond. Ces concentrations sont prises dans la maille
correspondant au centre de la bouffe´e. Dans la suite, l’exposant α (resp. β) correspond a` la
variable de la bouffe´e α (resp. β), et l’indice A (resp. B) correspond a` l’espe`ce A (resp. B). La
concentration de l’espe`ce A dans la bouffe´e α sera donc note´e cαA. L’exposant b correspond aux
concentrations de fond. La moyenne en temps d’une variable v est note´e v, et l’inte´grale sur
tout l’espace est note´e 〈v〉.
Moments d’ordre 1 et 2 d’une bouffe´e gaussienne
La quantite´ totale de l’espe`ce 1 dans une bouffe´e α est donne´e par
QαA = 〈cαA〉 =
∫ ∞
−∞
∫ ∞
−∞
∫ ∞
−∞
cαA dV. (5.1)
Pour une bouffe´e de forme gaussienne, la concentration correspondante s’e´crit
cαA(x, y, z, t) = Q
α
A ×Gα(x) Gα(y) Gα(z), (5.2)
avec Gα(x) la distribution gaussienne dans la direction x
Gα(x) =
1√
2 π σx
exp
(
−(x− xα)
2
2 σ2x
)
, (5.3)
avec xα la coordonne´e du centre de la bouffe´e, σx l’e´cart type gaussien dans la direction x.
On a donc 〈Gα(x)〉 = 1, de meˆme pour les directions y et z, et QαA = 〈cαA〉 c’est le moment de
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premier ordre de la distribution des concentrations.
Le moment de second ordre de la distribution des concentrations est donne´ par
〈cαA2〉 =
∫ ∞
−∞
∫ ∞
−∞
∫ ∞
−∞
[
QαAGα(x) Gα(y) Gα(z)
]2
dxdydz = (QαA)
2 Iα, (5.4)
avec
Iα =
∫ ∞
−∞
∫ ∞
−∞
∫ ∞
−∞
[
Gα(x)Gα(y)Gα(z)
]2
dxdydz =
∫ ∞
−∞
G2α(x)dx
∫ ∞
−∞
G2α(y)dy
∫ ∞
−∞
G2α(z)dz.
(5.5)
L’inte´grale dans les trois directions est donc donne´e par∫ ∞
−∞
G2α(x) dx =
1
2
√
πσx
, (5.6)
ce qui signifie que l’e´quation 5.5 devient
Iα =
1
23π3/2σxσyσz
. (5.7)
L’expression du moment de second ordre se de´duit alors de l’e´quation 5.4 et de l’e´quation 5.7
〈cαA2〉 = 〈cαA〉2 Iα =
〈cαA〉2
23π3/2σxσyσz
. (5.8)
Bouffe´e avec une concentration uniforme
On fait a` pre´sent l’hypothe`se que les concentrations sont uniformes a` l’inte´rieur de la bouffe´e.
On suppose e´galement que le volume de la bouffe´e est fini, et note´ Vα. Il s’agit d’exprimer ce
volume Vα en fonction des moments de premier et second ordre de la distribution de concentra-
tion. La concentration de l’espe`ce A, suppose´e a` pre´sent homoge`ne dans la bouffe´e, est e´gale a`
CαA a` l’inte´rieur du volume Vα, et ze´ro ailleurs.
Le premier moment, ou la quantite´ totale de l’espe`ce A dans la bouffe´e α est a` pre´sent
〈cαA〉 = QαA = CαA × Vα.
Le moment de second ordre est donne´ par
〈cαA2〉 =
∫ ∞
−∞
∫ ∞
−∞
∫ ∞
−∞
CαA
2 dV = CαA
2 × Vα = 〈c
α
A〉2
Vα
. (5.9)
Ainsi, le volume de la bouffe´e α peut se de´duire des moments de premier et second ordre
par la relation
Vα =
〈cαA〉2
〈cαA2〉
. (5.10)
Si l’on e´tend cette de´finition au cas des bouffe´es gaussiennes, d’apre`s l’e´quation 5.8, on a
Vα =
1
Iα
= 23π3/2σxσyσz. (5.11)
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Chimie dans une bouffe´e
Note : dans la suite, les concentrations utilise´es sont prises a` l’inte´rieur des bouffe´es. Donc,
cαA est e´gale a` la concentration uniforme C
α
A utilise´e dans l’e´quation 5.9 : c
α
A = C
α
A.
On conside`re deux espe`ces A et B, transporte´es par la bouffe´e α et re´agissant entre elles
pour produire une troisie`me espe`ce P , avec un taux de re´action k :
A + B→ P (R 5.4)
Si l’on ne conside`re que les re´actions entre les espe`ces pre´sentes dans la bouffe´e, sans inter-
action exte´rieure, et que l’on suppose les concentrations uniformes dans la bouffe´e, la vitesse de
disparition de A est donne´e par :
dcαA
dt
= −k cαAcαB. (5.12)
Si la chimie se produit durant un pas de temps ∆t, la concentration de l’espe`ce A dans la
bouffe´e a` la fin du pas de temps est alors donne´e au premier ordre (en temps) par
cαA(t+∆t) = c
α
A(t) + ∆c
α
A, (5.13)
avec
∆cαA = −k cαA(t) cαB(t) ∆t. (5.14)
La quantite´ correspondante, transporte´e par la bouffe´e, est alors donne´e par
QαA(t+∆t) = c
α
A(t+∆t)× Vα, (5.15)
et la quantite´ de A dans la bouffe´e a donc diminue´, durant le pas de temps, de
∆QαA = ∆c
α
A × Vα. (5.16)
Prise en compte des interactions avec les concentrations de fond (me´thode 1)
On suppose a` pre´sent que les espe`ces A et B sont pre´sentes a` la fois dans la bouffe´e, et dans
les concentrations de fond, c’est-a`-dire dans l’atmosphe`re a` l’endroit ou` se situe la bouffe´e. Les
concentrations de fond pour l’espe`ce A sont note´es cbA. Pour prendre en compte les re´actions
entre l’ensemble des espe`ces pre´sentes dans le volume de la bouffe´e, on utilise la concentration
totale (bouffe´e et fond), note´e c˜αA = c
α
A + c
b
A. La nouvelle vitesse de disparition de A est donc
d(cαA + c
b
A)
dt
= −k (cαA + cbA) (cαB + cbB). (5.17)
Cependant, les re´actions chimiques entre les espe`ces de fond sont e´galement prises en compte
inde´pendamment de la mode´lisation des bouffe´es, dans le mode`le eule´rien (si l’on se situe dans le
cadre d’un couplage de mode`les de type panache sous-maille). Dans ce cas, le taux de disparition
de l’espe`ce A pris en compte par le mode`le eule´rien est donne´ par
dcbA
dt
= −k cbAcbB. (5.18)
Cependant, la re´action entre les concentrations de fond des espe`ces A et B est prise en
compte une deuxie`me fois dans la chimie des bouffe´es telle que de´crite dans l’e´quation 5.17 ;
celle-ci peut en effet se de´composer de la fac¸on suivante
d(cαA + c
b
A)
dt
= −k(cαA cαB︸ ︷︷ ︸
(1)
+ cbA c
b
B︸ ︷︷ ︸
(2)
+ cαA c
b
B + c
α
B c
b
A︸ ︷︷ ︸
(3)
) (5.19)
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(1) repre´sente les re´actions entre les espe`ces de la bouffe´e seulement, (2) repre´sente les re´actions
entre les espe`ces de fond seulement, et (3) est un terme supple´mentaire repre´sentant les inter-
actions entre le fond et la bouffe´e, qui intervient car la chimie de´crite ici est non-line´aire. Le
terme (2) est bien le meˆme que le terme de l’e´quation 5.18, de´ja` pris en compte dans le mode`le
eule´rien. Pour prendre en compte les interactions non line´aires, tout en e´liminant ce terme, il
faut donc calculer la chimie d’apre`s l’e´quation 5.17, puis soustraire la contribution du terme (2).
La bouffe´e transporte ainsi l’ensemble des perturbations (chimie dans la bouffe´e et interactions
avec le fond).
Pour calculer les re´actions se produisant durant un pas de temps ∆t, et en de´duire les
concentrations dans la bouffe´e a` la fin du pas de temps, cαA(t+∆t), connaissant la concentration
initiale cαA(t), on utilise la proce´dure suivante :
1. Ajouter la concentration de fond a` la concentration de la bouffe´e : c˜A(t) = c
α
A(t) + c
b
A(t)
2. Calculer la variation de concentration totale durant le pas de temps ∆t due a` la chimie
(e´quation 5.17) : ∆c˜A, et la nouvelle concentration totale c˜A(t+∆t) = c˜A(t) + ∆c˜A
3. Calculer la variation de concentration de fond pendant le pas de temps ∆t due a` la
chimie entre espe`ces de fond (e´quation 5.18) : ∆cbA, et la nouvelle concentration de fond
cbA(t+∆t) = c
b
A(t) + ∆c
b
A
4. En de´duire la nouvelle concentration de la bouffe´e :
cαA(t+∆t) = c˜A(t+∆t)− cbA(t+∆t) = c˜A(t)− cbA(t)︸ ︷︷ ︸
cα
A
(t)
+ ∆c˜A︸︷︷︸
(1)+(2)+(3)
−∆cbA︸︷︷︸
(2)
De cette fac¸on, l’interaction entre le fond et la bouffe´e est entie`rement prise en compte dans
la bouffe´e, qui est donc bien une perturbation des concentrations de fond : si une espe`ce A
de fond, non pre´sente initialement dans la bouffe´e (cαA(t) = 0), disparaˆıt a` cause des re´actions
chimiques avec la bouffe´e, sa concentration dans la bouffe´e avec prise en compte de la chimie
et des interactions de fond sera ne´gative : cαA(t + ∆t) < 0. La concentration totale (prise en
compte en sortie de mode`le, au moment ou` les concentrations sont sauvegarde´es) est toujours
positive, et tient compte de la diminution locale de concentration : 0 < c˜A(t + ∆t) < c
b
A(t +
∆t). Il faut toutefois remarquer que la concentration de fond utilise´e est celle ou` se trouve le
centre de la bouffe´e, alors que la bouffe´e peut couvrir plusieurs mailles (horizontalement et/ou
verticalement).
5.1.2 Interaction entre deux bouffe´es superpose´es
A pre´sent, on ne tient a` nouveau plus compte du fond, et l’on conside`re juste deux bouffe´es
α and β, contenant toutes les deux les espe`ces A et B. Quand les bouffe´es sont suffisamment
proches, elles sont partiellement superpose´es. Elle interagissent alors entre elles, de la meˆme
fac¸on que les espe`ces de la bouffe´e et du fond, mais dans un volume plus petit (le volume
d’interaction, ou de superposition, Vαβ).
Moment d’ordre 2 pour deux bouffe´es gaussiennes
Le moment d’ordre deux de la distribution de concentration pour les deux bouffe´es super-
pose´es peut se de´finir ainsi :
〈cαAcβA〉 =
∫ ∞
−∞
∫ ∞
−∞
∫ ∞
−∞
[
QαAGα(x) Gα(y) Gα(z)
]× [QβAGβ(x) Gβ(y) Gβ(z)] dxdydz.
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Il peut donc se calculer de fac¸on similaire a` celle de´crite dans la partie 5.1.1 :
〈cαAcβA〉 = (QαA QβA)× Iαβ , (5.20)
avec
Iαβ =
∫ ∞
−∞
∫ ∞
−∞
∫ ∞
−∞
[
Gα(x) Gα(y) Gα(z)
]× [Gβ(x) Gβ(y) Gβ(z)] dxdydz. (5.21)
Le coefficient Iαβ peut se calculer analytiquement. On appellera ce terme le coefficient d’in-
teraction entre les deux bouffe´es α et β, car il repre´sente le degre´ d’interaction entre les deux
bouffe´es : Iαβ = 0 si les deux bouffe´es n’interagissent pas du tout, et Iαβ = Iα = 1/Vα si β = α.
Moment d’ordre 2 pour deux bouffe´es a` concentration uniforme
On suppose a` pre´sent que les concentrations des deux bouffe´es sont uniformes, comme dans
la partie 5.1.1. Le volume d’interaction entre les deux bouffe´es Vαβ est repre´sente´ figure 5.1.
Vα
Vαβ
Vβ
Fig. 5.1 – Superposition de deux bouffe´es α et β. Le volume de superposition est Vαβ .
Le moment d’ordre deux est donne´ par
〈cαAcβA〉 =
∫ ∞
−∞
∫ ∞
−∞
∫ ∞
−∞
CαAC
β
A dV = C
α
AC
β
A × Vαβ =
QαAQ
β
A
VαVβ
× Vαβ . (5.22)
L’e´quation 5.22 provient du fait qu’en dehors du volume d’interaction Vαβ , les concentrations
de l’espe`ce A sont nulles, soit pour la bouffe´e α, soit pour la bouffe´e β, d’apre`s l’hypothe`se de
concentration uniforme dans un volume fini.
Des e´quations 5.20 et 5.22, on peut de´duire une relation entre le coefficient d’interaction
Iαβ , les volumes des bouffe´es Vα et Vβ, et le volume d’interaction Vαβ
Iαβ =
Vαβ
VαVβ
. (5.23)
Re´actions entre deux bouffe´es superpose´es
On conside`re a` pre´sent la re´action de´crite dans la partie 5.1.1. Pour cette re´action, le taux
de disparition de l’espe`ce A en un point (x, y, z) est donne´ par
dcA
dt
(x, y, z, t) = −k cA(x, y, z, t) cB(x, y, z, t) (5.24)
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avec la concentration en ce point donne´e par la somme des contributions de toutes les bouffe´es
(sur tout l’espace) :
cA(x, y, z, t) =
∑
α
cαA(x, y, z, t). (5.25)
La quantite´ exacte de l’espe`ce A disparaissant dans tout l’espace durant ∆t a` cause de la
re´action chimique est donc
∆QA(t) = −k ∆t
∫ ∞
−∞
∫ ∞
−∞
∫ ∞
−∞
∑
α,β
cαA(x, y, z, t) c
β
B(x, y, z, t) dx dy dz (5.26)
On suppose a` pre´sent que l’on peut permuter somme et inte´grale, ce qui est possible car il
s’agit de fonctions gaussiennes de´rivables dans tout l’espace
∆QA(t) = −k ∆t
∑
α,β
〈cαAcβB〉. (5.27)
D’apre`s l’e´quation 5.20, on a alors
∆QA(t) = −k ∆t
∑
α,β
QαAQ
β
B Iαβ . (5.28)
L’e´quation 5.28 donne la quantite´ totale de l’espe`ce A disparaissant dans tout l’espace, a`
cause de la chimie ayant lieu dans toutes les bouffe´es, en prenant en compte les interactions
non-line´aires entre les bouffe´es. Cette quantite´ doit alors eˆtre distribue´e entre les diffe´rentes
bouffe´es. Une re´partition e´vidente (mais non unique) est
∆QαA = −k ∆t QαA
∑
β
QβB Iαβ , (5.29)
avec ∆QαA la quantite´ de l’espe`ce A disparaissant dans la bouffe´e α durant ∆t, et ∆QA =∑
α∆Q
α
A. L’e´quation 5.28 donne l’exacte formulation du taux de disparition de l’espe`ce A pour
la re´action e´tudie´e ici, sans l’approximation des concentrations uniformes dans les bouffe´es.
Comme le mode`le utilise des concentrations et non des quantite´s, pour re´soudre le syste`me
d’e´quations de´crivant les re´actions chimiques, il est ne´cessaire d’avoir des formules de transfor-
mation permettant d’exprimer l’e´quation 5.29 en terme de concentrations.
On remarque que la somme
∑
β Q
β
B Iαβ est homoge`ne a` une concentration. On de´finit alors
une concentration de superposition pour la bouffe´e α et l’espe`ce A, donne´e par
ĉαA(t) =
∑
β
QβA(t) Iαβ(t). (5.30)
L’e´quation 5.29 s’e´crit alors
∆QαA = −k ∆t QαA ĉαA(t). (5.31)
Pour mieux comprendre ce que signifie la concentration de superposition, on fait l’hypothe`se
des concentrations uniformes, et des bouffe´es ayant un volume fini. L’e´quation 5.30 peut s’e´crire
ĉαA =
∑
β
QβA
Vαβ
VαVβ
=
∑
β
cβA
Vαβ
Vα
. (5.32)
L’e´quation 5.32 montre que la concentration de superposition correspond a` la concentration
obtenue si toutes les quantite´s contenues dans les volumes de superposition de la bouffe´e α avec
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les autres bouffe´es e´taient dilue´es dans le volume Vα. S’il n’y a que deux bouffe´es superpose´es,
et que β = α, alors Vαβ = Vα et ĉ
α
A = c
α
A. Si les deux bouffe´es ne sont que partiellement su-
perpose´es, Vαβ ≤ Vα. La quantite´ de l’espe`ce A provenant de la bouffe´e β dans le volume de
superposition est Vαβc
β
A. Dans l’e´quation 5.32, cette quantite´ est dilue´e dans le volume de la
bouffe´e α.
On repasse a` pre´sent au cas ge´ne´ral. Si l’on calcule le taux de disparition de l’espe`ce A dans
la bouffe´e α, en prenant en compte les concentrations de superposition, on obtient
∆ĉαA = −k ∆t ĉαA(t) ĉαB(t). (5.33)
Une fois les re´actions prises en compte avec les concentrations de superposition, on cherche
a` repasser des concentrations aux quantite´s transporte´es par les bouffe´es, et donc a` retrouver
l’e´quation 5.33 :
∆QαA = ∆ĉ
α
A ×
QαA(t)
ĉαA(t)
. (5.34)
Le facteur multiplicatif est homoge`ne a` un volume, on le nomme donc volume de superposi-
tion, note´ V̂ αA . Il de´pend de l’espe`ce et de la bouffe´e
V̂ αA =
QαA
ĉαA
. (5.35)
Pour une espe`ce ayant une concentration de superposition nulle au de´but du pas de temps
(ĉαA(t) = 0), le volume de superposition est calcule´ avec la formule obtenue d’apre`s l’e´quation 5.35
en conside´rant que toutes les concentrations des bouffe´es sont uniformes et identiques dans
toutes les bouffe´es, d’une valeur note´e C :
V̂ αA =
C Vα∑
β C Vβ Iαβ
=
V 2α∑
β Vαβ
. (5.36)
Ou encore, pour exprimer le volume de superposition en fonction des inte´grales Iα, Iβ et
Iαβ :
V̂ αA =
1∑
β Iαβ Iα/Iβ
. (5.37)
Prise en compte des interactions avec les concentrations de fond (me´thode 2)
Si l’on ajoute les concentrations de fond aux concentrations de superposition, pour prendre
en compte a` la fois les interactions entre les bouffe´es et avec le fond, l’e´quation 5.19 est modifie´e
de la fac¸on suivante :
d(ĉαA + c
b
A)
dt
= −k(ĉαA ĉαB︸ ︷︷ ︸
(1)
+ cbA c
b
B︸ ︷︷ ︸
(2)
+ ĉαA c
b
B + ĉ
α
B c
b
A︸ ︷︷ ︸
(3)
). (5.38)
Ici, le terme (3) prend en compte l’interaction entre le fond et toutes les bouffe´es superpose´es,
et non seulement l’interaction entre le fond et la bouffe´e α. Si l’on soustrait la contribution du
terme (2), de la meˆme fac¸on qu’en partie 5.1.1, il reste donc
∆ĉαA = −k ∆t
(
ĉαA(t) ĉ
α
B(t) + ĉ
α
A c
b
B + ĉ
α
B c
b
A
)
. (5.39)
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Le terme additionnel pour les interactions avec le fond prend donc en compte les concen-
trations de superposition. Il serait e´galement possible de ne calculer les interactions qu’entre
les bouffe´es et le fond pour chacune des bouffe´es (sans interactions entre les bouffe´es). Dans
tous les cas, il est possible d’avoir une concentration ne´gative au total (meˆme en ajoutant les
concentrations de fond), dans le cas ou` la concentration de fond d’une espe`ce serait tre`s faible.
En effet, dans ce cas, chaque bouffe´e pre´sente dans la maille interagit avec l’espe`ce de fond
comme si l’ensemble de l’espe`ce de fond e´tait consommable par la bouffe´e. En the´orie, le cadre
d’application du mode`le de panache sous-maille garantit que ce cas ne se produit pas, car le
volume des bouffe´es est beaucoup plus petit que le volume des mailles. On suppose donc qu’il
reste suffisamment de quantite´s de fond dans la maille pour eˆtre consomme´es par toutes les
bouffe´es pre´sentes. Cette hypothe`se peut cependant eˆtre invalide´e si le nombre de bouffe´es dans
une meˆme maille est trop grand.
Une autre fac¸on de faire est de traiter les mailles ou` se situent les bouffe´es de la meˆme
fac¸on qu’une autre bouffe´e, dont on connaˆıtrait la quantite´ totale (d’apre`s la concentration et
le volume de la maille). Le volume d’interaction entre une maille et la bouffe´e α serait donc
e´gal a` ze´ro si le centre de la bouffe´e n’est pas dans la maille, et Vα sinon. Ainsi, le coefficient
d’interaction entre la maille et la bouffe´e est
Iαb = 1/Vb, (5.40)
et la concentration de superposition (dans le cas ou` il n’y a qu’une seule bouffe´e dans la maille)
pour la bouffe´e α est
ĉαA(t) = c
α
A + c
b
A. (5.41)
Cela correspond exactement a` la concentration totale utilise´e dans la partie 5.1.1 et note´e c˜αA(t).
La concentration de superposition calcule´e dans la maille est alors
ĉbA(t) = Q
α
A/Vb + c
b
A. (5.42)
Apre`s avoir pris en compte la chimie pour les concentrations de superposition, on peut
recalculer les quantite´s respectives de la bouffe´e et du fond, graˆce aux volumes de superposition
(e´quation 5.34) :
∆QαA = −k∆t QαA
(
cαB + c
b
B
)
(5.43)
∆QbA = −k∆t QbA
(
cαB Vα/Vb + c
b
B
)
, (5.44)
ou encore
∆QαA = −k∆t Vα
(
cαA c
α
B + c
α
A c
b
B
)
(5.45)
∆QbA = −k∆t Vb
(
cbA c
α
B Vα/Vb + c
b
A c
b
B
)
. (5.46)
Dans la pre´ce´dente me´thode pour prendre en compte les interactions avec le fond, le terme (3)
de l’e´quation 5.19 donnait la quantite´ de l’espe`ce A qui e´tait modifie´e par les interactions avec
le fond, dans le volume Vα. Cette quantite´ s’e´crit
∆QA = −k∆t Vα cαA cbB︸ ︷︷ ︸
(a)
−k∆t Vα cαB cbA︸ ︷︷ ︸
(b)
. (5.47)
Ici, la partie (a) de cette quantite´ est distribue´e a` la bouffe´e α, et la partie (b) est ajoute´e a`
la quantite´ de A dans la maille. Ainsi, si l’espe`ce A est une espe`ce de fond, non pre´sente dans
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la bouffe´e (typiquement le cas de l’ozone), (a) est e´gal a` ze´ro et la perturbation est ajoute´e
aux concentrations de fond. De la sorte, on perd l’information sur la perturbation locale de la
concentration de A dans le panache, puisque cette perturbation est dilue´e dans la maille.
L’avantage de cette me´thode par rapport a` la pre´ce´dente est de gagner en temps de calcul.
En effet, la chimie dans la maille de fond est encore calcule´e, mais seulement une seule fois par
maille contenant des bouffe´es. Dans la me´thode pre´ce´dente, la chimie de la maille de fond e´tait
calcule´e pour chaque bouffe´e pre´sente dans cette maille. Or, de nombreuses bouffe´es provenant
de la meˆme source ponctuelle peuvent se situer dans la meˆme maille.
Remarque : Dans tous les cas, on a suppose´ qu’une bouffe´e e´tait majoritairement contenue
dans une seule maille, ou` l’on prenait les valeurs des concentrations de fond (suppose´es uni-
formes dans la bouffe´e). Cependant, les bouffe´es peuvent rapidement couvrir plusieurs niveaux
verticaux. Dans la me´thode 1, la bouffe´e transporte la perturbation un certain temps, avant
d’eˆtre injecte´e dans le mode`le eule´rien. A ce moment-la`, les quantite´s contenues dans la bouffe´e
(y compris ne´gatives dans le cas d’une perturbation ne´gative d’une espe`ce de fond) sont re´parties
dans les diffe´rents niveaux verticaux couverts par la bouffe´e. L’ajout de cette perturbation dans
d’autres niveaux que celui du centre de la bouffe´e est donc une approximation supple´mentaire,
et les concentrations de fond sont mises a` ze´ro si la perturbation ne´gative e´tait trop grande
par rapport a` la concentration de fond d’une espe`ce dans l’un des niveaux. Dans le cas de la
me´thode 2, une partie de cette perturbation est injecte´e dans la maille du centre de la bouffe´e
a` chaque pas de temps. En revanche, les formules de cette me´thode ne sont plus valables si le
volume de la bouffe´e est plus grand que celui de la maille, ce qui peut se produire si la bouffe´e a
une extension verticale beaucoup plus grande que la maille ou` se trouve son centre. Dans ce cas,
le volume d’interaction entre la bouffe´e et la maille est pris e´gal a` Vb. Il est cependant pre´fe´rable
d’injecter la bouffe´e dans le mode`le eule´rien avant que cela ne se produise.
5.2 Application du panache sous-maille a` la chimie de l’ozone
5.2.1 Chimie de l’ozone
Dans la suite, le mode`le de panache sous-maille re´actif est applique´e a` la mode´lisation de
la chimie troposphe´rique et en particulier de l’ozone. Il est donc utile de de´crire brie`vement les
principales re´actions en jeu. Pour une description plus de´taille´e, on se re´fe´rera a` Jacob [1999],
Seinfeld et Pandis [1998] et Sportisse [2007a].
Re´action avec les NOx
La re´action de production de l’ozone fait intervenir le dioxyge`ne O2 ainsi que l’oxyge`ne
atomique O, suivant
O2 +O+M −−→ O3 +M (R5.5)
ou` M est un tiers corps qui est en ge´ne´ral N2 ou O2.
L’oxyge`ne atomique O peut provenir de la photolyse de O2
O2 + hν −−→ O+O (R5.6)
avec hν correspondant a` un rayonnement de longueur d’onde λ ≤ 242 nm. Cette longueur
d’onde est principalement absorbe´e dans la stratosphe`re, ou` ce type de re´action peut donc avoir
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lieu. Dans la troposphe`re, la source d’oxyge`ne mole´culaire est la dissociation photolytique de
NO2
NO2 + hν
JNO
2−−−→ NO+O (R5.7)
avec hν correspondant a` un rayonnement de longueur d’onde 300 nm ≤ λ ≤ 400 nm. La
re´action de production de l’ozone de´pend donc directement de la dissociation photolytique
du NO2. D’autre part, la re´action de destruction de l’ozone par oxydation de NO, appele´e
« titration » a` cause de la rapidite´ de sa cine´tique, s’e´crit
O3 +NO
k−→ NO2 +O2 (R 5.8)
Si l’on suppose que NO est a` l’e´quilibre (les re´actions de production et de consommation
ont lieu a` la meˆme vitesse), on obtient d’apre`s les re´actions R 5.7 et R 5.8
cO3 ≃
(
JNO2
k
)(
cNO2
cNO
)
. (5.48)
En pratique, cependant, cet e´quilibre est perturbe´ par de nombreux facteurs tels que les e´missions,
ainsi que par une oxydation accrue de NO en NO2 par d’autres oxydants que l’ozone.
L’ozone est aussi de´truit par photolyse :
O3 + hν −−→ O2 +O1D (R 5.9)
ou` O1D est un atome d’oxyge`ne excite´.
Re´action avec les COV
La production d’ozone repose e´galement sur l’oxydation des COV, c’est-a`-dire des mole´cules
organiques telles que les alcanes, les alce`nes ou les alde´hydes. Si l’on prend un hydrocarbure
ge´ne´rique note´ RH, celui-ci est oxyde´ par OH pour produire des espe`ces telles que des peroxy-
radicaux RO2 ou des radicaux carbonyles/alde´hydes R
’CHO (avec R’ une chaˆıne contenant
moins d’atomes de carbone que la chaˆıne initiale). En pre´sence de NO, ces radicaux produisent
du NO2. Le bilan de cette chaˆıne de re´action s’e´crit
RH + 2O2 + 2NO −−→ 2NO2 +H2O+R
′
CHO (R5.10)
Le NO2 ainsi produit contribue a` la formation d’ozone via les re´actions R 5.7 et R 5.5.
Une fac¸on d’e´crire le bilan global de production d’ozone par les COV est de conside´rer que la
production est catalyse´e par les NOx
RH
NOx−−−→ R′CHO+ 2O3 (R 5.11)
Pour que la re´action R5.11 ait lieu, il faut la pre´sence du radical hydroxyle OH afin d’initier
la chaˆıne. Ce radical a diffe´rentes sources, dont les plus importantes sont, de jour, la re´action
O1D +H2O −−→ 2OH (R5.12)
avec O1D provenant de la photolyse de l’ozone (re´action R 5.9), et la photolyse de l’acide nitreux
HONO+ hν −−→ OH+NO (R5.13)
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De nuit, ces re´actions n’ont pas lieu par faute de photolyse, et les concentrations de radicaux
OH sont ne´gligeables
Les COV contribuent donc a` la production de l’ozone. Des re´actions concurrentes peuvent
diminuer l’efficacite´ de ces re´actions, notamment la formation de HNO3 qui diminue les concen-
trations de NO2 et OH via
NO2 +OH+M −−→ HNO3 +M (R5.14)
et la formation de peroxydes (peroxydes d’hydroge`ne ou peroxydes organiques) telle que
HO2 +HO2 −−→ H2O2 +O2· (R 5.15)
Re´gimes chimiques
La pre´sence de NOx peut donc conduire soit a` la diminution de l’ozone, via la re´action de
titration R 5.8, soit a` la production d’ozone en catalysant la re´action R 5.11. Dans un re´gime
pauvre en NOx (ou NOx-limite´), la production d’ozone est limite´e par les concentrations de NOx.
Une diminution des COV aura donc peu d’effet sur l’ozone, alors qu’une diminution des NOx sera
favorable. Dans un re´gime COV-limite´, une augmentation des COV conduit a` une augmentation
de l’ozone, de meˆme qu’une diminution des NOx (via la diminution de la titration). Dans ce
dernier cas, une strate´gie de re´duction des e´missions de NOx est donc de´favorable car cela
conduit a` une augmentation de O3. Il arrive fre´quemment que des agglome´rations soient en
re´gime COV-limite´. Le rapport entre les concentrations de NOx et COV fournit une indication
du re´gime.
Chimie dans un panache
Dans un panache, les re´actions chimiques pre´ponde´rantes ne sont pas les meˆmes que dans
le reste de l’atmosphe`re. D’apre`s Karamchandani et al. [1998], on peut distinguer trois phases
dans l’e´volution d’un panache, illustre´es par la figure 5.2 :
1. Quand le panache vient juste d’eˆtre e´mis, en champ tre`s proche de la chemine´e, il est
essentiellement compose´ de NOx et est tre`s peu me´lange´ au reste de l’atmosphe`re. On peut
alors ne´gliger le radical OH dans la composition du panache, ce qui inhibe la formation
d’ozone par les COV qui de´bute par une oxydation (re´action R5.11). La chimie dans cette
phase de de´veloppement du panache est donc re´duite a` l’e´quilibre photostationnaire du
syste`me NO/NO2/O3 (re´actions R 5.5 a` R 5.8). Il faut y ajouter l’oxydation de NO qui a
lieu en champ tre`s proche
2NO +O2 −−→ 2NO2 (R 5.16)
Cette re´action devient tre`s rapidement ne´gligeable, car son taux est proportionnel au
carre´ des concentrations de NO, qui diminuent avec la dispersion du panache.
2. Dans l’e´tape suivante du de´veloppement du panache, les concentrations de NOx sont tou-
jours plus grandes que celles des COV, et les concentrations d’ozone sont donc toujours
plus faibles dans le panache que dans le milieu environnant. Dans cette phase, les concen-
trations de OH et HO2 ne sont plus ne´gligeables (produits notamment via les re´actions de
photolyse), et conduisent a` l’oxydation de NO, NO2 et SO2 en HNO2, HNO3 et H2SO4
respectivement. On note en particulier l’oxydation de NO par HO2
NO+HO2 −−→ NO2 +OH (R5.17)
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Phase 1: état photostationnaire
NO/NO2/O3
Phase 2: formation d'acides
par l'intermédiaire de OH et NO3
Phase 3: chimie complète
formation d'acides et d'ozone
Fig. 5.2 – Illustration des trois phases d’e´volution de la chimie dans un panache e´mis par une
chemine´e. D’apre`s Karamchandani et al. [1998].
qui permet la formation de NO2 sans consommer d’O3, bien que la re´action de titra-
tion R 5.8 reste pre´ponde´rante a` ce stade. De nuit, les re´actions de photolyse n’ont plus
lieu et la chimie impliquant NO3 est pre´ponde´rante.
3. Enfin, lorsque le panache est suffisamment me´lange´, les re´actions impliquant la production
d’ozone par les COV ne sont plus ne´gligeables, et la chimie dans le panache est bien
repre´sente´e par un me´canisme chimique complet.
Dans Karamchandani et al. [1998], des crite`res de transition entre les phases sont propose´s
et e´value´s pour diffe´rentes heures de la journe´e. Les re´sultats obtenus correspondent a` une dure´e
de 20 minutes a` une demi-heure pour la premie`re phase, et de trois a` quatre heures pour la
deuxie`me phase. Ces phases durent plus longtemps de nuit.
5.2.2 Impact du panache sous-maille re´actif
Configuration
Les simulations pre´sente´es ici sont un test tre`s simple. On utilise le domaine de simulation
qui servira dans la partie 5.3. La re´solution est de ∆x = ∆y = 0.05◦ (environ 5 km), Ny = 23
et Nx = 44, y e´tant la latitude et x la longitude. Les donne´es me´te´orologiques proviennent
d’ECMWF, pour la date du 2 avril 2001. La simulation est re´alise´e durant la journe´e. Le pas
de temps est de ∆t = 60 s, pour les mode`les eule´rien et gaussien ainsi que pour la discre´tisation
du panache en bouffe´es. La simulation dure une heure.
Afin d’observer ce qui se passe lorsque quelques espe`ces re´agissent entre elles, seules les
concentrations de fond pour l’ozone sont non nulles, avec une concentration homoge`ne de
40 µgm−3. On mode´lise une source ponctuelle au centre du domaine, qui e´met des NOx avec
les taux d’e´mission suivants : 107 µg s−1 pour NO2 et 2.1× 1 07 µg s−1 pour NO. Ces conditions
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ne sont pas un cas re´el, mais permettent d’observer la titration de O3 par NO. Il n’y a pas
d’autres e´missions, ni de conditions aux limites, de fac¸on a` ce que le panache soit clairement
visible. La source est situe´e a` une altitude de 30 m, et le premier niveau vertical du mode`le
eule´rien a pour hauteur 50 m. La simulation est re´alise´e avec le mode`le de panache sous-maille
ainsi qu’avec le mode`le eule´rien Polair3D seul (appele´ « re´fe´rence »). Le mode`le de panache
sous-maille est utilise´ ici avec la the´orie de la similitude, un temps d’injection d’une heure, et
la me´thode d’injection sur une colonne. Les concentrations de fond sont prises en compte de la
fac¸on de´crite en partie 5.1.1.
Impact spatial du traitement sous-maille
La figure 5.3 montre les concentrations au sol (moyenne sur une heure) avec une seule source
ponctuelle, pour NO. Les re´sultats sont montre´s pour le panache sous-maille (figure 5.3(a)) ainsi
que pour le mode`le eule´rien Polair3D sans traitement sous-maille (figure 5.3(b)). L’utilisation
du mode`le de panache sous-maille permet clairement de visualiser la forme du panache jusqu’a`
une certaine distance en aval de la source, avant d’eˆtre dilue´, ce qui n’est pas le cas du mode`le
eule´rien pour lequel le panache est re´duit a` la maille de la source. De plus, le panache obtenu
par mode`le eule´rien est e´tale´ autour de la source, sans direction privile´gie´e, y compris en amont
de la source.
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Fig. 5.3 – Concentrations au sol (moyenne sur une heure), en µgm−3, de NO avec et sans
traitement sous-maille des e´missions. Simulation avec une seule source ponctuelle de NOx dans
un fond initialement uniforme de O3 a` 40 µgm
−3. L’emplacement de la source est marque´ par
un triangle.
La figure 5.4 montre les diffe´rences entre les concentrations au sol du mode`le de panache
sous-maille et du mode`le de re´fe´rence, pour NO, NO2, O3 et HNO3. La figure 5.4(a) confirme que
les concentrations simule´es par le panache sous-maille sont plus faibles que celles de re´fe´rence
a` l’emplacement de la source, puis deviennent plus grandes (lorsque le panache touche le sol).
Comme la re´action de titration R5.8 est pre´ponde´rante dans le panache, les concentrations
de O3 donne´es par le panache sous-maille sont plus grandes en champ proche (pas de titra-
tion au sol car le panache est en hauteur), puis plus faibles en aval (figure 5.4(b)). Le NO2
e´tant un produit de cette titration, il est donc plus faible en champ proche et plus e´leve´ en
aval (figure 5.4(c)). Enfin, la production d’acide nitrique est beaucoup plus importante dans le
mode`le eule´rien que dans le mode`le de panache sous-maille (figure 5.4(d)), ou` elle ne de´bute
qu’a` une certaine distance (environ 30 km) en aval de la source. Comme le mode`le eule´rien dilue
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pre´mature´ment le panache, la formation de radicaux OH et donc d’acides est en effet quasiment
imme´diate, alors qu’elle ne se produit the´oriquement qu’au bout d’un certain temps (phase 2
de la chimie dans un panache de´crite en partie 5.2.1).
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Fig. 5.4 – Diffe´rences entre les concentrations au sol (moyenne sur une heure) en µgm−3, avec et
sans traitement sous-maille des e´missions (panache sous-maille moins la re´fe´rence). Simulation
avec une seule source ponctuelle de NOx dans un fond initialement uniforme de O3 a` 40 µgm
−3.
L’emplacement de la source est marque´ par un triangle. Les re´sultats sont montre´s pour NO,
NO2, O3 et HNO3.
Enfin, la figure 5.5 confirme le fait que la titration de O3 pour former NO2 est plus importante
dans le mode`le de panache sous-maille, mais maintenue en hauteur. Cette figure montre en effet
les profils verticaux, en moyenne sur tout le domaine, en fonction du temps. Au de´but (t = 0), la
source commence a` e´mettre, et le profil correspond a` l’impact du mode`le de panache sous-maille
en champ tre`s proche. Ensuite, il s’agit de la moyenne, a` chaque pas de temps, de l’impact sur
tout le domaine. Les profils montrent l’impact cumulatif du mode`le de panache sous-maille, en
champ proche et en aval de la source.
Masse totale
La figure 5.6 montre l’e´volution de la masse totale du panache pour NO, NO2 et O3. La masse
totale du panache est donne´e par la somme des quantite´s transporte´es par toutes les bouffe´es
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Fig. 5.5 – Diffe´rences entre les profils verticaux en fonction du temps (moyenne sur tout le
domaine), avec et sans traitement sous-maille des e´missions (panache sous-maille moins la
re´fe´rence). Les concentrations sont en µgm−3, le temps (abscisse) est en minutes. Les interfaces
des niveaux verticaux sont indique´es (lignes en pointille´s). Simulation avec une seule source
ponctuelle de NOx dans un fond initialement uniforme de O3 a` 40 µgm
−3. Les re´sultats sont
montre´s pour NO2 et O3.
non encore injecte´es dans le mode`le eule´rien. E´tant donne´ que les bouffe´es transportent des
perturbations ne´gatives des concentrations de fond, la diminution des concentrations d’ozone
est repre´sente´e par une perturbation ne´gative dans les bouffe´es. La masse totale d’O3 attribue´e
panache est donc ne´gative, et repre´sente la quantite´ totale d’ozone qui a e´te´ titre´e. Bien que le
taux d’e´mission de NO soit supe´rieur au double du taux d’e´mission de NO2, la masse de NO2
dans le panache de´passe celle de NO apre`s dix minutes environ, a` cause de la production de
NO2 par la titration de l’ozone. La source e´met en continu (une bouffe´e par minute) et, au bout
d’une heure, les premie`res bouffe´es commencent a` eˆtre injecte´es dans le mode`le eule´rien. Elles
ne sont donc plus prises en compte dans la masse totale du panache, ce qui explique que celle-ci
devient pratiquement constante : a` chaque pas de temps, il y a autant de bouffe´es e´mises que
de bouffe´es ayant atteint le temps d’injection transfe´re´es dans le mode`le eule´rien.
L’utilisation du mode`le de panache sous-maille permet de mieux repre´senter la chimie qui
a lieu dans le panache, et modifie la re´partition spatiale des concentrations. Il est inte´ressant
de ve´rifier si la masse totale des polluants (dans tout le domaine) en est modifie´e de fac¸on
significative. La figure 5.7 montre cette masse totale, avec et sans repre´sentation sous-maille du
panache. L’effet du panache sous-maille est principalement de modifier la re´partition spatiale
des polluants, la masse totale n’e´tant pas beaucoup modifie´e par rapport a` celle obtenue avec
le mode`le eule´rien seul. Au de´but de la simulation, il y a moins de NO2 cre´e´ dans le mode`le de
panache sous-maille car les bouffe´es sont petites et non encore superpose´es. Apre`s un certain
temps, les bouffe´es sont assez grandes pour que la quantite´ d’ozone contenue dans leur volume
soit importante, et les concentrations de NOx dans les bouffe´es sont toujours relativement
e´leve´es. Ainsi, il y a une production le´ge`rement plus grande de NO2 avec le traitement sous-
maille du panache.
Il s’agit ici de tests simples destine´s a` visualiser clairement l’impact du mode`le de panache
sous-maille sur un panache. En pratique, le milieu ambient contient e´galement des COV, qui
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Fig. 5.6 – Masse totale du panache, en µg, pour NO2, NO et O3 avec le mode`le de panache
sous-maille et une seule source ponctuelle.
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Fig. 5.7 – Masse totale, en µg, dans tout le domaine, pour NO2 avec le mode`le de panache
sous-maille et Polair3D seul (« ref »). Simulation avec une seule source ponctuelle.
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peuvent intervenir dans la dernie`re phase d’e´volution du panache (phase 3 de´crite dans la
partie 5.2.1).
5.2.3 Influence du nombre de sources
On re´alise une simulation identique a` la pre´ce´dente, mais en prenant 40 sources ponctuelles
situe´es exactement au meˆme point, avec un taux d’e´mission e´gal au 1/40e de la source utilise´e
pre´ce´demment. Le nombre e´leve´ de sources ponctuelles a e´te´ choisi afin de tester le mode`le
lorsque de nombreuses bouffe´es interagissent entre elles dans la meˆme maille. Cette simulation
doit e´videmment donner les meˆmes re´sultats que celle avec une seule source. Il s’agit, en particu-
lier, de ve´rifier que la prise en compte des concentrations de fond avec les bouffe´es superpose´es ne
conduit pas a` une sur-estimation de la titration. La figure 5.8 montre la masse totale du panache
pour une source et pour 40 sources. Les masses des diffe´rentes espe`ces sont les meˆmes pour les
deux simulations. La diffe´rence maximale entre les masses de NO2 pour une ou pour 40 source
est infe´rieure a` 1 g. De plus, dans la simulation avec 40 sources, il peut y avoir jusqu’a` 1200
bouffe´es dans la meˆme maille, sans faire apparaˆıtre de proble`me nume´rique. La prise en compte
des interactions avec les concentrations de fond de´crite en partie 5.1.1 est donc valide, dans ce
contexte. Des proble`mes nume´riques dans la re´solution de la chimie pourraient cependant se
produire avec un tre`s grand nombre de bouffe´es comme dans le cas pre´sent, en particulier, si une
espe`ce de fond ayant une concentration tre`s faible re´agit avec toutes les bouffe´es. Ce genre de
proble`me se re´sout en prenant un pas de temps plus faible pour la chimie : dans les simulations
suivantes, un pas de temps adaptatif pour la chimie est utilise´ afin d’e´viter ce type de proble`me.
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Fig. 5.8 – Masse totale du panache, en µg, pour NO2, NO et O3 avec le mode`le de panache sous-
maille. Re´sultats pour 1 seule source ponctuelle, et 40 sources superpose´es donnant le meˆme
taux d’e´mission au total.
5.3 Application a` la qualite´ de l’air en Iˆle-de-France
5.3.1 Configuration
Le mode`le de panache sous-maille est utilise´ pour la qualite´ de l’air en Iˆle-de-France, pour
l’e´te´ 2001 (du 1er avril au 27 septembre). Le domaine de simulation couvre l’ Iˆle-de-France, de
1.40◦ E a` 3.55◦ E (44 mailles) et de 48.10◦ N a` 49.20◦ N (23 mailles) (Figure 5.9). La re´solution
en longitude et latitude est de 0.05◦, ce qui correspond environ a` 5 km. Cette configuration
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correspond a` celle utilise´e dans Tombette et Sportisse [2007], pour la mode´lisation des particules
sur la re´gion parisienne. Le pas de temps de la simulation eule´rienne Polair3D est de 100 s, et
est utilise´ e´galement pour l’advection et la diffusion des bouffe´es dans le mode`le de panache
sous-maille.
Il y a neuf niveaux verticaux, de taille croissante en partant du sol jusqu’a` 2730 m, le premier
niveau vertical ayant une hauteur de 50 m. Les champs me´te´orologiques sont interpole´s depuis
des donne´es ECMWF. Les conditions aux limites sont prises d’apre`s une simulation a` l’e´chelle
continentale, a` une re´solution de 0.5◦ (≃ 50 km).
Le coefficient de diffusion verticale est calcule´ avec la parame´trisation de Troen-Mahrt [Troen
et Mahrt, 1986] dans la couche limite, en imposant une valeur minimale de Kz = 0.5 m
2 s−1
pour les zones urbaines et Kz = 0.2 m
2 s−1 pour les zones rurales. La valeur plus e´leve´e en zone
urbaine permet de prendre en compte l’augmentation de la diffusion verticale due en particulier
au phe´nome`ne d’ˆılot de chaleur urbain. L’impact de ce changement sur les zones urbaines est
e´value´ dans la partie 5.6.1. La parame´trisation de Louis [Louis, 1979] est utilise´e au-dessus de
la couche limite.
Seule la chimie gazeuse est prise en compte, avec le me´canisme RACM (Regional Atmosphe-
ric Chemistry Mechanism, Stockwell et al. [1997]). Il est utilise´ a` la fois dans le mode`le eule´rien
Polair3D et pour calculer la chimie dans les bouffe´es.
5.3.2 E´missions
Les e´missions proviennent de l’inventaire Airparif pour l’anne´e 2000. Les e´missions surfa-
ciques et volumiques sont interpole´es sur le maillage de la simulation, tandis que les e´missions
provenant des sources ponctuelles importantes sont traite´es se´pare´ment. Il y a au total 295
sources ponctuelles, parmi lesquelles on se´lectionne les sources ayant un taux d’e´mission de
NOx ou de SO2 supe´rieur a` Qmin = 10
6
µg s−1. On obtient ainsi 89 sources ponctuelles qui
sont traite´es en sous-maille, les autres e´tant traite´es directement par le mode`le eule´rien. Les
sources se´lectionne´es pour le traitement sous-maille repre´sentent 94% de la masse de NOx et
98% de la masse de SO2 emises par les sources ponctuelles. Cela ne correspond pas a` la majo-
rite´ des e´missions totales, puisque le secteur industriel, qui contient en grande partie les sources
ponctuelles, correspond a` 20% des e´missions de NOx et 55% de celles de SO2. On peut donc
s’attendre a` un impact plus important du traitement sous-maille pour le SO2 que pour les autres
espe`ces. L’emplacement des sources et des stations de mesure est montre´ figure 5.9 pour le SO2
et figure 5.10 pour le NO. On se focalise ici sur les NOx et le SO2, mais le traitement sous-maille
mode´lise l’ensemble des espe`ces e´mises par les sources, y compris les COV.
L’inventaire d’e´missions fournit les coordonne´es des sources ainsi que les taux d’e´missions par
espe`ce, mais ne contient pas les informations ne´cessaires au calcul de la surhauteur (tempe´rature
de l’e´mission, vitesse d’e´jection et diame`tre de la source). La surhauteur est donc calcule´e, dans
les simulations, avec des valeurs estime´es de 12 m s−1 pour la vitesse d’e´jection, 100 ◦C pour
la tempe´rature d’e´mission, et 5 m2 pour la section de la chemine´e. La surhauteur calcule´e avec
ces parame`tres est d’environ 30 m, allant jusqu’a` 100 m dans certains cas. Les formules utilise´es
pour le calcul de la surhauteur sont les formules de Briggs, donne´es en partie 2.3.1. L’utilisation
de ces valeurs est une source supple´mentaire d’incertitudes. Cependant, cela permet de prendre
en compte les variations de surhauteur en fonction des conditions me´te´orologiques. De plus,
une approximation sur la hauteur de la source est e´galement faite pour les sources ponctuelles
traite´es par le mode`le eule´rien, puisqu’elles sont place´es au centre d’un niveau vertical. Ainsi,
plusieurs sources importantes sont situe´es entre 60 m et 80 m de hauteur, ce qui correspond
dans le mode`le eule´rien a` un niveau vertical dont le centre est a` 100 m.
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Fig. 5.9 – Position des stations de mesure (triangles) et des sources ponctuelles importantes,
pour le SO2 ; la surface des cercles est proportionnelle au taux d’e´mission de SO2. Les stations
de mesure sont repre´sente´es par des triangles noirs, et les stations pe´riurbaines et rurales par
des triangles verts.
s23
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Fig. 5.10 – Position des stations de mesure (triangles) et des sources ponctuelles importantes,
pour le NO ; la surface des cercles est proportionnelle au taux d’e´mission de NO. Les stations
de mesure sont repre´sente´es par des triangles noirs, et les stations pe´riurbaines et rurales par
des triangles verts.
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5.3.3 Configuration de panache sous-maille
Dans chaque bouffe´e, l’ensemble des espe`ces transporte´es subissent des transformations
chimiques, calcule´es avec le me´canisme RACM. Cela augmente le temps de calcul de fac¸on
conse´quente, en fonction du nombre de bouffe´es. Ce nombre de´pend de deux parame`tres, a`
nombre de sources fixe´ : le pas de temps entre les bouffe´es, et le temps d’injection. Ces deux pa-
rame`tres sont donc choisis avec soin, de fac¸on a` limiter le temps de calcul. Le pas de temps entre
deux bouffe´es est ∆tpuff = 100 s, afin de correspondre au pas de temps de la simulation. Afin
de garder un nombre constant de bouffe´es dans le mode`le, on prend un crite`re d’injection sur
l’aˆge de la bouffe´e, qui est fixe´ a` 20 minutes. Cela correspond approximativement a` la dure´e de
la phase 1 de la chimie dans le panache (de´finie en partie 5.2.1), ou` les re´actions pre´ponde´rantes
sont diffe´rentes de celles qui ont lieu dans le milieu ambiant. Des simulations supple´mentaires ont
e´galement e´te´ re´alise´es avec un temps d’injection de 40 minutes afin d’e´valuer l’impact de ce pa-
rame`tre (partie 5.6.2). Le mode`le gaussien a` bouffe´es est utilise´ avec les trois parame´trisations
d’e´carts types : Briggs, Doury et la the´orie de la similitude. La me´thode d’injection utilise´e
est l’injection sur une colonne, car les simulations re´alise´es avec la me´thode d’injection par
inte´gration (la bouffe´e est injecte´e sur les mailles adjacentes horizontales aussi bien que verti-
cales) donnent syste´matiquement des re´sultats le´ge`rement moins bons, en raison probablement
d’une trop grande dilution spatiale.
5.3.4 Simulations
Plusieurs simulations sont re´alise´es avec la configuration de´crite en partie 5.3.1.
1. Une simulation de re´fe´rence, avec le mode`le eule´rien Polair3D, ou` toutes les sources ponc-
tuelles sont traite´es par le mode`le eule´rien sans traitement sous-maille,
2. Trois simulations en utilisant un traitement sous-maille pour les 89 sources ponctuelles
se´lectionne´es, pour les trois parame´trisations des e´carts types, appele´es simulations avec
panache sous-maille,
Les re´sultats obtenus avec ces diffe´rentes simulations sont de´taille´s en partie 5.4. D’autres
simulations ont e´te´ re´alise´es en comple´ment afin de re´aliser une e´tude de sensibilite´, qui est
de´crite en partie 5.6.
5.4 E´valuation du mode`le de panache sous-maille re´actif
5.4.1 Crite`res d’e´valuation
L’e´valuation du mode`le est effectue´e sur les concentrations horaires, observe´es aux stations
de mesure Airparif. Les indicateurs utilise´s ici sont la RMSE (Root Mean Square Error), la
corre´lation, le biais fractionnel (MFBE) et l’erreur fractionnelle (MFGE). Pour l’ozone, des
indicateurs supple´mentaires sont utilise´s conforme´ment aux recommandations de l’EPA [EPA,
2005] : MNGE, MNBE et UPA. Les de´finitions de ces indicateurs sont donne´es en annexe A.
Les crite`res de performance pour qu’un mode`le soit « acceptable » sont un biais fractionnel
de ±30% [Chang et Hanna, 2004], et une erreur fractionnelle plus faible que 50%. Les recom-
mandations de l’EPA pour l’ozone sont [EPA, 1991] MNGE ≤ 35%, MNBE dans l’intervalle
±15% et UPA dans l’intervalle ±20%.
Les statistiques sont calcule´es pour les stations de mesure ou` au moins 60% des observations
sont fournies pour l’ensemble de la pe´riode de simulation. Cela correspond a` 19 stations pour le
SO2 (Figure 5.9), 21 stations pour O3, 24 pour NO (Figure 5.10) et 26 pour NO2, sur un total de
48 stations. Le calcul des indicateurs spe´cifiques a` l’ozone se fait sur les valeurs supe´rieures a` un
certain seuil, suivant la` encore les recommandations de l’EPA. Le seuil est pris ici a` 30 µgm−3.
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5.4.2 Impact du panache sous-maille sur les statistiques
Statistiques globales
Le tableau 5.1 montre les statistiques sur toute la pe´riode et l’ensemble des stations, pour
les concentrations horaires de SO2, NO, O3 et NO2. Dans la plupart des cas, les crite`res de
performance de´crits en partie 5.4.1 sont remplis pour O3 and NO2. En revanche, le mode`le
surestime fortement les concentrations de SO2 et NO.
Les re´sultats sont donne´s pour la simulation de re´fe´rence ainsi que pour les simulations avec
le panache sous-maille avec les trois e´carts types gaussiens. La the´orie de la similitude donne
les meilleurs re´sultats, suivie par la parame´trisation de Briggs. Celle de Doury est la moins
bonne, mais sa performance reste en ge´ne´ral supe´rieure au mode`le de re´fe´rence malgre´ tout.
Alors que les parame´trisations de Briggs et de la the´orie de la similitude donnaient de bons
re´sultats a` l’e´chelle locale (chapitre 3), celle de Doury e´tait en revanche la meilleure sur le cas
continental (chapitre 4). Ici, ce sont a` nouveau les deux premie`res formules qui obtiennent une
meilleure performance car l’e´chelle est beaucoup plus petite que celle de l’expe´rience d’ETEX
par exemple.
L’utilisation d’un traitement sous-maille ne change pas de fac¸on significative les statistiques
globales. Ce n’est pas surprenant, si l’on conside`re d’une part la proportion relativement faible
des e´missions ponctuelles dans l’ensemble des e´missions, et d’autre part le fait que les statistiques
sont calcule´es sur des concentrations de fond, a` des stations qui ne sont pas situe´es, en ge´ne´ral,
pre`s des sources importantes. Cependant, l’ame´lioration est notable pour le NO et le SO2. Le
traitement sous-maille permet de re´duire la RMSE de 9% dans le cas du SO2 et de 4.5% pour
le NO. Les re´sultats pour NO2 et O3 changent par contre assez peu. Il semble donc que le
panache sous-maille ait un impact principalement sur les espe`ces primaires, plutoˆt que sur les
polluants secondaires. De plus, les sources ponctuelles constituent une part plus importante des
e´missions pour le SO2, alors que les NOx et l’ozone de´pendent davantage des e´missions dues au
trafic routier. Enfin, le SO2 est ici une espe`ce quasiment passive (on ne conside`re que la chimie
gazeuse, qui est lente pour l’oxydation du SO2), et l’impact sur ses concentrations peut donc
eˆtre transporte´ sur de plus longues distances (partie 5.4.3).
Re´sultats aux stations
L’impact sur les statistiques globales n’est pas tre`s important, mais il varie en fonction
des stations. Certaines stations, plus proches des sources ponctuelles, sont plus fortement im-
pacte´es par le traitement sous-maille. La figure 5.11 montre la re´duction de RMSE station
par station, entre les statistiques du mode`le de re´fe´rence et celles du mode`le de panache sous-
maille. La parame´trisation utilise´e ici est la the´orie de la similitude, mais celle de Briggs donne
des re´sultats similaires. La baisse de RMSE varie entre −6.2% et −17.4% suivant les stations
(SO2, figure 5.11(a)), et entre −1.3% et −6.9% (NO, figure 5.11(b)), aux stations urbaines.
Les re´sultats aux stations pe´ri-urbaines et rurales sont montre´s se´pare´ment. Ces stations sont
moins influence´es par les e´missions dues au trafic, et l’impact des sources ponctuelles y est
donc, comparativement, plus e´leve´. Cependant, elles sont e´galement plus e´loigne´es des sources
ponctuelles. Les statistiques globales y sont donc comparables a` celles des stations urbaines,
pour les moyennes sur six mois. Ces stations peuvent cependant montrer un impact important
dans certaines conditions, lorsque le vent est tel que les stations sont situe´es en aval de certaines
sources, dans le panache (partie 5.5).
Les re´sultats pour NO2 et O3 ne sont pas montre´s aux stations. L’impact est en effet plus
faible, et peu de diffe´rences sont observe´es entre les stations : la RMSE diminue de 0.2% a` 2%
pour l’ozone, et augmente de fac¸on similaire pour le NO2.
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Indicateur Obs Re´fe´rence Doury Briggs Similitude
SO
2
Moyenne (µgm−3) 6.20 13.76 12.59 12.24 11.98
RMSE 13.08 12.16 12.06 11.88
Corre´lation 0.35 0.34 0.33 0.31
MFBE 0.66 0.59 0.55 0.55
MFGE 0.81 0.77 0.76 0.75
NO
Moyenne (µgm−3) 10.42 20.93 20.26 19.94 19.64
RMSE 33.08 32.44 32.37 31.62
Corre´lation 0.47 0.47 0.47 0.46
MFBE 0.41 0.39 0.36 0.36
MFGE 0.94 0.93 0.92 0.92
O
3
Moyenne (µgm−3) 56.87 40.24 40.58 40.94 41.05
RMSE 30.58 30.41 30.22 30.18
Corre´lation 0.68 0.68 0.68 0.68
MFBE -0.46 -0.45 -0.44 -0.44
MFGE 0.47 0.46 0.46 0.45
MNBE -0.34 -0.33 -0.33 -0.33
MNGE 0.35 0.35 0.34 0.34
UPA -0.21 -0.21 -0.21 -0.20
NO
2
Moyenne (µgm−3) 34.64 35.84 35.47 35.28 35.23
RMSE 20.57 20.64 20.74 20.81
Corre´lation 0.58 0.57 0.57 0.57
MFBE 0.06 0.05 0.04 0.04
MFGE 0.47 0.47 0.47 0.47
Tab. 5.1 – Statistiques horaires pour le mode`le de re´fe´rence Polair3D (“Re´fe´rence”), et les trois
simulations sous-mailles correspondant aux trois parame´trisations des e´carts types. Les statis-
tiques sont calcule´es sur la pe´riode de simulation, du 01-04-2001 au 27-09-2001. Les meilleures
statistiques sont en gras.
162
Section 5.4 – E´valuation du mode`le de panache sous-maille re´actif 163
s2 s3 s6 s8 s9s10s1
1
s12s13s14s1
7
s19s2
1
s28s29 s2
3
s24s2
5s32
0
5
10
15
20
25
-1
0
.3
%
-1
5
.0
%
-6
.2
%
-8
.1
%
-1
2
.5
%
-1
1
.8
%
-8
.9
%
-1
3
.1
%
-1
6
.2
%
-9
.4
%
-1
1
.6
% 6
.2
%
-8
.4
%
-1
7
.4
%
-1
3
.6
%
-1
4
.2
%
-0
.8
%
-1
2
.2
%
-1
0
.7
%
(a) SO2 – RMSE aux stations
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(b) NO – RMSE aux stations
Fig. 5.11 – RMSE aux stations pour la pe´riode de simulation (avril a` septembre), pour le
mode`le de re´fe´rence (bleu) et le panache sous-maille avec la the´orie de la similitude (jaune).
La diffe´rence entre les deux RMSE, divise´e par la RMSE du mode`le de re´fe´rence, est indique´e
au-dessus des barres (en pourcentage). Le premier groupe de barres correspond aux stations
urbaines (diffe´rence indique´e en noir), le second aux stations pe´ri-urbaines et rurales (diffe´rence
indique´e en vert). Figure 5.11(a) : RMSE pour le SO2. Figure 5.11(b) : RMSE pour le NO.
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5.4.3 Re´partition spatiale de l’impact
On e´tudie a` pre´sent l’impact spatial du traitement sous-maille des e´missions sur les concen-
trations au sol. Les re´sultats sont a` pre´sent toujours montre´s pour le mode`le de panache sous-
maille avec la the´orie de la similitude, puisque c’est avec cette parame´trisation que sont obtenus
les meilleurs re´sultats (partie 5.4.2).
Impact sur les concentrations au sol de SO
2
La figure 5.12 montre les concentrations au sol de SO2, en moyenne sur la pe´riode de simula-
tion. Les deux premie`res figures correspondent aux concentrations au sol pour la simulation de
re´fe´rence (5.12(a)) et la simulation de panache sous-maille (5.12(b)). Les deux figures suivantes
correspondent a` la diffe´rence entre les concentrations de re´fe´rence et les concentrations de fond
(5.12(c)), et a` la diffe´rence entre les concentrations de re´fe´rence et les concentrations de panache
sous-maille (5.12(d)). Cela permet ainsi de mesurer l’impact du mode`le panache sous-maille, a`
comparer avec l’impact total des sources ponctuelles sur les concentrations moyennes.
1.5 2.0 2.5 3.0 3.5
48.2
48.4
48.6
48.8
49.0
49.2
1.64 5.28 8.91 12.55 16.19 19.82 23.46 27.09
(a) SO2 – Re´fe´rence
1.5 2.0 2.5 3.0 3.5
48.2
48.4
48.6
48.8
49.0
49.2
1.64 5.28 8.91 12.55 16.19 19.82 23.46 27.09
(b) SO2 – panache sous-maille
1.5 2.0 2.5 3.0 3.5
48.2
48.4
48.6
48.8
49.0
49.2
-0.42 1.82 4.06 6.29 8.53 10.77 13.00 15.24
(c) SO2 – Re´fe´rence − fond
1.5 2.0 2.5 3.0 3.5
48.2
48.4
48.6
48.8
49.0
49.2
-0.42 1.82 4.06 6.29 8.53 10.77 13.00 15.24
(d) SO2 – Re´fe´rence − panache sous-maille
Fig. 5.12 – Concentrations au sol de SO2 sur la re´gion parisienne, en moyenne sur les six mois
de la simulation. Les figures 5.12(a) et 5.12(b) montrent les concentrations pour la simulation
de re´fe´rence et celle de panache sous-maille avec la the´orie de la similitude, respectivement, en
µgm−3. La figure 5.12(c) montre la diffe´rence entre les concentrations de re´fe´rence avec et sans
les 89 sources ponctuelles. La figure 5.12(d) montre la diffe´rence entre les concentrations avec
et sans le traitement sous-maille (re´fe´rence moins les re´sultats avec panache sous-maille).
L’utilisation du mode`le de panache sous-maille a pour effet principal de diminuer la concen-
tration des espe`ces primaires a` l’endroit des sources ponctuelles. Dans la plupart des cas, les
sources se´lectionne´es ici sont au deuxie`me niveau vertical dans le mode`le eule´rien (entre 50 m
et 150 m), parfois au troisie`me (au-dessus de 150 m). De la sorte, utiliser un traitement sous-
maille permet de les maintenir plus longtemps en hauteur, alors que le mode`le eule´rien simule
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un panache touchant le sol rapidement. Les concentrations dans le panache, en altitude, sont
plus importantes avec le mode`le de panache sous-maille pour les espe`ces primaires. En aval des
sources, lorsque le panache simule´ en sous-maille touche le sol, il est possible que les concentra-
tions au sol soient alors plus e´leve´es que pour le mode`le de re´fe´rence. Cependant, cela n’est pas
visible sur les cartes qui repre´sentent une moyenne sur six mois, car il n’y a pas de direction de
vent privile´gie´e. De plus, pour les sources proches du sol, la diffusion mode´lise´e par le mode`le de
panache sous-maille peut eˆtre plus e´leve´e, a` proximite´ des sources, que la diffusion eule´rienne
(mis en e´vidence sur ETEX, chapitre 4). Cela peut donc e´galement contribuer a` cette baisse des
concentrations. L’impact des sources ponctuelles est e´galement plus localise´ avec le mode`le de
panache sous-maille, car la dilution horizontale du panache due au mode`le eule´rien disparaˆıt.
Sur la figure 5.12(a), on observe deux sources principales de SO2, hors du centre urbain :
au nord-ouest et au sud-ouest de la re´gion. La premie`re n’est pas une source ponctuelle (elle
apparaˆıt e´galement sur la simulation qui exclut les sources ponctuelles, figure 5.12(c)), alors que
la seconde est l’une des sources principales (visible sur la figure 5.9). C’est a` cet endroit que
l’impact du traitement sous-maille est le plus important (figure 5.12(d)).
Impact sur les concentrations au sol de O
3
L’utilisation d’un mode`le de panache sous-maille a e´galement pour effet de diminuer les
concentrations au sol de NOx, que l’on ne montre pas ici. Les concentrations d’ozone sont donc
plus e´leve´es, car la titration par les NOx est moins importante (figure 5.13(d)). Un effet similaire
est constate´ en comparant les simulations de re´fe´rence avec et sans les sources ponctuelles
(figure 5.13(c)). Dans cette re´gion, le re´gime chimique est en ge´ne´ral limite´ par les COV, et une
diminution des concentrations de NOx a pour effet de diminuer la titration, donc d’augmenter
les concentrations de O3. Le re´gime COV-limite´ sur la re´gion parisienne et dans les panaches a
de´ja` e´te´ mis en e´vidence [Deguillaume et al., 2008; Kim et al., 2009]. Il de´pend cependant de la
me´te´orologie, et des occurences de re´gimes NOx-limite´ peuvent e´galement se produire [Sillman
et al., 2003; Honore et al., 2000].
5.5 Re´sultats pour certains jours
La partie pre´ce´dente e´tait consacre´e a` l’e´tude des re´sultats moyens sur l’ensemble des six
mois simule´s. Si l’utilisation du panache sous-maille permet d’ame´liorer les performances glo-
bales dans une certaine mesure, l’impact de ce traitement peut varier d’un jour a` l’autre en
fonction des conditions me´te´orologiques. L’e´tude de certains jours bien choisis peut mettre
en e´vidence les situations me´te´orologiques ou` l’utilisation du panache sous-maille est parti-
culie`rement inte´ressante. Si l’on s’inte´resse aux performances aux stations, les jours d’inte´reˆt
sont ceux ou` le vent transporte des panaches de sources ponctuelles dans la direction des sta-
tions de mesure. De plus, les situations de faible dispersion sont particulie`rement inte´ressantes,
car la surestimation de la dilution horizontale, et e´ventuellement verticale, du panache par le
mode`le eule´rien est alors importante.
5.5.1 Impact sur les polluants primaires
On se´lectionne deux jours conse´cutifs de faible dispersion, ou` la direction du vent est telle
que certaines stations sont directement impacte´es par des panaches. Il s’agit du 23 et 24 aouˆt
2001. La vitesse du vent durant ces deux jours varie entre 0.4 m s−1 et 2.6 m s−1, avec une
hauteur moyenne de couche limite de 600 m. Ces valeurs sont typiques de situations de faible
dispersion, ou` la concentration des polluants primaires est particulie`rement e´leve´e.
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(c) O3 – Re´fe´rence − fond
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(d) O3 – Re´fe´rence − panache sous-maille
Fig. 5.13 – Concentrations au sol de O3 sur la re´gion parisienne, en moyenne sur les six mois
de la simulation. Les figures 5.13(a) et 5.13(b) montrent les concentrations pour la simulation
de re´fe´rence et celle de panache sous-maille avec la the´orie de la similitude, respectivement, en
µgm−3. La figure 5.13(c) montre la diffe´rence entre les concentrations de re´fe´rence avec et sans
les 89 sources ponctuelles. La figure 5.13(d) montre la diffe´rence entre les concentrations avec
et sans le traitement sous-maille (re´fe´rence moins les re´sultats avec panache sous-maille).
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Concentrations de SO
2
La figure 5.14 montre l’e´volution de la diffe´rence entre les concentrations au sol de SO2
avec la simulation de re´fe´rence et la simulation de panache sous-maille, entre 3 heure du matin
et 14 heure (heure locale), pour chaque heure, le 23 aouˆt. La direction du vent tourne durant
cette pe´riode, et la vitesse du vent de´croˆıt. Les sept premie`res cartes montrent clairement le
panache duˆ a` la source situe´e au sud-est de la re´gion, dont le traitement sous-maille diminue les
concentrations (diffe´rence positive). Le panache est transporte´ vers le sud/sud-ouest, et passe
directement sur la station MELUN (“s23” sur la figure 5.9). On observe e´galement une deuxie`me
zone ou` l’impact du panache sous-maille est important, avec des concentrations beaucoup plus
faibles que celles de la simulation de re´fe´rence. Il s’agit du sud de Paris (12e arrondissement) et
de la petite couronne, vers les stations VITRY-sur-SEINE et IVRY-sur-SEINE notamment.
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Fig. 5.14 – E´volution de la diffe´rence entre la simulation de re´fe´rence et celle de panache
sous-maille pour les concentrations au sol de SO2 durant 12 heures, le 23 aouˆt de 3 heures du
matin a` 14 heures. Les concentrations sont donne´es en µgm−3. Les concentrations de panache
sous-maille sont soustraites aux concentrations de re´fe´rence.
Sur les cinq dernie`res cartes de la figure 5.14, la situation est tre`s stable, avec un vent
tre`s faible (de l’ordre de 0.5 m s−1), et les concentrations sont tre`s e´leve´es. Dans le mode`le
de panache sous-maille, les bouffe´es ne sont pas transporte´es sur une grande distance avant
d’eˆtre transfe´re´es au mode`le eule´rien (600 m pour un temps d’injection de 20 minutes). Les
concentrations des bouffe´es sont particulie`rement e´leve´es, e´tant donne´ que la diffusion est tre`s
faible. Ainsi, lorsque les bouffe´es sont injecte´es dans le mode`le eule´rien et touchent le sol, les
concentrations restent plus importantes que pour la simulation de re´fe´rence. Cela se traduit par
une diffe´rence importante (ne´gative) en aval de certaines sources.
La figure 5.15 montre les profils de SO2 pour six stations durant les deux jours e´tudie´s.
Les simulations de re´fe´rence et de panache sous-maille sont compare´es aux observations. Ici
encore, les concentrations sont globalement surestime´es. La premie`re station, MELUN, est ru-
rale, et montre l’impact du panache situe´ au sud-est au de´but de la pe´riode. En dehors de cet
impact, les concentrations y sont globalement faibles. L’utilisation d’un traitement sous-maille
ne modifie pas le temps d’arrive´e du panache. Celui-ci arrive le´ge`rement plus tard, car la dif-
fusion horizontale est plus faible dans le mode`le de panache sous-maille, mais cette diffe´rence
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est ne´gligeable sur les moyennes horaires de concentrations utilise´es ici. Les trois autres profils
sont aux stations VITRY-SUR-SEINE, IVRY-SUR-SEINE and PARIS12eme, dans la zone ou`
l’impact du panache sous-maille est e´galement important (Figure 5.14). Les profils du mode`le
de panache sous-maille sont en effet beaucoup plus proches des observations que ceux du mode`le
de re´fe´rence. Enfin, on donne e´galement les profils pour deux stations situe´es au nord de Paris,
en amont de la plupart des sources, afin de fournir un e´le´ment de comparaison. Ici, l’impact du
mode`le de panache sous-maille est beaucoup plus faible, mais permet malgre´ tout de diminuer
la sur-estimation.
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Fig. 5.15 – Profils de concentration de SO2 durant deux jours, entre le 23 aouˆt 2001 a` 3 heures
du matin et le 25 aouˆt 2001 a` la meˆme heure. Les profils de concentration observe´s sont compare´s
aux profils simule´s par le mode`le de re´fe´rence et le mode`le de panache sous-maille avec la the´orie
de la similitude.
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Concentrations de NO
Les e´missions de NO sont beaucoup plus concentre´es dans la zone urbaine de Paris, au centre
du domaine de simulation. La baisse des concentrations de NO due a` l’utilisation du mode`le de
panache sous-maille est e´galement plus forte sur Paris (Figure 5.16). On ne peut pas distinguer
clairement de zones ou` cette diffe´rence serait positive, a` cause de l’impact au sol du panache,
comme pour le SO2. De plus, l’impact du panache sous-maille est beaucoup plus localise´ autour
des sources, car le NO e´mis est entie`rement transforme´ par les re´actions chimiques (notamment
la titration) en aval des sources. Les diffe´rences entre les concentrations de re´fe´rence et de
panache sous-maille sont localement grandes, mais restent relativement faibles en comparaison
des valeurs tre`s e´leve´es obtenues pour les concentrations moyennes. En effet, les e´missions de
NO sont principalement dues au trafic, et le traitement sous-maille des sources ponctuelles ne
modifie qu’environ 20% des e´missions.
Pour le NO aussi bien que pour le SO2, les diffe´rences sont plus grandes durant la matine´e
(deuxie`me range´e de cartes sur les figures 5.14 et 5.16) que plus tard dans la journe´e. En effet,
les concentrations sont plus grandes le matin car les e´missions sont e´leve´es, et la couche limite
n’a pas encore atteint sa hauteur maximale. Le me´lange vertical s’effectue donc sur une hauteur
plus faible que durant le reste de la journe´e. Cette observation est valable pour tous les jours
et n’est pas propre aux journe´es particulie`res e´tudie´es dans cette partie.
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Fig. 5.16 – E´volution de la diffe´rence entre la simulation de re´fe´rence et celle de panache
sous-maille pour les concentrations au sol de NO durant 12 heures, le 23 aouˆt de 3 heures du
matin a` 14 heures. Les concentrations sont donne´es en µgm−3. Les concentrations de panache
sous-maille sont soustraites aux concentrations de re´fe´rence.
5.5.2 Impact sur les polluants secondaires
L’e´tude de NO2 et O3 est effectue´e ici pour la journe´e du 20 aouˆt. Ce jour correspond a`
une dispersion faible a` moyenne, et une vitesse de vent allant de 1 a` 2 m s−1. Cette journe´e a
e´te´ retenue car l’impact spatial du panache sous-maille est plus e´tendu que pour d’autres jours,
notamment ceux retenus dans la partie 5.5.1, pour les polluants secondaires.
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Concentrations au sol de NO
2
L’utilisation du panache sous-maille a pour effet de diminuer les concentrations de NO2,
principalement car il y a moins de titration et donc moins NO2 produit. La figure 5.17 montre
les diffe´rences entre les concentrations au sol de NO2 donne´es par le mode`le de re´fe´rence, et par
le mode`le de panache sous-maille. Ces diffe´rences sont principalement positives.
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Fig. 5.17 – E´volution de la diffe´rence entre la simulation de re´fe´rence et celle de panache sous-
maille pour les concentrations au sol de NO2 durant 12 heures, le 20 aouˆt de 3 heures du
matin a` 14 heures. Les concentrations sont donne´es en µgm−3. Les concentrations de panache
sous-maille sont soustraites aux concentrations de re´fe´rence.
Concentrations au sol d’O
3
La figure 5.18 montre l’e´volution des diffe´rences pour les concentrations au sol d’ozone
pour cette meˆme journe´e du 20 aouˆt. La re´partition spatiale des diffe´rences est assez semblable
a` celle montre´e en figure 5.17 pour le NO2, quoique plus localise´e en ge´ne´ral. L’utilisation du
mode`le de panache sous-maille a pour effet d’augmenter les concentrations de O3 car la titration
diminue, comme explique´ en partie 5.4.3. Les concentrations d’ozone sont cependant diminue´es
par endroits (diffe´rences positives sur la figure 5.18). Cela peut s’expliquer par l’arrive´e au sol
d’un panache maintenu en hauteur par le mode`le de panache sous-maille, dans lequel aurait eu
lieu la titration. Lorsque ce panache est ramene´ au sol, cela produit donc une baisse locale des
concentrations dans le mode`le de panache sous-maille. Cette diffe´rence peut e´galement eˆtre due
a` des e´carts de direction du vent entre les deux premiers niveaux verticaux. Plus en aval (en
dehors du domaine de simulation), si le re´gime chimique devenait limite´ par les NOx, on aurait
alors a` nouveau une diffe´rence ne´gative due a` la production d’ozone, plus importante dans le
mode`le de panache sous-maille. Ce phe´nome`ne est mis en e´vidence dans Vijayaraghavan et al.
[2006].
L’e´tude de ce jour particulier permet de mettre en e´vidence que l’impact du traitement sous-
maille sur les concentrations d’ozone peut, dans certains cas, eˆtre transporte´ sur une distance
importante en aval (voir notamment les deux dernie`res cartes de la figure 5.18). Cependant, cet
impact reste souvent localise´ pre`s des sources (notamment en zone urbaine), ce qui ne permet
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donc pas de l’observer aux stations d’observation.
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Fig. 5.18 – E´volution de la diffe´rence entre la simulation de re´fe´rence et celle de panache
sous-maille pour les concentrations au sol de O3 durant 12 heures, le 20 aouˆt de 3 heures du
matin a` 14 heures. Les concentrations sont donne´es en µgm−3. Les concentrations de panache
sous-maille sont soustraites aux concentrations de re´fe´rence.
5.6 Analyse de sensibilite´
5.6.1 Influence de la diffusion verticale
Diffusion verticale urbaine
Le coefficient de diffusion verticaleKz utilise´ par le mode`le eule´rien Polair3D est donne´ par la
parame´trisation de Troen–Mahrt. Comme pre´sente´ en partie 5.3.1, on utilise une valeur minimale
impose´e partout, afin de s’assurer d’un minimum de diffusion verticale sur tout le domaine. Cette
valeur minimale est prise a` Kzmin = 0.2 m
2 s−1 pour les zones rurales, et Kzmin = 0.5 m
2 s−1
dans les zones urbaines. La valeur plus grande pour les zones urbaines est utilise´e afin de prendre
en compte la diffusion verticale accrue, due au phe´nome`ne d’ˆılot de chaleur urbain. La valeur
minimale de Kz est utilise´e principalement dans les situations tre`s stables, notamment de nuit.
Dans cette partie, il s’agit de quantifier l’impact du changement de cette valeur minimale dans
les zones urbaines sur les concentrations.
Diffusion verticale pour le mode`le eule´rien et le panache sous-maille
L’utilisation du mode`le de panache sous-maille modifie la mode´lisation de la diffusion verti-
cale autour des sources [Korsakissok et Mallet, 2010b]. La diffusion du mode`le eule´rien corres-
pond a` une taille du panache qui e´volue en σz ∝
√
t, ce qui est repre´sentatif du comportement
a` longue distance. Le mode`le gaussien a` bouffe´es utilise, en revanche, des parame´trisations em-
piriques qui correspondent a` un comportement en σz ∝ t, plus proche de la diffusion en champ
proche. Il est donc inte´ressant de comparer l’apport du panache sous-maille avec celui d’un
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simple changement dans la verticale diffusion eule´rienne tel que de´crit dans cette partie. Na-
turellement, cette comparaison a des limites, car le changement dans la diffusion eule´rienne a
un impact sur toutes les e´missions, mais limite´ a` la zone urbaine et aux situations stables ou`
la valeur minimale est utilise´e, tandis que l’utilisation du panache sous-maille n’affecte que les
e´missions ponctuelles, sur l’ensemble du domaine.
Re´sultats
Les re´sultats sont analyse´s pour trois simulations : (1) une simulation eule´rienne avec
Kzmin = 0.2 m
2 s−1 utilise´ comme valeur minimale sur tout le domaine (note´e “Kz”), (2) une
simulation eule´rienne avec Kzmin = 0.5 m
2 s−1 pour les zones urbaines (note´e “Kz urbain”) et
(3) une simulation avec le traitement sous-maille des sources ponctuelles, et Kzmin = 0.5 m
2 s−1
sur les zones urbaines (note´e “panache sous-maille”). Les simulations (2) et (3) sont les meˆmes
que les simulations de re´fe´rence, et de panache sous-maille avec la the´orie de la similitude,
analyse´es dans les parties 5.4 et 5.5.
Le tableau 5.2 montre les meˆmes indicateurs statistiques que ceux utilise´s dans le tableau 5.1,
pour les quatre espe`ces e´tudie´es et les six mois de simulation. Augmenter la diffusion verticale
dans les zones urbaines apporte une le´ge`re ame´lioration de ces statistiques, en re´duisant la
surestimation des concentrations de polluants primaires. De meˆme que pour le panache sous-
maille, les espe`ces les plus sensibles a` ce changement sont les espe`ces primaires SO2 et NO. En
revanche, les statistiques pour O3 ne sont pratiquement pas modifie´es.
Les statistiques observe´es aux stations (non de´taille´es ici) montrent les meˆmes tendances que
les statistiques globales. NO est l’espe`ce la plus sensible au changement de diffusion verticale,
avec une re´duction de la RMSE lorsque l’on augmente la diffusion urbaine comprise entre 0.5%
et 7.9% aux stations urbaines. Pour le SO2, cette diffe´rence est comprise entre −2.4% et −6.7%.
En comparaison avec les re´sultats obtenus pour le panache sous-maille (de´taille´s en partie 5.4.2),
l’ame´lioration est moins grande. De fac¸on pre´visible, les re´sultats aux stations pe´ri-urbaines et
rurales sont inchange´s lorsque l’on modifie Kz en zone urbaine.
5.6.2 Influence de la mode´lisation locale
Le mode`le local est le mode`le gaussien a` bouffe´es utilise´ pre`s des sources. L’e´chelle « locale »
est de´finie comme la zone autour de la source ou` le mode`le local est utilise´, et dont l’e´tendue
est de´termine´e par le crite`re d’injection choisi. La sensibilite´ des re´sultats au choix des formules
des e´carts types a e´te´ e´value´e en partie 5.4. On analyse ici l’influence de deux parame`tres
importants du mode`le de panache sous-maille : le temps d’injection tinj et le pas de temps entre
l’e´mission de deux bouffe´es ∆tpuff . Dans cette partie, la simulation de « base » correspond a`
la simulation de panache sous-maille avec la the´orie de la similitude de´ja` e´tudie´e. Pour cette
simulation, tinj = 20 min et ∆tpuff = 100 s. Le tableau 5.3 donne les statistiques globales pour
la simulation de base, ainsi que pour les simulations avec (1) un pas de temps plus grand entre
les bouffe´es ∆tpuff = 600 s, et (2) un temps d’injection plus long tinj = 40 min.
Les re´sultats ne sont pas tre`s sensibles au pas de temps entre les bouffe´es, notamment en
ce qui concerne le SO2. Pour les espe`ces plus re´actives, les re´sultats diffe`rent le´ge`rement du
cas de base, avec une ame´lioration pour le NO et une le´ge`re de´gradation des statistiques pour
NO2 et O3. Le pas de temps entre deux bouffe´es de´termine le volume de superposition entre ces
bouffe´es. Pour un traceur passif, il suffit de s’assurer que les bouffe´es se recouvrent afin d’avoir
une simulation re´aliste du panache (voir chapitre 4). Pour des espe`ces re´actives, en revanche,
cela influe e´galement sur les re´actions qui ont lieu dans les bouffe´es. Si le pas de temps est grand,
le volume de superposition entre deux bouffe´es conse´cutives est faible (peu de re´actions entre
les espe`ces des deux bouffe´es), mais les concentrations dans chaque bouffe´e sont plus grandes.
172
Section 5.6 – Analyse de sensibilite´ 173
Indicateur Obs Kz Kz urbain panache sous-maille
SO
2
Moyenne (µgm−3) 6.20 13.95 13.76 11.98
RMSE 13.61 13.08 11.88
Corre´lation 0.35 0.34 0.31
MFBE 0.66 0.65 0.55
MFGE 0.81 0.81 0.75
NO
Moyenne (µgm−3) 10.42 21.72 20.93 19.64
RMSE 35.34 33.08 31.62
Corre´lation 0.48 0.47 0.46
MFBE 0.42 0.41 0.36
MFGE 0.94 0.94 0.92
O
3
Moyenne (µgm−3) 56.87 40.18 40.24 41.05
RMSE 30.58 30.58 30.18
Corre´lation 0.68 0.68 0.68
MFBE -0.46 -0.46 -0.44
MFGE 0.47 0.47 0.45
MNBE -0.34 -0.34 -0.33
MNGE 0.35 0.35 0.34
UPA -0.21 -0.21 -0.20
NO
2
Moyenne (µgm−3) 34.64 36.04 35.84 35.23
RMSE 20.65 20.57 20.81
Corre´lation 0.58 0.58 0.57
MFBE 0.07 0.06 0.04
MFGE 0.47 0.47 0.47
Tab. 5.2 – Statistiques horaires pour (1) Polair3D avec une valeur de Kzmin uniforme sur
tout le domaine (« Kz ») (2) Polair3D avec une valeur de Kzmin spe´cifique pour les zones
urbaines (« Kz urbain ») et (3) le mode`le de panache sous-maille avec la the´orie de la similitude.
Les statistiques sont calcule´es sur la pe´riode de simulation, du 01-04-2001 au 27-09-2001. Les
meilleures statistiques sont en gras.
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Indicateur Obs Base ∆tpuff = 600 s tinj = 40 min
SO
2
Moyenne (µgm−3) 6.20 11.98 11.98 11.86
RMSE 11.88 11.87 11.57
Corre´lation 0.31 0.31 0.32
MFBE 0.55 0.55 0.54
MFGE 0.75 0.75 0.75
NO
Moyenne (µgm−3) 10.42 19.64 19.59 19.56
RMSE 31.62 31.60 31.52
Corre´lation 0.46 0.46 0.46
MFBE 0.36 0.34 0.36
MFGE 0.92 0.93 0.92
O
3
Moyenne (µgm−3) 56.87 41.05 40.87 41.09
RMSE 30.18 30.25 30.17
Corre´lation 0.68 0.68 0.68
MFBE -0.44 -0.45 -0.44
MFGE 0.45 0.46 0.45
MNBE -0.33 -0.33 -0.33
MNGE 0.34 0.34 0.34
UPA -0.20 -0.20 -0.20
NO
2
Moyenne (µgm−3) 34.64 35.23 35.32 35.22
RMSE 20.81 20.81 20.80
Corre´lation 0.57 0.57 0.57
MFBE 0.04 0.04 0.04
MFGE 0.47 0.47 0.47
Tab. 5.3 – Statistiques horaires pour (1) la simulation de base avec tinj = 20 min et ∆tpuff =
100 s, (2) ∆tpuff = 600 s, (3) tinj = 40 min. Dans tous les cas, il s’agit du mode`le de panache
sous-maille avec la the´orie de la similitude. Les statistiques sont calcule´es sur la pe´riode de
simulation, du 01-04-2001 au 27-09-2001. Les meilleures statistiques sont en gras.
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La quantite´ transporte´e par une bouffe´e est en effet Q = Qs×∆tpuff , avec Qs le taux d’e´mission
de la source en unite´ de masse par seconde, pour une espe`ce donne´e. Dans le cas d’un panache
contenant des NOx e´mis dans un environnement contenant de l’ozone, une augmentation locale
de la concentration de NOx dans la bouffe´e conduit a` davantage de titration (en re´gime COV-
limite´). Cela augmente localement la formation de NO2 et diminue les concentrations de NO
et O3, ce que l’on observe sur les concentrations moyennes donne´es dans le tableau 5.3. Ce
phe´nome`ne est tre`s local et n’a pas un impact tre`s important sur les statistiques globales.
Le temps d’injection a une influence beaucoup plus grande sur les re´sultats pour le SO2 que
pour les autres espe`ces. En comparaison avec la simulation de base (avec tinj = 20 min), la RMSE
pour un temps d’injection de 40 minutes est ame´liore´e de 0.4% a` 8%, et de 2% environ pour la
plupart des stations. Cette ame´lioration s’ajoute a` celle apporte´e par l’utilisation du panache
sous-maille, montre´e sur la figure 5.11. Comme le SO2 est conside´re´ ici comme une espe`ce passive,
l’augmentation du temps d’injection permet d’e´largir l’impact spatial du traitement sous-maille.
En revanche, le temps d’injection plus long n’a quasiment pas d’effet sur les autres espe`ces. En
effet, pour les espe`ces re´actives, utiliser le traitement sous-maille pour un panache n’a plus d’effet
lorsque la composition du panache est proche de celle de l’atmosphe`re. Lorsque la chimie dans
le panache atteint la phase 2, puis la phase 3 de´crites en partie 5.2.1, l’impact du traitement
sous-maille est moindre. Au-dela` d’une vingtaine de minutes, le panache est probablement passe´
dans la phase 2, et l’augmentation du temps d’injection a donc peu d’impact sur les re´sultats.
5.7 Conclusions
5.7.1 Chimie dans un panache
Le mode`le de panache sous-maille est e´tendu dans ce chapitre au cas des espe`ces re´actives,
avec une application a` la photochimie. L’effet du traitement sous-maille sur la chimie dans un
panache a e´te´ tout d’abord de´taille´ en partie 5.2 sur un cas simple avec une seule source. Cela
a permis de ve´rifier l’impact the´orique du traitement sous-maille sur les re´actions chimiques,
discute´ en partie 5.2.1. L’effet principal du mode`le de panache sous-maille est d’augmenter la
titration de l’ozone a` l’inte´rieur du panache, tout en le maintenant en hauteur, ce qui dimi-
nue (resp. augmente) les concentrations au sol de NOx (resp. O3) en champ proche. De plus,
la formation d’acides, notamment HNO3, est retarde´e et ne de´bute que quelques dizaines de
kilome`tres en aval de la source, contrairement a` ce qui se produit dans le mode`le eule´rien.
5.7.2 Impact sur la photochimie en re´gion parisienne
L’application de ce mode`le a` la photochimie a` l’e´chelle de la re´gion parisienne a permis
d’e´valuer l’impact du traitement sous-maille des e´missions ponctuelles sur les performances
du mode`le, par comparaison avec les observations. Les performances sont e´value´es pour une
pe´riode de six mois, durant l’e´te´ 2001. Les sources les plus importantes de NOx et SO2 ont e´te´
se´lectionne´es, ce qui correspond a` 89 sources ponctuelles.
Impact global
Les statistiques globales sont ame´liore´es par le traitement sous-maille, particulie`rement en
utilisant les e´carts types calcule´s avec la the´orie de la similitude. Cela permet de diminuer la
RMSE aux stations, jusqu’a` −17% pour le SO2 et −6% pour le NO. Pour NO2 et O3, l’impact
est plus faible. L’impact du traitement sous-maille des e´missions ponctuelles est relativement
faible si l’on regarde les statistiques globales, pour diffe´rentes raisons :
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1. les sources ponctuelles ne constituent qu’une partie des e´missions totales, plus faible que
le trafic dans le cas des NOx,
2. l’impact est surtout local, alors que les stations de mesure ne sont pas situe´es a` proximite´
imme´diate des sources,
3. les re´sultats sont pour une moyenne de six mois, ce qui « lisse » l’impact que l’on peut
voir en aval du panache pour une direction du vent donne´e.
Conside´rer ces facteurs permet donc de relativiser les re´sultats obtenus. Cela met e´galement
en e´vidence l’inte´reˆt d’e´tudier les re´sultats pour des jours particuliers, en comple´ment des sta-
tistiques globales. Les jours choisis ici sont repre´sentatifs de situations de faible dispersion, ou` la
surestimation de la dilution du panache par le mode`le eule´rien est particulie`rement importante.
Durant ces jours, l’impact du traitement sous-maille est tre`s grand, particulie`rement autour des
sources mais aussi a` certaines stations situe´es en aval.
Impact de la diffusion urbaine
Par ailleurs, dans les simulations, la valeur minimale du coefficient de diffusion verticale
Kz utilise´ dans le mode`le eule´rien est augmente´ en milieu urbain (par rapport a` la valeur
par de´faut prise en milieu rural), pour tenir compte de la diffusion accrue due au phe´nome`ne
d’ˆılot de chaleur urbain. L’impact de ce changement est e´value´, et compare´ a` celui du panache
sous-maille. Dans les deux cas, les polluants primaires SO2 et NO sont les plus affecte´s par les
modifications.
Impact du temps d’injection et du pas de temps entre deux bouffe´es
Deux parame`tres importants du mode`le de panache sous-maille ont e´galement e´te´ e´value´s.
Il s’agit du pas de temps entre l’e´mission de deux bouffe´es conse´cutives, ainsi que du temps
d’injection. Ces deux parame`tres de´terminent le nombre total de bouffe´es ge´re´es par le mode`le en
meˆme temps (pour un nombre de sources donne´), donc le temps de calcul. Le pas de temps entre
deux bouffe´es influence principalement les espe`ces re´actives, car les taux de re´action en champ
tre`s proches sont le´ge`rement surestime´es. Pour une espe`ce passive, ce pas de temps a moins
d’influence (ce qui a de´ja` e´te´ discute´ au chapitre 4). Le chapitre 4 a e´galement mis en e´vidence
l’importance du temps d’injection pour la dispersion des traceurs passifs. Ici, cette influence
est visible pour le SO2, mais devient ne´gligeable pour les espe`ces re´actives. En effet, lorsque la
composition du panache devient proche de celle de l’air ambiant, l’utilisation d’un traitement
sous-maille a peu d’effet sur les re´sultats. Au bout d’une vingtaine de minutes environ, la chimie
du panache devient proche de celle de l’atmosphe`re, et prolonger le traitement sous-maille a
donc peu d’effet.
5.7.3 Bilan et perspectives
Les perspectives d’e´volution pour le mode`le de panache sous-maille re´actif consistent, d’une
part, a` inclure la chimie des particules, et d’autre part a` e´tendre ce mode`le a` la simulation
des routes. Une mode´lisation performante des sources line´iques a de´ja` e´te´ introduite dans les
mode`les gaussiens et valide´e (chapitre 2). Elle peut donc a` pre´sent eˆtre e´tendue au mode`le de
panache sous-maille. Utiliser un traitement sous-maille pour les routes est en effet pertinent,
e´tant donne´ la forte variabilite´ locale pre`s des grands axes routiers (chapitre 1), et l’impact
pre´ponde´rant du trafic sur les e´missions de NOx.
Par ailleurs, le mode`le de´veloppe´ ici utilise un me´canisme chimique complet pour les re´actions
a` l’inte´rieur des bouffe´es. Or, la chimie dans le panache ne fait intervenir que quelques re´actions
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pre´ponde´rantes en champ proche (de´crites en partie 5.2.1). Introduire une mode´lisation sim-
plifie´e de la chimie dans les bouffe´es, en ne prenant en compte que les re´actions pre´ponde´rantes,
permettrait de re´duire le temps de calcul de fac¸on significative [Karamchandani et al., 1998].
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Chapitre 6
Me´thodes statistiques pour la
re´duction d’e´chelle
Ce chapitre est une pre´sentation ge´ne´rale des me´thodes statistiques uti-
lise´es pour la re´duction d’e´chelle, qui ont e´te´ principalement applique´es
a` mode´lisation du climat. Il de´crit l’e´tat de l’art dans le domaine, et en
particulier les points communs et les diffe´rences avec une application a` la
mode´lisation de la qualite´ de l’air. Il s’agit, d’une part, de de´crire le cadre
dans lequel les me´thodes statistiques de re´duction d’e´chelle sont pertinentes.
En s’appuyant sur la mode´lisation du climat, diffe´rentes contraintes sont
identifie´es : (1) le lien physique entre le pre´dicteur (variable a` grande e´chelle,
connue) et le pre´dictand (variable a` petite e´chelle que l’on souhaite recons-
tituer), (2) la stationnarite´ de la relation (pour l’application en pre´vision),
(3) la bonne connaissance du pre´dicteur, c’est-a`-dire en pratique une bonne
estimation fournie par le mode`le utilise´. Pour ce dernier point, l’utilisa-
tion d’un ensemble de mode`les peut eˆtre envisage´e. D’autre part, on iden-
tifie dans ce chapitre les diffe´rentes me´thodes possibles pour la re´duction
d’e´chelle, ainsi que leurs points forts et leurs inconve´nients. Des me´thodes
telles que la re´gression line´aire multiple, la de´composition en valeurs sin-
gulie`res et l’analyse de corre´lation canonique sont de´crites. Celles-ci peuvent
eˆtre applique´es sur les pre´dicteurs lui-meˆme, ou apre`s un pre´-traitement des-
tine´ a` les rendre inde´pendants. L’ensemble de ces me´thodes est de´crit dans
le cadre tre`s ge´ne´ral de l’application au climat. Dans la dernie`re partie, on
de´finit le cadre dans lequel la re´duction d’e´chelle sera effectue´e pour la qua-
lite´ de l’air. Les me´thodes choisies sont adapte´es a` l’application particulie`re
vise´e ici et de´taille´es. Les re´sultats seront pre´sente´s dans le chapitre 7.
Sommaire
6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 181
6.1.1 Historique . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 181
6.1.2 Re´duction d’e´chelle statistique et dynamique . . . . . . . . . . . . . . . 181
6.1.3 Une question d’e´chelles... . . . . . . . . . . . . . . . . . . . . . . . . . . 181
6.2 Principes de la re´duction d’e´chelle statistique . . . . . . . . . . . . . 182
6.2.1 Principe ge´ne´ral . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 182
6.2.2 Stationnarite´ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 183
6.2.3 Pre´dicteur et pre´dictand . . . . . . . . . . . . . . . . . . . . . . . . . . . 183
6.2.4 Repre´sentativite´ des mode`les . . . . . . . . . . . . . . . . . . . . . . . . 184
181
182 Chapitre 6 – Me´thodes statistiques pour la re´duction d’e´chelle
6.2.5 Le proble`me de la variance . . . . . . . . . . . . . . . . . . . . . . . . . 184
6.3 Me´thodes statistiques . . . . . . . . . . . . . . . . . . . . . . . . . . . . 185
6.3.1 Pre´-traitement des donne´es . . . . . . . . . . . . . . . . . . . . . . . . . 186
6.3.2 Me´thodes de re´gression . . . . . . . . . . . . . . . . . . . . . . . . . . . 188
6.3.3 Comparaison des me´thodes . . . . . . . . . . . . . . . . . . . . . . . . . 190
6.4 Utilisation des me´thodes statistiques pour la qualite´ de l’air . . . . 191
6.4.1 Re´gression sur un ensemble de mode`les . . . . . . . . . . . . . . . . . . 191
6.4.2 De´composition en composantes principales (PCA) . . . . . . . . . . . . 192
6.4.3 De´composition en composantes principales ajuste´es (PFC) . . . . . . . . 193
6.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 194
6.5.1 Me´thodes de re´duction d’e´chelle . . . . . . . . . . . . . . . . . . . . . . 194
6.5.2 Questions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 194
182
Section 6.1 – Introduction 183
6.1 Introduction
6.1.1 Historique
Les me´thodes de re´duction d’e´chelle (« downscaling ») sont tre`s utilise´es en science du climat,
ou` la pre´diction du climat futur implique de de´duire des caracte´ristiques re´gionales a` partir des
re´sultats de mode`les globaux. Il existe donc une litte´rature fournie sur le sujet, notamment
depuis ces 15 dernie`res anne´es, et dont l’e´tat de l’art est de´crit par exemple par Wilby et al.
[2004] et Benestad et al. [2008]. Le but de ce chapitre est de de´gager les aspects importants de
ces techniques, et la fac¸on dont elles peuvent eˆtre adapte´es a` la mode´lisation de la qualite´ de
l’air. L’utilisation de ces techniques dans le domaine de la qualite´ de l’air est en effet re´cente
(Guillas et al. [2006] et Guillas et al. [2008]).
6.1.2 Re´duction d’e´chelle statistique et dynamique
La re´duction d’e´chelle peut se de´finir comme l’ensemble des me´thodes qui permettent de faire
le lien entre l’e´tat d’une variable a` une grande e´chelle, et l’e´tat d’une autre variable repre´sentant
une e´chelle beaucoup plus petite [Benestad et al., 2008]. Il existe principalement deux types de
me´thodes utilise´es a` cette fin :
– les me´thodes de « nesting », consistant a` utiliser un mode`le de climat a` l’e´chelle re´gionale,
dont les conditions aux limites sont force´es par le mode`le global, et parfois appele´es en
climatologie « dynamical downscaling »,
– les me´thodes statistiques, appele´es « statistical downscaling » ou « empirical downsca-
ling », ou encore ESD pour « empirical-statistical downscaling ».
Ces deux me´thodes ont e´te´ compare´es dans le contexte du climat (e.g. Kidson et Thompson
[1998], Murphy [1999], Spak et al. [2007]...), et donnent des re´sultats globalement similaires, les
me´thodes statistiques ayant l’avantage d’un moindre couˆt de calcul.
6.1.3 Une question d’e´chelles...
E´chelle minimale et e´chelle bien repre´sente´e. Le principe de l’ESD est de de´terminer
une relation statistique entre une variable locale et une variable globale. Il reste a` pre´ciser la
signification des termes « local » et « global ». Une interpre´tation en est faite dans von Storch
et al. [1993], qui, se re´fe´rant a` Grotch et MacCracken [1991], de´finit la notion d’ « e´chelle bien
repre´sente´e » (« skillful scale ») comme e´tant l’e´chelle des phe´nome`nes qui sont correctement
simule´s par un mode`le donne´. En de´finissant l’ « e´chelle minimale » comme la distance entre
deux centres de maille (donc, la re´solution spatiale du mode`le), l’e´chelle bien repre´sente´e est
alors supe´rieure ou e´gale a` N fois l’e´chelle minimale (dans les re´fe´rences cite´es, N = 8). Dans ce
contexte, la variable « locale » est une variable dont l’e´chelle caracte´ristique est infe´rieure a` cette
distance, et l’ESD est alors de´finie comme l’ensemble des techniques statistiques permettant de
passer d’une e´chelle bien repre´sente´e a` une e´chelle plus fine. Comme souligne´ dans Benestad
et al. [2008], la de´finition de « skillful scale » reste floue, les estimations e´voque´es pre´ce´demment
n’ont pas e´te´ faites sur des mode`les re´cents, et cette notion de´pend e´galement de la fac¸on
dont la performance est estime´e (« bonne » repre´sentation de la moyenne, de la variance, auto-
corre´lation...).
Re´duction d’e´chelle et assimilation. Benestad et al. [2008] s’appuie sur cette de´finition
de l’ESD pour avancer l’argument qu’appliquer une me´thode statistique sur une seule maille
d’un mode`le (l’e´chelle minimale), pour reconstituer le comportement a` une station a` l’inte´rieur
de cette maille, n’est pas de la re´duction d’e´chelle, mais plutoˆt de l’ « ajustement » ou de l’ « as-
similation ». En effet, les me´thodes statistiques de re´duction d’e´chelle peuvent eˆtre conside´re´es
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comme une fac¸on parmi d’autres de corriger les sorties d’un mode`le en fonction des observa-
tions. En d’autres termes, il s’agirait d’une forme alternative a` l’assimilation de donne´es. En
assimilation e´galement, les donne´es simule´es sont corrige´es par apport d’information fournie par
les observations. Cependant, le but est de corriger l’erreur mode`le : l’erreur de repre´sentativite´
est prise en compte, mais n’est pas corrige´e. En ESD, on utilise une me´thode statistique pour
obtenir une relation refle´tant le lien « syste´matique » entre les deux variables. On suppose que la
relation statistique obtenue refle´tera alors principalement l’erreur de repre´sentativite´, donc lie´e
au changement d’e´chelle, ce qui justifie alors bien l’utilisation du terme « ESD ». De plus, un
apport supple´mentaire de l’ESD est de prendre en compte la variabilite´ locale, qui n’est jamais
de´termine´e comple`tement par les variables a` plus grande e´chelle (partie 6.2.5).
Repre´sentativite´ des stations. L’erreur de repre´sentativite´, e´voque´e plus haut, vient de la
mauvaise repre´sentation des processus a` une e´chelle infe´rieure a` celle de la maille (et meˆme,
infe´rieure a` l’e´chelle « bien repre´sente´e »), tels que les e´missions, l’occupation des sols, ou les
pre´cipitations. Une station proche d’une route ne sera pas ne´cessairement repre´sentative des
concentrations moyennes a` plus grande e´chelle (on pourrait parler d’e´chelle « bien repre´sente´e »
par la station). On peut e´galement dire qu’une observation a` une station donne´e n’est qu’une
re´alisation particulie`re d’une variable ale´atoire (repre´sentable par une densite´ de probabilite´).
L’estimation du mode`le e´tant une autre re´alisation, elle pourrait diffe´rer des observations meˆme
si le mode`le e´tait parfait.
6.2 Principes de la re´duction d’e´chelle statistique
Notations
Dans la suite, pour une variable x repre´sentant une donne´e physique (concentration, tempe´rature...),
on notera
1. x un scalaire,
2. x un vecteur, par exemple une se´rie d’observations a` m stations, a` un instant t
x(t) = (x1(t), ..., xm(t))
T ,
3. X une matrice. Par exemple, X pourra avoir pour colonne les observations pour un en-
semble de stations, a` un instant donne´. Alors, pour n e´che´ances temporelles :
X = [x1 . . .xj . . .xn]
ou` l’e´le´ment xij de la matrice X est donc la valeur au pas de temps j pour la i
e station.
Avec ces notations, y = Ψx est une re´gression line´aire simple, y = ΨX est une re´gression
line´aire multiple, et Y = ΨX est une re´gression multidimensionnelle [Benestad et al., 2008].
La moyenne de x, c’est-a`-dire 1n
∑n
i=1 xi, sera note´e x¯ (moyenne temporelle) si x est une se´rie
temporelle, et elle sera note´e 〈x〉 (moyenne spatiale) si x est une se´rie de valeurs en diffe´rents
points de l’espace. La variance sera note´e var(x) = σ2x.
6.2.1 Principe ge´ne´ral
Les me´thodes statistiques de re´duction d’e´chelle consistent a` de´crire une variable locale y
(le « pre´dictand »), comme une fonction d’une ou plusieurs caracte´ristiques globales xj (les P
« pre´dicteurs »). Cela peut s’e´crire sous la forme ge´ne´rique de l’e´quation 6.1
yˆ = f(x1, ...,xP ) (6.1)
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La fonction f est une relation empirique entre les variables, calibre´e sur un ensemble de donne´es
d’observation (pe´riode d’apprentissage). Les me´thodes statistiques utilise´es pour calculer f sont
de´taille´es dans la partie 6.3. Nous nous inte´ressons ici aux implications, physiques et statistiques,
de l’utilisation de telles me´thodes, et aux conditions dans lesquelles elles sont pertinentes. Be-
nestad et al. [2008] donne plusieurs conditions indispensables a` une bonne utilisation de l’ESD :
– que la relation f entre pre´dicteurs et pre´dictand soit stationnaire, pour qu’elle puisse eˆtre
calibre´e sur le passe´ et utilise´e en pre´diction de fac¸on pertinente,
– qu’il y ait une relation physique forte entre le ou les pre´dicteur(s), et le pre´dictand,
– que le mode`le repre´sente correctement les variables a` grande e´chelles utilise´es comme
pre´dicteurs,
Les trois conditions ci-dessus sont des crite`res tre`s importants pour bien utiliser les tech-
niques d’ESD, qui seront de´veloppe´s dans la suite de cette partie. On y rajoutera le proble`me
de la repre´sentation de la variabilite´ a` l’e´chelle locale (partie 6.2.5), qui est au cœur de la
proble´matique de re´duction d’e´chelle.
6.2.2 Stationnarite´
L’ide´e sous-jacente est que la relation 6.1 est constante dans le temps, et pourra donc eˆtre
utilise´e pour la pre´vision. Cette hypothe`se de stationnarite´ est l’un des points cruciaux dans
le cadre du changement climatique car elle est difficilement ve´rifiable a` long terme. En qualite´
de l’air, pour des pre´visions a` beaucoup plus court terme, cette hypothe`se semble plus re´aliste.
Les me´thodes de re´duction d’e´chelle ne´cessitent tout de meˆme de se ramener a` un processus
stationnaire, ce qui n’est le cas ni en climatologie ni en qualite´ de l’air. Pour les variables
climatiques, la fonction f est donc calcule´e pour chaque mois, ou chaque saison. Pour la qualite´
de l’air, il est ne´cessaire de la calculer pour chaque heure de la journe´e, afin de prendre en
compte le cycle journalier des concentrations. La distinction e´te´/hiver est e´galement ne´cessaire.
Enfin, la re´duction d’e´chelle est faite en ge´ne´ral sur des valeurs centre´es sur la moyenne, afin
de ne chercher a` relier que les variations autour de la moyenne (Wilby et al. [2003], Benestad
et al. [2008]) (voir partie 6.3.1).
6.2.3 Pre´dicteur et pre´dictand
Pour justifier l’emploi de cette me´thode statistique, il faut s’assurer que les variables pre´dicteur
et pre´dictand aient un lien physique entre elles, faute de quoi une relation statistique pourra
peut-eˆtre eˆtre calcule´e mais n’aura aucun sens. La variable a` grande e´chelle (pre´dicteur) est
par exemple en climatologie la pression au niveau de la mer (SLP), ou la circulation a` l’e´chelle
synoptique, et la variable locale (pre´dictand), peut eˆtre la pre´cipitation, le vent, la tempe´rature,
en une ou plusieurs stations. L’un des proble`mes rencontre´s dans l’application au climat est donc
de choisir correctement les pre´dicteurs : il faut qu’il y ait un lien physique avec le pre´dictand,
et que les pre´dicteurs « expliquent » une grande partie de la variable locale. De meˆme, il faut
que les pre´dicteurs soient pris sur un domaine spatial suffisamment grand pour contenir toute
l’information ne´cessaire, sans englober des variables non corre´le´es a` la variable locale. La com-
paraison des pre´dicteurs et le choix des domaines sont traite´s par exemple dans Huth [1999] et
Benestad [2001].
Il peut s’agir en particulier de pre´dire le comportement a` l’e´chelle locale de la meˆme variable
connue a` l’e´chelle synoptique (la tempe´rature par exemple). C’est, a priori, ce qui sera fait en
qualite´ de l’air : les concentrations d’ozone, par exemple, seront reconstruites a` une station a`
partir des concentrations fournie a` l’e´chelle du maillage d’un mode`le. Dans ce cas, le lien physique
entre le pre´dicteur et le pre´dictand est e´vident. Il reste en revanche la question du domaine
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spatial ou` prendre le pre´dicteur (une seule maille ou diffe´rentes mailles autour d’une station,
par exemple). Il peut alors eˆtre inte´ressant de calculer les corre´lations entre les concentrations
mode´lise´es dans diffe´rentes mailles avec une station donne´e, pour avoir une ide´e de la taille
repre´sentative du domaine ou` les concentrations sont corre´le´es avec celles de la station. D’autre
part, on peut e´galement tenter de trouver un lien avec d’autres variables explicatives. Ainsi,
dans Guillas et al. [2008], une re´gression est d’abord effectue´e entre les concentrations d’ozone
mesure´es et mode´lise´es, puis le re´sidu est a` son tour soumis a` une re´gression avec des parame`tres
tels que le vent et les pre´cipitations. Dans ce cas, le proble`me de la pertinence physique du choix
des pre´dicteurs se pose donc e´galement.
6.2.4 Repre´sentativite´ des mode`les
Les pre´dicteurs utilise´s en ESD pour le climat proviennent de simulations de mode`les type
GCM (du moins pour les pre´visions – pour la phase de calibration, il est courant d’utiliser des re´-
analyses ECMWF ou NCEP). La bonne estimation du pre´dicteur de´pend donc de la performance
du mode`le. Il en est de meˆme en qualite´ de l’air, ou` un CTM calcule les concentrations qui servent
ensuite de pre´dicteurs. L’erreur due au mode`le contribue donc aux incertitudes de l’ESD. Pour
re´duire cette erreur, et estimer son impact, un ensemble de mode`les peut eˆtre utilise´ pour la
re´duction d’e´chelle. C’est le cas dans Benestad [2002], Pryor et al. [2005] et Najac et al. [2009]. En
ge´ne´ral, la re´duction d’e´chelle est faite sur les diffe´rents mode`les, et l’incertitude sur les re´sultats
due aux mode`les peut alors eˆtre estime´e. Dans Benestad [2002], le pre´-traitement (de´taille´
partie 6.3.1) permet de trouver les modes dominants par une de´composition en composantes
principales ou EOF (Empirical Orthogonal Functions) qui est effectue´e sur la moyenne des
mode`les. De plus, Benestad [2002] utilise diffe´rents pre´dicteurs issus d’un ensemble de mode`les
(les pre´dicteurs e´tant pris sur des domaines de diffe´rentes tailles), afin de comparer l’incertitude
due aux erreurs de mode´lisation et celle due au choix des pre´dicteurs (la premie`re e´tant en
ge´ne´ral la plus grande).
6.2.5 Le proble`me de la variance
Les me´thodes de re´duction d’e´chelle fournissent une estimation du pre´dictand y en fonction
des variables explicatives a` grande e´chelle. Or, meˆme si l’on inclut tous les pre´dicteurs ayant
un lien avec le comportement de la variable y, celui-ci n’est jamais entie`rement de´termine´ par
les variables a` grande e´chelle. Il restera toujours une part de variabilite´ dans y qui ne peut eˆtre
explique´e que par des phe´nome`nes locaux : la topographie, par exemple, le type et l’occupation
du sol, ou plus ge´ne´ralement tout phe´nome`ne dont l’e´chelle caracte´ristique est tre`s petite devant
les e´chelles re´solues par le mode`le utilise´. Ne´gliger purement et simplement cette part revient
paradoxalement a` ne pas tenir compte du proble`me de changement d’e´chelles, qui a motive´ au
de´part l’utilisation de techniques de re´duction d’e´chelle. C’est pourquoi les mode`les de re´gression
classiques peuvent donner de bons re´sultats en terme d’erreur quadratique moyenne (RMSE)
mais sous-estiment la variance de fac¸on significative (par exemple dans Wilby et al. [2003] et
Najac et al. [2009]).
Si l’on repre´sente la variance inexplique´e comme un « bruit » note´ ǫ, la variable locale y est
alors la somme de la part de´terministe (signal) donne´e par l’e´quation 6.1, note´e yˆ, et du bruit :
y = yˆ + ǫ. (6.2)
Si ǫ est un bruit blanc, de moyenne nulle et de variance var(ǫ) = σ2ǫ , non corre´le´ au signal,
il s’ensuit que la variance de la variable y s’e´crit
var(y) = var(yˆ) + σ2ǫ . (6.3)
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La variance var(yˆ) est celle obtenue par les mode`les de re´gression de´terministes, et l’e´quation 6.3
montre bien qu’elle est infe´rieure a` la variance totale var(y). Le proble`me se pose donc de
reconstituer la part supple´mentaire de la variance introduite par ǫ. Une approche tre`s utilise´e
(e.g. Murphy [1999] et Huth [1999]), appele´e « inflation », consiste a` appliquer un facteur de
correction a` yˆ, calcule´ pour que la formule finale ait exactement la variance var(y) (connue sur
la pe´riode d’apprentissage). On obtient alors simplement la formule suivante
y˜ =
√
var(y)
var(yˆ)
yˆ. (6.4)
Or, si l’e´quation 6.4 permet effectivement de reconstituer la variance var(y), elle perd
e´galement une bonne partie du be´ne´fice apporte´ par la re´gression dans le calcul de yˆ, en terme
de biais et de RMSE. La de´monstration en est faite dans von Storch [1999] ou` l’utilisation de
l’inflation est critique´e.
La bonne fac¸on de faire est donc de revenir a` l’e´quation 6.2, en trouvant une manie`re
ade´quate de spe´cifier ǫ. En ge´ne´ral, on prend une distribution gaussienne ǫ ∼ N(0, σ2ǫ ), avec σǫ
estime´ sur la pe´riode d’apprentissage (Wilby et al. [2003], Hessami et al. [2008], Guillas et al.
[2008]).
6.3 Me´thodes statistiques
La proce´dure de re´duction d’e´chelle peut se de´composer en trois e´tapes, une fois les pre´dicteurs
choisis.
1. Pre´-traitement des donne´es : de´coupage des se´ries temporelles en fonction des saisons et
heures du jour a` se´parer, e´ventuellement transformation pour enlever la tendance et re´duire
la matrice (partie 6.3.1) X, afin d’obtenir une relation stationnaire comme de´crit dans la
partie 4.5. Si ne´cessaire, de´composition en EOF pour re´duire l’espace des pre´dicteurs et
les rendre orthogonaux (partie 6.3.1).
2. La re´duction d’e´chelle proprement dite : reconstituer la fonction f de l’e´quation 6.1 par
des me´thodes statistiques, en particulier de re´gression (partie 6.3.2).
3. Reconstitution du pre´dictand : application de f en pre´vision, ajout de la tendance si
ne´cessaire et/ou de la variabilite´ locale (de´ja` e´voque´e partie 6.2.5).
Parmi les me´thodes statistiques utilise´es en re´duction d’e´chelle pour le climat, certaines sont
base´es sur la classification par type de me´te´orologie (« weather classification »), qui permettent
de proce´der par analogie, ou des me´thodes stochastiques (« weather generators »). Dans la
suite, on s’inte´ressera a` une troisie`me famille de me´thodes, les mode`les de re´gression, et en
particulier de re´gression line´aire. Diffe´rentes me´thodes comme la re´gression line´aire multiple
(MVR, Murphy [1999] ), l’analyse de corre´lation canonique (CCA, von Storch et al. [1993]),
la de´composition en valeurs singulie`res (SVD), sont de´crites partie 6.3.2. Des me´thodes de
re´gression non line´aires, comme les re´seaux de neurones, ont e´galement e´te´ utilise´es pour le
climat [Crane et Hewitson, 1998], mais ne seront pas e´voque´es ici. Des me´thodes statistiques
base´es sur les se´ries temporelles et les re´seaux de neurones, ainsi que leurs applications en qualite´
de l’air, sont de´crites de fac¸on tre`s comple`te dans Guillas et al. [2000].
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6.3.1 Pre´-traitement des donne´es
le pre´-traitement s’effectue sur la matrice X contenant des valeurs (simule´es ou observe´es)
du pre´dicteur, a` m stations et n pas de temps, de taille m × n. On a X = [x1 . . .xn], chaque
colonne e´tant un vecteur repre´sentant une se´rie d’observations au temps tj : xj = (x1j , ..., xmj)
T .
Matrice re´duite et centre´e
La matrice X est e´ventuellement centre´e sur la moyenne temporelle suivant l’e´quation 6.5,
voire re´duite (e´quation 6.6).
xij = xij − x¯i (6.5)
xij =
xij − x¯i
σxi
. (6.6)
La transformation peut se faire, de fac¸on similaire, a` partir de la moyenne spatiale 〈x〉 et de
l’e´cart type spatial.
De´composition en composantes principales
La de´composition d’une variable en composantes principales permet de re´duire l’espace sur
lequel elle est de´crite, en e´liminant les redondances d’informations (dues a` une corre´lation spa-
tiale, ou temporelle, non nulle), et en gardant les « modes » dominants. Les modes spatiaux, ou
EOF (« empirical orthogonal functions ») spatiales, sont les structures spatiales qui expliquent
le maximum de variance temporelle. De meˆme, les modes temporels sont les trajectoires qui
expliquent le maximum de variance spatiale. Mathe´matiquement, il s’agit des vecteurs propres
de la matrice de variance-covariance, temporelle dans le premier cas, spatiale dans le second.
Une analyse base´e sur la de´composition en EOF spatiale est appele´e « S-mode », et celle base´e
sur la de´composition en EOF temporelles est alors une analyse « T-mode ».
Les EOF spatiales sont les vecteurs propres, note´s pk, de la matrice de variance-covariance
CXX = XX
T , de taille m × m. Si l’on note P la matrice dont les colonnes sont les EOF
P = (p1, ...,pm) (on a suppose´ que la matrice CXX est de rang m), de taille m×m, on a
CXX = PΛP
T , (6.7)
avec Λ la matrice diagonale contenant les valeurs propres λk. Les vecteurs propres pk forment
une base orthogonale sur laquelle on peut projeter tout vecteur x(t) de taille m :
x(t) =
m∑
k=1
αk(t)pk. (6.8)
Les coefficients αk(t) sont les poids, a` l’instant t, repre´sentant l’importance des diffe´rents modes
a` cet instant. Le vecteur αk = (α1k, ..., αnk)
T est le coefficient d’expansion correspondant au
mode k, c’est-a`-dire le poids de ce mode au cours du temps. Si A est la matrice (de taille n×m)
dont les colonnes sont les coefficients d’expansion A = [α1 . . .αm], on a
X = PAT ou AT = P TX (6.9)
car P est orthogonale, de meˆme que A. On note par ailleurs que les coefficients d’expansion ont
la meˆme variance temporelle que X
AAT = XTPP TX = XTX. (6.10)
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On a e´galement :
ATA = P TXXTP = Λ. (6.11)
On peut e´galement appeler les EOF spatiales, ou modes, les « directions principales », et les
coefficients d’expansion associe´s « composantes principales », pour revenir a` un vocabulaire
classique associe´ a` l’analyse en composantes principales. On trouve, de fac¸on similaire, les EOF
temporelles, qui sont les vecteurs propres de la matrice de variance-covariance C
′
XX = X
TX.
On peut ensuite tronquer le re´sultat a` un nombre limite´ de modes (correspondant aux
valeurs propres les plus e´leve´es), qui expliquent une grande partie de la variance, afin de re´duire
l’espace des pre´dicteurs. Par exemple, on peut tronquer a` 20 modes, ou aux m′ premiers modes
qui expliquent 90% de la variance, avec m′ ≪ m.
De´composition en valeurs singulie`res
En pratique, il est souvent plus rapide (nume´riquement) de de´composer la matrice rectangle
X en valeurs singulie`res plutoˆt que de diagonaliser la matrice de variance-covariance. X s’e´crit
alors sous la forme
X = UMV T , (6.12)
avec M une matrice diagonale contenant des valeurs singulie`res σk, et U et V des matrices
orthogonales. Dans ce cas, la matrice de covariance temporelle CXX peut s’e´crire sous la forme
CXX = XX
T = UM2UT , (6.13)
et la matrice de covariance spatiale s’e´crit
C
′
XX = X
TX = VM2V T . (6.14)
Ainsi, les EOF spatiales sont les colonnes de U (P = U), les EOF temporelles sont les colonnes de
V , et les valeurs propres correspondantes sont λk = σ
2
k dans les deux cas. On montre [Bretherton
et al., 1992] que la variance « explique´e » par le premier mode est σ21, donc le pourcentage
explique´ par ce mode est
σ21/
∑
k
σ2k. (6.15)
L’analyse en composantes principales de´crite pre´ce´demment peut donc se de´duire de la
de´composition en valeurs singulie`res. Rechercher les valeurs propres et vecteurs propre de la ma-
trice de covariance, ou la de´composition en valeurs singulie`res de X, est e´quivalent. Dans ce cas,
les coefficients d’expansion pour la de´composition en EOF spatiales, de´finis par l’e´quation 6.9,
sont donne´s par :
A = XTU = VM. (6.16)
Cette me´thode porte le meˆme nom que la me´thode de re´gression pre´sente´e en partie 6.3.2, car
toutes les deux reposent sur la pseudo-diagonalisation d’une matrice rectangle. Ici, il s’agit de
de´composer la matrice X, pour en de´duire ses modes principaux (spatiaux ou temporels). Dans
le cas de la partie 6.3.2, on de´compose la matrice de covariance de deux variables diffe´rentes (le
pre´dicteur et le pre´dictand), afin de trouver les modes correspondant au maximum de covariance
entre les deux variables.
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6.3.2 Me´thodes de re´gression
Trois me´thodes sont principalement utilise´es : la re´gression line´aire multiple, l’analyse de
corre´lation canonique et la de´composition en valeurs singulie`res. La premie`re consiste a` mi-
nimiser la RMSE sur chacune des stations, alors que les deux autres me´thodes consistent a`
trouver les modes spatiaux donnant la plus forte relation entre les deux variable (pre´dicteur et
pre´dictand) : on recherche le maximum de corre´lation dans le cas de la CCA, et de covariance
pour la SVD. Les me´thodes pour trouver des couplages entre deux variables (CCA et SVD),
et leurs applications au climat, sont de´crites dans Bretherton et al. [1992]. Des comparaisons
entre les diffe´rentes me´thodes de re´gression, line´aires ou non, ont e´te´ effectue´es, notamment
dans Wilby et al. [1998] et Huth [1999].
Re´gression line´aire multiple (MVR)
La re´gression line´aire multiple a pour objectif de minimiser la RMSE des se´ries temporelles
aux stations. Elle peut eˆtre applique´e au pre´dicteur X sans pre´-traitement, ou bien uniquement
aux EOFs dominantes de X, de´crites en partie 6.3.1. Dans le second cas, les coefficients de
re´gression correspondent a` la contribution de chaque EOF a` la pre´diction de Y . On se place
ici dans le cas ge´ne´ral ou` Y est une matrice correspondant par exemple a` plusieurs stations
(re´gression line´aire multiple multivarie´e). Dans l’application faite dans la suite, on utilisera le
cas particulier ou` le pre´dictand est un vecteur (re´gression station par station).
Le mode`le de re´gression s’e´crit
Y T = XTΨ, (6.17)
et la matrice Ψ contenant les coefficients de re´gression peut s’exprimer par [Benestad et al.,
2008]
Ψ = (XXT )−1(XY T ) = C−1XXCXY , (6.18)
avec CXX = XX
T et CXY = XY
T . Ainsi, on de´termine Ψ si la matrice CXX est inversible,
donc si les vecteurs lignes de X (les se´ries temporelles aux stations) sont inde´pendants. Un
pre´-traitement pour de´composer X en EOFs peut s’imposer dans le cas contraire. Dans le
cas d’une analyse S-mode, on peut ainsi faire la projection sur l’espace engendre´ par les EOF
spatiales (vecteurs colonne de U), ou sur un sous-espace avec les k premiers vecteurs. D’apre`s
l’e´quation 6.12, l’e´quation 6.17 s’e´crit :
Y T = VMUTΨ. (6.19)
On cherche a` exprimer cette e´quation en fonction des EOF spatiales (matrice U) ou des coeffi-
cients d’expansion associe´s A (e´quation 6.16)
Y T = AUTΨ. (6.20)
L’e´quation 6.20 montre que l’on peut donc faire la re´gression en prenant les coefficients d’ex-
pansion comme pre´dicteurs. L’avantage est que les pre´dicteurs sont alors orthogonaux. Les
coefficients sont alors donne´s par UTΨ. La re´gression peut se faire sur les k premiers coefficients
d’expansion, correspondant aux k premiers modes (expliquant le plus de variance).
De´composition en valeurs singulie`res (SVD)
Le principe est de de´composer la matrice CXY = XY
T de covariance temporelle entre deux
variables X (pre´dicteur) et Y (pre´dictand) en valeur singulie`res. On peut la de´composer de la
fac¸on suivante :
CXY = LMR
T , (6.21)
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avec L et R des matrices orthogonales, et M une matrice diagonale contenant des valeurs
singulie`res. On montre alors que les vecteurs colonne de L et R constituent les bases permettant
d’expliquer le maximum de covariance entre les deux variables [Bretherton et al., 1992]. Pour
cela, il faut projeter X sur L, et Y sur R.
x(t) =
∑
k
αk(t)lk, (6.22)
y(t) =
∑
k
βk(t)rk. (6.23)
Les vecteurs αk et βk sont les coefficients d’expansion correspondant au mode k, contenant les
valeurs discre`tes a` des pas de temps donne´s des fonctions αk(t) et βk(t). Si l’on de´finit, comme
dans la partie 6.3.1, les matrices A et B dont les colonnes sont respectivement αk et βk, on a
donc :
LAT = X (6.24)
RBT = Y (6.25)
Notons que les coefficients d’expansion A et B ne sont pas orthogonaux (AAT et BBT ne sont
pas e´gaux a` I), mais ve´rifient la relation
ATB =M. (6.26)
De plus, les coefficients d’expansion d’une variable (X ou Y ) ont la meˆme covariance spatiale
que celle-ci (e´quation 6.10) : AAT = XTX et BBT = Y TY .
Le proble`me de la re´duction d’e´chelle est donc d’exprimer le pre´dictand Y en fonction du
pre´dicteurX, des modes L etR, et deM , suppose´s stationnaires. Pour cela, il est utile de calculer
la covariance entre le pre´dictand Y et les coefficients d’expansion A (d’apre`s les e´quations 6.25
et 6.26) :
CY A = Y A = RB
TA = RM. (6.27)
Les cartes de covariance (ou de corre´lation) entre une variable et les coefficients d’expan-
sion de l’autre variable (appele´es carte « he´te´roge`nes ») forment une repre´sentation utile de
la re´partition spatiale des contributions des diffe´rents coefficients. De l’e´quation 6.27, on tire
une expression de Y :
Y = RMATC
′−1
XX (6.28)
car les covariances spatiales de A et X sont identiques (e´quation 6.10). En remplac¸ant AT dans
l’e´quation 6.28 par l’expression donne´e dans l’e´quation 6.24, on a :
Y = RMLTXC
′−1
XX , (6.29)
et l’on obtient apre`s commutation, e´tant donne´ que XC
′−1
XX = C
−1
XXX :
Y = ΨX avec Ψ = CY XC
−1
XX . (6.30)
Analyse de corre´lation canonique (CCA)
Il s’agit, de meˆme que pour la SVD, d’e´crire X et Y sous la forme ge´ne´rique :
HV T = X (6.31)
GUT = Y (6.32)
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Dans le cas de la SVD, on a H = L et G = R, donc G et H sont orthogonales. Ici, on
suppose que U et V sont orthogonales, mais pas ne´cessairement G et H.
Le principe est de de´terminer les directions expliquant le maximum de corre´lation entre les
variables X et Y . La matrice de corre´lation s’e´crit :
C = C
−1/2
XX CXY C
−1/2
Y Y . (6.33)
On effectue une de´composition de C en valeurs singulie`res : C = LMRT . Les matrices L et R
donnent les combinaisons expliquant le maximum de corre´lation entre les deux variables. De
plus, on a :
CXY = HV
TUGT , (6.34)
donc on peut e´crire :
C
−1/2
XX HV
TUGTC
−1/2
Y Y = LMR
T . (6.35)
Les relations H = C
1/2
XXL et G = C
1/2
Y YR permettent d’expliquer le maximum de corre´lation. On
a alors :
V TU =M, (6.36)
de fac¸on similaire a` l’e´quation 6.26.
Il s’agit donc, a` nouveau, d’exprimer Y en fonction de X, G, H, et M . Comme U et V sont
orthogonales, les e´quations 6.32 et 6.36 donnent :
Y = GMV T . (6.37)
En e´crivant V T en fonction de X d’apre`s l’e´quation 6.31, on obtient alors :
Y = ΨX avec Ψ = GM(HTH)−1HT . (6.38)
La CCA de´crite ici est la CCA « simple » si elle est applique´e sur X sans pre´-traitement. En
pratique, elle est souvent applique´e sur les EOF de X.
6.3.3 Comparaison des me´thodes
Dans Huth [1999], ces diffe´rentes me´thodes sont compare´es pour la climatologie. En parti-
culier, la MVR et la CCA sont applique´es a` des pre´dicteurs pre´-traite´s, en inte´grant un plus ou
moins grand nombre d’EOF dans la re´gression. En ge´ne´ral, on conside`re qu’au-dela` d’un certain
nombre d’EOF, on va inte´grer des composantes qui correspondent a` du « bruit » instationnaire,
et qui vont de´grader les re´sultats de la re´gression (« overfitting »). Cependant, dans le cas de
Huth [1999], ce phe´nome`ne n’est pas constate´.
Pour la CCA et la SVD, la sensibilite´ au nombre de modes de la re´gression est e´tudie´e
(le nombre de vecteurs propres de L et R inclus dans le re´sultat). Pour la SVD, augmenter le
nombre de modes de´grade le re´sultat (en terme de RMSE) a` partir du 1e mode, alors que pour
la CCA, il semble qu’il y ait un optimum a` 4 modes.
Au final, la re´gression line´aire aux stations, sans pre´-traitement, donne le meilleur re´sultat
en terme de RMSE, ce qui n’est pas e´tonnant puisque cette me´thode, contrairement aux deux
autres, vise explicitement a` re´duire la RMSE. Il semble e´galement que le pre´-traitement en
EOFs ne soit pas indispensable, sauf a` devoir rendre les vecteurs de X inde´pendants. Enfin, il
faut noter que l’inflation est utilise´e dans ce cas, ce qui de´grade donc les re´sultats en terme de
RMSE (partie 6.2.5).
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6.4 Utilisation des me´thodes statistiques pour la qualite´ de l’air
Il s’agit d’utiliser les me´thodes statistiques de re´duction d’e´chelle (downscaling) afin de
mieux pre´voir les concentrations aux stations, en re´duisant l’erreur de repre´sentativite´. On
utilise pour cela un seul mode`le, ou un ensemble de mode`les. Les pre´dicteurs sont les sorties des
mode`les (interpole´es aux stations), et le pre´dictand est la se´rie temporelle des concentrations
aux stations.
Pour l’application au chapitre 7, on utilisera la re´gression line´aire de´crite en partie 6.3.2,
avec ou sans pre´-traitement, en faisant varier le nombre de pre´dicteurs. Dans cette partie, le
cadre ge´ne´ral de la re´gression line´aire est adapte´ au cas d’application : re´gression station par
station sur un ensemble de mode`les.
6.4.1 Re´gression sur un ensemble de mode`les
Calcul des coefficients de re´gression
On suppose que la re´gression se fait sur une seule station (le pre´dictand y est un vecteur,
contenant une se´rie de Nt observations a` la station). X est la matrice de pre´dicteurs, contenant
les concentrations simule´es par l’ensemble des mode`les (interpole´es a` la station). X est donc de
taille Ns ×Nt, avec Ns le nombre de mode`les inclus dans l’ensemble et Nt le nombre d’obser-
vations a` la station. Chaque ligne contient donc la se´rie temporelle a` la station donne´e par l’un
des mode`les de l’ensemble. La re´gression s’e´crit alors :
y = XTb+ ǫ, (6.39)
avec b le vecteur contenant les coefficients de re´gression (de taille Ns). ǫ est un vecteur contenant
les composantes de bruit blanc, de variance σ2ǫ .
Dans le cas ou` la re´gression est effectue´e avec une composante constante (« intercept »), il
suffit d’augmenter la matrice XT d’une colonne contenant des 1. Le vecteur b est alors de taille
Ns + 1 car il contient la constante en plus des autres coefficients. En pratique, ce sera toujours
le cas ici (on incluera toujours une composante constante dans la re´gression).
On a une estimation des coefficients de re´gression b̂, qui est calcule´e en fonction de y :
b̂ = D y avec D = (XXT )−1X. (6.40)
L’estimation de y est alors donne´e par :
ŷ = XT b̂. (6.41)
Notons que l’on a DXT = I (avec I la matrice identite´) : on appelle D le pseudo-inverse de
XT (e´gal a` XT
−1
si X est inversible). La relation entre l’estimation b̂ et la « vraie » valeur b
est donne´e par :
b̂ = Dy
= DXTb+Dǫ
= b+Dǫ. (6.42)
Variance des coefficients de re´gression
Tout d’abord, b̂ est une variable ale´atoire, contrairement a` b. On a donc E (b) = b, ce qui
conduit a` :
E
(
b̂
)
= E (b) = b. (6.43)
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On peut e´galement calculer la variance des coefficients de re´gression :
var(b̂) = E
((
b̂− E(b̂)
)(
b̂− E(b̂)
)T)
= E
((
b̂− b
)(
b̂− b
)T)
= var
(
b̂− b
)
= var (Dǫ) (6.44)
On peut donc e´crire la variance de l’e´quation 6.44 de la fac¸on suivante :
var (b) = E
(
D
(
ǫǫT
)
DT
)
(6.45)
A priori, les variables D et ǫ sont de´corre´le´es. De plus, ǫ est un vecteur contenant des compo-
santes de bruit blanc de variance σ2ǫ . On a donc
var (ǫ) = σ2ǫ I. (6.46)
L’e´quation 6.45 s’e´crit donc finalement :
var (b) = DE
(
ǫǫT
)
DT = σ2ǫDD
T = σ2ǫ
(
XXT
)−1
. (6.47)
Cette e´quation 6.47 montre que la variance des coefficients de re´gression peut devenir tre`s
grande s’il existe une forte coline´arite´ entre les pre´dicteurs. Ici, les mode`les repre´sentent tous
une meˆme e´volution aux stations : ils sont donc probablement tre`s coline´aires. Ce phe´nome`ne
est appele´ « inflation de la variance », a` ne pas confondre avec l’inflation brie`vement e´voque´e
en partie 6.2.5 : il s’agit de la variance des coefficients de re´gression, et non du pre´dictand
lui-meˆme.
Notons que le re´sultat 6.47 est obtenu en supposant que X n’est pas une variable ale´atoire.
On ne mode´lise donc pas l’incertitude des mode`les.
Application en pre´vision
En pratique, il s’agit de pre´voir les concentrations a` une station au temps n+1, connaissant
les observations jusqu’au temps n (note´es yn). La matrice X tronque´e au temps n est note´e
Xn. La re´gression est effectue´e sur la pe´riode d’apprentissage, jusqu’au pas de temps n, puis
applique´e au pas de temps n+ 1. Les e´tapes sont les suivantes :
1. Calcul des coefficients b̂n par la re´gression de yn sur Xn (e´quation 6.40),
2. Constitution de la matrice Xn+1 avec les pre´visions pour l’e´che´ance n+ 1,
3. Calcul des estimations pour les N jours suivants : ŷn+i = X
T
n+ib̂n (e´quation 6.41), avec
i ∈ {1, . . . , N}.
Le parame`tre N de´termine la pe´riode sur laquelle les coefficients de re´gression peuvent eˆtre
applique´s sans eˆtre recalcule´s (stationnarite´).
6.4.2 De´composition en composantes principales (PCA)
La de´composition en composantes principales permet d’e´liminer la coline´arite´ entre les
re´gresseurs. Cette me´thode a de´ja` e´te´ de´crite dans la partie 6.3.1, on ne la rappelle donc que
brie`vement ici.
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Principe
X est toujours matrice contenant les re´gresseurs, de taille Ns × Nt (ou` Ns est le nombre
de mode`les, et Nt le nombre de pas de temps), a` une station donne´e. La re´duction en compo-
santes principales consiste a` trouver les vecteurs propres de la matrice de variance-covariance
CXX = XX
T , note´s P , qui sont les « directions principales » de X. Les valeurs propres associe´es
donnent la part de variance de X explique´e par ces directions. Les composantes principales A,
ou coefficients d’expansion, de´finis par l’e´quation 6.8, se retrouvent par la projection de X
sur la base forme´e par les directions principales. La re´gression peut alors s’effectuer sur ces
composantes principales. La matrice P est de taille Ns ×Ns, et A est de taille Nt ×Ns.
Application en pre´vision
Les directions principales sont suppose´es stationnaires : en pre´vision, elles sont calcule´es au
temps n et sont utilise´es au temps n + 1 pour calculer les nouvelles composantes principales.
L’algorithme est le suivant :
1. Calcul des directions principales au temps n (note´es Pn), d’apre`s la matrice Xn (par une
SVD de Xn par exemple, e´quation 6.12),
2. Calcul des composantes principales au temps n (e´quation 6.9) : An = X
T
n Pn,
3. Re´gression de yn sur A
T
n : obtention des coefficients de re´gression b̂n (e´quation 6.40),
4. Calcul des composantes principales au temps n+ 1 : An+1 = X
T
n+1Pn,
5. Calcul de l’estimation au temps n+ 1 (e´quation 6.41) : ŷn+1 = An+1b̂n.
6.4.3 De´composition en composantes principales ajuste´es (PFC)
Principe
La re´duction en composantes principales permet de re´duire le nombre de re´gresseurs et de
les rendre orthogonaux. Cependant, les directions choisies sont celles qui expliquent le plus
de variance de X, inde´pendamment de toute information sur y. Rien n’indique a priori que ce
seront les directions les plus pertinentes pour la re´gression : une composante expliquant tre`s peu
de variance de X peut apporter de l’information sur la relation avec la variable y. Ainsi, dans
le choix des directions, il est utile d’inclure ce que l’on sait a priori des liens entre X et y. C’est
le but de la re´duction en composantes principales ajuste´es (« Principal Fitted Components »)
de´crite dans Cook [2007]. Notons que les deux autres me´thodes d’analyse que la re´gression, la
SVD et la CCA, permettent aussi un tel couplage dans le choix des directions. Cependant, on
souhaite rester ici dans le cadre de la re´gression line´aire, qui permet de re´duire la RMSE (les
autres me´thodes e´tant a priori moins efficaces sur ce point).
Application en pre´vision
Le principe est d’effectuer la de´composition, puis la re´gression, de´crites en partie 6.4.2 sur
une matrice X̂ qui a e´te´ « ajuste´e » sur y (comme pre´ce´demment, les variables ont e´te´ centre´es).
Pour cela, on proce`de de la fac¸on suivante :
1. On commence par estimer une matrice Fy de´pendant de y, qui de´crit la relation a priori
entre X et Y . Si ces variables sont a priori line´airement de´pendantes, Fy pourra eˆtre
simplement yT (de taille 1 × Nt). Si, par exemple, on a une relation polynomiale, on
pourra prendre Fy =
(
y,y2,y3
)T
. Ainsi, Fy est de taille Nr × Nt, avec Nr en ge´ne´ral
faible, donnant le nombre de composantes de la relation entre X et y. Fy doit eˆtre centre´.
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2. Une fois Fy de´termine´e, on effectue une re´gression de X sur Fy : X̂ est alors l’estimation
de X donne´e par cette re´gression. En re´alite´, il s’agit d’effectuer une projection de X
sur un espace re´duit engendre´ par les lignes de Fy. On a en effet de fac¸on similaire a`
l’e´quation 6.17,
X̂T = PFX
T avec PF = F
T
y
(
FyF
T
y
)−1
Fy, (6.48)
3. On recherche les directions principales ajuste´es au temps n, P̂n en effectuant une SVD de
la matrice X̂n (Le nombre de directions principales ajuste´es est N
′
r ≤ Nr),
4. On calcule les composantes principales ajuste´es, qui sont donne´es par Ân = X
T
n P̂n (pro-
jection de X, et non X̂, sur les directions principales ajuste´es)
5. Re´gression de yn sur A
T
n : obtention des coefficients de re´gression b̂n de fac¸on similaire a`
l’e´quation 6.40,
6. On calcule les composantes principales ajuste´es au temps n+ 1 : Ân+1 = X
T
n+1P̂n,
7. Calcul de l’estimation au temps n+ 1 (e´quation 6.41) : ŷn+1 = Ân+1b̂n.
6.5 Conclusion
6.5.1 Me´thodes de re´duction d’e´chelle
Les me´thodes statistiques pour la re´duction d’e´chelle pre´sente´es dans ce chapitre permettent
de corriger les estimations fournies par les mode`les en tenant compte de l’erreur de repre´sentativite´
des stations. Diffe´rentes conditions sont ne´cessaires afin que l’utilisation de me´thodes statistiques
soit pertinente : (1) le lien physique entre le pre´dicteur et le pre´dictand, (2) la stationnarite´
de la relation pour l’application en pre´vision, (3) la bonne estimation du pre´dicteur par les
mode`les utilise´s. Dans le cadre de l’application en qualite´ de l’air, les pre´dicteurs sont les se´ries
temporelles de concentrations pre´dites par des mode`les, et le pre´dictand est la se´rie observe´e
a` la station. Le pre´dicteur et le pre´dictand repre´sentent donc la meˆme variable physique. Les
conditions (2) et (3) sont plus proble´matiques, et ne sont pas ne´cessairement ve´rifie´es. Pour
tenir compte de l’erreur mode`le (condition (3)), l’utilisation d’un ensemble de mode`les est une
solution couramment utilise´e.
Diffe´rentes me´thodes statistiques ont e´te´ de´taille´es dans ce chapitre. Pour l’application a`
la qualite´ de l’air, les me´thodes de re´gression line´aire ont e´te´ retenues, en utilisant ou non un
pre´-traitement pour rendre les re´gresseurs (ou pre´dicteurs) orthogonaux. Les me´thodes utilise´es
dans le chapitre suivant ont e´te´ de´taille´es en partie 6.4.
6.5.2 Questions
Le chapitre 7 pre´sente l’application a` la qualite´ de l’air, pour la pre´vision des pics d’ozone
a` l’e´chelle continentale. Les questions qui y seront plus particulie`rement aborde´es sont :
1. Quel est l’apport de l’ensemble, en fonction du nombre de mode`les ? La coline´arite´ fait-elle
apparaˆıtre des proble`mes dans la performance en pre´vision ?
2. Quels sont les « bons » indicateurs pour montrer qu’il y a coline´arite´ ?
3. Y a-t-il stationnarite´ des coefficients de re´gression ?
4. Les re´sultats obtenus par la re´duction d’e´chelle de´pendent-ils du type de station, et donc
de leur e´chelle de repre´sentativite´ ?
196
Chapitre 7
Re´duction d’e´chelle pour la qualite´
de l’air a` l’e´chelle europe´enne
Ce chapitre pre´sente l’application des me´thodes de re´duction d’e´chelle pour
la pre´vision des pics d’ozone a` l’e´chelle europe´enne. Dans un premier temps,
la re´duction d’e´chelle est effectue´e sur un seul mode`le, appele´ « mode`le de
re´fe´rence ». Il s’agit de Polair3D avec une configuration (parame´trisations
physiques, me´canisme chimique...) standard. Pour ce mode`le, la re´duction
d’e´chelle est effectue´e sur deux re´seaux de mesures, Pioneer et Airbase. Les
re´sultats sont compare´s pour les stations urbaines, pe´ri-urbaines et rurales,
afin de quantifier l’apport de la re´duction d’e´chelle en fonction de l’e´chelle
de repre´sentativite´ des stations. Enfin, la question de la stationnarite´ des
coefficients est aborde´e, notamment en comparant les re´sultats obtenus en
fonction de la pe´riode au bout de laquelle les coefficients sont recalcule´s.
Dans un deuxie`me temps, on utilise un ensemble de mode`les, construit
en faisant varier les parame´trisations du mode`le. La re´duction d’e´chelle
est effectue´e sur un nombre Ns de mode`les de l’ensemble, utilise´s comme
re´gresseurs, et la performance est e´tudie´e en fonction du nombre de mode`les
inclus. Un sous-ensemble de mode`les, « calibre´ » uniquement sur les stations
de fond, est e´galement utilise´. Sa dispersion est alors suppose´e repre´sentative
de l’« erreur mode`le », diffe´rente de l’erreur de repre´sentativite´ prise en
compte en re´duction d’e´chelle.
Les sorties de mode`les utilise´es comme re´gresseurs sont fortement co-
line´aires. Pour rendre les pre´dicteurs inde´pendants, des me´thodes de pre´-
traitement sont utilise´es : la de´composition en composantes principales clas-
sique, ainsi que la de´composition en composantes principales ajuste´es. Les
diffe´rentes me´thodes sont compare´es du point de vue de la performance en
pre´vision.
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Les me´thodes de re´duction d’e´chelle pre´sente´es dans le chapitre 6, et plus particulie`rement
dans la partie 6.4, sont applique´es a` la pre´vision des pics d’ozone a` l’e´chelle europe´enne. Les
me´thodes sont applique´es et compare´es du point de vue de la performance aux stations d’obser-
vation, en particulier en terme de RMSE. La partie 7.1 de´crit les configurations des simulations
nume´riques re´alise´es, ainsi que les re´seaux de mesure utilise´s pour la comparaison aux observa-
tions. La partie 7.2 pre´sente les re´sultats obtenus en re´duction d’e´chelle pour un seul mode`le,
le « mode`le de re´fe´rence ». La partie 7.3 de´crit les re´sultats obtenus en utilisant un ensemble de
mode`les, et met en e´vidence la coline´arite´ entre les pre´dicteurs et les proble`mes qui peuvent en
re´sulter. Enfin, la partie 7.4 introduit diffe´rentes me´thodes pour re´duire le nombre de re´gresseurs,
ainsi que pour les rendre orthogonaux via une de´composition en composantes principales.
7.1 Application : qualite´ de l’air a` l’e´chelle europe´enne
7.1.1 Les re´seaux de mesures
Deux re´seaux de stations sont utilise´s pour la re´gression et la comparaison aux observations :
Pioneer et Airbase.
Pioneer
Il contient 344 stations dont la majorite´ en France (179) et en Allemagne (82). Seules les
stations dont le type e´tait spe´cifie´ ont e´te´ retenues, afin de pouvoir effectuer des comparaisons
entre les types de stations. De plus, afin d’avoir suffisamment de points pour la re´gression, une
se´lection est effectue´e afin de ne retenir que les stations ayant plus de 200 observations. Cela
correspond, au final, a` 154 stations (figure 7.1). Les stations sont classe´es en trois types suivant
la terminologie de l’ADEME (Agence de l’environnement et de la maˆıtrise de l’e´nergie) :
– une station urbaine posse`de un rayon de repre´sentativite´ de 100 m a` 1 km,
– une station pe´ri-urbaine a un rayon de 1 km a` 5 km,
– une station rurale, un rayon de plus de 5 km.
Fig. 7.1 – Emplacement des stations utilise´es dans la re´gression, pour le re´seau Pioneer (154
stations).
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Airbase
Le re´seau Airbase contient 6738 stations re´parties sur toute l’Europe. Il s’agit du re´seau
de l’Agence Europe´enne de l’Environnement, qui regroupe les donne´es de plus de 30 pays eu-
rope´ens 1.
Les stations sont, en ge´ne´ral, classe´es suivant l’occupation des sols (rural/urbain/pe´ri-urbain)
et le type de sources a` proximite´ (industrielles/trafic). Cependant, comme l’ozone est un pol-
luant secondaire, le classement en fonction des sources n’est plus tre`s pertinent, et une autre
classification est propose´e.
Les stations sont classe´es en quatre types :
– une station urbaine est repre´sentative de la pollution urbaine de fond (pas d’e´missions
locales), et situe´e dans un site ouvert ou une zone re´sidentielle ou commerciale,
– une station pe´ri-urbaine est situe´e a` une certaine distance de la re´gion d’e´missions
maximales, plutoˆt sous les vents dominants,
– une station rurale est situe´e en zone rurale, repre´sentative pour l’ozone et e´loigne´e de
l’influence des e´missions locales,
– une station rurale de fond est situe´e en zone rurale, loin des e´missions, et dans des
endroits ou` la topographie et la me´te´orologie permettent une large repre´sentativite´ (pas
d’inversion, pas de sommets montagneux ou de coˆtes).
Pour l’ozone, les stations urbaines donnent plutoˆt de faibles concentrations (titration par les
NOx), et les stations pe´ri-urbaines sont celles qui repre´sentent les zones ou` la formation d’ozone
est la plus importante. La plupart des stations sont repre´sentatives des niveaux d’ozone sur
quelques kilome`tres carre´s, voire quelques dizaines de kilome`tres carre´s, excepte´ les stations de
fond qui repre´sentent une zone de 1000 km2 a` 10 000 km2.
Comme pour Pioneer, seules les stations dont le type e´tait spe´cifie´, et avec un suffisamment
grand nombre d’observations, ont e´te´ utilise´es, ce qui correspond a` 1247 stations (figure 7.2).
Fig. 7.2 – Emplacement des stations utilise´es dans la re´gression, pour le re´seau Airbase (1247
stations).
1http://air-climate.eionet.europa.eu/databases/airbase/airbasexml/index_html
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7.1.2 Les simulations
Les simulations ont e´te´ effectue´es sur l’Europe, avec une re´solution de 0.5◦, pour une dure´e
d’un an (2001). Le polluant e´tudie´ est l’ozone, pour les pics journaliers. Au total nous disposons
de 107 mode`les qui ont e´te´ ge´ne´re´s dans la plate-forme de mode´lisation Polyphemus. Ces mode`les
sont cre´e´s a` partir de Polair3D et diffe`rent par une ou plusieurs parame´trisations physiques,
et/ou par les donne´es d’entre´e (e´mission, me´te´orologie, donne´es de sol) utilise´es. La me´thode
utilise´e pour construire l’ensemble est de´crite dans Garaud et Mallet [2009b]. Dans un premier
temps, la re´gression est effectue´e avec le « mode`le de re´fe´rence ». Il s’agit du mode`le que l’on
aurait utilise´ pour effectuer les pre´visions, sans disposer d’un ensemble. Il ne s’agit pas force´ment
du meilleur mode`le de l’ensemble pour le cas e´tudie´, mais il est repre´sentatif des performances
d’un « bon » mode`le. Ensuite, diffe´rents ensembles de mode`les, choisis parmi les 107 mode`les a`
notre disposition, sont utilise´s.
Les valeurs simule´es aux stations sont calcule´es avec une interpolation biline´aire sur les
mailles voisines de la station.
7.1.3 Me´thode statistique utilise´e : re´gression line´aire
La re´gression est effectue´e station par station, sur les valeurs de pics d’ozone journaliers.
L’erreur de repre´sentativite´ que l’on cherche a` corriger de´pend en effet de chaque station. Les
coefficients de re´gression sont propres a` la station et correspondent a` la correction syste´matique
de cette erreur. La premie`re moitie´ de l’anne´e est utilise´e uniquement comme pe´riode d’appren-
tissage, et la pe´riode de pre´vision s’e´tend sur les 150 derniers jours (5 mois). La comparaison
aux observations s’effectue sur la RMSE aux stations, pour diffe´rents cas :
– Re´gression effectue´e sur toute l’anne´e, et RMSE calcule´e sur les 5 derniers mois. Il s’agit
donc d’une RMSE a posteriori (les valeurs utilise´es pour la comparaison ont e´te´ incorpore´es
dans la re´gression).
– Pre´vision a` N jours : la re´gression est effectue´e sur une pe´riode donne´e, puis les coefficients
obtenus sont utilise´s pour la pre´vision sur les N jours suivants. En ge´ne´ral, dans les
re´sultats pre´sente´s ici, N = 1.
La re´gression est effectue´e de la fac¸on de´crite en partie 6.4.1.
7.2 Re´sultats par type de station
Le type de station est une information importante. En effet, l’enjeu de la re´duction d’e´chelle
est de compenser l’erreur de repre´sentativite´ du mode`le : en faisant des statistiques sur une
pe´riode suffisamment longue, on compense les erreurs syste´matiques du mode`le a` une station.
Si le mode`le est, dans l’ensemble, de´biaise´ sur les stations de fond (c’est le cas de notre mode`le
pour les pics d’ozone), l’erreur syste´matique a` une station est essentiellement due a` l’erreur de
repre´sentativite´. Celle-ci provient du fait que le mode`le simule les phe´nome`nes a` une certaine
e´chelle (de l’ordre de la taille d’une maille), et ne´glige les effets sous-maille. Ainsi, meˆme un
mode`le « parfait » (pre´disant parfaitement les valeurs moyennes dans une maille) aurait une
erreur de repre´sentativite´ (de´ja` e´voque´e en partie 1.3.5).
La variabilite´ locale est beaucoup plus forte autour d’une station urbaine, a` cause des
e´missions (industrielles et trafic) et de l’influence des baˆtiments. Le rayon de repre´sentativite´
d’une station urbaine est beaucoup plus faible que pour une station rurale, et l’erreur de
repre´sentativite´ du mode`le sera donc plus grande dans ce cas. L’un des enjeux de cette partie
est de mettre en e´vidence l’apport de la re´gression en fonction de l’e´chelle de repre´sentativite´
des stations, donc de leur type.
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7.2.1 Re´gressions sur un seul mode`le de re´fe´rence (pre´vision a` 1 jour)
Pioneer
Le tableau 7.1 donne les statistiques pour le re´seau Pioneer, pour l’ensemble des stations
ainsi que pour les trois types de stations de´crits en partie 7.1.1. La RMSE est donne´e pour les
trois cas suivants :
1. RMSE mode`le : le mode`le de re´fe´rence est utilise´ seul, sans post-traitement statistique,
2. RMSE a posteriori : la re´gression est effectue´e sur l’ensemble de l’anne´e, y compris les 5
mois sur lesquels est calcule´e la RMSE,
3. RMSE en pre´vision a` 1 jour : la re´gression est effectue´e tous les jours, sur l’ensemble de
la pe´riode passe´e, et les coefficients sont utilise´s pour calculer les re´sultats au jour suivant.
Les re´sultats a posteriori sont meilleurs que ceux de la pre´vision, du fait que les observations sur
lesquelles la RMSE est calcule´e sont incluses dans la re´gression. La pre´vision a` un jour permet
encore une ame´lioration significative des re´sultats par rapport a` la performance du mode`le sans
re´gression (−6% sur la RMSE pour toutes les stations). L’erreur mode`le est plus grande sur les
stations urbaines que pe´ri-urbaines et rurales :
RMSEurbaine > RMSEperiurbaine > RMSErurale, (7.1)
ce qui est cohe´rent avec la plus grande variabilite´ ainsi que l’e´chelle de repre´sentativite´ plus
faible des stations urbaines par rapport aux stations rurales. L’ame´lioration due a` la me´thode
de re´duction d’e´chelle suit la meˆme tendance, y compris en conside´rant le pourcentage de dimi-
nution de la RMSE : −11% pour les stations urbaines, −4% pour les stations pe´ri-urbaines et
−2% pour les stations rurales.
Stations RMSE mode`le RMSE a posteriori RMSE pre´vision a` 1 jour
Toutes (154) 22.4 20.3 21.1 (-6%)
Urbaines (35) 25.4 21.9 22.6 (-11%)
Pe´ri-urbaines (47) 24.0 21.9 22.9 (-4%)
Rurales (72) 19.5 18.2 19.1 (-2%)
Tab. 7.1 – Statistiques sur le re´seau Pioneer, en fonction du type de station : RMSE pour
le mode`le sans re´gression, RMSE a posteriori (re´gression sur toute la pe´riode) et RMSE pour
la pre´vision a` un jour. Les RMSE sont en µgm−3. Le nombre de stations de chaque type est
indique´ entre parenthe`ses. Dans la dernie`re colonne, la diffe´rence relative entre la RMSE du
mode`le et la RMSE en pre´vision a` un jour est e´galement mentionne´e.
La figure 7.3 montre la diffe´rence entre la RMSE obtenue en pre´vision a` un jour et la RMSE
du mode`le de re´fe´rence, pour chacune des stations du re´seau Pioneer. Les trois figures corres-
pondent aux trois types de stations (urbaines, rurales et pe´ri-urbaines). Les stations en bleu
indiquent une diffe´rence de RMSE ne´gative, donc une ame´lioration de la RMSE, et inversement
le rouge est utilise´ pour une diffe´rence positive.
Pratiquement toutes les stations urbaines (figure 7.3(a)) montrent une ame´lioration due
au traitement statistique, ce qui confirme les re´sultats pre´ce´dents. Le nombre de stations en
rouge (diffe´rence positive) est plus grand pour les stations pe´ri-urbaines (figure 7.3(b)), et en-
core davantage pour les stations rurales (figure 7.3(c)). Cela signifie que la relation statistique
entre le mode`le et les observations, utilise´e pour ces stations, ne mode´lise pas une erreur de
repre´sentativite´, syste´matique, mais corrige des erreurs diverses (de mode´lisation, ou d’obser-
vation). Elle n’est donc pas fiable pour eˆtre utilise´e en pre´vision d’un jour sur l’autre. Pour
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les stations rurales notamment, il est souvent plus inte´ressant de prendre les valeurs donne´es
directement par le mode`le, car il y a peu ou pas d’erreur de repre´sentativite´. Cependant, sur
l’ensemble des stations, il est toujours inte´ressant de recourir a` la re´duction d’e´chelle. En effet,
la diffe´rence de RMSE (en valeur absolue) est en ge´ne´ral plus grande aux stations ou` elle est
ne´gative (ame´lioration) qu’aux endroits ou` elle est positive (de´gradation). La RMSE globale est
donc toujours ame´liore´e par la re´duction d’e´chelle.
(a) Pioneer, stations urbaines. Diffe´rences de RMSE
(min : -9.6 ; max : 1.8)
(b) Pioneer, stations pe´ri-urbaines. Diffe´rences de
RMSE (min : -8.4 ; max : 2.8)
(c) Pioneer, stations rurales. Diffe´rences de RMSE
(min : -7.8 ; max : 2.4)
Fig. 7.3 – Diffe´rence de RMSE aux stations, en µgm−3, sur le re´seau Pioneer : la surface des
cercles est proportionnelle a` la diffe´rence (en valeur absolue) entre la RMSE en pre´vision a` un
jour, et la RMSE du mode`le de re´fe´rence sans re´gression. Cercles bleus : diffe´rence ne´gative (la
re´gression ame´liore les re´sultats). Cercles rouges : diffe´rence positive (la re´gression de´te´riore les
re´sultats).
Airbase
Le tableau 7.2 montre les re´sultats pour le re´seau Airbase, pour les meˆmes cas que pre´ce´demment.
Pour ce re´seau beaucoup plus complet, la performance du mode`le de re´fe´rence sans traitement
statistique est moins bonne que pour le re´seau Pioneer, en particulier pour les stations urbaines
et pe´ri-urbaines. La RMSE est ame´liore´e, la` aussi, par le traitement statistique. La baisse de
RMSE due au traitement statistique est de −20% en pre´vision a` 1 jour par rapport a` la perfor-
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mance du mode`le de re´fe´rence, et jusqu’a` −26% pour les stations urbaines. La relation 7.1 est
encore ve´rifie´e, et l’ame´lioration (en valeur absolue ou relative) due au traitement statistique
suit la meˆme tendance. En particulier, l’ame´lioration aux stations urbaines et pe´ri-urbaines est
beaucoup plus importante qu’aux stations rurales.
Stations RMSE mode`le RMSE a posteriori RMSE pre´vision a` 1 jour
Toutes (1247) 27.4 21.0 21.9 (-20%)
Urbaines (646) 29.6 21.0 21.9 (-26%)
Pe´ri-urbaines (251) 28.1 22.4 23.4 (-17%)
Rurales (350) 22.1 19.8 20.9 (-5%)
Rurales de fond (92) 21.4 19.2 20.4 (-5%)
Tab. 7.2 – Statistiques sur le re´seau Airbase, en fonction du type de station : RMSE pour le
mode`le sans re´gression, RMSE a posteriori (re´gression sur toute la pe´riode) et RMSE pour la
pre´vision a` un jour. Les RMSE sont en µgm−3. Le nombre de stations de chaque type est indique´
entre parenthe`ses. Les stations rurales incluent e´galement les stations rurales de fond. Dans la
dernie`re colonne, la diffe´rence relative entre la RMSE du mode`le et la RMSE en pre´vision a` un
jour est e´galement mentionne´e.
La figure 7.4 montre les diffe´rences de RMSE aux stations, pour les trois types diffe´rents
de stations. Encore une fois, l’ame´lioration est notable pour une grande majorite´ de stations
urbaines (figure 7.4(a)) alors que pour certaines stations pe´ri-urbaines et rurales, la performance
se de´grade le´ge`rement avec le traitement statistique (stations en rouge). Dans tous les cas,
il existe des stations auxquelles l’ame´lioration est tre`s grande : la RMSE est ame´liore´e au
maximum de 57.2 µgm−3 pour les stations urbaines, 51.6 µgm−3 pour les stations pe´ri-urbaines
et 47.7 µgm−3 pour les stations rurales. Ces diffe´rences tre`s e´leve´es proviennent de stations ou`
la performance du mode`le de re´fe´rence est tre`s mauvaise. Il est inte´ressant de remarquer que,
pour les stations rurales (figure 7.4(c)), celles pre´sentant l’ame´lioration la plus notable se situent
pre`s des coˆtes. Il s’agit donc de stations dont le rayon de repre´sentativite´ est faible, et qui ne
sont pas bien mode´lise´es a` cause de la topographie et des caracte´ristiques me´te´orologiques mal
repre´sente´es : l’erreur de repre´sentativite´ est tre`s bien corrige´e par le traitement statistique a`
ces stations.
7.2.2 Re´sultats pour la pre´vision a` N jours et stationnarite´ des coefficients
L’une des questions qui se posent est la stationnarite´ : est-ce que les poids, s’ils sont appris
sur une pe´riode suffisamment grande, convergent ? Peuvent-ils de`s lors eˆtre applique´s pour des
pre´visions sur de longues pe´riodes ? Est-ce ne´cessaire, au contraire, de recalculer ces poids tous
les jours, pour la pre´vision au jour suivant ?
Coefficients aux stations
La re´gression sur un mode`le fournit un coefficient de re´gression et une constante pour une
station. Ces deux valeurs sont recalcule´es tous les jours en pre´vision, sur une pe´riode de plus en
plus longue. Un premier aperc¸u de la stationnarite´ est donne´ par l’e´volution des valeurs de ces co-
efficients au cours du temps, pour certaines stations. On en choisit quatre du re´seau Pioneer. ST-
NAZAIRE-BLUM est une station urbaine repre´sentative de performances moyennes des mode`les
(RMSE mode`le : 19.2, RMSE en pre´vision a` 1 jour : 17.7), et LYON-GERLAND, e´galement
urbaine, a des performances plutoˆt mauvaises sans re´gression mais fortement ame´liore´es par
le traitement statistique (RMSE mode`le : 34.8, RMSE en pre´vision a` 1 jour : 28.4). Les deux
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(a) Airbase, stations urbaines. Diffe´rences de RMSE
(min : -57.2 ; max : 5.3)
(b) Airbase, stations pe´ri-urbaines. Diffe´rences de
RMSE (min : -51.6 ; max : 4.4)
(c) Airbase, stations rurales. Diffe´rences de RMSE
(min : -47.7 ; max : 8.9)
Fig. 7.4 – Diffe´rence de RMSE aux stations, en µgm−3, sur le re´seau Airbase : la surface des
cercles est proportionnelle a` la diffe´rence (en valeur absolue) entre la RMSE en pre´vision a` un
jour, et la RMSE du mode`le de re´fe´rence sans re´gression. Cercles bleus : diffe´rence ne´gative (la
re´gression ame´liore les re´sultats). Cercles rouges : diffe´rence positive (la re´gression de´te´riore les
re´sultats).
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autres stations sont la station pe´ri-urbaine COLMAR-SUD (RMSE mode`le : 29.3, RMSE en
pre´vision a` 1 jour : 29.1), et la station rurale FONTAINEBLEAU (RMSE mode`le : 18.0, RMSE
en pre´vision a` 1 jour : 19.6), ou` les performances de la re´gression sont moins bonnes. La figure 7.5
montre l’e´volution des coefficients de re´gression au cours du temps, pour les quatre stations.
Quel que soit le type de station et la performance de la re´gression, on constate une certaine
stationnarite´ des coefficients et des valeurs de la composante constante. Il s’agit a` pre´sent de
voir si les petites variations observe´es ont un impact sur la performance du mode`le.
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Fig. 7.5 – Coefficients de re´gression en fonction du temps, pour 4 stations du re´seau Pioneer.
Une autre fac¸on d’avoir un aperc¸u de la stationnarite´ (ou non) des coefficients est de calculer
la RMSE en appliquant les coefficients de re´gression sur une pe´riode de pre´vision de plus en
plus grande. Jusqu’a` pre´sent, les re´sultats pre´sente´s correspondent a` une pre´vision a` 1 jour :
les coefficients sont calcule´s sur une pe´riode allant de t = 0 (de´but de l’anne´e) a` t = i (jour i),
puis applique´s pour calculer les concentrations au jour i + 1. Pour la pre´vision a` N jours, les
coefficients calcule´s au jour i sont utilise´s en pre´vision pour les jours i+ 1, i+ 2, ..., i+N sans
eˆtre recalcule´s. La re´gression est donc effectue´e tous les N jours. Dans la suite, les performances
de la re´duction d’e´chelle sont e´tudie´es en faisant varier N entre 1 jour et 5 mois.
Pioneer
La figure 7.6 montre l’e´volution de la RMSE en pre´vision en fonction du nombre de jours
sur lesquels sont applique´s les meˆmes coefficients. Sur chacune des figures, la RMSE du mode`le
de re´fe´rence sans re´gression est e´galement repre´sente´e. La figure 7.6(a) montre l’e´volution de
la RMSE globale, a` toutes les stations. La RMSE a tendance a` augmenter avec le nombre de
jours de pre´vision, ce qui montre que les coefficients de re´gression ne sont pas comple`tement
stationnaires. Cette tendance est visible e´galement sur les courbes trace´es se´pare´ment pour
les diffe´rents types de station. La RMSE en pre´vision devient moins bonne que la RMSE de
re´fe´rence au bout d’un certain temps, qui varie suivant les types de stations : il est de 20 jours
pour les stations rurales (figure 7.6(d)), 40 jours pour les stations pe´ri-urbaines (figure 7.6(c)),
et 45 jours pour la RMSE globale. La RMSE en pre´vision est toujours meilleure que la RMSE du
mode`le pour les stations urbaines (figure 7.6(b)). Cela provient surtout du fait que la diffe´rence
de RMSE au de´part (en pre´vision a` 1 jour) est tre`s grande dans le cas urbain, et qu’il faut
donc plus de temps pour « revenir » a` la RMSE de re´fe´rence. L’augmentation en valeur absolue
de la RMSE est la meˆme pour les stations rurales et pe´ri-urbaines. Pour les stations urbaines,
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on observe une augmentation similaire entre 1 et 40 jours , puis une stabilisation de la RMSE
qui devient quasiment constante, contrairement aux autres types de stations ou` l’augmentation
continue.
(a) Pioneer, toutes stations (b) Pioneer, stations urbaines
(c) Pioneer, stations pe´ri-urbaines (d) Pioneer, stations rurales
Fig. 7.6 – RMSE en fonction de la fre´quence a` laquelle sont recalcule´s les poids de la re´gression
(entre 1 jour et 5 mois). RMSE calcule´e sur les 5 derniers mois de l’anne´e. Re´seau Pioneer.
Re´sultats par type de station. La ligne rouge repre´sente la RMSE du mode`le de re´fe´rence sans
re´gression.
La re´duction d’e´chelle est utilise´e afin de compenser l’erreur de repre´sentativite´ des stations.
Celle-ci est en partie stationnaire, notamment en ce qui concerne l’erreur due a` la localisation
du capteur (capteur place´ pre`s d’une coˆte, ou pre`s d’une route ou d’un baˆtiment), mais de´pend
e´galement des variations me´te´orologiques. La prise en compte d’une pe´riode suffisamment longue
dans la re´gression permet, the´oriquement, de prendre en compte les variations me´te´orologiques
pour corriger l’erreur syste´matique sur l’ensemble des situations me´te´orologiques possibles. Ce-
pendant, la re´gression traite e´galement d’autres erreurs (erreurs mode`le, erreurs d’observations)
qui ne sont pas force´ment stationnaires. De plus, l’erreur de repre´sentativite´ peut varier suivant
les saisons. L’absence de stationnarite´ n’est donc pas surprenante. Aux stations urbaines, ou`
l’ame´lioration est la plus notable, l’erreur de repre´sentativite´ repre´sente une grande partie de
l’erreur corrige´e par la re´duction d’e´chelle, ce qui peut expliquer une plus grande robustesse des
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re´sultats. De plus, la re´duction d’e´chelle continue a` ame´liorer la RMSE, meˆme en pre´vision a`
plusieurs mois.
Airbase
La figure 7.7 donne les meˆmes re´sultats que pre´ce´demment, pour le re´seau Airbase. Pour
ce re´seau, l’ame´lioration due au traitement statistique de re´duction d’e´chelle est beaucoup plus
importante que pour le re´seau Pioneer. Ainsi, meˆme en e´tendant la pe´riode de pre´vision sur
laquelle sont utilise´s les coefficients de re´gression, la RMSE est meilleure que la RMSE du
mode`le de re´fe´rence dans pratiquement tous les cas. C’est notamment le cas pour les stations
pe´ri-urbaines (figure 7.7(b)), ou` l’ame´lioration est beaucoup plus notable que pour les stations
pe´ri-urbaines du re´seau Pioneer, et la stationnarite´ des coefficients e´galement. Seules les stations
rurales (figure 7.7(c)) montrent une RMSE en pre´vision de´passant au bout d’un certain temps
la RMSE de re´fe´rence. Dans le re´seau Airbase, le nombre de stations urbaines et pe´ri-urbaines
est beaucoup plus important que le nombre de stations rurales. C’est pourquoi la RMSE globale
sur toutes les stations est tre`s proche du comportement de la RMSE aux stations urbaines, a`
la fois en valeur absolue et en terme de stationnarite´.
7.3 Prise en compte de l’ensemble
Nous disposons d’un ensemble de 107 mode`les. Dans un premier temps, la re´gression line´aire
multiple est effectue´e aux stations sur une partie ou la totalite´ de l’ensemble. L’ensemble corres-
pond a` un tre`s grand nombre de re´gresseurs, avec de fortes coline´arite´s (tous sont des sorties de
mode`les repre´sentant les se´ries temporelles de concentrations aux stations). Il s’agit de savoir si
l’utilisation d’un ensemble apporte une information supple´mentaire par rapport a` la re´gression
sur un seul mode`le. On cherche e´galement a` mettre en e´vidence la coline´arite´, et a` caracte´riser
dans quelle mesure elle se re´percute sur les re´sultats en pre´vision, avant d’utiliser des techniques
de re´duction du nombre de re´gresseurs. Dans cette partie, le re´seau Pioneer est utilise´.
7.3.1 Performance en fonction du nombre de mode`les
On effectue la re´gression a` plusieurs stations, pour diffe´rents nombres de membres (sous-
ensembles des 107 mode`les a` disposition). Tout d’abord, l’ensemble des mode`les est trie´ de deux
fac¸ons : (1) ale´atoirement, (2) en incluant les mode`les du meilleur (en terme de RMSE sur
toute la pe´riode et toutes les stations) au moins bon. Ensuite, la re´gression line´aire multiple est
effectue´e sur un nombre croissant de membres, en prenant les Ns premiers mode`les de l’ensemble
trie´ (Ns = 7 a` 107). Il est ne´cessaire, pour effectuer la re´gression multiple, de disposer d’au
moins autant d’observations que de re´gresseurs (ici, jusqu’a` 107). Comme on cherche a` avoir
la RMSE pour 150 jours, en pre´vision a` 1 jour, on ne retient que les stations ayant au moins
258 observations (contre 200 dans la partie pre´ce´dente), ce qui revient a` 93 stations pour le
re´seau Pioneer. C’est pourquoi les valeurs de RMSE avec le mode`le de re´fe´rence ne sont pas
exactement les meˆmes que dans la partie pre´ce´dente.
Performance pour diffe´rents ensembles
On calcule la RMSE en pre´vision a` un jour sur les 5 derniers mois de l’anne´e, sur toutes
les stations (figure 7.8), pour diffe´rents ensembles. La performance des ensembles est compare´e
avec le mode`le de re´fe´rence (ligne rouge), ainsi qu’a` la performance en utilisant ce mode`le seul
pour la re´gression (ligne bleue en pointille´s). Cela permet de quantifier l’apport de l’ensemble, en
fonction du nombre de membres. Deux fac¸ons de trier l’ensemble des mode`les sont pre´sente´es : en
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(a) Airbase, toutes stations (b) Airbase, stations pe´ri-urbaines
(c) Airbase, stations rurales
Fig. 7.7 – RMSE en fonction de la fre´quence a` laquelle sont recalcule´s les poids de la re´gression
(entre 1 jour et 5 mois). RMSE calcule´e sur les 5 derniers mois de l’anne´e. Re´seau Airbase.
Re´sultats par type de station. La ligne rouge repre´sente la RMSE du mode`le de re´fe´rence sans
re´gression.
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triant par RMSE croissante (RMSE calcule´e sur toute l’anne´e), et en prenant un ordre ale´atoire.
On note que la fac¸on de trier les mode`les n’influe que peu sur les re´sultats de la re´gression. Dans
la suite, on prendra donc un seul ensemble (trie´ ale´atoirement). Ces re´sultats montrent l’apport
de l’ensemble par rapport a` un seul mode`le : la re´gression sur le mode`le de re´fe´rence permet
de re´duire la RMSE de 7% (de 23.2 a` 21.6), tandis que l’utilisation d’une vingtaine de mode`les
permet de la re´duire a` nouveau de 20% environ. Les mode`les apportent donc de l’information
supple´mentaire. Lorsque le nombre de mode`les augmente encore, le re´sultat est moins bon (la
coline´arite´ devient tre`s importante, et il y a des risques de sur-ajustement). Il faut donc limiter
le nombre de re´gresseurs utilise´s.
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Fig. 7.8 – RMSE globale (pre´vision a` 1 jour) sur 5 mois, en fonction du nombre de mode`les,
sur 93 stations (re´seau Pioneer).
Performance aux stations
La figure 7.9 montre les re´sultats pour diffe´rents nombres de mode`les et diffe´rents types de
stations. Le comportement de la RMSE en fonction du nombre de mode`les est le meˆme pour
tous les types de stations : diminution jusqu’a` une vingtaine de mode`les, puis augmentation.
L’apport de l’ensemble est bien meilleur pour les stations urbaines et pe´ri-urbaines, que pour
les stations rurales. Ainsi, autour de 20 mode`les, la RMSE est ame´liore´e d’environ 20% pour
les premie`res, contre 13% pour les dernie`res. Dans tous les cas, l’utilisation d’un ensemble de
mode`les permet d’ame´liorer les re´sultats du traitement statistique sur un seul mode`le.
La figure 7.10 montre un exemple de performances en fonction du nombre de mode`les aux
quatre stations de´crites en partie 7.2.2. La station ST-NAZAIRE-BLUM (figure 7.10(a)) a
e´te´ choisie car elle est repre´sentative d’une performance moyenne des mode`les (sans re´duction
d’e´chelle). L’e´volution de la performance de la re´duction d’e´chelle en fonction du nombre de
mode`les inclus pour cette station est effectivement similaire a` l’e´volution de la RMSE globale.
En revanche, le comportement a` d’autres stations est diffe´rent : ainsi, LYON-GERLAND (fi-
gure 7.10(b)) est une station urbaine ou` les performances des mode`les sont plutoˆt mauvaises.
De ce fait, l’utilisation de la re´duction d’e´chelle permet une ame´lioration tre`s importante de la
RMSE : la RMSE est diminue´e de 28% par la re´gression sur le mode`le de re´fe´rence, et encore dans
la meˆme proportion en utilisant un ensemble de 20 mode`les. De plus, si la RMSE augmente avec
le nombre de mode`les (au-dela` d’une vingtaine de mode`les), elle reste toujours bien infe´rieure
a` la RMSE du mode`le de re´fe´rence. Enfin, les figures 7.10(c) et 7.10(d) montrent des stations
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(b) Stations pe´ri-urbaines
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Fig. 7.9 – RMSE globale (pre´vision a` 1 jour) sur 5 mois, en fonction du nombre de mode`les,
pour diffe´rents types de stations. Re´seau Pioneer, 93 stations.
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pe´ri-urbaine et rurale respectivement, ou` la re´gression pour un seul mode`le n’ame´liore pas, voire
de´grade les performances. Cela montre que l’utilisation d’un ensemble permet d’ame´liorer les
performances dans de tre`s nombreux cas, y compris aux stations ou` l’erreur de repre´sentativite´
est moins importante.
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Fig. 7.10 – RMSE (pre´vision a` 1 jour) sur les 5 derniers mois en fonction du nombre de mode`les
inclus dans l’ensemble, pour 4 stations du re´seau Pioneer.
7.3.2 Coline´arite´
Les questions qui se posent sont :
– Peut-on constater la coline´arite´ ? Quels sont les bons indicateurs ?
– La coline´arite´ se traduit-elle par une inflation visible des coefficients de re´gression ?
– Cette inflation se traduit-elle dans les re´sultats en pre´vision ?
Pour e´valuer la re´gression, on peut conside´rer le coefficient de de´termination. Dans le cas
d’une re´gression sur la variable y, avec l’estimation note´e ŷ (e´quation 6.41), le coefficient de
de´termination est donne´ par
R2 =
∑
i(ŷi − y¯)2∑
i(yi − y¯)2
. (7.2)
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Cela correspond a` la part de variance de y explique´e par la re´gression. Ici, on utilise un coefficient
ajuste´, corrige´ par le nombre de degre´s de liberte´ de la re´gression, AR2, qui permet de comparer
les performances pour un nombre diffe´rent de re´gresseurs. En effet, R2 croˆıt me´caniquement en
fonction du nombre de variables inclues dans la re´gression. On a
AR2 = 1− (1−R2) n− 1
n− p− 1 , (7.3)
avec n le nombre d’observations et p le nombre de variables (dans notre cas, le nombre de
mode`les dans le sous-ensemble utilise´). La valeur moyenne aux stations de AR2 est de 0.73 pour
7 mode`les, et monte jusqu’a` 0.84 pour 107 mode`les. Donc, augmenter le nombre de mode`les
permet d’expliquer environ 10% supple´mentaires de la variance des observations.
Nombre de conditionnement
La partie 7.3.1 a montre´ que l’utilisation d’un ensemble de mode`les est tre`s prometteuse, et
permet d’ame´liorer significativement les performances. Cependant, les variables utilise´es pour la
re´gression sont probablement tre`s fortement coline´aires. On cherche a` mettre en e´vidence cette
coline´arite´, et l’influence sur la re´gression. Les notations et de´finitions proviennent de Stewart
[1987].
On de´finit la norme spectrale de la matrice X par
‖ X ‖= max
‖b‖=1
‖ Xb ‖ . (7.4)
On peut montrer que cela correspond a` la plus grande valeur singulie`re de X. De meˆme, on
de´finit
inf (X) = min
‖b‖=1
‖ Xb ‖, (7.5)
qui correspond donc a` la plus petite valeur singulie`re de X. D’autre part, la SVD de X montre
que les valeurs singulie`res du pseudo-inverse de X, note´ X† sont les inverses des valeurs sin-
gulie`res de X. Cela conduit a`
inf (X) =‖ X† ‖−1 . (7.6)
On de´finit enfin le nombre de conditionnement comme
κ =‖ X ‖‖ X† ‖, (7.7)
ce qui donne la relation
κ−1 =
inf (X)
‖ X ‖ . (7.8)
Le nombre κ−1 est une mesure de la distance relative a` la coline´arite´, et repre´sente le rapport
entre la plus petite et la plus grande valeur singulie`re de X : si κ−1 est tre`s petit, la distance a`
la coline´arite´ est faible. Certaines valeurs de la matrice
(
C
′
XX
)−1
, qui intervient dans le calcul
de la variance des coefficients de re´gression (e´quation 6.47) seront alors tre`s grandes, ce qui
entraˆıne donc une inflation de la variance.
La figure 7.11 montre le nombre de conditionnement moyen aux stations, en fonction du
nombre de mode`les utilise´s. La valeur de κ augmente rapidement avec le nombre de mode`les.
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Fig. 7.11 – Nombre de conditionnement κ en fonction du nombre de mode`les inclus dans
l’ensemble. Moyenne sur toutes les stations.
Coefficient de corre´lation multiple et VIF
Pour une mesure plus fine de la coline´arite´, on peut calculer le coefficient de corre´lation
multiple Rj associe´ au j
e mode`le. Son carre´ est le coefficient de de´termination associe´ a` la
re´gression du mode`le xj sur tous les autres mode`les (e´quation 7.2). Il s’agit de la part de
variance des autres mode`les explique´e par xj , ou de la distance de xj a` une combinaison line´aire
des autres mode`les. On calcule le coefficient de corre´lation multiple a` toutes les stations, et pour
chaque mode`le. Les valeurs de Rj sont tre`s e´leve´es, y compris pour un ensemble de 7 mode`les :
la valeur moyenne (aux stations et sur les mode`les) est de 0.96. La valeur minimale (aux stations
et sur les mode`les) descend a` 0.59. Il y a donc une tre`s forte corre´lation entre les sorties des
mode`les.
On peut e´galement calculer le facteur d’inflation de la variance (VIF) pour chaque mode`le
j. Il est de´fini par :
V IFj =
1
1−R2j
(7.9)
Si R2j est grand, V IFj est grand et il y a risque de coline´arite´. Ce facteur peut eˆtre relie´
a` la variance des coefficients de re´gression (e´quation 6.47), qu’il amplifie. S’il y a une quasi
coline´arite´, la variance des coefficients de re´gression est tre`s grande, et les coefficients ne seront
pas significatifs. La figure 7.12 montre l’e´volution de la valeur moyenne du V IF en fonction du
nombre de mode`les, sur toutes les stations. En moyenne, la variance des coefficients de re´gression
est 14 a` 800 fois plus e´leve´e que si les re´gresseurs e´taient inde´pendants.
Significativite´ des coefficients
On a montre´ que la coline´arite´ entre les mode`les e´tait importante, et que cela entraˆınait une
inflation de la variance des coefficients de re´gression. Cette inflation est proble´matique. En effet,
si la valeur des coefficients calcule´s bj est tre`s faible par rapport a` l’e´cart type σbj =
√
var(bj),
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Fig. 7.12 – Facteur d’inflation de la variance en fonction du nombre de mode`les inclus dans
l’ensemble. Moyenne sur toutes les stations et tous les mode`les.
cette valeur n’est pas fiable. Plus exactement, le coefficient bj est conside´re´ comme significatif
au sens statistique si : ∣∣∣∣ bjσbj
∣∣∣∣ > 2. (7.10)
On calcule donc la variance des coefficients de re´gression en fonction du nombre de mode`les
(e´quation 6.47), et l’on en de´duit quels coefficients sont significatifs au sens de l’e´quation 7.10.
Le nombre de coefficients significatifs est calcule´ en fonction du nombre de mode`les inclus dans
la re´gression, en moyenne sur les stations. Quel que soit le nombre de mode`les, seuls 5 ou 6 sont
re´ellement pris en compte dans la re´gression. La plupart des autres mode`les ont des coefficients
proches de 0. Notons que ce ne sont pas les meˆmes mode`les qui contribuent aux diffe´rentes
stations. Il s’agit maintenant d’ope´rer une se´lection afin de ne garder que quelques mode`les,
et/ou de rendre les re´gresseurs orthogonaux pour e´liminer le proble`me de la coline´arite´.
7.4 Re´duction de dimension
7.4.1 Utilisation d’ensembles calibre´s
Une fac¸on de se´lectionner les mode`les utilise´s dans l’ensemble pour la re´gression est de
calibrer l’ensemble afin que la dispersion de l’ensemble soit repre´sentative de l’erreur commise
aux stations. La calibration est effectue´e suivant certains crite`res, de´crits dans Garaud et Mallet
[2009a]. Si l’on se base sur toutes les stations pour la calibration, la dispersion de l’ensemble
est alors repre´sentative de l’erreur globale du mode`le : non seulement l’erreur mode`le (due
aux parame´trisations et aux donne´es d’entre´e) mais aussi les erreurs de mesure et l’erreur
de repre´sentativite´. Pour avoir un ensemble repre´sentatif de l’erreur mode`le, on effectue la
calibration sur les stations rurales, ou` l’erreur de repre´sentativite´ est beaucoup moins grande
que pour les autres stations. Les ensembles ainsi calibre´s sont donc repre´sentatifs de l’erreur
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aux stations rurales.
Pour le re´seau Pioneer, la calibration sur les stations rurales permet d’obtenir un ensemble
de 23 mode`les. Le tableau 7.3 montre les performances de l’ensemble ainsi obtenu, en pre´vision
a` 1 jour, compare´es aux performances en pre´vision a` 1 jour du mode`le de re´fe´rence et a` la
RMSE du mode`le de re´fe´rence sans re´gression. Les re´sultats sont montre´s pour les diffe´rents
types de stations. L’ame´lioration due a` l’ensemble est tre`s nette pour tous les types de station,
et suit encore une fois la tendance donne´e par la relation 7.1. Cependant, la calibration ne
permet pas une ame´lioration notable par rapport aux ensembles pris ale´atoirement, si l’on
compare aux performances avec une vingtaine de mode`les montre´es par exemple figure 7.9.
Ainsi, si l’on prend 23 mode`les au hasard, on obtient a` peu pre`s les meˆmes re´sultats que dans le
tableau 7.3 : 17.5 pour la RMSE globale, 17.4 pour les stations urbaines, 18.0 pour les stations
pe´ri-urbaines et 17.3 pour les stations rurales. La calibration permet donc, e´ventuellement,
de se´parer l’influence de l’erreur mode`le et de l’erreur de repre´sentativite´ dans l’analyse des
re´sultats, mais non d’ame´liorer les performances.
Stations RMSE re´fe´rence RMSE pre´vision (1 mode`le) RMSE pre´vision (ensemble calibre´)
Toutes (154) 22.4 21.1 (-6%) 17.9 (-20%)
Urbaines (35) 25.4 22.6 (-11%) 17.5 (-31%)
Pe´ri-urbaines (47) 24.0 22.9 (-4%) 18.8 (-22%)
Rurales (72) 19.5 19.1 (-2%) 17.4 (-11%)
Tab. 7.3 – Statistiques sur le re´seau Pioneer, en fonction du type de station : RMSE pour le
mode`le sans re´gression, RMSE pour la pre´vision a` un jour avec le mode`le de re´fe´rence, et RMSE
en pre´vision a` 1 jour pour l’ensemble calibre´ sur les stations rurales (23 mode`les). Les RMSE
sont en µgm−3. Le nombre de stations de chaque type est indique´ entre parenthe`ses. Pour la
pre´vision a` 1 jour, la diffe´rence relative entre la RMSE du mode`le et la RMSE en pre´vision est
fournie entre parenthe`ses.
Au niveau de la coline´arite´, les indicateurs (nombre de conditionnement, VIF), sont de
l’ordre de ce que l’on obtenait pour une vingtaine de mode`les dans la partie pre´ce´dente. En
effet, aucun traitement spe´cifique n’a e´te´ effectue´ sur les re´gresseurs pour les rendre orthogo-
naux. La calibration se´lectionne un ensemble qui reproduit la dispersion des observations. Les
mode`les ainsi se´lectionne´s constituent un sous-ensemble des 107 mode`les a` disposition, mais
sont toujours fortement coline´aires. Le nombre de conditionnement moyen aux stations est de
plus de 4000. De meˆme, le facteur d’inflation de la variance est en moyenne d’environ 50, ce
qui est a` peu pre`s l’ordre de grandeur obtenu pour une vingtaine de mode`les ale´atoires. Il peut
aller jusqu’a` 179 pour certains mode`les et certaines stations.
La figure 7.13 montre l’e´volution des coefficients de re´gression pour les 23 membres de
l’ensemble calibre´, en fonction du temps. Pour chaque mode`le, la moyenne est faite sur l’ensemble
des stations. La moitie´ environ des mode`les ont des moyennes tre`s diffe´rentes de ze´ro, ce qui ne
signifie pas que les autres mode`les ne soient pas significatifs a` certaines stations.
7.4.2 Re´duction en composantes principales (PCA)
La calibration, voire l’utilisation d’un petit nombre de mode`les choisis au hasard, permet
d’obtenir de tre`s bons re´sultats en re´gression et d’ame´liorer les performances par rapport a`
l’utilisation d’un seul mode`le. Cependant, le proble`me de la coline´arite´ des re´gresseurs est tou-
jours pre´sent, et une fac¸on efficace pour re´soudre ce proble`me est de de´composer les re´gresseurs
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Fig. 7.13 – Coefficients de re´gression pour les 23 mode`les de l’ensemble calibre´. Moyenne sur
l’ensemble des stations Pioneer utilise´es (154 stations).
en composantes principales, de la fac¸on de´crite en partie 6.4.2. Notons que dans la suite, on
suppose les pre´dicteurs centre´s (e´quation 6.5), pre´alablement a` la de´composition en composante
principales.
Variance explique´e
Une re´duction en composantes principale est donc effectue´e sur les 107 mode`les, pre´alablement
a` la re´gression, pour chacune des stations du re´seau Pioneer. On utilise a` nouveau 93 stations,
comme dans la partie 7.3.1, pour avoir toujours davantage d’observations que de re´gresseurs
pour effectuer la de´composition. Pour avoir une ide´e de la variance explique´e par chacune
des composantes, donne´e par l’e´quation 6.15, on fait la moyenne de la variance explique´e par
chaque mode, pour toutes les stations. On peut e´galement calculer la variance explique´e par
les k premiers modes cumule´s (somme de la variance explique´e par les k premiers modes). La
figure 7.14(a) montre que le premier mode explique en moyenne 30% de la variance. Il faut donc
inclure plusieurs directions afin de reconstituer l’ensemble de l’information. La direction sui-
vante n’explique que 6% de la variance environ. La figure 7.14(b) montre qu’il faut inclure plus
de 40 composantes pour expliquer 90% de la variance totale. Ce nombre est relativement e´leve´,
notamment en comparant avec les performances des ensembles de mode`les qui sont optimales
autour de 20 mode`les.
Re´gression sur les modes expliquant 90% de la variance
Dans un premier temps, nous effectuons la re´gression en retenant le nombre de modes
ne´cessaire pour expliquer 90% de la variance (entre 40 et 50 suivant les stations). Comme dans
les parties pre´ce´dentes, les re´sultats sont pre´sente´s pour la RMSE a posteriori, et la RMSE en
pre´vision a` 1 jour. Le tableau 7.4 montre les re´sultats obtenus. Si la RMSE a posteriori est tre`s
bonne, la RMSE en pre´vision n’est pas tre`s infe´rieure a` celle obtenue avec un seul mode`le. La
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Fig. 7.14 – Variance explique´e par les directions principales, pour les 40 premiers modes.
Moyenne sur l’ensemble des stations Pioneer utilise´es (93 stations).
performance est un peu moins bonne qu’en prenant directement le meˆme nombre de mode`les.
Il y a probablement davantage de sur-ajustement dans la re´gression pre´sente´e ici, c’est-a`-dire
d’ajout de composantes qui devraient eˆtre ne´glige´es car elles repre´sentent du « bruit ». La
figure 7.14 montre en effet que de nombreuses composantes expliquent tre`s peu de variance.
RMSE mode`le 23.2
RMSE pre´vision (1 mode`le) 21.6
RMSE a posteriori (PCA) 12.7
RMSE pre´vision (PCA) 20.6
Tab. 7.4 – Statistiques sur le re´seau Pioneer (93 stations) : RMSE pour le mode`le de re´fe´rence
avec et sans re´gression, RMSE a posteriori (re´gression sur toute la pe´riode) et RMSE pour la
pre´vision a` un jour, pour l’analyse en composantes principales (note´e PCA). La re´gression est
faite sur les k premiers modes expliquant 90% de la variance. Les RMSE sont en µgm−3.
Performance en fonction du nombre de modes
On effectue a` pre´sent la re´gression sur un nombre fixe´ de modes entre 1 et 107, et l’on
e´tudie l’influence du nombre de modes sur les performances, de fac¸on similaire a` l’e´tude re´alise´e
en partie 7.3.1. La figure 7.15 montre la RMSE totale en fonction du nombre de modes inclus
dans la re´gression. A partir de 10 modes inclus dans la re´gression, le minimum de la RMSE
en pre´vision est a` peu pre`s atteint, et au-dela` d’une trentaine de modes, il y a clairement un
sur-ajustement qui conduit a` une augmentation de la RMSE. Au final, l’utilisation de 15 a`
20 modes permet d’obtenir une RMSE d’environ 19, ce qui est une ame´lioration par rapport
a` la re´duction d’e´chelle sur le mode`le de re´fe´rence seul, mais moins bon que l’utilisation d’un
ensemble avec le meˆme nombre de membres.
Cependant, l’avantage de cette me´thode est de s’assurer que les re´gresseurs ne sont pas
coline´aires. Ainsi, le facteur d’inflation de la variance reste toujours a` 1. De plus, le nombre de
conditionnement reste relativement peu e´leve´ : il reste e´gal a` 200 (excepte´ pour 107 modes ou`
il monte a` 1200), contre 4000 environ avec l’ensemble calibre´.
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Fig. 7.15 – RMSE en fonction du nombre de modes pour 1, 5, 10, 15, 20, 25, 30, 40, 60, 80, et
107 modes. Moyenne sur l’ensemble des stations Pioneer utilise´es (93 stations). Pre´vision a` 1
jour. RMSE calcule´e sur 5 mois.
7.4.3 Re´duction en composantes principales ajuste´es (PFC)
La de´composition en composantes principales permet de rendre les re´gresseurs orthogonaux,
en choisissant les modes expliquant le plus de variance du pre´dicteur. Cependant, rien n’indique
que ces modes sont les plus pertinents pour expliquer la relation entre les pre´dicteurs et le
pre´dictand. La de´composition en composantes principales ajuste´es permet de de´terminer des
composantes base´es a` la fois sur le pre´dicteur et le pre´dictand, de la fac¸on de´crite en partie 6.4.3.
De´termination des fonctions Fy
L’ide´e est d’effectuer la de´composition en se basant non plus sur la matrice X de pre´dicteurs,
mais sur une matrice X̂ ajuste´e. Celle-ci est une projection de X sur un espace engendre´ par
les lignes d’une matrice Fy de´pendant de y, selon l’e´quation 6.48. La matrice Fy est de´termine´e
a` partir de fonctions de´pendant de y(t) (variable mesure´e aux stations, continue). Le vecteur
y contient les valeurs discre`tes de y(t), mesure´es a` Nt pas de temps, y = (y1, · · · , yNt)T . La
premie`re e´tape de la re´duction en composantes principales ajuste´es est de de´terminer une forme
ade´quate pour Fy. La matrice Fy est de taille Nr ×Nt, ou` Nr est le nombre de fonctions de y
choisies, et de´termine le nombre de composantes qui seront utilise´es (≤ Nr).
Dans Cook [2007], il est recommande´ d’effectuer une investigation pre´alable sur la forme de
relation entre le pre´dicteur et le pre´dictand. Dans le cas ou` cela ne serait pas possible (nombre
de re´gresseurs trop e´leve´), deux formes simples de Fy sont propose´es, qui ne de´pendent que de
y :
– Prendre Fy = y
T , pre´alablement centre´e :
∑n
k=1 yk = 0. On a alors Nr = 1.
– Utiliser Nr fonctions en escalier, construites en prenant Nr « tranches » parmi les valeurs
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possibles de y(t). Pour l’intervalle Ir, la fonction associe´e est
fr(yk) =
{
1− nr/Nt si yk ∈ Ir,
−nr/Nt sinon, (7.11)
avec nr le nombre d’observations dans l’intervalle Ir. Chaque fonction fr est donc une
fonction constante par morceaux, centre´e sur 0, dont les valeurs sont positives lorsque
les observations sont dans l’intervalle Ir et ne´gatives sinon. Il faut ensuite de´terminer le
nombre d’intervalles Nr, ainsi que la fac¸on dont ils sont de´finis.
Dans la suite, les re´sultats sont pre´sente´s pour une matrice Fy calcule´e de trois fac¸ons
diffe´rentes : (1) en prenant directement le vecteur d’observations centre´, (2) en prenant des
fonctions obtenues en e´tudiant la relation entre un re´gresseur (le mode`le de re´fe´rence) et les ob-
servations, et (3) en prenant les fonctions constantes par morceaux de´finies dans l’e´quation 7.11,
pour Nr = 10.
Re´sultats pour Fy = y
T
Il s’agit du cas ou` Fy est de´termine´e de la fac¸on la plus simple. La matrice ajuste´e X̂ est donc
de´termine´e d’apre`s une re´gression de X sur yT . Dans le cas ou` le pre´dicteur et le pre´dictand ont
une relation line´aire, cela peut donner de bons re´sultats. La partie non line´aire de la relation
n’est donc pas prise en compte. De plus, on a Nr = 1 : la re´gression n’est effectue´e que sur
une seule variable. Le tableau 7.5 donne les re´sultats obtenus pour les 93 stations du re´seau
Pioneer. Le re´sultat est comparable (le´ge`rement meilleur) a` celui obtenu en utilisant directement
le mode`le de re´fe´rence. Il est meilleur que le re´sultat que l’on obtient pour une seule composante
principale non ajuste´e (figure 7.15). Globalement, l’utilisation des PFC calcule´es de cette fac¸on
n’apporte pas une ame´lioration tre`s notable aux re´sultats de la re´duction d’e´chelle sur un seul
mode`le.
RMSE mode`le 23.2
RMSE pre´vision (1 mode`le) 21.6
RMSE a posteriori (PFC line´aires) 20.6
RMSE pre´vision (PFC line´aires) 21.5
Tab. 7.5 – Statistiques sur le re´seau Pioneer (93 stations) : RMSE pour le mode`le de re´fe´rence
avec et sans re´gression, RMSE a posteriori (re´gression sur toute la pe´riode) et RMSE pour la
pre´vision a` un jour, pour l’analyse en composantes principales ajuste´es, calcule´e avec Fy = y
T
(Nr = 1), note´e « PFC line´aires ». Les RMSE sont en µgm
−3.
Re´sultats pour Fy de´termine´e avec le mode`le de re´fe´rence
On veut a` pre´sent de´terminer les fonctions utilise´es dans Fy d’apre`s la relation entre le
mode`le de re´fe´rence et les observations. La figure 7.16 montre diagramme de dispersion don-
nant les valeurs simule´es en fonction des valeurs observe´es, sur l’ensemble des stations et des
pas de temps. La relation montre´e par cette figure est, en premie`re approximation, affine. La
composante associe´e, obtenue apre`s re´gression, est de la forme
x̂ = a y + b. (7.12)
Pour de´terminer une composante non line´aire, on effectue la meˆme e´tude sur le re´sidu
ǫ = x−x̂. Celui-ci est trace´ en fonction des observations, et approche´ par une forme polynomiale.
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Fig. 7.16 – Diagramme de dispersion : valeurs simule´es par le mode`le de re´fe´rence en fonction des
observations, sur l’ensemble des stations du re´seau Pioneer. Concentrations d’ozone en µgm−3.
Droite : re´sultat d’une re´gression line´aire.
La figure 7.17 montre ce re´sidu sous la forme d’un histogramme (valeurs moyennes par tranches)
pour plus de clarte´, ainsi que le polynoˆme d’ordre 2 qui permet de l’approcher
ǫ̂ = a y2 + b y + c (7.13)
Ces re´sultats mettent en e´vidence l’inte´reˆt d’inclure une composante quadratique dans la
relation entre les mode`les et les observations. La matrice Fy est donc construite avec
Fy =
(
(a y + b)T(
α y2 + β y + γ
)T
)
,
les coefficients a, b, α, β et γ de´termine´s ci-dessus, pour la station donne´e et sur la pe´riode
d’apprentissage. On a bien suˆr Nr = 2. Le tableau 7.6 montre les re´sultats obtenus pour les
PFC calcule´es de cette fac¸on. L’ajout de la composante quadratique permet d’ame´liorer les
re´sultats par rapport a` l’utilisation de la composante line´aire seule (tableau 7.5), et par rapport
a` la re´duction d’e´chelle sur le mode`le de re´fe´rence. Le re´sultat est e´galement meilleur que celui
obtenu par les PCA en utilisant moins de 5 composantes (figure 7.15). Cependant, il reste moins
bon que ce que l’on pouvait obtenir avec un ensemble d’une vingtaine de mode`les. Le facteur
d’inflation de la variance est toujours e´gal a` 1, et le nombre de conditionnement est environ e´gal
a` 200.
Re´sultats pour les fonctions constantes par morceaux
Les fonctions utilise´es pour constituer Fy, de´crites de fac¸on ge´ne´rique par l’e´quation 7.11,
de´pendent en pratique des intervalles Ir choisis. Deux fac¸ons de de´terminer ces intervalles sont
mises en œuvre :
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Fig. 7.17 – Re´sidu de la re´gression pre´ce´dente en fonction des observations, sur l’ensemble des
stations du re´seau Pioneer. Concentrations d’ozone en µgm−3. Courbe : re´sultat d’un ajuste-
ment avec un polynoˆme d’ordre 2.
RMSE mode`le 23.2
RMSE pre´vision (1 mode`le) 21.6
RMSE a posteriori (PFC polynomiales) 19.4
RMSE pre´vision (PFC polynomiales) 21.1
Tab. 7.6 – Statistiques sur le re´seau Pioneer (93 stations) : RMSE pour le mode`le de re´fe´rence
avec et sans re´gression, RMSE a posteriori (re´gression sur toute la pe´riode) et RMSE pour
la pre´vision a` un jour, pour l’analyse en composantes principales ajuste´es, calcule´e avec Fy
de´termine´e a` partir de la relation entre le mode`le de re´fe´rence et les observations. On a Nr = 2,
avec une composante line´aire et une composante quadratique (on note ce cas « PFC polyno-
miales »). Les RMSE sont en µgm−3.
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1. En prenant, pour le re intervalle (r ∈ J0, NrJ),
Ir =
[
ymin + r
ymax − ymin
Nr
, ymin + (r + 1)
ymax − ymin
Nr
]
, (7.14)
avec
ymin = min
k
yk et ymax = max
k
yk,
de fac¸on a` ce que toutes les observations soient incluses dans les intervalles.
2. En de´terminant les bornes des intervalles de fac¸on a` ce que tous les intervalles contiennent
le meˆme nombre d’observations (calcule´ sur l’ensemble des valeurs pouvant eˆtre prises par
les observations sur la pe´riode de temps conside´re´e)
nr =
Nt
Nr
. (7.15)
Les bornes des intervalles Ir sont de´finies de cette fac¸on. Ensuite, le nombre d’observations
contenu en pratique par ces intervalles peut varier le´ge`rement, notamment du fait des
« doublons » (valeurs observe´es identiques a` plusieurs pas de temps).
La premie`re me´thode est appele´e dans la suite PFC par morceaux a` « intervalles constants »,
et la seconde PFC par morceaux a` « nombre d’observations constant ». La figure 7.18 illustre
le nombre d’observations contenu dans les intervalles Ir pour les deux cas, pour la station
ST-NAZAIRE-BLUM. Dans le cas des intervalles constants (figure 7.18(a)), le nombre d’obser-
vations nr incluses dans les intervalles Ir est tre`s ine´gal : il y a tre`s peu d’observations proches
du minimum et du maximum, tandis que les intervalles proches de la moyenne (sur cette illus-
tration, y n’est pas centre´) contiennent beaucoup d’observations. La fonction fr de´finie par
l’e´quation 7.11 donnant des valeurs proches de ze´ro pour les intervalles contenant peu d’obser-
vations, cela peut poser des proble`mes (matrice Fy mal conditionne´e). La figure 7.18(b) montre
que la seconde me´thode (nombre d’observations constant) e´vite d’avoir des intervalles contenant
trop peu d’observations.
Le tableau 7.7 montre les re´sultats pour ces deux variantes des PFC, pour Nr = 10, ainsi
qu’un rappel de la RMSE du mode`le de re´fe´rence et de la re´duction d’e´chelle sur un seul
mode`le. Avec les PFC par morceaux, la RMSE a posteriori est toujours meilleure que pour les
autres re´sultats en PFC (line´aires et polynomiales). Dans le cas ou` l’on de´termine les fonctions
par palier avec les intervalles constants, la RMSE en pre´vision se de´grade, en restant toutefois
le´ge`rement meilleure que celle donne´e par les PFC polynomiales (tableau 7.6). Cela provient tre`s
certainement du fait que des intervalles contenant tre`s peu d’observations sont inclus. La forme
choisie pour les fonctions fy n’est donc pas bien repre´sentative de la forme « re´elle » de y(t).
Des composantes n’expliquant que peu de variance de X̂ sont alors incluses dans la re´gression,
ce qui de´grade les re´sultats en pre´vision. En revanche, lorsque les fonctions par morceaux sont
de´termine´es en prenant un nombre d’observations constant dans les intervalles, les re´sultats
sont tre`s bons : avec Nr = 10 (ce qui correspond en ge´ne´ral a` 8 ou 9 composantes principales
effectivement utilise´es dans la re´gression), la RMSE est aussi bonne que celle obtenue pour un
ensemble d’une vingtaine de mode`les. Le tableau 7.3 donne par exemple les re´sultats pour un
ensemble calibre´ contenant 23 mode`les, et 154 stations. Si l’on effectue la re´duction d’e´chelle
avec cet ensemble sur les 93 stations utilise´es ici, la RMSE en pre´vision a` un jour est alors
de 17.5, comme pour les PFC par morceaux. Comme pre´ce´demment, en utilisant les PFC, le
facteur d’inflation de la variance reste proche de 1, et le nombre de conditionnement autour de
200.
Les re´sultats sont montre´s ici pour Nr = 10. Au-dela`, le nombre d’intervalles est trop
grand par rapport au nombre total d’observations a` certaines stations, et certains intervalles
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Fig. 7.18 – Nombre d’observations contenues dans les intervalles de´finis de deux fac¸ons :
(a) en prenant des intervalles constants entre le minimum et le maximum des observations
(e´quation 7.14) et (b) en de´finissant les intervalles de fac¸on a` avoir le meˆme nombre de va-
leurs prises par les observations (le nombre nr montre´ ici tient compte des doublons). Station
ST-NAZAIRE-BLUM. En abscisse : valeurs de y de´finissant les intervalles (µgm−3).
RMSE mode`le 23.2
RMSE pre´vision (1 mode`le) 21.6
RMSE a posteriori (PFC par morceaux, intervalle constant) 16.0
RMSE pre´vision (PFC par morceaux, intervalle constant) 20.5
RMSE a posteriori (PFC par morceaux, nombre d’observations constant) 15.7
RMSE pre´vision (PFC par morceaux, nombre d’observations constant) 17.5
Tab. 7.7 – Statistiques sur le re´seau Pioneer (93 stations) : RMSE pour le mode`le de re´fe´rence
avec et sans re´gression, RMSE a posteriori (re´gression sur toute la pe´riode) et RMSE pour
la pre´vision a` un jour, pour l’analyse en composantes principales ajuste´es, calcule´e avec Fy
contenant des fonctions en escalier et Nr = 10 (note´e « PFC par morceaux »). Les re´sultats
pour les PFC par morceaux sont donne´s pour les deux fac¸ons de de´terminer les intervalles Ir
(1) a` intervalles constants, et (2) a` nombre d’observations constant. Les RMSE sont en µgm−3.
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contiennent alors un trop faible nombre d’observations. Cela peut entraˆıner des erreurs lors de
la projection (e´quation 6.48), car les valeurs de fr(y) sont proches de ze´ro pour les intervalles
ou` nr est faible, et la matrice Fy est alors mal conditionne´e.
7.4.4 Comparaison des diffe´rentes me´thodes
La figure 7.19 re´capitule la plupart des re´sultats de cette partie : il s’agit de comparer les
performances en pre´vision a` un jour, sur le re´seau Pioneer, en prenant les 93 stations ayant
plus de 258 observations. La comparaison est effectue´e sur la RMSE totale aux stations. Les
re´sultats sont compare´s pour
– L’ensemble calibre´ sur les stations rurales du re´seau Pioneer, contenant 23 membres,
– La de´composition en composantes principales en prenant les modes expliquant 90% de la
variance (40 environ), note´e PCA1 (tableau 7.4),
– La de´composition en composantes principales pour les 20 premiers modes (PCA2),
– La de´composition en composantes principales ajuste´es avec les fonctions par morceaux a`
intervalles constants, pour Nr = 10 (PFC1),
– La de´composition en composantes principales ajuste´es avec les fonctions par morceaux a`
nombre d’observations constant, pour Nr = 10 (PFC2).
Les re´sultats sont e´galement montre´s pour le mode`le de re´fe´rence seul, ainsi que pour la pre´vision
a` un jour en re´duction d’e´chelle avec le mode`le de re´fe´rence. Les performances obtenues pour
l’ensemble calibre´ ainsi que pour PCA2 et PFC2 sont les meilleures : la RMSE de´croˆıt de
−24.5% pour l’ensemble calibre´ et PFC2, et de −18% pour PCA2 (par rapport a` la RMSE du
mode`le de re´fe´rence sans re´duction d’e´chelle). A titre de comparaison, l’ame´lioration obtenue
en re´duction d’e´chelle pour le mode`le de re´fe´rence est de −7%, et se situe autour de −11% pour
PCA1 et PFC1. Les re´sultats pour les PFC line´aires et polynomiales de´crites dans la partie
pre´ce´dente ne sont pas montre´es ici, mais les performances sont similaires a` celles de PCA1
et PFC1. L’ensemble calibre´ compte 23 membres, et PCA2 correspond a` 20 modes, tandis que
PFC2 utilise moins de dix composantes pour la re´gression. Les composantes principales ajuste´es
donnent donc clairement les meilleurs re´sultats pour un plus faible nombre de pre´dicteurs. De
plus, les PFC pre´sentent l’avantage d’e´liminer la coline´arite´ entre les re´gresseurs, contrairement
a` l’ensemble utilise´ directement.
7.5 Conclusion
7.5.1 Re´sultats aux stations
Dans ce chapitre, des techniques statistiques de re´duction d’e´chelle ont e´te´ applique´es a` la
mode´lisation de la qualite´ de l’air a` l’e´chelle europe´enne. L’utilisation de ces me´thodes pour
la pre´vision a` un jour des pics d’ozone a permis de re´duire la RMSE aux stations, de fac¸on
significative : −6% a` −20% sur l’ensemble des stations (pour les re´seaux Pioneer et Airbase
respectivement), en utilisant un seul mode`le. Dans le cas ou` un ensemble d’une vingtaine de
mode`les est utilise´, de fac¸on directe ou en utilisant un pre´-traitement pour rendre les pre´dicteurs
orthogonaux, ce re´sultat peut encore eˆtre ame´liore´, avec une diminution de pre`s de −25%
(Pioneer). L’utilisation des me´thodes statistiques est donc tre`s inte´ressante, en ce qui concerne
les performances des mode`les en pre´vision aux stations.
7.5.2 Repre´sentativite´ des stations
L’apport de la re´duction d’e´chelle a e´te´ compare´ pour diffe´rents types de stations : rurales,
pe´ri-urbaines et urbaines. Cette classification donne, de fac¸on grossie`re, l’e´chelle de repre´sentativite´
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Fig. 7.19 – Comparaison des performances en pre´vision (a` un jour) aux stations du re´seau
Pioneer (93 stations), pour : (1) le mode`le de re´fe´rence (« Ref »), (2) la re´duction d’e´chelle
applique´e au mode`le de re´fe´rence (« Ref. downsc. »), (3) l’ensemble de mode`les calibre´ sur les
stations rurales (23 membres) («Calib. »), (4) la de´composition en composantes principales, avec
les modes expliquant 90% de la variance (environ 40 modes) (« PCA1 »), (5) la de´composition
en composantes principales avec les 20 premiers modes (« PCA2 »), (6) la de´composition en
composantes principales ajuste´es avec les fonctions par morceaux a` intervalles constants et
Nr = 10 (« PFC1 ») et (7) la de´composition en composantes principales ajuste´es avec les
fonctions par morceaux a` nombre d’observations constant et Nr = 10 (« PFC2 »).
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des stations concerne´es : pour le re´seau Pioneer, le rayon de repre´sentativite´ est estime´ entre
100 m et 1 km pour les stations urbaines, 1 km et 5 km pour les stations pe´ri-urbaines, et au-dela`
pour les stations rurales. Les simulations nume´riques ont e´te´ effectue´es avec un maillage d’envi-
ron 50 km de re´solution. L’erreur de repre´sentativite´ est donc importante, puisque l’e´chelle de
repre´sentativite´ des stations est tre`s infe´rieure a` celle des mailles. Cela est particulie`rement vrai
pour les stations urbaines, pour lesquelles la re´duction d’e´chelle apporte l’ame´lioration la plus
notable, pour quasiment toutes les stations. Cette ame´lioration est moins grande pour les sta-
tions pe´ri-urbaines, et moindre encore pour les stations rurales, excepte´ celles situe´es sur les coˆtes
et dans les re´gions a` orographie complexe. Ces dernie`res ont un rayon repre´sentatif plus faible,
et de nombreux processus locaux contribuent a` leur erreur de repre´sentativite´ (me´te´orologie,
topographie).
Par ailleurs, les performances de´croissent lorsque l’on augmente l’intervalle de temps entre
deux re´gressions, car l’erreur corrige´e par la re´duction d’e´chelle n’est pas entie`rement station-
naire. L’ame´lioration due a` la re´duction d’e´chelle reste toutefois visible en utilisant les meˆmes
coefficients pendant plusieurs dizaines de jours, en particulier aux stations urbaines. Il est pos-
sible que la composante stationnaire de l’erreur de repre´sentativite´ soit plus grande dans ce
dernier cas, si les erreurs compense´es par la re´duction d’e´chelle ont des sources syste´matiques.
Apport de l’ensemble et re´duction de dimension
L’utilisation d’un ensemble de mode`les permet une ame´lioration des performances, par
rapport a` la re´duction d’e´chelle sur un seul mode`le. La prise en compte des concentrations
fournies par plusieurs mode`les permet donc d’expliquer une plus grande part de l’erreur de
repre´sentativite´. Les meilleurs re´sultats sont obtenus pour 20 re´gresseurs environ. L’utilisation,
de fac¸on directe, des sorties de mode`les comme re´gresseurs implique une forte coline´arite´, et
donc une inflation de la variance des coefficients de re´gression : le facteur d’inflation de la
variance est de plus de 100 lorsque l’on utilise plus de 40 mode`les, et d’environ 50 pour 20
mode`les. Cela signifie que les coefficients de re´gression ont une variance 50 fois plus grande
que si les re´gresseurs e´taient orthogonaux. En pratique, cela pose le proble`me de la fiabilite´ de
la re´gression et de la significativite´ des coefficients calcule´s, et peut entraˆıner une de´gradation
notable des performances en pre´vision.
L’utilisation de me´thodes de pre´-traitement pour rendre les re´gresseurs orthogonaux permet
de reme´dier a` ce proble`me. La de´composition en composantes principales (PCA) donne de bons
re´sultats, mais ne permet pas d’atteindre les performances obtenues en utilisant directement
une vingtaine de sorties de mode`les comme re´gresseurs. La de´composition en composantes prin-
cipales ajuste´es (PFC) permet d’ame´liorer cette me´thode : les directions principales ne sont plus
seulement choisies en fonction du pre´dicteur (sorties de mode`les), mais e´galement du pre´dictand
(observations). De la sorte, les directions choisies sont plus a` meˆme d’expliquer la relation entre
les deux variables. Diffe´rentes fac¸on d’ajuster les composantes principales ont e´te´ e´tudie´es. L’uti-
lisation d’une fonction continue par morceaux, de´pendant des observations, permet d’obtenir les
meilleurs re´sultats pour un nombre de re´gresseurs relativement faible (≤ 10). Les PFC s’ave`rent
donc la meilleure me´thode, en terme de performances aux stations et d’inflation de la variance
des coefficients (aucune inflation), pour un nombre de re´gresseurs faible en comparaison des
autres me´thodes teste´es.
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Conclusion
Cette the`se propose une revue des processus physiques mal repre´sente´s par les mode`les
couramment utilise´s pour la simulation de la qualite´ de l’air. Dans le but de prendre en compte
les changements d’e´chelle, elle explore plus spe´cifiquement deux approches :
1. Introduire une meilleure mode´lisation locale des e´missions, en couplant un mode`le gaussien
pour l’e´chelle locale a` un mode`le eule´rien. Cela permet de quantifier la variabilite´ due a`
la mauvaise repre´sentation de l’e´chelle locale autour de la source,
2. Utiliser un traitement statistique de re´duction d’e´chelle. Il s’agit de de´terminer des rela-
tions entre les concentrations simule´es et les observations aux stations dont l’e´chelle de
repre´sentativite´ est plus faible que l’e´chelle bien repre´sente´e par le mode`le.
Ces deux approches sont comple´mentaires. La premie`re permet d’estimer les sources d’in-
certitude dans la repre´sentation des phe´nome`nes sous-maille et d’ame´liorer la mode´lisation lo-
calement autour des sources. La seconde ame´liore les performances des pre´visions aux stations
d’observations, mais ne permet pas une estimation spatiale de la variabilite´.
Mode`les a` l’e´chelle locale
Bilan Les mode`les gaussiens pre´sente´s en partie I permettent de repre´senter un panache e´mis
par une source ponctuelle ou line´ique, a` l’e´chelle locale (jusqu’a` quelques dizaines de kilome`tres
autour de la source). Un mode`le gaussien de panache stationnaire ainsi qu’un mode`le a` bouffe´es
ont e´te´ de´veloppe´s au sein de la plate-forme Polyphemus, et e´value´s par comparaison a` des ob-
servations. Les performances obtenues sont tre`s satisfaisantes, notamment en comparaison avec
d’autres mode`les ope´rationnels couramment utilise´s. Deux principales sources d’incertitude ont
e´te´ identifie´es dans ces mode`les, a` savoir la mode´lisation de la dispersion (e´carts types gaussiens)
et de la surhauteur. Diffe´rentes parame´trisations empiriques ont e´te´ utilise´es pour repre´senter
ces deux processus. Toutes choses e´tant par ailleurs e´gales dans les configurations utilise´es,
la variabilite´ due a` ces parame´trisations en sortie de mode`le est comparable a` celle obtenue
en utilisant un ensemble de mode`les de la communaute´. Un prolongement de ce travail serait
donc l’utilisation de mode´lisation d’ensemble, effectue´e graˆce aux diffe´rentes parame´trisations
disponibles dans les mode`les, afin de mieux quantifier les incertitudes.
Me´te´orologie et turbulence Parmi les perspectives d’e´volution de ces mode`les, diffe´rentes
ame´liorations sont envisageables, et notamment une meilleure prise en compte de la variabilite´
locale des champs me´te´orologiques. Cela peut inclure la reconstruction de profils verticaux a`
partir des observations me´te´orologiques locale, et la scission des bouffe´es lorsque le vent ne peut
plus eˆtre conside´re´ comme homoge`ne au sein d’une bouffe´e (cisaillement trop important). Par
ailleurs, l’utilisation de deux panaches superpose´s pour repre´senter les courants ascendants et
descendants dans les situations convectives peut permettre une meilleure repre´sentation de la
turbulence. Enfin, l’introduction de sche´mas de fermeture du second ordre pour les e´carts types
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est e´galement possible, afin de mieux prendre en compte la turbulence et d’estimer la variance
des concentrations qui en re´sulte.
Mode´lisation du trafic L’utilisation des mode`les de´veloppe´s ici pour l’application aux routes
est e´galement un enjeu important, dans la mesure ou` le trafic contribue pour une grande part
aux e´missions de polluants cible´s en photochimie. L’extension des mode`les a` l’e´chelle locale,
puis du couplage de´veloppe´ en partie II, a` la mode´lisation des routes, permettrait donc de
prendre en compte une grande part de la variabilite´ sous-maille due aux e´missions. Dans ce
cadre, des de´veloppements supple´mentaires peuvent eˆtre envisage´s, tels que la prise en compte
de la turbulence due au trafic ainsi que celle des obstacles tels que les murs anti-bruit.
Panache sous-maille re´actif et passif a` diffe´rentes e´chelles
La partie II a pre´sente´ une mode´lisation sous-maille des e´missions ponctuelles base´e sur le
couplage d’un mode`le eule´rien (Polair3D) et d’un mode`le local (mode`le a` bouffe´es de´crit dans
la partie I). Ce mode`le de panache sous-maille a e´te´ de´veloppe´ au cours de la the`se et e´value´ a`
diffe´rentes e´chelles.
Mode´lisation locale et incertitude L’utilisation d’un mode`le local autour des sources per-
met une meilleure repre´sentation de plusieurs processus « sous-maille » : la diffusion due a` la
turbulence est mieux repre´sente´e, notamment sur la verticale, et les e´missions elles-meˆmes sont
mode´lise´es avec plus de pre´cision (prise en compte de la hauteur exacte et de la surhauteur). De
plus, la de´pendance a` la re´solution du maillage est re´duite, qu’il s’agisse d’une dilution irre´aliste
du panache (grandes mailles), ou d’une surestimation des concentrations e´mises dans un petit
volume (cas d’ETEX par exemple). Enfin, les re´actions chimiques dans un panache re´actif sont
e´galement modifie´es en champ proche. Une bonne prise en compte de ces diffe´rents phe´nome`nes
de´pend toutefois de la qualite´ des donne´es d’entre´e, et des incertitudes associe´es. Ainsi, une
interpolation de champs me´te´orologiques donne´s a` re´solution de 1.5˚pour simuler la trajectoire
des bouffe´es conduit a` une grande incertitude sur la position du panache (ETEX). De plus, la
me´connaissance des parame`tres de la source et notamment de la surhauteur peuvent e´galement
limiter la performance du mode`le local, bien qu’il reste meilleur que le mode`le eule´rien (Tcherno-
byl, re´gion parisienne). Le couplage d’un mode`le local pour la dispersion et de donne´es d’entre´es
a` haute re´solution, ou d’un mode`le me´te´orologique de type diagnostique ou pronostique, est une
solution envisageable pour ame´liorer encore le traitement sous-maille des e´missions.
E´chelle locale L’une des proble´matiques aborde´es consistait a` de´finir l’e´chelle « locale »,
c’est-a`-dire l’e´chelle autour de la source ou` l’erreur commise par le mode`le eule´rien seul est
importante. Cette e´chelle peut eˆtre repre´sente´e par le « temps d’injection », qui de´termine le
temps pendant lequel le mode`le a` bouffe´es est utilise´ pour de´crire un panache avant de le
transfe´rer au mode`le eule´rien. En the´orie, ce temps correspond au moment ou` l’erreur commise
par le mode`le eule´rien devient faible, et ou` l’erreur du mode`le local n’est pas trop importante. En
pratique, cela de´pend donc de la re´solution du maillage eule´rien, mais aussi de l’exactitude des
champs me´te´orologiques utilise´s pour le mode`le local. Cela de´pend enfin des espe`ces transporte´es
par le panache, car l’impact du panache sous-maille est transporte´ beaucoup plus loin dans le
cas des espe`ces passives. Pour les espe`ces re´actives, lorsque la composition du panache devient
proche de celle du fond, l’impact devient ne´gligeable et augmenter le temps d’injection apporte
peu d’ame´lioration. Une solution est donc d’utiliser un crite`re d’injection base´ sur la taille des
bouffe´es pour un panache passif, et sur la composition chimique pour un panache re´actif, voire
de combiner les deux.
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E´chelle de l’impact et repre´sentativite´ Une autre question concerne l’e´chelle de l’impact
du traitement sous-maille. Celui-ci peut eˆtre transporte´ beaucoup plus loin que l’e´chelle ou` le
mode`le local est utilise´, notamment pour un panache non re´actif. Dans le cas de l’expe´rience
ETEX, l’impact du panache sous-maille est notable jusqu’a` des capteurs situe´s a` une centaine de
kilome`tres de la source. Dans le cas d’un panache re´actif, l’e´chelle de l’impact est beaucoup plus
petite. L’utilisation d’un mode`le de panache sous-maille permet une meilleure repre´sentation
des sources de fac¸on locale. Son impact sur les statistiques globales des mode`les est variable, car
il de´pend de l’emplacement des points d’observations utilise´s. Ainsi, dans le cas de Chernobyl,
les stations de mesure les plus proches e´tant atteintes au bout de plusieurs jours, l’impact e´value´
aux stations est faible (notamment en regard de l’incertitude sur la source). Dans le cas de la
photochimie a` l’e´chelle re´gionale, l’impact en terme de performances aux stations (qui est l’un
des objectifs recherche´s, mais non le seul) est visible, bien qu’assez faible, lorsque l’on conside`re
l’ensemble des stations sur une longue dure´e (six mois). L’utilisation du mode`le de panache
sous-maille est plus pertinente pour l’e´tude de certains e´pisodes particuliers. La pertinence
d’utiliser un mode`le local de´pend de l’objectif recherche´, qu’il s’agisse d’e´tuder l’impact spatial
des concentrations ou les re´sultats aux stations. Dans ce dernier cas, il est pre´fe´rable d’effectuer
l’e´valuation sur des observations en champ proche plutoˆt qu’en utilisant des mesures « de fond »
(repre´sentatives d’une large zone).
Re´duction d’e´chelle
Re´duction d’e´chelle pour la qualite´ de l’air Des techniques statistiques de re´duction
d’e´chelle ont e´te´ pre´sente´es et applique´es a` la mode´lisation de la qualite´ de l’air a` l’e´chelle eu-
rope´enne en partie III. L’utilisation de ces me´thodes pour la pre´vision a` un jour des pics d’ozone
a permis de re´duire la RMSE aux stations de fac¸on significative (de l’ordre de −20% lorsqu’un
seul mode`le est utilise´, davantage pour un ensemble). L’ame´lioration est particulie`rement notable
dans les performances aux stations pe´ri-urbaines et urbaines, ou` l’e´chelle de repre´sentativite´ des
stations est plus faible. Les coefficients de re´gression ne sont pas comple`tement stationnaires,
mais conduisent tout de meˆme a` de bonnes performances pour la pre´vision a` un, voire plusieurs
jours a` une station donne´e. Ces performances de´croissent lorsque l’on augmente l’intervalle de
temps entre deux re´gressions (utilisation des meˆmes coefficients sur une plus longue pe´riode de
pre´vision). Cette de´croissance est plus notable aux stations rurales.
Apport d’un ensemble de mode`les L’utilisation d’un ensemble de mode`les permet d’ame´-
liorer de fac¸on notable les performances obtenues en re´duction d’e´chelle. Le nombre optimal
de re´gresseurs, pour minimiser la RMSE aux stations, se situe aux alentours de 20 membres.
Lorsque les membres de l’ensemble sont utilise´s directement pour la re´gression, il existe un
proble`me de coline´arite´ qui entraˆıne une inflation de la variance des coefficients de re´gression.
Cela peut entraˆıner une de´gradation des performances, car il y a alors davantage d’incerti-
tudes sur les coefficients obtenus. L’utilisation de me´thodes de pre´-traitement pour rendre les
re´gresseurs orthogonaux permet de reme´dier a` ce proble`me. La de´composition en composantes
principales (PCA) en est une, qui donne des re´sultats satisfaisants mais ne permet pas de re-
trouver d’aussi bonnes performances qu’en utilisant directement un ensemble de 20 membres.
Avec la de´composition en composantes principales ajuste´es (PFC), les directions principales
ne de´pendent plus seulement des pre´dicteurs (sorties de mode`les), mais aussi du pre´dictand
(observations aux stations). Cette me´thode permet de retrouver des performances comparables
aux meilleurs re´sultats obtenus avec l’ensemble, en utilisant un plus petit nombre de re´gresseurs
(10 composantes) et en e´liminant l’inflation de la variance des coefficients. Le principal proble`me
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de ce type de me´thode est de bien de´terminer les fonctions qui permettent d’« ajuster » les di-
rections principales en fonction des observations.
Prise en compte de l’erreur mode`le Dans les me´thodes de re´gression utilise´es ici, l’erreur
mode`le n’est pas prise en compte de fac¸on explicite (les re´gresseurs sont suppose´s parfaits).
Un prolongement de ce travail serait donc d’introduire la part d’erreur mode`le (estime´e via
l’utilisation d’un ensemble calibre´) dans les e´quations de la re´gression, afin d’estimer son impact
sur les re´sultats de la re´gression.
E´chelle de repre´sentativite´ Dans cette e´tude, l’e´chelle de repre´sentativite´ des stations a
e´te´ de´termine´e de fac¸on discre`te par une classification en types de stations (rurale, pe´ri-urbaine,
urbaine). Une estimation plus fine pourrait eˆtre obtenue par le biais de covariogrammes entre les
stations, par exemple. Cela pourrait alors permettre d’estimer l’apport de la re´duction d’e´chelle
en fonction de l’e´chelle de repre´sentativite´. Une ame´lioration possible serait alors d’utiliser
comme re´gresseurs les concentrations dans diffe´rentes mailles voisines des stations (le nombre
de mailles pertinent e´tant de´termine´ par l’e´chelle de repre´sentativite´).
Une me´thode alternative, connaissant l’e´chelle de repre´sentativite´ des stations, serait d’uti-
liser un mode`le de boˆıte local autour d’une station a` cette e´chelle. Il s’agirait alors de re´soudre
l’e´quation d’advection-diffusion a` l’inte´rieur de cette boˆıte, couple´e avec le mode`le eule´rien.
Enfin, l’extension des me´thodes de re´duction d’e´chelle a` l’estimation spatiale des concentra-
tions peut eˆtre envisage´e via des me´thodes de krigeage.
Perspectives sur les changements d’e´chelle
Prolongements Les prolongements des travaux de cette the`se comprennent les perspectives
d’e´volution des mode`les de´ja` e´voque´es ci-dessus, ainsi que l’extension des applications. On peut
envisager en particulier l’utilisation du mode`le de panache sous-maille et des techniques de
re´duction d’e´chelle pour d’autres polluants, et notamment pour les particules. Les concentra-
tions locales autour des sources e´voluent en effet tre`s rapidement a` cause de la se´dimentation
gravitationnelle (pour les grandes tailles de particules) ou de la coagulation (particules ultra-
fines), mais aussi de la condensation/e´vaporation et des re´actions chimiques. Mieux repre´senter
les phe´nome`nes sous-maille est donc particulie`rement inte´ressant pour ce type de polluants. On
retiendra e´galement, parmi les pistes les plus inte´ressantes :
– le couplage d’un mode`le me´te´orologique local avec le mode`le gaussien utilise´ en panache
sous-maille, et
– l’utilisation d’un «mode`le de boˆıte » local autour des stations de mesure pour tenir compte
de l’e´chelle de repre´sentativite´.
Autres me´thodes de changements d’e´chelle Le chapitre 1 a introduit diffe´rentes me´thodes
pour prendre en compte les changements d’e´chelle en mode´lisation de la qualite´ de l’air, et toutes
n’ont pas e´te´ aborde´es au cours de la the`se. Parmi les autres me´thodes qu’il serait envisageable
de de´velopper, et de comparer avec les solutions pre´sente´es ici, on peut citer l’utilisation d’un
maillage adaptatif, structure´ ou non. Cette solution est une alternative a` la mode´lisation sous-
maille des sources par les me´thodes de couplage de´crites ici. Enfin, l’utilisation de me´thodes
stochastiques, et notamment de techniques de type micro/macro, peut e´galement s’ave´rer tre`s
inte´ressante pour une meilleure estimation de la contribution des diffe´rents processus (lessivage,
chimie, diffusion) a` la variabilite´ sous-maille.
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Indicateurs statistiques
L’e´valuation des performances des mode`les pre´sente´s dans cette the`se, en comparaison a`
des observations, a fait intervenir diffe´rents indicateurs statistiques qui sont de´finis dans cette
partie. Les formules pour calculer ces indicateurs sont donne´es ci-dessous, en notant xi et yi les
valeurs simule´es et observe´es respectivement, pour une mesure i correspondant a` un temps et
un point d’observation donne´s. Le nombre total de donne´es est note´ n. α est la valeur moyenne
de la variable α sur l’ensemble des donne´es α =
∑n
i=1 αi.
A.1 Indicateurs pour les mode`les a` l’e´chelle locale
Les indicateurs utilise´s dans le chapitre 3 sont :
1. Le biais fractionnel (« fractional bias ») :
FB =
2
n
n∑
i=1
yi − xi
xi + yi
. (A.1)
2. L’erreur quadratique normalise´e (« normalized mean square error ») :
NMSE =
∑n
i=1(xi − yi)2
(
∑n
i=1 xi)(
∑n
i=1 yi)
. (A.2)
3. Le coefficient de corre´lation :
Corr =
1
n
∑n
i=1(xi − x)(yi − y)√
1
n
∑n
i=1(xi − x)2 × 1n
∑n
i=1(yi − y)2
. (A.3)
4. La proportion de valeurs simule´es a` moins d’un facteur 2 des valeurs observe´es :
FAC2 = proportion de valeurs telles que 0.5 ≤ xi
yi
≤ 2.0. (A.4)
Notons que y−x est utilise´ pour le biais, et non x−y : les valeurs de FB sont donc ne´gatives
en cas de sur-estimation, et positives en cas de sous-estimation des valeurs.
A.2 Indicateurs a` l’e´chelle re´gionale et continentale
En plus des indicateurs pre´ce´dents, les indicateurs utilise´s dans les chapitres 4, 5 et 7 sont :
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1. Le biais moyen (« mean bias error ») :
MBE =
1
n
n∑
i=1
xi − yi. (A.5)
2. Le biais fractionnel MFBE (« mean fractional bias error ») (oppose´e de FB) :
MFBE =
2
n
n∑
i=1
xi − yi
xi + yi
. (A.6)
3. La racine de l’erreur quadratique moyenne (« root mean square error ») :
RMSE =
√√√√ 1
n
n∑
i=1
(xi − yi)2. (A.7)
4. La proportion de valeurs simule´es a` moins d’un facteur 5 des valeurs observe´es :
FAC5 = proportion de valeurs telles que 0.2 ≤ xi
yi
≤ 5.0. (A.8)
5. la FMT (« figure of merit in time ») qui repre´sente le pourcentage de valeurs simule´es
et mesure´es qui sont superpose´es. On parle de FMT s’il s’agit d’une mesure en temps
a` un point donne´, FMS (« figure of merit in space ») s’il s’agit d’une mesure en espace
a` un temps donne´, et FM pour l’ensemble des temps et des stations. Dans cette the`se,
l’indicateur est toujours note´ FMT :
FMT =
∑n
i=1min(xi, yi)∑n
i=1max(xi, yi)
(A.9)
A.3 Indicateurs utilise´s pour l’ozone
On de´finit de plus des indicateurs spe´cifiques a` l’ozone d’apre`s EPA [2005] (chapitre 5) :
1. L’erreur moyenne absolue normalise´e (« normalized mean gross error »)
MNGE =
1
n
n∑
i=1
|xi − yi|
yi
. (A.10)
2. Le biais moyen normalise´ (« mean normalized bias error ») :
MNBE =
1
n
n∑
i=1
xi − yi
yi
. (A.11)
3. L’UPA (« unpaired peak accuracy »), indicateur de pre´diction des pics. Cet indicateur
n’est calcule´ que pour des valeurs supe´rieures a` un certain seuil (ici, 30 µgm−3).
UPA =
xmax − ymax
ymax
. (A.12)
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Performance de re´seaux de de´tection
a` diffe´rentes e´chelles
L’e´tude pre´sente´e ici propose une me´thode pour l’e´valuation des capacite´s
de de´tection de re´seaux de capteurs utilise´s pour la protection de zones sen-
sibles. Les re´seaux e´tudie´s sont conc¸us pour de´tecter des e´missions nucle´aires,
biologiques ou chimiques, quelle que soit la position de la source e´mettrice.
L’objectif est de pouvoir de´tecter une e´mission potentiellement dangereuse,
quel que soit son emplacement, avant que la zone prote´ge´e ne soit conta-
mine´e. On s’inte´resse a` deux types de configurations : des capteurs fixes,
place´s autours d’une zone contenant des baˆtiments ou des installations a`
prote´ger (« e´chelle re´gionale »), ou des capteurs mobiles porte´s par des per-
sonnes disperse´es dans un faible rayon (« e´chelle locale »). Il s’agit, dans les
deux cas, de disposer les capteurs pour pouvoir de´tecter des e´missions dans
un large rayon, avec un temps de re´ponse assez faible. Pour cela, deux indi-
cateurs de performance de re´seaux sont propose´s : la probabilite´ de de´tection,
calcule´e sur un grand nombre de positions possibles pour les e´missions, et le
temps de saturation, qui est le temps ou` la de´tection de probabilite´ maximale
est atteinte.
Les simulations ont e´te´ re´alise´es avec Polyphemus, en utilisant le mode`le
gaussien de panache pour l’e´chelle locale, et le mode`le eule´rien Polair3D
pour l’e´chelle re´gionale. Les simulations comprennent diffe´rents sce´narios
en faisant varier l’emplacement de la source (961 cas), les espe`ces e´mises, et
la situation me´te´orologique. Cela permet de calculer les indicateurs de per-
formance pour un capteur donne´, ainsi que pour diffe´rents types de re´seaux.
Deux me´thodes pour construire des re´seaux de capteurs sont e´tudie´es : (1)
choisir un nombre donne´ de capteurs ayant la meilleure performance sui-
vant un indicateur donne´, et (2) placer les capteurs en cercles concentriques
autour de la zone a` prote´ger. Les re´seaux constitue´s des capteurs ayant la
meilleure de´tection de probabilite´ donnent de bonnes performances avec un
faible nombre de capteurs. Le temps de saturation n’est pas un indicateur
suffisamment robuste pour construire les re´seaux sur cette base. Enfin, les
re´seaux forme´s de cercles concentriques donnent de bons re´sultats dans les
cas e´tudie´s, si le nombre de capteurs est suffisant.
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B.1 Introduction
B.1.1 Context and objectives
The design, evaluation and optimization of monitoring networks have already been investigated,
both in the field of atmospheric chemistry for ozone and its precursors (Nychka et Saltzman
[1998], Fuentes et al. [2007]), and to monitor accidental releases of radionuclides. Studies on the
latter subject rely on the assumption of a few well-known possible source locations, correspond-
ing to power plant locations. They have been carried out at several spatial scales, from local
to global: near-field studies involve measurement sensors placed within 30 km of nuclear power
plants, whether at fixed locations [Krysta et al., 2006] or with mobile device [Jiang et al., 2007],
while the optimization of monitoring networks at mesoscale (up to 2000 km) is investigated in
Abida et al. [2008]. The monitoring of radionuclides for military applications at global scale
is thoroughly assessed by the CTBT organization (“Comprehensive nuclear Test-Ban Treaty”,
Ramaker [2003]). All these applications share two main purposes: the detection (of an accident
or a pollution peak), and the reconstruction of the concentration fields on the basis of the mea-
surements. Most studies focus on the networks ability to reconstruct the map of concentrations,
which involves indicators such as the difference between the reconstructed concentrations and
the true field (given by simulations, or measurements when available).
This paper addresses a similar issue, but in a military or homeland security context: a
delimited area—a facility, a high-profile event, a combat unit, or dignitaries—has to be protected
from any hazardous air pollutant. The pollutant may be released with harmful intent from a
single ground location in the vicinity of the domain, and the source location and characteristics
are unknown. Two sensor siting applications are addressed. In the first case, fixed sensors
may be placed around a zone containing buildings to be protected. In the second case, people
carrying detection devices are scattered within an area containing small units. In both cases,
the protection ability of a network is determined by its ability to detect a release, wherever its
location. In addition, a performance criterion related to the response time can be defined, in
cases an advanced warning is needed (for instance, if the released species quickly reaches harmful
concentrations with immediate health effects). Therefore, appropriate performance indicators
should be designed, to quantify the network abilities in both respects. The aim of this study is
to explore the new framework with (1) the design of performance indicators for such networks,
(2) relevant tests in different meteorological and emission scenarios, and (3) the design of several
networks based on the performance indicators. The chosen test scenarios are highly idealized
(perfect sensors, simple domain shapes...) and should be adapted to real-life situations. The
underlying objective is to issue general recommendations regarding the performance indicators
and the methods to be retained in the design of a detection network for real cases.
B.1.2 Methodology and outline
In this study, two sets of simulations are performed: the first one corresponds to the buildings
protection scenario, with a 50×50 km2 domain, and the second one is the small-units protection
scenario, with a 10×10 km2 domain. The simulations are carried out with the air quality mod-
eling system Polyphemus [Mallet et al., 2007], using an Eulerian model in the former case and a
Gaussian model in the latter. For both scenarios, many simulations are performed (1) to account
for many sources locations and (2) to include several typical meteorological situations. This
generates a large database from which detection capabilities are assessed. The simulation sce-
narios are described in Section B.2. Two statistical indicators are used to quantify the detection
abilities: the detection probability and the saturation time—see Section B.3. The simulation
database allows one to compute these indicators for any possible sensor location (Section B.4)
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or network configuration (Section B.5). For both sensors and networks, Sections B.4 and B.5
address the sensitivity of the indicators to parameters like the meteorological conditions or the
source characteristics. In Section B.5, two families of networks are considered. In the first
one, the networks are composed of the best sensors according to the detection probability. In
the second family, the networks are designed with concentric circles. This particular geome-
try is chosen because of its simple design, and it could provide good results without further
optimization.
B.2 Test scenarios
B.2.1 Domains and computing strategy
In our context, a delimited area (the “protected domain” Dp) has to be protected from an
hazardous air pollutant. A dangerous source is defined as a source that can contaminate the
domain Dp, that is, triggers above-threshold concentrations in at least one point of Dp. This
is one of the hypothesis made in this study, where idealized cases are presented. The main
assumptions are:
1. Immediate contamination of the protected domain, as soon as one sensor withinDp detects
the pollutant,
2. Square-shaped domains, while a real-case study might account for more complex shapes
(oblong or L-shaped buildings) and land-use coverage (e.g., water might forbid siting
sensors at some locations),
3. Perfect sensors, with immediate response, and a low detection threshold (see Section B.3.1).
In addition to the protected area, several domains are defined (see Figure B.1):
• Dc is the area where sensors may be placed (one per cell). It includes Dp. Some sensors
can be placed within Dp.
• Ds contains all dangerous sources (one per cell). It includes Dc.
• DM is the modeled domain. It includes all other domains.
In this section, the size of these domains is detailed, along with the simulation set-up, for the
two base test scenarios: the buildings protection scenario (“regional scale”), and the small-units
protection scenario (“local scale”).
Buildings protection scenario
Here, the domain Dp is a facility (military base, for example). The sensors are placed at
fixed locations, either within the base or in its surroundings. The main purpose in this case
is advanced warning, so the alert must be raised before the pollutant reaches Dp. This early-
warning criterion could be relaxed, for example in the case of a biological attack, where medicine
could be given some time after the event. The simulations are carried out with the Eulerian
model Polair3D [Boutahar et al., 2004]. The domains Dp, Dc, Ds and DM are defined in
Table B.1. The simulation grid has a resolution of 0.01◦ in the horizontal, which is about 1 km.
It includes ten vertical layers, up to 3060 m above ground. The height of the first layer is 30 m.
The numerical time step is 60 s, and a simulation covers a time period of 3 hours. There are
50 × 50 cells in DM , and meteorological conditions as well as land use can differ from one cell
to another (although the terrain is flat and rural).
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Figure B.1: Domains: Dp is the zone to be protected, Dc is the domain of sensors, Ds is the
domain of sources, and DM is the modeled domain.
Domain Dimension
Dp 4× 4 km2
Dc 20× 20 km2
Ds 31× 31 km2
DM 50× 50 km2
Table B.1: Size of the different domains at regional scale.
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Small-units protection scenario
In this scenario Dp is a zone containing people (military units, dignitaries...), and the sensors
are supposed to be scattered among them (typically, people carrying detection devices) so that
Dc = Dp. Therefore, there is no advanced warning here, and it is assumed that the sensors
threshold is lower than the minimum harmful concentrations, and that a rapid response is not
a critical issue. The domains are defined in Table B.2. The simulations are carried out with the
Gaussian puff model of the Polyphemus platform [Korsakissok et Mallet, 2009]. Contrary to the
Eulerian model, the Gaussian model gives an analytical formula to compute the concentrations,
and does not need a grid. The grid is used in order to consider a finite number of source and
sensor locations. The concentrations are computed in each cell of the gridded domain Dc, at
ground level only. The simulation duration is 3 hours, the time step is 100 s, and the space step
in the horizontal is 200 m. Here, the meteorological data and the land type are supposed to be
homogeneous.
Domain Dimension
Dp 3× 3 km2
Dc 3× 3 km2
Ds 6.2× 6.2 km2
DM 10× 10 km2
Table B.2: Size of the different domains at local scale.
B.2.2 Sources
The simulations are carried out for three species, the first with radioactive decay, the second
with biological decay and the third with no decay at all (simply passive). The timescale of the
decay is of the order of 8 days for the radioactive species, gaseous iodine, which makes it almost
passive. The biological species decays with a characteristic time of ten minutes (during daytime)
or twenty minutes (during nighttime). It is modeled as particulate matter (PM) with diameters
of 0.5 µm, 5 µm and 10 µm. The third species is a purely passive gaseous species (GM for
gaseous matter). Table B.3 gives the emitted quantities. Wet scavenging and dry deposition
are taken into account for the three species. The dry-deposition velocity of the two gaseous
species is supposed to be constant and equal to 5.10−3 ms−1. The Belot parameterization [Belot
et al., 1988] is used to estimate their scavenging coefficients. For particulate matter, the dry-
deposition velocities are computed for the several diameters (with gravitational settling), and
the scavenging coefficients are computed according to the Slinn parameterization [Underwood,
2001].
Species Diameter (µm) Quantity (kg)
Iodine gas 1.
GM gas 5.
Biological 0.5 10.
Biological 5. 10.
Biological 10. 10.
Table B.3: Emitted quantities for the different species. The quantities are emitted instanta-
neously.
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B.2.3 Meteorological scenarios
Because of the large number of simulations (one per possible source), running simulations for a
full year is too high a computational burden. Therefore, we focused on a few typical meteorolog-
ical situations. Low-dispersion cases were privileged, since high concentrations were supposed
to be the most critical from a health response standpoint. Thus, the selected situations do
not account for all possible wind directions. However, changing the source location is more or
less equivalent to changing the wind direction, at least for a circular geometry (in the case of
square domains, some “corner effects” can appear, see Section B.5.1 for instance). In addition,
one can assume that the wind direction is known in the two kinds of sensors siting applications
addressed here:
• Protecting a building: the most frequent wind direction(s) are well known and can be
taken into account in a prospective study to place sensors,
• Protecting small units: there is no need to cover a wide range of meteorological situations
since the sensors are placed in real-time.
Data for the Eulerian model were provided by a preliminary study of ECMWFmeteorological
data for year 2004 in the French region of Bourges (chosen because of its flat terrain). Four
situations were retained. The first two cases, hereafter called “case” or “situation” 0 and 1
respectively, are winter cases of low dispersion. The third case, labelled “situation 2”, is a
summer case with very low dispersion during night, and substantial rain. The last case is a
summer situation of medium dispersion. Table B.4 gives the averaged values of the wind speed,
the boundary layer height, the rain, the cloudiness and the Pasquill stability class, for the four
situations. Figure B.2 shows the maps of wind directions for the four meteorological situations
at the beginning of the simulation (emission time). The maps give a good idea of the general
wind direction, except for case 2 where the wind turns during the simulation, and partly comes
from the south at the end of the three hours.
Date Mean wind Mean BLH Mean rain Cloudiness Stability
2004-01-04 09h 1.05 175 0. 0.47 B
2004-01-04 15h 1.59 250 0.01 0.46 B
2004-08-10 03h 1.66 308 3.89 0.99 F
2004-08-23 09h 2.97 565 0.11 0.59 C
Table B.4: Wind speed in m s−1, boundary layer height (BLH) in m, rain intensity in mmhr−1,
cloudiness (0 is clear sky, 1 is a total cloudiness) and Pasquill stability class for the four meteo-
rological situations at regional scale (averaged values over the domain and simulation duration).
The hours given here are local time.
In the Gaussian model, the meteorological data is assumed to be homogeneous and constant.
Therefore, these are synthetic cases, designed to share the main dispersion characteristics (low
or medium dispersion, rain) with the regional scale. The wind speed, the boundary layer height,
the rain, the Pasquill stability class are taken in one cell of the regional domain, and summarized
Table B.5. Only the wind directions have been shifted and therefore differ from the regional
values (Figure B.3), in order to account for various wind directions.
B.2.4 Simulations
The simulations are carried out for all sources in the domain Ds, which in both test scenarios
amounts to 961 sources: the regional domain Ds covers 31 × 31 km2 and the discretization is
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(c) Case 2
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Figure B.2: Map of winds at the emission time for each meteorological situation at regional
scale. Note that only wind direction is represented, the arrow lengths are not proportional to
the speed.
Case Wind Boundary height Rain Stability
0 1.01 152 0. B
1 1.66 244 0.003 B
2 1.42 300 4.19 F
3 3.46 623 0.18 C
Table B.5: Wind speed in m s−1, boundary layer height in m, rain intensity in mmhr−1 and
Pasquill stability class for the four meteorological situations at local scale.
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Figure B.3: Wind direction for each meteorological situation at local scale. The direction of
the wind u is shown, and the wind angle from north is indicated in degrees.
1 km, and the local domain is 6.2 × 6.2 km2 wide, with cells of size 200 m. There are four
meteorological situations, two gaseous species and three particulate matter diameters, which
corresponds to 20× 961 simulations in total. Once the simulations are gathered into a “concen-
tration database”, one may compute the performance indicators for any network, any species
and any meteorological situation. In Section B.5.3, additional simulations are carried out with
variations of wind speed and wind angle, on the basis of meteorological situation 1 and for one
species (iodine). There are 8 variations of wind speed and 12 variations of wind angle, so the
number of extra runs required for the sensitivity study amounts to 20× 961.
B.3 Sensor and network statistics
B.3.1 Statistical indicators for sensors
A sensor is defined by a position, the species it monitors, a detection threshold Cmin (minimum
concentration for the species to be detected), and a minimum duration tmin. A species is
detected if and only if its concentration remains above the detection threshold Cmin for at least
tmin. In this study, Cmin = 0.01 µgm
−3 and tmin is only limited by the simulation time step
∆t. A sensor may be placed at the center of any cell in the domain Dc. Let k be the index of
that cell for a given sensor. For this sensor k, we define the following indicators:
1. The arrival time of a given source s, tkarr(s):
tkarr(s) = min{t|C(t) > Cmin and d(t) ≥ tmin} , (B.1)
with C(t) the concentration at the sensor location and at time t for the species emitted
by the source s, and d(t) the time during which C(t) has been above the sensor threshold
Cmin. Thus, t
k
arr(s) is the first date at which the source is detected by the sensor. It is
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the sum of the propagation time from the source to the sensor, and of tmin. It is set to
zero if the source s is never detected by the sensor.
2. The sensor detection probability at time t, P k(t). It is the proportion of sources that have
been detected by sensor k at time t.
P k(t) =
1
Ns
Ns−1∑
s=0
P ks (t) , (B.2)
where P ks (t) is equal to zero if the source s has not been detected by the sensor at time t
and 1 otherwise, that is:
P ks (t) =
{
1 if tkarr 6= 0 and t ≥ tkarr,
0 otherwise.
(B.3)
In Equation B.2, Ns is the number of sources, among all possible sources within Ds, that
actually reach Dp (so-called effective sources). Thus, all sources downwind of Dp are ignored,
which prevents a needless increase in Ns and an artificial decrease of the detection probabilities.
In order to quickly assess a sensor performance, it is useful to define more global indicators,
that do not depend on time or source. In this study, we focus on the maximum detection
probability P kmax of a sensor k:
P kmax = max
t
P k(t) = P k(+∞) . (B.4)
In addition, we also define the saturation time tksat, which is the time when the maximum
detection probability of sensor k has been reached:
tksat = inf{t|P k(t) = P kmax} . (B.5)
Note that all indicators involving the arrival time are dependent on the simulation time
step: the finer the time step, the better the discrimination between two sensors based on time
constraints.
B.3.2 Constraints on the sensors
In the buildings protection scenario, there is an additional condition: the source must be de-
tected before it contaminates Dp (this is irrelevant at local scale where Dp = Dc). Thus, we
define tdp as the time when the source first reaches Dp:
tdp = inf{tkarr|k ∈ Dp} (B.6)
In that case, Equation B.3 is modified as follows:
P ks (t) =
{
1 if 0 < tkarr ≤ tdp and t ≥ tkarr.
0 otherwise.
(B.7)
This criterion could be modified, depending on the desired time interval between the warning
and the contamination of Dp. In the following, a detection at time tdp is considered successful,
so sensors located within Dp can have a non-zero detection probability.
244
Section B.4 – Sensors performance 245
B.3.3 Statistical indicators for networks
A network is defined as a set of sensors. Its detection probability and arrival time can be defined
similarly to the case of a single sensor:
P network(t) =
1
Ns
Ns−1∑
s=0
Ps
network(t) , (B.8)
where Ps
network(t) is equal to 0 if the source s has not been detected by the network and 1
otherwise. As soon as P ks (t) = 1 for a given sensor k of the network, Ps
network(t) = 1. It follows
that
Ps
network(t) = max
k
P ks (t) ,
where k is in J0, NsensorJ if Nsensor is the number of sensors in the network.
The arrival time of the network for the source s is:
tnetworkarr (s) = min
k
tkarr(s) . (B.9)
Finally, the maximum detection probability and saturation time of a network are
P networkmax = max
t
P network(t) = P network(+∞) (B.10)
and
tnetworksat = inf{t|P network(t) = P networkmax } . (B.11)
B.4 Sensors performance
Before defining any network, it is useful to have a glimpse of the performance of all individual
sensors within the domain Dc: any network is a subset of this ensemble of sensors. In particular,
the networks considered in Section B.5.1 are composed of the best sensors (according to a
given indicator), whose positions can be inferred from the maps of detection probability Pmax
and saturation time tsat. The maps also give insights on the sensors sensitivity to several
parameters such as the emitted quantity, the dispersion, and the rain. They allow to address
the following questions: to what extent do the conclusions of the study depend on the simulation
scenarios? How to choose the best scenarios in order to be representative of the networks general
performance?
B.4.1 Influence of scenarios and meteorology
Only Dc is shown on the maps, and the borders of Dp are indicated when necessary. Figure B.4
shows the maps of detection probabilities for iodine and all meteorological cases for the buildings
protection scenario, and Figure B.5 for the small-units protection scenario. In the former
case, the Eulerian simulations are carried out with non-homegenous conditions (meteorology
and land-use), while the latter case corresponds to the Gaussian simulations, with constant
and homogeneous conditions. The sensors performance depends, quite obviously, on the wind
direction. While this is easily verified in the Gaussian results (Figure B.5), the “main wind
direction” is not so clear with the Eulerian model, due to the inhomogeneous and unstationnary
conditions (e.g., the wind turns from the west–north west to south direction in the case 2).
Meanwhile, the other characteristics of the dispersion (wind speed and turbulence strength)
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may have more complex effects on the results. The effects of a very low-dispersion case like
situation 2 are twofold: (1) higher concentrations, and (2) lower horizontal spread of the emitted
plume. The former has consequences similar to a small increase of the emitted quantity: there
are more effective sources, and Pmax is higher at the downwind part of the domain, which results
in a more homogeneous map of detection probabilities. Conversely, the medium-dispersion case
(situation 3) results in higher discrepancies between the sensors. On the other hand, a lower
plume spread leads to a decrease in the number of effective sources as well as in detection
probabilities (a narrower plume reaches fewer sensors).
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Figure B.4: Regional scale: Map of maximum detection probability (percent) for all sensors in
the domain Dc and the four meteorological situations. The black dots are the positions of the
30 sensors having the highest detection probability.
The main differences between the two scenarios are due to the additional constraint in the
buildings protection case (Section B.3.2): a sensor successfully detects a source only if it does so
before the pollutant reaches Dp. Thus, sensors within Dp show a very low detection probability,
and the best sensors according to Pmax are located near the boundary of Dp (more or less
upwind). On the contrary, in the units protection scenario, Dc = Dp, and the sensors with the
highest detection probability are placed at the farthest end of the domain, downwind. The maps
of tsat, not shown here, are exactly the “reverse” of the Pmax maps in this case: the farthest
sensors also have the highest saturation times. This suggests that coupling the two indicators
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(a) Situation 0 (b) Situation 1
(c) Situation 2 (d) Situation 3
Figure B.5: Local scale: Map of maximum detection probability (percent) for all sensors in the
domain Dc and the four meteorological situations. The black dots are the positions of the 30
sensors having the highest detection probability. The dashed line is the boundary of Dp.
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could lead to a good compromise, if a time criterion had to be applied in this scenario.
B.4.2 Emitted quantities and loss processes
The maps of Pmax and tsat at regional scale are shown in Figure B.6 for the meteorological sit-
uation 1 and all species. It shows significant differences between the emitted species. There are
two possible reasons for these differences: (1) the emitted quantities and (2) the loss processes.
In meteorological situation 1, there is no wet scavenging: the only loss processes are dry deposi-
tion and linear decay. Since the two gaseous species have the same deposition velocities, and the
timescale of radioactive decay for iodine is several days, the differences between the maps for
GM and iodine are due to the emitted quantity (1 kg for iodine and 5 kg for GM, see Table B.3).
The biological species has the highest emitted quantity (10 kg), but it undergoes a significant
biological decay. Since all the processes involved in the dispersion are linear, the emitted quan-
tity would not be an important parameter but for the sensors threshold. Increasing the quantity
emitted by one source induces higher concentrations: the plume stays longer above the thresh-
old, and can be detected by sensors at farther distances (downwind or crosswind). Thus, the
maps of Pmax become more homogeneous, since a source is detected by almost all sensors, even
the farthest downwind (Figures B.6(c) and B.6(e)). This also leads to higher saturation times,
since farther sources are detected. This raises the issue of the number of effective sources (as
defined in Section B.3), which obviously increases with the emitted quantity. The size of Ds
should therefore be modified accordingly, to account for all possible sources. Otherwise, the
maps are not representative of the real sensors performance, and sensors placed downwind of
Dp show an unrealistic detection probability. This condition is verified for the situation 1 and
iodine, but not for all quantities tested here. In the rest of the paper, the reference species used
is therefore iodine.
Figure B.7 allows to assess the influence of loss processes (wet scavenging and dry deposition)
for the same emitted quantity: the maps of detection probability are shown for the biological
species and three diameters, for the meteorological situation 2 (with rain). The detection
probabilities of the coarsest particles are slightly lower, due to the strong scavenging, but there
are no significant differences otherwise.
B.5 Networks performance
In this section the performance of two types of networks is evaluated:
1. Networks composed of the sensors with the highest detection probabilities,
2. Networks defined with a geometry of concentric circles.
These networks are studied at local and regional scale, for all meteorological situations and for
iodine. The results for networks composed of the sensors having the best saturation times are
not shown, since they give an overall poor performance, except for an excessively large number
of sensors (over 200). This indicator is still, however, used to evaluate the networks behavior
with respect to time.
B.5.1 Networks defined with respect to detection probability
The networks evaluated in this section comprise the Nsensor sensors having the highest detection
probabilities (see Figure B.4 and Figure B.5 for the sensors positions with Nsensor = 30). For
13 networks with 5 ≤ Nsensor ≤ 100, the statistics described in Section B.3.3 are computed for
all meteorological situations.
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(c) Pmax for GM
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(e) Pmax for biological PM - diameter 0.5 µm
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Figure B.6: Maps of maximum detection probability (in %) and saturation time (in minutes)
for all sensors in the domain Dc and three different species – Meteorological situation 1 (low
dispersion, winter, daytime). The emitted quantities are: 1 kg of iodine, 5 kg of GM and 10 kg
of biological tracer for each diameter. The dashed line is the boundary of Dp.
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(a) Biological PM – diameter 0.5 µm (b) Biological PM – diameter 5 µm
(c) Biological PM – diameter 10 µm
Figure B.7: Map of maximum detection probability (percent) for all sensors in the domain Dc
and biological particle of three different diameters – Meteorological situation 2 (low dispersion,
summer, nighttime, rain). The dashed line is the boundary of Dp.
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Figure B.8 shows the networks performance against the number of sensors, for the four me-
teorological cases. The high detection probability of networks comprising a few sensors suggests
a good complementarity between the sensors (they do not detect the same sources), which is a
nontrivial fact considering the small sensors spacing. In the units protection scenario, however,
this complementarity is mitigated in cases when all the best sensors are located in one corner of
the domain Dc (cases 1 and 3—see Figure B.5). This “corner effect” is avoided in the buildings
protection scenario, since all sensors are placed around Dp—due to the time constraints—rather
than at the border of Dc. The detection probabilities are not very sensitive to the meteoro-
logical situation. Pmax for situation 2 is very high in both scenarios, despite the low detection
probabilities of individual sensors highlighted in Section B.4, especially at local scale. This may
be related to the narrow horizontal plume spread in this meteorological situation: each sensor
detects few sources, but it does not detect the same sources as its neighbors. In this situation,
Pmax therefore increases very rapidly with the number of sensors in the network.
In terms of saturation times, Figure B.8 shows the good performance of networks at regional
scale, compared to the values of tsat for single sensors. This is consistent with the different pat-
terns of the maps of detection probabilities and saturation times (Figure B.6): the sensors with
good detection probabilities are not the same as the sensors having the highest saturation times.
When increasing the number of sensors in the network, sensors with lower saturation times are
rapidly included, contrary to the local-scale scenario which shows scarcely any improvement in
tsat as the number of sensors in the network increases. One may also notice significant differ-
ences between the networks saturation times in both scenarios—compared to regional scale, the
values of tsat at local scale highly depend on the situation and are much higher. This probably
comes from a slower horizontal diffusion in the Gaussian model than in the Eulerian model.
The overall performance of such networks in terms of detection probability is quite good
for all meteorological situations. The saturation times are relatively good (in comparison to
single sensors) at regional scale, but this indicator depends too much on the situation to be
reliable by itself. These results suggest that a practical way to design a detection network
would be to choose a required minimum detection probability, and to adjust the number of
sensors in the network in order to decrease the saturation time if necessary. The resulting
network should then be tested for several dispersion conditions, and compared to the “best”
networks for each situation, as done in Section B.5.3 where the robustness of such networks
with respect to meteorological variations is assessed.
B.5.2 Networks defined as concentric circles
In the buildings protection scenario, one or more concentric circles are placed around Dp, with
a constant distance between two circles. The first circle (internal circle) has a radius Rmin,
and the last one (external circle) has a radius Rmax. The total number of circles is denoted
Ncircle. Either the number of sensors per circle N
0
sensor is constant, or, alternatively, the distance
between two sensors lsensor is fixed (then, the number of sensors increases with the circle radius).
In the former case, the total number of sensors in the network is
Nsensor = N
0
sensor ×Ncircle . (B.12)
In the latter, the number of sensors is
Nsensor =
Ncircle∑
i=1
2 π Ri/lsensor , (B.13)
where Ri is the radius of the circle i: Ri = Rmin if i = 1 and Ri = Rmax if i = Ncircle. For
example, figure B.9 shows two possible configurations (for 3 circles), one with a given N0sensor
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(c) Pmax, local scale
0 20 40 60 80 100
Number of sensors
0
10
20
30
40
50
60
70
N
e
tw
o
rk
 s
a
tu
ra
ti
o
n
 t
im
e
 (
m
in
u
te
s
) Situation 0
Situation 1
Situation 2
Situation 3
(d) tsat, local scale
Figure B.8: Performance of the networks defined with the sensors having the highest detection
probabilities against the number of sensors, for all meteorological situations, at local and regional
scale. The species is iodine.
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(a) Sensors position for 10 sensors per circle
(N0sensor = 10.)
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(b) Sensors position for a constant distance
between 2 sensors equal to 3 km.
Figure B.9: Sensors positions for two network configurations with 3 concentric circles of radii
2.5 km, 5.75 km and 9 km. The dashed lines represent the boundaries of the protected domain
Dp.
and one with a given lsensor. To assess the performance and the robustness of such networks,
we study the sensitivity to variations of three parameters: the number of circles, the number
of sensors per circle, and the distance between two sensors. The circles are of radii comprised
between Rmin = 2.5 km and Rmax = 9 km. The circles center is the center of Dp. Figure B.10
shows the results for the following variations:
• Figures B.10(a) and B.10(b): the number of circles Ncircle varies between 1 and 9 circles,
with a number of sensors per circle equal to N0sensor = 5,
• Figures B.10(c) and B.10(d): the number of sensors per circle N0sensor varies between 1
and 14 sensors, with a number of circles equal to Ncircle = 3,
• Figures B.10(e) and B.10(f): the distance between two sensors lsensor varies betweent 2 km
and 14 km, with a number of circles equal to Ncircle = 3.
The evolution of Pmax and tsat is represented against the total number of sensors in the
network, given by Equation B.12 in the first two cases, and by Equation B.13 otherwise. This
allows to compare the performance in several configurations for a given number of sensors. It
can hereby be observed that the detection probabilities reach 100% in all the configurations for
10 sensors or more. The detection probabilities also are very insensitive to the meteorological
situation. Although the saturation times are more sensitive to the meteorology, the variation is
very small with 12 sensors or more, which demonstrates a better robustness than the networks
studied in Section B.5.1. The results are not sensitive to Ncircle, as long as there are at least
two circles (Figures B.10(a) and B.10(b)), and a large enough number of sensors per circle
(here, 5 sensors). Indeed, the networks performance is much lower with less than 4 sensors
per circle (Figures B.10(c) and B.10(d)). With more than 4 sensors, one may have at least one
sensor placed in each direction, preventing the dependence to the wind direction, and allowing a
sufficient scatter of the sensors. Placing the sensors at constant intervals induces slightly better
performance (Figures B.10(e) and B.10(f)).
Whatever constraint may be put on the circles, the sensors are scattered throughout the
domain and they are therefore very complementary, which enhances the network efficiency.
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between 1 and 9.
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(b) tsat against Nsensor = 5×Ncircle. Ncircle varies
between 1 and 9.
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(e) Pmax against Nsensor given by Eq. B.13
(Ncircle = 3). lsensor varies between 2 and 15 km.
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(f) tsat against Nsensor given by Eq. B.13
(Ncircle = 3). lsensor varies between 2 and 15 km.
Figure B.10: Networks detection probability and saturation time with respect to Nsensor for
several configurations in circles. The circles radii are comprised between 2.5 km and 9 km.
In B.10(a) and B.10(b), the number of circles varies, for 5 sensors per circle. In B.10(c) and
B.10(d), the number of sensors per circle varies, for 3 circles. In B.10(e) and B.10(f), the
distance between two sensors lsensor varies, for 3 circles.
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However, it is noteworthy that the performance is less dependent on the actual constraints
on the circles than on the minimum number of sensors. One conclusion is that this method is
efficient if enough sensors are available—otherwise, it is advocated to place the sensors according
to their individual detection probabilities, like in Section B.5.1. Another conclusion is that other
construction schemes, based on geometric constraints, may be efficient. For instance, simply
enforcing a minimum distance between the sensors, without any shape constraint, could be an
efficient scheme, combined with a selection based on the detection probability. While considering
the inclusion of a new sensor in the network, the detection probability may also be redefined so
as to account only for the sources not detected by the network (i.e., the sources already detected
would be discarded in Equation B.7).
B.5.3 Networks sensitivity to wind variations
The effect of small variations in wind speed and direction is studied, to determine the networks
sensitivity to meteorological measurement errors or to small variations in time. For that pur-
pose, meteorological case 1 is taken as a reference, and we study variations of wind speed v
between −35% and +35%, with a 5% step, which should account for measurement errors. In
the same way, the wind angle varies from −25◦ to +25◦ with a 5◦ step. The networks studied
in Section B.5.1 for situation 1 are evaluated for each new wind speed or angle variation. The
networks defined in Section B.5.2 would of course be insensitive to angle variations, although
their performance could be affected by changes in the wind speed. Figure B.11 shows the in-
fluence of wind speed variations at local and regional scale. The mean (of Pmax or tsat) on all
meteorological situations is shown, along with the range of variations (minimum and maximum
values on all perturbed simulations). At both scales, the detection probability Pmax is scarcely
influenced by the wind speed variations. At local scale, tsat increases by 40% when the wind
speed decreases by 35%, for Nsensor = 10. The saturation time is, once again, the more sensitive
parameter, especially at local scale. Figure B.12 shows that variations in the wind angle has
similar effects. However, Pmax is also affected by the variations at local scale: it may decrease
by up to 10%. This sensitivity study is typical of the evaluation to be carried out in practical
cases for a given network configuration and a given scenario. It shows the robustness of the
networks to wind variations, especially in terms of detection probability, even when they are
not placed in concentric circles.
B.6 Conclusions
We investigated the use of monitoring networks for protection purposes, in a military or home-
land security context, without constraint on the source location. Two scenarios were addressed,
a buildings protection scenario and a small-units protection scenario. Indicators aimed at repre-
senting the protection ability of such networks, accounting for all possible harmful sources, were
designed—the detection probability and the saturation time. They were evaluated for several
meteorological situations and emission characteristics. The detection probability proves to be
a reliable indicator, whereas the saturation time is too dependent on the dispersion conditions
and the emitted quantity. Although it provides some measure of the behavior with respect to
time, other indicators should also be tested, such as the averaged value of the arrival times on
all sources (instead of the maximum value). In cases when the time of response is critical, one
may also impose a minimum time between the source detection and the actual contamination
of Dp. This study also highlights the need for appropriate sizes for the simulation domain, so
as to ensure that all effective sources are taken into account for a given emitted quantity and
meteorological situation. However, the networks should accommodate meteorological variations
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(a) Network detection probability – local scale
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(b) Network saturation time – local scale
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(c) Network detection probability – regional scale
0 20 40 60 80 100 120 140 160
Number of sensors
4
6
8
10
12
14
16
18
20
N
e
tw
o
rk
 s
a
tu
ra
ti
o
n
 t
im
e
 (
m
in
u
te
s
) reference
mean
min
max
(d) Network saturation time – regional scale
Figure B.11: Influence of wind speed variations: evolution of the mean detection probability and satu-
ration time with a wind speed variation between −35% and +35%, at local and regional scale. Reference
is the situation 1. Networks are defined with the sensors having the highest detection probability.
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(a) Network detection probability – local scale
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(b) Network saturation time – local scale
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(c) Network detection probability – regional scale
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(d) Network saturation time – regional scale
Figure B.12: Influence of wind angle variations: variations of detection probability and saturation
time with a wind speed variation between −25◦ and +25◦ at local and regional scale. Reference is the
situation 1. Networks are defined with the sensors having the highest detection probability.
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(wind speed and direction, rain) without a total loss of performance, which ensures that a few
well-chosen meteorological situations should be representative of a network protection ability.
Finally, two methods to design an efficient network were evaluated: (1) taking the best sensors
according to the detection probability, and (2) placing the sensors into circles around the pro-
tected domain. Placing the best sensors according to the saturation time gave poor networks
performance, and was therefore not further investigated. While the first method depends on the
wind direction, which makes it more suitable for the units protection scenario (real-time sensors
siting), the second gives good results for the protection of larger areas containing buildings.
Imposing a sufficient scattering of the sensors is a critical condition to ensure complementarity
between the sensors and thus good performance for a reasonable number of sensors. This can
be achieved by means of indicators coupling (e.g., choosing the sensors with constraints on both
the detection probability and the saturation time), by imposing a minimum distance between
two sensors, or by discarding any source already detected by a network when computing the
statistics of a sensor to be included. A good scattering is also ensured by designing the network
with concentric circles, if enough sensors are available.
The next step of such a study could be a network optimization that would maximize a
statistical indicator on all sources and meteorological situations. Another perspective is the
optimization of networks for the characterization of a source (place, date and quantity) through
inversion methods. Finally, it would also be useful to extend this study to the prediction of the
zones contaminated by a given source.
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