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ABSTRACT
A scanning ion microbeam is controlled and the resulting data captured by a software 
configurable instrument consisting of a small cluster of INMOS Transputers and a 
user interface programme running on a UNIX workstation. Communication between 
Transputers and the workstation is via Ethernet using a number of standard protocols. The 
" openness " of the design philosophy is such that much of the work may be applied to other 
applications /  computer systems. One of the aims of the project is to transfer much of the 
conventional hardware associated with ion beam analysis to software on the Transputer.
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CHAPTER 1 
THE OPEN INSTRUMENT CONTROLLER
Introduction
The " Open Instrument Controller " is a data acquisition and control system using a 
cluster of transputers which has been developed for the purpose of two and three- 
dimensional elemental mapping of a sample using RBS (Rutherford Back-scattering 
Spectrometry) or PIXE (Particle-induced X-ray Emission) analytical techniques.
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Figure 1.0 Scanning microbeam arrangement at Surrey.
Scanning microbeam
Figure 1.0 shows the experimental set-up at Surrey, a scanning microbeam on the 
target is used to collect data for a variety of analytical techniques. Electrostatic 
scanning is provided by 'my_Interface controller'. This controller is also used to 
collect the resulting data from the target. A 'busy' signal from the ADC is used to 
gate the scaler, such that the scaler represents the real charge collected by the 
controller and not the total charge received by the target.
Figure 1.0 shows 'the open instrument controller' together with the 
application (control of an Ion Beam Analysis instrument). The open instrument 
controller is formed by 'my_Interface controller', the SUN computer, and the 
software, which is detailed in the following chapters.
Micro Ion Beam Analysis
This work describes hardware and software which is used to control the beam and 
collect the data in an Ion Beam Analysis (IBA) instrument with a scanning 
microbeam.
IBA is a cluster of analytical techniques which use energetic ion beams 
(typically 2 MeVH+ or 1.5MeVHe+) to excite various signals in the target being 
analysed. Elastically back scattered ions carry information about the elemental 
composition with depth of a thin film target. This technique is known as Rutherford 
back scattering, after Lord Rutherford, who was the first, in 1910, to calculate the 
size of the atomic nucleus from observations of nuclear back scattering of alpha 
particles. Characteristic X-rays are used to give rapid quantitative, multi elemental 
analysis of the composition of the target from major elements to trace elements at the 
ppm level this is known as PIXE[1]. Finally proton beams at these energies are 
sufficiently energetic to overcome the coulomb barrier and react with the nucleus of 
the target atom being struck. These reactions can give rise to (for example)
characteristic gamma rays. This technique is known collectively as Nuclear Reaction 
Analysis. IBA is now a mature field well described in the literature[2].
Thus, IBA may be used with a variety of different analysis beams and beam 
energies, using any of a number of different types of detectors together and 
separately. The detectors themselves may have different configurations (for example 
the scattering angle for RBS or the X-ray filter for PIXE ). The analysis instrument 
must build in flexibility for the analyst both as initial setup conditions and during the 
analysis session itself.
All the detectors in use are backed by standard nuclear spectrometry 
electronics to sort each event into the appropriate channel of a 12 bit ADC. A 
scanning microbeam must then collect the data into a cube (fig 1.1) consisting of a 
spectrum (fig 1.2) per pixel, this needs to be repeated for each detector.
Data handling
These cubes of data are very large . Our 10|xm microbeam scanned over 
1mm square would give a map of 100 * 100 pixels (ten times more for the best 
spatial resolution ) , and in each pixel is one spectrum per detector. For RBS and 
PIXE, spectra containing 512 channel are common ( utilising 9 bits of the ADC ) but 
for NRA using He+ ions it is not uncommon to collect 4K spectra (utilising 12 bits 
of the ADC ). Thus one cube could easily take 16 Mbytes of memory space.
Some microbeam systems have been built[3] which collect the whole cube 
and analyse the data off-line. These systems tend to be hardware intensive and suffer 
from inflexibility. Also the question of how to extract useful information from the 
collected data is left for a later time.
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Figure 1.2 Spectrum Data
The advantages of collecting the whole data cube should be mentioned. First 
some samples are beam sensitive, and make analysis unrepeatable. If the sample is 
valuable then all possible data should be collected, with interpretation, left for later . 
Secondly with a microbeam of around InA of beam current the data rate is not veiy 
high, and data collection times of the order of 1 hour are common . Thus to make the 
most of the expensive beam time the analyst may want to keep all the data.
Finally, even if the analyst is able to interpret the data on-line he may want to archive 
the whole cube, with optical WORM drives available this is now feasible. However, 
we believe that the power of microbeam analysis is precisely in giving the analyst the 
means to make quantitative on-line judgements about which data are appropriate to 
collect. He must be able to watch maps of various quantities as the data collection 
proceeds so that the collection parameters can be adjusted as necessary. This 
instrument has been designed and built to maximise reconfigurability, to the existent 
from other applications / instruments may evolve from this basic design.
Open systems
The requirement for the in - house manufacture of hardware, and the proliferation of 
acquisition and computer systems led me to consider the whole concept of instrument 
design. Until recently, the standards established for use in the computer industry by 
the various international bodies were concerned primarily with either the internal 
operation of a computer or the connection of a local peripheral device. The result 
being that hardware and software communication offered by manufactures only 
enabled their own computers and systems to exchange information. Such systems are 
known as "closed systems" [4] since computers from other suppliers cannot exchange 
information unless they adhere to the (proprietary ) standards of a particular 
manufacturer. In contrast manufacturers which comply to international standards 
especially those related to networks and associated standards, manufacture
equipment which may be connected to non proprietary systems, the resulting system 
is then known as an "open system" [4]. It is this philosophy which I have tried to 
apply to the design of the " open instrument controller " . All in - house hardware and 
software has been designed to be compatible with Ethernet which enables a choice of 
computer platforms to be used, and a range of applications which may be tailored 
around this one instrument. The application specific parts of this instrument are 
summarised in table 1.
Module Application Specific Features Open Features
UNIX Interface
Transputer /  Ethernet 
Interface
transputer Application
Interface board
Details of Menus
None
800 lines of Occam
Bus for ADC output
X windows. Menu 
structure
Ethenet protocols in 
libraries. General 
protocols.
Occam highly suited 
to hardware 
emulation
Transputer links for 
Data transfer to other 
devices
table 1
Table 1 shows a list of resulting parameters from this instrument some are related 
specifically to this application and others are of a more general nature allowing other 
types of instruments to be constructed readily by an applications programme writer. 
For example with very few changes the 'open instrument controller' could be used to 
control a ' scanning tunnelling microscope'.
Dissertation Format
The following chapters describe 'the open instrument controller' in detail. Chapter 2 
gives an overview of the system design (system design relating to the open instrument 
controller not the Ion Beam Analysis application). Each module of 'the open 
instrument controller' is described including the nuclear spectrometry electronics. 
This chapter is intended to give the reader an overall understanding of the system.
Chapter 3 details all the in-house hardware which has been designed and 
built at Surrey for this project. The hardware modules described are 'my_Interface 
controller', and the 'high voltage scan amplifier'.
Chapter 4 covers aspects about the transputer, including 'Occam' the 
programming language for the transputer.
Chapter 5 describes the software which has been written for the transputer 
and the SUN workstation. This chapter details not only the application software but 
also the network communication software necessary for the transputer to 
communicate with the SUN computer.
Finally chapter 6 displays the results obtained with 'the open instrument 
controller'.
CHAPTER 2 
SYSTEM OVERVIEW
2.1 System design
Figure 2.1 shows an outline of the current system design. In such a system data from 
the three ADCs (analogue to digital converters) is processed and packaged by the 
my_Interface controller and sent to the transputer via the transputers links. Concurrent 
with this, the transputer card sends the x, y positional data to the x-DAC and y-DAC 
(digital to analogue converter) respectively . At the same time the transputer cluster 
communicates with the workstation (via Ethernet), receiving information from the 
keyboard and passing information to the real-time display. Therefore, it is possible to 
view a 'map' image and spectra data while acquisition is taking place. This makes it 
possible for the user to observe data collection in real time and, perhaps, abort an 
acquisition based on the state of the current data acquired.
Acquisition time can be as low as 64 qs per point or pixel, and it could be set 
in the range from 64 p.s to several seconds (in multiple of '64 |is' intervals). At the end 
of the acquisition the total acquired data is displayed on the screen as a map and 
selected energy spectra. In addition 'spectra' and 'map' files are made available to the 
user for off-line analysis . The size of the 'map' file may be up to 1024 x 1024 pixels 
of 8 - 16 bits deep. It is limited by the amount of memory on the transputer (currently 
8 Mbytes) and the size of the display. The upper bound limit of the micro beam 
control image resolution depends on the scanning resolution, which is currently up to 
4095 pixels, should there be sufficient transputer memory to deal with the size of 
this im age.
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Figure 2.1 Organisation of ' instrument' system
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Figure 2.2 The system part developed in the project
Figure 2.2 shows the transputers and my_Interface controller that, together 
with the transputer software, form the basis of the sub-system developed in this 'open 
instrument controller project'. In conventional terms this would be represented by a 
'crate' of hardware modules, typically a multichannel analyser and a timing generator 
together with a number of other modules. In the current system all processing 
functionality is defined in Occam (see software design and listing for more detailed 
information).
When looking at the overall design of this project it soon becomes apparent 
that many things happen in parallel, e.g. increment the beam to the next location on 
the command of a timer or clock, and at the same time input data from a number of 
detectors. This, of course, is true of most designs and most electronics designers 
would recognise this familiar problem, i.e. this part of the circuit does this and this
10
part of the circuit does that. However, it is a problem which is not seen by most 
programmers since the computer normally needs to be fed a problem in serial form 
e.g. do this, then this. This is a problem because, in keeping with current trends, I 
wanted to make much of the hardware in this project programmable with a minimum 
number of chips.
This design philosophy hopefully makes upgrading and modifications easier for 
researchers and others, who wish to make changes to their system without getting 
involved directly with the hardware. What was needed for this open instrument 
controller was a configurable black box with parallel thinking, that was 
programmable. Fortunately, a company called INMOS seems to have the answer in a 
device called the transputer. The transputer is now finding several real time 
applications as more and more designers start to think parallel.
2.2 Nuclear Spectrometry Electronics
(i) Particle Detector
A  simplified schematic of the particle detector used for the Rutherford back scattering 
analysis [5] is shown in figure 2.3. A collimated beam of He+ ions is incident on a 
planar sample. Particles scattered to an angle of 0 are detected by a solid state nuclear 
particle detector as shown in figure 2.4.
Figure 2.3 shows the schematic diagram of the surface barrier nuclear 
particle detector similar to the type used at Surrey. The upper portion of the figure 
shows a cut-away sketch of a silicon disc with a gold film mounted in the detector 
housing, the lower portion shows an alpha particle, as He+ ion forms holes and 
electrons over its penetration path. The energy band diagram of a reverse biased 
detector shows the electrons and holes swept apart by the high electric field within the 
depletion region as shown in figure 2.3. The nuclear particle detector operates by a 
collection of electron-hole pairs created by the incident particle in the depletion 
region of the reverse bias Schottky barrier diode, generating an output proportional to 
the energy of the incident particle.
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Figure 2.4 Particle Scatter at Angle 0 (Particle Detector)
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The statistical fluctuations of the number of electron hole pairs produces a resulting 
spread in the output signal giving a finite resolution (see notel). The energy 
resolution values of 10-20keV for full width half maximum (FWHM) for MeV He 
ions can be obtained with conventional electronic systems, for example, back 
scattering analysis with a 2.0 MeV ^He+ particles can readily resolve isotopes up to 
about a mass of 40 ( chlorine isotopes, for example). For target masses close to 200 
the mass resolution is about 20, which means that one cannot distinguish between 
atoms of 181Ta and 201Hg. In back scattering measurements the signals from the 
semi-conductor detector electronic system are in the form of a voltage pulse. The 
amplitude of the pulses are proportional to the incident energy. The pulse analyser 
stores pulses of a given amplitude in a given voltage bin or channel (hence the 
alternate description "multi-channel analyser"). The channel numbers are calibrated 
in terms of pulse amplitude and, hence, there is a direct relationship between channel 
number and energy. Since channel numbers are equatable to the pulse amplitude any 
'electronic noise' from the detector or other electronics will give rise to channel noise, 
thus limiting the energy resolution of the system.
(ii) Pre-Amplifier
The output of the nuclear particle detector is connected directly to the pre-amp. 
Typically the pre-amp is charge sensitive, that is its output is proportional to the 
current times the time or the total number of electrons. Since the detector output is 
proportional to eV the combined transfer function of the detector and the pre-amp is 
V/eV. In a practical system this gain is in the order of 40mV/MeV.
The charge sensitive loop [6] shown in figure 2.5 is essentially an operational 
amplifier with capacitive feedback. The value of the feedback capacitor (Cf) is 
normally one pf, this gives a conversion gain of 45mV/MeV. Decreasing the value of 
Cf increases the gain, however, there is an upper limit, due to the stray capacity of the 
system. This limit is in the order of about 0.1 to 0.2 pF.
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(Hi) Amplifier and Pile up Rejector
The purpose of this amplifier is to shape the input pulses from a pre­
amplifier, into a form which the analogue to digital converter (ADC) can use, 
however, before the ADC can digitise the height of the input pulses originating from 
the pre-amp a number of signal process operations have to be performed, such as pile 
up rejection, pole zero cancellation, and base line restoration.
Pile up rejection.
Pulse pile up is caused when a second pulse arrives before the first pulse has 
decayed (see figure 2.6). Several techniques exist for pile up rejection, the main ones 
being delay line and differentiating pulse shaping amplifiers. Here we will only 
consider the latter since it is the most popular and has the best noise performance the 
former being more suitable for very high count rate systems (see figure 2.7 & 2.8).
There are still several problems after differentiation, first of all if the arrival time of 
the second pulse is less than the time taken for Ei (T) (of figure 2.8) to return to the 
base line, pile up will still occur, and the second pulse will have to be ignored. 
However, now the system will cope with a much higher count rate, since the slope of
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El (T) is steeper than that of the original Eo (T) (see figure 2.7). Secondly there is the 
problem of undershoot associated with the differentiation (figure 2.8). Undershoot 
can be overcome by a method known as pole zero cancellation .
(iv) Pole Zero Cancellation .
Pole zero cancellation [7] is a method for eliminating pulse undershoot after a 
differentiating network. In an amplifier not using pole zero cancellation (figure 2.8) 
the exponential tail on the pre-amplifier output signal is typically 50|iis-150ms, this 
causes an undershoot whose peak amplitude is roughly determined from.:-
undershoot amplitude differentiation time
differentiated pulse amplitude = pre-amplifier pulse decay time
For a Ifis differentiation time and for a 50jis pulse decay time the maximum 
undershoot is 2% with a 50|is time constant. Under overload conditions this 
undershoot will be large enough to saturate the amplifier for a considerable 
proportion of the pulse time causing excessive dead time. This effect can be reduced 
by increasing the pre-amplifier pulse decay time (which generally reduces the count 
rate capabilities of the pre-amplifier) or compensating for the undershoot by using 
pole zero cancellation. Pole zero cancellation is accomplished by the network shown 
in figure 2.9.
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In effect, the DC path across the differentiating capacitor adds an attenuated replica of 
the pre-amplifier pulse to just cancel the negative undershoot of the differentiating 
network.
The pulse now needs to undergo further filtering in consideration of the 
noise and the ADC. Figure 2.10 shows the response of a Gaussian pulse shape filter, 
in practice this is more difficult to implement compared with the active filter response 
shown in figure 2.11. This is an approximation to the Gaussian response, yet it is 
relatively easy to obtain with a practical amount of electronics. A slow rate of change 
at the peak of these wave forms makes it ideal for sampling by the ADC.
(v) Base Line Restoration
When a unipolar pulse is established from a filter or other AC coupled system, it 
may be necessary to make provision for baseline restoration. The base line which is 
a reference point (normally at 0 volts) will move around as a function of the input 
count rate ( due to the average charge in differentiation networks from previous 
electronics ). This gives an error in the apparent height of the pulses (see figure 2.12). 
There are two common solutions to this problem, the first one takes the form of a 
feedback mechanism, which introduces a positive offset (see figure 2.12 b) in order to 
correct the negative base line shift. The second solution is to generate a bipolar pulse 
with equal area above and below the base line (figure 2.13). For a given single event 
this condition is independent of count rate and so the base line is maintained at its 
reference position.
18
À volts
time >
(a)
volts
time >
(b)
Figure 2.12 Height Error Techniques
A volts
time >
Figure 2.13 Bipolar Puise Technique
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(vi) Analogue to Digital Converter
The purpose of the analogue digital converter (ADC) (when applied to nuclear 
spectroscopy) is to determine the acceptability of an input pulse, stretch the peak 
amplitude, measure this amplitude digitally, and provide parallel transfer of digital 
measurements to a computer (or in this case the instrument-controller). A typical 
input pulse would be from the shaping amplifier of a nuclear spectrometer and have a 
peak amplitude in the range 0-10 volts, and be semi-gaussian or delay line shaped, 
with a time constant between 0.25 and 30 |is.
Two criteria are used to determine the acceptability of each input pulse. One is time 
and the other is amplitude. After an input pulse has been accepted for measurement 
the ADC is busy and will not accept another input pulse until the first has been 
processed and transferred. A built in single channel analyser, with a lower and upper 
limit discriminator, can be adjusted to eliminate noise at the lower end while the 
upper level can be adjusted to eliminate high energy or spurious firing of the detector, 
subject to the type of detector.
In the particular case of the instrument-controller presented here the ADC used is a 
module supplied by 'Ortec' having a maximum resolution of 13 bits, giving 8191 
energy channels or bins. However, only 12 bits are used in the instrument-controller 
giving a maximum of 4095 energy channels.
20
2.4 My lnterface Controller Card
The purpose of this card is essentially to buffer and package the data from the ADC 
and provide some intelligent control mechanism for the data exchange between the 
interface card and the transputer cluster. The interface card also provides data 
processing on data originating from the transputers in order to provide the analogue 
signals which are ultimately used for ’scanning' the ion beam. This card will be 
described in more detail in chapter 3.
2.5 Transputer
This is the intelligent centre, controlling and interfacing all other elements. It controls 
the scanning of the beam, and interfaces to the particle detector and outputs the data 
in viewable form. It should be noted that the nature of the architecture and 
programming of a transputer means that the processes of scanning, acquisition and 
data presentation are executed concurrently. A cluster of INMOS 'T800' transputers 
has been used with software programming in Occam. The transputer features are 
described in chapter four.
2.6 High Voltage Beam Scanning
My_Interface controller card shown in figure 2.1 generates the necessary 
'scanning ' signals for the ion beam, however the output level is only in the range of 
OV to + 10 V . This is insufficient to scan the ion beam directly , which typically 
requires something in the order of OV to +2kV. It is therefore necessary to have a 
' scan amplifier ' , which in this project has been implemented using a ' valve ' 
because of the simplicity of the design. The design of this amplifier is covered in 
more detail in chapter 3.
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2.7 User Interface
Increasingly the user interface is a prominent part in any design. In this 
project a lot of effort has gone into the user interface and associated communication. 
This is especially important for the ' Open Instrument Controller ' because of the 
' Open system ' [4] design philosophy, which allows a choice of computer systems 
with little change to the basic design. Currently the user interface runs on a SUN 
workstation within an X.windows programming environment. It should be mentioned 
that the user interface together with the network communication represents some 80% 
of the total software effort of this project. Details of the overall software design can 
be found in chapter 5, with the appropriate software listing in the appendix .
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CHAPTER 3 
HARDWARE
3.1 Overview
The electronics hardware of this project consists of three main sections, the first of 
these being the interface controller card which was designed and constructed in the 
previous months by myself. The main function of this card is to 'drive' a x, y 
deflection system of the ion beam, and to collect and package data for transmission to 
the second section in the system, a cluster of 3 transputer cards . The transputer cards 
reside on a 'mother' board inside the " micro controller " module together with the " 
interface controller " card (figS.O). The transputers are responsible for most of the 
processing required for the controller, by way of two Occam programmes called 
"NETCOMS.OCC" and "APP3.0CC" which I have developed.
data
in
— /
12
Interface
buffer
PAL control
Transputer
Link
X out
Y out
Figure 3.0 Block diagram of interface controller
The third section is a 'high voltage' amplifier box with some specialised facilities to 
aid scanning. This amplifier box was also developed by myself as a way of 
overcoming inadequate power supplies which are currently used for manual scanning 
operations on the ion beam instrument. It was not possible to purchase specialised 
high 'slew rate' power supplies due to current budget limitations.
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3.2 Design Specification of the Instrument-Controller
Beam control
X deflection 
X step size 
Y deflection 
Ystep size 
Pixel Dwell time
0-4095 pixels 
0-4095 pixels 
0-4095 line 
0-4095 pixels
64 p.s min. - 2 second approx
Acquisition section
Image size (Maps)
Image size file 
Spectrum data
Acquisition time
128 X 128 (tile) moveable 
(real-time display) size upto 
1024 X 1024 upto 10 Maps
currently same as the real-time image
any point of area within 
4095 X 4095 boundaries
set by pixel dwell and image size
High voltage scan amplifier
slew rate 300V/mS 10% to 90%
settling time for 500V step input 40 p.S to 5%
noise and ripple IV max at 2kV out equ. to 2 L.S.B of 
the range.
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3.3 My_Interface Controller Card
(i} Design philosophy
The overall design philosophy of this card has been to keep the hardware as flexible 
as possible transforming some of the functionality and nearly all of the 'logic' to 
'firmware' in programmable logic devices. This is not only in line with current trends 
but also makes future upgrades easier.
The ADCs used for analogue signal processing as described in Chapter 2 were 
supplied by 'Ortec'. This company makes a range of scientific instrumentation 
modules which 'plug in' to a standard racking system called a 'nim-bin'. It was 
therefore sensible to design the " interface controller card " to the same standard, 
hence the proprietary modules and my own module would all fit in the same rack.
The initial concept of "interface controller card" communicating with the transputer 
was by way of the external memory interface on the transputer. Although this has 
some performance advantages over using the transputer links, it also has several 
disadvantages such as making it specific to one transputer system. In addition timing 
relationships between system and other processes have to be observed and 
maintained.
The implementation of communication chosen for this project is by use of transputer 
links. Since every transputer has four links it means this method is very 'open' and 
may be used with a number of different transputer systems, e.g. A transputer card 
running on a 'UNIX' system or a transputer card specifically for a PC or a network .
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(a) Data Path Description
The following section describes the data flow on the acquisition side of the card and 
the scan output provided by the DACs for beam scanning, abstracts are made of the 
circuit diagram, the full circuit diagram is included in (Appendix A).
IC I4 and IC I5 are clocked latches (see figure 3.1) and hold the incoming data from 
one of the ADCs (channel 0 ). There is provision on the card for up to three channels, 
chO, chi and ch2, all accepting independent data from three different ADCs.
Currently the ADCs share a common data bus and hence only one pair of latches are 
used (ICI4 and IC I5) (see figure 3.3). Because all the ADCs can receive analogue 
data in parallel, but can only be 'read' in sequence some form of request /  grant 
management system is required. The management of Strobes and other timing cycles 
for the ADCs and the latches are handled by 2 PALs (Programmable Array Logic). 
IC9 and IC21. This will be described in more detail in a later section. An example of 
the necessary strobe required to run the 'Ortec' ADCs is shown in figure 3.2.
The ADCs signal to the controller card that data is ready for transfer on the data bus 
by asserting on a control line 'data ready' (see figure 3.2). This action signifies to the 
micro-controller which ADC is making the request, the controller then responds by 
sending the appropriate TX strobe back to the ADC. Data then appears on the data 
bus and is latched into the data latches IC14 and IC15. Finally, the controller asserts 
'transcom' which removes the 'data ready' strobe and data from the data bus. This 
action completes the data transfer cycle.
The resolution of the 'Ortec' ADC is selectable but to a maximum of 12 bits. These 
12 bits of data are combined with 2 bits of control data (labelled CHDO and CHDl in
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the drawing). CHDO and CHDl represent a code that identifies from which ADC 
the data has originated.
T.atch data P0-P15
IC15
(574)
IC14
(574)
Data LSB
Data MSB
cp /OE/OE
Event_st
Figure 3.1 ICI4 and ICI5 Clocked Latches
DATAREADY
TX STROBE
ACTIVE DATA LINES
TRANS COM
L
Figure 3.2 ADC Handshake Procedure
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ADC2ADClADCO
To micro contrôler (IC14&IC15)
Figure 3.3 ADC Common Data Bus (Latches IC14 and IC15)
The total 14 bit code then proceeds to the link adapters (INMOS) IC6 and IC8. Their 
purpose is to interface local (byte) data to the transputer link protocol (a two wire 
serial interface). (See figure 3.4).
Normally 'words' sent down a link adapter are sent as a number of bytes. In order to 
gain a 'speed improvement' in communications with the transputer two link adapters 
are used in order to send hi order byte and low order byte in parallel.
Since the link adapters are bi-directional one of the link adapters, the IC6 is also used 
to down load data from the transputer to the DACs in order to generate the scan.
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vcc ____
GND ______
CapMinus______
Clockin ^
Reset n-
S e p a r a te lQ _ ^
10-7
lAck
IValid
QO-7
QAck
QValid
LinkOut
Linkin Link
Input
Interface
Output
Interface
System
Service
Figure 3.4 Block Diagram of IMS CO 11 transputer Link in mode 1 .
The link adapters use a handshake system to ensure data is correctly received and 
transmitted, this is formed by the signals named LACK, LVALID and Q.VALID. 
When sending data to the transputer LACK, LVALID are used in the following 
manner.
The controller signals data is ready for transmission by setting LVALID high on the 
link adapter. When data has been received by the transputer, it sends an acknowledge 
to the link adapter, thus setting LACK high, the controller then removes LVALID, to 
complete the transmission. The control signals LACK, LVALID, Q.ACK, Q.VALID 
are derived from the PALs IC20 and IC9. These and other control signals relating to 
the PALs will be discussed in more detail in the control section (see Appendix B for 
PAL listing).
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Pixel vectors used for scanning the ion beam are computed in Occam in the 
application programme called ' appS.occ'. The computed vector is then sent down an 
Occam link (link 1) to a link adapter on the "interface controller" (IC6). Here the 
sequential data from the link is assembled into bytes ready to be latched into the 
appropriate DAC or the control register (IC21). A sequence of two bytes from IC6 is 
assembled to form a 16 bit word, 12 bits for the DACs and 4 bits for control. (See 
figure 3.5).
An internal counter buried in PALI (IC20) keeps track of the current byte number. 
Any byte received by the link adapter is loaded into both DACs and output control 
register. (IC21). Data can be stored in the DACs without being committed to the 
output, unless the DAC has the appropriate strobe from PALI (IC20). Each DAC 
receives its own control strobe, subject to the status of the control bits Q7-Q4 (see 
figure 3.6) of byte 1.
The control status register (CSR IC22) is not currently used but has been included in 
order to provide for beam blanking or wobble, or other extra facilities that may be 
required in the future. It also serves as an easy mechanism for interfacing new 
software improvements / modifications by allowing easy access to the outside world. 
Any value may be written to this register providing bit 7 of the byte is set to 1. 
Writing to the control status register currently writes to the simulation DAC (IC23).
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1st byte 2nd byte
Q7-Q4
0 7 6 5 4 3 0
Figure 3.5 16 Bit Word format for DAC and Control
Q7 Q6 Q5 Q4
0 0 0 0
0 0 0 1
1 * * *
XDAC
YDAC
Control Status Register.
Figure 3.6 Destination address provided by bits Q4-Q7 
(* don’t care)
The DACs used are DAC 811 from Burr-Brown. They give a voltage output for an 
offset binary code in e.g. 0 - 4095 corresponds to 0 - >  +10V out. Although these 
DACs are of the 'voltage out' type, an op-amp has been included in the output as a 
unity gain buffer in order to drive long lengths of cables. The resistors in the output 
of the Op-amp are required to maintain stability whilst driving high capacitive loads 
e.g. long lengths of coax cable.
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(in) PALs Management and Control
The management control and timing of the micro-controller interface card is entirely 
handled by three PALs (Programmable array Logic). PALI, PAL2 and PAL3, (IC20, 
IC9 and IC21) are 22V10 devices which are relatively small programmable arrays by 
today’s standards, however, they are cheap, readily available and furthermore, the 
University has facilities to programme these. Each device has ten macro-cells, one 
macro-cell associated with each output, these macro-cells can be programmed using a 
programming language called 'Palasm' although other PAL programming languages 
may be used.
The following is a description of the important aspects of the management control 
systems within the PALs. For clarity only the more complex functions will be 
described, while the more simplistic logic will not be described since this is usually 
simple combinations which are obvious. Full listing of the PAL code can be located 
in Appendix B.
(iv) Rotating Priority Encoder
This particular control function resides in IC9 and IC21. Its main task is that of 
fairness. Fairness is required because there could be up to three detectors all 
requesting the micro-controller. The simplest and most obvious solution here would 
be to use a 3 to 1 time division multiplexer, however, this is in itself 'unfair' since the 
channel detector with the lowest data rate would see the same timeslot as the channel 
with the highest data rate. Hence time is wasted on some channels which could be 
used more efficiently elsewhere. A good solution is to use a priority encoder. As the 
name suggests assignment to an input is now made on a request basis and on a 
priority weighting. The weighting of an input can be made to change, such that a 
'high priority' request, when granted, moves to the end of the queue thus acquiring the 
lowest priority weighting. This solution would seem to be the fairest, responding to 
all the detector inputs on a 'need' basis. Figure 3.7 shows a 'State' diagram of the
32
rotating priority encoder. Detector inputs are assigned State numbers, so that Detector
1 = 'State O' (Sq), Detector 2 = S% and Detector 3 = S2.
State numbers in the circles represent the current detector number being serviced. 
State numbers on the transition represent the conditions which are necessary to go to 
the nearest State next requesting input. From figure 3.7 it is clear that if all inputs are 
equally busy, then the system behaves like a multiplexer, counting round in a 
sequence:- Sq > S % > S% > Sq. If one or more detectors request inputs
at a faster rate than another detector then the 'service waiting' shifts in order to 
accommodate the faster rate detector.
S2./S1
/S0./S2
/SO ./S l%1./S2
SO./S2 /SO .Sl
SO
.Logic AND / Logic NOT
Figure 3.7 Rotating Priority Encoder State Diagram
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Rotating priority encoder. Code for IC9.
SDO := /SDl * /SDO * DP2 ---------  1
+ SDO * /SDl * /DPI * /DP3 -------- 2
+ SDl * /SDO * /DPI * DP2 ------- 3
+ /DPI * /DP2 * /DP3 * SDO -------- 4
SDO := /SDl * /SDO * /DP2 * DP3 -------- 5
+ SDl * /SDO *DP3   6
+ SDl * /SDO * /DPI * /DP2 ---------- 7
+ /DPI * /DP2 * /DP3 * SDl ---------- 8
Note:
:= Denotes logical assignment, 
+ denotes logical OR,
* denotes logical AND,
/  denotes logical NOT.
The above example is a section of code from IC9 for the rotating Priority Encoder. 
SDO and SDl are the state outputs, SDO being the least significant bit. These outputs 
not only grant a requesting channel, but also tell the software which detector the 
current data belongs to. In the code shown above DPI to DP3 represent detector 
request inputs, line 4 and 8 are included as 'holds', this holds the current state if there 
are no detector requests. Detector requests originate from another PAL IC21. During 
no detector requests, after a detector has been granted, IC9 'holds' on the last detector 
request. The 'hold' is necessary because the state machine formed by SDO and SDl is 
synchronous and runs on the system clock of 5MHz (200nS cycle time), whereas the 
ADCs cycle time is typically 1.2|iS or 6 clock cycles.
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3.4 High Voltage Amplifier
Part of the initial work of the micro-controller project was to investigate the 
feasibility of using the existing Wallis power supplies (type 5PMR2+A) which until 
now have been used for manual scanning of the ion beam machine. Figures PI to P6 
on the following pages show the results of this investigation. Typical requirements 
are for a map image of 128 * 128 pixels updated every 1 to 2 seconds, this fast update 
is necessary if the user is to make any real time assessments about the sample. This 
translates to 8 - 16 mS per line with a step size of 8 pixels and 500 volt line scan. 
Hence it is necessary for the power supply to ramp from 0 to 500V in 16 mS . Fig p5 
shows that this not possible from Ov. With an offset the performance does improve 
(fig p6), however this is about 20 times slower than the 'typical requirements' 
described above. Fig p i and p2 show other concerns such as settling time. It is quite 
obvious that only in the slowest 'scan' application would these power supplies be 
suitable. Budget limitations for this year prevented the purchase of a suitable supply. 
However, even if there were no financial constraints, technically such power supplies 
may prove difficult to find.
The requirement then was to find a high voltage amplifier that could perhaps be 
powered from the existing Wallis supplies with the following specification: 0 to +10V 
input —> 0 to 2kV output. Other important requirement are minimum noise and high 
slew rate.
After much consideration a workable solution was found (see figure 3.8). This circuit 
uses a 'valve' (EL360) in a class 'A' amplifier configuration. It is, of course, a little 
ironic that a project which concerns itself so much with some of the latest processing 
ideals and hardware relies on valves in order to output its results. However, in this 
application the valve is quite unrivalled due to its high voltage nature and low inter­
electrode capacitance which is important in this class of amplifier.
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P I /
Positive step output of wallis O-lOOv vert axis 50v/div 
Horiz O.ls/div. estimated settling time to 10% is 0.2s T_rise 10 
- 90% = 40ms.
P2/
positive step output of wallis O-lOv (norm) vert axis 5v/div 
horiz. 0.2s/div also seems to be some sort of offset error about 
3V . Estimated settling time to 10% = 0.6s T rise 10-90% 80ms.
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P 3 /
negative step output of wallis O-lOOv same conditions as 
(PI) except sign output switch set to negative.
i
P4/
positive step output of wallis 0-200v step vert axis 
lOOv/div, horz 0.2s/div. estimated settling time to 10% 0.2s 
T rise 10-90% = 40ms.
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Other classes of amplifier could be designed, typically class 'B* which could use 
bipolar transistors although, the difficulties in making this reliable in an experimental 
set up and the difficulties of isolation to drive the 'top’ high voltage transistor, would 
almost certainly make this a small project in itself.
Fig 3.8 shows the valve in a control loop formed by: OPl, R3, R2 and TRl. TRl is 
used as an amplifier because of the range of voltage necessary in order to drive the 
grid of the valve, typically up to 50V of drive. The cathode of the valve is taken to a 
negative potential of about -40V in order to ensure it is possible to obtain OV out and 
have some volts across the valve. At the other extreme, to obtain 2kV out, requires 
2.2kV input from the Wallis power supply due to the approximate 10% drop caused 
by the feedback resistor R3.
The closed loop gain of the circuit is approximately 200 formed by R3 and R2, this 
corresponds to the requirements of +10V input —> + 2kV output. In terms of the X or 
Y DACs, value 0 on the DAC corresponds to OV out of the valve box and value 4095 
corresponds to +2kV out.
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CHAPTER 4 
THE TRANSPUTER
4.1 Transputer Introduction
Many high performance processors are able to handle more than one process 
concurrently but not so many are capable of performing this task at a speed which is 
necessary for a fast real time acquisition system especially when considering fast 
interrupt response times. This is an area in which the transputer is particularly good, 
with typical response times being of the order of 1 |xs.
Another important consideration in the design of such a system is the processor 
architecture. Here again, the transputer is well suited to this application because of its 
close relation with Occam, the transputer programming language, which allows good 
hardware models to be written in software. This means that traditional hardware 
modules that would be 'plugged' into some form of 'crate' to form a system can now 
be modelled in software and 'plugged' into the transputer. As the performance 
requirements increase on the system, so additional transputers can be added to the 
system with no significant changes to the software or the overall design.
(i) What is a transputer ?
The transputer is a programmable VLSI device [8] with communication links for 
point to point connection to other transputers, thus exploiting concurrency by using 
other identical devices, each of which is customised by an appropriate programme. 
The programming language used for the transputer is Occam. Occam is a language 
which enables a multiprocessor system to be described as a collection of processes 
which operate concurrently and communicate via named channels. A transputer can 
be regarded as an Occam process and therefore an array of transputers is to all intents 
and purposes no different to an array process in Occam.
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The transputer can be thought of as a micro-computer rather than a microprocessor 
since the transputer contains CPU, memory and communication links on a single 
chip.
As can be seen from figure 4.1, a transputer internally consists of a memory, 
processor and communications system connected via a 32 bit bus. The bus also 
connects to the external memory interface, enabling the use of additional memory. 
The CPU memory and communications system only occupy a surprisingly small 
amount of the total silicon area, the remainder being used for external connections, 
clock generators and power distribution.
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Figure 4.1 T800 Internal transputer Architecture
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The CPU of the transputer contains three registers (A, B and C) which form a 
hardware stack. Loading a value into the stack pushes B in C and A into B, before 
loading A. Storing a value from A, pop B into A and C into B. These registers are 
used for integer and address arithmetic. Similarly, the FPU includes a 'three register' 
floating point evaluation stack, containing the AF, BF and CF registers. When values 
are loaded onto, or stored from the stack, the AF, BF and CF registers push and pop 
in the same way as the A, B and C registers.
The addresses of floating point variable are formed in the CPU stack and values are 
transferred between the addressed memory locations and the FPU stack under the 
control of the CPU. As the CPU stack is used only to hold the addresses of the 
floating point values, the word length of the CPU is independent of that of the FPU. 
Consequently, it would be possible to use the same FPU together with a 16 bit CPU.
The transputer scheduler provides two priority levels. The FPU register stack is 
duplicated so that when the floating point transputer switches from low to high 
priority none of the states in the floating point unit are written to memory. This 
results in a worst case interrupt response of about 3 micro seconds. Furthermore, the 
duplication of the register stack enables floating point arithmetic to be used in an 
interrupt routine without any performance penalty.
(ii) History
The transputer was launched in 1985 by INMOS [9]. It was a bold attempt to 
revolutionise the design of microprocessor based systems. The hardware of the 
transputer was 'different', it broke away from the conventional approach to organising 
communication between processors via a shared bus and common memory. Instead, 
every transputer came with its own local memory together with dedicated links for 
direct inter-transputer communications. In future, as embodied in the transputer, a
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multi-processor system would be characterised by distributed memory architectures 
and point to point inter processor communication.
The INMOS approach to software was typical of a sole company with a new product, 
arrogant and uncompromising. Programmers might have grown up in a programming 
environment dominated by assembler, or a few selective high level languages, but if 
they wanted to use the transputer, then all this would have to go. The transputer came 
with but one programming languag, Occam, and INMOS insisted that Occam was the 
assembly language for the transputer.
There is no doubt that the transputer was literally years ahead of the competition. 
Unfortunately, it was also some way ahead of its potential users (a situation which 
probably still exists). This was not helped by INMOS's distinctly arrogant marketing.
Fortunately the failure of the transputer revolution has not stopped it from enjoying a 
more limited success, mainly in embedded systems (such as disc drive controller etc.). 
In 1989 INMOS sold nearly 200,000 devices. This success is attributable to the 
inherent merits of the transputer as a microprocessor and of course a more realistic 
marketing approach from INMOS (now they even offer discount to educational 
institutions - fortunately!).
(iii) Evolution
The first transputer, the T414 was an impressive device compared with commercial 
processors of the time (foregoing the in-built support for parallelism). The T414 
boasted a highly efficient processor with an unprecedented speed of 10 MIPS, 2k 
bytes of on-chip RAM and sub-microsecond context switching. The transputer was 
also different in the way it communicated with other devices, i.e. a serial 
communication with the interfacing on chip (by way of four INMOS links).
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The next transputer to be released in this transputer evolution was the T800, launched 
in 1987 with twice the on chip RAM as the T414 and a 5 Mflops floating point 
processor did much to establish the reputation of the T800.
4.2 Transputer Architecture
Figure 4.1 is a block diagram of the internal architecture of the T800. It consists of a 
32 bit processor, floating point unit, several timers, on-chip RAM, and various 
interfaces for memory and communicating exchange.
The High Performance 64 bit floating point unit provides single and double length 
operation to the ANSI.754 -1985 standard for floating point arithmetic which is able 
to perform floating point operations concurrently with the processor. It sustains a rate 
of 2.2 Mflops and a processor speed of 20MHz and 3.3 Mflops at 30MHz.
Graphics support is provided by using the processor with micro-coded block move 
instructions which operate at the speed of memory. The two dimensional block move 
instructions provide for contiguous block moves as well as block copying of either 
non-zero bytes of data only or zero bytes only. Block move instructions can be used 
to provide graph operations such as text manipulation, windowing etc.
Using the memory interface the T800 can directly access a linear address space of 4 
Gbytes. The 32 bit wide memory interface uses multiphase data and address lines and 
provides a data rate of up to 4 bytes every 100ns (40 Mbytes/sec) for a 30MHz 
device.
A configurable memory controller provides for various types of memory system and 
associated timing etc. (a very useful facility).
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Communication with the outside world is established using four INMOS links. These 
links allow communication to other systems and other transputers thus allowing a 
network of transputer family products to be constructed by direct point to point 
connections with no external logic. The T800 links support the standard operating 
speed and lOMbits/sec, but also operate at 5 or 20 Mbits/sec. Each link can transfer 
data bidirectionally of up to 2.35 Mbytes/sec.
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4.3 Communication and Synchronization
To provide synchronised communication, each message must be acknowledged. 
Consequently, a link requires at least one signal wire in each direction. A link 
between two transputers is implemented by connecting a link interface on one 
transputer to a link interface on the other transputer by two one-directional signal 
lines, along which data is transmitted sequentially. See figure 4.2.
The two signal wires of the link can be used to provide two Occam channels one in 
each direction. This requires a simple protocol. Each signal line carries data and 
control information. The link protocol provides the synchronised communication of 
Occam. The use of a protocol providing for the transmission of an arbitrary sequence 
of byte allows transputers of different word length to be connected.
Each message is transmitted as a sequence of single byte communications, requiring 
only the presence of a single byte buffer in the receiving transputer to ensure that no 
information is lost. Each byte is transmitted as a 'start' bit followed by a T  bit 
followed by the eight data bits followed by a 'stop' bit. After transmitting a data byte, 
the sender waits until an acknowledgement is received, this consists of a 'start' bit 
followed by a 'zero' bit (see figure 4.3). The acknowledgement signifies both that a 
process was able to receive the acknowledge byte, and that the receiving link is able 
to receive another byte. The sending link reschedules the sending process only after 
the acknowledgement for the final byte of the message has been received.
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Transputer 1 Transputer 2
process xprocess w
process zprocess y
Figure 4.2 Dual Omni-Directional transputer Links
Data byte
1 1 Data 0
Acknowledge message
1 0
Figure 4.3 Data Form and Acknowledge for transputers Links
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Data bytes and acknowledges are multiplexed down each signal line. An 
acknowledge can be transmitted as soon as reception of a data byte starts (if there is 
room to buffer another one). Consequently, transmission may be continuous with no 
delays between data bytes.
The links between the transputer or other hardware device is easily implemented by 
using just two wires. This aids printed circuit board layout and connections. All 
transputers can use the standard communications frequency of 10 M bits/sec. Thus 
transputers of different performances can be directly connected and future transputer 
systems will directly communicate with those of the past.
4.4 Occam Overview
In Occam [10] the processes are connected to form concurrent systems. Each process 
can be regarded as a black box with internal state (see figure 4.4), which can 
communicate with other processes using point to point communication channels. 
Processors can be used to represent the behaviour of many things, for example, a 
logic gate, a microprocessor, etc.
The processes themselves are finite, each process starts, performs a number of actions 
and then terminates. An action may be a set of sequential processes performed one 
after the other, as in a conventional programming language, or a set of parallel 
processes to be performed at the same time as one and other. Since a process is itself 
composed of processes, some of which may be executed in parallel, a process may 
contain any amount of internal concurrency, and this may change with time as 
processes start and terminate.
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Ultimately all processes are constructed from three primitives - assignment, input and 
output. An assignment computes the value of the expression and sets a variable to the 
value. Input and output are used to communicate between processes. A pair of 
concurrent processes communicate using one-way channels connected to two 
processes. One process outputs the message to the channel and the other process 
inputs the message from the channel.
The key concept is that the communication is synchronised and unbuffered. If a 
channel is used for input in one process, and output for another, communication takes 
place when both processes are ready. Then the value is transferred from the 
outputting process to the inputting process.
When the transfer is completed the execution of both processes proceeds 
independently. Thus communication between processes is like the handshake method 
on communication used in hardware systems.
Figure 4.4 Occam Process structure and mapping on a transputer or transputers
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Since a process may have internal concurrency, it may have many input and output 
channels performing communication at the same time.
Every transputer implements the Occam concept of concurrency and communication 
as a result Occam can be used to programme an individual transputer or to 
programme a network of transputers. When Occam is used to programme an 
individual transputer the transputer shares its time between the concurrent processes 
and channel communication is implemented by moving data within the memory. 
When Occam is used to programme a network of transputers each transputer executes 
the processes allocated to it. Communication between Occam processes on different 
transputers is implemented directly by transputer links. Thus the same Occam 
programme can be implemented on a variety of transputer configurations, with one 
configuration optimised for cost, another performance, another for the appropriate 
balance of cost and performance.
All transputer instruction sets are designed to enable simple, direct and efficient 
computation of Occam. Programming of I/O, interrupts and timing are standard on all 
transputers and conforms to the Occam model. Different transputer variants may have 
different instruction sets depending on the desired balance of cost performance, 
internal concurrency and special hardware. The Occam level interface will, however, 
remain standard across all products.
4.5 Occam Processes
After a process starts execution, a process performs a number of actions, and then 
terminates. Each action may be an assignment, an input or an output. An assignment 
changes the value of a variable, an input receives a value from a channel, and an 
output sends a value to a channel. At any time between its start and termination, a 
process may be ready to communicate on one or more of its channels. Each channel
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provides a one way connection between two concurrent processes, one of the 
processes may only output to a channel, and the other may only input from it.
The following examples of basic processes are taken from the main programme used 
on the open instrument microcontroller.
(i) Assignment
An assignment is indicated by the symbol := 
e.g:
y. pos := y. start.?
This sets the value of the variable y.pos to the value of the expression y.start.p and 
then terminates. Assignments may also be made with constants or assignments may 
be incremented, e.g. 
y.pos := 0
or
x.pos := x.pos+1.
This has the effect of increasing the value of x.pos. by 1.
(ii) Input
An input is indicated by the symbol ? 
e.g.
Clock ? timenow
This inputs a value from the channel 'clock' and assigns it to the variable called 
'timenow' and then terminates.
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(Hi) Output
An output is indicated by the symbol ! 
e.g.
xdac ! X pos.
Outputs the value of the expression x pos. to the channel x DAC and then terminates.
(iv) The construct
A  number of processes can be combined to form a construct. This in itself is a 
process and can therefore be used as a component of another construct. Each 
component process of a construct is written two spaces in from the left hand margin 
to indicate that it is part of the construct. There are four classes of construct namely 
the sequential, the parallel, the conditional and the alt construct, 
e.g. SEQ
SEQ
clock ? timenow
aqu.com ! x.pos 
xdoc ! x.pos
.... etc.
Each line under the SEQ statement indented two spaces is a component process and 
each process is executed one after another. (SEQuentially). Each component 
processes starts after the previous one terminates, 
e.g. SEQ:
chi ? A 
A := A+1 
ch2 ! A
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The above process inputs a value, add one to it and then outputs the result.
Sequential constructs in Occam are similar to programs written in conventional 
languages although probably more akin to assembler for a conventional 
microprocessor.
(v) The parallel construct
e.g. extract from main software
PAR
Scan ( )
Server ( )
Aqu ( )
The component processes of PAR, scan ( ), server ( ) and aqu ( ) start and execute 
together and are called concurrent processes. The construct terminates after all of the 
component processes have terminated. The parallel construct is unique to Occam. 
Though, concurrent processes cannot share variables so that any interaction between
them is by message-passing. The PAR constructor provides a way of writing
programs which directly reflect the concurrency in a real time system.
(vi) Conditional 
The conditional construct
IF
Condition 1 
PI
Condition 2 
P2
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This means that PI is executed if condition 1 is true. Otherwise P2 is executed if 
condition 2 is true and so on. The list of conditions is evaluated in order. Once a 
condition is TRUE the processes associated to it is executed and then the construct 
terminates. If none of the conditions are true the process never terminates (STOP 
process).
e.g. from main code:- 
IF
i < >  0
offset := window size * i
TRUE
offset := 0
This says that if the 1st conditional is true ie (i) is not = to 0, then do the following 
statement (offset := window size * i), else test the 2nd condition which is set 
unconditionally true by use of the key word (TRUE). This will then unconditionally 
execute the last statement offset := 0.
(vii) Alternation 
ALT 
input 1 
PI
input 2 
P2
input 3 
P3
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This construct is quite important and probably unique to Occam. It allows software 
monitoring of multiple inputs simultaneously. The ALT waits until one of the inputs, 
input 1, input 2, input 3 is ready. If input 1 becomes ready 1st, input 1 is performed 
and PI is executed. Similarly, if input 2 first becomes ready, input 2 is performed, 
and then process P2 is executed. Only one of the inputs is performed, then its 
corresponding process is executed and then the construct terminates, e.g.
PRIALT
Ser to scan ? CASE g; c.s.r.
SEQ
go := mask Ac.s.r.
go.frame := go
TRUE & SKIP
SEQ
aqu.ycom ! y.pos
etc.
The above example shows how ALT or in this case PRI ALT can be used as a 
"polling routine". ALT behaves in a similar way to a hardware multiplexer.
In the code shown above the multiplexer has two 'inputs',
(Ser to Scan?) and (TRUE & Skip). Since this is a Pri ALT, the inputs are checked in 
their order of appearance in the list, the first input being ser. to scan? and the second 
being TRUE and skip. Since the second input is always 'true' by use of the TRUE 
keyword, this has the effect of skipping over the entire code if there is no input on the 
ser. to scan? channel. If there is an input on ser. to. scan channel the following 
process is executed instead of the TRUE and skip process.
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SEQ
go : = mask A c.s.r.
Hence the overall effect of the code is to behave as a 'polling routine' for input on the 
ser. to scan channel. This is important in the overall structure of the micro-controller 
code since it stops procedures waiting indefinitely for inputs and hence contributes to 
an overall anti deadlock philosophy.
In Occam ALT can be used as a formal way of handling internal and external events. 
This is very important and something which must be handled by assembly level 
interrupt programming in conventional programming languages.
(viii) Timers
All transputers incorporate a timer. The implementation directly supports the Occam 
model of time. Each process can have its own independent time, which can be used 
for internal measurements or for real time scheduling.
This aspect is very important for the controller project, the transputer architecture 
allows a 'timer' to be used concurrently with other processes running on the same 
transputer.
A timer input sets a variable to a value or type INT representing the time. The value 
is derived from a clock which changes at regular intervals, in the case of the T800 at 
64 |is.
For example the input instruction: 
tim ? V.
sets the variable V to the current value of the free running clock declared as the tim.
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A delayed input takes the following form: 
tim ? AFTER e.
The delayed input is unable to proceed until the value of the timer satisfies the 
condition (timer AFTER e). The operator AFTER is evaluated as a module 
comparison. This has the effect that starting at any point in the timer's cycle the 
previous half cycle of the timer is considered as being before the current time, and the 
next half cycle is considered as being after the current time e.g. from main code. 
PROC delay (VAL INT interval)
TIMER clock:
INT timenow:
SEQ
Clock ? timenow
Clock ? AFTER timenow PLUS interval
This says input the current value of time on the channel called 'clock' and assign this 
value to timenow then wait until AFTER timenow PLUS any delay interval.
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CHAPTER 5 
SOFTWARE DESIGN
This chapter describes the software development of the " instrument controller 
First, some consideration about the language and the parallel design are discussed. 
Secondly a description of the program structure and methodology is given. The two 
Occam programmes netcom.occ and app3.occ are covered in detail as they represent 
the core of this project.
5.1 Design Considerations
One of the most basic considerations when programming in Occam and other parallel 
languages is " deadlock " . Deadlock can be a real problem in Occam and needs to be 
designed out at the start . Other basic considerations are real time performance , 
communications and the user interface .
(i) Deadlock
When a number of processes compete for a limited number of resources, situations 
can arise where two or more processes cannot proceed since each requires resources 
already claimed by another blocked process. This is known as 'deadlock' [11]. There 
are two different strategies for dealing with deadlock, firstly to avoid it and secondly 
to recover when it has happened. The former strategy is used on this project.
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Deadlock can only occur if the following four conditions hold simultaneously:
1. A circular wait is involved, for example, 'A' is waiting for a resource from ’B’ 
which is waiting for a resource from 'C  which is waiting for a resource from 'A'.
2. At least one process is waiting to acquire additional resources whilst holding at 
least one other resource.
3. At least one of the resources involved is non-shareable.
4. Pre-emption is not allowed, that is, resources are retained by a process until it has 
finished with them.
As an example, consider two cars proceeding in opposite directions along a single 
track road. When they meet deadlock has occurred since neither can proceed further. 
In order for deadlock to be avoided the cars have to communicate via an agreed 
protocol before entering the single track road. This would normally be done by the 
use of traffic lights apportioning time to cars from different directions. Another 
scheme is similar to that used on railways where trains on a single track carry the key 
to unlock the use of the single track thus ensuring mutual exclusion of the use of the 
line.
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5.2 Network Introduction :
Many instruments exist which can in some way , be altered or adapted by the ' user' 
usually by various parameters, an instrument in this case being defined as FIG 5.1
^  Display ^
(jKeyboard
fr.hardware
< --------------- Do
some - ^  ,
thing Ext in
to .hardware
Figure 5.1 Pseudo Instrument 
In the domain of the instrument in fig 5.1 which could represent the general case of 
many instruments , information or control from the user is input to the hardware via 
the keyboard , data from the hardware is displayed on the screen. The important thing 
to realise here is the connection between the instrument hardware and the user 
interface. Normally this would be some specialised board in a computer. This 
approach limits the instrument hardware to one computer type without having a 
different interface board and low level driver software.
In this ' open system ' approach the ' hardware ' is interfaced to a standard 
network in this case ' ethernet ' . The main advantage of using a network is that it 
makes the instrument as a whole independent of the computer system. Interfacing to a 
network is analogus to interfacing to a standard computer bus .
The main concerns in using a ' general network ' as part of an instrument are security , 
integrity , and complexity . Security depends very much on the application and, in the 
case where it is a concern, a private physical network can be used. Integrity and 
complexity are linked different instruments require the use of different protocols on 
the physical network , thus creating 'virtual networks'. For example it may be a 
requirement for a real time system to be fast, but this may compromise the reliability 
due to the protocol being used . Another protocol may provide the reliability at the 
expense of being slower.
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(i) Protocol Types
There are essentially two main types of protocol in use on ' ethernet ' ,  these are 
' connectionless ' and those which form ’ virtual connections ' . A connectionless 
protocol that is used is called User Datagram Protocol (UDF) . The other main 
protocol is Transmission Control Protocol (TCP) which is a ' virtual connection type. 
Both TCP and UDP use the Internet protocol [12] (IP) as the underlying protocol to 
transmit data across the network.
Protocols Overview :
Destination Source Frame
Preamble Address Address Type Frame Data CRC
64 bits 48 bits 48 bits 16 bits 368-12000 bits 32 bits
Figure 5.2 Ethernet Frame Format 
Fig 5.2 shows the ethernet frame format. This is the lowest level of 
communication across the physical ethernet. Data is contained in the field marked 
frame data and has minimum and maximum size as indicated. Data is sent to a 
physical ethernet address using the 48 bit Destination address. The recipient is made 
aware of the sender by reading the 48 bit Source address. Other Frames are Preamble, 
Frame type and cyclic redundancy check (CRC ). The Preamble consists of 64 bits of 
alternating I's and O's, this helps the receiving hardware synchronize. The frame type 
consists of a 16 bit integer that identifies the type of " data " being carried in the 
frame. This is because the 'Field' Frame data normally consists of user data + a header 
which describes the higher level protocol, in order for receiving software to decode 
this data correctly it has to know which protocol to use, and this is determined by a 
predefined integer in the " frame type ".
The 32 bit Cyclic Redundancy Check ( CRC ) field helps the interface detect 
transmission errors. The sender computes the CRC as a function of the data in the 
frame and the receiver recomputes the CRC to verify the packet received is valid. As
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described above Frame data field may contain the header of other protocols, see 
Hg5.3
UDP Protocol HEADER DATA
IP Protocol HEADER DATA
Ethernet Packet HEADER FRAME DATA
Figure 5.3 Protocol Layers 
Fig 5.3 shows data at the top level is concatenated with the appropriate 
protocol header and then passed on down to the next level. If there is a lower level 
protocol, data is again concatenated with the new header to form a new data set. Thus 
the 'ethernet Frame data ' consists of n, headers + data.
UDP SOURCE PORT UDP DESTINATION PORT
UDP MESSAGE LENGTH UDP CHECKSUM
Figure 5.4 UDP Header 
Fig 5.4 shows the header for UDP protocol . The UDP Source Port when 
used specifies which port to send returns to. Ports may be assigned to different 
parallel processes on a given machine. If the source port is not used it is assigned a 
value zero. UDP Destination Port has a similar function to the UDP Source Port 
except it is used for demultiplexing datagrams at the receiving end processes. UDP 
message length is the length of the data and the UDP header . Therefor the minimum 
length is 8. The UDP checksum field is optional. A zero in this field means 
" not used ", otherwise a checksum is computed over the whole data and header by 
taking the one's complement of their one's complement sum.
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16 19 24 31
VERS HLEN SERVICE TYPE TOTAL LENGTH
IDENTIFICATION FLAGS FRAGMENT OFFSET
TIME TO LIVE PROTOCOL HEADER CHECKSUM
SOURCE IP ADDRESS
DESTINATION IP ADDRESS
IP OPTIONS (IF USED) PADDING
DATA
Figure 5.5 IP Header 
Figure 5.5 shows the ' header ' used for the internet protocol. Some of the 
"fields" in fig 5.5 are complex but a brief outline follows : - VERS is used to identify 
the version of IP Protocol in use so that machines may agree on the correct protocol, 
the current version is 4. HLEN corresponds to the number of 32 bit words in the 
datagram. This can be a variable subject to any options used and Padding a normal IP 
Header will contain 20 bytes, thus a HLEN value of 5. SERVICE TYPE : This is a 
complex 'field ' which describes the type of service offered, eg requests data should be 
transferred with a high throughput or low delay. This is used by routing algorithms, 
and is only related to internet and so is not used here. Service type normally contains 
a value of zero . TOTAL LENGTH : This gives the total length of the IP datagram in 
bytes including bytes in the header and data. Note this 'field 'is 16 bit hence the 
maximum length in total may not exceed 65,535 bytes .
IDENTIFICATION : 'field' contains a unique number , this number is incremented 
each time a datagram is sent. In this way it is possible at the receiving end , to 
determine if a datagram has been fragmented or n o t. Fragmentation occurs when the 
datagram is too big to send as one packet, so the data is sent as n packets all with a 
copy of the same header . The 'field ' FLAGS & FRAGMENTATION OFFSET is 
used in conjunction with IDENIFICATION to aid fragmentation control. TIME TO 
LIVE : under certain error conditions , eg corrupt routing tables it may be possible to 
pass a datagram around the internet from gateway to gateway indefinitely , thus
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creating unnecessary traffic . Each gateway decrements the TIME TO LIVE ' field ' 
hence the datagram is not passed on around the internet when this field = 0 . 
PROTOCOL : This is a similar idea to the protocol field in the Ethernet frame . The 
value in this field specifies which high - level protocol to use in order to decode the 
data message.
HEADER CHECKSUM : This checksum is always used and cannot be switched off 
as the udp checksum can, the checksum is computed in the same way as the udp 
checksum that is, taking the one's complement of their one's complement sum 
however the checksum is computed only over the ip header. Fields SOURCE IP 
ADDRESS and DESTINATION IP ADDRESS contain the 32 bit IP address of the 
datagrams sender and intended recipient. IP addresses never change and represent the 
real address to send and receive messages. If the hardware is changed the Ethernet 
addresses will change , but this new address will be mapped to the same IP address. 
OPTIONS : This field is mainly used for testing and debugging a network, it is not 
used in this implementation . PADDING is used to round the IP header to an exact 
multiple of 32 bits if the options are used.
5.3 Instrument Communication Methodology :
Before writing the user interface on the UNIX side or the Occam application 
programme on the tranputer side it was necessary to look at the communication 
methodology between the UNIX side and the transputer hardware. Conventionally the 
transputer hardware could be seen as just another host on the network , an 
instrument could be formed by the transputer hardware and any host on the network, 
including a host on a different local area network (LAN) but linked by a gateway (G) 
(see fig 5.6).
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LAN!
LAN2
Host Y
Transputer
hardware
Host X
Host BHost A
Figure 5.6 Connection Topology 'A'
Hence an instrument could be formed between Host A or Host B and the transputer 
hardware or a connection may be made between Host X or Host Y and the transputer 
hardware via gateway (G). The main problem with this arrangement is its complexity 
, in addition it may be slow in real time terms if the host is via a gateway . The 
complexity of this arrangement would almost certainly mean using TCP 
protocol [13], which would mean full implementation in Occam on the transputer. 
Also in this particular application TCP does not guarantee the ’ instrument ' will keep 
working during fault conditions such as lost packets on the network. For these reasons 
the topology in fig 5.7 was chosen .
Host X
LANl
Transputer Host A
/  1
Host 8
hardware V  J
Host Y
LAN2
Figure 5.7 Connection Topology 'B'
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Fig 5.7 looks similar to fig6 except in this arrangement an 'instrument ' is only formed 
by a host on LANl and the transputer hardware on the same LAN. This removes 
some of the complexity associated with 'internet' communications , and allows for 
simpler protocols over the LAN . The same services can be obtained with this 
topology as fig 5.6 because a remote user on a different LAN may simply login to the 
host used by the transputer hardware on LANl , (should facilities exist). This 
effectively transfers some of the complexity to systems /  software which already 
exist.
My server (proc net.coms) uses UDP as the main communication protocol 
over the network. This protocol is well suited to this application even though it does 
not guarantee delivery. The reason for this is most of the traffic going from the 
transputer to the UNIX host does not need to be guaranteed. This can be shown with 
the aid of fig 5.8.
Ethernet
serverUnix
Screen TCP/IP
UDP
keyboard
Application
User interface
Occam on 
Trasputer
Figure 5.8 Pseudo Instrument
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Figure 5.8 shows a diagrammatic representation of the 'instrument'. Data from the 
backscattering chamber is acquired by the application programme during an 
experiment. Data is accumulated by the application programme and a " snap shot" 
sent to the user (via the network) at regular intervals. Corruption or lost packets on 
the network only effect the current display of the user, which will normally be 
corrected at the next 'update'. The important thing to realise here is that any 
corruption or lost packets only effect the user display not the accumulating process in 
the application programme . By contrast a protocol which guarantees delivery such 
as TCP may spend much of its time retransmitting lost packets. Eventually this would 
block new packets from the application, which in turn would stop the accumulation 
and interfere with the experiment. Where a reliable delivery is required such as at 
the end of an experiment or when sending commands to the transputer a 
retransmission protocol is used which sits on top of UDP , and will be described in 
more detail elsewhere (section 5.5).
5.4 Network Server
In the general case a server would offer both TCP and UDP with maybe other 
services to the application program writer. In many cases TCP is the preferred 
protocol because it guarantees delivery whereas UDP provides best attempt but does 
not guarantee delivery. My server (formed by procedures net.coms and tx.com) for 
this 'open controller' uses predominantly UDP and a guarantieed file transfer 
programme. Although TCP is written it is not complete and not fully tested and 
hence at the moment not offered for use to the application programme.
The file netcom.occ is the main file for the network server. It contains other 
' INCLUDE ' files but only those which are relevant to the network server process are 
described here.
"tcproto.inc"
This file contains all the 'protocols' which are used for interprocess 
communication within the procedure ' net.coms'. All the protocols which are defined
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by name in the procedures are described in this file. Within the main procedure 
net.comsO are several other special " INCLUDE " files which have been written. 
These are outlined in the following ..
"myhostio.inc"
In this file some of the standard Occam print to screen procedures have been 
redefined such that the same procedure calls print indirectly over the network. This is 
helpful during testing because simply changing to " hostio.inc " will redirect the print 
statement which could be displayed on a PC using the Occam server.
"b431io.inc"
Supplied by INMOS Limited with their ' network tram ' as part of a basic 
transputer based network interface, this interface provides basic physical level 
communication with ethemet.
"nettx2.inc"
In here are the definition of all my server procedures which relate to 
transmission of traffic onto the network. These procedures are called from within the 
server net.comsQ.
The program netcom.occ runs as a pipeline with four procedures running 
concurrently. These procedures are ether.events(), rx.net.ser(), tx.com(), netser.muxQ. 
(see fig5.9).
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to.b431from.b431
Ether, e v e n ts
arpO rec.ipO checksum.ip
T3
netser.mux ser.mux
V
rx.to.txrx.net.ser tx.net. ser
UDPQ ( str.to.intl6 udp.formQ f intl6.to.str
tx.to.rx
ap.to.rxrx.to.ap
Figure 5.9 The Server net.coms()
Ether.eventO as the name suggests, waits for something to 'happen' on the network. 
At this point there is no intelligence, no protocol. The procedure uses the INMOS 
driver together with the b431 network interface board to return a ' result ' value. The
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result returned is tested against a number of possible returns using the Occam CASE 
statement. If the result returned equals B431.RX.PACKET this indicates a valid 
packet has been received, and information about the packet size is made available. 
The packets received consist of HEADER -DATA and follows the ethernet frame 
format formally described in fig 5.2.
The B431 network interface and its associated drivers work in a 
'promiscuous mode' meaning that they receive and pass on all valid packets to 
ether.eventQ. Once a valid packet has been received, a series of IF statements decide 
whether the packet was intended for the transputer by reading the ' ethemet frame ' 
destination address. Packets which do not have the transputer destination address are 
discarded. Valid destination packets are passed to the next concurrent process 
rx.net.serQ via a call to rec.ip(). Not all packets received are 'data'. Some are 
requests, for example a remote computer trying to connect with the transputer may 
only know the higher level IP address for the transputers and not the full physical 
ethernet 48bit destination address. If this is the case the transputers need to 
communicate this information to the requesting computer via a special protocol called 
address resolution protocol (ARP). This protocol is implemented in the proc called 
arp(). The decision to pass on the data to rec.ipO or to call arp() is made by reading 
the 'frame type', a 16 bit value in the ethernet header. A value of 0800 hex indicates 
IP protocol while a value of 0806 hex indicates an ARP request.
(i) Receiving Network Server rx.net.ser()
This procedure receives IP or ARP packets from ether.event(), and can also 
receive messages from tx.net.ser in tx.com. The process waits on an ALT statement 
for a channel to become ready, for example ip.to.rx. This channel inputs IP packets 
from ether.eventO and after reading various 'fields' in the IP protocol it decides which 
higher level protocol to use such as UDP or TCP. In this application only UDP is 
used so only a call to udp() will be made. A simple procedure called udp() is used to 
read the UDP header to determine which application or process port to send data
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onto. Data which was originally sent from a remote computer is now ready to be 
passed on to the application via channel rx.to.ap . On incoming traffic it is not 
necessary to use the header checksum field in IP, because a checksum is computed 
over the whole ethernet packet by the ethernet interface .
(a) Network Server Multiplexor netser.mux()
This is a small simple procedure , which is used to multiplex messages from 
the various concurrent processes within net.coms. The messages are stored in a buffer 
and then redirected to the transmission process, which via a display program on the 
UNIX side prints the message to the user screen . The messages sent from net.coms 
are mostly for the purpose of debugging. As such, they are currently ' switched off ' to 
aid performance . The UNIX side program to display these messages is called ' 
Occread ' .
(in) Transmission Communications tx.com()
This is the transmission side of the server which is responsible for all 
transmissions to the B431 ethernet card. The properties of the transmission side of the 
server tx.com() differs from the receiving side of the server conceptually in that it is 
not the same set of functions in reverse order to place packets on the network. On the 
receiving side if a receiver is always willing to receive, the system behaves like a 
pipeline, the processing rate being determined by the incoming events from ethem et. 
On the transmission side there is more complexity, because events going into the 
pipeline of concurrent processes originate from the application. Events leaving the 
pipeline are determined by the queue of traffic waiting to get access to ethernet. 
Clearly some form of buffering is required. Most of the general buffering is in the 
form of a queue of packets in the B431 transputer. However it is necessary to have 
some form of packet buffering between processes such that input events from the 
application are not held up while a packet is being sent to the packet queue in the 
B431 transputer. Although internal channels on the transputer are fast in terms of data
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transfer it is still a relatively inefficient process to copy large quantities of data from 
one process buffer to another. In order to get maximum performance outgoing packets 
are stored in a shared memory arrangement. (see fig 5.10)
to ip
Packet buffer 1
Packet buffer 2
pointer flag 
To common memory
from tx.net ser
Figure 5.10 Common Shared Memory in net.com()
Figure 5.10 shows how a packet is stored for transmission in " packet buf 1". When 
the data set in packet buffer 1 is complete (eg header and data), a 'transmit' 
command is then sent to the ip() process instructing it to read packet buf 1. The 
command also instructs tx.net.ser() process to write the next packet to packet buf 2. In 
this way it is possible for the ip() process to read packet buf 1 while tx.net.ser writes 
the next packet to packet buf 2 and so on . This arrangement makes possible 
communication between tx.net.ser() and ip() without copying . Normally Occam does 
not allow this in its rules, however this can be overridden by using ' option "A" ' in the 
source code which instructs the compiler to ignore this rule during compile time.
Under normal circumstances the average packet transmission rate onto the 
network exceeds that of the application to tx.net.ser(). As such the size of the packet 
buffer can be limited.
Within the ip() process it is necessary to compute the checksum over the IP 
header for each packet sent. However this is only some 20 bytes and as such is only a 
small overhead. When using UDP as the higher level protocol it is not necessary to 
compute the UDP checksum over all the data, since an ethernet checksum is 
calculated in the ethemet interface. This fact is indicated to the UNIX receiving side 
by a value of zero in the UDP checksum field. Not using the higher level checksum 
can improve the transfer time significantly, something which needs consideration in a 
real time system.
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5.5 Performance
Before integrating the application software it was necessary to prove the performance 
of the server. This is important because it can show up interactive communications 
problems later with the application programme. Since all these processes orperate as a 
'pipeline' it is only necessary to find the slowest process in the 'pipeline' because this 
is the speed which determines the overall processing rate. Conceivably the 
performance of the server can be tested by transferring a large file across the network 
and timing how long it takes to receive the file. In a reliable network it is possible to 
time how long it takes to place all of the test file onto the network, this makes it easy 
to time in Occam. The problem with this philosophy is the results are convoluted with 
the network traffic at the time of the test. The solution here was to temporarily divert 
the channel output from the network to a dummy network process. The dummy 
network process would guarantee to receive and consume all packets sent to it thus 
testing only the through put of the network server process. The channel 'to.b43T is 
used to output to the dummy process , and channel ap.to.tx used to read in the test 
file via the procedure perf.test2().
Results : using the method described above it was possible to transfer 512k bytes of 
test file in 614ms, this represents a transfer rate of 833k byte of data per second . This 
transfer rate is comparable to an unloaded ethemet, hence any bottle necks in the 
system would not be due to the server. Using the same method outlined above a test 
file of 512k bytes was transferred from one transputer to another transputer via a 
transputer link into the server process. This time the server was connected to the real 
network and the results were successful transfer of 512k bytes in 905ms. This 
represents some 565k bytes per second, which is more than satisfactory for our 
needs.
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5.6 Application Design
Other than the usual parallel concerns such as 'deadlock' and' livelock', 
communications is a prominent issue even in the application programme. All internal 
Occam processes communicate via Occam channels ( described in chapter 4). The 
model of message passing in general makes communication between processes easy 
however communication with the outside world can be complex using this model. 
Hence this application programme also makes use of a ' shared memory ' model as 
well as Occam channels. Conceptually there are a minimum of two processes 
required for this application, process scanQ and process aqu.test() each 
communicating with each other and the outside world. This situation requires some 
form of multiplexer because there are only two channels of communication to the 
network processor, 'rx.to.ap' is a input channel to the application programme and 
'ap.to.tx' is the output channel to the network .
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f.readto.mux[2] to.read
shared
mem
netser.mux
Aqu.test
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Figure 5.11 Application Programme
5 .7  Application process Multiplexer
Although only two parallel processes are conceptually necessary ; scan() and 
aqu.testO, in practice there are seven, scanQ; aqu.testQ; real.dat(); read.fbuf(); 
netser.muxQ; tx.muxQ; and rx.muxQ see (fig 5.11) Five of the seven processes are 
concerned with the efficient communication , the most significant of these processes 
being the multiplexers rx.muxQ and tx.muxQ. These two processes are responsible for 
communication with the network server. rx.mux is the receiving mux and tx.mux the 
transmitting mux . Messages are demultiplexed from the network by rx.mux and 
redirected to the appropriate parallel process depending upon the ' port ' number ( 
each process has a unique port number associated with it ). Conversely the tx.muxQ
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transmits the process 'port' number to the network, such that the UNIX side 
understands which process has sent the message.
5.8 multiplexer communication
The job of rx.mux is more than simple demultiplexing, it has to store 
messages untill a process is ready to accept them, additionally it has to continually 
receive any other messages being sent to the same or a different process. The problem 
of communicating with channels is outlined in fig 5.12
to p i
rx.to.ap top2rx.mux
to p3
Figure 5.12 Channel Communication
Process p3 is executing three sequential jobs j 1, j2, and j3. While it is executing j 1 it 
would not be possible to take bytes from the channel ' to.p3 ' , hence the process 
rx.mux would block unable to receive other messages. The conventional way around 
this is for p3 to operate as a request and acknowledge process as in fig 5.13.
to p i
rx.to.ap to p2rx.mux
Ack p3
Req p3
Figure 5.13 Request /  Acknowledge Communication 
Figure 5.13 shows process p3, requesting information. If p3 is running in 
some form of a "loop" then this amounts to "polling" which if not controlled carefully
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can consume a lot of processing time. This is not a problem in this application 
because commands sent to " rx.mux () " appear to the user to respond immediately, 
whereas in electronic terms a " polling " rate of 5 to 10 times per second is relatively 
slow.
Communication by channels also represents a problem if multiple 
processors need to know the same information (Broadcast). In this application, the 
shared memory model was chosen as the most elegant and simple solution. In general 
this model has some problems; eg. "synchronization", when one process wants to 
write while the other reads. In this application only the network can write to 'rx.mux()' 
with any number of processes reading from it. Sychronization is achieved by first 
writing the "tx.mux" command message and then tagging a command word at the 
end. In this way a message has to be complete before any action is taken. In 'ap.ser()' 
both 'scan ' and 'aqu.testO' respond to a command word transition from 'stop' to 'go'. 
In this case a message is deemed to be valid and copies will be made within each 
process.
'Rx.muxO' can serve 4 different messages concurrently, each message 
having a maximum length of 512 bytes. Currently only 2 ports are used one for 
'scanQ ' and the other for 'aqu.testQ'. Each 512 byte buffer is nominally assigned to a 
process, however a process is free to read any buffer. With this command structure it 
is not necessary to have a queue for commands. Commands can be correct or 
incorrect; correctness is validated by " go It obviously makes no sense to have a 
queue of alternate correct and incorrect commands. Each command message received 
over writes the previous, only if a change in the command word is received, eg. " 
stop " is any action taken.
5.9 Reading the frame buffer read.fbuf()
The " scanQ " process is essentially a sequential process and as such requires 
little complexity once a message has been received, which is not the case for the 
acquisition process " aqu.testQ ".
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" aqu.testO " is really more than one object, which tends to give problems to 
code efficiently in Occam. " aqu.testQ " has two concurrent functions to perform. Its 
first function is to acquire and accumulate data. This represents a problem because at 
the same time this data ( which could be quite large > 1 Mb ) has to be made available 
to the user in real time (its second function ) without interfering with the incoming 
acquisition process.
The solution here is again to use a shared memory buffer with two separate 
parallel processes. " aqu.testQ " process is responsible for acquisition and " 
read.fbufQ " for real time transfer of data to the user ( see fig 5.11 " ap.serQ " ). 
Communication is via shared memory buffer " f.buf ". This is especially important 
when transferring large arrays from one process to another because it saves copying. 
The issue of synchronization is handled by the procedure " send.fbuf()
The sequence for data transfer is as follows. After acquiring one frame of 
data for a map image, a call is made to " send.fbufQ " within " aqu.testQ This 
process returns after sending 512 bytes of the frame buffer, thus freeing the 
acquisition process to acquire the next frame after only 500ms approximately. The 
responsibility for transmitting the rest of the frame buffer falls on the concurrent 
process " read.fbuf()
( see fig 5.11 " ap. ser () " ). This also aids " synchronization " from the users point of 
view, because normally the rate of data transmission onto the network exceeds the 
rate at which data is being acquired hence the process reading the frame buffer is 
always ahead of the acquisition process writing to the frame bufffer.
5.10 Guaranteed Communication sure sendQ
The important processes which have so far been discussed are predominantly 
related to the real time transmission of data to the user. This aspect is only part of the 
requirements. It is also necessary to store data for off-line analysis after an 
accumulation of many frames. Here the issue is the correctness of the data transfer 
not necessarily the performance.
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As outlined in the "Software Introduction", a protocol such as TCP, which 
guarantees delivery, could be used in the server. However, this protocol is too 
complex for the task required of guaranteeing delivery over a local area network.
The procedure "file.fbufQ" is responsible for guaranteeing delivery of a file 
at the end of an experiment. The function of this procedure is similar to its real - time 
counter part ( read.fbufQ ); except now there are no time constraints since the 
'experiment ' has finished.
Procedure "file.fbufQ" reads 512 bytes of the frame buffer "fbuf" at a time. 
This is then encapsulated in a "packet" and sent over the network. "File.fbuf" then 
waits to receive an acknowledge from the receiving UNIX side. If an acknowledge is 
received within a specified time, the procedure sequentially reads the next 512 bytes 
of the frame buffer for transmission. Failure to receive an acknowledge within a 
specified time results in a timeout. If a timeout occurs, the current packet is 
retransmitted, and the process waits for an acknowledge. If after 20 retries no 
acknowledges are received, the procedure gives up and flags the user that 
communication is not possible. Similar routines exist for the spectrum data. Using 
the same philosophy it would be possible to incorporate these services in the " server 
", however during development it is possibly more flexible to locate them in the 
Application Program.
5.11 Data Searching
A map is a 2D image of a number of elements from the sample under study. 
Each map has associated with it a minimum and maximum energy value representing 
a range of values which the map can display. In addition, each map is assigned to a 
detector, with a maximum of 3 detectors available, and 10 maps.
In the simplest design, incoming data would be compared with each 
parameter in each map for the list of all maps. Whilst this would work it is wasteful in 
real - time performance terms, since maps are checked in an " IF " ladder ( even 
maps which are not used ! ).
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In " ap.serQ " the application programme, a much more efficient method is 
deployed using a system of " look - up tables " ( lut ).
Before an experiment is started, parameters supplied by the user are used to 
set up a lut. Incoming data is tagged in order to identify which detector it originated 
from. Using this tag it is possible to index directly into the lut to get a list of maps 
assigned to a given detector. Now, only the maps which are used for a given event 
are searched between the minimum and maximum energy range. A similar scheme is 
used in the processing of " spectrum data ", except here limits which are checked are 
X, y co-ordinates representing a number of domains. Due to communication on 
Occam channel " scan.to.aqu ", the acquisition process is always aware of the current 
X, y scan position, hence when an events arrives it is possible to know in advance 
which spectrum domain the event belongs to. All of these systems come together to 
keep the processing time to a minimum. This extra complexity is required if data is to 
be processed in real time.
5.12 User Interface and Windows
The user interface is arguably one of the most important and often most difficult 
aspect of the application programmer. In the past, this has not been given much 
attention, but now, as systems have become more complex, the need to have clear 
input and output ( without the user being clairvoyant ) has become greater. The 
advent of " x.windows " and " window programming " have changed people's 
expectations of " user interface". This instrument project makes extensive use of the 
" x.windows programming environment " without which it would probably not be 
possible to construct an instrument of this type which could be considered " open ", 
that is to say with only small modifications could conceivably run on many computer 
systems.
A disadvantage in using " x.windows " for a new comer is the sharp learning 
curve and extra complexity, eg. writing " hello world " in a box may involve some
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100 lines of code compared with say 10 lines of code in C. However, as a programme 
progresses the advantages of " x " become clear.
The open instrument uses 3 independent concurrent " x.windows " 
programmes running under the UNIX operating system. The programmes are called " 
xcontrol.c ", " xdisptest.c " and " spect.c ". " xcontrol.c " is responsible for the user 
control panel, " xdisptest.c " is a real time display programme, and " spect.c " a real 
time graph drawing programme. Fig 5.14 shows the process structure on the UNIX 
side.
UNIX SYSTEM
spect.cxdisptest.c
xcontrol.c
Ethernet
NETWORK BUFFER
Figure 5.14 UNIX Process 
Each process has bi-directional communication with the network. In real time this is 
only needed by " xcontrol.c ", since sending commands to the transputer across the 
network requires the use of acknowledgements in order to guarantee reception. 
Communication with each x.programme is via " sockets " ( sockets are a UNIX 
communication methodology ) .  In " x " (XI1R5) to communicate with a socket a call 
is made to " XtAppAddInput() " ( XtAppAddlnput is the main external event 
interface with x ) in order to read or write from a socket. The problem is if a 
procedure is waiting to receive an acknowledgement, " XtAppAddInput() " cannot be 
called by an event so the socket cannot be read for a pending acknowledge.
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In order to negate this problem it is necessary to use a UNIX system call, called 
" selectQ Select acts in a similar way to " ALT " in Occam, selecting which ever 
socket becomes ready for communication. In this way, it is possible to receive a 
message within a procedure without using " XtAppAddInput() ". Select does have the 
disadvantage that it is a UNIX command and not a call to the more general windows 
environment.
5.13 USER
Using the " instrument controller " is easy since the user selects one of 3 
buttons with the mouse. The main buttons to enter data are Scan_setup, Map, and 
Spect. The user selects each of these in sequence and enters the required data in each 
pop-down menu. When all the parameters have been entered, the Go button is 
enabled and the instrument starts collecting data. The acquired data in the form of 
maps and spectra are displayed in real time on the UNIX screen. The user can find out 
more about the control panel and other information by pressing the help button on the 
control panel.
Figures 5.15, 5.16, and 5.17 show the control panel with each of the menus enabled.
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Figure 5.15
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Figure 5.16
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Figure 5.17
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5.14 SIMULATION
One of the problems with developing a project such as the scanned micro-controller is 
the use of the 'instrument' in which to fully test the project, in this case the back- 
scattering system. Beam time has to be booked and may only be available for short 
periods. What was needed to alleviate this problem was a realistic simulation of a 
'sample' from the ion beam machine.
To achieve this aim I decided that the best approach was a mix of hardware and 
software, the software for the 'intelligent part' describing shapes etc.. and the 
hardware for more realistic data paths.
Figure 5.18 shows a grid pattern, written in software (proc sim.dat) which consists of 
a number of vertical and horizontal bars repeating every 255 pixels for the entire 4095 
pixels scan range. Each of the bars is 64 pixels wide. The horizontal bars and the 
vertical bars along with the centre marker each have a different 'energy channel' 
number, so it is possible to use 'window limits' in the acquisition 'set-up' to 'filter' the 
test pattern.
The hardware side basically consists of a DAC and a field effect transistor (FBT). The 
'energy channel' numbers are fed to the simulation DAC to obtain an analogue 
quantity. This analogue quantity sets the height of the pulse coming out from the 
pulse generator (see Figure 5.19). The processed pulse can now be used directly as a 
substitution of the detector and amplifier elements (see Figure 1.3) following the 
normal entry path into the system via the ADCs. Since the pulse generator is not in 
any way synchronized with the system, an element of randomness is introduced, 
because the coincidence of the pulse and a 'bar' from the pattern generator is needed 
in order to register an event at the ADC input.
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Figure 5.18 Test grid pattern
90
GO
FET
10 k
pulse J ~ L
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Figure 5.19 Hardware simulation scheme
Four spectra lines are provided in the 'centre marker' with channel numbers 100,280, 
350 and 480. These values occur randomly but have a relative distribution weighting 
of 1, 2, 4 and 3 respectively.
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CHAPTER 6 
RESULTS
The following Figures of map and spectra data were obtained using " The 
open instrument controller " and the ion beam facility at Surrey University . Each 
figure is shown with its associated ' set up ' and conditions on the next page . Various 
images are shown including a test image of a 100 micron copper grid . This not only 
shows that the instrument is working , but also the quality and linearity of the ' scan ' 
including the valve amplifier.
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SET UP FOR FIG 6.1
SCAN
X start pos 2000
Y start pos 2000
Width in pixels 128
Step size 4
No. of lines 128
No. of frames 10
Dwell time 1
MAP
Map No. Dect No.
0 0
1 0
2 0
3 0
SPECT
NO. Dect
0 0
1 0
2 0
E_min E_max
175 250
0 512
300 400
450 512
X Y X' Y'
2000 2000 2500 2500
2000 2250 2500 2350
2000 2450 2500 2500
Fig 6.1 shows a 100 micron copper test grid , mapO and mapl. Map3 shows the 
random puiser used as a marker also shown in the spectra .
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SET UP FOR FIG 6.2
SCAN
X start pos 2000
Y start pos 2000
Width in pixels 128
Step size 4
No. of lines 128
No. of frames 10
Dwell time 1
MAP
Map No. Dect No. E_min E_max
0 0 175 250
1 0 0 512
2 0 300 400
3 0 450 512
SPECT
NO. Dect X Y X' Y'
0 0 2000 2000 2500 2500
1 0 2000 2250 2500 2350
2 0 2000 2450 2500 2500
Fig 6.2 MapO an example of contamination on silicon
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SET UP FOR FIG 6.3
SCAN
X start pos 2000
Y start pos 2000
Width in pixels 128
Step size 4
No. of lines 128
No. of frames 10
Dwell time 1
MAP
Map No. Dect No. E_min E_max
0 0 175 250
1 0 0 512
2 0 300 400
3 0 450 512
SPECT
NO. Dect X Y X' Y'
0 0 2000 2000 2500 2500
1 0 2000 2250 2500 2350
2 0 2000 2450 2500 2500
Fig 6.3 MapO an example of scratches on silicon after the surface has been ' turned '
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SET UP FOR FIG 6.4
SCAN
X start pos 2000
Y start pos 2000
Width in pixels 128
Step size 4
No. of lines 128
No. of frames 10
Dwell time 1
MAP
Map No. Dect No. E_min E_max
0 0 175 250
1 0 0 512
2 0 300 400
3 0 450 512
SPECT
NO. Dect X Y X’ Y’
0 0 2000 2000 2500 2500
1 0 2000 2250 2500 2350
2 0 2000 2450 2500 2500
Fig 6.4 More ' scratches ' on the same sample as fig 6.3
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SET UP FOR FIG 6.5
SCAN
X start pos 2000
Y start pos 2000
Width in pixels 128
Step size 4
No. of lines 128
No. of frames 10
Dwell time 1
MAP
Map No. Dect No. E_min
0 0 175 250
1 0 0 512
2 0 300 400
3 0 450 512
SPECT
NO. Dect X Y
0 0 2000 2000
1 0 2000 2250
2 0 2000 2450
E max
X' Y'
2500 2500
2500 2350
2500 2500
Fig 6.5 shows the whole UNIX screen including the control panel, same sample as 
6.4
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6.2 Further work
It is possible to add some additional facilities to this project without 
requiring modifications to the previous work.
Provision has been made on the 'scan amplifier' for a 'wobble' facility. The scheme 
here is to introduce a small sine or triangular waveform into the deflection plates 
directly (see figure 6.6)
Res 680 k
High voltage 
amplifier
Wobble in
Deflection
plates
Figure 6.6. Scan amplifier circuit
such that the beam moves around within the 1 LSB boundary of the scan amplifier 
and DAC's as shown in figure 6.7
This has an equivalent effect of defocusing the ion beam into square 'tiles' to match 
the resolution of the scanning system. Furthermore it may reduce beam damage. The 
above experiment has not been tested due to lack of beam time .
Other work may include additions to the X programmes , for example a user 
defined colour map , and a better save facility.
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CONCLUSION
The 'open instrument' described in this dissertation is still in its infancy, but 
has already demonstrated its ease of use in collecting valuable data. The advantages 
of using a standard network for flexibility and cost effectiveness are clear. However 
from a development point of view the effort involved in developing network 
communications in Occam was considerable. Network communication and the user 
interface amount to the bulk of 5 k lines of software. Although I believe Occam! to 
be a good language for implementing real time hardware, it has several problems 
when trying to write larger structured programs due to its assembler type nature. The 
problem of programming and debugging in Occam are not helped by a less than good 
development system , something taken as necessary nowadays.
The transputer itself is easy to use, and in this case offers a cost effective 
solution to an otherwise expensive hardware alternative.
As the project developed the importance of the simulation for testing and 
debugging purposes became clear since a project of this size may end up having only 
a few hours of ' beam time ' available for testing.
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APPENDIX A
VCC /k
vcc
ODO
DOGDI CHDl
P13D10D2 CHDO
D2CD3 ODll P12
030 0 4 P l lOOlO
005 04 009 PIO
05006 008
007 06
07
O ccto r 0
O ccto r 1
O ccto r 2
O P lO P l
VOO P 20 P 2
O P3O P3
to
O
14 -SYCLOCK O-
113
112
VCC VCC
sig
115
114
113
112 O O
OV111
no
SYCLOCK O- 
R E SE T  ___
SYCLOCK O-
OV
2k2
cap m inus
IC24 o  y out
Id a c y
OO
00 neb
2k2
sim  ou tIC2500
pbt-tim
g
Idacx
wr
Qval
Qack
2k2Idbcx
IC4 X out
OO
Parts list
IC1JC3, IC23 DAC 811
IC2,IC4, IC24 OP-AMP 3140
IC6,IC8 LINK ADAPTORS COI 1
IC9JC2G PAL22V10-35
IC21
IC14-19, IC 22 LATCH 74HCT574
APPENDIX B
Title palldkm 
Pattern ic20
Revision b
Author dkm
Company su
Date 10.12.92
CHIP IC20 pal22V10
;PINS 1 2 3 4 5 6 7 8 9 1011 12
QVAL Q7 Q 6Q 5Q 4N C N C N C N C N C N C  GND
;PINS 13 14 15 16 17 18 19 20 21 22 23 24 25
RESET /NA /NCB /WR /LDACX /LDACY NC QACK WCSR PIX DTOG VCC 
GLOBAL R
EQUATIONS
DTOG :=/DTOG
GLOBAL_R.RSTF = RESET
WR = QVAL
NCB = QVAL * DTOG
NA = QVAL*/DTOG
LDACX = NA * /Q7 * /Q6 * /Q5 * /Q4
LDACY = NA * /Q7 * /Q6 * /Q5 * Q4
WCSR = N A *Q 7 
PIX = LDACX 
QACK = QVAL
Title pal2dkm 
Pattern ic9 
Revision e 
Author dkm 
Company su 
Date 15.12.92
CHIP IC9 pal22V10
;PINS 1 2 3 4 5 6 7 8 9 10 11 12
SCLOCK NC P_TIM NC DP3 DP2 DPI lACKH lACKL RESET DOR GND 
;PINS 13 14 15 16 17 18 19 20 21 22 23 24
EVENT_S /EE3 /EE2 /EEl R /SO SI SDO SDl IVALINIT VCC
EQUATIONS
SDO :=/SDl */SD 0*D P2 
+ SDO * /SDl * /DPI * /DP3 
+ SDl * SDO * /DPI * DP2 
+ SDO * /DPI * /DP2 * /DP3
SD1 := /SD1 * /SDO * /DP2 * DP3 
+ SDl * /SDO * DP3 
+ SDl * /SDO * /DPI * /DP2 
+ SDl * /DPI * /DP2 * /DP3
EEl := /SDO * /SDl * EVENT_S * /DPI 
EE2 := /SDl * SDO * EVENT_S * /DP2 
EE3 := SDl * /SDO * EVENT_S * /DP3
SI = EEl * /SCLOCK 
+ EE2*/SCLOCK 
+ EE3*/SCLOCK
SO = DOR * lACKL * lACKH 
R = RESET
INIT := P_TIM * /RESET 
+ INIT * /RESET 
IVAL = DOR * flACKL * INIT 
+ DOR */IACKH* INIT 
+ IVAL * /lACKH * INIT 
+ IVAL */IACKL* INIT
Title paBdkm 
Pattern ic21 
Revision e 
Author dkm 
Company su 
Date 14. 12. 92
CHIP IC21 pal22vl0
;PINS 1 2 3 4 5 6 7 8 9 10 11 12
SCLOCK /DRB /DRC /OEl /0E2 /0E3 /DRA NC NC CHDl CHDO GND 
;PINS 13 14 15 16 17 18 19 20 21 22 23 24
NC EVENT_S n X C  /TXB /TXA DP3 DP2 DPI NC QB QA VCC
EQUATIONS
QA := /QA * /QB * EVENT_S 
+ /QA*QB*EVENT_S 
+ QA * QB * /OE1 * /0E2 * /0E3
QB := QA * /QB * EVENT_S 
+ /QA*QB*EVENT_S 
+ QA * QB * /OE1 * /0E 2 * /0E3
DPI = DRA * /EVENT_S * /( QB * QA ) * /OEl 
+ TXA
DP2 = DRB * /EVENT_S * /( QB * QA ) * /OE2 
+ TXB
DPS = DRC * /EVENT_S * /( QB * QA ) * /QE3 
+ TXC
TXA = DRA * /CHDl * /CHDO * /( QB * QA ) * /OEl 
TXB = DRB * /CHDl * CHDO * /( QB * QA ) * /QE2 
TXC = DRC * CHDl » /CHDO * /( QB * QA ) * /QE3
EVENT_S :=TXA 
+ TXB 
+ TXC
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1
2
3
4
5
6
7
8
9
10 
11 
12
13
14
15
16
17
18
19
20 
21  
22
23
24
25
26
27
28  
29  
3 0
31
32
33
34
35
36
37 
3 8 
3 9
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54 
5 5
56
57
58
59
60 
61 
62
63
64
65
66
67
68
69
70
71
72
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PROTOCOL SP IS INTI 6 [] BYTE
PROC int.to.asciistr(INT num, []BYTE str, INTI6 s.len) 
__** ******* s.len in bytes 
VAL INT mask IS #OOFF :
INT X, sign, i :
[20] BYTE r . s t r  :
INT count :
SEQ
X := num 
IF
( X  <  0)
SEQ
sign := X
X  : =  - X
TRUE
sign := X 
i := 0 
IF
( X  = 0 )
SEQ
r.str[i] := 48 (BYTE) --** 0 in ascii
X := -1 
i := i+1
TRUE
SKIP
WHILE (X > 0)
SEQ
r.str[i] := (BYTE ((x REM 10) + 48))
i := i+1 
X X / 10
IF
sign < 0 
SEQ
r .str[i] 
count := i + 1
TRUE
count := i 
SEQ j = 0 FOR count 
SEQ
str[]] := r.str[(count - (j +1))] 
str[count] := 32 (BYTE) --*** = space 
s.len := (INTI6 (count + 1))
PROC so.write.string (CHAN OF SP fs, ts, VAL []BYTE string 
INTI6 len :
SEQ
len := (INT16 ( SIZE string)) 
ts ! len : : string
PROC so.write.int (CHAN OF SP fs, ts, VAL INT xx, VAL INT v.len ) 
[20] BYTE no.str :
INTI6 len ;
INT X .num :
SEQ
len := 1 (INTI6)
X .num := XX
int.to.asciistr( x.num, no.str, len) 
ts ! len : : [no.str FROM 0 FOR (INT len)]
PROC so.write.string.nl(CHAN OF SP fs, ts, VAL []BYTE string ) 
INTI6 len :
[512] BYTE a.str :
SEQ
len := (INT16 ( SIZE string))
[a.str FROM 0 FOR (INT lenj] := [string FROM 0 FOR (INT len)]
a.str[(INT len)] := 10 (BYTE) -- = newline
len := len + 1(INTI6) 
ts ! len :: a.str
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1
2 -- IMS F006A example program of experiemt with top 13.10.93
3 -- Copyright INMOS Limited 1991
4 —
5 -- Simple Ethernet listener. This program initialises the IMS B431
6 -- Ethernet interface in promiscuous receive mode and prints out the
7 -- lieader segment of every packet it receives. It also periodically
8 -- requests and displays accumulated Ethernet statistics as gathered
9 -- by the IMS B431 device driver.
10 
11
12 -- Toolset header and library files.
13 #OPTION "A"
14 #INCLUDE "ticks.inc"
15 #INCLUDE "hostio.inc"
16 #INCLUDE "tcproto.inc"
17
18 --#USE "hostio.lib"
19 --CHAN OF INT wait.test :
20
21 -- Main entry point has an ISERVER channel pair for connection to the
22 -- host and a further channel pair for communication with the IMS B431
2 3 -- TRAM device driver.
24
2 5 PROC net.coms( CHAN OF ANY from.b431, to.b431, CHAN OF DATA.COMS rx.to.ap, CHAN OF TXAP
.COMS ap.to.tx )
26
27 -- IMS F006A header and library files
2 8 #INCLUDE "myhostio.inc"
29 #INCLUDE "b431io.inc"
30
31
32 #USE--"b431.1ib" ----****
33 #USE "string.lib"
34 #USE "convert.lib"
3 5 
3 6
37 [288] BYTE from.buff :
38
3 9
4 0 --CHAN OF RXTX.COMS rx.to.tx :
41
4 2 --CHAN OF AP.COMS tx.to.rx :
43
44 CHAN OF COMS to.ether, ip.to.rx :
4 5 --CHAN OF BYTE from.top :
46 CHAN OF COMS arp.to.rx :
47
48
49 -- [2 0]BYTE ip.header :
50 [4]BYTE test.h :
51
52 #INCLUDE "nettx2.inc"
53
54 -- Arbitrary physical address
55 VAL [PHYSICAL.ADDRESS.SIZE]BYTE physical.address IS
56 "*#22*#44**88*#88*#44*#44" :
57
58 PROC perf.test2(CHAN OF SP fs, ts, CHAN OF TXAP.COMS to.test)
59 TIMER ck, cc :
60 VAL INT u.count IS 512000 :
61 [u.count] BYTE u .data :
62 INT w.count :
63 --[u.count] BYTE w.data :
64 CHAN OF INT : : []BYTE t.com :
65 INT now , start.t, end.t, elap.t:
6 6 INTI6 udp.sp, udp.dp, udp.mien :
67 INT16 udp.cs, sp, dp, b .sent, s.next :
68 INT len ;
69 SEQ
70 s.next := 0 (INTI6)
71 WHILE TRUE
72 SEQ
7 3 to.test ? CASE
7 4 udp; sp; dp; b .sent : : [u.data FROM (INT s.next) FOR (INT b.sent)]
7 5 SEQ
7 6 SKIP --S.next := s.next + b .sent
77 :
78
7 9 PROC net.test(CHAN OF ANY net.sim)
Apr 22 1995 13:12:00________e e p l d m  - netCOm.OCC________________ Page 2
80 TIMER ck, cc :
81 VAL INT u.count IS 1024 :
82 [u.count] BYTE u.data :
83 SEO
84 WHILE TRUE
85 SEQ
8 6 net.sirn ? u .data
87
88  :
8 9
90
91 __** This is a muliplexer its job is to mux the pareil pro
92 PROC ser.mux ([]CHAN OF SP fs, ts, CHAN OF SP fhost, thost )
93 INTI6 len :
94 [1024]BYTE buffer :
95 SEQ
96 WHILE TRUE
97 PRI ALT 1 = 0  FOR 6
■'98 ts[i] ? len :: buffer
99 SEQ
100 thost ! len : : buffer
101 fhost ? len : : buffer
102 fs[i] ! len : : buffer
103
104 : .
105
106 PROC so.loop(CHAN OF SP fs, ts, fss, tss)
107 INTI6 len :
108 [1024]BYTE buffer :
109 SEQ
110 WHILE TRUE
111 SEQ
112 tss ? len ; : buffer
113 SEQ
114 ts ! len : : buffer
115 fs ? len : : buffer
116 fss ! len : : buffer
117 :
118
119 PROC netser.mux ([]CHAN OF SP fs, ts, CHAN OF COMS rx.mes.tx )
120 INT16 len :
121 [1024]BYTE buffer :
122 VAL INT mes.taq IS 1 :
123 SEQ
124 WHILE TRUE
12 5 PRI ALT 1 = 0  FOR 6
126 ts[i] ? len :: buffer
127 SEQ
128 SKIP -- rx.mes.tx ! (INT len) :: buffer -- to redirect !
129
130 :
131
132
133
135
13 6 TCP READ SERVER STUFF!
137
■j^ 38 —  * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *  * * * * * * * * * * * * * * * * * * * * * *
139
140 PROC arp(CHAN OF SP fs, ts, []BYTE receive.packet, INT receive.packet.length)
141 INT len , checksum :
142 [100] BYTE ether.buff :
143 SEQ
144 [6] BYTE temp.ether.add :
145 [4] BYTE temp.ip.add :
146 SEQ
147 so.write.string.nl( fs, ts, "in ARP " )
148 [ether.buff FROM 0 FOR 42 ] := [receive.packet FROM 0 FOR 42 ] --*** fixed pack 
len at moment
149 -- swap ethers.add
150 temp.ether.add := [ether.buff FROM 6 FOR 6] --sou.ether.add
151 [ether.buff FROM 6 FOR 6] := physical.address
152 [ether.buff FROM 0 FOR 6] := temp.ether.add --now = dest add
153 -- now swap ip and Hardware address
154 temp.ip.add := [ether.buff FROM 28 FOR 4] -- sou.ip.add
155 [ether.buff FROM 28 FOR 4] := [ether.buff FROM 38 FOR 4] -- des.ip.add
156 [ether.buff FROM 38 FOR 4] := temp.ip.add
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157
158
--*** now swap hardware add copy sender into target
159 [etlier.buff FROM 32 FOR 6] := [ether.buff FROM 22 FOR 6] -- des. ether.add
160 --** now set sender hardware add & set operation field to 2 eg i■esponce
161 [etlier.buff FROM 22 FOR 6] := physical. address
162 ether.buff[21] := 2 (BYTE) --** set opt to 2 = responce
163 --** ok packet ready for sending
164 arp.to.rx ! 42 : : etlier.buff
165
166
167
so.write.string.nl( fs, ts, "sent pk from ARP " )
168
169
170 PROC str.to.int(INT num, []BYTE str, VAL INT s.len)
171 __** ******* s.len in bytes
172 INT shift :
173 SEQ
174 num := 0
175 SEQ i = 0 FOR s.len
176 SEQ
177 shift := (s.len - (i+1) ) «  3
178 num := num \/ ((INT str[i]) «  shift)
179
180
181 PROC str.to.int16(INTI6 num, []BYTE str, VAL INT s.len)
182 __** ******* g,ien in bytes
183 INT shift :
184 SEQ
185 num := 0(INTI 6)
186 SEQ i = 0 FOR s.len
187 SEQ
188 shift := (s.len -(i+1) ) «  3
189 num := num \/ ((INT16 str[ij) «  shift)
190
191
192
193 PROC str.to.int32(INT32 num, []BYTE str, VAL INT s.len)
194 --** ******* s.len in bytes
195 INT shift :
196 SEQ
197 num ;= 0 (INT32)
198 SEQ i = 0 FOR s.len
199 SEQ
200 shift := (s.len -(i+1) ) «  3
2 01 num := num \/ ((INT32 str[i]) «  shift)
202
203
204
205
206
207 PROC rec.ip(CHAN OF SP fs, ts, []BYTE receive.packet, INT receive.packet.length )
208 INT vers, ip.hien, tot.len, enable, vers.len :
209 VAL len.mask IS iOF(INT) :
210 INT cs, h.cs :
211 SEQ
212 vers.len := (INT receive.packet[14])
213 ip.hlen := vers.len /\ len.mask
214 vers := vers.len »  4
215 -- *****[]BYTE ip.header IS [receive.packet FROM 14 FOR ip.hlen] ;
216 __***** ip.checksum IS [ip.header FROM 10 FOR 2] :
217 __*-**** proto IS [ip. header FROM 9 FOR 1] :
218 SEQ
219 IF
220 (vers <> 4)
221 so.write.string( fs, ts, "warning ethernet packet tcp/ip is 
has loaded new software " )
not v4, someone
222 TRUE
223 SKIP
224 -- do framment control ??? ******
225 -- now do ip check sum
226 --checksum.ip (fs, ts, ip.header, cs, ip.len )
227 --str.to.int(h.cs, [ip.header FROM 10 FOR 2], 2 )
228 IF
229 (TRUE) -- *** checksum not needed for receive over ethernet( cs = h.cs )****
230 SEQ
231 -- this means ip header is ok **
232 --so.write.string.nl( fs, ts, "ok in rec.ip() before ip.to . rx " )
233 SEQ
234 ip.to.rx ! receive.packet.length :: receive.packet
A p r 2 2  1 9 9 5  13:12:00 eepldm - netcom.occ Page 4
235 --so.write.string.nl{ fs, ts, "rec.ipO sent pk to rx. 1 " )
236
237 TRUE
238 SKIP
239
240
241
242
243 PROC rx.net.ser (CHAN OF SP fs, ts, CHAN OF DATA.COMS rx.to.ap, CHAN OF AP.COMS t x . t o
.rx, CHAN OF RXTX.COMS rx.to.tx)
244 INT state, ip.hlen, pk.len, ip.totlen, proto, tcp.hlen, top.totlen
245 INT ip.enable :
246 INT16 ps.buf.size :
247
248 VAL INT l.maski IS #000F (INT) :
249 VAL INT h.maskl IS #FF00 (INT) :
250 VAL INT code.mask IS #003F  (INT) :
251 [2048] BYTE packet : --*** p.buf later make in par ip & tcp
252 [6] BYTE sou.ether : --*** NOTE CHECKSUM NOT NEEDED FOR RECEIVE OVER ETHER NET
253 [6] BYTE dest.ether :
254 [4] BYTE sou.ip.add :
255 [4] BYTE dest.ip.add :
256
257 --*** other constants
258 VAL INT eth.len IS 14 :
259
260 --*** TCP CONTROL BITS ****
261 VAL INT fin IS 1 :
262 VAL INT syn IS 2 :
263 VAL INT rst IS 4 :
264 VAL INT psh IS 8 :
265 VAL INT ack IS 16 :
266 VAL INT urg IS 32 :
267 BOOL open.active :
268 --***** TCP/udp VARABLES * * * * * *
269
270 INT local.port, loc.con.name :
271 [2] BYTE dest.port :
272 [2] BYTE sou.port :
273
274 - - * * * * * *  T.C.B block of data for each connection **
275 INT foreign.socket :
276 INT connect.name :
277 - - * * * * *  rec seq variables ***
278 INT32 rec.next, 1rs :
279 INTI6 rec.win, rec.up :
280
281 - - * * *  current seg variables
282 INT seg.len, seg.win, seg.up, code ;
283 INT32 seg.seq, seg.ack :
284
285 --*** send seq variables **
286 INT32 send.next, iss :
287 INT send.uack, send.win, send.up :
288 INT send.wll : -- ** send seq num for last window update * *
289 INT send.wl2 : -- ** send ack num used for last window **
290
291 - - * * * * * *  now define connection states * * * *
292 VAL INT closed IS 0 :
293 VAL INT listen IS 1 :
294 VAL INT syn.rec IS 2 :
295 VAL INT syn.sent IS 3 :
296 VAL INT estab IS 4 :
297 VAL INT fin.waitl IS 5 :
298 VAL INT fin.wait2 IS 6 :
299 VAL INT close.wait IS 7 :
300 VAL INT closing IS 8 :
3 01 VAL INT last.ack IS 9 :
302 VAL INT time.wait IS 123 : --*** this is peroid for shut down
303
304 PROC udp([] BYTE u .data)
3 05 INTI6 udp.ml, udp.sp, udp.dp, d .1en :
306 SEQ
307 str.to.inti6 (udp.sp, [u.data FROM 0 FOR 2], 2)
308 str.to.inti6 (udp.dp, [u.data FROM 2 FOR 2], 2)
309 str.to.inti6 (udp.ml, [u. d a t a  FROM 4 FOR 2], 2)
310 d.len := udp.ml - 8 (INTI6)
311 rx.to.ap ! udp.dp; udp.sp; d.len : [u.data FROM 8 FOR (INT d .1en)]
312 --so.write.string.nl( fs, ts, " " )
313 so.write.string.nl( fs, ts, " udp rx proc finished" )
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314 ;
315
316
317
318
319 PROC tcpO
320 SEQ
321 tcp.hlen ;= ((INT packet[ip.hlen + 13]) /\ h.mask4 ) »  2 --** shift 4 bits to 
get int l:)Ut *4 for bytes
322 seg.len := tcp.totlen - tcp.hlen — ********* data seg lenth
3 23 BYTE tx.code :
324 SEQ
325 INT tcp.h : start address of tcp header
326 SEQ
3 27 tcp.h := eth.len + ip.hlen
328 sou.port := [packet FROM (tcp.h + 0) FOR 2]
329 dest.port := [packet FROM (tcp.h + 2) FOR 2]
330 str.to.int32(seg.seq, [packet FROM (tcp.h + 4 ) FOR 4], 4)
331 str.to.int32(seg.ack, [packet FROM (tcp.h + 8 ) FOR 4], 4)
332 code := (INT packet[(tcp.h +13)]) /\ code.mask
333 str.to.int(seg.win, [packet FROM (tcp.h + 14) FOR 2], 2)
334 str.to.int(seg.up, [packet FROM (tcp.h + 18) FOR 2], 2)
335 so.write.string( fs, ts, "state = " )
336 so.write.int(fs, ts, state, 0 )
337 CASE state
338 closed
339 SEQ
340 SKIP
341 listen
342 SEQ
343 so.write.string( fs, ts, "state = listen " )
344 so.write.string( fs, ts, "code = " )
345 so.write.int(fs,ts, (code /\ syn), 0 )
346 --so.write.int(fs,ts, code, 0 )
347 IF
3 48 ((code /\ syn ) = syn)
3 49 SEQ
3 50 rec.next := seg.seq PLUS 1 (INT32)
351 1rs := 300 (INT32) --*** later rand for each con to do ********
3 52 tx.code := #12 (BYTE)
353 rx.to.tx ! connect; connect.name; dest.port; dest.ip.add; sou.por
t; sou.ip.add; rec.next; irs; tx.code; rec.win; state
354 --rx.to.tx ! send.ack; connect.name; rec.next ; tx.code; rec.win;
state
355 --tx.to.rx ! open.pas; connect.name **** whats going on here ****
■ k - k - k - k - k - k - k - k - k - k - k - k - k - k
3 56 state := syn.rec
357 TRUE
358 so.write.string( fs, ts, "state = listen but SKIPPED " )
359
360 syn.rec
361 SEQ
362 so.write.string( fs, ts, "state = syn.rec " )
363 IF
3 64 (code /\ rst ) = rst
365 SEQ
3 56 IF
3 67 (open.active)
368 SEQ
369 --* remove prev seg form re ? transmition Q
370 state := closed
371 SKIP
372 TRUE
373 SEQ
374 state := listen --* return to listen for passive open
375 (code /\ ack) = ack
376 SEQ
377 so.write.string( fs, ts, "ack! " )
378 IF
379 (seg.seq = rec.next)
3 80 SÊQ
3 81 state := estab
382 rx.to.tx ! tx.ack; connect.name; seg.ack; code; seg.win
3 83 TRUE
384 SKIP
3 85 TRUE
386 SKIP
3 87
3 88 syn.sent
3 89 SEQ
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3 90 estab
3 91 SEQ
392 so.write.string( fs, ts, "state = estab " )
393 IF
394 (seg.seq = rec.next) --***** a nd (seg.seq <= (rec.next + rec.win))
3 95 SÈQ
3 96 IF
397 (ps.buf.size <> 0 (INTI6))
398 SEQ
399 --rx.to.ap ! seg.len :: [packet FROM (ip.hlen + tcp.hlen) F
OR seg.len] - - * *  look at what is seg len !
4 00 rec.next := rec.next PLUS (INT3 2 seg.len )
401 rec.win := 0 (INT16) __**** silly window sindrome to do
4 02 rx.to.tx ! send.ack; connect.name ; rec.next ; tx.code; rec.w
in; state
403 so.write.string.nl( fs, ts, "okl sent send.ack " )
404 ps.buf.size := 0 (INTI6)
405
4 06 TRUE
4 07 SEQ
408 rec.win := 0 (INTI6) --**** silly window sindrome to do
409 rx.to.tx ! send.ack; connect.name ; rec.next ; tx.code; rec.w
in; state
410 TRUE
411 SEQ
412 rx.to.tx ! send.ack; connect.name; rec.next ; tx.code; rec.win; st
ate
413
414 fin.waitl
415 SEQ
416 IF
417 TRUE ---- (seg.seq = ack.seg) --***** AND (seg.seq <= (rec.next + rec
.win))
418 SEQ
419 IF
420 (code /\ fin) = fin
421 SEQ
422 tx.code := #11 (BYTE)
423 rx.to.tx ! send.ack; connect.name; rec.next; tx.code; rec.w 
in; state
424 state := closed
425
42 6 TRUE
427 SEQ
428 SKIP
429 TRUE
430 SKIP
431
432
433 fin.wait2
434 SEQ
435 close.wait
436 SEQ
437 last.ack
438 SEQ
439 time.wait
4 40 SEQ
4 41
442 SEQ
4 43 so.write.string( fs, ts, "state2 = " )
444 so.write.int(fs, ts, state, 0 )
445 :
446
447 SEQ ----------------*********** note rest of net server begins here ! !
4 48 SEQ
449 connect.name := 0 --*** note do connection table and other inits
450 state := closed
451 so.write.string.nl( fs, ts, "so far 1 " )
4 52 WHILE TRUE
453 SEQ
4 54 ALT -- make pri after test
455 ip.to.rx ? pk.len :: packet
456 SEQ
457 --so.write.string( fs, ts, "rx.net() received ok 2 " )
4 58 sou.ether := [packet FROM 6 FOR 6]
4 59 dest.ether := [packet FROM 0 FOR 6]
460 sou.ip.add := [packet FROM (12 + eth.len) FOR 4]
4 61 dest.ip.add := [packet FROM (16 + eth.len) FOR 4]
4 62 proto := (INT packet[(9 + eth.len)])
463 ip.hlen := ((INT packet[eth.len]) A  l.mask4 ) «  2 --** *4 = no. byt
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es in header
464 --so.write.string.nl( fs, ts, "ip.hlen = " )
465 --so.write.int( fs, ts, ip.hlen, 0 )
466
467 str.to.int(ip.totlen, [packet FROM (2 + eth.len) FOR 2], 2)
468 tcp.totlen := ip.totlen - ip.hlen
469 IF
470 (proto = 6) --*** tcp protocol
471 SEQ
472 SKIP --tcpO
473 so.write.string( fs, ts, "tcp() selected 3 " )
474 (proto = 17) --*** udp protocol
475 SEQ
476 --so.write.string( fs, ts, " rx.to.tx !!! con.req " )
477 rx.to.tx ! con.req; sou.ether; sou.ip.add -- sent to
lish sou.host
tx to esab
478 --so.write.string( fs, ts, "ok calling udp " )
479 udp([packet FROM (14 + ip.hlen) FOR (pk.len - (14 + ip.hlen))])
480 --so.write.string( fs, ts, "udp returned" )
481 TRUE
482 SKIP --so.write.string( fs, ts, "no protocol selected " )
483
484 arp.to.rx ? pk.len : : packet
485 SEQ
486 so.write.string( fs, ts, "ARP to rx ok " )
487 rx.to.tx ! arp.proto; pk.len : : packet
488 so.write.string( fs, ts, "ARP sent to TX " )
489
490 tx.to.rx ? CASE
491 open.pas; local.port
492 SEQ
493 so.write.string( fs, ts, "tx.to.rx received ok " )
494 open.active := FALSE
495 state := listen
496
497 open.act; local.port; foreign.socket
498 SEQ
499 SKIP
500
501 data.req; ps.buf.size
502 SEQ
503 rec.win := ps.buf.size
504
505 close
506 SEQ
507 state := fin.waitl
508
509
510 --TRUE & SKIP -- ************** for test only
511 --SEQ
512 --state := listen
513
514
515
516
517
518 —  ********* ]y[AlN CODE HERE *******************************************
519
520 -- Variables
521 INT sou.add :
522
523 -- is nahar used in test only ! !
524 VAL [6]BYTE from.add IS
525 "*#08*#00*#20*#0B*#E3*#9C" :
526
527
528
529 -- Logical address filter disables multicast packet reception
530 VAL [LOGICAL.ADDRESS.FILTER.SIZE]BYTE logical.address.filter IS
531 "*#00*#00*#00*#00*#00*#00*#00*#00 " :
532 '
533 -- For use with B431.Waitfor.Event() etc.
534 BYTE result :
535 CHAN OF BYTE cancel :
536 [ETHER.STATS.SIZE]INT32 ethernet.stats :
537 INT error.code, receive.packet.length :
538 [MAX.PACKET.LENGTH]BYTE receive.packet :
539 [FAILED.PACKET.LENGTH]BYTE failed.packet.data :
540
541 -- Initialise the Ethernet interface and then start it running.
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542 -- Continuously call B431.Waitfor.Event() to receive ethernet packets
543 -- and print out the header. Request and print out Ethernet statistics
544 -- e v e r y  20 seconds.
545
546 SEO
547
548 --so.write.string.nl( fser, tser, "MY tcp Ethernet echo" )
549
550 -- Initialise Ethernet interface in promiscuous receive mode and
551 -- perform packet buffer memory check.
552 B431.Init.Normal( from.b431, to.b431,
553 physical.address, logical.address.filter,
5 54 MEMORY.CHECK , result )
555 IF
556 ( result <> INIT.SUCCESS )
557 SKIP --so.write.string.nl( fs e r ,  tser, "B431.Init.Normal() failed" )
5 58 TRUE
559 SKIP
560
561 -- Start the Ethernet interface running.
562 B431.Start.Ether( from.b431, to.b431, result )
563 IF
5 64 ( result <> START.SUCCESS )
565 SKIP --so.write.string.nl( fser, tser, "B431.Start.Ether() failed" )
5 66 TRUE
567 SKIP
568 --so.write.string.nl( fser, tser, "ok start.ether" )
569
570 -- Fork into two separate parallel processes. One will receive
571 -- and print out either Ethernet packet headers or Ethernet statistics
572 -- when received from the device driver. The other will request Ethernet
573 -- statistics once every 20 seconds.
574
575 PROC ethrstat(CHAN OF SP fs, ts)
576 TIMER clock :
577 INT time.now :
578 SEQ
579 clock ? time.now
580 clock ? AFTER time.now PLUS ( (INT lo.ticks.per.second) * 4 )
581 B431.Ether.Stats( to.b4 31 )
582 :
583
584
585 -- received from the IMS B431 device driver.
586
587 PROC ether.events(CHAN OF SP fs, ts )
588 SEQ
589 SEQ
590 --so.write.string( fs, ts, "wating in ether.event " )
591 -- Wait for the Ethernet interface to do something.
592 B431.Waitfor.Event( from.b431, cancel, ethernet.stats,
593 receive.packet, receive.packet.length,
594 error.code, failed.packet.data, result )
595
596 CASE result
597
598 -- The other process requested Ethernet statistics, print
599 --out each field.
600 B431.ETHER.STATS
601 VAL []INT ethernet.stats RETYPES ethernet.stats :
602 SEQ
603 so.write.string.nl( fs, ts, "Ethernet statistics :" )
604 so.write.string( fs, ts, "tx.packets = " )
605 so.write.int( fs, ts, ethernet.stats[STATS.TX.PACKETS], 0 )
606 so.write.string( fs, ts, ", rx.packets = " )
607 so.write.int( fs, ts, ethernet.stats[STATS.RX.PACKETS], 0 )
608 --so.write.nl( fs, ts )
609 so.write.string( fs, ts, "framing.errors = " )
610 so.write.int( fs, ts, ethernet.stats[STATS.FRAMING.ERRORS], 0 )
611 so.write.string( fs, ts, ", crc.errors = " )
612 so.write.int( fs, ts, ethernet.stats[STATS.CRC.ERRORS], 0 )
613 --so.write.nl( fs, ts )
614 so.write.string( fs, ts, "packets.dropped = " )
615 so.write.int( fs, ts, ethernet.stats[STATS.PACKETS.DROPPED], 0 )
616 so.write.string( fs, ts, ", packets.missed = " )
617 so.write.int( fs, ts, ethernet.stats[STATS.PACKETS.MISSED], 0 )
618 --so.write.nl( fs, ts )
619 so.write.string( fs, ts, "deferred.transmits = " )
620 so.write.int( fs, ts, ethernet.stats[STATS.DEFERRED.TRANSMITS], 0 )
621 so.write.string( fs, ts, ", late.collisions = " )
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622 so.write.int( fs, ts, ethernet.stats[STATS.LATE.COLLISIONS], 0 )
623 so.write.string( fs, ts, ", carrier.lost = " )
624 so.write.int( fs, ts, ethernet.stats[STATS.CARRIER.LOST], 0 )
625 --so.write.nl( fs, ts )
626 so.write.string{ fs, ts, "no.more.retries = " )
627 so.write.int( fs, ts, ethernet.stats[STATS.NO.MORE.RETRIES], 0 )
628 so.write.string( fs, ts, ", single.retries = " )
629 so.write.int( fs, ts, ethernet.stats[STATS.SINGLE.RETRIES], 0 )
630 so.write.string( fs, ts, ", multiple.retries = " )
631 so.write.int( fs, ts, ethernet.stats[STATS.MULTIPLE.RETRIES], 0 )
632 --so.write.nl( fs, ts )
633 so.write.string( fs, ts, "average.tdr.value = " )
634 so.write.int( fs, ts, ethernet.stats[STATS.AVERAGE.TDR.VALUE] , 0 )
635 --so.write.nl( fs, ts )
636
637 -- An ethernet packet arrived, print out it's header segment.
638 B43l.RX.PACKET
639 SEQ
640 --so.write.string.nl( fs, ts, "b431.rx.pack ok" )
641 IF
642 ({( compare.strings("*#08*#06" , [receive.packet FROM 12 FOR 2])) = 0
) AND (( compare.strings{ "*#83*#E3*#03*#C4", [receive.packet FROM 38 FOR 4]) ) = 0) )
643 SEQ
644 -- **** ether packet is arp request call arp if type = #0806
645 --so.write.strinq.nl( fs, ts, "calling arp ! " )
646 --SEQ i = 0 FOR PACKET.HEADER.SIZE
647 --SEQ
648 --so.write.hex.int( fs, ts, INT receive.packet[i], 2 )
649 --so.write.string{ fs, ts, " " )
650 --so.write.string.nl( fs, ts, "]" )
651
652 --SEQ i = PACKET.HEADER.SIZE FOR receive.packet.length
653 --SEQ
6 54 --so.write.string( fs, ts, " " )
655 --so.write.hex.int(fs, ts, INT receive.packet[i], 2 )
656 arp(fs, ts, receive.packet, receive.packet.length )
657
658 ((( compare.strings("*#08*#00", [receive.packet FROM 12 FOR 2])) = 0)
AND ( ( compare.strings( physical.address, [receive.packet FROM 0 FOR 6])) = 0) )
659 SEQ
660 -- **** ether packet is ip request call ip if type = #0800
661 --so.write.string.nl( fs, ts, "calling rec.ip ! " )
662 rec.ip(fs, ts, receive.packet, receive.packet.length )
663 --SEQ 1 = 0  FOR PACKET.HEADER.SIZE
664 --SEQ
665 --so.write.hex.int( fs, ts, INT receive.packet[i], 2 )
66 6 --so.write.string( fs, ts, " " )
667 --so.write.string.nl{ fs, ts, "]" )
668
669 --SEQ i = PACKET.HEADER.SIZE FOR receive.packet.length
670 --SEQ
671 --so.write.string{ fs, ts, " " )
672 --so.write.hex.int(fs, ts, INT receive.packet[i], 2 )
673
674 TRUE
675
X.packet "
SKIP --so.write.string.nl( fs, ts, "not calling any thing
)
in b431.r
676
677
678 20 (BYTE) -- B431.ERROR.REPORT
679 SEQ
680 so.write.string( fs, ts, "error code = " )
681 so.write.int( fs, ts, error.code, 0 )
682 so.write.string.nl( fs, ts, " " )
683
684
685
686
687 -- Ignore everything else.
688 ELSE
689 SKIP
690
691
692 [6]CHAN OF SP fs, ts :
693 --CHAN OF DATA.COMS rx.to.ap:
694 CHAN OF AP.COMS tx.to.rx, m y . t o . rx :
695 --CHAN OF TXAP.COMS ap.to.tx :
696 CHAN OF RXTX.COMS r x . t o . t x  :
697 CHAN OF COMS rx.mes.tx :
698 --CHAN OF INT mux.to.mux :
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699
7 00 CHAN OF ANY Iiet.sim :
7 01 
7 02
7 03 PAR
704 --so.write.Gtrinq.nl( fs[0], ts[0], "print testl " )
705 --WHILE TRUE
7 06 --SEQ
707 --ethrstat(fs[3], fs[3] )
708
7 09 WHILE TRUE
710 SEQ
711 ether.events(fs[4], ts[4] )
712
713
714 WHILE TRUE
715 SEQ
716 rx.net.ser (fs[2], ts[2], rx.to.ap, tx.to.rx, rx.to.tx)
717
718 WHILE TRUE
719 SEQ
7 20 t x . c o m ( a p . t o . t x ,  rx.to.tx, rx.mes.tx, tx.to.rx, to.b431 ) --net.sim
721
722
723
724 --SEQ
725 --so.loop(fs[1], ts[l], fss, tss)
726
727  SEQ
728 --ser.mux ( fs, ts, fser, tser )
729 netser.mux (fs, ts, rx.mes.tx)
730
731 :
732
733
734
735
736  
7 37
738
739  
7 40
741
742
APPENDIX E
Apr22 1995 13:16:11_________ eepldm - nettx2.inc_________________ Page 1
1 INCLUDE "tcproto.inc"
2 INCLUDE "hostio.inc"
3 --#USE "hostio.lib"
4
5 PROC tx.com(CHAN OF TXAP.COMS ap.to.tx, CHAN OF RXTX.COMS rx.to.tx, CHAN OF COMS rx.mes 
.tx, CHAN OF AP.COMS tx.to.rx, CHAN OF ANY to.b431 )
6 #INCLUDE "myhostio.inc"
7
8 [100]BYTE tx.bufl :
9 [100]BYTE tx.but2 : to keep compiler happy for the monent, in ip !
10 INTI6 ip.counter :
11
12 -- opt A in main file app3.occ disable alias checking , pk.bufl can then be removed
13 [2] [614] BYTE pk.buf :
14 --[2] [614] BYTE pk.bufl : to keep compiler happy for the monent, in ip !
15 [614]BYTE test.pk :
2  g ______________ ____* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
* * * * * * * * * * * * * * * * *
17 PROC int32.to.str(INT32 num, []BYTE str)
18 --** ******* g.ien in bytes
19 INT s.len :
20 VAL INT32 mask IS #OOOOOOFF (INT32) :
21 INT32 X :
22 SEQ
2 3 X := num
2 4 s.len := 4
2 5 SEQ 1 = 0  FOR s.len
2 6 SEQ
27 str[(s.len -(i+1) )] := (BYTE (x /\ mask) )
28 X := X »  8
29 :
3 0
31 PROC inti6.to.str(INTI6 num, []BYTE str)
32 __** ******* g.ien in bytes
3 3 INT s.len :
3 4 VAL INTI6 mask IS #FF (INTI6) :
3 5 INTI6 X :
3 6 SEQ
37 X := num
3 8 s .1en := 2
39 SEQ 1 = 0  FOR s.len
4 0 SEQ
41 str[(s.len - (i+1) )] := (BYTE (x /\ mask) )
42 X := X »  8
43 :
44
45 PROC int32.to.str2(INT32 num, []BYTE str)
46 __** ******* g.ien in bytes
47 INT s.len :
4 8 VAL INT32 mask IS #FF (INT32) :
49 INT32 X :
50 SEQ
51 X := num
52 s.len := 2
53 SEQ 1 = 0  FOR s.len
54 SEQ
55 str[(s.len - (i+1) )] := (BYTE (x /\ mask) )
5 6 X := X »  8
57 :
58
5 9 PROC checksumXX.ip (CHAN OF SP fs, ts, []BYTE header, INTI6 sum, VAL INT len )
60 [2]BYTE check.buff :
61 VAL INT32 mask IS #7FFF0000 (INT32) :
62 VAL INT32 maskl6 IS #FFFF (INT32) :
63 VAL INT16 comp.maskl6 IS #FFFF (INTI6) :
64 INT32 cs :
65 INT ip.head.len : -- header len in ints
66 SEQ
67 ip.head.len := len »  1
68 cs := 0 (INT3 2)
69 SEQ
70 -- 1st network byte order ******
71 SEQ 1 = 0  FOR ip.head.len
7 2 SEQ
73 cs := (cs + ((INT32 header[i+i]) «  8)) + (INT32 header[(i+i)+1])
74
75 sum := comp.maski6 >< ( INTI6 (((( cs /\ mask) »  16 ) PLUS cs) /\ maskl6 ))
76 :
77
78 PROC checksum.ip (CHAN OF SP fs, ts, [20]BYTE header, INT32 sum )
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[10]INT32 net.header :
[2]BYTE check.buff :
VAL INT32 mask IS #7FFF0000 (INT32) :
VAL INT32 maskie IS #0000FFFF (INT32) :
INT32 cs :
SEQ
SEQ
-- 1st network byte order ******
--so.write.strinq.nl(fs, ts, "PCS 1 checksum.ip")
SEQ i = 0 FOR 10 
SEQ
net.header[i] := (INT32 header[i+i]) «  8
net.header[i] := net.header[i] \/ (INT32 header[(i+i)+1])
--so.write.strinq.nl(fs, ts, "POS 2 checksum.ip") 
cs ;= 0 (INT32)
net.header[5] := 0 (INT32) -- set checksum to zero
--so.write.string.nl(fs, ts, "POS 3 checksum.ip")
SEQ i = 0 FOR 10 
SEQ
cs := cs + net.header[i]
--so.write.string.nl(fs, ts, "POS 4 checksum.ip")
cs := ( cs »  16 ) + ( cs /\ masklG) -- add I's comp overflow
--so.write.string.nl(fs, ts, "POS 4.1 checksum.ip")
cs := ( cs »  16 ) + ( cs /\ maskl6) --one more time to makesure no overflows 
--so.write.string.nl(fs, ts, "POS 4.2 checksum.ip") 
sum := (cs >< maskl6)
--so.write.string.nl(fs, ts, "POS 5 checksum.ip")
--so.write.string(fs, ts, "sum = ")
--so.write.int(fs, ts, (INT sum), 0)
--so.write.string.nl(fs, ts, " ")
- - * *  This is a muliplexer its job is to mux the pareil pro 
PROC ser.mux ([]CHAN OF SP fs, ts)
INTI6 len :
[1024]BYTE buffer :
SEQ
WHILE TRUE
PRI ALT 1 = 0  FOR 2 
ts[i] ? len :: buffer 
SEQ
SKIP -- do output to redirect messages from tx
PROC checksum.udp (CHAN OF SP fs, ts, []BYTE header, INTI6 sum, []BYTE data.buf, VAL 
INT d.len )
VAL INT mss IS 600 : --** max segment for cs only
[mss]INT3 2 net.header :
[2]BYTE check.buff :
VAL INT32 mask IS #7FFF0000 (INT32) :
VAL INT32 m a s k l6 IS #FFFF (INT32) :
VAL INTI6 comp.maskl6 IS #FFFF (INTI6) :
VAL INT oddmask IS 1 :
INT32 cs :
INT32 cs.head :
INT32 cs.data :
INT udp.head.len : -- header len in ints
INT word.len : used for counting total 16bit words
BOOL oddbyte :
INT32 last.word : --* used if odd num of bytes only in data 
SEQ
so.write.string.nl(fs, ts, "POS 1 udp.cs") 
cs.head := 0 (INT32) 
cs.data := 0 (INT32) 
word.len := 0
udp.head.len := 20 --** 20 bytes 
--** 1st do header cs
SEQ 1 = 0  FOR udp.head.len »  1 --*** len in words 
SEQ
cs.head := ( cs.head + ((INT32 header[i+i]) «  8 )) + (INT32 header[i+1]) 
oddbyte := ((d.len /\ oddmask) = 1) -- true if odd no. of bytes in data total 
IF
(d.len > 0)
SEQ
IF
(oddbyte)
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158 SEQ
159 word.len := (d.len - 1) »  1 -- div by 2 for word then add larst byte
160 last.word := (INT32 header[d.len - 1] ) «  8 -
bytes
-* this makes even no.
161 so.write.string.nl(fs, ts, "POS 2 udp.cs")
162 TRUE
163 SEQ
164 word.len := d.len »  1 div by 2
165 so.write.string.nl(fs, ts, "POS 2.5 udp.cs")
166 SEQ
167 -- 1st network byte order ******
168 SEQ 1 = 0  FOR word.len
169 SEQ
170 cs.data := ( cs.data + ((INT32 data.buf[i+i])
uf[i+1])
« 8  )) + (INT3 2 data.b
171 so.write.string.nl(fs, ts, "POS 3 udp.cs")
172 TRUE
173 SKIP
174 cs := (cs.head + cs.data) + last.word
175 so.write.string.nl(fs, ts, "POS 4 udp.cs")
176 sum := comp.maskl6 >< ( INTI6 ( ( ( (  cs / \  mask) »  16 ) PLUS cs) / \  maskl6 ))
177 so.write.string.nl(fs, ts, "POS 5 udp.cs")
178
179
180
181 PROC ip(CHAN OF SP fs, ts, CHAN OF TXIP.COMS tx.to.ip, CHAN OF 
OMS txarp.to.ip, CHAN OF HOSTIP txh.to.ip)
ANY to.b431, CHAN OF C
182
183 [20] BYTE udp.pseudo :
184 INTI6 tot.len :
185 VAL [29] BYTE udata IS "the not is calm 2 4 6 8 10 12" :
186 INT32 ip.cs :
187 [6]BYTE dest.ether :
188 [4]BYTE dest.ip :
189
190 --VAL [6]BYTE dest.ether IS
191 *#08*#00*#20*#0B*#E3*#9C" :
192
193 --VAL [4]BYTE dest.ip IS
194 __"*#83*#e3*#03*#09" : -- nahar
195
196 -- trans7 physical address
197 VAL [6]BYTE trans.add IS
198 " * # 2 2 * # 4 4 * # 8 8 * # 8 8 * * 4 4 * # 4 4 "  :
199
200 VAL [4]BYTE sou.add IS
201 "*#83*#E3*#03*#C4" : - -  trans 7
202
203
204 [34] BYTE ether.data : --*** 14 ether.header + 20 ip.header
205
206 INT arp.len :
207 [100] BYTE arp.buf :
208
209 INTI6 udp.sp, udp.dp, udp.mien :
210 INTI6 udp.cs, d.len :
211 INT len :
212 BOOL which.pk :
213 SEQ
214 PRI ALT
215 txh.to.ip ? dest.ether; dest.ip
216 SEQ
217 --so.write.string( fs, ts, " con.reg in ip " )
218
219
220 tx.to.ip ? which.pk; d.len
221 SEQ
222 packet.buf IS [ether.data FROM 14 FOR 20] :
223 ether.head IS [ether.data FROM 0 FOR 14] :
224 SEQ
225 --so.write.string.nl(fs, ts, "POS 1 test.udp")
226 packet.buf[0] := #45 (BYTE) --** ver,Hlen in 32bit words
227 packet.buf[1] := #00 (BYTE) - - * *  type of service
228 tot.len := d.len + 20UNT16) - - *  20 for ip.header
229 inti6.to.str(tot.len, [packet.buf FROM 2 FOR 2]) --  
y compiler doesnot like
_ * * * ** ** **  dont know wh
230 ip.counter := ip.counter PLUS 1 (INTI6)
231 intl6.to.str(ip.counter, [packet.buf FROM 4 FOR 2]
232 --so.write.string.nl(fs, ts, "POSITION 1 IN IP")
233 --so.write.string.nl(fs, ts, "POS 2 test.udp")
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f set
toniatic !
packet. buf [ 6 ] := #00 (BYTE) --** do not f rament control msl:) of flags & of
packet. ):)uf [7 ; 
packet.buf[8 ; 
packet.buf[9 ;
= #00 (BYTE) 
= #3C (BYTE) 
= #11 (BYTE)
•-** frag offset Isb 
■ - * *  time.to.live
■-** proto in hex 6 for tcp 11 for udp au
packet.buf[10] := #00 (BYTE) --** checksum msb set to 0
packet.buf[11] := #00 (BYTE) --** checksum Isb set to 0
[packet.buf FROM 12 FOR 4] := SOU.add --** trans 7 sou.ip address
[packet.buf FROM 16 FOR 4] := dest.ip --** f.host des.ip address
--so.write.string.nl(fs, ts, "in ip test.ip")
--** now do checksum for ip header
checksum.ip(fs, ts, [packet.buf FROM 0 FOR 20], ip.cs) --** do checksum 
DIFFERENT VER ??
--so.write.string.nl(fs, ts, "POS 3.1 test.ip")
i n t 3 2 . t o . s t r 2 ( i p . c s ,  [packet.buf FROM 10 FOR 2]) 
--** now add udp & data
--so.write.string.nl(fs, ts, "POS 4 test.ip")
add in checksum
) )  + 34)  ]
--** ok done now ether header ! ! !
[ether.head FROM 0 FOR 6 ] := dest.ether --** dest address
[ether.head FROM 6 FOR 6 ] := trans.add --** s o u  address
ether.head[12] ;= 8 (BYTE)
ether.head[13] ;= 0 (BYTE)
--so.write.string.nl(fs, ts, "POS 5 test.ip")
--*** ok now send whole packet 
SEQ
[pk.buf[(INT which.pk)] FROM 0 FOR 34] := ether.data
--so.write.string.nl(fs, ts, "POS 7 test.udp sent to b431")
B431.Tx.Packetl( to.b431, [pk.buf[(INT which.pk)] FROM 0 FOR ((INT (d.len 
) --** 34 = e.h 14 + ip.h 20 !!
txarp.to.ip ? arp.len :: arp.buf 
SEQ
so.write.string.nl( fs, ts, " ARP received in TX IP
SEQ i = 0 FOR arp.len 
SEQ
so.write.string( fs, ts, " " ) 
so.write.int(fs, ts, (INT arp.buf[i]), 2 )
B431.TX.Packetl( to.b431, [arp.buf FROM 0 FOR arp.len]) 
so.write.string.nl( fs, ts, " ARP packet sent " )
PROC tx.net.ser (CHAN OF SP fs, ts, CHAN OF TXAP.COMS ap.to.tx, CHAN OF RXTX.COMS rx. 
to.tx, CHAN OF AP.COMS tx.to.rx, CHAN OF TXIP.COMS tx.to.ip, CHAN OF COMS txarp.to.ip, C 
HAN OF HOSTIP txh.to.ip )
INT ip.enable, ps.buf.size :
VAL INT l.mask4 IS #FF (INT) :
VAL INT h.mask4 IS #FFOO (INT) ;
VAL INT code.mask IS #3F (INT) :
[2048] BYTE p.buf :
[6] BYTE sou.ether : — *** NOTE CHECKSUM NOT NEEDED FOR RECEIVE OVER ETHER NET
[6] BYTE dest.ether :
[4] BYTE sou.ip :
[4] BYTE dest.ip :
 *** TCP CONTROL BITS ****
VAL INT fin IS 1 
VAL INT syn IS 2 
VAL INT rst IS 4 
VAL INT psh IS 8 
VAL INT ack IS 16 
VAL INT urg IS 32
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3 08 BOOL open.test :
309
310 __***** udp VARABLES * * * * * *
311 BOOL which.pk :
312
313
314 __****** T.C.B block of data for each connection **
315 [5] INT32 iss :
316 --INT16 local.port, loc.con.name :
317 [5] [2] BYTE r.port :
318 [5] [2] BYTE l.port :
319 [5] [4] BYTE r.ip.add :
320 [5] [4] BYTE 1.ip.add :
321 --[5] INT foreign.socket :
322 [5] INT con.act.list : -- * * *  0 = no connection
3 23 INT con.name :
324 [5] INT state :
325 [5] INT win.adv :
326 [5] INT32 ack.num :
327 [5] BYTE tx.code :
328 __***** j-gQ seg variables * * *
329 [5] INT32 rec.next, 1rs : --** ackno
3 30 [5] INTI6 rec.win, rec.up :
331
332 --*** current seg variables
333 [5] INT16 seg.len, seg.win, seg.up :
334 [5] INT32 seg.seq, seg.ack :
335 [5] INT code :
336 __*** send seq variables * *
3 37 INT32 send.next :
338 INT current.pos, b.start :
339 INT send.uack, send.win, send.up, b.len, data.q :
340 INT send.wll : -- ** send seq num for last window update **
341 INT send.wl2 : -- * *  send ack num used for last window * *
342 INT pk.no, dlen, tag :
343
344 __****•** now define connection states * * * *
345 VAL INT closed IS 0 :
346 VAL INT listen IS 1 :
3 47 VAL INT syn.rec IS 2 :
3 48 VAL INT syn.sent IS 3 :
3 49 VAL INT estab IS 4 :
3 50 VAL INT fin.waitl IS 5 :
351 VAL INT fin.wait2 IS 6 :
352 VAL INT close.wait IS 7 :
3 53 VAL INT closing IS 8 :
354 VAL INT last.ack IS 9 :
355 VAL INT time.wait IS 123 : - - * * *  this is peroid for shut down
3 56 VAL INT q.size IS 3 2 :
357 [q.size] INT q.seq.no :
358 [q.size] INT q.seq.len :
359 [q.size] INT tim :
360 INT base.p, top.p
3 61 VAL INT rt.time IS
3 62 INT32 current.seq
3 63 INT current.len, contents, max.pk.size :
3 64 TIMER f.timeout :
365
366 PROC checksum.tcp (CHAN OF SP fs, ts, []BYTE header, INTI6 sum, []BYTE data.buf, VA 
L INT d.len )
367 VAL INT mss IS 600 : --** max segment for cs only
368 [mss]INT32 net.header :
3 69 [2]BYTE check.buff :
370 VAL INT32 mask IS #7FFF0000 (INT32) :
371 VAL INT32 maskl6 IS #FFFF (INT32) :
372 VAL INTI6 comp.maskl6 IS #FFFF (INTI6) :
373 VAL INT oddmask IS 1 :
374 INT32 c s  :
375 INT32 cs.head :
376 INT32 cs.data :
377 INT tcp.head.len : -- header len in ints
378 INT word.len : used for counting total 16bit words
379 BOOL oddbyte :
380 INT32 last.word : used if odd num of bytes only in data
3 81 SEQ
382 cs.head := 0 (INT32)
383 cs.data := 0 (INT32)
384 word.len := 0
385 tcp.head.len :=( INT header[24]) »  2 - - * *  is tcp.header.len in bytes * *  /4 &
*2 = »  2
 * * pointers for window
15625 : --*** to get working, approx 1 second
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--** 1st do header cs
SEO 1 = 0  FOR tcp.head.len »  1 --*** len in words 
SEQ
cs.head := ( cs.head + ((INT32 header[i+i]) «  8 )) + (INT32 header[i+1]) 
oddbyte := ((d.len /\ oddmask) = 1) -- true if odd no. of bytes in data total 
IF
(d.len > 0)
SEQ
IF
(oddbyte)
SEQ
word.len := (d.len - 1) »  1 -- div by 2 for word then add larst by 
last.word := (INT32 header[d.len - 1] ) «  8 this makes even no
TRUE
word.len := d.len »  1 div by 2
SEQ
-- 1st network byte order ******
SEQ 1 = 0  FOR word.len 
SEQ
cs.data := ( cs.data + ((INT32 data.buf[i+i]) «  8 )) + (INT32 data
buf[i+1]
TRUE
SKIP
cs := (cs.head + cs.data) + last.word
sum := c o m p . m a s k l6 >< ( INTI6 (((( cs /\ mask) »  16 ) PLUS cs) /\ maskl6 ))
PROC tcp.send(INT conname, INT notsure)
SEQ
SKIP
PROC udp.form(INTI6 f.port, t.port, INTI6 len)
INTI6 udp.ml, udp.cs :
[8] BYTE udp.header :
--VAL [29] BYTE udata IS "the not is calm 2 4 6 8 10 12" 
SEQ
--f.port := 3 000(INTI6) --for test
--t.port := 3000(INT16) --for test
udp.cs := 0(INTI6) --** set 0 for ethernet not needed 
inti6.to.str(f.port, [udp.header FROM 0 FOR 2])
inti6.to.str(t.port, [udp.header FROM 2 FOR 2])
udp.ml := len + 8 (INTI6) -- used for test 29(INTI6)
Int16.to.str(udp.ml, [udp.header FROM 4 FOR 2])
intl6.to.str(udp.cs, [udp.header FROM 6 FOR 2])
--** ok header set now assign to common buf udp header starts at 34 
[pk.buf[(INT which.pk)] FROM 34 FOR 8 ] := udp.header
--** now send to ip ??
--so.write.string( fs, ts, 
tx.to.ip ! which.pk; udp.ml 
which.pk := NOT which.pk 
--**ok done
in udp.form mes to tx.to .ip " )
bit
PROC tcp.form(INT conname)
VAL INT max.h.size IS 36 :
INTI6 c .sum :
INT16 tcp.hlen, dlen, form.len :
[max.h.size] BYTE tcp.head : --** tcp header and pseudo header for check sum 
SEQ
so.write.string.nl(fs, ts, "start of tcp form")
[tcp.head FROM 0 FOR 4] := 1.ip.add[conname] --** source ip .address
[tcp.head FROM 4 FOR 4] := r.ip.add[conname] --** remote ip add eg destination
tcp.head [8] := 0 (BYTE)
tcp.head [9] := 6 (BYTE) --** 6 is for tcp protocol
tcp.head [10] := 0 (BYTE) --** part of tcp length 0 for this & no options
tcp.head [11] := 20 (BYTE) --** no.of.bytes in header
- - * * * * * * *  OK NOW FOR TCP HEADER
[tcp.head FROM 12 FOR 2] := 1 .port[conname] --** local / source port
[tcp.head FROM 14 FOR 2] := r.port[conname] --* destination port
int32.to.str(seg.seq[conname], [tcp.head FROM 16 FOR 4] ) --* set seq.no in byt 
in list
int32.to.str(rec.next[conname] , [tcp.head FROM 20 FOR 4] ) --* send ack no. 3 2
tcp.head [24] := #50 (BYTE) 1st nible = tcp header len in 3 2bit words 2nd =
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4 63 tcp.liead [28
4 64 tcp.head [29]
4 65 tcp.head [30
4 66 tcp.head [31
461 tcp.head [25] := tx.code[conname] a byte from receiver not exceding #3F
462 int16.to.str(rec.win[conname], [tcp.head FROM 26 FOR 2]) window 16 bit
= 0 (BYTE) msb of checksum set to 0 for cs calculation
= 0 (BYTE) --*lsb of checksum set to 0 for cs calculation 
= 0 (BYTE) msb urgent pointer not used here
= 0 (BYTE) Isb urgent pointer
4 67 --- ** followed by data but this is for acknowedgement only so no data
4 68 __** now do checksum and send to ip process
469 checksum.tcp(fs, ts, tcp.head, c .sum, tx.bufl, 0)
470 tcp.hlen := 20 (INTI6)
471 dlen := 0 (INT16)
472 form.len := 3 2 (INTI6)
473 so.write.string.nl(fs, ts, "tcp.form data OK ")
474 --*****tx.to.ip ! form.len : : [tcp.head FROM 0 FOR (INT form.len)]; 0; dlen
475
476 :
477 _*** UDP VARIBLES * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
478 INTI6 f.port, t.port :
479 [512] BYTE udata :
480 [100] BYTE arp.buf :
481 [5]BYTE dest.ether :
482 [4]BYTE dest.ip :
483 INT arp.len :
484 INTI6 u.len :
485 INT32 utag, byte.no, tot.no :
486 SEQ
4 87 which.pk := FALSE
488
4 89 __****** INIT VARABLES * * * * * * *
490 data.q := 0 -- FOR TEST ONLY
491 --put.next := 0
492 --get.next := 0
4 93 contents ;= 0
494 open.test ;= TRUE
495 --so.write.string.nl(fs, ts, "okl in tx net ser")
496 WHILE TRUE
497 ALT -- after test make pri !
498 rx.to.tx ? CASE --*********t EST ONLY
499 connect; con.name ; 1.port[con.name]; 1.ip.add[con.name]; r.port[con.name]; 
r.ip.add[con.name]; rec.next[con.name]; irs[con.name]; tx.code[con.name]; rec.win[con.na 
me]; state[con.name]
500 SEQ
501 seg.seq[con.name] := 1rs[con.name]
502 so.write.string.nl(fs, ts, "CONNECT OK")
503  * * *  only for conection
504 tcp.form(con.name) --** for connection ack only
505
506 tx.ack; con.name; ack.num[con.name]; code[con.name]; win.adv[con.name]
5 07 SEQ
508 so.write.string.nl(fs, ts, "TX.ACK OK")
509  *** return ack's for transmiter only cancel timeout * *  to do !
510 send.ack; con.name; rec.next[con.name]; tx.code[con.name]; rec.win[con.name
]; state[con.name]
511 SEQ
512 so.write.string.nl(fs, ts, "data ql =0")
513 IF
514 (data.q = 0)
515 ' SEQ
516 so.write.string.nl(fs, ts, "data q2 =0")
517 tcp.form(con.name)
518 TRUE
519 SKIP  ** send ack's for receiver
520
521 data.trans; tag; dlen :: tx.bufl
522 SEQ
523 so.write.string.nl(fs, ts, "DATA.TRANS OK")
524 --* not used at moment
525
526 arp.proto; arp.len :: arp.buf
527 SEQ
528 so.write.string.nl(fs, ts, "ARP received in TX")
529 txarp.to.ip ! arp.len :: arp.buf
530 so.write.string.nl(fs, ts, "ARP sent to TX IP")
531
532 con.req; dest.ether; dest.ip
533 SEQ
534 --so.write.string( fs, ts, " tx r e c e i v e d  con.reg " )
535 txh.to.ip ! dest.ether; dest.ip
536 --so.write.string( fs, ts, " tx done con.reg sent to ip " )
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5 37
538 --f. timeout ? pk.no -- **** clont forget do par timer !!
539 --SEQ
540 --SKIP
541
542 ap.to.tx ? CASE
543 top; f.port; t.port; u.len :: udata -- dest port, len , BYTE
544 SEQ
545 SKIP -- for tcp later
546
547 udp; f.port ; t.port; u.len : : [pk.buf[(INT which.pk)] FROM 42 
n)] -- dest port, len , BYTEs
FOR (INT u.le
548 SEQ
549 udp.form(f.port, t.port, u.len )
5 50 --so.write.string( fs, ts, " udp form call " )
5 51 -- ** 42 bytes of header information
552
553 udp2; f.port ; t.port; utag; byte.no; tot.no ; u.len : : [pk.buf[(INT which.pk)] FROM (42 + 12) FOR (INT u.len)] -- dest port, len , BYTEs
554 SEQ
555 int32.to.str(utag, [pk.buf[(INT which.pk)] FROM 42 FOR 4])
556 int32.to.str(byte.no, [pk.buf[(INT which.pk)] FROM 46 FOR 4] )
557 int32.to.str(tot.no, [pk.buf[(INT which.pk)] FROM 50 FOR 4] )
558 u.len := (u.len + 12(INTI6))
559 udp.form(f.port, t.port, u.len )
560 -- ** 42 bytes of header + 12 bytes of user information
561
562
563
564
565 (FALSE AND (current.pos < (send.uack + send.win))) & SKIP --** 
s within valid window limits
if data and i
566 IF
5 67 data.q <= max.pk.size
568 SEQ
569 tcp.send(current.pos, data.q )
570 data.q := 0
571
572 TRUE
573 SEQ
574 tcp.send(current.pos, max.pk.size )
575 current.pos := current.pos + max.pk.size
576 data.q := data.q - max.pk.size
577
578 (contents = 0) & SKIP -- for test only ************
579 SEQ
580 so.write.string.nl(fs, ts, "ok2 in t x " ) -- for test only at monent
581 tx.to.rx ! open.pas; 3001
582 so.write.string.nl(fs, ts, "ok3 in tx sent open pas to rx "
only at monent
-- for test
583 --udp.form(f.port, t.port, u.len )
584 - - s o . w r i t e . s t r i n g ( fs, ts, " udp form call " )
585 contents := 1
586
587
588
589 PROC txmy.com (CHAN OF SP fs, ts, CHAN OF AP.COMS my.to.rx )
590 INT loc :
591 SEQ
592 my.to.rx ! open.pas; 40
593 so.write.string.nl( fs, ts, "ok transmitted test open.pas " )
594
595
596
597 [2]CHAN OF SP fs, ts :
598 CHAN OF TXIP.COMS tx.to.ip ;
599 CHAN OF COMS txarp.to.ip :
600 CHAN OF HOSTIP txh.to.ip :
601 PAR
602 WHILE TRUE
603 SEQ
604 --so.write.string.nl(fs, ts, "something is working in tx ")
605 tx.net.ser (fs[1], ts[1], ap.to.tx, rx.to.tx, tx.to.rx, tx.to.ip. txarp.to.ip,
txh.to.ip )
606 --txmy.com(fs, ts, my.to.rx)
607
608 WHILE TRUE
609 SEQ
610 ip(fs[0] , ts[0], tx.to.ip, to.b431, txarp.to.ip, txh.to.ip)
611
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612
613 SEQ
614 ser.mux ( fs, ts)
615
616
617 :
618  
619
APPENDIX F
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1 -- app3.occ USE netcom.occ which INC nettx2.inc this becomes the application prog
2
3 #OPTION "A"
4 #INCLUDE "ticks.inc"
5 #INCLUDE "hostio.inc"
6 #INCLUDE "tcproto.inc"
7
8 --#USE "hostio.lib"
9
10 PROC ap.ser(CHAN OF DATA.COMS rx.to.ap, CHAN OF TXAP.COMS ap.to.tx,
11 CHAN OF INTI6 dac.out, CHAN OF BYTE dat.lo, dat.hi )
12 #INCLUDE "myhostio.inc"
13 #USE "snglmath.lib"
14 [4] [512] BYTE m.data :
15 [4] INT16 m.len :
16 INT32 ran.seed :
17
18 --[4] [512] BYTE mm.data : --** used in app only when alias checking !
19 --[4] INT mm.len : — ** alias checking
20
21 --** This is a muliplexer its job is to mux the pareil pro
22
23 VAL INT f.buf.size IS 512000:
24 [f.buf.size] BYTE f.buf :
25
2 6 CHAN OF INT wdog :
27 CHAN OF AP in.datt, in.datx :
28
29 PROC str.to.int(INT num, []BYTE str, VAL INT s.len)
30 --** ******* s.len in bytes
31 INT shift :
32 SEQ
3 3 num := 0
3 4 SEQ i = 0 FOR s.len
3 5 SEQ
3 6 shift := (s.len -(i+1) ) «  3
37 num := num \/ ((INT str[i]) «  shift)
38 :
39
4 0
41 PROC ser.mux ([]CHAN OF SP fs, ts, CHAN OF SP fhost, thost )
42 INTI6 len :
43 [1024]BYTE buffer :
44 SEQ
4 5 WHILE TRUE
4 6 PRI ALT 1 = 0  FOR 6
47 ts[i] ? len : : buffer
48 SEQ
buffer 
buffer 
buffer
52
53 :
54
55 PROC netser.mux ([]CHAN OF SP fs, ts, CHAN OF TXAP.COMS to.mux )
56 INTI6 len :
57 [1024]BYTE buffer :
5 8 SEQ
59 WHILE TRUE
60 PRI ALT 1 = 0  FOR 4
61 ts[i] ? len : : buffer
62 SEQ
63 to.mux ! udp; 3000(INT16); 3003(INT16); len : : buffer
64
65 :
6 6
67
68 PROC rx.mux (CHAN OF SP fs, ts, CHAN OF DATA.COMS rx.to.ap, CHAN OF TXAP.COMS to.mux,
CHAN OF INT app.ack )
6 9 INTI6 rx.port, rx.sport, len :
70 [512] BYTE r.data :
71 INT aqu.control :
7 2 SEQ
73 --so.write.string.nl( fs, ts, "rx.mux 0" )
74 rx.to.ap ? rx.port; rx.sport; len : : r.data --**for test only
75 --so.write.string.nl( fs, ts, "app3 in rx.mux " )
7 6 [m.data[((INT rx.port) - 3000)] FROM 0 FOR (INT len)] := [r.data FROM 0 FOR (INT
len) ]
77 --[m.data[0] FROM 0 FOR (INT len)] := [r.data FROM 0 FOR (INT len)]
78 --so.write.string.nl( fs, ts, "rx.mux 1" )
49 thost ! len
50 fhost ? len
51 f s [1] ! 1en
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79 _ m.len[((INT rx.port) - 3000)] := len
80 ' --so.write.string.nl( fs, ts, "rx.mux 1.1" )
81 --*** bad but temp mem index == port no -3000 hence only valid from ports > 3000
82 str.to.int(aqu.control, [m.data[1] FROM 0 FOR 2], 2)
83 --so.write.string.nl( fs, ts, "rx.mux 2" )
84 IF
85 (aqu.control <> 2) -- acknolege every comarnd packet except ack's !!! 2 for ack
8 6 SEQ
87 to.mux ! udp; rx.port; rx.sport; 1(INTI6) : : [m.data[0] FROM 15 FOR 1] --**
* send ack back to xcontrol
88 so.write.string.nl( fs, ts, "rx.mux 3" )
89 (aqu.control = 2) --** application ack
90 SEQ
91 SKIP --so.write.string.nl( fs, ts, "rx.mux 4" )
92 --app.ack ! aqu.control
93 --so.write.string.nl( fs, ts, "rx.mux 5" )
94
9 5 TRUE
96 so.write.string.nl( fs, ts, "rx.mux 6" )
97
98 :
99
100 PROC tx.mux (CHAN OF SP fs, ts, []CHAN OF TXAP.COMS to.mux, CHAN OF TXAP.COMS ap.to.t
X )
101 INTI6 f.port, t.port, len :
102 [512] BYTE d . b u f  :
103 INT32 utag, byte.no, tot.no :
104 SEQ
105 --so.write.string.nl( fs, ts, "app3 in tx.mux " )
106 WHILE TRUE
107 PRI ALT 1 = 0  FOR 5
108 to.mux[i] ? CASE
109 tcp; f.port; t.port; len : : d.buf
110 SEQ
111 ap.to.tx ! tcp; f.port; t.port; len : : d.buf
112 udp; f.port; t.port; len :: d.buf
113 SEQ
114 ap.to.tx ! udp; f.port; t.port; len : : d.buf --** c h a n g e  27794 dkm
115
116 udp2; f.port; t.port; utag; byte.no; tot.no; len : : d.buf
117 SEQ
118 ap.to.tx ! udp2; f.port; t.port; utag; byte.no; tot.no; len :: d.buf
119
120
121 --so.write.string.nl( fs, ts, "fin in tx.mux " )
122  :
123
124
12 5 PROC send.array([] INT3 2 data.32, VAL INT len, CHAN OF TXAP.COMS to.mux)
126 INT remaining :
127 INT send.next, a.len :
128 VAL INT max.a.size IS 512 :
129 INT byte.sent :
130 []BYTE a.data RETYPES data.32 :
131 SEQ
132 a.len := 4 * len
133 send.next := 0
134 remaining := a.len
135 WHILE (remaining >0)
13 6 SEQ
137 IF
138 (remaining > max.a.size)
139 SEQ
140 byte.sent := max.a.size
141 TRUE
142 SEQ
143 byte.sent := remaining
144 SEQ
145 to.mux ! udp2; 3001(INT16); 3002( I N T I6); 0 (INT3 2) ; (INT32 send.next); ( INT3
2 a.len); (INTI6 byte.sent) : : [a.data FROM send.next FOR byte.sent]
146 send.next := send.next + byte.sent
147 remaining := remaining - byte.sent
148
149 :
150
151 PROC file.spect(CHAN OF SP fs, ts, [] INT32 data.32, VAL INT len, CHAN OF TXAP.COMS t
o .mux)
152 INT remaining :
153 INT send.next, a.len :
154 VAL INT ack.mask IS 2 :
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155 VAL INT max.a .size IS 512 :
156 INT byte.sent :
157 TIMER clockc :
158 INT now, ret l'y s, re trans, tot. no. pk :
159
160 []BYTE a.data RETYPES data.32 :
161 SEQ
162 a.len := 4 * len
163 send.next := 0
164 remaining := a.len
165 so.write.string.nl{ fs, ts, "file.speck so farl " )
166 retrans := 0
167 tot.no.pk := 0
168 WHILE (remaining > 0)
169 SEQ
17 0 IF
171 (remaining > max.a.size)
172 SEQ
17 3 byte.sent := max.a.size
174 TRUE
175 SEQ
176 byte.sent := remaining
177
178 SEQ
179 to.mux ! udp2; 3001(INT16); 3 002(INTI6); 0 (INT32); (INT32 send.next); (INT3
2 a.len); (INTI6 byte.sent) :: [a.data FROM send.next FOR byte .sent]
180 --so.write.string.nl( fs, ts, "file.speck so far2 " )
181
182 clockc ? now
183 SEQ
184 tot.no.pk := tot.no.pk + 1
185 PRI ALT
186 (BOOL(((INT m.data[1][1]) /\ ack.mask) = ack.mask)) & SKIP
187 SEQ
188 --so.write.string.nl( fs, ts, "got something in ack " )
189 m.data[1][1] := 0 (BYTE) -- reset ack bit byte for time being
190 m.data[1][0] := 0 (BYTE)
191 send.next := send.next + byte.sent
192 remaining := remaining - byte.sent
193 retrys := 0
194
195 clockc ? AFTER now PLUS 100 -- 100 clock ticks at moment 64uS/per tick
100 * 64 = 1.6mS
196 SEQ
197 IF
198 (retrys = 25)
199 SEQ
200 so.write.string.nl( fs, ts,
ys " )
"QUITing file.spect after 2 5 retr
201 remaining := 0
202
203 TRUE
204 SEQ
205 r e t r y s  := retrys +1
206 retrans := retrans +1
207
208 SEQ
209 so.write.string( fs, ts, " tot spect retrans = " )
210 so.write.int(fs, ts, retrans, 0)
211 so.write.string.nl( fs, ts, " " )
212
213 so.write.string( fs, ts, " spect tot.no.pk = " )
214 so.write.int(fs, ts, tot.no.pk, 0)
215 so.write.string.nl( fs, ts, " " )
216
217
218
219
220
221
222 PROC file.fbuf(CHAN OF SP fs, ts, VAL INT Start.buf, 
MS to.mux, CHAN OF INT app.ack )
VAL INT buf.len, CHAN OF TXAP.CO
223 INT remaining :
224 INT send.next :
225 VAL INT max.a.size IS 512 :
226 INT byte.sent, retrans, tot.no.pk :
227
228 TIMER clockb :
229 INT now, retrys, aqu.con, ack.int :
230 VAL INT ack.mask IS 2 :
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231
232
233
234
235
236
237
238
239
240
241
242
243
244
245
246
247
248
249
250
251
252
253
254
255
256
257
258
259
260  
261  
262
263
264
265
266
267
268  
269  
27 0
271
272
273
274
275
276
277
278
279
280  
281  
282
283
284
285
286
287
288
289
290
291
292
293
294
295
296
297
298
299
300
3 01
302
303
304
305
306
307
"started file read
SEQ
send.next := start.buf 
remaining buf.len 
retrys := 0 
retrans 0 
tot.no.pk ;= 0 
so.write.string.nl ( fs, t 
WHILE (remaining > 0)
SEQ
IF
(remaining > max.a.size)
SEQ
byte.sent := max.a.size
TRUE
byte.sent := remaining
SEQ
to.mux ! udp2; 3001(INT16); 3001(INT16); 0(INT32); (INT32 send.next); (INT3 
2 buf.len); (INT16 byte.sent ) : : [f.buf FROM send.next FOR byte.sent]
clockb ? now 
SEQ
--so.write.string( fs, ts, "m.data val is " )
--so.write.int(fs, ts, (INT m.data[1][1]), 0)
--so.write.string.nl( fs, ts, " " ) 
tot.no.pk := tot.no.pk + 1 
PRI ALT
(BOOL((INT m.data[1][1]) = 2)) & SKIP --app.ack ? ack.int 
SEQ
--so.write.string.nl( fs, ts, "got something in ack " ) 
send.next := send.next + byte.sent 
remaining := remaining - byte.sent 
retrys := 0
m.data[1][0] := 0 (BYTE)
m.data[1][1] 0 (BYTE)
64 = 1. 6mJ:
clockb ? AFTER now PLUS 200 -- 25clock ticks at moment 64uS/per tick 2
SEQ
IF
"QUITing after 25 retrys
(retrys = 20)
SEQ
so.write.string.nl( fs, t 
remaining := 0 
so.write.string( fs, ts, " ml in retry val is 
str.to.int(aqu.con, [m.data[1] FROM 0 FOR 2], 2 
so.write.int(fs, ts, aqu.con, 0) 
so.write.string.nl( fs, ts, " " )
TRUE
SEQ
retrys := retrys +1 
retrans := retrans +1
SEQ
so.write.string( fs, ts, " tot retrans 
so.write.int(fs, ts, retrans, 0) 
so.write.string.nl( fs, ts, " " )
so.write.string( fs, ts, " tot.no.pk = 
so.write.int(fs, ts, tot.no.pk, 0) 
so.write.string.nl( fs, ts, " " )
" )
PROC read.fbuf(CHAN OF SP f 
P.COMS to.mux)
INT remaining :
INT send.next, start.buf, buf.len 
VAL INT max.a.size IS 512 :
INT byte.sent, init :
[512] BYTE dummy :
TIMER clocka :
INT now, retiys :
VAL INT ack.mask IS 2 :
SEQ
init := 0
ts, CHAN OF AP to.read, CHAN OF INT f.read, CHAN OF TXA
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308 to.read ? start.buf; buf.len
3 09 send.next := start.buf
310 remaining := buf.len
311 retiys := 0
312 WHILE (remaining > 0)
313 SEQ
314 IF
315 (remaining > max.a.size)
316 SEQ
317 byte.sent := max.a.size
318 TRUE
319 SEQ
320 byte.sent := remaining
321
322 SEQ
323 to.mux ! udp2; 3000(INTI6); 3 0 0 1 ( I N T I6); 0 ( I N T 3 2 ); (INT32 send.next); (INT3
2 buf.len); (INTI 6 byte.sent ) : : [f.buf FROM send.next FOR byte.sent]
324 SEQ
325 --so.write.string(fs, ts, "byte.sent = " )
326 --so.write.int(fs, ts, (INT byte.sent), 0)
327 --so.write.string.nl(fs, ts, " " )
328 send.next := send.next + byte.sent
329 remaining remaining - byte.sent
330 IF
331 (init = 0)
332 SEQ
333 f.read ! start.buf
334 init := 1
335 TRUE
336 SKIP
337
338
339 PROC send.fbuf(CHAN OF AP to.read, CHAN OF INT f.read, VAL INT start, VAL INT len)
340 INT any :
341 SEQ
342 to.read ! start ; len
343 f .read ? any
344
345
346
347 PROC trans.reset(CHAN OF SP fs, ts)
348 VAL address IS 0 :
349 PORT OF BYTE r.port, analyse :
350 --PLACE r.port AT #7FFFFFFE : --sys reg /reset address
351 --PLACE analyse AT 4 :
352 BYTE X :
353 VAL delay IS 7 8 :
354 TIMER ck :
355 INT time :
356 SEQ
357 SKIP
358
359
360
361 PROC dac.test(CHAN OF SP fs, ts, CHAN OF INTI6 dac.out)
362 INTI6 val :
363 SEQ
364 dac.out ? val
365 IF
366 val > 4095(INT I6 )
367 SEQ
368 so.write, string ( fs, ts, " Y D A C ------------- = " )
369 so.write.int(fs, ts, (INT (val - (#1000 (INTI6))) ) , 0 )
370 TRUE
371 SEQ
372 --so.write.string( fs, ts, " X  DAC = " )
373 so.write.int(fs, ts, (INT val), 0)
374
375
376
377 PROC watchdog(CHAN OF SP fs, ts)
378 INT now, dog :
379 SEQ
380 WHILE TRUE
381 SEQ
382 --in.datt ? now; dog
383
384
385
386
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387
388 PROC real.dat ( CHAN OF BYTE in.dat.lo, in.dat.hi, CHAN OF AP in. dat )
389 BYTE lodat, hidat :
390 INT data ,inv.data, raw.dat, cont.dat :
3 91 VAL INT dat.mask IS #OFFF :
392 VAL INT cont.mask IS #3000 :
393 WHILE TRUE
394 SEQ
395 in.dat.lo ? lodat
396 in.dat.hi ? hidat
397 raw.dat := ((( INT hidat ) « 8 ) + ( INT lodat ))
398 data := ( raw.dat /\ dat.mask )
399 inv.data := (( -data ) /\ dat.mask )
4 00 cont.dat := ( raw.dat /\ cont.mask )
4 01 in.dat ! ( cont.dat »  12); inv.data
402
403
4 04
405 PROC test.dat (CHAN OF SP fs, ts, CHAN OF AP in.datt, in.dat )
406 INT data, cont.dat, t .data, t.cont :
407 WHILE TRUE
408 SEQ
409 t.data := 128
410 t .cont := 0
411 in.datt ? cont.dat; data
412 SEQ
413 --so.write.string(fs, ts, "test dat val is ")
414 --so.write.hex.int(fs, ts, data, 5)
415 --so.write.string.nl(fs, ts, " ")
416 in.dat ! t.cont; data
417
418
419
420
421
422 PROC soft.sim (INT xpix, ypix, INTI6 sim.outl6, INT32 ran.seed )
423 INT V.bar.counter :
424 INT h .bar.counter, rnum, out.sim :
425 REAL32 num :
426 BOOL xvalid, yvalid, su, c.marker :
427 VAL INT and.mask IS #00C0 :
428 VAL INTI6 dac.address IS #8000 (INTI6) :
429 INT dect ;
430 SEQ
431 dect := 0
432 xvalid := ( and.mask = ( xpix /\ and.mask ))
433 yvalid := ( and.mask = ( ypix /\ and.mask ))
434 SEQ
435 su := (((((xpix > 192)AND (xpix <447)) AND ((ypix > 192)AND ( y p i x < 7 6 6 ))) AND
xvalid) OR
436 (((xpix > 192)AND (xpix <2 5 6 )) AND ((ypix > 1 9 2 ) AND ( y p i x  < 5 1 2 ) ) )  OR
437 (((xpix > 447)AND (xpix <513)) AND ((ypix > 447)AND ( y p i x  <7 6 6 )))) AND
438 (xvalid OR yvalid)
439
440
441
442 --** def for center marker
443 c.marker := ((xpix > 1530)AND (xpix < 2 5 5 0 )) AND ((ypix > 1 5 3 0 ) AND ( y p i x  < 2 5 5 0 ))
444
445 IF
446
447 su
448 SEQ
449 out.sim := 100
4 50 c.marker
451 SEQ
452 num, ran.seed := RAN (ran.seed)
453 rnum := (INT ROUND (100.0 (REAL32) * num))
454 IF
455 (rnum >= 0 ) AND (rnum <= 10 )
456 out.sim := 100 * 8
457 (rnum >= 11) AND (rnum < = 3  0 )
458 out.sim := 280 * 8
459 (rnum > = 3 1  ) AND (rnum <= 70 )
460 out.sim := 350 * 8
461 (rnum >= 71 ) AND (rnum <= 100 )
462 out.sim := 490 * 8
463 TRUE
464 SKIP
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465
466 (xvalid OR yvalid )
467 SEQ
468 IF
469 xvalid
47 0 out.sim := 1023 --256 * 8
471 yvalid
472 out.sim := 2048 --384 * 8
473
474 TRUE
475 SEQ
476 out.sim := 0
477 sim.outl6 := ((INTI6 out.sim) \/ dac.address)
478
479
480
481 PROC aqu.test(CHAN OF SP fs, ts, CHAN OF TXAP.COMS to.mux,
, CHAN OF AP in.dat, CHAN OF AP to.read, CHAN OF INT f.read.
CHAN OF SA.COM scan.to. 
CHAN OF INT app.ack)
aqu
482 INT any, current.x, current.y , dect.no, data :
483 BYTE any2 :
484 INT now :
485 TIMER ck :
486 [12 8] INT aqu.int :
487 VAL INT map.items IS 4 :
488 INT map.val.size :
489 VAL INT spect.items IS 6 :
490 VAL INT max.maps IS 10 :
491 VAL INT max.spect IS 10 ;
492 VAL INT no.of.dect IS 9 :
493 INT map.no :
494 INT no.of.maps, x.size, y .size, no.of.spect, aqu.control
495 INT f.buf.used :
496 [no.of.dect]INT maps.per.dect :
4 97 [no.of.dect][max.maps]INT map.lut :
498 [max.maps][map.items]INT map.val :
499 _*********************************
500 [10]INT spect.en :
501 INT spect.no :
502 [no.of.dect]INT spect.per.dect :
503 [no.of.dect][max.spect]INT spect.lut :
504 VAL INT spect.size IS 512 :
505 [ s p e c t . s i z e  * 10]INT32 spect.image :
506 INT x.pos, y.pos :
507 VAL INT det.mask IS #3000 :
508 INT count, X .count, y .count :
509 VAL INT32 test.mask IS #7FFFFFF(INT32) :
510 VAL INT aqu.data.offset IS 5 :
511 INT FUNCTION id(VAL INT X, y , map.no) IS
512 (((x.size * map.no) + x) + (y * (x.size * no.of.maps)
play
)) : --** for Xwindow dis
513 --(((x.size * y) + x) + (map.no * (x.size * y .size))) : ** old maping alg.
514
515 PROC reset.im()
516 SEQ i=0 FOR f.buf.size
517 SEQ
518 f.buf[i] := 0 (BYTE)
519
520
521 PROC reset.spect.im()
522 INT size :
523 SEQ
524 size := SIZE spect.image
525 SEQ i=0 FOR size
526 SEQ
527 spect.image[i] := 0 (INT32)
528
529
530
531 SEQ
532 SEQ
533 WHILE (m.data[0][15] = 0 (BYTE)) --Isb of go int
534 SEQ
535 ck ? now
536 ck ? AFTER now PLUS 900 - - * * *  delay aprox 70 ms pol for input !
537 str.to.int(aqu.control, [m.data[1] FROM 0 FOR 2], 2)
538 --wdog ! aqu.control
539 IF
540 (aqu.control = 1) --enable map read file
541 SEQ
542 m.data[1][0] := 0 (BYTE)
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543 m.data[1][1] := 0 (BYTE)
544 aqu.control := 0
545 f lie. f iDuf ( f s, ts, 0, f.buf.used, to.mux, app.ack )
546
547 (aqu.control = 4) --enable spectra read file
548 SEO
549 m.data[1][0] := 0 (BYTE)
550 m.data[1][1] := 0 (BYTE)
551 aqu.control := 0
552 so.write.string.nl( fs, ts, " OK received get spect file in aqu.test
" )
553 file.spect(fs, ts, spect.image, (no.of.spect * spect.size), to.mux)
554
555 (aqu.control =2) -- ack receive for file transfer
556 SEQ
557 m.data[1][0] := 0 (BYTE)
558 m.data[1][1] := 0 (BYTE)
5 59 TRUE
5 60 SKIP
561
562 so.write.string( fs, ts, " OK received go in aqu.test " )
563 y.pos := 0
564 x.pos := 0
565 count := 0
566 SEQ
567 SEQ i=0 FOR ((INT m .1en[1]) »  1) __**** convert bytes from network byte order
to ints * * * *
568 SEQ
569 str.to.int(aqu.int[i], [m.data[1] FROM (i+i) FOR 2], 2) --note converts net 
inti6 to Occam ints
570 aqu.control := aqu.int[0]
571 no.of.maps := aqu.int[1]
572 X .size := aqu.int[2]
57 3 y .size := aqu.int[3]
57 4 no.of.spect := aqu.int[4]
575 f.buf.used := ((x.size * y .size) * no.of.maps)
576 map.val.size := (no.of.maps * map.items) + aqu.data.offset
577 SEQ
578 --** now copy to 2D array map.val & other control ints etc !
579 SEQ x=0 FOR no.of.maps
580 SEQ
581 SEQ y=0 FOR map.items
582 SEQ
583 map.val[x][y] := aqu.int[((x*map.items)+ (y+aqu.data.offset))] --** aq 
u .data.offset because map.int[0- 4] is control
584
585 __*** set up L.U.T for dect input *******
586 SEQ
587 __** 1st: init maps .per.dect to 0
588 SEQ i=0 FOR no.of.dect
589 SEQ
590 maps.per.dect[i] := 0
591 __** now serch map val and set up map.lut !! ***
592 SEQ 1=0 FOR no.of.maps
593 SEQ
594 map.lut[(map.val[i][1))][(maps.per.dect[(map.val[i][1])])] := i --map.val
[i][0] --** 1 = dect.no
595 __*** now inc index to count maps asigned to each dector
596 maps.per.dect[(map.val[i][1])] := maps.per.dect[(map.val[i][1])] + 1
597 __*** complex do write up ok done
598
599 __****************** now for spect set up
600
601 __** 1st init maps.per.dect to 0
602 SEQ i=0 FOR no.of.dect
603 SEQ
604 spect.per.dect[i] := 0
605
606 []INT spect IS [aqu.int FROM map.val.size FOR (no.of.spect * spect.items)] :
607 SEQ i=0 FOR no.of.spect
608 SEQ
6 09 spect.lut[(spect[(inspect.items)+1])][(spect.per.dect[(spect[(inspect.ite
ms)+1])]) ] := i
610 spect.per.dect[(spect[(i*spect.items)+1])] := spect.per.dect[(spect [ (i*sp
ect.items)+1])] + 1
611 --*** complex do write up on spect
612
613 so.write.string.nl( fs, ts, " no.of.maps " )
614 so.write.int(fs, ts, no.of.maps, 0)
615 so.write.string.nl( fs, ts, " x .size " )
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616 so.write.int(fs, ts, x.size, 0)
617 so.write.string.nl( fs, ts, " y .size " )
618 so.write.int(fs, ts, y .size, 0)
619
620 so.write.string.nl( fs, ts, " this is spectra ! ! ! " )
621 SEO j = 0 FOR no.of.spect
622 SEO
623 SEO k = 0 FOR 6
624 SEQ
625 SO.write, int. (fs, ts, (aqu. int [ ( ( j *6 )+k) + map .val. size] ) , 0)
626 so.write.string.nl(fs, ts, " ")
627
628 __ * * * *  now reset image array
629 reset.im ()
630 reset.spect.im ()
631
632 --f.buf[512] := 9 (BYTE) test
633 --so.write, string.nl (fs, ts, f.buf x=0 y=l m =0 " )
634 --so.write.int (fs, ts, (INT f.buf[id(0,1,0)] ) , 0)
635 SEQ ]=0 FOR 3
636 SEQ
637 SEQ k=0 FOR maps.per.dect [ ] ]
638 SEQ
639 so.write.int(fs, ts, (map.lut [j ] [k]) , 0)
640 so.write.string.nl(fs, ts, " ")
641
642 so.write.string.nl(fs, ts, " this is spect lut ! ! ! n e x t  ")
643 SEQ j=0 FOR 3
644 SEQ
645 SEQ k=0 FOR spect.per.dect[j]
646 SEQ
647 so.write.int(fs, ts, (spect.lut[j] [k]) , 0)
648 so.write.string.nl(fs, ts, " ")
649
650
651
652
653 WHILE (m.data[0][15] = 1 (BYTE)) --Isb of go int
654 SEQ
655 --so.write.string.nl(fs, ts, " ok runing pri atl aqu ")
656 PRI ALT
657 scan.to.aqu ? CASE
658 x.aqu; current.x; x.count
659 SEQ
660 --so.write.string.nl(fs, ts, " x.aqu in scan to aqu ")
661 [ ] INT spect IS [aqu.int FROM map.val.size FOR (no.of.spect * spect.it
ems) ]
662 SEQ i = 0 FOR no.of.spect
663 SEQ
664 IF - - * *  test for in range x & y pos no. (+2) etc = items in list
spect
665 ( (current.X >= s p e c t [ ( i * s p e c t . i t e m s )  +2]) AND (current . X  <= spe
ct [ (i*spect.items) +4])) AND
666 ((current.y >= spect[(inspect.items) +3]) AND (current.y <= s
pect[(inspect.items) +5]))
667 SEQ
668 spect.en[i] := 1
669 TRUE
670 spect.en[i] := 0
671
672 y .aqu; current.y ; y.count
673 SEQ
674 --so.write.string.nl(fs, ts, " y .aqu in scan to aqu ")
675 eof.com; any
676 SEQ
677 so.write.string.nl(fs, ts, "count = ")
678 so.write.int(fs, ts, count, 0)
679 send.fbuf(to.read, f.read, 0, f.buf.used) -- true for no ack required
680 send.array(spect.image, (no.of.spect * spect.size), to.mux)
681 --SEQ i=0 FOR 128
682 --SEQ
683 — s o . w r i t e . h e x . i n t ( f s ,  ts, (INT f.buf[i]), 2 ) - -  for test
684
685 in.dat ? dect.no; data
686 SEQ
687 --so.write.string.nl(fs, ts, " in.dat received !! ")
688 --so.write.string(fs, ts, "data is ")
689 - -so.write.hex.int(fs, ts, data, 5)
690 --so.write.string.nl(fs, ts, " ")
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691 SEO i=0 FOR maps.per.dect[dect.no]
692 SEQ
693 map.no := map.lut[dect.no][i]
694 IF -- ** [2] = e lower lim [3] = e upper limit
695 ((data >= map.val[map.no][2]) AND (data <= map.val[map.no][3]))
696 SEQ
697 IF
6 98 (f.buf[id(X.count, y.count, map.no)] < 255(BYTE))
699 SEQ
7 00 f.buf[id(x.count, y.count, map.no)] := (BYTE ((INT f.bu
f[id(x.count, y.count, map.no)]) + 1))
7 01 TRUE
702 SKIP --** f.buf = 255
7 03 TRUE
704 SEQ
705 --so.write.string.nl(fs, ts, " true skip map alt on in.dat !!
") --** map not valid do next map !
706 --so.write.string(fs, ts, "data is ")
707 --so.write.hex.int(fs, ts, data, 5)
708 --so.write.string.nl(fs, ts, " ")
709
710 __************ now for spect aqu ! !
711 --so.write.string.nl(fs, ts, " ok runing spect alt aqu ")
712 SEQ 1=0 FOR spect.per.dect[dect.no]
713 SEQ
714 spect.no := spect.lut[dect.no][i]
715 IF
716 (spect.en[spect.no] = 1) --** ok so spect is valid
717 SEQ
718 spect.image[(spect.no * spect.size) + data] := spect.image[(s
pect.no * spect.size) + data] + 1(INT32)
719 TRUE
720 SKIP --so.write.string.nl(fs, ts, " ok true skip in spect alt !
! ")
721
722
723 :
724
725
726
727 PROC line (CHAN OF SP fs, ts, INT x.start.p, y.pos, step.size, n.o.pix, dwell.tim, CH
AN OF INTI6 dac.out, CHAN OF SA.COM scan.to.aqu )
728 INT x.pos, nop :
729 VAL INT mask IS 0001 :
730 TIMER clock :
7 31 INT timenow, x.count:
732 INTI6 sim.out16 :
733 SEQ
7 34 ran.seed := 8(INT32)
73 5 x.pos := X . start.p
73 6 nop := n.o.pix
7 37 X .count := 0
738 WHILE ((m.data[0][15] <> 0 (BYTE)) AND (nop <> 0)) -- go & no. of pixels
739 SEQ
740 SEQ
7 41 clock ? timenow
7 42 scan.to.aqu ! x.aqu; x.pos; x.count
7 43 dac.out ! INTI6 x.pos
744 IF
745 ((m.data[0][14] = 1 (BYTE))) -- sim enable
746 SEQ
747 soft.sim (x.pos, y.pos, sim.outl6, ran.seed)
748 dac.out ! sim.outl6 
7 49
7 50 TRUE
751 SKIP
752 x.pos := x.pos + step.size
753 X.count := x.count +1
7 54 clock ? AFTER timenow PLUS dwell.tim
7 55 nop := nop -1
756
757 :
758
759 PROC frame (CHAN OF SP fs, ts, INT y .start.p, x.start.p, n.o.pix, step.size, dwell.ti
m,
7 60 n.o.l, CHAN OF INTI6 dac.out, CHAN OF SA.COM scan.to.aqu )
7 61 INT y.pos, N.O.L :
7 62 VAL INT mask IS 1 :
763 INT y .count :
7 64 SEQ
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765 N.O.L : = 11.0.1
7 66 y.pos := y .start.p
7 67 y.count := 0
768 WHILE ( (m.data [0] [15] -:> 0 (BYTE) ) AND (N.O.L <> 0)) -- go & no. of lines
7 69 SEO
770 SEQ
771 scan.to.aqu ! y .aqu; y.pos; y.count
772 dac.out ! INTI6 ((INTI6 y.pos) + (#1000 (INTI6))) -- CODE to 12bit dac #1 x
/y switch
773 line (fs, ts, x.start.p, y.pos, step.size, n.o.pix, dwell.tim, dac.out, sc
an.to.aqu)
774 N.O.L := N.O.L - 1
775 y.pos := y.pos + step.size
77 6 y.count := y .count + 1
777 :
778
779
780 PROC scan (CHAN OF SP fs, ts, CHAN OF INTI6 dac.out, CHAN OF SA.COM scan.to.aqu, CHAN 
OF TXAP.COMS to.mux )
781 INT X .start.p, n.o.pix, step.size, c.s.r, dwell.tim :
7 82 INT n.o.l, n.o.f, y .start.p :
7 83 VAL INT mask IS 1 :
7 84 VAL scan.int.len IS 8 :
785 [scan.int.len]INT scan.int :
7 86 [512] BYTE dummy2 :
7 87 INT now :
788 TIMER ck :
7 89 WHILE TRUE
790 SEQ
791 WHILE (m.data[0][15] = 0 (BYTE)) --Isb of go int
792 SEQ
7 93 ck ? now
794 ck ? AFTER now PLUS 1000 --*** delay aprox 70 ms pol for input !
795 SEQ i=0 FOR scan.int.len --**** convert bytes from network byte order to ints *
796  SEQ
7 97 str.to.int(scan.int[i], [m.data[0] FROM (i+i) FOR 2], 2)
7 98 X.start.p := scan.int[0]
7 99 y.start.p := scan.int[1]
800 n.o.pix := scan.int[2]
801 step.size := scan.int[3]
802 n.o.l := scan.int[4]
803 n.o.f := scan.int[5]
804 dwell.tim := scan.int[6]
805 c.s.r := scan.int[7]
806 SEQ
807 WHILE ((m.data[0][15] <> 0 (BYTE)) AND (n.o.f <> 0))
808 SEQ
809 frame (fs, ts, y.start.p, x.start.p, n.o.pix, step.size, dwell.tim, n.o.l
, dac.out, scan.to.aqu )
810 scan.to.aqu ! eof.com; n.o.f
811 n.o.f := n.o.f - 1
812 m .data[0] [15] := 0 (BYTE) -- * * reset go byte of go int
813 c.s.r := 0
814 dummy2[0] := 0 (BYTE)
815 to.mux ! udp; 300 1  ( I N T 1 6 ); 3000  ( I N T 1 6 ); 1 (INT16)  : : [m.data[0] FROM 15 FOR 1]
816
817 :
818
819
820 [ 5 ] CHAN OF TXAP.COMS to.mux :
821 [6]CHAN OF SP fs, ts :
822 CHAN OF TXAP.COMS to.test :
823 CHAN OF AP to.read, in.dat :
824 CHAN OF INT f.read, app.ack :
825 CHAN OF SA.COM scan.to.aqu :
82 6 -- CHAN OF INTI6 dac.out :
827
828  SEQ
829
830 m.data[l][15] := 0 (BYTE)
831 m.data[0][15] := 0 (BYTE)
832 --mm.data[0][0] := 0 (BYTE)
833
834 PAR
835 real.dat ( dat.lo, dat.hi, in.dat )
836 --test.dat (fs[5], ts[5], in.datt, in.datx )
837
838 --ser.mux (fs, ts, fss, tss )
839
Apr 22 1995 13:21:08_______ eepldm  - appS.OCC______________ Page 12
8 40 netser.mux(fs, ts, to.mux[4])
841
842 scan (fs[4], ts[4], dac.out, scan.to.aqu, to.mux[3])
843
844 WHILE TRUE
845 SEQ
846 aqu.test(fs[0], ts[0], to.mux[2], scan.to.aqu, in.dat, to.read, f.read, app. 
ack)
847
848
849
850 --watchdog(fs[0], ts[0])
851
852
8 53 WHILE TRUE
854 SEQ
8 55 rx.mux (fs[1], ts[l], rx.to.ap, to.mux[l], app.ack)
856
857 tx.mux (fs[2], ts[2], to.mux, ap.to.tx)
858
8 59 WHILE TRUE
860 SEQ
861 read.fbuf(fs[3], ts[3], to.read, f.read, to.mux[0])
862
863
864
865 :
866
867
868
APPENDIX G
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1 /* goodbye world - asimple program to put up a banner on the display
2 and callback an application function
3 */
4
5 #include <stdio.h>
6 /* Include files required for all toolkit programs */
7 #include <X11/Intrinsic.h>
8 #include <Xll/StringDefs.h>
9 /* Public include files Widgets we actually use in this file */
10 #include <X11/Xaw/Command.h> /* Athena Command widget*/
11 #include <X11/Xaw/Box.h>
12 ^include <Xll/Xaw/Form.h>
13 tinclude <Xll/Xaw/Viewport.h>
14 #include <X11/Xaw/AsciiText.h>
15 ^include <X11/Xaw/Paned.h>
16 #include <X11/Xaw/Dialog.h>
17 #include <Xll/Xaw/Toggle.h>
18
19 ^include <X11/Xlib.h>
20 #include <X11/Xutil.h>
21 #include <Xll/keysym.h>
22 #include <Xll/keysymdef.h>
2 3 ^include <X11/Xresource.h>
24 #include <Xll/Xatom.h>
25 #include <strings.h>
26 tinclude <X11/Shell.h>
27
28 tinclude <sys/time.h>
2 9 tinclude <sys/types.h>
30 tinclude <sys/socket.h>
31 tinclude <netinet/in.h>
32 tinclude <netdb.h>
33 tdefine DATA "the sea is calm 2 4 6 8 1 0 1 2 "
34
35 int length, sock;
3 6 struct sockaddr_in name ;
37 struct sockaddr_in r_name; /* name for read on socket */
38 struct hostent *hp, *gethostbyname();
39 Xtlnputid socketid;
40 unsigned char get_buf[1024];
41
42 Widget topLevel, topbox, load, store, quit, scan, aqu, spect, go, disp, readme, butto
n,
43 menu, men_box, done, cancel, test[7], setup__pane[7],setform, com_box, info_lab, 
map_menu, map_box, mapfoiun, cancell, donel, swap ;
44
45 /****** spect widgets *******/
46 Widget spect_menu, spect_box, spectform, spect_info_pane, done2, cancel2, swap2 ;
47
^ g y * * * * * * * * * * *  y
49
5 0 Widget info_pane[5], info[5], box_info;
51 String Xinfo_buf[50];
52 char aval_buf[5][20]= {"my_default.set","1","4","3","4"};
53 char info_text_buf[10];
54 int info_size[5]= {120,30,30,30,30};
55
56 Widget map_info_pane, map_info[40];
y * * * *  * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *  y
58
59 Widget spect_info [50];
60 String spect_name[50];
61
62 struct setup_data {
63 char map_val_buf[40] [6];
64 char scan_buf[7] [6 ] ;
65 cliar spect_val_buf [50] [6] ;
66 } ;
67 struct setup_data setup;
68
69
70 unsigned int created_map_widgets;
71 unsigned int created_spect_widgets;
72
73 String map_name[40];
74
75
7 6 Display *dpy;
77
7 8 GC gc;
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79
8 0 int screen_num, y_count, x_count;
81
82 y ********** y
83 unsigned short int mi, my_layout;
84
85 char text_buf[10]="aaaa";
86
87 String mbuf[50];
88 short int scan_int[8];
89 short int aqu_val_int[100];
90 short int app_send_buf[108];
91
92 int map_val_size;
93
94
95 y * * * * * * * * * * * * * * *  y
96 /*ARGSUSED*/
97 void init setup()
98 {
99 int i;
100 for(i=0; i< 40; i++)
101 strcpy(setup.map_val_buf[i],"0 ") ;
102 for(i=0; i< 7; i++)
103 strcpy(setup.scan_buf[i] , "0 " ) ;
104 for(i=0; i< 50; i++)
105 strcpy(setup.spect val buf[i],"0");
106 }
107
108
109
110 /* Quit button callback function*/
111
112 /*ARGSUSED*/
113 void aQuit (x, client_data, call_data)
114 Widget x;
115 XtPointer client_data, call_data;
116
117 {
118 fprintf(stderr," It was nice knowing you.\n");
119 close ( sock );
120 exit(0);
121 }
122
123 create gf ()
124 {
125 XGCValues values ;
126 unsigned valuemask;
127 /** Dimension width, height; **/
128 values.background = BlackPixel(dpy, screen_num);
129 values.foreground = WhitePixel(dpy, screen_num);
130 values.line_width= 1;
131 values.line_style = LineSolid;
132
133 valuemask = GCForeground I GCBackground 1 GCLineStyle;
134
13 5 /*gc = XCreateGC(dpy, XtWindow(topbox), valuemask, &values ;*/
13 6 }
137
138 void sockproc(x, client_data, call_data )
139 Widget x;
140 XtPointer client_data, call_data;
141
142 (
143
144 if (read (sock, get_buf, 512 ) == -1)
145 perror( "receiving datagram packet ");
146 /*printf("received stop-->%s\n", get_buf );*/
147 if (get_buf[0] == 0)
148 XtVaSetValues (go, XtNlabel, "Go ", NULL);
149 else printf("received coms but not stop%s\n");
150 }
151
152
153
154 void aScan (x, client_data, call_data )
155 Widget x;
156 XtPointer client_data, call_data;
157
158 {
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159
160 XtPopup(menu, XtGrabNonexclusive);
161
162 }
163
164 void aAqu (x, client_data, call_data )
165 Widget x ;
166 XtPointer client data, call data ;
167 (
168
169 create_map_widgets();
17 0 XtPopup(map_menu, XtGrabNonexclusive);
171
172 }
173
174 void aspect (x, alient_data, call_data )
175 Widget x;
176 XtPointer client data, call data;
177 {
178
179 create_spect_widgets();
180 XtPopup(spect_menu, XtGrabNonexclusive);
181
182 }
183
184 sure_sendto(ssock, p, port, buflen)
185 int ssock;
186 char *p;
187 int port;
188 int buflen;
189 {
190 int count, no, atempts, sel_val;
191 char sbuf[1024];
192 fd_set ready;
193 struct timeval to;
194
195 atempts = 5;
196 to.tv_sec = 1 ;
197 to.tv_usec = 0 ;
198 FD_ZERO( &ready);
199 FD_SET(sock, &ready);
2 00 count = 0 ;
201 while (count != atempts) {
202 name.sin_port = port ;
203 if(sendto(ssock, p, buflen, 0, (struct sockaddr * )
) == -1 )
&name, sizeof name
204 perror("sending mesage");
205
206 sel_val = select (FD_SETSIZE, &ready, (fd_set *)0, (fd_set *)0, &to);
207 if (sel_val == -1) perror("select");
208
209 if (sel_val > 0 ) {
210 no = read (sock, sbuf, 1 );
211 if (no == -1) perror( "receiving datagram packet ");
212 else {
213 printf("have ack = %d", sbuf[0] );
214 count =5; /* terminate while */
215 }
216 }
217 else {
218 printf("***** time out & retry ! ! !\n");
219 count = count +1;
220 if (count == 5) printf("unable to communicate with trans7 after %d a
tempts\n",atempts );
221 }
222 }
223
224
225 }
226
227
228 void aGo (x, client_data, call_data )
229 Widget x;
230 XtPointer client data, call data;
231 {
232 int i ;
233 Boolean state ;
234 short int net_scan_int[(sizeof scan_int)];
235 String label;
236 fprintf(stderr, " go.\n");
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237 /** get sim enable */
238 XtVaGetValues(disp, XtNstate, Estate, NULL);
239
240 XtVaGetValues(x, XtNlabel, &label, NULL);
241 if (label[0] == 'G') {
242 if(state) scan_int[7] = 2 57; /* Go byte and sim enable */
243 else scan_int[7] = 1; /* Go byte */
244
245 /*** ok scan_int nead to be sent in network byte order ! *****/
246
247 for (i=0; i< (sizeof scan_int); i++)
248 net_scan_int[i] = htons(scan_int[i]);
249 fprintf(stderr, " scan_int[7] = %d\n",scan_int[7] ) ;
250 fprintf(stderr, " scan_int[0] = %d\n",scan_int[0]) ;
2 51 fprintf(stderr, " net_scan_int[0] = %d\n",net_scan_int[0]);
252 fprintf(stderr, " aqu_val_int[2] = %d\n",aqu_val_ int[2]);
253
254 /**** set aqu and send **********/
255
256 sure_sendto(sock, aqu_val_int, 3001, (sizeof aqu_val_int));
2 57 /** now send scan ! ! **/
258 sure_sendto(sock, net_scan_int, 3000, (sizeof scan_int));
259
260 for (i=map_val_size; i< map_val_size + 18 ; i++)
261 fprintf(stderr, " aqu_val_int = [%d], %d\n",i,aqu_val_int[i]);
262
263 fprintf(stderr, " label[0] = %c\n",label[0]);
264 fprintf(stderr, " OK sent go.\n");
265 XtVaSetValues (x, XtNlabel, "STOP", NULL);
266 )
2 67 else {
268 /*** for stop *********/
269
27 0 net_scan_int[7] = 0; /* set go int to stop */
271 sure_sendto(sock, net_scan_int, 3000, (sizeof net_scan_int));
272 fprintf(stderr, " OK sent stop.\n");
273 fprintf(stderr, " label[0] = %c\n",label[0]);
274 XtVaSetValues (x, XtNlabel, "Go ", NULL);
275 }
276
277 }
278
279 void save_d (x, client_data, call_data )
280 Widget x ;
281 XtPointer client_data, call_data;
282 /** get map & spectra data , and save to file **/
283 {
284
285
286 fprintf(stderr, " disp.\n");
287 /** send get commarnd !!!!!!!!!!!!**/
288
289
290
291
292 }
293
294 void aReadme (x, client_data, call_data )
295 Widget x ;
296 XtPointer client data, call data;
297 {
298
299 fprintf(stderr, " readme.\n");
300 system("xedit myhelp.txt &");
301
302 }
303
304
305
306
307 /*ARGSUSED*/
308 void done_men (x, client_data, call_data)
309 Widget x ;
310 XtPointer client_data, call_data;
311
312 (
313 int i ;
314
315 for (i=0; i < 7; i++) {
316 scan_int[i] = atoi(setup.scan_buf[i]);
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317 fprintf(stderr, " edit widgit i = %d\n",scan_int[i]);
318 }
319 /** set up scan attributes for maps etc **/
320 aqu_val_int[2] = scan_int[2]; /* x_size = no of pix */
321 aqu_val_int[3] = scan_int[4]; /* y_size = no of lines */
322 aqu_val_int[4] = atoi(aval_buf[3]); /* no of specttra from atoi buff */
323
3 24 /* SEND TO TRANPUTER HERE */
325 XtPopdown(menu);
326
327 }
328
3 29 /*ARGSUSED*/
3 30 done_map (x, client_data, call_data)
3 31 Widget x;
3 32 XtPointer client_data, call_data;
333
334 {
335 int i, no_of_maps, no_of_iterns;
336
337 aqu_val_int[0] =0; /** aqu control int **/
338 no_of_maps = (atoi(aval_buf[2]));
3 39 aqu_val_int[1] = no_of_maps; / * *  set no. of maps **/
3 40 no_of_items = 4;
341 map_val_size = ((no_of_maps * no_of_items) +5); /** + 5 for control **/
342
343 for (1=5; i < map_val_size ; i++) { /******** no of maps max 4 *10 [1] = no.
of.maps ! !***/
344 aqu_val_int[i] = atoi(setup.map_val_buf[(i-5)]);
345 fprintf(stderr, " map val in done map = %d\n",aqu_val_int[i]);
346 }
347 fprintf(stderr, " no_of_maps = %d\n", no_of_maps);
348 fprintf(stderr, " map widgets so far = %d\n", created_map_widgets);
349 for (i=0; i < created_map_widgets ; i++) {
3 50 XtDestroyWidget(map_info[i]);
3 51
352 }
3 53 /* SEND TO TRANPUTER HERE at moment in go function */
3 54
355 fprintf(stderr, " no of widgets = %d\n", created_map_widgets);
356 XtPopdown(map_menu);
357 }
3 S 8 ^  -k -k -k -k -k ■*: -k ±  -k -k -k -k -k ± -k -k -k ic -Jc -k -k- -k -k -k -k -k -h -k -k -k -k -k -k -k -k -k -k -k -k -k -k -k -k -k -k -k -k -k ic ± -k -k -k ^
3 59 /*ARGSUSED*7
360 done_spect (x, client_data, call_data)
3 61 Widget x;
362 XtPointer alient_data, call_data;
363
364 {
3 65 int i, no_of_items, no_of_spect, spect_size;
3 66 no_of_items = 6;
367 no_of_spect = atoi(aval_buf[3]);
368 spect_size = no_of_items * no_of_spect;
369
370 fprintf(stderr, " spect widgets so far = %d\n", created_spect_widgets);
371 for (i=0; i < created_spect_widgets ; i++) {
372 XtDestroyWidget(spect_info[i]);
373
374 }
37 5 /* SEND TO TRANPUTER HERE */
376
377 for (i=map_val_size; i < map_val_size + spect_size ; i++) { /******** no of s
pect max 6 *10 [1] = no.of.maps [ [ * * * /
378 aqu_val_int[i] = atoi(setup.spect_val_buf[(i - map_val_size)]);
379 fprintf(stderr, " spect val in done map = %d\n",aqu_val_int[i]);
380 }
381
382 fprintf(stderr, " no of widgets = %d\n", created_spect_widgets);
383 XtPopdown(spect_menu);
384 }
385
386
387
388 /*ARGSUSED*/
3 89 void l3utton_men (x, client_data, call_data)
390 Widget x ;
3 91 XtPointer alient_data, call_data;
392
393 {
394 fprintf(stderr, " widget name is %s\n",map_name[2]);
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395
396
397 )
398
399 /*ARGGUSED*7
4 00 void quit_men (x, client_data, call_data)
401 Widget x;
402 XtPointer client_data, call_data;
4 03
404 {
405 /* Widget topLevel = (Widget) client_data;*/
406 XtPopdown(menu);
4 07
408 }
409
410 /*ARGSUSED*/
411 void quit_map (x, client_data, call_data)
412 Widget x;
413 XtPointer client_data, call_data;
414
415 {
416
417 XtPopdown(map menu);
418 }
419
420 /*ARGSUSED*/
421 void quit_spect (x, client_data, call_data)
422 Widget x;
423 XtPointer client_data, call_data;
424
425 {
426
427 XtPopdown(spect menu);
428 }
429
430
431 /*ARGSUSED*/
432 void PlaceMenu (w, client_data, call_data)
433 Widget w;
434 XtPointer client_data, call_data;
435
436 {
437 Position X, y ;
438 Dimension height;
439
440 /* trans coords from root win to topLevel */
441 XtTranslateCoords( s c a n ,
442 (Position) 0,
443 (Position) 0,
444 &x, & y ) ;
445 /* get height of widget */
446 XtVaGetValues(scan.
447 XtNheight, ^height.
448 NULL);
449 XtVaSetValues(menu.
4 50 XtNx, x-1,
4 51 XtNy, y+ height.
452 NULL);
453
454 }
455
456 /*ARGSUSED*/
457 void Placemap_Menu (w, client_data, call_data)
458 Widget w;
459 XtPointer client_data, call_data;
460
461 {
462 Position X, y ;
463 Dimension height;
464
465 /* trans coords from root win to topLevel */
466 XtTranslateCoords(aqu.
467 (Position) 0,
468 (Position) 0,
469 &x, & y ) ;
470 /* get height of widget */
471 XtVaGetValues(aqu.
472 XtNheight, Sdieight,
473 NULL);
474 XtVaSetValues(map_menu.
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475 XtNx, x-1,
476 XtNy, y+ lieiqht.
477 NULL);
478
47 9 }
480
4 81 /*ARGSUSED*/
482 void Placespect_Menu (w, client_data, call_data)
483 Widget w;
484 XtPointer alient_data, call_data;
485
486 {
487 Position X, y;
488 Dimension height;
489
490 /* trans coords from root win to topLevel */
491 XtTranslateCoords( s p e c t .
492 (Position) 0,
493 (Position) 0,
494 &x, & y ) ;
495 /* get height of widget */
496 XtVaGetValues(spect.
497 XtNheight, &height.
498 NULL);
499 XtVaSetValues(spect_menu.
500 XtNx, x-1.
501 XtNy, y+ height.
502 NULL);
5 03
504 }
505
506 /*ARGSUSED*/
507 static void Mprint(w, event, params, num_.params)
508 Widget w;
509 XEvent *e v e n t  ;
510 String *params;
511 Cardinal *num_params;
512 (
513 fprintf(stderr, " mouse print ok pressed button2 ?.\n");
514 fprintf(stderr, " what is the id of this widgit? %d\n",w);
515
516 }
517
518
519 my_itoa(n,c)
520 int n;
521 char *c;
522 {
523 int sign,j , k , i ;
524 char s [ 2 0 ] ;
525
526 if ((sign = n) < 0)
527 n = -n;
528 i =0;
529 do {
530 s[i++] = n % 10 + 48; / *  48 = 0 in ascii * /
531 } while ( (n = n/10) > 0 ) ;
532 if (sign < 0 )
533 s[i++] =
534 2 [ i ]  = ' \ 0 ' ;
535
536 for (i = 0; i< 5; i++) c[i] = ' '
537
538 for (j = s t r l e n ( s )  - 1, k=0; j >= 0; ]--, k++)
539 c [ k ] = s [ j ] ;
5 40 c[-k + +]= ' \ 0  ' ;
541
542 }
543
544
545 /*ARGSUSED*/
546 void Swap_map (w, client_data, call_data)
547 Widget w;
548 XtPointer client_data;
5 49 XtPointer call_data;
550
5 51 {
552 static int reql =0;
553 static int req2 =0;
554 int tempi[3], temp2[3];
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555 int i,j,k;
556 if (w != swap){
557 int map_no = (int) client_data;
558 if (reql ==0) reql = map_no +1;
5 59 else req2 = map_no +1; }
5 60 else {
5 61 if ( reql && req2 ) {
562 fprintf(stderr, " reql = %d\n", reql);
563 fprintf(stderr, " req2 = %d\n", req2);
564
565 for(i = reql,j=0; i < reql+3; i++, j++)
566 tempi[j] = atoi(setup.map_val_buf[i]);
567
568 for(i = req2,j=0; i < req2+3; i++, j++)
569 temp2[j] = atoi(setup.map_val_buf[i]);
570
571 for(k = 0; k< 3; k++) {
572 my_itoa(temp2[k],setup.map_val_buf[reql+k]);
573 XtVaSetValues(map info[reql+k], XtNstring, setup.map val _buf[reql+k
], NULL);
574 XawTextDisplay(map_info[reql+k]);
575
576 my_itoa(tempi[k],setup.map_val_buf[req2+k]);
577 XtVaSetValues(map info[req2+k], XtNstring, setup.map val _buf [req2+k
], NULL);
578 XawTextDisplay(map_info[req2+k]); )
579
580 reql = 0;
581 req2 =0; } }
582
583 }
584 y ********* * y
585
586 void Swap_spect (w, client_data, call_data)
587 Widget w;
588 XtPointer alient_data;
589 XtPointer call_data;
590
591 {
592 static int reql =0;
593 static int req2 =0;
594 int tempi[5], temp2[5];
595 int i,j,k;
596 if (w != swap2){
597 int spect_no = (int) client_data;
598 if (reql ==0) reql = spect_no +1;
599 else req2 = spect_no +1; ]
600 else {
601 if ( reql && req2 ) {
602 fprintf(stderr, " reql = %d\n", reql);
603 fprintf(stderr, " req2 = %d\n", req2);
604
605 for(i = reql,j=0; i < reql+5; i++, j++)
606 tempi[j] = atoi(setup.spect_val_buf[i]);
607
608 for(i = req2,j=0; i < req2+5; i++, j++)
609 temp2[j] = atoi(setup.spect_val_buf[i]);
610
611 for(k = 0; k< 5; k++) {
612 my_itoa(temp2[k],setup.spect_val_buf[reql+k]);
613 XtVaSetValues(spect info[reql+k], XtNstring, setup.spect _val__bu f [ re
ql+k], NULL);
614 XawTextDisplay(spect_info[reql+k]);
615
616 my_itoa(tempi[k],setup.spect_val_buf[req2+k]);
617 XtVaSetValues(spect info[req2+k], XtNstring, setup.spect _val__bu f [ re
q2+k], NULL);
618 XawTextDisplay(spect_info[req2+k]); }
619
620 reql = 0;
621 req2 =0; } }
622
623 }
624
625 y ************** y
626 info_box()
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627 {
628 int i, my_1ayout;
629
63 0
631 box_info =: XtVaCreateManagedWidget(
632 "box_info",
633 formWidgetClass,
634 topbox.
635 XtNwidth, 4 00,
636 XtNheight, 400,
637 NULL);
638
639 for ( i = 0 ; i < 5 ; i + + )  {
640 if(i ==0)my_layout =0;
641 else my_layout = i - 1;
642
643 sprintf (Xinfo_buf, "info_i3ane%d", i) ;
644 info_pane[i] = XtVaCreateManagedWidget(
645 Xinfo_buf,
646 labelWidgetClass,
647 box_info.
648 XtNfromVert, info_pane[my layout].
649 NULL);
650
651 info[i] = XtVaCreateManagedWidget(
652 info_text_buf, asciiTextWidgetClass,
653 box_info.
654 XtNeditType, XawtextEdit,
655 XtNscrollHorizontal, X a w t e x t S c r o l i N e v e r ,
656 XtNscrollVertical, XawtextScrolINever,
657 XtNwrap, XawtextWrapNever,
658 XtNtype, XawAsclistring.
659 XtNuseStringlnPlace, True,
660 XtNfromHoriz, info_pane[i],
661 XtNfromVert, info[my_layout],
662 XtNstring, aval_buf[i].
663 XtNwidth, info size[i],
664 NULL); ]
665
66 6 }
667
668 static create_map_widgets()
669 {
670 int xi. yi,vi,hi, n_maps, mj;
671
672 XtVaSetValues(map_menu, XtNheight,((atoi(aval buf[2]))
673
674 created_map_widgets = ((atoi(aval_buf[2]))*4);
675 n_maps = (atoi(aval_buf[2])) ;
676 fprintf(stderr, " no . of maps = %d\n", n_maps);
677
678 for (yi = 0; yi < n_maps ; yi++ ) {
679
680 for (xi = 0; xi < 4; xi++){
681
682 hi = 10+(xi * 65);
683 vi = 30+(yi*30);
684 mj = (yi*4)+xi;
685
686
687 if (xi == 0){
688 my_itoa(yi,setup.map_val_buf[mj]);
689
690 sprintf(map_name, "%d",yi); /** changed
691 map_info[mj] = XtVaCreateManagedWidget
692 map_name,
693 commandWidgetClass,
694 mapform.
695 XtNhorizDistance, hi.
696 XtNvertDistance, vi.
697 NULL,0);
698 XtAddCallback (map info[mj], XtNcallback,
699 }
7 00 else {
701
702 sprintf (map_name, "map__info%d",mj ) ;
7 03 map_info[mj] = XtVaCreateManagedWidget(
704 map_name, asciiTextWidgetClass,
705 mapform.
706 XtNeditType, XawtextEdit,
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707 XtNscrollHorizontal, XawtextScrolINever,
7 08 XtNscrollVertical, XawtextScrolINever,
7 09 XtNwrap, XawtextWrapNever,
710 XtNtype, XawAsciiString,
711 XtNuseStringlnPlace, True,
712 XtNstring, setup.map_val_buf[mj],
713 XtNlength, 5,
714 XtNhorizDistance, hi,
715 XtNvertDistance, vi,
716 XtNwidth, 45,
717 NULL); }
718  }
719  }
720 fprintf(stderr, " created no . of maps = %d\n", created_map_widgets);
721
722 }
723
724 static create_spect_widgets()
725  {
726 int xi,yi,vi,hi, n_spectra, mj;
727
728 XtVaSetValues(spect_menu, XtNheight,((atoi(aval_buf[3]))*35)+60, NULL);
729
730 created_spect_widgets = ((atoi(aval_buf[3]))*6);
731 n_spectra = (atoi(aval_buf[3]));
732 fprintf(stderr, " no . of spectra = %d\n", n_spectra);
733
734 for (yi = 0; yi < n_spectra ; yi++ ) {
735
736 for (xi = 0; xi < 6; xi++){
737
738 h i  = 1 0 + ( x i  * 6 5 ) ;
739  v i  = 3 0 + ( y i * 3 0 ) ;
7 40 mj = (yi*6 ) +xi ;
7 41
742
743 if (xi == 0) {
7 44 my_itoa(yi,setup.spect_val_buf[mj]);
745 sprintf(spect_name, "%d",yi);
746 spect_info[mj] = XtVaCreateManagedWidget(
7 47 spect_name,
7 48 commandWidgetClass,
7 49 spectform,
7 50 XtNhorizDistance, hi,
7 51 XtNvertDistance, vi,
7 52 NULL,0);
7 53 XtAddCallback(spect_info[mj], XtNcallback,Swap_spect, mj);
754  }
755
756 else if (xi == 1){
7 57 sprintf(spect_name, "spect_info%d",mj);
758 spect_info[mj] = XtVaCreateManagedWidget(
7 59 spect_name, asciiTextWidgetClass,
7 60 spectform,
7 61 XtNeditType, XawtextEdit,
7 62 XtNscrollHorizontal, XawtextScrolINever,
7 63 XtNscrollVertical, XawtextScrolINever,
7 64 XtNwrap, XawtextWrapNever,
7 65 XtNtype, XawAsciiString,
7 66 XtNuseStringlnPlace, True,
767 XtNstring, setup.spect_val_buf[mj],
7 68 XtNlength, 1,
7 69 XtNhorizDistance, hi - 30,
770 XtNvertDistance, vi,
771 XtNwidth, 20,
772 NULL); }
773
774 else {
775
776 sprintf(spect_name, "spect_info%d",mj);
777 spect_info[mj] = XtVaCreateManagedWidget(
778 spect_name, asciiTextWidgetClass,
779 spectfoiTTi,
7 80 XtNeditType, XawtextEdit,
781 XtNscrollHorizontal, XawtextScrolINever,
7 82 XtNscrollVertical, X a w t e x t S c r o l I N e v e r ,
7 83 XtNwrap, XawtextWrapNever,
7 84 XtNtype, XawAsciiString,
7 85 XtNuseStringlnPlace, True,
786 XtNstring, setup.spect_val_buf[mj],
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787 XtNlength, 4,
788 XtNhorizDi:?.tance, hi - 50,
789 XtNvertDi:?tance, vi,
790 XtNwidth, 45,
7 91 NULL); }
792 }
793 }
794 fprintf(stderr, " created no . of spectra = %d\n", created_spect_widgets);
795
796 }
7 97
798 /*ARGSUSED*/
799 void load_set (x, client_data, call_data)
800 Widget x;
801 XtPointer client_data, call_data;
802
803 {
804 FILE *fid;
805 String filename;
806 long int nbytes;
807
808 XtVaSetValues(store, XtNsensitive, TRUE, NULL);
809
810 fprintf(stderr,"so far load ok !\n");
811
812 filename = aval_buf[0];
813 /** open file **/
814
815 if ((fid = fopen(filename, "rb")) == NULL) {
816 fprintf(stderr, "could not open %s\n",filename);
817 return; }
818
819 / * * *  read file **/
820 fprintf(stderr,"so far ok read !\n");
821
822 if ((nbytes = fread(&setup, sizeof(struct setup_data), 1, fid)) == -1)
823 fprintf(stderr,"get_file error!\n");
824
825 fprintf(stderr,"got %d no. of bytes\n", nbytes);
826
827 fclose(fid);
828 fprintf(stderr,"closed ok !\n");
829
830
831 }
832
833
834 save_set ()
835
836 {
837 FILE *fid;
838 String filename;
839 long int nbytes, i,k;
840 unsigned short int j,l,z,y;
841
842 fprintf(stderr,"so far load ok !\n");
843
844 filename = aval_buf[0];
845 /** open file **/
846
847 if ((fid = fopen(filename, "wb")) == NULL) {
848 fprintf(stderr, "tempi.set ; could not open w_file.\n" ) ;
849 return; }
8 50
8 51 /** write file **/
852
853 if ((nbytes = fwrite(setup, sizeof(struct setup_data), 1, fid)) == -1)
854 fprintf(stderr,"fwrite_file error!\n");
855
856 fclose(fid);
857 fprintf(stderr,"write closed ok !\n");
858
859
860
861 }
862
863 main(argc, argv)
864 int argc;
865 char * * a r g v ;
866
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867 {
868
869
870 XtAppContext app_coiitext ;
871
872
873 static XtActionsRec my_actions[] = {
874 {"mprint", Mprint},
875 } ;
876
877
878
879 /*sprintf (argv[1], "trans7");
880 sprintf (argv[2], "3000");
881 argc = 3 ;*/
882
883 fprintf (stderr, " %s ", argv[l]);
884 fprintf (stderr, " %s ", a r g v [ 2 ]);
885
886
887 if (argc < 3)
888 { fprintf (stderr, " U s a g e: netplay <host> < p o r t > \ n ");
889 exi t (1);
890 }
891
892 /* Create socket */
893 sock = socket(AF_INET, SOCK_DGRAM, 0);
894 if (sock == -1) {
895 perror("opening datagram socket" );
896 exit(1);
897 }
898
899
900 hp = gethostbyname(argv[1]);
901 if (hp == (struct hostent *) 0) {
902 fprintf(stderr, "%s: unknown host\n", argv[l]);
903 exit(2);
904 }
905
906 memcpy( (char *) &name.sin_addr, (char *) hp->h_addr.
907 hp->h_length);
908
909
name.sin_family = AF_INET;
name.sin_port = htons( atoi( argv[2] ));
910
911 /* send mesage. */
912
913 fprintf (stderr, " port %d on host %s\n",
914 atoi(argv[2]), argv[1]);
915
916 /**** ok now set up something for reading ***/
917
918 r_name.sin_family = AF_INET;
919 r_name.sin_addr.s_addr = INADDR_ANY; /* nahar only !!!! for read on sock */
920 r_name.s i n_po rt = 3 000;
921
922
923 if( bind( sock, (struct sockaddr *)&r_name, sizeof(r_name)) == -1) (
924 perror(" binding datagram read socket ");
925 exit(1);
926 }
927
928 i f (getsockname ( sock, (struct sockaddr *) &r_name,  &length) == -1) (
929 perror("getting socket name ");
930 }
931
932
933 topLevel= XtVaAppInitialize (
934 &app_context.
935 "Xcontrol",
936 NULL, 0,
937 &argc, argv.
938 NULL,
939 NULL );
940
941 topbox = XtVaCreateManagedWidget(
942 "topbox",
943 formWidgetClass,
944 topLevel,
945 NULL);
946
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947 init_setup();
948
949
9 50 load = XtVaCreateManagedWidget(
951 "load",
952 commandWidgetClass,
953 topbox.
954 NULL );
955
956 store = XtVaCreateManagedWidget(
9 57 "store",
9 58 commandWidgetClass,
959 topbox.
960 XtNsensitive, False,
961 NULL );
962
963 info_lab = XtVaCreateManagedWidget(
964 "info",
965 labelWidgetClass,
966 topbox.
967 NULL );
968
969
970
971 info_box();
972
973
974
975
976 /* command widgets */
977 y************************************************ y
978
979 com_box = XtVaCreateManagedWidget(
980 "com_box",
981 boxWidgetClass,
982 topbox.
983 XtNorientation, XtorientHorizontal,
984 NULL);
985
986 quit = XtVaCreateManagedWidget(
987 "Quit",
988 commandWidgetClass,
989 com_box.
990 NULL );
991
992 scan = XtVaCreateManagedWidget{
993 "Scan_setup",
994 commandWidgetClass,
995 com_box.
996 NULL);
997
998 aqu = XtVaCreateManagedWidget(
999 "Map",
1000 commandWidgetClass,
1001 com_box.
1002 NULL);
1003
1004
100 5 spect = XtVaCreateManagedWidget(
1006 "spect",
1007 commandWidgetClass,
100 8 com box.
1009 NULL);
1010
1011 disp = XtVaCreateManagedWidget(
1012 "sim",
1013 toggleWidgetClass,
1014 com box.
1015 NULL);
1016
1017 go = XtVaCreateManagedWidget(
1018 "Go ",
1019 commandWidgetClass,
1020 com_box.
1021 /*XtNsensitive, F a l s e , * /
1022 NULL);
1023
1024 readme = XtVaCreateManagedWidget(
102 5 "Help",
1026 commandWidgetClass,
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1027 com_box,
102 8 
102 9
NULL);
1030 button = XtVaCreateManagedWidget(
1031 "button",
103 2 0 omma ndWi dg e t C1a s s,
103 3 com_box,
103 4 
103 5 
103 6 
1037
NULL);
1038 ^'k-k-k-k-k-k-k'k'k'k-k'kic'k-k'k-k'k'k'k'k-k-k-k'k-k-k-k'k-k-k-k-k-k-k-k-k-k-k'k-k-k'k'k-k'k-k'k-k-k'k-k'k'k'k-k^
1039 /* SCAN MENU */
1040 y******************************************************** y
1041 menu = XtVaCreatePopupShell(
1042 "menu",
1043 transientShellWidgetClass,
1044 topLevel,
1045
1046
1047
NULL);
1048 men_box = XtVaCreateManagedWidget{
1049 "men_box",
1050 formWidgetClass,
1051 menu,
1052
1053
NULL);
1054 setform = XtVaCreateManagedWidget(
1055 "setform",
1056 formWidgetClass,
10 57 men_box.
1058
1059
NULL);
1060 for (mi = 0; mi < 7; mi++ ) {
1061 if(mi ==0)my_layout =0;
1062
1063
else my_layout = mi - 1 ;
106 4 sprintf (mbuf, "setup_i?ane%d" ,mi) ;
1065 setup_pane[mi] = XtVaCreateManagedWidget(
1066 mbu f,
1067 labelWidgetClass,
10 68 setform.
1069 XtNfromVert, setup pane[my layout].
1070
1071
NULL);
1072 test[mi] = XtVaCreateManagedWidget(
1073 text_buf, asciiTextWidgetClass,
1074 s e t f o r m .
1075 XtNeditType, X a w t e x t E d i t ,
1076 XtNscrollHorizontal, XawtextScrolINever,
1077 XtNscrollVertical, XawtextScrolINever,
1078 XtNwrap, XawtextWrapNever,
1079 XtNtype, XawAsciiString,
1080 XtNuseStringlnPlace, True,
1081 XtNfromHoriz, setup_pane[mi],
1082 XtNfromVert, test[my_layout],
1083 XtNstring, setup.scan_buf[mi],
1084 XtNwidth, 50,
1085
1086
NULL);
1087
1088
}
1089 done = XtVaCreateManagedWidget(
1090 "done",
1091 commandWidgetClass,
1092 men box.
1093
1094
NULL);
1095 cancel = XtVaCreateManagedWidget(
1096 "cancel",
1097 commandWidgetClass,
1098 men box.
1099
1100
NULL);
1101 ^ ic -k -k :k -k -k -k -k -k -k ic -k -k -k -k -k -k -k -k -k -k -k -k ~k -k -k -k -k -k -k -k -k -k -k -k -k -k ‘k -k -k -k -k -k ic -k -k -k -k -k -k -k -k -k -k ^
1102 /* Map MENU */
1103
1104
1105
y******************************************************** y
1106 map_menu = XtVaCreatePopupShell(
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1107 "map_menu",
1108 translentShellWidgetClass,
1109 topLevel,
1110 NULL);
1111
1112 map_box = XtVaCreateManagedWidget(
1113 "niap_box",
1114 f o rmW i dge tClas s,
1115 map_menu,
1116 XtNresizable, TRUE,
1117 NULL);
1118
1119 mapform = XtVaCreateManagedWidget(
112 0 "mapform",
1121 formWidgetClass,
112 2 map_box,
112 3 XtNwidth, 2 85,
1124 XtNhSpace, 15,
1125 XtNvSpace, 10,
1126 /^XtNorientation, XtorientVertical,*/
1127 NULL);
112 8
1129
1130 map_info_pane = XtVaCreateManagedWidget(
1131 "map_info_tDane",
1132 labelWidgetClass,
1133 mapform.
1134 NULL);
1135
113 6 donel = XtVaCreateManagedWidget{
1137 "donel",
113 8 commandWidgetClass,
1139 map box.
114 0 NULL);
1141
1142 cancell = XtVaCreateManagedWidget(
114 3 "cancell",
114 4 c omma ndW idgetClass.
114 5 map_box,
1146 NULL);
1147
1148 swap = XtVaCreateManagedWidget(
114 9 "swap",
1150 commandWidgetClass,
1151 map_box.
1152 NULL);
1153
1154
1155 /* spect MENU */
1156
1157
1158
1159 spect_menu = XtVaCreatePopupShell(
1160 "spect_menu",
1161 translentShellWidgetClass,
1162 topLevel,
1163 NULL);
1164
1165 spect_box = XtVaCreateManagedWidget(
1166 "spect_box",
1167 formWidgetClass,
1168 spect_menu.
1169 XtNresizable, TRUE,
117 0 NULL);
1171
1172 spectform = X t V a C r e a t e M a n a g e d W i d g e t(
117 3 "spectform",
1174 formWidgetClass,
1175 spect_box,
117 6 XtNwidth, 285,
1177 XtNhSpace, 15,
1178 XtNvSpace, 10,
117 9 /^XtNorientation, XtorientVertical,*/
1180 NULL);
1181
1182
1183 spec t_i n f o_p a ne = XtVaCreateManagedWidget(
1184 " spect_info__pane",
1185 labelWidgetClass,
1186 spectform.
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1187 NULL);
1188
1189 clone2 = XtVaCreateManagedWiclget (
119 0 "clone2 ",
1191 c omma ndW idgetClaoo,
1192 spect box,
1193 NULL);
1194
119 5 cancel2 = XtVaCreateManagedWiclget (
119 6 "cancel2",
1197 comma ndWidgetClacc,
1198 s p e c t  box,
119 9 NULL);
1200
1201 swap2 = XtVaCreateManageclWidget (
1202 "swap2",
1203 commandWidgetClass,
1204 spect box.
1205 NULL);
1206
1207
1208
1209 dpy = XtDisplay(topLevel);
1210
1211
1212 XtAppAddActions(app_context, my_actions, XtNumber(my_actions));
1213
1214 XtAddCallback (quit, XtNcallback, aQuit, 0);
1215 XtAddCallback (scan, XtNcallback, aScan, topLevel);
1216 XtAddCallback (aqu, XtNcallback, aAqu,  topLevel);
1217 XtAddCallback (go, XtNcallback, aGo, 0);
1218 /^XtAddCallback (sim, XtNcallback, save_d, 0);*/
1219 XtAddCallback (readme, XtNcallback, aReadme, 0);
1220 XtAddCallback (load, XtNcallback, load_set, 0);
1221 XtAddCallback (store, X t N c a l l b a c k ,  save_set, 0);
1222
1223 XtAddCallback (done, XtNcallback, done_men, 0);
1224 XtAddCallback (button, XtNcalll:)ack, Swap_map,0);
1225 XtAddCallback (cancel, XtNcallback, quit_men, 0 ) ;
1226 XtAddCallback (menu, XtNpopupCallback, PlaceMenu, NULL);
1227
1228 XtAddCallback (map_menu, XtNpopupCallback, Placemap_Menu, NULL);
1229 XtAddCallback (donel, XtNcallback, done_map, 0);
1230 XtAddCallback (cancell, XtNcallback, quit_map, 0);
1231 XtAddCallback (swap, XtNcallback, Swap_map, 0);
1232
1233 XtAddCallback (spect, XtNcallback, aSpect, topLevel);
1234 XtAddCallback (spect_menu, XtNpopupCallback, Placespect_Menu, NULL);
1235 X t A d d C a l l b a c k  (done2, XtNcallback, done_spect, 0);
1236 XtAddCallback ( c a n c e l 2 , XtNcallback, quit_spect, 0 ) ;
1237 XtAddCallback ( s wa p 2 , XtNcallback, Swap_spect, 0 ) ;
1238
1239 socketid = XtAppAddInput (app_context, sock, XtlnputReadMask,
1240 sockproc, 0) ;
1241
1242
1243 XtRealizeWidget (topLevel);
1244 create_gf ();
1245
1246
1247 XtAppMainLoop(app context);
1248 /*
1249 while (XtAppPending(app_context)) {
1250 XtAppNextEvent(app_context, &event);
1251 XtDispatchEvent(&event);
1252 }
1253 V
1254 }
1255
1256 /*** cc -g -o xcontrol xcontrol.c -iXaw -iXext -IXmu -iXt -1X11 * * * /
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1 /* goodbye world - asimple program to put up a banner on the display
2 ** and callback an application function
3
4
*/
5 #include <stdio.h>
6 /* Include files required for all toolkit programs */
7 #include <X11/Intrinsic.h>
8 #include <Xll/StringDefs.h>
9 /* Public include files Widgets we actually use in this file */
10 #include <X11/Xaw/Command.h> /* Athena Command widget*/
11 #include <X11/Xaw/Box.h>
12 #include <X11/Xaw/Form.h>
13 #include <X11/Xaw/Viewport.h>
14 #include <X11/Xaw/AsciiText.h>
15 #include <X11/Xaw/Paned.h>
16 #include <X11/Xaw/Dialog.h>
17 #include <X11/Xaw/ScrolIbar.h>
18 ^include <Xll/Xaw/Toggle.h>
19 #include <X11/Xaw/Label.h>
20
21 #include <X11/Xlib.h>
22 tinclude <X11/Xutil.h>
23 tinclude <Xll/keysym.h>
24 #include <X11/keysymdef.h>
25 #include <X11/Xresource.h>
26 ^include <Xll/Xatom.h>
27 #include <strings.h>
28 tinclude <X11/Shell.h>
29
30 #include <sys/time.h>
31 #include <sys/types.h>
32 #include <sys/socket.h>
33 ^include <netinet/in.h>
34 ^include <netdb.h>
35
37 Widget topLevel, topbox, quit, cur_en, load, l_d, s_d, draw, viewl, scale. auto_sc.
38 cur_T, cur_val, peak, peak_T, chan, chan_T, scroll, mul, div;
39
4 0 Widget x_min, x_max, y_min, y_max;
41 Widget spec_no[6];
42
43 Boolean spec_state[6];
44
45 Display *dpy;
46 Window win;
47 GC gc_xor, go[5];
48
49 Screen *screen;
50 int screen_num;
51 int have_drw = -1;
52 int x_pos;
53 int cur_select = 0;
5 4
55 char x_lower[6] = "0 ";
56 char x_upper[6] = "512 ";
57 char y_lower[6] = "0 ";
58 char y_upper[6] = "256 ";
5 9
6 0 char peak_text[6];
61 char cur_text[8];
62 cliar chan_text [ 6] ;
63
64 float spk[5][512];
65 float scale_spk[5] [512];
66 float scale_x[5] [512];
67
68 char get_buf[65535];
69
70 int length, sock;
71 struct sockaddr_in name;
72 struct sockaddr_in r_name; /* name for read on socket */
73 struct hostent *hp, *gethostbyname();
74 Xtlnputld socketid;
75
76 unsigned char occ_buf[8192];
77 short int cont_buf[100];
78
7 9 union conv {
80 unsigned long lb[2048];
A p r 2 2  1 9 9 5  1 3 : 3 3 : 2 3  e e p 1  d m  -  S p e C t . C P a g e  2
81 unsigned char s b u f [8192];
82 } 1;
83
84
85
86
87 /*ARGSUSED*/
88 void Quit (X, client_data, call_data)
8 9 Widget x;
90 XtPointer client_data, call_data;
91
92 {
93 fprintf(stderr," It was nice knowing y o u . \n");
94
9 5 e x i t (0);
96 }
97
98 Pixel colors[6];
99
100 create gf ()
101 {
102 int i;
103
104 XGCValues values;
105 unsigned valuemask;
106
107 values.foreground = BlackPixel(dpy, screen_num);
108 values.background = WhitePixel(dpy, screen_num);
109 values.line_width= 1;
110 values.line_style = LineSolid;
111
112 valuemask = GCForeground 1 GCBackground I GCLineStyle;
113
114 gc_xor = XCreateGC(dpy, XtWindow(viewl) , valuemask, &v a l u e s  );
115 XSetFunction(dpy, gc_xor, GXxor);
116
117 for(1=0; i<5; i++){
118 values.foreground = colors[1];
119 gc[i] = XCreateGC(dpy, XtWindow(viewl), valuemask, &v a l u e s  );
120 }
121
122
123 }
124
125
126
127
128
129
130 void Draw_cur ( x ,  client_data, call_data )
131 Widget x ;
132 XtPointer alient_data, call_data;
133
134 {
135 Boolean s t a t e ;
136
137 if (x == cur_en) {
138
139 XtVaSetValues (x, XtNlabel, "ON",NULL);
140 fprintf(stderr, " video nassty !\n" );
141 if(have_drw < 0) {
142 XDrawLine(dpy, XtWindow(viewl), gc_xor, 0, 0, 0, 255);
143 have_drw = 0 ; }
144 else {
145 XDrawLine(dpy, XtWindow(viewl), gc_xor, have_drw, 0, have_drw. 2 55 )  ;
146 have drw = -1; )
147 }
148 else
149 XtVaGetValues(cur_en, XtNstate, &state, NULL);
150 if (state)
151 XDrawLine(dpy, XtWindow(viewl), gc xor, have drw, 0, have drw. 25 5 )  ;
152 }
153
154
155
156 void Draw (x, client_data, call_data )
157 Widget x;
158 XtPointer client data, call data ;
159 (
160 int i,yl,y2,en;
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161
162 XClearArea(dpy, XtWindow(viewl), 0,0, 0,0, False);
163 XtVaGetValues(spec_no[5], XtNstate, &spec_state[5], NULL);
164
165 for(en = 0; en < 5; en++){
166 XtVaGetValues(spec_no[en], XtNstate, &spec_state[en], NULL);
167 if(spec_state[en] 1 spec_state[5]){ /* 5 = do All ! */
168
169 for(1=0; i < 511; i++) {
17 0 yl = 255 - scale_x[en][i];
171 y2 = 255 - scale_x[en][i+1];
172 XDrawLine(dpy, XtWindow(viewl), gc[en], i, yl, i, y 2 );
173 }
17 4 }
175 }
176 Draw_cur();
177
178 }
179
180 void SetRedLook (x, client_data, call_data )
181 Widget x;
182 XtPointer client_data, call_data;
183 {
184 FILE *ioptr;
185 String filename;
186 int ch, dummy, i, s,j,k,n;
187
188 float shft, cal_mult, chrg[4];
189 char outstr [80];
190 char *dash;
191 char dum[2], dumm[2],strchrg[ll],msg[20] ;
192 int chan, off;
193
194
195
196 fprintf(stderr,"so far load ok !\n");
197
198 filename = "../data/lin2";
199 /** open file **/
2 00
201 if ((ioptr = fopen(filename, "rb")) == NULL) {
202 fprintf(stderr, "could not open %s\n",filename);
203 return; )
204
205 dash= "-----------" ;
206 fgets(outstr,80,ioptr);
207 while( strncmp(outstr,dash,10) && fgets(outstr,80,ioptr))
208 {
209 for(i=0; i < 8 0 ;  i++){
210 if(strncmp(&outstr[i],"LCharge",7) == 0)
211 sscanf (Scoutstr [i], "%s%f ", strchrg, &chrg [off] ) ;
212 if(strncmp(&outstr[i],"Shift",5) == 0)
213 sscanf(&outstr[i],"%s%f",strchrg,&shft);
214 if (strncmp (Scoutstr [i], "Calib", 5) ==0) {
215 sscanf(&outstr[ i ] ,"%s%f",strchrg,&cal_mult);
216 if (cal mult <= 0.0) cal mult=l.0 ; }
217 }
218 }
219 for (1=0; i<=511; i++)
220 ( spk[0][i]=0;
221 }
222
223 for (1=0; i<=50; i++)
224 { fscanf(ioptr,"%d%s",&chan,dum);
225 for (]=0;]<=9; j++)
226 { fscanf(ioptr," %f",&spk[0] [j+1*10]);
227 }
228 )
229 fscanf(ioptr,"%d%s%f %f",&chan,dum,&spk[ 0 ] [510],
230 &spk[0] [511] ) ;
231
232 for(1 = 100 ; i<13 0; i + +)
233 fprintf(stderr,"spk = %f\n", spk[0][i]);
234
235 /*** test for all 5 spect data arrays **/
236 for(k=l; k<5; k++){
237 for(n=0; n<512; n++)
238 spk [k] [n] = spk [0] [n] + (k*30) ;
239 }
240
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241 fclose(ioptr);
242 fprintf(stderr,"closed ok !\n");
243
244
245
246 }
247
248 void Scroll_ud (s, client_data, position )
249 Widget s;
250 XtPointer client_data;
251 XtPointer position; /* int */
252 {
253
254 fprintf(stderr, " pos = %d\n", position);
255
256
257 }
258
259
260 /*ARGSUSED*/
261 static void expose_update (w, event, params, num_jparams)
262 Widget w;
263 XExposeEvent *event;
264 String *params;
265 Cardinal *num_params;
266 {
267 register int x, y;
268 unsigned int width, height;
269 event->x = 0 ;
270 event->y = 0 ;
271 event->width = 512 ;
272 event->height = 2 56;
273 fprintf(stderr, " up_date ok \n");
274 Draw ();
275
276 }
277
278 /*ARGSUSED*/
279 static void scroll_raotion (w, event, params, num_params)
280 Widget w;
281 XMotionEvent *event;
282 String *params;
283 Cardinal *num_params;
284 {
285 float pos;
286 unsigned long int sp_val, x_low, x_hi, x_range, scale_pos;
287
288 XtVaGetValues(scroll.
289 XtNtopOfThumb, &pos.
290 NULL);
291 x_pos = pos * 511;
292 fprintf(stderr, " pos = %f\n",pos );
293
294 x_low = atol(x_lower);
295 x_hi = atol(x_upper);
296 x_range = (x_hi - x_low);
297 scale_pos = (x_range * pos) + x_low;
298 fprintf(stderr, " scale_pos = %ld\n",scale_pos );
299
300 if(have_drw >=0) (
3 01 XDrawLine(dpy, XtWindow(viewl), gc_xor, have_drw. 0, have_drw, 255)
302 XDrawLine(dpy, XtWindow(viewl), gc_xor, x_pos, 0, x_pos, 255);
303 have_drw = x_pos;
304 sp_val = spk[cur_select][scale_pos];
305
306 sprintf(chan_text, "%d",scale_pos);
307 XtVaSetValues(chan_T, XtNstring, chan_text, NULL)
308 XawTextDisplay(chan_T);
309
310 sprintf(cur_text, "%ld",sp_val);
311 XtVaSetValues(cur_T, XtNstring, cur_text, NULL);
312 XawTextDisplay(cur T);
313 }
314
315 }
316
317
318 create scale widgets()
319 {
320
Apr 22 1995 13:33:23 eep1 dm - Spect.C Page 5
321 x_min = XtVaCreateManagedWidget(
322 "x_min", a:?.ciiTextWidgetClass,
323 topbox,
324 XtNeditType, XawtextRead,
325 XtNscrollHorizontal, XawtextScrollNever,
326 XtNscrolivertical, XawtextScrollNever,
327 XtNwrap, XawtextWrapNever,
328 Xt.Ntype, XawAsc 11S t rl ng,
329 XtNuseStringlnPlace, True,
330 XtNstring, x_lower,
331 XtNlength, 6,
332 XtNhorizDistance, 55,
333 XtNvertDistance, 29 0 ,
334 XtNwidth, 45,
335
336
NULL);
337 x_max = XtVaCreateManagedWidget(
338 "x_max", asciiTextWidgetClass,
339 topbox.
340 XtNeditType, XawtextRead,
341 XtNscrollHorizontal, XawtextScrollNever,
342 XtNscrollVertleal, XawtextScrollNever,
343 XtNwrap, XawtextWrapNever,
344 XtNtype, XawAsci1 s tring.
345 XtNuseStringlnPlace, True,
346 XtNstring, x_upper.
347 XtNlength, 6,
348 XtNhorizDistance, 514,
349 XtNvertDistance, 290,
350 XtNwidth, 45,
3 51 
352
NULL);
353 y_min = XtVaCreateManagedWidget(
3 54 "y_min", asciiTextWidgetClass,
3 55 topbox.
356 XtNeditType, XawtextEdit,
3 57 XtNscrollHorizontal, XawtextScrollNever,
358 XtNscrollVertical, XawtextScrollNever,
3 59 XtNwrap, XawtextWrapNever,
360 XtNtype, XawAsciiString,
3 61 XtNuseStringlnPlace, True,
362 XtNstring, y_lower.
363 XtNlength, 6,
364 XtNhorizDistance, 4,
365 XtNvertDistance, 260,
366 XtNwidth, 45,
367
368
NULL);
369 y_max = XtVaCreateManagedWidget(
370 "y_max", asciiTextWidgetClass,
371 topbox.
372 XtNeditType, XawtextEdit,
373 XtNscrollHorizontal, XawtextScrollNever,
374 XtNscrollVertical, XawtextScrollNever,
37 5 XtNwrap, XawtextWrapNever,
376 XtNtype, XawAsciiString,
377 XtNuseStringlnPlace, True,
378 XtNstring, y_upper.
379 XtNlength, 6,
380 XtNhorizDistance, 4,
381 XtNvertDistance, 28,
382 XtNwidth, 45,
383
384
385
NULL);
386
387
388
}
389 void Scale_x (w, client_data, call_data )
390 Widget w;
391 XtPointer client data, call data;
392 {
393 Boolean cur_state, scale_state;
394 int i,j,k,min_x, max_x, m, en;
395
396
static int mag = 1;
397
398
printf(" ok IN SCALE_X \n");
399 XtVaGetValues(cur_en, XtNstate, &cur_state, NULL);
400 XtVaGetValues(scale, XtNstate, &scale_state, NULL);
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4 01 if ( (cur_:?.tate) && (scale_state) ) {
402
403 if ((w == mul) && (mag < 32)) mag = mag * 2 ;
4 04 if ((w == div) && (mag >= 2)) mag = mag /2;
4 05
406 /*** so far code common to all spectra, now do each one ***/
4 07
408 XtVaGetValues(spec_no[5], XtNstate, &spec_state[5], NULL);
4 09 for(en = 0; en < 5; en++){
410 XtVaGetValues(spec_no[en], XtNstate, &spec_state[en], NULL);
411
412 if(spec_state[en] I spec_state[5]){ /* 5 = do All ! */
413
414 j = x_pos;
415 k = x_pos;
416 for(1 = x_pos; j >0; i--){ /** dec from cur to zero **/
417 for (] = k; ((j > k - mag)&&(j >0)); j —  )
418 scale_x[en][j] = scale_spk[en][1];
419 k = j;
420 }
421 min_x = i;
422
423 /*** inc from cur +1 to end eg 511 ***/
424 j = x_pos;
425 k = x_pos+l;
426 if (x_pos ==0) k = x_pos;
427
428 for(i = k; j < 511; i++){
429 for(] = k; ((j < k + mag) && (j < 512)); j++)
430 scale_x[en][j] = scale_spk[en][i];
431 k = j ;
432 }
433 max_x = i;
434 Draw();
435 }
436 }
437 }
438
439 else {
440 for(m=0; m<5; m++){
441 for(1 = 0 ; i < 511; i + +)
442 scale_x[m][i] = scale spk[m][1];
443 }
444 rain_x = 0;
445 max_x = 511;
446
447 }
448
449 sprintf(x_lower, "%d",min_x);
450 XtVaSetValues(x_min, XtNstring, x_lower, NULL);
451 XawTextDisplay(x_min);
452
453 sprintf(x_upper, "%d",max_x);
454 XtVaSetValues(x_max, XtNstring, x_upper, NULL);
455 XawTextDisplay(x max);
456 }
457
458 void Do_scale (x, client_data, call_data )
459 Widget x;
460 XtPointer client data, call data;
461 {
462 Boolean state;
463 float y_low, y_hi ;
464 int i, yl, y2, en;
465 float scale_f, peak, range ;
466 unsigned long int p_val;
467
468 /*** find spect peak ! ***/
469
470 peak =0 ;
471 for(i = 0; i < 512 ; i + +){
472 if (spk[cur_select][i] > peak) peak = spk[cur_select][i]; }
473 p_val = peak;
474
475 sprintf(peak_text, "%ld",p_val);
476 XtVaSetValues(peak_T, XtNstring, peak_text, NULL);
477 XawTextDisplay(peak_T);
478
479 XtVaGetValues(scale, XtNstate, &state, NULL); /* do man scaling */
480 if (state){
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481
482
483
484
485
486
487
488
489
490
491
492
493
494
495
496
497
498
499
500
501
502
503
504
505
506
507
508
509
510
511
512
513
514
515
516
517
518
519
520
521
522
523
524
525
526
527
528
529
530
531
532
533
534
535
536
537
538
539
540
541
542
543
544
545
546
547
548
549  
5 50
551
552  
5 53
554
555
556
557
558
559
560
XtVaSetValues(x_min, XtNsensitive, TRUE, NULL) 
XtVaSetValues(x_max, XtNsensitive, TRUE, NULL) 
XtVaSetValues(y_min, XtNsensitive, TRUE, NULL) 
XtVaSetValues(y_max, XtNsensitive, TRUE, NULL)
XtVaSetValues(x_min, XtNstring, x_lower, NULL) 
XtVaSetValues(x_max, XtNstring, x_upper, NULL) 
XtVaSetValues(y_min, XtNstring, y_lower, NULL) 
XtVaSetValues(y_max, XtNstring, y_upper, NULL)
XawTextDisplay(x_min)
XawTextDisplay(x_max)
XawTextDisplay(y_min)
XawTextDisplay(y_max) 
y_low = atol(y_lower) 
y_hi = atol(y_upper); 
range = (y_hi - y_low) ;
/*** so far code common to all spectra, now do each one 7
XtVaGetValues(spec_no[5], XtNstate, &spec_state[5], NULL); 
for(en = 0; en < 5; en++){
XtVaGetValues(spec_no[en], XtNstate, &spec_state[en], NULL)
if(spec_state[en] I spec_state[5]){ /* 5 = do All ! */
if (range == 256.0)(
for(i=0; i < 512; i++){
scale_spk[en][i] = spk[en][i] - y_low; 
if (scale_spk[en][i] < 0)
scale_spk[en] [i] = 0 ; 
if (scale_spk[en][i] > 255)
scale_spk[en][i] = 255.0; )
}
else{
scale_f = range / 256 ; 
for(i=0; i < 512; i++){
scale_spk[en][i] = spk[en][i] - y_low; 
scale_spk[en][i] = (scale_spk[en][i] / scale_f) 
if (scale_spk[en][i] < 0) 
scale_spk[en] [i] = 0 ; 
if (scale_spk[en][i] >255) 
scale_spk[en][i] =255; }
}
Scale_x(); 
Draw();
XtVaGetValues(auto_sc, XtNstate, Estate, NULL); /* do auto scale */ 
if (state){
XtVaSetValues(x_min, XtNstring, "0", NULL);
XtVaSetValues(x_max, XtNstring, "512", NULL);
XtVaSetValues(y_min, XtNstring, "0", NULL);
XtVaSetValues(y_max, XtNstring, peak_text, NULL);
XawTextDisplay(x_min);
XawTextDisplay(x_max);
XawTextDisplay(y_min);
XawTextDisplay(y_max);
XtVaSetValues(x_min, XtNsensitive, False, NULL)
XtVaSetValues(x_max, XtNsensitive, False, NULL)
XtVaSetValues(y_min, XtNsensitive, False, NULL)
XtVaSetValues(y_max, XtNsensitive, False, NULL)
XtVaGetValues(spec_no[5], XtNstate, &spec_state[5], NULL); 
for(en = 0; en < 5; en++){
XtVaGetValues(spec_no[en], XtNstate, &spec_state[en], NULL)
if(spec_state[en] I spec_state[5]){ /* 5 = do All ! */ 
scale_f = peak/256; 
for(1 = 0; i < 512 ; i + + ){
scale_x[en][i] = (spk[en][i]/scale_f); }
}
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561 Draw ( );
562 }
563
564
565 }
566
567 void Select_spec (x, client_data, call_data )
568 Widget x;
569 XtPointer client data, call data;
570 {
571 fprintf(stderr, " button2 c%d\n", x);
572
573 if(x == spec_no[0])
574 cur_select = 0 ;
575 if(X == spec_no[l])
576 cur_select = 1;
577 if(X == spec_no[2])
578 cur_select = 2;
579 if(x == spec_no[3])
580 cur_select = 3;
581 if(x == spec_no[4])
582 cur_select = 4;
583
584 fprintf(stderr, " cur_select= %d\n", cur_select);
585 XtVaSetValues(auto_sc, XtNforeground, colors[cur_select], NULL);
586 XtVaSetValues(cur_val, XtNforeground, colors[cur_select], NULL);
587 XtVaSetValues(peak, XtNforeground, colors[cur_select], NULL);
588 Do_scale();
589 scroll motion 0;
590 }
591
592 create cur en widgets()
593 {
594 int i ;
595
596 static char cur_names[6][2];
597
598 for (i=0; i < 6; i++) {
599 sprintf(cur_names, "c%d",i);
600 spec_no[i] = XtVaCreateManagedWidget(
601 cur_names.
602 toggleWidgetClass,
603 topbox.
604 XtNhorizDistance, (i*40)+190,
605 XtNvertDistance, 290,
606 NULL);
607 XtAddCallback(spec_no[i], XtNcallback, Select_spec, 1);
608
609 XtVaGetValues(spec_no[1], XtNforeground, &colors[i], NULL);
610
611 )
612
613 }
614
615 save_set()
616
617 {
618 FILE *fid;
619 String filename;
620 long int nbytes, i,k;
621 unsigned short int j,z,y;
622 union conv *p;
623
624 fprintf(stderr,"so far load ok !\n");
625
626 filename = "tdefault.spect";
627 /** open file **/
628
629 if ((fid = fopen(filename, "wb")) == NULL) {
630 fprintf(stderr, "tdef : could not open w_flie.\n");
631 return; }
632
633 /** write file **/
634 P = & 1 ;
635
636 if ((nbytes = fwrite(p, sizeof(union conv), 1, fid)) == -1)
637 fprintf(stderr,"fwrite_file error!\n");
638
639 fclose(fid);
640 fprintf(stderr,"write closed ok !\n");
Apr22 1995 13:33:23 eepldm  - Spect.C Page 9
641
642
643
644 }
645
646 sure_sendto(p, port, buflen)
647
648 char *p;
649 int port;
650 int buflen;
6 51
652 {
653
654 int count, no, atempts, sel_val, act_no;
655 char sbuf[1024];
656 fd_set ready;
657 struct timeval t o ;
658
659 atempts = 25;
660 to.tv_sec = 1;
661 to.tv_usec = 200000;
662 FD_ZERO( &ready);
663 FD_SET(sock, &ready);
664 count = 0;
665 while (count != atempts) {
666 name.sin_port = port ;
667 if(sendto(sock, cont_buf, buflen, 0, (struct sockaddr *
name ) = = - ! )
) &name, sizeof
668 printf("sento error in xdisp\n");
669
670 sel_val = select (FD_SETSIZE, &ready, (fd_set *)0 , (fd_set *)0, &to) ;
671 if (sel_val == -1) {
672 printf("select xdisp sendto error error\n");
673 return sel val;
674 1
675 else if (sel_val > 0 ) {
676 printf ("sel val - 0 !!!!!! %d\n", sel val ) ;
677 act_no = read (sock, sbuf, sel_val);
678 if (act_no == -1)
679 perror( "receiving datagram packet ");
680 return sel val;
681 }
682 else {
683 count = count +1;
684 if (count == 5) {
685 printf("timeout xdisp sendto in fsave\n") ;
686 return sel val ;
687 }
688 }
689 }
690
691 }
692
693
694
695
696 void occload(x, client_data, call_data)
697 Widget x;
698 XtPointer client_data, call_data;
699
7 00 {
7 01 FILE *fid;
702 String filename ;
703 long int nbytes, i ;
7 04 union conv *p;
705
706 fprintf(stderr,"so far load ok !\n") ;
707
708 filename = "tdefault.spect";
709 / * *  open file * * /
710
711 if ((fid = fopen(filename, "rb")) == NULL) {
712 fprintf(stderr, "could not open %s\n",filename);
713 return; }
714
715 /*** read file **/
716 fprintf(stderr,"so far ok read !\n");
717
718 p = & 1 ;
719
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720 if ((nbytes = fread(p, sizeof(union conv), 1, fid)) == -1)
721 fprintf(stderr,"get_file error!\n");
722
723 fprintf(stderr,"got %d no. of bytes\n", nbytes);
724
725 fclose(fid);
726
727 for(i = 0; i<512; i++) {
728 spk[0][i] = 1.lb[i];
729 }
730
7 31 ford = 512; i<1024; i + + ) {
732 spk[l] [i-512] = l.lb[i];
733 }
734
735 for(i = 1024; i<153 6; 1++) {
736 spk[2][ 1 - 1 0 2 4 ]  = 1 .lb[i];
737 }
738
739 Do_scale();
740
741 fprintf(stderr,"closed ok!\n");
742
743
744
745
746 }
747
748 void sockproc (x, client_data, call_data )
749 Widget x;
750 XtPointer client_data, call_data;
7 51
752 {
7 53 int sel_val, ret val, tot_l:mf_size ;
754 fd_set ready ;
755 struct timeval t o ;
756
757 static int recj_no, loop_no;
758 static int act_no, act_nom, buf_sum, i,j, k ;
759 static int pxi ;
760
761 static unsigned char ibuf[1024];
762
763 static unsigned long int packet_add;
764 static unsigned int eof, info_control;
765
766 /**********************************/
767
768 t o . t v _ s e c  = 1 ;
769 t o . t v _ u s e c  = 160000;
770 FD_ZERO( &ready);
771 FD_SET(sock, &ready);
772
773 /** init varibles **/
774 pxi = 0 ;
775 /*p = xi;*/
776 req_no = 524 ;
777 act_nom = 0 ;
778 eof = 0;
779 packet_add =0;
780 info_control = 0;
781 tot_buf_size = 12;
782
783 /* if requested save do commarnd and wait for ack */
784 if (s_d == x) {
785 cont_buf[0] =4; /* enable spect get file */
786 printf(" saveff = x \n");
787 retval = sure_sendto(cont_buf, 3001, (sizeof cont_buf));
788 if(retval == 0){
789 printf("xdisp save_d timeout\n");
790 eof == 1;
7 91 return;
792 }
793 }
794
795 do {
796
7 97 sel_val = select (FD_SETSIZE, &ready, (fd_set *)0, (fd_set *)0, &to) ;
798 if (sel_val == -1)
799 printf("select read sockproc error\n");
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800
801 else if (sel_val >0) {
802
803 act_no = read (sock, ibuf, recj_no ) ;
804 /*reci_no = req_no - a c t _ n o ;*/
805 if (act_no == -1) {
806 perror( "receiving datagram packet in s o c k p r o c ") ;
807 }
808
809 packet_add = (ibuf[4] « 24) + (ibuf[5] « 16) + (ibuf[6] « 8) + (ibuf[7])
810 / * e o f  = (ibuf[2] « 8) + (ibuf[3]) ;*/
811 /*info_control = (ibuf[0] « 8) + (ibuf[1]) ;*/
812 tot_buf_size = (ibuf[8] «  24) + (ibuf[9] «  16) + (ibuf[10] « 8) + (ibuf[1
1] )
813
814 /* if req save send ack */
815 if(s_d == X) (
816 cont_buf[0] =2; /* = a c k  */
817 name.sin_port = 3001;
818 if(sendto(sock, cont_buf, 100, 0, (struct sockaddr * ) &name, sizeof name
819
1
perror("sending mesage");
820 }
821
822 if(1) {
823 for(i =12; i < act_no; i++) (
824 occ buf[(packet add + i) -12] = ibuf[i];
825 }
826 act nom = act nom +1;
827 }
828
829 }
830 else {
831 printf("req read sockproc spect timeout\n");
832 return;
833 }
834
835 } while((packet_add + act_no) < tot_buf_size);
836
837 /** exit while loop and do update */
838
839 printf(" got spectra ! !\n");
840 j = 0;
841 k = 0 ;
842 for(i = 0; i < (6144); i=i+4) {
843 k = i + 3 ;
844 for(] = i; ] < i + 4; j++, k—  )
845 1.sbuf[]] = occ buf[k];
846 }
847
848 for(i = 0; i<512; i++) {
849 spk[0][i] = l.lb[i];
850 }
851
852 for(i = 512; i<1024; i++) {
853 spk[l] [i-512] = l.lb[i];
854 }
855
856 for(i = 1024; i<1536; i++) {
857 spk[2][i-1024] = 1 .lb[i];
858 }
859
860 Do_scale();
861 /** ok now save file **/
862 if(s_d == x)
863 save_set();
864 }
865
866 main(argc, argv)
867 int argc;
868 char **argv;
869 {
870
871
872 XtAppContext app_context;
873
874 String trans =
875 "<Expose>: expose_update()";
876
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877 static XtActionsRec my_inouse[] = {
878 {"expose update", expose update},{"scroll motion", scroll_motion],
879 } ;
880
881
882 /* Create socket */
883 sock = socket(AF_INET, SOCK_DGRAM, 0);
884 if (sock == -1) (
885 perror("opening datagram socket" );
886 exi t (1);
887 )
888
889 hp = gethostbyname("trans7");
890 if (hp == (struct hostent *) 0) {
891 printf(" unknown host trans7 \n" ); /*argv[ 1] */
892 exi t (2);
893 )
894
895 memcpy( (char *) &name.sin_addr, (char *) hp->h_addr.
896 hp->h_length);
897 name.sin_family = AF_INET;
898 name.sin_port = 3001;
899
900 /* send mesage.
901
902 fprintf (stderr, " port %d on host %s\n".
903 atoi(argv[2]), argv[1]); */
904
905 /**** ok now set up something for reading ***/
906
907 r_name.sin_family = AF_INET;
908 r_name.sin_addr.s_addr = INADDR_ANY; /* nahar only ! ! ! ! for read on sock */
909 r_name.s1n_po rt = 3002 ;
910
911
912 if( bind( sock, (struct sockaddr *)&r_name, sizeof(r_name)) == -1) {
913 perror(" binding datagram read socket ");
914 exit(1);
915 }
916
917 if(getsockname ( sock, (struct sockaddr *) &r_name. &c length) == -1) {
918 perror("getting socket name ");
919 }
920
921
922 /*** ready to read ! ! ! ***/
923
924 topLevel= XtVaAppInitialize (
925 &app_context.
926 "spect",
927 NULL, 0,
928 &argc, argv.
929 NULL,
930 NULL ) ;
931
932 topbox = XtVaCreateManagedWidget(
933 "topbox",
934 formWidgetClass,
935 topLevel,
936
937 NULL);
938
939 quit = XtVaCreateManagedWidget(
940 "quit",
941 commandWidgetClass,
942 topbox.
943 NULL );
944
945 peak = XtVaCreateManagedWidget(
946 "peak".
947 labelWidgetClass,
948 topbox.
949 NULL );
950
951 peak_T = XtVaCreateManagedWidget(
952 "peak_T", asciiTextWidgetClass,
953 topbox.
9 54 XtNeditType, XawtextEdit,
955 XtNscrollHorizontal, XawtextScrollNever,
956 XtNscrollVertical, XawtextScrollNever,
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957 XtNwrap, XawtextWrapNever,
958 XtNtype, XawAsciiString,
959 XtNuseStringlnPlace, True,
960 XtNstring, peak_text.
961 XtNlength, 6,
962 XtNdisplayCaret, False,
963
964 XtNwidth, 55,
965 NULL);
966
967 chan = XtVaCreateManagedWidget(
968 "X",
969 labelWidgetClass,
970 topbox.
971
972 NULL );
973
974 chan_T = XtVaCreateManagedWidget(
975 "chan_T", asciiTextWidgetClass,
976 topbox.
977 XtNeditType, XawtextEdit,
978 XtNscrollHorizontal, XawtextScrollNever,
979 XtNscrollVertical, XawtextScrollNever,
980 XtNwrap, XawtextWrapNever,
981 XtNtype, XawAsciiString,
982 XtNuseStringlnPlace, True,
983 XtNstring, chan_text.
984 XtNlength, 6,
985 XtNwidth, 55,
986 XtNdisplayCaret, False,
987
988 NULL);
989
990
991 cur val = XtVaCreateManagedWidget(
992 "Y",
993 labelWidgetClass,
994 topbox.
995
996 NULL );
997
998 cur_T = XtVaCreateManagedWidget(
999 "cur_T", asciiTextWidgetClass,
1000 topbox.
1001 XtNeditType, XawtextRead,
1002 XtNscrollHorizontal, XawtextScrollNever,
1003 XtNscrollVertical, XawtextScrollNever,
1004 XtNwrap, XawtextWrapNever,
1005 XtNtype, XawAsciiString,
1006 XtNuseStringlnPlace, True,
1007 XtNstring, cur_text.
1008 XtNlength, 6,
1009 XtNdisplayCaret, False,
1010
1011 XtNwidth, 55,
1012 NULL);
1013
1014 auto_sc = XtVaCreateManagedWidget(
1015 "Auto_sc",
1016 toggleWidgetClass,
1017 topbox.
1018 XtNradioGroup, scale.
1019 NULL);
1020
1021 scale = XtVaCreateManagedWidget(
1022 "Scale",
1023 toggleWidgetClass,
102 4 topbox.
1025 XtNradioGroup, auto sc.
1026 NULL);
1027
1028
102 9 draw = XtVaCreateManagedWidget(
1030 "draw",
1031 comma ndWidgetClass,
1032 topbox.
1033 NULL);
103 4
1035 load = XtVaCreateManagedWidget{
1036 "load",
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1037 commandWidgetClass,
1038 topbox,
103 9 NULL);
104 0
1041 1 d = XtVaCreateManagedWidget(
1042 "l_d".
1043 commandWidgetClass,
104 4 topbox.
104 5 NULL);
104 6
104 7 s_d = XtVaCreateManagedWidget(
104 8 "s_d",
104 9 commandWidgetClass,
1050 t o p b o x ,
1051 NULL);
1052
1053 create_scale_widgets();
1054
1055
1056 viewl = XtVaCreateManagedWidget(
1057 "viewl",
1058 coreWidgetClass,
1059 topbox.
1060 XtNwidth,512,
1061 XtNheight,2 56,
1062 NULL);
1063
1064
1065 cur_en = XtVaCreateManagedWidget(
1066 "c_off ",
1067 toggleWidgetClass,
1068 topbox.
1069 NULL);
107 0
1071 scroll = XtVaCreateManagedWidget(
1072 "scroll",
107 3 scrollbarWidgetClass,
107 4 topbox.
107 5 XtNorientation, XtorientHorizontal,
107 6 XtNwidth,511,
107 7 XtNhorizDistance, 55,
107 8 NULL);
1079 create_cur_en_widgets();
1080
1081 div = XtVaCreateManagedWidget(
1082 "d2 ",
1083 commandWidgetClass,
1084 topbox.
1085 NULL);
1086
1087 mul = XtVaCreateManagedWidget(
1088 "m2 ",
1089 commandWidgetClass,
1090 topbox.
1091 NULL);
1092
109 3 dpy = XtDisplay(topLevel) ;
1094 win = XtWindow (viewl);
109 5
109 6
1097
1098 XtAppAddActions(app_context, my_mouse, XtNumber(my_mouse));
1099
1100 XtAddCallback (quit, XtNcallback, Quit, 0);
1101 XtAddCallback (cur_en, XtNcallback, Draw_cur, 0);
1102 XtAddCallback (draw, XtNcallback, Draw, 0);
110 3 XtAddCallback (load, XtNcallback, SetRedLook, 0 ) ;
1104 XtAddCallback (l_d, XtNcallback, occload, 0);
1105 XtAddCallback (s_d, XtNcallback, sockproc, 0);
1106
1107
110 8 XtAddCallback (auto_sc, XtNcallback, Do_scale, 0);
110 9 XtAddCallback (scale, XtNcallback, Do_scale, 0);
1110 XtAddCallback (mul, XtNcallback, Scale_x, 0);
1111 XtAddCallback (div, XtNcallback, Scale_x, 0);
1112
1113 /^XtAddCallback (scroll, XtNcallback, Scroll_ud, 0);*/
1114
1115 socketid = XtAppAddlnput ( a p p _ c o n t e x t , s o c k ,  XtlnputReadMask,
1116 sockproc, 0) ;
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1117
1118 XtRealizeWidget (topLevel);
1119 create_qf ();
112  0
1121
1122 XtAppMainLoop(app_context);
1123  
112 4 )
1125
1126 /*** cc -g -o s p e c t  spect.c -iXaw - i X e x t  -IXmu -IXt -1X11 */
APPENDIX I
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1 /* xdisptest 27.6.94 - asimple program to put up a banner on the display
2 ** and callback an application function
3
4
*/
5 #include <stdio.li>
5 /* Include files required for all toolkit programs */
7 ^include <X11/Intrinsic.h>
8 #include <X11/StringDefs.h>
9 /* Pul:)lic include files Widgets we actually use in this file */
10 #include <X11/Xaw/Command.h> /* Athena Command widget*/
11 #include <X11/Xaw/Box.h>
12 ^include <X11/Xaw/Form.h>
13 #include <X11/Xaw/Viewport.h>
14 #include <X11/Xlib.h>
15 #include <X11/Xutil.h>
16 tinclude <X11/keysym.h>
17 tinclude <X11/Xresource.h>
18 tinclude <Xll/Xatom.h>
19 #include <strings.h>
2 0 #include <X11/Shell.h>
21
22 tinclude <sys/time.h>
23 #include <sys/types.h>
24 #include <sys/socket.h>
25 #include <netinet/in.h>
26 #include <netdb.h>
27
28 #define BUFSIZZ 128897
29
30 Widget topLevel, topbox, goodbye, hello, load, saveff, tsave, viewl, view2[4], new_wi
n [ 4 ] ;
31
32 String map_name[10], view_name[10];
33
3 4 Display *dpy;
3 5 Window win;
3 6 GC gc;
37 XCoior *exact_defs;
38 Colormap d_cmap;
39 XVisuallnfo vinfo, *visualList, vTemplate;
4 0 XStandardCo1ormap * *best_map_inf o;
41 int *count ;
42 VisuallD vid;
43
44 Xlmage *aaim;
45 Screen *screen;
46 int visualsMatched, screen_num, status, statusl;
47
48
49 XColor color_def[128];
50 unsigned short int i;
51 Colormap cmap,cmap2;
52 XStandardColormap cmap_info;
53 unsigned long plane_masks[8];
54 unsigned int colors[128];
55
56 unsigned char xi [ 8 1 9 2 0 ] ;
57
58 int length, sock;
59 struct sockaddr_in name;
60 struct sockaddr_in r_name; /* name for read on socket */
61 struct hostent *hp, *gethostbyname();
62 Xtlnputld socketid;
63
64 unsigned char get_buf[1024];
65
66 short int cont_buf[100];
67
68 /* Quit button callback function*/
69 int Carryon;
70
71 XtAppContext app_context;
72
73
74
75 /*ARGSUSED*/
76 void Quit (x, client_data, call_data)
77 Widget x;
78 XtPointer client_data, call_data;
79
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80
81
82
83
84
85
86
87
88
89
90
91
92
93
94 
9 5
96
97
98
99
100  
101  
102
103
104
105
106
107
108
109
110  
111  
11 2
113
114
115
116
117
118
119
120 
121 
122
12 3
124
125
126
127
128
129
130
131
132
133
134
13 5
136
137
138
139
140
141
142
143
144
145
146
147
148
149
150
151
152
153
154
155
156
157
fprintf(stderr," 
XFreeColors(dpy, 
close (sock ); 
exi t (0);
It was nice knowing you.\n' 
cmap, colors, 128, 0);
}
create_gf ()
{
screen_num) 
screen num)
XGCValues values; 
unsigned valuemask;
/** Dimension width, height ; **/ 
values.background = BlackPixel(dpy, 
values.foreground = WhitePixel(dpy, 
values.line_width= 1; 
values.line_style = LineSolid;
valuemask = GCForeground I GCBackground I GCLineStyle;
gc = XCreateGC(dpy, XtWindow(view2[0]), valuemask, &values )
void init_visual( 
{
int mask; 
mask = 1;
screen = XtScreen(view2[0]); 
cmap = DefaultColormap(XtDisplay(topLevel), DefaultScreen(XtDisplay(topLevel)))
XAllocColorCells(dpy, cmap. True, plane_masks, 0, colors, 128 ); 
for (1=0; i < 16; i++)
{
1
color_def[i].pixel= colors[i]; 
color_def[i].red = (65535 ); 
color_def[i].blue= 65535 - (1*512*8); 
color_def[i].green= (1*512*8) - 3000; 
color_def[i].flags = DoRed I DoGreen I DoBlue;
for (1 = 16; i < 128 ; i + +)
{ color_def[i].pixel= colors| 
color_def[i].red = 0 ; 
color_def[i] .blue= 1*511 ; 
color_def[i].green= ( 65535  
color_def[i].flags = DoRed DoGreen I DoBlue;
color_def[0 
color_def[0 
color def[0
color.
color.
color.
color.
color.
color.
color.
color
def [1 
def [2 
def [3 
def [5 
def [ 6 
def [7 
def [8 
def 9
.green= OxFFFF; 
.red= OxFFFF;
.blue= OxFFFF;
.green= 0x4 00 0 
.green= 0x6 00 0 
,green= 0x8 00 0 
, green= OxFFFF 
,blue= OxFFFF;
,red= OxAOOO;
.red= OxFOOO; 
,blue= OxFFFF;
fo) ;
XStoreColors(XtDisplay(topLevel), cmap, color_def, 1 2 8 ) ;
XSetWindowColormap(dpy, XtWindow(topLevel), c m a p ) ;
status = XMatchVisuallnfo(XtDisplay(topLevel), screen_num, 8, Pseudocolor, &vin
Apr 22 1995 13:39:08________ e e p l d m  - x d lsp te S t .C _________________Page 3
158 }
159
160
161 void copy_window(width, height, no_of_wins)
162 unsigned int width, height, no_of_wins ;
163 {
164
165
166
167
168 int stuats,w;
169 unsigned int offset_x, image_x;
170
171 image_x = width * no_of_wins;
172
173
174 aaim = XCreatelmage(XtDisplay(topLevel), vinfo, 8, ZPixmap, 0, xi, image_x, hei
ght, 8, 0 );
175
176 for (w = 0; w < no_of_wins; w++){
177 offset_x = w * width;
178 XPutlmage(XtDisplay(topLevel), XtWindow(view2[w]), gc, aaim, offset_x, 0, 0 
, 0, width, height);
179 }
180 
181 }
182
183
184 void Load_file (x, client_data, call_data )
185 Widget x;
186 XtPointer client_data, call_data;
187 {
188
189 FILE *fid;
190 String filename;
191 long int nbytes, i;
192
193 fprintf(stderr,"so far load ok !\n");
194
195 filename = "tdefault.map";
196 / * *  open file **/
197
198 if ((fid = fopen(filename, "rb")) == NULL) {
199 fprintf(stderr, "could not open %s\n", filename);
2 00 return; }
201
202 /*** read file **/
203 fprintf(stderr,"so far ok read !\n");
204
205 if ((nbytes = fread(xi, sizeof(xi), 1, fid)) == -1)
206 fprintf(stderr,"get_file error!\n");
207
208 fprintf(stderr,"got %d no. of bytes\n", nbytes);
209
210 fclose(fid);
211
212 /* load colour map from raw data */
213 for (i = 0; i < (sizeof(xi)); i++)
214 xi[i] = colors[xi[i]];
215 fprintf(stderr,"closed ok !\n");
216
217 copy_window(128, 128, 4);
218
219
220 
221 
222 }
223
224 save_set ()
225
226  {
227 FILE *fid;
228 String filename ;
229 long int nbytes, i,k;
230 unsigned short int j,1,z,y;
231 unsigned int color_start;
232
233 fprintf(stderr,"so far load ok !\n");
234
235 filename = "tdefault.map";
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236 /** open file **/
237
238 if ((fid = fopen(filename, "wb")) == NULL) {
239 fprintf(stderr, "tdef : could not open w_file.\n");
240 return; }
241
242 /** write file **/
243 fprintf (stderr,"writing file !\n");
244 color_s tart = colors[O];
245 for (i = 0; 1 < (sizeof(xi)); i++)
246 xi [i] = xi[i] - color_start;
247
248 /** ok now save raw data */
249 if ((nbytes = fwrite(xi, sizeof(xi), 1, fid)) == -1)
250 fprintf(stderr,"fwrite_file error!\n");
251
252 fclose(fid);
253 /* now put color map back */
254 for (i = 0; i < (sizeof(xi)); i++)
255 xi [i] = xi[i] + color_start;
256 fprintf(stderr,"write closed ok !\n");
257
258
259
260 }
261
262 sure_sendto(p. port, buflen)
263
264 char *p;
265 int port;
266 int buflen;
267
268 {
269
27 0 int count, no. atempts, sel val, act no;
271 char sbuf[102 4] ;
272 fd_set ready ;
273 struct timeval to;
274
275 atempts = 25;
276 to.tv_sec = 0 ;
277 to.tv_usec = 400000;
278 FD_ZERO( &ready);
279 FD_SET(sock, &ready);
280 count = 0;
281 while (count != atempts) {
282 name.sin_port = port ;
283
name ) == -1 ) if(sendto(sock, cont_buf, buflen, 0, (struct sockaddr * ) &name, sizeof
284 printf("sento error in xdisp\n");
285
286 sel_val = select (FD_SETSIZE, &ready, (fd_set *)0, (fd_set *)0, &to);
287 if (sel_val == -1) {
288 printf("select xdisp sendto error error\n");
289 return sel val;
290 }
291 else if (sel_val > 0 ) {
292 printf("sel val - > 0 !!!!!!%d\n",sel val );
293 act_no = read (sock, sbuf, sel_val);
294 if (act_no == -1)
295 perror( "receiving datagram packet ");
296 return sel val;
297 }
298 else {
299 count = count +1;
300 if (count == 5) {
301 printf("timeout xdisp sendto in fsave\n");
302 return sel val;
303 }
3 04 }
305 }
306
307 }
308
309
310 void sockproc (x, client_data, call_data )
311 Widget x;
312 XtPointer client_data, call_data;
313
314 (
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315 int sel_val, retval, tot_buf_size ;
316 fd_set ready;
317 struct timeval to;
318
319 static int recj_no, loop_no;
320 static int act_no, act_nom, buf_sum, i;
321 static int pxi ;
322
323 static unsigned char ibuf[1024];
324
325 static unsigned long int packet_add;
326 static unsigned int eof, info_control;
327
328 y **************************** * * ** * * j
329
330 to.tv_sec = 4;
331 to.tv_usec =160000;
332 FD_ZERO( &ready);
333 FD_SET(sock, &ready);
334
335 /** init varibles **/
336 pxi = 0;
337 /*p = xi; */
338 req_no = 524 ;
339 act_nom = 0;
340 eof = 0;
341 packet_add =0 ;
342 info_control = 0 ;
343 tot_buf_size = 12;
344
345 /* if requested save do commarnd and wait for ack */
346 if(saveff == x) {
347 cont_buf[0] =1; /* enable get file */
348 printf(" saveff = x \n");
349 retval = sure_sendto(cont_buf, 3001, (sizeof cont_buf));
3 50 if(retval == 0){
3 51 printf ( "xdisp save_d timeoutAn" ) ;
352 eof == 1;
3 53 return;
354 }
3 55 }
356
357 do (
358 /*printf("ok inselect in sockproc\n");*/
359 sel_val = select (FD_SETSIZE, &ready, (fd_set *)0, (fd_set *)0 &to)
360 /*printf(" ok select returned with val = %d\n", sel_val);*/
361 if (sel_val == -1)
362 printf("select read sockproc error\n");
363
364 else if (sel_val > 0) {
365 /*printf(" sel_ val is > 0 \ n " ) ; */
366 act_no = read (sock, ibuf, req_no );
367 /*req_no = req_no - act_no;*/
368 if (act_no == -1) {
369 perror( "receiving datagram packet in sockproc ");
370 }
371 /*printf(" act_no read = %d\n",act_no );*/
372 packet_add = (ibuf[4] «  24) + (ibuf[5] «  16) + (ibuf[6] « 8) + (ibuf[7])
373 /*eof = (ibuf[2] «  8) + (ibuf[3]) ;*/
374 /*info_control = (ibuf[0] «  8) + (ibuf[1]) ; * /
37 5 tot_buf_size = (ibuf[8] «  24) + (ibuf[9] «  16) + (ibuf[10] «  8) + (ibuf[1
1] ) ;
376
377 / *  if req save send ack */
378 if(saveff == x) {
379 cont_buf[0] = 2; / *  = ack * /
380 name.sin_port = 3 001;
381 i f (sendto(sock, cont_buf, 100, 0, (struct sockaddr * ) &name, sizeof name
382
1
perror( "sending mesage") ;
383 }
384
385 if(l) {
386 for(i =12; i < act_no; i++) (
387 xi [ (packet add + i) -12] = colors[ibuf[i] ] ;
388 }
389 act nom = act nom +1;
390 }
391
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392 }
393 else {
394 printf("req read sockproc timeout\n");
3 95 return;
396 }
397
398 } while((packet_add + act_no) < tot_buf_size);
399
400 printf(" got no of packets = %d \n", act_nom );
4 01 printf("info_control = %d \n", info_control );
402 copy_wi ndow(128, 128, 4);
4 03
4 04 /** now save file **/
4 05 if(saveff == x)
406 save_set ();
407
408
409
410 }
411
412
413
414 void test_save (x, client_data, call_data )
415 Widget x;
416 XtPointer client data, call data;
417 (
418
419
420
421 cont_buf[0] = 1; /* enable get file */
422 printf(" test_save 1.01 \n"];
423 name.sin_port = 3 001;
424 if(sendto(sock, cont_buf, (sizeof cont_buf), 0, (struct sockaddr * 
eof name ) == -1 )
&name, siz
425 printf("sento error in xdisp\n");
426
427
428 }
429
430
431 create map dispO
432 {
433 int i, screen_x,screen_y, x, y ;
434
435 screen_x = 3 00;
436 screen_y =400;
437 y = screen_y;
438 for(i=0; i<4; i++)(
439 if (i<5) X = (i * 13 8) + screen_x;
440 else (
441 X = ((i - 5) * 138) + screen_x;
442 y = screen_y + 138 ; }
443
444 sprintf(map_name, "map%d",i);
445 sprintf(view_name, "view%d",i);
446 new_win[i] = XtVaCreatePopupShell(
447 map_name.
448 transientShellWidgetClass,
449 topLevel,
4 50 XtNx, X ,
4 51 XtNy, y ,
452 NULL);
453
454 view2[i] = XtVaCreateManagedWidget(
455 view_name.
456 coreWidgetClass,
457 new_win[i],
458 XtNwidth,12 8,
4 59 XtNheight,128,
4 60 NULL);
4 61
462 XtRealizeWidget (new_win[i]);
463 XtPopup(new_win[i], XtGrabNone);
464
465 }
466
467
468 }
469
470 main(argc, argv)
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471 int argc;
472 char **argv;
473 {
474
475
476
477
478
479 /* Create socket */
480 sock = socket(AF_INET, SOCK_DGRAM, 0);
481 if (sock == -1) (
482 perror("opening datagram socket" );
4 83 exit(1);
484 }
485
486 hp = gethostbyname("trans7");
487 if (hp == (struct hostent *) 0) {
488 printf("unknown host trans7 \n" );
4 89 exi t (2);
490 }
491
492 memcpy( (char *) &name.sin_addr, (char *) hp->h_addr,
493 hp->h_length);
494 name.sin_family = AF_INET;
495 name.sin_port = 3001;
496
497 /* send mesage.
498
499 fprintf (stderr, " port %d on host %s\n",
500 atoi(argv[2]), argv[1]); */
501
502 /**** ok now set up something for reading ***/
503
504 /*** Create socket for reading ****/
505
506 r_name.sin_family = AF_INET;
507 r_name.sin_addr.s_addr = INADDR_ANY; /* nahar only !!!! for read on sock */
508 r_name. sin_i:)ort = 3 001;
509
510
511 if( bind( sock, (struct sockaddr *)&r_name, sizeof(r_name)) == -1) {
512 perror(" binding datagram read socket ");
513 exit(1);
514 }
515
516 if(getsockname ( sock, (struct sockaddr *) &r_name, &length) == -1) (
517 perror("getting socket name ");
518 }
519
520
521
522
523 topLevel= XtVaAppInitialize (
52 4 &app_context,
525 "XGoodbye",
52 6 NULL, 0,
527 &argc, argv,
528 NULL,
52 9 NULL );
530
531 topbox = XtVaCreateManagedWidget(
532 "topbox",
533 boxWidgetClass,
534 topLevel, NULL);
53 5
536
537 goodbye = XtVaCreateManagedWidget(
53 8 "goodbye",
539 commandWidgetClass,
540 topbox,
541 NULL );
542
543
544
545 saveff = XtVaCreateManagedWidget(
546 "save_D",
547 c omma ndWidgetC1ass,
548 topbox,
549 NULL);
550
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551 load - XtVaCreateManaqedWidqet(
5 52 "loadl",
5 53 comniandWidgetClaos,
5 54 topbox,
5 55 NULL);
556
557 toave = XtVaCreateManaqedWidqet(
5 58 " t e s t " ,
5 59 commandWidgetClass,
560 topbox,
5 61 NULL);
562
563 create_map_disp{);
564
565 dpy = XtDisplay(topLevel);
566 win = XtWindow (view2[0]);
567
568
569
570
571 XtAddCaiiback {goodbye, X t N c a i i b a c k ,  Quit, 0);
572 XtAddCaiiback (saveff, XtNcaiiback, sockproc, 0);
573 XtAddCaiiback (load, XtNcaiiback, Load_fiie, 0);
574 XtAddCaiiback (tsave, XtNcaiiback, test_save, 0);
575
576 socketid = XtAppAddInput (app_context, sock, XtlnputReadMask,
577 sockproc, 0) ;
578  
57 9
580
581 XtReaiizeWidget (topLevei);
582
5 83 init_visuai 0 ;
584
585 create_gf ();
586
587
588 XtAppMainLoop(app_context);
589
590
591 }
592
593 /** cc -g -o xdisptest xdisptest.c - i X a w  -iXext -iXmu -iXt -iXll **/
MATERIAL REDACTED AT REQUEST OF UNIVERSITY
APPENDIX K
COMMAND SUMMARY
The following is a list of basic commands used in the main menu . The user 
may enter a command by moving the mouse over the appropriate " field" and typing 
a number.
X start position
Represents absolute X axis position on the sample and may be loaded with 
any number in the range of 0 to 4095.
Y start position
Same function as X start position except acting on the Y axis No. range 0 to
4095.
Width in pixels
The number of pixels seen on the user screen in the X axis absolute pixels 
on the sample being scanned will be mapped into this space .
Step size
The number in this register is the number which is summed with the X start 
position in order to generate the next x pixel location (thus affecting the resolution). 
Numbers must be in the range 1 to 4095 . The number used in this register is also 
used in computing the next Y position.
No. of lines
This register is used to define the number of lines in a raster scan. Any 
number in the range 0-4095 may be entered.
No. of frames
Defines how many times a given scan is repeated. Legal no. = 1 - 32,767
Dwell timer
The time that the beam dwells at the given (X, Y) pixel location is 
determined by this register. The timer times in 64|is 'chunks' multiplied by the value 
of the register +1, e.g. 1 = 128|iS - 2 = 192|iS. In this mode times from 64|iS to 
almost 4S will be possible.
E M A X
This register sets the upper limit of acceptance (energy channel number) for 
map acquisition. Any number in the range of 0-4095 may be entered.
E_MIN
This register sets the lower limit of acceptance (energy channel number) for 
map acquisition.
X
This register marks the beginning of an area of the (x, y) map over which 
spectrum data would be acquired ( its left side index). The range is from 0 to 4095.
X'
This register marks the end of an area of the (x, y) map over which spectrum 
data would be acquired (its right side index). The range is from 0 to 4095.
YThis register marks, in conjunction with the previous registers, the top of an 
area of the (x, y) map over which spectrum data would be acquired. The range is from 
0 to 4095.
Y'
This register marks, in conjunction with the previous registers, the bottom of 
an area of the (x, y) map over which spectrum data would be acquired. The range is 
from 0 to 4095.
Dect No.
Sets which detector data is acquired from .
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