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Learning Structured Representations for Understanding Visual and Multimedia Data
Alireza Zareian
Recent advances in Deep Learning (DL) have achieved impressive performance in a variety
of Computer Vision (CV) tasks, leading to an exciting wave of academic and industrial efforts to
develop Artificial Intelligence (AI) facilities for every aspect of human life. Nevertheless, there
are inherent limitations in the understanding ability of DL models, which limit the potential of AI
in real-world applications, especially in the face of complex, multimedia input. Despite
tremendous progress in solving basic CV tasks, such as object detection and action recognition,
state-of-the-art CV models can merely extract a partial summary of visual content, which lacks a
comprehensive understanding of what happens in the scene. This is partly due to the
oversimplified definition of CV tasks, which often ignore the compositional nature of semantics
and scene structure. It is even less studied how to understand the content of multiple modalities,
which requires processing visual and textual information in a holistic and coordinated manner,
and extracting interconnected structures despite the semantic gap between the two modalities.
In this thesis, we argue that a key to improve the understanding capacity of DL models in
visual and multimedia domains is to use structured, graph-based representations, to extract and
convey semantic information more comprehensively. To this end, we explore a variety of ideas to
define more realistic DL tasks in both visual and multimedia domains, and propose novel methods
to solve those tasks by addressing several fundamental challenges, such as weak supervision,
discovery and incorporation of commonsense knowledge, and scaling up vocabulary. More
specifically, inspired by the rich literature of semantic graphs in Natural Language Processing
(NLP), we explore innovative scene understanding tasks and methods that describe images using
semantic graphs, which reflect the scene structure and interactions between objects. In the first
part of this thesis, we present progress towards such graph-based scene understanding solutions,
which are more accurate, need less supervision, and have more human-like common sense
compared to the state of the art.
In the second part of this thesis, we extend our results on graph-based scene understanding
to the multimedia domain, by incorporating the recent advances in NLP and CV, and developing a
new task and method from the ground up, specialized for joint information extraction in the
multimedia domain. We address the inherent semantic gap between visual content and text by
creating high-level graph-based representations of images, and developing a multitask learning
framework to establish a common, structured semantic space for representing both modalities. In
the third part of this thesis, we explore another extension of our scene understanding
methodology, to open-vocabulary settings, in order to make scene understanding methods more
scalable and versatile. We develop visually grounded language models that use naturally
supervised data to learn the meaning of all words, and transfer that knowledge to CV tasks such
as object detection with little supervision. Collectively, the proposed solutions and empirical
results set a new state of the art for the semantic comprehension of visual and multimedia content
in a structured way, in terms of accuracy, efficiency, scalability, and robustness.
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Chapter 1: Introduction
“spend the summer linking a camera to a
computer and getting the computer to
describe what it saw”
— Marvin Minsky on the goal of a 1966
undergraduate summer research project [1]
Deep Learning [2] has achieved remarkable success in the past few years, with exciting po-
tential applications in a variety of sectors. However, despite proficiency in basic tasks such as
visual object detection [3], and text translation [4], more complex and realistic functions are still
out of reach, such as autonomous driving and Visual Question Answering (VQA). Although large-
scale training of deep neural networks has repeatedly broken records on performance leaderboards,
quantitative metrics can be misleading and deeper inspection suggests that such models often make
serious mistakes that question their understanding ability [5, 6]. This is mostly because mainstream
end-to-end deep learning tends to exploit biases in data as shortcuts to greedily minimize the aver-
age cost [7, 8, 9]. It is also difficult to interpret how such models make a certain decision, and to
verify that the right decision is indeed made for the right reasons [10].
The unreliability, bias, and uninterpretability of neural networks is due to their dependence on
black-box, flat, distributed representations of data, which are typically high-dimensional vectors
of real-valued numbers. More specifically, these representations are distributed as opposed to
symbolic, which makes them efficient but hard to make sense of, and are flat vectors, as opposed
to compositional structures, which makes them unsuitable for the kind of high-level reasoning
that humans do every day. A plausible remedy for such limitations is to explicitly teach neural
networks to extract an intermediate symbolic representation from data, which conveys the inherent
structure of its semantic content, and exploit that representation to solve any downstream task
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that requires reasoning. Natural Language Processing (NLP) has long used semantic graphs to
represent raw text [11]. This type of structured, symbolic representation simplifies reasoning and
data understanding, facilitating complex tasks such as question answering [12]. This has been
recently confirmed in the visual domain too, by a few preliminary studies that prove scene graphs
can significantly help VQA [13, 14] as well as image captioning [15] and image retrieval [16].
Nevertheless, one may argue that the migration from structured symbolic representations to
black-box distributed ones, is the very reason why deep learning is successful. After all, vector
representations can efficiently express an immense space of information while symbolic represen-
tations easily become intractable [17]. Therefore, it is essential to make sure any attempt to bring
back the advantages of traditional symbolic representations is not a step backwards, and is built
upon the success of deep learning.
Inspired by that, we envision a general framework where information extraction tools parse
sensory data into a structured semantic embedding that can be expressed symbolically, and higher-
level cognitive functions process that graph to perform a downstream task. This general framework
could potentially bring many advantages that the conventional end-to-end deep learning lacks.
Firstly, information extracted from different data sources or modalities can be represented in the
same space, which facilitates multi-modality and multi-source integration. This abstract interme-
diate representation also means that information extraction and reasoning models can be developed
with the flexibility of joint end-to-end training, or training each module separately in the absence of
end-to-end supervision. Additionally, extracted knowledge can be easily inspected and interpreted,
which makes the pipeline explainable and trustworthy.
Nevertheless, the current state of AI is not capable of extracting such comprehensive, struc-
tured, semantic representations from visual and multimedia data, with a practical accuracy and
efficiency. In the rest of this chapter, we elaborate the key limitations of present-day AI, and
motivate the contributions of this thesis towards addressing those limitations.
2
1.1 Problem statement
There is a rich, modern literature around extracting semantic information from visual and tex-
tual data, which will be studied comprehensively in the next chapter. Here we summarize the
main limitations of existing work, and specify the key directions we have pursued to address those
limitations.
• Considering the ultimate goal of extracting the comprehensive content of multimedia1 data
within a structured and compact representation, the first requirement is to define a schema2
for such representations. While the NLP community has studied semantic structures compre-
hensively, the vision and multimedia research has overlooked the importance of a compre-
hensive schema. Inspired by recent advances in NLP, we propose Visual Semantic Parsing
(Chapter 3) and extend that to Multimedia Event Extraction (Chapter 6), which are both new
task formulations that define simple yet powerful representations for visual and multimedia
content.
• Once a proper semantic schema is defined, it is essential to develop specialized neural net-
works to extract such representations from data. Although there are existing models that
can extract structured semantics from images3, they are not able to extract the more ad-
vanced and comprehensive structures that we propose in this thesis, and there is little work
on extending them to multimedia settings. We propose a collection of new models, such as
VSPNet (Chapter 3) and WASE (Chapter 6), which are proven effective for better visual and
multimedia understanding.
• One of the biggest limitations of DL models is their need for extensive human supervision,
usually in the form of manual annotation on images or text. This severely impedes research
1This thesis is focused on images and text, which are considered multimedia when combined.
2By schema, we mean an abstract outline of what such semantic representations should look like and what they
should have in common. For instance, we argue that any multimedia data should be represented as a graph with entity
nodes and predicate nodes, and edges that represent semantic roles.
3Those existing methods will be discussed in Chapter 2, and in more detail in Section 3.2.
3
advancement as it requires significant resources to collect training data needed for experi-
mentation, especially for novel tasks. We develop a collection of weakly supervised learning
techniques to train neural networks for complex graph-based tasks, with minimal supervision
requirements (Chapters 3 and 6).
• Computer vision models are known for their lack of robustness in the face of physical com-
plexities in visual scenes, such as poor lighting and clutter. It is particularly disappointing
that they make nonsensical mistakes that shows their lack of basic common sense knowledge
about the world. We present a collection of techniques for reinforcing vision with common
sense knowledge, in order to improve their robustness and overall accuracy. We study how
to incorporate existing knowledge bases within the process of scene understanding (Chap-
ter 4), as well as how to acquire common sense in a data-driven manner, and how to control
the trade-off between constructive common sense versus adverse bias (Chapter 5).
• A prominent limitation of symbolic representations is their closed vocabulary, which reduces
their capacity compared to continuous embedding vectors. Due to prohibitive supervision
requirements, it is difficult to scale the number of concepts DL models can recognize, which
hinders comprehensive information extraction. We have developed a solution to extend our
visual understanding technology to open-vocabulary settings using natural, low-cost supervi-
sion, which enables AI systems to understand a broader range of semantics and be deployed
in more versatile scenarios (Chapter 7).
1.2 Thesis overview
We follow this chapter by a brief literature review around recent advances in computer vision,
deep learning, and natural language processing, which are relevant to our goal of structured se-
mantic information extraction from visual and multimedia data. After that, Chapters 3-5 present a
collection of methods developed for understanding images via structured representations, includ-
ing our efforts to acquire and utilize common sense knowledge to reinforce scene understanding.
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Chapter 6 attempts to extend our graph-based scene understanding technology to the multimedia
domain, by integrating CV methods with NLP counterparts. Furthermore, Chapter 7 presents an
extension of our ideas towards open-vocabulary scene understanding, and to make symbolic rep-
resentations versatile by covering a broad range of semantic concepts. We conclude this thesis in
Chapter 8, with remarks on open problems, future research opportunities, and ethical considera-
tions.
5
Chapter 2: Background and Related Work
Extracting semantic content from raw data is one of the main challenges in AI, and has an
immense range of applications. The input data can be in any modality, such as text, image, or
video, and the goal is to understand any meaningful information that exists in the data, such as
entities, events, relationships, and situations. Computer vision has studied this problem extensively
in the context of images and videos, which is usually known as recognition and detection (of
objects [3], actions [18], etc.), while NLP has studied this problem in the context of text, under
the umbrella terms of semantic parsing at the sentence level [19, 20] and information extraction
at the document level [21, 22]. Despite the distinct literature and terminologies in CV and NLP,
many of the concepts are similar, and real-world data is often multimedia, involving both visual
and textual content. Therefore, it is essential to study these two problems jointly, and utilize the
recent advances in both fields.
For decades, linguists and NLP pioneers have used graph-based, symbolic representations to
parse the meaning and knowledge conveyed by language, both to understand languages better,
and more recently to extract information from text using AI [11, 19, 20, 21, 22]. The resulting
semantic graphs or knowledge graphs have many applications such as question answering [23, 24]
and information retrieval [25, 26]. A common schema for such semantic structures is that some
nodes represent what exists (e.g. entities, nouns, etc.), while some nodes represent what happens
(e.g. events, verbs, predicates, etc.). Other types of node may exist too, along with a variety of
edges that create triplet-based facts. An important type of those edges are semantic roles, which
represent the role each entity plays in each predicate [11].
Nevertheless, graph-based representations have been less studied in computer vision, perhaps
due to the complexities of the (virtually) continuous pixel space compared to the discrete space of
words. Similar to NLP, scene understanding aims to detect what exists (objects, scenes, stuff, etc.),
6
and what happens (actions, activities, events, etc.) in a given image or video. For consistency,
we refer to those groups of concepts as entities and predicates, respectively. Although there is
a rich literature for extracting each of those types of information [3, 18], extracting entities and
predicates alone does not result in a full understanding, unless we also extract the relationships
between entities and the roles they play in each predicate. Visual Relation Detection (VRD) [27,
28, 29, 30, 31, 32, 33, 34, 35, 36] aims to classify relationships between each pair of detected
objects in a scene. These relations include verbs as well as other types of relationship such as
comparative and spatial. More recently, Scene Graph Generation (SGG) [37] redefines VRD as a
problem of jointly detecting objects and their relationships. This allows semantic reasoning at the
image level which results in a better overall performance. Moreover, Human-Object Interaction
(HOI) detection [38, 39, 40, 41] is a specialized version of VRD that focuses on verb relations with
a human subject.
The formulation of VRD (and hence SGG and HOI) is inherently limiting, as it assumes exactly
two roles (arguments) for each predicate: one subject and one object. Hence, VRD methods cannot
comprehend many real-world cases where predicates, particularly verbs, have zero or more than
one subject/object (e.g. walking may have no object). Furthermore, some verbs have important
arguments other than subject and object. For instance, racket is the instrument in person-
hitting-ball using racket. Such interactions of more than two entities cannot be expressed
as a conventional pairwise relation, and thus are beyond the capability of VRD methods.
Situation Recognition (SR) [42, 43, 44, 45] resolves this limitation, by detecting a verb and all
of its arguments in a scene. However, SR assumes there is only one verb in each image, which
cannot express concurrent interactions involving various groups of objects. This also means SR
methods are designed to extract a simple star-shaped graph with one predicate and a few enti-
ties, without the flexibility and complexity of extracting comprehensive semantic graphs that are
commonplace in NLP. To address the limitations of both SGG and SR, we have defined Visual
Semantic Parsing (VSP) which is a generalized formulation, covering but not limited to SGG and
SR. To this end, we represent predicates as nodes (rather than relation edges) in the same semantic
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space as entity nodes, and instead, represent semantic roles (e.g. subject, object, instrument, etc.)
as edges, resulting in a bipartite graph (Chapter 3).
Semantic graphs extracted from images (e.g. by SGG, SR, or VSP) can represent the content of
each image in a symbolic space, whose elements are expressed by words. This is potentially a great
way to integrate vision with language, since NLP can also extract similar semantic graphs. Never-
theless, there is no research on extracting unified semantic graphs from two modalities jointly. We
explore this area in Chapter 6, by extending VSP to multimedia settings, defining the first task that
extracts multimedia semantic graphs to understand events.
Extracting graph-based representations is facilitated by the recent advances in graph-structured
neural networks [46, 47] (GNN). Many recent CV methods use graph-based message passing to
propagate information between region proposals, in order to make context-aware predictions [37,
48, 49, 50]. On the other hand, some methods utilize GNNs on graphs that represent the ontology
of concepts, rather than objects in a scene [51, 52, 53, 40]. This often enables generalization to
unseen or infrequent concepts by incorporating their relationship with frequently seen concepts.
We develop and extend GNNs to adapt them to our new frameworks such as VSP (Chapter 3). We
also generalize the two aforementioned ideas to create GNNs that can bridge external knowledge
graphs with internal scene graphs, in order to utilize background knowledge in the process of scene
understanding (Section 4). Moreover, we develop GNNs to learn visual commonsense from scene
graphs for the first time, and employ that to enhance the robustness of SGG methods (Section 5).
Another fundamental limitation of SGG is that it requires extensive manual supervision in order
to train an accurate model. Specifically, each image in the training data should be annotated by
drawing a tight bounding box around each object, labeling each bounding box with a noun, and
labeling each pair of objects with a predicate type. Although currently such a dataset is available
(Visual Genome [54]), it covers a limited domain with limited types of objects and predicates.
Applications that involve other classes would require additional manual labor, which is costly
and time-consuming. Considering the fact that bounding box localization is an independent task
involving low-level boundary analysis rather than high-level semantic reasoning, we should ideally
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disentangle it from SGG, such that localization is learned separately, and SGG does not need
localized ground truth graphs for training. Zhang et al. [29] recently proposed the only Weakly
Supervised VRD method successfully applied on the Visual Genome SGG task. However, the
performance is far from fully supervised counterparts. We address this limitation by proposing a
new method discussed in Chapter 3, as well as extending to multimedia settings in Chapter 6.
Even if weakly supervised learning becomes possible, extending to more entity and predi-
cate classes would still require extra annotation for every new class, and potentially every new
entity/predicate combination. Since the number of possible combinations can quickly become in-
tractable, there is a need for open-vocabulary SGG methods. Few works have aimed at zero-shot
object [55] and relation [56, 40] detection. However, this is still an open issue since current zero-
shot methods are far from practical performance. In Chapter 7, we explore the idea of naturally
supervised learning from image-caption pairs in order to significantly boost the generalization per-
formance of zero-shot models to detect unsupervised concepts.
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Chapter 3: Image Understanding Using Semantic Graphs
In this chapter, we introduce the next generation of scene understanding methods, which uti-
lize semantic graphs to extract objects and their interactions from images, by addressing three
main limitations in existing Scene Graph Generation (SGG) methods. Firstly, we propose a gen-
eralized formulation of SGG, namely Visual Semantic Parsing (VSP), which disentangles entity
and predicate recognition, enabling to express more situations through a flexible interaction be-
tween entities and predicates. Additionally, we propose the first graph-based weakly supervised
learning framework, based on a novel graph alignment algorithm, which enables training without
bounding box annotations. Finally, we propose a graph-based neural network architecture named
VSPNET, which reduces the computational complexity of mainstream models. Through extensive
experiments, we show that VSPNET outperforms weakly supervised baselines significantly and
approaches fully supervised performance, while being several times faster. We publicly release the
source code of our method1. This chapter including all images, figures, tables, equations, and text
is based on a recently published collaborative work [57].
3.1 Introduction
The task of Scene Graph Generation (SGG) [37] aims to represent an image with a set of
entities (nodes) and predicates (directed edges), as illustrated in Figure 3.1 (bottom). Several
methods have been proposed to address this problem [37, 48, 50, 58], but despite their success,
important challenges remain unaddressed. Most existing methods are computationally inefficient,
as they exhaustively process every pair of object proposals, in order to detect predicates. This
results in a quadratic order with respect to the number of proposals. Extending to higher-order
interactions has not been studied, and would make this problem even more complex. Furthermore,
1https://github.com/alirezazareian/vspnet
10
Figure 3.1: An example of structured scene understanding formulated as Scene Graph Generation,
where predicates are edges, compared to the proposed Visual Semantic Parsing, where predicates
are nodes and edges represent semantic roles.
existing SGG methods require bounding box annotation for each object (node) in ground truth
graphs, over the entire training data, which is an expensive constraint. We argue that SGG should
ideally be disentangled from bounding box localization, so it can focus on high-level semantic and
relational reasoning rather than low-level boundary analysis. However, weakly supervised SGG
has barely been studied, and the performance is far from supervised methods [29].
To advance structured scene understanding, we propose the Visual Semantic Parsing Network
(VSPNET), which aims to address the three mentioned limitations, i.e., computation and supervi-
sion costs, as well as higher-order interactions. To this end, we generalize the formulation of SGG
to represent predicates as nodes in the same semantic space as entity nodes, and instead, represent
semantic roles (e.g. subject and object) as edges. Figure 3.1 (top) illustrates the proposed Visual
Semantic Parsing (VSP) formalism. This not only allows us to break the quadratic complexity,
but also can support higher-order interactions that cannot be expressed using the existing SGG
formulation. For instance, the semantic structure of a girl eating cake using fork can be
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represented as a predicate node, eating, connected to three entity nodes girl, cake and fork,
via three types of edges that are labeled with subject, object and instrument roles respectively.
Based on this new VSP formulation, we propose a dynamic, attention-based, bipartite message
passing framework, which jointly infers node labels and edge labels through an iterative process,
resulting in a VSP graph, and in turn a scene graph. VSPNET consists of a role-driven attention
mechanism to dynamically estimate graph edges, along with a novel three-stage message aggrega-
tion network to route messages efficiently throughout the graph. These two modules successively
refine nodes and edges of the graph, enabling a joint inference through global reasoning. The
proposed architecture does not need to process all pairs of object proposals and hence is computa-
tionally efficient. Finally and most importantly, we propose a novel framework to train VSPNET
in weakly supervised settings, by defining a two-stage optimization problem and devising a novel
graph alignment algorithm to solve it.
Through extensive experiments on the Visual Genome dataset, we show that our method achieves
significantly higher accuracy compared to weakly supervised counterparts, approaching fully su-
pervised baselines. We also show that VSPNET is easily extendable to the fully supervised setting,
where it can utilize bounding box annotations to further improve performance, and outperform the
state of the art. Moreover, we show that our method is several times faster than all baselines,
and qualitatively demonstrate its ability to extract higher-order interactions, which are beyond the
capability of any existing method.
3.2 Related work
Scene graph generation: The majority of SGG methods start by extracting object proposals from
the input image, perform some kind of information propagation (e.g. Bi-LSTMs in [58] or Graph
Convolutional Nets in [50]) to incorporate context, and then classify each proposal to an entity
class, as well as each pair of proposals to a predicate class [37, 48, 58, 49, 59]. This process has
a quadratic order and is thus inefficient. Recent methods have tried to reduce the computation by
pruning the fully connected graph using a light-weight model [50], or by factorizing the graph
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into smaller sub-graphs [49]. However, they still suffer from quadratic order. Newell and Deng
[60] proposed a method that does not rely on proposals at all, and directly extracts entities and
predicates from a pair of feature maps. Our method is similar in that we allocate a constant, sub-
quadratic number of predicates and infer their connection to entities, rather than processing all
pairs of entities. In contrast with [60] though, we base our graph on object proposals and exploit
message passing to incorporate context.
Neural message passing: Recent deep learning methods have increasingly utilized Message Pass-
ing (MP) in various computer vision tasks [61, 62, 40]. Most SGG methods use MP to propagate
information among object proposals [37, 48, 49, 50]. Instead of relying on a static, often fully-
connected graph, we propose a dynamic, bipartite graph that is refined using attention to route
messages between relevant entity-predicate pairs. In contrast with other dynamic MP methods that
refine graph edges in each step, which have been used in other tasks such as HOI [41] and video
object detection [63], we define edges between entities and predicates rather than pairs of entities,
leading to computational efficiency, while incorporating the rich semantic role structure through
three-stage aggregation.
Weakly supervised learning: Weak Supervision (WS) has been advocated in several areas, such
as object, action, and relation detection [64, 65, 29], and is motivated by the fact that manual
annotation of boundaries is time consuming. Most WS object detection methods are based upon
multiple instance learning [66], which assumes each ground truth object corresponds to one out of
many proposals, but the correspondence is unknown. WSDDN [64] dedicates a network branch
to select a proposal for each ground truth. Zhang et al. [29] adopted WSDDN for VRD, selecting
a pair of proposals for each ground truth relation. In contrast, we define a global optimization
problem where the entire output graph has to be aligned with the ground truth graph, rather than
considering each predicate independently. Peyre et al. [36] defined a global optimization for WS
VRD too, but it is limited to a linear regression model for relationship recognition. Our novel WS
formulation allows learning with gradient descent, which enables us to train a deep network with
a complex message passing architecture.
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3.3 Method
Figure 3.2: Overview of our proposed framework: Given an image, a scene graph is produced by
an iterative process involving a multi-headed attention module that infers edges between entities
and predicates, and a novel message passing module to propagate information. To define a classi-
fication loss for each node and edge, the ground truth graph is aligned to the output graph through
a novel weakly supervised algorithm.
In this section, we first formalize our problem in Section 3.3.1, then detail our method and its
two-fold contributions: the VSPNET architecture for constructing a semantic graph from an image
(Section 3.3.2), and a graph alignment algorithm for weakly supervised training of the proposed
network (Section 3.3.3). Figure 3.2 illustrates the general pipeline of our method.
3.3.1 Problem formulation
Given an image , the goal of SGG is to produce a graphSGG = (N , E) where each node inN
is represented by an entity class 28 ∈ C4 and a bounding box 18, and each edge assigns a predicate
class to an ordered pair of nodes, i.e., E : N ×N ↦→ C?. The direction of predicate edges usually
follow the order they would appear in an English phrase. For instance, a person sitting on
chair would be represented as an edge labeled sitting on, going from the node person to
the node chair, not the other way.
Nevertheless, this notation is inherently limiting, as it restricts predicates to have exactly two
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arguments present in the scene. This constraint may be acceptable for relational predicates such
as prepositions, but certainly not for verbs, which constitute an important group of predicates. To
relax this constraint, we follow [42] to adopt the formulation of Semantic Role Labeling [67],
where predicates are represented as nodes, and edges represent semantic roles that entities play in
each predicate. Accordingly, we define Visual Semantic Parsing (VSP) as predicting a bipartite
graph VSP = (N4,N?, E), where
N4 =
{(









E : N? × N4 ↦→ CA .
(3.1)
Every scene graph SGG has an equivalent VSP graph VSP where each predicate has exactly
two roles, subject and object, meaning CA = {B, >}. However, an arbitrary VSP graph does not
necessarily map to a scene graph, as a predicate may connect to less or more than two entities,
potentially involving other semantic roles such as instrument. Hence, VSP is a generalization of
SGG.
In this work we employ the VSP formalism, not only because it covers a wider range of seman-
tics, but also because it naturally leads to a more efficient model architecture. In order to consider
all possible relationships, most existing methods process a fully connected graph with =24 edges,
where =4 is usually the number of proposals which is typically 300. This is while more than 99%
of graphs in Visual Genome have less than 20 predicates, and the largest one has 53. VSP allows
us to replace the =24 edges with a constant number of predicate nodes =?, far less than =
2
4.
3.3.2 Visual semantic parsing network
We propose VSPNET, which takes an image as input and generates a VSP graph. To this end,
we utilize an object proposal network to initialize a set of entity nodes, and devise another module
to initialize a set of predicate nodes. The goal of VSPNET is to classify each entity and predicate
node into entity and predicate classes including background, and classify each entity-predicate pair
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into predefined edge types (semantic roles) including no-edge. These are two co-dependent tasks
as incorporating nodes would be helpful for edge classification and vice versa. But since both of
them are unknown and to be determined, our model successively infers each given the other.
More specifically, VSPNET is based on a novel bipartite message passing framework that
propagates information from entities to predicates and vice versa, through a role-driven attention
mechanism that estimates edges. After nodes are updated using the estimated edges, we update
edges by recomputing the attention using the new node representations, and repeat this process for
D iterations. To incorporate each semantic role separately, we designate an attention head for each
role. This leads to a complex routing problem where messages from a potentially large number of
nodes have to be propagated through multiple types of edges. Accordingly, we propose a three-
stage message aggregation network to efficiently route and collect relevant messages for updating
each node.
Formally, we define  (0)4 ∈ R=4×34 to be the initial hidden state of =4 entity nodes, and initialize
each row using the appearance (RoI [3]) features of the corresponding object proposal, as well as
its bounding box coordinates, by feeding them into two fully connected networks 40 (.) and 41 (.),
and adding the two outputs. We also define  (0)? ∈ R=?×3? to be the initial hidden state of =?
predicate nodes.  (0)? is a trainable matrix, randomly initialized before training but fixed during
test. Given  (C)4 and 
(C)
? , we compute a set of attention matrices ̃
(C)
A ∈ R=?×=4 , each representing
a semantic role class A in CA :
̃
(C)

















where 〈., .〉 represents dot product,  [:] represents the :th row of , and 5 ?A and 5 4A are trainable
fully connected networks to compute the query and key vectors of the attention. We further stack
̃
(C)
A to build the 3-dimensional tensor ̃(C) that represents the entire role-driven attention. In our
experiments, no predicate can take more than one entity for each role, and no entity-predicate pair
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can have more than one semantic role. Hence, we normalize ̃(C) such that:
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This can be interpreted as applying two softmax functions in paralell on ̃(C) , once normalizing
along the axis of roles, and once along the axis of entities, and then multiplying the two normalized
matrices, element-wise. The constant ?∅ is added to each denominator to allow the sum to be less
than one, e.g. no role between an entity-predicate pair.
After computing attention matrices, we use them to propagate information from each entity to
its relevant predicates and vice versa. To this end, we propose a three-stage message aggregation
framework, that computes the incoming message to update each node, by aggregating outgoing
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where 64→A , 6
4
A , and 6
?←
A are independent, trainable fully connected networks, respectively called
send head, pool head, and receive head. Note that the pool head consists of =A separate networks
applied on the pooled messages for each role. Similarly, the incoming message to update each
entity is computed as:
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This process is repeated for a constant number of times D, and the final states  (D)4 and 
(D)
? are
passed through another pair of fully connected networks (ℎ4, ℎ?) to produce semantic embeddings
$ and %$ for entity and predicate nodes. The final state of the adjacency matrices (D)A are stacked
together and named $ .
After the message passing process, we have a continuous and fully differentiable output graph
$soft = (
$ , %$ , $). In order to produce a valid, discrete graph as defined in Eq. (3.1), we apply
a two-step discretization process. First, we convert $ and %$ to discrete labels by picking the
nearest neighbor of each of their rows among a dictionary of entity and predicate class embeddings.
Next, we threshold the attention matrix $ and suppress non-maximum roles for each entity-
predicate pair. This leads to a discrete graph $ = (N$4 ,N$? , E$). In the next subsection, we
define our cost function, where we also need the opposite process: converting a ground truth graph
) = (N)4 ,N)? , E) ) to a soft representation )soft = (
) , %) , ) ). To this end, we stack the class
embedding of entity and predicate nodes to get matrices ) and %) , and encode the edges into a
binary adjacency matrix ) .
3.3.3 Weakly supervised training
We train our model using pairs of image and unlocalized ground truth graph. Specifically, we
need to compare the soft output graph$soft (i.e. before discretization) to the target
)
soft to calculate
a differentiable cost to be minimized. To this end, we find an alignment (i.e., node correspondence)
between the two graphs, and then define the overall cost as a summation of loss terms over aligned
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nodes and edges. Formally, we define an alignment I as:
I = (I4,I?), where
I4 =
{









where =$4 = =4 and =
$
? = =? are the number of output entity and predicate nodes, while =
)
4 and
=)? are the number of ground truth entity and predicate nodes. I4 is a valid entity alignment if for
any output node 8 there is at most one target node 9 , and for each 9 there is at most one 8, where
(8, 9) ∈ I4. A similar constraint holds for I?. Moreover, I4 is a maximal alignment if all output
entities or all target entities are aligned, whichever is fewer, i.e.
|I4 | = min(=$4 , =)4 ), and similarly,
|I? | = min(=$? , =)?),
(3.8)
where |.| denotes set cardinality. Given an alignment I between output and target graphs, our
objective function is:
L($ , ) ,I) = L + L% + _L', (3.9)
which is a combination of costs for entity recognition, predicate recognition, and semantic role
labeling.
Our weakly supervised training framework is independent of how we define each loss term, as
long as they are a summation of costs over aligned nodes. For instance, if we define the entity loss
L and predicate loss L% as mean square errors of entity and predicate embeddings, and if we
define the role loss L' to be a binary cross entropy on all attention scores, we can write:





$8 − )9 22 , (3.10)
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)
, (3.13)
where |I | = |I4 | |I? |, and
X(?, @) = −@ log ? − (1 − @) log(1 − ?). (3.14)
Since L' is in a different scale than L and L%, we use a hyperparameter _ to balance its signifi-
cance in Eq. (3.9).
The main challenge of weakly supervised learning is that the alignment I is not known, and
thus our training involves the following nested optimization:






L($ , ) ,I)
]
, (3.15)
where q is the collection of model parameters that lead to $ , and the expectation is estimated
by averaging over minibatches sampled from training data. Note that the inner optimization is
subject to the constraints in Eq. (3.8). Inspired by the EM algorithm [69], we device an alternating
optimization approach: We use the Adam Optimizer [70] for the outer optimization, and propose
an iterative alignment algorithm to solve the inner optimization in the following.
There are no efficient exact algorithms for solving the inner optimization in Eq. (3.15). Hence,
we propose an iterative algorithm to approximate the optimal alignment. We show that given an
entity alignment I4, it is possible to find the optimal predicate alignment I? in polynomial time,
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and similarly from I? to I4. Accordingly, we perform those two steps iteratively in a coordinate-
descent fashion, which is guaranteed to converge to a local optima.
Supposing I4 is given, we intend to find I? that minimizesL. Since L is constant with respect
of I?, the problem reduces to minimizing L% + _L', which can be written:






where ,% is a pairwise cost function between output and target predicate nodes, measuring not
only their semantic embedding distance, but also the discrepancy of their connectivity in graph.
More specifically:
,%:; ,













Note that the optimization of Eq. (3.16) is subject to Eq. (3.8), which makes |I? | a constant. Hence,
this problem is equivalent to maximum bipartite matching with fully connected cost function ,%,
which can be solved in polynomial time using the Kuhn-Munkres algorithm [71].
Similarly, given I?, we can solve for I4, and repeat alternation. Every step leads to a lower or
equal loss since either L%+L' is minimized while L is fixed, or L +L' is minimized while L%
is fixed. Since L cannot become negative, these iterations must converge. We have observed that
the convergence value of L is not sensitive to whether we start by initializing I4 or I?, nor does it
depend on the initialization value. In our experiments we initialize I? to an empty set and proceed
with updating I4. We denote by E the number of iterations used for this alignment procedure.
Our method can be naturally extended to the fully supervised setting by adding a term in Eq.
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− _ log
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where $ and ) are the set of output and ground truth bounding boxes respectively, and _ and
n are hyper-parameters selected by cross-validation. Note that the gradient of the added term with
respect to model parameters is zero, and hence this only affects alignment.
3.4 Experiments
We apply our framework on the Visual Genome (VG) dataset [54] for the task of scene graph
generation, and compare to both weakly and fully supervised baselines. Through quantitative
analysis, we show that VSPNET significantly outperforms the weakly and fully supervised state of
the art, while being several times faster than existing methods. Furthermore, ablation experiments
show the contribution of each proposed module, namely iterative alignment, role-driven attention,
and three-stage message aggregation. We finally provide qualitative evidence that our method
is able to produce VSP graphs, which are beyond the expressive capacity of conventional scene
graphs.
3.4.1 Implementation details
We use an off-the-shelve Faster R-CNN [3] pretrained on the Open Images dataset [72] to
extract object proposals that are needed as inputs to VSPNET. We extract proposal coordinates
and features once for all images, and keep them fixed while training and evaluating our model. We
do not stack VSPNET on top of Faster R-CNN and do not fine-tune Faster R-CNN during training.
We use the original implementation of GRU [68] with 1024-dimensional states (34 and 3?). The
initialization heads 40 and 41, the attention heads 5 4A and 5
?
A , and the message passing heads, 64→,
64A , 6
?←, 6?→, 6?A , and 64←, are all fully connected networks with two 1024-dimensional layers.
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The embedding prediction heads ℎ4 and ℎ? are each single-layer networks that map 1024-D GRU
states to the 300-D embedding space. All fully connected networks use leaky ReLU activation
functions [73]. Through cross-validation, we set _ = 10, D = 3, and E = 3. We use GloVe
embeddings [74] to represent each class, and we fine-tune it during training.
The number of predicate nodes =? is an important choice. Having more predicate nodes will
increase recall but also inference time. Since SGG methods are conventionally evaluated at 100
and 50 predicates, we set =? = 100. To output only 50 predicates, we rank the predicate nodes
with respect to their confidence, which is defined as the product of three classification confidence
scores, for subject, object and predicate. To report inference time in Table 3.2, we compute the
average inference time per image on the test set, using identical settings for all methods (NVIDIA
TITAN X, 200 proposals, VGG backbone). The time includes the extraction of proposals and their
features.
3.4.2 Task definition
The Visual Genome dataset consists of 108,077 images with manual annotation of objects and
relationships, with open-vocabulary classes. [37] and [29] preprocess the annotated objects and
relationships to produce scene graphs with a fixed vocabulary. [37] keeps 150 most frequent entity
and 50 most frequent predicate classes, while [29] cuts at 200 and 100 respectively. We perform
two sets of experiments, based on both [37] and [29], to be able to compare to the performances
reported by each paper separately. We follow their preprocessing, data splits, and evaluation pro-
tocol, but we assume bounding boxes are not available during weakly supervised training.
The main evaluation metric dubbed SGGEN, measures the accuracy of subject-predicate-
object triplets. A detected triplet is considered correct if the predicted class for subject, object,
and predicate are all correct, and the subject and object bounding boxes have an Intersection over
Union (IoU) of at least 0.5 with ground truth. To evaluate, the top  triplets predicted by the
model are matched to ground truth triplets. The number of correctly matched triplets is divided
by the total number of triplets in the ground truth to compute recall at  . This value is averaged
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R@50 R@100 R@50 R@100
VtransE-MIL [29]
Weak
0.7 0.9 1.5 2.0
PPR-FCN [29] 1.5 1.9 2.4 3.2
VSPNET w/o iterative alignment
Weak
1.3 1.6 8.0 10.2
VSPNET w/ fewer alignment steps 1.8 2.0 9.9 11.9
VSPNET w/o three-stage MP 2.4 2.8 16.7 19.8
VSPNET w/o role-driven MP 2.5 2.9 15.7 18.7
VSPNET w/ fewer MP steps 2.5 2.8 15.5 18.3
VSPNET (Ours) 3.1 3.5 17.6 20.4
VtransE [29]
Full
5.5 6.0 9.5 10.4
S-PPR-FCN [29] 6.0 6.9 10.6 11.1
VSPNET (Ours) 8.9 9.9 24.0 27.8
over all images leading to R@50 and R@100. Since SGGEN is highly affected by the quality of
object proposals. we also report SGCLS, which assumes ground truth bounding boxes are given
at test time, instead of proposals. Another metric, PREDCLS assumes ground truth bounding are
given, and true object classes are given too. [29] also evaluates using PHRDET, which stands for
Phrase Detection. This metric is similar to SGGEN, with the difference that instead of evaluating
the bounding box of subject and object separately, the goal is to predict a union bounding box
enclosing both the object and subject. To this end, for each detected triplet, we get the union box
of its subject and object, and match with that of ground truth triplets at IoU ≥ 0.5.
3.4.3 Results
Table 3.1 shows our quantitative results on VG compared to VtransE [28] and PPR-FCN [29],
in both Weakly Supervised (WS) and Fully Supervised (FS) settings, following the evaluation
settings of [29]. Our VSPNET achieves the best WS performance, with SGGEN performance more
than two times higher and PHRDET more than six times higher than the state of the art. Moreover,
the FS extension of our method outperforms the FS variants of those baselines significantly. On the
PHRDET measure, even our WS method outperforms all FS baselines. Furthermore, we provide
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Table 3.2: Results on VG [37]. Recall numbers (%) are from [50]. Inference time is in seconds per
image, partially borrowed from [49].
Method Supervision
SGGEN SGCLS PREDCLS
Time R@50 R@100 R@50 R@100 R@50 R@100
IMP [37]
Full
1.64 3.4 4.2 21.7 24.4 44.7 53.1
MSDN [48] 3.56 7.7 10.5 19.3 21.8 63.1 66.4
MotifNet [58] 2.07 6.9 9.1 23.8 27.2 41.8 48.8
Assoc. Emb. [60] 1.19 9.7 11.3 26.5 30.0 68.0 76.2
Graph R-CNN [50] 0.83 11.4 13.7 29.6 31.6 54.2 59.1
VSPNET (Ours) 0.11 12.6 14.2 31.5 34.1 67.4 73.7
VSPNET (Ours) Weak 0.11 4.7 5.4 30.5 32.7 57.7 62.4
ablative variants of our method as extra rows in Table 3.1, to study the effect of each proposed
component in isolation.
In VSPNET w/o iterative alignment, we replace the proposed alignment algorithm with a
heuristic baseline, where we align entities by minimizing L and independently align predicates
to minimize L%, in a one-step process. Our alignment algorithm leads to more than twice the
performance of this ablation. We make a similar observation by reducing the number of alignment
steps E from 3 to 1, denoted as VSPNET w/ fewer alignment steps. Furthermore, in VSPNET
w/o three-stage MP, we replace the proposed three-stage message aggregation framework with
a conventional average pooling, that computes the sum of all messages after multiplying by the
attention weights. In VSPNET w/o role-driven MP, we keep the three-stage message aggrega-
tion, but remove the role-driven attention, and replace A (C) with a constant, uniformly distributed
attention. Finally, in VSPNET w/ fewer MP steps, we only reduce the number of MP steps, D,
from 3 to 1. All these three ablations lead to inferior performance, proving the effectiveness of our
proposed message passing framework.
To compare to more recent methods, we also perform experiments on the original version of
VG that was used by [37], and follow the evaluation protocol of [50]. Table 3.2 compares VSPNET
to all the numbers reported by [50]. The FS version of our method outperforms all state-of-the-
art methods in all metrics, except slightly outperformed by Assoc. Emb. [60] in PREDCLS only.
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In addition to superior accuracy, our method is several times faster than all methods. It is also 5
times faster than Factorizable Net [49], which is the fastest SGG method (0.55 seconds per image),
although not shown in Table 3.2, because their reported recall is computed differently than ours.
Furthermore, our WS method shows competitive performance and even outperforms some FS
methods. Although there is a performance drop from FS to WS, that is mainly due to the difficulty
of object localization in the WS setting. In SGCLS, it achieves a performance very close to FS
VSPNET, and outperforms all other FS baselines. This suggests that if some day we have access
to very accurate proposals, our WS model would perform as accurately as FS methods. Note that
although SGCLS provides ground truth bounding boxes, the WS model only treats them as input
proposals, and is still trained with unlocalized ground truth and unknown alignment. Also note
that all baselines in Table 3.2 train their Faster R-CNN on VG directly, using annotated bounding
boxes that we assume not available in WS settings. Hence, we use an off-the-shelve Faster R-
CNN that is pretrained on another dataset in all our experiments. This makes the comparison in
Table 3.2 somewhat unfair, to our disadvantage. Adopting the backbone used by the baselines
would improve our results, but violates WS constraints.
To illustrate the expressive power of our novel VSP formulation, we train our model on the V-
COCO dataset [75], which annotates human actions in images, as well as objects and instruments
of those actions. While this dataset has been primarily used for HOI in the literature [41, 76], we
adopt it for VSP, by aggregating all action annotations of each image into a single semantic graph,
and connecting them to the related objects through 3 types of semantic role: subject, object, and
instrument. The resulting VSP graphs have unique properties that are not seen in scene graphs,
as shown in Figure 3.3, such as verbs with more than two entities (e.g. person cutting cake
with knife), and verbs with only one entity (e.g. person smiling). After training our model
on the training set of V-COCO, we apply it on the test set and visualize output graphs in Figure 3.3.




We proposed a method to parse an image into a semantic graph that includes entities, predicates,
and semantic roles. Unlike prior works, our method does not require bounding box annotations
for training, and does not rely on exhaustive processing of all object proposal pairs. Moreover,
it is able to extract more flexible graphs where any number of entities can be involved in each
predicate, with a variety of semantic roles. To this end, we proposed a generalized formulation
of Scene Graph Generation (SGG) that disentangles predicates from entities, and enables sub-
quadratic performance. Based on that, we proposed VSPNET, based on a dynamic, attention-
based, bipartite message passing framework. We also introduced the first graph-based weakly
supervised learning framework based on a novel graph alignment algorithm. We compared our
method to the state of the art through extensive experiments, and achieved significant performance
improvements in both weakly supervised and fully supervised settings, while several times faster
than every existing method.
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Figure 3.3: Example VSP graphs generated by our method. Solid, dashed, and dotted lines repre-
sent subject, object, and instrument.
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Chapter 4: Enhancing Scene Graph Generation with External Knowledge
Graphs
In the previous chapter, we set the ground for extracting semantic scene graphs from images,
and addressed several open issues. Nevertheless, Scene graph generation models are still prone to
mistakes due to the challenges of perception in the wild. Perception errors often lead to nonsensi-
cal compositions in the output scene graph, which do not follow real-world rules and patterns, and
can be corrected using commonsense knowledge. Fortunately, there are rich repositories for com-
monsense knowledge in form of knowledge graphs, which encode how the world is structured, and
how general concepts interact. In this chapter, we utilize external knowledge graphs to improve
the quality of scene graphs, by presenting a unified formulation of these two constructs, where a
scene graph is seen as an image-conditioned instantiation of a commonsense knowledge graph.
Based on this new perspective, we re-formulate scene graph generation as the inference of a bridge
between the scene and commonsense graphs, where each entity or predicate instance in the scene
graph has to be linked to its corresponding entity or predicate class in the commonsense graph. To
this end, we propose a novel graph-based neural network that iteratively propagates information
between the two graphs, as well as within each of them, while gradually refining their bridge in
each iteration. Our Graph Bridging Network, GB-NET, successively infers edges and nodes, al-
lowing to simultaneously exploit and refine the rich, heterogeneous structure of the interconnected
scene and commonsense graphs. Through extensive experimentation, we showcase the superior
accuracy of GB-NET compared to the most recent methods, resulting in a new state of the art. We
publicly release the source code of our method.1 This chapter including all images, figures, tables,
equations, and text is based on a recently published collaborative work [77].
1https://github.com/alirezazareian/gbnet
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Figure 4.1: Left: An example of a Visual Genome image and its ground truth scene graph. Right:
A relevant portion of the commonsense graph. In this chapter we formulate the task of Scene
Graph Generation as the problem of creating a bridge between these two graphs. Such bridge not
only classifies each scene entity and predicate, but also creates an inter-connected heterogeneous
graph whose rich structure is exploited by our method (GB-NET).
4.1 Introduction
Although several SGG methods have been proposed, the state-of-the-art performance for SGG
is still far from acceptable. For instance, [78] achieves only 16% mean recall, for matching the
top 100 predicted subject-predicate-object triples against ground truth triples. This suggests the
current SGG methods are insufficient to address the complexity of this task. Recently, a few
papers have attempted to use external commonsense knowledge to advance SGG [58, 79, 78], as
well as other domains [62, 40]. This commonsense can range from curated knowledge bases such
as ConceptNet [80], ontologies such as WordNet [81], or automatically extracted facts such as
co-occurance frequencies [58]. The key message of those works is that a prior knowledge about
the world can be very helpful when perceiving a complex scene. If we know the relationship
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of a Person and a Bike is most likely riding, we can more easily disambiguate between
riding, on, and attachedTo, and classify their relationship more accurately. Similarly, if we
know a Man and a Woman are both sub-types of Person, even if we only see Man-riding-
Bike in training data, we can generalize and recognize a Woman-riding-Bike triplet at test
time. Although this idea is intuitively promising, existing methods that implement it have major
limitations, as detailed in Section 4.2, and we address those in the proposed method.
More specifically, recent methods either use ad-hoc heuristics to integrate limited types of
commonsense into the scene graph generation process [78, 58], or fail to exploit the rich, graphical
structure of commonsense knowledge [79]. To devise a general framework for incorporating any
type of graphical knowledge into the process of scene understanding, we take inspiration from
early works on knowledge representation and applying structured grammars to computer vision
problems [82, 83, 84], and redefine those concepts in the light of the recent advances in graph-
based deep learning. Simply put, we formulate both scene and commonsense graphs as knowledge
graphs with entity and predicate nodes, and various types of edges. A scene graph node represents
an entity or predicate instance in a specific image, while a commonsense graph node represents
an entity or predicate class, which is a general concept independent of the image. Similarly, a
scene graph edge indicates the participation of an entity instance (e.g. as a subject or object) in a
predicate instance in a scene, while a commonsense edge states a general fact about the interaction
of two concepts in the world. Figure 4.1 shows an example scene graph and commonsense graph
side by side.
Based on this unified perspective, we reformulate the problem of scene graph generation from
entity and predicate classification into the novel problem of bridging those two graphs. More
specifically, we propose a method that given an image, initializes potential entity and predicate
nodes, and then classifies each node by connecting it to its corresponding class node in the com-
monsense graph, through an edge we call a bridge. This establishes a connectivity between
instance-level, visual knowledge and generic, commonsense knowledge. To incorporate the rich
combination of visual and commonsense information in the SGG process, we propose a novel
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graphical neural network, that iteratively propagates messages between the scene and common-
sense graphs, as well as within each of them, while gradually refining the bridge in each itera-
tion. Our Graph Bridging Network, GB-NET, successively infers edges and nodes, allowing to
simultaneously exploit and refine the rich, heterogeneous structure of the interconnected scene and
commonsense graphs.
To evaluate the effectiveness of our method, we conduct extensive experiments on the Visual
Genome [54] dataset. The proposed GB-NET outperforms the state of the art consistently in
various performance metrics. Through ablative studies, we show how each of the proposed ideas
contribute to the results. We also provide further quantitative, qualitative, and speed analysis, to
present more insights.
4.2 Related work
As we mentioned before, most SGG methods are based on an object detection backbone that
extracts region proposals from the input image. They utilize some kind of information propagation
module to incorporate context, and then classify each region to an object class, as well as each
pair of regions to a relation class [37, 58, 50, 78]. Our method has two key differences with
this conventional process: firstly, our information propagation network operates on a larger graph
which consists of not only object nodes, but also predicate nodes and commonsense graph nodes,
and has a more complex structure. Secondly, we do not classify each object and relation using
classifiers, but instead use a pairwise matching mechanism to connect them to corresponding class
nodes in the commonsense graph.
Recently, a few methods [58, 79, 78] have used external knowledge to enhance scene graph
generation. This external knowledge is sometimes referred to as “commonsense”, because it en-
codes ontological knowledge about classes, rather than specific instances. Despite encouraging
results, these methods have major limitations. Specifically, [58] used triplet frequency to bias the
logits of their predicate classifier, and [78] used such frequencies to initialize edge weights on their
graphs. Such external priors have been also shown beneficial for recognizing objects [85, 86] and
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relationships [87, 88], that are building blocks for SGG. Nevertheless, neither of those methods
can incorporate other types or knowledge, such as the semantic hierarchy concepts, or object affor-
dances. Gu et al. [79] propose a more general way to incorporate knowledge in SGG, by retrieving
a set of relevant facts for each object from a pool of commonsense facts. However, their method
does not utilize the structure of the commonsense graph, and treats knowledge as a set of triplets.
Our method considers commonsense as a general graph with several types of edges, explicitly in-
tegrates that graph with the scene graph by connecting corresponding nodes, and incorporates the
rich structure of commonsense by graphical message passing.
Graph-based Neural Networks (GNN) have been used to process external knowledge graphs
in various vision tasks [51, 52, 53, 40]. This often enables generalization to unseen or infrequent
concepts by incorporating their relationship with frequently seen concepts. This is different from
the typical use case of GNNs, which is to contextualize node features in scene graphs [37, 48, 50,
78]. Chen et al. [62] were the first to bring those two ideas together, and form a graph by objects
in an image as well as object classes in a knowledge graph. Nevertheless, the class nodes in that
work were merely an auxiliary means to improve object features before classification. In contrast,
we classify the nodes by explicitly inferring their connection to their corresponding class nodes.
Moreover, we iteratively refine the bridge between scene and commonsense graphs to enhance our
prediction. Furthermore, their task only involves objects and object classes, while we explore a
more complex structure where predicates play an important role as well.
4.3 Problem Formulation
In this section, we first formalize the concepts of knowledge graph in general, and common-
sense graph and scene graph in particular. Leveraging their similarities, we then reformulate the
problem of scene graph generation as bridging these two graphs.
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4.3.1 Knowledge graphs
We define a knowledge graph as a set of entity and predicate nodes (NE,NP), each with a
semantic label, and a set of directed, weighted edges E from a predefined set of types. Denoting
by Δ a node type (here, either entity E or predicate P), the set of edges encoding the relation A
between nodes of type Δ and Δ′ is defined as
EΔ→Δ′A ⊆ NΔ × NΔ′ → R. (4.1)
A commonsense graph is a type of knowledge graph in which each node represents the general
concept of its semantic label, and hence each semantic label (entity or predicate class) appears in
exactly one node. In such a graph, each edge encodes a relational fact involving a pair of concepts,
such as Hand-partOf-Person and Cup-usedFor-Drinking. Formally, we define the set
of commonsense entity (CE) nodes NCE and commonsense predicate (CP) nodes NCP as all entity
and predicate classes in our task. Commonsense edges EC consist of 4 distinct subsets, depending
on the source and destination node type:
EC ={ECE→CPA } ∪ {ECP→CEA } ∪
{ECE→CEA } ∪ {ECP→CPA }.
(4.2)
A scene graph is a different type of knowledge graph where: (a) each scene entity (SE) node
is associated with a bounding box, referring to an image region, (b) each scene predicate (SP)
node is associated with an ordered pair of SE nodes, namely a subject and an object, and (c) there
are two types of undirected edges which connect each SP to its corresponding subject and object
respectively. Here because we define knowledge edges to be directed, we model each undirected
subject or object edge as two directed edges in the opposite directions, each with a distinct type.
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More specifically,
NSE ⊆[0, 1]4 × NCE,




where [0, 1]4 is the set of possible bounding boxes, andNSE ×NSE ×NCP is the set of all possible
triples that consist of two scene entity nodes and a scene predicate node. Figure 4.1 shows an
example of scene graph and commonsense graph side by side, to make their similarities clearer.
Note that our definition of a scene graph can be easily extended to the VSP formulation, by extend-
ing the types of edges to include more semantic roles. However, to focus on the Visual Genome
evaluation setting, we only study conventional scene graphs in this work.
4.3.2 Bridging knowledge graphs
Considering the similarity between the commonsense and scene graph formulations, we make
a subtle refinement in the formulation to bridge these two graphs. Specifically, we remove the class
from SE and SP nodes and instead encode it into a set of bridge edges EB that connect each SE or
SP node to its corresponding class, i.e., a CE or CP node respectively:
N ?SE ⊆ [0, 1]
4,
N ?SP ⊆NSE × NSE,
EB = {ESE→CEclassifiedTo, ESP→CPclassifiedTo,
ECE→SEhasInstance, ECP→SPhasInstance},
(4.4)
where .? means the nodes are implicit, i.e., their classes are unknown. Each edge of type classifiedTo,
connects an entity or predicate to its corresponding label in the commonsense graph, and has a re-
verse edge of type hasInstance which connects the commonsense node back to the instance.
Based on this reformulation, we can define the problem of SGG as the extraction of implicit entity
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Figure 4.2: An illustrative example of the GB-NET process. First, we initialize the scene graph and
entity bridges using a Faster R-CNN. Then we propagate messages to update node representations,
and use them to update the entity and predicate bridges. This is repeated ) times and the final
bridge determines the output label of each node.
and predicate nodes from the image (hereafter called scene graph proposal), and then classifying
them by connecting each entity or predicate to the corresponding node in the commonsense graph.
Accordingly, Given an input image  and a provided and fixed commonsense graph, the goal of
SGG with commonsense knowledge is to maximize








In this work, the first term is implemented as a region proposal network that infers N ?SE given
the image, followed by a simple predicate proposal algorithm that considers all possible entity
pairs as N ?SP. The second term is fulfilled by the proposed GB-NET which infers bridge edges
by incorporating the rich structure of the scene and commonsense graphs. Note that unlike most
existing methods [58, 78], we do not factorize this into predicting entity classes given the image,
and then predicate classes given entities. Therefore, our formulation is more general and allows
the proposed method to classify entities and predicates jointly.
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4.4 Method
The proposed method is illustrated in Figure 4.2. Given an image, our model first applies a
Faster R-CNN [3] to detect objects, and represents them as scene entity (SE) nodes. It also creates
a scene predicate (SP) node for each pair of entities, which forms a scene graph proposal, yet to
be classified. Given this graph and a background commonsense graph, each with fixed internal
connectivity, our goal is to create bridge edges between the two graphs that connect each instance
(SE and SP node) to its corresponding class (CE and CP node). To this end, our model initializes
entity bridges by connecting each SE to the CE that matches the label predicted by Faster R-
CNN, and propagates messages among all nodes, through every edge type with dedicated message
passing parameters. Given the updated node representations, it computes a pairwise similarity
between every SP node and every CP node, and finds maximal similarity pairs to connect scene
predicates to their corresponding classes, via predicate bridges. It also does the same for entity
nodes to potentially refine their bridges too. Given the new bridges, it propagates messages again,
and repeats this process for a predefined number of steps. The final state of the bridge determines
which class each node belongs to, resulting in the output scene graph.
4.4.1 Graph initialization
The object detector outputs a set of = detected objects, each with a bounding box 1 9 , a label
distribution ? 9 and an RoI-aligned [3] feature vector v 9 . Then we allocate a scene entity node (SE)
for each object, and a scene predicate node (SP) for each pair of objects, representing the potential
predicate with the two entities as its subject and object. Each entity is initialized using its RoI
features v 9 , and each predicate is initialized using the RoI features u 9 of a bounding box enclosing
the union of its subject and object. Formally, we can write, i.e.,
xSE9 = q
SE




init(u 9 ), (4.6)
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where qSEinit and q
SP
init are two fully connected networks that are branched from the backbone after
ROI-align. To form a scene graph proposal, we connect each predicate node to its subject and
object via labeled edges. Specifically, we define the following 4 edge types: for a triplet B − ? − >,
we connect ? to B using a hasSubject edge, ? to > using a hasObject edge, B to ? using a
subjectOf edge, and > to ? using an objectOf edge. The reason we have two directions as
separate types is that in the message passing phase, the way we use predicate information to update
entities should be different from the way we use entities to update predicates.
On the other hand, we initialize the commonsense graph with commonsense entity nodes (CE)









The commonsense graph also has various types of edges, such as UsedFor and PartOf, as
detailed in Section 4.5.2. Our method is independent of the types of commonsense edges, and can
utilize any provided graph from any source.
So far, we have two isolated graphs, scene and commonsense. An SE node representing a de-
tected Person intuitively refers to the Person concept in the ontology, and hence the Person
node in the commonsense graph. Therefore, we connect each SE node to the CE node that corre-
sponds the semantic label predicted by Faster R-CNN, via a classifiedTo edge type. Instead
of a hard classification, we connect each entity to top  bridge classes using ? 9 (class distribution
predicted by Faster R-CNN) as weights. We also create a reverse connection from each CE node
to corresponding SE nodes, using an hasInstance edge, but with the same weights ? 9 . As
mentioned earlier, this is to make sure information flows from commonsense to scene as well
as scene to commonsense, but not in the same way. We similarly define two other edge types,
classifiedTo and hasInstance for predicates, which are initially an empty set, and will be
updated to bridge SP nodes to CP nodes as we explain in the following. These 4 edge types can be
seen as flexible bridges that connect the two fixed graphs, which are considered latent variables to
38
be determined by the model.
This forms a heterogeneous graph with four types of nodes (SE, SP, CE, and CP) and various
types of edges: scene graph edges ES such as subjectOf, commonsense edges EC such as
usedFor, and bridge edges EB such as classifiedTo. Next, we explain how our proposed
method updates node representations and bridge edges, while keeps commonsense and scene edges
constant.
4.4.2 Successive message passing and bridging
Given a heterogeneous graph as described above, we employ a variant of GGNN [89] to propa-
gate information among nodes. First, each node representation is fed into a fully connected network






for each 8 and node type Δ, where qsend is a trainable send head which has shared weights across
nodes of each type. After computing outgoing messages, we send them through all outgoing edges,
multiplying by the edge weight. Then for each node, we aggregate incoming messages, by first
adding across edges of the same type, and then concatenating across edge types. We compute the

















where qreceive is a trainable receive head and ∪ denotes concatenation. Note that the first concate-
nation is over all 4 node types, the second concatenation is over all edge types from Δ′ to Δ, and
the sum is over all edges of that type, where 8 and 9 are the head and tail nodes, and 0:
8 9
is the
edge weight. Given the incoming message for each node, we update the representation of the node
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using a Gated Recurrent Unit (GRU) update rule, following [68]:
zΔ9 = f
(














9  xΔ9 )
)
,
xΔ9 ⇐ (1 − zΔ9 )  xΔ9 + zΔ9  hΔ9 ,
(4.10)
where f is the sigmoid function, and,Δ. and*
Δ
. are trainable matrices that are shared across nodes
of the same type, but distinct for each node type Δ. This update rule can be seen as an extension
of GGNN [89] to heterogeneous graphs, with a more complex message aggregation strategy. Note
that⇐ means we update the node representation. Mathematically, this means xΔ
9 (C+1) = * (x
Δ
9 (C)),
where * is the aforementioned update rule and (C) denotes iteration number. For simplicity, we
drop this subscript throughout this chapter.
So far, we have explained how to update node representations using graph edges. Now using
the new node representations, we should update the bridge edges EB that connect scene nodes to
commonsense nodes. To this end, we compute a pairwise similarity from each SE to all CE nodes,







9 ′ exp〈xSE8 , xCE9 ′ 〉EB
, where 〈x, y〉EB = qSEatt (x))qCEatt (y), (4.11)







9 ′ exp〈xSP8 , xCP9 ′ 〉PB
, where 〈x, y〉PB = qSPatt (x))qCPatt (y). (4.12)
Here qΔatt is a fully connected network that resembles attention head in transformers. Note that
since qΔatt is not shared across node types, our similarity metric is asymmetric. We use each aEB8 9 to









. Similarly we use each aPB
8 9






. In preliminary experiments we realised that such fully connected bridges hurt performance
in large graphs. Hence, we only keep the top  bridge values of aEB8 9 for each 8, and set the rest to
zero. We do the same thing for predicates, keeping the top  bridge values of aPB8 9 for each 8. Given
the updated bridges, we propagate messages again to update node representations, and iterate for a




are the outputs of our model, which can
be used to classify each entity and predicate in the scene graph.
4.4.3 Training
We closely follow [78] which itself follows [58] for training procedure. Specifically, given the
output and ground truth graphs, we align output entities and predicates to ground truth counterparts.
To align entities we use IoU and predicates will be aligned naturally since they correspond to
aligned pairs of entities. Then we use the output probability scores of each node to define a cross-
entropy loss. The sum of all node-level loss values will be the objective function to be minimized
using Adam [70].
Due to the highly imbalanced predicate statistics in Visual Genome, we observed that best-
performing models usually concentrate their performance merely on the most frequent classes
such as on and wearing. To alleviate this, we modify the basic cross-entropy objective that is
commonly used by assigning an importance weight to each class. We follow the recently proposed
class-balanced loss [90] where the weight of each class is inversely proportional to its frequency.
More specifically, we use the following loss function for each predicate node:
L%8 = −
1 − V
1 − V= 9 log a
PB
8 9 , (4.13)
where 9 is the class index of the ground truth predicate aligned with 8, = 9 is the frequency of class
9 in training data, and V is a hyperparameter. Note that V = 0 leads to a regular cross-entropy
loss, and the more it approaches 1, the more strictly it suppresses frequent classes. To be fair in
comparison with other methods, we include a variant of our method without reweighting, which
41
still outperforms all other methods.
4.5 Experiments
Following the literature, we use the large-scale Visual Genome benchmark [54] to evaluate our
method. We first show our GB-NET outperforms the state of the art, by extensively evaluating it
on 24 performance metrics. Then we present an ablation study to illustrate how each innovation
contributes to the performance. We also provide a per-class performance breakdown to show the
consistency and robustness of our performance across frequent and rare classes. That is accompa-
nied by a computational speed analysis, and several qualitative examples of our generated graphs
compared to the state of the art, side by side.
4.5.1 Task description
Visual Genome [54] consists of 108,077 images with annotated objects (entities) and pairwise
relationships (predicates), which is then post-processed by [37] to create scene graphs. They use
the most frequent 150 entity classes and 50 predicate classes to filter the annotations. Figure 4.1
shows an example of their post-processed scene graphs which we use as ground truth. We closely
follow their evaluation settings such as train and test splits.
The task of scene graph generation, as described in Section 4.4, is equivalent to the SGGEN
scenario proposed by [37] and followed ever since. Given an image, the task of SGGEN is to jointly
infer entities and predicates from scratch. Since this task is limited by the quality of the object
proposals, [37] also introduced two other tasks that more clearly evaluate entity and predicate
recognition. In SGCLS, we take localization (here region proposal network) out of the picture, by
providing the model with ground truth bounding boxes during test, simulating a perfect proposal
model. In PREDCLS, we take object detection for granted, and provide the model with not only
ground truth bounding boxes, but also their true entity class. In each task, the main evaluation
metric is average per-image recall of the top K subject-predicate-object triplets. The confidence
of a triplet that is used for ranking is computed by multiplying the classification confidence of all
42
three elements. Given the ground truth scene graph, each predicate forms a triplet, which we match
against the top  triplets in the output scene graph. A triplet is matched if all three elements are
classified correctly, and the bounding boxes of subject and object match with an IoU of at least
0.5. Besides the choice of  , there are two other choices to be made: (1) Whether or not to enforce
the so-called Graph Constraint (GC), which limits the top K triplets to only one predicate for each
ordered entity pair, and (2) Whether to compute the recall for each predicate class separately and
take the mean (mR), or compute a single recall for all triplets (R) [78]. We comprehensively report
both mean and overall recall, both with and without GC, and conventionally use both 50 and 100
for  , resulting in 8 metrics for each task, 24 in total.
4.5.2 Implementation details
We use three-layer fully connected networks with ReLU activation for all trainable networks
qinit, qsend, qreceive and qatt. We set the dimension of node representations to 1024, and perform 3
message passing steps, except in ablation experiments where we try 1, 2 and 3. We tried various
values for V. Generally the higher it is, mean recall improves and recall falls. We found 0.999 is a
good trade-off, and chose  bridge = 5 empirically. All hyperparameters are tuned using a validation
set randomly selected from training data. We borrow the Faster R-CNN trained by [58] and shared
among all our baselines, which has a VGG-16 backbone and predicts 128 proposals.
In our commonsense graph, the nodes are the 151 entity classes and 51 predicate classes that
are fixed by [37], including background. We use the GloVE [74] embedding of category titles
to initialize their node representation (via qinit), and fix GloVE during training. For categories
with a title longer than one word, we use an average of the GloVE embedding of each word. We
compile our commonsense edges from three sources, WordNet [81], ConceptNet [80], and Visual
Genome. To summarize, there are three groups of edge types in our commonsense graph. We have
SimilarTo from WordNet hierarchy, we have PartOf, RelatedTo, IsA, MannerOf, and
UsedFor from ConceptNet, and finally from VG training data we have conditional probabilities
of subject given predicate, predicate given subject, subject given object, etc. Inspired in part by
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[40], we use three similarity metrics of the WordNet API (namely path similarity, LCH similarity,
and WUP similarity) to determine whether two entity classes are relevant or not. This is encoded
in the edge type WordNetSimilarTo. This strategy does not work well for predicate classes,
so this edge is only between pairs of entities. From ConceptNet, we choose five relationships
that frequently exist between our nodes, namely PartOf, RelatedTo, IsA, MannerOf, and
UsedFor. As discussed earlier in Section 4.4, for directed relationships such as PartOf, we
create a reverse edge type (in this case HasPart) too, which has the same adjacency matrix as
PartOf, transposed. Finally, we use Visual Genome to get co-occurrence statistics between cate-
gories, inspired by [58] but in a more comprehensive manner. We estimate conditional probabilities
of subject given predicate, object given predicate, predicate given subject, predicate given object,
subject given object, and object given subject, as well as the covariance of entity classes as they
connect to the same predicate, and the covariance of predicate classes as they connect to the same
entity. These edge types capture a variety of statistical interactions between classes. Overall these
three sources lead to 19 edge types (including backward edge types for asymmetric relationships).
The process of compiling and pruning the knowledge graph is semi-automatic and takes less than
a day from a single person. We make it publicly available as a part of our code. We have also tried
using each individual source (e.g. only ConceptNet) independently, which requires less effort, and
does not significantly impact the performance. There are also recent approaches to automate the
process of commonsense knowledge graph construction [91, 92], which can be utilized to further
reduce the manual labor.
4.5.3 Main results
Table 4.1 summarizes our results in comparison to the state of the art. IMP+ refers to the re-
implementation of [37] by [58] using their new Faster R-CNN backbone. That method does not
use any external knowledge and only uses message passing among the entities and predicates and
then classifies each. Hence, it can be seen as a strong, but knowledge-free baseline. FREQ is a
simple baseline proposed by [58], which predicts the most frequent predicate for any given pair
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of entity classes, solely based on statistics from the training data. FREQ surprisingly outperforms
IMP+, confirming the efficacy of commonsense in SGG.
SMN [58] applies bi-directional LSTMs on top of the entity features, then classifies each entity
and each pair. They bias their classifier logits using statistics from FREQ, which improves their
total recall significantly, at the expense of higher bias against less frequent classes, as revealed by
[78]. More recently, KERN [78] encodes VG statistics into the edge weights of the graph, which
is then incorporated by propagating messages. Since it encodes statistics more implicitly, KERN
is less biased compared to SMN, which improves mR. Our method improves both R and mR
significantly, and our class-balanced model, GB-NET-V, further enhances mR (+2.7% in average)
without hurting R by much (−0.2%).
We observed that the state of the art performance has been saturated in the SGGEN setting,
especially for overall recall. This is partly because object detection performance is a bottleneck
that limits the performance. It is worth noting that mean recall is a more important metric than
overall recall, since most SGG methods tend to score a high overall recall by investing on few
most frequent classes, and ignoring the rest [78]. As shown in Table 4.1, our method achieves
significant improvements in mean recall.
4.5.4 Ablation study
To further explain our performance improvement, Table 4.2 compares our full method with
its weaker variants. Specifically, to investigate the effectiveness of commonsense knowledge, we
remove the commonsense graph and instead classify each node in our graph using a 2-layer fully
connected classifier after message passing. This negatively impacts performance in all metrics,
proving our method is able to exploit commonsense knowledge through the proposed bridging
technique. Moreover, to highlight the importance of our proposed message passing and bridge
refinement process, we repeated the experiments with fewer steps. We observe the performance
drops significantly with fewer steps, proving the effectiveness of our model, but it saturates as we
go beyond 3 steps.
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Figure 4.3: Comparison of our method GB-NET with KERN [78] in terms of recall at 50 per
predicate class, without graph constraint. The horizontal axis was ordered decreasingly based on
frequency in VG.
4.5.5 Per-class performance
Figure 4.3 illustrates the recall of our method for each predicate class separately, where predi-
cates are ordered decreasingly according to their frequency in the training set. While state-of-the-
art methods such as KERN [78] obtain much lower performance on the tail of the distribution, our
method significantly improves the performance of the tail without losing on the frequent predicates,
resulting in a more reliable and consistent performance overall.
4.6 Computational cost
We compute the training and test speed of our method and compare to KERN [78] using identi-
cal hardware, with one GPU of type NVIDIA GeForce GTX 1080 Ti with 11 gigabytes of memory,
and summarize the results in Table 4.3. Perhaps the most important aspect of computation is the
run time when deploying the model on new images. To this end, we run each trained model on
the entire test set of Visual Genome (VG), i.e. 26446 images, and get the average run time over
all images in terms of seconds. Our method is 34% faster than the state of the art, while being
significantly more accurate as demonstrated earlier.
Another important factor is the duration of training. We record the time it takes to train each
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model on one epoch of the VG training set, i.e. 56224 images, and get the average over 10 training
epochs. As Table 4.3 shows, our method is more than twice faster than the state of the art. One of
the reasons is that KERN has two stages of message passing, each with three steps, first to infer
entities, and then to infer predicates, while our method infers both entities and predicates jointly,
through 3 steps of global message passing.
Finally, we compare the number of trainable parameters each method has. Our method has
10% more parameters than KERN, while it is 52% and 34% faster than KERN during training and
test respectively. Note that in all methods, 139.8 millions of the parameters belong to the Faster
R-CNN detector, which we fix while training for scene graph generation.
4.7 Qualitative results
To demonstrate the performance of our method qualitatively, Figures 4.4-4.16 show examples
of scene graphs generated by our method, compared to the ones generated by KERN. These exam-
ples illustrate how our method predicts more commonsensical graphs despite visual ambiguities in
the scene. We observed several patterns in which our method outperforms KERN. Since KERN
(and most other SGG methods such as [58]) first classify each entity and then classify predicates,
they are unable to utilize predicate semantics to enhance entity classification. Thus in many cases,
KERN misclassifies an entity, due to visual ambiguity and clutter, while our method makes the
correct prediction that might be less apparent visually, but lead to a more consistent scene graph
semantically. In some other cases, KERN misclassifies an entity not because it is visually cluttered,
but because the bounding box is too loose and covers a big portion of background. Our method is
more robust to such bounding box inaccuracies, resulting a higher overall performance. Finally, in
some cases entities are classified correctly by KERN, but the choice of predicates is inappropriate.
Our method usually picks the correct predicate, in accordance to commonsense knowledge, such




































Figure 4.4: Example comparison of our method GB-NET (left) with KERN [78] (right). Misclas-
sified entities and predicates are colored red, and the correct class is included in parentheses. This
is a challenging image with 4 occurrences of “glass” with two different meanings (eyeglasses and
beer glass). Our method is able to choose the appropriate relation (wearing or holding) for each

























Figure 4.5: Example comparison of our method GB-NET (left) with KERN [78] (right). The
concept of a clock face is challenging for KERN but our method can produce such output, by
exploiting the prior knowledge and statistics that clocks can have faces and the face would be on
















































Figure 4.6: Example comparison of our method GB-NET (left) with KERN [78] (right). KERN
misclassifies the table as a room, possibly because the bounding box contains the entire scene, but
this leads to incorrect triplets such as laptop on room. Our method predicts the more appropriate

































Figure 4.7: Example comparison of our method GB-NET (left) with KERN [78] (right). KERN
misclassifies the boy as fence, which leads to the nonsensical triplets fence has ear, fence has nose,





















Figure 4.8: Example comparison of our method GB-NET (left) with KERN [78] (right). KERN
predicts triplets such as ear on zebra and nose on zebra, etc., while our method predicts more
semantically sound triplets ear of zebra and nose of zebra, reflecting the ownership relationship






























Figure 4.9: Example comparison of our method GB-NET (left) with KERN [78] (right). KERN
misclassifies the table as fruit, possibly because it is entirely covered by fruites. But this leads to









































Figure 4.10: Example comparison of our method GB-NET (left) with KERN [78] (right). KERN
misclassifies car as street, possibly because the bounding box is too loose and contains a large
portion of the street. Our method is aware that door on street is not commonsensical, and hence


















Figure 4.11: Example comparison of our method GB-NET (left) with KERN [78] (right). KERN
misclassifies the kite as a tail, because it actually looks more like a tail. Our method predicts kite
that is visually less clear, but leads to a more commonsensical graph overall.
4.8 Summary
We proposed a new method for Scene Graph Generation that incorporates external common-
sense knowledge in a novel, graphical neural framework. We unified the formulation of scene
graph and commonsense graph as two types of knowledge graph, which are fused into a single
graph through a dynamic message passing and bridging algorithm. Our method iteratively prop-
agates messages to update nodes, then compares nodes to update bridge edges, and repeats until
the two graphs are carefully connected. Through extensive experiments, we showed our method





















Figure 4.12: Example comparison of our method GB-NET (left) with KERN [78] (right). Our
method correctly detects the two pieces of curtain on window, while KERN predicts the less ap-
























Figure 4.13: Example comparison of our method GB-NET (left) with KERN [78] (right). KERN
misclassifies the bear as rock, possibly due to the too loose bounding box that includes rocks as
well. This leads to nonsensical triplets such as face on rock and head on rock, while our method














Figure 4.14: Example comparison of our method GB-NET (left) with KERN [78] (right). KERN
misclassifies the cat as a car, possibly because the bounding box is too loose and covers a large


























Figure 4.15: Example comparison of our method GB-NET (left) with KERN [78] (right). KERN
misclassifies the giraffe as a fence, leading to nonsensical triplets such as fence on fence, fence has
leg, etc. Our method avoids such inappropriates compositions.
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car windshield street (car)windshield
carwindshield on street (car)windshield on
Figure 4.16: Example comparison of our method GB-NET (left) with KERN [78] (right). KERN
misclassifies car as street due to the extreme occlusion, while our method exploits the fact that cars
are more likely to have windshields than streets.
60
Table 4.1: Evaluation in terms of mean and overall triplet recall, at top 50 and top 100, with and
without Graph Constraint (GC), for the three tasks of SGGEN, SGCLS and PREDCLS. Numbers
are in percentage. All baseline numbers were borrowed from [78]. Top two methods for each
metric is shown in bold and italic respectively.
Task Metric GC
Method
IMP+ FREQ SMN KERN GB-NET GB-NET-V
SGGEN
mR@50
Y 3.8 4.3 5.3 6.4 6.1 7.1
N 5.4 5.9 9.3 11.7 9.8 11.7
mR@100
Y 4.8 5.6 6.1 7.3 7.3 8.5
N 8.0 8.9 12.9 16.0 14.0 16.6
R@50
Y 20.7 23.5 27.2 27.1 26.4 26.3
N 22.0 25.3 30.5 30.9 29.4 29.3
R@100
Y 24.5 27.6 30.3 29.8 30.0 29.9
N 27.4 30.9 35.8 35.8 35.1 35.0
SGCLS
mR@50
Y 5.8 6.8 7.1 9.4 9.6 12.7
N 12.1 13.5 15.4 19.8 21.4 25.6
mR@100
Y 6.0 7.8 7.6 10.0 10.2 13.4
N 16.9 19.6 20.6 26.2 29.1 32.1
R@50
Y 34.6 32.4 35.8 36.7 38.0 37.3
N 43.4 40.5 44.5 45.9 47.7 46.9
R@100
Y 35.4 34.0 36.5 37.4 38.8 38.0
N 47.2 43.7 47.7 49.0 51.1 50.3
PREDCLS
mR@50
Y 9.8 13.3 13.3 17.7 19.3 22.1
N 20.3 24.8 27.5 36.3 41.1 44.5
mR@100
Y 10.5 15.8 14.4 19.2 20.9 24.0
N 28.9 37.3 37.9 49.0 55.4 58.7
R@50
Y 59.3 59.9 65.2 65.8 66.6 66.6
N 75.2 71.3 81.1 81.9 83.6 83.5
R@100
Y 61.3 64.1 67.1 67.6 68.2 68.2
N 83.6 81.2 88.3 88.9 90.5 90.3




mR@50 mR@100 R@50 R@100 mR@50 mR@100 R@50 R@100
No Knowledge 5.5 6.6 25.3 28.8 15.4 16.8 62.5 64.5
) = 1 5.6 6.7 24.9 28.5 15.6 17.1 62.1 64.2
) = 2 5.7 6.9 26.1 29.7 18.2 19.7 66.7 68.4
GB-NET 6.1 7.3 26.4 30.0 18.2 19.7 67.0 68.6
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Table 4.3: Time and memory cost of our method compared to the state of the art
Method
Test time Train time # parameters
(sec/image) (min/epoch) (million)
KERN [78] 0.79 401.2 405.2
GB-NET 0.52 191.6 444.6
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Chapter 5: Learning Visual Commonsense with Graph-Based
Representations
In the previous chapter, we studied how to use an external knowledge graph to incorporate
human-like commonsense within the process of graph-based scene understanding. Nevertheless,
relying on an external source of knowledge is not ideal, as it requires manual work to produce such
knowledge graphs, and existing sources are incomplete and noisy. In this chapter, we propose the
first method to acquire visual commonsense such as affordance and intuitive physics automatically
from data, and use that to improve the robustness of scene understanding. To this end, we extend
Transformer models to incorporate the structure of scene graphs, and train our Global-Local At-
tention Transformer on a scene graph corpus. Once trained, our model can be applied on any scene
graph generation model and correct its obvious mistakes, resulting in more semantically plausible
scene graphs. Through extensive experiments, we show our model learns commonsense better
than any alternative, and improves the accuracy of state-of-the-art scene graph generation meth-
ods. This chapter including all images, figures, tables, equations, and text is based on a recently
published collaborative work [93].
5.1 Introduction
As we discussed in Chapter 4, there is a growing interest in incorporating commonsense rea-
soning and background knowledge into the process of visual recognition and scene understanding
[40, 33, 94, 95, 9]. In Scene Graph Generation (SGG), for instance, external knowledge bases [79]
and dataset statistics [78, 58] have been utilized to improve the accuracy of entity (object) and pred-
icate (relation) recognition. The effect of these techniques is usually to correct obvious perception
errors, and replace with more plausible alternatives. For instance, Figure 5.1 (top) shows an SGG
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Figure 5.1: Overview of the proposed method: We propose a commonsense model that takes a
scene graph generated by a perception model and refines that to make it more plausible. Then
a fusion module compares the perception and commonsense outputs and generates a final graph,
incorporating both signals.
model mistakenly classifies a bird as a bear, possibly due to the dim lighting and small object
size. However, a model that mimics human commonsense can correctly predict bird, because
bear on branch is a less common situation, less aligned with intuitive physics, and contrary
to animal behavior.
Nevertheless, existing methods to incorporate commonsense into the process of visual recog-
nition have two major limitations. Firstly, they rely on an external source of commonsense, such
as crowd-sourced or automatically mined commonsense rules, which tend to be incomplete and in-
accurate [79], or statistics directly gathered from training data, which are limited to simple heuris-
tics such as co-occurrence frequency [78]. In this chapter, we propose the first method to learn
graphical commonsense automatically from a scene graph corpus, which does not require external
knowledge, and acquires commonsense by learning complex, structured patterns beyond simple
heuristics.
Secondly, most existing methods are strongly vulnerable to data bias as they integrate data-
driven commonsense knowledge into data-driven neural networks. For instance, the commonsense
model in Figure 5.1 (bottom) mistakes the elephant for a person, in order to avoid the bizarre
triplet elephant drawing picture, while the elephant is quite clear visually, and the
perception model already recognizes it correctly. None of the existing efforts to equip scene under-
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standing with commonsense have studied the fundamental question of whether to trust perception
or commonsense, i.e., what you see versus what you expect. In this chapter, we propose a way
to disentangle perception and commonsense into two separately trained models, and introduce a
method to exploit the disagreement between those two models to achieve the best of both worlds.
To this end, we first propose a mathematical formalization of visual commonsense, as a prob-
lem of auto-encoding perturbed scene graphs. Based on the new formalism, we propose a novel
method to learn visual commonsense from annotated scene graphs. We extend recently successful
transformers [96] by adding local attention heads to enable them to encode the structure of a scene
graph, and we train them on a corpus of annotated scene graphs to predict missing elements of a
scene via a masking framework similar to BERT [97]. As illustrated in Figure 5.2, our common-
sense model learns to use its experience to imagine which entity or predicate could replace the
mask, considering the structure and context of a given scene graph. Once trained, it can be stacked
on top of any perception (i.e., SGG) model to correct nonsensical mistakes in the generated scene
graphs.
The output of the perception and commonsense models can be seen as two generated scene
graphs with potential disagreements. We devise a fusion module that takes those two graphs,
along with their classification confidence values, and predicts a final scene graph that reflects both
perception and commonsense knowledge. The degree to which our fusion module trusts each input
varies for each image, and is determined based on the estimated confidence of each model. This
way, if the perception model is uncertain about the bird due to darkness, the fusion module relies
on the commonsense more, and if perception is confident about the elephant due to its clarity,
the fusion module trusts its eyes.
We conduct extensive experiments on the Visual Genome datasets [54], showing (1) The pro-
posed GLAT model outperforms existing transformers and graph-based models in the task of com-
monsense acquisition; (2) Our model learns various types of commonsense that are absent in SGG
models, such as object affordance and intuitive physics; (3) The proposed model is robust to dataset
bias, and shows commonsensical behavior even in rare and zero-shot scenarios; (4) The proposed
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GLAT and Fusion mechanisms can be applied on any SGG method to correct their mistakes and
improve their accuracy. The main contributions of this chapter are the following:
• We propose the first method for learning structured visual commonsense, Global-Local At-
tention Transformer (GLAT), which does not require any external knowledge, and outper-
forms conventional transformers and graph-based networks.
• We propose a cascaded fusion architecture for Scene Graph Generation, which disentangles
commonsense reasoning from visual perception, and integrates them in a way that is robust
to the failure of each component.
• We report experiments that showcase our model’s unique ability of learning commonsense
without picking up dataset bias, and its utility in downstream scene understanding.
5.2 Related Work
5.2.1 Commonsense in computer vision
Incorporating commonsense knowledge has been explored in various computer vision tasks
such as object recognition [62, 52, 53], object detection [94], semantic segmentation [98], action
recognition [40], visual relation detection [33], scene graph generation [78, 58, 79], and visual
question answering [99, 100]. There are two aspects to study about these methods: where their
commonsense comes from, and how they use it.
Most methods either adopt an external curated knowledge base such as ConceptNet [101, 79,
52, 53, 98, 99], or acquire commonsense automatically by collecting statistics over an often an-
notated corpus [62, 78, 58, 94, 100, 33]. Nevertheless, the former group are limited to incom-
plete external knowledge, and the latter are based on ad-hoc, hard-coded heuristics such as the
co-occurrence frequency of categories. Our method is the first to formulate visual commonsense
as a machine learning task, and train a graph-based neural network to solve it. There are a third
group of works that focus on a particular type of commonsense by designing a specialized model,
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such as intuitive physics [102], or object affordance [103]. We put forth a more general frame-
work that includes but is not limited to physics and affordance, by exploiting scene graphs as a
versatile semantic representation. The most similar to our work is [104], which only models object
co-occurrance patterns, while we also incorporate object relationships and scene graph structure.
When it comes to utilizing commonsense, existing methods integrate it within the inference
pipeline, either by retrieving a set of relevant facts from a knowledge base and feeding as addi-
tional features to the model [99, 79, 100], or by employing a graph-based message propagation
process to embed the structure of the knowledge graph within the intermediate representations of
the model [62, 40, 78, 52, 53]. Some other methods distill the knowledge during training through
auxiliary objectives, making the inference simple and free of external knowledge [98, 33]. Never-
theless, in all those approaches, commonsense is seamlessly infused into the model and cannot be
disentangled. This makes it hard to study and evaluate commonsense and perception separately, or
control their influence. Few methods have modeled commonsense as a standalone module which
is late-fused into the prediction of the perception model [94, 58]. Yet, we are the first to devise
separate perception and commonsense models, and adaptively weigh their importance based on
their confidence, before fusing their predictions.
5.2.2 Commonsense in scene graph generation
Zellers et al. [58] were the first to explicitly incorporate commonsense into the process of
scene graph generation. They biased predicate classification logits using a pre-computed frequency
prior that is a static distribution, given each entity class pair. Although this significantly improved
their overall accuracy, the improvement is mainly due to the fact that they favor frequent triplets
over others, which is statistically rewarding. Even if their model classifies the relation between a
person and a hat as holding, their frequency bias would most likely change that to wearing,
which is more frequent.
More recently, Chen et al. [78] employed a less explicit way to incorporate the frequency prior
within the process of entity and predicate classification. They embed the frequencies into the edge
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weights of their inference graph, and utilize those weights within their message propagation pro-
cess. This improves the results especially on less frequent predicates, since it less strictly enforces
the statistics on the final decision. However, this way commonsense is integrated implicitly into
the SGG model and cannot be probed or studied in isolation. We remove the adverse effect of
statistical bias while keeping the commonsense model disentangled from perception.
Gu et al. [79] exploits ConceptNet [101] rather than dataset statistics, which is a large-scale
knowledge graph comprising relational facts about concepts, e.g. dog is-a animal or fork
is-used-for eating. Given each detected object, they retrieve ConceptNet facts involving
that object class, and employ a recurrent neural net and an attention mechanism to encode those
facts into the object features, before classifying objects and predicates. Nevertheless, ConceptNet
is not exhaustive, since it is extremely hard to compile all commonsense facts. Our method does
not depend on a limited source of external knowledge, and acquires commonsense automatically,
via a generalizable neural network.
5.2.3 Transformers and graph-based neural networks
Transformers were originally proposed to replace recurrent neural networks for machine trans-
lation, by stacking several layers of multi-head attention [96]. Ever since, transformers have been
successful in various vision and language tasks [97, 105, 1]. Particularly, BERT [97] randomly
replaces some words from a given sentence with a special MASK token and tries to reconstruct
those words. Through this self-supervised game, BERT acquires natural language, and can trans-
fer its language knowledge to perform well in other NLP tasks. We use a similar self-supervised
strategy to learn to complete missing pieces of a scene graph. Rather than language, our model
acquires the ability to imagine a scene in a structured, semantic way, which is a hallmark of human
commonsense.
Transformers treat their input as a set of tokens, and discard any form of structure among them.
To preserve the order of tokens in a sentence, BERT augments the initial embedding of each token
with a position embedding before feeding into transformers. Scene graphs, on the other hand, have
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a more complex structure that cannot be embedded in such a trivial way. Recently, Graph-based
Neural Networks (GNN) have been successful to encode graph structures into node representations,
by applying several layers of neighborhood aggregation. More specifically, each layer of a GNN
represents each node by a trainable function that takes the node as well as its neighbors as input.
Graph convolutional nets [47], gated graph neural nets [89], and graph attention nets [106] all
implement this idea with different computational models for neighborhood aggregation. GNNs
have been widely utilized for scene graph generation by incorporating context [37, 50, 57], but we
are the first to exploit GNNs to learn visual commonsense.
We adopt graph attention nets due to their similarity to transformers in using attention. The
main difference of graph attention nets to transformers is that instead of representing each node
by an attention over all other nodes, they only compute an attention over immediate neighbors.
Inspired by that, we use a BERT-like transformer network, but replace half of its attention heads
by local attention, simply by enforcing the attention between non-neighbor nodes to zero. Through
ablation experiments in Section 5.4, we show the proposed Global-Local Attention Transformers
(GLAT) outperforms conventional transformers, as well as widely used graph-based models such
as graph convolution nets and graph attention nets.
5.3 Method
In this section, we first formalize the task, and propose a novel formulation of visual com-
monsense in connection with visual perception. We then provide an overview of the proposed
architecture (Figure 5.1), followed by an in-depth description of each proposed module.
We define a scene graph as  = (N4,N?, EB, E>), where N4 is a set of entity nodes, N? is a
set of predicate nodes, EB is a set of edges from each predicate to its subject (which is an entity
node), and E> is a set of edges from each predicate to its object (that also is an entity node). Each
entity node is represented with an entity class 24 ∈ C4 and a bounding box 1 ∈ [0, 1]4, while
each predicate node is represented with a predicate class 2? ∈ C? and is connected to exactly one
subject and one object. Note that this formulation of scene graph is slightly different from the
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conventional one [37], as we formulate predicates as nodes rather than edges. This tweak does not
cause any limitation since every scene graph can be converted from the conventional representation
to our representation. However, this formulation allows multiple predicates between the same pair
of entities, and it also enables us to define a unified attention over all nodes no matter entity or
predicate.
Given a training dataset with many images  ∈ [0, 1]ℎ×F×2 paired with ground truth scene
graphs ) , our goal is to train a model that takes a new image and predicts a scene graph that
maximizes ?( |). This is equivalent of maximizing ?( |)?(), which breaks the problem
into what we call perception and commonsense. In our proposed intuition, commonsense is the
mankind’s ability to predict which situations are possible and which are not, or in other words,
what makes sense and what does not. This can be seen as a prior distribution ?() over all
possible situations in the world, represented as scene graphs. Perception, on the other hand, is
the ability to form symbolic belief from raw sensory data, which are respectively  and  in
our case. Although the goal of computer vision is to solve the Maximum a Posteriori (MAP)
problem (maximizing ?( |)), neural nets often fail to estimate the posterior, unless the prior is
explicitly enforced in the model definition [107]. This is while in computer vision, the prior is
often overlooked, or inaccurately considered to be a uniform distribution, making MAP equivalent
to Maximum Likelihood (ML), i.e., finding  that maximizes ?( |) [108].
We propose the first method to explicitly approximate the MAP inference by devising an ex-
plicit prior model (commonsense). Since posterior inference is intractable, we propose a two-stage
framework as an approximation: We first adopt any off-the-shelve SGG model as the perception
model, which takes an input image and produces a perception-driven scene graph, %, that ap-
proximately maximizes the likelihood. Then we propose a commonsense model, which takes %
as input, and produces a commonsense-driven scene graph,  , to approximately maximize the
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posterior, i.e.,
% = 5% () ≈ arg max

?( |), (5.1)
 = 5 (%) ≈ arg max

?( |)?(), (5.2)
where 5% and 5 are the perception and commonsense models. The commonsense model can be
seen as a graph-based extension of denoising autoencoders [109], which evidently can learn the
generative distribution of data [110, 111], that is ?() in our case. Accordingly, 5 can take any
scene graph as input and produce a more plausible graph by only slightly changing the input. A
key design choice here is the fact that 5 does not take the image as input. Otherwise, it would be
hard to ensure it is purely learning commonsense and not perception.
Ideally,  is the best decision to make, since it maximizes the posterior distribution. How-
ever, in practice autoencoders tend to under-represent long-tailed distributions and only capture the
modes. This means the commonsense model may fail to predict less common structures, in favor
of more statistically rewarding alternatives. To alleviate this problem, we propose a fusion module
that takes % and  as input, and outputs a fused scene graph,  , which is the final output of
our system. This can be seen as a decision-making agent that has to decide how much to trust each
model, based on how confident they are.
Figure 5.1 illustrates an overview of the proposed architecture. In the rest of this section, we
elaborate each module in detail.
5.3.1 Global-Local Attention Transformers
We propose the first graph-based visual commonsense model, which learns a generative distri-
bution over the semantic structure of real-world scenes, through a denoising autoencoder frame-
work. Inspired by BERT [97], which reconstructs masked tokens in a sentence through stacked
layers of multi-head attention, we propose Global-Local Attention Transformers (GLAT) that take
a graph with masked nodes as input, and reconstructs the missing nodes. Figure 5.2 illustrates how
71
Figure 5.2: The proposed Global-Local Attention Transformer (GLAT), and its training frame-
work: We augment transformers with local attention heads to help them encode the structure of
scene graphs within node embeddings. The decoder takes the embeddings of a perturbed scene
graph and reconstructs the correct scene graph without having access to the image. Note this
figure only shows the commonsense block of our overall pipeline shown in Figure 5.1.




includes entity and predicate categories, as well as a special MASK class. We stack node represen-
tations as rows of a matrix - (0) for notation purposes.
GLAT takes - (0) as input and represents each node by encoding the structure and context. To
this end, it applies ! layers of multi-head attention on the input nodes. Each layer ; creates new
node representations - (;) , by applying a linear layer on the concatenated output of that layer’s
attention heads. More specifically,





×,; + 1; , (5.3)
where H; is the set of attention heads for layer ;, ,; and 1; are trainable fusion weights and bias
for that layer, and the concatenation operates along columns. We use two types of attention head,
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namely global and local. Each node can attend to all other nodes through global attention, while
only its neighbors through local attention. We further divide local heads based on the type of edge
they use, in order to differentiate the way subjects and objects interact with predicates, and vice
versa. Therefore, we can write:






All heads within each subset are identical, except they have distinct parameters that are initialized






where @, :, E are query, key, and value heads, each a fully connected network, typically (but not
necessarily) with a single linear layer. A local attention is the same, except queries can only interact
with keys of their immediate neighbor nodes. For instance in subject heads,
ℎ!( (-) =
[
@(-)) : (-)  B
]
E(-), (5.6)
where B is the adjacency matrix of subject edges, which is 1 between from each predicate to its
subject and vice versa, and 0 elsewhere. We similarly define > and ℎ!$ for object edges.
Once we get contextualized, structure-aware representations G (!)
8
for each node 8, we devise a
simple decoder to generate the output scene graph  , using a fully connected network that clas-
sifies each node to an entity or predicate class, and another fully connected network that classifies
each pair of nodes into an edge type (subject, object or no edge). We train the encoder and decoder
end-to-end, by randomly adding noise to annotated scene graphs from Visual Genome, feeding
the noisy graph to GLAT, reconstructing nodes and edges, and comparing each with the original
scene graph before perturbation. We train the network using two cross-entropy loss terms on the
node and edge classifiers. The details of training including the perturbation process are explained
73
in Section 5.4.1.
5.3.2 Fusing Perception and Commonsense
The perception and commonsense models each predict the output node categories using a clas-
sifier that computes a probability distribution over all classes by applying a softmax on its logits.
The class with highest probability is chosen and assigned a confidence score equal to its softmax
probability. More specifically, node 8 from % has a logit vector !%8 that has |C4 | or |C? | dimen-
sions depending of whether it is an entity node or predicate node. Similarly node 8 from  has a
logit vector !
8
. Note that these two nodes correspond to the same entity or predicate in the image,











is defined given !
8
.
The fusion module takes each node of % and the corresponding node of  , and computes




. The weights determine
the contribution of each model in the final prediction, and thus have to be proportional to the















Finally, a softmax is applied on !
8
to compute the final classification distribution for node 8.
5.4 Experiments
In this section, we describe our experiments on the Visual Genome (VG) dataset in detail. We
first evaluate how well our GLAT model learns visual commonsense, by comparing it to other mod-
els on the task of masked scene graph reconstruction. Then we provide a statistical analysis of our
model prediction to show the kinds of commonsense knowledge it acquires, and distinguish it from
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bias. Next, we evaluate how effective GLAT and our fusion mechanism are for the downstream
task of SGG, when applied on various perception models. We also provide several examples of
how the commonsense model corrects the perceived output, and how the fusion model combines
the two.
5.4.1 Implementation details
We train the perception and commonsense models separately using the ground truth scene
graphs ) from VG [54], particularly the version most widely used for SGG [37], which has 150
entity and 50 predicate classes. We then stack commonsense on top of perception and fine-tune
it on VG, this time with actual scene graphs generated by perception, to adapt to the downstream
task. The fusion module does not have trainable parameters and is thus only used during inference.
We use the 75k VG scene graphs for training all models, and use the other 25k for test. We
hold a small portion of the train set for validation. Our GLAT model (and other baselines when
applicable) have 6 layers, each with 8 attention heads, and has a 300-dimensional representation
for each node. While training GLAT, we randomly mask 30% of the nodes, which is the average
number of nodes mistaken by a typical SGG model. We average the classification loss over all
nodes and edges classified by the decoder, no matter masked or not. For fine-tuning and inference,
we prune the output of the perception model before feeding to GLAT, by keeping the top 100 most
confident predicates and all entities connected to those.
5.4.2 Evaluating commonsense
Once GLAT is trained, we evaluate it on the same task of reconstructing ground truth VG
graphs that are perturbed by randomly masking 30% of their nodes. We evaluate the accuracy of
our model in classifying the masked nodes, and report the accuracy (Table 5.1) separately for entity
nodes and predicate nodes, as well as overall. This is a good measure of how well the model has
learned commonsense, because it mimics mankind’s ability to imagine what would a real-world
scene look like, given some context. In Figure 5.2, for instance, given the fact that there is a person
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riding something that is masked, we can immediately tell it is probably a bike, a motorcycle, or a
horse. If we also know there is a mountain behind the masked object, and the masked object has
a face and legs (not shown in the figure for brevity), then we can more certainly imagine it is a
horse. By incorporating the global context of the scene, as well as the local structure of the graph,
GLAT is able to effectively imagine the scene and predict the class of the entity or predicate that
was masked, at a significantly higher accuracy compared to all baselines.
More specifically, we compare GLAT to: (1) A transformer [97] that is the same as our model,
except it only has global heads; (2) A Graph Attention Net [106] which is also the same as our
model, but only with local heads; and (3) A Graph Convolutional Network [47], which has only one
local head at each layer, and the attention is fixed to be equal for all neighbors of each node. We also
compare our method with the frequency prior used by Zellers et al. [58], which can only be applied
for masked predicates, and simply predicts the most frequent predicate given its subject and object.
As Table 5.1 shows, our method significantly outperforms all aforementioned baselines, which are
a good representative of any existing method to learn semantic graph reconstruction.
To provide a better sense of the commonsense knowledge our model learns, we apply GLAT
on the entire VG test set, using the procedure detailed below (Section 5.4.3), and collect its pre-
diction statistics in a diverse set of situations. We elaborate using an example, shown in the top
left cell of Table 5.2. Out of all triplets from all scene graphs produced by our model, we collect
those triplets that match the certain template of person [X] horse, and show our sorted top
5 predictions in terms of frequency. The 5 predicates most often predicted by our method between
a person and a horse are on, riding, near, watching, and behind. These are all pos-
sible interactions between a person and a horse, and all follow the affordance properties of both
person and horse. Nevertheless, when we get the same statistics from the output of a state-of-
the-art scene graph generation model (IMP [37]), we observe that it frequently predicts person
wearing horse, which does not follow the affordance of horse. This can be attributed to the
high frequency of wearing in VG annotation, which biases the IMP model, while our common-
sense model is prone to such bias, and has learned affordances through the self-supervised training
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Table 5.1: Ablation study on Visual Genome. All numbers are in percentage, and graph constraint
is enforced
Method Entity Predicate Both
Triplet Frequency [58] - 44.4 -
Graph Convolutional Nets [47] (local-only, fixed attention) 8.7 43.4 19.7
Graph Attention Nets [106] (local-only) 12.0 45.0 22.3
Transformers [97] (global-only) 14.0 42.3 22.9
Global-Local Attention Transformers (ours) 22.3 60.7 34.4
framework.
Table 5.2 provides several more scenarios like this, demonstrating our proficiency in three types
of commonsense: object affordance, intuitive physics, and object composition. As an example of
physics, we choose the triplet template [X] under bed, and show that our model predicts
plausible objects such as pot, shoe, drawer, book, and sneaker. This is while IMP predicts
bed under bed, counter under bed, and sink under bed, which are all physically
counter-intuitive. More interestingly, one of our frequent predictions, book under bed, is a
composition that does not exist in training data, suggesting the knowledge acquired by GLAT is
not merely a biased memory of frequent compositions in training data.
The last type of commonsense in our illustration is object composition, i.e., the fact that cer-
tain objects are physical parts of other objects. For [X] has ear, we predict head, cat,
elephant, zebra, and person, out of which head has ear and person has ear are
not within the 10 most frequent triplets in training data that match the template. Yet our model
frequently predicts them, demonstrating its unbiased knowledge. Not to mention, 4 out of 5 top
predictions made by IMP are nonsensical.
5.4.3 Evaluating scene graph generation
Now that we showed the efficacy of GLAT in learning visual commonsense and correcting per-
turbed scene graphs, we apply and evaluate it on the downstream task of scene graph generation.
We adopt existing SGG models as our perception model, and compare their output %, to the ones
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Table 5.2: Prediction statistics of our method compared to IMP [37] in various situations, show-
casing our model’s commonsense knowledge, and its robustness to dataset bias. Each row is des-
ignated for a certain type of commonsense, and has three examples in three pairs of columns. Each
pair of columns show the top 5 most frequent triplets matching a certain template from our model’s
prediction, compared to IMP. Black triplets are commonsensically correct, red triplets are wrong,
blue are commonsensically correct but statistically rare in training data, and green are correct but
never seen in training data.
corrected by our commonsense model , as well as the final output of our system after fusion .
We compare those 3 outputs for 3 different choices of perception model, all of which have compet-
itive state-of-the-art performance. More specifically, we use Iterative Message Passing (IMP [37])
as a strong baseline that is not augmented by commonsense. We also use Stacked Neural Motifs
(SNM [58]) that late-fuse a frequency prior with their output, and Knowledge-Embedded Routing
Networks (KERN [78]) that encode frequency prior within their internal message passing.
To evaluate, we conventionally compute the mean recall of the top 50 (mR@50) and top 100
(mR@100) triplets predicted by each model. Each triplet is considered correct if the subject, pred-
icate, and object are all classified correctly, and the bounding box of the subject and object have
more than 50% overlap (intersection over union) with the ground truth. We compute the recall for
the triplets of each predicate class separately, and average over classes. The aforementioned met-
rics are measured in 2 sub-tasks: (1) SGCLS is the main scenario where we classify entities and
predicates given annotated bounding boxes. This way the performance is not limited by proposal
quality. (2) PREDCLS provides the model with ground truth object labels, which helps evaluation
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Table 5.3: The mean recall of our method compared to the state of the art on the task of scene
graph generation, evaluated on the Visual Genome dataset [37], following the experiment settings
of [58]. All baseline numbers were borrowed from [78], and all numbers are in percentage
Method
PREDCLS SGCLS
mR@50 mR@100 mR@50 mR@100
IMP [37] 9.8 10.5 5.8 6.0
IMP + GLAT 11.1 11.9 6.2 6.5
IMP + GLAT + Fusion 12.1 12.9 6.6 7.0
SNM [58] 13.3 14.4 7.1 7.5
SNM + GLAT 13.6 14.6 7.3 7.8
SNM + GLAT + Fusion 14.1 15.3 7.5 7.9
KERN [78] 17.7 19.2 9.4 10.0
KERN + GLAT 17.6 19.1 9.3 10.0
KERN + GLAT + Fusion 17.8 19.3 9.9 10.4
focus on predicate recognition accuracy. Table 5.3 shows the full comparison of all methods on all
metrics. We observe that GLAT improves the performance of IMP which does not have common-
sense, but does not significantly change the performance of SNM and KERN which already use
dataset statistics. However, our full model which uses both the output of the perception model as
well as commonsense model consistently improves SGG performance.
Finally, we provide several examples in Figure 5.3 to illustrate how our commonsense model
fixes perception errors in difficult scenarios, and improves the robustness of our model. To save
space, we merge the three scene graphs predicted by the perception, commonsense, and fusion
models into a single graph, and emphasize any node or edge where these three models disagree. In
example (a), the chair is not fully visible, and the visible part does not visually show the action
of sitting, thus the perception model incorrectly predicts wearing, which is likely to be also
affected by the bias due to the prevalence of wearing annotations in Visual Genome. However,
it is trivial for the commonsense model that the affordance of chair is sitting. The fusion
module correctly prefers the output of the commonsense model, due to its higher confidence. In
(b), the perception model mistakes the head of the bird for a hat, due to the complexity of the
lighting and the similarity of foreground and background colors. This might be also affected by
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Figure 5.3: Example scene graphs generated by the perception, commonsense, and fusion mod-
ules, merged into one graph. Entities are shown as rectangular nodes and predicates are shown as
directed edges from subject to object. For entities and predicates that are identically classified by
the perception and commonsense model, we simply show the predicted label. But in cases where
the perception and commonsense models disagree, we show both of their predictions as well as
the final output chosen by the fusion module. We show mistakes in red, with the ground truth in
parentheses.
the bias of head instances in VG, which are usually human heads, and the fact that hat instances
typically co-occur with a head. Nevertheless, our commonsense model has the knowledge of
object composition and knows brids typically have heads but not hats. Example (c) is an
unusual case of holding, in terms of visual attributes such as arm pose. Hence, the perception
model fails to predict holding correctly, while our commonsense model corrects that mistake
by incorporating the affordance of bottle. Finally, in (d), the person is perceived under the
tower due to the camera angle, but for the commonsense model that is unlikely due to intuitive
physics. Hence, it corrects the mistake and the fusion module accepts that fix.
5.5 Summary
We presented the first method to learn visual commonsense automatically from a scene graph
corpus. Our method learns structured commonsense patterns, rather than simple co-occurrence
statistics, through a novel self-supervised training strategy. Our unique way of augmenting trans-
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formers with local attention heads significantly outperforms transformers, as well as widely used
graph-based models such as graph convolutional nets. Furthermore, we proposed a novel architec-
ture for scene graph generation, which consists of two individual models, perception and common-
sense, which are trained differently, and can complement each other under uncertainty, improving
the overall robustness. To this end, we proposed a fusion mechanism to combine the output of
those two models based on their confidences, and showed our model correctly determines when
to trust its perception and when to fall back on its commonsense. Experiments show the effec-
tiveness of our method for scene graph generation, and encourage future work to apply the same
methodology on other computer vision tasks.
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Chapter 6: Extending Graph-Based Representations to Multimedia Domain
In this chapter, we extend our earlier work on Visual Semantic Parsing (VSP, Chapter 3) to the
domain of multimedia, where the input data includes not only visual content, but also text. To this
end, we introduce a new task, MultiMedia Event Extraction (M2E2), which aims to extract events
and their arguments from multimedia documents. This results in a structured representation where
nodes represent events and arguments, and edges represent the roles arguments play in each event,
which closely resembles the structure of predicates and entities in VSP. Nevertheless, there are two
key distinctions between VSP and M2E2due to the unique challenges of the multimedia domain:
Firstly, in M2E2, each node may come from either image or text, which requires a seamless integra-
tion of information across modalities. Secondly, due to the more abstract semantic content of text
compared to images, M2E2targets a higher-level ontology than VSP, where predicates correspond
to high-level news events such as political conflicts, rather than low-level physical interactions
such as holding or throwing an object.
In order to address the task of M2E2, we propose a novel method, Weakly Aligned Structured
Embedding (WASE), which takes a mixture of visual and textual data as input and encodes both
types of data into a unified semantic embedding space, while maintaining the inherent structure of
entities and events. More specifically, WASE consists of a vision branch and a language branch,
which extract a graph from the input image or sentence, where each node in each graph is repre-
sented as a vector in a shared embedding space. This way, a set of modality-agnostic classifiers
can take each element (node or edge) of their input and classify their event and argument role, no
matter which modality the input comes from. This seamless integration of modalities is enabled
by the structured common space that is established through a novel weakly supervised, multitask
training stragety. Our method is the first to employ graph-based representations for a multimedia
understanding task, and the only available alternatives are either single-modality event extraction
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models, or multimedia models that learn unstructured embeddings. Through experiments on a
newly proposed dataset, we show that compared to state-of-the-art multimedia unstructured repre-
sentations, we achieve 8.3% and 5.0% absolute F-score gains on multimedia event extraction and
argument role labeling, respectively. Moreover, we show that our multimedia common space re-
sults in 9.8% absolute F-score gain compared to vision-only baselines, even in purely visual event
extraction where the input does not contain text.
Disclaimer: This is a joint work with Manling Li from the University of Illinois at Urbana-
Champaign. Some aspects of this work such as dataset construction and textual event extraction
are not claimed as contributions of this thesis, but are briefly explained here to provide a better
context. Moreover, the shared event and argument classifiers and vision-language graph align-
ment were both implemented by Manling Li, along with Figures 6.1-6.7. Furthermore, the entire
chapter including all images, figures, tables, equations, and text are based on a recently published
collaborative work [112].
6.1 Introduction
In Chapter 3, we proposed a new framework for extracting semantic graphs from images in
order to understand their content. Nevertheless, in many applications such as journalism, infor-
mation is transferred through multimedia data, such as videos and web pages that contain text and
images. In those scenarios, knowledge is often distributed between visual and verbal forms in
a holistic and entangled manner. This means a single news event that involves multiple entities
(event arguments) may not be comprehensively described or shown in either of the modalities.
More specifically, we randomly collected 100 multimedia news articles from the Voice of Amer-
ica (VOA), manually inspected them, and found that 33% of images in the articles contain visual
objects that serve as event arguments and are not mentioned in the text. Considering Figure 6.1 as
an example, the text includes information about a Movement.Transport event, along with its Agent
and Person arguments, but only the image contains its Vehicle argument, even though the event is
mentioned in text.
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Figure 6.1: An example of our proposed task, Multimedia Event Extraction (M2E2). An event
mention and some event arguments (Agent and Person) are mentioned in text, while the vehicle
arguments only appear in the image.
Nevertheless, event extraction is independently studied in Computer Vision (CV) [42] and
Natural Language Processing (NLP) [22], with major differences in task definition, data domain,
methodology, and terminology. Therefore, it is essential to develop information extraction tools to
understand multimedia data, which is an unexplored area of research. This is challenging due to
the inherent semantic gap between verbal and visual information. Vision and language research
has focused on distinct ontologies that were developed for each modality in isolation, and task
formulations that were created for each modality separately. To enable unified multimedia under-
standing, it is crucial to first create a unified ontology and task formulation, and then to develop a
single model that can extract the same type of knowledge representation from both modalities in
an integrated and complementary manner.
Accordingly, we propose MultiMedia Event Extraction (M2E2), a new task that aims to jointly
extract events and arguments from multiple modalities. To this end, we extend the previously
proposed formulation of VSP (Chapter 3) to the multimedia domain by integrating it with the task
of Event Extraction (EE) in NLP [22]. In both tasks, the goal is to extract a set of events (predicates)
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and arguments (entities), as well as the role the arguments play in each event. In VSP, entities and
predicates are extracted from an image, while in EE, they are extracted from text. In M2E2, the
goal is to extract the same kind of structure from multimedia data, which means each entity or
event can come from either image, text, or both. Therefore, the graph extraction model should be
agnostic about input modality. We achieve this by exploiting recent advances in multi-modality
common space models.
M2E2can be seen as an extension of VSP (Chapter 3), since the output graphs have a similar
structure. However, due to the semantic gap between visual and textual information, M2E2graphs
are at a higher level of semantic abstraction compared to VSP graphs. More specifically, while
predicates in VSP focus on simple visual interactions such as holding or throwing, their cor-
responding events in M2E2focus on higher-level newsworthy events such as protest or attack.
Nevertheless, they both can be seen as events or interactions that involve entities through a set of
semantic roles. Furthermore, since M2E2is a generalization of VSP, we design the visual branch
of our model inspired by VSPNET (Chapter 3), as we elaborate in Section 6.4.1.
To address M2E2, We propose a novel method named Weakly Aligned Structured Embedding (WASE).
The key idea of WASE is to learn a two-stream architecture where each stream extracts a struc-
tured representation from a single modality, and the output of both streams are within a common
embedding space. Since the goal is to extract a semantic graph, we want the common space em-
bedding to contain a structure, which has not been addressed by existing multimedia representation
methods [113, 114, 115]. More specifically, given a multimedia document consisting of multiple
sentences and images, we represent each image or sentence as a graph, where each node represents
an event or entity and each edge represents an argument role. The node embeddings are repre-
sented in a multimedia common semantic space, where each two node with the same real-world
meaning are close in that space, even if they come from different modalities. This enables us to
jointly classify events and argument roles from both modalities, using a set of shared, modality-
agnostic classifiers. WASE can also be seen as an extension of VSPNet to multimedia settings,
because it features a similar entity-predicate message propagation and role-driven attention in its
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visual branch, but also includes a language parsing branch which produces a similar representation.
Training any neural network for M2E2is challenging due to the lack of multimedia event ar-
gument annotations, which are costly to obtain due to the annotation complexity. Therefore, we
propose a weakly supervised framework, which takes advantage of existing single-modality cor-
pora to separately learn visual and textual event extraction, and uses an image-caption dataset to
align the embedding space across modalities. After training WASE using the proposed approach,
we evaluate it on a newly proposed dataset with M2E2annotations. Compared to the state-of-the-art
single-modality methods and multimedia flat representations, our method significantly outperforms
on both event extraction and argument role labeling tasks in all settings.
In summary, this chapter makes the following contributions:
• We propose a new task, MultiMedia Event Extraction, which extends our earlier work on
structured image understanding to the multimedia domain.
• We propose a novel deep neural network architecture, which takes an image or sentence as
input and extracts a unified structured representation from either modality, which is used to
recognize events and argument roles across modalities
• We propose a joint cross-media training framework which uses weak supervision to learn




Event extraction has been extensively studied in the NLP literature for the general news do-
main [116, 117, 118, 119, 120, 121, 122, 123, 124, 125, 126, 127, 128, 22]. State-of-the-art
methods typically use contextualized models to represent words or phrases in a given sentence,
classify each to detect potential trigger words and recognize their event type, and classify each
word paired with each event trigger to recognize their potential argument roles. Although event
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extraction is a purely language-based task, multimedia features have been proven to effectively
improve performance [129].
While “events" in NLP usually refer to complex events that involve multiple entities in a large
span of time and space (e.g. protest), that is not often the case in computer vision. The majority
of CV research on video understanding has been around atomic single-entity human actions (e.g.
jumping) [130] or simple activities that may involve other non-human objects but within confined
time and space boundaries (e.g. washing dishes) [131]. There is also progress towards more
complex visual events (e.g. birthday party) [132], but those works consider each event as a singular
concept and overlook the importance of structure, which is essential to understand the interactions
between event arguments. There are a few methods that aim to localize the agent [130, 133, 134],
or classify the recipient [135, 40, 136] of events, but neither detects the complete set of arguments
for an event.
The most similar to our work is Situation Recognition (SR) [42, 44] which predicts an event
and multiple arguments from an input image, but does not localize the arguments. Moreover,
Silberer and Pinkal [137] redefine the problem of visual argument role labeling with event types
and bounding boxes as input. Nevertheless, there is no existing solution for extracting events
and arguments from multimedia data (both text and image) jointly. Different from prior work,
we extend the problem scope to include event identification and coreference, and further advance
argument localization by proposing an attention framework which does not require bounding boxes
for training nor testing.
6.2.2 Multimedia Representation
There is a rich literature on multimedia representation learning, although not particularly stud-
ied for understanding events. Most multimedia representation research has been focused on simple
applications such as image retrieval using natural language queries [138, 139, 140]. In such cases,
each image or sentence can be represented holistically, using a single embedding vector. There
are also works that represent each image or sentence as a set of vectors rather than one, usually
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corresponding to objects and words respectively [141]. Those works are not only useful for im-
age retrieval, but also a more fine-grained localization of referring expressions in text [142, 143,
144, 145]. More recently, there are new approaches that represent an image-sentence pair jointly,
through several layers of cross-modality attention heads [1, 146, 147, 148]. Those models are more
capable at jointly understanding multimedia content, and have been applied to more complex tasks
such as visual question answering.
Nevertheless, existing works on multimedia representation ignore the inherent structure of se-
mantic content, which has been shown essential for a variety of tasks in both vision and NLP,
including event extraction [126]. UniVSE [113] incorporates entity attributes and relations into
cross-media alignment, but does not capture graph-level structures of images or text, and uses
the learned representation only for image retrieval. We create the first multimedia representation
method where both image and text are represented as a graph, where each node is in a common
space, and we show this architecture is more effective than alternative unstructured multimedia
embedding methods.
6.3 Task Definition
In this section, we clearly define the new task of Multimedia Event Detection. The input
to this task is a multimedia document, which consists of a set of images M = {<1, <2, . . . }
and a set of sentences S = {B1, B2, . . . }. Each sentence B can be represented as a sequence of
tokens B = (F1, F2, . . . ), where F8 is a token from the document vocabulary W. The input
also includes a set of entities T = {C1, C2, . . . } extracted from the document text. An entity is an
individually unique object in the real world, such as a person, an organization, a facility, a location,
a geopolitical entity, a weapon, or a vehicle. The objective of M2E2is twofold:
Event Extraction: Given a multimedia document, extract a set of event mentions, where each
event mention 4 has a type H4 and is grounded on a text trigger word F or an image < or both, i.e.,
4 = (H4, {F, <}). (6.1)
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Note that for an event, F and < can both exist, which means the visual event mention and the
textual event mention refer to the same event. For example in Figure 6.1, deploy indicates the
same Movement.Transport event as the image. We consider the event 4 as text-only event if it
only has textual mention F, and as image-only event if it only contains visual mention <, and as
multimedia event if both F and < exist.
Argument Extraction: The second task is to extract a set of arguments of event mention 4.
Each argument 0 has an argument role type H0, and is grounded on a text entity C or an image object
> (represented as a bounding box), or both,
0 = (H0, {C, >}) . (6.2)
The arguments of visual and textual event mentions are merged if they refer to the same real-world
event, as shown in Figure 6.1.
6.4 Method
In this section, we introduce our new model, Weakly Aligned Structured Embedding, which
takes multimedia input and creates a structure consisting of events and arguments. We assume
the input to our model is an image or a sentence or both. This is different from the definition of
our task, M2E2, which assumes the input has a set of images and sentences. Hence, we augment
WASE with preprocessing and postprocessing steps to split the input into image-sentence pairs
and aggregate the output of WASE to build document-level structures. Those steps are explained
in section 6.4.5 after presenting the core architecture of WASE.
WASE consists of a vision branch and a language branch, which take an image or sentence as
input, respectively, and extract a graph-based representation in a common semantic space. Then an
event classifier and an argument classifier take those graphs and classify each element to create a
symbolic graph with event types and argument roles. Each branch can be trained separately using
an annotated dataset in the corresponding modality. However, we choose to share the classifiers
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For the rebels, bravado goes hand-in-
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Training Phase Testing Phase
Cross-media Structured Common Representation Encoder
Cross-media Shared Argument Classifier
Conflict.Attack
Alignment
Cross-media Shared Event Classifier
ACE Text Event
Figure 6.2: An overview of our proposed training paradigm. During training (left), we simulta-
neously learn three tasks, which not only learn text-based and image-based event and argument
extraction, but also learn to do so via a shared set of classifiers that are agnostic about the input
modality. During test (right), our multimedia shared embedding can be used to jointly extract
events and arguments from multimedia articles.
across modalities and train the two branches jointly, even though training sources are distinct and
not multimedia. To further promote the formation of a uniform common space with identical
distribution of modalities, we devise an auxiliary task that aligns the outputs of the two branches
using paired image-caption data. Note that in test time, there is no need for input sentences to be
captions.
In the rest of this section, we elaborate how we adopt the previously proposed VSPNet (Chap-
ter 3) to form the visual branch of WASE. Then we briefly describe the language branch, and
then the shared classifiers. Next, we elaborate the training framework, as well as the inference
procedure. Figure 6.3 illustrates the architecture of our proposed model and Figure 6.2 shows an
overview of our training and inference mechanism.
90
Caption AMR Graph












































supporters on their way to











Figure 6.3: The two-stream architecture of our Weakly Aligned Structured Embeddingmodel. A
vision branch takes an input image and extracts a graph with contextualized node representations
using either an attention-based or object-based graph initialization mechanism. In parallel, a lan-
guage branch extracts a similar representation based on an AMR graph. The two output graphs are
projected onto a common semantic space where nodes that convey the same meaning are close to
each other, even if they come from different modalities. Red pixels depict the attention heatmaps
of our attention-based model.
6.4.1 Structured Visual Embedding Branch
Similar to VSPNet, we aim to extract entities and predicates from each image, as well as
potential semantic roles, and represent each node via a contextualized embedding. However, in
this task, events can be seen as a high-level form of predicates, which typically involve more
arguments in a broader span of time and space. For instance, a protest event in M2E2is similar
to the predicate hold in VSP, because both represent a situation that can happen in real world.
However, hold only involves an agent and an object that is being held, and also possibly an
instrument such as hand, while a protest is a much more complex situation involving multiple
agents doing different things, such as holding banners or shouting, in a much larger area and during
a typically longer time. Although both protest and hold can be represented as a single verb in
text, they appear much more differently in visual content. Hence, VSPNet may not directly work
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on the news events domain.
To adapt VSPNet to higher-level events, we assume each image can only contain one event,
and that event is covered by the entire image context, rather than a local region. This means
we have a single predicate node in our graph, surrounded by a few entity nodes that comprise its
arguments, essentially forming a star-shaped structure. This also aligns with the assumptions made
by Situation Recognition [42]. Therefore, we call this star-shaped structure a situation graph, and
train it on the imSitu dataset [42] in a weakly supervised fashion to perform the task of situation
recognition.
More specifically, the central node represents a verb E (e.g., destroying), and the neighbor
nodes are arguments represented as {(=, A)}, where = is a noun (e.g., ship) derived from WordNet
synsets [81] to indicate the entity type, and A indicates the role (e.g., item) played by the entity
in the event, based on FrameNet [149]. Due to the simplified structure of our situation graph,
we found it sufficient to use a fixed graphical structure for context propagation without iteratively
refining the edges as in VSPNet. We explore two different ways to generate the graph, and discuss
their trade-offs in Section 6.5.2.
(1) Object-based Graph: Similar to VSPNet, we use a Faster R-CNN backbone trained on Open
Images [72] (which has 600 object classes) to extract initial bounding boxes. We use a VGG-16
CNN [150] to extract visual features from the entire image m, and use that to represent the event
node. We use another VGG-16 backbone (identically initialized, but independently trained) to
encode the bounding boxes {o8}. As an auxiliary means to train each backbone, we apply a fully
connected network to predict a verb embedding from m and another fully connected to predict a
noun embedding for each o8.
m̂ = MLPm(m) , ô8 = MLPo(o8). (6.3)
We compare the predicted verb embedding to all verbs E in the imSitu taxonomy in order to classify
the verb, and similarly compare each predicted noun embedding to all imSitu nouns = which results
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in probability distributions:








where v and n are word embeddings initialized with GloVE [74]. We use another fully connected
network with one hidden layer followed by Softmax (f) to classify role A8 for each object >8:









) annotations for an image (from the imSitu corpus), we define
the situation loss functions:
LE = − log %(E∗ |<),
LA = − log(%(A∗8 |>8) + %(=∗8 |>8)).
(6.6)
(2) Attention-based Graph: State-of-the-art object detection methods only cover a limited set
of object types, such as the 600 classes in Open Images. Many salient and newsworthy objects
such as bomb, stone and stretcher are not covered in these ontologies. Hence, we propose an
open-vocabulary alternative to the object-based graph construction model. To this end, we bypass
the object proposal network and directly use the image feature map as an input to the role-driven
attention introduced in Chapter 3. More specifically, we use a VGG-16 CNN to extract a 7 × 7
convolutional feature map for each image <, which can be regarded as attention keys k8 for 7 × 7
local regions. Next, for each role A defined in the situation recognition ontology (e.g., agent), we
build an attention query vector qA by concatenating role embedding r with the image feature m as
context and apply a fully connected layer:
qA = ]@ [r; m] + b@ . (6.7)
Then, we compute the dot product of each query with all keys, followed by Softmax, which forms
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a heatmap h on the image, i.e.,
ℎ8 =
exp(qA k8)∑
9∈7×7 exp(qA k 9 )
. (6.8)
We use the heatmap to obtain a weighted average of the feature map to represent the argument >A





Similar to the object-based model, we embed oA to ôA , compare it to the imSitu noun embeddings
to define a distribution, and define a classification loss function. The verb embedding m̂ and the
verb prediction probability %(E |<) and loss are defined in the same way as in the object-based
method.
Once we initialize the situation graph using either the object-based or attention-based mecha-
nisms and pretrain the backbones on the imSitu dataset [42], we complete the visual embedding















 (8, 9))), (6.10)
where x (:)
8
is the embedding of node 8 at layer : , N(8) is the set of nodes adjacent to x8,  (8, 9)
is the edge type (semantic role) between x8 and x 9 , 68 9 is a message aggregation gate, and 5 is the
Sigmoid function. The set of nodes {x8} consist of the event node m as well as entity nodes o 9 .
We take the hidden states of the last GCN layer for each node as the common-space representation
mC and oC
8
, where C stands for the common (multimedia) embedding space.
6.4.2 Structured Language Embedding Branch
The language branch of WASE is outside the scope of this thesis, but we briefly describe it
for completeness. For more details refer to [112]. This branch takes a sentence as input and
extracts a graph-based embedding based on adopt Abstract Meaning Representation (AMR) [151].
AMR is a suitable choice both because it is a comprehensive semantic representation, and also
because it resembles our visual structure in that both graphs consist of edges labeled with semantic
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roles that connect predicates to their arguments. To encode each text sentence, we run the CAMR
parser [152, 153, 154] to generate an AMR graph, based on the named entity recognition and part-
of-speech (POS) tagging results from Stanford CoreNLP [155]. To represent each word F in a
sentence B, we concatenate its pre-trained GloVe word embedding [74], POS embedding, entity
type embedding and position embedding. We then input the word sequence to a bi-directional long
short term memory (Bi-LSTM) [156] network to encode the word order and get the representation
of each word w.
Similar to the vision branch, we apply a Graph Convolutional Network (GCN) [47] on the














 (8, 9))), (6.11)
where N(8) is the neighbour nodes of F8 in the AMR graph,  (8, 9) is the edge type between F8
and F 9 , 68 9 is the gate following [126], : represents GCN layer number, and 5 is the Sigmoid
function. We take the hidden states of the last GCN layer for each word as the common-space
representation wC. For each entity C, we obtain its representation tC by averaging the embeddings
of its tokens.
6.4.3 Cross-Media Shared Classifiers
The goal of M2E2is to create a unified semantic representation that abstracts away from modal-
ity. Hence, it is essential to create an extraction model that can ground each node of the output
graph on any modality in a seamless manner. To this end, one of our key design principles is to
share the final classifiers among modalities. This means each event is classified into an event type
H4
1 no matter if the input is the visual event node of the visual graph mC or a potential trigger word
from the text graph wC. Similarly, each argument is classified into a role H0, no matter if the input
is a visual object oC or text entity tC.
1We use BIO tag schema to decide trigger word boundary, i.e., adding prefix B- to the type label to mark the
beginning of a trigger, I- for inside, and O for none.
95












exp(]0 [tC;wC] + b0)∑
0′ exp(]0′ [tC;wC] + b0′)
, (6.12)
and similarly applied on the visual graph as follows:
%(H4 |<) =
exp(]4mC + b4)∑
4′ exp(]4′mC + b4′)
,
%(H0 |>) =
exp(]0 [oC; mC] + b0)∑
0′ exp(]0′ [oC; mC] + b0′)
.
(6.13)
6.4.4 Multimedia Joint Training
In order to make the event and argument classifier shared across modalities, the image and text
graph should be represented within the same semantic space. However, it is extremely costly to
obtain parallel multimedia event and argument annotation. Hence, we use event and argument an-
notations in separate modalities (i.e., ACE and imSitu datasets for text and vision respectively) to
train the model. Although it is possible to simultaneously optimize both tasks using shared classi-
fier weights, this does not guarantee a coherent semantic space at the input of the classifier, which
prevents cross-media aggregation or generalization ability. Therefore, we introduce an additional
auxiliary task to ensure the two modalities align well on the shared embedding space.
More specifically, we use a dataset of image-caption pairs from the news domain to extract
the visual and text embedding graphs and ensure the corresponding nodes of those graphs are
relatively close compared to non-matching image-caption pairs. Since there is no ground truth
alignment between the image nodes and caption nodes, we devise a weakly supervised alignment
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where w8 indicates the 8Cℎ word in caption sentence B and x 9 represents the 9 Cℎ node of the image
graph, including objects o and the event node m. U and V represent attention weights from caption
nodes to image nodes and vice versa. We use these attention weights to compute the attended
















can be seen as a reconstruction of w8 using visual nodes, and we want to ensure that the visual
embeddings can reconstruct w8 as closely as possible. Similarly, we want text embeddings to
reconstruct x 9 accurately. Hence, we define the alignment loss as the Euclidean distance between




| |w8 − w′8 | |22 +
∑
9
| |x 9 − x′9 | |22. (6.16)
We use a triplet loss to pull relevant image-caption pairs close while pushing irrelevant ones apart:
L2 = max(0, 1 + 〈B, <〉 − 〈B, <−〉), (6.17)
where <− is a randomly sampled negative image that does not match B.
The common space enables the event and argument classifiers to share weights across modali-


















All tasks are jointly optimized:
L = LE + LA + L4 + L0 + L2 (6.19)
Optimizing L entails learning three tasks, each using a separate dataset, namely ACE [157], im-
Situ [42], and the image-caption pairs in our VOA dataset as described in section 6.5.1. To this end,
in each training step, we sample a batch from each of those datasets to calculate the corresponding
loss and its gradients, and update all parameters simultaneously using the sum of all gradients. The
text event extraction task (L4 + L0) updates the shared event and role classifiers, as well as the pa-
rameters of the language branch, including GCN, LSTM, and word embeddings. The visual event
extraction task (LE + L4) updates the same shared classifiers as well as the parameters of the vision
branch, including GCN, attention, and the CNN backbones. The cross-media alignment task (L2)
updates the parameters of the vision branch as well as the language branch. Collectively, these
three tasks lead the vision and language branches to extract unified representations that contain
sufficient information for recognizing events and their arguments in a seamless manner.
6.4.5 Multimedia Joint Inference
M2E2is a challenging task because news events are defined as a composition of complex in-
teractions between a variety of entities that may appear in different modalities. Hence, although
we rely on single-modality data sources in training, we prefer multimedia joint inference in test
time, in order to incorporate the information from both modalities before making a decision about
each event. To this end, during inference, we aggregate the embedding of each node of the input
sentence B with the aligned embedding of nodes from the paired image via weighted averaging:
w′′8 = (1 − W)w8 + Ww′8, (6.20)
where W = exp(−〈B, <〉) and w′
8
is derived from < using Equation 6.15. We use w′′
8
to classify
each word into an event type and to classify each entity into a role with multimedia classifiers in
98
Equation 6.12. Similarly, for the image <, we compute the aggregated multimedia features m′′
and o′′
8
, and feed into the shared classifiers (Equation 6.13) to predict visual event and argument
roles. Finally, we use the similarity of the image-sentence pair 〈B, <〉 to determine whether the
events extracted from the two modalities are coreferential. This is the key to extract events that
have arguments in both modalities. It is also possible that two arguments from the two modalities
are coreferential, which can be merged using cross-media entity coreference resolution [145], but
that is outside the scope of this work.
In the M2E2task, the input is a multimedia document with sentences ( = {B1, B2, . . . } and
images " = {<1, <2, . . . , }. This is while our proposed WASE model takes a single image and
caption at a time. To enable document-level extraction, we first generate the structured common
embedding for each sentence and each image, and then compute pairwise similarities 〈B, <〉 be-
tween all image-caption pairs. We pair each sentence B with the closest image <, and feed each
pair to the model for joint classification. Each pair results in a small graph with a handful of events,
and we finally get the union of all graphs to represent the document. In order to create a coher-
ent graph for the entire document, an additional coreference resolution step is required, which is
outside the scope of this work.
6.5 Experiments
6.5.1 Evaluation Setting
Dataset We conduct experiments on the M2E2dataset, which is created for this task and pre-
sented at [112]. M2E2consists of 245 selected articles from the Voice of America (VOA) website 2.
Those articles collectively contain 6,167 sentences and 1,014 images, all annotated for events and
arguments. There are 1,297 annotated instances of events in text, as well as 1,965 arguments, while
there are 391 events and 1,429 arguments annotated in images. Moreover, there are 309 events that
are both mentioned in text and image, making the multimedia portion of the evaluation set, leaving
1,105 text-only and 188 image-only events. We separately evaluate on the multimedia and image-
2https://www.voanews.com/
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only portions of this dataset to show the effectiveness of multimedia training on image-only data
as well. Note that this dataset was only used for evaluation and not training. Table 6.1 shows the
M2E2ontology and statistics.
Table 6.1: The taxonomy of event types and argument roles in M2E2, along with the frequency of
each type in the (text|image) parts of the dataset.
Event Type Argument Role
Movement.Transport (223|53) Agent (46|64), Artifact (179|103), Vehicle (24|51), Destination (120|0),
Origin (66|0)
Conflict.Attack (326|27) Attacker (192|12), Target (207|19), Instrument (37|15), Place (121|0)
Conflict.Demonstrate (151|69) Entity (102|184), Police (3|26), Instrument (0|118), Place (86|25)
Justice.ArrestJail (160|56) Agent (64|119), Person (147|99), Instrument (0|11), Place (43|0)
Contact.PhoneWrite (33|37) Entity (33|46), Instrument (0|43), Place (8|0)
Contact.Meet (127|79) Participant (119|321), Place (68|0)
Life.Die (244|64) Agent (39|0), Instrument (4|2), Victim (165|155), Place (54|0)
Transaction.TransferMoney
(33|6)
Giver (19|3), Recipient (19|5), Money (0|8)
Evaluation Metrics We conduct evaluation on the image-only and multimedia event mentions
in the M2E2dataset and adopt traditional event extraction measures, i.e., Precision, Recall and F1
for events and argument roles separately. In the NLP literature [116, 119], an event mention is
correct if its event type and trigger offsets match a reference trigger; and an event argument is
correct if its event type, offsets, and role label match a reference argument. We make a similar
definition for the visual domain: a visual event mention is correct if its event type and image ID
match a reference visual event mention; and a visual event argument is correct if its event type,
localization, and role label match a reference argument. A visual argument is correctly localized
if the Intersection over Union (IoU) of the predicted bounding box with the ground truth bounding
box is over 0.5. Subsequently, we define a multimedia event mention to be correct if its event type
and trigger word/image match the reference. The arguments of multimedia events are either textual
or visual arguments, and are evaluated accordingly.
Baselines We compare two variants of our WASE model with the object-based and attention-
based graph initialization mechanisms, denoted as WASEobj and WASEatt respectively. To show
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the effectiveness of structured embedding, we include a baseline by removing the text and image
GCNs from our model, which is denoted as Flat. The Flat baseline ignores edges and treats images
and sentences as sets of vectors. We also compare to the state-of-the-art cross-media common
representation model, Contrastive Visual Semantic Embedding VSE-C [158], by training it the
same way as WASE. Moreover, we show the effectiveness of multimedia training by removing
the vision branch and the language branch of our network, one at a time, denoted as WASET and
WASEI respectively.
6.5.2 Quantitative Results
Table 6.2: Presicion, recall, and 1 scores of our method compared to various baselines on the
M2E2dataset (%).
Method
Image-Only Evaluation Multimedia Evaluation
Event Mention Argument Role Event Mention Argument Role
% ' 1 % ' 1 % ' 1 % ' 1
WASET - - - - - - 41.2 33.1 36.7 20.1 13.0 15.7
WASEIatt 29.7 61.9 40.1 9.1 10.2 9.6 28.3 23.0 25.4 2.9 6.1 3.8
WASEIobj 28.6 59.2 38.7 13.3 9.8 11.2 26.1 22.4 24.1 4.7 5.0 4.9
VSE-C 30.3 48.9 26.4 5.6 6.1 5.7 33.3 48.2 39.3 11.1 14.9 12.8
Flatatt 27.1 57.3 36.7 4.3 8.9 5.8 33.9 59.8 42.2 12.9 17.6 14.9
Flatobj 26.4 55.8 35.8 9.1 6.5 7.6 34.1 56.4 42.5 16.3 15.9 16.1
WASEatt 32.3 63.4 42.8 9.7 11.1 10.3 38.2 67.1 49.1 18.6 21.6 19.9
WASEobj 43.1 59.2 49.9 14.5 10.1 11.9 43.0 62.1 50.8 19.5 18.9 19.2
As shown in Table 6.2, our complete methods (WASEatt and WASEobj) outperform all baselines
on all tasks in terms of F1. The superiority over the flat baselines as well as VSE-C demonstrate
the importance of structured representations for event understanding, which is effectively learned
by WASE. The improvement over the text-only and vision-only variants of our method on the
multimedia task prove that none of the modalities are sufficient for fully understanding multimedia
news events. More interestingly, we observe an improvement over the vision-only baselines even
in the image-only evaluation setting, which is counter-intuitive as a vision-only model is more
directly optimized to perform that task, and training on text data should not directly improve visual
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understanding. We believe this improvement is due to the fact that learning a multimedia common
embedding space enables knowledge transfer and generalization ability across modalities.
WASEobj and WASEatt, are both superior to the state of the art and each has its own advantages.
WASEobj predicts more accurate bounding boxes since it is based on a Faster R-CNN pretrained
on bounding box annotations, resulting in a higher argument precision. While WASEatt achieves a
higher argument recall as it is not limited by the predefined object classes of the Faster R-CNN.
Table 6.3: Presicion, recall, and 1 scores on the cross-media event coreference task of the
M2E2dataset.
Model % (%) ' (%) 1 (%)
rule_based 10.1 100 18.2
VSE 31.2 74.5 44.0
Flatatt 33.1 73.5 45.6
Flatobj 34.3 76.4 47.3
WASEatt 39.5 73.5 51.5
WASEobj 40.1 75.4 52.4
To additionally show the quality of our multimedia common space, we evaluate cross-media
event coreference using M2E2annotation. To this end, we feed all possible pairs of textual and
visual event mentions that exist in the same document to our model separately, and use the image-
sentence distance (Eq. 6.16) to determine how likely they correspond to the same event. We calcu-
late Precision, Recall and F1 for retrieving ground truth pairs. As shown in Table 6.3, WASEobj out-
performs all multimedia embedding models, as well as a rule-based baseline that simply matches
events with the same type. This demonstrates the effectiveness of our weakly supervised cross-
media alignment technique.
6.5.3 Qualitative Analysis
One key message of this chapter is that structured representations are essential for understand-
ing complex situations such as news events. While Table 6.2 and Table 6.3 clearly prove this
hypothesis, here we provide additional qualitative evidence. Figure 6.4 compares the predictions
of our method with the flat embedding baseline. In these cases, the relevant position of objects
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provide important cues for identifying the arguments. For instance, the fact that people are located
on the truck means they are the artifacts of the transport event, and the man in the middle of two
police officers is the target target of the arrest rather than its agent. Flat embeddings disregard the
structure of the image and hence are unable to maintain these crucial information.
In Figure 6.5, we further showcase that visual information is sometimes not sufficient, or even
misleading, as the image-only WASE classifies that image as a Conflict.Demonstration. This is
while the sentences clearly describes the event as a celebration, which help our multimedia WASE
model correct that mistake.
Compare to State-of-the-art Cross-media Flat Representation
uBaseline: 
uEvent: Justice:Arrest-Jail


















Role Instrument = gun
Flat
Event Movement.Transport
Role Artifact = none
Ours
Event Movement.Transport
Role Artifact = man
Flat
Event Justice:ArrestJail
Role Agent = man
Ours
Event Conflict.Attack
Role Entity = man
Figure 6.4: A qualitative comparison of our method’s output with the flat embedding baseline.
One of the biggest challenges in M2E2is localizing arguments in images. Object-based models
suffer from the limited object types, while attention-based models are not able to precisely local-
ize objects, due to the lack of bounding box supervision. For instance in Figure 6.6, the Entity
argument in the Conflict.Demonstrate event is correctly predicted as troops, but its localization
is incorrect, while the Place argument is correctly localized as well. Furthermore, for arguments
that are not clearly salient in the image, attention heatmaps tend to lose focus and cover the entire
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Iraqi security forces search
[Justice.Arrest] a civilian in the
city of Mosul.
People celebrate Supreme Court
ruling on Same Sex Marriage in front
of the Supreme Court in Washington.
Figure 6.5: Examples of multimedia data facilitating accurate event extraction, when a single
modality is not sufficient. Left: the image helps disambiguate the word “search” mentioned in
text. Right: the text clearly describes the event while the image is not sufficient.
image, as shown in Figure 6.7.
Entity: people Entity: troopsPlace: street
Figure 6.6: An example of incorrect argument localization, while the argument entity type (troops)
is correctly recognized.
6.6 Summary
In this chapter, we presented an extension of our visual semantic parsing paradigm to multime-
dia settings, where the input is not only an image, but a multimedia document containing images
as well as text. To this end, we proposed a new task, Multimedia Event Extraction (M2E2), which
unifies visual semantic parsing with the NLP task of event and argument extraction. M2E2provides
a unified view of semantic graphs across modalities, which enables a seamless extraction of co-
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Entity: people Place: street Entity: dissent
Figure 6.7: An example of incorrect argument localization, due to the attention losing focus on
small objects.
herent and inter-connected information from multimedia data. Based on that, we propose a novel
neural architecture which integrates two modality-specific (vision and language) branches into
a modality-agnostic structured semantic representation. Our model, Weakly Aligned Structured
Embedding(WASE) extracts graph-based representations from images as well as sentences into a
common embedding space, where a set of class-agnostic classifiers can identify events and argu-
ment roles no matter which modality each come from. This results in the first system capable of
extracting events and their full argument set jointly from multimedia data. Through experiments on
a newly collected dataset of multimedia news articles, we demonstrate the effectiveness of WASE
in extracting events and argument roles, resulting in a new step towards understanding events in
multimedia data.
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Chapter 7: Extension to Open-Vocabulary Objects
In all previous chapters, we limited our models to closed-vocabulary settings, which is a ubiq-
uitous convention in almost every area of computer vision. In other words, we always trained
models to detect a predefined set of concepts (e.g. entity or predicate types), assuming sufficient
supervision is available for every class. However, this limits the scalability of our work to other
domains which may involve other concepts. In this chapter, we study an extension of our work
to open-vocabulary settings, by introducing a new paradigm named open-vocabulary scene under-
standing. Specifically, we are inspired by the human ability to learn vision and language naturally
without explicit supervision, and utilize that to perform various tasks. To this end, we revisit the
task of object detection, which is a fundamental element of scene understanding, and an integral
part of all SGG methods.
Object detectors require costly supervision to be trained, and learning more object categories
typically requires proportionally more bounding box annotations. Weakly supervised and zero-
shot learning techniques have been explored to scale object detectors to more categories with less
supervision, but they have not been as successful and widely adopted as supervised models. In this
chapter, we put forth a novel formulation of the object detection problem, namely open-vocabulary
object detection, which is more general, more practical, and more effective than weakly supervised
and zero-shot approaches. We propose a new method to train object detectors using bounding box
annotations for a limited set of object categories, as well as image-caption pairs that cover a larger
variety of objects at a significantly lower cost. We show that the proposed method can detect and
localize objects for which no bounding box annotation is provided during training, at a significantly
higher accuracy than zero-shot approaches. Meanwhile, objects with bounding box annotation
can be detected almost as accurately as supervised methods, which is significantly better than
weakly supervised baselines. Accordingly, we establish a new state of the art for scalable object
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Figure 7.1: An overview of Open-Vocabulary Object Detection. We propose a two-stage training
framework where we first (1) construct a visual-semantic space using low-cost image-caption pairs,
and then (2) learn object detection using object annotations for a set of base classes. During test
(3), the goal is to detect object categories beyond base classes, by exploiting the semantic space.
detection. This chapter including all images, figures, tables, equations, and text is based on a
recently published collaborative work [159].
7.1 Introduction
Object detection is one of the most prominent applications of artificial intelligence, and one of
the most successful tasks for deep neural networks. However, despite the tremendous progress in
deep object detection, such as Faster R-CNN [3] and its impressive accuracy, training such models
requires expensive and time-consuming human supervision. Particularly, one needs to manually
annotate at least thousands of bounding boxes for each object category of interest. Although such
efforts have been already made and there are valuable datasets publicly available, such as Open
Images [160] and MSCOCO [161], these datasets cover a limited set of object categories (e.g. 600),
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despite requiring extensive resources. Extending object detection from 600 to 60,000 categories
requires 100 times more resources, which makes versatile object detection out of reach.
Nevertheless, humans learn to recognize and localize objects effortlessly through natural super-
vision, i.e., exploring the visual world and listening to others describing situations. Their lifelong
learning of visual patterns and associating them with spoken words results in a rich visual and
semantic vocabulary that can be used not only for detecting objects, but for other tasks too, such as
describing objects and reasoning about their attributes and affordances. Although drawing bound-
ing boxes around objects is not a task that humans naturally learn, they can quickly learn it using
few examples, and generalize it well to all types of objects, without needing examples for each
object class.
In this chapter, we imitate this human ability, by designing a two-stage framework named
Open-Vocabulary object Detection (OVD). We propose to first use a corpus of image-caption pairs
to acquire an unbounded vocabulary of concepts, simulating how humans learn by natural su-
pervision, and then use that knowledge to learn object detection (or any other downstream task)
using annotation for only some object categories. This way, costly annotation is only needed for
some categories, and the rest can be learned using captions, which are much easier to collect, and
in many cases freely available on the web. Figure 7.1 illustrates the proposed OVD framework,
which is novel and efficient, enables versatile real-world applications, and can be generalized to
other computer vision tasks.
More specifically, we train a model that takes an image and detects any object within a given
target vocabulary V) . To train such a model, we use an image-caption dataset covering a large
variety of words denoted asV as well as a much smaller dataset with localized object annotations
from a set of base classes V. Note that in this task, target classes are not known during train-
ing, and can be any subset of the entire language vocabulary VΩ. This is in contrast with most
existing object detection settings including weakly supervised transfer learning methods, where
V) should be known beforehand. The most similar task to OVD is zero-shot object detection,
which also generalizes to any given target set, but cannot utilize captions. Figure 7.2 illustrates an
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Figure 7.2: A comparison of our proposed OVD with existing ZSD and WSD paradigms. While
zero-shot detection methods learn a limited set of base classes V and struggle to generalize to
target classes V) , we acquire a much larger vocabulary V by learning from low-cost image-
caption pairs. Although there are weakly supervised approaches that can learn from captions,
they cannot use bounding box supervision from base classes, and need to knowV) before training.
Hence, our OVD formulation is a generalization of ZSD and WSD, which can use both data sources
to reach an outstanding performance on target classes not known in advance.
intuitive abstraction of our proposed task compared to zero-shot and weakly supervised detection.
Despite close connections to those well-known ideas, OVD is novel and uniquely positioned in the
literature, as we elaborate in Section 7.2.
To address the task of OVD, we propose a novel method based on Faster R-CNN [3], which
is first pretrained on an image-caption dataset, and then fine-tuned on a bounding box dataset,
in a particular way that maintains the rich vocabulary learned during pretraining, enabling gen-
eralization to object categories without annotation. Through extensive experiments, we evaluate
our method, Open Vocabulary R-CNN (OVR-CNN), and show that it achieves significantly higher
performance than the state of the art in zero-shot learning (27% mAP compared to 10%). We also
show that it outperforms weakly supervised object detectors by a significant margin in generalized




Zero-shot object detection (ZSD) aims to generalize from annotated (seen) object classes to
other (unseen) categories. The key idea is to use zero-shot learning techniques (e.g. word embed-
ding projection [162]) to learn object proposal classification. Bansal et al. [55] argued the main
challenge in ZSD is modeling the background class, which is hard to separate from unseen classes.
They defined background as a mixture model, which was later improved by the introduction of
polarity loss [163]. On the other hand, Zhu et al. [164, 165] argued the key to ZSD is to improve
the generalization ability of object proposal models. They employed a generative model to halluci-
nate unseen classes and augment seen examples when training the proposal model. Nevertheless,
ZSD methods are still far from practical performance, due to their unnecessarily harsh constraint,
i.e., not having any example of unseen objects, and having to guess how they look like solely
based on their word embeddings [55, 163, 165] or textual descriptions [166]. This has motivated
recent papers to simplify the task by making unrealistic assumptions, such as the availability of
test data during training [167], or the availability of unseen class annotations to filter images with
unseen object instances [168]. Considering datasets with natural, weak supervision are abundant
and cheap, we propose an alternative, more realistic problem: Besides annotated data for “seen”
classes, we assume an image-caption dataset is available that covers a larger variety of objects with
an open vocabulary. This allows us to achieve 27% mAP on unseen classes, compared to the 10%
state of the art, without much extra annotation effort. To this end, we address the open problem of
knowledge transfer from image-caption pretraining to object detection.
Weakly supervised object detection (WSD) is the most widely used approach to train object
detectors without bounding box annotations, by using image-level labels instead. The main chal-
lenge of WSD is localization, as each label may refer to any object in the image. This problem is
typically addressed using multiple instance learning, which is a well-studied topic [64, 169, 170].
Although image-level labels are easier to collect than bounding boxes, they still require manual
1https://github.com/alirezazareian/ovr-cnn
110
effort, and they are typically limited to a predefined taxonomy. In contrast, we use captions, which
are more natural to annotate and often freely available on the web, while also featuring a rich, open
vocabulary of concepts. Learning object detection from captions has been studied at a limited
scale. Cap2Det [171] parses captions into multi-label classification targets, which can be used to
train a WSD model. However, that requires image-level labels to train the caption parser, and is
limited to a closed vocabulary. Amrani et al. [172] train a WSD model based on the presence of
a predefined set of words in captions, which is similarly closed-vocabulary, and discards the rich
semantic content of captions, which we exploit through transformers. In contrast, Sun et al. [173]
and Ye et al. [174] aim to discover an open set of object classes from image-caption corpora, and
learn detectors for each discovered class. A key limitation of all such WSD methods is their inferior
object localization accuracy. In contrast, we disentangle object recognition and localization into
two independent problems. We learn recognition using open-vocabulary captions, while learning
localization using a fully annotated dataset from a small subset of classes.
Object detection using mixed supervision has been studied in order to exploit both weak and
full supervision. However, most existing methods need bounding box annotations for all classes,
and use weak supervision only as auxiliary data [175, 176, 177]. More similar to our work are
those which transfer a detector trained on supervised base classes to weakly supervised target
classes [178, 179, 180]. These methods usually lose performance on base classes as we show in
Section 7.4. In contrast, we treat this problem as an opposite knowledge transfer process: Instead
of training on base classes first, and transferring to target classes using weakly supervised learning,
we first use captions to learn an open-vocabulary semantic space that includes target classes, and
transfer that to the task of object detection via supervised learning. Another limitation of all weakly
supervised and mixed-supervision methods is that they require image-level annotations within a
predefined taxonomy, and they only learn those predefined classes. In contrast, we use captions
which are open-vocabulary and also more prevalent on the web, and we learn to generalize to any
set of target classes on demand, without having to know them beforehand. VirTex [181] is the only
method that uses captions as well as object annotations to train a detector, but it needs annotation
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for all object classes while we can generalize from a subset of annotated categories.
Visual grounding of referring expressions can be seen as an open-vocabulary object localiza-
tion problem: Given an image and a noun phrase that refers to an object, usually within the context
of a full caption, the goal is to localize the referred object in the image using a bounding box. We
are inspired by the rich literature of weakly supervised visual grounding methods [142, 143, 144,
145] to design our image-caption pretraining technique. More specifically, we learn to map caption
words to image regions, by learning a visual-semantic common space. However, such a mapping
alone cannot be used to detect objects during inference when no caption is provided. Therefore,
we propose to transfer visual grounding knowledge to the task of object detection through another
phase of training.
Vision-language transformers Our framework of pretraining with image-captions and transfer-
ring the learned knowledge to the downstream task is inspired by the recent success of multimodal
transformers [147, 182, 183, 184] following ViLBERT [1]. These methods train transformers in
a self-supervised manner to take image-caption pairs as input and extract versatile features that
can be fine-tuned on various downstream vision-language tasks, resulting in tremendous improve-
ments. However, they have not been applied to object detection yet, since they need both image
and caption as input, and also because they rely on a pretrained object detector to articulate the im-
age before feeding into transformers. Recently, PixelBERT [185] removed the latter requirement
by applying transformers directly on the feature map. We use the idea of PixelBERT as a building
block of our image-caption pretraining. Additionally, we propose a novel technique to transfer the
pretrained model to the task of open-vocabulary object detection.
7.3 Method
Figure 7.3 illustrates the architecture of our proposed method, which is based on a Faster R-
CNN [3] trained in a zero-shot manner. More specifically, it is trained on a set of base classes
V, and tested on another set of target classesV) . To this end, pretrained word embeddings (e.g.
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Figure 7.3: The architecture of our OVR-CNN during pretraining (top) and downstream train-
ing (bottom). We first train the ResNet and the V2L layer on image-caption pairs via ground-
ing, masked language modeling (MLM) and image-text matching (ITM). Then we use the trained
ResNet and V2L to initialize a Faster R-CNN in order to learn open-vocabulary object detection.
GloVE [74]) are often used instead of conventional, trainable classifiers, so that target class em-
beddings can replace base class embeddings during testing, without changing the model’s output
semantic space. Nevertheless, this practice often leads to severe overfitting due to the small sample
of base classes, to the point where the state-of-the-art mAP on target classes is 9 times lower than
base classes [163].
To alleviate this problem, our key idea is to pretrain the visual backbone on a larger vocabulary
V to learn a more complete semantic space rather than a small number of base classes. Since
captions are naturally written without much constraint on the vocabulary, they are a perfect source
for learning a rich and complete visual-semantic space. We name this framework Open Vocabulary
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Object Detection (OVD), as there are no explicit limits on the vocabulary of objects that can be
learned through captions. In practice, our vocabulary is not literally “open”, as it is limited to
pretrained word embeddings. However, word embeddings are typically trained on very large text
corpora such as Wikipedia that cover nearly every word [74, 97].
In the rest of this section, we elaborate how we pretrain our Open Vocabulary faster R-CNN
(OVR-CNN) on image-caption pairs, and how we transfer the pretraining knowledge to the down-
stream task. In Section 7.4, we demonstrate that our method closes the base-target performance
gap from a ratio of 9 to 2.
7.3.1 Learning a visual-semantic space
Object detectors typically use a CNN backbone that is often pretrained for ImageNet classifica-
tion [186, 3]. Pretraining results in a backbone that can extract features optimized for object recog-
nition, which is then used to train a new classification head for a fixed set of annotated classes. This
is problematic in zero-shot settings, as a classifier trained on base classes cannot recognize target
classes. Therefore, zero-shot methods learn a linear projection from visual features to pretrained
base class embeddings by replacing classifier weights with a fixed embeddings matrix [162]. This
way, the network is expected to generalize to target classes by assuming the continuity of the em-
bedding space. Nevertheless, this approach is prone to overfitting, as projecting to a small number
of the embedding space (base class embeddings) is an under-determined problem [55].
To prevent overfitting, we propose to learn the aforementioned Vision to Language (V2L) pro-
jection layer along with the CNN backbone during pretraining, where the data is not limited to
a small set of base classes. To this end, we use an image-caption dataset, since captions contain
a rich vocabulary and semantic structure that can be used to learn the meaning of words, includ-
ing object names. To effectively learn from the rich supervision that captions provide, we exploit
recent advances in visual grounding and vision-language transformers. We use a main (ground-
ing) task as well as a set of auxiliary self-supervision tasks to learn a robust CNN backbone and
V2L layer. In the next subsection, we elaborate how we transfer the pretrained modules to learn
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open-vocabulary object detection.
Our pretraining architecture resembles PixelBERT [185]: it takes image-caption pairs as input,
feeds the image into a visual backbone and the caption into a language backbone, which results in
a set of token embeddings for the image and caption, and then feeds those token embeddings into
a multimodal transformer to extract multimodal embeddings. Our visual backbone is a ResNet-
50 [187], which takes a F × ℎ image  as input and extracts a grid of F/32 × ℎ/32 regions, where
each region 8 is represented by a 3E-dimensional feature vector, A 8 . For the language backbone, we
use a pretrained BERT [97], which takes a tokenized caption  as input, extracts a 3;-dimensional
word embedding 4
9
for each token 9 , augments that with position embeddings, and applies several
layers of multi-head self-attention to extract 3;-dimensional contextualized token embeddings 5 9 .
Furthermore, we devise a linear V2L layer that maps each visual region representation A 
8
into
the language embedding space 4
8
. The final embeddings of image regions {4
8
} and caption tokens
{ 5 
9
} are then aggregated and fed into a multimodal transformer, which is similar to BERT in ar-
chitecture, but performs attention not only within each modality but also across the two modelities.




} for the regions and words respectively,
which can be used for various pretraining tasks, as we discuss later in this section.
Once we extract the aforementioned stages of unimodal and multimodal embeddings from a
batch of image-caption pairs, we define a main objective function as well as various auxiliary
objectives to ensure an effective training for the ResNet parameters, as well as the V2L layer. Our
main objective is visual grounding, i.e., word embeddings from each caption 4
9
should be close
to their corresponding image regions 4
8
. Since the correspondence of words and regions is not
given, we employ a weakly supervised grounding technique to learn it, as illustrated in Figure 7.4.
Specifically, we define a global grounding score for each image-caption pair, that is a weighted








08, 9 〈48 , 49 〉! , (7.1)
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Figure 7.4: An illustration of our image-caption grounding method.















The global grounding score for a matching image-caption pair should be maximized, while it
should be minimized for a non-matching pair. Hence, we use other images in the batch as negative
examples for each caption, and use other captions in the batch as negative examples for each image.
Accordingly, we define two grounding objective functions:
L () = − log
exp〈, 〉∑
 ′∈B exp〈, ′〉
, (7.3)
and
L () = − log
exp〈, 〉∑
 ′∈B exp〈′, 〉
, (7.4)
where B and B are the image and caption batch. We validated the described formulation by
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completing extensive experimentation with various other alternatives, such as other similarity met-
rics (e.g. cosine instead of dot product), other loss functions (e.g. triplet loss instead of negative
log likelihood) and other word-to-region alignment mechanisms (e.g. hard alignment instead of
softmax).
Optimizing the grounding objectives results in a learned visual backbone and V2L layer that
can map regions in the image into words that best describe them, without limiting to a closed
vocabulary. However, since we induce a weak, indirect supervision, a local optima might be
achieved where the model only learns the minimum concepts necessary to choose the right im-
age/caption. To more directly learn each word, we employ masked language modeling following
PixelBERT [185]. Specifically, we randomly replace some words 9 in each caption  with a
[MASK] token, and try to use the multimodal embedding of the masked token <
9
to guess the
word that was masked. To this end, the visual backbone and the V2L layer should learn to extract
all objects that might be described in captions, and the multimodal transformer should learn to use
those along with the language understanding ability of BERT to determine what word completes
the caption best.
Accordingly, we apply a fully connected layer on <
9
, compare its output to all word embed-
dings using dot product, and apply softmax to compute a probability score for each word. We
define masked language modeling L"!" as a cross-entropy loss comparing the predicted distri-
bution with the actual word that was masked. PixelBERT also employs an image-text matching
loss L)" , but does not use masked visual modeling that is common in vision-language trans-
formers [1]. We follow their choices for our auxiliary objectives, although other combinations
are possible. We train the visual backbone, V2L layer, and the multimedia transformer jointly by
minimizing the total loss for each image-caption pair:
L(, ) = L () + L () + L"!" + L)" . (7.5)
Note that our language backbone (BERT) and its word embeddings are fixed in our experiments.
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7.3.2 Learning open-vocabulary detection
Once the ResNet visual backbone and V2L layer are trained, we transfer them to the task of
object detection, by initializing a Faster R-CNN. Following [3], we use the stem and the first 3
blocks of our pretrained ResNet to extract a feature map from a given image. Next, a region
proposal network slides anchor boxes on the feature map to predict objectness scores and bounding
box coordinates, followed by non-max suppression and region-of-interest pooling to get a feature
map for each potential object. Finally, following [3], the 4th block of our pretrained ResNet is
applied on each proposal followed by pooling to get a final feature vector A 
8
for each proposal box,
which is typically fed into a classifier in supervised settings.
Nevertheless, in our zero-shot setting, a linear layer is applied on the visual features A 
8
to map
each proposal onto a word embedding space 4
8
, so they can be compared to base or target class
embeddings in the training or testing phase respectively. In all ZSD methods, the aforementioned
linear layer is trained from scratch on base classes, which struggles to generalize. In contrast, we
have already trained the V2L layer in the pretraining phase, on a much broader semantic space.
The main difference of this phase with pretraining is that instead of the grid-structured feature
map, A 
8
represents a bounding box of arbitrary shape. However, due to the linear characteristics of
RoI-Align [188], A 
8
is on the same space as in pretraining, with minimal domain shift that can be
eliminated by fine-tuning the ResNet backbone.
During training, we compare 4
8
to each base class : to compute classification scores:






1 +∑: ′∈V exp〈48 , 4V: ′ 〉 , (7.6)
where 4V
:
is the pretrained embedding of word : , V is the set of base classes, and 〈., .〉 denotes
dot product. The addition of 1 in the denominator is because we set the background class to have a
fixed, all-zero embedding, which makes any dot product zero, and is exponentiated to 1. We found
that a fixed all-zero background embedding performs better than a trainable one as it does not push
non-foreground bounding boxes, which may contain target classes, to an arbitrary region of the
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embedding space.
Except for the aforementioned changes in the classification head, the rest of our network ex-
actly follows Faster R-CNN, and is trained in the exact same way with the same objective functions.
Empirically, we found that multiplying a ratio U to the classification loss of background proposals
(i.e., proposal boxes that are not matched with any ground truth bounding box) can improve the
performance on target classes significantly, while slightly lowering base class performance. Hence,
we use cross-validation to find the best U for each model. The ResNet parameters are finetuned,
while the region proposal network and the regression head are trained from scratch. The classifier
head is fully fixed, as it consists of a pretrained V2L layer and word embeddings, which are espe-
cially prone to overfitting. During testing, we use the model just like a Faster R-CNN, except we
can replace word embeddings in Eq. (7.6) with any set of target classesV) . While we evaluate on
a fixed, annotated target set, the model is not particularly tuned for those classes, and hence can be
deployed on the entire vocabularyVΩ.
7.4 Experiments
In this section, we demonstrate our method’s ability to detect objects of the target classes
accurately, while not losing its accuracy on the base classes compared to supervised approaches.
Particularly, we show significant quantitative improvements compared to zero-shot and weakly
supervised object detection methods, followed by a comprehensive analysis including ablation and
visualization.
7.4.1 Data and metrics
We base our experiments on the challenging and widely used COCO Objects dataset [161].
We use their 2017 training and validation split for training and evaluation respectively. To select
base and target classes, we adopt the split proposed by [55] and used by all other ZSD methods.
Their splits includes 48 base classes and 17 target classes, which are both subsets of COCO object
classes. We remove any bounding box that is not labeled with a base class from training data, and
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remove images that are left with no bounding boxes. This leaves us with 107,761 training images
that contain 665,387 instances of base classes, and 4,836 test images that contain 28,538 instances
of base classes and 4,614 instances of target classes.
Unless otherwise mentioned, for pretraining we use COCO Captions [189], which is based
on the same images and same train/test split as COCO Objects. This dataset is preferred due to
the matching domain with the downstream task. However, to study more realistic settings, we
also report results by pretraining on Conceptual Captions (CC) [190], which was automatically
collected from the web. CC is larger with 2,749,293 training image-caption pairs, compared to
COCO with 118,287 images and 5x captions.
Following most ZSD and WSD methods, we evaluate using mean Average Precision (mAP)
at an intersection over union of 0.5. However, we report more comprehensive results at various
evaluation settings. We evaluate our mAP on base classes by directly applying the model on COCO
validation images and using base class annotations to evaluate. Then we replace the classifier head
with target class embeddings and apply on COCO validation images, but this time compare with
target class annotations. These result in base and target mAP, which resemble supervised and zero-
shot settings respectively. We also replace the classifier head with the union of base and target class
embeddings, to mimic generalized zero-shot settings [163]. In that case, we report total mAP, as
well as separately computing the mean of AP over base and target classes.
7.4.2 Implementation details
We used the maskrcnn-benchmark code base [191], and particularly the R_50_C4 config-
uration to implement our system. We also used a pretrained and frozen BERT-Base [192] as our
language backbone. For the multimodal transformer, we use the same architecture as BERT-Base,
except we use only 6 layers and 8 attention heads at each layer, and we train it from scratch. Our
base learning rate for pretraining is 0.01 which drops to 0.001 and 0.0001 after sufficient training.
We use a batch size of 64 and train on 8 V-100 GPUs which takes about 10 hours. We use spa-
tial dropout following [185] to subsample visual regions during pretraining. For masked language
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modeling, we mask each word with the likelihood of 0.135. We use gradient clipping at 5.0 for
pretraining.
During downstream training, we use the BERT embeddings (i.e., pretrained input embeddings,
not the output of BERT transformers) of the base classes to initialize and fix the classifier weights.
We found the best background weight is U = 0.2 for most experiments, except the ablations without
a fixed, pretrained V2L layer, where U = 0.0 works best. We only fine-tune the third and forth block
of ResNet, and keep the stem and first two blocks fixed. We train using a learning rate of 0.005 and
drop to 0.0005 and 0.00005 when appropriate. We train with a batch size of 8 on 8 V-100 GPUs
which takes about 18 hours to converge.
7.4.3 Baselines
We mainly compare to zero-shot detection methods, as ZSD is the closest area to our work.
Particularly, we compare to SB [55], which is the first and simplest ZSD method, projecting
CNN features of EdgeBox proposals [193] to word embeddings. Then we compare to LAB [55],
which attempts to better model the background class using a mixture model. We also compare to
DSES [55], which uses additional classes from Visual Genome [54] to augment base classes. Then
we compare to PL [163], which proposes polarity loss to address the object-background imbalance,
and to DELO [165], which employs a generative approach to prepare the model for certain target
classes through feature hallucination. Note that DELO needs to know target classes beforehand,
which makes it not truly open-vocabulary.
It is important to note that our approach utilizes extra data (COCO Captions or Conceptual
Captions) that is not available to ZSD baselines. Although there is no method that works in the
same setting as ours, we adopt weakly supervised detection (WSD) to our setting, by converting
captions into image-level labels using exact matching or a classifier [171]. We compare to the well-
known WSDDN [64], as well as Cap2Det [171] which better utilizes captions. However, WSD
methods cannot utilize bounding box supervision for base classes. To have a fair comparison with
stronger baselines, we also compare to transfer learning methods that utilize a mixture of weak
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Table 7.1: Results on the MSCOCO dataset. Numbers are mAP (%). *For some baselines, target
classes are known during training.
Method Task
Base Target Generalized (48+17)
(48) (17) Base Target All
FR-CNN [3] FSD 54.5 - - - -
WSDDN [64]*
WSD
- - 19.6 19.7 19.6
Cap2Det [171]* - - 20.1 20.3 20.1
LSDA [178]*
MSD
- - 29.3 17.7 27.2
LSDA+[179]* - - 28.5 21.9 26.7
MIL+RPN[180]* - - 27.8 22.6 26.4
SB [55]
ZSD
29.7 0.70 29.2 0.31 24.9
LAB [55] 21.1 0.27 20.8 0.22 18.0
DSES [55] 27.2 0.54 26.7 0.27 22.1
DELO [165]* 14.0 7.60 13.8 3.41 13.0
PL [163] 36.8 10.0 35.9 4.12 27.9
OVR-CNN OVD 46.8 27.5 46.0 22.8 39.9
and full supervision (denoted as MSD). Particularly, we compare to LSDA [178], which learns a
transformation from classifier weights into detector weights, its extension [179] to utilize semantic
class relationships (LSDA+), and a more recent work [180] which uses multiple-instance learning
on a region proposal network that is pretrained on base classes (MIL+RPN).
Note that since WSD and MSD methods require image-level labels, target classes should be
known in advance during pretraining, and the models are particularly adapted to those classes.
In contrast, our method and most ZSD methods have no access to such information, and can be
applied to any novel class without retraining.
7.4.4 Results
Table 7.1 demonstrates our main results compared to the baselines. Particularly, we observe a
significant improvement on target class performance and generalized target performance compared
to all ZSD baselines. This is mainly due to our ability to utilize additional, low-cost training data.
We also outperform WSD and MSD baselines on target classes, despite their unfair access to
information about target classes during training, and we significantly outperform them on base
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classes and therefore overall, due to our effective exploitation of bounding box supervision for
base classes. Note that WSD and MSD models cannot be evaluated on base-only or target-only
classes since they have a fixed classifier trained on all 65 classes. Moreover, we have a FSD (fully
supervised detection) baseline to measure the performance drop on base classes.
Furthermore, we present ablation experiments in Table 7.2 to show the effectiveness of each de-
sign choice. Particularly, we observe that without pretraining our model on image-caption datasets,
the model performs poorly. This confirms the remarkable efficacy of multimodal pretraining for
open-vocabulary generalization. We also observe that grounding is the main component of pre-
training, which has a much larger effect than the auxiliary objectives that are optimized through
the multimedia transformer module. Moreover, we show that transferring ResNet weights alone
(from pretraining to downstream task) is not enough for effective knowledge transfer, and we must
transfer the V2L layer as well. Additionally, if the V2L layer is not frozen during downstream
training, it loses its ability to generalize to target classes, in order to slightly improve on base
classes.
We also try initializing the model randomly during pretraining instead of using widely used
Imagenet weights, and despite the performance drop, we still perform better than most ZSD base-
lines that use Imagenet. We also observe that if we use the automatically collected Conceptual
Captions instead of the carefully annotated COCO Captions, the performance drops, but still out-
performs all ZSD baselines significantly, proving that even low-quality, cheap data can be utilized
by OVR-CNN to achieve better performance.
7.4.5 Visualization
To gain deeper insight about what OVR-CNN learns, we depict the visual-semantic embedding
space that is learned by our model in Figure 7.5. More specifically, we apply our trained model
(after downstream training) on all COCO validation images, get the embeddings of all output
bounding boxes after the V2L layer 4
8
, and reduce their dimentionality to 2 using t-SNE [194]. We








Ours w/o pretraining 25.2 4.4 18.1
Ours w/o grounding 25.9 4.6 19.0
Ours w/o auxiliary objectives 45.6 26.0 38.8
Ours w/o transferring V2L 25.3 4.9 18.6
Ours w/o freezing V2L 47.0 23.4 39.3
Ours w/o Imagenet 18.4 9.13 14.3
Ours w/ Conceptual Captions 43.0 16.7 34.3
Ours 46.8 27.5 39.9
space. We only show target classes and their instances to reduce clutter. Ideally, instances of each
target class should form distinct clusters, and each class embedding (prototype) should fall inside
the cluster formed by its instances. This is particularly difficult to achieve for target classes due to
the lack of direct supervision. We compare our method to a ZSD baseline that is identical to our
model except without pretraining on image-caption pairs.
We observe that in the baseline, target classes form convoluted clusters and their prototypes are
randomly distributed or collapsed. On the other hand, our full model creates well-defined clusters
that contain their prototypes in most cases. This is consistent with our intuition and our quantitative
results that suggest zero-shot learning is not sufficient for learning a smooth and generalizable
mapping from visual features to semantic embeddings, and learning a larger vocabulary through
multimodal data is crucial for a more coherent space and generalizing beyond base classes.
7.4.6 Discussion
Since one of the most critical issues of deep learning is bias, we analyze the effect of training
data bias on our per-class performance. Since we have two training phases, the class frequency
during pretraining and downstream training should be separately analyzed. Figure 7.6 shows our
per-class performance (right), along with the frequency of bounding box instances during down-
stream training (left), and the frequency of words during pretraining (center).
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Figure 7.5: The embedding space learned by OVR-CNN (right) compared to a baseline without
pretraining (left). Each color represents a target class, each dot represents the 4
8
embedding of a
bounding box and each star represents a class prototype.
Our first observation is that our performance is not affected by the bias in downstream training
data. As we move down the list, classes become exponentially less frequent, but the performance
does not drop at all, except target (red) classes which have exactly zero examples during down-
stream training, and are inevitably less accurate. Our robustness to data bias is most likely due
to the fact that we fix the classification head during downstream training, including both the V2L
layer and the class embeddings. This is in contrast with conventional classifiers which fully adapt
the classifier parameters, including an explicit bias term, to the biased training data.
Nevertheless, when we compare the performance to word frequency during pretraining, we
do observe a correlation between the least frequent words and the lest accurate classes. This
correlation is not very strong, but it motivates our future work on bias mitigation mechanisms that
can be used in naturally supervised (image-caption) settings.
Furthermore, we observe that smaller objects such as knife and tie have lower performance,
which is to some extent consistent with supervised object detection, but is fueled by the fact that
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our grounding mechanism is weakly supervised, and is less likely to correctly align smaller objects
to words, because they take a smaller portion of the feature map.
7.4.7 Qualitative results
To get a qualitative look at the performance, we deploy our model on the COCO validation set
and visualize its detection outputs in Figure 7.7. We use the generalized version which selects the
category of each object from the union of base and target classes. We emphasize target classes
for better visibility, and analyse the quality of the predictions. Based on our observation, the
main limitation of our method is localization accuracy for target classes. There are several cases
of overly loose or overly tight bounding boxes, which is due to the fact that we have no ground
truth bounding boxes for target classes. This motivates future work on class-agnostic boundary
refinement.
7.5 Summary
We called attention to the new task of Open-Vocabulary Object Detection (OVD), as an at-
tempt to disentangle object detection into recognition and localization, and learn them separately
using two different sources of supervision that are perfect for each corresponding task. In OVD,
recognition is learned from captions, which are general-purpose and open-vocabulary, while local-
ization is learned from bounding box annotations, which are accurate and directly designed for the
downstream task. We proposed OVR-CNN which pretrains a Faster R-CNN on an image-caption
dataset and carefully transfers the open-vocabulary visual-semantic knowledge learned from cap-
tions to the downstream task of object detection. We demonstrated record performance compared
to zero-shot and weakly supervised baselines, establishing a new state of the art for scalable ob-
ject detection. Nevertheless, OVR-CNN is merely one possible implementation of our general idea,
which can be extended to other downstream tasks too, enabling more human-like, open-vocabulary
computer vision technology.
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Figure 7.6: Performance for each class along with data frequency during pretraining and down-
stream training. Green and red show base and target classes respectively.
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Figure 7.7: Qualitative results of our OVR-CNN model, detecting both base and target classes.
Target classes are shown with larger font, thicker border, and uppercase.
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Chapter 8: Conclusion and Open Problems
8.1 Summary of contributions
In this thesis, we developed new methods for creating deep learning models that can under-
stand visual and multimedia content, by extracting structured symbolic representations. To this
end, we addressed fundamental challenges such as weak supervision, limited vocabulary, and
machine common sense, in order to develop more robust and scalable deep learning models.
More specifically, we introduced the new tasks of VSP (Chapter 3) and its multimedia exten-
sion M2E2(Chapter 6), which aim to extract comprehensive semantic graphs from images and
multimedia data respectively. Then we developed new methods such as VSPNet (Chapter 3) and
WASE (Chapter 6), in order to learn to efficiently and effectively extract such structures from
data. Moreover, we improved the accuracy of scene graph extraction methods by exploring two
different ways to reinforce them with common sense knowledge, both using external knowledge
graphs (Chapter 4) and by directly learning from data (Chapter 5). Finally, we proposed an exten-
sion to open-vocabulary settings, where naturally supervised, image-caption data is used to learn a
broader range of concepts without considerable annotation cost, and that knowledge is transferred
to down-stream scene understanding tasks such as object detection (Chapter 7).
Collectively, these findings bolster the functionality, robustness, and scalability of visual and
multimedia understanding systems, and AI applications at large. We summarize the contributions
and main published papers in the following:
• Introduced Visual Semantic Parsing (VSP), a new task to advance graph-based scene repre-
sentations. Proposed VSPNet, a new method for extracting VSP graphs from images with
subquadratic computational complexity. Created the first graph-based weakly supervised
learning framework based on a novel graph alignment algorithm. This framework can ex-
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tract more expressive representations from images that are beyond the capability of existing
scene graph generation models, and do this with competitive accuracy while at least 5 times
faster than the state of the art, and without requiring conventional but costly bounding box
annotations [57].
• Introduced Graph Bridging Networks (GBNet), a new neural network architecture that takes
an image and an external knowledge graph as input, and processes both inputs jointly in
order to extract a scene graph that follows common sense knowledge. GBNet achieves an
average of 25% relatively higher accuracy over the state of the art [77].
• Introduced Global Local Attention Transformers (GLAT), a new neural network architec-
ture that takes a noisy scene graph as input and creates a more accurate scene graph that
follows the commonsense knowledge it has learned from data. This simple process can con-
siderably improve scene understanding accuracy without requiring any additional data or
supervision [93].
• Introduced Multimedia Event Extraction (M2E2), a new task extending graph-based event
understanding to multimedia data, including text and images. Proposed Weakly Aligned
Structured Embeddings (WASE), a new network architecture for extracting semantic graphs
that are agnostic to modality. Created a weakly supervised multi-task learning framework to
learn M2E2without explicit multimedia data annotations. The proposed framework can ex-
tract more comprehensive information from multimedia documents compared to traditional
single-modality methods, with a higher accuracy compared to unstructured baselines [112].
• Introduced Open-Vocabulary Object Detection (OVD), a new paradigm for scalable object
detection using partial supervised data and large-scale naturally supervised image-caption
pairs. Proposed Open-Vocabulary Faster R-CNN (OVR-CNN), which learns a visual seman-
tic embedding space from image-caption pairs, and then uses that to learn object detection
without annotation for all object classes. This improves the state-of-the-art mean average
precision for zero-shot object detection from 10% to 28% with little additional cost [159].
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8.2 Open problems and future work
We focused on a few critical challenges in scene understanding and multimedia event extrac-
tion, and conducted research that resulted in more accurate, more robust, more scalable, and more
comprehensive scene understanding technology. Nevertheless, there are still many directions that
demand further research. In order to use graph-based scene understanding in critical applications
such as autonomous driving and healthcare, we need to ensure this technology is mature enough
and robust enough to be used with a controlled amount of error. For more versatile applications
such as robotics and augmented reality, we need models with a broader range of concepts and con-
sistent performance across long-tailed distributions. For applications that require more in-depth
reasoning such as multimedia dialog and question answering, we need more comprehensive rep-
resentations beyond predicates and their argument roles. Moreover, more research is required for
applying this technology for multimedia domains besides news, such as healthcare, and to incorpo-
rate other forms of data, such as speech and video. In the following, we envision a few particularly
interesting future research directions in more detail.
Extension to videos: Static images are merely snapshots of what happens in the real world, and
convey a fraction of the information found in videos. Extending graph-based scene understand-
ing technology to videos involves a new temporal dimension that is missing from images, which
brings important but fascinating new challenges. One obvious solution is to extract scene graphs at
every frame separately, but that fails to incorporate temporal information. Preliminary research has
been done to incorporate motion for SGG [195, 196], but this is still an open problem. Moreover,
extracting scene graphs from videos enables the study of how they change over time, to under-
stand the internal structure of higher-level events [197], and to gain temporal commonsense in a
data-driven fashion. Furthermore, videos usually include an audio modality, which often contain
speech, which can be further incorporated both as a source of natural supervision [198], and as
a multimedia input to jointly extract information, similar to M2E2. Finally, fully understanding
videos requires a broader range of semantic interactions, such as predicate-predicate relationships
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(e.g. causality) and entity-entity coreference relations, which needs more complex graphical struc-
tures and extraction mechanisms.
More comprehensive representations: Our VSP and M2E2formulations expand the representa-
tion power of graph-based visual understanding methods, as they can represent situations beyond
the capability of alternatives, such as SGG counterparts. For instance, VSP can represent a flex-
ible number of entities involved in a predicate with various semantic roles, while SGG can only
represent exactly two entities taking exactly two roles in each predicate. Nevertheless, there are
still a broad range of semantic meanings that cannot be represented using VSP and M2E2. For-
tunately, the NLP community is years ahead of CV in semantic representation research, which
has led to a variety of powerful graph-based schema [11], such as Abstract Meaning Representa-
tion [151]. Extracting AMR graphs from visual and multimedia content has not been studied, but
can potentially enable significantly richer structures beyond entity-predicate relationships, such as
adjectives, adverbs, coreference resolution, etc. On the other hand, NLP-driven representations
may not be optimal for representing visual content, and further research is needed to design a
schema for visual and multimedia semantic graphs.
Higher-level concepts: The foundations of computer vision were built from the lowest level of
understanding, such as edge detection and local feature analysis, to higher-level concepts such as
objects and actions. Nevertheless, from a linguistic point of view, objects and actions are still
atomic building blocks of higher-level semantics, such as interactions and situations. Whereas a
birthday cake is already hard to detect due to complex visual structure and variations, a birthday
party is an even more complex concept, involving a variety of objects and activities, with a more
flexible internal structure. Similarly, while hugging is a visually non-trivial interaction between
two people due to visual variations in pose and viewpoint, bullying is a far more abstract and
complicated interaction that cannot be described by a handful of patterns. CV research has made
inspiring progress towards low-level concepts such as objects and actions, but is far from under-
standing complex situations. Preliminary work on complex events has been reported [199], and
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more recently extended to complex interactions and relationships [200]. However, these directions
have not seen wide attention from the community yet.
Datasets, ontologies, and scope: There are few datasets with semantic graph annotations for
visual and multimedia content, compared to other computer vision tasks, and compared to semantic
parsing datasets in NLP. This may partly be due to the more costly and complex annotation process,
but we argue that part of the problem is the lack of a proper scope and ontology for defining such
datasets. Visual Genome [75] is one of the only datasets available for training SGG models, with
many fundamental problems that have not been resolved yet, such as the quality and completeness
of annotation, the severe bias in predicate frequencies, and the lack of a structured ontology to
model the similarities of predicate categories. Moreover, if we were to create a new dataset, it
is highly non-trivial how to choose categories, define a schema, and set a limit on the scope and
comprehensiveness of annotations. Nevertheless, creating more progressive datasets with graph-
based annotations is essential for the advance of graph-based representation methods.
More scalable training: Although the focus of this thesis is learning graph-based representa-
tions for more powerful scene understanding, and not reducing supervision, we believe developing
more powerful AI models is barely useful unless scalable training methods are developed in con-
junction. Therefore, throughout this thesis, we have supplemented our methodology with training
algorithms that need less supervision than conventional deep learning methods (Chapters 3, 6, and
7). Nevertheless, there is still a long way to autonomous models that can learn comprehensive vi-
sual understanding through natural supervision, which is an effortless function of the human brain.
One possible direction is to extend our new open-vocabulary detection paradigm to other vision
tasks, such as visual semantic parsing, which requires not only open-vocabulary objects, but also
open-vocabulary predicates.
Application: Scene graphs have already been proven useful for many downstream tasks, such as
image captioning [201], image retrieval [16], and visual question answering [202]. Nevertheless,
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they have not been fully utilized in all tasks that require visual and multimedia understanding. For
instance, the state of the art in visual question answering and visual commonsense reasoning still
relies on unstructured large-scale transformers, which reduce images into simplistic bag-of-words
representations, without fully understanding the content [1, 148]. Part of the reason for the slow
progress in this direction is that accurate and practical graph-based scene understanding methods
are still out of reach, which is a bottleneck for developing downstream use cases. Nevertheless,
this limitation will likely be alleviated soon, considering the vast amount of effort concurrent to
this thesis for improving graph-based scene understanding.
8.3 Broader impact and ethical considerations
Like any technology, AI can be utilized with ethical or unethical intentions, and may have po-
tential benefits and harms [203, 204, 205]. We acknowledge that our developed technology can
cause potential harms in various different aspects, and we discuss the most important consider-
ations in this section. Nevertheless, it should be noted that any potential harm we discuss here
broadly applies to AI and CV research, and our intention in fulfilling this thesis has only been to
benefit humanity through the vast amount of peaceful AI applications. Moreover, it is important to
distinguish ethical issues related to the intentional misuse of our technology, from potential issues
that may occur unintentionally as a result of irresponsible or careless utilization.
The most obvious ethical concern is to deliberately use AI technology for developing weaponry,
spyware, or other tools that harm humanity. Visual and multimedia understanding can facilitate the
scalable inspection of people’s private data without their consent, or to analyze video surveillance
with hostile intentions. It can also be utilized to develop weaponized autonomous robots that can
understand situations to navigate and identify targets. To prevent such applications, international
regulations must be adhered and further developed, such as the GDPR1 regulations on obtaining
and utilizing data, and the transparent audit of usage scenarios when deploying AI solutions or
systems in practice.
1The General Data Protection Regulation of the European Union https://gdpr.eu/what-is-gdpr/
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Nevertheless, unintentional ethical issues are also very important, since they are less trivial and
harder to prevent. It is extremely important to understand the limitations of our technology and AI
in general, before deployment on critical applications. For instance, the accuracy of our models are
still limited, and may be further reduced in the face of adversarial attacks [206]. Hence, any use
case in critical applications such as autonomous driving and healthcare must be performed with
extreme care and comprehensive testing standards, or by ensuring a manual verification process
involving humans as final decision makers rather than fully autonomous deployment. Moreover,
AI is known to be prone to data bias [207, 208]. Hence, any beneficial use of this technology
even with the best intentions may inadvertently harm less represented populations. Our developed
systems, including the publicly available code and pretrained models, are in no way protected
from those issues, and hence must be responsibly used. For instance, while the overall accuracy
numbers that are reported in each chapter may sound adequate of a certain application, there might
be a considerable performance variance across object and predicate categories.
Furthermore, in some applications, it is not trivial to balance the potential benefits and harms
of AI technology, and careful considerations are required to optimize the overall benefit. For
instance surveillance has potential benefits, such as preventing terrorism via security cameras and
the spread of violent content or misinformation through social media. Nevertheless, surveillance
without adequate privacy, security, and fairness protection measures may also cause harms, such
as limiting the freedom of speech, jeopardizing democracy by inducing unintended but large-scale
bias, or even harming vulnerable communities. Moreover, despite the influential success of large-
scale models trained on public data, data privacy may be unintentionally violated by collecting
public data for training, without paying attention to applicable guidelines and regulations.
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