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Introduccio´n
En este trabajo, y de un modo muy general, queremos dar respuesta a co´mo se comporta
la dina´mica del oce´ano. Obviamente, esta pregunta no tiene hoy d´ıa respuesta ma´s que
de un modo muy parcial y so´lo en algunos casos muy concretos. En la presente memoria,
intentaremos dar respuesta a este problema desde un punto de vista principalmente pra´ctico.
Para ello, estudiaremos algunos modelos sencillos ya existentes desde hace muchos an˜os, y,
algunos casos concretos ma´s realistas que nos atan˜an de un modo ma´s directo, al ser uno de
los principales factores que condicionan nuestro clima: el Oce´ano Atla´ntico Norte.
Concretando un poco ma´s, los objetivos de esta memoria los podemos esquematizar como
sigue:
(i) Desarrollar un modelo barotro´pico de circulacio´n general del oce´ano a
latitudes medias, en el que se reflejen los efectos de la batimetr´ıa. En general, entre
los oceano´grafos se acepta la hipo´tesis de que el flujo ocea´nico es esencialmente horizontal, sin
que las velocidades verticales tengan gran importancia para la dina´mica global de los oce´anos.
Sin embargo, tambie´n es conocido que la batimetr´ıa que presentan los fondos ocea´nicos
condiciona de un modo notable la dina´mica de los oce´anos. De este modo, pretendemos
desarrollar un modelo sencillo (bidimensional) que sea capaz de atrapar la dina´mica que la
batimetr´ıa genera en el oce´ano.
(ii) Desarrollar un me´todo nume´rico que resuelva de modo eficiente este mo-
delo. Esencialmente, el modelo que estudiaremos en este trabajo sera´ Navier-Stokes bidi-
mensional combinado con un te´rmino de Coriolis y an˜adiendo el efecto de la profundidad
del oce´ano, que vendra´ dado en el te´rmino de presio´n y en los te´rminos no lineales. En la
literatura existen numerosos esquemas nume´ricos para aproximar este tipo de ecuaciones. En
este trabajo daremos una respuesta esencialmente computacional a este estudio nume´rico,
utilizando el me´todo semilagrangiano junto con otro tipo de esquemas muy estudiados en
otros trabajos.
(iii) En cualquier modelo clima´tico (ya sea meteorolo´gico, oceanogra´fico,...) la dina´mica
ma´s importante se desarrolla en los atractores de estos sistemas dina´micos (pues, por defi-
nicio´n, los atractores son aquellos conjuntos donde toda solucio´n converge). Por otro lado,
de todos los para´metros que intervienen en estas ecuaciones, la viscosidad es el que presenta
mayor incertidumbre (de hecho, todos los dema´s se pueden obtener experimentalmente de
un modo razonablemente correcto). Por todo esto pretendemos hacer un estudio de los
atractores que posee este modelo as´ı como el cambio que se produce en ellos a
medida que hacemos variar el para´metro de viscosidad (o viscosidad horizontal en
nuestro modelo bidimensional).
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Resumiendo, queremos desarrollar un modelo de EDPs que modelice la dina´mica del
oce´ano y hacer un estudio de bifurcacio´n cualitativo respecto del para´metro de viscosidad.
Una vez planteadas las EDPs que queremos estudiar, el siguiente problema que nos
planteamos es el estudio de bifurcacio´n. Hoy d´ıa existe una completa teor´ıa de bifurcacio´n
que resuelve numerosos problemas. Sin embargo esta teor´ıa no deja de ser muy compleja
y espec´ıfica. En este trabajo optaremos por realizar un estudio nume´rico de bifurcacio´n de
estas ecuaciones.
A la hora de elegir la herramienta nume´rica adecuada para realizar el estudio de bifurca-
cio´n, hay que pensar en las necesidades que requiere nuestro problema. Existen numerosos
paquetes informa´ticos destinados al estudio de bifurcaciones. E´stos se basan, en general,
en discretizar espacialmente el dominio de las ecuaciones, calcular estados estacionarios (lo
que supone invertir matrices u operadores en espacios de dimensio´n del orden del nu´mero
de nodos), y seguir la rama de soluciones estacionarias donde se encuentran dichos estados
estacionarios. A medida que se va siguiendo cada rama, se calculan las posibles bifurcaciones
que se encuentren en dicha rama (y de un modo un poco ma´s general pero ana´logo, se puede
pensar en bifurcaciones de tipo Ho¨pf, ca´lculo de ramas de soluciones perio´dicas, bifurcaciones
a toros,etc.).
El gran problema que presentan este tipo de te´cnicas hoy d´ıa es que requieren una
gran potencia de ca´lculo, que se acentu´a para discretizaciones grandes y para problemas
no lineales. En esta memoria generalizaremos una te´cnica ma´s moderna (aunque menos
esta´ndar) que se basa en el me´todo de las Funciones Ortogonales Emp´ıricas .
La metodolog´ıa que vamos a seguir sera´ calcular nume´ricamente los atractores (o algunos
de ellos) para ciertos valores del para´metro de bifurcacio´n. Esto lo haremos mediante inte-
graciones nume´ricas muy largas, hasta que la solucio´n quede estabilizada en un atractor. Una
vez que la solucio´n nume´rica esta´ en el atractor, caracterizaremos este atractor mediante el
me´todo de las Funciones Ortogonales Emp´ıricas, FOE (EOF o POD en sus siglas en ingle´s),
que nos proporcionara´ una base de dimensio´n finita que genera el subespacio donde esta´ con-
tenido el atractor. Una vez que tenemos una buena descripcio´n de los atractores para cada
valor del para´metro, construimos una base global para un rango de para´metros mediante
una modificacio´n del me´todo FOE (en algunos trabajos, una descripcio´n muy parecida de
esta te´cnica aparece como p-POD o SPOD). Esta modificacio´n consiste en una especie de
ortogonalizacio´n de las bases obtenidas anteriormente aprovechando la informacio´n comu´n
que puedan tener.
Mediante el me´todo de Galerkin generaremos un sistema de EDOs equivalente a las
EDPs para el rango de descripcio´n del para´metro de bifurcacio´n (y so´lo para ese rango, pues
la extrapolacio´n funciona muy mal en general, mientras que la interpolacio´n es aceptable
siempre que los datos de que dispongamos no este´n demasiado dispersos, entendie´ndose esto
u´ltimo en cuanto a la variabilidad de las soluciones respecto del para´metro de bifurcacio´n).
La gran ventaja de esta descripcio´n es que proporciona un sistema de dimensio´n muy
pequen˜a que es perfectamente abordable mediante los me´todos cla´sicos en estudios de bifur-
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cacio´n. Adema´s, el ana´lisis de bifurcacio´n de esta EDO es cualitativamente el mismo que el
de la EDP de origen.
Este trabajo lo hemos dividido en tres grandes cap´ıtulos de la siguiente manera:
En el primer cap´ıtulo haremos una breve deduccio´n de las ecuaciones que estudiaremos en
todo este trabajo. Partiremos de las ecuaciones de Navier-Stokes para flujos incompresibles
tridimensionales en movimiento rotatorio, y pasaremos, bajo ciertas hipo´tesis, a un modelo
bidimensional reducido que nos permitira´ hacer nuestro problema ma´s asequible. Explicare-
mos la relacio´n existente entre este modelo y la conocida formulacio´n de vorticidad-funcio´n
de corriente, ω − ψ. Por u´ltimo, daremos algunos resultados de existencia y unicidad del
modelo descrito, as´ı como sobre la existencia de atractores globales que posee el modelo.
En el segundo cap´ıtulo desarrollaremos un esquema nume´rico del modelo y lo aplicamos a
varios casos pra´cticos. En primer lugar, estudiaremos un oce´ano idealizado con profundidad
constante, mediante la formulacio´n de vorticidad-funcio´n de corriente. Validaremos median-
te este ejemplo sencillo el esquema semilagrangiano frente a un esquema de tipo Leap-Frog,
muy empleado en todo tipo de modelos meteorolo´gicos y oceanogra´ficos, como el que noso-
tros vamos a estudiar. A continuacio´n describiremos, mediante el esquema semilagrangiano,
el comportamiento Oce´ano Atla´ntico Norte. En ambos casos realizaremos un estudio de bi-
furcacio´n preliminar mediante los resultados obtenidos para distintos valores del para´metro
de viscosidad.
En el u´ltimo cap´ıtulo desarrollaremos teo´ricamente el me´todo de las Funciones Ortogona-
les Emp´ıricas, as´ı como los me´todos p-POD y SPOD utilizados para el estudio de bifurcacio´n.
Mostraremos una visio´n suficientemente general del me´todo, y las ideas generales que lo ori-
ginaron, as´ı como el me´todo de los snapshots descrito por Sirovich a principios de los ’80.
Aplicaremos este me´todo a los resultados obtenidos en el cap´ıtulo anterior para mostrar su
eficacia en ciertas soluciones sencillas (soluciones perio´dicas) y los problemas que encuentra
en soluciones ma´s complejas (soluciones cuasi-perio´dicas o aperio´dicas). Por u´ltimo, apli-
caremos el me´todo p-POD y SPOD para el estudio cualitativo de bifurcacio´n de los casos
estudiados en el Cap´ıtulo 2.
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Cap´ıtulo 1
Descripcio´n del Modelo
En la literatura existen numerosos modelos que intentan proporcionar una respuesta al
comportamiento dina´mico de los oce´anos. Esta respuesta obviamente se ajusta mejor o peor
a la realidad dependiendo de la complejidad del modelo en cuestio´n. En general, si pretende-
mos abordar este problema desde el punto de vista de la prediccio´n o buscando la parte ma´s
compleja de la dina´mica del oce´ano, debemos elegir un modelo tridimensional. Au´n as´ı, la
eleccio´n del modelo no es sencilla y siempre debemos tener en cuenta las capacidades com-
putacionales que este´n a nuestra disposicio´n. En [27] se muestra un ejemplo de la dificultad
de eleccio´n de este tipo de modelos. En este trabajo se realiza un exhaustivo estudio de tres
modelos tridimensionales con objeto de dilucidar cua´l de ellos es el que mejor se adapta a la
realidad.
Sin embargo, a pesar de todo, la realidad dista mucho de poder ser modelada de un
modo preciso, incluso con este tipo de modelos tridimensionales. Las grandes dificultades a
resolver son debidas a la gran cantidad de pequen˜as incertidumbres que se presentan en la
naturaleza, la gran cantidad de variables que intervienen en las ecuaciones, y otros muchos
factores de ı´ndole matema´tica y computacional, como la falta de resolucio´n a la hora de
resolver capas l´ımites (principalmente en la superficie del oce´ano y en los fondos marinos).
En cambio, lo que s´ı son capaces de captar muchos de los modelos existentes hoy d´ıa es la
dina´mica global de los oce´anos. Incluso los modelos bidimensionales son capaces de resolver
(en mayor o menor medida) todos aquellos rasgos caracter´ısticos que dominan la dina´mica
de los oce´anos.
Debido a esto, los complejos modelos tridimensionales suelen simplificarse: la superficie
libre del oce´ano se supone r´ıgida, se incluyen varias capas bidimensionales para relajar la
tridimensionalidad, se limita el nu´mero de variables a calcular (excluyendo aquellas menos
importantes como la salinidad, temperatura, densidad, ...), y finalmente, se bidimensionaliza
el problema.
Puesto que en la presente memoria estamos interesados en proporcionar el comporta-
miento dina´mico global de los oce´anos, y, en concreto, estudiar como var´ıa dependiendo del
para´metro de viscosidad horizontal, en este cap´ıtulo introducimos un modelo bidimensional
que adema´s sea capaz de retener otro de los factores ma´s importantes en la dina´mica de los
oce´anos: la batimetr´ıa.
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2 CAPI´TULO 1. DESCRIPCIO´N DEL MODELO
1.1. Introduccio´n de las ecuaciones
Nuestro punto de partida van a ser las ecuaciones de Navier-Stokes para un fluido incom-
presible en un dominio Σ ⊂ R3, que se encuentra en un sistema de referencia en movimiento
de rotacio´n con una velocidad angular
−→
Ω (ver Figura 1.1). Estas ecuaciones se hayan en nu-
merosas referencias (ve´ase, por ejemplo, [1], [11], [50], [53]). As´ı, si ~u = (u, v, w) representa
la velocidad del fluido para cada punto del dominio Σ y para cada instante de tiempo t > 0,
tendremos que nuestras ecuaciones vienen dadas por:
∂~u
∂t
+ ~u · ∇~u+ 2~Ω× ~u = −∇p
ρ
+ ~ζ + ~g
div ~u = 0
+CC
(1.1)
donde ~g es el vector aceleracio´n de la gravedad de la Tierra, es decir, un vector que apunta
hacia el centro de la Tierra con mo´dulo g (que consideraremos constante); y ρ ≡ ρ0 es la den-
sidad del fluido (en nuestro caso, la densidad del agua del oce´ano) que tambie´n supondremos
constante.
Observemos que los te´rminos
D~u
Dt
=
∂~u
∂t
+ ~u · ∇~u
corresponden a la derivada material de cada part´ıcula del fluido, una de las mayores difi-
cultades a la hora de hacer frente a este tipo de ecuaciones, debido a su no linealidad; el
te´rmino
2~Ω× ~u
representa la fuerza de Coriolis que genera la rotacio´n del sistema de referencia en torno a
s´ı mismo, donde ~Ω es la velocidad angular; el te´rmino
−∇p
ρ
corresponde a los gradientes de presio´n que se generan en el fluido; y el te´rmino
~ζ
corresponde a las fuerzas de friccio´n del fluido.
Adema´s, tenemos, por un lado, la condicio´n de incompresibilidad, que viene dada por la
expresio´n
div ~u = 0,
y por otro lado, las condiciones de contorno que debemos imponer de forma que, f´ısica-
mente describan de un modo correcto las propiedades del oce´ano y que, matema´ticamente
proporcionen un modelo bien planteado, como discutiremos en lo que sigue.
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Figura 1.1:
1.1.1. Coriolis y el plano-β
Fijemos un sistema de referencia cartesiano centrado en un punto de la superficie del
oce´ano, de tal forma que el eje x corresponda a la direccio´n paralela a la longitud, el eje y
proporciona la direccio´n paralela a la latitud y que el eje z sea ortogonal a e´stos, es decir,
paralelo a la profundidad (ver Figura 1.1). Si el dominio Σ no es muy grande (aproxima-
damente dominios del orden O(1000 km.)), podemos suponer que la superficie del oce´ano
es plana y las ecuaciones quedara´n planteadas en un sistema cartesiano (esto es la llamada
proyeccio´n sobre el plano-β, ve´ase [50], por ejemplo).
De esta forma, en el presente trabajo supondremos que nuestro dominio Σ siempre lo
podemos escribir de la siguiente forma:
Σ =
{
(x, y, z) ∈ R3 : (x, y) ∈ Π y −H (x, y) < z < 0}
donde Π sera´ un abierto acotado de R2 y H : Π → R+ sera´ una funcio´n (suficientemente
regular) que nos describa la profundidad del oce´ano.
Adema´s, en estas hipo´tesis tambie´n podremos suponer que las fuerzas de friccio´n son de
la forma (ver [53], [54] y [45])
~ζ = ν∆~u
donde ν es la constante de viscosidad molecular, y el operador ∆ se refiere al operador
laplaciano (o de viscosidad), es decir,
∆ =
∂2
∂x2
+
∂2
∂y2
+
∂2
∂z2
En este sistema de referencia cartesiano, ~Ω viene dado por
~Ω (t, x, y, z) = Ω (0, cos θ, sen θ)
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siendo θ la latitud del punto (x, y, z) ∈ Σ y Ω =
∥∥∥~Ω∥∥∥ = 2pi rad/dı´a = 7.2722× 10−5 rad/s.
Es decir, si RT ≡ radio de la T ierra, y nuestro sistema de referencia esta´ centrado sobre
una latitud θ0, entonces
~Ω (t, x, y, z) = Ω
(
0, cos
(
θ0 +
y
RT
)
, sen
(
θ0 +
y
RT
))
pues y = (θ − θ0)RT .
Observemos que
2~Ω× ~u = 2Ω (0, cos θ, sen θ)× (u, v, w) =
= 2Ω (w cos θ − v sen θ, sen θ,−u cos θ)
Adema´s, en este sistema de referencia, el vector aceleracio´n de la gravedad viene dado
por
~g = (0, 0,−g)
Por tanto, las ecuaciones (1.1), se pueden escribir en este sistema de referencia de la
forma: 
∂u
∂t
+ ~u · ∇u+ 2Ω (w cos θ − v sen θ) = − 1
ρ0
∂p
∂x
+ ν∆u
∂v
∂t
+ ~u · ∇v + 2Ω sen θ = − 1
ρ0
∂p
∂y
+ ν∆v
∂w
∂t
+ ~u · ∇w − 2Ωu cos θ = − 1
ρ0
∂p
∂z
+ ν∆w − g
div ~u = 0
+C.C.
(1.2)
donde se entiende que θ = θ0 +
y
RT
(no´tese que no depende de x ni de z); ρ0, g, ν ≡ cte; y
u, v, w, p son funciones que dependen de t, x, y, z.
1.1.2. Condiciones de Contorno
Veamos ahora cuales son las condiciones de contorno que complementara´n estas ecuacio-
nes. Para ello, vamos a distinguir entre los distintos tipos de frontera que podemos tener. La
frontera de Σ la podremos escribir como
∂Σ = Γs ∪ Γf ∪ Γp
donde Γs corresponde a la superficie del oce´ano, Γf al fondo ocea´nico y Γp a las paredes
verticales ficticias que cerrara´n el dominio Σ (ver Figura 1.1), es decir,
Γs =
{
(x, y, 0) ∈ R3 : (x, y) ∈ Π}
Γf =
{
(x, y,−H (x, y)) ∈ R3 : (x, y) ∈ Π}
Γp =
{
(x, y, z) ∈ R3 : (x, y) ∈ ∂Π y −H (x, y) < z < 0}
1.1. INTRODUCCIO´N DE LAS ECUACIONES 5
El vector normal exterior al dominio Σ lo vamos a definir de forma natural. En nuestro
caso, este vector ~n = (n1, n2, n3) vendra´ dado por (ver Figura 1.3)
~n|Γs = (0, 0, 1)
~n|Γf =
~s
‖~s‖
~n|Γp = (n1, n2, 0)
donde
~s =
(
−∂H
∂x
,−∂H
∂y
,−1
)
(1.3)
sobre los puntos de Γf .
·Condiciones sobre Γs : Normalmente se emplean dos tipos de condiciones de contorno
sobre la superficie del oce´ano, dependiendo de si e´sta presenta elevaciones o no.
En general la superficie del oce´ano esta´ en movimiento, por lo que muchos autores mo-
delizan la superficie del oce´ano como una frontera libre (ve´ase [16] para ver un ejemplo en
modelos de aguas someras o [52] para modelos de circulacio´n ocea´nica), permitiendo que e´sta
presente movimientos verticales e imponiendo que la presio´n sea constante sobre la super-
ficie libre (observemos que e´sto tambie´n es una aproximacio´n –la presio´n que la atmo´sfera
ejerce sobre la superficie del oce´ano no es constante– basada en que la presio´n existente en
la superficie del oce´ano debida a la presio´n atmosfe´rica, presenta variaciones muy pequen˜as
frente a las producidas por la profundidad).
Este tipo de modelizacio´n presenta varios problemas tales como el no tener un dominio fijo
para las ecuaciones (cuando trabajamos en las tres dimensiones espaciales), o la pe´rdida de
la incompresibilidad del fluido (cuando trabajamos en dos dimensiones, como describiremos
en lo que sigue).
Para evitar dichos problemas, algunos autores proponen el modelo de la tapa r´ıgida. Este
modelo se basa en suponer que no existen elevaciones en la superficie del oce´ano, es decir,
suponer que la superficie ocea´nica es r´ıgida. Sin embargo, f´ısicamente hay que arreglar el
hecho de que la superficie del oce´ano no tenga elevaciones. Para ello, tendremos que calcular
unas condiciones de contorno no nulas para la presio´n sobre la superficie del oce´ano (ver
Figura 1.2).
Para los modelos que utilizaremos en todo el desarrollo de este trabajo, vamos a suponer
que la superficie ocea´nica es r´ıgida. Esto nos lleva a la siguiente condicio´n de contorno sobre
Γs:
w|Γs = 0 (1.4)
Au´n necesitamos imponer unas condiciones a las componentes u y v de la velocidad sobre
Γs. E´stas se obtienen a partir de la accio´n que el viento ejerce sobre la superficie ocea´nica (y
que es el origen del movimiento del ocea´no), junto con la modelizacio´n que se realiza de la
capa l´ımite que se produce en la superficie del oce´ano en el intercambio entre estado l´ıquido
(agua del oce´ano) y estado gaseoso (aire).
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Figura 1.2:
Para ello se imponen unas condiciones de tipo Neuman para las componentes horizontales
de velocidad. Las condiciones ma´s utilizadas para modelizar la accio´n del viento sobre la
superficie del oce´ano (ve´ase [50]) vienen dadas por las siguientes condiciones sobre u y v,
que son las que complementan las condiciones de frontera sobre Γs:
∂u
∂~n |Γs
=
τ 1
νρ0
y
∂v
∂~n |Γs
=
τ 2
νρ0
(1.5)
siendo ~τ = (τ 1, τ 2) los esfuerzos del viento sobre la superficie del oce´ano.
·Condiciones sobre Γf : Las condiciones de contorno sobre el fondo ocea´nico son, quiza´s,
las de ma´s simple descripcio´n. Debido a que en el fondo ocea´nico no existe deslizamiento,
las condiciones de contorno sera´n de tipo Dirichlet homoge´neas en Γf , es decir:
~u|Γf = 0 (1.6)
Por otro lado, en el fondo ocea´nico, al igual que en la superficie, el oce´ano presenta una
capa l´ımite muy intensa. Esta capa l´ımite, al igual que en las condiciones para Γs, se modeliza
imponiendo unas condiciones sobre la derivada normal. Existen varios tipos de condiciones
(ve´ase [33], [50], [53]). En nuestro trabajo vamos a utilizar las de descripcio´n ma´s simple,
que vienen dadas por
ν∇~u · ~s|Γf = γH−→¯u (1.7)
siendo γ la constante de friccio´n sobre el fondo ocea´nico, ~s definida en (1.3), H la funcio´n
profundidad, y
−→¯
u definida por (1.15), como veremos a continuacio´n.
·Condiciones sobre Γp : Las condiciones correspondientes a las paredes verticales ficti-
cias que cierran el dominio son
~u · ~n|Γp = 0 (1.8)
o´
~u|Γp = 0 (1.9)
Tanto con (1.8) como con (1.9), imponemos que el fluido no pueda atravesar las paredes
verticales del dominio. En concreto, la condicio´n (1.8) establece que el fluido se deslice
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tangencialmente a lo largo de estas paredes. En cambio, con (1.9), estamos expresando que
el fluido no presente deslizamiento a lo largo de las paredes verticales, es decir, suponemos
que las paredes verticales son so´lidas y por tanto el fluido presenta velocidades nulas en dicha
frontera.
Como veremos en lo que sigue, ambas condiciones de frontera proporcionan una descrip-
cio´n f´ısicamente correcta, ya que cerca de la costa las velocidades del oce´ano son pra´ctica-
mente nulas y siempre paralelas a la costa, lo que queda perfectamente descrito con ambas
condiciones de frontera.
Observemos que en el caso (1.8) necesitamos completar las condiciones de contorno. Como
veremos en las secciones siguientes, lo ma´s simple sera´ imponer
ω|Γp = 0 (1.10)
siendo ω la vorticidad del fluido.
1.1.3. Reduccio´n de la dimensio´n del problema
Para hacer ma´s abordable el estudio de este tipo de modelos, vamos a realizar una
serie de simplificaciones sobre las ecuaciones descritas que permitan hacer una reduccio´n
en la dimensio´n del problema. La hipo´tesis principal que vamos consiste en considerar que
el movimiento del oce´ano es casi bidimensional y que las velocidades verticales son muy
pequen˜as frente a las horizontales. Esto se desprende de la condicio´n de incompresibilidad
div ~u =
∂u
∂x
+
∂v
∂y
+
∂w
∂z
= 0 (1.11)
junto con la hipo´tesis
H ¿ L (1.12)
donde L es la longitud horizontal caracter´ıstica del dominio yH la profundidad caracter´ıstica.
Si u ∼ U, v ∼ V y w ∼ W , y adema´s U ∼ V , por (1.11) tendremos que
U
L
∼ W
H
(1.13)
Por tanto, de (1.12) y (1.13) se tiene que
W
U
∼ H
L
¿ 1
es decir,
W ¿ U (1.14)
Adema´s, debido a (1.14), y mediante un ana´lisis dimensional de las ecuaciones (1.2), se
puede comprobar que es va´lida la aproximacio´n hidrosta´tica para la presio´n (ve´ase [53]),
∂p
∂z
= −ρ0g
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Esto implicara´ que la presio´n verifica necesariamente
p (t, x, y, z) = ps (t, x, y)− ρgz
donde ps es la presio´n superficial sobre la frontera Γs, es decir, sobre la superficie del oce´ano.
Adema´s, el movimiento del oce´ano es muy homoge´neo en cada columna de agua, lo que
quiere decir que, en cada vertical, la velocidad var´ıa muy poco. Esto nos lleva a introducir
las siguientes funciones, que no son ma´s que una media sobre cada columna vertical:
u¯ (t, x, y) =
1
H (x, y)
0∫
−H(x,y)
u (t, x, y, z) dz
v¯ (t, x, y) =
1
H (x, y)
0∫
−H(x,y)
v (t, x, y, z) dz
(1.15)
Definamos tambie´n
u′ (t, x, y, z) = u (t, x, y, z)− u¯ (t, x, y)
v′ (t, x, y, z) = v (t, x, y, z)− v¯ (t, x, y)
Observemos que con estas definiciones, u¯ y v¯ representan la velocidad media horizontal
del fluido en cada columna de agua, y por tanto las expresiones
0∫
−H(x,y)
(u′ (t, x, y, z))2 dz,
0∫
−H(x,y)
(v′ (t, x, y, z))2 dz
y
0∫
−H(x,y)
u′ (t, x, y, z) v′ (t, x, y, z) dz
son las varianzas y covarianzas de las velocidades horizontales. Como veremos, estos te´rminos
sera´n el origen de los esfuerzos turbulentos de Reynolds.
En lo que sigue omitiremos la dependencia de las variables en todas las funciones, en-
tendie´ndose que, segu´n que´ funciones sean, dependera´n de unas variables u otras tal y como
se muestra en las definiciones de estas funciones. Adema´s, denotaremos por ~u = (u, v, w)
como es usual, y
−→¯
u = (u¯, v¯), entendie´ndose los operadores divergencia sobre estos vectores
de forma natural. As´ı, continuamos con el siguiente lema, que aplicaremos a continuacio´n:
Lema 1.1 Si ϕ : Σ→ R es una funcio´n C1 y H es diferenciable, entonces:
(i)
∂
∂x
∫ 0
−H(x,y)
ϕ (x, y, z) dz =
∫ 0
−H(x,y)
∂ϕ
∂x
(x, y, z) dz + ϕ (x, y,−H (x, y)) ∂H
∂x
(x, y)
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y
∂
∂y
∫ 0
−H(x,y)
ϕ (x, y, z) dz =
∫ 0
−H(x,y)
∂ϕ
∂y
(x, y, z) dz + ϕ (x, y,−H (x, y)) ∂H
∂y
(x, y)
(ii) div
(
H
−→¯
u
)
= 0.
(iii)
∫ 0
−H
u′dz =
∫ 0
−H
v′dz = 0
(iv) div (u′, v′, w) = − div−→¯u
(v) si H ≡ cte ⇒ div (u′, v′, w) = 0
Demostracio´n. (i) Consecuencia inmediata de la regla de la cadena y el Teorema Fun-
damental del Ca´lculo.
(ii) Utilizando (i), junto con las condiciones de contorno sobre Γs y Γf , (1.4) y (1.6),
div
(
H
−→¯
u
)
=
∂ (Hu¯)
∂x
+
∂ (Hv¯)
∂y
=
∂
∂x
0∫
−H
udz +
∂
∂y
0∫
−H
vdz =
=
0∫
−H
∂u
∂x
dz + u|z=−H
∂H
∂x
+
0∫
−H
∂v
∂y
dz + v|z=−H
∂H
∂y
=
=
0∫
−H
(
∂u
∂x
+
∂v
∂y
)
dz = −
0∫
−H
∂w
∂z
dz = − [w]z=0z=−H =
= − (w|z=0 − w|z=−H) = 0
(iii) Directamente de la definicio´n de u′,
0∫
−H
u′dz =
0∫
−H
udz −
0∫
−H
u¯dz = Hu¯− u¯
0∫
−H
dz = Hu¯−Hu¯ = 0
y ana´logamente
0∫
−H
v′dz = 0
(iv)
div (u′, v′, w) =
∂u
∂x
− ∂u¯
∂x
+
∂v
∂y
− ∂v¯
∂y
+
∂w
∂z
= − div−→¯u
(v) Como H ≡ cte, tenemos que
0 = div
(
H
−→¯
u
)
= H div
−→¯
u =⇒ div−→¯u = 0
y por tanto
div (u′, v′, w) = − div−→¯u = 0
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Nuestro objetivo es, por tanto, expresar una relacio´n que verifiquen la variables u¯ y v¯.
Para ello, aplicamos, te´rmino a te´rmino,
∫ 0
−H
(·) dz a las dos primeras expresiones de (1.2),
y teniendo en cuenta el Lema 1.1:
0∫
−H
∂u
∂t
dz =
∂
∂t
0∫
−H
udz =
∂ (Hu¯)
∂t
0∫
−H
u
∂u
∂x
dz =
0∫
−H
(
u¯
∂u¯
∂x
+ u′
∂u¯
∂x
+ u¯
∂u′
∂x
+ u′
∂u′
∂x
)
dz =
= u¯
∂u¯
∂x
0∫
−H
dz +
∂u¯
∂x
0∫
−H
u′dz + u¯
0∫
−H
∂u′
∂x
dz +
0∫
−H
u′
∂u′
∂x
dz =
= Hu¯
∂u¯
∂x
+ u¯
∂
∂x
0∫
−H
u′dz − u¯u′|z=−H
∂H
∂x
+
0∫
−H
u′
∂u′
∂x
dz =
= Hu¯
∂u¯
∂x
+ u¯2
∂H
∂x
+
0∫
−H
u′
∂u′
∂x
dz = u¯
∂ (Hu¯)
∂x
+
0∫
−H
∂
∂x
(u′)2 dz −
0∫
−H
u′
∂u′
∂x
dz
0∫
−H
v
∂u
∂y
dz =
0∫
−H
(
v¯
∂u¯
∂y
+ v′
∂u¯
∂y
+ v¯
∂u′
∂y
+ v′
∂u′
∂y
)
dz =
= Hv¯
∂u¯
∂y
+ v¯
∂
∂y
0∫
−H
u′dz − v¯u′|z=−H
∂H
∂y
+
0∫
−H
v′
∂u′
∂y
dz =
= v¯
∂ (Hu¯)
∂y
+
0∫
−H
∂
∂y
(u′v′) dz −
0∫
−H
u′
∂v′
∂y
dz
0∫
−H
w
∂u
∂z
dz =
0∫
−H
(
w
∂u¯
∂z
+ w
∂u′
∂z
)
dz =
0∫
−H
w
∂u′
∂z
dz = −
0∫
−H
u′
∂w
∂z
dz
0∫
−H
∆udz =
0∫
−H
(
∂2u
∂x2
+
∂2u
∂y2
)
dz +
0∫
−H
∂2u
∂z2
dz =
=
∂2
∂x2
(Hu¯) +
∂2
∂y2
(Hu¯)− ∂u
∂x |z=−H
∂H
∂x
− ∂u
∂y |z=−H
∂H
∂y
+
[
∂u
∂z
]z=0
z=−H
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−H
2Ω (w cos θ − v sen θ) dz = 2Ω cos θ
∫ 0
−H
wdz − 2Ω sen θ
∫ 0
−H
vdz =
= 2Ω cos θ
∫ 0
−H
wdz − 2Ω (Hv¯) sen θ
0∫
−H
∂p
∂x
dz =
0∫
−H
∂ps
∂x
dz =
∂ps
∂x
0∫
−H
dz = H
∂ps
∂x
As´ı, de la primera ecuacio´n de (1.2) tenemos:
∂ (Hu¯)
∂t
+ u¯
∂ (Hu¯)
∂x
+ v¯
∂ (Hu¯)
∂y
− ν∆(Hu¯)− 2Ω (Hv¯) sen θ =
= − 1
ρ0
H
∂ps
∂x
+ ν
(
∂u
∂~n |z=0
− ∂u
∂~s |z=−H
)
−
−
∫ 0
−H
∂
∂x
(u′)2 dz −
∫ 0
−H
∂
∂y
(u′v′) dz − 2Ω cos θ
∫ 0
−H
wdz+
+
∫ 0
−H
u′ div (u′, v′, w) dz
(1.16)
Del mismo modo, de la ecuacio´n para v de (1.2) obtenemos
∂ (Hv¯)
∂t
+ u¯
∂ (Hv¯)
∂x
+ v¯
∂ (Hv¯)
∂y
− AH∆H (Hv¯) + 2Ω (Hu¯) sen θ =
= − 1
ρ0
H
∂ps
∂y
+ ν
(
∂v
∂~n |z=0
− ∂v
∂~s |z=−H
)
−
−
∫ 0
−H
∂
∂x
(u′v′) dz −
∫ 0
−H
∂
∂y
(v′)2 dz +
∫ 0
−H
v′ div (u′, v′, w) dz
(1.17)
Si analizamos todos los te´rminos integrales que hemos obtenido en (1.16) y (1.17), ob-
servamos que estos son de tres tipos distintos. Por un lado tenemos el te´rmino
2Ω cos θ
0∫
−H
wdz (1.18)
procedente del te´rmino de Coriolis. Si hacemos un ana´lisis dimensional de este te´rmino y lo
comparamos con
2Ω (Hv¯) sen θ
tambie´n en (1.16),
2Ω cos θ
∫ 0
−H
wdz
2Ω (Hv¯) sen θ
∼ 2ΩHW
2ΩHU
=
W
U
¿ 1 (1.19)
lo que significa que el te´rmino (1.18) lo podemos despreciar en (1.16).
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Por otro lado,
0∫
−H
u′ div (u′, v′, w) dz = −
0∫
−H
u′ div−→¯u dz = − div−→¯u
0∫
−H
u′dz = 0
y ana´logamente
0∫
−H
v′ div (u′, v′, w) dz = 0
El resto de te´rminos integrales dan lugar a los llamados esfuerzos turbulentos de Reynolds,
y normalmente se modelizan como
0∫
−H
∂
∂x
(u′)2 dz = −2AH ∂
∂x
(
∂ (Hu¯)
∂x
)
0∫
−H
∂
∂y
(u′v′) dz = −AH ∂
∂y
(
∂ (Hu¯)
∂y
+
∂ (Hv¯)
∂x
)
0∫
−H
∂
∂x
(u′v′) dz = −AH ∂
∂x
(
∂ (Hu¯)
∂y
+
∂ (Hv¯)
∂x
)
0∫
−H
∂
∂y
(v′)2 dz = −2AH ∂
∂y
(
∂ (Hu¯)
∂y
)
donde AH es el coeficiente de viscosidad turbulenta horizontal (ver [53] para una extensa
discusio´n sobre los esfuerzos turbulentos de Reynolds).
De esta forma,
0∫
−H
∂
∂x
(u′)2 dz +
0∫
−H
∂
∂y
(u′v′) dz = −2AH ∂
∂x
(
∂ (Hu¯)
∂x
)
− AH ∂
∂y
(
∂ (Hu¯)
∂y
+
∂ (Hv¯)
∂x
)
=
= −AH
(
∂2
∂x2
(Hu¯) +
∂2
∂y2
(Hu¯) +
∂
∂x
div
(
H
−→¯
u
))
=
= −AH∆(Hu¯)
y ana´logamente,
0∫
−H
∂
∂x
(u′v′) dz +
0∫
−H
∂
∂y
(v′)2 dz = −AH∆(Hv¯)
donde hemos utilizado que div
(
H
−→¯
u
)
= 0.
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Sustituyendo ahora en (1.16) y (1.17), y haciendo uso de (1.19), el modelo reducido
quedara´ descrito por las siguientes ecuaciones:
∂ (Hu¯)
∂t
+
−→¯
u · ∇ (Hu¯)− AH∆(Hu¯)− 2ΩHv¯ sen θ = − 1
ρ0
H
∂ps
∂x
+ ν
(
∂u
∂~n |z=0
− ∂u
∂~s |z=−H
)
∂ (Hv¯)
∂t
+
−→¯
u · ∇ (Hv¯)− AH∆(Hv¯) + 2ΩHu¯ sen θ = − 1
ρ0
H
∂ps
∂y
+ ν
(
∂v
∂~n |z=0
− ∂v
∂~s |z=−H
)
div
(
H
−→¯
u
)
= 0
+CC
(1.20)
donde escribimos AH en lugar de AH + ν, pues, en general, se tiene que ν ¿ AH (y en
cualquier caso, AH + ν es una constante).
Si ahora hacemos uso de la aproximacio´n del plano-β para el te´rmino de Coriolis, es decir,
si llamamos f˜(y) = 2Ω sen θ = 2Ω sen
(
θ0 +
y
RT
)
, tenemos que
f˜ (y) ' f (y) = f0 + βy (1.21)
donde f0 = f˜(0) = 2Ω sen θ0 y β =
2Ω
RT
cos θ0.
Para terminar la descripcio´n del modelo, debemos incluir las condiciones de contorno
para
−→¯
u . E´stas vendra´n dadas por las condiciones de contorno de ~u sobre la frontera Γp.
As´ı, si consideramos la condicio´n de frontera (1.9), tendremos que, para los puntos que se
encuentren en ∂Π,
−→¯
u =
1
H
0∫
−H
~udz = 0 (1.22)
mientras que si consideramos la condicio´n de frontera (1.8), complementada con (1.10),
tendremos que estos puntos verifican
−→¯
u · ~n = u¯n1 + v¯n2 = 1
H
∫ 0
−H
(un1 + vn2) dz =
=
1
H
∫ 0
−H
(u, v, w) · (n1, n2, 0) dz = 1
H
∫ 0
−H
(~u · ~n) dz = 0
(1.23)
De este modo, sustituyendo en (1.20) las condiciones de contorno (1.5) y (1.7), la apro-
ximacio´n del plano-β (1.21) y las condiciones de contorno (1.22) o´ (1.23),
∂ (Hu¯)
∂t
+ u¯
∂ (Hu¯)
∂x
+ v¯
∂ (Hu¯)
∂y
− AH∆(Hu¯)− fHv¯ = − 1
ρ0
H
∂ps
∂x
− γHu¯+ τ 1
ρ0
∂ (Hv¯)
∂t
+ u¯
∂ (Hv¯)
∂x
+ v¯
∂ (Hv¯)
∂y
− AH∆(Hv¯) + fHu¯ = − 1
ρ0
H
∂ps
∂y
− γHv¯ + τ 2
ρ0
div
(
H
−→¯
u
)
= 0∣∣∣∣∣∣
−→¯
u |∂Π = 0
o´−→¯
u · ~n|∂Π = 0 y ω|∂Π = 0
(1.24)
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Observacio´n 1.2 En todo nuestro desarrollo hemos supuesto que nuestra funcio´n de pro-
fundidad H no es constante. Si por un momento suponemos que H ≡ cte, estas ecuaciones
se pueden simplificar. As´ı, si en (1.24) dividimos por H, y puesto que por ser H constante
podemos sacar esta funcio´n fuera de todas las derivadas, tendremos:
∂u¯
∂t
+ u¯
∂u¯
∂x
+ v¯
∂u¯
∂y
− AH∆u¯− fv¯ = − 1
ρ0
∂ps
∂x
− γu¯+ τ 1
Hρ0
∂v¯
∂t
+ u¯
∂v¯
∂x
+ v¯
∂v¯
∂y
− AH∆v¯ + fu¯ = − 1
ρ0
∂ps
∂y
− γv¯ + τ 2
Hρ0
div
−→¯
u = 0∣∣∣∣∣∣
−→¯
u |∂Π = 0
o´−→¯
u · ~n|∂Π = 0 y ω|∂Π = 0
(1.25)
1.2. La formulacio´n ω − ψ para H ≡ cte
Como hemos visto en la u´ltima observacio´n, nuestro modelo bidimensional (1.24) es
mucho ma´s abordable si suponemos que la profundidad del ocea´no es constante (ver (1.25)).
Adema´s, estas ecuaciones tienen una formulacio´n equivalente que es la llamada formulacio´n
de vorticidad-funcio´n de corriente, ω−ψ. Esta formulacio´n consiste en introducir la funcio´n
vorticidad ω y la funcio´n de corriente ψ (ve´ase [53] para una extensa discusio´n de esta
formulacio´n, su derivacio´n, sus propiedades, etc.). La funcio´n vorticidad viene dada por la
vorticidad del fluido bidimensional, es decir, viene definida por
ω =
∂v¯
∂x
− ∂u¯
∂y
(1.26)
mientras que la funcio´n de corriente se puede definir mediante las expresiones siguientes:∣∣∣∣∣∣∣
u¯ = −∂ψ
∂y
v¯ =
∂ψ
∂x
(1.27)
Observemos que con esta definicio´n se cumple la siguiente relacio´n entre la funcio´n de co-
rriente y la vorticidad del fluido:
∆ψ =
∂2ψ
∂x2
+
∂2ψ
∂y2
=
∂
∂x
(
∂ψ
∂x
)
+
∂
∂y
(
∂ψ
∂y
)
=
∂v¯
∂x
− ∂u¯
∂y
= ω (1.28)
Observacio´n 1.3 Observemos tambie´n que la funcio´n ψ esta´ bien definida ya que div
−→¯
u = 0
(ver, por ejemplo, [8]), siempre que las condiciones de frontera sean apropiadas. En nuestro
caso, las condiciones de frontera que imponemos proporcionan esta condicio´n, ya que siempre
tendremos que
−→¯
u · ~n|∂Π = 0.
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Para llegar a la formulacio´n de vorticidad-funcio´n de corriente aplicaremos el operador
de vorticidad a (1.25). De esta forma, te´rmino a te´rmino, tendremos:
∂
∂x
∂v¯
∂t
− ∂
∂y
∂u¯
∂t
=
∂
∂t
(
∂v¯
∂x
− ∂u¯
∂y
)
=
∂ω
∂t
∂
∂x
(
u¯
∂v¯
∂x
+ v¯
∂v¯
∂y
)
− ∂
∂y
(
u¯
∂u¯
∂x
+ v¯
∂u¯
∂y
)
=
=
∂u¯
∂x
∂v¯
∂x
+ u¯
∂2v¯
∂x2
+
∂v¯
∂x
∂v¯
∂y
+ v¯
∂2v¯
∂x∂y
− ∂u¯
∂y
∂u¯
∂x
− u¯ ∂
2u¯
∂x∂y
− ∂v¯
∂y
∂u¯
∂y
− v¯ ∂
2u¯
∂y2
=
= u¯
(
∂2v¯
∂x2
− ∂
2u¯
∂x∂y
)
+ v¯
(
∂2v¯
∂x∂y
− ∂
2u¯
∂y2
)
+
∂v¯
∂x
(
∂u¯
∂x
+
∂v¯
∂y
)
− ∂u¯
∂y
(
∂u¯
∂x
+
∂v¯
∂y
)
=
= u¯
∂
∂x
(
∂v¯
∂x
− ∂u¯
∂y
)
+ v¯
∂
∂y
(
∂v¯
∂x
− ∂u¯
∂y
)
+
∂v¯
∂x
div
−→¯
u − ∂u¯
∂y
div
−→¯
u =
= u¯
∂ω
∂x
+ v¯
∂ω
∂y
=
∂ψ
∂x
∂ω
∂y
− ∂ψ
∂y
∂ω
∂x
∂
∂x
(fu¯)− ∂
∂y
(−fv¯) = f ∂u¯
∂x
+ f
∂v¯
∂y
+ v¯
∂f
∂y
= f div
−→¯
u + βv¯ = βv¯ = β
∂ψ
∂x
∂
∂x
(
− 1
ρ0
∂p
∂y
)
− ∂
∂y
(
− 1
ρ0
∂p
∂x
)
= − 1
ρ0
(
∂2p
∂x∂y
− ∂
2p
∂x∂y
)
= 0
∂
∂x
(AH∆v¯)− ∂
∂y
(AH∆u¯) = AH∆
(
∂v¯
∂x
− ∂u¯
∂y
)
= AH∆ω
∂
∂x
(−γv¯)− ∂
∂y
(−γu¯) = −γ
(
∂v¯
∂x
− ∂u¯
∂y
)
= −γω
∂
∂x
(
τ 2
ρ0H
)
− ∂
∂y
(
τ 1
ρ0H
)
=
1
ρ0H
(
∂τ 2
∂x
− ∂τ 1
∂y
)
=
1
ρ0H
rot−→τ
y por tanto, la formulacio´n ω−ψ que hemos derivado de (1.25) queda de la siguiente forma:
∂ω
∂t
+
∂ψ
∂x
∂ω
∂y
− ∂ψ
∂y
∂ω
∂x
+ β
∂ψ
∂x
= AH∆ω − γω + 1
ρ0H
rot −→τ
∆ψ = ω
+CC
Observacio´n 1.4 A veces, por notacio´n, se introduce el operador jacobiano, que agrupa los
te´rminos no lineales de esta formulacio´n. Por tanto estara´ definido de la siguiente forma:
J (ψ, ω) =
∂ψ
∂x
∂ω
∂y
− ∂ψ
∂y
∂ω
∂x
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Figura 1.3:
En lo que sigue utilizaremos esta notacio´n y adema´s llamaremos F a la funcio´n
F =
1
ρ0H
rot −→τ (1.29)
que corresponde con las fuerzas externas del modelo.
Las condiciones de contorno que utilizaremos principalmente para esta formulacio´n son
(1.23) y que complementaremos con (1.10), como ya explicamos anteriormente. Por tanto,
para cada punto de la frontera (ver Figura 1.3),
0 =
−→¯
u · ~n = (u¯, v¯) · (n1, n2) = (v¯,−u¯) · (n2,−n1) = ∇ψ · ~n⊥ = ∂ψ
∂~n⊥
= 0
es decir, tenemos que la funcio´n ψ es constante en cada componente conexa de ∂Π. Por
tanto, si el dominio Π es simplemente conexo podemos suponer, sin pe´rdida de generalidad,
que ψ|∂Π = 0. De esta forma, las condiciones de contorno que emplearemos en esta memoria
para la formulacio´n de vorticidad-funcio´n de corriente sera´:
ψ|∂Π = 0 = ω|∂Π
Observacio´n 1.5 Como comentamos, estas condiciones de contorno permiten que exista
deslizamiento a lo largo de la frontera del dominio, pero no permite que el fluido entre ni
salga del dominio. Si, por el contrario, quisieramos condiciones de frontera no deslizantes
tendr´ıamos que imponer la condicio´n (1.22), que traducida a los te´rminos en los que estamos
trabajando en este apartado se reducen a
ψ|∂Π = 0 =
∂ψ
∂~n |∂Π
ya que como
−→¯
u |Π = 0, en particular se tiene que
−→¯
u · ~n⊥ = 0. Del mismo modo que antes,
0 =
−→¯
u · ~n⊥ = ∇ψ · ~n = ∂ψ
∂~n
= 0
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De esta manera, la formulacio´n de vorticidad-funcio´n de corriente queda descrita de la
siguiente forma: 
∂ω
∂t
+ J (ψ, ω) + β
∂ψ
∂x
= AH∆ω − γω + F
∆ψ = ω∣∣∣∣∣∣∣∣
ψ|∂Π = 0 = ω|∂Π
o´
ψ|∂Π = 0 =
∂ψ
∂~n |∂Π
(1.30)
1.3. Algunos resultados sobre existencia y unicidad
Para completar este primer cap´ıtulo sobre la descripcio´n del modelo que vamos a estudiar
en este trabajo, intentaremos dar una solucio´n al problema matema´tico de la existencia y
unicidad de las ecuaciones que hemos deducido, as´ı como un estudio sobre la equivalencia
entre las ecuaciones (1.25) y (1.30). En cuanto a la existencia y unicidad de solucio´n de
las ecuaciones (1.24), seguiremos esencialmente [64] realizando las modificaciones oportunas
para las particularidades de nuestro modelo, cuya principal diferencia con respecto al modelo
tratado en [64] (ecuaciones de Navier-Stokes) se centra en el te´rmino no lineal, el te´rmino
de Coriolis y el te´rmino de la presio´n. En concreto necesitaremos realizar algunas hipo´tesis
sobre las propiedades de nuestra solucio´n, que estara´n fundamentadas tanto en observaciones
f´ısicas como nume´ricas.
En todo lo que sigue supondremos que Ω ⊂ R2 es un abierto acotado con frontera
localmente Lipschitz, y H : Ω → R+ es una funcio´n continua y derivable, y tal que H ≥
h0 > 0. Adema´s, utilizaremos los espacios L
2 (Ω) y H10 (Ω) con sus respectivas normas,
donde, para el espacio H10 (Ω) tomaremos la norma del gradiente, es decir, dada u ∈ H10 (Ω),
tomaremos
‖u‖2H10 (Ω) =
∫
Ω
|∇u|2
Introduzcamos en primer lugar los espacios funcionales en los que vamos a trabajar (ve´ase
[64] para un mayor detalle de estos espacios as´ı como las propiedades que poseen).
D (Ω) = {ϕ ∈ C∞ (Ω) : sopϕ ⊂ Ω es compacto}
V = {~v ∈ D (Ω)2 : div~v = 0 y ~v · ∇H = 0}
H = VL2(Ω)
2
V = VH10 (Ω)
2
Observemos tambie´n que el problema (1.24) lo podemos escribir como
∂u1
∂t
+
u1
H
∂u1
∂x
+
u2
H
∂u1
∂y
− AH∆u1 − fu2 = − 1
ρ0
H
∂p
∂x
− γu1 + τ 1
ρ0
∂u2
∂t
+
u1
H
∂u2
∂x
+
u2
H
∂u2
∂y
− AH∆u2 + fu1 = − 1
ρ0
H
∂p
∂y
− γu2 + τ 2
ρ0
div ~u = 0
~u|∂Π = 0
(1.31)
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donde, por comodidad en la notacio´n, hemos llamado u1 = Hu¯ y u2 = Hv¯ (y ~u = (u1, u2)).
Adema´s, por simplicar todo el ana´lisis teo´rico que vamos a desarrollar, hemos tomado las
condiciones de contorno Dirichlet homoge´neas.
Sigamos con una definicio´n.
Definicio´n 1.6 Definimos las siguientes formas, bilineal y trilineal respectivamente:
a : H10 (Ω)
2 ×H10 (Ω)2 −→ R
(~u,~v) 7−→ α
∫
Ω
~u · ~v + ν
∫
Ω
∇~u · ∇~v +
∫
Ω
f~u⊥ · ~v =
= α
∫
Ω
~u · ~v + ν
2∑
i=1
∫
Ω
∇ui · ∇vi +
∫
Ω
f~u⊥ · ~v
b : H10 (Ω)
2 ×H10 (Ω)2 ×H10 (Ω)2 −→ R
(~u,~v, ~w) 7−→
∫
Ω
(
~u
H
· ∇~v
)
· ~w =
2∑
i,j=1
∫
Ω
ui
H
∂vj
∂xi
wj
donde ~u = (u1, u2), ~v = (v1, v2), ~w = (w1, w2), ~u
⊥ = (−u2, u1) y α y ν son dos constantes
tales que α, ν ≥ 0.
Con estas definiciones, si multiplicamos escalarmente en el espacio L2 (Ω)2 por una fun-
cio´n ~ϕ ∈ V en las ecuaciones (1.31), tendremos
∂
∂t
(~u, ~ϕ)L2(Ω)2 +
(
H−1~u · ∇~u, ~ϕ)
L2(Ω)2
+ AH (∇~u,∇ϕ)L2(Ω)2 +
(
f~u⊥, ~ϕ
)
L2(Ω)2
=
= − 1
ρ0
(H∇p, ~ϕ)L2(Ω)2 − γ (~u, ~ϕ)L2(Ω)2 +
1
ρ0
(~τ , ~ϕ)L2(Ω)2
o equivalentemente, utilizando la Definicio´n 1.6 con α = γ y ν = AH ,
∂
∂t
(~u, ~ϕ)L2(Ω)2 + b (~u, ~u, ~ϕ) + a (~u, ~ϕ) =
1
ρ0
(~τ , ~ϕ)L2(Ω)2 (1.32)
donde hemos utilizado que
(H∇p, ~ϕ)L2(Ω)2 =
∫
Ω
H∇p · ~ϕ = −
∫
Ω
p div (H~ϕ) = 0
Claramente la ecuacio´n (1.32) es la formulacio´n variacional de (1.31) y nuestro objetivo
en esta seccio´n sera´ probar la existencia de una funcio´n ~u ∈ L2 ((0, T ) ;V ) ∩ L∞ ((0, T ) ;H)
verificando (1.32) para cualquier funcio´n ~ϕ ∈ V y c.t.t ∈ (0, T ), junto con una condicio´n
inicial del tipo u (0) = u0 ∈ V .
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Observacio´n 1.7 Observemos que el espacio funcional V que hemos elegido no es el que
las ecuaciones (1.31) exigir´ıan. En su lugar, la eleccio´n natural deber´ıa haber sido
V = {~v ∈ D (Ω)2 : div~v = 0}
Si bien con la eleccio´n de V que hemos tomado estamos imponiendo ciertas restricciones
a la solucio´n ~u de nuestro problema, veremos que e´stas no son tales, pues comprobaremos
como la solucio´n ~u verificara´ en general que
~u · ∇H ¿ 1
y por tanto una cantidad despreciable. Adema´s, esta hipo´tesis que en general comprobaremos
nume´ricamente su validez, es justamente lo observado por los geof´ısicos y oceano´grafos, y
que f´ısicamente se traduce en que el flujo barotro´pico sigue la topograf´ıa del terreno (la
batimetr´ıa).
As´ı, para simplificar el ana´lisis teo´rico y eliminar multitud de problemas te´cnicos que apa-
recer´ıan en caso contrario y que hacen el estudio de la existencia de solucio´n muy complejo,
nosotros supondremos que la solucio´n verifica esta hipo´tesis.
Como u´ltima observacio´n, notar que cuando la funcio´n H es constante automa´ticamente
tendr´ıamos el espacio V definido como las ecuaciones (1.31) exigen, pues ahora ∇H ≡ 0.
Antes de seguir avanzando veamos que efectivamente a y b esta´n bien definidas y estu-
diemos algunas propiedades.
Proposicio´n 1.8 Si α, ν > 0, entonces, la forma bilineal a esta´ bien definida, es continua
y coercitiva. Es decir, existen constantes C0 > 0 y C1 > 0 tales que
|a (~u,~v)| ≤ C0 ‖~u‖H10 (Ω)2 ‖~v‖H10 (Ω)2 ∀~u,~v ∈ H
1
0 (Ω)
2 (1.33)
a (~u, ~u) ≥ C1 ‖~u‖2H10 (Ω)2 ∀~u ∈ H
1
0 (Ω)
2 (1.34)
Demostracio´n. Para probar la continuidad de a,
|a (~u,~v)| ≤ α
∫
Ω
|~u · ~v|+ ν
2∑
i=1
∫
Ω
|∇ui · ∇vi|+
∫
Ω
∣∣f~u⊥ · ~v∣∣ ≤
≤ α ‖~u‖L2(Ω)2 ‖~v‖L2(Ω)2 + ν ‖∇~u‖L2(Ω)4 ‖∇~v‖L2(Ω)4 + ‖f‖L∞(Ω) ‖~u‖L2(Ω)2 ‖~v‖L2(Ω)2 ≤
≤
(
α+ ν + ‖f‖L∞(Ω)
)
‖~u‖H10 (Ω)2 ‖~v‖H10 (Ω)2 = C0 ‖~u‖H10 (Ω)2 ‖~v‖H10 (Ω)2
de donde se deduce que a esta´ bien definida y adema´s es continua.
Estudiemos ahora la coercitividad de a:
a (~u, ~u) = α
∫
Ω
|~u|2 + ν
2∑
i=1
∫
Ω
|∇ui|2 +
∫
Ω
H−1f~u⊥ · ~u =
= α
∫
Ω
|~u|2 + ν
2∑
i=1
∫
Ω
|∇ui|2 = α ‖~u‖2L2(Ω) + ν ‖∇~u‖2L4(Ω) ≥
≥ ν ‖~u‖2H10 (Ω) = C1 ‖~u‖
2
H10 (Ω)
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Proposicio´n 1.9 La forma trilineal b esta´ bien definida, es continua y verifica
b (~u,~v, ~w) = −b (~u, ~w,~v) ∀~u ∈ V y ∀~v, ~w ∈ H10 (Ω)2 (1.35)
En particular, se tiene que
b (~u,~v,~v) = 0 ∀~u ∈ V y ∀~v ∈ H10 (Ω)2 (1.36)
Adema´s, existe una constante C2 > 0 tal que
b (~u, ~u,~v) ≤ C2 ‖~u‖L2(Ω)2 ‖~u‖H10 (Ω)2 ‖~v‖H10 (Ω)2 ∀~u,~v ∈ H
1
0 (Ω)
2 (1.37)
Demostracio´n. Como Ω ⊂ R2, tenemos que H10 (Ω) ⊂ L4 (Ω), y adema´s,
‖u‖L4(Ω) ≤ c (Ω) ‖u‖H10 (Ω) ∀u ∈ H
1
0 (Ω)
Por tanto, utilizando la desigualdad de Ho¨lder,∣∣∣∣∣∣
∫
Ω
H−1ui
∂vj
∂xi
wj
∣∣∣∣∣∣ ≤ ∥∥H−1∥∥L∞(Ω)
∫
Ω
∣∣∣∣ui∂vj∂xiwj
∣∣∣∣ ≤ ∥∥H−1∥∥L∞(Ω) ‖ui‖L4(Ω) ∥∥∥∥∂vj∂xi
∥∥∥∥
L2(Ω)
‖wj‖L4(Ω)
As´ı,
|b (~u,~v, ~w)| ≤
2∑
i,j=1
∣∣∣∣∣∣
∫
Ω
H−1ui
∂vj
∂xi
wj
∣∣∣∣∣∣ ≤ ∥∥H−1∥∥L∞(Ω)
2∑
i,j=1
‖ui‖L4(Ω) ‖wj‖L4(Ω)
∥∥∥∥∂vj∂xi
∥∥∥∥
L2(Ω)
≤
≤ ∥∥H−1∥∥
L∞(Ω)
(
2∑
i,j=1
‖ui‖2L4(Ω) ‖wj‖2L4(Ω)
)1/2( 2∑
i,j=1
∥∥∥∥∂vj∂xi
∥∥∥∥2
L2(Ω)
)1/2
=
=
∥∥H−1∥∥
L∞(Ω)
(
2∑
i=1
‖ui‖2L4(Ω)
)1/2( 2∑
i=1
‖wi‖2L4(Ω)
)1/2
‖∇~v‖L2(Ω)4 ≤
≤ c (Ω)2 ∥∥H−1∥∥
L∞(Ω)
(
2∑
i=1
‖ui‖2H10 (Ω)
)1/2( 2∑
i=1
‖wi‖2H10 (Ω)
)1/2
‖~v‖H10 (Ω)2 =
= c (Ω)2
∥∥H−1∥∥
L∞(Ω) ‖~u‖H10 (Ω)2 ‖~v‖H10 (Ω)2 ‖~w‖H10 (Ω)2
de donde se deduce que b esta´ bien definida, as´ı como su continuidad.
Para probar (1.35), integramos por partes en la definicio´n de b,
b (~u,~v, ~w) =
2∑
i,j=1
∫
Ω
H−1ui
∂vj
∂xi
wj = −
2∑
i,j=1
∫
Ω
vj
∂
∂xi
(
H−1uiwj
)
=
= −
2∑
i,j=1
∫
Ω
vj
(
∂H−1
∂xi
uiwj +H
−1∂ui
∂xi
wj +H
−1ui
∂wj
∂xi
)
=
= −
∫
Ω
(
~u · ∇H−1) (~v · ~w)− ∫
Ω
H−1 (~v · ~w) div ~u−
2∑
i,j=1
∫
Ω
H−1ui
∂wj
∂xi
vj =
= −b (~u, ~w,~v)
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donde hemos utilizado que
~u · ∇H−1 = −H−2 (~u · ∇H) = 0, si ~u ∈ V
Para demostrar la relacio´n (1.37), bastara´ con aplicar la desigualdad siguiente (ve´ase por
ejemplo, Lema 3.3, pag. 291, de [64])
‖u‖2L4(Ω) ≤ 21/2 ‖u‖L2(Ω) ‖∇u‖L2(Ω)2 ∀u ∈ H10 (Ω)
y de un modo ana´logo a como se demostraba la continuidad de b:
|b (~u,~v, ~w)| ≤ C2
(
2∑
i=1
‖ui‖L2(Ω) ‖∇ui‖L2(Ω)
)1/2( 2∑
i=1
‖wi‖L2(Ω) ‖∇wi‖L2(Ω)
)1/2
‖~v‖H10 (Ω)2 ≤
≤ C2
(
2∑
i=1
‖ui‖2L2(Ω)
2∑
i=1
‖∇ui‖2L2(Ω)
2∑
i=1
‖wi‖2L2(Ω)
2∑
i=1
‖∇wi‖2L2(Ω)
)1/4
‖~v‖H10 (Ω)2 ≤
≤ C2 ‖~u‖1/2L2(Ω)2 ‖∇~u‖
1/2
L2(Ω)4
‖~w‖1/2
L2(Ω)2
‖∇~w‖1/2
L2(Ω)4
‖~v‖H10 (Ω)2 ≤
≤ C2 ‖~u‖1/2L2(Ω)2 ‖~u‖
1/2
H10 (Ω)
2 ‖~w‖1/2L2(Ω)2 ‖~w‖
1/2
H10 (Ω)
2 ‖~v‖H10 (Ω)2
donde C2 = 2
1/2 ‖H−1‖L∞(Ω).
Finalmente, utilizando (1.35),
|b (~u, ~u,~v)| = |b (~u,~v, ~u)| ≤ C2 ‖~u‖L2(Ω)2 ‖~u‖H10 (Ω)2 ‖~v‖H10 (Ω)2
Sigamos con un par de lemas te´cnicos que utilizaremos ma´s tarde para estudiar la exis-
tencia y unicidad del problema (1.31).
Lema 1.10 Sea X un espacio de Hilbert de dimensio´n finita, sea k > 0 y sea P : X −→ X
tal que
(Pξ, ξ)X > 0 ∀ξ ∈ X tal que ‖ξ‖X = k
Entonces, existe ξ ∈ X tal que ‖ξ‖ ≤ k y adema´s Pξ = 0.
Demostracio´n. La demostracio´n de este lema es una consecuencia sencilla del Teore-
ma del punto fijo de Brouwer (ve´ase, por ejemplo, Lema 1.4, pag. 164, de [64], para la
demostracio´n completa del lema).
Lema 1.11 Sea {~uk}k∈N ⊂ V una sucesio´n convergente a ~u ∈ V en L2 (Ω)2, entonces,
b (~uk, ~uk, ~v) −→
k→∞
b (~u, ~u,~v) ∀~v ∈ V
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Demostracio´n. Por (1.35),
b (~uk, ~uk, ~v) = −b (~uk, ~v, ~uk) = −
2∑
i,j=1
∫
Ω
H−1uk,i
∂vj
∂xi
uk,j
Adema´s, H−1
∂vj
∂xi
∈ C10 (Ω), por tanto,∫
Ω
uk,iuk,jH
−1∂vj
∂xi
=
∫
Ω
uk,i (uk,j − uj)H−1∂vj
∂xi
+
∫
Ω
uk,iujH
−1∂vj
∂xi
−→
k→∞
∫
Ω
uiujH
−2∂vj
∂xi
Por tanto,
b (~uk, ~uk, ~v) −→
k→∞
−
2∑
i,j=1
∫
Ω
H−1ui
∂vj
∂xi
uj = −b (~u,~v, ~u) = b (~u, ~u,~v)
Lema 1.12 Sea {~uk}k∈N ⊂ L2 ((0, T ) ;V ) una sucesio´n convergente a ~u ∈ L2 ((0, T ) ;V ) en
el espacio L2 ((0, T ) ;H). Entonces,
T∫
0
b (~uk (t) , ~uk (t) , ~v (t)) dt −→
k→∞
T∫
0
b (~u (t) , ~u (t) , ~v (t)) dt ∀~v ∈ C1
(
(0, T )× Ω
)
Demostracio´n. La demostracio´n es ana´loga a la del Lema 1.11.
Pasemos ahora a probar uno de los teoremas principales de esta seccio´n que se refiere a
la existencia de solucio´n del problema estacionario que estamos estudiando.
Teorema 1.13 Sean α, ν > 0 y ~τ ∈ L2 (Ω)2 . Entonces, existe al menos una funcio´n ~u ∈ V
verificando
a (~u,~v) + b (~u, ~u,~v) = (~τ ,~v) ∀~v ∈ V (1.38)
Demostracio´n. Para demostrar esta proposicio´n seguiremos esencialmente los argu-
mentos habituales para probar la existencia de solucio´n del problema estacionario de Navier-
Stokes (ve´ase [64]) junto con las proposiciones y lemas que hemos desarrollado anteriormente.
De esta forma, utilizaremos el me´todo de Galerkin para encontrar una solucio´n del pro-
blema. As´ı, sea {~vk}k∈N ⊂ V un conjunto de elementos linealmente independientes en V y
tales que span {~vk}k∈N
V
= V . Ahora, para cada m ∈ N, sea ~um ∈ span {~vk}k∈{1,2,...m} tal que
a (~um, ~vk) + b (~um, ~um, ~vk) = (~τ ,~vk)L2(Ω)2 ∀k = 1, 2, ...m (1.39)
Observemos que (1.39) tiene solucio´n por el Lema 1.10. En efecto, considerando el espacio
X = span {~vk}k∈{1,2,...m} ⊂ V , con el producto escalar de V , y P definido por(
P~ξ,~ζ
)
X
= a
(
~ξ,~ζ
)
+ b
(
~ξ,~ξ,~ζ
)
−
(
~τ ,~ζ
)
L2(Ω)2
∀~ξ,~ζ ∈ X,
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entonces, (
P~ξ,~ξ
)
X
= a
(
~ξ,~ξ
)
+ b
(
~ξ,~ξ,~ξ
)
−
(
~τ ,~ξ
)
L2(Ω)2
≥
≥ C1
∥∥∥~ξ∥∥∥2
V
− ‖~τ‖L2(Ω)2
∥∥∥~ξ∥∥∥
V
> 0
para todo ~ξ ∈ X, con
∥∥∥~ξ∥∥∥
V
>
‖~τ‖L2(Ω)2
C1
.
Por lo que, aplicando el Lema 1.10 tenemos que existe una solucio´n ~um tal que ‖~um‖V ≤‖~τ‖L2(Ω)2
C1
∀m ∈ N. Por tanto, existe una subsucesio´n {~umj}j∈N convergente de´bilmente
en V a una funcio´n ~u ∈ V y fuertemente en L2 (Ω)2 (pues V ⊂ L2 (Ω)2 con inclusio´n
compacta ya que V ⊂ H10 (Ω)2).
Por el Lema 1.11 tenemos que
b
(
~umj , ~umj , ~v
)−→
j→∞
b (~u, ~u,~v) ∀~v ∈ V
y por tanto, como
a
(
~umj , ~vk
)
+ b
(
~umj , ~umj , ~vk
)
= (~τ ,~vk)L2(Ω)2 ∀mj ≥ k y ∀k ∈ N
podemos pasar al l´ımite, cuando j −→∞ y obtendremos que
a (~u,~vk) + b (~u, ~u,~vk) = (~τ ,~vk)L2(Ω)2 ∀k ∈ N
luego,
a (~u,~v) + b (~u, ~u,~v) = (~τ ,~v)L2(Ω)2 ∀v ∈ V
Una vez estudiado el problema estacionario, pasaremos a estudiar el problema de evolu-
cio´n, ecuaciones (1.32). Como ya hemos hecho notar, la gran diferencia a la hora de estudiar
la existencia de solucio´n de (1.31) frente a las ecuaciones de Navier-Stokes, se debe a la
funcio´n H, principalmente en el te´rmino no lineal y el te´rmino de la presio´n. En nuestro
caso, y debido al espacio V que hemos elegido, veremos que estas dificultades las podemos
subsanar sin problemas.
Para poder obtener resultados de existencia de la ecuacio´n (1.32) utilizaremos el me´todo
de discretizacio´n temporal. As´ı, dado T > 0 y dado N ∈ N definimos ∆t = T/N , y puesto
que suponemos que ~u (0) = ~u0, definimos ~u
0 = ~u0 y para cada n = 0, 1, 2, . . . , N−1 definimos
~un+1 ∈ V verificando
1
∆t
(
~un+1 − ~un, ~ϕ)
L2(Ω)2
+b
(
~un+1, ~un+1, ~ϕ
)
+a
(
~un+1, ~ϕ
)
=
1
ρ0
(~τ , ~ϕ)L2(Ω)2 ∀~ϕ ∈ V (1.40)
Si bien ~un depende de N (o´ ∆t), no escribimos esta dependencia por claridad en la
notacio´n y por no llevar a confusio´n.
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Proposicio´n 1.14 Para cualquier n = 0, 1, 2, . . . , N − 1 el problema (1.40) siempre admite
solucio´n.
Demostracio´n. La demostracio´n es una consecuencia inmediata del Teorema 1.13, pues
(1.40) se puede escribir de la forma (1.38) tomando α =
1
∆t
+ γ y ν = AH .
Sigamos con una definicio´n:
Definicio´n 1.15 Para cada N ∈ N, definimos las funciones ~uN ∈ L2 ((0, T ) , V ) y
~wN ∈ L2 ((0, T ) ,H) como sigue:∣∣∣∣∣∣∣∣∣∣
~uN : [0, T ] −→
t 7→
y
~wN : [0, T ] −→
t 7→
V
~un si t ∈ [(n− 1)∆t, n∆t)
H
(n− t/∆t) ~un−1 + (t/∆t− n+ 1) ~un si t ∈ [(n− 1)∆t, n∆t)
Veamos como podemos obtener algunas estimaciones a priori, que luego utilizaremos para
estudiar la convergencia cuando ∆t −→ 0 (o´ N −→∞) y poder demostrar que el l´ımite que
obtenemos es una solucio´n de (1.32).
Lema 1.16 Dado H ∈ C1 (Ω), con H ≥ h0 > 0, se tiene que existe una constante D1 > 0
tal que
‖~un‖2L2(Ω)2 ≤ D1 ∀n = 0, 1, 2, . . . , N
∆t
N∑
n=1
‖~un‖2H10 (Ω)2 ≤
D1
C1
N∑
n=1
∥∥~un − ~un−1∥∥2
L2(Ω)2
≤ D1
con D1 = ‖~u0‖2L2(Ω)2 +
4T
C1ρ20
‖~τ‖2L2(Ω)2 (y por tanto independiente de ∆t) y C1 la constante
obtenida en la Proposicio´n 1.8.
Demostracio´n. Sabemos que si n = 0, 1, 2, . . . , N − 1, entonces, ~un+1 verifica (1.40).
Tomando ~ϕ = ~un+1 en (1.40), tendremos:
1
∆t
(
~un+1 − ~un, ~un+1)
L2(Ω)2
+ b
(
~un+1, ~un+1, ~un+1
)
+ a
(
~un+1, ~un+1
)
=
1
ρ0
(
~τ , ~un+1
)
L2(Ω)2
es decir, (
~un+1 − ~un, ~un+1)
L2(Ω)2
+∆t a
(
~un+1, ~un+1
)
=
1
ρ0
∆t
(
~τ , ~un+1
)
L2(Ω)2
Utilizando que todo producto escalar (·, ·) verifica que
2 (a− b, a) = (a, a)− (b, b) + (a− b, a− b) ∀a, b
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entonces,
∥∥~un+1∥∥2
L2(Ω)2
− ‖~un‖2L2(Ω)2 +
∥∥~un+1 − ~un∥∥2
L2(Ω)2
+ 2∆t a
(
~un+1, ~un+1
)
=
2
ρ0
∆t
(
~τ , ~un+1
)
L2(Ω)2
Ahora, utilizando la coercitividad de a y la desigualdad de Ho¨lder, tendremos:∥∥~un+1∥∥2
L2(Ω)2
− ‖~un‖2L2(Ω)2 +
∥∥~un+1 − ~un∥∥2
L2(Ω)2
+ 2C1∆t
∥∥~un+1∥∥2
H10 (Ω)
2 ≤
≤ 2
ρ0
∆t ‖~τ‖L2(Ω)2
∥∥~un+1∥∥
L2(Ω)2
≤ 2
ρ0
∆t ‖~τ‖L2(Ω)2
∥∥~un+1∥∥
H10 (Ω)
2 ≤
≤ 2
ρ0
∆t
(
C1ρ0
2
∥∥~un+1∥∥2
H10 (Ω)
2 +
2
C1ρ0
‖~τ‖2L2(Ω)2
)
= C1∆t
∥∥~un+1∥∥2
H10 (Ω)
2 +
4∆t
C1ρ20
‖~τ‖2L2(Ω)2
es decir,
∥∥~un+1∥∥2
L2(Ω)2
− ‖~un‖2L2(Ω)2 +
∥∥~un+1 − ~un∥∥2
L2(Ω)2
+ C1∆t
∥∥~un+1∥∥2
H10 (Ω)
2 ≤ 4∆t
C1ρ20
‖~τ‖2L2(Ω)2
Sumando esta expresio´n para valores n desde 0 hasta m− 1,
‖~um‖2L2(Ω)2 −
∥∥~u0∥∥2
L2(Ω)2
+
m∑
n=1
∥∥~un − ~un−1∥∥2
L2(Ω)2
+ C1∆t
m∑
n=1
‖~un‖2H10 (Ω)2 ≤
≤ 4∆t
C1ρ20
m∑
n=1
‖~τ‖2L2(Ω)2 ≤
4T
C1ρ20
‖~τ‖2L2(Ω)2
es decir, para cualquier m = 1, 2, . . . , N tenemos
‖~um‖2L2(Ω)2 +
m∑
n=1
∥∥~un − ~un−1∥∥2
L2(Ω)2
+ C1∆t
m∑
n=1
‖~un‖2H10 (Ω)2 ≤
∥∥~u0∥∥2
L2(Ω)2
+
4T
C1ρ20
‖~τ‖2L2(Ω)2
de donde se deduce fa´cilmente el resultado.
Lema 1.17 Bajo las hipo´tesis anteriores, se tiene que
∆t
N∑
n=1
∥∥∥∥~un − ~un−1∆t
∥∥∥∥2
V ∗
≤ D2
donde D2 es independiente de ∆t, V
∗ denota el espacio dual topolo´gico de V y
~un − ~un−1
∆t
∈
V ∗ como la aplicacio´n
V −→ R
~ϕ 7−→
(
~un − ~un−1
∆t
, ~ϕ
)
L2(Ω)2
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Demostracio´n. Dado n = 0, 1, 2, . . . , N − 1, tenemos que∥∥∥∥~un+1 − ~un∆t
∥∥∥∥
V ∗
= sup
‖~ϕ‖V ≤1
∣∣∣∣(~un+1 − ~un∆t , ~ϕ
)∣∣∣∣
L2(Ω)2
=
= sup
‖~ϕ‖V ≤1
∣∣∣∣−b (~un+1, ~un+1, ~ϕ)− a (~un+1, ~ϕ)+ 1ρ0 (~τ , ~ϕ)L2(Ω)2
∣∣∣∣ ≤
≤ sup
‖~ϕ‖V ≤1
∣∣b (~un+1, ~un+1, ~ϕ)∣∣+ sup
‖~ϕ‖V ≤1
∣∣a (~un+1, ~ϕ)∣∣+ 1
ρ0
sup
‖~ϕ‖V ≤1
∣∣∣(~τ , ~ϕ)L2(Ω)2∣∣∣ ≤
≤ C2
∥∥~un+1∥∥
L2(Ω)2
∥∥~un+1∥∥
H10 (Ω)
2 + C0
∥∥~un+1∥∥
H10 (Ω)
2 +
1
ρ0
‖~τ‖L2(Ω)2 ≤
≤ C2D1
∥∥~un+1∥∥
H10 (Ω)
2 + C0
∥∥~un+1∥∥
H10 (Ω)
2 +
1
ρ0
‖~τ‖L2(Ω)2 =
= (C2D1 + C0)
∥∥~un+1∥∥
H10 (Ω)
2 +
1
ρ0
‖~τ‖L2(Ω)2
donde hemos utilizado las Proposiciones 1.8 y 1.9, as´ı como el Lema 1.16.
Elevando al cuadrado la anterior expresio´n, podemos encontrar una constante K tal que∥∥∥∥~un+1 − ~un∆t
∥∥∥∥2
V ∗
≤ K
(∥∥~un+1∥∥2
H10 (Ω)
2 + ‖~τ‖2L2(Ω)2
)
y por tanto,
∆t
N∑
n=1
∥∥∥∥~un − ~un−1∆t
∥∥∥∥2
V ∗
≤ K∆t
N∑
n=1
(
‖~un‖2H10 (Ω)2 + ‖~τ‖
2
L2(Ω)2
)
=
= KT ‖~τ‖2L2(Ω)2 +K∆t
N∑
n=1
‖~un‖2H10 (Ω)2 ≤
≤ KT ‖~τ‖2L2(Ω)2 +K
D1
C1
= D2
donde una vez ma´s hemos utilizado el Lema 1.16.
Lema 1.18 Bajo las anteriores hipo´tesis, se tiene que existe una constante C > 0 tal que
‖~uN‖L2((0,T );V ) ≤ C
‖~uN‖L∞((0,T );H) ≤ C
‖~wN‖L2((0,T );V ) ≤ C
‖~wN‖L∞((0,T );H) ≤ C∥∥∥∥∂ ~wN∂t
∥∥∥∥
L2((0,T );V ∗)
≤ C

∀N ∈ N
y adema´s,
~uN − ~wN −→
N→∞
0 en L2 ((0, T ) ;H) (1.41)
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Demostracio´n. Las acotaciones en los correspondientes espacios para ~uN y ~wN , inde-
pendientes de ∆t (o´ N), son una consecuencia inmediata de los Lemas 1.16 y 1.17, pues:
‖~uN‖2L2((0,T );V ) =
T∫
0
‖~uN (t)‖2H10 (Ω)2 dt =
N∑
n=1
n∆t∫
(n−1)∆t
‖~un‖2H10 (Ω)2 dt =
= ∆t
N∑
n=1
‖~un‖2H10 (Ω)2 ≤
D1
C1
‖~uN‖L∞((0,T );H) = ma´xn=0,1,2,...,N ‖~u
n‖L2(Ω)2 ≤ D1/21
‖~wN‖2L2((0,T );V ) =
T∫
0
‖~wN (t)‖2H10 (Ω)2 dt =
=
N∑
n=1
n∆t∫
(n−1)∆t
∥∥(n− t/∆t) ~un−1 + (t/∆t− n+ 1) ~un∥∥2
H10 (Ω)
2 dt ≤
≤
N∑
n=1
n∆t∫
(n−1)∆t
(
(n− t/∆t)∥∥~un−1∥∥
H10 (Ω)
2 + (t/∆t− n+ 1) ‖~un‖H10 (Ω)2
)2
dt =
=
∆t
3
N∑
n=1
(
‖~un‖2H10 (Ω)2 +
∥∥~un−1∥∥2
H10 (Ω)
2 + ‖~un‖H10 (Ω)2
∥∥~un−1∥∥
H10 (Ω)
2
)
≤
≤ ∆t
2
N∑
n=1
(
‖~un‖2H10 (Ω)2 +
∥∥~un−1∥∥2
H10 (Ω)
2
)
≤ ∆t
N∑
n=1
‖~un‖2H10 (Ω)2 ≤
D1
C1
‖~wN‖L∞((0,T );H) = ma´xn=0,1,2,...,N ‖~u
n‖L2(Ω)2 ≤ D1/21∥∥∥∥∂ ~wN∂t
∥∥∥∥2
L2((0,T );V ∗)
=
T∫
0
∥∥∥∥∂ ~wN∂t (t)
∥∥∥∥2
V ∗
dt =
N∑
n=1
n∆t∫
(n−1)∆t
∥∥∥∥~un − ~un−1∆t
∥∥∥∥2
V ∗
dt =
= ∆t
N∑
n=1
∥∥∥∥~un − ~un−1∆t
∥∥∥∥2
V ∗
≤ D2
y de esta forma, basta tomar C = ma´x
{
D1
C1
, D
1/2
1 , D2
}
.
Como adema´s,
~uN (t)− ~wN (t) = (n− t/∆t)
(
~un − ~un−1) , si t ∈ [(n− 1)∆t, n∆t)
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entonces,
‖~uN − ~wN‖2L2((0,T );H) =
T∫
0
‖~uN (t)− ~wN (t)‖2L2(Ω)2 dt =
=
N∑
n=1
∥∥~un − ~un−1∥∥2
L2(Ω)2
n∆t∫
(n−1)∆t
(n− t/∆t)2 dt =
=
∆t
3
N∑
n=1
∥∥~un − ~un−1∥∥2
L2(Ω)2
≤ ∆tD1
3
=
TD1
3N
y por tanto,
‖~uN − ~wN‖L2((0,T );H) −→N→∞ 0
Una vez demostrados todos estos lemas, estamos en condiciones de poder demostrar el
teorema que nos probara´ la existencia de solucio´n a las ecuaciones (1.32).
Teorema 1.19 Si ~u0 ∈ H y ~τ ∈ L2 (Ω)2, entonces existe una u´nica funcio´n
~u ∈ L2 ((0, T ) ;V ) ∩ L∞ ((0, T ) ;H) verificando
∂
∂t
(~u (t) , ~ϕ)L2(Ω)2 + b (~u (t) , ~u (t) , ~ϕ) + a (~u (t) , ~ϕ) =
1
ρ0
(~τ , ~ϕ)L2(Ω)2 , ∀~ϕ ∈ V
~u (0) = ~u0
(1.42)
Adema´s, ~u ∈ C ((0, T ) ;H).
Demostracio´n. La idea de la prueba consistira´ en probar que las sucesiones que hemos
construido, ~uN y ~wN , son convergentes a una funcio´n ~u y que dicha funcio´n es solucio´n de
(1.42).
Por el Lema 1.18, tenemos que existen dos subsucesiones {~uNk}k∈N y {~wNk}k∈N, as´ı como
dos funciones ~u, ~u∗ ∈ L2 ((0, T ) ;V ) ∩ L∞ ((0, T ) ;H) de tal forma que
~uNk
ω−→
k→∞
~u en L2 ((0, T ) ;V ) (1.43)
~uNk
ω∗−→
k→∞
~u en L∞ ((0, T ) ;H)
~wNk
ω−→
k→∞
~u∗ en L2 ((0, T ) ;V ) (1.44)
~wNk
ω∗−→
k→∞
~u∗ en L∞ ((0, T ) ;H)
∂ ~wNk
∂t
ω−→
k→∞
∂~u∗
∂t
en L2 ((0, T ) ;V ∗) (1.45)
donde ω y ω∗ indican que la convergencia es de´bil y de´bil estrella respectivamente.
Una vez ma´s, por el Lema 1.18, expresio´n (1.41), obtenemos que ~u = ~u∗.
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Adema´s, como la siguiente inclusio´n es compacta (ver Teorema 2.1, pa´g. 271 de [64]),{
~v ∈ L2 ((0, T ) ;V ) : ∂~v
∂t
∈ L2 ((0, T ) ;H)
}
⊂ L2 ((0, T ) ;H)
entonces,
~wNk −→
k→∞
~u en L2 ((0, T ) ;H)
y de nuevo, por (1.41),
~uNk −→
k→∞
~u en L2 ((0, T ) ;H) (1.46)
Si nos fijamos ahora en (1.40), veremos que para c.t.t ∈ [0, T ], esta expresio´n la podemos
interpretar como(
∂ ~wNk
∂t
(t) , ~ϕ
)
L2(Ω)2
+ b (~uNk (t) , ~uNk (t) , ~ϕ) + a (~uNk (t) , ~ϕ) =
1
ρ0
(~τ , ~ϕ)L2(Ω)2 ∀~ϕ ∈ V
o equivalentemente
T∫
0
(
∂ ~wNk
∂t
(t) , ~ψ (t)
)
L2(Ω)2
dt+
T∫
0
b
(
~uNk (t) , ~uNk (t) ,
~ψ (t)
)
dt+
T∫
0
a
(
~uNk (t) ,
~ψ (t)
)
dt =
=
1
ρ0
T∫
0
(
~τ , ~ψ (t)
)
L2(Ω)2
dt ∀~ψ ∈ L2 ((0, T ) ;V )
Por (1.45),
T∫
0
(
∂ ~wNk
∂t
(t) , ~ψ (t)
)
L2(Ω)2
dt −→
k→∞
T∫
0
(
∂~u
∂t
(t) , ~ψ (t)
)
L2(Ω)2
dt
Debido a la continuidad de a, Proposicio´n 1.8, y (1.43),
T∫
0
a
(
~uNk (t) ,
~ψ (t)
)
dt −→
k→∞
T∫
0
a
(
~u (t) , ~ψ (t)
)
dt
Y por el Lema 1.12 y (1.46),
T∫
0
b
(
~uNk (t) , ~uNk (t) ,
~ψ (t)
)
dt −→
k→∞
T∫
0
b
(
~u (t) , ~u (t) , ~ψ (t)
)
dt
Por tanto,
T∫
0
(
∂~u
∂t
(t) , ~ψ (t)
)
L2(Ω)2
dt+
T∫
0
b
(
~u (t) , ~u (t) , ~ψ (t)
)
dt+
T∫
0
a
(
~u (t) , ~ψ (t)
)
dt =
=
1
ρ0
T∫
0
(
~τ , ~ψ (t)
)
L2(Ω)2
dt ∀~ψ ∈ L2 ((0, T ) ;V )
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o equivalentemente,(
∂~u
∂t
(t) , ~ϕ
)
L2(Ω)2
+ b (~u (t) , ~u (t) , ~ϕ)+ a (~u (t) , ~ϕ) =
1
ρ0
(~τ , ~ϕ)L2(Ω)2 ∀~ϕ ∈ V, c.t.t ∈ [0, T ]
Para probar que ~u (0) = ~u0, so´lo necesitamos darnos cuenta de que por (1.44),
T∫
0
(
~wNk (t) ,
~ψ (t)
)
V
dt −→
k→∞
T∫
0
(
~u (t) , ~ψ (t)
)
V
dt ∀~ψ ∈ L2 ((0, T ) ;V )
y por tanto, como ~wNk (0) = ~u0, se tiene que
~u (0) = ~u0
Demostrar que ~u ∈ C ((0, T ) ;H) es inmediato, pues acabamos de ver que la funcio´n ~u
verifica que
~u ∈ L2 ((0, T ) ;V ) y ∂~u
∂t
∈ L2 ((0, T ) ;V ∗)
lo que implica automa´ticamente que ~u ∈ C ((0, T ) ;H) y adema´s
∂
∂t
‖~u (t)‖2L2(Ω)2 = 2
〈
∂~u
∂t
(t) , ~u (t)
〉
V ∗×V
= 2
(
∂~u
∂t
(t) , ~u (t)
)
L2(Ω)2
(1.47)
(ver Lema 1.2, pa´g. 260, de [64]).
As´ı, so´lo falta probar la unicidad de (1.42). Para ello, sean ~u y ~u∗ soluciones de (1.42).
Llamamos ~w = ~u− ~u∗, entonces, para cualquier ~ϕ ∈ V y c.t.t ∈ [0, T ],(
∂ ~w
∂t
(t) , ~ϕ
)
L2(Ω)2
+ b (~u (t) , ~u (t) , ~ϕ)− b (~u∗ (t) , ~u∗ (t) , ~ϕ) + a (~w (t) , ~ϕ) = 0
y tomando ~ϕ = ~w (t) ,(
∂ ~w
∂t
(t) , ~w (t)
)
L2(Ω)2
+ b (~u (t) , ~u (t) , ~w (t))− b (~u∗ (t) , ~u∗ (t) , ~w (t)) + a (~w (t) , ~w (t)) = 0
Adema´s, aplicando (1.47) a ~w (pues ~w ∈ L2 ((0, T ) ;V ) y ∂ ~w
∂t
∈ L2 ((0, T ) ;V ∗), tenemos
que
∂
∂t
‖~w (t)‖2L2(Ω)2 + 2a (~w (t) , ~w (t)) = 2b (~u∗ (t) , ~u∗ (t) , ~w (t))− 2b (~u (t) , ~u (t) , ~w (t)) =
= −2b (~w (t) , ~u∗ (t) , ~w (t))
donde hemos utilizado que
b (~u∗ (t) , ~u∗ (t) , ~w (t))− b (~u (t) , ~u (t) , ~w (t)) =
= b (~u∗ (t) , ~u∗ (t) , ~w (t))− b (~u (t) , ~u∗ (t) , ~w (t))+
+b (~u (t) , ~u∗ (t) , ~w (t))− b (~u (t) , ~u (t) , ~w (t)) =
= −b (~w (t) , ~u∗ (t) , ~w (t))− b (~u (t) , ~w (t) , ~w (t)) = −b (~w (t) , ~u∗ (t) , ~w (t))
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Utilizando las expresiones (1.35) y (1.37), Proposicio´n 1.9, tenemos que
−2b (~w (t) , ~u∗ (t) , ~w (t)) = 2b (~w (t) , ~w (t) , ~u∗ (t)) ≤
≤ 2C2 ‖~w (t)‖L2(Ω)2 ‖~w (t)‖H10 (Ω)2 ‖~u
∗ (t)‖H10 (Ω)2 ≤
≤ 2C1 ‖~w (t)‖2H10 (Ω)2 +
2C22
C1
‖~w (t)‖2L2(Ω)2 ‖~u∗ (t)‖2H10 (Ω)2
y por tanto, usando adema´s (1.34), Proposicio´n 1.8,
∂
∂t
‖~w (t)‖2L2(Ω)2 + 2C1 ‖~w (t)‖2H10 (Ω)2 ≤ 2C1 ‖~w (t)‖
2
H10 (Ω)
2 +
2C22
C1
‖~w (t)‖2L2(Ω)2 ‖~u∗ (t)‖2H10 (Ω)2
es decir,
∂
∂t
‖~w (t)‖2L2(Ω)2 ≤
2C22
C1
‖~w (t)‖2L2(Ω)2 ‖~u∗ (t)‖2H10 (Ω)2
o equivalentemente
∂
∂t
‖~w (t)‖2L2(Ω)2 −
2C22
C1
‖~w (t)‖2L2(Ω)2 ‖~u∗ (t)‖2H10 (Ω)2 ≤ 0
Esta u´ltima expresio´n podemos escribirla tambie´n de un modo equivalente de la forma
∂
∂t
‖~w (t)‖2L2(Ω)2 e− 2C
2
2
C1
∫ t
0
‖~u∗(s)‖2
H10(Ω)
2ds
 ≤ 0
As´ı, si integramos en el intervalo (0, t), y teniendo en cuenta que ~w (0) = 0,
‖~w (t)‖2L2(Ω)2 e
− 2C
2
2
C1
∫ t
0
‖~u∗(s)‖2
H10(Ω)
2ds ≤ 0
de donde se deduce que
~w (t) = 0
es decir, necesariamente tendremos que
~u (t) = ~u∗ (t) ∀t ∈ [0, T ]
Observacio´n 1.20 Adema´s de este resultado de existencia y unicidad, es fa´cil probar, bajo
ciertas hipo´tesis de regularidad sobre ~u0 (en concreto ~u0 ∈ V ), que la solucio´n ~u esta´ en
H2 (Ω)2 (la demostracio´n ser´ıa esencialmente la misma que en [64] para las ecuaciones de
Navier-Stokes, con las correspondientes modificaciones, y adema´s utilizando los resultados
sobre regularidad el´ıptica mostrados en [2] y [3]).
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Con este u´ltimo teorema queda demostrado que el modelo (1.42) posee una u´nica solu-
cio´n que adema´s es continua. Es decir, (1.24) posee una u´nica solucio´n para unas condiciones
de frontera de tipo Dirichlet homoge´neas, siempre en su formulacio´n variacional dentro del
espacio de Hilbert V que definimos al inicio de la presente seccio´n. Para el resto de condi-
ciones de frontera, el ana´lisis ser´ıa ana´logo, y todo lo que habr´ıa que hacer, ser´ıa modificar
adecuadamente los espacios H y V donde vayamos a localizar nuestra solucio´n.
Observemos adema´s que si la funcio´n H es constante, tendr´ıamos que los espacios H y
V ser´ıan (de modo ana´logo) el cierre en L2 (Ω)2 y H10 (Ω)
2 del espacio V que ahora vendr´ıa
dado por
V = {~v ∈ D (Ω)2 : div~v = 0}
En este caso, la solucio´n que obtenemos en nuestro ana´lisis teo´rico no estar´ıa sujeta a las
restricciones f´ısicas que hemos impuesto.
1.3.1. Equivalencia en el modelo ω − ψ
Para estudiar la existencia y unicidad del modelo ω − ψ, ecuaciones (1.30), nos vamos
a basar en el resultado de existencia y unicidad que ya tenemos para las ecuaciones (1.24),
y ma´s concretamente para (1.25), ya que en el modelo ω − ψ suponemos un oce´ano plano,
H ≡ cte.
En las siguientes proposiciones vamos a estudiar la equivalencia de la formulacio´n va-
riacional de (1.25) (que puede ser expresada como (1.42) con H ≡ cte), con la formulacio´n
variacional de (1.30), que claramente vendra´ dada por
∂
∂t
(ω (t) , ϕ)L2(Ω) + (J (ψ (t) , ω (t)) , ϕ)L2(Ω) + β
(
∂ψ (t)
∂x
, ϕ
)
L2(Ω)
+
+AH (∇ω (t) ,∇ϕ)L2(Ω) = −γ (ω (t) , ϕ)L2(Ω) + (F, ϕ)L2(Ω) ∀ϕ ∈ H10 (Ω)
(∇ψ (t) ,∇ϕ)L2(Ω) = − (ω (t) , ϕ)L2(Ω) ∀ϕ ∈ H10 (Ω)
ω (0) = ω0
ψ (0) = ψ0
(1.48)
donde la solucio´n (ω (t) , ψ (t)) ∈ H10 (Ω)2 para cada instante de tiempo t (considerando
condiciones de contorno con deslizamiento, por simplicidad) y adema´s los datos iniciales
verifican
(∇ψ0,∇ϕ)L2(Ω) = − (ω0, ϕ)L2(Ω) ∀ϕ ∈ H10 (Ω)
con ω0 ∈ L2 (Ω) y por regularidad el´ıptica ψ0 ∈ H2 (Ω) ∩H10 (Ω).
Obse´rvese que en el caso que vamos a estudiar (condiciones de frontera que permiten
deslizamiento), el espacio V definido al inicio de la Seccio´n 1.3, pasar´ıa a ser el cierre de V
en el espacio {
~v ∈ H1 (Ω)2 : ~v · ~n|∂Ω = 0 y
(
∂v2
∂x
− ∂v1
∂y
)
|∂Ω
= 0
}
⊂ H1 (Ω)2
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Proposicio´n 1.21 Si Ω es suficientemente regular y simplemente conexo, existe como mu-
cho una solucio´n de las ecuaciones (1.48).
Demostracio´n. Sea ω y ψ una solucio´n de (1.48). Veamos que e´sta debe ser necesaria-
mente u´nica.
Sean
u1 = −∂ψ
∂y
y u2 =
∂ψ
∂x
Nuestro objetivo sera´ probar que ~u = (u1, u2) verifica la formulacio´n variacional (1.42),
lo que automa´ticamente nos dara´ la unicidad de (1.48).
En primer lugar, debemos notar que como ω ∈ H10 (Ω), la funcio´n ψ ∈ H3 (Ω) ∩H10 (Ω)
por regularidad el´ıptica, y por tanto, ~u ∈ H2 (Ω)2 ∩ V .
Debido a esta regularidad de ψ y ~u, tendremos que ∆ψ = ω, y por tanto la funcio´n de
vorticidad ω vendra´ dada por
ω = ∆ψ =
∂2ψ
∂x2
+
∂2ψ
∂y2
=
∂
∂x
(
∂ψ
∂x
)
+
∂
∂y
(
∂ψ
∂y
)
=
∂u2
∂x
− ∂u1
∂y
(1.49)
Adema´s,
div ~u =
∂u1
∂x
+
∂u2
∂y
= − ∂
2ψ
∂x∂y
+
∂2ψ
∂y∂x
= 0 (1.50)
En (1.48), te´rmino a te´rmino, y teniendo en cuenta como hemos definido ~u, junto con
(1.49) y (1.50),
∂ω
∂t
=
∂
∂t
(
∂u2
∂x
− ∂u1
∂y
)
J (ψ, ω) =
∂ψ
∂x
∂ω
∂y
− ∂ψ
∂y
∂ω
∂x
= ~u · ∇ω = u1 ∂
∂x
(
∂u2
∂x
− ∂u1
∂y
)
+ u2
∂
∂y
(
∂u2
∂x
− ∂u1
∂y
)
=
= ~u · ∂
∂x
(∇u2)− ~u · ∂
∂y
(∇u1) = ∂
∂x
(~u · ∇u2)− ∂
∂y
(~u · ∇u1)
β
∂ψ
∂x
= βu2 = βu2 + (f0 + βy)
∂u1
∂x
+ (f0 + βy)
∂u2
∂y
= div ((f0 + βy) ~u) =
=
∂
∂x
(f0u1) +
∂
∂x
(βyu1) +
∂
∂y
(f0u2) +
∂
∂y
(βyu2) = f0 div ~u+ div (βy~u) =
=
∂
∂x
(βyu1)− ∂
∂y
(−βyu2)
γω = γ
(
∂u2
∂x
− ∂u1
∂y
)
=
∂
∂x
(γu2)− ∂
∂y
(γu1)
F =
1
ρ0H
rot~τ =
∂
∂x
(
1
ρ0H
τ 2
)
− ∂
∂y
(
1
ρ0H
τ 1
)
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y por tanto, multiplicando por ϕ ∈ D (Ω) e integrando por partes,
∂
∂t
(ω, ϕ)L2(Ω) = −
∂
∂t
(
u2,
∂ϕ
∂x
)
L2(Ω)
+
∂
∂t
(
u1,
∂ϕ
∂y
)
L2(Ω)
= − ∂
∂t
(
~u,∇ϕ⊥)
L2(Ω)2
(J (ψ, ω) , ϕ)L2(Ω) = −
(
~u · ∇~u,∇ϕ⊥)
L2(Ω)2
β
(
∂ψ
∂x
, ϕ
)
L2(Ω)
= − (βy~u⊥,∇ϕ⊥)
L2(Ω)2
γ (ω, ϕ)L2(Ω) = −γ
(
~u,∇ϕ⊥)
L2(Ω)2
(F, ϕ)L2(Ω) = −
1
ρ0H
(
~τ ,∇ϕ⊥)
L2(Ω)2
donde ∇ϕ⊥ denota el vector ortogonal de ∇ϕ, es decir,
∇ϕ⊥ =
(
−∂ϕ
∂y
,
∂ϕ
∂x
)
Debido a que ω ∈ H10 (Ω) (y en principio no esta´ en H2 (Ω)), el te´rmino viscoso lo tenemos
que analizar de forma diferente (aunque ana´loga):
(∇ω,∇ϕ)L2(Ω) =
(
∇
(
∂u2
∂x
− ∂u1
∂y
)
,∇ϕ
)
L2(Ω)
=
(
∂
∂x
∇u2,∇ϕ
)
L2(Ω)
−
(
∂
∂y
∇u1,∇ϕ
)
L2(Ω)
=
= −
(
∇u2,∇∂ϕ
∂x
)
L2(Ω)
+
(
∇u1,∇∂ϕ
∂y
)
L2(Ω)
= − (∇~u,∇ (∇ϕ⊥))
L2(Ω)
De esta forma, si agrupamos te´rminos,
∂
∂t
(
~u,∇ϕ⊥)
L2(Ω)2
+
(
~u · ∇~u,∇ϕ⊥)
L2(Ω)2
+ AH
(∇~u,∇ (∇ϕ⊥))
L2(Ω)
+
+
(
βy~u⊥,∇ϕ⊥)
L2(Ω)2
= −γ (~u,∇ϕ⊥)
L2(Ω)2
+
1
ρ0H
(
~τ ,∇ϕ⊥)
L2(Ω)2
para cualquier ϕ ∈ D (Ω).
Pero como dado ~v ∈ V se tiene que
∂ (−v2)
∂y
=
∂v1
∂x
entonces, existe una funcio´n ϕ tal que
∇ϕ = (−v2, v1)
o equivalentemente
~v = ∇ϕ⊥
(ver, por ejemplo [8]). Adema´s, como ~v ∈ V se tiene que ϕ ∈ D (Ω).
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Por tanto, tenemos que la funcio´n ~u verifica
∂
∂t
(~u,~v)L2(Ω)2 + (~u · ∇~u,~v)L2(Ω)2 + AH (∇~u,∇~v)L2(Ω)+
+
(
βy~u⊥, ~v
)
L2(Ω)2
= −γ (~u,~v)L2(Ω)2 +
1
ρ0H
(~τ ,~v)L2(Ω)2 ∀~v ∈ V
y trivialmente, definiendo de modo natural ~u0 mediante
u0,1 = −∂ψ0
∂y
y u0,2 =
∂ψ0
∂x
tendremos que tambie´n se verifica el dato inicial,
~u (0) = ~u0
Por tanto, definiendo la forma bilineal a (·, ·) y trilineal b (·, ·, ·) como al inicio de la
Seccio´n 1.3 (con las constantes definidas de modo natural), tendremos que la funcio´n ~u (t)
verifica
∂
∂t
(~u (t) , ~v)L2(Ω)2 + b (~u (t) , ~u (t) , ~v) + a (~u (t) , ~v) =
1
ρ0H
(~τ ,~v)L2(Ω)2 , ∀~v ∈ V
~u (0) = ~u0
lo que nos da la unicidad de solucio´n del problema (1.48), pues si existiera ma´s de una
solucio´n verificando (1.48), podr´ıamos construir soluciones distintas verificando (1.42), lo
que es un absurdo.
Ana´logamente tenemos el siguiente resultado complementario de este u´ltimo.
Proposicio´n 1.22 Si Ω es suficientemente regular y simplemente conexo, existe al menos
una solucio´n de las ecuaciones (1.48).
Demostracio´n. La demostracio´n es ana´loga a la de la Proposicio´n 1.21 tomando como
punto de partida que (1.48) posee una solucio´n ~u con dato inicial ~u0 ∈ V (pues
ψ0 ∈ H2 (Ω) ∩H10 (Ω)) verificando que
u0,1 = −∂ψ0
∂y
y u0,2 =
∂ψ0
∂x
y construyendo la solucio´n ω y ψ como en la Seccio´n 1.2. El resto de ca´lculos resultan
ana´logos a los presentados en la Proposicio´n 1.21, y que sera´n va´lidos gracias a que la
solucio´n ~u (t) ∈ H2 (Ω)2, Observacio´n 1.20.
1.4. Estudio de atractores
Como ya hemos explicado, en el presente trabajo pretendemos abordar un estudio de
los atractores del modelo que acabamos de describir, tanto en su formulacio´n ma´s general
(1.24), como en su formulacio´n ω − ψ (1.30). En lo que sigue realizaremos un breve estudio
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de las ecuaciones a fin de demostrar la existencia de un atractor global para cada valor
del para´metro de viscosidad horizontal AH . Para ello, demostraremos en primer lugar la
existencia de un conjunto absorbente, para despue´s probar la precompacidad de las o´rbitas
del sistema dina´mico, lo que automa´ticamente nos llevara´ a la existencia de dicho atractor
(ve´ase, por ejemplo, [65] o´ [26] para un detallado estudio de la terminolog´ıa de atractores,
as´ı como de sus propiedades).
Siguiendo con la notacio´n de la Seccio´n 1.3:
Proposicio´n 1.23 El sistema dina´mico (1.42) admite un conjunto absorbente en el espacio
H, es decir, existe un conjunto G ⊂ H de tal manera que para cada conjunto acotado C ⊂ H,
existe un t0 > 0 tal que
~u (t) ∈ G ∀t ≥ t0 y ∀~u0 ∈ C
donde t0 depende u´nicamente del conjunto C. Adema´s, G = BH (0, µ0) para algu´n µ0 > 0.
Demostracio´n. Puesto que
∂
∂t
(~u (t) , ~ϕ)L2(Ω)2 =
(
∂~u
∂t
(t) , ~ϕ
)
L2(Ω)2
si en (1.42) tomamos ~ϕ = ~u (t), tendremos(
∂~u
∂t
(t) , ~u (t)
)
L2(Ω)2
+ b (~u (t) , ~u (t) , ~u (t)) + a (~u (t) , ~u (t)) =
1
ρ0
(~τ , ~u (t))L2(Ω)2
Si analizamos te´rmino a te´rmino, tendremos que(
∂~u
∂t
(t) , ~u (t)
)
L2(Ω)2
=
1
2
∂
∂t
‖~u (t)‖2L2(Ω)2
los te´rminos no lineales, utilizando (1.36), Proposicio´n 1.9,
b (~u (t) , ~u (t) , ~u (t)) = 0
los te´rminos viscosos, utilizando (1.34), Proposicio´n 1.8,
a (~u (t) , ~u (t)) ≥ C1 ‖~u (t)‖2H10 (Ω)2
y por u´ltimo, utilizando la desigualdad de Ho¨lder y la de Young,
1
ρ0
(~τ , ~u (t))L2(Ω)2 ≤
1
ρ0
‖~τ‖L2(Ω)2 ‖~u (t)‖L2(Ω)2 ≤
1
ρ0
λ
−1/2
1 ‖~τ‖L2(Ω)2 ‖~u (t)‖H10 (Ω)2 ≤
≤ C1
2
‖~u (t)‖2L2(Ω)2 +
1
2ρ20C1λ1
‖~τ‖2L2(Ω)2
donde adema´s hemos utilizado la desigualdad de Poincare´
‖~u (t)‖L2(Ω)2 ≤ λ−1/21 ‖~u (t)‖H10 (Ω)2
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(λ1 primer autovalor del operador −∆).
Juntando todo esto,
∂
∂t
‖~u (t)‖2L2(Ω)2 + C1 ‖~u (t)‖2H10 (Ω)2 ≤
1
ρ20C1λ1
‖~τ‖2L2(Ω)2 (1.51)
y utilizando de nuevo la desigualdad de Poincare´,
∂
∂t
‖~u (t)‖2L2(Ω)2 + λ1C1 ‖~u (t)‖2L2(Ω)2 ≤
1
ρ20C1λ1
‖~τ‖2L2(Ω)2
Utilizando ahora la desigualdad de Gronwall,
‖~u (t)‖2L2(Ω)2 ≤ ‖~u0‖2L2(Ω)2 e−C1λ1t +
1
ρ20C
2
1λ
2
1
(
1− e−C1λ1t) (1.52)
Por tanto, si ‖~u0‖L2(Ω)2 < µ, para algu´n µ > 0, y tomamos µ0 >
1
ρ0C1λ1
, es claro, por
(1.52), que exite un t0 > 0 que depende u´nicamente de µ tal que
‖~u (t)‖L2(Ω)2 ≤ µ0 ∀t ≥ t0
es decir, existe un conjunto absorbente G = BH (0, µ0) del sistema dina´mico (1.42).
Introducimos de forma natural el operador no acotado
A : D (A) −→ H
tal que para cada ~u ∈ D (A),
(A~u,~v)L2(Ω)2 =
∫
Ω
∇~u · ∇~v ∀~v ∈ V
donde D (A) ⊂ V . Se comprueba fa´cilmente que D (A) = H2 (Ω) ∩ V [65], y por tanto, si
~u0 ∈ V la solucio´n de (1.42) verificara´ que ~u ∈ D (A) (Observacio´n 1.20).
De un modo similar podemos definir
B : V −→ V ∗
tal que si ~u ∈ V
〈B~u,~v〉V ∗×V = b (~u, ~u,~v) ∀~v ∈ V
Sigamos ahora con una nueva proposicio´n que nos probara´ la existencia de un conjunto
absorbente en V :
Proposicio´n 1.24 El sistema dina´mico (1.42) admite un conjunto absorbente en el espacio
V , es decir, existe un conjunto Gˆ ⊂ V de tal manera que para cada conjunto acotado C ⊂ V ,
existe un t¯0 > 0 tal que
~u (t) ∈ Gˆ ∀t ≥ t¯0 y ∀~u0 ∈ C
donde t¯0 depende u´nicamente del conjunto C. Adema´s, Gˆ = BV (0, µ¯0) para algu´n µ¯0 > 0
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Demostracio´n. Lo primero que debemos observar es que (1.42) se puede escribir como
igualdad en V ∗,
∂~u
∂t
(t) + B~u (t) + νA~u (t) + α~u (t) + f~u⊥ (t) =
1
ρ0
~τ ∀t ∈ (0, T ) (1.53)
y como adema´s
∂~u
∂t
(t) , A~u (t) , ~u (t) , f~u⊥,
1
ρ0
~τ ∈ L2 (Ω)2, entonces B~u (t) ∈ L2 (Ω)2
∀t ∈ (0, T ). Por tanto, multiplicando escalarmente por A~u (t) en (1.53),(
∂~u
∂t
(t) , A~u (t)
)
L2(Ω)2
+ b (~u (t) , ~u (t) , A~u (t)) + ν ‖A~u (t)‖2L2(Ω)2 +
+ α (~u (t) , A~u (t))L2(Ω)2 +
(
f~u⊥ (t) , A~u (t)
)
L2(Ω)2
=
1
ρ0
(~τ , A~u (t))L2(Ω)2
Analizando te´rmino a te´rmino,(
∂~u
∂t
(t) , A~u (t)
)
L2(Ω)2
=
∫
Ω
∇~u (t) ∂
∂t
∇~u (t) = 1
2
∂
∂t
‖~u (t)‖2H10 (Ω)2∣∣∣(f~u⊥ (t) , A~u (t))
L2(Ω)2
∣∣∣ ≤ ‖f‖L∞(Ω) ‖~u (t)‖L2(Ω)2 ‖A~u (t)‖L2(Ω)2 ≤
≤ ν
4
‖A~u (t)‖2L2(Ω)2 +
1
ν
‖f‖2L∞(Ω) ‖~u (t)‖2L2(Ω)2
1
ρ0
(~τ , A~u (t))L2(Ω)2 ≤
1
ρ0
‖τ‖L2(Ω)2 ‖A~u (t)‖L2(Ω)2 ≤
ν
4
‖A~u (t)‖2L2(Ω)2 +
1
νρ20
‖τ‖2L2(Ω)2
α (~u (t) , A~u (t))L2(Ω)2 = α ‖~u (t)‖2H10 (Ω)2
donde hemos aplicado la desigualdad de Ho¨lder y la de Young.
Para poder dar una acotacio´n de los te´rminos no lineales, utilizaremos que
b(~u,~v, ~w) ≤ c ‖~u‖1/2L2(Ω) ‖~u‖1/2H10 (Ω) ‖~v‖
1/2
H10 (Ω)
‖A~v‖1/2L2(Ω) ‖~w‖L2(Ω)
cuya demostracio´n es ana´loga a las cotas probadas para b en la Proposicio´n 1.9, junto con
‖∇~v‖L4(Ω) ≤ c′ ‖~v‖1/2H10 (Ω) ‖A~v‖
1/2
L2(Ω)
(ver Proposicio´n 1.9).
De esta forma, el te´rmino no lineal podremos acotarlo de la siguiente manera:
b (~u (t) , ~u (t) , A~u (t)) ≤ c ‖~u (t)‖1/2L2(Ω) ‖~u (t)‖H10 (Ω) ‖A~u (t)‖
3/2
L2(Ω) ≤
≤ ν
2
‖A~u (t)‖2L2(Ω) +
c′′
2ν3
‖~u (t)‖2L2(Ω) ‖~u (t)‖4H10 (Ω)
donde una vez ma´s hemos utilizado la desigualdad de Young.
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Si ahora agrupamos estas acotaciones,
1
2
∂
∂t
‖~u (t)‖2H10 (Ω)2 + α ‖~u (t)‖
2
H10 (Ω)
2 + ν ‖A~u (t)‖2L2(Ω)2 ≤
≤ ν
2
‖A~u (t)‖2L2(Ω) +
c′′
2ν3
‖~u (t)‖2L2(Ω) ‖~u (t)‖4H10 (Ω) +
ν
4
‖A~u (t)‖2L2(Ω)2 +
+
1
ν
‖f‖2L∞(Ω) ‖~u (t)‖2L2(Ω)2 +
ν
4
‖A~u (t)‖2L2(Ω)2 +
1
νρ20
‖τ‖2L2(Ω)2
es decir,
∂
∂t
‖~u (t)‖2H10 (Ω)2 ≤
c′′
ν3
‖~u (t)‖2L2(Ω) ‖~u (t)‖4H10 (Ω) +
2
ν
‖f‖2L∞(Ω) ‖~u (t)‖2L2(Ω)2 +
2
νρ20
‖τ‖2L2(Ω)2
(1.54)
Nuestro siguiente paso sera´ utilizar la desigualdad de Gronwall uniforme (ve´ase, por ejemplo,
[65]) a la expresio´n (1.54), de esta forma, tomando r > 0, necesitamos acotar la integral en
el intervalo [t, t+ r] de las expresiones
‖~u (t)‖2H10 (Ω) ,
c′′
ν3
‖~u (t)‖2L2(Ω) ‖~u (t)‖2H10 (Ω) y
2
ν
‖f‖2L∞(Ω) ‖~u (t)‖2L2(Ω)2 +
2
νρ20
‖τ‖2L2(Ω)2
para todo t mayor que algu´n t∗ > 0.
De esta forma, dado B un conjunto acotado en V (y por tanto en H), podemos suponer
que ‖~u0‖L2(Ω)2 < µ, y por tanto si t > t0 (con t0 como en la Proposicio´n 1.23), de la expresio´n
(1.51) tendremos que,
‖~u (t+ r)‖2L2(Ω)2−‖~u (t)‖2L2(Ω)2+C1
t+r∫
t
‖~u (s)‖2H10 (Ω)2 ds ≤
1
ρ20C1λ1
t+r∫
t
‖~τ‖2L2(Ω)2 ds =
r ‖~τ‖2L2(Ω)2
ρ20C1λ1
y puesto que ‖~u (t+ r)‖2L2(Ω)2 ≥ 0,
t+r∫
t
‖~u (s)‖2H10 (Ω)2 ds ≤
r ‖~τ‖2L2(Ω)2
ρ20C1λ1
+
1
C1
‖~u (t)‖2L2(Ω)2 ≤
r ‖~τ‖2L2(Ω)2
ρ20C1λ1
+
1
C1
µ20
De la misma manera,
t+r∫
t
c′′
ν3
‖~u (s)‖2L2(Ω) ‖~u (s)‖2H10 (Ω) ds ≤
c′′
ν3
µ
1/2
0
t+r∫
t
‖~u (s)‖2H10 (Ω) ds ≤
c′′
ν3
µ20
(
r ‖~τ‖2L2(Ω)2
ρ20C1λ1
+
1
C1
µ20
)
Y por u´ltimo,
t+r∫
t
(
2
ν
‖f‖2L∞(Ω) ‖~u (s)‖2L2(Ω)2 +
2
νρ20
‖τ‖2L2(Ω)2
)
ds ≤ 2
ν
‖f‖2L∞(Ω) rµ20 +
2
νρ20
r ‖τ‖2L2(Ω)2
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De esta manera, si elegimos
a1 =
c′′
ν3
µ20a3
a2 =
2
ν
‖f‖2L∞(Ω) rµ20 +
2
νρ20
r ‖τ‖2L2(Ω)2
a3 =
r ‖~τ‖2L2(Ω)2
ρ20C1λ1
+
1
C1
µ20
tendremos que
‖~u (t)‖2H10 (Ω) ≤
(a3
r
+ a2
)
ea1 ∀t ≥ t0 + r
lo que trivialmente implica la existencia de un conjunto absorbente Gˆ en V (donde ahora
t0 = t0 + r y Gˆ = BV (0, µ¯0), con µ¯
2
0 =
(a3
r
+ a2
)
ea1).
De este u´ltimo resultado debemos hacer notar lo siguiente:
Observacio´n 1.25 De la demostracio´n de la Proposicio´n 1.24 se deduce que dado C ⊂ V
y acotado en H, se tiene que
~u (t) ∈ Gˆ ∀t ≥ t0 y ∀~u0 ∈ C
es decir, el conjunto absorbente tambie´n atrae a conjuntos de V acotados en H.
Como consecuencia inmedianta de estas dos proposiciones tenemos el siguiente resultado:
Teorema 1.26 Existe un atractor global A ⊂ H para el sistema dina´mico (1.42).
Demostracio´n. Consecuencia inmediata de que el sistema dina´mico (1.42) posee un
conjunto absorbente acotado en H y que para cada C ⊂ H acotado, el conjunto⋃
t≥t0
~u0∈C
{~u (t)}
es precompacto en H, ve´ase [26] o´ [65] (donde adema´s hemos utilizado que todo conjunto
acotado en H termina en Gˆ, por la Observacio´n 1.25 junto con la densidad del espacio V en
H).
Cap´ıtulo 2
Estudio Nume´rico del Modelo
Como ya explicamos en la introduccio´n de este trabajo, la dina´mica ma´s importante
de los oce´anos se desarrolla dentro de los atractores que estos sistemas dina´micos tienen.
Adema´s, de todos los para´metros que intervienen en el modelo ya descrito en el Cap´ıtulo 1, el
para´metro de viscosidad horizontal, AH , es el que ma´s incertidumbre presenta [53], mientras
que todos los dema´s pueden ser calculados experimentalmente de un modo razonablemente
correcto. Por esto, si queremos estudiar la dina´mica del oce´ano, no nos queda ma´s remedio
que analizar la dina´mica de este sistema dentro de los atractores que puede presentar para
distintos valores del para´metro AH . Matema´ticamente hablando, necesitamos realizar un
estudio de bifurcacio´n del modelo, tomando como para´metro de bifurcacio´n la constante de
viscosidad horizontal AH .
De esta forma, en este cap´ıtulo vamos a desarrollar un esquema nume´rico del modelo de
ecuaciones desarrollado en el primer cap´ıtulo, tanto en su forma ma´s general, (1.24), como
en la formulacio´n ω − ψ, (1.30). Necesitaremos calcular nume´ricamente los atractores que
presente nuestro modelo para distintos valores del para´metro de viscosidad horizontal AH ,
que en el siguiente cap´ıtulo utilizaremos para el estudio de bifurcacio´n. Por esto, necesitamos
un esquema que sea lo ma´s eficiente posible (pues debemos llegar al atractor nume´rico que
se alcanza para tiempos grandes), ya que precisaremos de la mayor cantidad de simulaciones
nume´ricas que este´n a nuestra disposicio´n, tal y como veremos en el Cap´ıtulo 3.
La idea principal a la hora de plantear un esquema nume´rico para resolver las ecuaciones
(1.24) y (1.30), sera´ combinar algunos me´todos de integracio´n temporal junto con el me´todo
de elementos finitos para integracio´n espacial. La eleccio´n del me´todo de elementos finitos
para realizar la integracio´n espacial se debe principalmente a su versatilidad a la hora de
definir dominios no regulares, como sera´ nuestro caso. En cuanto a la integracio´n temporal,
dividiremos nuestros esfuerzos en dos l´ıneas. Por un lado, para los te´rminos no lineales
aplicaremos el me´todo de las caracter´ısticas, o me´todo semilagrangiano, que en numerosos
trabajos ha demostrado ser uno de los ma´s baratos, computacionalmente hablando, debido
a la facilidad para resolver con pasos temporales grandes (ve´ase [5], [14], o´ [66] para algunos
ejemplos en trabajos recientes). En cuanto a la resolucio´n de los te´rminos viscosos y de
presio´n utilizaremos tambie´n algunos esquemas muy estudiados en este tipo de modelos,
como los splittings (ve´ase [60] o´ [31]) y las formulaciones mixtas (ve´ase [7]).
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En una primera etapa (Seccio´n 2.2) estudiaremos el modelo ω−ψ en un oce´ano idealizado
plano contenido en un dominio rectangular y que se mueve por la accio´n de unos esfuerzos
de viento idealizados de tipo coseno. En esta seccio´n intentaremos dar una respuesta al
porque´ de utilizar el esquema semilagrangiano, compara´ndolo con uno de los esquemas ma´s
utilizados en estudios clima´ticos, el esquema Leap-Frog. Daremos adema´s unos resultados
preliminares de lo que va a ser un estudio ma´s detallado de las bifurcaciones que presenta el
modelo. En la Seccio´n 2.3 utilizaremos el esquema semilagrangiano para proporcionar una
solucio´n nume´rica de las ecuaciones (1.24) en algunos ejemplos idealizados y otros reales, e,
igual que en la Seccio´n 2.2, daremos un estudio preliminar de bifurcacio´n para el caso real
aplicado al Oce´ano Atla´ntico Norte.
2.1. Preliminares
Como ya hemos comentado, durante todo este cap´ıtulo vamos a utilizar el me´todo de
elementos finitos para dar una discretizacio´n espacial del modelo (ver [20] o´ [15] para una ex-
tensa discusio´n sobre este me´todo). En general, nosotros utilizaremos elementos triangulares
irregulares con polinomios lineales o cuadra´ticos. De esta forma, tendremos que los espacios
donde buscaremos las soluciones sera´n
Vh =
{
v ∈ C (Ω) : v|T ∈ Pk (T ) ∀T ∈ Th
}
(2.1)
para k = 1 o´ 2 en nuestro caso, donde Ω sera´ el dominio bidimensional donde estemos
resolviendo nuestro modelo, y Th la triagulacio´n que hallamos elegido para discretizar el
dominio Ω.
En cuanto a la discretizacio´n temporal, utilizaremos la siguiente notacio´n esta´ndar a lo
largo de todo este trabajo:
Notacio´n 2.1 Dado ∆t > 0, denotaremos por tn = n∆t y tn+1/2 = (n +
1
2
)∆t, para cada
n ∈ N ∪ {0}.
Notacio´n 2.2 Dada una funcio´n f : [0, T ]× Ω→ R, denotaremos por fn a la funcio´n:
fn : Ω → R
x 7−→ f(tn, x)
es decir, como es usual, fn denotara´ a la funcio´n f en el instante temporal tn.
2.2. Tratamiento nume´rico del modelo ω − ψ. El pro-
blema del recta´ngulo
En esta primera seccio´n vamos a hacer un estudio exhaustivo de las ecuaciones (1.30)
con condiciones de frontera deslizantes. En la Seccio´n 2.2.5 haremos un pequen˜o estudio de
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L = 1000 km. τ 0 = ρ0 × 1.5× 10−4kg m−1s−2
H = 800 m. β = 2.0× 10−11m−1s−1
AH ∈ (200, 1500)m2s−1 γ = 10−7s−1
Tabla 2.1:
estas ecuaciones imponiendo no deslizamiento en la frontera del dominio. Como veremos, la
resolucio´n de estas ecuaciones nume´ricamente se complica de manera notable al introducir
la condicio´n de no deslizamiento en la frontera. Este es el argumento principal (junto con
la hipo´tesis f´ısica de que ambas soluciones no son muy diferentes, pues cerca de la frontera
del dominio las velocidades son paralelas a e´sta) para permitir deslizamiento en la fronte-
ra del dominio con el fin de realizar un estudio exhaustivo de este modelo. Sin embargo,
resolveremos nume´ricamente este otro caso, pues nos dara´ un buen punto de partida a la
hora de validar el modelo ma´s general de ecuaciones, (1.24), en el que no permitiremos este
deslizamiento en la frontera del dominio.
De esta forma, dado Ω ⊂ R2 un abierto acotado, las ecuaciones que nos planteamos
resolver son las siguientes:
∂ω
∂t
+ J (ψ, ω) + β
∂ψ
∂x
= AH∆ω − γω + F, en [0, T ]× Ω
∆ψ = ω, en [0, T ]× Ω
ω|∂Ω = 0, ψ|∂Ω = 0
ω|t=0 = ω0, ψ|t=0 = ψ0
(2.2)
donde ω0 y ψ0 corresponden al dato inicial, verificando
∆ψ0 = ω0
Los para´metros con los que vamos a trabajar los podemos ver descritos en la Tabla 2.2
y el dominio que utilizaremos sera´ Ω = [0, L]× [0, 2L].
Adema´s, los esfuerzos de viento que van a generar el movimiento del oce´ano en este
dominio hara´n que e´ste se desplace en direccio´n este-oeste en el norte y en el sur del dominio
y oeste-este en el centro (ver Figura 2.1). En concreto elegimos
~τ (x, y) = (−τ 0 cos (piy/L) , 0) (2.3)
con τ 0 definido en la Tabla 2.2, y por tanto, segu´n la expresio´n (1.29),
F =
1
ρ0H
rot~τ = −τ 0pi sin (piy/L)
ρ0HL
(2.4)
Tal como hemos elegido ~τ , se formara´n dos grandes vo´rtices en el dominio Ω que van
a dominar la dina´mica de las soluciones, como comprobaremos ma´s adelante. Estos dos
vo´rtices, debido a la fuerza de Coriolis, terminara´n formando una intensa capa l´ımite en la
frontera oeste del dominio con velocidades elevadas que generara´n una corriente este-oeste
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Figura 2.1: Esfuerzos de viento definidos para el dominio Ω.
en el centro del dominio muy fuerte, adema´s de vo´rtices secundarios, pero muy intensos,
tambie´n en el centro del dominio.
Como hemos comentado, uno de los objetivos de esta seccio´n es validar el esquema semila-
grangiano frente a uno de los me´todos ma´s utilizados en climatolog´ıa, el esquema Leap-Frog.
Ambos esquemas los describiremos en las Secciones 2.2.1 y 2.2.2. En la Figura 2.2 se mues-
tran los dos mallados utilizados con cada uno de los esquemas (la Figura 2.2(a) muestra
el mallado para el esquema Leap-Frog, mientras que la Figura 2.2(b) muestra el utilizado
para el esquema semilagrangiano). Observemos que ambos mallados poseen exactamente los
mismos nodos (en la Tabla 2.2 se describen las caracter´ısticas de cada mallado), y la u´nica
diferencia entre ambos es que el mallado utilizado para el esquema Leap-Frog utiliza elemen-
tos lineales (es decir, utilizamos una triangulacio´n Th con k = 1), mientras que el mallado
utilizado para el esquema semilagrangiano utiliza elementos cuadra´ticos (la triangulacio´n Th
con k = 2). La forma de construir el mallado del esquema Leap-Frog se realizo´ mediante
dividiendo cada uno de los tria´ngulos del mallado del esquema semilagrangiano en cuatro de
forma regular.
No´tese que utilizamos elementos lineales en el esquema Leap-Frog porque la inversio´n de
las matrices que obtendremos sera´ mucho ma´s ra´pida (la condicio´n de la matriz es mucho
menor que en el caso de elementos cuadra´ticos) y el mallado se ha refinado lo suficiente
como para no tener problemas con la precisio´n en los problemas el´ıpticos que surjan. En
cambio, el esquema semilagrangiano exige elementos cuadra´ticos debido al orden de conver-
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Figura 2.2: Los dos mallados utilizados.
gencia que presenta el me´todo de las caracter´ısticas (el orden para este tipo de esquemas es
O
(
∆tk +
∆xp+1
∆t
)
, con k el orden del paso temporal y p la regularidad espacial del espacio
de elementos finitos [55], [29], [13], [14]).
Obse´rvese tambie´n que la construccio´n del mallado se ha realizado de tal forma que
podamos tener una buena representacio´n de la capa l´ımite, as´ı como de los vo´rtices que se
formara´n en la zona central del dominio. De esta forma, en la zona oeste del dominio, que
es donde se formara´ la capa l´ımite, y en la zona central de e´ste, que es donde habra´ una
mayor formacio´n de vo´rtices debido al choque de los dos flujos principales de la corriente,
Mallado Cuadra´tico Mallado Lineal
Nu´mero de Nodos 15011 15011
Nu´mero de Elementos 7332 29328(=7332×4)
Nodos en la Frontera 692 692
Tabla 2.2: Descripcio´n de los dos mallados de la Figura 2.2.
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el mallado se construye con una distancia aproximada de 5 km. entre nodo y nodo. En el
resto del dominio el mallado alcanza una distancia ma´xima de hasta 40 km. entre nodos en
la zona donde la funcio´n va a ser ma´s suave.
En todos los experimentos nume´ricos que hagamos para comparar ambos esquemas, to-
maremos como datos iniciales
ω0 = 0 = ψ0
y compararemos las soluciones que ambos esquemas presenten para las viscosidades AH =
1000, AH = 800, AH = 600, AH = 400 y AH = 200 en los atractores que posean.
Si analizamos un poco las ecuaciones (2.2), debido a que tanto ~τ como todos los opera-
dores de diferencias que hay en (2.2), son impares respecto de la recta y = L, si tomamos
un dato inicial impar respecto de esta recta, tendremos que la solucio´n sera´ impar siempre.
Es decir, en te´rminos de oceanograf´ıa, si tenemos un vo´rtice ciclo´nico en la mitad norte del
dominio, habra´ tambie´n uno de ide´nticas dimensiones y caracter´ısticas, salvo que sera´ anti-
ciclo´nico, en la mitad sur del dominio. Adema´s, debido a esta imparidad de las soluciones,
para cada solucio´n no sime´trica, la funcio´n sime´trica a e´sta, tambie´n sera´ solucio´n.
No´tese que cuando hablamos de simetr´ıa o imparidad, respecto a la recta y = L, de las
soluciones, matema´ticamente el significado que tiene es el siguiente:∣∣∣∣∣∣∣∣
ψ (x, y) = −ψ (x, 2L− y)
ω (x, y) = −ω (x, 2L− y)
u (x, y) = u (x, 2L− y)
v (x, y) = −v (x, 2L− y)
(2.5)
donde la relacio´n de simetr´ıa sobre ψ implica las dema´s por la propia definicio´n de cada
funcio´n (expresiones (1.26), (1.27) y (1.28)).
Esta pequen˜a observacio´n va ser muy importante, ya que esto implica que si iniciamos
con un dato inicial de fluido en reposo, la solucio´n sera´ sime´trica siempre respecto a la recta
y = L. Nume´ricamente vamos a comprobar que esta simetr´ıa no se mantiene pra´cticamente
en ningu´n caso debido a los pequen˜os errores de redondeo que a la larga rompen esta simetr´ıa.
As´ı, para distintas simulaciones nume´ricas, empezando con fluido en reposo, podr´ıa ocurrir
que, bajo una integracio´n nume´rica suficientemente larga, lleguemos a atractores que sean
distintos (como comprobaremos en lo que sigue). Como veremos, esto habra´ que tenerlo en
cuenta a la hora de hacer ana´lisis de bifurcacio´n si queremos seguir correctamente las ramas
que surjan.
2.2.1. El esquema Leap-Frog
Una de las principales ventajas que presentan los esquemas tipo Leap-Frog es su fa´cil
adaptacio´n a esquemas expl´ıcitos de segundo orden en tiempo, cuando el problema en cues-
tio´n impide de un modo sencillo, implementar un esquema impl´ıcito. Este es uno de los
principales argumentos por el cual este esquema es tan utilizado entre los modelos clima´ti-
cos, si bien, presenta como gran contrapartida su restrictiva condicio´n de estabilidad (ve´ase,
2.2. TRATAMIENTO NUME´RICO DEL MODELO... 47
por ejemplo, [63] o´ [41] para una extensa discusio´n del esquema Leap-frog y sus propiedades).
En nuestro caso, como ya hemos mencionado anteriormente, la principal dificultad de este
modelo es el te´rmino no lineal, es decir, el operador jacobiano J (ψ, ω). Tambie´n el te´rmino
de Coriolis puede presentar ciertas complicaciones pues, en caso de ser impl´ıcito, romper´ıa
la simetr´ıa del operador a invertir.
De esta forma, el esquema Leap-Frog que elegimos sera´ expl´ıcito en el te´rmino de Coriolis
y el te´rmino no lineal, e impl´ıcito en el resto de te´rminos de (2.2). Observemos que para
obtener un esquema de segundo orden en el tiempo (en el espacio ya lo tenemos garantizado,
pues utilizamos elementos finitos lineales), si integramos entre tn−1 y tn+1, tendremos que
para cada x ∈ Ω,∫ tn+1
tn−1
∂ω
∂t
(x, t)dt = [ω (x, t)]tn+1tn−1 = ω
n+1 (x)− ωn−1 (x)
∫ tn+1
tn−1
J (ψ, ω) (x, t) dt = 2∆tJ (ψn, ωn) (x) +O (∆t3)
∫ tn+1
tn−1
β
∂ψ
∂x
(x, t) dt = 2∆tβ
∂ψn
∂x
(x) +O (∆t3)
∫ tn+1
tn−1
AH∆ω (x, t) dt = ∆tAH (∆ω
n+1 (x) + ∆ωn−1 (x)) +O (∆t3)
∫ tn+1
tn−1
γω (x, t) dt = ∆tγ (ωn+1 (x) + ωn−1 (x)) +O (∆t3)
∫ tn+1
tn−1
F (x) dt = 2∆tF (x)
Por lo que, si despreciamos los te´rminos de orden O (∆t3), el esquema nume´rico verifi-
cara´ para ω la expresio´n:
ωn+1 − ωn−1 + 2∆tJ (ψn, ωn) + 2∆tβ ∂ψ
n
∂x
=
= ∆tAH
(
∆ωn+1 +∆ωn−1
)−∆tγ (ωn+1 + ωn−1)+ 2∆tF
o equivalentemente
(1 + γ∆t)ωn+1 − AH∆t∆ωn+1 =
= (1− γ∆t)ωn−1 + AH∆t∆ωn−1 − 2∆tβ ∂ψ
n
∂x
− 2∆tJ (ψn, ωn) + 2∆tF (2.6)
Por tanto, como adema´s ∆ψ = ω, en todo instante de tiempo, tendremos que para cada
paso temporal el esquema Leap-Frog queda de la forma:
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Figura 2.3: Soluciones obtenidas por el esquema Leap-Frog para (a) AH = 1000, (b) AH = 800 y
(c) AH = 600. Las tres gra´ficas corresponden a la solucio´n cuando el coeficiente de simetr´ıa alcanza
su mı´nimo dentro del atractor. Estas soluciones comparan con las de la Figura 2.4.
{
(1 + γ∆t)ωn+1 − AH∆t∆ωn+1 = Gn, en Ω
ωn+1|∂Ω = 0
y{
∆ψn+1 = ωn+1, en Ω
ψn+1|∂Ω = 0
(2.7)
siendo Gn la parte derecha de (2.6), que es conocido en cada paso temporal.
Como ya hemos explicado, los dos problemas el´ıpticos que tenemos que resolver en (2.7)
para cada paso de tiempo, los resolveremos mediante el me´todo de elementos finitos lineales,
es decir, haciendo una proyeccio´n L2 sobre el espacio de elementos finitos definido por (2.1),
con k = 1.
En los experimentos nume´ricos que realizamos para comparar ambos esquemas, utiliza-
mos las viscosidades de AH = 1000, AH = 800, AH = 600, AH = 400 y AH = 200 junto
con unos datos iniciales de fluido en reposo. El paso temporal que tomamos sera´ de ∆t = 1
hora para las viscosidades de AH = 1000, AH = 800 y AH = 600 y ∆t = 1/2 hora para
AH = 400 y AH = 200. Obse´rvese que elegimos el paso temporal lo ma´s grande que el
esquema nos permite para obtener estabilidad. Au´n as´ı, como se ve en la Figura 2.6(b), la
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solucio´n se vuelve inestable y explota en tiempo finito para AH = 200, como ya analizaremos
con detalle en la Seccio´n 2.2.3.
En la Figura 2.3 podemos ver algunos de los resultados nume´ricos obtenidos con este
esquema para las viscosidades de AH = 1000, AH = 800 y AH = 600. Para AH = 1000,
Figura 2.3(a), mostramos el estado estacionario al que converge el sistema (ver gra´fica de
energ´ıa, Figura 2.5(a)). Para AH = 800 y AH = 600 el sistema converge a una solucio´n
perio´dica (ver Figura 2.5(b) y (c)). En las Figuras 2.3(b) y (c) se muestra la solucio´n nume´rica
obtenida cuando el sistema esta´ en dichos atractores y el coeficiente de simetr´ıa TD, definido
en (2.13), toma su valor mı´nimo dentro del atractor.
2.2.2. El esquema semilagrangiano
Vamos a empezar dando un poco de notacio´n que nos simplifique el desarrollo de este
me´todo. Para ello, vamos a suponer que tenemos un campo de velocidades
~u : [0, T ]× Ω −→ R2
(t, x) 7−→ ~u(t, x) = (u(t, x), v(t, x))
que vamos a suponer con regularidad suficiente para que todo lo que definamos a continuacio´n
tenga sentido. Claramente, estas velocidades van a ser la velocidad del fluido en cada punto
del dominio a la hora de resolver (2.2).
Definicio´n 2.3 Sea x ∈ Ω y sea n ∈ N, definimos por curva caracter´ıstica a la funcio´n
X (tn+1, x; ·) : [tn, tn+1]→Ω solucio´n de:{
X ′(tn+1, x; t) = ~u(t,X(tn+1, x; t))
X(tn+1, x; tn+1) = x
Recordemos que para que la funcio´n X (tn+1, x; t) este´ bien definida en un intervalo
temporal [tn, tn+1], es necesario que ~u cumpla unas hipo´tesis de regularidad. En concreto
necesitamos que sea espacialmente lipschitciana (ve´ase [6] o´ [21]). Nosotros suponemos que
estas hipo´tesis se cumplen y que, por tanto, X esta´ bien definida en cada intervalo de la
forma [tn, tn+1]. Observemos que estas hipo´tesis sobre ~u no son restrictivas, ya que como
sera´ la velocidad de un fluido, estas hipo´tesis van a tener que cumplirse siempre. Adema´s,
en el caso discreto tambie´n se cumplira´n, pues cualquier funcio´n perteneciente al espacio Vh
es lipschitciana para cualquier valor de k.
Definicio´n 2.4 Sea f : [0, T ]× Ω→ R, notaremos por f ∗n a la funcio´n:
f ∗n : Ω → R
x 7−→ f(tn, X(tn+1, x; tn))
Es decir, mientras que fn denota a la funcio´n f en el instante temporal tn, tendremos
que f ∗n denotara´, para cada x ∈ Ω, el valor de la funcio´n f en el instante tn en la posicio´n
de la part´ıcula que ocupara´ la posicio´n x en el instante tn+1.
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Notacio´n 2.5 Segu´n las definiciones que acabamos de dar tenemos que
∂ω
∂t
(t,X (tn+1, x; t)) + ~u(t,X(tn+1, x; t)) · ∇ω(t,X(tn+1, x; t)) =
=
∂ω
∂t
(t,X(tn+1, x; t)) +X
′(tn+1, x; t) · ∇ω(t,X(tn+1, x; t)) =
=
∂
∂t
(ω (t,X(tn+1, x; t))) =
Dω
Dt
(t,X(tn+1, x; t))
es decir,
Dω
Dt
(t,X(tn+1, x; t)) es la derivada temporal en (t,X(tn+1, x; t)) de la funcio´n ω a
lo largo de la curva caracter´ıstica (tambie´n llamada derivada material de ω).
De esta forma, si ahora ~u = (u, v) representa la velocidad del fluido, es decir, si
u = −∂ψ
∂y
y v =
∂ψ
∂x
entonces, tendremos que
Dω
Dt
(t,X(tn+1, x; t)) =
∂ω
∂t
(t,X(tn+1, x; t)) + J (ψ(t,X(tn+1, x; t)), ω(t,X(tn+1, x; t))) (2.8)
y por tanto, de (2.8) y (2.2), tenemos que ∀x ∈ Ω, ∀t ∈ [tn, tn+1] y ∀n ∈ N ∪ {0}
Dω
Dt
(t,X(tn+1, x; t)) + β
∂ψ
∂x
(t,X(tn+1, x; t)) =
= AH∆ω (t,X(tn+1, x; t))− γω (t,X(tn+1, x; t)) + F (X(tn+1, x; t))
(2.9)
Ahora, integrando cada te´rmino de (2.9) entre tn y tn+1 tenemos que:∫ tn+1
tn
Dω
Dt
(t,X(tn+1, x; t)) dt =
∫ tn+1
tn
∂
∂t
(ω (t,X (tn+1, x; t))) dt =
= [ω (t,X(tn+1, x; t))]
tn+1
tn
= ω (tn+1, X(tn+1, x; tn+1))− ω (tn, X(tn+1, x; tn)) =
= ωn+1 (x)− ω∗n (x)∫ tn+1
tn
β
∂ψ
∂x
(t,X (tn+1, x; t)) dt = β∆t
∂ψ∗(n+1/2)
∂x
(x) +O (∆t3)
∫ tn+1
tn
AH∆ω (t,X (tn+1, x; t)) dt = AH
∆t
2
(∆ωn+1(x) + ∆ω∗n(x)) +O (∆t3)
∫ tn+1
tn
γω (t,X (tn+1, x; t)) dt = γ
∆t
2
(ωn+1(x) + ω∗n(x)) +O (∆t3)
∫ tn+1
tn
F (X (tn+1, x; t)) dt =
∆t
2
(F n+1(x) + F ∗n(x)) +O (∆t3)
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Figura 2.4: Soluciones obtenidas con el esquema semilagrangiano para (a) AH = 1000, (b) AH =
800 y (c) AH = 600. Estas soluciones comparan con las de la Figura 2.3.
(esta es la llamada integracio´n a lo largo de las curvas caracter´ısticas en la terminolog´ıa
de este me´todo).
De esta forma, nuestra solucio´n vendra´ dada al resolver en cada paso temporal
ωn+1 − ω∗n + β∆t∂ψ
∗(n+1/2)
∂x
=
= AH
∆t
2
(∆ωn+1 +∆ω∗n)− γ∆t
2
(ωn+1 + ω∗n) +
∆t
2
(F n+1 + F ∗n)
es decir,(
1 + γ
∆t
2
)
ωn+1 − AH∆t
2
∆ωn+1 =
=
(
1− γ∆t
2
)
ω∗n + AH
∆t
2
∆ω∗n − β∆t∂ψ
∗(n+1/2)
∂x
+
∆t
2
(F n+1 + F ∗n)
(2.10)
que resolveremos mediante una discretizacio´n de elementos finitos con polinomios cuadra´ti-
cos.
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Por tanto, para cada paso temporal tendr´ıamos que resolver dos problemas el´ıpticos:
(
1 + γ
∆t
2
)
ωn+1 − AH∆t
2
∆ωn+1 = Gn, en Ω
ωn+1|∂Ω = 0
y{
∆ψn+1 = ωn+1, en Ω
ψn+1|∂Ω = 0
(2.11)
siendo Gn la parte derecha de la ecuacio´n (2.10), que es conocido para cada paso temporal.
Observemos que el ca´lculo de la funcio´n Gn no es trivial como en el caso del esque-
ma Leap-Frog, ya que tenemos que calcular las funciones ω∗n, ∆ω∗n,
∂ψ∗(n+1/2)
∂x
y F ∗n.
Para el ca´lculo de estas funciones primero tenemos que calcular los puntos X(tn+1, xi; tn) y
X(tn+1, xi; tn+1/2), para cada xi nodo del mallado, y despue´s calcular el valor de las funciones
ω∗n, ∆ω∗n,
∂ψ∗(n+1/2)
∂x
, F ∗n ∈ Vh en estos puntos (observemos que el ca´lculo de las funciones
en estos puntos, que en general no correspondera´n con puntos del mallado, no es ma´s que
hacer una interpolacio´n cuadra´tica, pues k = 2, utilizando los nodos del tria´ngulo donde se
encuentre dicho punto). Adema´s, para el ca´lculo de
∂ψn+1/2
∂x
utilizaremos la aproximacio´n
cuadra´tica
∂ψn+1/2
∂x
=
3
2
vn − 1
2
vn−1 +O
(
∆t3
)
pues vn =
∂ψn
∂x
∀n ∈ N.
Para el ca´lculo de los puntos X(tn+1, xi; tn) y X(tn+1, xi; tn+1/2) utilizaremos el algoritmo
que se explica en [4] o´ [5], y que aproxima estos puntos con orden cuadra´tico. El error global
(temporal ma´s espacial) cometido para el ca´lculo de estas funciones sera´ cuadra´tico tal y
como se muestra en [13].
En la Figura 2.4 presentamos las soluciones que comparan con aquellas obtenidas por
el esquema Leap-Frog (Figura 2.3). Para el esquema semilagrangiano hemos optado por un
paso temporal de ∆t = 6 horas. Como podemos ver, a pesar de utilizar un paso temporal
entre 3 y 6 veces ma´s grande, las soluciones son cualitativamente las mismas. En la siguiente
seccio´n veremos un ana´lisis ma´s detallado que confirmara´ que ambos esquemas nos llevan
a los mismos atractores nume´ricos, si bien este esquema semilagrangiano es bastante ma´s
barato desde el punto de vista computacional.
2.2.3. Comparacio´n de los esquemas
Para la comparacio´n de estos esquemas nos vamos a fijar principalmente en la evolucio´n
de dos variables, la energ´ıa cine´tica del sistema, y la diferencia de transporte (o transport
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SEMILAGRANGIANO LEAP-FROG
PT CPU CPU/PT PT CPU CPU/PT
AH = 1000 29200 13587.16 0.465313 175200 199574.09 1.139121
AH = 800 29200 22158.97 0.758868 175200 321110.02 1.832819
AH = 600 29200 47181.17 1.615793 175200 368816.87 2.105119
AH = 400 29200 20284.30 0.694667 350400 349560.64 0.997604
AH = 200 29200 52026.10 1.781715 106080 119592.40 1.127379
Tabla 2.3: CPU: tiempo de CPU medido en segundos; PT: nu´mero de pasos de tiempo.
difference, TD), introducida en [18], y que se definen como
E(t) =
1
2
∫
Ω
(|u(t)|2 + |v(t)|2) (2.12)
TD (t) =
∣∣ψpo (t)∣∣− |ψtr (t)|
ma´x
Ω
|ψ (t)| (2.13)
donde |ψtr| corresponde al ma´ximo transporte subtropical, y
∣∣ψpo∣∣ al ma´ximo transporte
subpolar, y que vienen dadas por ∣∣∣∣∣∣∣
ψtr = ma´x
Ω
ψ
ψpo = mı´n
Ω
ψ
Como ya comentamos antes, toda solucio´n de las ecuaciones (2.2) cuyo dato inicial sea
sime´trico, se mantendra´ sime´trica siempre (en el sentido descrito en (2.5)). La variable TD
nos va a servir para medir la simetr´ıa de las soluciones, de tal manera que si TD = 0, la
solucio´n sera´ sime´trica respecto a y = L, si TD > 0 el giro subpolar sera´ ma´s intenso que
el subtropical, y si por el contrario TD < 0, el giro subtropical sera´ ma´s intenso que el
subpolar.
Junto con el tiempo de CPU consumido por cada uno de los esquemas para los distintos
experimentos que hemos realizado, estas dos variables nos van a cuantificar co´mo esta´n de
cerca cada una de las soluciones de los distintos esquemas nume´ricos.
·Eficiencia computacional:
Todos los experimentos nume´ricos que hemos realizado han sido ejecutados en un pro-
cesador Mips R10000 a 250 MHz con 4Mbytes de memoria cache´ y 256 Mbytes de memoria
RAM. Adema´s, todos los experimentos descritos en las Secciones 2.2.1 y 2.2.2 los hemos
realizado en una integracio´n nume´rica de 20 an˜os, junto con unos datos iniciales de fluido
en reposo (ω (0) = 0 = ψ (0))
Observemos en primer lugar que todos los experimentos con el esquema semilagrangiano
han sido realizados con ∆t = 6 horas, mientras que, por motivos de estabilidad, que en
el esquema semilagrangiano nunca se presentan, para los experimentos realizados con el
esquema Leap-Frog ha sido necesario tomar ∆t = 1 hora para AH = 1000, AH = 800 y
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Figura 2.5: Evolucio´n de la funcio´n E(t) para las viscosidades de AH = 1000, 800 y 600, (a), (b)
y (c) respectivamente, y su correspondiente ana´lisis de Fourier. En rojo el esquema Leap-Frog y en
azul el semilagrangiano.
AH = 600, y ∆t = 1/2 hora para AH = 400 y AH = 200. A pesar de esto, para la viscosidad
de AH = 200 la solucio´n se hace inestable aproximadamente a los 6 an˜os de integracio´n
nume´rica, como vemos en la Figura 2.6(b).
En la Tabla 2.3 podemos ver el tiempo de CPU total consumido por cada experimento
nume´rico, as´ı como el tiempo medio de CPU requerido por cada paso temporal. Como
podemos ver, el esquema Leap-Frog resulta siempre computacionalmente ma´s caro que el
esquema semilagrangiano, no so´lo por el tiempo total de ca´lculo empleado (que es alrededor
de 15 veces ma´s caro, segu´n el caso) y que obviamente ser´ıa distinto para igualdad del ∆t,
sino tambie´n por el tiempo medio empleado en cada experimento para cada paso temporal.
Es decir, incluso a igualdad de ∆t, el esquema Leap-Frog ser´ıa ma´s lento (salvo quiza´s para
AH = 200 donde no hemos podido terminar los 20 an˜os de integracio´n nume´rica para el
esquema Leap-Frog, lo que impide la comparacio´n entre ambos esquemas).
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Figura 2.6: Igual que la Figura 2.5 pero para las viscosidades: (a) y (c) Ah = 400 y (b) y (d)
Ah = 200.
Si observamos, los dos esquemas descritos, (2.7) y (2.11), requieren de la resolucio´n de dos
problemas el´ıpticos por cada paso de tiempo. Adema´s estos problemas el´ıpticos son iguales
(salvo por las constantes que acompan˜an al operador laplaciano y al operador identidad).
Sin embargo, debido a que el esquema Leap-Frog lo resolvemos mediante elementos finitos
lineales y el esquema semilagrangiano con cuadra´ticos, y debido a que las matrices que
resultan de utilizar el me´todo de elementos finitos esta´n mejor condicionadas cuanto menor
sea el grado de los polinomios de interpolacio´n, tendremos que, en general, el nu´mero de
iteraciones necesarias para invertir las matrices resultantes de los operadores el´ıpticos del
esquemas Leap-Frog, (2.7), sera´ menor que en el esquema semilagrangiano, (2.11).
En contraposicio´n, tenemos que por cada paso de tiempo el esquema Leap-Frog requiere
ma´s del doble de tiempo de ca´lculo que el esquema semilagrangiano para las viscosidades
de AH = 1000, AH = 800 y AH = 600. Esto es debido al ca´lculo de la funcio´n G
n en cada
uno de los dos esquemas. En el caso del esquema semilagrangiano, la funcio´n Gn descrita
en (2.10), se realiza mediante el ca´lculo de las funciones ω∗n,
∂ψ
∂x
∗(n+1/2)
y F ∗n, a partir de
ωn, vn, vn−1 y F n respectivamente (recordemos que
∂ψ
∂x
= v), junto con el producto de las
matrices de rigidez y masas por estas funciones (o vectores en el caso discreto). En general el
ca´lculo de estas funciones es bastante ra´pido, tanto en el ca´lculo del los puntosX (tn+1, xi; tn),
como ya comentamos, como en el ca´lculo de la interpolacio´n (ve´ase [5] para una detallada
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explicacio´n de estos algoritmos) y adema´s, como es usual, el producto de matriz-vector no
suele mostrar grandes problemas de eficacia computacional. En cambio, en el esquema Leap-
Frog, el ca´lculo de la funcio´n Gn, adema´s de las multiplicaciones matriz-vector necesarias,
necesita del ca´lculo de J (ψn, ωn) . En nuestro caso, esto resulta en calcular una matriz que
luego tiene que multiplicar a las funciones test del me´todo de elementos finitos. Esto, por el
contrario, es una operacio´n bastante lenta, ya que necesita de una serie de integrales sobre
cada elemento de la triangulacio´n, ma´s una fase de ensamblaje de la matriz.
E´ste es el motivo principal de que el esquema Leap-Frog presente tiempos de paso tem-
poral mucho ma´s altos (algo ma´s del doble) que el esquema semilagrangiano para estas tres
viscosidades.
Para las viscosidades de AH = 400 y AH = 200 ocurre lo contrario. El esquema Leap-
Frog resulta ma´s ra´pido por paso temporal. Sin embargo, si nos fijamos en la Figura 2.6(a),
vemos que la solucio´n del esquema Leap-Frog para AH = 400 alcanza un estado estacionario
(que comentaremos a continuacio´n). Esto implica que las funciones ωn+1 y ψn+1 esta´n muy
pro´ximas (o son iguales) a ωn y ψn respectivamente, para n suficientemente grande. De
esta forma, las iteraciones necesarias para encontrar ωn+1 y ψn+1 en cada paso temporal al
invertir las matrices sera´n mı´nimas, lo que reduce considerablemente el tiempo de ca´lculo
cuando la solucio´n ya ha alcanzado este estado. Para el caso AH = 200 tenemos un caso
similar. Aunque ahora la solucio´n no converge a ningu´n estado estacionario, Figura 2.6(b),
s´ı tenemos que de los casi 6 an˜os de integracio´n nume´rica antes de que la solucio´n explote,
casi 4 transcurren en una zona donde la solucio´n no presenta grandes cambios, lo que, igual
que antes, reduce considerablemente el nu´mero de iteraciones necesarias para resolver los
problemas el´ıpticos en (2.7). Esto hace que, en media, el tiempo de ca´lculo de cada paso
temporal no sea muy grande.
En conclusio´n, para cada paso temporal, el esquema semilagrangiano resulta ma´s barato
desde el punto de vista computacional, que el esquema Leap-Frog, lo que sumado a la falta
de restricciones del paso temporal por problemas de estabilidad, hacen que este esquema sea
mucho ma´s eficiente que el esquema Leap-Frog.
·Exactitud:
En las Figuras 2.5 y 2.6 se muestra como evoluciona la energ´ıa del sistema para las visco-
sidades comentadas anteriormente. Como se observa claramente en estas gra´ficas, el sistema
converge a un estado estacionario para AH = 1000 (Figura 2.5(a)), donde adema´s podemos
ver que la energ´ıa cine´tica de este estado estacionario coincide para ambos esquemas. En las
Figuras 2.3(a) y 2.4(a) se aprecia como las diferencias entre ambas soluciones son mı´nimas.
En un ana´lisis un poco ma´s fino, mostramos un corte para y = L de la funcio´n ψ en la Figura
2.7.
Para la viscosidad de AH = 800 el sistema pasa a converger a un atractor perio´dico (se ha
producido una primera bifurcacio´n de Hopf en algu´n punto entre AH = 1000 y AH = 800),
segu´n se muestra en la Figura 2.5(b). En la Figura 2.5(d) mostramos el ana´lisis de Fourier
correspondiente a la funcio´n E (t) para ambos esquemas, donde se observa que existe una
u´nica frecuencia dominante (que corresponde con un periodo de unos 188 d´ıas) para ambos
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Figura 2.7: Corte de las gra´ficas presentadas en las Figuras 2.3 y 2.4 para y = L. En rojo la
solucio´n para el esquema Leap-Frog y en azul la del esquema semilagrangiano.
esquemas y que e´sta coincide, es decir, ambos esquemas nos llevan al mismo atractor. Si nos
fijamos una vez ma´s en las Figuras 2.3(b) y 2.4(b) observaremos una vez ma´s que ambas
soluciones son pra´cticamente la misma. En concreto, mostramos la funcio´n ψ en el instante
temporal dentro del atractor cuyo valor TD es mı´nimo, es decir, donde el giro subtropical
es ma´s intenso frente al subpolar. En la Figura 2.7 podemos ver una vez ma´s un ana´lisis
ma´s fino de estas dos soluciones, como ya explicamos para AH = 1000. Tambie´n en la
Figura 2.8 analizamos ma´s detalladamente las diferencias existentes entre ambos atractores,
donde mostramos la funcio´n E (t) frente a TD (t) dentro del atractor alcanzado por ambos
esquemas. Como vemos, el patro´n de las dos soluciones es pra´cticamente ide´ntico, si bien, se
observa unas mı´nimas diferencias en cuanto a la amplitud de E (t) y TD (t).
Si reducimos un poco ma´s la viscosidad y analizamos los resultados obtenidos para
AH = 600, vemos que se ha vuelto a producir una nueva bifurcacio´n de tipo Hopf en el
sistema (Figura 2.5(c) y(e)). En los ana´lisis de Fourier mostrados en la Figura 2.5(e) vemos
como la anterior frecuencia principal se ha desdoblado, pasando a tener ahora un valor de
unos 474 d´ıas. Es decir, tenemos que el sistema converge ahora a un atractor de periodo
doble. En la Figura 2.8 se observa ma´s claramente la naturaleza de este periodo doble para
ambos esquemas, donde adema´s observamos que los patrones son una vez ma´s los mismos (si
bien, al igual que para AH = 800, las amplitudes de las dos soluciones presentan pequen˜as
diferencias). Una vez ma´s, en las Figuras 2.3(c), 2.4(c) y 2.7 vemos las mı´nimas diferencias
que presentan ambos esquemas para esta viscosidad.
Observemos que si bien para estas tres viscosidades las soluciones convergen a atractores
ide´nticos (al menos desde el punto de vista nume´rico), el camino que sigue la solucio´n es
distinto para ambos esquemas. En general, el comportamiento para los dos esquemas que se
observa directamente de la Figura 2.5(a), (b) y (c), se diferencia, principalmente, en cua´nto
tarda en llegar al atractor cada una de las soluciones. En realidad este comportamiento
es puramente nume´rico, y se observa u´nicamente porque estamos realizando experimentos
nume´ricos a muy largo plazo. El razonamiento se sigue de la pequen˜a observacio´n que hicimos
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Figura 2.8: Funcio´n E(t) frente a TD(t) en los atractores para AH = 800 y AH = 600. En rojo el
esquema Leap-Frog y en azul el semilagrangiano.
al introducir este modelo al inicio de la Seccio´n 2.2. Esto es, si partimos de un dato inicial
sime´trico (en el sentido dado por (2.5)), la solucio´n se mantendra´ sime´trica siempre. En
nuestro caso, partimos de datos iniciales de fluido en reposo (ω (0) = 0 = ψ (0)), con lo
que, en su solucio´n continua, el sistema siempre se mantiene sime´trico. Sin embargo, cuando
realizamos la integracio´n nume´rica, a medida que hacemos ma´s y ma´s pasos de tiempo, vamos
introduciendo ma´s errores nume´ricos que hacen que la solucio´n nume´rica rompa esta simetr´ıa
y caiga en un atractor no sime´trico. Por tanto, el que cada esquema termine dentro del
atractor en instantes distintos se debe a que cada esquema pierde esta simetr´ıa en momentos
diferentes. No´tese que en el presente trabajo estamos interesados en el ca´lculo de atractores
y por tanto no nos resultara´ importante el camino que recorra la solucio´n hasta llegar al
atractor del sistema.
Debido a todo esto, podemos apreciar que el sistema tiene un punto de silla (que corres-
ponde con algu´n estado estacionario o perio´dico sime´trico) y al menos dos atractores globales
(pues si tiene uno no sime´trico, que sabemos que tiene, contiene tambie´n otro, el sime´trico a
e´ste). En la Figura 2.9 mostramos un esquema de co´mo podr´ıa ser la dina´mica del sistema.
Si reducimos un poco ma´s la viscosidad hasta AH = 400, Figura 2.6(a), vemos, como
comenta´bamos antes, que los dos esquemas alcanzan atractores diferentes. En este caso, el
esquema Leap-Frog no rompe la simetr´ıa y alcanza un atractor sime´trico (que en realidad
es un punto de silla, como esquematizamos en la Figura 2.9). En cambio, en el esquema
semilagrangiano el sistema vuelve a romper la simetr´ıa y converge a un atractor no sime´trico
como en los casos anteriores. Si nos fijamos en la evolucio´n de la energ´ıa cine´tica para el
esquema semilagrangiano y en su ana´lisis espectral de ma´xima entrop´ıa, Figura 2.6(a) y
(c), comprobamos que ha habido una nueva bifurcacio´n de Hopf y el sistema converge a un
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Figura 2.9: Esquema de la posible dina´mica encontrada para el modelo.
atractor aperio´dico, como comentaremos en la siguiente seccio´n con ma´s detalle. Observemos
que para esta viscosidad hemos suprimido el ana´lisis de Fourier por un ana´lisis de ma´xima
entrop´ıa. Esto se debe a que ahora la funcio´n E (t) presenta demasiado ruido en su ana´lisis
de Fourier e impide distinguir claramente las frecuencias ma´s significativas. En cambio, con
el ana´lisis de ma´xima entrop´ıa conseguimos filtrar parte del ruido y distinguir algunas de
estas frecuencias.
Para la viscosidad de AH = 200, Figura 2.6(b), observamos que la solucio´n presenta
pequen˜as y ra´pidas oscilaciones que hacen romper la simetr´ıa mucho antes que en casos
anteriores (debido principalmente a la falta de viscosidad que estabilice la solucio´n) tanto
para el esquema Leap-Frog como para el semilagrangiano. Adema´s, estas oscilaciones son el
motivo principal por el que el esquema Leap-Frog termina siendo inestable incluso con un
paso temporal de tan so´lo media hora, como ya comentamos con anterioridad.
2.2.4. Algunos resultados ma´s del esquema semilagrangiano. Pre-
liminares al estudio de bifurcacio´n
Como ya explicamos en la introduccio´n de este trabajo, nuestro objetivo se centra en
el estudio de bifurcacio´n con respecto del para´metro de viscosidad AH . Para ello utilizare-
mos la te´cnica de las Funciones Ortogonales Emp´ıricas, que desarrollaremos en el siguiente
cap´ıtulo. Esta te´cnica requiere de una serie de ima´genes o instanta´neas de la solucio´n, que
en nuestro caso vendra´n dadas por los experimentos nume´ricos (las soluciones para ciertos
instantes temporales). Como ya explicaremos con detalle, este me´todo no necesita de muchas
ima´genes para captar la dina´mica de un atractor en concreto (obviamente esto dependera´ de
la complejidad del atractor, as´ı como de si esta´ contenido en un espacio de dimensio´n finita
y la dimensio´n de dicho espacio). Sin embargo, si queremos captar la dina´mica global del
sistema, es decir, como var´ıa a medida que el para´metro AH cambia, y si queremos poder dar
una respuesta al estudio de bifurcacio´n de este problema, necesitaremos un rango suficiente-
mente amplio y no disperso de datos en forma de ima´genes, que capten toda la complejidad
del sistema (o al menos tanta como sea posible).
En el siguiente cap´ıtulo explicaremos detenidamente como debemos elegir las instanta´neas
para dar una o´ptima solucio´n a este problema. Para ello, necesitaremos de tantos datos como
nos sea posible. Con este sencillo problema que hemos venido estudiando vamos a obtener
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Figura 2.10: Tipo de atractores encontrados nume´ricamente y esquema de la realizacio´n de los
distintos experimentos (la flecha indica el atractor del que se inicio´ cada simulacio´n).
una gran cantidad de datos que nos hara´ posible este estudio, para despue´s, en el modelo
ma´s realista que estudiaremos a continuacio´n, no necesitemos calcular ma´s datos de los
necesarios.
En primer lugar, puesto que ya sabemos que para AH = 1000 la solucio´n converge a
un estado estacionario no sime´trico, utilizaremos este estado como dato inicial para reali-
zar nuevas simulaciones con una viscosidad AH diferente. En concreto, para AH = 900 y
AH = 1100 realizamos la simulacio´n nume´rica utilizando como dato inicial el atractor (en
forma de estado estacionario) obtenido para AH = 1000. La gran ventaja de utilizar este dato
inicial para realizar estas dos nuevas simulaciones reside en la hipo´tesis de que los atractores
para estas tres viscosidades no esta´n muy lejos y sera´ menos costoso en tiempo de CPU
llegar a los atractores para AH = 1100 y AH = 900. Adema´s, de esta forma, nos aseguramos
de que los atractores que calculemos este´n en la misma rama de atractores (como ya hemos
explicado, al coexistir varios atractores para una misma viscosidad, podr´ıa ocurrir que en
las simulaciones nume´ricas se alcancen atractores que se encuentran en distintas ramas del
ana´lisis de bifurcacio´n).
En la Figura 2.10 se muestra un esquema de las simulaciones nume´ricas realizadas para
distintos valores del para´metro AH junto con los datos iniciales que se han tomado para cada
uno de los experimentos. En total, todas las simulaciones acumulan 1223 an˜os de integracio´n
nume´rica, siempre con un paso temporal de ∆t = 6 horas, como ya hemos mencionado.
En general nos vamos a encontrar varios tipos de atractores segu´n el rango de visco-
sidad en el que nos encontremos. Para viscosidades suficientemente grandes ya vimos que
los atractores son estados estacionarios. Sin embargo, ahora podemos observar dos tipos de
estados estacionarios diferentes: los sime´tricos y los no sime´tricos. Los estados estacionarios
sime´tricos aparecen cuando la viscosidad AH es suficientemente grande, AH ≥ 1275 (el siste-
ma es muy disipativo). Obse´rvese que cuando obtenemos atractores estacionarios sime´tricos,
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Figura 2.11: Evolucio´n de la ruptura de simetr´ıa. L´ınea de separacio´n de corriente subtropical y
subpolar ((x, y) = 0) para AH = 1275, 1250, 1200, 1100, 1000 y 900.
nos estamos asegurando de que no existen ma´s estados estacionarios para esa viscosidad,
pues estamos tomando como dato inicial un estado estacionario no sime´trico. Cuando la
viscosidad la reducimos un poco, nos encontramos estados estacionarios no sime´tricos. Es-
to, necesariamente significa que ha habido una bifurcacio´n de tipo tenedor, pues, como ya
comentamos antes, debe seguir existiendo un atractor sime´trico (un punto de silla) y otro
estado estacionario que es el sime´trico al obtenido. En la Figura 2.12 se muestra la evolu-
cio´n de los estados estacionarios (sime´tricos y no sime´tricos) para distintos valores de AH y
como var´ıa su dina´mica. En la Figura 2.11 se muestra con ma´s detalle como se hace menos
sime´trica la solucio´n estacionaria a medida que disminuye la viscosidad.
Si reducimos un poco ma´s la viscosidad nos encontraremos una primera bifurcacio´n de
tipo Hopf, como es usual en pra´cticamente todos los modelos procedentes de la ecuaciones
de Navier-Stokes. En nuestro caso, este punto de bifurcacio´n, que se encuentra en la rama
de estados estacionarios anteriormente comentada, tiene un valor de AH = 865± 5.
Siguiendo nuevamente esta rama (ahora de soluciones perio´dicas tras la bifurcacio´n de
Hopf), nos volvemos a encontrar una nueva bifurcacio´n de Hopf (dos nuevos autovalores
complejos conjugados cruzan el eje imaginario) y esta vez obtenemos soluciones perio´dicas
donde el periodo se ha desdoblado con respecto a las anteriores soluciones perio´dicas. En la
Figura 2.14 se muestra claramente como se desdobla la solucio´n perio´dica al pasar por este
nuevo punto de bifurcacio´n que hemos localizado en AH = 675± 25.
Para la viscosidad de AH = 465 ± 5 existe una nueva bifurcacio´n y las soluciones se
vuelven aperio´dicas, sin que se vea un esquema claro de la dina´mica de estas soluciones. En
la Figura 2.14 se muestra la complejidad de este tipo de atractores para la viscosidad de
AH = 460.
En la Figura 2.13 se muestra como evolucionan los atractores a media que disminuye la
viscosidad, donde observamos como aumenta la asimetr´ıa (en las gra´ficas se muestra cada
uno de los atractores para AH = 800, 700, 600 y 500 cuando TD es mı´nimo, como en casos
anteriores). Observemos sin embargo, que para la viscosidad de AH = 400 (se muestra ahora
el atractor cuando TD es ma´ximo) la solucio´n ha saltado a otra rama de atractores, que si
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Figura 2.12: Estados estacionarios obtenidos para las viscosidades descritas.
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Figura 2.13: Estado estacionario obtenido para AH = 900 y atractores para el resto de viscosidades
(en TD mı´nimo para AH = 800, 700, 600 y 500, y TD ma´ximo para AH = 400).
64 CAPI´TULO 2. ESTUDIO NUME´RICO DEL MODELO
Figura 2.14: Evolucio´n del retrato de fase E (t)− TD (t) para distintas viscosidades.
bien guarda la dina´mica de las anteriores, e´sta es sime´trica a todas las dema´s (estamos en
la rama sime´trica que comenta´bamos que necesariamente deb´ıa existir).
Resumiendo podemos decir que los distintos tipos de atractores encontrados despue´s de
haber realizado una numerosa cantidad de experimentos nume´ricos son: estados estacionarios
sime´tricos, estados estacionarios no sime´tricos, atractores perio´dicos, atractores de doble pe-
riodo y atractores aperio´dicos. En la Figura 2.10 se muestra esquema´ticamente los resultados
obtenidos.
En el siguiente cap´ıtulo trataremos de dar un ana´lisis ma´s detallado que compararemos
con todos estos resultados obtenidos.
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2.2.5. El modelo ω − ψ con condiciones de frontera no-deslizantes
Como ya comentamos en el Cap´ıtulo 1 y al inicio de la Seccio´n 2.2, nos disponemos en la
presente seccio´n a estudiar las ecuaciones (1.30) con condiciones de frontera no deslizantes.
El principal objetivo de esta seccio´n no se centra en la resolucio´n de este modelo con este
tipo de condiciones de frontera, sino en dar un punto de partida para la resolucio´n de las
ecuaciones (1.24), en las cuales siempre utilizaremos este tipo de condiciones de frontera. De
esta forma, las ecuaciones que vamos a resolver nume´ricamente en esta seccio´n sera´n:
∂ω
∂t
+ J (ψ, ω) + β
∂ψ
∂x
= AH∆ω − γω + F, en [0, T ]× Ω
∆ψ = ω, en [0, T ]× Ω
ψ|∂Ω = 0 =
∂ψ
∂~n |∂Ω
ω|t=0 = ω0, ψ|t=0 = ψ0
(2.14)
donde una vez ma´s ω0 y ψ0 se refieren al dato inicial verificando ∆ψ0 = ω0.
Todos los para´metros que utilizaremos en este modelo (al igual que el dominio) sera´n
exactamente los mismos que aquellos utilizados en la Seccio´n 2.2 y que esta´n descritos en
la Tabla 2.2 junto con las ecuaciones (2.3) y (2.4). La u´nica salvedad que haremos a este
respecto sera´ la viscosidad horizontal, la cual adecuaremos a las soluciones concretas de
(2.14).
El esquema nume´rico que utilizaremos para resolver (2.14) sera´ el me´todo semilagrangia-
no. De esta forma, si integramos temporalmente las ecuaciones (2.14) a lo largo de las curvas
caracter´ısticas definidas en la Definicio´n 2.3 (exactamente de igual manera que describimos
en la Seccio´n 2.2.2), tendremos que para cada paso temporal el esquema nume´rico que vamos
a resolver sera´: 
(
1 + γ
∆t
2
)
ωn+1 − AH∆t
2
∆ωn+1 = Gn, en Ω
∆ψn+1 = ωn+1, en Ω
ψn+1|∂Ω = 0 =
∂ψ
∂~n
n+1
|∂Ω
= 0
(2.15)
donde, igual que en la Seccio´n 2.2.2, Gn es parte derecha de la ecuacio´n (2.10).
Observemos que el esquema nume´rico (2.15) es el mismo que el descrito en la Seccio´n
2.2.2, ecuaciones (2.11), con la contrapartida de que en esta ocasio´n la funcio´n de corriente
ψ esta´ acoplada con la vorticidad ω. Este detalle dificulta en gran medida el tratamiento
nume´rico de este problema, haciendo que en general cualquier esquema nume´rico que resuelva
(2.15) se complique notablemente.
Para la resolucio´n en cada paso temporal de (2.15) (observemos que en realidad es un
problema de cuarto orden cuya formulacio´n formal debe ser realizada en el espacio de Sobolev
H20 (Ω)) utilizaremos el algoritmo descrito en [23]. En este algoritmo la verdadera inco´gnita
del problema viene a ser ωn+1|∂Ω que se calcula mediante un algoritmo de gradiente conjugado
precondicionado (observemos que una vez conocido ωn+1|∂Ω el ca´lculo de ω
n+1 y ψn+1 pasa por
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Figura 2.15: Atractores obtenidos con el esquema semilagrangiano con condiciones de frontera no
deslizantes para (a) AH = 360, (b) AH = 280 y (c) AH = 270. En los atractores no estacionarios
presentamos la solucio´n para TD ma´ximo.
resolver dos problemas el´ıpticos, si bien, el propio algoritmo descrito en [23] devuelve ambas
soluciones).
Si bien este algoritmo evita tener que realizar la formulacio´n en el espacio H20 (Ω) apro-
piadamente discretizado (lo que lleva a invertir matrices con muy pocos ceros -muy mal
condicionadas-, y por tanto muy lentas de invertir), no evita tener que resolver un problema
el´ıptico por cada iteracio´n del gradiente conjugado. Experimentalmente esto nos ha llevado
a resolver del orden de 10 problemas el´ıpticos por paso temporal, cantidad muy superior a
los dos problemas el´ıpticos por paso temporal del esquema descrito en la Seccio´n 2.2.2. Este
viene a ser el principal inconveniente desde el punto de vista nume´rico a la hora de resolver
este modelo.
Como en el problema anterior con condiciones de frontera deslizantes, los atractores que
obtenemos pasan por estados estacionarios, soluciones perio´dicas y soluciones aperio´dicas.
En la Figura 2.15 mostramos los atractores obtenidos por este esquema para las viscosidades
de AH = 360, 280 y 270, utilizando un paso temporal de ∆t = 6 horas y el mismo mallado
utilizado por el esquema semilagrangiano aplicado al modelo con condiciones de frontera
deslizantes, Seccio´n 2.2.2 (elementos finitos cuadra´ticos, k = 2). Estas soluciones las com-
pararemos con detalle frente a las obtenidas por el esquema que estudiaremos en la Seccio´n
2.3.1.
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Recordemos que para las soluciones de AH = 280 y 270 (soluciones correspondientes a
atractores perio´dicos) mostramos aquellas que corresponden a los instantes temporales en
los que TD es ma´ximo (de modo ana´logo a las Secciones 2.2.1 y 2.2.2, pues en este caso los
atractores obtenidos esta´n contenidos en TD > 0).
En la Seccio´n 2.3.1 estudiaremos ma´s detalladamente las soluciones obtenidas por este
esquema, compara´ndolas con aquellas obtenidas por el esquema (ma´s general) que estudiare-
mos a lo largo de la Seccio´n 2.3. Veremos que en este caso las soluciones de ambos esquemas
presentan diferencias significativas, si bien cualitativamente sera´n similares.
2.3. Tratamiento nume´rico del modelo generalizado
En la presente seccio´n trataremos de exponer un esquema nume´rico para resolver las
ecuaciones (1.24) en distintos ejemplos que iremos exponiendo. Nuestro principal objetivo,
como ya adelantamos, sera´ resolver estas ecuaciones sobre el Atla´ntico Norte para despue´s,
obtener un estudio cualitativo de bifurcacio´n. En esta seccio´n las condiciones de frontera que
utilizaremos sera´n las condiciones no deslizantes, como ya utiliza´ramos en la Seccio´n 2.2.5.
De esta forma, dado Ω ⊂ R2 un abierto acotado, y H : Ω −→ R+ una funcio´n suficientemente
regular (tal y como explicamos en el Cap´ıtulo 1), las ecuaciones del modelo que vamos a
estudiar sera´n:
∂ (Hu)
∂t
+ ~u · ∇ (Hu)− AH∆(Hu)− fHv = − 1
ρ0
H
∂p
∂x
− γHu+ τ 1
ρ0
, en Ω× (0, T )
∂ (Hv)
∂t
+ ~u · ∇ (Hv)− AH∆(Hv) + fHu = − 1
ρ0
H
∂p
∂y
− γHv + τ 2
ρ0
, en Ω× (0, T )
div (H~u) = 0, en Ω× (0, T )
~u|∂Ω = 0
(2.16)
donde, por simplificar la notacio´n de esta seccio´n, utilizamos u, v,∆, p y Ω en lugar de
u, v,∆H , ps y Π respectivamente.
En la Seccio´n 2.2 vimos las ventajas del esquema semilagrangiano frente a un esquema
cla´sico como es el esquema Leap-Frog. En esta seccio´n utilizaremos una vez ma´s el esquema
semilagrangiano, combinado en esta ocasio´n con un esquema tipo splitting y una discretiza-
cio´n temporal tipo stiffly de segundo orden (tambie´n llamada BDF, backward differentiation
formulae, ve´ase [38] o´ [40]). En concreto la idea sera´ separar los te´rminos viscosos y convec-
tivos de (2.16) del te´rmino de presio´n tal y como se explica en numerosas referencias como
por ejemplo en [60], [58] o´ [31], ma´s la discretizacio´n del esquema semilagrangiano para los
te´rminos convectivos (en este caso utilizando el esquema stiffly de segundo orden).
De esta forma, en primer lugar utilizaremos el me´todo de las caracter´ısticas tal y como
explicamos en la Seccio´n 2.2.2. As´ı, dado que las curvas caracter´ısticas esta´n definidas en la
Definicio´n 2.3, ahora tendremos que
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∂ (Hu)
∂t
(t,X (tn+1, x; t)) + ~u(t,X (tn+1, x; t)) · ∇ (Hu) (t,X (tn+1, x; t)) =
=
∂
∂t
((Hu) (t,X (tn+1, x; t))) =
D (Hu)
Dt
(t,X (tn+1, x; t))
para cada x ∈ Ω y para cada instante temporal tn+1. Por tanto, si una vez ma´s integramos
las expresiones de (2.16) a lo largo de las curvas caracter´ısticas, tendremos que
3
2
(H~u)n+1 − 2 (H~u)∗n + 1
2
(H~u)∗(n−1)
∆t
− AH∆(H~u)n+1+
+fH (2~un − ~un−1)⊥ = − 1
ρ0
H∇pn+1 − γ (H~u)n+1 + ~τ
n+1
ρ0
div (H~u)n+1 = 0
~un+1|∂Ω = 0
(2.17)
donde utilizamos
~un+1 = 2~un − ~un−1 +O (∆t2)
de tal modo que las dos ecuaciones de (2.17) para la velocidad u y v quedan desacopladas.
Ahora, para desacoplar el gradiente de presio´n del paso convectivo-difusivo utilizamos un
esquema splitting. De esta forma, el ca´lculo de ~un+1 pasara´ por:
1) 
3
2
−→̂
u − 2 (H~u)∗n + 1
2
(H~u)∗(n−1)
∆t
− AH∆
−→̂
u+
+fH (2~un − ~un−1)⊥ = − 1
ρ0
H∇pn − γ−→̂u + ~τ
n+1
ρ0−→̂
u |∂Ω = 0
(2.18)
2) 
3
2
(H~u)n+1 − 3
2
−→̂
u
∆t
= − 1
ρ0
H∇ (pn+1 − pn)
div (H~u)n+1 = 0
~un+1 · ~n|∂Ω = 0
(2.19)
Observacio´n 2.6 En primer lugar debemos darnos cuenta de que el problema (2.18) es un
problema el´ıptico en
−→̂
u , con condiciones Dirichlet homoge´neas, que resolveremos mediante el
me´todo de elementos finitos con k = 2 (es decir elementos cuadra´ticos), tal y como venimos
haciendo a lo largo de este trabajo.
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Observacio´n 2.7 En segundo lugar, la forma de resolver (2.19) pasa por aplicar el operador
de divergencia en (2.19). As´ı, si llamamos q = pn+1 − pn y aplicando el operador div, −
1
ρ0
div (H∇q) = − 3
2∆t
div
−→̂
u
H∇q · ~n|∂Ω = 0
que resolveremos utilizando elementos finitos lineales, es decir, k = 1.
Observemos que utilizamos elementos finitos mixtos para resolver este esquema, pues es-
tamos utilizando elementos finitos cuadra´ticos para la velocidad ~u y elementos finitos lineales
para la presio´n. De forma usual en elementos finitos mixtos, utilizamos el mismo mallado
para la velocidad y para la presio´n (ver, por ejemplo, [28] y sus referencias).
Existen diversos textos en la literatura que discunten las buenas y malas propiedades que
poseen este tipo de esquemas splittings aplicados a las ecuaciones de Navier-Stokes. Si bien
las ecuaciones que nosotros estamos trabajando no son exactamente Navier-Stokes, debido
a los terminos no lineales, pero principalmente al te´rmino de presio´n, y adema´s estamos
incluyendo una discretizacio´n mediante el me´todo de las caracter´ısticas para los te´rminos
convectivos, todos estos ana´lisis se pueden extender al modelo que venimos desarrollando en
la presente memoria (ver [59], [66] para ver algunos ana´lisis tanto teo´ricos como nume´ricos
de los esquemas splittings, o´ [31] para un ana´lisis resumido de todos ellos).
En nuestro caso, el esquema splitting que proponemos mediante (2.18)-(2.19) viene a ser
de segundo orden para la velocidad y de primer orden para la presio´n. Obse´rvese que este
primer orden para la presio´n se debe principalmente a que la presio´n pn+1 calculada mediante
(2.19) no verifica de modo exacto las condiciones de frontera, si bien fuera de las fronteras
el ca´lculo de esta presio´n es bastante exacto (ver [59] y [32] para detalles sobre el orden de
convergencia).
La gran contrapartida del esquema (2.18)-(2.19) se refiere al paso temporal ∆t. Por un
lado el me´todo de las caracter´ısticas permite un paso temporal grande, tal y como vimos
en la Seccio´n 2.2.2. Sin embargo, esta discretizacio´n u´nicamente se debe a los te´rminos
convectivos, y debido a las propiedades de convergencia de los me´todos splittings (ver [31])
y la discretizacio´n expl´ıcita del te´rmino de Coriolis, tendremos que reducir el paso temporal
como veremos en los pro´ximos ejemplos. Au´n as´ı, el esquema (2.18)-(2.19) sigue siendo
muy eficiente debido a que en cada paso temporal so´lo tenemos que resolver dos problemas
el´ıpticos y uno de ellos con elementos finitos lineales, muy barato desde el punto de vista
computacional.
En las siguientes secciones realizaremos un estudio a algunos casos concretos, aplicando
el modelo descrito por (2.16) y utilizando el esquema (2.18)-(2.19). En primer lugar, estu-
diaremos el mismo modelo que el descrito en la Seccio´n 2.2.5, a fin de validar el esquema.
A continuacio´n mostraremos algunos casos realistas aplicado directamente sobre oce´anos y
mares cuya dina´mica nos repercute directamente: el Mar Mediterra´neo, y muy especialmente
el Oce´ano Atla´nico Norte.
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Figura 2.16: Evolucio´n de la energ´ıa cine´tica E (t) para las viscosidades de AH = 360, 280 y 270,
(a), (b) y (c) respectivamente, y sus correspondientes ana´lisis de Fourier, (d) y (e). En rojo la
solucio´n del esquema (2.18)-(2.19) y en azul la del modelo ω − ψ.
2.3.1. El problema del recta´ngulo con profundidad constante
Como ya explicamos en la Seccio´n 2.2.5, vamos a estudiar las soluciones del modelo ω−ψ
dado por las ecuaciones (2.14) mediante el modelo equivalente dado por (2.16). Para ello,
una vez ma´s volvemos a utilizar todos los para´metros descritos en la Tabla 2.2, junto con
los esfuerzos de viento dados por (2.3), y el dominio Ω = [0, L]× [0, 2L]. La u´nica diferencia
que hay que hacer notar es que ahora H : Ω −→ R+ es una funcio´n que tomara´ u´nicamente
el valor descrito en la Tabla 2.2, es decir, H ≡ 800.
Siguiendo la Seccio´n 2.2.5 realizamos tres experimentos a fin de comparar resultados
para las viscosidades de AH = 360, 280 y 270. Para estos experimentos tomaremos ∆t = 2
horas debido a los problemas de exactitud y estabilidad que puede presentar el esquema
(2.18)-(2.19), tal y como comentamos en la Seccio´n 2.3. Adema´s, como ya explica´bamos en
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Figura 2.17: Atractores obtenidos con el esquema (2.18)-(2.19) para (a)AH = 360, (b)AH = 280 y
(c)AH = 270. Estas soluciones comparan con la Figura 2.15.
las Observaciones 2.6 y 2.7, utilizaremos elementos finitos lineales para resolver el problema
el´ıptico que se desprende de (2.19), Observacio´n 2.7, y cuadra´tico para (2.18). El mallado
(cuadra´tico) sera´ una vez ma´s el utilizado en la Seccio´n 2.2.2, Figura 2.2, donde tomaremos
como nodos u´nicamente los ve´rtices de los tria´ngulos para resolver (2.19) (elementos lineales).
En la Figura 2.16 mostramos la evolucio´n de la energ´ıa cine´tica de las soluciones del
modelo ω − ψ mediante el esquema semilagrangiano comparada con la del modelo (2.16)
mediante el esquema (2.18)-(2.19).
Como podemos ver en la Figura 2.16(a), para la viscosidad de AH = 360 el atractor
alcanzado posee pra´cticamente la misma energ´ıa cine´tica para ambos esquemas. Podemos
realizar una comparacio´n ma´s precisa mediante las Figuras 2.15(a) y 2.17(a), donde mos-
tramos ambos atractores estacionarios, y en la Figura 2.19, donde se muestra el corte de la
funcio´n ψ para y = L.
Sin embargo, para las viscosidades de AH = 280 y 270 notamos las primeras diferencias.
Por un lado para AH = 280 ambos esquemas convergen a dos atractores de tipo perio´dico.
En la Figura 2.16(b) se puede apreciar las pequen˜as diferencias que poseen ambos atractores,
tanto en la amplitud de las oscilaciones de la energ´ıa cine´tica, como en cuanto al periodo.
En la Figura 2.16(d) se muestra el ana´lisis de Fourier de ambas series, donde se observan
las pequen˜as diferencias de periodo que poseen. Comparando las Figuras 2.15(b) y 2.17(b),
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Figura 2.18: Retrato de fase (energ´ıa cine´tica frente a TD) de los atractores para AH = 280 y
AH = 270.
podemos observar como ambos atractores poseen una dina´mica global ide´ntica, si bien po-
seen pequen˜as diferencias (las gra´ficas muestran los instantes en los cuales TD es ma´xima
para ambas soluciones). En la Figura 2.19 se puede ver con ma´s detalle las diferencias que
presentan ambas soluciones.
Para AH = 270 aparecen diferencias ma´s significativas. Por un lado, y tal como vemos
en la Figura 2.16(c), las dos soluciones convergen a atractores de distinta ı´ndole. Mientras
la solucio´n del modelo ω − ψ converge a una solucio´n perio´dica, la solucio´n del modelo ma´s
general (2.16) nos lleva a un atractor aperio´dico. En la Figura 2.16(e) podemos apreciar
este hecho, donde mostramos el ana´lisis de Fourier de la solucio´n perio´dica y el ana´lisis
de ma´xima entrop´ıa de la aperio´dica (por claridad). En cambio, tambie´n podemos apreciar
como las frecuencias dominantes s´ı esta´n muy pro´ximas para ambas soluciones (de la misma
manera que ten´ıamos para AH = 280). Una vez ma´s en las Figuras 2.15(c) y 2.17(c) podemos
comparar las soluciones dentro de estos atractores para TD ma´ximo y en la Figura 2.19 el
corte de estas mismas gra´ficas para y = L.
Si bien acabamos de comprobar que las soluciones nume´ricas que hemos calculado del
modelo (2.14) y (2.16) son diferentes, debemos prestar atencio´n a varios puntos. Por un lado,
si bien los atractores (principalmente los no estacionarios) alcanzados son sensiblemente
diferentes, ambos esquemas llevan a atractores cuya dina´mica global es esencialmente la
misma. Una de las diferencias que observamos es que los dos esquemas llevan a sistemas
dina´micos donde las bifurcaciones se alcanzan en valores de AH diferentes. Este es otro
de los motivos por el cual las soluciones son ligeramente diferentes. Este hecho se observa
claramente en la Figura 2.18, donde se ve resaltada las diferencias de la naturaleza de los
atractores para AH = 280 y 270, pero donde tambie´n se ve claramente como la dina´mica que
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Figura 2.19: Corte de las gra´ficas presentadas en las Figuras 2.15 y 2.17 para y = L. En rojo la
solucio´n para el esquema (2.18)-(2.19) y en azul la del modelo ω − ψ.
exhiben estos atractores es la misma, incluso para AH = 270 donde una solucio´n es perio´dica
y la otra aperio´dica.
2.3.2. Un primer ejemplo: el Mar Mediterra´neo
Para estudiar cual puede ser la influencia que un oce´ano plano puede presentar en su
dina´mica frente a uno que no lo sea, nos plantearemos resolver nuestro modelo aplicado a
unas condiciones que simulen el Mar Mediterra´neo.
De esta forma, vamos a elegir un dominio Ω que simule el Mar Mediterra´neo, cerrado en el
estrecho de Gibraltar y el de los Dardanelos (que separa el Mar Negro del Mar Mediterra´neo).
Para ello, vamos a tomar la profundidad de 50m. como frontera del dominio Ω (por analog´ıa
con respecto a lo que haremos para el Oce´ano Atla´ntico) tal y como se muestra en la Figura
2.20.
Para las dos simulaciones que vamos a presentar en esta seccio´n utilizaremos dos funciones
de profundidad H. En primer lugar utilizaremos la funcio´n H ≡ 1000 para simular que el
Mar Mediterra´neo posee una batimetr´ıa constante. En segundo lugar, utilizaremos la funcio´n
profundidad H que vendra´ dada por la profundidad real de la regio´n debidamente filtrada y
tomando valores entre 50 y 1000 metros u´nicamente (en la Seccio´n 2.3.3 explicaremos con
detalle porque´ se debe hacer estas restricciones sobre la profundidad). En la Figura 2.20 se
muestra tambie´n la batimetr´ıa real de toda la regio´n en la que se encuentra nuestro dominio.
Para discretizar el dominio Ω nos vamos a fijar especialmente en la batimetr´ıa de la
regio´n. En aquellas zonas donde la batimetr´ıa presente gradientes suaves, elegiremos una
distancia nodal de aproximadamente 10 km. frente a los 5 km. que tomaremos donde los
gradientes sean importantes. En la Figura 2.21 mostramos con detalle el mallado utilizado
para la discretizacio´n de Ω, y en la Tabla 2.4 sus caracter´ısticas.
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Figura 2.20: El dominio Ω elegido para el estudio del Mar Mediterra´neo (en fondo azul) junto
con la batimetr´ıa de la regio´n (profundidades de 0, 50, 100, 250, 500, 750, 1000 metros y cada 1000
metros).
La funcio´n ~τ que tomaremos para modelizar los esfuerzos del viento,vendra´ dada por la
media anual de los esfuerzos de viento calculados por Hellerman y Rosenstein [35]. En la
Figura 2.22 mostramos dichos valores.
El resto de para´metros que intervienen en las ecuaciones del modelo que queremos re-
solver nume´ricamente, sera´n exactamente los mismos que aquellos utilizados para el Oce´ano
Atla´ntico Norte en la siguiente seccio´n. Quedara´n por tanto expuestos con detalle en la
Seccio´n 2.3.3.
As´ı, para una viscosidad de AH = 2000, que elegimos de esta forma a fin de obtener
atractores estacionarios, y con un paso temporal de ∆t = 2 horas realizamos dos simulaciones
para las dos funciones de profundidad comentadas.
En la Figura 2.22 podemos observar los resultados obtenidos. Como podemos ver clara-
mente, la dina´mica general que se obtiene para ambos casos, presenta dos grandes vo´rtices
en la regio´n occidental del dominio. Cuando consideramos el caso en el que la profundidad es
constante, uno de los dos vo´rtices se vuelve muy intenso (localizado entre la costa catalana,
el sur de Francia, y las islas de Co´rcega y Cerden˜a). Por contra, cuando consideramos la
profundidad real de la zona, obtenemos que ambos vo´rtices poseen una intensidad similar,
e incluso, que el vo´rtice ma´s oriental (situado en el Mar Tirreno, entre Italia y las islas de
N. Nodos (u− v) N. Nodos (p) N. Elementos Nodos Frontera
70233 18091 34045 4298
Tabla 2.4:
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Figura 2.21: Mallado utilizado para la discretizacio´n del dominio Ω.
Co´rcega y Cerden˜a) es ma´s intenso. Esto es debido a que entre la localizacio´n de ambos
vo´rtices existe un gradiente en la funcio´n profundidad muy pronunciado, lo que hace que la
interaccio´n entre ambos se minimice, a diferencia de lo que ocurre en el caso en el que consi-
deramos profundidad constante. En este caso, el vo´rtice ma´s oriental empieza a desplazarse
hacia el oeste, debido al efecto de Coriolis, hasta que empieza a interactuar con el vo´rtice
ma´s occidental, haciendo que e´ste sea ma´s intenso. En el caso en el que la profundidad no
es constante, este comportamiento se ve interrumpido por una pared localizada al sur de la
isla de Cerden˜a, lo que impide el progreso de este vo´rtice a regiones ma´s occidentales del
dominio.
En la parte oriental del dominio vuelve a repetirse esta dina´mica. Por un lado, para
profundidad constante, tenemos que se originan una serie de vo´rtices en toda esta regio´n.
Todos ellos empiezan a interactuar y aquellos ma´s occidentales empiezan a dirigir su dina´mica
hacia la zona occidental del dominio (una vez ma´s debido a Coriolis). Esto hace que el
estado estacionario que se obtiene contenga una gran cantidad de vo´rtices (con los dos
giros posibles), pero de baja intensidad. En cambio, para el caso con profundidad real,
podemos apreciar como la intensidad de estos vo´rtices es mucho ma´s elevada. Esto se debe
principalmente a que las bajas profundidades localizadas al sureste de Sicilia vuelven a actuar
como pared que impide la progresio´n de estos vo´rtices hacia posiciones ma´s occidentales.
Debemos notar que en este caso las velocidades son bastante ma´s elevadas en toda esta
regio´n, donde incluso en el Mar Egeo (oeste de Turqu´ıa y este de Grecia) podemos distinguir
dos vo´rtices de cierta instensidad, frente a las aguas tranquilas que nos mostraba el resultado
obtenido considerando profundidad constante.
Como conclusio´n podemos hacer notar la influencia que se presenta al incluir batimetr´ıa
en nuestro modelo. Si bien en este caso ambos modelos llevan a soluciones realistas de
un modo global (ve´ase [51], [47] o´ [57] para un estudio de las corrientes dominantes en el
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Figura 2.22: Vientos calculados por Hellerman y Rosenstein [35] (arriba) y estados estacionarios
alcanzados para una profundidad constante (medio) y una profundidad real (abajo).
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Figura 2.23: El dominio Ω elegido para el estudio del Oce´ano Atla´ntico Norte (en fondo azul) junto
con la batimetr´ıa de la regio´n (profundidades de 0, 50, 100, 250, 500, 750, 1000 metros y cada 1000
metros).
Mar Mediterra´neo), debemos precisar la diferencia que ambas soluciones presentan, debido
principalmente a las paredes verticales que se puedan presentar en el fondo ocea´nico, y que
necesariamente afectan a la dina´mica de las soluciones.
Por u´ltimo, debemos mencionar que si bien globalmente la dina´mica del Mar Medi-
terra´neo que hemos obtenido es correcta (al menos en la localizacio´n de los grandes vo´rtices,
junto con su giro), no podemos olvidar que en estas soluciones no aparecen la gran cantidad
de pequen˜os vo´rtices (de baja intensidad) que aparecen en la realidad. Esto se debe a varios
motivos. Por un lado a la alta viscosidad elegida que no hace ma´s que incluir difusio´n extra
y por tanto eliminar una gran cantidad de estos vo´rtices. Por otro lado, la no variabilidad
de los esfuerzos de viento tomados, que en general originan tambie´n gran cantidad de nue-
vos vo´rtices. Todo esto, junto con la bidimensionalidad del problema, hace que la solucio´n
obtenida se simplifique y elimine toda esta cantidad de pequen˜os vo´rtices.
2.3.3. El Oce´ano Atla´ntico Norte
En esta seccio´n comenzamos el estudio de la dina´mica del Oce´ano Atla´ntico Norte. En
concreto nos centraremos en el oce´ano contenido dentro las latitudes de 15oN y 65oN . Como
ya comentamos con anterioridad, pretendemos realizar un estudio de bifurcacio´n del modelo
(2.16) aplicado al Oce´ano Atla´ntico Norte. Para ello, realizaremos un estudio exhaustivo de
las soluciones obtenidas por este modelo para distintos valores de la viscosidad horizontal
AH , tal y como hicimos en la Seccio´n 2.2.4 para el modelo ω − ψ.
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Figura 2.24: Mallado utilizado para el dominio Ω.
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Figura 2.25: Detalle del mallado mostrado en la Figura 2.24.
La principal caracter´ıstica en la que nos vamos a fijar sera´ la Corriente del Golfo y la
separacio´n de e´sta y la Corriente del Labrador. En oceanograf´ıa se conoce como Corriente del
Golfo a la corriente generada en el Oce´ano Atla´ntico Norte procedente del golfo de Me´xico
y Cuba y que sube hacia el norte paralela a la costa oriental de EE.UU. Por otra parte
la Corriente del Labrador procede del norte de EE.UU. y Canada´, y tambie´n es paralela a
la costa oeste del Oce´ano Atla´ntico, pero en esta ocasio´n se mueve en direccio´n sur. Estas
dos corrientes chocan aproximadamente a una latitud de 40oN, lo que provoca una serie de
vo´rtices en esta latitud y una fuerte corriente en direccio´n oeste-este, hacia Europa. Estas dos
corrientes son de gran importancia para el clima tanto de Norte-Ame´rica como de Europa
debido a que la Corriente del Labrador son aguas fr´ıas y la Corriente del Golfo son aguas
ca´lidas, procedentes del caribe. Por tanto, el que esta separacio´n se produzca a mayor o
menor latitud influye en gran medida en la climatolog´ıa de toda esta regio´n.
El dominio Ω que elegiremos en la presente seccio´n sera´ el definido por la profundidad
de 50 metros y las fronteras ficticias definidas por las latitudes de 15oN y 65oN , ma´s una
l´ınea a la altura de las Islas Brita´nicas y otra ma´s a la altura de la pen´ınsula del Labrador.
En la Figura 2.23 mostramos el dominio Ω que utilizaremos a lo largo de esta seccio´n, junto
N. Nodos (u− v) N. Nodos (p) N. Elementos Nodos Frontera
250715 63235 124244 4456
Tabla 2.5:
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Figura 2.26: Promedio anual de los esfuerzos de viento calculados por Hellerman y Rosenstein [35].
con la batimetr´ıa de la regio´n de estudio.
En primer lugar debemos notar que no hemos tomado como frontera la costa. En vez de
esto hemos tomado como frontera del dominio la l´ınea correspondiente a la profundidad de 50
metros. Esto se suele utilizar a fin de salvar la singularidad que se produce al aproximarnos
a la costa debido a que la funcio´n H que define la batimetr´ıa se acerca a 0 (ver [27] y
sus referencias). Adema´s, esta condicio´n puede cosiderarse suficientemente realista para el
modelo debido a que las velocidades del oce´ano cerca de la costa son siempre muy pequen˜as
y paralelas a e´sta, y por tanto, la condicio´n de frontera que venimos imponiendo en todo
este trabajo sera´ perfectamente va´lida.
En el resto de las fronteras que hemos elegido ocurrira´ que el oce´ano no podra´ atravesar
dichas fronteras. Esto es a grandes rasgos lo que ocurre en estas zonas, especialmente en el
norte y en el sur del dominio, donde el oce´ano se mueve de este a oeste, tal y como ocurrira´ al
incluir estas fronteras en el dominio con las condiciones de contorno que venimos describiendo
a lo largo de este trabajo (ecuaciones (1.24)). En cualquier caso, estamos principalmente
interesados en la Corriente del Golfo y en la separacio´n que se produce entre e´sta y la
Corriente del Labrador, y por tanto, la influencia de las velocidades del oce´ano en estas
regiones donde hemos incluido fronteras del dominio Ω sera´ mı´nima.
La funcio´n H : Ω −→ R que representa la batimetr´ıa en (2.16) la vamos a elegir por una
lado como (a) H ≡ 1000 m. y (b) H representara´ la batimetr´ıa real (ver Figura 2.23) del
Oce´ano Atla´ntico Norte filtrada adecuadamente (ver Ape´ndice B) y con un valor ma´ximo
de 1000 m. El valor ma´ximo de 1000 m. de profundidad se elige as´ı porque el movimiento
superficial del oce´ano no se ve influido de modo esencial por lo que pueda ocurrir en aguas
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Figura 2.27: Atractor alcanzado por el esquema (2.18)-(2.19) suponiendo un oce´ano plano con
profundidad constante de 1000 m.
profundas, de tal modo que incluir profundidades mayores so´lo complicar´ıa ma´s la dina´mi-
ca de nuestras soluciones sin dar informacio´n relevante. En cambio, las variaciones que la
batimetr´ıa pueda presentar para aguas someras es muy relevante, tal y como veremos al
comparar las soluciones obtenidas para (a) y (b). Principalmente estudiaremos la dina´mica
de las soluciones obtenidas con la profundidad (b), si bien, daremos solucio´n de un oce´ano
plano con profundidad constante de 1000 m. a fin de estudiar la importancia de incluir la
batimetr´ıa en estudios de circulacio´n ocea´nica aplicados al Oce´ano Atla´ntico Norte.
El mallado que utilizamos para el dominio Ω lo presentamos en la Figura 2.24, cuyas
caracter´ısticas esta´n descritas en la Tabla 2.5. Este mallado ha sido construido a fin de
que la separacio´n de la Corriente del Golfo y la Corriente del Labrador este´n perfectamente
definidas, as´ı como la capa l´ımite que necesariamente se formara´ en la costa oeste del dominio
Ω. De esta forma, en estas regiones se refina el mallado hasta una distancia de nodos de unos 5
km., frente a los 20 km. que tomamos en el centro del dominio, donde la dina´mica sera´ mucho
ma´s sencilla. Adema´s, como se observa en la Figura 2.24, y con detalle en la Figura 2.25,
hemos refinado tambie´n hasta una distancia entre nodos de 5 km. en aquellas zonas donde la
batimetr´ıa presenta los gradientes mayores (y que corresponde aproximadamente a la l´ınea
de nivel de 1000 m., Figura 2.23), pues grandes gradientes de la funcio´n H puede provocar
en algunos casos inestabilidades de tipo nume´rico por la falta de definicio´n de dicha funcio´n.
En cuanto a los esfuerzos de viento utilizados como funcio´n ~τ en (2.16), tomaremos la
media de los esfuerzos de vientos mensuales reales calculados por Hellerman y Rosenstein,
[35], Figura 2.26. Si bien estamos suponiendo que los esfuerzos de viento que vamos a tomar
son estacionarios a lo largo del tiempo, e´sta sera´ una buena aproximacio´n a la hora de
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Figura 2.28: Atractores estacionarios obtenidos para las viscosidades indicadas.
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Figura 2.29: Detalle de los atractores estacionarios obtenidos para las viscosidades indicadas.
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calcular atractores en nuestro modelo, y a la vez simplicara´ las soluciones que obtengamos
pues no obtendremos periodos anuales provenientes del periodo anual de los esfuerzos de
viento reales.
Los para´metros γ y ρ0 de las ecuaciones (2.16), correspondientes a la friccio´n sobre el
fondo ocea´nico y a la densidad del agua del oce´ano respectivamente, tomara´n el valor de
γ = 10−7s−1 y ρ0 = 1024kg/m
3.
En todas las simulaciones que realizaremos, vamos a utilizar un paso temporal de ∆t = 2
horas junto con los para´metros de Coriolis de β = 1.7488 × 10−11m−1s−1 y f0 = 0s−1. El
valor de β esta´ calculado de acuerdo con la ecuacio´n (1.21) a una latitud de 40oN , por ser
esta latitud el centro del dominio. En cambio el valor de f0 = 0 se elige a fin de evitar la
reduccio´n del paso temporal que origina en el esquema (2.18)-(2.19) teniendo un te´rmino de
Coriolis demasiando grande (esto es debido al tratamiento expl´ıcito del te´rmino de Coriolis,
que se comportar´ıa como un autovalor imaginario puro en un problema lineal de EDO).
Si bien este valor de f0 no es f´ısicamente correcto y habr´ıa que incluir el correspondiente
segu´n discut´ıamos en el Cap´ıtulo 1, ecuacio´n (1.21), s´ı mantenemos toda la dina´mica que el
te´rmino de Coriolis genera en el modelo, ya que es precisamente el valor de β (cu´an grande
es el gradiente de la funcio´n f de Coriolis) el que influye en la capa l´ımite que debe formarse
en la frontera oeste del dominio en todo este tipo de modelos. En algunos otros modelos, el
te´rmino f0 tambie´n puede considerarse un multiplicador de Lagrange y suponer que es cero,
ver [45].
En primer lugar, y a fin de estudiar la importancia que pueda tener la batimetr´ıa en
la dina´mica del oce´ano, realizamos un experimento en las condiciones explicadas con ante-
rioridad y con la batimetr´ıa (a), dada por la funcio´n H ≡ 1000. Es decir, suponemos que
el oce´ano es plano y con profundidad constante de 1000 m. Utilizaremos una viscosidad
suficientemente grande a fin de obtener un atractor estacionario, pues resultara´ mucho ma´s
sencillo de comparar con las soluciones donde consideremos la batimetr´ıa real del oce´ano.
En concreto utilizaremos una viscosidad de AH = 2000.
Como vemos en la Figura 2.27, la dina´mica que obtenemos es esencialmente la misma
que se obten´ıa para el problema del recta´ngulo, Seccio´n 2.2, esto es, obtenemos una intensa
capa l´ımite en la costa oeste del dominio que domina la dina´mica global del sistema. Co-
mo podemos observar, al igual que en el problema del recta´ngulo, se forma una corriente
subtropical que compite con otra subpolar (Corriente del Golfo y Corriente del Labrador
respectivamente). En este caso, y a diferencia del problema del recta´ngulo, ambas corrientes
pra´cticamente no interaccionan, forma´ndose una linea de separacio´n de ambas corrientes
a una latitud aproximada de 50oN . Esta diferencia respecto al problema del recta´ngulo se
debe principalmente al dominio irregular Ω que necesariamente describe la costa este del
continente americano. Esta frontera oeste de Ω hace que el vo´rtice que genera la Corriente
del Golfo sea incapaz de subir ma´s alla´ de la latitud de 35oN y sobre todo, impide que el
vo´rtice responsable de la Corriente del Labrador pueda progresar por debajo de la latitud
de 50oN .
En segundo lugar utilizaremos la profundidad (b) que describ´ıamos al principio de la
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Figura 2.30: Tipo de atractores encontrados nume´ricamente y esquema de la realizacio´n de los
distintos experimentos (la flecha indica el atractor del que se inicio´ cada simulacio´n).
presente seccio´n, es decir, tomamos la profundidad real del oce´ano, convenientemente filtrada
y con una profundidad ma´xima de 1000 m. (ver Ape´ndice B).
En las Figuras 2.28 y 2.29 podemos ver el atractor alcanzado para la misma viscosidad
que la utilizada con el experimento con profundidad constante, AH = 2000. Una vez ma´s
podemos observar como la dina´mica global de la solucio´n esta´ dominada por dos grandes
vo´rtices correspondientes a la Corriente del Golfo y la Corriente del Labrador. En esta ocasio´n
podemos notar como ambos vo´rtices no aparecen tan pegados a la frontera del dominio Ω
(especialmente en el norte del dominio), debido principalmente a los bajos valores que la
funcio´n H posee en estas zonas. Tambie´n debemos notar como la separacio´n de las corrientes
del golfo y del Labrador ha descendido hasta una latitud aproximada de 45oN . Esta diferencia
se debe principalmente a que en esa regio´n existen nuevamente unos fondos marinos pocos
profundos (ver Figura 2.23), los llamados Bancos de Georges. Estos fondos ocea´nicos impiden
que las fuertes corrientes provenientes del sur sigan su camino hacia el norte, posibilitando
de esta manera el acceso de la Corriente del Labrador hasta esta regio´n. Tambie´n podemos
observar un vo´rtice secundario situado en la latitud de 40oN , cuya formacio´n se debe a que
la Corriente del Golfo es incapaz de proseguir su camino hacia el norte, tal y como hac´ıa
cuando supon´ıamos que el fondo ocea´nico era plano. Si centramos ahora nuestra atencio´n en
el Golfo de Me´xico, observaremos como el efecto de la batimetr´ıa repercute en la pe´rdida de la
formacio´n de otro vo´rtice secundario que dominaba esta regio´n. Una vez ma´s, la batimetr´ıa,
con grandes regiones de aguas someras en esta regio´n, repercute de forma fundamental en la
dina´mica del sistema.
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Figura 2.31: Evolucio´n de la energ´ıa cine´tica E (t) dentro de los atractores encontrados para las
viscosidades de (a) AH = 670, (b) AH = 650 y (c) AH = 640; y ana´lisis de Fourier, (d), (e) y (f).
Si bien la gran diferencia que hay que resaltar entre las soluciones obtenidas para las
dos funciones H consideradas por el modelo es la latitud a la que se produce la separacio´n
entre la Corriente del Golfo y la Corriente del Labrador, tenemos que notar que el modelo
que incluye la batimetr´ıa real de oce´ano tampoco es capaz de dar una separacio´n de las dos
corrientes a la latitud correcta, situada por los oceano´grafos a 40oN aproximadamente. Esta
diferencia puede deberse a varias razones:
(i) el modelo es bidimensional y, si bien es capaz de introducir en la dina´mica de las solu-
ciones los efectos de la batimetr´ıa, e´sto no es suficiente y los efectos de la tridimensionalidad
del modelo deber´ıa ser considerada para obtener soluciones ma´s realistas,
(ii) el modelo utiliza la aproximacio´n del plano β, lo que nos lleva necesariamente a no
poder utilizar dominios excesivamente grandes, lo que en nuestro caso ha impedido bajar
ma´s alla´ de la latitud de 15oN . Esto lleva a perder una parte importante de la dina´mica del
oce´ano, pues si bien no es esencial para explicar la dina´mica de la corriente del golfo, s´ı que
es importante, pues de latitudes inferiores (Ame´rica del Sur), proceden aguas que originan
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Figura 2.32: Evolucio´n de la energ´ıa cine´tica E (t) para los atractores aperio´dicos encontrados para
las viscosidades de (a) AH = 630, (b) AH = 600, (c) AH = 550 y (d) AH = 400.
parte de la Corriente del Golfo, atravesando de sur a norte el Golfo de Me´xico, pero al oeste
de Cuba y La Espan˜ola.
(iii) el modelo utiliza vientos estacionarios, cuando en realidad e´stos poseen un periodo
anual que con toda seguridad har´ıan variar la separacio´n de las dos corrientes, al menos
para ciertos periodos anuales (debido a que la latitud en la cual los vientos se mueven en
direccio´n este-oeste y oeste-este oscila de norte a sur segu´n la temporada del an˜o en la que
nos encontremos).
Como ya hemos mencionado, estamos interesados en el estudio de las soluciones del mode-
lo (2.16) para la funcio´n H describiendo la batimetr´ıa real. Para ello, realizaremos un estudio
exhaustivo de los atractores que el esquema nume´rico (2.18)-(2.19) es capaz de calcular para
los distintos valores del para´metro AH . La metodolog´ıa que utilizaremos sera´ exactamente
la misma que la utilizada en la Seccio´n 2.2.4. Es decir, empezaremos con un dato inicial de
oce´ano en reposo para una viscosidad suficientemente grande. Una vez alcanzado el atractor
estacionario tomaremos e´ste como dato inicial e iniciaremos nuevas simulaciones con visco-
sidades mayores y menores hasta localizar las bifurcaciones correspondientes a este modelo.
En la Figura 2.30 mostramos el esquema seguido para el ca´lculo nume´rico de todos estos
atractores, as´ı como la clase de atractor obtenido para cada valor de la viscosidad horizontal
AH ; en total acumulamos ma´s de 58 an˜os de integracio´n nume´rica.
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Figura 2.33: Atractores perio´dicos y cuasi-perio´dicos obtenidos para las viscosidades indicadas. Se
muestra la solucio´n para TD ma´ximo.
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Figura 2.34: Detalle de los atractores aperio´dicos obtenidos para las viscosidades indicadas.
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De esta forma, tal y como se observa en la Figura 2.30, para viscosidades superiores a
AH = 675±5 el esquema (2.18)-(2.19) nos lleva a atractores estacionarios. En la Figura 2.28
podemos ver como evolucionan e´stos a medida que la viscosidad va disminuyendo. En concre-
to, podemos observar como estas soluciones pra´cticamente no presentan diferencias salvo en
la zona occidental del dominio. En esta zona, podemos comprobar, como ya comenta´bamos,
como se forma una intensa capa l´ımite en pra´cticamente toda la frontera oeste del dominio,
con especial intensidad en la zona sur, cerca de lo que ser´ıa Florida y subiendo hasta casi
la latitud de Nueva York. Si observamos las diferencias en esta regio´n para las distintas
viscosidades (ver tambie´n Figura 2.29), podemos comprobar como esta capa l´ımite se hace
ma´s intensa a medida que la viscosidad disminuye. Adema´s, podemos notar la formacio´n
de un vo´rtice muy intenso sobre la latitud de 40oN (aproximadamente Nueva York) que se
intensifica para viscosidades pequen˜as, e incluso presenta un vo´rtice secundario cerca de lo
que ser´ıa el punto de bifurcacio´n, correspondiente en este caso a AH = 675± 5. La otra gran
zona conflictiva para la dina´mica del modelo, los bancos de Georges, presentan tambie´n un
comportamiento similar, es decir, a medida que la viscosidad se reduce, empiezan a aparecer
ma´s vo´rtices.
Para viscosidades inferiores a AH = 675 ± 5 empezamos a obtener atractores de tipo
perio´dico tal y como podemos ver en la Figura 2.31, donde mostramos la evolucio´n de la
energ´ıa cine´tica del sistema, esta vez definida por
E (t) =
∫
Ω
(
(Hu)2 + (Hv)2
)
(2.20)
La dina´mica es esencialmente la misma que la obtenida para los atractores de tipo esta-
cionario. En esta ocasio´n los vo´rtices que comenta´bamos se iban formando a medida que la
viscosidad iba reducie´ndose, empiezan a interactuar formando soluciones perio´dicas. En la
Figura 2.33 mostramos una instanta´nea dentro de estos atractores perio´dicos cuando la fun-
cio´n TD alcanza su ma´ximo dentro del atractor perio´dico (recordemos que TD esta´ definido
por (2.13), donde ahora la funcio´n ψ verifica ∆ψ = rot (H~u)ψ|∂Ω = 0 = ∂ψ∂~n |∂Ω
pues tomamos ∣∣∣∣∣∣∣
Hu = −∂ψ
∂y
Hv =
∂ψ
∂x
y que esta´ bien definido por la condicio´n de divergencia nula sobreH~u, es decir, div (H~u) = 0).
Debido a que el vo´rtice tropical es ma´s intenso que el subtropical, TD < 0 para todas estas
soluciones que estamos calculando. Por tanto, si mostramos la solucio´n dentro del atractor
cuando TD es ma´ximo, estamos mostrando cuando la interaccio´n entre ambas corrientes es
mayor. Sin embargo, como podemos observar en la Figura 2.33 e´stas soluciones no difieren
demasiado de los atractores estacionarios para viscosidades cercanas al punto de bifurcacio´n
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(ver Figura 2.29), y adema´s la amplitud de estas soluciones perio´dicas es muy pequen˜a, lo
que lleva a que la interaccio´n entre los vo´rtices que originan estas soluciones perio´dicas, sea
mı´nima. Es decir, si bien estamos obteniendo atractores perio´dicos, e´stos no hacen que la
dina´mica var´ıe de forma notable.
Para AH = 643±3 volvemos a localizar un nuevo punto cr´ıtico. En esta ocasio´n los atrac-
tores se vuelven de tipo cuasi-perio´dicos (ver Figura 2.31), es decir, tenemos dos frecuencias
inconmensurables. Una vez ma´s la dina´mica global de los atractores vuelve a ser esencial-
mente la misma, Figura 2.33, y las amplitudes de los peridos de estos atractores vuelve a ser
muy pequen˜a.
A partir de la viscosidad AH = 638 ± 2 los atractores obtenidos son de tipo aperio´dico,
Figura 2.32. Como podemos ver en la Figura 2.34 en esta ocasio´n la dina´mica s´ı empieza
a mostrar soluciones sensiblemente diferentes, especialmente para viscosidades muy bajas.
Como podemos observar, para estos atractores la interaccio´n de todos los vo´rtices empieza a
afectar la dina´mica de las soluciones de un modo mucho ma´s significativo, llegando incluso
a variar la l´ınea de separacio´n entre la Corriente del Golfo y la Corriente del Labrador a
latitudes algo ma´s realistas en ciertos instantes dentro de estos atractores (ver Figura 2.34
para la viscosidad de AH = 400).
Si bien de todas las soluciones que hemos presentado a lo largo de esta seccio´n las ma´s
realistas son aquellas que proceden de atractores aperio´dicos, en el siguiente cap´ıtulo nos
centraremos en la deteccio´n y seguimiento de las soluciones perio´dicas y cuasi-perio´dicas
que hemos obtenido. La te´cnica que emplearemos no permite ir ma´s alla´ en el estudio de
bifurcacio´n con cierta exactitud, sin embargo s´ı la utilizaremos para al menos, cuantificar
cuando se producira´ el punto de bifurcacio´n que lleva a soluciones de tipo aperio´dicas.
92 CAPI´TULO 2. ESTUDIO NUME´RICO DEL MODELO
Cap´ıtulo 3
Funciones Ortogonales Emp´ıricas
Numerosas son las aplicaciones en las que el me´todo de las Funciones Ortogonales Emp´ıri-
cas, FOE (EOF, Empirical Orthogonal Functions, o´ POD, Proper Orthogonal Decomposition,
en su acepcio´n en ingle´s) o expansiones de Karhunen-Loe`ve, es utilizado. Sus aplicaciones
van desde el reconocimiento de patrones (p.e. [30]), pasando por reconstruccio´n de ima´genes,
caracterizacio´n de atractores perio´dicos en sistemas dina´micos [9], [24], [37] (especialmente
en las ecuaciones de Navier-Stokes), estudios parciales de sistemas cao´ticos [30], [17], [9] (por
ejemplo, en fluidos turbulentos), hasta, ma´s recientemente, estudios de bifurcacio´n [19], [39],
[10], [9].
Esencialmente el me´todo FOE realiza un ana´lisis probabil´ıstico de una serie de ima´genes
con el fin de obtener un nu´mero reducido de ima´genes que caracterice el conjunto completo.
Matema´ticamente se consigue demostrar que esta te´cnica ofrece la mejor representacio´n
posible (en cierto sentido matema´tico) con el mı´nimo nu´mero de ima´genes que caracterice
el conjunto de origen.
Como veremos en el desarrollo de este cap´ıtulo, definir matema´ticamente el sentido de
la mejor representacio´n a la que nos refer´ıamos antes, nos permitira´ abordar los diversos
problemas que este me´todo es capaz de plantear. En concreto, en nuestro caso, pretendemos
abordar dos problemas. Por un lado, nos proponemos dar una caracterizacio´n de los atracto-
res (principalmente los perio´dicos) que presenta el sistema dina´mico que venimos trabajando
en esta memoria. Para ello, y tal como veremos con detalle en lo que sigue, utilizaremos vec-
tores de L2 (Ω) definidos por los instantes temporales de las soluciones perio´dicas del modelo,
como las ima´genes que debemos analizar mediante el me´todo FOE (y tambie´n estudiaremos
una sofisticacio´n equivalente de esta te´cnica, que fue sugerida por Sirovich en [62], y que
ahorra una gran cantidad de tiempo de ca´lculo). Esto nos llevara´ a un espacio de dimensio´n
finita en el que estara´ contenido el atractor que estemos estudiando, lo que nos permitira´ dar
estimaciones de la dimensio´n de los atractores que presente el modelo.
Por otro lado, nos interesaremos en el estudio cualitativo de bifurcacio´n del modelo.
Para ello, la idea sera´ utilizar esta te´cnica para extraer una base que caracterice (o que
contenga) de un modo global los atractores en un rango del para´metro de bifurcacio´n (en
nuestro caso, como venimos diciendo, la viscosidad AH). Existen numerosos trabajos que
intentan aplicar el me´todo FOE para el estudio de bifurcaciones de un modelo en concreto
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[10], [9], [30] (o algunas mejoras como el me´todo p-POD [19], o una generalizacio´n de este,
SPOD [39]), si bien, la mayor´ıa de ellas suelen intentar resolver un aspecto muy concreto del
modelo (en general, calcular la primera bifurcacio´n de Hopf, o seguir una rama de estados
estacionarios). En general, estos trabajos muestran que con el conocimiento del atractor
(en general perio´dico) para un valor concreto del para´metro de bifurcacio´n, no se puede
extrapolar esta informacio´n a otro valor del para´metro de bifurcacio´n [24] (en especial, si
distan mucho estos dos valores), y por tanto, para un buen ca´lculo del punto de bifurcacio´n,
se necesita que dicho punto no se encuentre excesivamente lejos del atractor que hayamos
elegido [39].
En este cap´ıtulo intentaremos dar una solucio´n de un modo ma´s global al problema de
bifurcacio´n. Mostraremos como se puede estudiar este problema utilizando la mayor cantidad
de datos que dispongamos y como se puede realizar un seguimiento de las ramas de estados
estacionarios o perio´dicos (esencialmente, esto sera´ utilizar el me´todo SPOD, introducido en
[39] que nosotros, a diferencia de este trabajo, emplearemos de un modo global para realizar
estudios no localizados en un pequen˜o rango del para´metro de bifurcacio´n).
Para ello, durante este cap´ıtulo, introduciremos de un modo detallado y lo ma´s general
posible, el me´todo de las Funciones Ortogonales Emp´ıricas, y explicaremos co´mo se aplica a
soluciones perio´dicas. Despue´s, generalizaremos el me´todo p-POD y SPOD para el estudio
global del diagrama de bifurcacio´n y lo aplicaremos al modelo de circulacio´n del oce´ano que
venimos planteando a lo largo de este trabajo.
3.1. Descripcio´n del me´todo
El me´todo de las Funciones Ortogonales Emp´ıricas ha sido desarrollado por varios autores
englobado en diversos campos de la matema´tica: dentro del contesto de la probablidad [46];
dentro del contesto de la meca´nica de fluidos [36], [24], [62]; dentro del contesto del ana´lisis
nume´rico [43], [42], [48];... En [12] y [9] se da un pequen˜o enfoque de como ha ido surgiendo y
evolucionando este me´todo y de sus precursores. Nosotros trataremos de describir el me´todo
desde el punto de vista del ana´lisis funcional con toda la generalidad que nos sea posible,
de tal forma que despue´s podamos utilizar los resultados principales sin ningu´n esfuerzo
adicional.
As´ı, vamos a empezar eligiendo nuestro marco matema´tico que sera´ el que se seguira´ a
lo largo de todo el cap´ıtulo:
Sean H,X dos espacios de Hilbert (los cuales debemos pensar como si fueran L2 (Ω) ,
H1 (Ω) , . . .) con producto escalar asociado (·, ·)H y (·, ·)X respectivamente; sea I un conjunto
cualquiera (en general sera´ un intervalo, o bien I = {1, 2, . . . ,M}, para M ∈ N) y sean
J = {1, 2, ..., dimH} y N ∈ N. Denotamos por 〈·〉 una operacio´n de media asociada al
conjunto I, en concreto supondremos que
〈·〉 : L1 (I) −→ R (3.1)
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es una funcio´n lineal y continua, es decir, supondremos que ∃C > 0 tal que
|〈f〉| ≤ C ‖f‖L1(I) ∀f ∈ L1 (I) (3.2)
Adema´s supondremos que se cumple la siguiente hipo´tesis:
si f ∈ L2 (I)N y 〈f 2〉 = 0 =⇒ f = 0 (3.3)
De (3.1)-(3.3) podemos definir fa´cilmente un producto escalar en L2 (I)N , que denotare-
mos por 〈·, ·〉L2(I)N , de la siguiente forma:
〈·, ·〉L2(I)N : L2 (I)N × L2 (I)N −→ R
(f, g) 7−→ 〈f · g〉 (3.4)
Se comprueba fa´cilmente que 〈·, ·〉L2(I)N es un producto escalar y por tanto, podemos aso-
ciarle una norma, 〈·〉L2(I)N . En lo que sigue notaremos por (·, ·)L2(I)N y ‖·‖L2(I)N al producto
escalar y la norma, respectivamente, usual de L2 (I)N .
Observacio´n 3.1 De (3.2) se deduce fa´cilmente que
〈f〉2L2(I)N ≤ C ‖f‖2L2(I)N ∀f ∈ L2 (I)N
Supongamos que tenemos un muestreo u que queremos analizar a fin de describir sus
caracter´ısticas comunes ma´s importantes. Matema´ticamente, y siguiendo con la notacio´n
que estamos introduciendo, esto nos llevara´ a suponer que u ∈ L2 (I;HN). Fije´monos que
en realidad lo que queremos analizar es un conjunto contenido en HN o´ H, pues la funcio´n
u podr´ıamos verla como un conjunto {ut}t∈I ⊂ HN . Veremos en lo que sigue que suponer
u ∈ L2 (I;HN) no es ma´s que una hipo´tesis que nos exigira´ la teor´ıa que desarrollaremos
en lo que sigue, y como veremos en los casos a los que aplicaremos todo este desarrollo, no
sera´ restrictivo.
Para el ana´lisis de u vamos a definir el operador T : H −→ H verificando que
(Tφ, ϕ)H = 〈(u(t), φ)H , (u(t), ϕ)H〉L2(I)N ∀φ, ϕ ∈ H (3.5)
y cuya importancia quedara´ clara a lo largo de la presente seccio´n.
Observacio´n 3.2 Dado que u ∈ L2 (I;HN), tendremos que para cada t ∈ I, u (t) ∈ HN , es
decir, tendremos que u (t) = (u1 (t) , . . . , uN (t)), con ui (t) ∈ H. Por tanto, (u(t), φ)H ∈ RN ,
ya que (u(t), φ)H denota
(u(t), φ)H = ((u1(t), φ)H , . . . , (uN(t), φ)H) ∈ RN ∀t ∈ I
De esta forma, en (3.5) tenemos definida la aplicacio´n
Pφu : I −→ RN
t 7−→ (u(t), φ)H
(3.6)
En el siguiente lema veremos que el operador T definido en (3.5) esta´ bien definido como
consecuencia de que la funcio´n Pφu, definida en (3.6), esta´ en el espacio L
2 (I)N .
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Lema 3.3 En estas hipo´tesis, se verifica que T : H −→ H esta´ bien definido y adema´s es
lineal y continuo.
Demostracio´n. Veamos en primer lugar que T esta´ bien definido. Para ello, dado φ ∈ H
probemos que Pφu definida en (3.6) pertene a L
2 (I)N :
‖Pφu (t)‖2L2(I)N = ‖(u(t), φ)H‖2L2(I)N =
N∑
i=1
‖(ui(t), φ)H‖2L2(I) ≤
≤
N∑
i=1
‖‖ui(t)‖H ‖φ‖H‖2L2(I) =
= ‖φ‖H
N∑
i=1
‖‖ui(t)‖H‖2L2(I) = ‖φ‖H
N∑
i=1
‖ui‖2L2(I;H) =
= ‖φ‖H ‖u‖2L2(I;HN ) <∞
lo que implica que la funcio´n Pφu ∈ L2 (I)N para cualesquier φ ∈ H.
Sea {ej}j∈J una base ortonormal de H. Entonces, si φ ∈ H,
Tφ =
∑
j∈J
(Tφ, ej) ej
y como ∑
j∈J
|(Tφ, ej)|2 =
∑
j∈J
〈
(u(t), φ)H , (u(t), ej)H
〉2
L2(I)N
≤
≤
∑
j∈J
〈(u(t), φ)H〉2L2(I)N
〈
(u(t), ej)H
〉2
L2(I)N
=
= 〈(u(t), φ)H〉2
∑
j∈J
〈
(u(t), ej)H
〉2 ≤
≤ C2 ‖(u(t), φ)H‖2L2(I)N
∑
j∈J
∥∥(u(t), ej)H∥∥2L2(I)N ≤
≤ C2 ‖φ‖H ‖u‖2L2(I;HN )
N∑
i=1
∑
j∈J
∥∥(ui(t), ej)H∥∥2L2(I) =
= C2 ‖φ‖H ‖u‖2L2(I;HN )
N∑
i=1
∥∥∥∥∥∑
j∈J
(ui(t), ej)
2
H
∥∥∥∥∥
L1(I)
=
= C2 ‖φ‖H ‖u‖2L2(I;HN )
N∑
i=1
∥∥‖ui (t)‖2H∥∥L1(I) = C2 ‖φ‖H ‖u‖2L2(I;HN ) <∞
entonces Tφ ∈ H, es decir, T esta´ bien definido.
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Adema´s, si α, β ∈ R y φ1, φ2 ∈ H,
(T (αφ1 + βφ2) , ϕ)H = 〈(u(t), αφ1 + βφ2)H , (u(t), ϕ)H〉L2(I)N =
= 〈(α (u(t), φ1)H + β (u(t), φ2)H) , (u(t), ϕ)H〉L2(I)N =
= α 〈(u(t), φ1)H , (u(t), ϕ)H〉L2(I)N + β 〈(u(t), φ2)H , (u(t), ϕ)H〉L2(I)N =
= α (Tφ1, ϕ)H + β (Tφ2, ϕ)H = (αTφ1 + βTφ2, ϕ)H
para cada ϕ ∈ H, es decir, T es lineal.
Como adema´s tenemos que
‖Tφ‖H =
(∑
j∈J
|(Tφ, ej)|2
)1/2
≤ C ‖u‖L2(I;HN ) ‖φ‖H
entonces, T es un operador continuo de H en H, con lo que queda probado el lema.
Observacio´n 3.4 Con esta definicio´n del operador T , es fa´cil comprobar que
Tφ ∈ span {ui (t)}
t∈I
i=1,...,N
H ∀φ ∈ H
ya que si ϕ ∈
(
span {ui (t)} t∈I
i=1,...,N
H
)⊥
, entonces,
(Tφ, ϕ)H = 〈(u(t), φ)H , (u(t), ϕ)H〉L2(I)N = 0
Lema 3.5 El operador T es compacto, autoadjunto y positivo
Demostracio´n. Trivialmente tenemos que T es autoadjunto y positivo (por la propia
definicio´n). As´ı, so´lo falta probar que T es compacto. Para ello, tomamos una sucesio´n
{un}n∈N ⊂ L2(I;HN) tal que un −→n→∞u en L
2(I;HN) y tal que dim
(
span {un(t)}t∈I
)
< ∞
∀n ∈ N.
Sea ahora Tn : H −→ H definido por
(Tnφ, ϕ)H = 〈(un(t), φ)H , (un(t), ϕ)H〉L2(I)N ∀φ, ϕ ∈ H
Por la Observacio´n 3.4 tendremos que
Tn(H) ⊂ span {uni (t)} t∈I
i=1,...,N
H
es decir, Tn es un operador de rango finito. Por tanto, para probar que T es compacto, basta
con que demostremos que Tn −→
n→∞
T en L(H;H).
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As´ı, sea φ, ϕ ∈ H, entonces,
((Tn − T )φ, ϕ)H = 〈(un(t), φ)H , (un(t), ϕ)H〉L2(I)N − 〈(u(t), φ)H , (u(t), ϕ)H〉L2(I)N =
= 〈(un(t), φ)H , (un(t), ϕ)H〉L2(I)N − 〈(u(t), φ)H , (u(t), ϕ)H〉L2(I)N +
+ 〈(un(t), φ)H , (u(t), ϕ)H〉L2(I)N − 〈(un(t), φ)H , (u(t), ϕ)H〉L2(I)N =
= 〈(un(t), φ)H , (un(t)− u(t), ϕ)H〉L2(I)N +
+ 〈(un(t)− u(t), φ)H , (u(t), ϕ)H〉L2(I)N
(3.7)
Como tenemos que∣∣∣〈(un(t), φ)H , (un(t)− u(t), ϕ)H〉L2(I)N ∣∣∣ ≤ 〈(un(t), φ)H〉L2(I)N 〈(un(t)− u(t), ϕ)H〉L2(I)N ≤
≤ C ‖(un(t), φ)H‖L2(I)N ‖(un(t)− u(t), ϕ)H‖L2(I)N ≤
≤ C ‖φ‖H ‖ϕ‖H ‖un‖L2(I;HN ) ‖un − u‖L2(I;HN )
y ana´logamente,∣∣∣〈(un(t)− u(t), φ)H , (u(t), ϕ)H〉L2(I)N ∣∣∣ ≤ C ‖φ‖H ‖ϕ‖H ‖u‖L2(I;HN ) ‖un − u‖L2(I;HN )
entonces, tomando φ, con ‖φ‖H ≤ 1 y ϕ = (Tn − T )φ en (3.7), tendremos que
‖(Tn − T )φ‖2H ≤ C ‖φ‖H ‖(Tn − T )φ‖H ‖un − u‖L2(I;HN )
(
‖un‖L2(I;HN ) + ‖u‖L2(I;HN )
)
≤
≤ C ‖(Tn − T )φ‖H ‖un − u‖L2(I;HN )
(
‖un‖L2(I;HN ) + ‖u‖L2(I;HN )
)
es decir,
‖(Tn − T )φ‖H ≤ C ‖un − u‖L2(I;HN )
(
‖un‖L2(I;HN ) + ‖u‖L2(I;HN )
)
que claramente converge a cero para cualquier φ en la bola unidad de H y uniformente en
la bola unidad de este espacio.
Por tanto, Tn −→
n→∞
T en L(H;H) y como Tn es de rango finito para todo n ∈ N, entonces
T es compacto.
Observacio´n 3.6 Dado u ∈ L2 (I;HN), si u˜ ∈ L2 (I;HN) es una aproximacio´n de u, la
forma natural de medir el error que cometemos al hacer esta aproximacio´n vendr´ıa dada
mediante ‖u− u˜‖L2(I;HN ), o bien, de un modo ma´s general, utilizando la norma definida por
(3.4) en L2 (I)N ,
〈‖u(t)− u˜(t)‖H〉L2(I;HN )
En nuestro caso, utilizaremos esta u´ltima expresio´n para medir las aproximaciones a u
y nuestro objetivo va a ser minimizar esta cantidad para u˜ en algu´n espacio de dimensio´n
M ∈ N (obse´rvese que 〈·〉L2(I;HN ) podr´ıa ser exactamente la misma que ‖·‖L2(I;HN )).
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3.1.1. Eleccio´n de la base ma´s energe´tica
Nuestro objetivo es caracterizar el conjunto de datos o muestreo, contenido en
{u(t)}t∈I ⊂ HN , del modo ma´s energe´tico posible, es decir, pretendemos encontrar una
base ortonormal {φj}j∈J ⊂ H de tal modo que los primeros M elementos de dicha base nos
den la mejor descripcio´n del muestreo u que tenemos, que cualquier otra base ortonormal de
dimensio´n M del espacio H, y esto para cualquier M ∈ J .
De esta forma, buscamos elementos φ ∈ H tales que
〈(u (t) , φ)H〉L2(I)N
‖φ‖H
= ma´x
ϕ∈H
〈(u (t) , ϕ)H〉L2(I)N
‖ϕ‖H
(3.8)
o lo que es lo mismo, buscamos elementos φ ∈ H, con ‖φ‖H = 1, tales que
〈(u (t) , φ)H〉2L2(I)N = ma´xϕ∈H
‖ϕ‖H=1
〈(u (t) , ϕ)H〉2L2(I)N
(obse´rvese que estamos buscando ma´ximos relativos del funcional ϕ 7−→ 〈(u (t) , ϕ)H〉2L2(I)N
en la esfera unidad de H, es decir, buscamos las direcciones que ma´s se aproximen al con-
junto {ui(t)} t∈I
i=1,...,N
⊂ H de un modo estad´ıstico que medimos mediante el producto escalar
〈·, ·〉L2(I)N ).
Esto nos sugiere el siguiente funcional sobre todo el espacio H,
Jλ : H −→ R
ϕ 7→ 〈(u(t), ϕ)H〉2L2(I)N − λ ‖ϕ‖2H
para valores λ ∈ R, y buscamos puntos cr´ıticos de este funcional para ciertos valores de λ,
es decir, buscamos (λ, φ) ∈ R×H tal que
l´ım
h→0+
Jλ(φ+ hϕ)− Jλ(φ)
h
= 0 ∀ϕ ∈ H (3.9)
(los pares (λ, φ) ∈ R × H que verifiquen la expresio´n (3.9), verificara´n necesariamente la
expresio´n (3.8)).
Proposicio´n 3.7 En las anteriores hipo´tesis, ∃{(λj, φj)}j∈J ⊂ R+×H tal que φj es punto
cr´ıtico de Jλj ∀j ∈ J , y tales que {φj}j∈J es una base ortonormal de H.
Demostracio´n. Como T : H −→ H es un operador compacto y autoadjunto en un
espacio de Hilbert, entonces existe una base ortonormal
{
φj
}
j∈J integrada por autovectores,
es decir, tales que
Tφj = λjφj ∀j ∈ J
Adema´s, como T es autoadjunto, se tiene que λj ∈ R ∀j ∈ J , y puesto que T es
positivo, entonces λj ≥ 0 ∀j ∈ J (recordemos que como T es autoadjunto, entonces
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σ(T ) ⊂ [a, b], para a = ı´nf
ϕ∈H
‖ϕ‖H=1
(Tϕ, ϕ)H y b = sup
ϕ∈H
‖ϕ‖H=1
(Tϕ, ϕ)H ). En lo que sigue, siem-
pre supondremos que estos autovalores esta´n ordenados de mayor a menor, es decir, que
λj ≥ λj+1 ∀j ∈ J .
As´ı, so´lo tenemos que probar que φj es punto cr´ıtico de Jλj ∀j ∈ J . Para ello, dado
j ∈ J , tenemos que
Tφj = λjφj ⇐⇒
(
Tφj, ϕ
)
H
=
(
λjφj, ϕ
)
H
∀ϕ ∈ H ⇐⇒
⇐⇒ 〈(u(t), φj)H , (u(t), ϕ)H〉L2(I)N = (λjφj, ϕ)H ∀ϕ ∈ H (3.10)
Por otro lado, dado φ, ϕ ∈ H, y dado h ∈ R+, tenemos que
Jλ(φ+ hϕ)− Jλ(φ) =
= 〈(u(t), φ+ hϕ)H〉2L2(I)N − λ ‖φ+ hϕ‖2H −
(
〈(u(t), φ)H〉2L2(I)N − λ ‖φ‖2H
)
=
= 〈(u(t), φ)H + h (u(t), ϕ)H〉2L2(I)N −
−λ (‖φ‖2H + h2 ‖ϕ‖2H + 2h (φ, ϕ)H)− (〈(u(t), φ)H〉2L2(I)N − λ ‖φ‖2H) =
= 〈(u(t), φ)H〉2L2(I)N + h2 〈(u(t), ϕ)H〉2L2(I)N + 2h 〈(u(t), φ)H , (u(t), ϕ)H〉L2(I)N −
−λ (‖φ‖2H + h2 ‖ϕ‖2H + 2h (φ, ϕ)H)− (〈(u(t), φ)H〉2L2(I)N − λ ‖φ‖2H) =
= h2 〈(u(t), ϕ)H〉2L2(I)N +
+2h 〈(u(t), φ)H , (u(t), ϕ)H〉L2(I)N − λ
(
h2 ‖ϕ‖2H + 2h (φ, ϕ)H
)
=
= h2
(
〈(u(t), ϕ)H〉2L2(I)N − λ ‖ϕ‖2H
)
+
+2h
(
〈(u(t), φ)H , (u(t), ϕ)H〉L2(I)N − λ (φ, ϕ)H
)
Por tanto,
l´ım
h→0+
Jλ(φ+ hϕ)− Jλ(φ)
h
=
= l´ım
h→0+
h
(
〈(u(t), ϕ)H〉2L2(I)N − λ ‖ϕ‖2H
)
+
+2
(
〈(u(t), φ)H , (u(t), ϕ)H〉L2(I)N − λ (φ, ϕ)H
)
=
= 2 〈(u(t), φ)H , (u(t), ϕ)H〉L2(I)N − 2λ (φ, ϕ)H
(3.11)
Luego, por (3.10) y (3.11), tenemos que
l´ım
h→0+
Jλj(φj + hϕ)− Jλj(φj)
h
= 0 ∀j ∈ J, ∀ϕ ∈ H
Con esta proposio´n queda probado que podemos construir una base ortonormal en H que
nos de´ una buena caracterizacio´n de los datos que tenemos. Pero veamos en que´ sentido esta
caracterizacio´n es buena, y veamos que adema´s e´sta es la mejor base que se puede elegir.
3.1. DESCRIPCIO´N DEL ME´TODO 101
Observacio´n 3.8 Observemos en primer lugar que λj =
〈(
u(t), φj
)
H
〉2
L2(I)N
∀j ∈ J :〈(
u(t), φj
)
H
〉2
L2(I)N
=
(
Tφj, φj
)
H
=
(
λjφj, φj
)
H
= λj
(
φj, φj
)
H
= λj ∀j ∈ J
y de un modo ma´s general, si aj(t) =
(
u(t), φj
)
H
∀j ∈ J,∀t ∈ I, {aj}j∈K ⊂ L2 (I)N
forma un conjunto ortogonal en el espacio L2 (I)N para el producto escalar 〈·, ·〉L2(I)N , pues
〈ai(t), aj (t)〉L2(I)N =
〈
(u(t), φi)H ,
(
u(t), φj
)
H
〉
L2(I)N
=
(
Tφi, φj
)
H
= λi
(
φi, φj
)
H
= λiδij
Proposicio´n 3.9 Sea
{
ψj
}
j∈J ⊂ H una base ortonormal de H y sea
{
φj
}
j∈J ⊂ H la base
ortonormal obtenida en la Proposicio´n 3.7. Sea m ∈ J , sean
aj(t) =
(
u(t), φj
)
H
∈ RN
bj(t) =
(
u(t), ψj
)
H
∈ RN ∀j ∈ J,∀t ∈ I
y sean
um(t) =
m∑
j=1
aj(t)φj
u˜m(t) =
m∑
j=1
bj(t)ψj
Entonces, se tiene que
〈‖u(t)− um(t)‖H〉L2(I)N ≤ 〈‖u(t)− u˜m(t)‖H〉L2(I)N
Demostracio´n. En primer lugar, observemos que
u(t) =
∑
j∈J
aj(t)φj =
∑
j∈J
bj(t)ψj (3.12)
Por otro lado,
〈‖u(t)− um(t)‖H〉2L2(I)N = 〈‖u(t)− um(t)‖H , ‖u(t)− um(t)‖H〉L2(I)N =
〈‖u(t)− um(t)‖2H〉
=
〈(∑
j>m
aj(t)φj,
∑
j>m
aj(t)φj
)
H
〉
=
∑
i,j>m
〈ai(t) · aj(t)〉
(
φi, φj
)
H
=
=
∑
j>m
〈|aj(t)|2〉 =∑
j>m
〈(
u(t), φj
)
H
〉2
L2(I)N
=
∑
j>m
λj
y del mismo modo,〈‖u(t)− u˜m(t)‖2HN〉 = ∑
i,j>m
〈bi(t) · bj(t)〉
(
ψi, ψj
)
H
=
∑
j>m
〈|bj(t)|2〉
Adema´s, como T es un operador autoadjunto, tenemos que
m∑
j=1
λj ≥ Tr(T ◦Qm) =
m∑
j=1
〈|bj(t)|2〉 (3.13)
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siendo Qm : H −→ span{ψj}j=1,2,...,m la proyeccio´n ortogonal y Tr la funcio´n traza (ver,
por ejemplo, Observacio´n 1.3 de la Seccio´n V.1.2 de [65]).
Adema´s, por (3.12) tenemos que∑
j∈J
λj =
∑
j∈J
〈|bj(t)|2〉 (3.14)
Por tanto, de (3.13) y (3.14) se deduce que∑
j>m
λj ≤
∑
j>m
〈|bj(t)|2〉
que es lo que quer´ıamos probar.
Observacio´n 3.10 Si dim
(
span {u (t)}t∈I
)
= k <∞, entonces λj = 0 ∀j > k pues, por la
Observacio´n 3.4 y la Proposicio´n 3.7, φj ∈ span {u (t)}t∈I ∀j ∈ J . Adema´s, trivialmente se
tiene que span {u (t)}t∈I = span
{
φj
}
1≤j≤k.
Observacio´n 3.11 La Observacio´n 3.10 junto con la Proposicio´n 3.9 nos va a sugerir una
forma de cuantificar si el conjunto {u (t)}t∈I ⊂ HN esta´ contenido en un subespacio af´ın
de dimensio´n finita (o casi contenido), debido al decrecimiento de los autovalores λk. Como
{u (t)}t∈I siempre viene caracterizado por las primeras autofunciones de T , la forma de
cuantificar que´ cantidad de {u (t)}t∈I esta´ contenido en un subespacio de dimensio´n finita
pasara´ por calcular
E (m) =
〈‖um (t)‖HN 〉2L2(I)N
〈‖u (t)‖HN 〉2L2(I)N
=
m∑
j=1
λj∑
j∈J
λj
Usualmente se llama energia a la cantidad E (m) (estando esta cantidad normalizada),
y se suele considerar que la proyeccio´n um esta´ contenida en un subespacio de dimensio´n m
cuando E (m) > 0.9999, es decir, cuando um capta ma´s del 99.99% de la energ´ıa de u.
En general, el tipo de funciones a las que se aplica esta metodolog´ıa son aplicaciones
u ∈ C
(
(0, T )× Ω;RM
)
provenientes de la resolucio´n de un problema dina´mico, donde
u : (0, T ) −→ X, con X un espacio de Hilbert, como ya definimos con anterioridad. La idea
es hacer una separacio´n de variables, es decir, escribir u de la forma
ui (t, x) =
∑
j∈N
aij (t)φ
i
j (x) ∀t ∈ (0, T ) ,∀x ∈ Ω,∀i = 1, . . . ,M
donde aij : (0, T ) −→ R y φij : Ω −→ R.
Sin embargo, si realizamos esta separacio´n de variables, estamos tratando cada funcio´n
ui como si su dina´mica fuera independiente de u, lo que en general no es cierto. Por esto,
suele ser conveniente hacer una separacio´n de variables un poco ma´s global:
u (t, x) =
∑
j∈N
aj (t)φj (x)
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donde ahora tendremos aj : (0, T ) −→ RM y φj : Ω −→ R o bien aj : (0, T ) −→ R y
φj : Ω −→ RM .
Debido a que nuestro principal objetivo es el estudio de la dina´mica en un espacio de
dimensio´n finita del sistema dina´mico en cuestio´n, resulta conveniente elegir aj : (0, T ) −→ R
y φj : Ω −→ RM . Adema´s, eligiendo esta separacio´n de variables, el me´todo de las Funciones
Ortogonales Emp´ıricas nos calculara´ una base en un espacio del tipo L2 (Ω)M (o´ H1 (Ω)M ,
o´ C
(
Ω;RM
)
,...) que es mucho ma´s apropiado para nuestros fines (por ejemplo, de esta forma
podremos dar estimaciones de las dimensiones de los atractores).
Esto, siguiendo con la notacio´n que venimos trabajando en el presente cap´ıtulo, significa
que la separacio´n de variables que queremos hacer consiste en tomar aj ∈ L2 (I)N y φj ∈ H.
As´ı, veamos como podemos elegir los espacios H e I (as´ı como N y 〈·〉) para obtener una
base en algunos casos particulares.
Ejemplo 3.12 Sea Ω ⊂ RM , con M ∈ N. Supongamos que u ∈ C
(
(0, T )× Ω;RM
)
para
algu´n T > 0. Si elegimos H = L2(Ω)M , I = (0, T ) y
〈·〉 : L1 ((0, T )) −→ R
f 7→ 〈f〉 =
∫ T
0
f(t)dt
entonces, tendremos que u ∈ C
(
(0, T )× Ω;RM
)
⊂ L2
(
(0, T ) ;L2 (Ω)M
)
= L2 (I;H), don-
de, en este caso, N = 1. De esta forma, veamos como podemos calcular el operador T definido
en (3.5) (que por notacio´n, en este ejemplo llamaremos T1) y que ahora vendra´ dado por el
operador T1 : L
2(Ω)M −→ L2(Ω)M verificando
(T1φ, ϕ)L2(Ω)M =
〈
(u(t), φ)L2(Ω)M (u(t), ϕ)L2(Ω)M
〉
∀φ, ϕ ∈ L2(Ω)
donde de forma natural escribimos u(t) ∈ L2(Ω) tal que u(t)(x) = u(t, x) ∀t ∈ (0, T ).
Calculemos expl´ıcitamente quien es T1:
(T1φ, ϕ)L2(Ω) =
T∫
0
∫
Ω
u(t, x) · φ (x) dx
∫
Ω
u(t, x) · ϕ (x) dx
 dt =
=
T∫
0
∫
Ω×Ω
(u(t, y) · φ(y)) (u(t, x) · ϕ(x)) dydxdt =
=
T∫
0
∫
Ω
ϕ(x) ·
∫
Ω
u(t, x) (u(t, y) · φ(y)) dydxdt =
=
∫
Ω
ϕ(x) ·
∫
Ω
M∑
j=1
φj(y)
T∫
0
uj(t, y)u(t, x)dtdydx =
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=
∫
Ω
∫
Ω
M∑
j=1
φj(y)kj(x, y)dy
 · ϕ(x)dx =
∫
Ω
φ(y) ·K(·, y)dy, ϕ

L2(Ω)
donde kj(x, y) =
∫ T
0
uj(t, y)u(t, x)dt y K (x, y) = (k1 (x, y) , . . . , kM (x, y)) ∈ MM×M (R)
para cualesquiera x, y ∈ Ω.
Es decir,
(T1φ) (x) =
∫
Ω
K(x, y) · φ(y)dy (3.15)
De esta forma, para calcular las funciones φ ∈ L2(Ω)M que maximizan la expresio´n (3.8)
no tenemos ma´s que calcular los autovectores del operador T1 dado por la expresion (3.15).
Veamos un segundo ejemplo de como construir una base de estas caracter´ısticas eligiendo
los espacios de forma diferente.
Ejemplo 3.13 Sea Ω ⊂ RM , conM ∈ N. Igual que antes, tomamos u ∈ C
(
(0, T )× Ω;RM
)
.
Elijamos ahora I = Ω, H = L2 ((0, T )), N =M y
〈·〉 : L1 (Ω) −→ R
f 7→ 〈f〉 =
∫
Ω
f(x)dx
Como en el Ejemplo 3.12 tendremos que la funcio´n u ∈ C
(
(0, T )× Ω;RM
)
⊂
L2
(
Ω;L2 ((0, T ))M
)
= L2
(
I;HN
)
. Una vez ma´s estamos en las hipo´tesis generales en las
que hemos venimos trabajando y por tanto podemos calcular el operador T , que ahora llama-
remos T2 y que vendra´ dado por el operador T2 : L
2((0, T )) −→ L2((0, T )) verificando
(T2a, b)L2((0,T )) =
〈
(u(·, x), a)L2((0,T )) · (u(·, x), b)L2((0,T ))
〉
∀a, b ∈ L2((0, T ))
Veamos entonces quie´n es T2 expl´ıcitamente:
(T2a, b)L2((0,T )) =
∫
Ω
T∫
0
u(t, x)a(t)dt ·
T∫
0
u(s, x)b(s)dsdx =
=
∫
Ω
T∫
0
T∫
0
(u(t, x)a(t)) · (u(s, x)b(s)) dtdsdx =
=
∫
Ω
T∫
0
T∫
0
a(t)b(s) (u(t, x) · u(s, x)) dtdsdx =
=
T∫
0
b(s)
T∫
0
a(t)
∫
Ω
u(t, x) · u(s, x)dxdtds =
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=
T∫
0
b(s)
T∫
0
a(t)K(t, s)dtds =
 T∫
0
a(t)K(t, ·)dt, b

L2((0,T ))
con K(t, s) =
∫
Ω
u(t, x) · u(s, x)dx.
Es decir,
(T2a) (s) =
T∫
0
a(t)K(t, s)dt
Por tanto, igual que antes, para calcular los elementos b ∈ L2 ((0, T )) que maximicen la
expresio´n (3.8) tenemos que calcular los autovectores de T2.
Pero, como ven´ıamos diciendo, lo que nos interesa es construir una base ortonormal en
L2 (Ω)M . As´ı, si
{(
µj, bj
)}
j∈N ⊂ R× L2 ((0, T )) son tales que Tbj = µjbj ∀j ∈ N y toma-
mos cada bj tal que ‖bj‖2L2((0,T )) = µ−1j ∀µj 6= 0, entonces nuestra base sera´{
φ˜j
}
j∈N
⊂ L2 (Ω)M tal que
u(t, x) =
∑
j∈N
bj(t)φ˜j(x) (3.16)
es decir, tendremos que
φ˜j(x) = (u(t, x), bj(t))L2((0,T ))
Si tuvieramos µj = 0 para algu´n j ∈ N, o lo que el lo mismo, bj(t)⊥L2((0,T ))u(t, x)
∀x ∈ Ω, tendr´ıamos que φ˜j = 0 tal y como hemos definido φ˜j. En este caso, tomaremos los
φ˜j correspondientes a los autovalores nulos de tal forma que nos completen la base ortogonal
que estamos construyendo en L2 (Ω)M .
As´ı, tendremos que
{
φ˜j
}
j∈N
es una base ortonormal en L2 (Ω), pues, dados i, j tales que
µi, µj 6= 0,∫
Ω
φ˜iφ˜j =
〈
φ˜iφ˜j
〉
=
〈
(u(t, x), bi(t))L2((0,T )) · (u(t, x), bj(t))L2((0,T ))
〉
=
= (Tbi, bj)L2((0,T )) = µi (bi, bj)L2((0,T )) = µiδijµ
−1
i = δij
y por construccio´n, el resto de φ˜j son ortonormales.
En estos dos ejemplos hemos visto que si u ∈ C
(
(0, T )× Ω;RM
)
y queremos construir
una base en L2 (Ω)M que nos caracterice u, lo podemos hacer de dos formas distintas segu´n
elijamos nuestros espacios H e I. La pregunta natural ahora es: ¿la base que se obtiene es
la misma con los dos me´todos? Veamos que, efectivamente, las dos bases coinciden.
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Teorema 3.14 Sea
{
φj
}
j∈N ⊂ L2 (Ω)
M la base ortonormal obtenida en el Ejemplo 3.12 y sea{
φ˜j
}
j∈N
⊂ L2 (Ω)M la base ortonormal obtenida en el Ejemplo 3.13. Sean
{aj}j∈N , {bj}j∈N ⊂ L2 ((0, T )) tales que
aj(t) =
(
u(t), φj
)
L2((0,T ))
bj(t) =
(
u(t), φ˜j
)
L2((0,T ))
∀j ∈ N
y sean {λj}j∈N ,
{
µj
}
j∈N ⊂ R+ tales que
λj = ‖aj‖2L2((0,T ))
µj = ‖bj‖2L2((0,T ))
∀j ∈ N
Entonces, se verifica que
aj = bj
λj = µj
φj = φ˜j
∀j ∈ N
Demostracio´n. Observemos, en primer lugar, que∑
j∈N
λj =
∫
Ω×(0,T )
|u(t, x)|2 dxdt =
∑
j∈N
µj
Definamos para cada m ∈ N,
um (t, x) =
m∑
j=1
aj(t)φj(x)
u˜m (t, x) =
m∑
j=1
bj(t)φ˜j(x)
Entonces, por la Proposicio´n 3.9 aplicada al Ejemplo 3.12 tenemos que
m∑
i=1
∫
Ω×(0,T )
|ui(t, x)− umi (t, x)|2 dxdt =
∑
j>m
λj ≤
m∑
i=1
∫
Ω×(0,T )
|ui(t, x)− u˜mi (t, x)|2 dxdt (3.17)
y aplicada al Ejemplo 3.13
m∑
i=1
∫
Ω×(0,T )
|ui(t, x)− u˜mi (t, x)|2 dxdt =
∑
j>m
µj ≤
m∑
i=1
∫
Ω×(0,T )
|ui(t, x)− umi (t, x)|2 dxdt
(3.18)
Por tanto, de (3.17) y (3.18) tenemos que∑
j>m
µj =
∑
j>m
λj ∀m ∈ N
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y en particular
µj = λj ∀j ∈ N
As´ı,
(T2ak) (t) =
T∫
0
ak (s)
∫
Ω
u (t, x) · u (s, x) dxds =
∫
Ω
u (t, x) ·
T∫
0
ak (s)u (s, x) dsdx =
=
∫
Ω
u (t, x) ·
 M∑
j=1
φj (x)
T∫
0
ak (s) aj (s) ds
 dx =
= λk
∫
Ω
u (t, x) · φk (x) dx = λkak (t) = µkak (t)
y por tanto
ak = bk ∀k ∈ N
de lo que se deduce que
φk = φ˜k ∀k ∈ N
Observacio´n 3.15 Observemos que, en realidad, la unicidad de los autovectores que hemos
construido es u´nica en cada subespacio (T − λjI)−1 {0}, es decir, si λi = λj, con i 6= j,
φ˜i, φ˜j ∈ span
{
φi, φj
}
y son ortonormales al resto de los φk.
Al aplicar todo esto a ejemplos concretos, normalmente debemos partir de unas soluciones
nume´ricas (o de datos procedentes de algu´n otro tipo de experimento), es decir, en general no
tendremos una funcio´n u ∈ C
(
(0, T )× Ω;RM
)
. En su lugar lo normal sera´ tener ima´genes
en instantes temporales concretos (es decir, discretos) y en muchas ocasiones dados so´lo en
una coleccio´n discreta de puntos espaciales (pensemos por ejemplo en las soluciones que nos
devuelve un esquema de diferencias finitas o elementos finitos, o bien, en las observaciones
de algu´n experimento f´ısico). En cualquier caso podremos utilizar las construcciones de los
Ejemplos 3.12 y 3.13 realizando modificaciones naturales y eligiendo adecuadamente los
espacios funcionales I y H tal y como veremos a continuacio´n.
De esta forma, lo natural sera´ elegir espacios funcionales discretos que de alguna manera
sustituira´n a los que hemos elegido en los Ejemplos 3.12 y 3.13. As´ı, las integrales que en
estos ejemplos obten´ıamos pasara´n a ser una multiplicacio´n del tipo xAy, donde x, y ∈ Rm
y A ∈ Mm×m (R), siendo m el nu´mero de nodos de la discretizacio´n de Ω o el nu´mero de
ima´genes que estemos tomando, segu´n si queremos hacer una integral espacial o temporal
como las obtenidas en estos ejemplos.
As´ı, si queremos aplicar alguno de estos ejemplos a los datos que tengamos, tenemos
que darnos cuenta que utilizando el Ejemplo 3.12 en su versio´n discreta, que en principio
ser´ıa el ma´s natural, tendremos que calcular los autovectores de una matriz cuadrada del
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orden del nu´mero de puntos espaciales. En cambio, utilizando el Ejemplo 3.13 en su versio´n
discreta, la matriz de la que tenemos que extraer los autovectores sera´ del orden del nu´mero
de ima´genes que queramos analizar. En general, en las aplicaciones se tiene que el nu´mero de
ima´genes sera´ mucho menor que el nu´mero de puntos espaciales. Esta pequen˜a observacio´n,
que Sirovich noto´ en [62] y que se basa en el Teorema 3.14, hace que podamos utilizar
refinamientos en el dominio Ω en el que trabajemos sin que esto repercuta en el tiempo de
CPU para el posterior ana´lisis FOE.
3.1.2. Desarrollo del sistema sobre la base elegida: la proyeccio´n
de Galerkin
Supongamos ahora que u : [0, T ] −→ X es solucio´n de un sistema dina´mico del tipo{
u′(t) = F (t, u (t))
u(0) = u0
(3.19)
donde F : [0, T ]×X −→ X y u0 ∈ X.
Nuestro objetivo es reducir la dina´mica de los atractores de (3.19) a un subespacio vec-
torial de dimensio´n finita lo ma´s pequen˜o posible. Sin embargo, los atractores suelen estar
contenidos en un subespacio af´ın. Por esto, suele ser conveniente hacer una traslacio´n del
sistema dina´mico (3.19) a un punto de referencia u contenido en el subespacio generado por
el atractor del sistema (3.19). La forma de elegir u consiste en realizar algu´n tipo de promedio
al conjunto {u (t)}t∈I ⊂ X, donde I ⊂ [0, T ] y corresponde a los instantes temporales en los
cuales la solucio´n se mueve dentro del atractor en cuestio´n.
De esta forma, si w (t) = u (t)− u, tendremos que w verifica{
w′ (t) = G (t, w (t))
w (0) = w0
(3.20)
donde de forma natural w0 = u0 − u y G (t, w (t)) = F (t, w (t) + u).
Ahora, si
{
φj
}
j=1,2,...,m
⊂ X verifican que (φi, φj)H = δij, pretendemos encontrar una so-
lucio´n del sistema dina´mico restringido al subespacio vectorial deX generado por
{
φj
}
j=1,2,...m
,
es decir, buscamos una funcio´n wm : [0, T ] −→ span{φj}j=1,2,...,m verificando{ (
(wm)′ (t) , φk
)
X
= (G (t, wm (t)) , φk)X
(wm (0) , φk)X = (w0, φk)X
, para k = 1, 2, . . . ,m (3.21)
(no´tese que si w (t) ⊂ span{φj}j=1,2,...,m ∀t, entonces w (t) = wm (t)).
Como
wm (t) ∈ span{φj}j=1,2,...,m ∀t ∈ [0, T ]⇒
⇒ ∃{aj (t)}j=1,2,...,m t.q. wm (t) =
m∑
j=1
aj (t)φj ∀t ∈ [0, T ]
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es decir, conocido {aj (t)}j=1,2,...,m tenemos caracterizada nuestra solucio´n wm (t). De esta
forma, si sustituimos en (3.21) tendremos
(
(wm)
′
(t) , φk
)
X
=
(
d
dt
(
m∑
j=1
aj (t)φj
)
, φk
)
X
=
(
m∑
j=1
a′j (t)φj, φk
)
X
=
=
m∑
j=1
a′j (t)
(
φj, φk
)
X
= a′k (t)
y
(wm (0) , φk)X =
(
m∑
j=1
aj (0)φj, φk
)
X
=
m∑
j=1
aj (0)
(
φj, φk
)
X
= ak (0)
con lo que nuestro problema quedar´ıa planteado de la forma:{
a′k (t) = (G (t, w
m (t)) , φk)X
ak (0) = (w0, φk)X
, para k = 1, 2, . . . ,m (3.22)
Observacio´n 3.16 Hemos reducido un sistema dina´mico sobre el espacio de Hilbert X (que
en general sera´ de dimensio´n infinita) a un sistema dina´mico de dimensio´n finita, es decir,
nuestra solucio´n pasa por resolver una ecuacio´n diferencial ordinaria.
Observacio´n 3.17 Esta construccio´n es la llamada proyeccio´n de Galerkin, muy utilizada a
la hora de resolver muchos problemas dina´micos, tanto teo´ricos (por ejemplo la demostracio´n
de las ecuaciones de Navier-Stokes, [64]), como pra´cticos (en concreto para la utilizacio´n del
me´todo FOE).
Observacio´n 3.18 Existe tambie´n una sofisticacio´n del me´todo de Galerkin: el me´todo de
Galerkin no lineal. En algunos casos puede ser ma´s ventajoso que el me´todo de Galerkin (li-
neal) debido a que la convergencia de este me´todo suele ser ma´s ra´pida que el del me´todo de
Galerkin (ve´ase [48] y [49]). Sin embargo, no parece que este me´todo ofrezca ventajas signi-
ficativas, adema´s de complicar significativamente el ana´lisis de bifurcacio´n que realizaremos
ma´s adelante (ve´ase [10] para algunos ejemplos pra´cticos del me´todo de Galerkin no-lineal),
por lo que nosotros obtaremos por el me´todo de Galerkin (lineal) en todo el desarrollo de este
trabajo.
3.1.3. Un caso pra´ctico: el problema del obsta´culo
Antes de empezar a analizar los resultados que hemos obtenido en el Cap´ıtulo 2, vamos
a aplicar, a modo de ejemplo, el me´todo FOE a un problema sencillo. En concreto vamos a
estudiar el problema de un flujo bidimensional incompresible confinado en un canal perio´dico
que presenta un obsta´culo cuadrangular en el centro de e´ste, Figura C.1, y que explicamos
con ma´s detalle en el Ape´ndice C.
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As´ı, si definimos Ω = (−5/2, 5/2) × (−1, 1) \ [−1/10, 1/10] × [−1/10, 1/10] (ver Figura
C.1), el problema que queremos resolver pasara´ por dar solucio´n a las ecuaciones de Navier-
Stokes con las apropiadas condiciones de contorno:
∂~u
∂t
+ ~u · ∇~u− ν∆~u = −∇p+ ~f, en Ω× (0, T )
div ~u = 0, en Ω× (0, T )
~u|Γ0 = 0
~u|Γ1 = ~u|Γ2
(3.23)
donde ∂Ω = Γ0 ∪ Γ1 ∪ Γ2 (ver Figura C.1), ~f = (2ν, 0), con ν coeficiente de viscosidad
correspondiente a ν =
1
Re
(siendo Re el nu´mero de Reynolds).
El esquema nume´rico utilizado para resolver las ecuaciones (3.23) se explica en el Ape´ndi-
ce C. Tambie´n se muestran algunas soluciones para ciertos valores de la viscosidad ν, as´ı como
los distintos tipos de atractores a los que converge el esquema nume´rico desarrollado para
distintos rangos del nu´mero de Reynolds, Figura C.3. Por ahora, nosotros analizaremos las
soluciones obtenidas para dos de estas viscosidades, correspondientes a los valores del nu´me-
ro de Reynolds de Re = 460 y 560. Para estas viscosidades los atractores a los que se llega
son soluciones perio´dicas. Si bien para viscosidades inferiores (Re > 600) las soluciones se
vuelven cuasi-perio´dicas y aperio´dicas, por el momento estudiaremos estos dos casos sencillos
a modo de ejemplo.
Para aplicar el me´todo de las Funciones Ortogonales Emp´ıricas a nuestro sistema dina´mi-
co definido en (3.23) tenemos que darnos cuenta de que el espacio de Hilbert X en el que se
define el sistema dina´mico sera´
X =
{
~v ∈ H1 (Ω)2 : div~v = 0, ~v|Γ0 = 0, ~v|Γ1 = ~v|Γ2
} ⊂ L2 (Ω)2
y la funcio´n F de (3.19) vendra´ dada, de forma natural, al despejar en (3.23).
Como estamos interesados en caracterizar las soluciones perio´dicas para las viscosidades
descritas anteriormente, debemos aplicar el me´todo FOE a un subconjunto de X de la
forma {~u (t)}t∈K , donde en nuestro caso, K vendra´ dado por una discretizacion del tipo
K = {ti}i=1,...,n para unos instantes temporales ti que este´n dentro del atractor que queramos
caracterizar. Es decir, ~u (ti) ∈ X estara´ dentro del atractor que vayamos a caracterizar, para
cada i = 1, 2, . . . , n.
Como ya comentamos en la Seccio´n 3.1.2, para aplicar el me´todo de las Funciones Or-
togonales Emp´ıricas haremos una traslacio´n sobre un elemento
−→
u ∈ X contenido en el
subespacio af´ın del atractor. En nuestro caso utilizaremos
−→
u definido por
−→
u =
1
n
n∑
i=1
~u (ti)
con lo que la funcio´n G vendra´ dada de forma natural tras definir, como ya hicimos ante-
riormente, ~w (t) = ~u (t)−−→u . Por tanto, ahora el subconjunto al que aplicaremos la descom-
posicio´n dada por el me´todo FOE sera´:
{~w (t)}t∈K =
{
~u (t)−−→u
}
t∈K
(3.24)
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Para poder aplicar el me´todo FOE a (3.24) so´lo nos queda fijar los espaciosH e I as´ı como
la funcio´n media 〈·〉 y la constante N . Como ya comentamos en los ejemplos descritos en
la Seccio´n 3.1.1, lo o´ptimo desde el punto de vista computacional es utilizar los espacios
funcionales del tipo descritos en el Ejemplo 3.13 pues de esta forma no tendremos que
preocuparnos de la discretizacio´n espacial (mientras que para la temporal, como veremos a
continuacio´n, con muy pocos elementos tendremos una buena descripcio´n). As´ı, para este
problema utilizamos ∣∣∣∣∣∣
H = (Rn, ‖·‖2)
I = Ω
N = 2
(3.25)
junto con
〈·〉 : Ω −→ R
f 7−→
∫
Ω
f
(3.26)
La descripcio´n del ca´lculo del operador T es ana´logo al descrito en el Ejemplo 3.13. La
u´nica diferencia que hay que notar es que la funcio´n K (t, s) ahora vendra´ dada de forma
discreta, y por tanto tendremos una matriz K = ((kij))1≤i,j≤n , con kij = K (ti, tj). Por tanto
el operador T2 quedara´ de la forma
(T2a)j =
n∑
i=1
kijai
con lo que el ca´lculo de las autofunciones a ∈ H = Rn pasara´ por resolver los autovectores
de la matriz K, que calcularemos nume´ricamente mediante la funcio´n eig del programa
MATLAB.
Una vez calculados los autovectores de la matriz K y la correspondiente base{
~φi
}
i=1,...,n
⊂ L2 (Ω)2 (ver Ejemplo 3.13), so´lo nos queda realizar la proyeccio´n de Galerkin.
Para ello, ya que ahora tendremos
~um (t, x) =
−→
u (x) +
m∑
i=1
ai (t)~φi (x) =
−→
u (x) + ~wm (t, x) (3.27)
para algu´n m ≤ n, si sustituimos (3.27) en (3.23) y multiplicamos escalarmente por ~φk en el
espacio L2 (Ω)2(
∂~um
∂t
, ~φk
)
L2(Ω)2
= a′k (t) = −
(−→
u · ∇−→u +−→u · ∇~wm + ~wm · ∇−→u + ~wm · ∇~wm, ~φk
)
L2(Ω)2
−
−ν
(
∇−→u +∇~wm,∇~φk
)
L2(Ω)2
−
(
∇p, ~φk
)
L2(Ω)2
+
(
~f, ~φk
)
L2(Ω)2
=
=
m∑
i,j=1
dijkai (t) aj (t) +
m∑
i=1
qkiai (t) + rk
(3.28)
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Figura 3.1: Simulacio´n FOE para Re = 460.
donde
dijk = −
(
~φi · ∇~φj, ~φk
)
L2(Ω)2
qki = −
(−→
u · ∇~φi + ~φi · ∇−→u ,~φk
)
L2(Ω)2
− ν
(
∇~φi,∇~φk
)
L2(Ω)2
rk = −
(−→
u · ∇−→u ,~φk
)
L2(Ω)2
+
(
~f, ~φk
)
L2(Ω)2
Observacio´n 3.19 No´tese que en (3.28) hemos utilizado que div ~φk = 0 para eliminar el
te´rmino de la presio´n (pues ~φk ∈ span {~w (t)}t∈K ⊂ X).
Observacio´n 3.20 Todos los productos escalares en el espacio L2 (Ω)2 (integrales sobre Ω)
las calcularemos utilizando las matrices de masas y rigidez calculadas por el me´todo de ele-
mentos finitos.
De esta forma, si denotamos Dk = ((dijk))1≤i,j≤m ∈Mm×m (R), Qk = (qk1, . . . , qkm) ∈ Rm
y ~a (t) = (a1 (t) , . . . , am (t)), la ecuacio´n diferencial ordinaria que tenemos que resolver para
calcular ~wm (y por tanto ~um) sera´
a′k (t) = ~a (t) ·Dk · ~a (t) +Qk · ~a (t) + rk, k = 1, . . . ,m
que resolveremos nume´ricamente empleando un Runge-Kutta de orden 4 con control sobre
el paso temporal empleando la implementacio´n ode45 de MATLAB.
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Figura 3.2: Simulacio´n FOE para Re = 560.
En las Figuras 3.1 y 3.2 se muestran los resultados obtenidos por el me´todo FOE para
las viscosidades comentadas anteriormente. En concreto se muestra el decrecimiento de los
autovalores obtenidos por el me´todo FOE (los autovalores normalizados por la suma de
todos ellos, es decir, la energ´ıa total, Figuras 3.1(c) y 3.2(c)) junto con la reconstruccio´n de
la solucio´n (la velocidad u y v) en el punto A = (1, 0) para distintos valores de m (Figuras
3.1(a),(b) y 3.2(a),(b)).
Observemos en primer lugar el ra´pido decrecimiento de los autovalores en las Figuras
3.1(c) y 3.2(c). Esto indica la baja dimensio´n que poseen los atractores estudiados en estos
dos ejemplos (alrededor de 10) ya que si la dimensio´n fuera mayor, necesariamente tendr´ıamos
ma´s autofunciones asociadas a autovalores mayores (Observaciones 3.10 y 3.11). En la Figura
3.3 podemos observar la energ´ıa acumulada para estas dos viscosidades, donde hemos definido
E (m) =
m∑
j=1
λj
n∑
j=1
λj
=
‖~wm‖2
L2(K;L2(Ω)2)
‖~w‖2
L2(K;L2(Ω)2)
=
∥∥∥~um −−→u ∥∥∥2
L2(K;L2(Ω)2)∥∥∥~u−−→u ∥∥∥2
L2(K;L2(Ω)2)
(3.29)
Tambie´n podemos observar como el decrecimiento de los autovalores para Re = 460
es ma´s ra´pido (o´ 1 − E(m) en la Figura 3.3), lo que indica que la dimensio´n del atractor
para Re = 460 es menor que para Re = 560 (usualmente se considera que la dimensio´n del
atractor es aquel m tal que E(m) > 0.9999, o equivalentemente, 1−E(m) < 10−4 -captamos
ma´s del 99.99% de la energ´ıa-).
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Figura 3.3: Comparacio´n del decrecimiento de los autovalores para las dos viscosidades (E(m)
definida en (3.29)).
En cuanto a la reconstruccio´n de las funciones u y v, podemos observar en las Figuras
3.1(a),(b) y 3.2(a),(b) como a medida quem aumenta la solucio´n ~um se va aproximando mejor
a la solucio´n nume´rica que hemos calculado debido a que el espacio en el que proyectamos
mediante Galerkin se aproxima ma´s al subespacio que contiene a la solucio´n {~u (t)}t∈K .
Observamos tambie´n que para m = 6 y m = 10 la solucio´n casi coincide con la solucio´n
obtenida por elementos finitos, y que coincide con los valores para los cuales la energ´ıa
captada supera el 99.99%.
3.1.4. Aplicacio´n del me´todo FOE para el estudio de bifurcacio´n
Durante esta seccio´n hemos venido desarrollando una teor´ıa que nos permite dar una
buena caracterizacio´n de un conjunto cualquiera en un espacio de Hilbert. Nosotros aplica-
mos esta te´cnica para obtener una base de un espacio af´ın que contenga a un atractor de un
sistema dina´mico concreto. Sin embargo, en muchos problemas pra´cticos, es de intere´s obte-
ner una descripcio´n de los atractores de un sistema dina´mico dependiente de un para´metro,
es decir, un estudio de bifurcacio´n.
Por otro lado, tambie´n es conocido que en general distintos atractores (para distintos
valores de algu´n para´metro) esta´n contenidos en espacios afines diferentes, y por tanto rea-
lizar la proyeccio´n de Galerkin sobre una base obtenida de un atractor para un determinado
valor de dicho para´metro, no suele dar buenos resultados para otro atractor resultante de
otro valor distinto del para´metro (ver [10] y [24] para un estudio nume´rico detallado).
Por esto, nuestro principal intere´s en esta seccio´n se centra en construir una base global
que presente una buena descripcio´n de un sistema dina´mico dependiente de un para´metro.
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Existen varios posibles me´todos utilizados para este fin. En primer lugar, uno podr´ıa
pensar en juntar todos los datos que se tienen (provenientes de varios atractores del sistema
dina´mico de estudio) en un conjunto al que aplicar el me´todo FOE, y de aqu´ı obtener una
base que de´ una buena descripcio´n de dicho conjunto. Sin embargo existen varios problemas
al respecto. Por un lado una simple imagen (correspondiente, por ejemplo, a un estado
estacionario) no tendr´ıa el peso estad´ıstico suficiente como para ser significativo frente a
un nu´mero grande de ima´genes (provenientes, por ejemplo, de un atractor perio´dico). El
resultado ser´ıa que esa informacio´n casi ser´ıa ignorada. Por otro lado, juntar varios conjuntos
de datos al que aplicar el me´todo FOE podr´ıa producir que, si bien globalmente la base
calculada de´ informacio´n global o´ptima, para cada caso concreto del para´metro de estudio,
quede ensombrecida cierta informacio´n importante del sistema que cuantitativamente sea
pequen˜a (es como oir dos canciones a la vez, uno es capaz de distinguir los patrones ba´sicos
de cada cancio´n, pero no todas las pequen˜as notas correspondientes a cada una de ellas y
que sin embargo, por separado, son importantes en cada una de las canciones).
Otra posibilidad ser´ıa utilizar varias veces el me´todo FOE para varios valores del para´-
metro de bifurcacio´n y despue´s ortonormalizar, via Gram-Schmidt, las distintas bases obte-
nidas. Sin embargo, de esta forma uno podr´ıa ser redundante en cierta informacio´n comu´n
que pudieran tener los distintos conjuntos de datos y terminar con una base excesivamente
grande.
Otra solucio´n consiste en aplicar cualquiera de los me´todos presentados en [19], w-POD
(weighted-POD) o´ p-POD (predefined-POD). El primero de ellos consiste en elegir una fun-
cio´n media 〈·〉 con peso (en vez de la media usual que genera el producto escalar en L2 (I)N)
que de´ ma´s importacia a cierto conjunto de datos. Esto puede ser de utilizadad para solu-
cionar el primer problema planteado cuando explicabamos las contrapartidas que surjen al
considerar todos los datos juntos en el ana´lisis FOE. El me´todo p-POD esta´ disen˜ado para
construir una base ortonormal a partir de dos conjuntos de datos. Esencialmente implica
aplicar el me´todo FOE al primero de ellos (el principal, pues son los considerados estados
predefinidos), y despue´s aplicar otra vez el me´todo FOE al segundo grupo proyectado orto-
gonalmente sobre el espacio que general el primer conjunto de datos. En [19] se utiliza una
combinacio´n de ambos para estudiar el punto cr´ıtico en el estudio de la primera bifurcacio´n
de Hopf en un modelo de cavidad, con cierto e´xito a la hora de calcular con precisio´n este
punto cr´ıtico. La eleccio´n en [19] de quienes son los estados predefinidos consiste el elegir
e´stos como los estados estacionarios para distintos valores del para´metro, y el grupo secunda-
rio un conjunto formado por atractores perio´dicos (si bien comprueban con varias elecciones
cual de ellas resulta mejor).
Otra posible eleccio´n consiste en el me´todo SPOD (sequential-POD) desarrollada en [39] y
que no es ma´s que una generalizacio´n del me´todo p-POD. Tambie´n en [39] se intenta calcular
mediante modelos reducidos el primer punto de bifurcacio´n de Hopf para una generalizacio´n
del modelo estudiado en [19].
En esta seccio´n desarrollaremos el me´todo SPOD dentro del marco matema´tico que veni-
mos utilizando en el presente cap´ıtulo. Adema´s, uno de los grandes problemas que presentan
tanto el me´todo p-POD como el SPOD consiste en co´mo realizar el corte en la base obtenida
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para la proyeccio´n de Galerkin, pues a diferencia del me´todo FOE, Observacio´n 3.11, no es
trivial que´ elementos de la base debemos mantener. En esta seccio´n intentaremos introducir
un nuevo criterio a la hora de elegir los elementos de dicha base.
De esta forma, pretendemos construir una base global que retenga todas las caracter´ısticas
de un conjunto de datos. Pero, tal y como hemos visto en los Ejemplos 3.12 y 3.13, la base
de intere´s puede estar relacionada con el espacio H, Ejemplo 3.12, o´ bien con el espacio I
(ma´s concretamente con L2 (I)N), Ejemplo 3.13. De esta forma, segu´n el caso tendremos un
conjunto de datos distribuidos de la siguiente forma:
ui ∈ L2 (Ii;HN) , para i = 1, 2, . . . , s (3.30)
o´
ui ∈ L2 (I;HNi ) , para i = 1, 2, . . . , s (3.31)
La construccio´n que nosotros proponemos podr´ıa expresarse como sigue:
(a) Elegimos un estado de referencia u ∈ H (que usualmente sera´ una media poderada
de todos los datos que tenemos, o bien, simplemente la media de u1 como veremos en la
siguiente seccio´n).
(b) Sea
uˆ1 (t) = u1(t)− u ∀t ∈ I1(o´ I)
Aplicamos el me´todo FOE a uˆ1, lo que nos proporcionara´ una base ortonormal
{
φj
}
j∈J ⊂ H
junto con {aj}j∈J ⊂ L2 (I1)N , para el caso (3.30), o´
{
φj
}
j∈J ⊂ H1 junto con
{aj}j∈J ⊂ L2 (I)N para el caso (3.31). En cualquiera de los dos casos, siempre estaremos
interesados so´lo en los primeros m1 elementos de estos conjuntos ortogonales. El ca´lculo de
m1 lo indicaremos a continuacio´n.
(c) Para i = 1, 2, . . . , s− 1 hacemos
uˆi+1 (t) = ui+1 (t)− u−
mi∑
j=1
(
ui+1 (t) , φj
)
H
φj ∀t ∈ Ii+1, para el caso (3.30)
o´
uˆi+1 (t) = ui+1 (t)− u−
mi∑
j=1
〈
ui+1 (t) , aj (t)
〉
L2(I)N
aj (t) ∀t ∈ I, para el caso (3.31)
y aplicamos el me´todo FOE a uˆi+1. Ahora obtendremos una base ortonormal de la que
extraeremos (mi+1−mi) elementos y que notaremos por
{
φj
}
j=mi+1,...,mi+1
⊂ H para el caso
(3.30) o´ {aj}j=mi+1,...,mi+1 ⊂ L2 (I)
N para el caso (3.31).
De esta forma hemos construido una base
{
φj
}
j=1,...,ms
⊂ H o´ {aj}j=1,...,ms ⊂ L2 (I)
N
que contiene informacio´n comu´n de todos los muestreos {ui}i=1,...,s. La principal ventaja de
esta forma de construir la base reside en que
uˆi+1 ⊂
(
span
{
φj
}
j=1,...,mi
)⊥
∀i = 1, 2, . . . , s− 1; en el caso (3.30)
o´
uˆi+1 ⊂
(
span {aj}j=1,...,mi
)⊥
∀i = 1, 2, . . . , s− 1; en el caso (3.31)
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lo que implica que si span {ui+1 (t)− u}t∈Ii+1∩span
{
uk (t)− u} t∈Ik
k=1,2,...,i
6= ∅, la informacio´n
de {ui+1 (t)− u}t∈Ii+1 contenida en span
{
uk (t)− u} t∈Ik
k=1,2,...,i
esta´ descrita por la base ya
calculada,
{
φj
}
j=1,...,mi
(o´ {aj}j=1,...,mi) y por tanto, el nu´mero de elementos que debemos
incluir en la base sera´ menor que el que nos dar´ıa el me´todo FOE aplicado directamente
sobre ui+1. Sin embargo, para ello debemos saber elegir adecuadamente cada valor mi. En
este trabajo la eleccio´n de cada mi la realizaremos de forma natural tal y como explica´bamos
en la Observacio´n 3.11, que en este caso sera´ elegir mi verificando:∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
E (mi) =
〈∥∥(ui)mi (t)− u∥∥
HN
〉2
L2(Ii)
N
〈‖ui (t)− u‖HN 〉2L2(Ii)N
> ε
o´
E (mi) =
〈∥∥(ui)mi (t)− u∥∥
HNi
〉2
L2(I)N〈
‖ui (t)− u‖HNi
〉2
L2(I)N
> ε
(3.32)
donde ε indica la cantidad de energ´ıa del atractor que queremos capturar en nuestro modelo
reducido (ε sera´ usualmente 0.9999).
Observemos que para el ca´lculo de (3.32) no podemos utilizar los autovalores obtenidos
por el me´todo FOE, como explica´bamos en la Observacio´n 3.11 (salvo para uˆ1), pues e´stos
esta´n asociados a la norma de uˆi en vez de {ui (t)− u}t∈Ii (o´ {ui (t)− u}t∈I) que es lo que
a nosotros nos interesa.
Una vez calculada la base en cuestio´n no tenemos ma´s que realizar la proyeccio´n de
Galerkin al sistema dina´mico tal y como explicamos en la Seccio´n 3.1.2 (dependiente de
un para´metro en este caso) y realizar el ana´lisis de bifurcacio´n a este modelo reducido
(en este caso tendremos que estudiar un modelo del tipo (3.19) donde ahora la funcio´n F
dependera´ tambie´n de un para´metro ν).
En la siguiente seccio´n veremos como podemos aplicar este me´todo a un caso concreto:
el problema del obsta´culo que hemos estudiado en la Seccio´n 3.1.3.
3.1.5. Ana´lisis de bifurcacio´n en el problema del obsta´culo
En esta seccio´n pretendemos ilustrar como se puede aplicar la metodolog´ıa de la Seccio´n
3.1.4 a un estudio de bifurcacio´n cualitativo en un caso pra´ctico: el problema del obsta´cu-
lo estudiado en la Seccio´n 3.1.3. Para ello recordemos que tenemos definidos los espacios
funcionales utilizados por el me´todo FOE en (3.25) junto con la funcio´n media (3.26). De
esta forma, y puesto que estamos interesados en elegir una base ortonormal en el espacio
L2 (Ω)2 = L2 (I)N , el conjunto de datos al que aplicaremos la metodolog´ıa SPOD explicada
en la Seccio´n 3.1.4 vendra´ dada por un conjunto de datos de la forma de (3.31), es decir,
~ui ∈ L2 (I;HNi ) = L2 (Ω;H2i ) , para i = 1, 2, . . . , s
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BASE A
i Re ni mi
1 460 47 6
2 600 200 19
3 Atr.Est. 9 21
BASE B
i Re ni mi
1 460 47 6
2 600 200 19
3 560 49 24
4 500 48 29
BASE C
i Re ni mi
1 460 47 6
2 600 200 19
3 560 49 24
4 500 48 29
5 Atr.Est. 9 32
Tabla 3.1: Detalle de las tres bases construidas (siguiendo la notacio´n de la Seccio´n 3.1.4). El
conjunto descrito por Atr.Est. se refiere a un conjunto formado por los atractores estacionarios
calculados para Re = 400, 410, 420, 430, 440, 450, 452, 454 y 456.
donde ahora
Hi = (Rni , ‖·‖2)
puesto que para cada atractor que queramos incluir en el ana´lisis, el conjunto de datos sera´ de
la forma {~ui (t)}t∈Ki ⊂ L2 (Ω)
2 , con Ki =
{
ti1, t
i
2, . . . , t
i
ni
}
(observemos que si el atractor es
un estado estacionario, entonces ni = 1).
De esta forma, una vez calculada la base
{
~φi
}
i=1,...,m
⊂ L2 (Ω)2, haremos una proyeccio´n
de Galerkin sobre el subespacio generado por esta base (de la misma manera que hicimos en
la Seccio´n 3.1.3) y realizaremos el estudio de bifurcacio´n al sistema de EDO resultante, que
ahora sera´ de la forma:
a′k (t) = ~a (t) ·Dk · ~a (t) + (Qk + νQ′k) · ~a (t) + (rk + νr′k) , k = 1, . . . ,m (3.33)
donde
dijk = −
(
~φi · ∇~φj, ~φk
)
L2(Ω)2
qki = −
(−→
u · ∇~φi + ~φi · ∇−→u ,~φk
)
L2(Ω)2
q′ki = −
(
∇~φi,∇~φk
)
L2(Ω)2
rk = −
(−→
u · ∇−→u ,~φk
)
L2(Ω)2
r′k =
1
ν
(
~f, ~φk
)
L2(Ω)2
y Dk, Qk, Q
′
k, rk y r
′
k estara´n definidos de forma natural como en la Seccio´n 3.1.3.
Recordemos que ahora el estudio de bifurcacio´n lo realizamos sobre una EDO de dimen-
sio´n pequen˜a (de aproximadamente 30 en este caso, como veremos en lo que sigue), para lo
cual existen numerosos paquetes informa´ticos. Nosotros elegimos el paquete AUTO97 [25]
para el estudio de bifurcaciones de este tipo de ecuaciones.
De esta forma, y para ilustrar como es conveniente elegir el conjunto de datos del cual
extraer la base, vamos a utilizar varios conjuntos de datos de distintos atractores. En concre-
to utilizaremos los atractores extra´ıdos para las viscosidades correspondientes a atractores
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Figura 3.4: Energ´ıa capturada por la Base A (en rojo), la Base C (en azul) y la base obtenida por
el me´todo FOE al aplicar directamente sobre cada conjunto de datos. Las l´ıneas verticales esta´n
situadas en m = 6, 19, 24 y 29, y las horizontales sobre las tolerancias de ε = 99.99 y 99.9995.
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Figura 3.5: Diagrama de bifurcacio´n calculado por AUTO97 para la Base A. La l´ınea continua
muestra soluciones estables y la discontinua inestables. Para los atractores perio´dicos se muestra
tanto el valor ma´ximo como el mı´nimo en cada atractor.
perio´dicos, Re = 460, 500, 560 y 600, junto con los atractores estacionarios obtenidos para
Re = 400, 410, 420, 430, 440, 450, 452, 454 y 456. Nos centraremos en el rango Re ∈ (400, 600)
para el estudio de la bifurcacio´n del modelo, prestando especial atencio´n al ca´lculo del primer
punto cr´ıtico (la primera bifurcacio´n de tipo Hopf), as´ı como el seguimiento de la rama de
estados estacionarios (tanto estables como inestables) y atractores perio´dicos.
En la Tabla 3.1 se muestran los detalles de como se construye cada una de las tres bases
en L2 (Ω)2 que vamos a analizar. Para el estado de referencia u descrito en el paso (a) de
la Seccio´n 3.1.4, elegimos siempre la media de ~u1 (encontramos que no es relevante para el
ca´lculo de la bifurcacio´n elegir este estado de referencia u otro, como podr´ıa ser la media de
todos, la media de algu´n otro atractor perio´dico, o alguno de los atractores estacionarios).
Para cada uno de los atractores hemos tomado el nu´mero de ima´genes que describen un
periodo completo con un paso de 0.13 sg. entre cada imagen, salvo para Re = 600 cuyo
atractor esta´ descrito por 200 ima´genes (unos 5 periodos). En Re = 600 hemos decidido
tomar ma´s ima´genes para intentar dar la mayor cantidad de informacio´n posible al me´todo
SPOD debido a que el atractor encontrado es cuasi-perio´dico, una estructura mucho ma´s
compleja y sobre la cual el me´todo FOE tiene serias dificultades a la hora de analizar.
La energ´ıa E (m) definida en (3.32), en este caso vendra´ dada por
E (m) =
∥∥∥~um −−→u ∥∥∥2
L2(K;L2(Ω)2)∥∥∥~u−−→u ∥∥∥2
L2(K;L2(Ω)2)
para cualquier conjunto {~u (t)}t∈K ⊂ L2 (Ω)2, donde ~um es la proyeccio´n sobre losm primeros
elementos de la base en cuestio´n. As´ı, en la Figura 3.4 se muestra E (m) para cada uno de los
conjuntos de datos descritos en la Tabla 3.1 y para el atractor calculado para Re = 520, tanto
para la Base A y C (observemos que la Base C la construimos an˜adiendo nuevos elementos
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Figura 3.6: Igual que en la Figura 3.5 pero para la Base B.
en la Base B) como para la base obtenida al aplicar el me´todo FOE sobre cada uno de estos
conjuntos por separado (la base o´ptima y por tanto con ma´s ra´pido decrecimiento).
En estas gra´ficas podemos observar como la energ´ıa capturada crece ma´s ra´pidamente
en aquellas autofunciones extra´ıdas del atractor correspondiente, mientras que crece muy
lentamente en las autofunciones extra´ıdas de atractores distintos. Tambie´n podemos apreciar
que en todos los atractores el nivel de energ´ıa capturada esta´ por encima del 99.999% (para
la Base C) incluso para Re = 520, a pesar de que las bases han sido construidas sin tener
en cuenta la informacio´n que pudiera ofrecer este atractor (es decir, este atractor lo estamos
caracterizando con informacio´n conjunta de otros atractores, que a priori podr´ıan estar en
espacios completamente distintos).
Como se observa en la Figura 3.4, la tolerancia ε elegida a la hora de elegir cada mi es
del 99.99% para Re = 460, 99.999% para Re = 500 y 560, y 99.9995% para Re = 600.
En las Figuras 3.5-3.7 presentamos las soluciones de los ana´lisis de bifurcacio´n realizados
al sistema (3.33) mediante AUTO97 para las tres bases calculadas. En estas figuras mostra-
mos la solucio´n obtenida en el punto A = (1, 0), tanto para u como para v, compara´ndolas
con las soluciones nume´ricas obtenidas por el esquema nume´rico (Ape´ndice C). La eleccio´n
del punto A = (1, 0) se debe a que este punto representa la simetr´ıa que pueda presentar la
solucio´n (ver Ape´ndice C para un detallado estudio de las soluciones de este problema).
En la Figura 3.5, donde se muestra la solucio´n para la Base A, podemos apreciar co-
mo los atractores estacionarios calculados por el me´todo nume´rico coinciden con la rama
de soluciones estacionarias calculadas mediante AUTO97. En cuanto a la rama de solucio-
nes perio´dicas, podemos observar como el sistema (3.33) se aproxima ma´s a las soluciones
nume´ricas cerca de las viscosidades correspondientes a Re = 460 y Re = 600, debido a que
es en estas viscosidades donde extra´ımos los atractores para construir la Base A.
Para la Base B, Figura 3.6, la rama de soluciones perio´dicas coincide con los resultados
nume´ricos pra´cticamente en todo el rango de estudio. Es decir, al incluir dos atractores ma´s
en viscosidades intermedias, conseguimos resolver adecuadamente toda la rama debido a que
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Figura 3.7: Igual que en la Figura 3.5 pero para la Base C.
ahora los datos para la construccio´n de la base no esta´n excesivamente dispersos como en
el caso anterior. Sin embargo, debido a que ahora no incluimos los atractores estacionarios
para la construccio´n de esta base, la rama de estados estacionarios del sistema (3.33) difiere
de los resultados nume´ricos.
En cambio, en la Figura 3.7, correspondiente a la Base C, podemos observar como al in-
cluir los atractores estacionarios para construir la base mediante el me´todo SPOD, volvemos
a recuperar la buena descripcio´n de los estados estacionarios mediante el sistema (3.33). En
cuanto a la rama de soluciones perio´dicas, la solucio´n vuelve a ser buena debido a que la
Base C mantiene las buenas propiedades de la Base B (pues la Base C es la Base B ma´s tres
elementos provenientes de los atractores estacionarios, ver Tabla 3.1).
Observemos en primer lugar que si bien el sistema (3.33), para las tres bases, es capaz
de reproducir la primera bifurcacio´n (de tipo Hopf) que se produce en este modelo, todos
ellos dan resultados diferentes debido a la construccio´n de las tres bases. Adema´s ninguno de
ellos coincide con los resultados obtenidos mediante el esquema nume´rico que pronosticaban
la bifurcacio´n de Hopf en Re = 457 ± 1 (si bien esto posiblemente sea error del esquema
nume´rico, pues cerca de una bifurcacio´n de Hopf el atractor perio´dico suele ser muy de´bil y
en ocasiones ocurre que la integracio´n necesaria para llegar al atractor debe ser muy larga).
En segundo lugar, recordemos que este problema del obsta´culo presenta una segunda
bifurcacio´n de Hopf sobre la rama de soluciones perio´dicas, pues, como ya mencionamos,
para Re = 600 la solucio´n resulta cuasi-perio´dica. En este caso, el modelo reducido no es
capaz de reproducir esta bifurcacio´n para ninguna de las tres bases construidas.
En resumen, y a la vista de los resultados presentados para este modelo, podemos concluir
que un modelo reducido es capaz de captar la dina´mica global del sistema en cuestio´n para
un amplio rango del para´metro de bifurcacio´n en estudio, siempre que los datos que tomemos
para la construccio´n de la base del modelo reducido no este´n demasiado dispersos y siempre
que no extrapolemos en el para´metro de bifurcacio´n. Adema´s, tambie´n podemos concluir
que si bien el modelo reducido capta adecuadamente la dina´mica para atractores perio´dicos
(y estacionarios), cuando los atractores presentan rasgos ma´s complejos, el modelo reducido
los suele simplificar (los atractores cuasi-perio´dicos los toma por perio´dicos).
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3.2. Aplicacio´n de las Funciones Ortogonales Emp´ıri-
cas al modelo ω − ψ
Partimos de las ecuaciones de vorticidad-funcio´n de corriente
∂ω
∂t
+ J (ψ, ω) + β
∂ψ
∂x
= AH∆ω − γω + F, en [0, T ]× Ω
∆ψ = ω, en [0, T ]× Ω
ω|∂Ω = 0, ψ|∂Ω = 0
(3.34)
tal y como describimos en la Seccio´n 1.2 y 2.2.
Nuestro objetivo sera´ aplicar el me´todo FOE desarrollado en la Seccio´n 3.1 a los resultados
nume´ricos de (3.34) obtenidos en el Cap´ıtulo 2 y descritos con detalle en la Seccio´n 2.2.4.
A la hora de aplicar el me´todo FOE al modelo ω − ψ debemos notar que la solucio´n de
(3.34) pasa por conocer el par (ω, ψ) en cada paso temporal. A priori, uno podr´ıa pensar en
formar una base en el espacio L2 (Ω)2 tal y como hicimos en el problema del obsta´culo en la
Seccio´n 3.1.3. Sin embargo, tenemos que recordar que la proyeccio´n de Galerkin la realizamos
sobre un sistema del tipo (3.19) y que la base ortonormal que calculamos estara´ en el espacio
de Hilbert X en el que esta´ definido este sistema dina´mico (o en algu´n espacio que contenga
a X), como vimos en la Seccio´n 3.1.3 con el problema del obsta´culo.
De esta forma, y puesto que (3.34) es equivalente a
∂ω
∂t
+ J
(
∆−1ω, ω
)
+ β
∂ (∆−1ω)
∂x
= AH∆ω − γω + F
pues ψ viene dado en cada instante de tiempo por{
∆ψ = ω, en Ω
ψ|∂Ω = 0
resulta evidente que el me´todo FOE debe ser aplicado a un sistema dina´mico que so´lo
depende de ω, y por tanto el espacio donde debemos calcular la base ortonormal mediante el
me´todo FOE vendra´ de aplicar dicho me´todo a un conjunto de datos extra´ıdos de la funcio´n
de vorticidad ω (es decir, la base la buscaremos en un espacio del tipo L2 (Ω)).
Observacio´n 3.21 No´tese que en realidad lo que marca el conjunto (y el espacio) al que
vamos a aplicar el me´todo FOE es el sistema dina´mico (3.19), y ma´s concretamente el
te´rmino u′ (t) en (3.19) junto con el conjunto ortonormal contenido en X. Esto es debido a
que al realizar la proyeccio´n de Galerkin sobre este conjunto ortonormal, el te´rmino u′ (t) se
convierte en a′k (t) (ver Seccio´n 3.1.2).
As´ı, si elegimos un estado de referencia ω ∈ L2 (Ω) y tomamos {ω (t)}t∈K ⊂ L2 (Ω), para
K = {t1, t2, . . . , tn}, describiendo algu´n atractor de las ecuaciones (3.34), tendremos que
aplicaremos el me´todo FOE al conjunto
{ω (t)− ω}t∈K ⊂ L2 (Ω)
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y los espacios funcionales que elegiremos sera´n (siguiendo nuevamente el Ejemplo 3.13)∣∣∣∣∣∣
H = (Rn, ‖·‖2)
I = Ω
N = 1
(3.35)
junto con la funcio´n media definada por
〈·〉 : Ω −→ R
f 7−→
∫
Ω
f
(3.36)
Observacio´n 3.22 De la misma manera, si queremos construir el conjunto ortonormal me-
diante el me´todo SPOD explicado en la Seccio´n 3.1.4, tendremos {ωi (t)}t∈Ki ⊂ L2 (Ω) para
i = 1, 2, . . . , s. Por tanto, ahora tendremos Hi = (Rni , ‖·‖2) en lugar de H definido en (3.35).
De esta forma, en esta ocasio´n el espacio en el cual construiremos la base sobre la que
realizaremos la proyeccio´n de Galerkin sera´ L2 (I)N = L2 (Ω).
Observacio´n 3.23 El ca´lculo de la base mediante el me´todo FOE se realiza una vez ma´s
utilizando el argumento descrito en el Ejemplo 3.13 aplicado a (3.35) y (3.36).
Observacio´n 3.24 En esta ocasio´n notaremos por {φωi }i=1,2,...,n ⊂ L2 (Ω) al conjunto orto-
normal obtenido mediante el me´todo FOE y por φψi a las funciones vericando{
∆φψi = φ
ω
i , en Ω
φψi|∂Ω = 0
Adema´s, tendremos que si
ωm (t, x) = ω (x) +
m∑
i=1
ai (t)φ
ω
i (x) = ω (x) + ω˜
m (x) (3.37)
entonces, si de forma natural definimos ψm y ψ como{
∆ψm = ωm, en Ω
ψm = 0
y
{
∆ψ = ω, en Ω
ψ = 0
trivialmente, por la linealidad del operador laplaciano,
ψm (t, x) = ψ (x) +
m∑
i=1
ai (t)φ
ψ
i (x) = ψ (x) + ψ˜
m
(x) (3.38)
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As´ı, si ahora realizamos la proyeccio´n de Galerkin sobre el subespacio de dimensio´n m
generado por {φωi }i=1,2,...,m ⊂ L2 (Ω) a las ecuaciones (3.34), y utilizando (3.37) y (3.38),
tendremos(
∂ωm
∂t
, φωk
)
L2(Ω)
= a′k (t) = −
(
J
(
ψ, ω
)
+ J
(
ψ, ω˜m
)
+ J
(
ψ˜
m
, ω
)
+ J
(
ψ˜
m
, ω˜m
)
, φωk
)
L2(Ω)
−
−β
(
∂ψ
∂x
+
∂ψ˜
m
∂x
, φωk
)
L2(Ω)
+ AH (∆ω +∆ω˜
m, φωk )L2(Ω)−
−γ (ω + ω˜, φωk )L2(Ω) + (F, φωk )L2(Ω) =
=
m∑
i,j=1
dijkai(t)aj(t) +
m∑
i=1
(qki + AHq
′
ki) ai(t) + (rk + AHr
′
k)
donde ahora
dijk = −
(
J
(
φψi , φ
ω
j
)
, φωk
)
L2(Ω)
qki = −
(
J
(
ψ, φωi
)
, φωk
)
L2(Ω)
−
(
J
(
φψi , ω
)
, φωk
)
L2(Ω)
− β
(
∂φψi
∂x
, φωk
)
L2(Ω)
− γδik
q′ki = − (∇φωi ,∇φωk )L2(Ω)
rk = −
(
J
(
ψ, ω
)
, φωk
)
L2(Ω)
− β
(
∂ψ
∂x
, φωk
)
L2(Ω)
− γ (ω, φωk )L2(Ω) + (F, φωk )L2(Ω)
r′k = − (∇ω,∇φωk )L2(Ω)
Por tanto, una vez ma´s tendremos que resolver el sistema dina´mico
a′k (t) = ~a (t) ·Dk · ~a (t) + (Qk + AHQk) · ~a (t) + (rk + AHr′k) , k = 1, . . . ,m (3.39)
donde, como en los anteriores ejemplos,∣∣∣∣∣∣∣∣
Dk = ((dijk))1≤i,j≤m ∈Mm×m (R)
Qk = (qk1, . . . , qkm) ∈ Rm
Q′k = (q
′
k1, . . . , q
′
km) ∈ Rm
~a (t) = (a1 (t) , . . . , am (t))
, para k = 1, 2, . . . ,m.
En las dos pro´ximas secciones resolveremos (3.39) aplicado a dos problemas. En la Sec-
cio´n 3.2.1 aplicaremos el me´todo FOE a los conjuntos de datos extra´ıdos de algunos de los
atractores de (3.34). Una vez construido el conjunto ortonormal, resolveremos (3.39) y com-
pararemos los atractores obtenidos por este modelo reducido frente a los calculados mediante
el me´todo nume´rico directo. En esta seccio´n trataremos de estudiar como se comporta este
me´todo con los atractores perio´dicos y las dificultades que encuentra con atractores aperio´di-
cos. En la Seccio´n 3.2.2 resolveremos (3.39) aplicado a un conjunto ortonormal construido
mediante el me´todo SPOD. En esta seccio´n trataremos de realizar un estudio cualitativo de
bifurcacio´n en un rango de viscosidad horizontal AH lo ma´s amplio posible.
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3.2.1. Estudio de atractores en el modelo ω − ψ
Como hemos comentado al inicio de la Seccio´n 3.2, vamos a utilizar los datos obtenidos
en el estudio exhaustivo de los resultados de este modelo que realizamos en la Seccio´n 2.2.4.
El objetivo de esta seccio´n lo centraremos en el estudio de las diferencias entre los atractores
obtenidos mediante el me´todo nume´rico directo que hemos utilizado para la obtencio´n de
estos datos, el esquema semilagrangiano, frente a los atractores que se obtienen en el mo-
delo reducido (3.39) para los distintos conjuntos ortonormales que vayamos construyendo
mediante el me´todo FOE para cada uno de estos atractores.
Como vimos en la Seccio´n 2.2.4, este modelo presenta distintos tipos de atractores. Sal-
vando aquellos que son estacionarios, vimos que en el rango de estudio el modelo presentaba
esencialmente atractores de tipo perio´dico (con periodo simple o doble) y aperio´dico. As´ı,
vamos a elegir las viscosidades de AH = 800, 600 y 400 para la comparacio´n de atractores
mediante estos dos me´todos, ya que estas viscosidades representan los distintos atractores
que posee el modelo tal y como se resume en la Figura 2.10. As´ı, para AH = 800 nos encon-
tramos con un atractor de periodo simple, para AH = 600 un atractor de periodo doble, y
para AH = 400 un atractor aperio´dico. En lo que sigue veremos las particularidades de cada
uno de estos atractores con respecto al me´todo FOE.
En la Tabla 3.2 mostramos un resumen del nu´mero n de ima´genes tomadas para cada
experimento mediante el me´todo FOE. No´tese que esta eleccio´n depende u´nicamente del
periodo de los atractores (para el caso de atractores perio´dicos, AH = 800 y 600), junto
con la distancia temporal entre ima´genes que nosotros tenemos fijada en dos o cuatro d´ıas.
La idea es elegir siempre el nu´mero n de ima´genes que describan exactamente un periodo
completo (si tuvie´ramos ima´genes describiendo ma´s de un periodo tendr´ıamos informacio´n
redundante, que matema´ticamente significa que las ima´genes repetidas tienen un peso mayor
que las no repetidas). Para el caso de AH = 400 simplemente se toma un nu´mero grande
de ima´genes que contengan la mayor informacio´n posible del atractor, en este caso ma´s de
cuatro an˜os de integracio´n nume´rica.
Como siempre, el criterio que utilizaremos a la hora de elegir la dimensio´n m del espacio
sobre el que vamos a realizar la proyeccio´n de Galerkin, vendra´ dado una vez ma´s por la
Observacio´n 3.11, es decir, dado ε > 0, tomaremos m tal que
E (m) =
‖ω˜m‖2L2(K;L2(Ω))
‖ω − ω‖2L2(K;L2(Ω))
=
m∑
j=1
λj
n∑
j∈1
λj
> ε
AH 800 600 400
n 93 236 450
Tabla 3.2: Nu´mero de ima´genes tomadas para cada experimento. Para AH = 800 y 600 la distancia
entre ima´genes corresponde a dos d´ıas mientras que para AH = 400 hemos tomado cuatro d´ıas.
3.2. APLICACIO´N DE LAS FUNCIONES ORTOG... 127
Figura 3.8: Decaimiento de 1− E (m) para las tres viscosidades de estudio.
Como veremos, si bien ε = 0.9999 (el 99.99% de la energ´ıa) suele dar buenos resultados
e incluso e´ste es el valor que se suele tomar para cuantificar la dimensio´n del atractor que
estemos estudiando, veremos a continuacio´n que en algunos casos puede ser insuficiente y
sera´ necesario tomar un valor de ε mayor.
En la Figura 3.8 mostramos la energ´ıa acumulada en funcio´n de m para las tres visco-
sidades en estudio. Como se observa claramente, a medida que la viscosidad disminuye, la
complejidad del atractor crece. Esto se ve reflejado en el lento decaimiento de la energ´ıa
capturada a medida que crece m para la viscosidad de AH = 600 y muy especialmente para
AH = 400. Como veremos, esto repercute de un modo crucial al realizar la proyeccio´n de
Galerkin para estas viscosidades, ya que necesitaremos tomar una base mucho ma´s grande
para poder reproducir correctamente la dina´mica del atractor.
En la Figura 3.9 podemos observar los resultados obtenidos para el modelo reducido
(ecuacio´n (3.39)), comparados con los resultados nume´ricos obtenidos por el me´todo semi-
lagrangiano. En la figura se muestra la energ´ıa cine´tica del sistema frente a la diferencia
de transporte, TD, definida en (2.13), dentro de los atractores de cada una de estas tres
viscosidades. Para las viscosidades de AH = 800 y 600 mostramos los resultados obtenidos
para ε = 0.9999 y ε = 0.99999 (es decir, 99.99% y 99.999% de energ´ıa), mientras que para
AH = 400 mostramos u´nicamente la solucio´n para ε = 0.99999 por claridad en la figura.
Como se observa claramente, para AH = 800 con m = 12 (correspondiente a ε = 0.9999),
podemos reproducir la dina´mica del atractor correctamente. So´lo exiten algunas pequen˜as
diferencias respecto a la amplitud, si bien, el patro´n que sigue la solucio´n dentro del atractor
es pra´cticamente el mismo. Adema´s, para m = 16 (ε = 0.99999) la solucio´n es pra´cticamente
la misma, es decir, ya no introducimos informacio´n nueva al modelo reducido. Esto es debido
principalmente a que el atractor esta´ contenido en el subespacio de dimensio´n finita generado
por los primeros 12 elementos de dicha base.
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Figura 3.9: Comparacio´n del retrado de fase (E (t) − TD (t)) para distintas viscosidades, con
ε = 0.9999 y ε = 0.99999 (salvo para AH = 400 donde mostramos so´lo ε = 0.99999 por claridad en
la gra´fica).
Para AH = 600 las cosas empiezan a complicarse. En primer lugar, podemos observar
que para m = 32 (ε = 0.9999), el sistema reducido no es capaz de reproducir el doble
periodo que presenta este atractor, presentando una solucio´n perio´dica que, de algu´n modo,
promedia el doble periodo obtenido por el esquema semilagrangiano. Sin embargo, a medida
que incluimos ma´s elementos en la base, el sistema reducido es capaz de dar la solucio´n
correcta y reproducir el periodo doble. En concreto mostramos m = 47 (ε = 0.99999) donde
una vez ma´s se observa como el patro´n vuelve a coincidir, si bien siguen existiendo pequen˜as
diferencias en cuanto a la amplitud de ambas soluciones.
Finalmente, para AH = 400 (solucio´n aperio´dica) comprobamos como todo se complica
notablemente. Por simplificar la gra´fica, en la Figura 3.9 so´lo mostramos la solucio´n corres-
pondiente a m = 109 (ε = 0.99999). Como vemos, ni tomando un valor de ε tan elevado
somos capaces de reproducir correctamente la dina´mica de este atractor, obteniendo una vez
ma´s una solucio´n perio´dica con periodo doble (coincidente con la dina´mica de la solucio´n del
esquema semilagrangiano, salvando la aperiodicidad mostrada). En la Figura 3.10 mostra-
mos con ma´s detalle los resultados obtenidos para distintos valores de m correspondientes a
los valores de ε = 0.99, 0.999, 0.9999 y 0.99999. Se observa claramente la convergencia que va
mostrando cada uno de los modelos reducidos considerados para cada m. Mientras que para
los valores de m = 21 y 45 la solucio´n no es capaz ma´s que de mostrar una solucio´n perio´dica
muy lejana de la solucio´n nume´rica, para valores un poco ma´s altos, m = 74, la solucio´n se
vuelve completamente aperio´dica (si bien, no es capaz de captar la dina´mica exhibida por el
atractor obtenido para esta viscosidad). So´lo para m = 109 somos capaces de reproducir la
dina´mica general del atractor, aunque la solucio´n obtenida es perio´dica, y nunca aperio´dica,
como se observa en la Figura 3.10.
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Figura 3.10: Retrado de fase (E (t) − TD (t)) para AH = 400 con distintos valores de m corres-
pondientes a ε = 0.99, 0.999, 0.9999 y 0.99999, y solucio´n nume´rica directa.
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Resumiendo, podemos concluir de los experimentos nume´ricos realizados en la presente
seccio´n, que para atractores perio´dicos el me´todo FOE trabaja de un modo correcto, re-
produciendo la dina´mica del atractor salvo pequen˜as diferencias en cuanto a la amplitud.
Tambie´n podemos notar que para soluciones algo ma´s complejas (atractores perio´dicos con
periodo doble) es necesario incluir ma´s elementos en la base para reproducir correctamente la
dina´mica. En cualquiera de estos casos, concluimos que con una base de dimensio´n pequen˜a
podemos reproducir la dina´mica del atractor.
No ocurre lo mismo para atractores aperio´dicos. Por un lado la estructura del atractor
es mucho ma´s compleja, lo que lleva a la necesidad de bases mucho ma´s grandes que en los
casos anteriores. Observemos que esto ya es un problema pues, especialmente para valores
m superiores a 100, la cantidad de memoria que necesitamos para almacenar los vectores
y matrices que definen el sistema (3.39) es muy elevada, pues, a diferencia de los me´todos
nume´ricos directos (elementos finitos, diferencias finitas,...), estas matrices no presentan ce-
ros. Esto lleva a la necesidad de tener que almacenar del orden de O (106) elementos no nulos
so´lo para el te´rmino no lineal, Dk con k = 1, 2, . . . ,m. Adema´s, se muestra claramente como
la energ´ıa necesitada (el valor ε) es mucho mayor para poder reproducir el atractor de un
modo cualitativamente correcto.
Todas estas conclusiones las tendremos en cuenta en la siguiente seccio´n, en la cual
construiremos una base global para un rango de viscosidades siguiendo lo aprendido en esta
seccio´n para una o´ptima descripcio´n de cada atractor.
3.2.2. Estudio de bifurcacion para el modelo ω − ψ
Como ya comentamos, en la presente seccio´n realizaremos un ana´lisis de bifurcacio´n del
modelo reducido (3.39) con respecto del para´metro AH . Como veremos, esto nos dara´ un
diagrama de bifurcacio´n cualitativamente correcto del modelo (3.34). Para ello sera´ crucial
la eleccio´n del conjunto ortonormal construido mediante el me´todo SPOD, tal y como vimos
en el ejemplo del problema del obsta´culo en la Seccio´n 3.1.5.
Principalmente nos vamos a centrar en el estudio de bifurcacio´n dentro del rango del
para´metro AH ∈ (450, 1500), pues para valores de AH inferiores a 450 la solucio´n presenta
atractores aperio´dicos de dif´ıcil estudio, mientras que para valores de AH superiores a 1500
los atractores son de tipo estacionario y adema´s sime´trico tal y como queda resumido en la
Figura 2.10.
Para ello, y siguiendo la Seccio´n 3.1.4, vamos a elegir una serie de conjuntos
{ωi}i∈Ki ⊂ L2 (Ω), para i = 1, 2, . . . , s y para Ki =
{
ti1, t
i
2, . . . , t
i
ni
}
, que describan los atrac-
tores encontrados para distintos valores del para´metro AH . De esta forma, calcularemos una
base {φωi }i=1,2,...,m ⊂ L2 (Ω) sobre la que realizaremos la proyeccio´n de Galerkin para obtener
la expresio´n (3.39) a la que realizar el estudio de bifurcacio´n mediante el paquete AUTO97
[25].
De esta forma, utilizaremos los espacios definidos en (3.35) y la funcio´n media (3.36)
modificando el espacio H por Hi = (Rni , ‖·‖2), es decir, utilizaremos la metodolog´ıa SPOD
presentada en la Seccio´n 3.1.4 aplicado a (3.31).
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i AH ni mi
1 800 93 12
2 500 266 53
3 600 236 79
4 700 113 82
5 Atr.Est. 13 87
Tabla 3.3: Detalle de la base global construida (siguiendo la notacio´n de la Seccio´n 3.1.4). El
conjunto descrito por Atr.Est. se refiere a un conjunto formado por los atractores estacionarios
calculados para AH = 870, 880, 890, 900, 1000, 1100, 1200, 1225, 1250, 1275, 1300, 1400 y 1500.
Ma´s concretamente, los datos que tomamos vendra´n dados de los atractores obtenidos
para las viscosidades de AH = 800, 700, 600 y 500, junto con los atractores estacionarios
obtenidos. En la Tabla 3.3 describimos cada conjunto de datos ωi utilizado para la obtencio´n
de la base {φωi }i=1,2,...,m ⊂ L2 (Ω), donde en este caso m = 87.
Para aplicar el me´todo SPOD descrito en la Seccio´n 3.1.4 utilizaremos como estado de
referencia ω el promedio de ω1 (como ya explicamos en la Seccio´n 3.1.5 no encontramos
relevante la eleccio´n del estado de referencia siempre que este´ contenido en el conjunto de
atractores que queremos estudiar). Una vez ma´s el nu´mero de ima´genes utilizadas depende
u´nicamente del periodo de los atractores para cada valor de AH , donde en nuestro caso
hemos tomado 2 d´ıas como distancia temporal entre ima´genes. Adema´s, el valor de ε que
utilizaremos para elegir cada mi en la expresio´n (3.32) lo tomaremos como ε = 0.9999
(99.99% de energ´ıa) para los atractores perio´dicos con periodo simple, AH = 800 y 700,
ε = 0.99995 (99.995% de energ´ıa) para atractores perio´dicos de periodo doble, AH = 600
y 500, y ε = 0.999999 (99.9999% de energ´ıa) para el conjunto formado por los atractores
estacionarios.
Observemos en primer lugar que esta base contiene un alto nivel de energ´ıa para todo
el rango descrito que comprende a las viscosidades superiores a AH = 500 y a las inferiores
a AH = 1500. Esto puede observarse en el valor de m4 de la Tabla 3.3, donde an˜adimos
tan so´lo 3 nuevos elementos a la base, muy inferior a lo que obtendr´ıamos si analiza´ramos
este atractor directamente mediante el me´todo FOE (obse´rvese que ya para AH = 800
necesitamos elegir m1 = 12 y por tanto si realiza´ramos un ana´lisis FOE directamente sobre
AH = 700, el nu´mero de autofunciones necesarias con el mismo valor de ε ser´ıa superior a
12).
En la Figura 3.11 se muestra el diagrama de bifurcacio´n calculado por el paquete AUTO97
aplicado a las ecuaciones (3.39), utilizando la base descrita por la Tabla 3.3. En primer
lugar, podemos observar como esta base global es capaz de captar correctamente la primera
bifurcacio´n de tipo tenedor (descrito en la Seccio´n 2.2.4) que se produce en el modelo al
realizar el seguimiento de la rama de estados estacionarios. E´sta aparece so´lo como la rama
con valores de TD negativos debido a que todos los datos a los que aplicamos el me´todo
FOE y SPOD pertenecen a dicha rama. Debido a esto, la bifurcacio´n propiamente dicha no
aparece en el estudio de bifurcacio´n del modelo (3.39), y en su lugar aparece un cambio brusco
(aunque suavizado, no hay pe´rdida de derivabilidad en la curva de estados estacionarios)
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Figura 3.11: Diagrama de bifurcacio´n calculado para el modelo reducido (3.39) utilizando la base
descrita en la Tabla 3.3 y el texto. En continuo soluciones estables, en discontinuo las inestables.
Las soluciones perio´dicas se muestran representadas por el ma´ximo y el mı´nimo dentro del atractor.
Los c´ırculos representan las soluciones obtenidas por el esquema semilagrangiano y los rombos los
puntos cr´ıticos del modelo reducido.
en los valores de TD que presentan los estados estacionarios (recordemos que los estados
estacionarios sime´tricos presentan un valor TD = 0). En cuanto al punto cr´ıtico de AH en
que se produce dicha bifurcacio´n, el modelo no es capaz de dar una respuesta debido a que
dicha bifurcacio´n no se presenta realmente en el modelo reducido. En cambio, s´ı es capaz de
seguir correctamente esta rama a lo largo de todos los estados estacionarios introducidos a
la hora de construir la base global.
En la Seccio´n 2.2.4 avanza´bamos que la primera bifurcacio´n de Hopf que presenta el
modelo ω−ψ esta´ localizada en AH = 865± 5. En esta´ ocasio´n el modelo reducido es capaz
de localizar una bifurcacio´n de Hopf situada en el punto AH = 850.00, es decir, alrededor
del 1.76% de error. Como se observa tanto en la Figura 3.11 como en la Figura 3.12, el
modelo reducido es capaz de realizar un seguimiendo de la rama de atractores perio´dicos
correctamente, si bien presenta algunas diferencias mı´nimas en la amplitud de las soluciones
tal y como ya hab´ıamos observado en la Seccio´n 3.2.1.
De igual manera el modelo reducido es capaz de reproducir la bifurcacio´n en soluciones
perio´dicas de periodo doble. En esta ocasio´n esta bifurcacio´n viene dada en AH = 618.91 por
el modelo reducido frente al valor de AH = 675± 25 que ten´ıamos calculado anteriormente,
es decir, alrededor del 8.30% de error. Una vez ma´s el modelo reducido es capaz de seguir
adecuadamente las soluciones en este tipo de ramas de soluciones perio´dicas con periodo
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Figura 3.12: Comparacio´n del retrato de fase (E (t)−TD (t)) obtenido por el me´todo semilagran-
giano (azul) y el modelo reducido (rojo: solucio´n estable, y verde: solucio´n inestable).
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Figura 3.13: Comparacio´n de los periodos obtenidos para los atractores perio´dicos de periodo sim-
ple y doble del esquema semilagrangiano (c´ırculos) y el modelo reducido (l´ınea). Para los periodos
dobles dividimos por dos el periodo. Los rombos indican los puntos cr´ıticos.
doble tal y como queda reflejado en la Figura 3.11 y con detalle en la Figura 3.12.
Si realizamos un seguimiento a esta nueva rama de soluciones perio´dicas de periodo
doble, obtenemos que para el valor de AH = 549.41 esta rama termina junta´ndose con la
rama inicial de atractores perio´dicos de periodo simple, ver Figura 3.11. Adema´s, continuando
nuevamente las soluciones perio´dicas de periodo simple, volvemos a localizar una nueva rama
de atractores perio´dicos de periodo doble que se inicia y termina en la rama de periodo simple.
En concreto estos atractores comenzar´ıan en AH = 518.09 y terminar´ıan en AH = 469.08. Si
continuamos esta rama de periodo simple, no volvemos a observar ninguna nueva bifurcacio´n
en el rango de estudio y por tanto, los atractores en valores inferiores a AH = 469.08 son de
tipo perio´dico de periodo simple tal y como se muestra en la Figura 3.11.
Esto vuelve a ser consistente una vez ma´s con los resultados obtenidos por el esquema
semilagrangiano, pues como vimos en la Seccio´n 2.2.4, e´sta u´ltima bifurcacio´n sobre la rama
de soluciones perio´dicas de periodo simple se encontraba localizada en AH = 465± 5, que es
exactamente el valor obtenido por el esquema reducido. Obviamente para valores inferiores
del para´metro AH los atractores del modelo reducido y el esquema semilagrangiano no se
corresponden debido a que estamos extrapolando mediante el modelo reducido (la base la
construimos con informacio´n procedente de viscosidades de AH = 500 y superiores y nunca
inferiores a esta). En la Figura 3.12 podemos observar las diferencias existentes entre el
modelo reducido y el esquema semilagrangiando para AH = 450.
Debemos hacer notar tambie´n que entre las dos ramas existentes de atractores perio´dicos
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de periodo doble existe una regio´n comprendida entre AH ∈ (516.34, 543.91) en la cual
cohabitan al menos dos atractores que procenden de la rama de atractores perio´dicos de
periodo simple, ver Figura 3.11.
En la Figura 3.13 mostramos la comparacio´n entre los periodos obtenidos por el esquema
semilagrangiano y el modelo reducido. Una vez ma´s se observa como el modelo reducido sigue
correctamente esta rama, presentando algunas diferencias para ciertos valores concretos del
para´metro AH , si bien cualitativamente y globalmente podemos dar por correcta la solucio´n.
En resumen podemos concluir que el modelo reducido procedente de la base global
construida, es capaz de dar una buena respuesta cualitativa del diagrama de bifurcacio´n,
principalmente en lo que se refiere al seguimiento de las distintas ramas de atractores del
modelo. Sin embargo, tambie´n debemos hacer notar que el modelo reducido tiene serias difi-
cultades en localizar de un modo preciso los distintos puntos de bifurcacio´n. Especialmente
para el caso de la primera bifurcacio´n en atractores con periodo doble, donde el error es
quiza´s muy grande. Tambie´n debemos notar que es de dudosa veracidad las dos ramas de
periodo doble localizadas e incluso la regio´n de coexistencia de atractores perio´dicos.
3.3. Aplicacio´n de las Funciones Ortogonales Emp´ıri-
cas al modelo generalizado
En la presente seccio´n trataremos de hacer un estudio equivalente al mostrado en la
Seccio´n 3.2 para el modelo generalizado aplicado a los resultados descritos en la Seccio´n
2.3.3. De esta forma, aplicaremos el me´todo FOE a los resultados de las ecuaciones
∂ (Hu)
∂t
+ ~u · ∇ (Hu)− AH∆(Hu)− fHv = − 1
ρ0
H
∂p
∂x
− γHu+ τ 1
ρ0
, en Ω× (0, T )
∂ (Hv)
∂t
+ ~u · ∇ (Hv)− AH∆(Hv) + fHu = − 1
ρ0
H
∂p
∂y
− γHv + τ 2
ρ0
, en Ω× (0, T )
div (H~u) = 0, en Ω× (0, T )
~u|∂Ω = 0
(3.40)
tal y como describ´ıamos en las Secciones 2.3 y 3.1 y donde H,~τ = (τ 1, τ 2) , f, γ, ρ0, AH y Ω
vienen descritos en la Seccio´n 2.3.3.
De esta forma so´lo nos queda fijar los espacios funcionales donde vayamos a aplicar el
me´todo FOE, tal y como se describ´ıa en la Seccio´n 3.1. Para ello, y como venimos haciendo,
lo primero que tenemos que observar es que las soluciones del problema descrito en (3.40)
esta´n contenidas en el espacio de Hilbert
X =
{
~u ∈ H10 (Ω)2 : div (H~u) = 0
}
y en concreto lo o´ptimo sera´ buscar las autofunciones en el espacio L2 (Ω)2 tal y como hicimos
en el ana´lisis del problema del obsta´culo en la Seccio´n 3.1.3.
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As´ı, si una vez ma´s tomamos un estado de referencia
−→
u ∈ L2 (Ω)2 y un conjunto
{~u (t)}t∈K ⊂ L2 (Ω)2, con K = {t1, t2, . . . , tn}, describiendo un atractor de las ecuaciones
(3.40) para algu´n valor del para´metro de viscosidad horizontal AH , aplicaremos el me´todo
FOE al conjunto
{~w (t)}t∈K =
{
~u (t)−−→u
}
t∈K
⊂ L2 (Ω)2
tal y como explica´bamos en la Seccio´n 3.1.2.
En esta ocasio´n los espacios funcionales que vamos a utilizar sera´n los siguientes∣∣∣∣∣∣
Z = (Rn, ‖·‖2)
I = Ω
N = 2
junto con la funcio´n media definida por
〈·〉 : Ω −→ R
f 7−→
∫
Ω
(Hf)
donde, el espacio funcional Z hara´ las veces del espacio H que venimos utilizando a lo largo
del presente cap´ıtulo (observemos que el cambio de notacio´n en esta seccio´n se hace a fin de
no confundir con la funcio´n profundidad tambie´n descrita por H).
Observacio´n 3.25 Si observamos la u´nica diferencia que existe entre la eleccio´n de estos
espacios funcionales a los que aplicaremos el me´todo FOE, respecto de aquellos utilizados
para el problema del obsta´culo, Seccio´n 3.1.3, reside en la eleccio´n de la funcio´n media.
Como veremos en lo que sigue, es justamente esta eleccio´n la que nos permitira´ eliminar el
te´rmino de la presio´n de (3.40), tal y como hicimos en la Seccio´n 3.1.3. Recordemos que este
te´rmino no es de relevancia en el estudio del sistema por ser un multiplicador de Lagrange
[64].
Observacio´n 3.26 Ana´logamente, si queremos utilizar el me´todo SPOD para construir una
base que describa de forma o´ptima varios atractores correspondientes a un rango concreto
del para´metro AH , no tenemos ma´s que tomar Zi = (Rni , ‖·‖2), donde ni sera´ el nu´mero de
ima´genes del i-e´simo conjunto a analizar mediante el me´todo SPOD tal y como vimos en la
Seccio´n 3.1.4.
De esta manera, obtendremos una vez ma´s que el operador T : Rn −→ Rn vendra´ dado
por una matriz K = ((kij))1≤i,j≤n donde
kij = K (ti, tj) =
∫
Ω
H (x) (~u (ti, x) · ~u (tj, x)) dx
Aplicando el me´todo FOE (o SPOD) al conjunto anteriormente descrito, obtendremos
nuevamente una base ortonormal
{
~φj
}
j=1,2,...,n
⊂ L2 (Ω)2. Sin embargo, debemos notar que
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en esta ocasio´n, y debido a los espacios que hemos elegido, esta base sera´ ortonormal en el
espacio de Hilbert
(
L2 (Ω)2 , 〈·, ·〉L2(Ω)2
)
, Observacio´n 3.8.
De esta forma, si queremos realizar la proyeccio´n de Galerkin, no tenemos ma´s que
sustituir la funcio´n
~um (t, x) =
−→
u (x) +
m∑
i=1
ai (t)~φi (x) =
−→
u (x) + ~wm (t, x) , (donde 1 ≤ m ≤ n)
en la expresio´n (3.40) y multiplicar por ~φk con la norma usual del espacio L
2 (Ω)2:
(
∂ (H~um)
∂t
, ~φk
)
L2(Ω)2
= −
(
~um · ∇ (H~um)− AH∆(H~um) + fH~um⊥, ~φk
)
L2(Ω)2
+
+
(
− 1
ρ0
H∇p− γH~um + ~τ
ρ0
, ~φk
)
L2(Ω)2
(3.41)
Notemos que tendremos la siguiente relacio´n entre los dos productos escalares de L2 (Ω)2
que venimos manejando:
〈
~φ, ~ϕ
〉
L2(Ω)2
=
∫
Ω
(
H
(
~φ · ~ϕ
))
=
∫
Ω
((
H~φ
)
· ~ϕ
)
=
(
H~φ, ~ϕ
)
L2(Ω)2
As´ı, si empezamos a simplificar en (3.41) tendremos
(
∂ (H~um)
∂t
, ~φk
)
L2(Ω)2
=
∂
∂t
(
H~um, ~φk
)
L2(Ω)2
=
∂
∂t
〈
~um, ~φk
〉
L2(Ω)2
= a′k (t) =
= −
(
~um · ∇ (H~um) , ~φk
)
L2(Ω)2
+ AH
(
∆(H~um) , ~φk
)
L2(Ω)2
−
−
(
f (H~um)⊥ , ~φk
)
L2(Ω)2
− 1
ρ0
(
H∇p, ~φk
)
L2(Ω)2
− γ
(
H~um, ~φk
)
L2(Ω)2
+
(
~τ
ρ0
, ~φk
L2(Ω)2
=
= −
((−→
u + ~wm
)
· ∇
(
H
(−→
u + ~wm
))
, ~φk
)
L2(Ω)2
+
+AH
(
∆
(
H
(−→
u + ~wm
))
, ~φk
)
L2(Ω)2
−
〈
f
(−→
u + ~wm
)⊥
, ~φk
〉
L2(Ω)2
−
− 1
ρ0
(
H∇p, ~φk
)
L2(Ω)2
− γ
〈(−→
u + ~wm
)
, ~φk
〉
L2(Ω)2
+
(
~τ
ρ0
, ~φk
)
L2(Ω)2
=
=
m∑
i,j=1
dijkai(t)aj(t) +
m∑
i=1
(qki + AHq
′
ki) ai(t) + (rk + AHr
′
k)
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donde
dijk = −
(
~φi · ∇
(
H~φj
)
, ~φk
)
L2(Ω)2
qki = −
(−→
u · ∇
(
H~φi
)
, ~φk
)
L2(Ω)2
−
(
~φi · ∇
(
H
−→
u
)
, ~φk
)
L2(Ω)2
−
〈
f~φ
⊥
i ,
~φk
〉
L2(Ω)2
− γδik
q′ki = −
(
∇
(
H~φi
)
,∇~φk
)
L2(Ω)2
rki = −
(−→
u · ∇
(
H
−→
u
)
, ~φk
)
L2(Ω)2
−
〈
f
−→
u ⊥, ~φk
〉
L2(Ω)2
− γ
〈−→
u ,~φk
〉
L2(Ω)2
+
(
~τ
ρ0
, ~φk
)
L2(Ω)2
r′ki = −
(
∇
(
H
−→
u
)
,∇~φk
)
L2(Ω)2
es decir, tenemos que resolver el sistema de ecuaciones ordinarias siguiente:
a′k (t) =
m∑
i,j=1
dijkai(t)aj(t) +
m∑
i=1
(qki + AHq
′
ki) ai(t) + (rk + AHr
′
k) ∀k = 1, 2, . . . ,m (3.42)
Obse´rvese que gracias a la eleccio´n de la funcio´n media asociada al me´todo FOE, el
te´rmino de la presio´n desaparece debido a que tenemos
(
H∇p, ~φk
)
L2(Ω)2
=
(
∇p,H~φk
)
L2(Ω)2
=
∫
Ω
p div
(
H~φk
)
= 0
ya que
div
(
H~φk
)
= 0 ∀k = 1, 2, . . . , n
Si una vez ma´s, llamamos∣∣∣∣∣∣∣∣
Dk = ((dijk))1≤i,j≤m ∈Mm×m (R)
Qk = (qk1, . . . , qkm) ∈ Rm
Q′k = (q
′
k1, . . . , q
′
km) ∈ Rm
~a (t) = (a1 (t) , . . . , am (t))
, para k = 1, 2, . . . ,m.
tendremos que la expresio´n (3.42) podemos escribirla de la forma
a′k (t) = ~a (t) ·Dk · ~a (t) + (Qk + AHQk) · ~a (t) + (rk + AHr′k) , k = 1, . . . ,m (3.43)
Como podemos observar en la expresio´n (3.43), volvemos a tener exactamente el mismo
sistema de ecuaciones diferenciales ordinarias que en los ejemplos anteriores. As´ı, utilizaremos
esta expresio´n, tanto para caracterizar cada uno de los atractores de (3.40), como para
realizar un estudio cualitativo de este modelo, tal y como hicimos para el modelo ω − ψ.
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Figura 3.14: Decaimiento de 1− E (m) para las dos viscosidades de estudio.
3.3.1. Estudio de atractores en el modelo generalizado
Como en casos anteriores, y tal como venimos comentando, esta seccio´n la dedicaremos
al estudio de algunos de los atractores encontrados nume´ricamente mediante el esquema
semilagrangiano descrito en la Seccio´n 2.3. Para ello, utilizaremos los resultados obtenidos
en la Seccio´n 2.3.3 para extraer una base de cada atractor para despue´s analizar dicho
atractor mediante el modelo reducido (3.43).
Nos centraremos principalmente en el estudio de los atractores de tipo perio´dico y cuasi-
perio´dico que encontramos en la Seccio´n 2.3.3 (ver Figura 2.30). De esta forma, elegimos las
viscosidades de AH = 670 (atractor perio´dico) y AH = 640 (atractor cuasi-perio´dico), para
el ana´lisis de estos atractores por el me´todo FOE.
En la Tabla 3.4 se muestra el nu´mero de ima´genes tomadas para cada uno de los atrac-
tores. Como es usual, la eleccio´n del nu´mero de ima´genes se debe u´nicamente al periodo del
atractor, es decir, se elige de tal manera que describa un atractor completo. Para AH = 640,
donde el atractor posee dos frecuencias inconmensurables, elegimos un nu´mero de ima´genes
suficientemente elevado para que el periodo que se reproduce de la frecuencia ma´s baja quede
cubierto (si bien, debemos darnos cuenta de que este atractor es de tipo toroidal, y por tanto,
a diferencia de los atractores perio´dicos, nunca podremos obtener una imagen completa del
atractor).
AH 670 640
n 26 200
Tabla 3.4: Nu´mero de ima´genes tomadas para cada experimento. La distancia entre ima´genes
corresponde a un d´ıa de integracio´n nume´rica para AH = 670 y dos d´ıas para AH = 640.
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Figura 3.15: Comparacio´n del retrato de fase (E (t)−TD (t)) para las dos viscosidades de estudio
con ε = 0.99999 (AH = 670), y ε = 0.9999 y 0.999999 (AH = 640).
La eleccio´n de la dimensio´n del sistema reducido que debemos elegir para cada atractor
vendra´ dado una vez ma´s por la expresio´n
E (m) =
‖wm‖2
L2(K;L2(Ω)2)
‖w‖2
L2(K;L2(Ω)2)
=
m∑
j=1
λj
n∑
j∈1
λj
> ε
donde el valor de ε dependera´ de cada tipo de atractor.
En la Figura 3.14 podemos apreciar una vez ma´s el ra´pido decaimiento que presenta la
acumulacio´n de energ´ıa a medida que vamos tomando ma´s autofunciones. Tambie´n podemos
observar como para la viscosidad de AH = 640, el decaimiento es ma´s lento debido a que
la complejidad de este atractor es mayor. En cualquiera de los dos casos podemos observar
que con muy pocas autofunciones podemos capturar una cantidad de energ´ıa muy elevada.
En particular, para ε = 0.999999 (99.9999% de la energia), necesitamos so´lo m = 23 auto-
funciones para AH = 640. Veremos sin embargo, que el modelo reducido aplicado a este
problema es muy sensible a la eleccio´n de su dimensio´n, y e´sta sera´ crucial para una buena
solucio´n e incluso comprobaremos como para cada caso particular esta eleccio´n puede ser
muy diferente.
En la Figuras 3.15 y 3.16 mostramos los resultados obtenidos por el modelo reducido
(3.43) frente a la solucio´n nume´rica del esquema semilagrangiano de estos dos atractores.
Como podemos observar en estas figuras, la diferencia ma´s importante a la hora de aplicar
el me´todo FOE al modelo generalizado, consiste en la eleccio´n del para´metro ε que nos lleva
a elegir la dimensio´n m del modelo reducido (3.43).
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Figura 3.16: Comparacio´n de la energ´ıa cine´tica de cada atractor frente a la solucio´n del modelo
reducido: (a) AH = 670, m = 4 (99.99%), (b) AH = 670, m = 8 (99.9999%) y (c) AH = 640, m =
15 (99.999%).
Usualmente el valor necesario para obtener una buena descripcio´n del atractor en cues-
tio´n, consist´ıa en tomar el valor de ε correspondiente al 99.99% de la energ´ıa. Sin embargo,
eligiendo este valor de ε para la viscosidad de AH = 670 (m = 4), Figura 3.16(a), podemos
apreciar como la solucio´n empieza siguiendo adecuadamente la l´ınea general del atractor
para terminar saliendo de e´l y finalmente caer en un atractor de tipo aperio´dico sin ningu´n
patro´n fijo (no mostrado -valores t > 600-). Para este atractor necesitamos llegar al 99.999%
de energ´ıa (m = 6) para empezar a obtener soluciones correctas, Figura 3.15.
Si bien debemos notar que el modelo reducido exhibe diferencias entre ambos resultados
ma´s significativas que en casos anteriores, el modelo sigue obteniendo una solucio´n cualita-
tivamente correcta.
Si incrementamos el nu´mero de autofunciones hasta llegar al 99.9999% de energ´ıa
(m = 8), volveremos a encontrar que el modelo reducido no alcanza un atractor correc-
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to, en este caso debido a que empezamos a introducir ruido en el modelo, comportamiento
ya observado por numerosos autores. En esta ocasio´n, la solucio´n explota en tiempo finito
aproximadamente a un valor de t = 350, Figura 3.16(b).
Para AH = 640 volvemos a observar el mismo comportamiento. En este caso s´ı resulta
correcto elegir el 99.99% de energ´ıa (m = 10) tal y como se muestra en la Figura 3.15.
Una vez ma´s observamos que la diferencia entre el atractor calculado por el modelo reducido
y el esquema semilagrangiano son significativas (incluyendo que con el modelo reducido
obtenemos una solucio´n perio´dica en vez de cuasi-perio´dica), pero siempre manteniendo una
dina´mica cualitativamente correcta. En cambio, para valores de energ´ıa superiores a e´ste,
podemos observar como el modelo reducido deja de alcanzar atractores adecuados. Para
un valor de energ´ıa del 99.999% (m = 15), el atractor del modelo reducido es un estado
estacionario, Figura 3.16(c), mientras que para el 99.9999% (m = 23), el atractor es un
estado perio´dico erro´neo, Figura 3.15 (ni la amplitud de la energ´ıa cine´tica, ni la dina´mica,
son correctos).
Todos estos problemas que encuentra el modelo reducido para describir adecuadamente
cada atractor puede deberse a varios factores (y que tendremos que tener muy en cuenta a la
hora de construir la base global del me´todo SPOD para el posterior estudio de bifurcacio´n).
En primer lugar, no es extran˜o encontrarnos que eligiendo m excesivamente grande el
modelo reducido acumule demasiado ruido y muestre atractores erro´neos. Este hecho ya ha
sido observado por numerosos autores. En segundo lugar, y lo que quiza´s sea ma´s sorpren-
dente, es obtener un atractor erro´neo para valores de ε = 0.9999. Esto puede ser debido a
que para AH = 670, el atractor esta´ contenido en un espacio af´ın de dimensio´n muy baja,
lo que hace que incluir, o no incluir, ciertas autofunciones pueda ser crucial para el correcto
ca´lculo de los atractores.
3.3.2. Estudio de bifurcacio´n para el modelo generalizado
Para el estudio de bifurcacio´n del modelo generalizado utilizaremos nuevamente la me-
todolog´ıa desarrollada en el presente cap´ıtulo. Una vez ma´s nos centraremos en aplicar el
me´todo SPOD a conjuntos de la forma (3.31) tal y como desarrollamos en la Seccio´n 3.1.4 (o
en ejemplos concretos en las Secciones 3.1.5 y 3.2.2). En este caso, el estudio de bifurcacio´n lo
centraremos en el rango del para´metro AH ∈ (600, 5000) pues es dentro de este rango donde
encontramos atractores perio´dicos y estacionarios del modelo, mientras que para valores
ma´s pequen˜os del para´metro AH los atractores empiezan a exhibir estructuras demasiado
complejas para el estudio mediante estas te´cnicas.
Los conjuntos que utilizaremos para la construccio´n de la base global, estara´n formados
por los atractores de tipo perio´dico encontrados para las viscosidades de AH = 670 y 650,
el atractor cuasi-perio´dico para AH = 640, y un conjunto que contiene todos los atractores
estacionarios descritos en la Seccio´n 2.3.3 (viscosidades AH ≥ 680).
Como venimos explicando a lo largo del presente cap´ıtulo, para cada atractor perio´dico
utilizamos el nu´mero de ima´genes que describan de manera exacta un periodo completo.
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i AH ni mi
1 670 26 6
2 640 200 15
3 650 24 20
4 Atr.Est. 10 30
Tabla 3.5: Detalle de la base global construida (siguiendo la notacio´n de la Seccio´n 3.1.4). El
conjunto descrito por Atr.Est. se refiere a un conjunto formado por los atractores estacionarios cal-
culados para AH = 680, 690, 700, 800, 900, 1000, 1500, 2000, 3000 y 5000. La distancia entre ima´genes
corresponde a un d´ıa para AH = 670 y AH = 650, y de dos d´ıas para AH = 640.
En este caso utilizaremos una distancia temporal de un d´ıa de integracio´n nume´rica entre
ima´genes. Para el atractor cuasi-perio´dico, AH = 640, tomamos dos d´ıas de integracio´n
nume´rica entre ima´genes, con un nu´mero de ima´genes los ma´s amplio posible tal y como
explicamos en la Seccio´n 3.3.1.
Los valores ε que tomamos para elegir cada mi en la expresio´n (3.32) variara´n de acuerdo
a lo estudiado en la Seccio´n 3.3.1. As´ı, para AH = 670 y AH = 650 (atractores perio´di-
cos) tomaremos el valor de ε correspondiente al 99.999% de energ´ıa, frente al 99.99% del
atractor correspondiente a AH = 640. Adema´s, para el conjunto de atractores estacionarios
tomaremos ε correspondiente al 99.9999% de energ´ıa.
En primer lugar debemos notar que, si bien a priori no vamos a ser capaces de reproducir
la cuasi-periodicidad de la solucio´n para AH = 640, en el caso de introducir ma´s autofun-
ciones procedentes de este atractor, so´lo incluir´ıamos ruido, como quedo demostrado en la
Seccio´n 3.3.1. Adema´s debemos observar que para incluir una alta cantidad de energ´ıa que
describan todos los atractores estacionarios que hemos encontrado, necesitamos incluir 10
nuevas autofunciones, es decir, el mismo nu´mero que elementos tiene este conjunto. Esto
es debido al amplio rango del para´metro AH que estamos estudiando, lo que hace que las
soluciones en todo este rango este´n muy incorreladas, a diferencia de los casos anteriormente
estudiados. En lo que sigue veremos que esto no presenta ninguna dificultad para el me´todo.
En la Tabla 3.5 se describe cada uno de los conjuntos utilizados en el me´todo SPOD,
indicando tanto el nu´mero de ima´genes que posee cada conjunto, ni, como el nu´mero de
autofunciones tomadas, mi, para el valor de ε descrito. En total, la base obtenida posee una
dimensio´n de 30.
De esta forma, el estudio de bifurcacio´n de nuestras ecuaciones de partida (3.40), lo
realizaremos como un estudio de bifurcacio´n del sistema de ecuaciones diferenciales ordinarias
(3.43) aplicada a la base descrita, es decir, el sistema tiene dimensio´n 30. Como en casos
anteriores, utilizaremos el programa AUTO97 [25] para el estudio de bifurcacio´n de (3.43).
En las Figuras 3.17 y 3.18 mostramos el resultado obtenido por AUTO97. Como pode-
mos observar claramente en la Figura 3.17, el modelo reducido (3.43) es capaz de seguir
adecuadamente todos los atractores de tipo estacionario, con mı´nimas diferencias cerca ya
del primer punto cr´ıtico (primera bifurcacio´n de Hopf).
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Figura 3.17: Diagrama de bifurcacio´n de estados estacionarios para el modelo reducido (3.43). Los
c´ırculos representan las soluciones obtenidas mediante el me´todo semilagrangiano.
En la Figura 3.18 podemos ver con ma´s detalle la regio´n en la cual se encuentran los
atractores perio´dicos. Si observamos, podemos ver la complejidad que muestra en este caso
el modelo reducido (3.43). En primer lugar debemos fijarnos en la coexistencia de mu´ltiples
estados estacionarios, tanto estables (atractores) como inestables (hasta un ma´ximo de 7
para AH = 640). Esta rama de estados estacionarios proveniente de viscosidades altas,
pierde la estabilidad debido a una bifurcacio´n de tipo Hopf en AH = 645.36. A partir de ah´ı,
existen varios puntos l´ımites que provocan la multitud de estados estacionarios en un rango
aproximado de AH ∈ (620, 710), volviendo incluso a recuperar la estabilidad mediante dos
nuevas bifurcaciones de tipo Hopf en los puntos AH = 711.62 y AH = 643.92.
Adema´s de las tres bifurcaciones de Hopf mencionadas, el sistema posee hasta 5 nuevas
bifurcaciones de Hopf a lo largo de esta rama de estados estacionarios, si bien todas ellas
esta´n localizadas en aquella regio´n donde la rama es inestable.
Si seguimos cada una de las ramas de soluciones perio´dicas que emanan de cada punto
de bifurcacio´n de Hopf (donde se pierde o gana estabilidad) podemos ver como so´lo una de
estas ramas se convierte en atractores perio´dicos, mientras que las otras dos son soluciones
perio´dicas inestables (en el sentido de variedades, [44]).
La primera de estas ramas, que emana desde el punto cr´ıtico localizado en AH = 645.36,
simplemente va tomando valores de viscosidad horizontal menores al de dicho punto cr´ıtico,
mientras la amplitud de sus soluciones se va haciendo cada vez mayor a medida que vamos
avanzando por la rama. La segunda de las ramas (desde el punto situado en AH = 711.62)
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Figura 3.18: Detalle del diagrama de bifurcacio´n del modelo reducido (3.43). En continuo, so-
luciones estables, en discontinuo, inestables. En azul representamos las ramas de ciclos inestables
(ma´ximo-mı´nimo para cada valor de AH), y en verde las ramas de atractores perio´dicos. Los rombos
indican puntos cr´ıticos (bifurcaciones de Ho¨pf), y los c´ırculos las soluciones del esquema semila-
grangiano (los atractores perio´dicos vienen representados por su valor ma´ximo y mı´nimo).
conecta con otro punto de bifurcacio´n de Hopf localizado en la rama de estados estacionarios
donde la rama es inestable, AH = 643.16. So´lo en la tercera rama (desde el punto localizado en
AH = 643.92) obtenemos atractores perio´dicos, si bien, esta rama termina en AH = 640.66.
En cada una de estas tres ramas (principalmente en las dos inestables) encontramos
nuevas bifurcaciones de Hopf y de tipo toroidal. Las ramas provenientes de bifurcaciones
de tipo toroidal son muy complicadas de seguir, y en concreto el paquete AUTO97 nos
imposibilita esta opcio´n. Todas las dema´s bifurcaciones de Hopf esta´n situadas en ramas de
soluciones inestables, y por tanto, conocemos a priori su inestabilidad. En la gra´fica, Figura
3.18, tampoco mostramos estas soluciones por claridad.
Por contra, los atractores calculados mediante el esquema semilagrangiano, adelantaban
atractores de tipo perio´dico para valores de viscosidad AH ≤ 675 ± 5 (presumiblemente
tendr´ıamos una bifurcacio´n de Hopf en AH = 675 ± 5). El modelo reducido no es capaz de
localizar ningu´n atractor de tipo perio´dico para viscosidades por encima de AH = 643.92.
Adema´s, para viscosidades por debajo de AH = 643± 3 el esquema semilagrangiano nos
calculaba atractores de tipo cuasi-perio´dico. Una vez ma´s el modelo reducido no es capaz de
reproducir este tipo de atractores (lo que ya hab´ıamos adelantado) debido principalmente a
la complejidad que ofrecen.
146 CAPI´TULO 3. FUNCIONES ORTOGONALES EMPI´RICAS
En resumen, debemos hacer notar que las diferencias ma´s significativas entre el modelo
reducido, ecuaciones (3.43), y nuestro modelo de partida resuelto nume´ricamente mediante el
me´todo semilagrangiano, ecuaciones (3.40), se centran principalmente en aquellos atractores
no estacionarios. Por un lado, el esquema semilagrangiano adelantaba una primera bifur-
cacio´n en soluciones perio´dicas en AH = 675 ± 5, y otra en soluciones cuasi-perio´dicas en
AH = 643± 3. En cambio, el modelo reducido nos presenta una primera bifurcacio´n de Hopf
en AH = 645.36, procedente de atractores estacionarios, para despue´s mostrarnos un amplio
rango en el que conviven multiples estados estacionarios y perio´dicos. Adema´s, los atractores
perio´dicos quedan confinados en un estrecho rango localizado en AH ∈ (640.66, 643.92).
El motivo por el cual el modelo reducido no es capaz de aproximarse a los resultados
obtenidos por el esquema semilagrangiano, debemos buscarlo en la sensibilidad que e´ste
posee en la introduccio´n de ruido. Es decir, tal como vimos en la Seccio´n 3.3.1, elegir ma´s
o menos autofunciones de las necesarias puede resultar crucial para poder adaptarnos de un
modo cualitativamente correcto a nuestras soluciones.
Conclusiones
En esta memoria nos hemos ocupado del estudio de la dina´mica que pueden presentar los
oce´anos. Para ello, hemos decidido optar por un modelo barotro´pico por su sencillez frente
a otros tridimensionales. Esto tambie´n nos ha permitido realizar un gran nu´mero de simula-
ciones nume´ricas sobre mallado muy finos. Puesto que en este tipo de modelos la viscosidad
horizontal siempre es un para´metro con gran incertidumbre, el intere´s de este trabajo lo he-
mos centrado en el estudio de los atractores que presenta el modelo para los distintos valores
de la viscosidad horizontal. Para este estudio, que matema´ticamente se corresponde con un
ana´lisis de bifurcacio´n, hemos aplicado el me´todo de las Funciones Ortogonales Emp´ıricas,
generalizando algunas te´cnicas ya empleadas por algunos autores.
El modelo barotro´pico de circulacio´n ocea´nica lo hemos desarrollado con el fin de retener
una de las principales caracter´ısticas que se presenta en la dina´mica de los oce´anos: la in-
fluencia que la batimetr´ıa presenta en dicha dina´mica. Como se desprende de los resultados
presentados en el Cap´ıtulo 2, este nuevo modelo, a diferencia de otros habitualmente utiliza-
dos, es capaz de captar ciertas caracter´ısticas importantes que se presentan en la dina´mica
del oce´ano. En concreto, en el Oce´ano Atla´ntico Norte, somos capaces de localizar la separa-
cio´n entre la Corriente del Golfo y la Corriente del Labrador a latitudes mucho ma´s realistas
que la mayor´ıa de modelos bidimensionales.
Sin embargo, tambie´n debemos incidir en el hecho de que existen numerosos factores
importantes dentro de la dina´mica del oce´ano (en nuestro caso, el Oce´ano Atla´ntico Norte)
que quedan sin resolver adecuadamente. Esto implica la necesidad de emplear modelos ma´s
completos si se precisa de soluciones ma´s realistas, en cuyo caso, la necesidad de modelos
tridimensionales ser´ıa casi inevitable.
En cuanto a la utilizacio´n del me´todo de las Funciones Ortogonales Emp´ıricas para el
estudio de atractores y estudio de bifurcaciones, hemos visto como los resultados pueden
ser completamente distintos dependiendo de la naturaleza del modelo, la complejidad de los
atractores, etc. En primer lugar, hemos observado como este me´todo es capaz de caracterizar
adecuadamente las soluciones perio´dicas, utilizando para ello bases de dimensio´n pequen˜a
(en algunos casos por debajo incluso de diez). En cambio, tambie´n hemos podido comprobar
lo ineficiente que en casos ma´s complejos puede resultar. En la Seccio´n 3.2.1 hemos mostrado
que no era capaz de reproducir la aperiodicidad exhibida por el esquema semilagrangiano
para AH = 400 (independientemente del nu´mero de autofunciones que toma´ramos para hacer
la proyeccio´n de Galerkin). En la Seccio´n 3.3.1 adema´s podemos observar la enorme dificultad
existente para elegir el nu´mero o´ptimo de autofunciones con que construir el modelo reducido.
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De hecho, en ningu´n caso hemos podido obtener soluciones cuasi-perio´dicas, e incluso las
perio´dicas nos proporcionaron serias dificultades para poder construir un modelo reducido
adecuado.
Estas dificultades se ven agravadas en el estudio de bifurcacio´n. Debido a la imposibilidad
de reproducir ciertos resultados complejos, comprobamos co´mo e´stos tampoco se pod´ıan
obtener (como, por otro lado, es razonable) en el posterior ana´lisis de bifurcacio´n. Adema´s,
a pesar de realizar el estudio de bifurcacio´n proyectando sobre una base que posee informacio´n
de un conjunto de atractores completo, esta base no ha demostrado ser determinante para
tal fin. De hecho, en ningu´n caso hemos podido localizar los puntos cr´ıticos (puntos de
bifurcacio´n) con exactitud, e incluso, como hemos comprobado en la Seccio´n 3.3.2, esta base
global no es capaz de reproducir de manera o´ptima aquellos atractores no estacionarios.
A pesar de todo, s´ı podemos concluir que los estudios de bifurcacio´n realizados mediante
estas te´cnicas, son capaces de proporcionar un correcto (y bastante preciso) seguimiento de
las ramas estacionarias, prediciendo el primer punto de bifurcacio´n de Hopf con un error
del 5% aproximadamente. Adema´s, tal y como hemos comprobado en las Secciones 3.2.1
y 3.1.5, cuando el sistema dina´mico no es excesivamente complejo, el seguimiento de la
ramas perio´dicas es cualitativamente correcto (aunque siempre con pequen˜os errores de tipo
cuantitativo).
Las posibles modificaciones que podr´ıan realizarse a este tipo de te´cnicas para mejorar
los resultados podr´ıan encauzarse en las siguientes direcciones:
(i) Recientemente se ha empezado a desarrollar una te´cnica denominada SV-POD, Spec-
tral Viscosity POD, [61]. Esta te´cnica ofrece algunas variantes interesantes. La idea consiste
en introducir en el modelo un te´rmino adicional de viscosidad. Con esto se consigue que
muchas de las soluciones de cierto de tipo de atractores se aproximen a las soluciones direc-
tas que ofrecen los esquemas nume´ricos convencionales, las cuales, no pueden ser tratadas
correctamente mediante el me´todo FOE (como hemos visto, por ejemplo, en la Seccio´n 3.3.2).
Esta podr´ıa ser una posible solucio´n a este tipo de problemas, si bien su extensio´n a estudios
de bifurcacio´n, como los presentados en esta memoria, no parecen triviales.
(ii) En todos los ejemplos descritos en este trabajo, nos hemos centrado en soluciones
que, en general, esta´n contenidas dentro del espacio L2 (Ω). Sin embargo, es conocido que en
la mayor´ıa de estos sistemas dina´micos, estas soluciones pertenecen a espacios ma´s regulares
como H1 (Ω). Muchos autores creen que al realizar las correspondientes proyecciones sobre
L2 (Ω) se pierde parte de la informacio´n que posee la solucio´n bajo estudio. Por tanto, otra
posible forma de solventar los problemas surgidos, habr´ıa que buscarla en los espacios sobre
los que se realizan las proyecciones que dan lugar a la matriz de correlacio´n.
(iii) Algunos trabajos recientes proponen un estudio teo´rico sobre los efectos que pequen˜as
perturbaciones en los datos, podr´ıan causar a la hora de obtener un modelo reducido. Si bien
experimentalmente es sobradamente conocido que pequen˜as perturbaciones no producen
grandes errores al construir el modelo reducido, este tipo de estudios podr´ıa dar respuesta a
ejemplos ano´malos como el descrito en la Seccio´n 3.3. En [56] se dan algunos resultados de
regularidad y perturbacio´n que tambie´n podr´ıan sugerir nuevas l´ıneas de investigacio´n para
paliar los problemas del tipo que se muestran en la Seccio´n 3.3.
Ape´ndice A
El me´todo de las Caracter´ısticas
Como ya explicamos en la Seccio´n 2.2.2, el me´todo de las caracter´ısticas, o me´todo semi-
lagrangiano, consiste en el tratamiento nume´rico de problemas con te´rminos de conveccio´n.
De un modo general podr´ıamos escribir que este tipo de discretizaciones se aplican a EDPs
del tipo
∂c
∂t
+ ~u · ∇c = F (t, c) , en (0, T )× Ω (A.1)
donde c : R× Ω −→ R, ~u = (u, v) : R× Ω −→ R2 y F : R2 −→ R.
La gran ventaja de este me´todo es el tratamiento del te´rmino convectivo, te´rmino no lineal
y por tanto te´rmino que genera gran cantidad de inestabilidades. Sin embargo, con el me´todo
semilagrangiano conseguimos salvar el problema de las inestabilidades no lineales debidas a
este te´rmino, y muy especialmente con el recientemente introducido, me´todo semilagrangiano
no oscilatorio, [14], [28].
Como ya explicamos con detalle en la Seccio´n 2.2.2, este me´todo consiste en introducir,
para cada x ∈ Ω y para cada instante temporal tn+1 la funcio´n curva caracter´ıstica definida
por {
X ′ (tn+1, x; t) = ~u (t,X (tn+1, x; t))
X (tn+1, x; tn+1) = x
(A.2)
(ver Definicio´n 2.3). De esta forma, si la ecuacio´n (A.1) la escribimos en los puntos espacio-
temporales (t,X (tn+1, x; t)) ∈ (tn, tn+1)× Ω tendremos que
Dc
Dt |(t,X(tn+1,x;t))
= F|(t,c(t,X(tn+1,x;t))) ∀ (t, x) ∈ (tn, tn+1)× Ω (A.3)
donde, como ya vimos en la Seccio´n 2.2.2,
Dc
Dt |(t,X(tn+1,x;t))
=
∂
∂t
(c (t,X (tn+1, x; t))) =
(
∂c
∂t
+ ~u · ∇c
)
|(t,X(tn+1,x;t))
De esta forma, integrando (A.3) en el intervalo (tn, tn+1) podemos salvar los te´rminos no
lineales, llegando a una discretizacio´n del tipo
cn+1 − c∗n =
tn+1∫
tn
F (t, c (t,X (tn+1, x; t))) dt
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en la cual los te´rminos convectivos so´lo aparecen de forma impl´ıcita en c∗n (ver Definicio´n
2.4).
Sin embargo para el ca´lculo de c∗n necesitamos conocer los puntos X (tn+1, x; tn) para
aquellos puntos x ∈ Ω pertenecientes al mallado, tal y como explicabamos en la Seccio´n
2.2.2. Para ello, el algoritmo utilizado en [5] es quiza´s el ma´s eficiente, especialmente en
las ecuaciones de Navier-Stokes, en las cuales la velocidad ~u es tambie´n una inco´gnita. Tal
y como se explica en [5], para calcular el punto X (tn+1, x; tn) integramos en (tn, tn+1) la
expresio´n (A.2), lo que nos da
x−X (tn+1, x; tn) =
∫ tn+1
tn
~u (t,X (tn+1, x; t)) dt =
= ∆t~u
(
tn+1/2, X
(
tn+1, x; tn+1/2
))
+O (∆t3) =
= ∆t
(
3
2
~un − 1
2
~un−1
)(
X
(
tn+1, x; tn+1/2
))
+O (∆t3) =
= ∆t
(
3
2
~un − 1
2
~un−1
)(
x+X (tn+1, x; tn)
2
)
+O (∆t3)
(A.4)
donde hemos utilizado las aproximaciones cuadra´ticas siguientes:∣∣∣∣∣∣∣
~un+1/2 =
3
2
~un − 1
2
~un−1 +O (∆t2)
X
(
tn+1, x; tn+1/2
)
=
x+X (tn+1, x; tn)
2
+O (∆t2)
Por tanto, llamando Xh (tn+1, x; tn) a la aproximacio´n nume´rica que queremos calcular
de X (tn+1, x; tn), si definimos
α = x−Xh (tn+1, x; tn) (A.5)
y despreciando los te´rminos de orden cu´bico en (A.4), tendremos
α = ∆t
(
3
2
~un − 1
2
~un−1
)(
x− α
2
)
(A.6)
De esta forma para calcular Xh (tn+1, x; tn) calcularemos primero α de la expresio´n (A.6)
y despue´s, despejando en (A.5) obtenemos Xh (tn+1, x; tn).
Para el ca´lculo de α el algoritmo ma´s sencillo de utilizar es el me´todo del punto fijo. Para
ello, si definimos por T = ∆t
(
3
2
~un − 1
2
~un−1
)
, tendremos que el operador
T : Ω −→ Ω verifica que Tα = α. Para que podamos calcular α mediante me´todo del
punto fijo necesitamos que el operador T sea un operador contractivo, lo que sera´ cierto
siempre que
∆t
2
sup
Ω
∥∥∥∥∇(32~un − 12~un−1
)∥∥∥∥ < 1
Sin embargo, en algunas ocasiones puede ocurrir que el operador T no sea contractivo y
por tanto, al aplicar las sucesivas iteraciones del me´todo del punto fijo, e´stas no converjan.
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En este caso utilizaremos el siguiente algoritmo para el ca´lculo de Xh (tn+1, x; tn) que conser-
vara´ el orden cuadra´tico para el ca´lculo de este punto y que no es ma´s que una generalizacio´n
del me´todo dado por (A.5)-(A.6).
La idea para generalizar el algoritmo (A.5)-(A.6) para ca´lcular Xh (tn+1, x; tn) la pre-
sentamos en la Figura A.1. Consiste en calcular primero Xh (tn+1, x; tn+1−2−m) para algu´n
m ∈ N. Una vez ca´lculado este punto podemos calcular Xh (tn+1, x; tn+1−2−m+1) integrando
(A.2) en el intervalo temporal (tn+1−2−m+1 , tn+1):
X (tn+1, x; tn+1−2−m+1) = x−
∫ tn+1
tn+1−2−m+1
~u (t,X (tn+1, x; t)) dt =
= x− 2−m+1∆t~u (tn+1−2−m , X (tn+1, x; tn+1−2−m)) +O (∆t3) =
= x− 2−m+1∆t ((2− 2−m) ~un − (1− 2−m) ~un−1)|X(tn+1,x;tn+1−2−m) +O (∆t
3)
donde hemos utilizado que
~un+1−2
−m
=
(
2− 2−m) ~un − (1− 2−m) ~un−1 +O (∆t2) (A.7)
Por tanto, despreciando los te´rminos de orden cu´bico,
Xh (tn+1, x; tn+1−2−m+1) = x− 2−m+1∆t
((
2− 2−m) ~un − (1− 2−m) ~un−1)|Xh(tn+1,x;tn+1−2−m)
(A.8)
y aplicando (A.8) sucesivamente para los distintos m ∈ N calculamos Xh (tn+1, x; tn).
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Para calcular Xh (tn+1, x; tn+1−2−m), con el cual iniciar´ıamos las iteraciones dadas por
(A.8), utilizar´ıamos el mismo algoritmo (A.5)-(A.6) pero aplicado a este nuevo punto, y que
ahora quedar´ıa de la siguiente forma:
α = x−Xh (tn+1, x; tn+1−2−m) (A.9)
α = 2−m∆t
((
2− 2−m−1) ~un − (1− 2−m−1) ~un−1) (x− α
2
)
(A.10)
donde una vez ma´s hemos utilizado (A.7) para aproximar ~um+1−2
−m−1
.
La eleccio´n dem ∈ N al que aplicaremos el algoritmo (A.9)-(A.10) se elije por ser el menor
m ∈ N tal que las iteraciones de punto fijo (A.10) converjan. Resumiendo, este algoritmo lo
podemos escribir como sigue:
1) Tomamos m = 0.
2) Realizamos las iteraciones de punto fijo para calcular αmediante (A.10). Si no converge
hacemos m = m+ 1 y volvemos a 2), si converge seguimos en 3).
3) Calculamos Xh (tn+1, x; tn+1−2−m) mediante (A.9).
4) Para j = m− 1,m− 2, . . . , 0, calculamos Xh (tn+1, x; tn+1−2−j) mediante (A.8).
Observacio´n A.1 Al aplicar esta generalizacio´n tendremos que ahora siempre existe un
m ∈ N tal que (A.10) converge. Esto podemos probarlo definiendo la aplicacio´n Tm : Ω −→ Ω
tal que
Tm (α) = 2
−m∆t
((
2− 2−m−1) ~un − (1− 2−m−1) ~un−1) (x− α
2
)
Para probar que Tm es contractiva debemos calcular su gradiente, que sera´:
∇Tm = −1
2
2−m∆t∇ ((2− 2−m−1) ~un − (1− 2−m−1) ~un−1) (x− α
2
)
y por tanto
‖∇Tm‖ ≤ 2−m−1∆t
((
2− 2−m−1) ‖∇~un‖+ (1− 2−m−1) ∥∥∇~un−1∥∥) ≤
≤ 2−m−1∆t (2 ‖∇~un‖+ ∥∥∇~un−1∥∥)
Como adema´s en nuestro caso ~un, ~un−1 ∈ Vh para algu´n espacio de elementos finitos Vh,
tendremos que siempre existe algu´n L > 0 tal que
‖∇~un‖ ,∥∥∇~un−1∥∥ ≤ L
y por tanto,
‖∇Tm‖ ≤ 3
2m+1
∆tL (A.11)
De (A.11) se deduce claramente que para algu´n m ∈ N suficientemente grande la apli-
cacio´n Tm sera´ contractiva y por tanto podremos calcular (A.10) mediante un algoritmo de
iteracio´n del punto fijo.
Una vez calculado los puntos Xh (tn+1, x; tn) para cada x ∈ Ω perteneciente al mallado,
podemos calcular la funcio´n c∗n ∈ Vh realizando las interpolaciones usuales para funciones
pertenecientes al espacio de elementos finitos Vh o bien, mediante el me´todo semilagrangiano
no oscilatorio, recientemente introducido en [14], [28].
Ape´ndice B
Filtrados
Como ya comentamos en la Seccio´n 2.3.3, para poder aplicar el modelo (2.16) a una
situacio´n real, normalmente hay que realizar algu´n tipo de filtrado a los datos reales de que
se disponen. En nuestro caso hemos necesitado realizar un filtrado a los datos que nos ofrecen
la descripcio´n de la batimetr´ıa en el Oce´ano Atla´ntico Norte, la base de datos ETOPO5, y
que en las ecuaciones (2.16) sera´ la funcio´n H : Ω −→ R+.
La idea de porque´ es necesario realizar un filtrado a estos datos en vez de interpolar
directamente sobre el mallado reside en la incertidumbre que puedan poseer estos datos, es
decir, en general las variaciones que poseen son muy grandes, y en vez de definir funciones
suaves nos encontramos con gran cantidad de picos que en algunos casos hacen que las
hipo´tesis de regularidad necesarias sobre estas funciones no se cumplan.
En la literatura existen diversos me´todos para realizar filtrados sobre un conjunto de
datos provenientes de mediciones reales (especialmente en el campo de la meteorolog´ıa), ver
[34]. En general, e´stos suelen ser un tanto r´ıgidos en cuanto al mallado sobre el que esta´n
definidos y adema´s so´lo suavizan levemente los posibles picos que el conjunto de datos pueda
poseer, sin llegar a eliminarlos por completo en ningu´n momento.
Por esto, nosotros optaremos por realizar un filtrado incluyendo difusio´n directamente a
la funcio´n que defina los datos de que disponemos. Esto nos dara´ la ventaja nume´rica de po-
der realizarlo sobre cualquier mallado que construyamos, habiendo interpolado previamente
los datos sobre el mallado y adema´s podremos controlar cuanto suavizamos estos picos in-
cluyendo ma´s o menos difusio´n. La gran contrapartida de este me´todo sera´ la pe´rdida de
amplitud que puede producirse si la difusio´n incluida es excesiva.
Supongamos que tenemos discretizado el dominio Ω donde va a estar definida la funcio´n
que necesitamos filtrar, y supongamos adema´s que dicha funcio´n H : Ω −→ R pertenece
al espacio de elementos finitos Vh (de tal forma que para calcular H, previamente hemos
realizado una interpolacio´n lineal a los datos sobre el mallado que discretiza Ω). Si llamamos
Hf a la funcio´n filtrada de H, tendremos que Hf verifica:{
Hf − ε∆Hf = H
Hf |∂Ω = H
(B.1)
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Figura B.1: Detalle de la batimetr´ıa dada por la base de datos ETOPO5 (izquierda) y batimetr´ıa
filtrada mediante (B.1) con ε = 5 × 109. La l´ıneas de nivel corresponden a las profundidades de
100, 250, 500, 750 y 1000 m.
Observemos que (B.1) es un problema el´ıptico con condiciones de frontera Dirichlet no
homoge´neas que, como ya hemos mencionado resolvemos directamente mediante el me´todo
de elementos finitos sobre le mallado que discretiza Ω. No´tese tambie´n la dependencia de la
solucio´n filtrada Hf del para´metro ε, que sera´ la difusio´n que queramos incluir a la solucio´n
filtrada, y co´mo cuando ε → 0 se tiene que Hf −→ H. Como es natural, la eleccio´n del
para´metro ε depende de la necesidad de eliminar ma´s o menos picos, y del dominio Ω (a
medida que las dimensiones de Ω aumentan, el para´metro ε crecera´).
Para nuestro caso concreto (tal y como explicamos en la Seccio´n 2.3.3) tomamos como
funcio´n H la interpolacio´n lineal sobre los puntos del mallado que discretiza Ω con la condi-
cio´n de que la funcio´n H no sea mayor que 1000 m. ni menor de 50 m. Es decir, si al realizar
esta interpolacio´n H(x) > 1000 para algu´n x ∈ Ω, tomaremos H (x) = 1000 y ana´logamente,
si H (x) < 50, entonces tomamos H (x) = 50. No´tese que el caso de profundidades donde H
es menor que 50 m. se dara´ en aquellas zonas donde, por ejemplo, existan islas (por ejemplo
en las proximidades de las Islas Canarias, Azores,...), pues las u´nicas islas consideradas para
el dominio Ω son Cuba y Santo Domingo (ver Figura 2.23). Las regiones en las cuales H
sera´ superior a 1000 m. sera´ toda la regio´n que esta´ suficientemente lejana de la costa.
Una vez construida esta funcio´n H, calculamos Hf mediante (B.1), donde hemos elegido
ε = 5× 109. En la Figura B.1 mostramos un detalle de la batimetr´ıa real de la base de datos
ETOPO5 y la solucio´n filtrada para este para´metro. Podemos observar como se suaviza cla-
ramente los datos de ETOPO5, manteniendo las caracter´ısticas principales de la batimetr´ıa,
a la vez que la amplitud disminuye debido al efecto de la difusio´n artificial que introducimos
en Hf .
Ape´ndice C
El problema del obsta´culo: ana´lisis
nume´rico del modelo
En el presente ape´ndice describiremos el ana´lisis nume´rico utilizado para resolver nume´ri-
camente el modelo presentado en la Seccio´n 3.1.3 sobre un flujo bidimensional confinado en
un canal infinito con un obsta´culo perio´dico en el centro de e´ste, Figura C.1. Ma´s concre-
tamente, estamos interesados en estudiar nume´ricamente los atractores que las ecuaciones
siguientes puedan tener:
∂~u
∂t
+ ~u · ∇~u− ν∆~u = −∇p+ ~f, en Ω× (0, T )
div ~u = 0, en Ω× (0, T )
~u|Γ0 = 0
~u|Γ1 = ~u|Γ2
(C.1)
donde, tal y como comenta´bamos en la Seccio´n 3.1.3, ~f = (2ν, 0), ν =
1
Re
, con Re = no de
Reynolds, Ω = (−5/2, 5/2) × (−1, 1) \ [−1/10, 1/10] × [−1/10, 1/10] y ∂Ω = Γ0 ∪ Γ1 ∪ Γ2,
con Γ0,Γ1 y Γ2 como en la Figura C.1.
El esquema nume´rico que utilizaremos para encontrar las soluciones nume´ricas de (C.1)
sera´ una combinacio´n del me´todo de las caracter´ısticas (ya explicado con detalle en el Cap´ıtu-
lo 2 y en el Ape´ndice A) junto con un esquema impl´ıcito de tipo stiffly de segundo orden (ver
[40], por ejemplo) y el algoritmo descrito en [22] para la resolucio´n de problemas de Stokes.
Es decir, tendremos que para cada paso temporal, calculamos la solucio´n ~un+1 (conocido ~un
y ~un−1) mediante:
3
2
~un+1 − 2~u∗n + 1
2
~u∗(n−1)
∆t
− ν∆~un+1 = −∇pn+1 + ~fn+1, en Ω
div ~un+1 = 0, en Ω
~un+1|Γ0 = 0
~un+1|Γ1 = ~u
n+1
|Γ2
(C.2)
Observemos que un esquema de tipo stiffly puede pensarse como una discretizacio´n del
te´rmino de derivada temporal en la EDO o EDP de estudio, junto con el resto de te´rminos en
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Figura C.1:
el instante tn+1 (ver [40]). En nuestro caso, y debido a que estamos integrando a lo largo de
las curvas caracter´ısticas, el te´rmino de derivada de la EDP (C.1) viene dado por el te´rmino
no-lineal junto con la derivada temporal, y es precisamente a estos dos te´rminos a los que le
aplicamos esta discretizacio´n, es decir,
∂~u
∂t
+ ~u · ∇~u =
3
2
~un+1 − 2~u∗n + 1
2
~u∗(n−1)
∆t
+O
(
∆t2
)
El resto de te´rminos vendra´n dados de forma impl´ıcita en el instante tn+1 tal y como expre-
samos en (C.2).
Si despejamos ~un+1 en (C.2), tendremos que para cada paso temporal resolvemos
3
2
~un+1 − ν∆t∆~un+1 = −∆t∇pn+1 + 2~u∗n − 1
2
~u∗(n−1) +∆t ~fn+1, en Ω
div ~un+1 = 0, en Ω
~un+1|Γ0 = 0
~un+1|Γ1 = ~u
n+1
|Γ2
(C.3)
Es decir, para cada paso temporal tenemos que resolver un problema de Stokes, que,
como ya comentamos, calculamos mediante el algoritmo desarrollado en [22].
Como venimos describiendo a lo largo de este trabajo, para la discretizacio´n espacial
utilizamos elementos finitos, en este caso utilizaremos P2/P1 tal y como se explica en [22]
(elementos cuadra´ticos para la velocidad ~u y lineales para la presio´n p).
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En la Figura C.2 mostramos el mallado utilizado para resolver (C.1). Este mallado ha
sido construido de tal manera que cerca del obsta´culo la distancia nodal sea mı´nima a
fin de poder resolver adecuadamente los vortices y la capa l´ımite que se generara´ en esta
zona. En concreto llegamos a una distancia entre nodos de casi 0.005, mientras que en las
regiones alejadas del obsta´culo y la zona central del dominio (que tambie´n se vera´ influida
por los vortices que el obsta´culo generara´) utilizamos tria´ngulos mucho mayores que llevan
a distancias nodales ma´ximas de aproximadamente 0.075. En la Tabla C.1 mostramos las
caracter´ısticas de este mallado.
En este problema, y como es usual en las ecuaciones de Navier-Stokes, para viscosidades
suficientemente grandes el atractor sera´ estacionario y se volvera´ sucesivamente perio´dico,
cuasi-perio´dico y aperio´dico a medida que la viscosidad se va reduciendo. En la Figura C.3
mostramos los rangos en los que encontramos cada tipo de atractor segu´n los experimentos
nume´ricos realizados.
Para este problema particular tendremos que los atractores estacionarios que obtenemos
son sime´tricos con respecto y = 0 (de hecho, si partimos de un dato inicial sime´trico, la
solucio´n sera´ sime´trica para todo instante de tiempo t > 0, debido a la simetr´ıa del dominio
Ω y a los operadores de (C.1)). Para las soluciones perio´dicas se tiene, a diferencia del
problema del recta´ngulo, que el atractor es tambie´n sime´trico, es decir, si {~u (t)}t∈(t1,t2)
N. Nodos (u− v) N. Nodos (p) N. Elementos Nodos Frontera
26940 6772 13395 302
Tabla C.1:
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Figura C.3:
es un atractor perio´dico, y ~u∗ (t) es la funcio´n sime´trica a ~u (t) respecto y = 0 (es decir,
u∗ (t, x, y) = u (t, x,−y)), entonces {~u (t)}t∈(t1,t2) = {~u∗ (t)}t∈(t1,t2). En las gra´ficas mostradas
a lo largo de las Secciones 3.1.3 y 3.1.5 podemos apreciar esta circunstancia, donde mostramos
la evolucio´n de la funcio´n v en el punto A = (1, 0) (Figura C.1).
En la Figura C.4 mostramos algunos de los resultados obtenidos. En concreto podemos
ver dos de los atractores estacionarios encontrados para las viscosidades de Re = 400 y
Re = 650 y dos de los atractores no estacionarios, uno perio´dico y otro cuasi-perio´dico
(Re = 460 y Re = 620). Para la viscosidad correspondiente a Re = 650 las soluciones son de
tipo aperio´dico. Para esta viscosidad mostramos la solucio´n estacionaria obtenida instantes
antes de que e´sta se inestabilice (recordemos que este estado estacionario es inestable, lo
que nume´ricamente significa que las soluciones pasara´n a converger a un atractor en tiempo
finito).
En la Figura C.4 podemos observar como los estados estacionarios crean dos vo´rtices
sime´tricos junto al obsta´culo, pertenecientes a la estela que el fluido genera. Podemos apreciar
tambie´n como esta estela se hace ma´s extensa a medida que la viscosidad disminuye. Para
los atractores no estacionarios podemos ver como dicha estela tambie´n se extiende ma´s para
viscosidades menores.
159
Figura C.4:
160 APE´NDICE C. EL PROBLEMA DEL O´BSTACULO: ANA´LISIS...
Bibliograf´ıa
[1] Acheson, D. J. Elementary fluid dynamics . Oxford Applied Mathematics and Compu-
ting Science Series. New York: The Clarendon Press Oxford University Press, 1990.
[2] Agmon, S., Douglis, A. y Nirenberg, L. Estimates near the boundary for solutions of
elliptic partial differential equations satisfying general boundary conditions. I. Comm.
Pure Appl. Math., 12, (1959), pa´ginas 623–727.
[3] Agmon, S., Douglis, A. y Nirenberg, L. Estimates near the boundary for solutions of
elliptic partial differential equations satisfying general boundary conditions. II. Comm.
Pure Appl. Math., 17, (1964), pa´ginas 35–92.
[4] Allievi, A. y Bermejo, R. A generalized particle search-locate algorithm for arbitrary
grids. J. Comput. Phys., 132(2), (1997), pa´ginas 157–166.
[5] Allievi, A. y Bermejo, R. Finite element modified method of characteristic for the
navier-stokes equations. Int. J. Numer. Method Fluids , 32, (2000), pa´ginas 439–464.
[6] Amann, H. Ordinary differential equations , tomo 13 de de Gruyter Studies in Mathe-
matics . Berlin: Walter de Gruyter & Co., 1990. An introduction to nonlinear analysis,
Translated from the German by Gerhard Metzen.
[7] Amara, M. y Dabaghi, F. An optimal C0 finite element algorithm for the 2D biharmo-
nic problem: theoretical analysis and numerical results. Numer. Math., 90(1), (2001),
pa´ginas 19–46.
[8] Apostol, T. M. Calculus. Vol. II, Ca´lculo con funciones de varias variables y a´lgebra
lineal, con aplicaciones a las ecuaciones diferenciales y a las probabilidades . Barcelo-
na[etc.]: Reverte´, D.L., 2a edicio´n, 1977.
[9] Aubry, N., Lian, W. Y. y Titi, E. S. Preserving symmetries in the proper orthogonal
decomposition. SIAM J. Sci. Comput., 14(2), (1993), pa´ginas 483–505.
[10] Bangia, A. K., Batcho, P. F., Kevrekidis, I. G. y Karniadakis, G. E. Unsteady two-
dimensional flows in complex geometries: comparative bifurcation studies with global
eigenfunction expansions. SIAM J. Sci. Comput., 18(3), (1997), pa´ginas 775–805.
[11] Batchelor, G. K. An introduction to fluid dynamics . Cambridge Mathematical Library.
Cambridge: Cambridge University Press, paperback edicio´n, 1999.
161
162 BIBLIOGRAFI´A
[12] Berkooz, G., Holmes, P. y Lumley, J. L. The proper orthogonal decomposition in the
analysis of turbulent flows. En Annual review of fluid mechanics, Vol. 25 , pa´ginas
539–575. Palo Alto, CA: Annual Reviews, 1993.
[13] Bermejo, R. A Galerkin-characteristic algorithm for transport-diffusion equations.
SIAM J. Numer. Anal., 32(2), (1995), pa´ginas 425–454.
[14] Bermejo, R. y El Amrani, M. A finite element semi-Lagrangian explicit Runge-Kutta-
Chebyshev method for convection dominated reaction-diffusion problems. J. Comput.
Appl. Math., 154(1), (2003), pa´ginas 27–61.
[15] Brenner, S. C. y Scott, L. R. The mathematical theory of finite element methods , tomo 15
de Texts in Applied Mathematics . New York: Springer-Verlag, 1994.
[16] Castro, M. J., Mac´ıas, J. y Pare´s, C. A multi-layer shallow-water model. Applications
to the Strait of Gibraltar and the Alboran Sea. En The mathematics of models for
climatology and environment (Puerto de la Cruz, 1995), tomo 48 de NATO ASI Ser.
Ser. I Glob. Environ. Change, pa´ginas 367–394. Berlin: Springer, 1997.
[17] Cazemier, W., Verstappen, R. y Veldman, A. Proper orthogonal decomposition and
low-dimensional models for driven cavity flows. Phys. Fluids , 10(7), (1998), pa´ginas
1685–1699.
[18] Chang, K.-I., Ghil, M., Ide, K. y Lai, C.-C. A. Transition to aperiodic variability in
a wind-driven double-gyre circulation model. J. Phys. Oceanogr., 31, (2001), pa´ginas
1260–1286.
[19] Christensen, E. A., Brøns, M. y Sørensen, J.N˜. Evaluation of proper orthogonal
decomposition-based decomposition techniques applied to parameter-dependent non-
turbulent flows. SIAM J. Sci. Comput., 21(4), (2000), pa´ginas 1419–1434 (electronic).
[20] Ciarlet, P. y Lions, J. Handbook of numerical analysis. Vol.2, Finite element methods.
Part 1 . Amsterdam [etc.]: North-Holland, 1991.
[21] de Guzma´n, M. Ecuaciones diferenciales ordinarias . Madrid: Alhambra, 1975. Teor´ıa
de estabilidad y control.
[22] Dean, E. J. y Glowinski, R. On some finite element methods for the numerical simula-
tion of incompressible viscous flow. En Incompressible Computational Fluid Dynamics ,
pa´ginas 17–65. Cambridge University Press, 1993.
[23] Dean, E. J., Glowinski, R. y Pironneau, O. Iterative solution of the stream function-
vorticity formulation of the Stokes problem, applications to the numerical simulation
of incompressible viscous flow. Comput. Methods Appl. Mech. Engrg., 87(2-3), (1991),
pa´ginas 117–155.
[24] Deane, A., Kevrekidis, I., Karniadakis, G. y Orszag, S. Low-dimensional models for
complex geometry flows: Aplication to grooved channels and circular cylinders. Phys.
Fluids A, 3(10), (1991), pa´ginas 2337–2354.
BIBLIOGRAFI´A 163
[25] Doedel, E. J., Champneys, A. R., Fairgrieve, T. F., Kuznetsov, Y. A., Sandstede, B. y
Wang, X.-J. AUTO97: Continuation and bifurcation software for ordinary differential
equations. Informe te´cnico, Department of Computer Science, Concordia University,
Montreal, Canada, 1997. (Disponible por FTP desde ftp.cs.concordia.ca en el directorio
pub/doedel/auto).
[26] Dymnikov, V. P. y Filatov, A.N˜. Mathematics of climate modeling . Modeling and
Simulation in Science, Engineering, & Technology. Boston, MA: Birkha¨user Boston Inc.,
1997. Translated from the Russian.
[27] DYNAMO. Scientific Report 3, groups at IMG Grenoble, SOC Southamton and IfM
Kiel, 1997. EC MAST DYNAMO, contract no. MAS2-CT93-0060.
[28] El Anjoumi El Amrani, M. El me´todo modificado de las caracter´ısticas: Ana´lisis y
comparacio´n nume´rica con algunos esquemas para la resolucio´n de las ecuaciones de
Navier-Stokes incompresibles no estacionarias . Tesis Doctoral, Universidad Complu-
tense de Madrid, Departamento de Matema´tica Aplicada, Madrid, Espan˜a, Noviembre
2001.
[29] Falcone, M. y Ferretti, R. Convergence analysis for a class of high-order semi-Lagrangian
advection schemes. SIAM J. Numer. Anal., 35(3), (1998), pa´ginas 909–940 (electronic).
[30] Graham, M. D., Kevrekidis, I. G., Hudson, J., Gotz Veser, K. K. y Imbihl, R. Dynamics
of concentration patterns of the NO+CO reaction on Pt: Analysis with the Karhunen-
Loe`ve decomposition. Chaos Solitons and Fractals , 5(10), (1995), pa´ginas 1817–1831.
[31] Guermond, J.-L. y Shen, J. Quelques re´sultats nouveaux sur les me´thodes de projection.
C. R. Acad. Sci. Paris Se´r. I Math., 333(12), (2001), pa´ginas 1111–1116.
[32] Guermond, J. L. y Shen, J. Velocity-correction projection methods for incompressible
flows. SIAM J. Numer. Anal., 41(1), (2003), pa´ginas 112–134 (electronic).
[33] Haidvogel, D. y Beckmann, A. Numerical ocean circulation modeling . Imperial College
Press, 1999.
[34] Haltiner, G. J. y Williams, R. T. Numerical Prediction and Dynamical Meteorology .
John Wiley & Sons, Inc., 1980.
[35] Hellerman, S. y Rosenstein, M. Normal monthly wind stress over the world ocean with
error estimates. J. Phys. Ocean., 13(7), (1983), pa´ginas 1093–1104.
[36] Holmes, P., Lumley, J. L. y Berkooz, G. Turbulence, coherent structures, dynamical
systems and symmetry . Cambridge Monographs on Mechanics. Cambridge: Cambridge
University Press, 1996.
[37] Iollo, A., Lanteri, S. y De´side´ri, J.-A. Stability properties of POD-Galerkin approxima-
tions for the compressible Navier-Stokes equations.
[38] Iserles, A. A first course in the numerical analysis of differential equations . Cambridge:
Cambridge University Press, 2000.
164 BIBLIOGRAFI´A
[39] Jørgensen, B. H. Low-dimensional modeling and dynamics of the flow in a lid driven
cavity with a rotating rod . Tesis Doctoral, Technical University of Denmark, Deparment
of Energy Engineering, Fluid Mechanics Section, DK-2800 Lyngby, Denmark, 2000.
[40] Karniadakis, G. E. y Sherwin, S. J. Spectral/hp element methods for CFD . Numerical
Mathematics and Scientific Computation. New York: Oxford University Press, 1999.
[41] Kincaid, D. y Cheney, W. Ana´lisis nume´rico : las matema´ticas del ca´lculo cient´ıfico.
Argentina ; Espan˜a [etc]: Addison-Wesley Iberoamericana, 1994.
[42] Kunisch, K. y S., V. Galerkin proper orthogonal decomposition methods for parabolic
problems. Numer. Math., 90(1), (2001), pa´ginas 117–148.
[43] Kunisch, K. y S., V. Galerkin proper orthogonal decomposition methods for a general
equation in fluid dynamics. SIAM J. Numer. Anal., 40(2), (2002), pa´ginas 492–515
(electronic).
[44] Kuznetsov, Y. A. Elements of applied bifurcation theory , tomo 112 de Applied Mathe-
matical Sciences . New York: Springer-Verlag, 1998.
[45] Lions, J. L., Temam, R. y Wang, S. On mathematical problems for the primitive
equations of the ocean: the mesoscale midlatitude case. Nonlinear Anal., 40(1-8, Ser.
A: Theory Methods), (2000), pa´ginas 439–482. Lakshmikantham’s legacy: a tribute on
his 75th birthday.
[46] Loe`ve, M. Probability Theory . New York,[etc]: Springer-Verlag, 4a edicio´n, 1978.
[47] Malanotte-Rizzoli, P., Manca, B. B., Ribera d’Alcala, M., Theocharis, A., Brenner, S.,
Budillon, G. y Ozsoy, E. The Eastern Mediterranean in the 80s and in the 90s: the big
transition in the intermediate and deep circulations. Dyn. Atmos. Oceans , 29, (1999),
pa´ginas 365–395.
[48] Marion, M. y Temam, R. Nonlinear Galerkin methods. SIAM J. Numer. Anal., 26(5),
(1989), pa´ginas 1139–1157.
[49] Marion, M. y Temam, R. Nonlinear Galerkin methods: the finite elements case. Numer.
Math., 57(3), (1990), pa´ginas 205–226.
[50] Mellor, G. L. Introduction to Physical Oceanography . Woodbury, New York: American
Institute of Physics, 1996.
[51] Millot, C. Circulation in the western mediterranean sea. J. Mar. Sys., 20, (1999),
pa´ginas 423–442.
[52] Molemaker, M. J. y Dijkstra, H. A. Multiple equilibria and stability of the North-
Atlantic wind-driven ocean circulation. En Numerical methods for bifurcation problems
and large-scale dynamical systems (Minneapolis, MN, 1997), tomo 119 de IMA Vol.
Math. Appl., pa´ginas 303–318. New York: Springer, 2000.
BIBLIOGRAFI´A 165
[53] Pedlosky, J. Geophysical Fluid Dynamics . New York [etc.]: Springer-Verlag, 2a edicio´n,
1987.
[54] Pedlosky, J. Ocean Circulation Theory . Berlin; London: Springer, 1996.
[55] Pironneau, O. On the transport-diffusion algorithm and its applications to the Navier-
Stokes equations. Numer. Math., 38(3), (1981/82), pa´ginas 309–332.
[56] Rathinam, M. y Petzold, L. R. A new look at proper orthogonal decomposition. SIAM
J. Numer. Anal., 41(5), (2003), pa´ginas 1893–1925 (electronic).
[57] Robinson, A. R., Leslie, W. G., Theocharis, A. y Lascaratos, A. Mediterranean Sea
circulation. En Encyclopedia of Ocean Sciences . Academic Press, 2001.
[58] Shen, J. On error estimates of some higher order projection and penalty-projection
methods for Navier-Stokes equations. Numer. Math., 62(1), (1992), pa´ginas 49–73.
[59] Shen, J. On error estimates of the projection methods for the Navier-Stokes equations:
second-order schemes. Math. Comp., 65(215), (1996), pa´ginas 1039–1065.
[60] Shen, J., Medjo, T. T. y Wang, S. On a wind-driven, double-gyre, quasi-geostrophic
ocean model: numerical simulations and structural analysis. J. Comput. Phys., 155(2),
(1999), pa´ginas 387–409.
[61] Sirisup, S. y Karniadakis, G. E. A spectral viscosity method for correcting the long-term
behavior of POD models. J. Comput. Phys., 194(1), (2004), pa´ginas 92–116.
[62] Sirovich, L. Turbulence and the dynamics of coherent structures. Part I: Coherent
structures. Quart. Appl. Math., 45(3), (1987), pa´ginas 561–571.
[63] Strikwerda, J. C. Finite difference schemes and partial differential equations . Paci-
fic Grove, CA: Wadsworth & Brooks/Cole Advanced Books & Software, 1989. The
Wadsworth & Brooks/Cole Mathematics Series.
[64] Temam, R. Navier-Stokes equations. Theory and numerical analysis . Amsterdam:
North-Holland Publishing Co., 1977. Studies in Mathematics and its Applications,
Vol. 2.
[65] Temam, R. Infinite-dimensional dynamical systems in mechanics and physics , tomo 68
de Applied Mathematical Sciences . New York: Springer-Verlag, 1988.
[66] Xiu, D. y Karniadakis, G. E. A semi-Lagrangian high-order method for Navier-Stokes
equations. J. Comput. Phys., 172(2), (2001), pa´ginas 658–684.
