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ABSTRAKT
Zpracova´n´ı obrazu je jednou z oblast´ı analy´zy signa´l˚u. Tato pra´ce se zaby´va´ zjiˇst’ova´n´ım
pˇr´ıznak˚u z obrazovy´ch dat a jejich implementac´ı pomoc´ı programovac´ıho jazyku Java.
Hlavn´ı pˇr´ınos pra´ce spocˇ´ıva´ ve vytvoˇren´ı extraktor˚u pˇr´ıznak˚u a jejich implementac´ı do pro-
gramu RapidMiner. D´ıky cˇemuzˇ vznikl robustn´ı na´stroj pro analy´zu obrazu. Funkcˇnost
jednotlivy´ch opera´tor˚u je oveˇˇrena na sn´ımc´ıch mamografu. Byl vytvoˇren funkcˇn´ı model
pro odstranˇova´n´ı artefakt˚u ze sn´ımk˚u mamografu. U´speˇsˇnost odstranˇova´n´ı je srovna-
telna´ s ostatn´ımi podobny´mi pracemi. Da´le byly srovna´ny ucˇ´ıc´ı se algoritmy na pˇr´ıkladu
detekce srdecˇn´ı komory na ultrazvukove´m sn´ımku.
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ABSTRACT
Image processing is one area of signal analysis. This thesis is involved in feature ex-
traction from image data and its implementation using Java programming language.
The main contribution of this thesis lies in develop features extractors and their imple-
mentation in the program RapidMiner. The result is a robust tool for image analysis.
The functionality of each operator is tested on mammogram images. A function model
was developed for the removal of artifacts from the mammography images. The success
rate of removal is comparable with other similar works. Furthermore, learning algorithms
were compared on example detection of ventricle in ultrasound image.
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U´VOD
Tato pra´ce se zaby´va´ problematikou strojove´ analy´zy obrazu s pouzˇit´ım technik
z´ıska´va´n´ı prˇ´ıznak˚u. Obraz se analyzuje kv˚uli z´ıska´n´ı informac´ı v neˇm obsazˇeny´ch.
Postup prˇi analy´ze obrazu je silneˇ za´visly´ na tom, jaky´ druh informace ma´ by´t
z´ıska´n. Mu˚zˇe se jednat o klasifikaci obrazu jako celku, urcˇova´n´ı objekt˚u v obraze,
hleda´n´ı specificky´ch vzor˚u atd. Celou analy´zu obrazu mu˚zˇeme rozdeˇlit na neˇkolik
fa´z´ı. Jsou to prˇedzpracova´n´ı, z´ıska´va´n´ı prˇ´ıznak˚u, segmentace a klasifikace.
Hlavn´ım prˇ´ınos te´to pra´ce spocˇ´ıva´ ve vytvorˇen´ı extraktor˚u prˇ´ıznak˚u z obrazovy´ch
dat a jejich implementace s vyuzˇit´ım knihovny ImageJ, jedn´ım z nejpouzˇ´ıvaneˇjˇs´ıch
na´stroj˚u pro obrazove´ zpracova´n´ı, do na´stroje RapidMiner, jeden z nejpouzˇ´ıvaneˇjˇs´ıch
programu˚ pro dolova´n´ı znalost´ı. T´ımto spojen´ım se otevrˇely nove´ cesty vyuzˇit´ı Ra-
pidMineru prˇi dolova´n´ı dat z obrazu a d´ıky tomu mozˇnost vyuzˇ´ıt velke´ho mnozˇstv´ı
algoritmu˚ strojove´ho ucˇen´ı, geneticky´ch algoritmu˚ pro optimalizaci parametr˚u a
vy´beˇr vhodny´ch atribut˚u prˇi rˇesˇen´ı mnoha proble´mu˚ z oblasti zpracova´n´ı obrazu.
Funkcˇnost na´stroje je demonstrova´na na odstranˇova´n´ı artefakt˚u ze sn´ımk˚u ma-
mografu. Da´le je porovna´na vy´konnost algoritmu˚ strojove´ho ucˇen´ı na detekci okraje
srdecˇn´ı komory. Aplikace na rˇesˇen´ı proble´mu nen´ı omezena jen na medic´ınske´ data.
Na´stroj lze vyuzˇ´ıt jako za´klad prˇi rˇesˇen´ı u´kol˚u jako je klasifikace sce´n, detekce vzor˚u,
segmentace, rozpozna´va´n´ı objekt˚u atd.
Experimenta´ln´ı oveˇrˇen´ı byly cˇerpa´ny z vy´zkumny´ch projekt˚u MPO FR-TI2/679
Me´dia-informacˇn´ı syste´m s podporou pokrocˇily´ch multimedia´ln´ıch sluzˇeb a MSˇMT
ME10123 – Vy´zkum algoritmu˚ pro zpracova´n´ı digita´ln´ıch obraz˚u a obrazovy´ch sek-
venc´ı. Oba tyto projekty jsou soucˇa´st´ı vy´zkumne´ho za´meˇru MSM0021630513 – Elek-
tronicke´ komunikacˇn´ı syste´my a technologie novy´ch generac´ı.
Zby´vaj´ıc´ı text je cˇleneˇn na´sledovneˇ. V prvn´ı kapitole jsou rozebra´ny kroky, ktere´
se prova´deˇj´ı prˇi analy´ze obrazu. Nejrozsa´hlejˇs´ı cˇa´st´ı je z´ıska´va´n´ı prˇ´ıznak˚u z ob-
razu. V dalˇs´ı kapitole jsou popsa´ny jednotlive´ implementovane´ opera´tory, knihovna
ImageJ a prostrˇen´ı RapidMiner, ve ktere´m byla implementace provedena. Expe-
rimenta´ln´ı oveˇrˇen´ı funkcˇnosti a aplikovatelnosti bylo oveˇrˇeno v kapitole 3. V te´to
kapitole byly da´le porovna´ny ucˇ´ıc´ı se algoritmy. V kapitole 4 jsou popsa´ny mozˇnosti
dalˇs´ıho rozsˇ´ıˇren´ı. Porovna´n´ı vy´sledk˚u s ostatn´ımi pracemi je uvedeno v kapitole 5.
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1 ZPRACOVA´NI´ OBRAZU V SOUCˇASNOSTI
Cela´ pra´ce je soucˇa´st´ı vy´voje rozsˇ´ıˇren´ı pro zpracova´n´ı obrazu, jehozˇ u´cˇelem je auto-
maticka´ klasifikace obecne´ho obrazu. Funkcˇnost jednotlivy´ch cˇa´st´ı a jejich na´vaznost
na sebe je zna´zorneˇna na obra´zku 1.11. Modelovy´ prˇ´ıklad ilustruje mozˇne´ pouzˇit´ı.
Na origina´ln´ı obra´zek se v ra´mci prˇedzpracova´n´ı aplikuje filtr na odstraneˇn´ı sˇumu.
V za´vislosti na pouzˇite´ metodeˇ segmentace se bud’ prˇ´ımo obra´zek nasegmentuje,
nebo jsou nejdrˇ´ıve z´ıska´ny prˇ´ıznaky a na jejich za´kladeˇ je obra´zek nasegmentova´n.
Da´le se v prˇedzpracovane´m obraze hledaj´ı objekty podle prˇedem definovany´ch vzor˚u.
Jednotlive´ segmenty v obraze jsou vyja´drˇeny grafem a jsou z nich z´ıska´ny prˇ´ıznaky.
K dat˚um je prˇida´na vysokou´rovnˇova´ se´mantika popisuj´ıc´ı vztahy mezi jednotlivy´mi
objekty. Takto z´ıskana´ data jsou analyzova´na a je urcˇeno, ktere´ objekty jsou na ob-
ra´zku.
Obra´zek 1.1: Sche´ma analy´zy obrazu
1Z´ıskany´ v ra´mci sch˚uzky diplomant˚u.
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1.1 Prˇedzpracova´n´ı
Prˇedzpracova´n´ı je hodneˇ za´visle´ na druhu obrazu a jeho na´sleduj´ıc´ım pouzˇit´ı. Mu˚zˇe
se jednat naprˇ´ıklad o odstraneˇn´ı sˇumu, prˇeveden´ı obrazu do frekvencˇn´ı oblasti, ex-
trakce jednotlivy´ch barevny´ch kana´l˚u, transformaci, poprˇ´ıpadeˇ neˇjakou dalˇs´ı operaci,
ktera´ je specificka´ pouze pro na´sleduj´ıc´ı extrakci prˇ´ıznak˚u nebo segmentaci.
V dalˇs´ım textu je pra´ce zameˇrˇena hlavneˇ na zpracova´n´ı medic´ınsky´ch dat. Exis-
tuje v´ıce druh˚u sn´ımkova´n´ı. Jde naprˇ´ıklad o sn´ımky z magneticke´ rezonance, rent-
genu, mamografu, termografie, ultrazvuku a dalˇs´ı tomograficke´ metody. V prakticke´
cˇa´sti jsou pouzˇity ultrazvukove´ – Ultrasound (US) sn´ımky a mamogram2. Pro US
sn´ımek je charakteristicky´ vysoky´ sˇum a skvrny v rˇa´dove´ velikosti buneˇk [8, 11].
Tyto skvrny jsou tvorˇeny multiplikativn´ım sˇumem, ktery´ vznika´ odrazy a ma´ proti
p˚uvodn´ımu signa´lu na´hodneˇ posunutou fa´zi a sn´ızˇenou maxima´ln´ı hodnotu. Pro jeho
filtraci se cˇasto pouzˇ´ıva´ Diskre´tn´ı vlnkova´ transformace – Discrete Wavelet Trans-
form (DWT) [8, 17, 36, 37]. Jedna´ se o metodu, ktera´ prˇeva´d´ı obraz do frekvencˇn´ı
oblasti. Princip spocˇ´ıva´ v rozlozˇen´ı obrazu na subpa´sma, ktera´ reprezentuj´ı apro-
ximace (n´ızke´ frekvence) a detaily (vysoke´ frekvence). Prˇi odstranˇova´n´ı sˇumu se
vycha´z´ı z toho, zˇe sˇum je pravdeˇpodobneˇ reprezentova´n vysoky´mi frekvencemi. Cela´
filtrace se da´ popsat trˇemi kroky. V prvn´ı se provede DWT, na´sledneˇ se odstran´ı
sˇum vhodnou zmeˇnou koeficient˚u a nakonec se aplikuje inverzn´ı DWT a t´ım se z´ıska´
p˚uvodn´ı obraz bez sˇumu.
1.2 Zjiˇst’ova´n´ı prˇ´ıznak˚u
Pokud neˇktere´ algoritmy v pr˚ubeˇhu analy´zy obrazu potrˇebuj´ı jako vstupn´ı data
globa´ln´ı nebo loka´ln´ı prˇ´ıznaky, na´sleduje po prˇedzpracova´n´ı jejich zjiˇst’ova´n´ı. Jed-
notlive´ prˇ´ıznaky mohou by´t z´ıska´ny bud’ z cele´ho obrazu, nebo jenom z jeho cˇa´st´ı.
Tyto cˇa´sti maj´ı tvar cˇtverce cˇi obde´ln´ıku, nebo se z´ıska´vaj´ı na za´kladeˇ segmentace,
V tom prˇ´ıpadeˇ maj´ı tvar analyzovane´ho objektu. Prˇi z´ıska´va´n´ı prˇ´ıznak˚u je snaha
pouzˇ´ıt jich co nejme´neˇ (aby se sn´ızˇila dimenze dat a vy´pocˇetn´ı na´roky). Proto se
vyb´ıraj´ı takove´, ktere´ jsou pro konkre´tn´ı analy´zu efektivn´ı a maj´ı dobre´ rozliˇsovac´ı
vlastnosti.
Extraktory prˇ´ıznak˚u se daj´ı rozdeˇlit do dvou kategori´ı naprˇ´ıklad podle toho, jestli
pracuj´ı s barevny´m, nebo cˇernob´ıly´m obrazem. Za´stupcem prvn´ı skupiny je klasifi-
kace pixel˚u jako vnitrˇn´ıch nebo hranicˇn´ıch, podle toho, jestli maj´ı ve sve´m okol´ı pi-
xely stejne´ nebo rozd´ılne´ barvy. Pro zjiˇst’ova´n´ı cˇernob´ıly´ch prˇ´ıznak˚u je popsa´na auto-
kovariance, ktera´ pocˇ´ıta´ odliˇsnost textur. Blokovy´ rozd´ıl inverzn´ıch pravdeˇpobnost´ı
2Mamograf je diagnosticky´ prˇ´ıstroj pouzˇ´ıvany´ v medic´ıneˇ pro diagnostiku rakoviny prsu. Pracuje
s rentgenovy´m za´rˇen´ım, ktere´ na sn´ımku vykresluje hustotu tka´neˇ.
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hodnot´ı obraz z pohledu hran a ploch. Blokova´ variace loka´ln´ıch korelacˇn´ıch koefi-
cient˚u pocˇ´ıta´ hladkost textury. Extrakce kruhovy´ch oblast´ı hleda´ kruhove´ objekty
v obraze. Homogenita textury kalkuluje s entropi´ı textury. A minima´ln´ı rozd´ıl sou-
sedn´ıch region˚u analyzuje sousedn´ı oblasti v obraze.
1.2.1 Barevne´ prˇ´ıznaky
Klasifikace pixel˚u jako hranicˇn´ı nebo vnitrˇn´ı
Klasifikace pixel˚u jako vnitrˇn´ı nebo hranicˇn´ı (Border/Interior Pixel Classification) je
prˇ´ıkladem prˇ´ıznaku pro cely´ obraz [26]. Princip spocˇ´ıva´ v nakvantova´n´ı barevne´ho
prostoru na celkem 64 barev (pro kazˇdou RGB slozˇku 4 odst´ıny). Na´sledneˇ je kazˇdy´
pixel, ktery´ nema´ ve sve´m cˇtyrˇ-okol´ı (nahorˇe, dole, vpravo, vlevo) pixely stejne´
bary, oznacˇen jako hranicˇn´ı. Vsˇechny ostatn´ı pixely jsou oznacˇeny jako vnitrˇn´ı. Jsou
vypocˇ´ıta´ny dva histogramy: pro hranicˇn´ı pixely jeden a pro vnitrˇn´ı pixely druhy´.
Tyto histogramy jsou pouzˇity pro vy´pocˇet dLog vzda´lenosti podle vztahu
dLog(q , d) =
i<M∑
i=0
|f (q [i ])− f (d [i ])|. (1.1)
Kde f (q [i ]) reprezentuje pocˇet pixel˚u dane´ barvy v prvn´ım histogramu a f (d [i ])
ve druhe´m histogramu. Na vy´sledek se aplikuje na´sleduj´ıc´ı pravidlo
f (x ) =


0, pokud x = 0,
1, pokud 0 < x ≤ 1,
(log2 x ) + 1, pro ostatn´ı prˇ´ıpady.
(1.2)
Kde f (x ) je zjiˇst’ovany´ prˇ´ıznak.
1.2.2 Prˇ´ıznaky z´ıskane´ z sˇedoto´novy´ch obraz˚u
Autokovariance
Autokovariance [24] je cˇ´ıselna´ hodnota, ktera´ da´va´ do vztahu odchylky a strˇedn´ı
hodnoty. Je to kovariace obrazu vzhledem k jeho posunute´ verzi. Uda´va´, jak moc se
liˇs´ı textura posunute´ho obrazu oproti jeho p˚uvodn´ı pozici.
cxx (t1, t2) =
∞∫
−∞
∞∫
−∞
[x1 − a(t1)][x2 − a(t2)]p(x1, x2, t1 , t2)dx1, dx2. (1.3)
Kde x1 a x2 je vyhodnocovany´ signa´l a jeho posunut´ı. a(t1) a a(t2) jsou jejich strˇedn´ı
hodnoty a p(x1, x2, t1 , t2) je jejich hustota pravdeˇpodobnosti.
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Blokovy´ rozd´ıl inverzn´ıch pravdeˇpobnost´ı
Pomoc´ı blokove´ho rozd´ılu inverzn´ıch pravdeˇpobnost´ı – Block Difference of Inverse
Probabilities (BDIP) [9, 25] lze rozcˇlenit obraz na hrany a plochy. Pocˇ´ıta´ se jako
rozd´ıl mezi celkovy´m pocˇtem pixel˚u ve vybrane´m okneˇ v obraze a soucˇtem intenzity
pixel˚u vztazˇeny´ k maxima´ln´ı intenziteˇ
BDIP = WHWW −
∑
(i,j)∈W
I(i, j)
max
(i,j)∈W
I (i , j )
. (1.4)
KdeW reprezentuje mnozˇinu pixel˚u analyzovane´ho okna. WH a WW jsou jeho sˇ´ıˇrka
a vy´sˇka. I (i , j ) je pak intenzita pixelu na sourˇadnic´ıch i a j .
Blokova´ variace loka´ln´ıch korelacˇn´ıch koeficient˚u
Blokova´ variace loka´ln´ıch korelacˇn´ıch koeficinet˚u – Block Variation of Local Corre-
lation Coefficient (BVLC) [9, 25] hodnot´ı hladkost textury. Pocˇ´ıta´ se jako rozd´ıl mi-
nima a maxima loka´ln´ı korelace koeficient˚u, ktere´ jsou pocˇ´ıta´ny ve cˇtyrˇech smeˇrech
posunut´ı okna.
Extrakce kruhovy´ch oblast´ı
Extrakce kruhovy´ch oblast´ı – Circle Pixels Extractor (CPE) je vhodna´ pro hleda´n´ı
kruhovy´ch objekt˚u (jako by´vaj´ı na´dory), ktere´ maj´ı na sve´ plosˇe konstantn´ı jas.
Pocˇ´ıta´ strˇedn´ı hodnotu
x¯ =
1
N
∑
(i,j)∈R
I (i , j ) (1.5)
a smeˇrodatnou odchylku
sN =
√√√√ 1
N
∑
(i,j)∈R
(I (i , j )− x¯ )2. (1.6)
Kde R je mnozˇina vsˇech bod˚u v kruhu o pocˇtu N a I (i , j ) je intenzita dane´ho pixelu.
Homogenita textury
Homogenita textury [8] se pocˇ´ıta´ jako pomeˇr entropie H a maxima´ln´ı entropie H0
analyzovane´ cˇa´sti obrazu
H (P(Z )) =
N∑
j=1)
P(Zj ) log2 P(Zj ); (1.7)
H0(P(I )) = log2N . (1.8)
Kde P(Zj ) je pravdeˇpodobnost vy´skytu barvy a N je celkovy´ pocˇet barev. Cˇ´ım vysˇsˇ´ı
je relativn´ı entropie, t´ım v´ıce je textura homogenn´ı.
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Kontrast
Pro vy´pocˇet kontrastu (contrast) [6] se zvol´ı dveˇ stejneˇ velke´ oblasti se vza´jemny´m
posunut´ım ∆i ve smeˇru x a ∆j ve smeˇru y . Vy´sledny´ kontrast se pak spocˇ´ıta´ pomoc´ı
vztahu
Con = E{I (i , j ) · I (i +∆i , j +∆j )}, (1.9)
kde E{} je strˇedn´ı hodnota a I (i , j ) jsou intenzity pixel˚u v dane´ oblasti se sourˇad-
nicemi i a j .
Minima´ln´ı rozd´ıl sousedn´ıch region˚u
Pro lepsˇ´ı rozliˇsen´ı tka´neˇ od le´z´ı se pouzˇ´ıva´ Minima´ln´ı rozd´ıl sousedn´ıch region˚u –
Minimum Side Diference (MSD) [12]. Princip spocˇ´ıva´ ve vy´pocˇtu pr˚umeˇrne´ hodnoty
odst´ınu pixel˚u v analyzovane´ oblasti a v jej´ım teˇsne´m prave´m a leve´m sousedstv´ı
o stejne´ velikosti. Na´sledneˇ je pak pomoc´ı vztahu
MSD = min(Apost − Aleft,Apost − Aright) (1.10)
vypocˇ´ıta´na vy´sledna´ hodnota, kde Apost je pr˚umeˇrna´ hodnota odst´ınu v analyzovane´
oblasti a Aleft a Aright jsou pr˚umeˇry leve´ho a prave´ho sousedstv´ı. Pokud se sousedn´ı
oblasti liˇs´ı jen minima´lneˇ, vy´sledek se bl´ızˇ´ı nule. Naopak, pokud je v oblasti nehomo-
genita, ktera´ je vy´razneˇjˇs´ı nezˇ okol´ı, bude vy´sledek r˚ust do kladny´ch nebo za´porny´ch
hodnot v za´vislosti na tom, jestli je sveˇtlejˇs´ı nebo tmavsˇ´ı nezˇ pozad´ı obrazu.
Rozd´ılnost
Rozd´ılnost (dissimilarity) [6] hodnot´ı odliˇsnost dvou oblast´ı pomoc´ı rovnice
Diss = E{I (i , j )− I (i +∆i , j +∆j )}, (1.11)
kde jednotlive´ promeˇnne´ maj´ı stejny´ vy´znam jako v rovnici 1.9.
1.3 Segmentace
Segmentace je pomeˇrneˇ na´rocˇna´ u´loha. Za´rovenˇ je vsˇak kl´ıcˇova´ pro celkovy´ vy´sledek
analy´zy. Existuje pro ni velke´ mnozˇstv´ı algoritmu˚ jako je naprˇ´ıklad metoda gradi-
entn´ıch s´ıt´ı (gradient network method) [30], model zalozˇeny´ na rozd´ılu aktivn´ıho
obrysu (difference-based active contour model) [12], pyramidova´ segmentace [15],
metody zalozˇene´ na histogramu nebo regionu [35], algoritmus mravencˇ´ı kolonie (ant
colony algorithm) [4]. Na obra´zku 1.2b je videˇt prˇ´ıklad origina´ln´ıho a nasegmento-
vane´ho sn´ımku z mamografu.
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(a) origina´ln´ı sn´ımek (b) sn´ımek po segmentaci
Obra´zek 1.2: Prˇ´ıklad segmentace
Segmentace cˇernob´ıle´ho obrazu mu˚zˇe by´t obt´ızˇna´ kv˚uli vysoke´mu sˇumu, rozma-
zany´m okraj˚um a n´ızke´mu kontrastu, ktere´ jsou cˇaste´ u US sn´ımk˚u. [12]. Jedno-
duchou, ale neprˇesnou metodou je prahova´n´ı histogramu [35]. Ta rozdeˇl´ı histogram
urcˇitou hodnotou na dveˇ cˇa´sti. Tmavsˇ´ı cˇa´st je pozad´ı a sveˇtlejˇs´ı je oblast za´jmu.
Volba prahove´ hodnoty je v tomto prˇ´ıpadeˇ kl´ıcˇova´ pro spra´vne´ urcˇen´ı objekt˚u. Po-
kud je prˇ´ıliˇs vysoka´, bude jako pozad´ı urcˇena i cˇa´st objektu v poprˇed´ı. Naopak pokud
je prˇ´ıliˇs n´ızka´, objekt bude mı´t okraje tvorˇene´ pozad´ım, cozˇ zkomplikuje a zneprˇesn´ı
dalˇs´ı zpracova´n´ı. Hodnota prahu se zvol´ı na za´kladeˇ vzorku vstupn´ıch dat, odhadem
z rozlozˇen´ı hodnot v histogramu nebo se natre´nuje evolucˇn´ımi algoritmy.
1.4 Klasifikace
Po segmentaci a z´ıska´n´ı vlastnost´ı jednotlivy´ch segment˚u se na z´ıskana´ data apli-
kuj´ı metody strojove´ho ucˇen´ı za u´cˇelem natre´nova´n´ı model˚u pro rozpozna´va´n´ı vzor˚u.
Vzorem se rozumı´ cˇa´st obrazu, ktera´ je prˇedmeˇtem za´jmu. Mu˚zˇe se jednat o roz-
pozna´n´ı tka´neˇ nebo hleda´n´ı objekt˚u a jejich identifikaci. Jedn´ım z cˇasto pouzˇ´ıvany´ch
metod jsou syste´m podp˚urny´ch vektor˚u – Support Vector Machines (SVM) [1, 7,
13, 16]. Pokousˇ´ı se naj´ıt optima´ln´ı rovinu rozdeˇlen´ı pro cely´ prostor prˇ´ıznak˚u tak,
aby vzda´lenost nejblizˇsˇ´ıch bod˚u ze skupin k te´to rovineˇ byla co nejveˇtsˇ´ı. Data jsou
rozdeˇlena touto rovinou do dvou mnozˇin. Proto se metoda oznacˇuje jako bina´rn´ı.
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2 REALIZACE OPERA´TORU˚
2.1 RapidMiner
RapidMiner (RM)1 je multi-platformn´ı open-source software spolecˇnosti Rapid-I.
Tato pra´ce se zaby´va´ rozsˇ´ıˇren´ım te´to platformy o mozˇnost analy´zy obrazovy´ch dat.
Pro pra´ci s daty prˇi navrhova´n´ı modelu v RM je dostupna´ cela´ sˇka´la opera´tor˚u
pocˇ´ınaje jejich nacˇten´ım ze soubor˚u a databa´z´ı, prˇes jejich transformace, slucˇova´n´ı,
u´pravy azˇ po tre´nova´n´ı a ucˇen´ı model˚u dat, ktere´ reprezentuj´ı z nich z´ıskane´ znalosti.
Vy´stup pak lze zobrazit pomoc´ı sˇiroke´ sˇka´ly graf˚u. Vytvorˇene´ opera´tory umozˇnˇuj´ı
nacˇten´ı obra´zku ze souboru, jeho prˇedzpracova´n´ı v podobeˇ zmeˇny velikosti a apli-
kace r˚uzny´ch filtr˚u pro odstraneˇn´ı sˇumu. Hlavn´ı cˇa´st´ı jsou opera´tory pro zjiˇst’ova´n´ı
prˇ´ıznak˚u z obrazu. Vy´stup jednotlivy´ch prˇ´ıznak˚u lze pomoc´ı vizualizace zobrazit
a poprˇ´ıpadeˇ i ulozˇit jako obra´zek do souboru. Na obra´zku 2.1 je videˇt sestaveny´
proces pro tre´nova´n´ı modelu. Funkce jednotlivy´ch opera´tor˚u je popsa´na n´ızˇe.
Obra´zek 2.1: Opera´tory v RapidMineru
1Dostupny´ z URL: http://rapid-i.com/.
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2.2 ImageJ
ImageJ2 je public domain program pro zpracova´n´ı obrazu vyv´ıjeny´ Na´rodn´ım zdra-
votn´ım institutem3. V popisovane´m rozsˇ´ıˇren´ı do RM tvorˇ´ı za´kladn´ı knihovnu pro
manipulaci s obrazem, d´ıky tomu se usnadnila tvorba neˇktery´ch cˇa´st´ı rozsˇ´ıˇren´ı.
V za´kladu obsahuje velke´ mnozˇstv´ı algoritmu˚ pro u´pravu obrazu. Dı´ky jeho otevrˇene´
architekturˇe je mozˇne´ prˇida´vat pluginy, ktere´ byly vytvorˇen´ı trˇet´ı stranou.
2.3 Opera´tory prˇedzpracova´n´ı
2.3.1 Realizace opera´toru pro nacˇ´ıta´n´ı
Pro nacˇten´ı obra´zku z disku jsou vytvorˇeny dva druhy opera´tor˚u. Prvn´ı z nich otv´ıra´
pouze prˇesneˇ zadany´ obra´zek a jeho masku. Maskou se rozumı´ cˇernob´ıly´ obraz, ktery´
je pouzˇ´ıva´n pro vyznacˇen´ı oblast´ı za´jmu (b´ıla´) a vsˇeho ostatn´ıho (cˇerna´). Druhy´ typ
opera´toru ma´ vstupn´ı parametry adresa´rˇ s obra´zky, adresa´rˇ s maskami a prˇ´ıponu
souboru. Ze seznamu soubor˚u z adresa´rˇe s obra´zky se z´ıskaj´ı jenom ty, ktere´ maj´ı
zadanou prˇ´ıponou. Ty se pak postupneˇ nacˇ´ıtaj´ı, podle jme´na se jim prˇiˇrazuje maska
z druhe´ho adresa´rˇe a pos´ılaj´ı se vnitrˇn´ım opera´tor˚um. Tyto dva druhy opera´tor˚u
maj´ı verzi pro nacˇ´ıta´n´ı sˇedoto´novy´ch a barevny´ch obra´zk˚u.
2.3.2 Realizace opera´toru pro zmeˇnu velikosti obrazu
Zmeˇna velikosti obrazu je jedna ze za´kladn´ıch a jednoduchy´ch operac´ı. Vstupn´ımi
parametry jsou pomeˇry noveˇ z´ıskany´ch rozmeˇr˚u k p˚uvodn´ım rozmeˇr˚um obrazu. Po-
kud se obraz zveˇtsˇuje, jsou chybeˇj´ıc´ı body dopocˇ´ıta´ny pomoc´ı interpolace.
2.3.3 Realizace opera´tor pro zjiˇst’ova´n´ı prˇ´ıznak˚u
U´loha tohoto opera´toru spocˇ´ıva´ v prˇida´n´ı parametr˚u okna k obrazu, ktery´ se na´sled-
neˇ posˇle vsˇem vnitrˇn´ım opera´tor˚um. Vnitrˇn´ı opera´tory po zpracova´n´ı pos´ılaj´ı sve´
vy´sledky ve formeˇ vlastnost´ı, ktere´ jsou pro vy´stup z tohoto opera´toru prˇemeˇneˇny
na data vhodna´ k dalˇs´ımu zpracova´n´ı pomoc´ı RM. Okno zadane´ velikosti je postupneˇ
posouva´no definovany´m krokem po cele´m obra´zku. Jestli se dana´ sourˇadnice okna
posˇle vnitrˇn´ım opera´tor˚um na zpracova´n´ı, ovlivnˇuje maska a parametry pravdeˇ-
podobnosti vy´beˇru pro jej´ı cˇernou a b´ılou barvu.
2Dostupny´ z URL: http://rsbweb.nih.gov/ij/.
3National Institutes of Health – domovske´ stra´nky: http://www.nih.gov/
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2.3.4 Realizace genera´toru masky
Tento opera´tor byl vytvorˇen specia´lneˇ pro odstranˇova´n´ı artefakt˚u (naprˇ. sˇt´ıtk˚u)
ze sn´ımku z mamografu. Jeho u´cˇelem je vytvorˇen´ı masky, kde b´ıla´ barva oznacˇuje
tka´nˇ a cˇerna´ vsˇechno ostatn´ı. Pro tento u´cˇel se nejprve pomoc´ı funkce automa-
ticke´ho prahova´n´ı z knihovny ImageJ prˇevede obraz na cˇenob´ıly´, kde b´ıla´ barva
oznacˇuje objekty a cˇerna´ pozad´ı. Da´le se pomoc´ı krok˚u, ktere´ prohleda´vaj´ı ob-
raz ve spira´le se zacˇa´tkem ve strˇedu sn´ımku, najde prvn´ı b´ıly´ bod. Ten s vyso-
kou pravdeˇpodobnost´ı znacˇ´ı tka´nˇ. Na tento bod se aplikuje vyplneˇn´ı (tzv. food fill)
popsane´ v [2] na odst´ın sˇede´ barvy. Vsˇechny pixely kromeˇ sˇedy´ch jsou na sn´ımku
na´sledneˇ zmeˇneˇny na cˇernou. Na za´veˇr se sˇede´ pixely obarv´ı na b´ılou barvu a t´ım
vznikne maska.
2.3.5 Realizace obrazovy´ch filtr˚u
Gaussovske´ rozmaza´n´ı
Tento opera´tor pouzˇ´ıva´ konvoluci spolu s Gaussovou funkc´ı4 pro rozmaza´n´ı obrazu.
T´ım se mu˚zˇe sn´ızˇit sˇum v obraze [22], ale za´rovenˇ se sn´ızˇ´ı i detaily. Vstupn´ım
parametrem je smeˇrodatna´ odchylka, ktera´ urcˇuje s´ılu rozmaza´n´ı.
Vlnkove´ paketove´ odstraneˇn´ı sˇumu
Na obraz se aplikuje Waveletova´ transformace, ktera´ ho rozlozˇ´ı na peˇt sub-pa´sem.
Hodnoty v kazˇde´m sub-pa´smu se vynuluj´ı, pokud plat´ı pravidlo
|cixy | < kiσσi . (2.1)
Kde cixy je hodnota sub-pa´sma se sourˇadnicemi x a y, ki je zadany´ koeficient pro sub-
pa´smo, σ je zadana´ smeˇrodatna´ odchylka sˇumu v obraze a σi je smeˇrodatna´ odchylka
pro sub-pa´smo.
Gabor˚uv filtr
Podle [21] byl implementova´n Gabor˚uv filtr. Rea´lna´ cˇa´st konvolucˇn´ıho ja´dra se
vypocˇ´ıta´ pomoc´ı vtahu
gλ,Θ ,ϕ,σ,γ(x , y) = exp(−
x ′
2 + γ2y ′2
2σ2
) cos(2pi
x ′
λ
+ ϕ). (2.2)
kde x a y jsou sourˇadnice v konvolucˇn´ım ja´dru, λ je vlnova´ de´lka kosinove´
funkce, Θ definuje natocˇen´ı filtru, ϕ urcˇuje pocˇa´tecˇn´ı fa´zi kosinove´ funkce, γ uda´va´
4Je pouzˇit plugin do ImageJ dostupny´ z URL: http://rsbweb.nih.gov/ij/plugins/
gaussian-blur.html.
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(a) origina´ln´ı sn´ımek (b) po aplikaci filtru
Obra´zek 2.2: Prˇ´ıklad pouzˇit´ı Gaborova filtru
elipticˇnost Gaborovy funkce a σ uda´va´ smeˇrodatnou odchylku Gaussovy funkce.
Promeˇnne´ x ′ a y ′ se vypocˇ´ıtaj´ı pomoc´ı vztah˚u
x ′ = x cos θ + y sin θ, (2.3)
y ′ = −x sin θ + y cos θ. (2.4)
Prˇ´ıklad pouzˇit´ı Gaborova filtru je na obra´zku 2.2.
2.4 Opera´tory z´ıska´va´n´ı prˇ´ıznak˚u
Vizualizace vy´stup˚u z opera´tor˚u v na´sleduj´ıc´ı sekci je po zpracova´n´ı obra´zku 1.2a.
2.4.1 Realizace opera´tor˚u pro pra´ci s cely´m obrazem
Z´ıska´va´n´ı globa´ln´ıch prˇ´ıznak˚u
U tohoto opera´toru je na vy´beˇr neˇkolik statistik pro vy´pocˇet. Opera´tor je proveden
i ve varianteˇ pracuj´ıc´ı s oknem, podobneˇ jak n´ızˇe uvedene´ opera´tory. V na´sleduj´ıc´ım
vy´cˇtu je vzˇdy v za´vorce uveden obra´zek, ktery´ je vy´stupem ze zpracova´n´ı oknem
o velikost´ı 5 pixel˚u. Jednotlive´ statistiky jsou strˇedn´ı hodnota (2.3e), media´n (2.3g),
koeficient sˇikmosti (2.3j), cozˇ je centra´ln´ı moment 3. rˇa´du, smeˇrodatna´ odchylka
(2.3k), koeficient sˇpicˇatosti (2.3c), ktery´ reprezentuje centra´ln´ı moment 4. rˇa´du,
barvu s nejveˇtsˇ´ım pocˇtem pixel˚u (2.3h) a jejich relativn´ı pocˇet vztazˇeny´ k celkove´mu
pocˇtu pixel˚u (2.3i), nejtmavsˇ´ı (2.3f) a nejsveˇtlejˇs´ı barvu (2.3d), teˇzˇiˇsteˇ masy, cozˇ je
va´hovana´ pr˚umeˇrna´ hodnota sveˇtlosti vsˇech x-ovy´ch a y-onovy´ch sourˇadnic pixel˚u,
relativn´ı pocˇet nenulovy´ch bod˚u (2.3a) a hranatost (2.3b), ktera´ secˇte b´ıle´ pixely
po nalezen´ı hran v obraze a urcˇ´ı jejich relativn´ı pocˇet.
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(a) relativn´ı pocˇet nenu-
lovy´ch pixel˚u
(b) hranatost (c) koeficient sˇpicˇatosti (d) maxima´ln´ı sˇeda´ hod-
nota
(e) strˇedn´ı hodnota (f) minima´ln´ı sˇeda´ hod-
nota
(g) media´n (h) barva s nejveˇtsˇ´ım
pocˇtem pixel˚u
(i) relativn´ı pocˇet nej-
cˇasteˇjˇs´ı barvy
(j) koeficient sˇikmosti (k) smeˇrodatna´ odchyl-
ka
Obra´zek 2.3: Opera´tor vy´pocˇtu statistik
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BIC
Tento opera´tor je pouze cˇa´stecˇnou realizac´ı 1.2.1 druhou cˇa´st´ı je opera´tor dLog 2.4.1.
Na jeho prvn´ım vy´stupu je obraz, na ktere´m jsou b´ıle vyznacˇeny vnitrˇn´ı pixely a
na druhe´m vy´stupu je obraz, kde maj´ı vnitrˇn´ı pixely p˚uvodn´ı barvu po nakvantova´n´ı
a hranicˇn´ı pixely maj´ı o stupenˇ sveˇtlejˇs´ı odst´ın. Parametrem opera´toru je celocˇ´ıselna´
hodnota, ktera´ uda´va´, kolik okoln´ıch pixel˚u se mu˚zˇe liˇsit, aby byl centra´ln´ı pixel
oznacˇen jako vnitrˇn´ı.
dLog
Na vstupu opera´tor ocˇeka´va´ obra´zek, ktery´ je druhy´m vy´stupem opera´toru BIC
2.4.1 s vyznacˇeny´mi hranicˇn´ımi a vnitrˇn´ımi pixely. Na vy´stupu je prˇ´ıznak spocˇ´ıtany´
pomoc´ı vztahu 1.1.
Loka´ln´ı extre´my
Loka´ln´ı extre´my v obraze jsou mnozˇiny sousedn´ıch pixel˚u, ktere´ maj´ı ve sve´m
okol´ı jenom pixely s mensˇ´ı respektive veˇtsˇ´ı hodnou. Pro jejich hleda´n´ı se postupuje
v neˇkolika kroc´ıch. Pro kazˇdy´ pixel se najde jeho cˇtyrˇ-okol´ı, ktere´ ma´ stejnou barvu,
a tyto pixely jsou prˇida´ny do mnozˇiny. Na´sledneˇ se analyzuje okol´ı te´to mnozˇiny,
jestli se v n´ı nacha´zej´ı jenom pixely s nizˇsˇ´ı nebo vysˇsˇ´ı hodnotou v za´vislosti na tom,
jestli se hleda´ minimum nebo maximum. Pokud je dana´ oblast loka´ln´ı extre´m, zap´ıˇse
se sourˇadnice jednoho z pixel˚u do vy´stupn´ı mnozˇiny bod˚u. Vy´stup je na obra´zku
2.6d.
Po spusˇteˇn´ı trvalo opera´toru nalezen´ı extre´mu˚ na sn´ımku ultrazvuku srdce 238 s.
Vzhledem k dobeˇ trva´n´ı vy´pocˇtu, bylo nutne´ prove´st optimalizaci. V p˚uvodn´ı im-
plementaci nejv´ıce cˇasu zab´ıralo oveˇrˇova´n´ı, jestli dany´ bod uzˇ byl zpracova´n (jestli
je obsazˇen v mnozˇineˇ projity´ch prvk˚u a pra´veˇ zpracova´vany´ch prvk˚u). Tyto u´daje
byly ulozˇeny v datove´m typu HashSet, ktery´ se vzˇdy musel procha´zet, dokud se
nenasˇla shoda. Cozˇ znamenalo prˇi hleda´n´ı bodu, ktery´ se v mnozˇineˇ nevyskytoval,
jej´ı cele´ prohleda´va´n´ı. Proto byl nahrazen dvou-rozmeˇrny´m polem boolean prvk˚u.
Dı´ky tomu se algoritmus urychlil na 81 s. Ovsˇem ale ani toto rˇesˇen´ı nen´ı optima´ln´ı,
protozˇe prˇi operaci se vsˇemi body z aktua´lneˇ zpracova´vane´ oblasti se vzˇdy mus´ı proj´ıt
cele´ pole prvk˚u. Proto byla pouzˇita kombinace teˇchto dvou prˇ´ıstup˚u. Pro aktua´ln´ı
region je vytvorˇeno dvou-rozmeˇrne´ boolean pole, ktere´ se pouzˇ´ıva´ pro oveˇrˇova´n´ı,
jestli dany´ prvek lezˇ´ı v mnozˇineˇ, i mnozˇina HashSet, ktera´ se pouzˇ´ıva´ prˇi iterova´n´ı
vsˇech prvk˚u. Vy´sledny´ cˇas na testovac´ım obra´zku cˇinil 13 s.
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(a) Autokovariance (b) BVLC (c) BDIP (d) Homogenita
Obra´zek 2.4: Vy´stupy opera´tor˚u
2.4.2 Tvorba opera´tor˚u pro extrakci prˇ´ıznak˚u s vyuzˇit´ım
okna
V te´to cˇa´sti jsou popsa´ny opera´tory, ktere´ pocˇ´ıtaj´ı prˇ´ıznaky pouze z cˇa´sti obrazu.
Tato cˇa´st je vymezena cˇtvercovy´m oknem, poprˇ´ıpadeˇ jeho strˇedem.
Autokovariance
Jej´ı rovnice je popsa´na v 1.2.2. Vstupn´ı parametry ma´ velikost okna, nad ktery´m
se autokovariace pocˇ´ıta´, a posunut´ı okna v x-ove´m a y-ove´m smeˇru pro korelaci
aktua´ln´ıho a posunute´ho okna. Vy´stup je na obra´zku 2.4a.
BDIP a BVLC
Tyto dva opera´tory 1.2.2 a 1.2.2 maj´ı vstupn´ı parametr velikost okna. Z pixel˚u
v okneˇ se spocˇ´ıtaj´ı charakteristicke´ vlastnosti a ty se pos´ılaj´ı da´le ke zpracova´n´ı.
Vy´stup pro BDIP je na obra´zku 2.4c, pro BVLC na 2.4b.
Extrakce kruhovy´ch oblast´ı
Opera´tor 1.2.2 ma´ jako vstupn´ı parametr polomeˇr zkoumane´ oblasti. Vy´sledny´
pr˚umeˇr je pak dvojna´sobek pr˚umeˇru plus 1. Vy´stup je na obra´zku 2.6a a 2.6b.
Extraktor tre´novac´ı hodnoty
Nacˇte z masky vytvorˇene´ pro dany´ obra´zek hodnotu pixelu na pozici okna. Ta
ma´ hodnotu 0 pro cˇernou barvu a 255 pro b´ılou. Tyto hodnoty jsou, pokud je to
pozˇadova´no, oznacˇeny jako label, ktery´ oznacˇuje ucˇ´ıc´ım algoritmu˚m, jak maj´ı data
klasifikovat.
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Kontrast a rozd´ılnost
Tyto dva opera´tory jsou velice podobne´. Jsou realizac´ı 1.2.2 a 1.2.2. Jako vstupn´ı
parametry maj´ı velikost okna, pro ktere´ jsou hodnoty pocˇ´ıta´ny. Da´le posunut´ı okna
v x-ove´m a y-ove´m smeˇru pro porovna´vac´ı oblast. Vy´stupy jsou na obra´zku 2.5a pro
kontrast a 2.5b pro rozd´ılnost.
(a) Kontrast (b) Rozd´ılnost
Obra´zek 2.5: Vy´stupy opera´tor˚u
Homogenita textury
Prˇi pocˇ´ıta´n´ı maxima´ln´ı entropie 1.2.2 je celkovy´ pocˇet barev pro cˇernob´ıly´ obraz
256. Proto se vy´pocˇet omezuje na pocˇ´ıta´n´ı entropie H a jej´ı podeˇlen´ı konstantou.
Vy´stup je na obra´zku 2.4d.
Minima´ln´ı rozd´ıl sousedn´ıch region˚u
Vstupn´ı parametr velikost okna urcˇuje velikost prostrˇedn´ı oblasti, ktera´ je analy-
zova´na. Proto mus´ı by´t zadana´ sˇ´ıˇrka trˇikra´t mensˇ´ı nezˇ je sˇ´ıˇrka zpracova´vane´ oblasti
zadana´ v Global features extractor. Vy´stup je na obra´zku 2.6c.
(a) CPE strˇedn´ı
hodnota
(b) CPE smeˇrodatna´
odchylka
(c) minima´ln´ı rozd´ıl
sousedn´ıch region˚u
(d) loka´ln´ı extre´my
Obra´zek 2.6: Vy´stupy opera´tor˚u
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Relativn´ı pozice
Tento opera´tor nacˇte absolutn´ı pozici pra´veˇ zpracova´vane´ho okna a prˇepocˇ´ıta´ j´ı
na relativn´ı pozici pomoc´ı vztahu
xrel =
xabs
DW
, (2.5)
kde xrel je x-ova´ relativn´ı pozice okna, xabs je x-ova´ absolutn´ı pozice a DW je sˇ´ıˇrka
obrazu v pixelech. Obdobneˇ se pocˇ´ıta´ i y-ova´ pozice.
2.5 Realizace opera´tor˚u pro vizualizaci a ukla´da´n´ı
vy´stupn´ıho obrazu
Po aplikaci natre´novane´ho modelu na z´ıskana´ data z obrazu je potrˇeba prˇeve´st
data zpeˇt na vizua´ln´ı podobu. K tomuto u´cˇelu slouzˇ´ı opera´tor Model Visualizer.
Na vstup mu prˇijdou data s prˇiˇrazenou pravdeˇpodobnost´ı, s jakou je dany´ rˇa´dek
pozˇadovany´m objektem. Pravdeˇpodobnost se prˇepocˇ´ıta´ na odst´ın sˇedi a dany´ pixel
je zapsa´n na sve´ mı´sto v obraze. Po u´praveˇ tohoto opera´toru mu˚zˇe nyn´ı zobrazo-
vat libovolny´ cˇ´ıselny´ atribut. Interval hodnot ze zobrazovane´ho atributu je vzˇdy
prˇepocˇ´ıta´n na celocˇ´ıselnou hodnotu v rozmez´ı od 0 do 255, aby se mohl zobrazit
jako odst´ın sˇede´ barvy.
Lidske´ oko doka´zˇe rozeznat mnohem v´ıce barevny´ch odst´ın˚u nezˇ sˇedo-to´novy´ch
[38]. Z toho d˚uvodu byl vytvorˇen opera´tor Look Up Table Applier. Jeho za´kladem
je vyhleda´vac´ı tabulka – Look Up Table (LUT), ktera´ mapuje sˇedo-to´nove´ pixely
na barevne´. Prˇ´ıklady neˇktery´ch LUT jsou na obra´zku 2.7. Opera´tor obsahuje 13
prˇeddefinovany´ch LUT. Da´le je mozˇne´ nacˇ´ıtat vytvorˇene´ LUT z programu ImageJ.
Jako trˇet´ı mozˇnost je definice vlastn´ı LUT pomoc´ı trˇ´ı barev, ktere´ definuj´ı zacˇa´tek,
strˇed a konec spektra. Ostatn´ı barvy se dopocˇ´ıtaj´ı pomoc´ı interpolace.
Obra´zek 2.7: Prˇ´ıklady r˚uzny´ch LUT
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Za´pis obra´zku na disk je realizova´n opera´torem Write Grayscale Image a Write
Color Image to File v za´vislosti na tom, jestli je vstupn´ı obraz cˇernob´ıly´ nebo ba-
revny´. Doka´zˇou zapsat bud’ jeden obra´zek a ten, pokud prˇijde beˇhem simulace v´ıce
obra´zk˚u, prˇepisovat, nebo po zasˇkrtnut´ı volby multi image je ukla´dat pod jejich
p˚uvodn´ım na´zvem do zvolene´ slozˇky.
2.6 Vlastnosti cele´ho rˇesˇen´ı
Cely´ na´stroj je tvorˇen trˇemi cˇa´stmi: programem RapidMiner, knihovnou ImageJ a
vytvorˇeny´mi opera´tory pro pra´ci s obrazem. Dı´ky te´to kombinaci je mozˇne´ vyuzˇ´ıt
prˇes 200 ucˇ´ıc´ıch se algoritmu˚ a klasifika´tor˚u. Da´le je mozˇne´ prova´deˇt vy´beˇr prˇ´ıznak˚u
pomoc´ı zpeˇtne´, doprˇedne´ a evolucˇn´ı optimalizace. Pomoc´ı geneticky´ch algoritmu˚ lze
nastavovat parametry jednotlivy´ch opera´tor˚u. Vy´hledoveˇ se pracuje na evolucˇn´ım
na´vrhu cele´ho procesu.
Dı´ky graficke´mu rozhran´ı, ktere´ je videˇt na obra´zku 2.8, je na´vrh procesu in-
tuitivn´ı a rychly´. Dalˇs´ı vy´hodou je znovupouzˇitelnost pro rˇesˇen´ı novy´ch proble´mu˚.
Obra´zek 2.8: Graficke´ rozhran´ı RapidMineru
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3 EXPERIMENTA´LNI´ OVEˇRˇENI´
V te´to sekci jsou vyuzˇity opera´tory z prˇedcha´zej´ıc´ı kapitoly. V prvn´ı cˇa´sti je popsa´n
princip meˇrˇen´ı a jsou zde uvedeny vy´sledky pro oveˇrˇova´n´ı funkcˇnosti na mamografu a
ultrazvuku srdce. Ve druhe´ cˇa´sti jsou strucˇneˇ popsa´ny ucˇ´ıc´ı algoritmy a je otestova´na
jejich vy´konnost na sn´ımc´ıch z ultrazvuku.
3.1 Test funkcˇnosti
Princip meˇrˇen´ı vy´sledk˚u spocˇ´ıva´ ve zhodnocen´ı prˇesnosti natre´novany´ch model˚u
po aplikaci na testovac´ı data. Vy´sledek je reprezentova´n cˇtyrˇpoln´ı tabulkou, cozˇ je
specia´ln´ı typ kontingencˇn´ı tabulky se dveˇma sloupci a dveˇma rˇa´dky. Rˇa´dky oznacˇuj´ı
predikovane´ hodnoty a sloupce skutecˇne´ hodnoty podle masky. Celkova´ prˇesnost je
pocˇ´ıta´na pomoc´ı
A =
tp + tn
tp + tn + fp + fn
, (3.1)
kde tp je pocˇet spra´vneˇ urcˇeny´ch b´ıly´ch bod˚u, tn je pocˇet spra´vneˇ urcˇeny´ch cˇerny´ch
bod˚u, fp je pocˇet cˇerny´ch bod˚u urcˇeny´ch jako b´ıle´ a fn je pocˇet b´ıly´ch bod˚u urcˇeny´ch
jako cˇerne´. Preciznost je da´na vztahem
P =
tp
tp + fp
. (3.2)
Jde o pomeˇr spra´vneˇ ucˇeny´ch pozitivn´ıch bod˚u ku celkove´mu pocˇtu bod˚u urcˇeny´ch
jako pozitivn´ı. Kompletnost je pomeˇr spra´vneˇ urcˇeny´ch pozitivn´ıch bod˚u z celkove´ho
pocˇtu pozitivn´ıch bod˚u. Z´ıska´ se pomoc´ı
R =
tp
tp + fn
. (3.3)
Jako vstupn´ı data pro prvn´ı cˇa´st meˇrˇen´ı byly pouzˇity sn´ımky z mamografu z mini-
MIAS databa´ze1. Byla vytvorˇena maska, ktera´ b´ılou barvou oznacˇuje jenom tukovou
tka´nˇ, cozˇ je oblast za´jmu. Cˇernou barvou je oznacˇeno pozad´ı, svalova´ tka´nˇ a vsˇechny
artefakty na sn´ımku v podobeˇ oznacˇovac´ıch sˇt´ıtk˚u a r˚uzneˇ porusˇeny´ch okraj˚u. Viz
obra´zek 3.1.
Ve druhe´ cˇa´sti byly pouzˇity sn´ımky z´ıskane´ z vide´ı US srdce (obra´zek 3.2a a 3.2c)
a pode´lne´ho pr˚urˇezu tepnou (obra´zek 3.8a). Zde bylo u´cˇelem detekovat okraje srdecˇn´ı
komory a steˇnu tepny. Maska je proto vytvorˇena jako linka kryj´ıc´ı okrajovou tka´nˇ.
1The mini-MIAS database of mammograms dostupne´ z URL: http://peipa.essex.ac.uk/
info/mias.html
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(a) origina´ln´ı sn´ımek (b) maska
Obra´zek 3.1: Mamogram a maska
(a) origina´l srdce01 (b) maska srdce01 (c) origina´l srdce02 (d) maska srdce02
Obra´zek 3.2: Testovac´ı sn´ımky ultrazvuku srdce
Meˇrˇen´ı vy´sledk˚u v RM je rozdeˇleno do dvou proces˚u. V prvn´ım se prova´d´ı
tre´nova´n´ı modelu na cˇa´sti dat. Nejdrˇ´ıve se nacˇte obra´zek a jeho maska ze sou-
boru. Potom je v neˇktery´ch procesech odstraneˇn sˇum pomoc´ı vlnkove´ transfor-
mace. Na´sledneˇ jsou pro pozˇadovane´ body vypocˇ´ıta´ny prˇ´ıznaky. Pro z´ıska´n´ı lepsˇ´ıch
vy´sledk˚u se na datech neˇkolikra´t v ra´mci krˇ´ızˇove´ validace tre´nuje model pomoc´ı
SVM. Ve druhe´m procesu se model aplikuje na testovac´ı data, ktera´ se z´ıskaj´ı stejneˇ
jako v prvn´ım procesu, a je vyhodnocena jeho u´speˇsˇnost. Poprˇ´ıpadeˇ se u´speˇsˇnost
zobraz´ı pomoc´ı opera´toru pro vizualizaci.
3.1.1 Mamograf
Testovac´ı mnozˇina se skla´dala ze 12 sn´ımk˚u, na ktery´ch se tre´noval model. Byly
testova´ny dva modely. Pro testova´n´ı byl pouzˇit sn´ımek 1.2. V jednom se prˇi z´ıska´va´n´ı
prˇ´ıznak˚u zarˇadil opera´tor pro relativn´ı pozici a ve druhe´m ne.
V tabulce 3.1 je zobrazena u´speˇsˇnost modelu bez opera´toru relativn´ı pozice.
Celkova´ prˇesnost cˇinila 79,85%. Vy´sledky modelu s relativn´ı pozic´ı jsou v tabulce
3.2, celkova´ prˇesnost je 81,57%. Vizualizace obou vy´sledk˚u je na obra´zku 3.3.
Po z´ıska´n´ı v´ıce zkusˇenost´ı s prac´ı v RapidMineru a se zpracova´n´ım obrazu, byl
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natre´nova´n model pomoc´ı naivn´ıho Bayesova klasifika´toru. Prˇi testu cˇinila prˇesnost
modelu 89,02%. Dı´lcˇ´ı prˇesnosti jsou v tabulce 3.3. Vizualizace vy´sledku se jesˇteˇ
pomoc´ı prahova´n´ı, ekvalizace histogramu a Gaussova rozmaza´n´ı upravila. Vy´sledek
je videˇt na obra´zku 3.3c. T´ımto se z´ıkal na´stroj, ktery´ doka´zˇe vytvorˇit masku pro
odstraneˇn´ı artefakt˚u z mamografu.
Tabulka 3.1: Vy´sledek testova´n´ı modelu pro mamograf bez relativn´ı pozice
spra´vneˇ
cˇerna´
spra´vneˇ
b´ıla´
preciznost
trˇ´ıdy
prˇedpoveˇzena cˇerna´ 69270 2869 96,02%
prˇedpoveˇzena b´ıla´ 6008 44538 88,11%
kompletnost trˇ´ıdy 92,02% 93,95%
Tabulka 3.2: Vy´sledek testova´n´ı modelu pro mamograf s relativn´ı pozic´ı
spra´vneˇ
cˇerna´
spra´vneˇ
b´ıla´
preciznost
trˇ´ıdy
prˇedpoveˇzena cˇerna´ 26841 9274 74,32%
prˇedpoveˇzena b´ıla´ 989 18591 94,95%
kompletnost trˇ´ıdy 96,45% 66,72%
Tabulka 3.3: Vy´sledek testova´n´ı modelu pro mamograf s optimalizac´ı
spra´vneˇ
cˇerna´
spra´vneˇ
b´ıla´
preciznost
trˇ´ıdy
prˇedpoveˇzena cˇerna´ 12035 346 97,21%
prˇedpoveˇzena b´ıla´ 3044 15441 83,53%
kompletnost trˇ´ıdy 79,81% 97,981%
3.1.2 Ultrazvuk
Pro detekci okraje komory srdce z US sn´ımku byly pouzˇity obra´zky z´ıskane´ ze dvou
vide´ı porˇ´ızeny´ch pomoc´ı dvou prˇ´ıstroj˚u od r˚uzny´ch vy´robc˚u. Prvn´ı tre´novac´ı mnozˇi-
na obsahuje 20 obra´zk˚u. Druha´ mnozˇina obsahuje 56 tre´novac´ıch obra´zk˚u. Da´le byl
z obou vide´ı z´ıska´ny testovac´ı sn´ımky, ktere´ se vyuzˇily i pro vizualizaci vy´sledk˚u.
Testovac´ı sn´ımky jsou na obra´zku 3.2 spolu se svy´mi maskami. Pro dalˇs´ı potrˇeby jsou
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(a) bez relativn´ı pozice (b) s relativn´ı pozic´ı (c) konecˇna´ verze
Obra´zek 3.3: Vizualizace testu mamografu
v na´sleduj´ıc´ım textu v za´vislosti na kontextu oznacˇeny tre´novac´ı mnozˇina, z´ıskany´
model a testovac´ı sn´ımek jako srdce01. Srdce02 oznacˇuje druhou tre´novac´ı mnozˇinu,
model a testovac´ı sn´ımek.
Jako prvn´ı se testoval model vytvorˇeny´ na tre´novac´ı mnozˇineˇ srdce02 bez pouzˇit´ı
opera´toru pro odstraneˇn´ı sˇumu. Po aplikaci na testovac´ı sn´ımek srdce02 byla celkova´
prˇesnost 88,37%. Dı´lcˇ´ı prˇesnosti jsou v tabulce 3.4 a vizualizace na obra´zku 3.4b.
Celkova´ prˇesnost na testovac´ım sn´ımku srdce01 cˇinila 94,70%. Dı´lcˇ´ı prˇesnosti jsou
v tabulce 3.5 a vizualizace na obra´zku 3.4a.
Tabulka 3.4: Model srdce02 bez odstraneˇn´ı sˇumu aplikovany´ na srdce02
spra´vneˇ
cˇerna´
spra´vneˇ
b´ıla´
preciznost
trˇ´ıdy
prˇedpoveˇzena cˇerna´ 661312 214 99,97%
prˇedpoveˇzena b´ıla´ 87118 2347 2,62%
kompletnost trˇ´ıdy 88,36% 91,64%
Tabulka 3.5: Model srdce02 bez odstraneˇn´ı sˇumu aplikovany´ na srdce01
spra´vneˇ
cˇerna´
spra´vneˇ
b´ıla´
preciznost
trˇ´ıdy
prˇedpoveˇzena cˇerna´ 241022 732 99,70%
prˇedpoveˇzena b´ıla´ 12782 496 3,74%
kompletnost trˇ´ıdy 94,96% 40,69%
Pro dalˇs´ı testova´n´ı se pouzˇil model vytvorˇeny´ na tre´novac´ı mnozˇineˇ srdce02
s mı´rny´m odstraneˇn´ım sˇumu. Po aplikaci na testovac´ı sn´ımek srdce02 byla celkova´
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(a) srdce01 (b) srdce02
Obra´zek 3.4: Vizualizace modelu srdce02 bez odstraneˇn´ı sˇumu
prˇesnost 88,78%. Dı´lcˇ´ı prˇesnosti jsou v tabulce 3.6 a vizualizace na obra´zku 3.5b.
Celkova´ prˇesnost na testovac´ım sn´ımku srdce01 cˇinila 94,93%. Dı´lcˇ´ı prˇesnosti jsou
v tabulce 3.7 a vizualizace na obra´zku 3.5a.
Tabulka 3.6: Model srdce02 s mı´rny´m odstraneˇn´ım sˇumu aplikovany´ na srdce02
spra´vneˇ
cˇerna´
spra´vneˇ
b´ıla´
preciznost
trˇ´ıdy
prˇedpoveˇzena cˇerna´ 664392 222 99,97%
prˇedpoveˇzena b´ıla´ 84038 2339 2,71%
kompletnost trˇ´ıdy 88,77% 91,33%
Tabulka 3.7: Model srdce02 s mı´rny´m odstraneˇn´ım sˇumu aplikovany´ na srdce01
spra´vneˇ
cˇerna´
spra´vneˇ
b´ıla´
preciznost
trˇ´ıdy
prˇedpoveˇzena cˇerna´ 241603 734 99,70%
prˇedpoveˇzena b´ıla´ 12201 485 3,82%
kompletnost trˇ´ıdy 95,19% 39,79%
Trˇet´ı model v porˇad´ı byl vytvorˇen na tre´novac´ı mnozˇineˇ srdce01 s mı´rny´m od-
straneˇn´ım sˇumu. Po aplikaci na testovac´ı sn´ımek srdce01 byla celkova´ prˇesnost
96,35%. Dı´lcˇ´ı prˇesnosti jsou v tabulce 3.8 a vizualizace na obra´zku 3.6a. Celkova´
prˇesnost na testovac´ım sn´ımku srdce01 cˇinila 47,26%. Dı´lcˇ´ı prˇesnosti jsou v tabulce
3.6 a vizualizace na obra´zku 3.6b.
Pro zvy´sˇen´ı prˇesnosti modelu byly pouzˇity evolucˇn´ı algoritmy implementovane´
v RM. Dı´ky nim byly zjiˇsteˇny parametry opera´toru pro odstraneˇn´ı sˇumu a vnitrˇn´ıch
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(a) srdce01 (b) srdce02
Obra´zek 3.5: Vizualizace modelu srdce02 s mı´rny´m odstraneˇn´ım sˇumu
(a) srdce01 (b) srdce02
Obra´zek 3.6: Vizualizace modelu srdce01 s mı´rny´m odstraneˇn´ım sˇumu
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Tabulka 3.8: Model srdce01 s mı´rny´m odstraneˇn´ım sˇumu aplikovany´ na srdce01
spra´vneˇ
cˇerna´
spra´vneˇ
b´ıla´
preciznost
trˇ´ıdy
prˇedpoveˇzena cˇerna´ 245507 1007 99,59%
prˇedpoveˇzena b´ıla´ 8297 212 2,49%
kompletnost trˇ´ıdy 96,73% 17,39%
Tabulka 3.9: Model srdce01 s mı´rny´m odstraneˇn´ım sˇumu aplikovany´ na srdce02
spra´vneˇ
cˇerna´
spra´vneˇ
b´ıla´
preciznost
trˇ´ıdy
prˇedpoveˇzena cˇerna´ 352779 388 99,89%
prˇedpoveˇzena b´ıla´ 395651 2173 0,55%
kompletnost trˇ´ıdy 47,14% 84,85%
opera´tor˚u pro zjiˇst’ova´n´ı prˇ´ıznak˚u. Tre´novan´ı bylo provedeno na mnozˇineˇ srdce01.
Celkova´ prˇesnost tre´nova´n´ı byla 94.14% +/− 0.98%. Dı´lcˇ´ı prˇesnosti jsou uvedeny
v tabulce 3.10. Po aplikaci na testovac´ı obra´zek srdce01 byla celkova´ prˇesnost 90,17%.
Dı´lcˇ´ı prˇesnosti jsou uvedeny v tabulce 3.11. Vizualizace je na obra´zku 3.7.
Tabulka 3.10: Model srdce01 s natre´novany´mi vlastnostmi pomoc´ı evolucˇn´ıch algo-
ritmu˚
spra´vneˇ
cˇerna´
spra´vneˇ
b´ıla´
preciznost
trˇ´ıdy
prˇedpoveˇzena cˇerna´ 13970 9958 92,35%
prˇedpoveˇzena b´ıla´ 394 10950 96,63%
kompletnost trˇ´ıdy 97,26% 90,44%
Tabulka 3.11: Model srdce01 s natre´novany´mi vlastnostmi pomoc´ı evolucˇn´ıch algo-
ritmu˚ aplikovany´ na srdce01
spra´vneˇ
cˇerna´
spra´vneˇ
b´ıla´
preciznost
trˇ´ıdy
prˇedpoveˇzena cˇerna´ 228742 18 99,99%
prˇedpoveˇzena b´ıla´ 25062 1201 4,57%
kompletnost trˇ´ıdy 90,13% 98,52%
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Obra´zek 3.7: Vizualizace testu modelu natre´novane´ho pomoc´ı evolucˇn´ıch algoritmu˚.
(a) orogina´ln´ı sn´ımek (b) maska (c) Vizualizace testu modelu
Obra´zek 3.8: Pode´lny´ rˇez tepnou
Prˇi detekci okraje tepny v jej´ım pode´lne´m pr˚urˇezu nebyl pouzˇit opera´tor pro z´ıs-
ka´n´ı relativn´ı pozice. Celkova´ prˇesnost cˇinila 79.32%. Dı´lcˇ´ı u´speˇsˇnosti jsou v tabulce
3.12. Vizualizace vy´sledku je na obra´zku 3.8c).
Tabulka 3.12: Test modelu pode´lne´ho rˇezu tepnou
spra´vneˇ
cˇerna´
spra´vneˇ
b´ıla´
preciznost
trˇ´ıdy
prˇedpoveˇzena cˇerna´ 352464 83 99,98%
prˇedpoveˇzena b´ıla´ 93476 6376 6,39%
kompletnost trˇ´ıdy 79,04% 98,71%
Z vy´sledk˚u celkove´ prˇesnosti plyne relativneˇ velka´ u´speˇsˇnost natre´novany´ch mo-
del˚u. Ovsˇem preciznost urcˇova´n´ı b´ıly´ch bod˚u je u ultrazvuku velmi n´ızka´. To mu˚zˇe
by´t zp˚usobeno zp˚usobeno maly´m pocˇtem b´ıly´ch bod˚u v masce v pomeˇru k celkove´mu
pocˇtu pixel˚u. Nebo podobny´m charakterem zobrazene´ tka´neˇ a te´ tka´neˇ, ktera´ ma´
by´t detekova´na. Dalˇs´ı mozˇnou prˇ´ıcˇinou je prˇetre´nova´n´ı modelu.
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3.2 Porovna´n´ı ucˇ´ıc´ıch se algoritmu˚
3.2.1 Prˇehled algoritmu˚
k-NN
Algoritmus k-nejblizˇsˇ´ıch soused˚u – k-nearest neighbor (k-NN) klasifikuje prvek na
za´kladeˇ k prvk˚u v jeho nejblizˇsˇ´ı vzda´lenosti. Prvek pak patrˇ´ı do te´ mnozˇiny, ze ktere´
je v mnozˇineˇ k v´ıce soused˚u. Vzda´lenost se mu˚zˇe pocˇ´ıtat naprˇ´ıklad jako eukleidovska´
vzda´lenost.
Rozhodovac´ı stromy
Rozhodovac´ı stromy (Decision trees) [7] jsou ucˇ´ıc´ı algoritmus, ktery´ je modelova´n
pomoc´ı bina´rn´ıch stromu˚. Uzel stromu reprezentuje atribut, na jehozˇ za´kladeˇ se
rozhoduje, ktera´ veˇtev bude na´sledovat. Algoritmus je rychly´, ale proble´mem je
vy´beˇr vhodny´ch atribut˚u pro vytvorˇen´ı modelu.
Naivn´ı Byes˚uv klasifika´tor
Naivn´ı Byes˚uv klasifika´tor (Naive Bayes Classifier) je jednoduchy´ klasifika´tor zalo-
zˇeny´ na algoritmu, ktery´ je popsany´ v [31] a ktery´ vycha´z´ı z Bayesova teore´mu
P(A|B) =
P(B |A)P(A)
P(B)
, (3.4)
kde P(A) a P(B) pravdeˇpodobnosti vy´skytu jev˚u A a B . P(A|B) a P(B |A) je
pravdeˇpodobnost jevu A za prˇedpokladu, zˇe plat´ı B , a obra´ceneˇ. Prˇedpokla´da´ se,
zˇe jednotlive´ atributy jsou na sobeˇ neza´visle´.
Diskriminacˇn´ı analy´za
Diskriminacˇn´ı analy´za [28] se pouzˇ´ıva´ k rozliˇsen´ı prvk˚u prˇedem dane´ho pocˇtu trˇ´ıd
na za´kladeˇ podobny´ch znak˚u. V ra´mci te´to pra´ce byla pouzˇita linea´rn´ı diskriminacˇn´ı
analy´za, ktera´ rˇad´ı prvky do dvou mnozˇin t´ım, zˇe se snazˇ´ı nale´zt optima´ln´ı linea´rn´ı
kombinaci jednotlivy´ch vlastnost´ı.
Logisticka´ regrese
Logisticka´ regrese [19] je zalozˇena na matematicke´ statistice. Klasifikacˇn´ı funkce se
modeluje pomoc´ı logisticke´ krˇivky. Z n´ı se pak odhaduje pravdeˇpodobnost, s jakou
jev nasta´va´.
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Neuronova´ s´ıt’
Neuronove´ s´ıteˇ jsou popula´rn´ı ucˇ´ıc´ı algoritmy [8], ktere´ simuluj´ı cˇinnost nervovy´ch
buneˇk. Neurony se propojuj´ı do s´ıt´ı. Jedna s´ıt’ mu˚zˇe mı´t v´ıce vrstev. Na za´kladeˇ
nastavova´n´ı vlastnost´ı jednotlivy´ch neuron˚u se modeluje cela´ s´ıt’. Nevy´hodou tohoto
algoritmu je jeho rychlost prˇi ucˇen´ı.
Indukce pravidel
Algoritmus prˇi urcˇova´n´ı pravidel zacˇne s mensˇ´ımi trˇ´ıdami, iteracˇneˇ roste a omezuje
pravidla, dokud jsou neˇjake´ pozitivn´ı vzorky patrˇ´ıc´ı do trˇ´ıdy, nebo dokud se chyba
nezveˇtsˇ´ı nad 50%. Viz dokumentace RM k opera´toru Rule Induction.
SVM
SVM je popsa´n v kapitole 1.4. Pro vy´pocˇet roviny rozdeˇlen´ı se pouzˇ´ıvaj´ı r˚uzne´ ja´dra,
ktere´ se liˇs´ı funkc´ı pro jej´ı modelova´n´ı a vy´pocˇetn´ı na´rocˇnost´ı. Jsou to naprˇ´ıklad
radia´ln´ı, linea´rn´ı, bodove´, polynomia´ln´ı, atd.
3.2.2 Porovna´n´ı algoritmu˚
Pro porovna´va´n´ı vy´konnosti ucˇ´ıc´ıch se algoritmu˚ byl zvolen prˇ´ıklad s detekc´ı srdecˇn´ı
komory v ultrazvuku. Konkre´tneˇ videosekvence srdce02 viz obra´zek 3.2c. V kazˇde´m
procesu se evolucˇneˇ nastavovaly parametry jednotlivy´ch opera´tor˚u pro zjiˇst’ova´n´ı
prˇ´ıznak˚u. Evolucˇneˇ se vyb´ıraly atributy, jejichzˇ kombinace ma´ nejlepsˇ´ı vy´sledky prˇi
tre´nova´n´ı modelu. Pro zvy´sˇen´ı efektivity se prˇi prˇedzpracova´n´ı zmeˇnily na cˇernou
barvu vsˇechny staticke´ artefakty.
Jednotlive´ d´ılcˇ´ı prˇesnosti prˇi tre´nova´n´ı a testova´n´ı jsou videˇt v tabulce 3.13. Pro
lepsˇ´ı porovna´n´ı jsou vy´sledky z testova´n´ı zobrazeny v grafu 3.9. Vizualizace vy´stup˚u
z jednotlivy´ch ucˇ´ıc´ıch se algoritmu˚ pro testovac´ı sn´ımek je na obra´zku 3.10.
Vsˇechny algoritmy meˇli te´meˇrˇ stejnou prˇesnost v rozmez´ı od 93,73% do 97,61%.
To je zp˚usobeno velky´m mnozˇstv´ı cˇerny´ch pixel˚u, u ktery´ch bylo urcˇen´ı jedno-
znacˇne´. Proto je nutne´ se prˇi porovna´va´n´ı zameˇrˇit na preciznost a kompletnost
u trˇ´ıdy, kterou chceme detekovat (spra´vneˇ). Z vizualizace test˚u je patrne´, zˇe nejv´ıce
se pozˇadivane´mu vy´sledku bl´ızˇ´ı algoritmus indukce pravidel. Ten ma´ sice n´ızkou
kompletnost trˇ´ıdy 50,67%, ovsˇem ma´ nejvysˇsˇ´ı preciznost 33,11%.
Da´le z vy´sledk˚u plyne, zˇe pro hleda´n´ı oblast´ı v obraze nen´ı vhodne´ pouzˇ´ıt kla-
sifika´tor, ktery´ nedoka´zˇe urcˇit pravdeˇpodobnost, do ktere´ kategorie pixel patrˇ´ı, po-
kud se u´speˇsˇnost klasifika´toru nebl´ızˇ´ı ke 100%. Je to z d˚uvodu dalˇs´ıho mozˇne´ho
zpracova´n´ı. Pokud je urcˇena pravdeˇpodobnost, vy´sledky je pak mozˇne´ prahovat.
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Vy´beˇrem spra´vne´ hodnoty prahu je pak mozˇne´ podstatneˇ zprˇesnit vy´sledek. Algo-
ritmy, ktere´ maj´ı pouze dveˇ vy´stupn´ı hodnoty (patrˇ´ı/neptrˇ´ı do trˇ´ıdy), jsou naivn´ı
Bayes˚uv klasifika´tor a diskriminacˇn´ı analy´za.
Nejveˇtsˇ´ı proble´m prˇi vytva´rˇen´ı modelu bylo spra´vne´ urcˇen´ı masky pro vyznacˇen´ı
okraje srdecˇn´ı komory. Pro spra´vnou funkci je nezbytne´ vytvorˇit masku tak, aby
nema´tla ucˇ´ıc´ı se algoritmy. I manua´ln´ı urcˇen´ı je velmi obt´ızˇne´. Proto se vyskytuj´ı
regiony s te´meˇrˇ stejny´mi vlastnostmi, ktere´ mohou by´t na jednom sn´ımku oznacˇeny
maskou b´ıle a na druhe´m cˇerneˇ. To mu˚zˇe by´t jeden z hlavn´ıch d˚uvod˚u neuspoko-
jivy´ch vy´sledk˚u.
Obra´zek 3.9: Porovna´n´ı vy´sledk˚u na testovac´ım sn´ımku.
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(a) Naivn´ı Byes˚uv klasi-
fika´tor
(b) Rozhodovac´ı strom (c) k-NN
(d) Diskriminacˇn´ı analy´za (e) Logisticka´ regrese (f) Neuronova´ s´ıt’
(g) Indukce pravidel (h) SVM – bodove´ ja´dro (i) SVM – radia´ln´ı ja´dro
Obra´zek 3.10: Vizualizace testu ucˇ´ıc´ıch se algoritmu˚
40
4 MOZˇNE´ ROZSˇI´RˇENI´ NA´STROJE
Jelikozˇ je oblast zpracova´n´ı obraz˚u velmi rozsa´hla´, mohou by´t jednotlive´ kroky prˇi
jeho zpracova´n´ı da´le rozsˇ´ıˇreny. Prˇ´ıklady pro zvy´sˇen´ı rychlosti nebo efektivnosti jsou
naprˇ´ıklad:
Klasifika´tory zapojene´ do kaska´dy
Prˇi zpracova´n´ı neˇktery´ch obra´zk˚u, naprˇ´ıklad videosekvenc´ı, je nutne´ zkra´tit
dobu analy´zy na co nejmensˇ´ı cˇas. Jedn´ım mozˇny´ch zp˚usob˚u mu˚zˇe by´t rˇazen´ı
klasifika´tor˚u do kaska´dy. Prˇi tom se vyuzˇije toho, zˇe klasifikace neˇktery´ch pi-
xel˚u do kategorie je jednodusˇsˇ´ı nezˇ u jiny´ch. Pokud naprˇ´ıklad chceme detekovat
tka´nˇ na sn´ımku z mamografu a je zrˇejme´, zˇe zˇa´dny´ cˇerny´ pixel nen´ı tka´nˇ, mu˚zˇe
na zacˇa´tek kaska´dy da´t klasifika´tor, ktery´ vyrˇad´ı vsˇechny cˇerne´ pixely z dalˇs´ı
klasifikace. T´ım se zvy´sˇ´ı rychlost a mu˚zˇe doj´ıt k na´r˚ustu prˇesnosti celkove´
klasifikace.
Implementace geneticke´ho programova´n´ı
Prˇi navrhova´n´ı procesu je mozˇne´ vyuzˇ´ıt geneticky´ch algoritmu˚ pro optimali-
zaci parametr˚u jednotlivy´ch opera´tor˚u. Ovsˇem jejich spra´vny´ vy´beˇr a pouzˇit´ı
pozˇaduje urcˇite´ zkusˇenosti. Poprˇ´ıpadeˇ urcˇen´ı, jestli je vhodne´ pouzˇ´ıt naprˇ´ıklad
media´novy´ filtr, nen´ı neˇkdy mozˇne´ rˇ´ıci doprˇedu. Po implementaci geneticke´ho
programova´n´ı by se cely´ na´vrh zjednodusˇil. Vhodnost kombinace jednotlivy´ch
opera´tor˚u by se zkousˇela evolucˇneˇ. Cenou za toto zjednodusˇen´ı by byl pod-
statny´ na´r˚ust cˇasu potrˇebne´ho pro vytvorˇen´ı modelu.
Vy´voj dalˇs´ıch opera´tor˚u
V soucˇasne´ dobeˇ se sta´le objevuj´ı nove´ metody pro zpracova´n´ı obrazu. Proto se
budou muset sta´le prˇida´vat dalˇs´ı vlastnosti, aby se rozsˇ´ıˇren´ı udrzˇelo aktua´ln´ı.
Nejedna´ se pouze o opera´tory pro zjiˇst’ova´n´ı prˇ´ıznak˚u, ale i pro prˇedzpracova´n´ı,
segmentaci a dalˇs´ı manipulaci s obrazem.
Optimalizace vy´pocˇt˚u
Neˇktere´ opera´tory maj´ı vy´konnostn´ı rezervy. Jedna´ se naprˇ´ıklad o prˇ´ıstup do
pameˇti, kdy se prˇi objektoveˇ orientovane´m programova´n´ı pracuje s vysˇsˇ´ı mı´rou
abstrakce, nezˇ by bylo trˇeba (vyuzˇ´ıva´n´ı metod pro nacˇ´ıta´n´ı pixel˚u mı´sto pra´ce
prˇ´ımo s polem pixel˚u). Ovsˇem takova´to optimalizace neprˇina´sˇ´ı tak velky´ na´r˚ust
vy´konu jako u kaska´d klasifika´tor˚u a nema´ za na´sledek zprˇesneˇn´ı klasifikace.
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5 POROVNA´NI´ VY´SLEDKU˚ S JINY´MI PRA-
CEMI
Pro porovna´n´ı s jiny´mi pracemi byl zvolen prˇ´ıklad s odstranˇova´n´ım artefakt˚u ze
sn´ımku mamografu. Jednotlive´ cˇla´nky [20, 32, 33, 34] popisuj´ı na´stroje s u´speˇsˇnost´ı
mezi 95% azˇ 98%. U nich byly pozˇity algoritmy zalozˇene´ na fuzzy logice, poprˇ´ıpadeˇ
s vyuzˇit´ım va´hovane´ho media´nove´ho filtru. Jak je patrne´ z obra´zk˚u 5.1 na´stroj
popisovany´ v te´to pra´ci ma´ vysokou u´speˇsˇnost i na sn´ımc´ıch, kde artefakty cˇa´steneˇ
prˇekry´vaj´ı tka´nˇ viz sn´ımek 5.1b.
Druhou cˇa´st´ı rˇesˇen´ı je odstraneˇn´ı svalove´ tka´neˇ ze sn´ımku. Tato cˇa´st je daleko
v´ıce slozˇiteˇjˇs´ı, protozˇe svalova´ tka´nˇ nen´ı tak moc rozd´ılna´ od tukove´, jako tomu bylo
u sˇt´ıtk˚u. V cˇla´nku [29] je popsa´na metoda zalozˇena´ na gradientu a histogramu. Tato
metoda nepracovala u´plneˇ spolehliveˇ. Take´ model se vytvorˇeny´ v ra´mci te´to pra´ce
meˇl proble´my s urcˇen´ım a odstraneˇn´ım svalove´ tka´neˇ.
(a) Pu˚vodn´ı sn´ımek mdb260 (b) Pu˚vodn´ı sn´ımek mdb274 (c) Pu˚vodn´ı sn´ımek mdb280
(d) Zpracovany´ mdb260 (e) Zpracovany´ mdb274 (f) Zpracovany´ mdb280
Obra´zek 5.1: Vizualizace po aplikaci z´ıskane´ masky
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6 ZA´VEˇR
Tato pra´ce se zaby´va´ zpracova´n´ım obrazu. Zameˇrˇuje se na z´ıska´va´n´ı prˇ´ıznak˚u z ob-
razovy´ch dat. Jednotlive´ kroky prˇi analy´ze obrazu byly popsa´ny v prvn´ı kapitole. Jde
konkre´tneˇ o prˇedzpracova´n´ı, slouzˇ´ıc´ı prˇipraven´ı obrazu do podoby vhodne´ ke zpra-
cova´n´ı v dalˇs´ıch kroc´ıch. Da´le pak zjiˇst’ova´n´ı prˇ´ıznak˚u, ktere´ vyjadrˇuj´ı cˇ´ıselnou hod-
notou urcˇitou vlastnost zkoumane´ oblasti. Segmentace, ktera´ rozdeˇluje obraz na cˇa´sti
s podobny´mi vlastnostmi. A nakonec klasifikaci slouzˇ´ıc´ı urcˇova´n´ı typ˚u objekt˚u v ob-
raze.
Hlavn´ı prˇ´ınos pra´ce spocˇ´ıva´ ve vytvorˇen´ı extraktor˚u prˇ´ıznak˚u z obrazu v prostrˇed´ı
jazyka Java, integrace s vyuzˇit´ım knihovny ImageJ do platformy pro analy´zu dat
RapidMiner. Dı´ky teˇmto trˇem komponenta´m vznikl robustn´ı na´stroj pro analy´zu
obrazu, na jehozˇ za´kladeˇ lze rˇesˇit celou rˇadu proble´mu˚ z oblasti zpracova´n´ı obrazu.
Z´ıskana´ data generovana´ pomoc´ı vytvorˇeny´ch opera´tor˚u je mozˇne´ filtrovat pomoc´ı
zpeˇtne´ho, doprˇedne´ho a evolucˇn´ıho vy´beˇru, aplikovat na neˇ prˇiblizˇneˇ 200 ucˇ´ıc´ıch se
metod a optimalizovat cely´ na´vrhovy´ proces pomoc´ı geneticky´ algoritmu˚.
Testova´n´ı opera´tor˚u prob´ıhalo na medic´ınsky´ch datech. Konkre´tneˇ na sn´ımc´ıch
z ultrazvuku a mamografu. Na sn´ımc´ıch z mamografu byly tre´nova´ny modely pro od-
stranˇova´n´ı artefakt˚u ze sn´ımku. U nich byl zkouma´n vliv prˇida´n´ı opera´toru relativn´ı
pozice. Celkova´ prˇesnost byla u obou model˚u obdobna´. Z vizua´ln´ıho vy´stupu je videˇt
mensˇ´ı u´speˇsˇnost urcˇen´ı svalove´ tka´neˇ jako cˇerne´ barvy u modelu bez opera´toru re-
lativn´ı pozice. Pomoc´ı na´sledne´ho zpracova´n´ı se podarˇilo vyrˇesˇit odstranˇova´n´ı arte-
fakt˚u ze sn´ımku. U´speˇsˇnost tohoto rˇesˇen´ı je stejna´ jako u jiny´ch prac´ı zaby´vaj´ıc´ıch se
t´ımto proble´mem. U ultrazvukovy´ch sn´ımk˚u se testovala schopnost detekovat okraj
komory srdce a steˇnu tepny. Zde byl u vsˇech model˚u nejveˇtsˇ´ı proble´m preciznost
urcˇova´n´ı b´ıle´ barvy, ktera´ se pohybovala kolem 3%. Da´le byly porovna´ny jednotlive´
ucˇ´ıc´ı se algoritmy. Nejle´psˇ´ı vy´sledky pro dany´ proble´m meˇl algoritmus indukce pra-
videl. Ani jeden algorimus ovsˇem nedoka´zal uspokojiveˇ komoru detekovat. Jednou
z prˇ´ıcˇin mu˚zˇe by´t ne zcela prˇesneˇ vytvorˇena´ maska pro tre´nova´n´ı.
Na za´kladeˇ zverˇejneˇn´ı te´to pra´ce online byla obdrzˇena velice pozitivn´ı odezva od
rˇady pracoviˇst’ po cele´m sveˇteˇ. Z vybrany´ch ohlas˚u mohou by´t jmenova´ni Doc.Rafael
Del Hoyo Alonso, Ph.D. projektovy´ manager v Institute of Technology Assessment,
Sˇpaneˇlsko, www.ita.es, Walid Erray, ArcelorMittal Maizieres Research, Francie,
www.arcelormittal.com, Rong Liu, University of California Los Angeles, Califor-
nia NanoSystems Institute, USA, www.cein.ucla.edu, Warren Simmons, University
of Alabama at Birmingham, USA, www.uab.edu, Luc Jalbert, Optikam Tech, Ka-
nada, www.optikam.com, Ohad Gilboa, Vayar Vision, Izrael, www.vayar.com. Algo-
ritmy zde navrzˇene´ byly pouzˇity prˇi rˇesˇen´ı vy´zkumny´ch projekt˚u MPO FR-TI2/679
Me´dia-informacˇn´ı syste´m s podporou pokrocˇily´ch multimedia´ln´ıch sluzˇeb a MSˇMT
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ME10123 – Vy´zkum algoritmu˚ pro zpracova´n´ı digita´ln´ıch obraz˚u a obrazovy´ch sek-
venc´ı. Oba tyto projekty jsou soucˇa´st´ı vy´zkumne´ho za´meˇru MSM0021630513 – Elek-
tronicke´ komunikacˇn´ı syste´my a technologie novy´ch generac´ı.
Dalˇs´ı pokracˇova´n´ı pra´ce je mozˇne´ s vyuzˇit´ım geneticke´ho programova´n´ı prˇi na´-
vrhu procesu, realizac´ı kaska´dy ucˇ´ıc´ıch se algoritmu˚ pro zefektivneˇn´ı beˇhu procesu,
doplneˇn´ı dalˇs´ıch opera´tor˚u pro extrakci prˇ´ıznak˚u, nebo se zameˇrˇen´ım na konkre´tn´ı
proble´m vytvorˇit opera´tory vhodne´ pro jeho specificke´ rˇesˇen´ı. Mu˚zˇe se jednat o
detekci oblicˇeje, klasifikaci sce´n atd.
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SEZNAM SYMBOLU˚, VELICˇIN A ZKRATEK
BDIP Blokovy´ rozd´ıl inverzn´ıch pravdeˇpobnost´ı – Block Difference of Inverse
Probabilities
BVLC Blokova´ variace loka´ln´ıch korelacˇn´ıch koeficinet˚u – Block Variation of Local
Correlation Coefficient
CPE Extrakce kruhovy´ch oblast´ı – Circle Pixels Extractor
DWT Diskre´tn´ı vlnkova´ transformace – Discrete Wavelet Transform
k-NN k-nejblizˇsˇ´ıch soused˚u – k-nearest neighbor
LUT vyhleda´vac´ı tabulka – Look Up Table
MRF Markovova na´hodna´ pole – Markov Random Fields
MSD Minima´ln´ı rozd´ıl sousedn´ıch region˚u – Minimum Side Diference
RM RapidMiner
SNR odstup signa´lu od sˇumu – Signal to Noise Ratio
SVM syste´m podp˚urny´ch vektor˚u – Support Vector Machines
US ultrazvukove´ – Ultrasound
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A PRˇI´LOHA A
A.1 Obsah CD
main.pdf
Tato pra´ce v elektronicke´ verzi.
ImageProcessingExtension.zip
Zdrojove´ ko´dy rozsˇ´ıˇren´ı. Kv˚uli kompletnosti a za´vislostem jsou obsazˇeny i
zdrojove´ ko´dy ostatn´ıch lid´ı pod´ılej´ıc´ıch se na vy´voji rozsˇ´ıˇren´ı.
obra´zky.zip
Obra´zky, na ktery´ch bylo rozsˇ´ıˇren´ı testova´no.
rapidminer-5.1.006.zip
Zdrojove´ ko´dy programu RapidMiner spolu se spustitelnou verz´ı bez instalace.
rapidminer-5.1.006x32-install.exe
Instalacˇn´ı soubor programu RapidMiner pro operacˇn´ı syste´m Microsoft Win-
dows 32 bitova´ verze.
rapidminer-5.1.006x64-install.exe
Instalacˇn´ı soubor programu RapidMiner pro operacˇn´ı syste´m Microsoft Win-
dows 64 bitova´ verze.
rapidminer-ImageMiner-1.0.0.jar
Vytvorˇene´ rozsˇ´ıˇren´ı do programu RapidMiner.
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A.2 Instalace rozsˇ´ıˇren´ı
Rozsˇ´ıˇren´ı se nakop´ıruje do instalacˇn´ı slozˇky RapidMiner do adresa´rˇe \lib\plugins\.
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