Implementation of Support for Spark View Engine into Visual Studio 201x by Urbánek, Karel
VSˇB – Technicka´ univerzita Ostrava
Fakulta elektrotechniky a informatiky
Katedra informatiky
Implementace podpory Spark View
Engine do Visual Studio 201x
Implementation of Support for
Spark View Engine into Visual
Studio 201x
2013 Bc. Karel Urba´nek



Ra´d bych na tomto mı´steˇ podeˇkoval sve´mu vedoucı´mu diplomove´ pra´ce Ing. Jakubu
Mackovi.
Abstrakt
Pra´ce se zaby´va´ popisem implementace podpory pro psanı´ sˇablon ve Spark View Engine
ve vy´vojove´m prostrˇedı´ Microsoft Visual Studio 2012. V pra´ci je popsa´na implementace
zvy´raznˇova´nı´ syntaxe v sˇablona´ch napsany´ch pro Spark View Engine, a da´le pak imple-
mentace doplnˇova´nı´ slov v sˇablona´ch napsany´ch pro Spark View Engine. Popisovana´
funkcionalita je realizova´na formou VSIX doplnˇku pro Visual Studio 2012, za pouzˇitı´
Managed Exntensibility Frameworku v prostrˇedı´ .NET Framework 4.5. Popisovane´ rˇesˇenı´ je
postaveno na principech lexika´lnı´, syntakticke´ a se´manticke´ analy´zy zdrojove´ho ko´du
ve Spark View Engine sˇablona´ch. K teˇmto analy´za´m je vyuzˇito knihovny Irony .NET
Language Implementation Kit a take´ knihovny Microsoft Roslyn.
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syntaxe, doplnˇova´nı´ slov, Spark View Engine, Irony .NET Language Implementation Kit,
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Microsoft Roslyn
Abstract
The thesis contains a description of an implementation of support for writing templates
using Spark View Engine in the IDE Microsoft Visual Studio 2012. The thesis describes an
implementation of syntax highlighting in Spark View Engine templates as well as imple-
mentation of statement completion in Spark View Engine templates. The functionality
described is realized as a VSIX extension to Visual Studio 2012 with the assistance ofMan-
aged Extensibility Framework using .NET Framework 4.5.. The said implementation is based
on the principles of lexical, syntactic and semantic analysys of source code contained in
Spark View Engine templates. These analyses are carried out by utilizing the libraries
Irony .NET Language Implementation Kit and Microsoft Roslyn.
Keywords: context-free grammars, lexical analysis, syntactic analysis, semantic analysis,
LRparsers, LALRparsers, syntax highlighting, statement completion, SparkViewEngine,
Irony .NET Language Implementation Kit, C#, Microsoft .NET Framework, Managed
Extensibility Framework, Visual Studio 2012, Microsoft Roslyn
Seznam pouzˇity´ch zkratek a symbolu˚
API – Application Programing Interface
AST – Abstract Syntax Tree
BNF – Backus-Naur Form
EBNF – Extended Backus-Naur Form
EOF – End of File
EOS – End of Statement
LR – Left-to-right Rightmost
LALR – Look Ahead Left-to-right Rightmost
MEF – Managed Extensibility Framework
XML – eXtensible Markup Language
HTML – HyperText Markup Language
WPF – Windows Presentation Foundation
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71 U´vod
Zvy´raznˇova´nı´ syntaxe a doplnˇova´nı´ slov jsou dnes standardnı´ vlastnosti veˇtsˇiny editoru˚
zdrojove´ho ko´du, jelikozˇ se nemalou meˇrou podı´lı´ na zvy´sˇenı´ produktivity pra´ce prˇi
psanı´ ko´du.
Prˇi zvy´razneˇnı´ syntaxe jsou jednotlive´ symbolydane´hoprogramovacı´ho jazyka zobra-
zeny ru˚znou barvou, fontem nebo podbarvenı´m, a to v za´vislosti na typu teˇchto symbolu˚.
Zvy´razneˇnı´ syntaxe by´va´ take´ doplnˇova´no o detekci syntakticky´ch chyb, kdy chybove´
u´seky ko´du jsou neˇjaky´m zpu˚sobem odlisˇeny od u´seku˚ syntakticky bezchybny´ch. Zvy´-
razneˇna´ syntaxe zlepsˇuje cˇitelnost ko´du, a programa´tor se mu˚zˇe v takto forma´tovane´m
ko´du mnohem le´pe a rychleji orientovat. Na prvnı´ pohled je videˇt, o jakou cˇa´st ko´du se
jedna´, a programa´tor mu˚zˇe snadno prˇeskakovat ty cˇa´sti, ktere´ ho nezajı´majı´, prˇı´padneˇ se
zameˇrˇit na ty cˇa´sti, ktere´ jsou pro neˇj v danou chvı´li relevantnı´.
Doplnˇova´nı´ slov (angl. intellisense nebo statement completion) pak prˇedstavuje dalsˇı´
du˚lezˇity´ aspekt zvysˇujı´cı´ produktivitu pra´ce v dane´m jazyku. Technologie doplnˇova´nı´
slov je ve veˇtsˇineˇ prˇı´padu˚ implementova´na jako male´ okno, ktere´ automaticky vyskakuje
v okneˇ editoru v za´vislosti na pozici, na ktere´ se nacha´zı´ kurzor. V okneˇ intellisense jsou
zobrazena slova, jezˇ lze doplnit na aktua´lnı´ pozici v editoru. Na pozadı´ te´to technologie
probı´ha´ syntakticka´ a se´manticka´ analy´za ko´du, ktera´ bere v u´vahu aktua´lnı´ kontext
a existujı´cı´ zdrojovy´ ko´d. Vy´sledkem teˇchto analy´z jsou textove´ rˇeteˇzce, prˇedstavujı´cı´
validnı´ doplneˇnı´.
V pra´ci se zaby´va´m popisem implementace zvy´raznˇova´nı´ syntaxe a doplnˇova´nı´ slov
pro sˇablony Spark view engine ve vy´vojove´m prostrˇedı´ Visual Studio 2012. Spark view
engine, zkra´ceneˇ Spark, je alternativnı´m rˇesˇenı´m k ASP.NET a ASP.NET Razor view engine.
Tato rˇesˇenı´ sepouzˇı´vajı´ pro implementaciwebovy´ch stra´nek, zapouzˇitı´ na´vrhove´hovzoru
Model-View-Controller v prostrˇedı´ Microsoft .NET frameworku. Jak Razor tak ASP.NET
jsou technologie vyvı´jene´ a podporovane´ firmou Microsoft, a majı´ tedy plnou podporu
v prostrˇedı´ Microsoft Visual Studio, a to vcˇetneˇ zvy´raznˇova´nı´ syntaxe a doplnˇova´nı´ slov.
Spark je vsˇak komunitnı´ projekt, a jako takovy´ dosud nemeˇl podporu zvy´raznˇova´nı´
syntaxe ani doplnˇova´nı´ slov v prostrˇedı´ Visual Studia 2012. Tato situace se vsˇak meˇnı´ s
publikacı´ rˇesˇenı´, ktere´ je prˇedmeˇtem te´to pra´ce.
Pra´ci lze rozdeˇlit do trˇı´ cˇa´stı´: prvnı´ cˇa´st—sekce 2 a 3—poda´va´ za´kladnı´ teoreticky´
prˇehled o lexika´lnı´ a syntakticke´ analy´ze, na nichzˇ je postavene´ cele´ mnou implemento-
vane´ rˇesˇenı´ zvy´raznˇova´nı´ syntaxe a doplnˇova´nı´ slov.
V druhe´ cˇa´sti se zaby´va´m popisem knihoven a frameworku˚, ktere´ jsou pouzˇity ve
vy´sledne´m rˇesˇenı´. Jedna´ se o sekci 4, v nı´zˇ je nejprve vysveˇtlen princip cˇinnosti Irony—
genera´toru lexika´lnı´ch a syntakticky´ch analyza´toru˚. Na´sledneˇ je na prakticky´ch prˇı´kla-
dech demonstrova´no pouzˇitı´ tohoto frameworku. Da´le v sekci 5 popisuji principy, na
ktery´ch je zalozˇena funkcionalita umozˇnˇujı´cı´ rozsˇirˇovat prostrˇedı´ Visual Studia o nove´
vlastnosti. V neposlednı´ rˇadeˇ se v kapitole 6 zaby´va´m popisem knihovny Microsoft Ro-
slyn, kterou jsem pouzˇil prˇedevsˇı´m pro syntaktickou a se´mantickou analy´zu u´seku˚ ko´du
Sparku, jenzˇ prˇebı´rajı´ syntaxi z jazyka C#.
Ve trˇetı´, poslednı´, cˇa´sti na´sleduje vlastnı´ popis mnou implementovane´ho rˇesˇenı´. Nej-
8prve jsou v sekci 7 popsa´ny bezkontextove´ gramatiky pouzˇite´ pro generova´nı´ lexika´lnı´ch
a syntakticky´ch analyza´toru˚ ko´du Sparku. Pote´ na´sleduje popis implementace zvy´ra-
znˇova´nı´ syntaxe v sˇablona´ch Spark View Engine—sekce 8—a nakonec popisuji zpu˚sob,
jaky´m jsem naprogramoval funkcionalitu doplnˇova´nı´ slov.
V prˇı´loha´ch je zahrnuto zjednodusˇene´ sche´ma, ktere´ zna´zornˇuje propojenı´ a komuni-
kaci mezi jednotlivy´mi komponentami, jezˇ zajisˇt’ujı´ funkcionalitu zvy´raznˇova´nı´ syntaxe a
doplnˇova´nı´ slov. Druha´ prˇı´loha pak obsahuje strucˇny´ na´vod, popisujı´cı´ jednotlive´ kroky,
ktere´ je nutne´ dodrzˇet, aby bylo mozˇno u´speˇsˇneˇ nainstalovat a pouzˇı´vat naimplemento-
vane´ rˇesˇenı´.
92 Lexika´lnı´ analy´za
2.1 Motivace
Jelikozˇ se v pra´ci zaby´va´m implementacı´ zvy´raznˇova´nı´ syntaxe, bylo potrˇeba vyuzˇı´t
neˇjake´ho mechanizmu, ktery´ by mi umozˇnil roztrˇı´dit slova a znaky zapsane´ ve Spark
sˇabloneˇ do jednotlivy´ch kategoriı´. Tyto kategorie jsou tvorˇeny lexika´lnı´mi jednotkami (angl.
tokeny). Druhy lexika´lnı´ch jednotek mohou naprˇı´klad by´t (prˇı´klady uvedene´ v za´vorka´ch
jsou v jazyce C#):
• klı´cˇova´ slova (int, true, if),
• opera´tory (>=, ++),
• textove´ rˇeteˇzce a znaky (”rˇeteˇzec”, ’a’),
• cˇı´selne´ konstanty (5, 3.4f, 0x4b),
• komenta´rˇe (//zakomentovany´ ko´d, /*vı´cerˇa´dkovy´ komenta´rˇ*/
• . . .
Jakmile jsou znaky a slova zpracova´ny jako lexika´lnı´ jednotky, zby´va´ uzˇ jen prˇirˇadit barvu
cˇi barevny´ podklad (v za´vislosti na mozˇnostech editoru zdrojove´ho ko´du) kazˇde´mu
mozˇne´mu typu lexika´lnı´ jednotky. V editoru zdrojove´ho ko´du se pak dany´ znak nebo
slovo zobrazı´ napsa´n prˇirˇazenou barvou (poprˇ. na prˇirˇazene´m barevne´m podkladu).
K vyrˇesˇenı´ tohoto proble´mu klasifikace znaku˚ a symbolu˚ se prˇı´mo nabı´zı´ mecha-
nizmus lexika´lnı´ch analyza´toru˚ (angl. lexer, scanner nebo lexical analyzer), ktery´ vyuzˇı´va´
bezkontextovy´ch gramatik a konecˇny´ch automatu˚.
2.2 Princip lexika´lnı´ analy´zy
Lexika´lnı´ analy´za (angl. lexical analysis nebo scanning) je proces, prˇi ktere´m jsou postupneˇ
zleva doprava cˇteny znaky ze vstupnı´ho souboru (naprˇ. soubor obsahujı´cı´ definici trˇı´dy
v objektoveˇ orientovane´m jazyce) a z teˇchto znaku˚ jsou sestavova´ny tzv. lexe´my (angl.
lexeme) nebo-li lexika´lnı´ jednotky. Lexe´my jsou pote´ da´le zpracova´va´ny ve fa´zi syntakticke´
analy´zy, o ktere´ pojedna´va´ sekce 3. Spolupra´ci lexika´lnı´ho analyza´toru se syntakticky´m
sche´maticky zna´zornˇuje obra´zek 1. Syntakticky´ analyza´tor neusta´le posı´la´ pozˇadavky na
Obra´zek 1: Sche´maticke´ zna´zorneˇnı´ interakce lexika´lnı´ho analyza´toru
dalsˇı´ symboly, ktere´ lexika´lnı´ analyza´tor zı´ska´va´ klasifikacı´ lexe´mu˚ identifikovany´ch ve
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vstupnı´m textu. Symbol (angl. token) je kategorie, do ktere´ spada´ rozpoznany´ lexe´m. Sym-
bol je prakticky reprezentova´n jako cˇı´selna´ hodnota, prˇı´padneˇ jako hodnota vy´cˇtove´ho
typu. V syntakticke´ analy´ze (viz podsekce 3) je mı´sto symbolu uzˇı´va´n vy´raz termina´l.
2.2.1 Lexe´my a symboly
Obecneˇ lze rˇı´ci, zˇe kazˇdy´ lexe´m spada´ do neˇjake´ mnozˇiny lexe´mu˚, kterou nazy´va´me
symbol. V za´vislosti na syntaxi jazyka mu˚zˇe tato mnozˇina by´t pouze jednoprvkova´. Je
trˇeba mı´t rovneˇzˇ na pameˇti, zˇe lexe´my mohou by´t take´ bı´le´ znaky (jako jsou tabula´tory,
konce rˇa´dku˚ atp.) a tyto bı´le´ znakymohoumı´t specia´lnı´ vy´znamvdane´mprogramovacı´m
jazyce. Bı´le´ znaky vsˇakmohou by´t ignorova´ny, co se vy´stupu lexika´lnı´ analy´zy ty´cˇe, a tı´m
pa´dem nejsou prˇı´mo zahrnuty do lexika´lnı´ analy´zy. Na druhou stranu nenı´ vy´hodne´ bı´le´
znaky zcela ignorovat, jelikozˇ bez nich lze jen teˇzˇkourcˇit prˇesnoupozici lexe´mu (symbolu)
v souboru se zdrojovy´mko´dem.Poziceve zdrojove´m textuzaznamenane´ prokazˇdy´ lexe´m
lze pote´ vyuzˇı´t naprˇı´klad pro hla´sˇenı´ chyb prˇi analy´ze—k popisu kazˇde´ chyby lze prˇipojit
jejı´ pozici. Jiny´m prˇı´padem ignorovany´ch znaku˚ jsou take´ znaky uzavrˇene´ v symbolech
komenta´rˇe zdrojove´ho ko´du.
Pokud bychom provedli lexika´lnı´ analy´zu ko´du ve vy´pise 1, dostali bychom lexe´my
a symboly zaznamenane´ v tabulce 1.
1 string mujString = ” string ” + 5. toString () ;
Vy´pis 1: Uka´zkovy´ ko´d na vstupu lexika´lnı´ analy´zy
Lexe´m Symbol cˇesky Symbol anglicky
string klı´cˇove´ slovo keyword
mujString identifika´tor identifier
= opera´tor operator
”string” litera´l (rˇeteˇzec) literal (string)
5 cˇı´slo number
. opera´tor operator
toString identifika´tor identifier
; konec prˇı´kazu end of statement (EOF)
Tabulka 1: Vy´stup lexika´lnı´ analy´zy vy´pisu ko´du 1
2.2.2 Vyhodnocenı´ lexe´mu˚
Lexe´m je pouze shluk znaku˚ jehozˇ druh je zna´m.Aby bylomozˇno zkonstruovat symbol, je
nutno postupneˇ projı´t znaky dane´ho lexe´mu a vyprodukovat hodnotu atributu. Hodnota
atributu spolecˇneˇ s druhem lexe´mu (cˇı´slo, textovy´ rˇeteˇzec apod.) pak urcˇuje symbol, ktery´
mu˚zˇe by´t prˇeda´n syntakticke´mu analyza´toru. ”Symboly, ktere´ zahrnujı´ celou trˇı´du lexika´lnı´ch
jednotek (identifika´tor, cˇı´slo, rˇeteˇzec) jsou reprezentova´ny obvykle jako dvojice ⟨druh symbolu,
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hodnota⟩”, prˇicˇemzˇ druha´ cˇa´st dvojice mu˚zˇe by´t pro neˇktere´ symboly pra´zdna´.”[Benesˇ(1999), s.
7]. Kuprˇı´kladu symbol pro na´sobenı´ ”*”nenı´ trˇeba da´le specifikovat hodnotu atributu,
jelikozˇ samotny´ fakt, zˇe se jedna´ o symbol na´sobenı´ poskytuje dostatek informacı´ o tomto
symbolu. Dalsˇı´mi prˇı´klady takove´ho symbolu mohou by´t za´vorky ”(”, ”)”, ”[”, ”]”, nebo
opera´tory ”+”, ”-”, ”>”, ”<”, ”>=”, ”<=”apod.
Lexika´lnı´ analyza´tor obecneˇ nijak nezpracova´va´ kombinace symbolu˚ a tento u´kol je
rˇesˇen azˇ ve fa´zi syntakticke´ analy´zy. Naprˇı´klad symbol za´vorek ”(”a ”)”je sice rozezna´n
lexika´lnı´m analyza´torem jako symbol, avsˇak jizˇ nenı´ da´le zjisˇt’ova´no, zda-li pro rozpo-
znanou za´vorku existuje jejı´ proteˇjsˇek.
Budeme-li mı´t ko´d 2, po jeho vyhodnocenı´ v ra´mci lexika´lnı´ analy´zy dostaneme
dvojice ilustrovane´ tabulkou 2 (hodnoty ”l par”a ”r par”prˇedstavujı´ levou respektive
pravou kulatou za´vorku).
1 vysledek = (mnozstvi + zbytek) ∗ 5,3;
Vy´pis 2: Uka´zkovy´ ko´d pro vyhodnocenı´ lexe´mu˚
Symbol
Druh lexe´mu Hodnota atributu
identifier vysledek
equals –
l par –
identifier mnozstvi
plus –
identifier zbytek
r par –
times –
number 5,3
semicolon –
Tabulka 2: Vyhodnocenı´ lexe´mu˚ z ko´du 2
2.2.3 Tabulka symbolu˚
Prˇi lexika´lnı´ a syntakticke´ analy´ze by´va´ cˇasto vyuzˇito mechanizmu tabulky symbolu˚. Ta-
bulka symbolu˚ obsahuje identifika´tory pouzˇite´ ve zdrojove´m ko´du a informace o teˇchto
identifika´torech, cˇı´mzˇ vznika´ mechanizmus pro rychly´ prˇı´stup k teˇmto identifika´toru˚m.
V te´to tabulce mu˚zˇe take´ by´t ulozˇena pozice lexe´mu, typ promeˇnne´, rozsah platnosti
atp. Hodnota atributu by´va´ prakticky realizova´na jako ukazatel na prˇı´slusˇnou polozˇku
v tabulce symbolu˚. Ve fa´zi lexika´lnı´ analy´zy se rozpozna´vajı´ (neˇktere´) identifika´tory a ty
jsou na´sledneˇ zapsa´ny do tabulky. Identifika´tory ktere´ nelze rozpoznat beˇhem lexika´lnı´
analy´zy, jsou do tabulky zapsa´ny v dalsˇı´ch fa´zı´ch analy´zy ko´du (syntakticka´ a se´manticka´
analy´za) [Benesˇ(1999)].
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2.2.4 Vzory symbolu˚
Symboly (tedy mnozˇiny lexe´mu˚) lze zadefinovat neˇkolika zpu˚soby:
• regula´rnı´ vy´razy,
• slovnı´ popis,
• regula´rnı´ nebo linea´rnı´ gramatika a
• graf prˇechodu˚ konecˇne´ho automatu.
Tuto definici nazy´va´me vzor. Pokud bychom uzˇili regula´rnı´ch vy´razu˚ pro definici vzoru
a rozsˇı´rˇili tak tabulku 1, dostaneme tabulku 3 (vzory uvedene´ v te´to tabulce nejsou z
du˚vodu u´spory mı´sta u´plne´).
Lexe´m Symbol cˇesky Symbol anglicky Vzor
string klı´cˇove´ slovo keyword (string|int|char|is|if|for|
class|namespace)+
mujString identifika´tor identifier [a-zA-Z0-9]+
= opera´tor operator (=|\< |\> |++)+
”string” litera´l (rˇeteˇzec) literal (string) ”.*”
5 cˇı´slo number [0-9]+
. interpunkce punctuation [,|\.|,(,)]+
toString identifika´tor identifier [a-zA-Z0-9]+
; konec prˇı´kazu end of statement (EOF) ;
Tabulka 3: Vy´stup lexika´lnı´ analy´zy rozsˇı´rˇeny´ o vzory symbolu˚
2.2.5 Konecˇne´ automaty
Jelikozˇ princip konecˇne´ho automatu je du˚lezˇity´ pro pochopenı´ prˇedevsˇı´m lexika´lnı´ ana-
ly´zy, je trˇeba si nadefinovat a popsat mechanizmus konecˇny´ch automatu˚.
Konecˇny´ automat lze cha´pat jako syste´m, ktery´ naby´va´ konecˇny´ pocˇet stavu˚. Momen-
ta´lnı´ stav automatu semu˚zˇemeˇnit v za´vislosti na okolnı´ch podneˇtech. V za´vislosti na tom,
o jaky´ podmeˇt se jedna´, a na tom, v jake´m stavu se automat pra´veˇ nacha´zı´, se mu˚zˇe ak-
tua´lnı´ stav automatu zmeˇnit. Automaty jsou nazy´va´ny konecˇny´mi, protozˇe pocˇet stavu˚
ktery´ch mohou tyto automaty naby´vat je omezen—jedna´ se tedy o konecˇnou mnozˇinu
stavu˚. Konecˇny´ automat lze zadat bud’grafem automatu nebo tabulkou prˇechodu˚. V prak-
ticke´ implementaci konecˇny´ch automatu˚ je cˇasto vyuzˇı´va´no pra´veˇ tabulky prˇechodu˚
konecˇne´ho automatu. Mechanizmu konecˇne´ho automatu je vyuzˇı´va´no pra´veˇ v lexika´lnı´
analy´ze, jelikozˇ symboly rozpozna´vane´ lexika´lnı´m analyza´torem jsou prvky regula´rnı´ho
jazyka a konecˇne´ automaty nejsou nic jine´ho nezˇ pra´veˇ rozpozna´vacˇe regula´rnı´ch jazyku˚.
Definice 2.1 forma´lneˇ definuje konecˇny´ automat [Jancˇar(2007)].
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Definice 2.1 Konecˇny´ automat (zkr. KA) je da´n usporˇa´danou peˇticı´ A = (Q,Σ, δ, q0, F ), kde
• Q je konecˇna´ nepra´zdna´ mnozˇina stavu˚,
• Σ je konecˇna´ nepra´zdna´ mnozˇina zvana´ vstupnı´ abeceda,
• δ : Q× Σ→ Q je prˇechodova´ funkce,
• q0 ∈ Q je pocˇa´tecˇnı´ stav a
• F ⊆ Q je mnozˇina prˇijı´macı´ch (koncovy´ch) stavu˚.
Jak jizˇ bylo rˇecˇeno, jedna z mozˇnostı´ jak mu˚zˇe automat by´t zada´n je graf. Graf automatu
je orientovany´ ohodnoceny´ graf, v neˇmzˇ:
• vrcholy jsou stavy automatu, tedy prvky z mnozˇiny Q v definici 2.1,
• pocˇa´tecˇnı´ stav q0 je vyznacˇen sˇipkou smeˇrˇujı´cı´ smeˇrem do vrcholu grafu,
• koncove´ stavy pak majı´ uvnitrˇ jesˇteˇ jeden ”vrchol”(kruzˇnici),
• hrana jdoucı´ ze stavu qn do stavu qm nese vsˇechny symboly abecedy, ktere´ prˇeva´deˇjı´
automat ze stavu qn do stavu qm.
V prˇı´padeˇ, zˇe automat setrva´va´ dany´m symbolemvdane´m stavu, vedeme sˇipku (smycˇku)
z tohoto stavu zpeˇt do stejne´ho stavu.
Prˇı´klad konecˇne´ho automatu je na obra´zku 2.
Obra´zek 2: Prˇı´klad konecˇne´ho automatu
Forma´lneˇ rˇecˇeno, graf na obra´zku 2 prˇedstavuje automat A = (Q,Σ, δ, q0, F ), kde
Q = {A,B,C}, Σ = {0, 1}, q0 = {A}, F = {B} a prˇechodova´ funkce je definova´na
jako δ(A, 0) = δ(A, 1) → 2, δ(B, 0) → C, δ(B, 1) → B, δ(C, 0) → A, δ(C, 1) → B.
Za´pis δ(B, 0) → C znamena´, zˇe nacha´zı´-li se automat ve stavu B, pak symbol 0 prˇeva´dı´
automat do stavu C. Tabulka 4 je prˇechodovou tabulkou automatu na obra´zku 2. Sˇipka
jdoucı´ smeˇrem do na´zvu stavu (→) znacˇı´ vy´chozı´ stav, naopak sˇipka jdoucı´ smeˇrem ze
stavu (←) oznacˇuje stav prˇijı´macı´.
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Vstup
Akt. stav 0 1
→ A B B
← B C B
C A B
Tabulka 4: Prˇechodova´ tabulka pro konecˇny´ automat na obra´zku 2
Princip cˇinnosti konecˇne´ho automatu Sche´maticke´ zna´zorneˇnı´ konecˇne´ho automatu
prˇedstavuje obra´zek 3. Vidı´me zde vstupnı´ pa´sku, na nı´zˇ je zapsa´no vstupnı´ slovo. Tato
pa´ska je pouze pro cˇtenı´. Cˇtecı´ hlava se pohybuje zleva doprava po vstupnı´ pa´sce a
postupneˇ cˇte z pa´sky symboly na nı´ zapsane´. Rˇı´dı´cı´ jednotka pak prˇedstavuje aktua´lnı´
stav, ve ktere´m se automat nacha´zı´.
Na zacˇa´tku se cˇtecı´ hlava nacha´zı´ na prvnı´m poli vstupnı´ pa´sky a automat je ve
vy´chozı´m stavu. Po kazˇde´m posunu pa´sky a prˇecˇtenı´ symbolu je automat v konfiguraci,
ktera´ je da´na aktua´lnı´m stavem rˇı´dı´cı´ jednotky a dosud neprˇecˇteny´mi symboly. Pokud
automat prˇecˇte vsˇechny vstupnı´ symboly a nacha´zı´ se v jednom z prˇijı´macı´ch stavu˚, slovo
zapsane´ na pa´sce je prˇijı´ma´no tı´mto automatem.
Obra´zek 3: Sche´maticke´ zna´zorneˇnı´ konecˇne´ho automatu
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Jazyk rozpozna´vany´ automatem
Definice 2.2 Je-li da´n konecˇny´ automat A = (Q,Σ, δ, q0, F ), pak za´pis q0
w−→ q1 znacˇı´, zˇe
automat prˇejde ze stavu q0 do stavu q1 prˇecˇtenı´m slova w.
Nynı´ si mu˚zˇeme nadefinovat, co je to jazyk prˇijı´many´ automatem.
Definice 2.3 Je da´n konecˇny´ automat A = (Q,Σ, δ, q0, F ). Slovo w ∈ Σ∗ je prˇijı´ma´no automa-
tem A, jestlizˇe q0
w−→ F .
Jazykem prˇijı´many´m nebo-li rozpozna´vany´m automatemA je jazyk L(A) takovy´, zˇe: L(A)={w
∈ Σ∗ | q0 w−→ F}.
Konecˇne´ automaty take´ existujı´ v nedeterministicke´ verzi, ktera´ ve sve´ podstateˇ jen speci-
a´lnı´ verzı´ deterministicke´ho automatu a jsou tedymezi sebou prˇevoditelne´. Dalsˇı´ du˚lezˇite´
operace z hlediska lexika´lnı´ analy´zy, ktere´ lze s automaty prova´deˇt jsou minimalizace a
sjednocenı´. Vesˇkere´ tyto principy a algoritmy jsou popsane´ naprˇı´klad v [Jancˇar(2007)] a
zde se jejich popisem nebudu zaby´vat.
2.2.6 Lexika´lnı´ analyza´tor jako konecˇny´ automat
Lexika´lnı´ analyza´tor je ve sve´ podstateˇ konecˇny´ deterministicky´ automat, ktery´ vznikne
sjednocenı´m mensˇı´ch nedeterministicky´ch automatu˚ rozpozna´vajı´cı´ch symboly dane´ho
jazyka. Tı´mto spojenı´m vznikne nedeterministicky´ automat, ktery´ lze prˇeve´st na auto-
mat deterministicky´ uzˇitı´m algoritmu prˇevodu nedeterministicke´ho na deterministicky´
automat [Benesˇ(1999)]. Vy´sledny´ automat pak stacˇı´ implementovat v jazyce, ve ktere´m je
implementova´n lexika´lnı´ analyza´tor.
Meˇjme jazyk obsahujı´cı´ na´sledujı´cı´ symboly:
1. opera´tor pro na´sobenı´ ”*”,
2. cˇı´sla skla´dajı´cı´ se z posloupnostı´ cˇı´slic 0-9,
3. opera´tor pro deˇlenı´ ”/”,
4. mezery ” ”,
5. identifika´tory skla´dajı´cı´ se z kombinace cely´ch cˇı´sel a pı´smen a
6. komenta´rˇe uvozene´ dveˇma lomı´tky //.
Pro kazˇdy´ symbol vytvorˇı´me automat, ktery´ jej prˇijı´ma´. Grafy automatu˚ prˇijı´majı´cı´ vy´sˇe
definovane´ symboly jsou zna´zorneˇny na obra´zku 4 (cˇı´sla vedle grafu˚ odpovı´dajı´ cˇı´slu˚m
v seznamu symbolu˚ vy´sˇe). Znak ”$”prˇedstavuje konec rˇa´dku nebo souboru (angl. EOF).
Pokud tyto jednotlive´ automaty sjednotı´me, vy´sledny´ automat prˇevedeme na determi-
nisticky´ a ten na´sledneˇ minimalizujeme, dosta´va´me automat, jehozˇ graf je zna´zorneˇn na
obra´zku 4. Tento deterministicky´ automat se dostane do prˇijı´macı´ho stavu vzˇdy, kdyzˇ ze
vstupu bude cˇteno slovo, jenzˇ je validnı´m symbolem ve vy´sˇe definovane´m jazyce. Prˇı´mou
implementacı´ tohoto automatu vznikne lexika´lnı´ analyza´tor pro vy´sˇe definovany´ jazyk.
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Obra´zek 4: Automaty pro rozpozna´nı´ jednotlivy´ch symbolu˚
2.2.7 Regula´rnı´ vy´razy
Regula´rnı´ vy´razy prˇedstavujı´ mechanizmus umozˇnˇujı´cı´ v dane´ sekvenci znaku˚ vyhledat
na´mi pozˇadovanou sekvenci znaku˚, ktera´ je zada´na vzorem popisujı´cı´ vyhleda´vanou
mnozˇinu znaku˚. Tento vzor definujı´cı´ vyhleda´vany´ rˇeteˇzec znaku˚ se nazy´va´ regula´rnı´
vy´raz. Pro pochopenı´ regula´rnı´ch vy´razu˚ je trˇeba si urcˇit jejich syntaxi (zpu˚sob za´pisu)
a se´mantiku. Na´sledujı´cı´ definice vymezuje jake´si teoreticke´ regula´rnı´ vy´razy zna´me´ z
oblasti teoreticke´ informatiky, avsˇak jak je ilustrova´no v sekci 3.1, tyto vy´razy majı´ vztah
k prakticky´m aplikacı´m.
Definice 2.4 Regula´rnı´mi vy´razy nad abecedou Σ rozumı´me mnozˇinu RV(Σ) slov v abecedeˇ
Σ ∪ {∅, ε,+, ·,∗ , (, )}, ktera´ splnˇuje tyto podmı´nky:
• ∅, ε,+, ·,∗ , (, ) /∈ Σ,
• symboly ∅, ε a symbol a pro kazˇde´ pı´smeno a ∈ Σ jsou prvky RV(Σ).
• Jestlizˇe α, β ∈ RV (Σ), pak take´ (α+ β) ∈ RV (Σ), (α · β) ∈ RV (Σ) a (α∗) ∈ RV (Σ).
• RV (Σ) neobsahuje zˇa´dne´ dalsˇı´ rˇeteˇzce, tedy doRV (Σ) patrˇı´ pra´veˇ ty rˇeteˇzce (vy´razy), ktere´
jsou konstruova´ny z ∅, ε a pı´smen abecedy Σ vy´sˇe uvedeny´mi pravidly.
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Obra´zek 5: Automaty simulujı´cı´ cˇinnost lexika´lnı´ho analyza´toru
Definice 2.5 Regula´rnı´ vy´raz α reprezentuje jazyk, ktery´ oznacˇujeme [α]. Tento jazyk je da´n
na´sledujı´cı´mi pravidly:
• [∅] = ∅, [ε] = {ε},[α] = {α},
• (α+ β) = [α] ∪ [β], [(α · β)] = [α] · [β], [(α∗)] = [α]∗.
Bude-li da´na abeceda Σ = {num, idf}, pak platny´m regula´rnı´m vy´razem v te´to abecedeˇ
je naprˇ. vy´raz:(((num · idf) · idf) + (idf + num))∗.
Du˚lezˇity´m faktem je, zˇe ke kazˇde´mu regula´rnı´mu vy´razu α lze sestrojit konecˇny´ automat
prˇijı´majı´cı´ jazyk [α]. Du˚kaz tohoto tvrzenı´ lze najı´t v [Jancˇar(2007)], kde lze rovneˇzˇ nale´zt
vı´ce o regula´rnı´ch vy´razech.
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3 Syntakticka´ analy´za
3.1 Bezkontextove´ gramatiky
Jelikozˇ mnou implementovane´ rˇesˇenı´ zvy´raznˇova´nı´ syntaxe a doplnˇova´nı´ slov stojı´ z
velke´ cˇa´sti na principech syntakticke´ analy´zy, bude v te´to sekci poda´n za´kladnı´ prˇehled
o te´to problematice.
Bezkontextove´ gramatiky prˇedstavujı´ forma´lnı´ techniku, umozˇnˇujı´cı´ definici syntaxe
dane´ho programovacı´ho jazyka nebo-li definici struktury tohoto jazyka. Pomocı´ gramatik
mu˚zˇeme vy´hodneˇ definovat cˇasto pouzˇı´vane´ techniky v cı´love´m programovacı´m jazyce.
”Jde o alternativu neˇkolika mozˇnostı´, opakova´nı´ stejne´ho jazykove´ho vy´razu a hlavneˇ vnorˇova´nı´
cely´ch rozveˇtveny´ch struktur mezi sebou” [Habiballa(2005), str. 2]. Forma´lnı´ vyja´drˇenı´ bez-
kontextove´ gramatiky prˇedstavuje definice 3.1 [Jancˇar(2007)].
Definice 3.1 Bezkontextova´ gramatika je definova´na jako usporˇa´dana´ cˇtverˇiceG = (Π,Σ, S, P ),
kde
• Π je konecˇna´ mnozˇina symbolu˚,
• Σ je konecˇna´ mnozˇina termina´lnı´ch symbolu˚,
• S ∈ Π je pocˇa´tecˇnı´ netermina´l a
• P je konecˇna´ mnozˇina prˇepisovacı´ch pravidel typu A→ β, kde
– A je netermina´l, A ∈ π
– β je rˇeteˇzec slozˇeny´ z termina´lu˚ a netermina´lu˚, tedy β ∈ (Π ∪ Σ)∗.
Backusova-Naurova forma Abychom mohli s gramatikami pohodlneˇ pracovat, je
trˇeba si zave´st neˇjaka´ pravidla, rˇı´kajı´cı´ jaky´m zpu˚sobem jsou definice gramatik zapsa´ny
a jakou se´mantiku tento za´pis ma´. V praxi se velmi cˇasto pouzˇı´va´ tzv. Backusova-Naurova
forma (BNF) za´pisu gramatik (poprˇ. varianty te´to formy). Stejneˇ jako u bezkontextovy´ch
gramatik, i zde se pracuje s termina´ly, netermina´ly a prˇepisovacı´mi pravidly.
Backusova-Naurova forma je definova´na na´sledovneˇ:
• netermina´ly jsou uzavrˇene´ v ostry´ch za´vorka´ch <, >,
• prˇepis netermina´lu na termina´ly a netermina´ly (oddeˇlenı´ leve´ strany produkce od
prave´) je oznacˇen symbolem ::=,
• prave´ strany prˇepisovacı´ch pravidel v ra´mci jedne´ leve´ strany jsou oddeˇleny sym-
bolem svislice |, ktery´ slouzˇı´ pro oddeˇlenı´ mozˇny´ch vy´beˇru˚ pravy´ch stran v ra´mci
jedne´ leve´ strany,
• termina´ly se uzavı´rajı´ do uvozovek a
• v ra´mci jedne´ prave´ strany pravidla se termina´ly a netermina´ly oddeˇlujı´ mezerou.
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Budeme-li mı´t naprˇı´klad pravidlo gramatiky definovane´ v BNF na´sledovneˇ:
<EXPR> ::= ”num” | ”num” ”+” <EXPR>,
pak <EXPR> oznacˇuje netermina´l a za´rovenˇ levou stranu pravidla, protozˇe je nalevo od
symbolu ::=. Pravidlo rˇı´ka´, zˇe netermina´l EXPR lze prˇepsat bud’ na termina´l num nebo
(symbol svislice |) na kombinaci termina´lu˚ a netermina´lu num + EXPR.
Rozsˇı´rˇena´ Backusova-Naurova forma Prˇi prakticke´ implementaci syntakticky´ch ana-
lyza´toru˚ cˇasto opakovaneˇ vyuzˇı´va´me podobny´ch konstrukcı´ a vznika´ tak pozˇadavek
pohodlneˇjsˇı´ho za´pisu takovy´chto konstrukcı´. Z tohoto du˚vodu vznikla tzv. Rozsˇı´rˇena´
Backusova-Naurova forma (angl. Extended Backus-Naur Form) zkra´ceneˇ EBNF. Jak jizˇ na´zev
napovı´da´, tato forma rozsˇirˇuje BNF o neˇkolik dalsˇı´ch konstrukcı´, ktere´ usnadnˇujı´ za´pis
gramatik v genera´torech syntakticky´ch analyza´toru˚ apod. Tyto konstrukce jsou syntak-
ticky i se´manticky podobne´ konstrukcı´m uzˇı´vany´m v regula´rnı´ch vy´razech (viz podsekce
2.2.4). Tabulka 5 definuje symboly pouzˇı´vane´ v EBNF a za´rovenˇ ji porovna´va´ s BNF a
regula´rnı´mi vy´razy 1. Rozdı´ly mezi BNF a EBNF da´le dokresluje tabulka 6. Prvnı´ rˇa´dek
Symbol Vy´znam BNF Regularnı´ vy´raz
= definice ::= —
, zrˇeteˇzenı´ ” ”(mezera) ·
; ukoncˇenı´ produkce EOL (novy´ rˇa´dek) —
| volba mezi pravy´mi stranami | +
[. . . ] volitelny´ vy´raz — +
{. . . } opakova´nı´ vy´razu — *
”. . . ” termina´l ”. . . ” —
’. . . ’ termina´l ’. . . ’ —
(. . . ) seskupova´nı´ — (. . . )
Tabulka 5: Symboly rozsˇı´rˇene´ BNF
tabulky 6 pouze ukazuje za´kladnı´ rozdı´ly v symbolice. Za povsˇimnutı´ stojı´ skutecˇnost, zˇe
zatı´mco v BNF je zrˇeteˇzenı´ dvou termina´lu˚ nebo netermina´lu˚ implicitneˇ da´no mezerou
mezi nimi, v EBNF je trˇeba explicitneˇ zrˇeteˇzit symbolem cˇa´rky. Druhy´ rˇa´dek tabulky
da´le ilustruje pouzˇitı´ hranaty´ch za´vorek pro volitelne´ vy´razy. Trˇetı´ rˇa´dek ukazuje, jak lze
pouzˇı´t symbolu˚ slozˇeny´ch za´vorek pro vy´razy, ktere´ se mohou opakovat.
1Oznacˇenı´ ”vy´raz”v tabulce prˇedstavuje jednotlive´ prave´ strany pravidel, tedy netermina´ly a zrˇeteˇzenı´
termina´lu˚ a netermina´lu˚.
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BNF EBNF
1 <BIT> ::= ”0”|”1”|”0” ”1” BIT = ”0”|”1”|”0”,”1”;
2 <BIT> ::= ”0”|”1”|”” BIT = [”0”|”1”];
3 <BITS> ::= <BIT> | <BIT><BITS>
<BIT> ::= ”0”|”1”|””
BIT = {”0”|”1”} | ””;
Tabulka 6: Porovna´nı´ BNF a EBNF
Derivace v gramatice Meˇjme gramatiku jejı´zˇ pravidla jsou zada´na v BNF na´sledovneˇ:
< ZEROOP > ::=< ZEROOP > ” + ” < ZEROOP > (1)
< ZEROOP > ::=< ZEROOP > ”− ” < ZEROOP > (2)
< ZEROOP > ::=< ZEROOP > (3)
< ZEROOP > ::= ”0” (4)
Dana´ gramatika generuje naprˇı´klad vy´raz 0 − 0 + 0. Postup odvozenı´ tohoto vy´razu je
na obra´zku 6. Postupnou aplikacı´ pravidel 2, 4, 1, 4, 4 jsme dostali odvozenı´ nebo-li
<ZEROOP>
(2)
=⇒ <ZEROOP> ”-”<ZEROOP> (4)=⇒ ”0” ”-”<ZEROOP> (1)=⇒
”0” ”-”<ZEROOP> + <ZEROOP>
(4)
=⇒ ”0” ”-” ”0”+ <ZEROOP> (4)=⇒
”0” ”-” ”0”+ ”0”
Obra´zek 6: Leva´ derivace vy´razu 0− 0 + 0
derivaci dane´ho vy´razu. V kazˇde´m kroku jsme vzˇdy nahrazovali nejleveˇjsˇı´ netermina´l—
takove´to odvozenı´ se nazy´va´ leva´ derivace. Prˇi blizˇsˇı´m pohledu na pravidla gramatiky si
lze vsˇimnout, zˇe stejny´ vy´raz (0−0+0) jemozˇne´ odvodit jinou sekvencı´ aplikace pravidel.
Tato derivace je zna´zorneˇna na obra´zku 7. Je videˇt, zˇe aplikacı´ pravidel 1, 2, 4, 4, 4 jsme
<ZEROOP>
(1)
=⇒ <ZEROOP> ”+”<ZEROOP> (2)=⇒
<ZEROOP> ”-”<ZEROOP> ”+”<ZEROOP>
(4)
=⇒
”0” ”-”<ZEROOP> + <ZEROOP>
(4)
=⇒ ”0” ”-” ”0”+ <ZEROOP> (4)=⇒
”0” ”-” ”0”+ ”0”
Obra´zek 7: Jina´ leva´ derivace vy´razu 0− 0 + 0
dostali stejny´ vy´raz, prˇicˇemzˇ se opeˇt jedna´ o levou derivaci. V gramatice tedy existujı´ dveˇ
leve´ derivace pro jeden a tenty´zˇ vy´raz.
V praxi se cˇasto uzˇı´va´ pravy´ch derivacı´ vy´razu˚. Prava´ derivace prˇedstavuje takovou
derivaci, kdyvkazˇde´m jejı´mkroku je nahrazova´nnejpraveˇjsˇı´ netermina´l. Pro vy´raz 0−0+0
by prava´ derivace mohla by´t provedena jak ukazuje obra´zek 8. Uzˇitı´m jine´ sekvence
pravidel (2, 1, 4, 4, 4) jsme opeˇt odvodili stejny´ vy´raz. Meˇlo by by´t zrˇejme´, zˇe pro stejny´
vy´raz existuje nejme´neˇ jedna dalsˇı´ prava´ derivace ru˚zna´ od te´ na obra´zku 8.
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<ZEROOP>
(2)
=⇒ <ZEROOP> ”-”<ZEROOP> (1)=⇒
<ZEROOP> ”-”<ZEROOP> ”+”<ZEROOP>
(4)
=⇒
<ZEROOP> ”-”<ZEROOP> + 0
(4)
=⇒ <ZEROOP> ”-” ”0”+ ”0” (4)=⇒ ”0” ”-” ”0”+ ”0”
Obra´zek 8: Prava´ derivace vy´razu 0− 0 + 0
Derivacˇnı´ stromy a jednoznacˇnost gramatik Derivacˇnı´ strom je ve sve´ podstateˇ vy´sle-
dek syntakticke´ analy´zy zachycujı´cı´ strukturu analyzovane´ho vstupu, kde listy stromu
odpovı´dajı´ jednotlivy´m termina´lu˚m nebo-li symbolu˚m analyzovane´ho vstupu. Korˇen
stromu pak prˇedstavuje startovacı´ netermina´l a uzly z neˇj vycha´zejı´cı´ prˇedstavujı´ ne-
termina´ly uzˇite´ k dane´mu odvozenı´. Obra´zky 9 a 10 prˇedstavujı´ derivacˇnı´ stromy pro
odvozenı´ provedena´ v prˇedchozı´m odstavci. Jak je patrne´ z obra´zku 9, vy´sledna´ podoba
Obra´zek 9: Derivacˇnı´ strom pro levou derivaci na obr. 6 a pravou derivaci na obr. 8
derivacˇnı´ho stromu neza´visı´ na porˇadı´ prˇepisova´nı´ netermina´lu˚, jelikozˇ pro dveˇ ru˚zna´
odvozenı´ (obr. 6 a 8) jsme dostali tenty´zˇ derivacˇnı´ strom. Druhy´m du˚lezˇity´m pozorova´-
nı´m je fakt, zˇe pro leve´ odvozenı´ jednoho a te´hozˇ vy´razu lze vytvorˇit dva ru˚zne´ derivacˇnı´
stromy.
Existujı´-li pro leve´ odvozenı´ stejne´ho vy´razu ve stejne´ gramatice dva ru˚zne´ derivacˇnı´
stromy, pak takovouto gramatiku oznacˇujeme jako nejednoznacˇnou.
Definice 3.2 Bezkontextova´ gramatika G je jednoznacˇna´ pra´veˇ tehdy, kdyzˇ kazˇde´ slovo genero-
vane´ gramatikou L(G) ma´ pra´veˇ jeden derivacˇnı´ strom. V opacˇne´m prˇı´padeˇ je G nejednoznacˇna´.
(Ne)jednoznacˇnost gramatik je velmi du˚lezˇitou vlastnostı´ z hlediska syntakticke´ analy´zy
nebot’komplikuje, cˇi dokonce znemozˇnˇuje automatickou tvorbu syntakticky´ch analyza´-
toru˚. Tato problematika je da´le rozebı´ra´na v sekcı´ch 3.3 a 4.
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Obra´zek 10: Derivacˇnı´ strom pro levou derivaci na obr. 7
3.2 Syntakticka´ analy´za zdola nahoru
Syntakticka´ analy´za zdola nahoru identifikuje a zacˇı´na´ zpracova´va´nı´m za´kladnı´ch jedno-
tek (termina´lu˚) a z nich pote´ postupneˇ odvozuje vysˇsˇı´ u´rovneˇ (termina´ly a netermina´ly)
azˇ se dostane na u´rovenˇ nejvysˇsˇı´ (netermina´ly). Na´zev zdola nahoru vycha´zı´ z konceptu
derivacˇnı´ho stromu (viz podsekce 3.1), kdy analy´za zacˇı´na´ v nejnizˇsˇı´ch u´rovnı´ch stromu
(listech—termina´lech) a postupneˇ se propracova´va´ azˇ ke korˇenu stromu (startovacı´mu
netermina´lu). Toto zpracova´nı´ zacˇı´na´ na nejleveˇjsˇı´m listu derivacˇnı´ho stromu a pokracˇuje
smeˇrem nahoru a doprava. Jedna´ se o opacˇnou metodu k metodeˇ syntakticke´ analy´zy
shora nahoru, o ktere´ lze vı´ce nale´zt naprˇı´klad v [Benesˇ(1999)].
Pokudma´ jazyk vı´ce pravidel, ktere´ umozˇnˇujı´ zacˇa´tek ze stejne´ nejleveˇjsˇı´ derivace, ale
jejich vy´sledek se lisˇı´, potom gramatika takove´ho jazyka mu˚zˇe by´t analyzova´na syntak-
ticky´m analyza´torem shora nahoru. Takovy´ jazyk jizˇ nelze analyzovat pomocı´ analy´zy
shora nahoru, anizˇ by bylo trˇeba ha´dat dalsˇı´ postup a pote´ prova´deˇt zpeˇtne´ vyhleda´va´nı´
metodou pokusu˚ a oprav (angl. backtracking) [Aho et al.(2006)Aho, Sethi„ Ullman].
Algoritmus na obra´zku 11 zjednodusˇeneˇ ilustruje funkci analy´zy zdola nahoru.
V praxi se vsˇak tohoto algoritmu vyuzˇı´vajı´cı´ zpeˇtne´ho vyhleda´va´nı´ nepouzˇı´va´, pro-
tozˇe veˇtsˇina konstrukcı´ dane´ho programovacı´ho jazyka umozˇnˇuje deterministickou ana-
ly´zu bez na´vratu˚.
3.2.1 Posuvneˇ-redukcˇnı´ zpracova´nı´
Posuvneˇ-redukcˇnı´ zpracova´nı´ (angl. shift-reduce parsing) je jedna z cˇasto vyuzˇı´vany´chme-
tod syntakticke´ analy´zy vyuzˇı´vajı´cı´ pro svou cˇinnost bezkontextovy´ch gramatik
[Aho et al.(2006)Aho, Sethi„ Ullman]. Tato metoda je prˇedevsˇı´m pouzˇı´vana´ v genera´to-
23
let I = vstupni retezec;
repeat
vyber nepra´zdny´ podrˇeteˇzec β z I kde X → β je produkcı´;
if β = null then
vrat’se zpeˇt;
end
jedno β nahrad’X v rˇeteˇzci I ;
until I = S (startovacı´ netermina´l) or nejsou zˇa´dne´ dalsˇı´ mozˇnosti;
Obra´zek 11: Zjednodusˇeny´ algoritmus syntakticke´ analy´zy zdola nahoru
rech syntakticky´ch analyza´toru˚. Jeden zdu˚vodu˚ popularity te´tometody je fakt, zˇe velikost
trˇı´d rozpozna´vany´ch toutometodou je veˇtsˇı´ nezˇ v prˇı´padeˇ jiny´ch zna´my´chmetod. Dalsˇı´m
du˚vodem, procˇ je tato metoda cˇasto aplikova´na v praxi je skutecˇnost, zˇe jejı´ implemen-
tacı´ lze dosa´hnout dobre´ho vy´konu—analy´za vstupnı´ho rˇeteˇzce je tedy pomeˇrneˇ rychla´
[Sloane – Verity(2008)Sloane, Verity].
Prˇi posuvneˇ redukcˇnı´m zpracova´nı´ se postupneˇ cˇte a zpracova´va´ vstupnı´ rˇeteˇzec,
anizˇ by docha´zelo k posunu zpeˇt. Postupneˇ tak docha´zı´ k vy´stavbeˇ derivacˇnı´ho stromu.
V kazˇde´ fa´zi zpracova´nı´ je nashroma´zˇdeˇno neˇkolik podstromu˚ vznikly´ch z jizˇ zpracovane´
cˇa´sti vstupnı´ho textu. Prˇi te´to cˇinnosti je vyuzˇı´va´no dvou typu˚ akcı´:
• posun (angl. shift) — prˇi te´to akci docha´zı´ k posunu o jeden symbol vstupnı´ho
rˇeteˇzce; tı´m vznikne novy´ derivacˇnı´ podstrom obsahujı´cı´ jediny´ uzel—symbol, na
ktery´ se pra´veˇ posunulo,
• redukce (angl. reduction) — na pra´veˇ zpracovany´ derivacˇnı´ podstrom je aplikova´no
pravidlo gramatiky a vznika´ tak novy´ derivacˇnı´ podstrom.
Kroky posunu a redukce jsou kombinova´ny a aplikova´ny na jizˇ zpracovany´ rˇeteˇzec a to
tak dlouho, dokud nejsou vsˇechny derivacˇnı´ podstromy zredukova´ny na jeden derivacˇnı´
strom,ktery´ reprezentujederivaci vstupnı´ho textove´ho rˇeteˇzce [Aho et al.(2006)Aho, Sethi„ Ullman].
Princip posuvneˇ-redukcˇnı´ho zpracova´nı´ ilustruje na´sledujı´cı´ prˇı´klad:
meˇjmebezkontextovougramatikuG = (Π,Σ, S, P ), kdeΠ = {S, T},Σ = {num, ∗,+, (, )}, S =
{S} a mnozˇina pravidel P je:
<S> ::= <T> ”+”<S> | <T>
<T> ::= num ”*”<T> | num | ”(”<S> ”)”.
Budeme hledat derivaci vy´razu num ∗ num + num, ktery´ tato gramatika generuje.
Znacˇka⊥ urcˇuje aktua´lnı´ pozici ve vstupnı´m rˇeteˇzci. Znacˇenı´ redukce: T→num∗T−−−−−−−−−−−−→ znamena´,
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zˇe na´sledujı´cı´ krok je redukce za pouzˇitı´ pravidla gramatiky T → num ∗ T .
⊥num ∗ num+ num posun−−−→ num⊥ ∗ num+ num posun−−−→ num ∗ ⊥num+ num posun−−−→
num ∗ num←−→⊥+ num
redukce: T→num−−−−−−−−−−→ num ∗ T←−−−−→⊥+ num
redukce: T→num∗T−−−−−−−−−−−−→
T⊥+ num posun−−−→ T +⊥num posun−−−→ T + num←−→⊥
redukce: T→num−−−−−−−−−−→ T + T←→⊥
redukce: T→S−−−−−−−−→
T + S←−−→⊥
redukce: S→T+S−−−−−−−−−−→ S
Postupnou aplikacı´ redukcı´ a posunu˚ jsme dosˇli k pocˇa´tecˇnı´mu startovacı´mu symbolu S.
Z toho plyne, zˇe vy´raz num ∗ num+ num je platnou konstrukcı´ v zadane´ gramatice.
3.3 LR Parsery
Syntakticke´ analyza´tory vyuzˇı´vajı´cı´ posuvneˇ-redukcˇnı´ho zpracova´nı´ se nazy´vajı´ LR par-
sery:
• L (angl. left) protozˇe tyto parsery zpracova´vajı´ vstup zleva doprava,
• R (angl. right) protozˇe prˇi sve´ cˇinnosti konstruujı´ nejpraveˇjsˇı´ derivaci (v obra´cene´m
porˇadı´).
LR parsery jsou deterministicke´—ke sve´ cˇinnosti nepouzˇı´vajı´ mechanizmu zpeˇtne´ho vy-
hleda´vanı´ cˇi ha´da´nı´ dalsˇı´ho kroku. Konstrukce LR syntakticky´ch analyza´toru˚ je cˇasto
prova´deˇna pomocı´ na´stroju˚ pro generova´nı´ parseru˚. Charakteristicky´m znakem LR par-
seru˚ je zpu˚sob, jaky´m rozhodujı´ o tom, kdy dojde k redukci, a ktere´ pravidlo bude prˇi
redukci vybra´no.
Za na´zvem LR cˇasto na´sleduje kvantifika´tor (naprˇ. LR(1)), ktery´ rˇı´ka´ kolik symbolu˚
od aktua´lnı´ pozice ve vstupnı´m rˇeteˇzci parser potrˇebuje zna´t, prˇed tı´m, nezˇ se roz-
hodne o dalsˇı´m kroku. Tato cˇinnost musı´ by´t korigova´na s lexika´lnı´m analyza´torem
(viz podsekce 2.2), ktery´ musı´ prˇedem zna´t minima´lneˇ o jeden symbol vı´ce nezˇ parser
[Aho et al.(2006)Aho, Sethi„ Ullman].
Jelikozˇ redukce pracujı´ s tou cˇa´stı´ vstupnı´ho rˇeteˇzce, ktera´ byla pra´veˇ zpracova´na,
lze si vsˇimnout, zˇe mnozˇina jizˇ zpracovany´ch symbolu˚ je ve sve´ podstateˇ za´sobnı´k. LR
parsery proto ke sve´ cˇinnosti pouzˇı´vajı´ datovou strukturu za´sobnı´k a to na´sledujı´cı´m
zpu˚sobem:
• jizˇ zpracovane´ cˇa´sti vstupnı´ho rˇeteˇzce (angl. left-hand side (LHS)) se ukla´dajı´ na
za´sobnı´k—za´sobnı´k tedy mu˚zˇe obsahovat jak termina´ly tak netermina´ly,
• v prˇı´padeˇ akce posunu je symbol vstupnı´ho rˇeteˇzce, prˇes ktery´ se posunuje, vlozˇen
na vrchol za´sobnı´ku (angl. push),
• pokud dojde k redukci, jeden nebo vı´ce symbolu˚ prˇedstavujı´cı´ch pravou stranu
pravidla gramatiky (angl. handle) je vyjmut (angl. pop) ze za´sobnı´ku, a na´sledneˇ je
leva´ strana (netermina´l) tohoto pravidla vlozˇena na vrchol za´sobnı´ku.
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Pozna´mka 3.1 Handle je prava´ strana neˇjake´ho pravidla gramatiky, ktera´ je na vrcholu
za´sobnı´ku a pouze na vrcholu za´sobnı´ku. Handle musı´ by´t takove´ pravidlo gramatiky, je-
hozˇ zpeˇtnou aplikacı´ (z prave´ strany na levou) lze (aplikacı´ prˇes dalsˇı´ pravidla) dosa´hnout
startovacı´ho netermina´lu. Samotna´ prˇı´tomnost handlu na vrcholu za´sobnı´ku vsˇak auto-
maticky neznamena´, zˇe bude provedena redukce [Sloane – Verity(2008)Sloane, Verity].
Tento postup se aplikuje dokud analyza´tor nezahla´sı´ u´speˇch—na za´sobnı´ku je pouze
startovacı´ netermina´l a vsˇechny symboly na vstupu byly zpracova´ny—cˇi neu´speˇch. V
prˇı´padeˇ u´speˇchu je vstup validnı´m v dane´ gramatice, v prˇı´padeˇ neu´speˇchu je vstup
neprˇijat a je vygenerova´na syntakticka´ chyba.
3.3.1 Tabulky cˇinnostı´ a kroku˚
Veˇtsˇina syntakticky´ch analyza´toru˚ uzˇı´va´ konceptu tabulky cˇinnostı´ (angl. action table) a
tabulky kroku˚ (angl. goto table). Pro kazˇdou kombinaci vstupnı´ho symbolu a aktua´lnı´ho
stavu analyza´toru obsahuje tabulka akci, ktera´ bude provedena. Touto akci mu˚zˇe by´t:
• posun do dane´ho stavu,
• redukce dle dane´ho pravidla,
• prˇijmutı´ vstupnı´ho rˇeteˇzce.
Tabulka kroku˚ pak rˇı´ka´, do jake´ho stavu se analyza´tor prˇesune, nacha´zı´-li se v dane´m
stavu (da´n obsahem vrcholu za´sobnı´ku) v za´vislosti na tom, na ktery´ netermina´l byla
provedena ona redukce. Obra´zek 12 pak prˇedstavuje sche´maticke´ zna´zorneˇnı´ LR parseru.
Cˇinnost LR parseru, ktery´ pouzˇı´va´ tabulky cˇinnostı´ a kroku˚ ilustruje na´sledujı´cı´ prˇı´-
klad. Meˇjme gramatiku G = (Π,Σ, S, P ), kde Π = {S, T},Σ = {0, 1, ∗,+}, S = {S} a
mnozˇina pravidel P je:
<S>::= <S> ”*”<T> | <S> ”+”<T> | <T>
<T> ::= ”0”| ”1”.
Nejprve provedeme dekompozici pravidel, a kazˇde´mu pravidlu prˇirˇadı´me hodnoty
a dosta´va´me obra´zek 13.
Tabulka 7 prˇedstavuje tabulku akcı´ (sloupce nadepsane´ ”Akce”) a prˇechodu˚ (sloupce
nadepsane´ ”Na´sledujı´cı´ stav”). V tabulce akcı´ pak jsou zadefinova´ny akce pro kazˇdy´
mozˇny´ vstupnı´ symbol, prˇicˇemzˇ symbol $ zde prˇedstavuje konec vstupnı´ho rˇeteˇzce.
Jednotlive´ hodnoty v tabulce akcı´ pak majı´ na´sledujı´cı´ vy´znam:
• pk – posun do stavu oznacˇene´ho cˇı´slem k,
• rk – redukce podle pravidla oznacˇene´ho cˇı´slem k,
• akc – konec analy´zy; rˇeteˇzec je prˇijat,
• pra´zdne´ pole – akce pro danou kombinaci nenı´ definova´na; analyza´tor prˇecha´zı´ do
chybove´ho stavu.
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Obra´zek 12: Sche´maticke´ zna´zorneˇnı´ tabulkoveˇ rˇı´zene´ho LR parseru
S → S ∗ T (5)
S → S + T (6)
S → T (7)
T → 0 (8)
T → 1 (9)
Obra´zek 13: Dekomponovana´ pravidla gramatiky G
Bude-li na vstupu rˇeteˇzec ”1+1”, cˇinnost analyza´torunad tı´mtovstupembudena´sledujı´cı´:
1. na vstupu je symbol ”1”, zby´vajı´cı´ symboly prˇedstavuje rˇeteˇzec ”+1”; za´sobnı´k
obsahuje zacˇa´tecˇnı´ stav 0:
(a) v tabulce akcı´ je nalezena akce pro stav 0 a termina´l 1—akce p2.
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Aktua´lnı´
stav
Akce Na´sledujı´cı´
stav
* + 0 1 $ S T
0 p1 p2 3 4
1 r4 r4 r4 r4 r4
2 r5 r5 r5 r5 r5
3 p5 p6 akc
4 r3 r3 r3 r3 r3
5 p1 p2 r3 7
6 p1 p2 r3 8
7 r1 r1 r1 r1 r1
8 p2 p2 p2 p2 p2
Tabulka 7: Tabulka akcı´ a prˇechodu˚
(b) Stav 2 je ulozˇen na vrchol za´sobnı´ku.
(c) Pozice ve vstupnı´m rˇeteˇzci se posune o jeden symbol doprava.
2. Na vrcholu za´sobnı´ku je hodnota 2—za´sobnı´k ted’ obsahuje dveˇ hodnoty [0|2];
vstupnı´ rˇeteˇzec je tedy ”+1”a na vstupu je symbol ”+”.
3. V tabulce akcı´ je nalezena akce pro stav 2 (je na vrcholu za´sobnı´ku) a termina´l
”+”—akce r5.
4. provede se redukce podle pravidla 5:
(a) Vrchol za´sobnı´ku 2 je vybra´n, za´sobnı´k ted’obsahuje pouze stav 0.
(b) V tabulce prˇechodu˚ (prova´dı´me redukci) je nalezen na´sledujı´cı´ stav pro neter-
mina´l T (leva´ strana pravidla 5) a stav 0 (na vrcholu za´sobnı´ku)—stav 4.
(c) Stav 4 je vlozˇen na vrchol za´sobnı´ku.
5. V tabulce akcı´ je nalezena akce pro symbol ”+”a stav 4—r3.
6. . . .
Obdobny´m zpu˚sobem bude analyza´tor pokracˇovat v cˇinnosti do te´ doby, nezˇ dojde k
provedenı´ akce akc—ze vstupu byl prˇecˇten symbol ”$”a vstupnı´ rˇeteˇzec je akceptova´n.
Celou cˇinnost analyza´toru ilustruje tabulka 8. Pokud se podı´va´me do tabulky 8 na to, jaka´
pravidla byla pouzˇita prˇi redukcı´ch, zjistı´me zˇe se jedna´ o pravidla gramatiky 5, 3, 5, 2.
Beˇhem analy´zy tedy byla vytvorˇena na´sledujı´cı´ derivace(cˇı´slo v za´vorce indikuje pouzˇite´
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Aktua´lnı´
stav
Rˇeteˇzec
na
vstupu
Aplikovanı´
pravidla
redukcı´
Obsah
za´sobnı´ku
Na´sledujı´cı´ akce
0 1+1$ [0] Posun do stavu 2
2 +1$ [0|2] Redukce podle pravidla 5
4 +1$ 5 [0|4] Redukce podle pravidla 3
3 +1$ 5,3 [0|3] Posun do stavu 6
6 1$ 5,3 [0|3|6] Posun do stavu 2
2 $ 5,3 [0|3|6|2] Redukce podle pravidla 5
8 $ 5,3,5 [0|3|6|8] Redukce podle pravidla 2
3 $ 5,3,5,2 [0|3] Akceptuj
Tabulka 8: Tabulka jednotlivy´ch kroku˚ analyza´toru syntaxe
pravidlo):
1 + 1← T ⇐ (5)
1 + T ← S ⇐ (3)
1 + S ← T ⇐ (5)
T + S ← S (2)
Pokud odstranı´me leve´ strany a obra´tı´me smeˇr (jedna´ se o analy´zu zdola nahoru) vy´sˇe
uvedene´ derivace, dosta´va´me:
S ⇒ S + T ⇒ S + 1⇒ T + 1⇒ 1 + 1,
cozˇ je prava´ derivace veˇty ”1 + 1”v gramatice G definovane´ vy´sˇe.
Protozˇe algoritmus tvorby tabulky akcı´ a kroku˚, je pomeˇrneˇ komplexnı´ za´lezˇitostı´ a
z hlediska automaticke´ tvorby syntakticky´ch analyza´toru˚ neprˇı´lisˇ du˚lezˇity´, uva´dı´m zde
pouze odkaz na [Aho et al.(2006)Aho, Sethi„ Ullman], kde lze nale´zt podrobne´ vysveˇtlenı´
te´to problematiky.
3.3.2 Konflikty vnikajı´cı´ v LR parserech
V za´vislosti na definici gramatiky mohou prˇi automaticke´ konstrukci syntakticky´ch ana-
lyza´toru˚ vznikat konflikty neˇkolika typu˚. Konfliktem zde rozumı´me situaci, kdy se ana-
lyza´tor nacha´zı´ ve stavu, ve ktere´m nelze deterministicky urcˇit na´sledujı´cı´ krok. Pokud
si prˇedstavı´me konflikty v kontextu tabulky akcı´, konflikt je zde indikova´n skutecˇnostı´,
zˇe jedne´ kombinaci stavu a vstupnı´ho symbolu je prˇirˇazeno vı´ce akcı´—parser se tedy
nemu˚zˇe rozhodnout, kterou akci prove´st jako na´sledujı´cı´ a vznika´ konflikt.
Tato situace mu˚zˇe vznikat v prˇı´padeˇ, kdy gramatika, ze ktere´ je generova´n analyza´tor,
je nejednoznacˇna´, avsˇak konflikty mohou vznikat i u gramatik jednoznacˇny´ch. V za´sadeˇ
mohou vznikat dva typy konfliktu˚:
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1. konflikt posun-redukce (angl. shift-reduce conflict)—vznika´ v prˇı´padeˇ, kdy neˇjake´
pravidlo gramatiky umozˇnˇuje prove´st redukci pro dany´ symbol a za´rovenˇ jine´
pravidlo umozˇnˇuje prove´st posun pro stejny´ symbol. Konflikt posun-redukce cˇasto
vznika´ u rekurzivnı´ch pravidel v gramatice, kdy mu˚zˇe nastat proble´m rozhodnout
se kdy jedno pravidlo je ukoncˇeno a kdy jine´ pra´veˇ zacˇalo.
2. konflikt redukce-redukce (angl. reduce-reduce conflict)—vznika´ v situaci, kdy v gra-
matika umozˇnˇuje vı´ce ru˚zny´m pravidlu˚m redukci pro stejny´ symbol. V gramatice
jsou tedy zadefinova´na 2 a vı´ce pravidel, ktera´ vedou na stejnou produkci. Tento
typ konfliktu je me´neˇ cˇasty´ a jeho prˇı´tomnost veˇtsˇinou znamena´ chybu v definici
gramatiky—typicky nejednoznacˇnost.
Veˇtsˇinu teˇchto konfliktu˚ lze vyrˇesˇit prˇepsa´nı´m pravidel gramatiky. Genera´tory parseru˚
cˇastomajı´ prˇı´mo vestaveˇne´mechanizmy, ktere´ umozˇnˇujı´ v prˇı´padeˇ konfliktu nastavit pre-
ferovanou akci—posun nebo redukce. Pokud nenı´ nastavena zˇa´dna´ preference, genera´tor
mu˚zˇe zvolit akci sa´m.
Konflikt typu posun-redukce ilustruje gramatika na obra´zku 14. V prˇı´kladove´ gra-
G = (Π,Σ, S, P ), kde Π = {DECL,PARAMS,PARAMSDECL, IDS},Σ =
{typ, id, (, ), ; }, S = {DECL} a mnozˇina pravidel P je definova´na:
DECL→ typ id(PARAMS) | typ id(PARAMS) (1)
PARAMS → PARAMSDECL | PARAMS;PARAMSDECL (2)
PARAMSDECL→ typIDS (3)
IDS → id | IDS; id (4)
Obra´zek 14: Gramatika vedoucı´ na konflikt posun-redukce
matice na obra´zku 14 vnikne konflikt v situaci, kdy na vstupu je symbol strˇednı´ku ”;”.
Tato gramatika nenı´ nejednoznacˇna´—analyza´tor pouze potrˇebuje veˇdeˇt, jake´ jsou dalsˇı´
symboly (naprˇ. ”; typ id”nebo ”; id ;”nebo ”; id”apod.). V tabulce akcı´ vzniknou dva
za´znamy pro stejny´ stav a symbol ”;”: jeden rˇı´kajı´cı´ analyza´toru zˇe ma´ prove´st posun
do stavu 15 v prˇı´padeˇ, kdy je na vstupu ”;”, druhy´ rˇı´kajı´cı´ zˇe pro stejny´ vstup ma´ by´t
provedena redukce podle pravidla 4. Odstraneˇnı´m pravidel 3 a 4 a na´sledny´m prˇepsa´-
nı´m pravidla 2 jak ukazuje obra´zek 15 dojde k odstraneˇnı´ konfliktu. Zna´my´m prˇı´kladem
PARAMS → typ id | PARAMS; typ id | PARAMS; id (2)
Obra´zek 15: Prˇepsa´nı´ pravidla za u´cˇelem odstraneˇnı´ konfliktu posun-redukce
konfliktu posunu-redukce je konflikt ”visı´cı´ho else”(angl. dangling else problem), ktery´ je
prˇı´tomen ve vsˇech jazycı´ch syntakticky vycha´zejı´cı´ch z jazyka ANSI C (naprˇiklad java,
C#). Vı´ce o tomto konfliktu lze nale´zt kuprˇı´kladu na [Chang(2009)].
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Konflikt redukce-redukce ilustruje gramatika na obra´zku 16. Tento konflikt je da´n
G = (Π,Σ, S, P ), kde Π = {SLOV A, SLOV O},Σ = {slovo; }, S = {SLOV A} a mnozˇina
pravidel P :
SLOV A→ ϵ | SLOV O (1)
SLOV O → ϵ | slovo (2)
Obra´zek 16: Prˇepsa´nı´ pravidla za u´cˇelem odstraneˇnı´ konfliktu posun-redukce
nejednoznacˇnostı´ gramatiky. Ma´me zde dveˇ pravidla, ktera´ umozˇnˇujı´ generovat pra´zdne´
slovo ε—prˇı´mo prˇes pravidlo 1, neprˇı´mo prˇes pravidlo 1 a netermina´l SLOV O. Po vyge-
nerova´nı´ akcˇnı´ tabulky tedy vzniknou dveˇ akce redukce pro rˇeteˇzec $ (konec vstupnı´ho
rˇeteˇzce), kdy jedna definuje redukci podle pravidla cˇı´slo 1, druha´ podle pravidla cˇı´slo 2.
Odstraneˇnı´ tohoto proble´mu je pomeˇrneˇ prˇı´mocˇare´: stacˇı´ odebrat ε ve druhe´m pravidle a
tı´m odstranit nejednoznacˇnost v gramatice. Pote´ jizˇ nebudou v gramatice zˇa´dne´ konflikty.
3.3.3 LALR parsery
LALR (Look-Ahead LR) parsery jsou cˇasto implementova´ny v na´strojı´ch pro automaticke´
generova´nı´ syntakticky´ch analyza´toru˚. Ve sve´ podstateˇ jsou velmi podobne´ LR parseru˚m.
Mohou by´t rovneˇzˇ implementova´ny stejny´m zpu˚sobem, za pouzˇitı´ tabulek akcı´ a kroku˚.
Rozdı´l oproti LR parseru˚m spocˇı´va´ ve zpu˚sobu, ktery´m jsou generova´ny tabulky akcı´
a kroku˚. LR parsery vytva´rˇejı´ akce pro vsˇechny mozˇne´ redukce z dane´ho stavu a tedy
vznikajı´ pomeˇrneˇ rozsa´hle´ tabulky s mnoha stavy. LALR parsery vsˇak vytva´rˇejı´ kombi-
nace stavu˚, pokud dany´ symbol na vstupu prˇi redukci nevytva´rˇı´ konflikt se za´znamem
v tabulce kroku˚. Tato skutecˇnost ma´ za na´sledek tvorbu mnohem mensˇı´ho pocˇtu stavu˚
a potazˇmo mensˇı´ch tabulek za cenu mensˇı´ rozlisˇovacı´ schopnosti kombinacı´ vstupnı´ch
symbolu˚.
LALR parsery v porovna´nı´ s LR parsery tedy rozezna´vajı´ mensˇı´ mnozˇinu jazyku˚ a
jejich pouzˇitı´ pro neˇktere´ jazyky jako naprˇı´klad C++ mu˚zˇe by´t poneˇkud komplikovane´
a na´rocˇne´, avsˇak proveditelne´ [Baxter(2010)]. Veˇtsˇina genera´toru˚ parseru˚ vyuzˇı´va´ pra´veˇ
mechanizmu LALR parseru˚, jedna´ se naprˇı´klad o genra´tory Yacc,GNU Bison neboGOLD.
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4 Genera´tory lexika´lnı´ch a syntakticky´ch analyza´toru˚
Jelikozˇ rucˇnı´ implementace lexika´lnı´ch, a prˇedevsˇı´m syntakticky´ch, analyza´toru˚ mu˚zˇe
by´t pracna´ a komplikovana´, lze si pra´ci podstatneˇ zjednodusˇit uzˇitı´m genera´toru. Pouzˇitı´
genera´toru ma´ vsˇak i sve´ nevy´hody—programa´tor ma´ jen omezenou kontrolu nad vy´-
slednou podobou parseru, a tı´m pa´dem je trˇeba by´t opatrneˇjsˇı´ prˇi definici gramatik, aby
nedocha´zelo ke konfliktu˚m (viz podsekce 3.3.2). Dalsˇı´ mozˇnou nevy´hodou je vy´konnost
vygenerovane´ho analyza´toru. I zde platı´ pravidlo, zˇe generovany´ ko´d ma´ tendenci by´t
vy´konoveˇ slabsˇı´, nezˇ ko´d psany´ rucˇneˇ, ktery´ je sˇity´ na mı´ru vlastnostem analyzovane´ho
jazyka. Tyto genera´tory typicky pracujı´ s popisem gramatiky cı´love´ho jazyka v (E)BNF.
4.1 Irony .NET Language Implementation Kit
Pro generova´nı´ syntakticke´ho a lexika´lnı´ho analyza´toru Sparku jsem pouzˇil genera´tor
Irony .NET Language Implementation Kit (da´le jen Irony), ktery´ si da´va´ za cı´l vybudovat
kompletnı´ sadu knihoven a na´stroju˚ pro implementaci jazyku˚ v prostrˇedı´ Microsoft .NET
[Ivantsov(2008)]. V soucˇasne´ dobeˇ Irony obsahuje moduly pro vy´stavbu lexika´lnı´ho a
syntakticke´ho analyza´toru.
Na rozdı´l od veˇtsˇiny genera´toru parseru˚, ktere´ pouzˇı´vajı´ meta jazyky pro definici
vstupnı´ch gramatik, v Irony jsou gramatiky definova´ny prˇı´mo v jazyce C#. Tato definice
probı´ha´ v syntaxi podobne´ EBNF, ktera´ je uzpu˚sobena mozˇnostem a schopnostem jazyka
C#. Dalsˇı´ charakteristickou vlastnostı´ Irony je skutecˇnost, zˇe nedocha´zı´ ke generova´nı´
zˇa´dne´ho ko´du, protozˇe Irony prˇı´mo vyuzˇı´va´ informacı´ odvozeny´ch z definice gramatiky
v C# k rˇı´zenı´ procesu lexika´lnı´ a syntakticke´ analy´zy.
4.1.1 Zpracova´nı´ vstupu
Prˇi zpracova´nı´ vstupnı´ho textu nejprve probı´ha´ lexika´lnı´ analy´za. Vy´sledne´ symboly jsou
pak prˇeda´ny syntakticke´mu analyza´toru, jehozˇ vy´stupem je syntakticky´ nebo-li derivacˇnı´
strom. Toto je standardnı´ procedura, kterou vyuzˇı´va´ veˇtsˇina dnesˇnı´ch parseru˚. V Irony
je tato procedura rozsˇı´rˇena o jeden nebo vı´ce tzv. filtr symbolu˚ (angl. token filter). Zpraco-
va´nı´ vstupu v Irony ilustruje obra´zek 17. Jednotlive´ moduly (se´manticky´ analyza´tor, filtr
Obra´zek 17: Sche´maticke´ zna´zorneˇnı´ zpracova´nı´ vstupu v Irony
symbolu˚ a parser) jsou v Irony propojeny pomocı´ C# itera´toru˚ (co jsou itera´tory v C# viz
[Microsoft(2013a)]). Ko´d na obra´zku 18 ilustruje, jak lze implementovat hlavnı´ metodu
filtru symbolu˚. Vı´ce o filtru symbolu˚ pojedna´va´ podsekce 4.1.3. Pouzˇitı´ itera´toru˚ pro pro-
pojenı´ modulu˚ poskytuje vı´ce flexibility a volnosti prˇi konstrukci jednotlivy´ch modulu˚ a
za´rovenˇ zachova´va´ mozˇnost paralelnı´ho zpracova´nı´. Prˇi zpracova´nı´ docha´zı´ ke skoku˚m
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Obra´zek 18: Pra´zdny´ filtr symbolu˚ v Irony
mezi moduly, zatı´mco jednotlive´ symboly jsou da´le postupova´ny do dalsˇı´ch fa´zı´ procesu
[Ivantsov(2008)].
4.1.2 Lexika´lnı´ analyza´tor
Trˇı´da, ktera´ prˇedstavuje lexika´lnı´ analyza´tor v implementaci Irony se jmenuje Scanner.
Jedna´ se o generickou implementaci lexika´lnı´ho analyza´toru pracujı´cı´ho na principu
popsane´m v sekci 2. Trˇı´da Scanner je zamy´sˇlena pro prˇı´me´ pouzˇitı´—nenı´ trˇeba z nı´
deˇdit.
Uzˇivatelsky definovane´ chova´nı´ pro dany´ jazyk je da´no mnozˇinou termina´lu˚ defi-
novany´ch v gramaticky´ch pravidlech. Irony implicitneˇ obsahuje sadu termina´lu˚, ktere´
jsou potomky trˇı´dy Terminal. Vsˇechny tyto trˇı´dy jsou ve sve´ podstateˇ rozpozna´vacˇe
symbolu˚. Mimo jine´ zde existujı´ trˇı´dy:
• StringLiteral—rˇeteˇzce znaku˚,
• NumberLiteral—cˇı´sla,
• IdentifierTerminal—identifika´tory a
• CommentTerminal—komenta´rˇe.
Tyto trˇı´dy pak majı´ vlastnı´ podtrˇı´dy, ktere´ implementujı´ dany´ termina´l pro jazyky jako
jsou C#, SQL, Python nebo Visual Basic. Ko´d na obra´zku 19 ukazuje hlavnı´ metodu
trˇı´dy Terminal, kterou lze implementovat a definovat tak vlastnı´ termina´ly. Objekt
ISourceStream je rozhranı´ prˇedstavujı´cı´ proud znaku˚ na vstupu.
Algoritmus analy´zy vstupu Analy´za zacˇı´na´ na prvnı´ pozici ve vstupnı´m rˇeteˇzci. Bı´le´
znaky jsou prˇeskakova´ny azˇ do doby, kdy analyza´tor narazı´ na znak, ktery´ nenı´ bı´ly´.
Pote´ analyza´tor postupneˇ procha´zı´ vsˇechny termina´ly definovane´ ve vstupnı´ gramatice
a pro kazˇdy´ zavola´ metodu TryMatch (viz obra´zek 19). Metoda se pote´ pokousˇı´ sestavit
termina´l, prˇedstavujı´cı´ validnı´ symbol v dane´ gramatice cˇtenı´m a analyzova´nı´m vstupu
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Obra´zek 19: Hlavnı´ metoda pro rozpozna´va´nı´ symbolu˚
od aktua´lnı´ pozice da´le. V prˇı´padeˇ zˇe dojde ke shodeˇ na vı´ce validnı´ch symbolu˚, je vybra´n
ten, ktery´ obsahuje nejvı´ce znaku˚. Tento je pak prˇeda´n da´le ke zpracova´nı´ a cely´ proces
probı´ha´ znova od koncove´ pozice pra´veˇ identifikovane´ho symbolu azˇ do nalezenı´ konce
vstupnı´ho rˇeteˇzce. Analyza´tor ve skutecˇnosti neprocha´zı´ neusta´le vsˇechny termina´ly. Pro
rychle´ vyhleda´nı´ mozˇny´ch validnı´ch termina´lu˚ je vyuzˇito konceptu hashovacı´ tabulky,
ktera´ je vytvorˇena prˇi inicializaci z prefixu˚, ktere´ mohou by´t explicitneˇ deklarova´ny pro
kazˇdy´ termina´l. Uzˇitı´ hashovacı´ tabulky vy´razneˇ zrychluje proces lexika´lnı´ analy´zy.
Cˇinnost lexika´lnı´ho analyza´toru v Irony se v mnoha ohledech lisˇı´ od jiny´ch dostup-
ny´ch rˇesˇenı´:
1. lexika´lnı´ analyza´tor zcela ignoruje bı´le´ znaky a to i v prˇı´padeˇ jazyku˚, ve ktery´chmajı´
syntakticky´ vy´znam. Nicme´neˇ informace o bı´ly´ch znacı´ch nenı´ u´plneˇ ignorova´na,
protozˇe kazˇdy´ symbol obsahuje svou pozici ve vstupnı´m rˇeteˇzci. Aplikacı´ tohoto
principu docha´zı´ ke zjednodusˇenı´ lexika´lnı´ho analyza´toru. Analy´za bı´ly´ch znaku˚
pak probı´ha´ v oddeˇlene´ vrstveˇ filtru symbolu˚ (viz vy´sˇe).
2. Na rozdı´l od jiny´ch rˇesˇenı´, lexika´lnı´ analyza´tor v Irony nepotrˇebuje definovat stovky
cˇı´selny´ch konstant pro kazˇdy´ symbol. Symboly jsouprˇirˇazova´nyprvku˚mgramatiky
prˇı´move fa´zi syntakticke´ analy´zynaza´kladeˇ jejichobsahu. Symbol je tedydefinova´n
prˇı´mo svy´m obsahem.
3. Ve veˇtsˇineˇ prˇı´padu˚ Irony nerozlisˇuje mezi klı´cˇovy´mi slovy a identifika´tory. Vsˇechny
alfanumericke´ znaky jsou povazˇova´ny za identifika´tory a jejich odlisˇenı´ od klı´cˇo-
vy´ch slov probı´ha´ v parseru.
4.1.3 Filtr symbolu˚
Filtry symbolu˚ jsou specia´lnı´ procesory, ktery´ zachycujı´ proud znaku˚ ze vstupnı´ho textu
(analyzovane´ho zdrojove´ho ko´du). Acˇkoliv oznacˇenı´ ”filtr”naznacˇuje, zˇe znaky jsou z
proudu pouze odebı´ra´ny (filtrova´ny), nenı´ tomu tak a filtr mu˚zˇe znaky jak odebı´rat,
tak i prˇida´vat cˇi jinak upravovat. Du˚vodem pro zavedenı´ tohoto mechanizmu je fakt,
zˇe mnoho u´loh ve fa´zi lexika´lnı´ a syntakticke´ analy´zy je nejle´pe zpracova´no pomocı´
neˇjake´ho prostrˇednı´ka, ktery´ je umı´steˇn mezi lexika´lnı´m analyza´torem a parserem. Jedna´
se naprˇı´klad o na´sledujı´cı´ u´lohy:
• zpracova´nı´ podmı´neˇny´ch klauzulı´ pro kompilaci,
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• kontrola pa´rova´nı´ ru˚zny´ch typu˚ za´vorek,
• zpracova´nı´ zakomentovany´ch bloku˚ ko´du,
• zpracova´nı´ specia´lnı´ch komenta´rˇu˚ dokumentace (javadoc, XML komenta´rˇe v C#),
• zpracova´nı´ bı´ly´ch znaku˚ pro jazyky, ve ktery´chmajı´ bı´le´ znaky syntakticky´ vy´znam
(naprˇ. Python).
Vlastnı´ implementace filtru˚ umozˇnˇujı´ jejich znovupouzˇitı´ v ra´mci zpracova´nı´ vstupu, kdy
kazˇdy´ filtr prova´dı´ svoji vlastnı´ u´lohu. Takto vnika´ le´pe vrstvena´ architektura zlepsˇujı´cı´
znovupouzˇitelnost ko´du. V Irony je filtr symbolu˚ reprezentova´n trˇı´dou TokenFilter,
ktera´ mu˚zˇe by´t snadno podeˇdeˇna za u´cˇelem implementace vlastnı´ho filtru. Implicitneˇ
jsou v Irony k dispozici dva filtry:
1. BraceMatchFilter—umozˇnˇuje pa´rovat symboly ohranicˇujı´cı´ bloky ko´du (ty-
picky za´vorky) a
2. CodeOutlineFilter—pro zpracova´nı´ odsazenı´ ko´du.
4.1.4 Syntakticky´ analyza´tor
Pote´ co je vstupnı´ rˇeteˇzec zpracova´n lexika´lnı´m analyza´torem aprˇı´padny´mi filtry, jsou vy´-
sledne´ symboly postoupeny syntakticke´mu analyza´toru. Syntakticky´ analyza´tor v Irony
je typu LALR(1) (viz sekce 3.3.3). Du˚lezˇity´mi trˇı´dami pro fa´zi syntakticke´ analy´zy jsou
trˇı´dy AstNode a jejı´ potomek Token. Objekty trˇı´dy AstNode jsou vytva´rˇeny v prˇı´padeˇ,
kdy parser prova´dı´ redukci. Takovy´to objekt pak odpovı´da´ netermina´lu, pro ktery´ byla
tato redukce provedena. Na tento objekt (uzel) jsou pak napojeny jeho potomci. Listy
(termina´ly/symboly) v te´to hierarchii pak prˇedstavujı´ objekty typu Token.
Aby bylo mozˇno urcˇit trˇı´du, ze ktere´ bude dany´ uzel vytvorˇen, parser prohleda´va´
vlastnost (angl. property) NodeType objektu typu NonTerminal specifikovane´ho pro
danou redukci. Prˇi definova´nı´ gramatiky je mozˇno tuto vlastnost nastavit na patrˇicˇnou
hodnotu pro kazˇdy´ netermina´l. Pokud tato vlastnost natavena nenı´, je pouzˇita implicitnı´
hodnotaGenericNode. HodnotuGenericNode je vhodne´ pouzˇı´t jako implicitnı´, jelikozˇ
obsahuje vlastnost ChildNodes, ktera´ pak obsahuje seznam svy´ch potomku˚.
4.1.5 Gramatiky v Irony
Lexika´lnı´ a syntakticky´ analyza´tor v Irony jsou prˇedstavova´ny trˇı´dami, ktere´ jsou urcˇeny
pro prˇı´me´ pouzˇitı´ bez jake´hokoliv prˇedefinova´nı´ v ra´mci konkre´tnı´ implementace pod-
pory pro cı´lovy´ jazyk. Vesˇkere´ definice cı´love´ho jazyka jsou definova´ny v neˇjake´ trˇı´deˇ,
ktera´ deˇdı´ ze trˇı´dy Grammar. Filtry symbolu˚ jsou rovneˇzˇ definova´ny v potomcı´ch trˇı´dy
Grammar. Ironyovsˇemneuzˇı´va´ tytopotomkyprˇı´mo, aleprˇes objekt(y) trˇı´dyGrammarData,
ktere´ jsou konstruova´ny prˇi inicializaci, a ktere´ reprezentujı´ informace o gramatice cı´lo-
ve´ho jazyka. Objekt trˇı´dy GrammarData je pote´ prˇı´mo vyuzˇı´va´n trˇı´dami Scanner a
Parser. Lexika´lnı´ analyza´tor vyuzˇı´va´ termina´ly definovane´ v objektu GrammarData a
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syntakticky´ analyza´tor vyuzˇı´va´ graf stavu˚ (tabulka akcı´ a kroku˚, viz podsekce 3.3.1) defi-
novany´ch v te´mzˇe objektu trˇı´dy GrammarData. Zpracova´nı´ vstupnı´ gramatiky ilustruje
obra´zek 20.
Obra´zek 20: Zpracova´nı´ vstupnı´ gramatiky
4.2 Irony v praxi
Pro ilustraci definice gramatik v Irony pouzˇiji jednoduchou gramatiku umozˇnˇujı´cı´ dekla-
rovat cela´ cˇı´sla oddeˇlena´ cˇa´rkou. Pravidla te´to gramatiky v EBNF jsou na´sledujı´cı´:
EXPRESSION = {INTEGERS};
INTEGERS = INTEGERDECLARATION | INTEGERDECLARATION , ”,”, INTEGERS;
INTEGERDECLARATION = ”int”, IDENTIFIER, {DIGIT};
ALPHABETICCHAR = ”A”| ”B”| ”C”| ”D”| ”E”| ”F”| ”G”| ”H”| ”I”| ”J”| ”K”| ”L”| ”M”
| ”N”| ”O”| ”P”| ”Q”| ”R”| ”S”| ”T”| ”U”| ”V”| ”W”| ”X”| ”Y”| ”Z”;
DIGIT = ”0”| ”1”| ”2”| ”3”| ”4”| ”5”| ”6”| ”7”| ”8”| ”9”;
IDENTIFIER = {ALPHABETTICCHAR | DIGIT};
Jak jizˇ bylo rˇecˇeno v podsekci 4.1.5, Irony pouzˇı´va´ pro definici vstupnı´ gramatiky
cı´love´ho jazyka potomky trˇı´dy Grammar. Potomku trˇı´dy je navı´c mozˇno prˇirˇadit atribut
Language, ktery´ slouzˇı´ jako metadata pro popis definovane´ gramatiky. Tato metadata
je pak mozˇno pouzˇı´t pro rozlisˇenı´ mezi jednotlivy´mi verzemi gramatik v ra´mci jedne´
implementace jazykove´ podpory. Vlastnı´ definice gramatiky pak typicky na´sleduje v
konstruktoru. Tento prvnı´ krok prˇi definici gramatiky prˇedstavuje ko´d na obra´zku 21.
Jakmile ma´me definova´nu trˇı´du gramatiky, mu˚zˇeme prˇistoupit k definici termina´lu˚,
ktera´ je na obra´zku 22. Na rˇa´dku 12 je zadefinova´n termina´l reprezentujı´cı´ cela´ cˇı´sla.
Prvnı´ parametr konstruktoru prˇedstavuje na´zev termina´lu, druhy´ pak typ cˇı´sla—v tomto
prˇı´padeˇ se jedna´ o cela´ cˇı´sla. Rˇa´dek 13 pak definuje termina´l identifika´toru (viz. obra´zek
23). Rˇa´dky 14 a 15 deklarujı´ termina´ly cˇa´rky ”,”a termina´l ”int”prˇedstavujı´cı´ klı´cˇove´ slovo
uvozujı´cı´ deklaraci cele´ho cˇı´sla.
Na obra´zku 23 je ko´d, slouzˇı´cı´ pro zadefinova´nı´ termina´lu identifika´toru, ktery´ se
skla´da´ z alfanumericky´ch znaku˚.Dle specifikace Irony, je trˇebapodeˇdit ze trˇı´dyTerminal
(rˇa´dek 28), a da´le pak v konstruktoru ( rˇa´dek 30) zadefinovat jme´no termina´lu (”identi-
fier”).Na rˇa´dku 32 je prˇedefinova´nametodaTryMatch (vysveˇtlenı´ v sekci 4.1.2). Samotne´
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Obra´zek 21: Definice gramatiky v Irony
Obra´zek 22: Definice termina´lu˚ v Irony
Obra´zek 23: Definice identifika´toru v Irony
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rozpozna´va´nı´ identifika´toru pak probı´ha´ v metodeˇ ReadBody. Na rˇa´dku 44 je definova´n
cyklus, ktery´ koncˇı´ v prˇı´padeˇ, zˇe byl nalezen konec vstupnı´ho rˇeteˇzce.Dokudnenı´ nalezen
konec vstupnı´ho rˇeteˇzce, probı´ha´ (rˇa´dky 44–52):
• postupna´ vy´stavba textove´ho rˇeteˇzce ze znaku˚ na vstupu (rˇa´dek 46),
• testova´nı´, zda-li aktua´lnı´ znak (source.PreviewChar) je alfanumericky´ (rˇa´dek
47)—pokud ne, je vra´cena dosud zpracovana´ sekvence znaku˚ ze vstupu (rˇa´dek 49),
jinak se pokracˇuje da´le ve cˇtenı´ vstupnı´ch znaku˚,
• posunutı´ aktua´lnı´ pozice ve vstupnı´m rˇeteˇzce (rˇa´dek 51).
Jestlizˇe jsou vsˇechny znaky na vstupu alfanumericke´, je vra´cen cely´ vstupnı´ rˇeteˇzec (rˇa´dek
53) od pozice, na ktere´ zacˇala analy´za.
Obra´zek 24 pak prˇedstavuje poslednı´ krok—definici netermina´lu˚, pravidel grama-
tiky a oznacˇenı´ klı´cˇovy´ch slov. Na rˇa´dcı´ch 17 a 18 jsou zadefinova´ny netermina´ly pro
seznam deklaracı´ cely´ch cˇı´sel a deklaraci cele´ho cˇı´sla. Rˇa´dek 19 pak prˇedstavuje ozna-
cˇenı´ startovacı´ho netermina´lu. Na rˇa´dku 20 je zadefinova´no 0–X opakova´nı´ produkcı´
netermina´lu integerDeclaration oddeˇleny´ch cˇa´rkou (termina´l comma). Tyto pro-
dukce opakova´nı´ jsou pak prˇirˇazeny do netermina´lu integers. Rˇa´dek 21 reprezentuje
definici pravidla pro netermina´l integerDeclaration a to prˇirˇazenı´m te´to definice
do vlastnosti Rule zadefinovane´ ve trˇı´deˇ NonTerminal. Toto pravidlo se skla´da´ ze trˇı´
termina´lu˚(intKeyWord, identifier, integer), ktere´ se zrˇeteˇzujı´ symbolem +. Vo-
la´nı´ metody Q() na termina´lu integer rˇı´ka´, zˇe tento termina´l je nepovinny´ (odpovı´da´
symbolu˚m hranaty´ch za´vorek v EBNF). Termina´l intKeyWord je nakonec na rˇa´dku 22
oznacˇen jako klı´cˇove´ slovo.
Obra´zek 24: Definice netermina´lu˚, pravidel a klı´cˇovy´ch slov v Irony
Pokudprovedemesyntaktickouanaly´zunaprˇı´kladvy´razu int a1b2c35, int c3b2a1, int xyz 3
za pomoci na´stroje Irony Grammar Explorer, dostaneme syntakticky´ strom na obra´zku 25.
Jednotlive´ na´zvy uzlu˚ odpovı´dajı´ netermina´lu˚m, ktere´ byly pouzˇity pro vytvorˇenı´ termi-
na´lu˚ v jejich potomcı´ch. Tyto na´zvy jsou definova´ny v konstruktoru trˇı´dy NonTerminal.
Na´zvy symbolu˚ kazˇde´ho termina´lu jsou pak uvedeny v za´vorce za hodnotou termina´lu.
Vesˇkere´ tyto informace jsou programoveˇ prˇı´stupne´ jak bude uka´za´no v cˇa´sti zaby´vajı´cı´ se
implementacı´ zvy´raznˇova´nı´ syntaxe. Obra´zek 26 pak ukazuje stavy a akce tabulky akcı´ a
kroku˚.
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Obra´zek 25: Syntakticky´ strom v
Irony Grammar Explorer
Obra´zek 26: Stavy a akce parseru v Irony Grammar Explorer
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5 Rozsˇirˇova´nı´ Visual Studia 2012
5.1 Managed Extensibility Framework
Managed Exntensibility framework (da´le jen MEF) je knihovna, umozˇnˇujı´cı´ vytva´rˇet male´,
rychle´ a snadno rozsˇirˇitelne´ aplikace. Da´va´ k dispozici mechanizmus, jezˇ dovoluje pou-
zˇı´vat rozsˇı´rˇenı´ bez nutnosti prova´deˇt jake´koliv konfigurace. Zapouzdrˇenı´ ko´du napro-
gramovany´ch rozsˇı´rˇenı´ je snadne´ a za´rovenˇ nevznikajı´ za´vislosti na´chylne´ k porusˇenı´.
Rozsˇı´rˇenı´ v MEF je mozˇne´ pouzˇı´t nejen v ra´mci jedne´ aplikace, ale take´ naprˇı´cˇ vı´cero
aplikacemi. Tato knihovna je soucˇa´stı´ Microsoft .NET framework od verze 4.0.
5.2 Vlastnosti MEF
Prˇi pouzˇitı´ MEF nenı´ trˇeba explicitneˇ registrovat dostupne´ komponenty, protozˇe MEF
poskytuje zpu˚sob, jak vyhleda´vat dostupne´ komponenty pomocı´ tzv. kompozice. Kompo-
nenta MEF deklarativneˇ specifikuje jak sve´ za´vislosti (tzv. importy), tak i sve´ dostupne´
vlastnosti (tzv. exporty). Kompozicˇnı´ mechanizmus MEF je zodpoveˇdny´ za zahrnutı´ im-
portu˚MEFkomponenty prˇi jejı´m vytvorˇenı´. Tento prˇı´stup rˇesˇı´ proble´myprˇi implementaci
rozsˇı´rˇenı´ jako jsou:
• nemozˇnost prˇida´vat nove´ komponenty bez nutnosti modifikovat zdrojovy´ ko´d (v
prˇı´padeˇ prˇı´me´ho vlozˇenı´ ko´du komponenty do aplikace),
• nutnost explicitneˇ specifikovat dostupne´ rozsˇı´rˇenı´ (v prˇı´padeˇ implementace kom-
ponenty prˇes rozhranı´),
• nutnost vza´jemne´ komunikace komponenty a prostrˇedı´, v neˇmzˇ beˇzˇı´ prˇes pevneˇ
definovane´ kana´ly (take´ v prˇı´padeˇ implementace komponenty prˇes rozhranı´),
• problematicka´ pouzˇitelnost komponenty v ra´mci vı´ce aplikacı´.
Protozˇe MEF komponenty deklarativneˇ specifikujı´ sve´ schopnosti, je snadne´ je nale´zt za
beˇhu aplikace. To znamena´, zˇe aplikace mohou vyuzˇı´vat komponenty, a to anizˇ by bylo
trˇeba napevno programovat reference nebo pouzˇı´vat konfiguracˇnı´ soubory. Aplikace
vyhleda´vajı´ dostupne´ MEF komponenty za uzˇitı´ metadat. Nenı´ tedy nutno vytva´rˇet
instance komponent, nebo nacˇı´tat assembly, nebo specifikovat, kdy a jak se majı´ rozsˇı´rˇenı´
nacˇı´tat. Kazˇda´ komponenta specifikuje svu˚j export a mu˚zˇe take´ specifikovat importy, cozˇ
umozˇnˇuje rozsˇirˇovat samotne´ komponenty [Microsoft(2013b)].
5.3 Komponenty, kompozice, export a import
Komponentnı´ cˇa´st (angl. component part) je trˇı´da nebo cˇlen trˇı´dy, ktera´ mu˚zˇe bud’konzumo-
vat jinou komponentu, nebo by´t konzumova´na jinou komponentou. Kompozicˇnı´ kontejner
(angl. composition container), jenzˇ je poskytova´n hostujı´cı´ aplikacı´, je zodpoveˇdny´ zaudrzˇo-
va´nı´ seznamu exportu˚ a spra´vu importu˚ komponent. Typicky je tento kontejner vlastneˇn
hostujı´cı´ aplikacı´ a je reprezentova´n trˇı´dou CompositionContainer.
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Jaka´koliv funkcionalitamu˚zˇe by´t exportova´na, pokud je implementova´na jako verˇejna´
trˇı´daneboverˇejny´ cˇlen trˇı´dy. Proprovedenı´ exportu stacˇı´ prˇidat atributExportAttribute
trˇı´deˇ nebo cˇlenu trˇı´dy, ktery´ ma´ by´t exportova´n. Tento atribut specifikuje ujedna´nı´ (angl.
conract), dle ktere´ho budou provedeny importy (jinou komponentnı´ cˇa´stı´). Provedenı´ ex-
portu ukazuje vy´pis ko´du 3. Atribut Export implicitneˇ definuje kontrakt, ktery´ je prˇed-
stavova´n typem exportovane´ trˇı´dy (zde vola´nı´ typeof(ConentTypeDefinition)).
Nenı´ tedy trˇeba explicitneˇ specifikovat exportovany´ typ—ko´d na 4 je ekvivalentnı´ vy´pisu
3.
1 [Export(typeof(ContentTypeDefinition))]
2 class TestContentTypeDefinition : ContentTypeDefinition { }
Vy´pis 3: Provedenı´ exportu funkcionality
1 [Export]
2 class TestContentTypeDefinition : ContentTypeDefinition { }
Vy´pis 4: Provedenı´ exportu funkcionality s implicitnı´m typem
Pokud je pozˇadavek nacˇı´st MEF export, je trˇeba zna´t importovany´ kontrakt. Obvykle se
jedna´ o typ tohoto exportu. Pote´ jizˇ stacˇı´ prˇidat atribut importu Import promeˇnne´ typu
exportu. Ko´d 5 ilustruje provedenı´ importu pro typ
IClassificationTypeRegistryService.
1 [ Import]
2 internal IClassificationTypeRegistryService ClassificationRegistry ;
Vy´pis 5: Provedenı´ importu typu IClassificationTypeRegistryService
5.4 VSIX balı´cˇky
Jednou z mozˇnostı´, jak publikovat a rozmist’ovat rozsˇı´rˇenı´ naprogramovana´ v MEF je
VSIX balı´cˇek (angl. VSIX Package). Jedna´ se o komprimovany´ soubor, ktery´ vyuzˇı´va´ stan-
darduOPC (Open PackagingConventions). Balı´cˇek obsahuje bina´rnı´ a podpu˚rne´ soubory
spolecˇneˇ s xml souborem definujı´cı´m druh VSIX balı´cˇku, ktery´ je nutny´ pro spra´vnou in-
stalaci rozsˇı´rˇenı´ prˇes tzv. manazˇera rozsˇı´rˇenı´ (angl. Exntension Manager) Visual Studia.
Rovneˇzˇ je zde soubor manifestu (angl. VSIX manifest file), obsahujı´cı´ instalacˇnı´ informace
o dane´m rozsˇı´rˇenı´ (poprˇ. rozsˇı´rˇenı´ch). Ve sve´ podstateˇ se jedna´ o XML soubor se struktu-
rou definovanou vy´pisem 6.
1 <?xml version=”1.0” encoding=”utf−8”?>
2 <PackageManifest Version=”2.0”>
3 <Metadata>... </Metadata>
4 <InstallationTargets>... </ InstallationTargets>
5 <Dependencies>... </Dependencies>
6 <Assets>... </Assets>
7 </PackageManifest>
Vy´pis 6: Struktura VSIX manifestu
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Atribut Version elementu PackageManifest prˇedstavuje verzi forma´tu manifestu—pro do-
plnˇky rozsˇirˇujı´cı´ Visual Studio 2012 je hodnota verze rovna 2.0. ElementMetadata obsahuje
data o samotne´m balı´cˇku. Najdeme zde naprˇı´klad jednoznacˇny´ identifika´tor, jme´no, po-
pis, ikony atp. Element InstallationTarges pak popisuje, jak ma´ by´t balı´cˇek instalova´n. Take´
je zde informace o verzi Visual Studia, pro kterou je dany´ balı´cˇek urcˇen. V elementu
Dependencies se definujı´ za´vislosti dane´ho balı´cˇku (naprˇ. verze .NET Frameworku); tento
element je nepovinny´. ElementAssets obsahuje seznam vsˇech aktiv obsazˇeny´ch v balı´cˇku.
Tento element je povinny´ a nelze bez neˇj propagovat zˇa´dna´ rozsˇı´rˇenı´ obsazˇena´ v balı´cˇku.
Manifest mu˚zˇe take´ obsahovat libovolne´ dalsˇı´, uzˇivatelsky definovane´ elementy. Vı´ce o
mozˇnostech manifestu VSIX balı´cˇku˚ lze nale´zt na [Microsoft(2013c)].
5.5 Rozsˇirˇova´nı´ Visual Studia 2012
Visual Studio umozˇnˇuje pouzˇitı´ neˇkolika typu˚ rozsˇı´rˇenı´ v za´vislosti na velikosti a druhu
cı´love´ho rozsˇı´rˇenı´. Jednı´m z nich jsou rozsˇı´rˇenı´ zalozˇena´ naMEF, ktera´ umozˇnˇujı´ vytva´rˇet
nova´ rozsˇı´rˇenı´ uzˇitı´m principu˚ popsany´ch v sekci 5.1. Rozsˇı´rˇenı´ se definujı´ ve shodeˇ s
konvencemi MEF a jsou pote´ exportova´na jako MEF komponenty. Hostitelska´ aplikace
pak spravuje tyto komponenty tı´m, zˇe je vyhleda´va´, registruje a aplikuje ve spra´vne´m
kontextu.
Abybylo vu˚becmozˇno vytva´rˇet rozsˇı´rˇenı´ Visual Studio, je trˇeba nainstalovat vy´vojovy´
kit Visual Studio SDK prˇı´slusˇne´ verze—v tomto prˇı´padeˇ tedy Visual Studio 2012 SDK—
ktery´ obsahuje vesˇkere´ definice trˇı´d, rozhranı´, rozsˇı´rˇenı´ a dalsˇı´ch souboru˚ nutny´ch k
vytva´rˇenı´ rozsˇı´rˇenı´ Visual Studio.
5.6 Rozsˇirˇova´nı´ Editoru Visual Studia
Visual Studio umozˇnˇuje pouzˇı´t MEF rozsˇı´rˇenı´ pro zmeˇnu cˇi u´pravu vzhledu a chova´nı´
editoru zdrojovy´ch ko´du˚. Uzˇivatelske´ rozhranı´ editoru (a potazˇmo cele´ho Visual Studia)
je implementova´no ve Windows Presentation Foundation (zkr. WPF), cozˇ umozˇnˇuje uzˇitı´
vlastnostı´ a prvku˚ definovany´ch ve WPF. Mezi za´kladnı´ vlastnosti editoru, ktere´ lze
rozsˇı´rˇit patrˇı´:
• typy obsahu (angl. Content Types),
• okraje editoru a posuvnı´ky (angl. margin a scrollbar),
• znacˇky (angl. tag,)
• textove´ efekty (angl. adorments) a
• doplnˇova´nı´ slov (angl. intellisense).
5.6.1 Rozsˇirˇova´nı´ typu˚ obsahu
Typy obsahu (angl. content types) prˇedstavujı´ definice typu˚ textu, ktery´ je zpracova´va´n
editorem Visual Studia. Jedna´ se naprˇı´klad o typy ”text”, ”code” nebo ”Csharp”.
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Novy´ typ obsahu je definova´n deklaracı´ promeˇnne´ typu ContentTypeDefinition,
ktere´ je prˇeda´no unika´tnı´ jme´no. Pro registraci nove´ho typu obsahu do editoru Visual
Studia je trˇeba prˇidat promeˇnne´ prˇedstavujı´cı´ novy´ typ na´sledujı´cı´ atributy:
• NameAttribute—pro definici unika´tnı´ho jme´na typu obsahu,
• BaseDefinitionAttribute—jme´no typuobsahu, ktery´ novy´ typobsahu rozsˇirˇuje.
Novy´ typ obsahu mu˚zˇe rozsˇirˇovat vı´ce jizˇ existujı´cı´ch typu˚.
Export nove´ho typu obsahu rozsˇirˇujı´cı´ho existujı´cı´ typy ”code” a ”projection” zna´-
zornˇuje vy´pis ko´du 7.
1 [Export]
2 [Name(”test”)]
3 [BaseDefinition(”code”)]
4 [BaseDefinition(”projection ” ) ]
5 internal static ContentTypeDefinition TestContentTypeDefinition;
Vy´pis 7: Export nove´ho typu obsahu
Pote´, co je zadefinova´n a exportova´n novy´ typ obsahu, je trˇeba tento typ sva´zat s koncov-
kou souboru˚, na ktere´ ma´ by´t typ obsahu aplikova´n. Ve Visual Studiu jsou koncovky sou-
boru˚ registrova´nydeklaracı´ promeˇnne´ typuFileExtensionToContentTypeDefinition,
na kterou se aplikujı´ atributy:
• Export,
• FileExtensionAttribute—jako parametr se prˇeda´ jme´no prˇı´pony,
• ContentTypeAttribute—typ obsahu, se ktery´m ma´ by´t prˇı´pona sva´za´na.
Sva´za´nı´ prˇı´pony ”.txt”s typem obsahu ”test”prˇedstavuje ko´d ve vy´pisu 8
1 [Export]
2 [FileExtension(” . txt ” ) ]
3 [ContentType(”test”)]
4 internal static FileExtensionToContentTypeDefinition TestFileExtensionDefinition;
Vy´pis 8: Sva´za´nı´ typu obsahu s prˇı´ponou souboru
5.6.2 Zvy´raznˇova´nı´ syntaxe a podtrha´va´nı´ chyb
Zvy´raznˇova´nı´ syntaxe a podtrha´va´nı´ chyb spada´ do kategorie znacˇkova´nı´ (angl. tagging).
V kontextu Visual Studia jsou znacˇky (angl. tagy) prˇedstavova´ny datovy´mi atributy, ktere´
jsou asociova´ny s rozpeˇtı´mi (angl. span) textu. Chybove´ a klasifikacˇnı´ znacˇky (angl. error
tags a classification tags), ktere´ se mimo jine´ pozˇı´vajı´ pro zvy´raznˇova´nı´ syntaxe, jsou prˇı´mo
podporova´ny editoremVisual Studia. Pro vytvorˇenı´ sluzˇby zvy´raznˇova´nı´ syntaxe je trˇeba
vytvorˇit znacˇkovacı´ trˇı´du (angl. tagger), ktera´ se bude starat o aplikaci klasifikacˇnı´ch
znacˇek na rozsahy textu a na´sledneˇ teˇmto klasifikacı´m prˇirˇadı´ vizua´lnı´ podobu (typicky
43
barvu). Pro oznacˇenı´ chyb je nutno vytvorˇit znacˇkovacˇ, ktery´ chyba´m v textu prˇirˇadı´
prˇeddefinovane´ chybove´ znacˇky. Chybovy´ text je veˇtsˇinou podtrzˇen cˇervenou cˇarou.
Pro zvy´razneˇnı´ syntaxe a podtrzˇenı´ chyb jsou tedy potrˇeba dva znacˇkovacˇe. MEF
umozˇnˇuje zadefinovat spolecˇnou sluzˇbu, ktera´ bude poskytovat znacˇky pro symboly
ve zdrojove´m textu. Pote´ stacˇı´ tyto znacˇky zpracovat klasifikacˇnı´m a chybovy´m zna-
cˇkovacˇem. Tento (zjednodusˇeny´) postup je ilustrova´n sekvencˇnı´m diagramem na ob-
ra´zku 27. Vsˇechny znacˇkovacˇe implementujı´ rozhranı´ ITagger, ktere´ definuje metodu
Obra´zek 27: Proces znacˇkova´nı´ ve Visual Studio
GetTags(). Rovneˇzˇ je potrˇeba objektu poskytovatele znacˇek, ktery´ vznika´ implemen-
tacı´ rozhranı´ ITaggerProvider, jenzˇ prˇedstavuje MEF komponentnı´ cˇa´st hostovanou
Visual Studiem. Vytvorˇenı´ poskytovatele znacˇek ilustruje vy´pis ko´du 9
1 [Export(typeof(ITaggerProvider))]
2 [ContentType(”test”)]
3 [TagType(typeof(MyLanguageTokenTag))]
4 internal sealed class MyLanguageTokenTagProvider : ITaggerProvider
5 {
6 public ITagger<T> CreateTagger<T>(ITextBuffer buffer) where T : ITag
7 {
8 return new MyLanguageTokenTagger(buffer) as ITagger<T>;
9 }
10 }
Vy´pis 9: Vytvorˇenı´ poskytovatele znacˇek
Nejdu˚lezˇiteˇjsˇı´ metodou definovanou rozhranı´m ITagger je metoda GetTags(). Imple-
mentace te´to metody v konkre´tnı´m znacˇkovacˇi je pak zodpoveˇdna´ za zı´ska´nı´ seznamu
objektu˚ definujı´cı´ch rozpeˇtı´ znacˇek. Rozpeˇtı´ znacˇek je prˇedstavova´no objekty trˇı´d, ktere´
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implementujı´ genericke´ rozhranı´ ITagSpan. Toto rozhranı´ je na´sledneˇ typova´no na trˇı´du
implementujı´cı´ rozhranı´ ITag, ktera´ prˇedstavuje vlastnı´ objekt znacˇky (vy´pis ko´du 11).
Rozhranı´ ITagger je rovneˇzˇ genericke´ho typu a je typova´no na objekt znacˇky. Tento
postup je ilustrova´n vy´pisy ko´du 10 a 11.
1 internal sealed class MyLanguageTokenTagger : ITagger<MyLanguageTokenTag>
2 {
3 public IEnumerable<ITagSpan<MyLanguageTokenTag>> GetTags(
NormalizedSnapshotSpanCollection spans)
4 { }
5 }
Vy´pis 10: Implementace znacˇkovacˇe symbolu˚
1 public class MyLanguageTokenTag : ITag{}
Vy´pis 11: Definice objektu znacˇky
Definice klasifikace pro zvy´raznˇova´nı´ syntaxe Klasifikace znacˇek je implementova´na
podobneˇ jako genericky´ znacˇkovacˇ popsany´ vy´sˇe. Navı´c je trˇeba zadefinovat poskytova-
tele klasifikace (angl. classifier provider), jehozˇ cı´lem je identifikace znacˇek a jejich typu s
na´sledny´m exportem te´to funkcionality do Visual Studia. Hlavnı´m rozdı´lem oproti vy´sˇe
definovane´mu genericke´mu znacˇkovacˇi je to, zˇe metoda GetTags() vracı´ objekty imple-
mentujı´cı´ typu ClassificationTag. Klasifikacˇnı´ znacˇkovacˇ potrˇebuje pro svoji cˇinnost
naimportovat dveˇ sluzˇby:
• IBufferTagAggregatorFactoryService—umozˇnˇuje vytvorˇit objekt, ktery´ nese
znacˇky z genericke´ho znacˇkovacˇe definovane´ho ve vy´pisu ko´du 10. Ty jsou pak
cˇteny v klasifika´toru.
• IClassificationTypeRegistryService—slouzˇı´ pro sva´za´nı´ klasifikacˇnı´ho
typu (symbolu) s prezentacˇnı´m forma´tem (barvou).
Ko´d 12 ukazuje, jak je tento import proveden.
1 [ Import]
2 internal IBufferTagAggregatorFactoryService aggregatorFactory = null;
3
4 [ Import]
5 internal IClassificationTypeRegistryService ClassificationTypeRegistry = null ;
Vy´pis 12: Import sluzˇeb klasifika´toru
Vpraxi se pakpro kazˇdy´ klasifikacˇnı´ typ (symbol) provede export tohoto typu jak ilustruje
ko´d 13. Klasifikacˇnı´mu typu prˇirˇadı´me jeho jme´no pomocı´ parametru atributu Name. Toto
jme´no je pak pouzˇito pro specifikaci prezentace typu jak ilustruje ko´d na obra´zku 28.
1 [Export(typeof(ClassificationTypeDefinition) ) ]
2 [Name(”keyword”)]
3 internal static ClassificationTypeDefinition myLanguageKeyWord = null;
Vy´pis 13: Export klasifikacˇnı´ho typu
45
Obra´zek 28: Export klasifikacˇnı´ho forma´tu
Ko´d na obra´zku 28 nejprve definuje vlastnı´ export (rˇa´dek 9). Pote´ je na rˇa´dku 10 klasifi-
kacˇnı´ forma´t sva´za´n s klasifikacˇnı´m typem. Na´sledneˇ je na rˇa´dku 11 prˇirˇazeno klasifika-
cˇnı´mu forma´tu jme´no, ktere´ je pak vyhleda´no prˇes objekt sluzˇby
IClassificationTypeRegistryService. Rˇa´dek 12 nastavuje viditelnost klasifikacˇ-
nı´ho forma´tu pro uzˇivatele. Pokud je nastaveno na true, je mozˇnomeˇnit definici forma´tu
z rozhranı´ Visual Studia. Atribut Order na rˇa´dku 13 slouzˇı´ pro definici priority klasifika-
cˇnı´ho forma´tu. Pokud bude pro dany´ forma´t nalezeno vı´ce validnı´ch forma´tu˚, hodnota
tohoto atributu urcˇı´, ktery´ z forma´tu˚ bude aplikova´n. V konstruktoru na rˇa´dku 16 je pak
nastaveno jme´no forma´tu (bude viditelne´ v menu Visual Studia) a specifikace forma´tu
(rˇa´dek 19), ktera´ rˇı´ka´, zˇe text bude zobrazen modrˇe.
Implementace podtrha´va´nı´ chyb Implementace podtrha´va´nı´ chyb je pak velmi po-
dobna´ implementaci klasifika´toru. Je trˇeba zadefinovat poskytovatele znacˇek imple-
mentujı´cı´ho rozhranı´ ITaggerProvider, avsˇak v tomto prˇı´padeˇ je nutno zadefinovat
export typu ErrorTag. Druhy´ rozdı´l spocˇı´va´ v tom, zˇe zatı´mco metoda klasifika´toru
GetTags() vracı´ seznam objektu˚ ITagSpan<ClassificationTag>, metoda znacˇko-
vacˇe chyb vracı´ seznam objektu˚ ITagSpan<ClassificationTag>. Tyto objekty pak
prˇedstavujı´ rozpeˇtı´ textu, ktera´ majı´ by´t oznacˇena jako chybova´ (cˇervene´ podtrhnutı´).
Zbytek implementace se nijak nelisˇı´ od implementace trˇı´dy klasifika´toru.
5.6.3 Doplnˇova´nı´ slov (Intellisense)
Funkcionalita doplnˇova´nı´ slov je implementova´na pomocı´ neˇkolika prova´zany´ch kom-
ponent. Nejdu˚lezˇiteˇjsˇı´ z nich jsou:
• Intellisemse Source—zdrojovy´ objekt, ktery´ poskytuje obsah jako je naprˇı´klad se-
znam validnı´ch slov pro doplneˇnı´.
• Intellisense Controller—spra´vce zˇivotnı´ho cyklu sezenı´ (angl. session) doplnˇova´nı´
slov.
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• Intellisense Session—objekt sezenı´ reprezentujı´cı´ aktivnı´ doplnˇova´nı´ slov.
• Intellisense Presenter—prˇedstavuje prezentacˇnı´ vrstvu obsahu doplnˇova´nı´ slov v
editoru.
• Intellisense Broker—importova´n z MEF. Rˇı´dı´ interakci mezi ostatnı´mi komponen-
tami intellisense.
Proces doplnˇova´nı´ slov funguje tak, zˇe rozsˇı´rˇenı´, ktere´ implementuje funkcionalitu do-
plnˇova´nı´ slov, poskytne Visual Studiu objekt spra´vce sezenı´, ktery´ je sva´za´n s oknem
editoru. Objekt spra´vce sezenı´ pak nasloucha´ uda´lostem, ktere´ jsou vyvola´ny v okneˇ edi-
toru a v prˇı´padeˇ, zˇe je to zˇa´doucı´, vytvorˇı´ sezenı´ doplnˇova´nı´ slov. Objekt sezenı´ pak zı´ska´
z objektu zdroje validnı´ slova pro doplneˇnı´ a ty jsou pak zobrazeny.
Pro implementaci funkcionality doplnˇova´nı´ slov je nutno vytvorˇit objekt sezenı´
CompletionSession, ktery´ bude vznikat jako odezva na u´hozy na kla´vesnici a jine´
typy uda´lostı´. Tvorbu objektu sezenı´ bude mı´t na starost trˇı´da implementujı´cı´ rozhranı´
IOleCommandTarget. Tuto trˇı´du pojmenujeme CommandFilter—filtr prˇı´kazu˚. Pokud
CommandFilter zachytı´ prˇı´kaz, ktery´ spousˇtı´ sezenı´ doplnˇova´nı´ slov, vytvorˇı´ nove´ se-
zenı´ za pomocı´ objektu zprostrˇedkovatele. Objekt zprostrˇedkovatele implementuje roz-
hranı´ ICompletionBroker a je importova´n z Visual Studia prostrˇednictvı´m MEF pote´,
co je vytva´rˇe objekt CommandFilteru. Nejdu˚lezˇiteˇjsˇı´ metodou CommandFilteru je
metoda Exec(), ktera´ inicializuje sezenı´ v za´vislosti na prˇedany´ch parametrech. Tato
metoda mimo jine´ definuje parametry:
• ref Guid pguidCmdGroup—identifika´tor skupiny prˇı´kazu˚, do ktere´ spada´ prˇı´-
kaz zachyceny´ filtrem prˇı´kazu˚.
• uint nCmdID—identifika´tor pra´veˇ zachycene´ho prˇı´kazu.
• IntPtr pvaIn—cˇı´selna´ reprezentace znaku pra´veˇ napsane´ho v okneˇ editoru (pro
prˇı´kazy nevkla´dajı´cı´ zˇa´dne´ znaky je tato hodnota rovna nule).
Jakmile ma´me vyrˇesˇeno vytva´rˇenı´ sezenı´, potrˇebujeme mechanizmus, jenzˇ poskytne sa-
motna´ slova pro doplneˇnı´, ktera´ se zobrazı´ uzˇivateli. Tuto funkcionalitu obstara´va´ objekt
implementujı´cı´ rozhranı´ ICompletionSource, nazy´vany´ zdroj doplneˇnı´ (angl. comple-
tion source). Objekt zdroje doplneˇnı´ je dostupny´ prˇes poskytovatele zdroje doplneˇnı´ (angl.
completion source provider), ktery´ implementuje rozhranı´ICompletionSourceProvider.
Navı´c je trˇeba tento objekt exportovat prˇes MEF a prˇirˇadit mu pozˇadovany´ typ obsahu.
Export poskytovatele doplneˇnı´ ilustruje vy´pis ko´du 14.
1 [Export(typeof(ICompletionSourceProvider))]
2 [ContentType(”test”)]
3 [Name(”myLanguageCompletion”)]
4 class OokCompletionSourceProvider : ICompletionSourceProvider
5 {
6 public ICompletionSource TryCreateCompletionSource(ITextBuffer textBuffer)
7 {
8 return new MyLanguageCompletionSource(textBuffer);
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9 }
10 }
Vy´pis 14: Export poskytovatele doplneˇnı´
Poslednı´m krokem prˇi implementaci doplnˇova´nı´ slov je definice zdroje. V kontextu vy´pis
ko´du 14 by se jednalo o trˇı´du MyLanguageCompletionSource. Rozhranı´
ICompletionSource implementovane´ touto trˇı´dou definuje metodu
AugmentCompletionSession, ktere´ je prˇeda´n objekt sezenı´, seznam slov pro dopl-
neˇnı´ (IList<CompletionSet>) a rozpeˇtı´ textu, na ktere´ jsou slova z tohoto seznamu
aplikovatelne´. V te´to metodeˇ pak lze zı´skat informace o akci, ktera´ si vyzˇa´dala vyvola´nı´
doplneˇnı´ a na jejich za´kladeˇ prˇidat pozˇadovana´ slova do seznamu.
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6 Microsoft Roslyn
Microsoft Roslyn je nove´ rˇesˇenı´ poskytujı´cı´ API pro lexika´lnı´, syntaktickou a se´mantickou
analy´zu ko´du pro jazyky C# a Visual Basic. Toto API se skla´da´ ze trˇı´ vrstev:
1. API kompila´toru—poskytuje objektovou reprezentaci informacı´ dostupny´ch v ka-
zˇde´ fa´zi kompilace, tedy jak syntakticke´ tak se´manticke´ informace.
2. API sluzˇeb—poskytuje prˇı´stupkpracovnı´mprostoru˚m (angl.Workspace).Umozˇnˇuje
pracovat s rˇesˇenı´mi (angl. Solution) a projekty ve Visual Studio bez nutnosti se starat
o za´vislosti nebo prova´deˇt jake´koliv konfigurace.
3. API Editoru—poskytujı´ snadny´ prˇı´stup ke sluzˇba´m editoru Visual Studia.
6.1 Pra´ce se syntaxı´
Nejza´kladneˇjsˇı´ strukturou prˇi pra´ci se syntaxı´ je syntakticky´ strom (angl. syntax tree), ktery´
nese jak syntaktickou, tak se´mantickou informaci o analyzovane´m ko´du. Syntakticke´
stromy vRoslynu obsahujı´ vesˇkere´ informace, obsazˇene´ v analyzovane´m ko´du a to vcˇetneˇ
bı´ly´ch znaku˚, komenta´rˇu˚ a direktiv preprocesoru. Rovneˇzˇ jsou zde informace o chyba´ch
v analyzovane´m ko´du ve forma´tu prˇeskocˇeny´ch nebo chybeˇjı´cı´ch symbolu˚. Syntakticke´
stromy rovneˇzˇ umozˇnˇujı´ konstrukci a editaci zdrojove´ho textu u´pravou jizˇ existujı´cı´ho
stromu. Du˚lezˇitou vlastnostı´ syntakticky´ch stromu˚ je skutecˇnost, zˇe jsou nemeˇnne´—
jakmile je syntakticky´ strom vytvorˇen, nelze objekt tohoto stromu meˇnit. To vsˇak nenı´
v rozporu s vy´sˇe zmı´neˇnou mozˇnostı´ u´prav stromu, jelikozˇ ty probı´hajı´ na hluboke´ kopii
(angl. deep copy) jizˇ existujı´cı´ho stromu.
Syntakticky´ strom je tvorˇen neˇkolika druhy objektu˚, jedna´ se naprˇı´klad o:
• syntakticky´ uzel—jeden z nejhlavneˇjsˇı´ch elementu˚ stromu, ktery´ v podstateˇ re-
prezentuje netermina´ly pouzˇite´ pro konstrukci stromu. Je reprezentova´n trˇı´dou
SyntaxNode. Vzˇdy obsahuje potomky a to bud’opeˇt typu SyntaxNode (pokud je
potomek netermina´l) nebo ChildNode (pokud je potomek symbol). Korˇen stromu
pak nema´ zˇa´dne´ho prˇedchu˚dce.
• syntakticky´ symbol—termina´ly (symboly), reprezentujı´cı´ nejmensˇı´ cˇa´sti ko´du, ktere´
jsou reprezentova´ny trˇı´douSyntaxToken. Syntakticke´ symboly obsahujı´ jak text ze
zdrojove´ho ko´du, tak skutecˇnou reprezentaci sve´ hodnoty typovanou jako object.
• druh—kazˇdy´ uzel a symbol ma´ vlastnost Kind, ktera´ prˇesneˇ specifikuje o jaky´
prvek syntaxe se jedna´ (naprˇ. AddExpression, OperatorToken, Statement).
6.2 Pra´ce se se´mantikou
Syntakticke´ stromy reprezentujı´ lexika´lnı´ a syntaktickou strukturu analyzovane´ho ko´du,
avsˇak to samo o sobeˇ nestacˇı´ pro identifikaci toho, na co se jednotlive´ prˇı´kazy a deklarace
odkazujı´. Budeme-limı´t naprˇı´klad deklaraci obsahujı´cı´ promeˇnnou typuvar, nenı´mozˇne´
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nijak urcˇit o jaky´ konkre´tnı´ typ se bude jednat pouze z informacı´ syntakticke´ho stromu.
Pomocı´ se´manticke´ analy´zy je mozˇno zı´skat skutecˇny´ typ takove´to promeˇnne´.
Se´manticka´ analy´za v Roslynu obsahuje na´sledujı´cı´ klı´cˇove´ koncepty:
1. Kompilace prˇedstavujı´ vsˇe, co je trˇeba pro kompilaci programu v C#. Obsahuje
vsˇechny deklarovane´ typy, cˇleny nebo promeˇnne´ jako symboly. Stejneˇ jako syn-
takticke´ stromy i kompilace jsou nemeˇnne´ a pro jejich zmeˇnu je trˇeba pracovat s
kopiemi.
2. Symboly reprezentujı´ unika´tnı´ elementdeklarovany´ ve zdrojove´mko´dunebonaim-
portovany´ z jine´ knihovny. Kazˇdy´ jmenny´ prostor, typ, metoda, vlastnost, uda´lost,
parametr nebo loka´lnı´ promeˇnna´ je reprezentova´na jako symbol. Kazˇdy´ typ sym-
bolu je reprezentova´n jakopodtrˇı´da trˇı´dySymbol anese informacenasbı´rane´ beˇhem
kompilace (naprˇ. na´vratovy´ typ metody).
3. Se´manticky´ model prˇedstavuje vesˇkere´ se´manticke´ informace, obsazˇene´ ve zdro-
jove´m souboru. Teˇmito informacemi jsou:
(a) Symboly odkazovane´ na dane´ pozici ve zdrojove´m souboru.
(b) Vy´sledny´ typ dane´ho vy´razu.
(c) Chyby a varova´nı´.
(d) Rozsah platnosti promeˇnny´ch.
6.3 Pra´ce s pracovnı´mi prostory
Pracovnı´ prostor (angl.workspace) je reprezentacı´ konceptu rˇesˇenı´ (angl. solution), uzˇı´vane´ho
Visual Studiem. Pracovnı´ prostor je typicky sva´za´n s hostitelsky´m prostrˇedı´m, ktere´ se
neusta´le meˇnı´ v za´vislosti na uzˇivatelsky´ch akcı´ch prova´deˇny´ch nad rˇesˇenı´m a projekty.
Pro kazˇdou takovou akci je pak vyvola´na patrˇicˇna´ uda´lost.
Pracovnı´ prostor pracuje s na´sledujı´cı´mi koncepty:
1. Solution (rˇesˇenı´) je nemeˇnny´ model obsahujı´cı´ projekty a v nich obsazˇene´ doku-
menty.
2. Project (projekt) reprezentuje vesˇkere´ soubory obsahujı´cı´ zdrojovy´ ko´d, nastavenı´
kompila´toru a reference na assembly a jine´ projekty.
3. Document (dokument) symbolizuje jeden zdrojovy´ soubor. Poskytuje prˇı´stup k
textove´mu obsahu tohoto souboru, jeho syntakticke´mu stromu a se´manticke´mu
modelu.
Obra´zek sche´maticky zna´zornˇuje model pracovnı´ho prostoru a zpu˚sob, jaky´m se propa-
gujı´ zmeˇny.
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Obra´zek 29: Model pracovnı´ho prostoru v Roslynu
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7 Syntakticka´ a lexika´lnı´ analy´za Spark View Engine
V me´m rˇesˇenı´ jsem pro lexika´lnı´ a syntaktickou analy´zu zdrojove´ho textu v sˇablona´ch
Sparku vyuzˇil genera´toru Irony, ktery´ je popsany´ v sekci 4.1. Vy´stupu lexika´lnı´ analy´zy
je pak vyuzˇito pro zvy´raznˇova´nı´ syntaxe a vy´stup syntakticke´ analy´zy je pak nezbytny´
pro implementaci doplnˇova´nı´ slov.
Jelikozˇ generova´nı´ syntakticke´ho a lexika´lnı´ho analyza´toru v Irony je poneˇkud cˇasoveˇ
na´rocˇna´ operace (stovky milisekund), jejich definice a vy´stavba probı´ha´ staticky—ve sta-
ticke´m konstruktoru trˇı´dy SparkParsers. To v du˚sledku znamena´, zˇe vesˇkere´ parsery
jsou zkonstruova´ny pouze jednou v ra´mci beˇhu aplikace Visual Studia a nedocha´zı´ tak
ke zbytecˇne´mu zpomalova´nı´ opeˇtovny´mi vy´stavbami parseru˚.
7.1 Gramatiky pro Spark View Engine
Syntaxi sparku lze rozdeˇlit do neˇkolika podmnozˇin, a sice:
1. XML syntaxe sparku—vlastnı´ konstrukce definovane´ Spark View Enginem.
2. Inline ko´d—deklarace jazyka C# uvozene´ znakem ”#”a ukoncˇene´ strˇednı´kem.
3. Spark vy´razy—vy´razy jazyka C# rozsˇı´rˇene´ o konstrukce Sparku. Jsou uzavrˇeny ve
slzˇeny´ch za´vorka´ch, ktere´ zacˇı´najı´ znaky ”$”, ”!” nebo ”$!”Tyto vy´razy pak majı´
specia´lnı´ verzi, tzv. boolean vy´razy, ktere´ jsou syntakticky totozˇne´ se Spark vy´razy, s
tı´m rozdı´lem, zˇe boolean vy´razy jsou uvozene´ znakem otaznı´ku.
Prˇi na´vrhu gramatiky jsem vycha´zel z teˇchto trˇı´ podmnozˇin a ke kazˇde´ podmnozˇineˇ jsem
vytvorˇil gramatiku, ktera´ definuje pravidla syntaxe dane´ podmnozˇiny. Boolean vy´razy a
Spark vy´razymajı´ pak gramatiku stejnou. Tyto podmnozˇinypak tvorˇı´ hierarchii trˇı´d, ktere´
obsahujı´ definice gramatik pro Irony. Tato hierarchie je zna´zorneˇna trˇı´dı´m diagramem na
obra´zku 30. Jak je patrne´ z diagramu, na vrcholu te´to hierarchie je trˇı´daGrammar (viz pod-
Obra´zek 30: Hierarchie trˇı´d gramatik Sparku
sekce 4.1.5). Tuto trˇı´du rozsˇirˇuje trˇı´daSparkExpressionGrammar, ktera´ definuje grama-
tikuproSparkvy´razy.SparkExpressionGrammar je pak rozsˇı´rˇenao syntaxi inlineko´du
trˇı´dou SparkStatementsGrammar, jelikozˇ syntaxe inline ko´du je logicke´ rozsˇı´rˇenı´ syn-
taxe vy´razu˚. Trˇı´du SparkExpressionGrammar pak da´le rozsˇirˇuje gramatika definujı´cı´
XML syntaxi Sparku pojmenovana´ SparkGrammar. Zde se sice u´plneˇ nejedna´ o logicke´
rozsˇı´rˇenı´ syntaxe inline ko´du (ten uvnitrˇ znacˇek Sparku by´t nemu˚zˇe), avsˇak XML Spark
znacˇky vyuzˇı´vajı´ urcˇite´ konstrukty definovane´ v inline ko´du. Jako poslednı´ je zde zade-
finova´na gramatika pro intellisense SparkIntellisenseGrammar, ktera´ je logicky´m
rozsˇı´rˇenı´m gramatiky Sparku, ale mnohe´ konstrukty definovane´ v jejı´m prˇedku jsou zde
prˇedefinova´ny (bude popsa´no da´le). Prˇi definici gramatik SparkExpressionGrammar
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a SparkStatementsGrammar jsem vycha´zel z oficia´lnı´ dokumentace gramatiky jazyka
C #, kterou lze nale´zt na [Microsoft(2010)].
7.1.1 Gramatiky Spark vy´razu˚ a inline ko´du
SparkExpressionGrammar prˇedstavuje pravidla syntaxe vsˇech vy´razu˚ v jazyce C# s
vy´jimkou anonymnı´ch metod a objektu˚ a jiny´ch typu˚ vy´razu˚, ktere´ nelze vyhodnotit
jako textovy´ rˇeteˇzec. Tyto nejsou v gramatice zahrnuty, protozˇe takove´ vy´razy nejsou
ve Sparku validnı´. Jsou zde vsˇak zadefinova´ny, protozˇe jsou pouzˇity v gramatice pro
inline ko´d. Dalsˇı´m du˚lezˇity´m rozdı´lem oproti oficia´lnı´ dokumentaci je zpu˚sob jaky´m
je rˇesˇena priorita opera´toru˚. Zatı´mco v oficia´lnı´ dokumentaci je priorita rˇesˇena pomocı´
hierarchie netermina´lu˚, v gramatice Spark vy´razu˚ je priorita rˇesˇena vola´nı´m metod Irony
RegisterOperators(int priority, string operator).
V te´to gramatice vznikl konflikt typu posun-redukce v situaci, kdy syntakticky´ ana-
lyza´tor nemu˚zˇe po prˇecˇtenı´ symbolu ”<”rozhodnout, jestli se jedna´ o opera´tor nebo
uvozenı´ genericke´ho parametru. Tento konflikt je vyrˇesˇen prˇida´nı´m specia´lnı´ metody
(ResolveLessThanConflict()), ktera´ projde vstupnı´ text a podı´va´ se na na´sledujı´cı´
znaky. Pokud je nalezen symbol ”>”, ktery´ uzavı´ra´ genericke´ parametry, je proveden
posun. Pokud tento symbol nalezen nenı´, jedna´ se o opera´tor a je provedena redukce. V
gramatice je pak v netermina´lu, ktery´ definuje genericke´ parametry, zavola´na tatometoda
zpu˚sobem ilustrovany´m na vy´pisu ko´du 15.
1 genericLessThan.Rule = CustomActionHere(this.ResolveLessThanConflict) + this.ToTerm(”<”);
Vy´pis 15: Vyrˇesˇenı´ konfliktu opera´toru a uvozenı´ genericke´ho parametru
Gramatika SparkStatementsGrammar obsahuje definice pravidel pro deklarace v C#
a to bez jaky´chkoliv vy´jimek z oficia´lnı´ dokumentace. Jsou zde tedy konstrukce pro:
• prˇirˇazova´nı´ a deklarace promeˇnny´ch,
• delega´ty, anonymnı´ metody a typy,
• podmı´nky, cykly, prˇepı´nacˇe,
• bloky zachycujı´cı´ vy´jimky (try, catch a finally),
• specia´lnı´ vy´razy (yield return, checked, unchecked atd).
V te´to gramatice vznikl dalsˇı´ konflikt. Jedna´ se o tzv. konflikt ”visı´cı´ho else”, ktery´ zminˇuji
v podsekci 3.3.2. Vyrˇesˇenı´ tohoto konfliktu je prˇı´mocˇare´—je preferova´na akce posunu.
Prakticky to pak znamena´ zavolat metodu PrefferShift(), cozˇ ilustruje vy´pis ko´du
16.
1 ifStatement.Rule = this.ToTerm(”if” ) + LeftParenthesis + Expression + RightParenthesis +
embededStatement | this.ToTerm(”if”) + LeftParenthesis + Expression + RightParenthesis +
embededStatement + PreferShiftHere() + this.ToTerm(”else”) + embededStatement;
Vy´pis 16: Vyrˇesˇenı´ konfliktu visı´cı´ho else
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7.1.2 Gramatiky pro XML ko´d Sparku a doplnˇova´nı´ slov
Pro gramatiku Spark XML konstrukcı´ neexistuje oficia´lnı´ specifikace a prˇi jejı´ definici
jsem vycha´zel z dokumentace na [DeJardin(2008)]. Tato gramatika nedefinuje kompletnı´
strukturu Sparku v tom smyslu, zˇe jednotlive´ znacˇky nejsou pa´rova´ny a nenı´ zde ani
rˇesˇeno zanorˇova´nı´ znacˇek. Jedna´ se tedy cˇisteˇ o definici jednotlivy´ch otevı´racı´ch, uzavı´-
racı´ch a samozavı´racı´ch znacˇek definovany´ch Sparkem. K tomuto rˇesˇenı´ jsem prˇistoupil
ze dvou du˚vodu˚: LALR parser, ktery´ jsem v me´m rˇesˇenı´ pouzˇil, je poneˇkud citlivy´ na
definici vstupnı´ gramatiky (viz sekce 3.3). V prˇı´padeˇ Sparku by byl parser prˇı´lisˇ na´chylny´
ke konfliktu˚m, jelikozˇ Spark je vlastneˇ kombinacı´ dvou syntakticky dost odlisˇny´ch ja-
zyku˚. V du˚sledku by pak nemuselo by´t vu˚bec mozˇne´ takovouto gramatiku zadefinovat.
Druhy´ du˚vod je skutecˇnost, zˇe definice takove´to gramatiky je jednodusˇsˇı´, prˇehledneˇjsˇı´ a
cˇitelneˇjsˇı´ a tudı´zˇ se v nı´ le´pe orientuje.
V takto zadefinovane´ gramatice sice vzniknou situace, kdy v prˇı´padeˇ sˇpatne´ho spa´ro-
va´nı´ znacˇek bude takovy´ ko´d zpracova´n a nedojde k detekci chyby, avsˇak toto lze snadno
osˇetrˇit dodatecˇnou kontrolou struktury zdrojove´ho ko´du v sˇablona´ch Sparku.
Pozna´mka 7.1 Ve vy´razech Sparku a v inline ko´du vsˇe funguje spra´vneˇ a naprˇ. neuza-
vrˇeny´ blok if bude oznacˇen jako chybny´.
V gramatice pro XML znacˇky Spark jsou mimo jine´ definova´ny termina´ly pro:
• klı´cˇova´ slova Sparku—for, if, macro, include, viewdata . . .
• XML znacˇky (jme´na XML znacˇek, jejich atributy a hodnoty atributu˚)—pro prˇı´pad,
kdy lze aplikovat neˇktere´ znacˇky Sparku na jizˇ existujı´cı´ XML nebo HTML znacˇky.
V dokumentaci Sparku jsou tyto oznacˇova´ny jako tzv. smı´sˇene´ znacˇky (angl.mixed
tags).
• XML prefixy—pro oznacˇenı´ jmenne´ho prostoru dane´ znacˇky.
• XML komenta´rˇe,
• Sparkvy´razy—hodnoty neˇktery´ch atributu˚ neˇktery´ch Spark znacˇek.Definice teˇchto
netermina´lu˚ jsou podeˇdeˇny ze trˇı´dy SparkExpressionGrammar prˇes trˇı´du
SparkStatementsGrammar (viz obra´zek 30).
Poslednı´ gramatika je gramatika pro doplnˇova´nı´ slov, ktera´ je definova´na ve trˇı´deˇ
SparkIntellisenseGrammar. Termina´ly pro Spark XML znacˇky jsou podeˇdeˇny ze
trˇı´dy SparkGrammar, ovsˇem veˇtsˇina atributu˚ teˇchto znacˇek je zde prˇedefinova´na. Toto
prˇedefinova´nı´ jsem provedl proto, abych byl schopen rozlisˇit, o jaky´ atribut se prˇesneˇ
jedna´. Ve trˇı´deˇ SparkGrammar jsou tyto atributy cˇasto definova´ny jako Spark vy´razy,
identifika´tory apod., protozˇe takova´ je jejich syntaxe. Pro potrˇeby doplnˇova´nı´ slov je
vsˇak trˇeba veˇdeˇt, zda-li se jedna´ o atribut naprˇı´klad globa´lnı´ cˇi loka´lnı´ promeˇnne´. Takove´
atributy jsou syntakticky stejne´, avsˇak pro nabı´dnutı´ validnı´ch doplneˇnı´ je trˇeba je neˇjak
odlisˇit. Tuto problematiku budu ilustrovat na prˇı´kladu znacˇek var a set. Syntaxe a se´-
mantika teˇchto znacˇek je zna´zorneˇna vy´pisem ko´du 17. Prˇi deklaracı´ promeˇnne´ znacˇkou
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var je atribut jmenoPromenne jaky´koliv text, ktery´ je validnı´ jako XML atribut a stejneˇ
tak v prˇı´padeˇ znacˇky set. Syntakticky jsou si tedy tyto atributy totozˇne´. Se´manticky
je zde rozdı´l—atribut jmenoPromenne znacˇky set mu˚zˇe by´t pouze jme´no promeˇnne´,
ktera´ je platna´ v dane´m rozsahu. Prˇedefinova´nı´m termina´lu pro jmenoPromenne znacˇky
set jej tedy se´manticky rozlisˇı´me od atributu jmenoPromenne znacˇky var.
1 <var jmenoPromenne=”hodnotaPromenne”/>
2 <set jmenoPromenne=”hdnotaPromenne”/>
Vy´pis 17: Syntaxe znacˇky viewdata
Programoveˇ je toto prˇedefinova´nı´ rˇesˇeno tak, zˇe ve trˇı´deˇ, ve ktere´ ma´ by´t termina´l
prˇedefinova´n, je zadefinova´n zcela novy´ termina´l. Promeˇnna´, specifikujı´cı´ netermina´l
generujı´cı´ termina´l k prˇedefinova´nı´ je typu protected, a cele´ pravidlo gramatiky je
pak v potomku definova´no znovu, avsˇak s jiny´m termina´lem. Tento termina´l je pak
potomkem trˇı´dy Terminal a jeho rozezna´nı´ lexika´lnı´m analyza´torem je pak naprogra-
mova´no rucˇneˇ. Pro vy´sˇe uvedeny´ prˇı´klad to znamena´, zˇe netermina´l generujı´cı´ zna-
cˇky set ve trˇı´deˇ SparkGrammar, je zadefinova´n jako cˇlen te´to trˇı´dy s modifika´torem
protected, jak ilustruje vy´pis ko´du 18. Ve trˇı´deˇ SparkIntellisenseGrammar je ne-
termina´l Set prˇedefinova´n jak ukazuje ko´d 19. Na rˇa´dku 6 je zadefinova´n novy´ termina´l
VariableNameTerminal a ten je pak pouzˇit pro prˇedefinova´nı´ pravidla na rˇa´dcı´ch
9 a 10. Trˇı´da VariableNameTerminal je pak implementova´na podobny´m zpu˚sobem,
jako v prˇı´kladeˇ na obra´zku 23 v kapitole 4.2. Je tu vsˇak jeden du˚lezˇity´ rozdı´l—v prˇı´-
padeˇ, zˇe termina´l VariableNameTerminal byl identifikova´n, do parseru je umeˇle
prˇida´na chyba vola´nı´m context.AddParserError(”Syntax error, expected:
variableType-terminal”). Te´to chyby je pak vyuzˇito pro identifikaci termina´lu
VariableNameTerminal. Du˚vody potrˇeby identifikace termina´lu˚ jsou detailneˇji po-
psa´ny v podsekci 9.2.2.
1 [Language(”Spark”, ”1.6”, ”Spark View Engine Grammar”)]
2 public class SparkGrammar : SparkStatementsGrammar
3 {
4 protected NonTerminal SetTag;
5 public SparkGrammar()
6 {
7 ...
8 SetTag = new NonTerminal(”set−tag”);
9 ...
10 \\ Definice gramatickych pravidel znacky set
11 }
12 }
Vy´pis 18: Deklarace netermina´lu pro znacˇku set
1 [Language(”Spark Intillisense”, ”1.6” , ”Spark View Engine Intellisense Grammar”)]
2 public class SparkIntellisenseGrammar : SparkGrammar
3 {
4 public SparkIntellisenseGrammar()
5 {
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6 VariableNameTerminal variableNameTerminal = new VariableNameTerminal(”variable−
name−terminal”);
7 SetTag.Rule = this.ToTerm(”set”) + setTagAssignments;
8 setTagAssignments.Rule = this.MakeStarRule(setTagAssignments, setTagAssignment);
9 setTagAssignment.Rule = variableNameTerminal + equals + ”\”” + Expression + ”\””
10 | variableNameTerminal + equals + ”’” + Expression + ”’” ;
11 }
12 }
Vy´pis 19: Prˇedefinova´nı´ znacˇky set pro potrˇeby intellisense
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8 Zvy´raznˇova´nı´ syntaxe v sˇablona´ch Spark View Engine
Obecna´ implementace zvy´raznˇova´nı´ syntaxe ve Visual Studiu 2012 je popsa´na v podsekci
5.6.2 a mnou implementovane´ rˇesˇenı´ je zalozˇeno principech popsany´ch v te´to podsekci.
Pokud chceme rozsˇı´rˇit Visual Studio o podporu Spark View Engine, je nejprve po-
trˇeba zadefinovat novy´ typ obsahu pro Spark. Zpu˚sob, jaky´m se obecneˇ prova´dı´ definice
obsahu, je popsa´n v podsekci 5.6.1. Protozˇe Spark je ve sve´ podstateˇ XML, definice
obsahu Sparku je rozsˇı´rˇenı´m jizˇ existujı´cı´ho typu obsahu XML. Da´le je nutno sva´zat
soubory obsahujı´cı´ Spark ko´d s tı´mto noveˇ definovany´m obsahem (viz kapitola 5.6.1).
Toto sva´za´nı´ je provedeno pro soubory s koncovkou .spark, ale take´ pro XML sou-
bory, protozˇe Spark sˇablony mohou by´t definova´ny i v souborech s koncovkou .xml
(naprˇ. soubor Bindings.xml). Definice a sva´za´nı´ obsahu s prˇı´ponami je provedeno ve trˇı´deˇ
SparkClassifierProvider.
Vy´sˇe popsane´ rˇesˇenı´ nenı´ u´plneˇ idea´lnı´. Rozsˇı´rˇenı´ typu XML totizˇ znamena´, zˇe musı´
by´t dodrzˇeny vesˇkere´ konvence XML a ko´d Sparku tedy musı´ by´t validnı´m XML. V
prˇı´padeˇ, zˇe tomu tak nenı´, editor toto detekuje a zobrazı´ chybu. Proble´m vnika´ v situaci,
kdy je v editoru validnı´ Spark ko´d, nesplnˇujı´cı´ konvence XML, na´sledkem cˇehozˇ dojde k
oznacˇenı´ validnı´ho Spark ko´du jako chybovy´. Prˇı´kladem takove´ situace je ko´d, obsahujı´cı´
vı´ce korˇenovy´ch XML/Spark elementu˚ nebo vy´skyt znaku ”<”v XML/Spark atributu—v
XMLnenı´ povolenovı´ce korˇenovy´ch elementu˚, stejneˇ tak sevatributechnesmı´ vyskytovat
znak ”<”; ve Sparku se vsˇak jedna´ o naprosto validnı´ ko´d.
Podle oficia´lnı´ dokumentace na stra´nka´ch Microsoftu je tato situace rˇesˇitelna´ uzˇitı´m
konceptu projekce (angl. projection). Dokumentace sice slovneˇ zminˇuje jak pouzˇı´t projekci,
avsˇak jedna´ se dle me´ho o poneˇkud va´gnı´ popis, z neˇhozˇ jsem prˇes vesˇkerou mou snahu
nebyl schopen zjistit, jak konkre´tneˇ projekci pouzˇı´t v ko´du. V jiny´ch zdrojı´ch jsembohuzˇel
rˇesˇenı´ tohoto dost specificke´ho proble´mu take´ nenasˇel.
8.1 Klasifikace znacˇek Sparku
Trˇı´da SparkClassifierProvider exportuje (viz podsekce 5.3) objekty znacˇek dvojı´ho
typu:
1. ClassificationTag (klasifikacˇnı´ znacˇka)—nese informace o pozici a typu Spark
znacˇky,
2. ErrorTag (chybova´ znacˇka)—nese informace o pozici chyby ve zdrojove´m textu
Spark sˇablony.
Tyto objekty jsou zı´ska´va´ny ze trˇı´dy SparkClassifier<T>, kde genericky´ typ T slouzˇı´
pro identifikaci typu znacˇky (klasifikacˇnı´ nebo chybova´). Metoda GetTags() (viz. 5.6.2)
pak v za´vislosti na hodnoteˇ parametruT zı´ska´va´ znacˇky pozˇadovane´ho typu. Tyto znacˇky
jsou zı´ska´va´ny ze trˇı´dy SparkTokenTagger—opeˇt vola´nı´m metody GetTags()—a
to prˇes objekt ITagAggregator<SparkToken> sparkTagAggregator prˇedany´ v
konstruktoru.
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Jesˇteˇ prˇed vra´cenı´m je znacˇka´m prˇirˇazen jejich klasifikacˇnı´ typ (v prˇı´padeˇ zˇe se jedna´
o klasifikacˇnı´ znacˇky). Tento typ je prˇirˇazen v za´vislosti na tom, jaky´ typ je vra´cen ze
znacˇkovacˇe SparkTokenTagger; mu˚zˇe by´t dvojı´ho druhu:
1. typ definovany´ Sparkem—noveˇ zadefinovany´ typ znacˇek definovany´ch Sparkem.
2. Jizˇ existujı´cı´ typ.
Nove´ typy znacˇek, ktere´ zava´dı´ Spark, logicky vyply´vajı´ z definice tohoto jazyka. Take´
jsem se inspiroval alternativnı´m rˇesˇenı´m od firmyMicrosoft—ASP.NETMVC Razor. Tyto
typy jsou:
1. SparkElement—podbarvenı´ vsˇech Spark elementu˚,
2. SparkElementBorder—hranicˇnı´ znacˇky Spark elementu˚,
3. SparkKeyword—klı´cˇova´ slova (if, test, try, include . . .),
4. SparkString—textove´ rˇeteˇzce,
5. SparkNumber—cˇı´selne´ konstanty,
6. SparkText—vsˇe ostatnı´ co nespada´ do vy´sˇe jmenovany´ch kategoriı´.
Jizˇ existujı´cı´ typy jsou pouzˇity ve znacˇka´ch mı´chajı´cı´ syntaxi Sparku a XML; jedna´ se o
typy pro:
1. SparkXmlTagName—na´zvy XML znacˇek (HTML Element Name),
2. SparkXmlAttributeName—jme´na XML atributu˚ (HTML Attribute Name),
3. SparkXMLAttributeValue—hodnoty XML atributu˚ (HTML Attribute Value).
Nastavenı´ vzhledu Spark typu˚ je nacˇı´ta´no z konfigurace Visual Studia a lze jej kdykoliv
zmeˇnit z menu Visual Studia. Na´zvy v za´vorka´ch jsou identifika´tory typu˚, ktere´ pouzˇı´va´
Visual Studio. U Spark typu˚ pak na´zev typu prˇı´mo odpovı´da´ identifika´toru ve Visual
Studiu. Pod teˇmito na´zvy lze nale´zt nastavenı´ prˇı´slusˇne´ho typu v menu Visual Studia.
Zpu˚sob, jaky´m se tato nastavenı´ prova´dı´, je popsa´n na´vodu k pouzˇitı´, ktery´ se nacha´zı´ v
prˇı´loze B.
8.2 Vı´cerˇa´dkove´ znacˇky
Rozhranı´ ITagAggregator definuje uda´lost TagsChanged. Pokud dojde k vyvola´nı´
te´to uda´losti nad neˇjaky´m rozsahem textu, je zavola´na metoda GetTags() a jsou vra´-
ceny znacˇky vyskytujı´cı´ se v dane´m rozsahu. Ve trˇı´deˇ SparkClassifier<T> je uda´lost
TagsChanged obslouzˇena vyvola´nı´m vlastnı´ uda´losti TagsChanged, cozˇ v du˚sledku
vede k zavola´nı´ metody GetTags() a na´sledne´mu vra´cenı´ znacˇek pro dany´ rozsah
textu.
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Ve trˇı´deˇ SparkTokenTagger je pak zadefinovany´ posluchacˇ uda´losti
ITextBuffer.Changed. Tato uda´lost je vyvola´na, pokud je zmeˇneˇn obsah okna edi-
toru. V posluchacˇi te´to uda´losti se zjistı´, jaka´ editace byla provedena a v za´vislosti na
te´to uda´losti dojde k aktualizaci seznamu znacˇek nacha´zejı´cı´ch se v editoru. Pokud tedy
byla naprˇı´klad zmeˇneˇna pozice znacˇky, v seznamu znacˇek se vyhleda´ znacˇka, jejı´zˇ pozice
byla zmeˇneˇna a tato pozice se aktualizuje v objektu reprezentujı´cı´m zmeˇneˇnou znacˇku.
Nakonec je vyvola´na uda´lost TagsChanged pro zmeˇneˇne´ pozice, v du˚sledku cˇehozˇ je
provedena´ zmeˇna propagova´na do okna editoru.
Cely´ tento poneˇkud komplexnı´ mechanizmus je nutny´, protozˇe metoda GetTags()
je vola´na jenom pro zmeˇneˇny´ text. Pokud by tedy naprˇı´klad byla zmeˇneˇna znacˇka, ktera´
se rozprostı´ra´ prˇes 3 rˇa´dky, a ke zmeˇneˇ by dosˇlo na trˇetı´m rˇa´dku te´to znacˇky, metoda
GetTags() by pak dostala pouze obsah trˇetı´ho rˇa´dku te´to znacˇky. Znacˇka by tedy byla
znacˇneˇ neu´plna´ a nebylo bymozˇno prove´st klasifikaci, poneˇvadzˇ takto neu´plna´ znacˇka by
neprosˇla syntaktickou analy´zou. Jelikozˇ vsˇak ma´me k dispozici aktua´lnı´ seznam znacˇek,
nenı´ proble´m zjistit cely´ textovy´ obsah znacˇky a prove´st syntaktickou analy´zu.
Znacˇky v kazˇde´m okneˇ editoru jsou uchova´va´ny v kolekci typu
SortedSet<SparkTokenTag>. Jedna´ se o kolekci unika´tnı´ch objektu˚ znacˇek, ktera´ je
navı´c vzestupneˇ setrˇı´deˇna´ podle pozice znacˇky. Tato kolekce je pak udrzˇova´na v objektu
ITextBuffer buffer. Spra´vce MEF vytva´rˇı´ tento objekt bufferu pro kazˇde´ okno edi-
toru. Buffer je pak mozˇne´ dle potrˇeby importovat a pracovat s jeho obsahem. Aktua´lnı´
seznam znacˇek je pro kazˇde´ okno editoru uchova´va´n v tomto objektu bufferu a znacˇky
jsou tak dostupne´ v ra´mci cele´ aplikace—stacˇı´ pouze prove´st import bufferu v mı´steˇ, kde
chceme ke znacˇka´m prˇistupovat.
8.3 Parsova´nı´ elementu˚
Vesˇkere´ elementy Sparku jsou prˇedstavova´ny trˇı´dou SparkTokenTag. Objekty te´to trˇı´dy
vznikajı´ ve staticke´ trˇı´deˇ ElementLocator, ktera´ obsahuje metody pro nalezenı´ ele-
mentu˚ Sparku z objektu SnapshotSpan. Tento objekt prˇedstavuje verzi cˇa´sti obsahu
okna editoru (snı´mek) a je prˇeda´va´n z metody GetTags. Vyhleda´va´nı´ probı´ha´ zvla´sˇteˇ
pro
• inline ko´d—metoda GetInlineCode(),
• XML tagy Sparku—metoda GetSparkTags(),
• vy´razy Sparku—metoda GetExpressions() a
• boolean vy´razy Sparku—metoda GetAttributeBooleanExpressions().
Syntaxe boolean a Spark vy´razu˚ je sice v podstateˇ stejna´, avsˇak jejich vyhleda´va´nı´ je
oddeˇleno, protozˇe boolean vy´razy jsou validnı´ pouze v atributech XML znacˇek.
Samotna´ lokace elementu˚ pak probı´ha´ postupny´m procha´zenı´m cˇa´sti textove´ho ob-
sahu objektu snı´mku editoru SnapshotSpan. Take´ je zde bra´n v u´vahumozˇny´ prˇedchozı´
nebo na´sledujı´cı´ ko´d, ktery´ nemusı´ by´t obsazˇen ve snı´mku editoru (viz vı´cerˇa´dkove´ zna-
cˇky v kapitole 8.2). Vyhleda´vajı´ se znaky, ktere´ bymohly indikovat prˇı´tomnost hledane´ho
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elementu (naprˇ #,< apod.) a za asistence sady regula´rnı´ch vy´razu˚ a rucˇnı´ho dohleda´nı´ je
lokalizova´na jejich poloha. Pote´ je vytvorˇen objekt znacˇky SparkToken, ktery´ mimo jine´
obsahuje:
• typ elementu—inline ko´d, Spark boolean vy´raz, Spark vy´raz nebo XML znacˇka,
• rozsah elementu—pozice znacˇky ve snı´mku editoru,
• textovy´ obsah elementu a
• rozsah chyby elementu—zacˇa´tek a konec syntakticke´ chyby elementu (pokud neˇja-
kou obsahuje).
Jakmile jsou lokalizova´ny jednotlive´ elementy nacha´zejı´cı´ se v okneˇ editoru, lze prˇistoupit
k jejich syntakticke´ analy´ze.Ve trˇı´deˇSparkTokenTagger (metodaGetInnerTokens())
je vola´na metoda z Irony, ktera´ prova´dı´ parsova´nı´ uzˇitı´m patrˇicˇne´ho objektu parseru ze
trˇı´dy SparkParsers. Vy´sledkem tohoto vola´nı´ je kolekce objektu˚ typu Token (sym-
bolu˚), ktere´ jsou obsazˇeny v dane´m elementu. Kazˇdy´ objekt Token ma´ pak vlastnost
token.EditorInfo.Color, ktera´ rˇı´ka´, o jaky´ typ symbolu se jedna´. Na za´kladeˇ hod-
noty vlastnosti Color je pak dane´mu symbolu prˇirˇazena hodnota z enumerace
SparkTokenType, ktera´ definuje hodnoty popsane´ v 8.1. Rovneˇzˇ je vypocˇtena a prˇirˇa-
zena pozice symbolu v editoru. Jestlizˇe jsou prˇi parsova´nı´ objeveny neˇjake´ chyby, jejich
pozice je takte´zˇ prˇepocˇı´ta´na do sourˇadnic editoru a prˇirˇazena dane´mu elementu.
Nakonec jsou jednotlive´ symboly vra´ceny metodou klasifika´toru GetTags() do me-
tody GetTags(), objektu trˇı´dy SparkClassifier. V za´vislosti na typu vra´cene´ho
symbolu je pak vola´nı´m metody typeService.GetClassificationType() zı´ska´n
patrˇicˇny´ klasifikacˇnı´ typdane´ho symbolu. Ten je na´sledneˇ tomuto symboluprˇirˇazen a cely´
symbol je vra´cen prostrˇedı´ editoru Visual Studia jako objekt typu ClassificationTag.
Vy´sledkem je zobrazenı´ symbolu v patrˇicˇne´m forma´tu (barva textu, podbarvenı´ apod.)
ilustrovane´ obra´zkem 31. Cˇı´sla na obra´zku oznacˇujı´ jednotlive´ klasifikacˇnı´ typy:
2. hranice elementu˚,
3. klı´cˇova´ slova,
4. textove´ rˇeteˇzce,
5. na´zvy XML znacˇek, ktere´ nejsou definova´ny ve Sparku,
6. na´zvy atributu˚ XML znacˇek, ktere´ nejsou definova´ny ve Sparku,
7. hodnoty atributu˚, ktere´ nejsou definova´ny ve Sparku.
Zbyly´ cˇerneˇ zobrazeny´ text odpovı´da´ klasifikaci SparkText. Vsˇechny Spark elementy
jsou pak podbarveny sveˇtle modrˇe—klasifikacˇnı´ typ SparkElement. XML komenta´rˇe a
jine´ XML znacˇky, ktere´ nejsou soucˇa´stı´ Sparku jsou ignorova´ny a zobrazeny dle nastavenı´
Visual Studia.
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Obra´zek 31: Uka´zka zvy´raznˇova´nı´ syntaxe Spark Elementu˚
Co se podtrzˇenı´ chyb ty´cˇe, cely´ proces je na´sledovny´:
pokud jsou objektem SparkClassifier vyzˇa´da´ny chybove´ znacˇky, nedocha´zı´ k opeˇ-
tovne´ syntakticke´ analy´ze ko´du. V objektu bufferu (viz podsekce 8.2) jsou vyhleda´ny
vsˇechny elementy obsahujı´cı´ chyby a ty jsou vra´ceny metodeˇ v GetTags() objektu
trˇı´dy SparkClassifier. Zde je pak pro kazˇdy´ chybovy´ element vytvorˇen objekt typu
ErrorTag, jenzˇ je vra´cen prostrˇedı´ editoru Visual Studia. Na´sledneˇ je dany´ chybovy´ roz-
sah textu zobrazen s cˇerveny´m podtrzˇenı´m indikujı´cı´m syntaktickou chybu, cozˇ ilustruje
obra´zek 32. Po najetı´ kurzoru mysˇi nad chybovy´ ko´d (rˇa´dek 9), je ve formeˇ bublinove´
na´poveˇdy zobrazena chybova´ hla´sˇka vygenerovana´ syntakticky´m analyza´torem (rˇa´dek
10).
Obra´zek 32: Uka´zka zvy´raznˇova´nı´ chyb Spark Elementu˚
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9 Doplnˇova´nı´ slov v sˇablona´ch Spark View Engine
Obecna´ implementace podpory doplnˇova´nı´ slov ve Visual Studiu 2012 je popsa´na v
podsekci 5.6.3 a mnou implementovane´ rˇesˇenı´ je zalozˇeno principech popsany´ch v te´to
podsekci.
Nejprve popı´sˇu implementaci nasloucha´nı´ uzˇivatelsky´m akcı´m, ktere´ jsou relevantnı´
pro doplnˇova´nı´ slov. Tento mechanizmus je implementova´n ve trˇı´deˇ
VsTextViewCreationListener, a prˇedevsˇı´mpakve trˇı´deˇCompletionController.
Typ obsahu pro Spark sˇablony jsme jizˇ definovali v kapitole 8, nynı´ pouze stacˇı´ napojit po-
sluchacˇe uzˇivatelsky´ch akcı´ na okna editoru obsahujı´cı´ Spark ko´d. Toto napojenı´ ilustruje
vy´pis ko´du.
1 [Export(typeof(IVsTextViewCreationListener))]
2 [ContentType(”spark”)]
3 [TextViewRole(PredefinedTextViewRoles.Interactive)]
4 internal sealed class VsTextViewCreationListener : IVsTextViewCreationListener
5 {}
Vy´pis 20: Napojenı´ intellisense na Spark obsah
Samotne´ sva´za´nı´ s obsahem ilustruje ko´d na druhe´m rˇa´dku. Ten rˇı´ka´ spra´vci MEF
rozsˇı´rˇenı´ Visual Studia, zˇe ma´ zachyta´vat vesˇkere´ uzˇivatelske´ akce pro noveˇ vytvorˇena´
okna editoru Visual Studia, jejichzˇ obsah je typu ”spark”. Rˇa´dek 3 pak blı´zˇe specifikuje,
zˇe nasloucha´nı´ bude prova´deˇno na oknech, v nichzˇ je mozˇno prova´deˇt akce pomocı´
kla´vesnice a/nebo mysˇi.
9.1 Zachyta´va´nı´ prˇı´kazu˚ z rozhranı´ editoru
V konstruktoru trˇı´dy VsTextViewCreationListener je pak vytvorˇen objekt trˇı´dy
CompletionController, ktery´ je na´sledneˇ specifikova´n jako obsluha uzˇivatelsky´ch
akcı´. Tato trˇı´da je ve sve´ podstateˇ filtr, ktery´ v za´vislosti na tom, jaka´ kla´vesa byla stisk-
nuta, vyva´rˇı´ okno se slovy, jenzˇ lze zapsat do editoru na dane´ pozici (angl. statement
completion window). V implementaci metody QueryStatus() neusta´le probı´ha´ kontrola,
zda-li nebyla v uzˇivatelske´m rozhranı´ provedena neˇjaka´ akce. Pokud je stisknuta kla´-
vesa relevantnı´ pro doplnˇova´nı´ slov, je tato akce zachycena. Obsluha akce pak probı´ha´
v implementaci metody Exec(). V te´to metodeˇ se zjisˇt’uje, jaka´ akce byla vykona´na, a v
za´vislosti na te´to akci se provede:
• vytvorˇenı´ sezenı´ doplnˇova´nı´ slov—vola´nı´m metody StartSession(),
• dokoncˇenı´ sezenı´—vola´nı´m metody Complete(),
• filtrova´nı´ nabı´zeny´ch slov k dokoncˇenı´—metoda Filter(),
• zrusˇenı´ aktivnı´ho sezenı´—metoda Cancel().
Sezenı´ je vytva´rˇeno pokud jsou zachyceny kla´vesove´ u´hozy, ktere´ majı´ vyvolat okno
nabı´zejı´cı´ slova k doplneˇnı´. V prˇı´padeˇ Sparku jsou to naprˇı´klad znaky ”<”, ”#”, ”{”apod.
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Dokoncˇenı´ sezenı´, nebo-li potvrzenı´ vlozˇenı´ vybrane´ho slova, pak probı´ha´ stisknutı´m
kla´vesy TAB, nebo dvojklikem na pozˇadovane´ slovo. Sezenı´ je take´ ukoncˇova´no, pokud
je napsa´n znak, ktery´ uzavrˇel a tedy ukoncˇil element (naprˇ znak ”>”).
Filtrova´nı´ slov probı´ha´ po napsa´nı´ nebo smaza´nı´ textove´ho znaku a to tak, zˇe v
seznamu nabı´zeny´ch slov je oznacˇeno to slovo, ktere´ je nejvı´ce podobne´ jizˇ napsane´ cˇa´sti
slova. Zrusˇenı´ aktivnı´ho sezenı´ je pak typicky prova´deˇno po stisknutı´ kla´vesy ESC, nebo
po kliknutı´ mimo okno s nabı´zeny´mi slovy. Rozhodnutı´ o akci, ktera´ bude provedena,
za´visı´ na elementu, ktery´ se nacha´zı´ poblı´zˇ kurzoru editoru.
9.2 Zı´ska´va´nı´ slov pro doplneˇnı´
Pote´ co je aktivova´no sezenı´, je potrˇeba zı´skat slova, ktera´ se majı´ zobrazit. Tato slova po-
skytuje objekt trˇı´dy SparkCompletionSource, konkre´tneˇ jeho metoda
AugmentCompletionSession, ktera´ je vola´na z objektu CompletionController
prˇi aktivaci sezenı´. Pokud Visual Studio jizˇ vytvorˇilo seznam slov pro doplneˇnı´, doplnˇo-
vana´ slova Sparku jsou prˇida´na do tohoto existujı´cı´ho seznamu. V takove´m jizˇ existujı´cı´m
seznamu jsou naprˇı´klad uzavı´racı´ znacˇky XML elementu˚—tento seznam je automaticky
generova´n Visual Studiem, jelikozˇ typ obsahu pro Spark rozsˇirˇuje typ obsahu XML (viz
sekce 8).
Slova pro doplneˇnı´ jsou zı´ska´va´na v za´vislosti na tom, jestli na mı´steˇ, kde se ma´
zobrazit okno se slovy, byl rozpozna´n element Sparku. Pokud zde zˇa´dny´ takovy´ element
nenı´, je zobrazen seznam vsˇech znacˇek Sparku. Rovneˇzˇ je trˇeba vzı´t v u´vahu, zda-li
sezenı´ nebylo aktivova´no ze souboru Bindings.xml, protozˇe v tomto specia´lnı´m typu
Spark souboru je validnı´ jenom omezena´ mnozˇina znacˇek. Zı´ska´va´nı´ seznamu vsˇech
znacˇek da´le popisuje podsekce 9.2.1.
V prˇı´padeˇ, zˇe v mı´steˇ zobrazenı´ okna se slovy existuje Spark element, je zobrazen
seznam slov v za´vislosti na pozici kurzoru v tomto elementu. Existence cˇi neexistence
elementu je urcˇena z aktua´lnı´ pozice kurzoru a seznamu vsˇech rozpoznany´ch znacˇek.
Tento seznam obsahuje objekty typu SparkTokenTag a je prˇı´stupny´ z naimportovane´ho
objektu ITextBuffer(viz podsekce 8.2).
Pozna´mka 9.1 Prˇi zı´ska´va´nı´ slov k doplneˇnı´, je cˇasto potrˇeba analyzovat obsah jiny´ch
souboru˚ obsazˇeny´ch v projektu. Nabı´zı´ se rˇesˇenı´ nacˇı´tat tento obsah ze souborove´ho
syste´mu. Toto rˇesˇenı´ ma´ vsˇak jednu nevy´hodu—pokud bude soubor, jehozˇ obsah je
potrˇeba nacˇı´st, otevrˇeny´ v editoru a budou v neˇm neulozˇene´ zmeˇny, tento soubor bude
obsahoveˇ odlisˇny´ od toho, ktery´ je ulozˇeny´ na pevne´m disku. Z tohoto du˚vodu je v me´m
rˇesˇenı´ nejprve oveˇrˇeno, zda-li soubor, jehozˇ obsah je trˇeba nacˇı´st, je otevrˇen v okneˇ editoru.
Pokud ano, je zı´ska´n obsah, ktery´ se nacha´zı´ v okneˇ editoru vcˇetneˇ neulozˇeny´ch zmeˇn a
nikoliv na souborove´m syste´mu. Pokud soubor nenı´ otevrˇeny´ v editoru, je prˇistoupeno
na souborovy´ syste´m.
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9.2.1 Zı´ska´va´nı´ seznamu vsˇech znacˇek
Kontextoveˇ za´visle´ znacˇky Prˇi zı´ska´va´nı´ seznamu vsˇech Spark znacˇek je trˇeba mı´t na
pameˇti, zˇe Spark View Engine obsahuje znacˇky, ktere´ nejsou validnı´ v kazˇde´m kontextu.
Patrˇı´ zde:
• znacˇky pro podmı´nky else, elseif a else if,
• a znacˇky v souboru Bindings.xml: element, start a end.
V praxi to pak znamena´, zˇe prˇi nabı´zenı´ doplneˇnı´ vsˇech znacˇek Sparku, je nejprve nutno
zjistit, ktera´ z vy´sˇe jmenovany´ch znacˇek se mu˚zˇe zobrazit v aktua´lnı´m kontextu. Toto
zjisˇteˇnı´ ma´ na starosti trˇı´da CompletionProvider. Metody te´to trˇı´dy prˇijı´majı´ jako
parametr seznam znacˇek, jenzˇ se nacha´zejı´ prˇed aktua´lnı´ pozici kurzoru. Z na´zvu˚ a
porˇadı´ prˇedcha´zejı´cı´ch znacˇek je pak urcˇeno, ktere´ kontextoveˇ za´visle´ znacˇky majı´ by´t v
aktua´lnı´m kontextu zobrazeny.
Obra´zky33a34 ilustrujı´ funkci kontextoveˇ za´visly´chdoplneˇnı´ uvnitrˇ znacˇkybindings.
Z obra´zku 33 je patrne´, zˇe jedine´ validnı´ doplneˇnı´ v tomto kontextu je znacˇka element.
Obra´zek 34 pak ukazuje, zˇe uvnitrˇ znacˇky element lze doplnit pouze znacˇky start a
end.
Obra´zek 33: Nabı´zena´ doplneˇnı´ uv-
nitrˇ znacˇky bindings
Obra´zek 34: Nabı´zena´ doplneˇnı´ uvnitrˇ
znacˇky element
Jiny´m prˇı´kladem zobrazenı´ doplneˇnı´, jejichzˇ prˇı´tomnost je za´visla´ na kontextu, jsou
doplneˇnı´ uvnitrˇ znacˇky if. Obra´zek 35 ukazuje, zˇe uvnitrˇ znacˇky if, ktera´ neobsahuje
zˇa´dne´ znacˇky else, lze doplnit znacˇku else. Pokud vsˇak uvnitrˇ znacˇky if jizˇ existuje
znacˇka else, nelze tuto znacˇku doplnit, cozˇ ilustruje obra´zek 36.
Obra´zek 35: Nabı´zena´ doplneˇnı´ uv-
nitrˇ znacˇky if
Obra´zek 36: Nabı´zena´ doplneˇnı´ uv-
nitrˇ znacˇky if obsahujı´cı´ znacˇku
else
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Znacˇka viewdata Tato znacˇka je svou se´mantikou poneˇkud specificka´, jelikozˇ v jejı´ch
atributech mohou by´t pouze na´zvy promeˇnny´ch prˇedane´ do sˇablony Sparku (view) v
objektu controlleru. Controller je objekt zna´my´ z konceptu Model-View-Controller, ktery´
rˇı´dı´ cely´ proces zobrazenı´ webove´ stra´nky. Obsahuje metody akcı´, ktere´ urcˇujı´, jaky´ view
(webova´ stra´nka) bude pro danou akci zobrazena. Prˇi implementaci nabı´zenı´ znacˇky
viewdata, je tedy nutno mı´t k dispozici informaci o promeˇnny´ch, ktere´ se mohou by´t
prˇeda´va´ny z controlleru.
Dle konvence jsou sˇablony Sparku ulozˇeny ve slozˇceViews, ktera´ obsahuje podslozˇky,
jejichzˇ na´zev je za´rovenˇ na´zvem view. Controller patrˇı´cı´ dane´mu view je pak prefixova´n
na´zvem slozˇky tohoto view. Budeme-li tedy naprˇı´klad mı´t sˇablonu Sparku, jenzˇ bude
mı´t cestu /Views/Home/Index.spark, controller sˇablony Index.spark bude pojme-
nova´n HomeController. Z te´to konvence take´ vycha´zı´ mnou implementovane´ rˇesˇenı´
zı´ska´va´nı´ platny´ch na´zvu˚ promeˇnny´ch, ktere´ mohou by´t v atributu znacˇky viewdata.
Zı´ska´nı´ promeˇnny´ch pro znacˇku viewdata probı´ha´ v neˇkolika krocı´ch. Pro analy´zu
ko´du controlleru˚ je vyuzˇito Roslynu (viz sekce 6). Nejprve je zı´ska´n textovy´ obsah trˇı´dy
controlleru pra´veˇ editovane´ sˇablony. Z tohoto obsahu je pak vytvorˇen objekt dokumentu
Roslynu (viz kapitola 6.3). Na´sledneˇ jsou procha´zeny jednotlive´ metody definovane´ v
objektu controlleru. Da´le je z na´vratove´ho typu kazˇde´ metody zjisˇteˇno, zda-li se jedna´ o
akcˇnı´ metodu a pokud ano, je analyzova´no jejı´ teˇlo. V teˇle metody jsou pak vyhleda´na
vsˇechna prˇirˇazenı´ promeˇnny´ch do objektu Viewdata, ktery´ slouzˇı´ jako nosicˇ dat mezi
view a controllerem. Pro kazˇde´ prˇirˇazenı´ je ulozˇen na´zev promeˇnne´ (uzˇitı´m syntakticke´
analy´zy Roslynu) a jejı´ typ (uzˇitı´m se´manticke´ analy´zy Roslynu). Z teˇchto dat je pak
slozˇen obsah nabı´zeny´ch viewdata znacˇek. Cely´ tento proces probı´ha´ za pomoci metod,
definovany´ch ve trˇı´deˇ ViewDataRetriever.
Doplnˇova´nı´ znacˇkyviewdata ilustrujemenaprˇı´kladu.Meˇjme trˇı´duHomeController
a v nı´ akcˇnı´ metodou About() definovanou na ko´dem obra´zku 37. V te´to metodeˇ je za-
definova´na promeˇnna´ count, ktera´ je typu int. Tato promeˇnna´ je na´sledneˇ prˇirˇazena
do kolekce ViewData s identifika´torem cnt. Nakonec je vra´cen view About, obsahujı´cı´
tuto promeˇnnou. Pokud pak vyvola´me doplneˇnı´ v souboru Views/Home/About.spark, do-
Obra´zek 37: Definice a prˇeda´nı´ promeˇnne´ do viewdata
staneme nabı´dku zobrazenou na obra´zku 38. Oznacˇeny´ rˇeteˇzec viewdata(int) prˇed-
stavuje doplneˇnı´ pro promeˇnnou cnt prˇedanou do view About.spark z controlleru
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HomeController. Pokud bude stisknuta kla´vesa TAB, do editoru bude doplneˇna zna-
cˇka zna´zorneˇna´ na obra´zku 39, a to vcˇetneˇ spra´vne´ho datove´ho typu (int).
Obra´zek 38: Nabı´zena´ doplneˇnı´ znacˇky
viewdata
Obra´zek 39: Vlozˇeny´ ko´d pro
doplneˇnı´ oznacˇene´ kurzorem
na obra´zku 38
Znacˇky partial souboru˚ Spark View Engine obsahuje koncept tzv. partial souboru˚. Ve
sve´ podstateˇ se jedna´ o soubory prefixovane´ znakem ” ”, ktere´ majı´ koncovku ”.spark”
prˇı´padneˇ ”.xml”. Pokud se v projektu nacha´zı´ takovy´ soubor, je automaticky vytvorˇena
definice nove´ znacˇky, jejı´zˇ na´zev je shodny´ s na´zvem partial souboru bez u´vodnı´ho pod-
trzˇı´tka. Takove´ znacˇky jsou rovneˇzˇ zahrnuty v seznamuvsˇech nabı´zeny´ch znacˇek. Zı´ska´nı´
na´zvu teˇchto znacˇek je prˇı´mocˇare´—projdou se vsˇechny soubory aktivnı´ho projektu s kon-
covkou ”.spark”nebo ”.xml”, od jejich na´zvu se odebere znak ” ”a tento upraveny´ na´zev
je pak prˇida´n do seznamu vsˇech nabı´zeny´ch znacˇek.
9.2.2 Zı´ska´va´nı´ slov pro existujı´cı´ element
Analy´za ko´du v aktua´lnı´m kontextu Cely´ proces zı´ska´va´nı´ slov pro doplneˇnı´ uvnitrˇ
existujı´cı´ho elementu zacˇı´na´ v metodeˇ AddTagCompletions(). Zde se prova´deˇjı´ na´sle-
dujı´cı´ analy´zy:
1. nalezenı´ naimportovane´ho obsahu
2. Zjisˇteˇnı´, zda-li se kurzor nacha´zı´ v cyklu foreach.
3. Nalezenı´ promeˇnny´ch, ktere´ jsou platne´ v aktua´lnı´m kontextu.
4. Zjisˇteˇnı´, ktera´ makra jsou platna´ v dane´m kontextu.
5. Nalezenı´ znacˇek typu using.
6. Nalezenı´ zahrnuty´ch assembly.
Ad 1) Spark definuje znacˇky, pomoci jichzˇ lze do sˇablony zahrnout obsah a to v za´-
vislosti na hodnoteˇ atributu dane´ znacˇky. Teˇmito znacˇkami jsou include file, use
file, use import a include href. Vsˇechny tyto znacˇky jsou nalezeny a je uchova´n
seznam znacˇek, ktere´ se nale´zajı´ v obsahu souboru, na neˇjzˇ znacˇky odkazujı´. Toto vy-
hleda´va´nı´ probı´ha´ rekurzivneˇ, jelikozˇ soubor odkazovany´ danou znacˇkou mu˚zˇe rovneˇzˇ
obsahovat znacˇky zahrnujı´cı´ obsah, a v tomto obsahu mohou opeˇt by´t neˇjake´ znacˇky
zahrnujı´cı´ obsah atd. Do vy´sledne´ho seznamu znacˇke jsou take´ prˇida´ny znacˇky ze sou-
boru ” global.spark”, jehozˇ obsah je platny´ v cele´m projektu. Vyhleda´va´nı´ a sbeˇr znacˇek
probı´ha´ v metodeˇ GetIncludedFilesTags ve trˇı´deˇ UseFileIncludeRetriever.
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Ad 2) Prˇi vyhleda´va´nı´ cyklu˚ jsou procha´zeny znacˇky, nacha´zejı´cı´ se prˇed aktua´lnı´ pozicı´
kurzoru. Kazˇda´ nespa´rovana´ znacˇka for je uchova´na, a na´sledneˇ je pro ni vygenerova´n
ekvivalentnı´ C# ko´d. Nespa´rovane´ znacˇky for je nutnomı´t k dispozici, protozˇe deklarujı´
nove´ promeˇnne´ s omezeny´ch rozsahem platnosti.
K lokaci nespa´rovany´ch znacˇek (jake´hokoliv typu, nejen for) je vyuzˇito struktury
za´sobnı´ku. Ko´d sˇablony se procha´zı´ od prvnı´ znacˇky a nalezene´ otevı´racı´ znacˇky pozˇa-
dovane´ho typu jsou postupneˇ vkla´da´ny na vrchol za´sobnı´ku. Pokud je nalezena uzavı´racı´
znacˇka stejne´ho typu, z vrcholu za´sobnı´ku je jedna znacˇka vyjmuta. Nakonec jsou v za´-
sobnı´ku pouze ty znacˇky, ktere´ nejsou spa´rovane´.
Ad 3) V te´to fa´zi jsou procha´zeny vsˇechny znacˇky zı´skane´ v bodeˇ 1, jakozˇto i znacˇky
nacha´zejı´cı´ se prˇed aktua´lnı´ pozicı´ kurzoru. Nejprve jsou nalezeny promeˇnne´ dekla-
rovane´ znacˇkami viewdata, global, content a var, ktere´ jsou platne´ v aktua´lnı´m
kontextu. Pro kazˇdou promeˇnnou je uchova´n jejı´ na´zev a typ. Toto probı´ha´ v metodeˇ
GetVariablesInScopeContents() trˇı´dy VariableRetriever. Do seznamu pro-
meˇnny´ch jsou rovneˇzˇ prˇida´ny promeˇnne´ deklarovane´ ve znacˇka´ch render partial,
render segment a segment. Nakonec je pro kazˇdou promeˇnnou vygenerova´n ko´d
v C#, prˇedstavujı´cı´ deklaraci te´to promeˇnne´. Pokud loka´lnı´ promeˇnna´ nema´ nastaven
typ, je deklarova´na jako var. Netypovane´ globa´lnı´ promeˇnne´ jsou deklarova´ny s typem
object. Vyhleda´nı´ a generova´nı´ ko´dupromeˇnny´chprobı´ha´ vmetodeˇGatherVariables()
trˇı´dy CompletionSource.
Ad 4) Platna´ makra jsou rovneˇzˇ vyhleda´va´na ve znacˇka´ch prˇedcha´zejı´cı´ch aktua´lnı´ po-
zici kurzoru a ve znacˇka´ch nalezeny´ch v bodeˇ 1. Pro kazˇde´ nalezene´ makro je vygene-
rova´n C# ko´d ve formeˇ staticke´ metody, s parametry pojmenovany´mi a typova´nı´mi ve
shodeˇ s definicı´ makra. Za vyhleda´nı´ a generova´nı´ ko´du maker je zodpoveˇdna´ metoda
GetMacrosDefinitionsFromTags definovana´ ve trˇı´deˇ BindingsRetriever.
Ad 5) Vyhleda´nı´ znacˇek using probı´ha´ ve stejne´m obsahu jako v prˇedchozı´ch bodech.
Pro kazˇdou znacˇku using je rovneˇzˇ vygenerova´n ko´d jazyka C#, ktery´ odpovı´da´ syntaxi
direktivy using definovane´ v C#. Vyhleda´nı´ a tvorba ko´du direktiv using je realizova´no
v metodeˇ GetUsings() ve trˇı´deˇ UsingDirectiveRetriever.
Ad 6) Znacˇky use assembly jsou hleda´ny ve stejne´m obsahu jako v prˇedchozı´ch bo-
dech. Assembly nejsou v .NET odkazova´ny prˇı´mo z ko´du, a tudı´zˇ pro neˇ nenı´ generova´n
ko´d v C#. Zde se uplatnı´ trˇı´da AssemblyCache. Tato trˇı´da poskytuje funkcionalitu spoje-
nou s mechanismem assembly v .NET. Nacha´zı´ se zde metoda QueryAssemblyInfo(),
ktera´ zı´ska´va´ informace o assembly. Metoda QueryAssemblyInfo() je vola´na pro
vsˇechny zahrnute´ assembly, a pro kazˇdou assembly je ulozˇena jejı´ cesta. Tı´m vznikne
seznam cest vsˇech zahrnuty´ch assembly.
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Zı´ska´va´nı´ slov k doplneˇnı´ pomocı´ Roslynu Jako dalsˇı´ krok je vola´na metoda
GetCompletions() a to ve trˇı´deˇ CompletionSource. V za´vislosti na typu rozpo-
znane´ho elementu, nacha´zejı´cı´ho se na aktua´lnı´ pozici, je zvolena jedna ze trˇı´ alternativ:
• doplneˇnı´ pro inline ko´d,
• doplneˇnı´ pro Spark vy´razy (vcˇetneˇ boolean vy´razu˚) nebo
• doplneˇnı´ uvnitrˇ Spark znacˇky.
Pro vsˇechny trˇi typy doplneˇnı´ probı´hajı´ na´sledujı´cı´ kroky.
Jako prvnı´ je zı´ska´n inline ko´d prˇedcha´zejı´cı´ aktua´lnı´ pozici kurzoru. Pote´ je vola´na
metoda GetCompletionItems() trˇı´dy CSharpCompletionSource; prˇi tomto vola´nı´
je prˇeda´n vesˇkery´ C# ko´d vygenerovany´ ve vy´sˇe popsany´ch bodech 1–6.
Trˇı´da CSharpCompletionSource poskytuje slova pro doplneˇnı´, ktera´ jsou zı´ska´-
va´na z knihovny Roslyn. Proces zı´ska´nı´ doplneˇnı´ probı´ha´ na´sledovneˇ:
• nejprve je zı´ska´n objekt DTE, jenzˇ prˇedstavuje pra´veˇ aktivnı´ instanci Visual Studia,
tedy instanci, ve ktere´ beˇzˇı´ sezenı´ doplnˇova´nı´ slov.
• Z tohoto objektu je vytvorˇen objekt Roslynu ISolution prˇedstavujı´cı´ aktivnı´ so-
lution.
• Ze stejne´ho DTE objektu je da´le zı´ska´n aktivnı´ projekt, a ten je prˇirˇazen do objektu
solution z prˇedchozı´ho bodu.
• Pokud byly prˇeda´ny neˇjake´ cesty assembly souboru˚, reference na tyto assembly
jsou prˇida´ny do pra´veˇ vytvorˇene´ho projektu.
• Nakonec je vytvorˇen virtua´lnı´ soubor trˇı´dy s na´zvemCodeCompletion.cs. Obsah
te´to trˇı´dy je za´visly´ na zdroji vola´nı´ doplneˇnı´, nicme´neˇ trˇı´da vzˇdy obsahuje prˇedany´
C# ko´d. Tato trˇı´da je pak prˇida´na do projektu z prˇedchozı´ho bodu.
Do vygenerovane´ trˇı´dy je vsˇak navı´c prˇida´na metoda Main(), v jejı´mzˇ teˇle jsou zadefi-
nova´ny patrˇicˇne´ loka´lnı´ promeˇnne´.
Pozna´mka 9.2 Nacˇı´ta´nı´ solution a projektu se z vy´konovy´ch du˚vodu˚ prova´dı´ pouze
pokud je to nutne´. Ve veˇtsˇineˇ prˇı´padu˚ pouze docha´zı´ k aktualizaci jizˇ nacˇtene´ho projektu
prˇida´nı´m vygenerovane´ trˇı´dy CodeCompletion.cs.
Budeme-li mı´t kurzor na pozici naznacˇene´ na obra´zku 40, trˇı´da CodeCompletion.cs
bude mı´t obsah ilustrovany´ obra´zkem 41.
Poslednı´m krokem je zı´ska´nı´ samotny´ch slov pro doplneˇnı´. Toto ilustruje ko´d na
obra´zku 42. Objekt completionSourceClass na rˇa´dku 105 zde prˇedstavuje vygenero-
vany´ soubor trˇı´dy CodeCompletion.cs popsany´ vy´sˇe. Vola´nı´m metody
GetCompletionItemGroups() jsou pak zı´ska´na samotna´ slova pro doplneˇnı´. Prvnı´
parametr metody metody prˇedstavuje pozici ve zdrojove´m ko´du, pro nı´zˇ majı´ by´t vra´-
cena slova k doplneˇnı´. Pokud pro prˇedanou pozici existujı´ neˇjaka´ doplneˇnı´ (rˇa´dek 109),
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Obra´zek 40: Prˇı´klad ko´du Sparku
Obra´zek 41: Vygenerovany´ C# ko´d pro Spark sˇablonu na obr. 40
jsou postupneˇ procha´zeny kategorie slov pro doplneˇnı´ (rˇa´dky 111–117), a pro kazˇdou
kategorii jsou tato slova ulozˇena do jejich vy´sledne´ho seznamu (rˇa´dky 113–116).
Pokud bylo vyzˇa´da´no doplneˇnı´ pro inline ko´d, zı´ska´nı´ tohoto doplneˇnı´ probı´ha´ podle
pra´veˇ popsane´ho algoritmu. Pokud je pozˇadavek na doplneˇnı´ Spark vy´razu, je do teˇla
metody Main() navı´c vlozˇen vy´raz ”var expression =”, a pozice ve vygenerovane´m
ko´du je posunuta za tento vy´raz.
Zı´ska´nı´ slov k doplneˇnı´ uvnitrˇ Spark znacˇky Jestlizˇe se kurzor nacha´zı´ uvnitrˇ znacˇky
Spark a je vyzˇa´da´n seznam doplneˇnı´, je vola´na metoda GetTagCompletions(). Te´to
metodeˇ je jako parametr prˇeda´n obsah znacˇky od jejı´ho zacˇa´tku, azˇ po aktua´lnı´ pozici kur-
zoru v okneˇ editoru.Na´sledneˇ probeˇhne syntakticka´ analy´za tohoto neu´plne´ho ko´du zna-
cˇky. Tuto analy´zu prova´dı´ parser, jenzˇ je sestrojen z gramatiky
SparkIntellisenseGrammar. Z parseru je vra´cen rˇeteˇzec obsahujı´cı´ ocˇeka´vane´ ter-
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Obra´zek 42: Zı´ska´nı´ slov pro doplneˇnı´ pomocı´ Roslynu
mina´ly, a to ve formeˇ popisu chyby vnikle´ prˇi parsova´nı´. Z tohoto rˇeteˇzce jsou zı´ska´ny
jednotlive´ termina´ly, ktere´ jsou dvojı´ho typu:
1. symboly validnı´ uvnitrˇ znacˇky Sparku na dane´ pozici (kuprˇ. assembly, file,
before, href, . . .) a
2. rˇeteˇzce ve tvaru ”nazev-teminalu-terminal”.
Prvnı´ typ termina´lu˚ prˇedstavuje validnı´ slova k doplneˇnı´ na dane´ pozici ve znacˇce. Tato
slova jsou hned vra´cena a zobrazena. Obra´zek 43 ukazuje prˇı´klad doplneˇnı´ pro prvnı´ typ
termina´lu.
Obra´zek 43: Prˇı´klad doplneˇnı´ prˇı´mo zı´skane´ho ze syntakticke´ho analyza´toru
Termina´ly urcˇujı´cı´ druh slov k doplneˇnı´ Druhy´ typ termina´lu˚ je rucˇneˇ prˇida´n do
definice gramatiky SparkIntellisenseGrammar (viz podsekce 7.1.2) a slouzˇı´ k iden-
tifikaci typu slov pro doplneˇnı´ na dane´ pozici znacˇky. V za´vislosti na typu znacˇky a pozice
kurzoru ve znacˇce, mohou by´t syntakticky´m analyza´torem intellisense vra´ceny rˇeteˇzce,
jejichzˇ na´zev je v prvnı´m sloupci tabulky 9. Sloupec znacˇka prˇedstavuje na´zev znacˇky
Sparku, pro kterou mu˚zˇe by´t dany´ termina´l vra´cen. Sloupec atribut pak indikuje na´zev
atributu znacˇky, pro jehozˇ hodnotu mu˚zˇe by´t vra´cen dany´ termina´l. Na´zvy atributu˚ v
hranaty´ch za´vorka´ch znacˇı´, zˇe dany´ atribut naby´va´ ru˚zny´ch hodnot.
Slova k doplneˇnı´ pro termina´l expression-terminal jsou zı´ska´na stejny´m zpu˚so-
bem, jako doplneˇnı´ pro Spark vy´razy.
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termina´l atribut znacˇka
expression-terminal
each (za symbolemin) for
key cache
[na´zev promeˇnne´] set
each (prˇed na´zvem
promeˇnne´)
for
variableType-terminal
type var,
viewdata,default,
global, def
model viewdata
cache-expires-terminal expires cache
viewdata-parameter-terminal viewdata
use-content-terminal content use
namespace-terminal namespace use
use-file-terminal file use
include-href-terminal href include
render-segment-terminal render segment
partial-file-terminal partial render
use-assembly-terminal assembly use
variable-name-terminal [hodnota atributu] set
Tabulka 9: Termina´ly SparkIntellisenseGrammar
Pokud je syntakticky´m analyza´torem vra´cen termina´l variableType-terminal, je
vygenerova´n ko´d, podobny´ tomu, ktery´ je generova´n pro Spark vy´razy, s tı´m rozdı´lem,
zˇe mı´sto vlozˇenı´ vy´razu ”var expression =”, je vlozˇen vy´raz ”typeof(”, a za neˇj je
posunut kurzor. Roslyn pak vra´tı´ vsˇechny datove´ typy validnı´ v dane´m kontextu.
Jelikozˇ v atributuexpires znacˇkycache jsouvalidnı´ pouzena´vratove´ hodnoty cˇlenu˚
knihovnı´ch trˇı´d System.DateTime a System.TimeSpan, je prˇi generova´nı´ ko´du pro
netermina´l cache-expires-terminal zahrnuta staticka´ trˇı´da pojmenovana´
DateTimeWrapper. Obsah te´to trˇı´dy zna´zornˇuje vy´pis ko´du 21. Do generovane´ metody
Main() je pak vlozˇen vy´raz ”DateTimeWrapper.”, ktery´ umozˇnˇuje zı´skat spra´vna´
doplneˇnı´.
1 class DateTimeWrapper
2 {
3 public static DateTime DateTime;
4 public static TimeSpan TimeSpan;
5 }
Vy´pis 21: Trˇı´da pouzˇita´ pro termina´l cache-expires-terminal
Hodnoty pro doplneˇnı´ jmen atributu˚ znacˇky viewdata jsou zı´ska´ny stejny´m zpu˚sobem,
jako je popsa´no v podsekci 9.2.1.
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Pro termina´luse-content-terminal jsouprocha´zenyvsˇechny znacˇky v aktua´lnı´m
souboru, a to vcˇetneˇ teˇch zahrnuty´ch pomocı´ jiny´ch znacˇek. Pro vsˇechny nalezene´ znacˇky
typu content jsou zjisˇteˇny na´zvy obsahu, ktery´ tyto znacˇky definujı´, a tyto na´zvy jsou
nabı´dnuty k doplneˇnı´.
Jestlizˇe je z parseru vra´cen termina´l namespace-terminal, vygenerovana´ trˇı´da
obsahuje pouze naimportovane´ assembly a vy´raz use. Doplneˇnı´ jsou pote´ zı´ska´na z
pozice za tı´mto vy´razem.
Je-li vra´cen termina´l use-file-terminal, jsou prohleda´ny vsˇechny soubory v ak-
tivnı´m projektu. Z teˇchto souboru˚ jsou vybra´ny ty, ktere´ lze zahrnout do aktua´lnı´ho
souboru. Na´zvy teˇchto souboru˚ jsou pote´ zobrazeny. Podobny´ sled akcı´ takte´zˇ probı´ha´
pro termina´l include-href-terminal.
Na´vrat termina´lu partial-file-terminal pak znamena´ prohleda´nı´ vsˇech valid-
nı´ch lokacı´ vzhledem k lokaci pra´veˇ editovane´ho souboru, a jejich prohleda´nı´ na partial
soubory. Takto nalezene´ na´zvy partial souboru˚ jsou pak vra´ceny a nabı´dnuty k doplneˇnı´.
Pro termina´l use-assembly-termina´l je vola´nametoda QueryAssemblyInfo()
ze trˇı´dy AssemblyCache. V za´vislosti na pozici v atributu assembly je pak nabı´dnuta
patrˇicˇna´ hodnota—plneˇ kvalifikovane´ jme´no assembly, verˇejny´ klı´cˇ, verze atp.
A konecˇneˇ, pokud parser vra´tı´ termina´l variable-name-terinal, dojde k vyge-
nerova´nı´ C# ko´du vsˇech aktua´lneˇ platny´ch promeˇnny´ch (viz body 1 a 3 v podsekci 9.2.2).
Pote´ je na vygenerovane´m ko´du provedena syntakticka´ a se´manticka´ analy´za za asistence
Roslynu (metoda GetVariableNames() ve trˇı´deˇ VariableRetriever). Vy´sledkem
teˇchto analy´z jsou na´zvy vsˇech promeˇnny´ch, ktere´ jsou platne´ v aktua´lnı´m kontextu. Tyto
na´zvy jsou pak zobrazeny k doplneˇnı´.
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10 Za´veˇr
Za asistence knihoven a rˇesˇenı´ trˇetı´ch stran jsem naimplementoval podporu zvy´raznˇo-
va´nı´ syntaxe a doplnˇova´nı´ slov ve Spark View Engine sˇablona´ch. Vy´sledne´ rˇesˇenı´ do
znacˇne´ mı´ry urychluje pra´ci se zdrojovy´m ko´dem psany´m za uzˇitı´ Spark View Engine.
Programa´tor pı´sˇı´cı´ zdrojovy´ ko´d ve Sparku ted’dı´ky zvy´razneˇne´ syntaxi snadno a rychle
rozpozna´, o jaky´ u´sek ko´du sˇablony se jedna´. Navı´c jsou prˇi psanı´ ko´du automaticky
nabı´zena slova, ktera´ jsou jak syntakticky, tak se´manticky validnı´ v aktua´lnı´m kontextu, a
programa´tor tak nemusı´ zdlouhaveˇ vypisovat vsˇechny znaky cı´love´ho slova. Snad kazˇdy´,
kdo vyvı´jı´ webove´ stra´nky pomocı´ Sparku, rozpozna´ prˇı´nos mnou naimplementovane´ho
doplnˇku pro Visual Studio 2012. Instalace je snadna´, pouzˇitı´ je intuitivnı´ a do jiste´ mı´ry
flexibilnı´, jelikozˇ je uzˇivateli umozˇneˇno prove´st vlastnı´ definici zvy´raznˇova´nı´ syntaxe.
Jako te´meˇrˇ kazˇdy´ (ne-li kazˇdy´) softwarovy´ produkt, ani tento nenı´ dokonaly´, a ma´
urcˇite´ drobne´ nedostatky. Za hlavnı´ nedostatek povazˇuji skutecˇnost, zˇe neˇktere´ cˇa´sti ko´du,
ktere´ jsou validnı´m ko´dem sˇablon Spark View Engine, se zobrazujı´ jako chybove´. Du˚vod
prˇı´tomnosti tohoto nedostatku je detailneˇ popsa´n v sekci 8.
Dalsˇı´ nedostatek, ktery´ semi prˇes vesˇkera´ ma´ snazˇenı´ nepodarˇilo odstranit, je zpu˚sob,
jaky´m je potvrzova´n vy´beˇr nabı´zeny´ch slov ve Spark XML znacˇka´ch. Prˇi pra´ci s uzˇiva-
telsky´m rozhranı´m intellisense je beˇzˇne´, zˇe slovo, ktere´ ma´ by´t vlozˇeno do editoru, se
potvrzuje stisknutı´m kla´vesy ENTER nebo TAB. V prˇı´padeˇ Spark XML znacˇek, je vsˇak
potvrzova´nı´ realizova´no pouze stiskem kla´vesy TAB. Stisk kla´vesy ENTER povede ke
zrusˇenı´ okna intellisense a odrˇa´dkova´nı´, namı´sto ocˇeka´vane´ akce potvrzenı´ doplneˇnı´.
Du˚vodem tohoto nestandardnı´ho chova´nı´ je opeˇt zpu˚sob zadefinova´nı´ obsahu Sparku,
ktery´ je popsany´ v sekci 8.
Druhy´m nedostatkem je obcˇasna´ pomalost zı´ska´va´nı´ slov pro doplneˇnı´. Toto zpoma-
lenı´ je zpu˚sobeno ve vola´nı´ch knihovny Roslyn. Jelikozˇ Roslyn zatı´m nenı´ ve sve´ fina´lnı´
verzi, lze prˇedpokla´dat, zˇe v dalsˇı´ch verzı´ch te´to knihovny dojde ze strany spolecˇnosti
Microsoft ke zrychlenı´ problematicky´ch u´seku˚ ko´du.
I prˇes mou snahu vytvorˇit bezchybny´ ko´d, se s velkou pravdeˇpodobnostı´ v neˇkte-
ry´ch jeho cˇa´stech vyskytujı´ ru˚zne´ male´ chyby a ”bugy”. Jejich prˇı´tomnost by se vsˇak
nemeˇla vy´znamneˇ podepsat na pouzˇitelnosti cele´ho rˇesˇenı´, a v prˇı´padeˇ nalezenı´, by jejich
odstraneˇnı´ nemeˇlo by´t nijak slozˇite´ cˇi cˇasoveˇ na´rocˇne´.
Naprogramovany´ doplneˇk by se nepochybneˇ dalo rozsˇı´rˇit o dalsˇı´ funkcionalitu. Prˇe-
devsˇı´m by bylo uzˇitecˇne´ mı´t k dispozici detekci se´manticky´ch chyb. V soucˇasne´m rˇesˇenı´
naprˇı´klad nenı´ zˇa´dna´ typova´ kontrola, a tı´m pa´dem je snadne´ se dopustit chyb v typova´nı´
promeˇnny´ch. Dalsˇı´ typ chyb, ktere´ nejsou detekova´ny, jsou chyby v pa´rova´nı´ znacˇek. Take´
je mozˇno se odkazovat na neexistujı´cı´ soubory nebo znacˇky, anizˇ by na takove´ chyby byly
detekova´ny a zobrazova´ny editorem.
V neposlednı´ rˇadeˇ by se dalo vyzˇı´t dalsˇı´ch mozˇnostı´ rozsˇirˇova´nı´ Visual Studia. Naprˇı´-
klad prˇi vytva´rˇenı´ projektu Spark View Engine, je vzˇdy nutno vytvorˇit projekt typuMVC,
a na´sledneˇ prove´st dodatecˇne´ u´pravy a nastavenı´, ktere´ umozˇnı´ pouzˇı´t Spark View En-
gine. Prˇida´nı´ nove´ho typu projektu pro Spark by odstranilo nutnost prova´deˇt dodatecˇne´
konfigurace prˇi vytva´rˇenı´ projektu, pouzˇı´vajı´cı´ho Spark View Engine.
Dalsˇı´ vlastnostı´, jejı´zˇ prˇida´nı´ by da´le zlepsˇilo a zefektivnilo pra´ci se Sparkem, je pod-
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pora tzv. rychle´ na´poveˇdy (angl. quick info). Po najetı´ kurzoru mysˇi nad neˇjaky´ symbol
zapsany´ v editoru, by byly uzˇivateli poskytnuty dodatecˇne´ informace o tomto sloveˇ. Ta-
kova´to dodatecˇna´ funkcionalita bymohla by´t uzˇitecˇna´ v sˇablona´ch Sparku. Prˇedevsˇı´m by
bylo uzˇitecˇne´ mı´t k dispozici rychlou na´poveˇdu pro symboly prˇevzate´ z knihoven .NET
(naprˇ. na´zvy metod a objektu˚).
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A Sche´maticke´ zna´zorneˇnı´ prova´za´nı´ komponent
77
Obra´zek 44: Sche´maticke´ zna´zorneˇnı´ prova´za´nı´ komponent zodpoveˇdny´ch za zvy´raznˇo-
va´nı´ syntaxe a nabı´zenı´ slov k doplneˇnı´
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B Na´vod k instalaci a pouzˇitı´
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Instalace
Pro u´speˇsˇnou instalaci rozsˇı´rˇenı´ je trˇeba prove´st na´sledujı´cı´ kroky:
1. Nainstalovat Visual Studio 2012 verze Professional a vysˇsˇı´. Prˇi instalaci je nutno prˇi
vy´beˇru instalovany´ch komponent zatrhnout polozˇkuWeb Developer Tools.
2. Nainstalovat .NET Framework 4.5. Instalacˇnı´ soubor frameworku .NET 4.5 se na-
cha´zı´ na prˇilozˇene´m DVD ve slozˇce install/dotnetfx45 full x86 x64.exe.
3. Nainstalovat Microsoft Roslyn. Instalacˇnı´ soubor se take´ nacha´zı´ na prˇilozˇene´m
DVD, a to ve slozˇce install/RoslynSetup.exe.
4. Pokud je pozˇadavek zkompilovat prˇilozˇene´ zdrojove´ ko´dy, je nutno mı´t nainstalo-
vane´ Visual Studio 2012 SDK. Instalacˇnı´ soubor SDK se nacha´zı´ prˇilozˇene´m DVD
ve slozˇce install/vssdk full.exe.
5. Nainstalovat samotny´ doplneˇk. Ten se nacha´zı´ na prˇilozˇene´m DVD ve slozˇce in-
stall/SparkIntegration.vsix. Spusˇteˇnı´ instalace se prova´dı´ dvojklikem na .vsix soubor.
Pote´ se zobrazı´ okno, ktere´ ukazuje obra´zek 45. Na´sledneˇ stacˇı´ kliknout na tlacˇı´tko
Install a zacˇne instalace.
Obra´zek 45: Instalace VSIX doplnˇku
Pouzˇitı´
Pro pouzˇitı´ doplnˇku je nutne´ mı´t ve Visual Studiu nacˇteny´ Spark projekt. Tento projekt
lze:
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1. vytvorˇit od zacˇa´tku podle na´vodu na http://sparkviewengine.com/usage/
project-from-scratch, nebo
2. otevrˇı´t poskytnutou solution s jizˇ vytvorˇeny´m Spark projektem. Tato solution se na-
cha´zı´ naprˇilozˇene´mDVD, a tove slozˇceSparkExperiments 2012/SparkExperiments.sln.
Pokuduzˇivatel pouzˇı´va´ bı´le´ barevne´ sche´ma, je navı´c potrˇeba nastavit cˇernoubarvupı´sma
pro typ Spark Text. Postup je na´sledovny´:
1. v menu Visual Studia kliknout na tools a vybrat polozˇku options.
2. V nastavenı´ Environment vybrat Fonts and Colors.
3. V podokneˇ nadepsane´m Display Items vyhledat polozˇku Spark Text.
4. V comboboxu nadepsane´m Item Foreground zvolit barvu Black.
5. Potvrdit nastavenı´ stisknutı´m tlacˇı´tka OK.
Pro lepsˇı´ na´zornost je na obra´zku 46 snı´mek obrazovky ilustrujı´cı´ tento postup.
Obra´zek 46: Nastavenı´ barvy pro Spark Text v menu Visual Studia
Vesˇkera´ potrˇebna´ nastavenı´ jsou provedena. Ted’ jizˇ stacˇı´ otevrˇı´t neˇjaky´ soubor Spark
sˇablony z nacˇtene´ho Spark projektu, a zacˇı´t editovat zdrojovy´ ko´d.
