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Supervised learning is a widely used paradigm in Natural Language Processing. This paradigm
involves learning a classifier from annotated examples and applying it to unseen data. We cast word
sense disambiguation, our task of interest, as a supervised learning problem. We then formulate
the end goal of this dissertation: to develop a series of methods aimed at achieving the highest
possible word sense disambiguation performance with the least reliance on manual effort.
We begin by implementing a word sense disambiguation system, which utilizes rich linguistic
features to better represent the contexts of ambiguous words. Our state-of-the-art system captures
three types of linguistic features: lexical, syntactic, and semantic. Traditionally, semantic features
are extracted with the help of expensive hand-crafted lexical resources. We propose a novel un-
supervised approach to extracting a similar type of semantic information from unlabeled corpora.
We show that incorporating this information into a classification framework leads to performance
improvements. The result is a system that outperforms traditional methods while eliminating the
reliance on manual effort for extracting semantic data.
We then proceed by attacking the problem of reducing the manual effort from a different direc-
tion. Supervised word sense disambiguation relies on annotated data for learning sense classifiers.
However, annotation is expensive since it requires a large time investment from expert labelers.
We examine various annotation practices and propose several approaches for making them more
efficient. We evaluate the proposed approaches and compare them to the existing ones. We show
that the annotation effort can often be reduced significantly without sacrificing the performance of
the models trained on the annotated data.
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Chapter 1
Introduction
Supervised learning has become the dominant paradigm in Natural Language Processing in
recent years. Under this paradigm, a machine learning algorithm learns a model that maps an
input object to a class using a corpus of annotated examples. The model is subsequently applied
to new examples with the goal of inferring their class membership. In this setting, availability of
the training data that leads to the best possible performance becomes paramount for the success
of natural language processing applications.
In word sense disambiguation, the classes are word senses and the input objects are the
contexts of ambiguous words. Resolution of lexical ambiguities has for a long time been viewed as
an important problem in natural language processing that tests our ability to capture and represent
semantic knowledge and learn from linguistic data. In this dissertation we focus on the task of word
sense disambiguation. Supervised word sense disambiguation has been shown to perform better
than unsupervised [3] and thus we view word sense disambiguation as a supervised learning problem:
given a corpus in which words are annotated with respect to a sense inventory, the task is to learn
the information that is relevant to predicting the sense of a word from its context.
The subject of natural language processing is textual data and unlabeled text is relatively
easy to obtain. For example, the World Wide Web contains immense deposits of text, which can be
freely downloaded for annotation. However, linguistic annotation is expensive as it usually requires
large time investments on the part of expert labelers. Thus, a linguistic annotation project typically
has access to more data than it can economically annotate.
2In addition to annotated data, supervised word sense disambiguation relies on various hand-
crafted linguistic resources such as WordNet [35] for extracting lexical semantic knowledge that is
necessary for making sense distinctions. These resources are also expensive to create and are often
unavailable for many domains and languages.
We would like to reduce the reliance on hand-created resources such as annotated corpora
and repositories of semantic information. The end goal of this dissertation is to develop a series
of methods aimed at achieving the highest possible word sense disambiguation performance with
least reliance on manual effort.
We begin by implementing a state-of-the-art word sense disambiguation system, which utilizes
rich linguistic features to better capture the contexts of ambiguous words. After that, we introduce
a novel type of semantic features which improve the performance without reliance on hand-crafted
resources, the traditional source of semantic information. We then examine various annotation
practices and propose several methods for making them more efficient. We evaluate the proposed
methods and compare them to the existing approaches in the context of word sense disambiguation.
A sizable body of work exists on the themes we touch upon in this dissertation. In chapter 2
we review the literature that is applicable to this dissertation as a whole. We review previous work
in such areas as supervised word sense disambiguation, unsupervised word sense disambiguation,
active learning, and outlier detection. We leave a more focused review of the publications that are
relevant to each of the proposed methods to the respective chapters of this dissertation.
Our primary goal is a state-of-the-art word sense disambiguation system, and it also is a
prerequisite for the experiment with reducing annotation effort. Our word sense disambiguation
system achieves state-of-the-art performance by utilizing lexical, syntactic, and semantic features
which facilitate better representation of the contexts of ambiguous words. This system and its
features are described in chapter 3.
In chapter 4 we propose an approach to reducing the reliance on hand-crafted sources of
lexical semantic knowledge. Many natural language processing systems rely on hand-crafted lexical
resources (e.g. WordNet) and supervised systems (e.g. named entity taggers) for obtaining semantic
3knowledge about words. The creation of these resources is expensive and as a result many domains
and languages lack them. In chapter 4, we propose an unsupervised method for extracting semantic
knowledge from unlabeled data. We contrast this method with two popular approaches that retrieve
the same type of information from hand-crafted resources. When incorporated into our word
sense disambiguation system, the proposed method outperforms the traditional approaches while
it utilizes unlabeled data instead of costly manually created resources.
For the remainder of this dissertation, we shift the focus to developing approaches for selecting
unlabeled data for subsequent annotation with the end goal of reducing the amount of annotation
without sacrificing the performance. Active Learning [90, 76] has been the traditional avenue for
reducing the amount of annotation. In standard serial active learning, examples are selected from
a pool of unlabeled data sequentially and each previously chosen example determines the choice
of the next. However, serial active learning is difficult to implement effectively in a multi-tagger
environment [90] where many annotators are working in parallel. Thus, the application of active
learning in a real-life annotation task such as that faced by OntoNotes [48] (which employs tens of
taggers) is not straightforward.
In chapter 5, we build and evaluate a general active learning framework. In chapter 6 we apply
this framework to a domain adaptation scenario and show that it can potentially lead to sizable
reductions in the amount of annotation. As a step toward making active learning more practical,
we then switch to a version of active learning in which examples are selected for annotation in
batches of varying sizes. We show that despite a slightly degraded performance, small batch active
learning still performs well compared to a random sampling baseline, which makes small batch
active learning a viable practical alternative to standard active learning.
As we already mentioned, in natural language processing an annotation project typically has
an abundant supply of unlabeled data that can be drawn from some corpus. However, because the
labeling process is expensive, it is helpful to prescreen the pool of the candidate instances based on
some criterion of future usefulness. In many cases, that criterion is to improve the presence of the
rare classes in the data to be annotated. In chapter 7, we investigate the use of language modeling
4and lightly supervised clustering for solving this problem. We show that while both techniques
outperform a random sampling baseline, language modeling, in addition to being the simplest and
the most practical of the three approaches, also performs the best.
In chapter 8 we apply the language modeling approach we proposed in chapter 7 to the same
domain adaptation scenario we explored in chapter 6. Although we found language modeling to
be a promising approach for improving the coverage of rare classes, when evaluated in the domain
adaptation setting, it showed only a slight improvement in comparison with a random sampling
baseline. We also compared the language modeling approach to one-batch active learning, the
simplest and least effective performance-wise version of active learning. We determined that one-
batch active learning outperforms the language modeling approach.
The quality of annotated data is critical for supervised learning. To improve the quality of
single annotated data, a second round of annotation is often used. In chapter 9 we show that it
is not necessary to double annotate every single annotated example. By double annotating only a
carefully selected subset of potentially erroneous and hard-to-annotate single annotated examples,
we can reduce the amount of the second round of annotation by more than half without sacrificing
the performance.
The common accepted wisdom in natural language processing currently claims that full blind
double annotation followed by adjudication of disagreements is necessary to create training corpora
that leads to the best possible performance. For example, the OntoNotes project adopted this
philosophy and chose to double annotate both its word-sense and propositional data. In chapter
10, we show that under certain assumptions, such as: (1) the quality of single annotated data is
expected to be high, and (2) unlabeled data is freely available, double annotating is not optimal.
Instead, single annotating more data is a more cost-effective way to achieve better performance
with less annotated data.
Finally, in chapter 11 we discuss our findings, draw conclusions, and talk about our future
work.
Chapter 2
Literature
In this chapter we provide an overview of the existing research that builds the foundation for
this dissertation as a whole. Each subsequent chapter of this dissertation will also contain a section
that will review the literature specific to that chapter.
Many of the experiments we describe in this dissertation are conducted in the context of
supervised word sense disambiguation. In section 2.1 we highlight major developments in the
history of supervised word sense disambiguation.
Unsupervised learning for word sense disambiguation is an important aspect of chapters 4,
7, and 8. In section 2.2 we describe the relevant literature.
Active learning has been the traditional avenue for reducing the amount of annotation. In
section 2.3 we provide more background on active learning research.
Finally, language modeling for data selection, which is the subject of chapters 7, 8, as well as
active learning itself, can be viewed as outlier detection. We review relevant outlier detection work
in section 2.4.
2.1 Supervised Word Sense Disambiguation
Supervised word sense disambiguation relies on machine learning algorithms for inducing
classifiers from sense-annotated corpora. The resulting classifiers link the context of an ambiguous
word represented as features to that word’s sense. Typically a single model per word is trained due
to the fact that sense inventories are word-specific.
6We mention only the most important developments in the history of supervised word sense
disambiguation. Many literature surveys are available (e.g. [72]) that provide significantly more
information on this subject.
The success of a supervised word sense disambiguation system hinges on two factors:
(1) How well the features capture the context of the ambiguous word
(2) How well the induced classifier generalizes from the labeled data
Early approaches to word sense disambiguation [85], [21], [109], [70], [78] used only lexical
features such as words and word n-grams in the neighborhood of the target word. The advantage
of using these linguistically impoverished features lies in the ease with which they can be obtained:
the only pre-processing they require is part-of-speech tagging.
However, with the advent of high-accuracy constituency parsers and semantic analyzers such
as named-entity taggers, it became possible to include rich linguistic features in the representation
of the instances of ambiguous words [23], [16], [17], [19], which pushed the accuracy of automatic
word sense disambiguation close to that of humans [18]. Our word sense disambiguation system
heavily relies on rich linguistic representations developed by [23], [16], [17], [19], [18]. In addition to
the features used by these researchers, we propose several other types of features which we describe
in chapter 3.
In addition to instance representations, the success of a supervised word sense disambiguation
system is contingent on the effectiveness of the underlying machine learning algorithm. Due to that
fact, the history of supervised word sense disambiguation essentially follows major developments
in supervised learning.
Early supervised word sense disambiguation systems were decision list based [85] [109]. In
decision list classification, a set of features associated with scores is learned from a training set. An
ordering of these rules constitutes the decision list. The rules are applied sequentially to the instance
in question and the feature scores are summed up until the final decision about the instance’s class
membership is made.
7Decision trees succeeded decision list classifiers. For example, Money [70] applied C4.5 de-
cision trees to the task of word sense disambiguation. Soon after that word sense disambiguation
researchers began to experiment with Naive Bayes classification, which showed better performance
than decision trees [70], [73], [57], [78].
There were many attempts to apply connectionist methods to the word sense disambiguation
task. Cottrell [21] used a neural network in which nodes represented words. Veronis and Ide [105]
used a similar approach to build a neural network from dictionary definitions.
The next generation of state-of-the-art word sense disambiguation systems employed memory-
based learning algorithms such as K-Nearest Neighbors (kNN) [22], [30]. The next generation of
word sense disambiguation systems were Support Vector Machine (SVM) based. Keok and Ng
[58] demonstrated that SVM classification performed better than many other supervised learning
algorithms. Around the same time Maximum Entropy classification was successfully applied to
word sense disambiguation [23].
Finally, many word sense disambiguation researchers recently began to experiment with en-
semble methods. Ensemble methods combine learning algorithms of different types and with dif-
ferent characteristics. Ensemble methods are successful due to the fact that they capture diverse
sets of features thus yielding very different views of the training data. For example, Klein et al. [53]
and [36] both utilized ensemble methods, which achieved state-of-the-art performance in Senseval-2
[20]. Escudero et al. [31] successfully applied AdaBoost to word sense disambiguation.
2.2 Unsupervised Word Sense Disambiguation
A supervised word sense disambiguation system typically trains a machine learning classifier
to assign each instance of an ambiguous word to a sense from some machine readable sense inventory.
There are problems with this approach: first, a large corpus of hand-annotated training data is
necessary for this system to achieve an adequate level of performance; obtaining such a corpus
is expensive and time consuming. Second, even when a sense-annotated corpus is available a
system trained on this corpus is not easily ported to other domains and languages. Third, the
8training corpus is annotated with respect to a fixed sense inventory without regard to a specific
application using word sense disambiguation; depending on whether the level of granularity of the
sense inventory is adequate for the application, the supervised system trained on this corpus may
or may not be useful to it.
Unlike a supervised system, an unsupervised word sense disambiguation system does not
require hand-tagged training data and thus escapes the difficulties outlined above. Several pa-
pers have recently appeared at various natural language processing conferences and journals that
describe unsupervised word sense disambiguation systems (sometimes known as Word Sense Dis-
crimination systems).
Schutze [88], an early forerunner of these approaches, presents an algorithm which is called
context-group discrimination. In this algorithm, different usages of the target word are induced
based on the context – words that surround the target word. The context representation in this
algorithm follows the popular vector-space model but with one important difference. Instead of
using direct co-occurrence with the target word (known as first order co-occurrence), feature vectors
in the context-group discrimination algorithm capture second-order co-occurrence, i.e. words that
co-occur with the words that in turn co-occur with the target word in some corpus. This approach
helps to alleviate the data sparseness problem that plagues many natural language processing
applications. The instances of the target word represented as second-order co-occurrence vectors
can subsequently be clustered using one of the clustering techniques developed by machine learning
researchers. Each cluster is represented by its centroid – a vector that averages corresponding
dimensions of all its members. In this setting, an instance of the target word can be disambiguated
with respect to these clusters by finding the centroid that is the closest to it. Since the context-
group discrimination operates in a very high-dimensional space, it can potentially benefit from a
dimensionality reduction technique. This would make it more robust by helping it deal further
with such issues as data sparseness and overfitting. Towards that goal, Schutze experiments with
singular value decomposition (SVD).
Many natural language processing researchers continued experiments with various unsuper-
9vised learning algorithms and their applications to word sense disambiguation. Purandare and
Pedersen [83] follow the footsteps of Schutze with a comprehensive evaluation of the various forms
of the context-group discrimination algorithm on the Senseval2 data. Chen et. al. [16] describes
experiments with clustering of Chinese verbs in a space of rich linguistic features. Agirre et. al.
in [4] diverge from the standard vector space model representations in favor of two graph based
algorithms; they experiment with HyperLex [104] and a form of PageRank [12] for unsupervised
word sense disambiguation.
McCarthy et. al. [68] focus on a slightly different task: instead of developing a method
for the discrimination of senses, they propose a technique for the automatic detection of the most
frequent sense of the word. Because the experiments of McCarthy and colleagues highlight certain
points that are important for the motivation of this dissertation proposal, we will look at them
more closely.
In automatic word sense disambiguation the most common sense heuristic is known to be
extremely powerful: because the sense distribution of most words is highly skewed, the most fre-
quent sense baseline beats many supervised systems at Senseval2 [20] even though these systems
are trained to take the local context of the target word into account. Even systems that manage to
outperform the predominant sense baseline, often back off to the most frequent sense heuristic when
they fail to assign a sense with a sufficient degree of confidence. In these systems, the most frequent
sense is usually determined from WordNet, which orders senses by frequency of occurrence in the
manually tagged corpus SemCor [69]. However, because the size of SemCor is limited, WordNet’s
sense frequency distribution shows many idiosyncrasies. For example, the most frequent sense of
the word tiger in WordNet is audacious person and not the more intuitive carnivorous animal; for
the first sense of embryo, WordNet lists rudimentary plant, while one would expect fertilized egg. In
addition to that, the predominant sense is usually domain specific. For instance, the first sense of
star can be celestial body in an astronomy text while celebrity is a more likely candidate in a popular
magazine. In light of this, questioning whether senses can be automatically ranked according to
their frequency distribution seems well justified.
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Much research has been recently devoted to the notion of distributional similarity and its
applications. Distributional similarity is a measure of similarity that rates pairs of words based
on the similarity of the context they occur in (however context is defined). For example, two
nouns (e.g. beer and vodka) that frequently occur as objects of the same verb (e.g. to drink) are
considered similar. One application of distributional similarity is in automatic thesaurus generation.
A thesaurus generation system outputs an ordered list of synonyms (known as neighbors) ranked
by their similarity to the target word. Because the target word conflates different meanings, a list
of its automatically generated neighbors will contain words relating to different senses of the target
word. For example, the dependency-based system described in [60], for the word star produces the
list consisting of superstar, player, teammate, actor as well as galaxy, sun, world, planet. As we
see, the neighborhood of star contains words related to both of its meanings.
The approach to finding the predominant sense for a target word that is taken in [68] exploits
the fact that the quantity and degree of similarity of neighbors must relate to the predominant sense
of the target word in the context from which the neighbors were extracted. In a neighborhood list
there will be more words relating to the most frequent sense of the target word and these neighbors
will have higher similarity to it in comparison with the less frequent senses. In addition to the
automatically generated thesaurus, McCarthy et al. make use of the notion of semantic similarity
between senses that can be computed using WordNet similarity package [79]. This latter component
is necessary because the words in a neighbor list may themselves be polysemous and a semantic
similarity metric is needed to estimate their relatedness to various senses of the target word. To find
the predominant sense of a word, each member of its neighbor list is assigned a score that reflects
that neighbor’s degree of distributional similarity to each of the senses of the target word. These
scores are summed up and the sense receiving the maximum score is declared the most frequent.
In addition to two experiments, in which the proposed technique is shown to perform quite
well, McCarthy and colleagues apply it to corpora from different domains to investigate how the
sense rankings change across domains. The two corpora used in this experiment are the SPORTS
and FINANCE domains of the Reuters corpus. Since there is no hand-annotated data for these
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corpora, McCarthy et al. selected a number of nouns and hand examined them to give a qualitative
evaluation. The results are shown in Table 2.1. The numbers in the table are the WordNet sense
numbers and the words in parentheses are the other members of the corresponding WordNet synsets.
Figure 2.1: Domain specific results
As we see, most words displayed the expected change in predominant sense. For example,
the word tie changed its predominant sense from affiliation in the FINANCE domain to draw in
the case of SPORTS.
This data supports the motivation for our work which states that rare senses change across
domains and it is therefore important for a high-quality sense-annotated corpus to have an adequate
representation for all the senses of a word (even the ones that are rare in the given domain).
2.3 Active Learning
Active learning [90, 76] has been a hot research topic in machine learning due to its potential
benefits: a successful active learning algorithm may lead to drastic reductions in the amount of the
human annotation that is required to achieve a given level of performance.
Seung et. al. [92] present an active learning algorithm known as query by committee. In
this algorithm, two classifiers are derived from the labeled data at random and are used to label
new data. The instances where the two classifiers disagree are returned to a human annotator for
labeling.
Lewis and Gale [59] pioneered the use of active learning in natural language processing by
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applying it to text categorization. Because their paper provides a good description of uncertainty
sampling an important active learning algorithm that we use in chapters 5 and 6 we will devote
a few paragraphs to explaining its details.
Lewis and Gale motivate their research by the fact that while an abundant supply of text
documents is usually available, only a relatively small sample can be economically annotated by a
human labeler. Random sampling may not be an effective method of data selection due to the fact
that the members of certain classes of text documents may be so rare that even a 50% sample will
not contain any examples of them, thus resulting in a data set containing only negative examples
and no positive ones for those classes.
In a sequential sampling approach to data selection, the labeling of the earlier examples
affects the selection of the later ones. Uncertainty sampling is a sequential sampling approach
in which a classifier is iteratively learned from a set of examples and applied to new ones. The
examples whose class membership is unclear are returned to the human annotator for labeling and
then added to the training set. The following sequence of steps details the process:
(1) Create an initial classifier
(2) While the human annotator is willing to label examples:
(a) Apply the current classifier to each unlabeled example
(b) Find the b examples for which the classifier is least certain of class membership
(c) Have the annotator label the subsample of b examples
(d) Train a new classifier on all labeled examples
Unlike in the query by committee algorithm, the job of data selection is accomplished by a
single classifier.
Ideally b (the number of examples selected on each iteration) should be 1, but larger values
are also acceptable. Another important parameter in the algorithm above is a measure of the
certainty of the class prediction that is required to select the subsample to be annotated. The
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algorithm requires a classifier that is capable of outputting a probability which subsequently can
be used as a measure of confidence of the classifier in its prediction. Many modern classifiers such
as MaxEnt are therefore a suitable choice for use with an uncertainty sampling algorithm. For the
purpose of text classification, Lewis and Gale utilize a version of the Naive Bayes classifier and a
simple confidence metric: on each iteration of the algorithm, they select the examples for which
the probability of the class is close to 0.5, which corresponds to the classifier being most uncertain
of the class label. In the remaining part of the paper they show that uncertainty sampling beats
random sampling by a wide margin as it allows reduction of the amount of the training data that
would have to be manually annotated by as much as 500-fold.
The scenario proposed by Lewis and Gale is known as pool-based active learning. Pool-based
active learning has been studied for many problem domains such as text classification [67, 102],
information extraction [99, 89], image classification [101, 47], and others.
Uncertainty sampling does not necessarily have to be employed with probabilistic classifiers.
For example, uncertainty sampling has been used with memory-based classifiers [37, 62] by allowing
neighbors to vote on the class label with the proportion of these votes representing the posterior
label probability. Much work has been done in adapting uncertainty sampling to the support vector
machine (SVM) framework e.g. [101, 102] where the instance closest to the hyperplane is selected
for labeling.
Chen et. al. (2006) apply active learning to word sense disambiguation and show that it
can decrease by 1/3 the amount of sense annotation that needs to be done to achieve a given level
of performance. As was mentioned before, the application of the uncertainty sampling algorithm
requires a confidence metric that estimates the certainty of the classifier in assigning a class label
to an example. Chen and colleagues experiment with two such metrics:
(1) Entropy Sampling: a method in which an example is selected for annotation if the predic-
tions of the classifier for that example show high Shannon entropy
(2) Margin Sampling: a method in which an example is selected for annotation if the difference
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in the probability of the two most likely classes (margin) is less than a certain threshold
value.
The authors experiment with five English verbs that were grouped and annotated under
the OntoNotes project. A typical active learning curve for one of the five verbs they use in their
evaluation is shown in Figure 2.2:
Figure 2.2: Learning curves for to do
Random sampling is usually used as a baseline for active learning. Thus, the goal of an active
learning algorithm is to try to achieve with fewer examples the performance that is achieved by
a random sampling baseline with 100% of the examples. As can be seen from this graph, both
sampling methods outperform the random sampling baseline in that they achieve upper bound
accuracy earlier (at about 2/3 of the examples), which suggests that at least 1/3 of the annotation
effort can be saved by using active learning. The remaining four verbs showed similar behavior.
Another application of active learning to word sense disambiguation is published by Chan
and Ng [18] who investigate the utility of active learning for domain adaptation. The motivation
for their work is the fact that the performance of a word sense disambiguation system trained
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on the data from one domain often suffers considerably when tested on the data from a different
domain. In order to evaluate the utility of active learning for domain adaptation, the authors
train their system on the sense-annotated portion of the Brown corpus and use active learning to
select instances from the WSJ to be annotated. The Brown corpus in this experiment represents
the general domain while the WSJ represents the target (financial) domain to which adaptation is
required. Chan and Ng’s works shows that active learning can significantly reduce the annotation
effort that is required for domain adaptation.
Some researchers have been able to successfully combine active learning with unsupervised
machine learning algorithms. Engelbrecht and Brits [28] propose an algorithm in which the train-
ing data is first clustered into C clusters. A neural network is subsequently applied to the in-
stances in all clusters to select one instance from each cluster that is viewed as the most informa-
tive/representative of the cluster. Sensitivity analysis is used as a measure of informativeness. In
sensitivity analysis an instance’s informativeness is defined as the sensitivity of the neural network’s
output to perturbations in the input values of that instance.
The number of clusters C is specified by the user through the cluster variance threshold which
reflects the maximum variance in the distance between two points for a cluster. If the maximum
variance threshold is exceeded, a new cluster is added. On each iteration, exactly C instances
are selected by the active learner (one from each cluster) and added to the training set. Once
the instances are selected, the proposed technique proceeds as a typical active learning algorithm
and stops when a stopping criterion is achieved (e.g. the given level of accuracy is reached). In a
series of experiments in a regression setting, the authors compare their approach to standard active
learning (i.e. without pre-clustering the training data) and show an improvement in performance
over standard active learning.
Tang et al. [97] apply the same idea to training a shallow parser. A sentence from each
cluster is selected if the current model is highly uncertain about its parse. The experiments showed
that for approximately the same parsing accuracy, only a third of the data needs to be annotated
compared to a random sampling baseline.
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In addition to query by committee and uncertainty sampling, another promising approach to
active learning has recently emerged [89, 91]. It is known as the expected model change approach
and it is based on requesting the label for the instance that would affect the current model the most
if we knew its label. Discriminative probabilistic models are usually trained using gradient-based
optimization and how much a new instance affects the model can be estimated by the length of
the training gradient. In this approach, an instance should be labeled if its addition to the model
would results in the training gradient of the largest magnitude.
2.4 Outlier Detection
Outlier detection has been an important research topic in statistics due to its many appli-
cations. A successful outlier detection algorithm can help identify mechanical faults, changes in
system behavior, human error etc. before they cause serious consequences. Many outlier detection
techniques have been proposed in the literature [65, 46] for various types of data. Natural lan-
guage processing data in general and word sense disambiguation data in particular is usually very
high-dimensional and sparse, which significantly limits the usage of many of the traditional outlier
detection methods. Here we will look at several techniques that may be applicable to the task at
hand.
Tax and Duin [98] evaluate two simple outlier detection methods. While a number of outlier
detection algorithms have been developed in statistics, few of them can be successful when the size
of the training sample is small (e.g. less than 5 samples per feature). The authors describe two
methods that are capable of detecting outliers even in a situation where the size of the training
data is small.
The first method is fitting the data to the unimodal normal distribution. First, the parameters
of the normal distribution are evaluated from the training data. Next, to detect the outlier data, a
threshold (e.g. 95%) is set on the probability density. This method is easy to use but it is shown
to be inferior to another simple method called the Nearest Neighbor Method:
The Nearest Neighbor method is based on comparing the distance d1 between the test object
17
x and its nearest neighbor in the training set t and the distance d2 between t and ts own nearest
neighbor in the training set. The quotient between the distances d1 and d2 can be used to test
whether the object x is an outlier or belongs to the training set:
PNN (x) =
d1
d2
(2.1)
For example, all data points for which the value of this threshold is more than 1 can be
designated as the outliers.
The Nearest Neighbor method should be applicable to natural language processing tasks
where the size of the training sample is usually small. Erk [29] applies it to the task of unknown
word sense detection. The goal of this task is to detect the senses that are not covered by a given
sense inventory. The unknown senses are modeled as outliers to a sense-annotated training set.
This approach achieves acceptable results: a precision of 0.77 and recall of 0.82 on FrameNet [6]
data. The Nearest Neighbor method is also compared to another method that uses a classifiers
confidence to predict whether all the instances are covered by a given sense inventory. In this
method, a threshold on the classifiers confidence score is used to detect outliers. The Nearest
Neighbor method outperforms the classification method.
Chapter 3
Automatic Word Sense Disambiguation
In this chapter we first define the task of word sense disambiguation. We then describe our
state-of-the-art word sense disambiguation system. After that, we outline the approach to creating
the sense-annotated corpora that we used throughout this dissertation. Finally, we evaluate our
system.
3.1 Task
Resolution of lexical ambiguities has for a long time been viewed as an important problem in
natural language processing that tests our ability to capture and represent semantic knowledge and
and learn from linguistic data. In this work we focus on verbs. There are fewer verbs in English
than nouns but the verbs are more polysemous, which makes the task of verb sense disambiguation
harder. At the same time, verbs are little studied comparing to nouns.
The task of WSD consists of predicting the sense of an ambiguous word given its context. In
table 3.1 we list the senses of the verb assume from the OntoNotes sense inventory.
For example, given a sentence When will the new President assume office?, the task is to
determine that the verb assume in this sentence is used in the Take on a feature, position, respon-
sibility, right, etc. sense.
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Sense Number Sense Definition Sample Context
1 Accept as true without verifi-
cation
I assume his train was late
2 Take on a feature, position,
responsibility, right, etc.
When will the new President
assume office?
3 Take someone’s soul into
heaven
This is the day when Mary
was assumed into heaven
Table 3.1: Senses of to assume
3.2 Method
Supervised WSD has been shown to outperform unsupervised [3]. Since our goal is developing
a WSD system with very high accuracy that will benefit NLP applications, we view WSD as a
supervised learning problem: given a sense-labeled corpus in which the words are annotated with
respect to a sense inventory, the task is to learn the information that is relevant to predicting the
sense of a word from its context.
Our WSD system represents each instance of the target verb as a vector of binary features
that indicate the presence (or absence) of the corresponding features in the neighborhood of the
target verb. As we mention in chapter 2, we utilize reach linguistic features that have been shown
to be useful for disambiguating verb senses in [17, 18] as well as some new features we introduced
to improve the performance of our WSD system. We provide more details about the features we
use in the next section.
3.3 Features
To extract the lexical features we POS-tag the sentence containing the target verb and
the two surrounding sentences using MXPost software [84]. All open class words (nouns, verbs,
adjectives, and adverbs) in these sentences are included in our feature set. In addition to that, we
use as features two words on each side of the target verb as well as their POS tags.
To extract the syntactic features we parse the sentence containing the target verb with
Bikel’s constituency parser [10] and utilize a set of rules to identify the features in Table 3.2.
20
Feature Explanation
Subject and object - Presence of subject and object
- Head word of subject and object NPs
- POS tag of the head word of subject and
object NPs
Voice - Passive or Active
PP adjunct - Presence of PP adjunct
- Preposition word
- Head word of the preposition’s NP argument
Subordinate clause - Presence of subordinate clause
Path - Parse tree path from target verb to
neighboring words
- Parse tree path from target verb to subject
and object
- Parse tree path from target verb to
subordinate clause
Subcat frame - Phrase structure rule expanding the target
verb’s parent node in parse tree
Table 3.2: Syntactic features
Our semantic features represent the semantic classes of the target verb’s syntactic argu-
ments such as subject and object. The semantic classes are approximated as (1) WordNet [35]
hypernyms, (2) NE tags derived from the output of IdentiFinder [11], (3) the dynamic dependency
neighbors (DDNs), which are extracted in an unsupervised way from a dependency-parsed corpus
as described in chapter 4.
3.4 Classification
Our WSD system is essentially a feature extraction module and it can be used with most
classification packages. In this dissertation, depending on the specific circumstances of the task
at hand we utilize either a Support Vector Machine (SVM) or Maximum Entropy (MaxEnt) clas-
sification framework. For example, if the posterior probability of the class label is required, we
use MaxEnt classification. While SVM classifiers can be adapted to produce a calibrated posterior
probability [81], for simplicity, we use a MaxEnt classifier, which is an intrinsically probabilistic
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classifier and thus has the advantage of being able to directly output the probability distribution
over the class labels. In each subsequent chapter of this dissertation, we will be specifying the exact
type of the classifier we will use.
The specific SVM implementation we utilize is the LibSVM package [15]. The reason for
this choice of software is that LibSVM supports multi-class classification. We accept the default
parameters (C = 1 and linear kernel). The specific MaxEnt implementation we utilize is the Python
Maximum Entropy modeling toolkit [56] with the default options.
As is the case with most WSD systems, we train a single model per word.
3.5 Annotation
A large scale sense-annotation project has been under way for the past five years [26]. To date,
more than 242,000 instances of 2,500 verbs have been manually grouped and sense-tagged under
the OntoNotes [48] project. The annotated instances were drawn from the following treebanked
corpora:
• Wall Street Journal
• Brown corpus
• English-Chinese Treebank corpus
• English Broadcast News corpus
• English Broadcast Conversation corpus
• Web Text corpus.
We will briefly summarize the annotation process here. For more details see [26].
The sense inventory is created by grouping fine-grained WordNet senses [35]. Every new
coarse-level grouping created in this process has to pass sample annotation to be validated. The
criterion for passing is at least 90% Inter-Tagger Agreement.
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At the next stage of the process, the instances drawn from the corpora above are sense-
tagged with respect to the coarse sense groupings. Each instance is tagged by two taggers and all
the disagreements are adjudicated.
Throughout this dissertation we utilize various datasets that are drawn from the OntoNotes
word-sense data. In each subsequent chapter, depending on the goals of the specific experiment,
we select a subset of the verbs annotated by OntoNotes and provide the appropriate statistics such
as the Inter-Tagger Agreement (ITA), the gold standard-tagger ITA, and the most frequent sense
baseline accuracy.
The ITA is computed per word as the share of the total number of instances where the two
taggers agreed to the total number of instances. Gold standard-tagger ITA is computed as the
ratio of the number of instances where the first tagger agreed with the gold standard label to the
total number of instances. The average ITA is computed by averaging the individual verb ITAs.
The average ITA for the verbs annotated to date is 86%.
The most frequent sense baseline is a frequently used baseline in WSD research. It signifies
the accuracy that would be obtained if all the instances of the ambiguous word were labeled with
the most frequent sense. It is computed simply as the share of the most frequent sense of the given
ambiguous word.
Each chapter of this dissertation will have its own evaluation objectives. Therefore, we leave
a detailed description of the evaluation datasets to each of the subsequent chapters.
3.6 Evaluation
To evaluate our system, we selected the 215 most frequent verbs in the OntoNotes data.
To make the size of the dataset more manageable, we randomly selected 500 examples of each of
the 15 most frequent verbs. For the remaining 200 verbs, we utilized all the annotated examples.
The resulting dataset contained 66,228 instances of the 215 most frequent verbs. Table 3.3 shows
various important characteristics of this dataset averaged across the 215 verbs.
To evaluate the performance, we randomly split the data into two parts (90% and 10%).
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Inter-tagger agreement 86%
Share of the most frequent sense 70%
Number of classes (senses) per verb 4.74
Table 3.3: Data used in evaluation at a glance
We train an SVM classifer [15] on the larger part and we test the model using the rest of the
data. The average accuracy our system achives is 84.23%. Thus, our system outperforms the most
frequent sense baseline by a wide margin. The performance of our system also approaches the level
of ITA.
Chapter 4
Extracting Semantic Knowledge from Unlabeled Data
4.1 Introduction
With the advent of the large amounts of annotated verb sense data developed under the
OntoNotes project [48], it has been demonstrated [18] that the performance of a WSD system
can come close to the Inter-Tagger Agreement (ITA) thus supporting the hypothesis that the
performance of an automatic WSD system can approach that of a human. However there is still
room for improvement: the gold standard-tagger ITA is still significantly higher. In addition, it is
important to decrease the current drop in performance when porting to a new domain [32, 66].
As we already mentioned in chapter 2, to ensure adequate performance, an automatic VSD
system must have at its disposal a diverse set of features that encode a wide variety of types
of linguistic information about the verb’s context, ranging from lexical to syntactic to semantic.
Lexical features have long been used in VSD; these features are easy to extract and they form
the basis of almost every VSD system. The application of syntactic features to VSD has also
been studied extensively (e.g. [17, 23]). Semantic features are at least as important: verb sense
distinctions often depend on distinctions in the semantics of the target verb’s arguments. Therefore,
some method of capturing semantic knowledge about the verb’s arguments is crucial to the success
of a VSD system.
Approaches to obtaining semantic knowledge about words can be based on extracting it
from electronic dictionaries such as WordNet [35], using Named Entity (NE) tags, or applying
a combination of both [23]. In this chapter, we propose a novel method for obtaining semantic
25
knowledge about words, which we call Dynamic Dependency Neighbors (DDNs). The method
is based on information that can be obtained automatically from a sufficiently large unlabeled
collection of texts. We contrast this method with the other two approaches and compare their
performances in a series of experiments. Unlike the other two approaches, our method does not
insist on placing words into predefined static semantic categories and allows for overlaps in semantic
knowledge about lexical items. This advantage makes our method more flexible and robust and
facilitates better generalization from training data.
4.2 Motivation
Selectional restrictions on a verb’s argument are often sense-specific. Therefore, making
successful sense distinctions is heavily dependent on being able to obtain and recognize the semantics
of the verb’s arguments. Consider the verb prepare. In the OntoNotes sense inventory [26], this
verb has two senses; their definitions as well as some usage examples are listed in Table 4.1.
Sense Definition Example
1 To put together, assemble,
concoct
He is going to prepare break-
fast for the whole crowd. I
haven’t prepared my lecture
yet.
2 To make ready, fit out She prepared the children for
school every morning.
Table 4.1: Senses for the verb prepare
In these examples, knowing the semantic class of the objects breakfast (e.g. food) and children
(e.g. animate being) becomes the decisive factor in distinguishing the two senses. Also, having
access to that information makes it possible to associate a sentence like He is going to prepare
dinner for the whole crowd with the first sense and a sentence like She prepared the kids for school
with the second sense even when no examples containing the nouns dinner and kids as objects of
prepare are present in the training data.
This kind of semantic knowledge about the verb’s arguments can be obtained in several ways.
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One approach is to utilize the data that is available from various lexical resources such as WordNet.
WordNet is an electronic dictionary, which, in addition to the definitions, contains the synonyms
as well as the hypernyms of more than 117,000 nouns. Our VSD system utilizes WordNet in the
following way: we identify the NP arguments of the target verb (subject and direct object) and
query WordNet for the head words of these arguments; we then use as features the synonyms
and the most immediate hypernyms of the head words. Because these words themselves can be
polysemous and we have no knowledge of the correct sense that is used in the given context, we
extract the synonyms and the hypernyms for all of their senses.
Another way to obtain semantic class information about noun arguments is from the output
of a named-entity tagger such as IdentiFinder [11]. IdentiFinder is a high-accuracy named-entity
tagging tool that is capable of tagging proper nouns with such tags as Person, Organization, and
Location and common nouns with Date, Time, Percent and Money as well as some other tags.
We utilize the named-entity tags as follows: we first run IdentiFinder on the text of the sentence
containing the target verb; next we identify the NP arguments of the target verb (subject and
direct object); and finally, we use the named-entity tags assigned to the head words of the verb’s
arguments as features.
These two types of information can also be combined by mapping the named-entity tags to
WordNet nouns. For more details please see [17]. Our system is not using this mapping approach
because it did not prove to be useful on the OntoNotes data we experimented with for the purpose
of this work.
In this chapter, we propose a novel method for extracting the kind of semantic knowledge
about the verb’s arguments that is crucial for VSD. Let us first observe that both of the approaches
mentioned above suffer from the same limitation: they collapse multiple semantic properties of
nouns into a finite number of predefined static classes. For example, the most immediate hypernym
of breakfast in WordNet is meal, while the most immediate hypernym of lecture is address, which
makes these two nouns unrelated. (These nouns are still unrelated even if we follow the chain
of hypernyms a few levels higher). However, breakfast and lecture are both social events which
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share some semantic properties. For example, both breakfast and lecture can be attended, hosted,
delivered, given, held, organized etc. It is plausible that the instances where they serve as objects
of prepare are members of the same sense (Sense 1 in Table 4.1).
The key assumption of our method is the idea that one does not need to rely on various lexical
resources to extract semantic information about words since this information can be provided by
the language itself; it can be obtained in an unsupervised way from a large collection of texts.
There should be no need to query WordNet just to find out that breakfast is a kind of food since
any sufficiently large corpus can tell us that breakfast can be eaten. More specifically, to discover
the class-like descriptions of nouns, one can observe, for example, which verbs take these nouns as
objects and register how frequently it happens.
Consider the sentence He is going to prepare breakfast for the whole crowd. The noun breakfast
(the object of prepare) can also serve as the object of other verbs such as host, attend, serve, and
cook which are all indicative of breakfast’s semantic properties. Similarly, the verbs that take the
object of the target verb as a subject should perform the same function. For example, breakfast
can be the subject of such verbs as include, begin, cost, feature, taste, which all encode various
semantic properties of that noun.
Given a noun, we can dynamically retrieve other verbs that take that noun as a subject
or object from a dependency-parsed corpus. We call this kind of data Dynamic Dependency
Neighbors (DDNs) because it is obtained dynamically and it is based on the dependency relations
in the neighborhood of the noun of interest. In this work we distinguish subject- and object-based
DDNs. The subject-based DDNs (DDNsubj) are the verbs that take the object of the target verb
as a subject. The object-based DDNs (DDNobj) are the verbs that take the object of the target
verb as an object. We expect that both types of the DDNs should help us to approximate the
semantic class of the verb’s arguments.
Finally, the semantic information discovered in this process needs to be incorporated into a
VSD system. We explain how this is done and describe some of the specifics of the method in the
next two sections.
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4.3 Method
The success of our method hinges on the ability to efficiently answer two types of questions:
(1) Given a noun X, which verbs take X as a subject and/or object in a large corpus?
(2) How often does that happen?
The answers to the first question form a list of verbs that we call Dynamic Dependency
Neighbors (DDNs). The answers to the second question allow us to sort that list by frequency.
The top n DDNs can be viewed as a reliable inventory of semantic properties of the noun X. In
this work we set n to 50; however there is no reason why this parameter cannot be optimized via
cross-validation in the future.
To make answering these two questions possible, we need the following resources:
(1) A dependency parser. We chose MaltParser [74] for its high efficiency and accuracy.
(2) A large corpus. We chose English Gigaword [39]. English Gigaword is a comprehensive
archive of newswire text from five sources such as New York Times and Associated Press
ranging from 1995-2003. It consists of about 5.7M news articles and 2.1B words on a variety
of subjects.
First, we ran MaltParser on the text of English Gigaword. Next, we extracted all pairs of
nouns and verbs that were parsed as participants of the object-verb relation, lemmatized them
and counted the frequency of occurrence of all the unique pairs. Finally, we indexed the resulting
records of the form 〈frequency, verb, object〉 using the Lucene indexing engine [43]. We repeated
this procedure to index the participants of the subject-verb relation. A simple search interface to
this index facilitates dynamic answering of the two questions that are of interest to us.
As an example of the kind of data we can now obtain from the index, Table 4.2 shows some
actions that can be performed with the nouns dinner, breakfast, lecture, and child.
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dinner breakfast lecture child
verb freq verb freq verb freq verb freq
have 4100 have 1428 give 1877 have 25967
attend 2236 eat 991 deliver 911 raise 5553
eat 1239 serve 301 attend 483 protect 4457
host 1039 attend 299 get 144 teach 3632
cook 499 make 201 hold 98 help 3606
make 472 skip 117 have 64 adopt 2239
serve 437 offer 115 present 46 educate 1746
get 305 cook 112 organize 28 lose 1585
enjoy 218 provide 76 host 17 want 1420
organize 114 host 75 begin 17 abuse 1402
Table 4.2: Frequencies of some verbs that take nouns dinner, breakfast, lecture, and child as objects
The reader can observe that there is a considerable overlap among the DDNs of the first
three nouns (which when used as objects of prepare all correspond to Sense 1 instances) and a much
smaller overlap between child (which when used as an object corresponds to a Sense 2 instance of
prepare) and the first three nouns. To illustrate this idea further, we examined the 50 most frequent
DDNs for each of the four nouns and computed the total number of overlapping DDNs for all pairs
of these nouns. The results are shown in Table 4.3.
dinner breakfast lecture
dinner 50
breakfast 34 50
lecture 27 23 50
child 14 14 10
Table 4.3: Frequency of DDN overlaps
The data in Table 4.3 can be used as a simple inter-noun similarity metric: the more DDNs
two nouns have in common, the more similar they are. As expected, dinner and breakfast are more
similar than, for instance, dinner and child, since a lot more of the same actions (such as attend,
cook, and eat) can be performed on dinner and breakfast than on dinner and child.
We hypothesize that in addition to providing semantic knowledge about a verb’s arguments,
DDNs may help VSD in a somewhat different way. Let us look at the sentence John felt the wind
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in his face. Suppose we need to disambiguate the verb feel in this sentence. In the OntoNotes sense
inventory this verb has four senses. As an example, consider two of them that are summarized in
Table 4.4:
Sense Definition Example
1 To experience, to sense John felt the wind in his face.
2 To touch, to grope She felt under her chair for the earring.
Table 4.4: Senses for the verb feel
One reason the sentence John felt the wind in his face is tagged with Sense 1 is that we can
paraphrase it as John sensed the wind in his face or John experienced the wind in his face, while it
clearly cannot be paraphrased as either John touched the wind in his face or John groped for the
wind in his face.
Now, consider the fact that in the dependency-parsed English Gigaword there are 12 cases
where wind is the object of sense and 15 cases where wind is the object of experience. At the same
time, there are no instances where wind is the object of either touch or grope. Thus, the correct
paraphrases are likely to be on the list of the DDNs for the target verb and therefore we expect
that the DDNs can potentially improve VSD by detecting paraphrases.
4.4 DDNs within a Classification Framework
Once we have set up the framework for the extraction of DDNs, the algorithm for applying
them to VSD is straightforward:
(1) For an instance of the ambiguous verb, find the noun object1
(2) Query the index to extract the DDNs for that noun; depending on the specific experiment
we extract either the subject- or the object-based DDNs (or both)
(3) Sort these DDNs by frequency and keep only the top 50 of them as the most reliable source
of semantic information about this noun
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(4) Incorporate these 50 DDNs into the feature vector representing that instance; in other
words each of the extracted verbs becomes a separate DDN feature. Our features are
binary, so no ranking is preserved (we leave re-ranking of the DDNs for future work).
For example, for the sentence He is going to prepare breakfast for the whole crowd, in addition
to the features indicating that this instance contains a subject (he), an object (breakfast), a PP
adjunct (for the whole crowd), we add the DDN features that indicate that breakfast can be the
object of such verbs as serve, eat, attend, and cook or the subject of include, begin, cost, feature
and taste.
4.5 Relevant Work
At the core of our work lies the notion of distributional similarity expressed for example in
[40]. This notion states that the similarity between words can be evaluated based on the similarity
of the contexts in which they occur. In various papers the notion of context ranges from bag-
of-words-like approaches to more structured ones in which syntactic information plays a role in
determining contextual similarity.
For example, Schutze [88] and Purandare and Pedersen [83] apply first and second-order
bag-of-words co-occurrence data to the task of sense discrimination. Researchers such as Hindle
and Lin [45, 60, 61] exploited the distributional hypothesis in grouping nouns into thesaurus-like
lists based on the similarity of their syntactic contexts. Our approach is similar to theirs with the
difference that we do not attempt to group noun arguments into static finite categories, but instead
leave the category boundaries blurry and allow overlaps.
Patrick Hanks [40] proposed that sense distinctions in verbs often rely on the membership
of the verb’s arguments in narrowly defined verb-specific semantic classes that he called lexical
sets. A lexical set could consist, for example, of such nouns as fist, finger, hand etc. (but not all
body-parts); its members, when used as objects of shake, form instances of the communicative act
sense of shake. This view corroborates our motivation for this work that states the necessity of
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capturing the semantics of each individual verb’s arguments and semantic similarities among them.
Another study that reinforces a similar idea was reported by Stefano Federici et. al. [34].
They describe their SENSE system that relies on inter-contextual analogies between tagged and
untagged instances of a word to infer that word’s sense. For example, if a verb’s sense is preserved
when used with two different objects, it is possible to conclude by analogy that the sense of another
verb is also preserved when it is used with the same two objects.
Deniz Yuret [110] built a word sense disambiguation system by using language modeling to
find the most likely substitute for the target verb and thus mapping the instance to a sense. For
example, the noun board has two senses in WordNet: the committee sense and the plank sense. In
the sentence There was a board meeting, clearly the committee sense is intended and that can be
discovered by computing the probability of the replacement There was a committee meeting which
will have a much larger probability than the alternative There was a plank meeting. As we noted
at the end of the section 3.2, DDNs can conceivably improve VSD by detecting paraphrases.
Finally, our DDNs are essentially a form of world knowledge which we extract automatically
from a large corpus and apply to VSD. The problem of extracting world knowledge from a parsed
corpus has been studied by other researchers. For example, Schubert [86] reports a method for
extracting general facts about the world from treebanked Brown corpus. Lin and Pantel in [61]
describe their DIRT system for an unsupervised extraction of paraphrase-like inference rules from
a dependency-parsed corpus.
4.6 Evaluation
For the evaluation we used OntoNotes data which was annotated as we described in section
3.5. We selected a subset of the verbs annotated in the OntoNotes project that had at least 50
instances annotated and adjudicated. There were 217 such verbs. We summarize various important
characteristics of the data set in Table 4.5.
All instances used in the experiments were annotated by two human taggers and all the
disagreements were adjudicated by a third tagger. An important metric of annotation quality is
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Total verbs 217
Total instances 46,577
Inter-tagger agreement 85%
Most frequent sense baseline accuracy 68%
Average Polysemy 4.41%
Best system accuracy 82.97%
Table 4.5: Evaluation data
the Inter-Tagger Agreement (ITA), which is simply the ratio of the total number of the instances
where the taggers agreed in their choice of senses to the total number of instances. In Table 4.5 we
report the average ITA weighted by the number of instances of each verb.
Finally, a simple measure of performance of a WSD system is the most frequent sense baseline
in which all the instances of a verb are tagged with the most frequent sense of that verb. For
convenience we report the best accuracy that our system achieved in the course of the experiments.
It beats the most frequent sense baseline by a wide margin.
In all of the experiments described in this work, we use libsvm software for classification
[15]; the main reason for choosing libsvm is that it supports multi-class classification. We use the
linear kernel with the cost C parameter set to its default value (1). All the accuracy and error rate
numbers reported here are computed using 5-fold cross-validation.
4.6.1 Experiments with a limited set of features
The main objective of the first experiment was to isolate the effect of the semantic features
we proposed in this work. Toward that goal, we stripped our system of all the features but the most
essential ones to investigate whether the DDN features would have a clearly positive or negative
impact on the system performance.
From the previous experiments with the data described in the previous section, we knew that
the lexical features contributed the most to the performance of a VSD system compared to the
other types of features. More specifically, a model that includes only the lexical features achieves
an accuracy of 80.22%, while the accuracy of the full-blown VSD system (that includes all the
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features) is 82.88%. Thus, the lexical features are the most essential features to our system .
Based on the same considerations, we selected for this experiment only the instances where
the target verb had a noun object. We identified 18,930 such instances (about 41% of all instances).
All the other instances were discarded since our DDN features have no effect when the object is
not available.
We built three models for just this data:
(1) The first model only included the lexical features (baseline)
(2) The second model included the lexical and the object-based DDN features
(3) The third model included the lexical and the object features
To remind the reader, the object features consist of the head word of the NP object and the
head word’s POS tag. This third model is included since extracting the DDN features requires
knowledge of the object; therefore the performance of a model that only includes lexical features
cannot be considered a fair baseline for studying the effect of the DDN features. However, we
believe the performance of the ”lexical features only” model is still informative and we include it
with the results of the other two models in Table 4.6.
Model Features Accuracy, % Error rate, %
1 Lexical 78.95 21.05
2 Lexical + DDN 82.40 17.60
3 Lexical + Object 79.34 20.66
Table 4.6: Results of the experiment with object instances only
As we see, the model that includes the DDN features (2) performs more than 3 percentage
points better than the model that only includes the object features (3). This improvement is
equivalent to an approximately 15% reduction in error rate. Also, based on the comparison of the
performance of the ”lexical features only” and the ”lexical + DDN” models, we can claim that the
DDNs provides richer semantic knowledge than just the knowledge of the object’s head word (and
its POS tag).
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4.6.2 Integrating the DDN features into a full-fledged VSD system
The objective of this experiment was to investigate whether the DDN features improve the
performance of a full-fledged VSD system. This experiment is important because the DDNs in a
commercial VSD system are likely to be used in combination with other semantic and syntactic
features.
For this experiment we built three models:
(1) The first model consisted of the entire set of feature our feature extraction module imple-
ments excluding the DDN features (baseline)
(2) The second model was the same as the first one with the difference that the object-based
DDNs were included
(3) The third model was the same as the first one with the difference that the subject-based
DDNs were included
Our entire data set (46K instances) was used for the experiment. Results are in Table 4.7.
Model Features % Accuracy,
%
Error Rate,
%
1 Lexical+Syntactic+WordNet+NE 82.38 17.62
2 Lexical+Syntactic+WordNet+NE + DDNobj 82.88 17.12
3 Lexical+Syntactic+WordNet+NE + DDNsubj 82.74 17.26
Table 4.7: DDN features as a part of the full-fledged VSD system
The object-based DDN features (2) improved performance by 0.5% which corresponds to a
3% drop in error rate. The contribution of the subject-based DDNs (3) is more modest than that of
the object-based DDNs. The difference between the accuracies is statistically significant (p=0.05)
1 .
1 In this dissertation we utilize macro-average accuracies for performance evaluation, which are obtained by
averaging the accuracies of individual models. For the rest of this dissertation, we use the paired two-tailed t-test
[49] every time we need to assess whether the difference between two accuracies is statistically significant.
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4.6.3 Relative Contribution of Various Semantic Features
The goal of this experiment was to study the relative contribution of various semantic features
to the performance of a VSD system. A model that consisted only of lexical and syntactic features
and no semantic features was used as a baseline in this experiment. In addition to the baseline
model, we trained and tested six other models each of which, in addition to all the other features,
included one type of semantic features:
(1) The first model included only lexical and syntactic features (baseline)
(2) The second model included lexical, syntactic, and WordNet features
(3) The third model included lexical, syntactic, and NE features
(4) The fourth model included lexical, syntactic, and both WordNet and NE features
(5) The fifth model included lexical, syntactic, and the subject-based DDN features
(6) The sixth model included lexical, syntactic, and the object-based DDN features
(7) The seventh model included lexical, syntactic, and both the subject- and object-based
DDNs
Our entire dataset (46K instances) was used for the experiment. The results are shown in
Table 4.8.
Model Features % Accuracy,
%
Error Rate,
%
1 Lexical+Syntactic 81.82 18.18
2 Lexical+Syntacic+WordNet 82.34 17.66
3 Lexical+Syntactic+NE 82.01 17.99
4 Lexical+Syntactic+WordNet+NE 82.38 17.62
5 Lexical+Syntactic+DDNsubj 82.82 17.18
6 Lexical+Syntactic+DDNobj 82.97 17.03
7 Lexical+Syntactic+DDNsubj+obj 82.87 17.13
Table 4.8: Relative contribution of various semantic features
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Not only do the DDN features (6) outperform the other two types of semantic features
(WordNet and NE), but also the DDN features outperform them when they are used in conjunction
(4). The difference in performance is statistically significant (p=0.05). The result in the second to
last row is the state-of-the-art performance on the OntoNotes data.
As the last three rows indicate, the subject- and the object-based DDNs show almost identical
performance, and when used together do not improve their individual performances. We believe
that this is due to the fact that these two types of DDNs provide the system with redundant
semantic information.
4.7 Discussion and Conclusion
As we saw, the novel semantic features we proposed (i.e. the DDN features) are beneficial
to the task of VSD: they resulted in a decrease in error rate from 3% to 15%, depending on the
particular experiment.
However, the main focus of this chapter was a comparative analysis of the effectiveness of
various semantic features. In the course of this analysis we discovered that the subject-based DDNs
did not perform as well as the object-based DDNs; we hand-examined some of the subject-based
DDNs and learned that they were also noisier and harder to interpret than the object-based DDNs.
However, the most interesting result obtained in the course of this study was that the DDN
features contributed to the system performance twice as much as the other two types of semantic
features combined (i.e. WordNet + NE): in the third experiment, adding the WordNet and NE
features to the baseline resulted in about a 3% decrease in error rate, while adding the DDN features
caused a more than 6% drop. Moreover, our results suggest that DDN features duplicate the effect
of WordNet and NE: our system achieves the same performance when all three types of semantic
features are used and when we discard WordNet and NE features and keep only the DDNs.
This result is important because such resources as WordNet and NE tagging software are
domain and language specific while the DDN data has the advantage of being obtainable in an
unsupervised way from a large collection of unlabeled texts in the domain or language of interest.
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Thus, the DDN information can become a crucial part of building a robust VSD system for a
resource-poor domain or language (assuming, of course, the existence of a high accuracy dependency
parser).
Although in this chapter we focus on the benefits of the DDN features for VSD, their appli-
cation does not have to be limited to this domain only. Various systems in areas such as entailment
detection have been shown to benefit from semantic features; therefore DDN data can potentially
be valuable to them too.
Chapter 5
Active Learning
5.1 Introduction
Active learning is a traditional technique for reducing the amount of annotation [90, 76]. In
this chapter we demonstrate the plausibility of using active learning for reducing the amount of
annotation in the context of word sense disambiguation.
Previous work has shown that active learning can lead to the reduction in the amount of
annotation for verb sense data [19]. However, [19] experimented with a limited amount of verb
data (they only used five most frequent verbs). A much larger verb data set is available to us as
a result of the OntoNotes [48] annotation effort. In our experiments we use more than 200 verbs.
We confirm that active learning does lead to a significant reduction in the annotation effort but
not always. On average, active learning performs better when compared to a random sampling
baseline.
5.2 Method
We begin active learning by training a maximum entropy model [9] using 10% of the data.
As is usually the case with supervised WSD, we build a single model per verb. We view the rest
of the data as a pool of unlabeled examples. On each iteration of active learning we select one
example from the pool using margin sampling.
Margin sampling selects an example that the model sees as the most ambiguous. This example
is usually more informative to the classifier than the examples it can already classify with high
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confidence.
The level of ambiguity is estimated using the prediction margin metric:
Margin = |P (c1|x)− P (c2|x)| (5.1)
Where c1 and c2 are the two most probable classes of x according to the model.
Various alternative metrics such as entropy sampling have been recommended in literature
[90]. However, prediction margin has been shown to perform as well as entropy sampling [19] in
the context of word sense disambiguation.
Subsequently, the selected example is removed from the pool of unlabeled data, assigned a
label, and added to the training set. After that, the system is retrained and the process is repeated
until the pool of unlabeled examples is exhausted.
5.3 Evaluation
For the evaluation, we select 215 most frequent verbs in the OntoNotes data that were
annotated as described in section 3.5. To make the size of the dataset more manageable, we
randomly select 500 instances of each of the 15 most frequent verbs. For the remaining 200 verbs,
we use all the available examples. The resulting dataset contains 66,228 instances of 215 most
frequent verbs. Table 5.1 shows various important characteristics of this dataset averaged across
the 215 verbs.
Inter-tagger agreement 86%
Annotator1-gold standard agreement 92%
Share of the most frequent sense 70%
Number of classes (senses) per verb 4.68
Table 5.1: Data used in evaluation at a glance
The examples of the 215 verbs are drawn from the entire range of corpora annotated by
OntoNotes such as the Wall Street Journal, English Broadcast News, English Conversation, and
the Brown corpus.
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In practice, active learning is used for selecting examples for subsequent labeling from the
pool of unlabeled data. This scenario is simulated in our experiments: we utilize the gold standard
OntoNotes data, but we hide the labels from the model. The label is revealed only after the instance
is selected and is ready to be added to the training set. This is a common practice used in most
published studies of active learning.
Active learning is a form of selective sampling. Random sampling is a natural baseline for
evaluating the performance of a selective sampling approach. We compare the performance of active
learning with the random sampling baseline by comparing the learning curves of the two sampling
methods. This approach is common in active learning literature.
More specifically, the learning curves are constructed as follows:
We split the set of annotated instances for a verb into 90% and 10% parts. The 90% part
is used as a pool of unlabeled data. The 10% part is used as a test set. On each iteration of
active learning, we draw a single example from the pool using margin sampling and add it to the
training set. In parallel, we draw a single example randomly. On each iteration, we keep track of
how accurately the model classifies the test set for both the examples selected using margin and
random sampling. The learning curves for each trial are produced by plotting the accuracy against
the size of the training set. The final learning curves are produced by averaging the learning curves
from ten different trials.
For both instance selection and evaluating the accuracy on the test set, we use a maximum
entropy classifier, which is an intrinsically probabilistic classifier and thus has the advantage of
being able to output the probability distribution over the class labels right off-the-shelf. The
specific classification software we utilize is the python maximum entropy modeling toolkit [56] with
the default options.
5.4 Results
We found that among the 215 verbs that participated in the evaluation, there were three
groups of verbs:
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(1) The verbs for which the active learning curve lies above the random baseline
(2) The verbs for which the active learning curve lies below the random baseline
(3) The verbs for which the active learning curve does not display a steady behavior and thus
no conclusion can be made about whether active learning performs better than the random
sampling baseline
Figure 5.1 is an example of a verb for which the selective sampling (i.e. active learning)
learning curve lies above the random baseline learning curve, which means that at every size of the
training set, active learning selection brings about a better level of performance. Figure 5.2 shows
the same curves with error bars displayed.
Error bars are commonly used to indicate the uncertainty in a reported measurement [49].
We display error bars to assess whether two curves are statistically different. We calculate the size
of an error bar using Equation 5.2.
SE =
s√
n
(5.2)
In this equation s is the standard deviation for the accuracies obtained during n trials, and
n is the number of trials (n = 10).
At the same time, a few verbs behave differently: for them the selective learning curve lies
mostly below the random baseline. Figure 5.3 is an example of such behavior. Figure 5.4 shows
the same plot with error bars.
Finally, Figure 5.5 is an example of the group of verbs that do not show a steady learning
curve behavior across all sizes of the training set.
In [19], the learning curves for each verb is shown as a separate plot and the performance is
analyzed on a case-by-case basis. Because we experiment with a much larger data set, we are unable
to show the plot for each verb. Instead, to analyze how active learning performs in comparison with
the random sampling baseline across all verbs, we resort to the approach that Chan and Ng [14]
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Figure 5.1: Active learning for to drive
Figure 5.2: Active learning for to drive with error bars displayed
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Figure 5.3: Active learning for to involve
Figure 5.4: Active learning for to involve with error bars displayed
45
Figure 5.5: Active learning for to keep
used for their evaluation. The goal is to present the performance of all the models that participated
in the evaluation as a single plot.
We average the results across the 215 verbs. Figure 5.6 presents the average accuracy of active
learning and the random sampling baseline at various fractions of the total size of the training set.
The accuracy at a given size was interpolated for each verb using linear interpolation and then
averaged over all the verbs. We used fractional training set sizes instead of absolute counts because
the number of annotated examples was different for each verb.
We see that at each size of the training set, the active learning curve lies above the random
sampling curve. This means that, the data selected using active learning on average leads to a
better performance than the data selected using random sampling.
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Figure 5.6: Active learning performance for all 215 verbs
5.5 Discussion
We looked at the performance of margin sampling, a type of active learning. Even though
there were verbs for which active learning did not work well, overall, active learning performs better
than the random sampling baseline and may lead to savings in the annotation effort. The savings
in the annotation effort stem from the fact that at each size of the training set, the data selected
using active learning leads to a better performance than the same amount of data selected using
random sampling. For example, in Figure 5.6 the classifier trained using about 30% of the data
selected by active learning is about 81% accurate. This is approximately the same accuracy the
classifier achieves when trained using 100% of the randomly selected data. This means that about
70% of the annotation effort could be eliminated if active learning was used instead of random
sampling.
Chapter 6
Active Learning for Domain Adaptation
6.1 Introduction
In this chapter we explore an application of active learning to domain adaptation.
Supervised word sense disambiguation systems typically experience a drop in performance
when tested on out-of-domain data. For example Escudero et al. [32] and Martinez and Agirre
[66] experimented with the sense-annotated DSO corpus containing the data from Brown and Wall
Street Journal corpora. They found that training a word sense disambiguation system on one of
these corpora and testing on the other results in a sizable drop in accuracy (about 10%).
Chan and Ng [14] explore a similar domain adaptation scenario. Sense-annotated data from
the general domain (source domain) is available to train a word sense disambiguation system. The
task is adapting the word sense disambiguation system to the financial domain (target domain)
by adding new annotated examples from the financial domain. The main objective is to achieve a
satisfactory performance on the target domain with as few annotated examples as possible.
Chan and Ng approach domain adaptation by casting it as uncertainty sampling, a kind of
active learning. The initial classifier is trained on the source domain. A new example, for which
the current classifier has the least confidence in classifying, is selected. The selected example is
labeled and added to the training set after which the system is retrained. The cycle is repeated
until all the examples from the target domain have been selected.
On each iteration the performance of the classifier is measured and compared to that of a
classifier obtained by training on randomly selected data of the same size. Chan and Ng compare the
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learning curves for active learning and random sampling and show that active learning outperforms
random sampling at each size of the training set.
For their experiments, Chang and Ng utilize a set of 21 nouns that have at least one financial
sense. These nouns are annotated with WordNet senses in the DSO corpus and have examples from
both the Brown corpus and the Wall Street Journal (WSJ). The Brown corpus examples are used
as source domain examples. The WSJ examples are used as target domain examples.
In our domain adaptation experiments we follow the general scenario of Chang and Ng with
several differences:
• We use verbs instead of nouns
• We do not preselect verbs with financial senses
• We use OntoNotes senses instead of WordNet senses
Our contribution is threefold:
(1) The utility of active learning for adapting a verb sense disambiguation system to a new
domain has never been investigated. We investigate how well active learning performs
under this scenario.
(2) The only study we are aware of that applies active learning to domain adaption for word
sense disambiguation is [14]. However these authors only look at a relatively small selected
set of nouns that are likely to benefit from a domain adaptation technique because they have
at least one sense that mostly shows up in the target domain. In practice, the distribution
of senses in the target domain is not likely to be known in advance and the question still
exists whether active learning can work on a much larger scale as a domain adaptation
tool. To answer this question, we experiment with at least ten times as many words as
were utilized in the study of Chan [14].
(3) As we mentioned before, standard active learning where a model is retrained after a single
example is selected has a limited practical use. Batch active learning is more practical but
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it may not work as well. We investigate the utility of batch active learning for adapting a
verb sense disambiguation system to a new domain.
6.2 Method
We essentially follow the approach of Chan and Ng [14]. A separate model is trained for each
verb. We begin active learning by training a classifier using only the Brown corpus data. The WSJ
data at this point is viewed as unlabeled.
On each iteration of active learning we select one example from the target domain data using
margin sampling (e.g. [19]). The goal of margin sampling is to select an example the classifier has
trouble labeling. The classifier is usually uncertain about labeling the examples that lie close to
the boundary between the classes. We can estimate the proximity to the class boundary for an
instance x by computing the prediction margin as follows:
Margin = |P (c1|x)− P (c2|x)| (6.1)
Where c1 and c2 are the two most probable classes of x according to the model.
The selected example is removed from the pool of unlabeled data, assigned a label, and added
to the training set. After that the system is retrained and this process is repeated. We must note
that all the data that we use in our experiments is annotated so the process of assigning a label to
the chosen ”unlabeled” example is simulated.
Batch active learning differs from standard active learning we just described in this respect:
instead of selecting a single example on each iteration for which the classifier has the least confidence
in labeling, we select n examples. The unlabeled target domain examples are ordered by the
prediction margin and n examples with the smallest value of that metric are selected.
One-batch active learning is a special case of batch active learning. As with standard active
learning, the initial classifier is trained on the source domain data and is applied to the pool of
unlabeled data. The entire pool is ranked by the prediction margin and all the examples are added
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to the training set one by one based on the value of the prediction margin (smallest margin first).
6.3 Evaluation
For the evaluation, we select the 215 most frequent verbs in the OntoNotes data that were
annotated as described in section 3.5. The dataset contains 103,705 instances of 215 most frequent
verbs. Table 6.1 shows various important characteristics of this dataset averaged across the 215
verbs.
Inter-tagger agreement 86%
Annotator1-gold standard agreement 93%
Share of the most frequent sense 70%
Number of classes (senses) per verb 4.74
Table 6.1: Data used in evaluation at a glance
For the purpose of evaluating our domain adaptation scenario, we are only interested in
Brown and WSJ examples. We subsequently select a subset of the 215 verbs that have at least 10
examples in Brown and 10 examples in WSJ. The resulting dataset contains 183 verbs.
The goal of this evaluation is to compare the performance of active learning to the random
sampling baseline and batch active learning. In a typical active learning evaluation, the performance
of the training set is measured at each iteration. To show that some alternative data selection
approach (e.g. random sampling) performs better or worse than active learning, the same number
of examples that active learning selects is sampled on each iteration using that selection mechanism.
The learning curves are plotted for each method. The comparison of the two methods is done by
comparing their respective learning curves.
To produce smooth learning curves, we utilize 10-fold cross validation as follows:
(1) Train the initial classifier using just the Brown corpus examples
(2) Split the WSJ examples into ten sets of equal size. Use one set for testing and 9 sets as
the pool of unlabeled examples to be annotated.
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(3) Select one example from the pool at random and add it to the training set. Retrain the
classifier and test it. Record the accuracy.
(4) Choose the highest ranking example(s) from the pool using the margin sampling ranking
and add it to the training set. Retrain the classifier and test it. Record the accuracy.
Steps (3) and (4) are repeated until the pool of unlabeled examples is exhausted. At the end
of the experiment we have obtained the learning curves (i.e. the accuracy figures for various sizes
of the training set) for both sampling approaches. We then rotate the training set in step (2) and
repeat the experiment. The experiment completes when each of the sets from step (2) has been
used as a test set. To obtain the final learning curves for this verb, we average the curves obtained
at each of the ten trials.
6.4 Results
We first compare the performance of a standard active learning to the random baseline.
We found that among the 183 verbs that participated in the evaluation, there were three
groups of verbs:
(1) The verbs for which the active learning curve is steadily above the random baseline
(2) The verbs for which the active learning curve is steadily below the random baseline
(3) The verbs for which there the two learning curves are approximately the same
Figure 6.1 is an example of a verb for which the selective sampling (i.e. active learning in
this case) learning curve lies above the random baseline learning curve, which means that at every
size of the training set, the active learning selection brings about a better level of performance.
Figure 6.2 shows the same pair of curves with error bars. Figure 6.3 is another example of the same
outcome. Figure 6.4 shows the same pair of curves with error bars.
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Figure 6.1: Active learning for to close
Figure 6.2: Active learning for to close with error bars displayed
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Figure 6.3: Active learning for to spend
Figure 6.4: Active learning for to spend with error bars displayed
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At the same time, many other verbs behave differently: for them the selective sampling
learning curve lies mostly below the random baseline. Figure 6.5 is an example of such behavior.
Figure 6.6 shows the same plot with error bars displayed.
Figure 6.5: Active learning for to step
Finally, Figure 6.7 is an example of the group of verbs that don’t show a steady learning
curve behavior across all sizes of the training set. Figure 6.8 displays the error bars for the curves
in Figure 6.7.
To analyze how standard active learning performs in comparison with a random sampling
baseline across all verbs, we resort to the approach that Chan and Ng [14] used for their evaluation.
The goal is to present the performance of all the models that participated in the evaluation as a
single plot.
We average the results across the 183 verbs. Figure 6.9 presents the average accuracy of
standard active learning and a random sampling baseline at various fractions of the total size of the
training set. The accuracy at a given size was interpolated for each verb using linear interpolation
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Figure 6.6: Active learning for to step with error bars displayed
Figure 6.7: Active learning for to name
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Figure 6.8: Active learning for to name with error bars displayed
and then averaged over all the verbs. We used fractional training set sizes instead of absolute counts
because the number of annotated examples was different for each verb.
Let us now look at how batch active learning performs in comparison to the random sampling
baseline and standard active learning. We present the performance of active learning for several
batch sizes in Figure 6.10. The batch size of 1 corresponds to standard active learning because on
each iteration a single example is selected. One-batch active learning corresponds to the scenario
where all the examples in the target domain are ranked only once by the model trained on the
source domain data. We also present the learning curves for the batches of three and five examples.
6.5 Discussion and Conclusion
Figure 6.9 clearly demonstrates that on average standard active learning performs better
than random sampling baseline at every size of the training set.
Figure 6.10 also shows the results of our batch active learning experiments. All active learning
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Figure 6.9: Active learning curves averaged across all 183 verbs
scenarios performed better than the random sampling baseline. Larger batch sizes perform worse
than standard active learning but still better than random sampling. One-batch active learning
performed only slightly better than the random sampling baseline. All other batch sizes showed a
comparable performance, although the batch size of 5 performed slightly worse at the training set
sizes less than 0.45.
We saw that the performance of batch active learning degrades with increased size of the
batches. The reason for this degradation lies in selecting redundant examples. For example,
consider the case when the pool of unlabeled examples contains some duplicates. In the case of
standard active learning, only a single example of these duplicates would be selected. In the case of
batch active learning, multiple (potentially all, depending on the size of the batch) duplicates would
be selected. At the same time, random sampling is less likely to select duplicates. Obviously having
multiple examples that are the same in the training set does not help the classifier to generalize
better.
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Figure 6.10: Batch active learning
Several techniques have been proposed for alleviating some of these issues such as [13, 93, 108].
We leave experimenting with these techniques for future work.
We mentioned in chapter 9 that standard active learning may not be practical in multi-
tagger environment where many taggers work in parallel. Batch active learning escapes some of
the difficulties of standard active learning. This is due to the fact that batch active learning selects
multiple instances on each iteration that can be annotated by multiple taggers in parallel instead
of sequentially as in the case of standard active learning.
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We demonstrated in this chapter that batch active learning (especially small batch active
learning) performs better than random sampling, while it also avoids some of the difficulties of
standard active learning. This makes batch active learning a viable practical solution for reducing
the amount of annotation.
Chapter 7
Language Modeling for Selecting Useful Annotation Data
7.1 Introduction
A data set is imbalanced when the distribution of classes in it is dominated by a single class.
In Word Sense Disambiguation (WSD), the classes are word senses. The problem of imbalanced
data is painfully familiar to WSD researchers: word senses are particularly well known for their
skewed distributions that are also highly domain and corpus dependent. Most polysemous words
have a sense that occurs in a disproportionately high number of cases and another sense that is seen
very infrequently. For example, the OntoNotes [48] sense inventory defines two senses for the verb to
add. Of all the instances of this verb in the OntoNotes sense-tagged corpus, 93% are the instances
of the predominant sense (not the arithmetic sense!). Another fact: there are 4,554 total senses in
the OntoNotes sense inventory for 1,713 recently released verbs. Only 3,498 of them are present in
the actual annotated data. More than 1,000 senses (23%) are so rare that they are missing from
the corpus altogether. More than a third of the released verbs are missing representative instances
of at least one sense. In fact many of the verbs are pseudo-monosemous: even though the sense
inventory defines multiple senses, only the most frequent sense is present in the actual annotated
data. For example, only 1 out of 8 senses of to rip is present in the data.
The skewed nature of sense distributions is a fact of life. At the same time, a large-scale
annotation project like OntoNotes, whose goal is the creation of a comprehensive linguistic resource,
cannot simply ignore it. That a sense is rare in a corpus does not mean that it is less important
to annotate a sufficient number of instances of that sense: in a different domain it can be more
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common and not having enough annotated instances of that sense could jeopardize the success of
an automatic cross-domain WSD system. For example, sense 8 of to rip (”to import an audio file
directly from CD”) is extremely popular on the web but it does not exist at all in the OntoNotes
data. Only the traditional sense of to swap exists in the data but not the computer science sense
(”to move a piece of program into memory”), while the latter can conceivably be significantly more
popular in technical domains.
In general, class imbalance complicates supervised learning. This contention certainly holds
for WSD. As an illustration, consider the verb to call, for which the OntoNotes sense inventory
defines 11 senses. Senses 3 and 5 are the most frequent: together they constitute 84% of the data.
To investigate which classes are problematic for a classifier, we conducted 50 supervised learning
experiments. In each experiment one instance of this verb was selected at random and used for
testing while the rest was used for training a maximum entropy model. The resulting confusion
matrix shows that the model correctly classified most of the instances of the two predominant
senses while misclassifying the other classes. The vast majority of the errors came from confusing
other senses with sense 5 which is the most frequent sense of to call. Clearly, the data imbalance
problem has a significant negative effect on performance.
Let us now envision the following realistic scenario: An annotation project receives funds
to sense-tag a set of verbs in a corpus. It may be the case that some annotated data is already
available for these verbs and the goal is to improve sense coverage, or no annotated data is available
at all. But it turns out there are only enough funds to annotate a portion (e.g. half) of the total
instances. The question arises how to preselect the instances from the corpus in a way that would
ensure that all the senses are as well represented as possible. Because some senses of these verbs are
very rare, the pool of instances preselected for the annotation should include as many as possible
instances of the rare senses. Random sampling the simplest approach will clearly not work: the
preselected data will contain roughly the same proportion of the rare sense instances as the original
set.
If random sampling is not the answer, the data must be selected in some non-uniform way,
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i.e. using selective sampling. Active learning [19] is one approach to this problem. Some evidence
is available [112] that active learning outperforms random sampling in finding the instances of rare
senses. However, active learning has several shortcomings:
(1) it requires some annotated data to start the process
(2) it is problematic when the initial training set only contains the data for a single class (e.g.
the pseudo-monosemous verbs)
(3) it is not always efficient in practice: In the OntoNotes project, the data is annotated by
two human taggers and the disagreements are adjudicated by the third. In classic active
learning a single instance is labeled on each iteration. This means the human taggers would
have to wait on each other to tag the instance, on the adjudicator for the resolution of a
possible disagreement, and finally on the system which still needs to be retrained to select
the next instance to be labeled, a time sink much greater than tagging additional instances
(4) finally, active learning may not be an option if the data selected needs to be manually
preprocessed (e.g. sentence segmented, tokenized, and treebanked as was the case with
some of the OntoNotes data).
In this setting, on each iteration of the algorithm, the taggers have to also wait for the selected
instance to be manually preprocessed before they can label it.
Thus, it would be significantly more convenient if all the data to be annotated could be
preselected in advance. In this chapter we turn to two unsupervised methods which have the
potential to achieve that goal. We propose a simple language modeling-based sampling method
(abbreviated as LMS) that increases the likelihood of seeing rare senses in the preselected data. The
basic approach is as follow: using language modeling we can rank the instances of the ambiguous
verb according to their probability of occurrence in the corpus. Because the instances of the rare
senses are less frequent than the instances of the predominant sense, we can expect that there will
be a higher than usual concentration of the rare sense instances among the instances that have low
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probabilities. The method is completely unsupervised and the only resource that it requires is a
Language Modeling toolkit such as SRILM [96], which we used in our experiments. We compare
this method with a random sampling baseline and semi-supervised clustering, which can serve the
same purpose. We show that our method outperforms both of the competing approaches.
7.2 Relevant Work
The problem of imbalanced data has recently received much attention in the machine learning
community. Rare classes can be of higher importance than frequent classes, as in medical diagnosis
when one is interested in correctly identifying a rare disease. Network intrusion detection faces a
similar problem: a malicious activity, although of crucial importance, is a very rare event compared
to the large volumes of routine network traffic. At the same time, imbalanced data poses difficulties
for an automatic learner in that rare classes have a much higher misclassification rate than common
ones [106, 52]. Learning from imbalanced sets can also be problematic if the data is noisy: given a
sufficiently high level of background noise, a learner may not distinguish between true exceptions
(i.e. rare cases) and noise [54, 107].
In the realm of supervised learning, cost-sensitive learning has been recommended as a solu-
tion to the problem of learning from imbalanced data [107]. However, the costs of misclassifying
the senses are highly domain specific and hard to estimate. Several studies recently appeared that
attempted to apply active learning principles to rare category detection [80, 44]. In addition to the
issues with active learning outlined in the introduction, the algorithm described in [44] requires the
knowledge of the priors, which is hard to obtain for word senses.
WSD has a long history of experiments with unsupervised learning [88, 83]. McCarthy et al.
[68] propose a method for automatically identifying the predominant sense in a given domain. [29]
describes an application of an outlier detection algorithm to the task of identifying the instances
of unknown senses. Our task differs from the latter two works in that it is aimed at finding the
instances of the rare senses.
Finally, the idea of LMS is similar to the techniques for sentence selection based on rare
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n-gram co-occurrences used in machine translation [27] and syntactic parsing [51].
7.3 Method
Our method takes as input a large corpus that contains T candidate instances from which S
instances are to be selected for annotation. The basic steps of the method are the following:
(1) Compute the language model for the corpus
(2) Compute the probability distribution over the T candidate instances of the target verb
(3) Rank the T candidate instances by their probabilities
(4) Form a cluster by selecting S instances with the lowest probability
Let us now clarify a few practical points. Although an instance of the target verb can be
represented as the entire sentence containing the verb, from the experiments with automatic WSD
[25], it is known that having access to just a few words in the neighborhood of the target verb is
sufficient in many cases to predict the sense. For the purpose of LMS we represent an instance as
the chunk of text centered upon the target verb plus the surrounding words on both sides within
a three-word window. Although the size of the window around the target verb is fixed, the actual
number of words in each chunk may vary when the target verb is close to the beginning or the
end of a sentence. Therefore, we need some form of length normalization. We normalize the log
probability of each chunk by the actual number of words to make sure we do not favor shorter
chunks (SRILM operates in log space).
The resulting metric is related to perplexity. For a sequence of words
W = w1w2 . . . wN (7.1)
the perplexity is
PP (W ) = P (w1w2 . . . wN )−
1
N (7.2)
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and the log of perplexity is
log[PP (W )] = − 1
N
log[P (w1w2 . . . wN )] (7.3)
Thus, the quantity we use for ranking is negative perplexity.
7.4 Evaluation
For the evaluation, we selected two-sense verbs from the OntoNotes data that were annotated
as described in section 3.5. We selected only the verbs that have at least 100 instances and where
the share of the rare sense is less than 20%. There were 11 such verbs (2,230 instances total) with
the average share of the rare sense 11%.
Our task consists of clustering the instances of a verb into two clusters, one of which is
expected to have a higher concentration of the rare senses than the other. Since the rare sense
cluster is of primary interest to us, we report two metrics:
(1) Precision: the ratio of the number of instances of the rare sense in the cluster and the
total number of instances in the cluster
(2) Recall: the ratio of the number of instances of the rare sense in the cluster and the total
number of the rare sense instances in both clusters.
Note that precision is not of primary importance for this task because the goal is not to
reliably identify the instances of the rare sense but rather to group them into a cluster where the
rare senses will have a higher concentration than in the original set of the candidate instances. At
the same time achieving high recall is important since we want to ensure that most, if not all, of the
rare senses that were present among the candidate instances are captured in the rare sense cluster.
7.4.1 Plausibility of LMS
The goal of our first set of experiments is to illustrate the plausibility of LMS. Due to space
constraints, we examine only three verbs: compare, add, and account. The remaining experiments
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will focus on a more comprehensive evaluation that will involve all 11 verbs. We computed the
normalized log probability for each instance of a verb. We then ordered these candidate instances
by their normalized log probability and computed the recall of the rare sense at various levels of
the size of the rare sense cluster. We express the size of the rare sense cluster as a share of the
total number of instances. We depict recall vs. cluster size with a dotted curve. The graphs are in
Figures 7.1, 7.2, and 7.3.
Figure 7.1: Rare sense recall for compare compared to random sampling
LMS would correspond to the dotted curve lying above the random sampling baseline, which
happens to be the case for all three of these verbs. For compare we can capture all of the rare sense
instances in a cluster containing less than half of the candidate instances. While verbs like compare
reflect the best case scenario, the technique we proposed still works for the other verbs although not
always as well. For example, for add we can recall more than 70% of the rare sense instances in a
cluster that contains only half of all instances. This is more than 20 percentage points better than
the random sampling baseline where the recall of the rare sense instances would be approximately
50%.
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Figure 7.2: Rare sense recall for add compared to random sampling
Figure 7.3: Rare sense recall for account compared to random sampling
7.4.2 LMS vs. Random Sampling Baseline
In this experiment we evaluated the performance of LMS for all 11 verbs. For each verb,
we ranked the instances by their normalized log probability and placed the bottom half in the
rare sense cluster. The results are in Table 7.1. The second column shows the share of the rare
sense instances in the entire corpus for each verb. Thus, it represents the precision that would be
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obtained by random sampling. The recall for random sampling in this setting would be 0.5.
Ten verbs outperformed the random sampling baseline both with respect to precision and
recall (although recall is much more important for this task) and one verb performed as well.
On average these verbs showed a recall figure that was 22 percentage points better than random
sampling. Two of the 11 verbs (compare and point) were able to recall all of the rare sense instances.
Verb Rare Instances Precision Recall
account 0.12 0.21 0.93
add 0.07 0.10 0.73
admit 0.18 0.18 0.50
allow 0.06 0.07 0.62
compare 0.08 0.16 1.00
explain 0.10 0.12 0.60
maintain 0.11 0.11 0.53
point 0.15 0.29 1.00
receive 0.07 0.08 0.60
remain 0.15 0.20 0.65
worry 0.15 0.22 0.73
average 0.11 0.16 0.72
Table 7.1: LMS results for 11 verbs
7.4.3 LMS vs. K-means Clustering
Since LMS is a form of clustering one way to evaluate its performance is by comparing it
with an established clustering algorithm such as K-means [42]. There are several issues related to
this evaluation.
First, K-means produces clusters and which cluster represents which class is a moot question.
Since for the purpose of the evaluation we need to know which cluster is most closely associated
with a rare sense, we turn K-means into a semi-supervised algorithm by seeding the clusters. This
puts LMS at a slight disadvantage since LMS is a completely unsupervised algorithm, while the new
version of K-means will require an annotated instance of each sense. However, this disadvantage is
not very significant: in a real-world application, the examples from a dictionary can be used to seed
the clusters. For the purpose of this experiment, we simulated the examples from a dictionary by
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simply taking the seeds from the pool of the annotated instances we identified for the evaluation.
K-means is known to be highly sensitive to the choice of the initial seeds. Therefore, to make
the comparison fair, we perform the clustering ten times and pick the seeds at random for each
iteration. The results are averaged.
Second, K-means generates clusters of a fixed size while the size of the LMS-produced clusters
can be easily varied. This advantage of the LMS method has to be sacrificed to compare its
performance to K-means. We compare LMS to K-means by counting the number of instances that
K-means placed in the cluster that represents the rare sense and selecting the same number of
instances that have the lowest normalized probability. Thus, we end up with the two methods
producing clusters of the same size (with K-means dictating the cluster size).
Third, K-means operates on vectors and therefore the instances of the target verb need to
be represented as vectors. We replicate lexical, syntactic, and semantic features from a verb sense
disambiguation system that showed state-of-the-art performance on the OntoNotes data [25].
The results of the performance comparison are shown in Table 7.2. The fourth column shows
the relative size of the K-means cluster that was seeded with the rare sense. Therefore it also
defines the share of the instances with the lowest normalized log probability that are to be included
in the LMS-produced rare sense clusters. On average, LMS showed 3% better recall than K-means
clustering.
7.5 Discussion and Conclusion
In this chapter we proposed a novel method we termed LMS for preselecting instances for
annotation. This method is based on computing the probability distribution over the instances and
selecting the ones that have the lowest probability. The expectation is that instances selected in
this fashion will capture more of the instances of the rare classes than would have been captured
by random sampling.
We evaluated LMS by comparing it to random sampling and showed that LMS outperforms
it. We also demonstrated that LMS compares favorably to K-means clustering. This is despite the
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K-means LMS
Verb Precision Recall Size Precision Recall
account 0.21 1.00 0.58 0.20 1.00
add 0.06 0.54 0.50 0.10 0.73
admit 0.21 0.31 0.29 0.09 0.15
allow 0.08 0.36 0.31 0.06 0.31
compare 0.22 0.42 0.18 0.19 0.43
explain 0.16 0.61 0.44 0.14 0.60
maintain 0.13 0.91 0.80 0.11 0.82
point 0.27 0.66 0.42 0.31 0.89
receive 0.11 0.68 0.72 0.08 0.80
remain 0.10 0.41 0.44 0.21 0.61
worry 0.81 0.51 0.13 0.38 0.33
average 0.21 0.58 0.44 0.17 0.61
Table 7.2: LMS vs. K-means
fact that the cluster sizes were dictated by K-means and that K-means had at its disposal much
richer linguistic representations and some annotated data.
Thus, we conclude that LMS is a promising method for data selection. It is simple to use
since one only needs the basic functionality that any language modeling toolkit offers. It is flexible
in that the number of the instances to be selected can be specified by the user, unlike, for example,
when clustering using K-means.
In chapter 8 we apply LMS to domain adaptation, evaluate its performance, and compare it
to active learning.
Chapter 8
Language Modeling for Domain Adaptation
8.1 Introduction
In chapter 6 we looked at a domain adaptation scenario. The task was to adapt a general
domain word sense disambiguation system to the financial domain with as little annotated data as
possible. To achieve this objective, we used active learning. In this chapter, we attempt to solve
the same problem but using a different method.
In chapter 7 we explored an application of language modeling to the task of detecting instances
of rare classes. In this chapter we explore another application of language modeling. We investigate
the utility of language model based instance selection for domain adaptation.
8.2 Method
Automatic word sense disambiguation relies on the assumptions that:
• The meaning of an ambiguous word is determined by its context
• Whenever two instances of an ambiguous word have a similar context, the ambiguous word
has the same meaning in both cases
In the simplest case, the context can be viewed as a bag of n-grams in the neighborhood of
the ambiguous word.
We mentioned before that a supervised word sense disambiguation system typically expe-
riences a drop in performance when applied to a new domain. This happens in part due to the
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difference in sense priors between the source and the target domains [32]. Another reason for the
decrease in performance is that the new domain usually brings new contexts of the ambiguous word
that have not been seen during training.
To illustrate this point, we train two language models: (1) on the Brown corpus, and (2) on
the WSJ corpus. For the verb to raise, some of the most probable contexts in the Brown corpus
are raised his hands, raised his voice, and raised my eyes, which are all instances of the sense 2 of
to raise (to lift, elevate, orient upwards). At the same time, the most probable contexts in the Wall
Street Journal are raised its stake, raise his offer, and raised at least, which are all instances of the
sense 1 of to raise (to increase).
Our goal is to adapt a classifier that was trained on the Brown corpus to the financial domain.
If we were to randomly select for annotation some unlabeled examples from the WSJ, we would
likely end up annotating both the kind of contexts we have already seen in the Brown corpus as
well as the ones that are new. However, a classifier trained on the Brown corpus would benefit
more from the contexts that do not occur in the Brown corpus, than from the contexts that already
exist there.
To select such contexts, we need some form of selective sampling that would favor the contexts
that do not exist or are rare in the Brown corpus. Toward that goal, we attempt the following
approach:
We train a language model LMbrown on the text of the Brown corpus and use it to compute
the probabilities of the candidate instances in the WSJ. This language model will assign higher
probabilities to the examples that already exist in the Brown corpus. At the same time the examples
that are new will have low probabilities. Thus, we should select the low probability examples for
annotation.
However, this approach has an important shortcoming: it will select the contexts that are
useful from the point of view of the Brown corpus without regard for whether they are frequent or
rare in the WSJ. However, annotating the contexts that are frequent in WSJ is more important
than annotating the contexts that are very rare. To remedy this shortcoming we must add another
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point of view: that of the WSJ. We train another language model LMwsj on the text of the WSJ
and use it to compute the probabilities of the candidate examples from the WSJ.
Suppose that for each candidate WSJ example x we have computed two probabilities:
• Pbrown(x) – the probability computed using the LMbrown language model
• Pwsj(x) – the probability computed using the LMwsj language model
We combine these two probabilities into a single rank R that reflects the usefulness of a
candidate instance for the classifier:
R(x) =
Pwsj(x)
Pbrown(x)
(8.1)
This approach to ranking will take into account both point of views: that of the Brown corpus
and that of the WSJ. The rank R will give the highest score to the WSJ examples that have a
low probability of occurring in the Brown corpus and at the same time have a high probability of
occurring in the WSJ.
In the next section we will evaluate this approach.
8.3 Evaluation
For the evaluation, we select the 215 most frequent verbs in the OntoNotes data that were
annotated as described in section 3.5. The dataset contains 103,705 instances of 215 most frequent
verbs. Table 8.1 shows various important characteristics of this dataset averaged across the 215
verbs.
Inter-tagger agreement 86%
Annotator1-gold standard agreement 93%
Share of the most frequent sense 70%
Number of classes (senses) per verb 4.74
Table 8.1: Data used in evaluation at a glance
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For the purpose of evaluating our language model based approach to domain adaptation, we
are interested only in Brown and WSJ instances. We subsequently select a subset of the 215 verbs
that have at least 10 examples in Brown and 10 examples in WSJ. The resulting dataset contains
183 verbs.
We test the performance of our language model based approach in the style of the active
learning evaluations where the goal is to show that selective sampling (i.e. active learning) performs
better than the random sampling baseline. To demonstrate that, a learning curve is plotted for
both random and selective sampling. If the selective sampling learning curve lies above the random
sampling curve, the outcome of the evaluation is considered positive.
We need to compute two learning curves: one for our language model based sampling method
and the other for random sampling. In supervised word sense disambiguation usually a single model
per verb is trained. Therefore, we will have to run the evaluation for each verb and average the
results across all verbs to produce the final graph.
To produce the random and selective curves for a single verb, we follow these steps:
(1) Train the initial classifier using just the Brown corpus examples
(2) Split the WSJ examples into ten sets of equal size. Use one set for testing and 9 sets as
the pool of unlabeled examples to be annotated.
(3) Select one example from the pool at random and add it to the training set. Retrain the
classifier and test it. Record the accuracy.
(4) Choose the highest ranking example from the pool using the language model based ranking
and add it to the training set. Retrain the classifier and test it. Record the accuracy.
Steps (3) and (4) are repeated until the pool of unlabeled examples is exhausted. At the end
of the experiment we have obtained the learning curves (i.e. the accuracy figures for various sizes
of the training set) for both the random and selective sampling approaches. We then rotate the
training set in step (2) and repeat the experiment. The experiment completes when each of the
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sets from step (2) has been used as a test set. To obtain the final learning curves for this verb, we
average the curves obtained at each of the ten trials.
8.4 Results
We found that among the 183 verbs that participated in the evaluation, there are three groups
of verbs:
(1) The verbs for which the selective learning curve is steadily above the random baseline
(2) The verbs for which the selective learning curve is steadily below the random baseline
(3) The verbs for which there is no difference between the two learning curves
Figure 8.1 is an example of a verb for which the language model learning curve lies above the
random baseline learning curve, which means that at every size of the training set, the language
model based selection brings about a better level of performance. Figure 8.2 shows the same plot
with error bars. Figure 8.3 and Figure 8.5 are two other examples of a similar outcome. Figures
8.4 and 8.6 display the same pairs of curves with error bars.
Unfortunately, many other verbs behave differently: for them the selective learning curve lies
below the random baseline. Figure 8.7 and Figure 8.9 are the examples of such behavior. Figures
8.8 and 8.10 display the error bars for these curves.
To analyze how the language model based selection approach performs overall in comparison
with the random sampling baseline, we resort to the approach that Chan and Ng [14] used for
their evaluation. The goal is to present the performance of all the models that participated in the
evaluation as a single plot.
We average the results across the 183 verbs. Figure 8.11 presents the average accuracy for
the selective sampling approach and the baseline at various fractions of the total size of the training
set. The accuracy at a given size was interpolated for each verb using linear interpolation and then
averaged over all the verbs. We used fractional training set sizes instead of absolute counts because
the number of annotated examples was different for each verb.
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Figure 8.1: Learning curves for to cut
Figure 8.2: Learning curves with error bars for to cut
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Figure 8.3: Learning curves for to raise
Figure 8.4: Learning curves with error bars for to raise
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Figure 8.5: Learning curves for to reach
Figure 8.6: Learning curves with error bars for to reach
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Figure 8.7: Learning curves for to produce
Figure 8.8: Learning curves with error bars for to produce
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Figure 8.9: Learning curves for to turn
Figure 8.10: Learning curves with error bars for to turn
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Figure 8.11: Averaged learning curves
At each size of the training set except 0.95, the language modeling approach slightly outper-
forms random sampling. Figure 8.12 shows the same information as Figure 8.11 but as a reduction
in error rate from the random sampling accuracy to the language modeling accuracy. Again, the
reduction in error rate is positive at every size of the training set except 0.95. The average reduction
in error rate across all sizes is 1.02%.
In the next section we attempt to isolate a group of verbs that can benefit from the language
modeling approach more than the rest of the verbs.
8.5 Verb Groups
We mentioned before that one reason for the decrease in performance when a classifier is
applied to a new domain is that the new domain typically brings new contexts of the ambiguous
word that have not been seen during training. Therefore, our language modeling based method
of selecting the examples from a new domain should be particularly beneficial for the verbs whose
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Figure 8.12: Averaged learning curves
contexts in the target domain are drastically different from the source domain.
For each verb, we can measure how different the contexts between the source and the target
domains are by simply taking the cosine similarity between all examples in these two domains.
Cosine similarity is a simple way to measure the similarity between two vectors A and B. It is
computed as the cosine of the angle α between the two vectors:
cos(α) =
A ·B
|A||B| (8.2)
In our case, the vectors A and B capture the contexts of the ambiguous word in the source
and the target domains respectively. To calculate the value of the cosine similarity, we represent
the contexts as all the bigrams that occur in the neighborhood of the target verb.
The median value of the cosine similarity for the 183 verbs is 0.1155. We recalculate the
reduction in error rate at various sizes of the training set for the 92 verbs that have a cosine
similarity value below that threshold (Figure 8.13) and above it (Figure 8.14).
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Figure 8.13: Reduction in error rate for the verbs where the contexts in the source and target
domains are dissimilar
The average reduction in error rate for the verbs with low values of cosine similarity is 2.01%.
The average reduction in error rate for the verbs with the high values of the cosine similarity is
0.08%.
Next we observe that many verbs in our data set do not benefit at all from adding WSJ
examples. One reason this is the case, the Brown corpus data alone for many of these verbs is
sufficient to build a highly accurate classifier. For example, for 42 verbs from our data set, the
accuracy on the WSJ test set is at least 90% before any WSJ corpus examples are added.
Out of 183 verbs, 62 either result in a classifier that is at least 90% accurate or do not change
their performance no matter how much new WSJ data is added to the training set. Because these
verbs cannot possibly benefit from our method, we exclude them and recalculate the reduction in
error rate at various sizes of the training set. The result for these 183− 62 = 121 verbs is shown in
Figure 8.15. The average reduction in error rate across all sizes is 1.27%.
Finally, we only look at the verbs that satisfy these three conditions:
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Figure 8.14: Reduction in error rate for the verbs where the contexts in the source and target
domains are similar
Figure 8.15: Reduction in error rate for 121 verbs that benefit from additional WSJ data
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(1) The accuracy on the WSJ test set before any WSJ examples are added to the training set
is at least 90%
(2) The accuracy on the WSJ test set changes (one way or the other) as new WSJ examples
are added
(3) The cosine similarity between the source and the target domain examples is below the
median (0.1155)
There are 63 verbs that satisfy these conditions. Figure 8.16 presents the average accuracy
for the selective sampling approach at various fractions of the total size of the training set for these
verbs.
Figure 8.16: Averaged learning curves for 63 verbs
Figure 8.17 displays the resulting reduction in error rate curve. The average reduction in
error rate is 2.51%.
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Figure 8.17: Reduction in error rate for 63 verbs
8.6 Comparison with Active Learning
In chapter 6 we saw that batch active learning can be a viable solution to the problem of
domain adaptation. One-batch active learning is most similar to the domain adaptation approach
we proposed in this chapter: one batch active learning ranks the unlabeled data only once without
re-ranking after some number of examples have been annotated and added to the training set.
We conduct an experiment in which we compare the performance of our language modeling
approach to one-batch active learning. We include all 183 verbs in this experiment and we produce
the average learning curves as we described before. The results are in Figure 8.18.
As we see the learning curve for one-batch active learning lies above the language modeling
learning curve for most training set sizes.
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Figure 8.18: One batch active learning vs. language modeling approach
8.7 Discussion and Conclusion
In this chapter, we showed how language modeling can be used for domain adaptation. We
saw that even though many verbs in our dataset perform much better when the data from the
target domain is selected using language modeling, overall the improvements are very small when
the results are averaged across all verbs: the average reduction in error rate is about 1%.
The main reason why the improvements are so low is that the proposed method tends to select
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redundant examples. The redundancies are selected because they receive close rankings. This is
similar to the performance degradation issues for batch active learning we discussed in chapter 6.
We proposed an automatic approach that aims to filter out the verbs that do not benefit
from the language model based selection. This approach is based on taking the cosine similarity
between the contexts of the ambiguous verb in the source and target domains. Using this approach,
we separated our datasets into two halves. The first half showed a reduction in error rate of about
2%, while it was close to zero for the second half.
We filtered out the verbs that either already performed well on the target domain test set
or were not affected by adding new target domain data. While the cosine similarity based filtering
method can be used in practice (because it does not require annotated data), this type of filtering
cannot. However, because the verbs that cannot benefit from new target domain data constitute
a sizable portion of our dataset, we re-evaluated the language modeling sampling without them to
show that the actual improvements are somewhat higher than when these verbs were included in
the evaluation.
Finally, we compared an equivalent active learning approach to data selection to our language
modeling approach. Active learning outperformed language modeling based selection.
One reason why language modeling shows an inferior performance is that it is myopic to
the needs of the classifier: active learning directly targets the examples that the classifier needs
to improve its performance, while language modeling selects the examples based on a different
criterion of usefulness.
Another reason why active learning shows a better performance is that it has access to com-
plex linguistic features, while language modeling only has access to word n-grams. Thus, active
learning is a better approach providing the linguistic features can be efficiently and accurately ex-
tracted. Conversely, language modeling may be a better choice when the linguistic features are hard
to extract or a high-performance word sense disambiguation system is not already available.
Chapter 9
Reducing the Need for Double Annotation
9.1 Introduction
Supervised learning has become the dominant paradigm in natural language processing in
recent years thus making the creation of high-quality annotated corpora a top priority in the field.
A corpus where each instance is annotated by a single annotator unavoidably contains errors. To
improve the quality of the data, one may choose to annotate each instance twice and adjudicate the
disagreements thus producing the gold standard. For example, the OntoNotes [48] project opted
for this approach.
However, is it absolutely necessary to double annotate every example? In this chapter, we
demonstrate that it is possible to double annotate only a subset of the single annotated data and
still achieve the same level of performance as with full double annotation. We accomplish this task
by using the single annotated data to guide the selection of the instances to be double annotated.
We propose several algorithms that accept single annotated data as input. The algorithms
select a subset of this data that they recommend for another round of annotation and adjudication.
The single annotated data our algorithms work with can potentially come from any source. For
example, it can be the single annotated output of active learning or the data that had been randomly
sampled from some corpus and single annotated. Our approach is applicable whenever a second
round of annotation is being considered to improve the quality of the data.
Our approach is similar in spirit to active learning but more practical in a double annotation
multi-tagger environment. We evaluate this approach on OntoNotes word sense data and show a
90
54% reduction in the amount of annotation needed for the second round of annotation.
The rest of this chapter is structured as follows: we discuss the relevant work in section 9.2,
we explain our approach in section 9.3, we evaluate our approach in section 9.4, and finally we
discuss the results and draw a conclusion in section 9.5.
9.2 Relevant Work
Active Learning [90, 76] has been the traditional avenue for reducing the amount of annota-
tion. However, in practice, serial active learning is difficult in a multi-tagger environment [90] when
many annotators are working in parallel (e.g. OntoNotes employs tens of taggers). At the same
time, several papers recently appeared that used OntoNotes data for active learning experiments
[19, 112, 111]. These works all utilized OntoNotes gold standard labels, which were obtained via
double annotation and adjudication. The implicit assumption, therefore, was that the same pro-
cess of double annotation and adjudication could be reproduced in the process of active learning.
However, this assumption is not very realistic and in practice, these approaches may not bring
about the kind of annotation cost reduction that they report. For example, an instance would have
to be annotated by two taggers (and each disagreement adjudicated) on each iteration before the
system can be retrained and the next instance selected. Active learning tends to select ambiguous
examples (especially at early stages), which are likely to cause an unusually high number of dis-
agreements between taggers. The necessity of frequent manual adjudication would slow down the
overall process. Thus, if the scenarios of [19, 112, 111] were used in practice, the taggers would
have to wait on each other, on the adjudicator, and on the retraining, before the system can select
the next example. The cost of annotator waiting time may undermine the savings in annotation
cost.
The rationale for our work arises from these difficulties: because active learning is not practi-
cal in a double annotation scenario, the data is single annotated first (with the instances selected
via active learning, random sampling or some other technique). After that, our algorithms can
be applied to select a subset of the single annotated data for the second round of annotation and
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adjudication. Our algorithms select the data for repeated labeling in a single batch, which means
the selection can be done off-line. This should greatly simplify the application of our approach in
a real life annotation project.
Our work also borrows from the error detection literature. Researchers have explored error
detection for manually tagged corpora in the context of pos-tagging [33, 55, 75], dependency parsing
[24], and text-classification [38]. The approaches to error detection include anomaly detection [33],
finding inconsistent annotations [103, 55, 75], and using the weights assigned by learning algorithms
such as boosting [2, 63] and SVM [71, 38] by exploiting the fact that errors tend to concentrate
among the examples with large weights. Some of these works eliminate the errors [63]. Others
correct them automatically [33, 55, 38, 24] or manually [55]. Several authors also demonstrate
ensuing performance improvements [38, 63, 24].
All of these researchers experimented with single annotated data such as Penn Treebank [64]
and they were often unable to hand-examine all the data their algorithms marked as errors because
of the large size of their data sets. Instead, to demonstrate the effectiveness of their approaches,
they examined a selected subset of the detected examples (e.g. [2, 33, 71, 75]). In this work, we
experiment with fully double annotated and adjudicated data, which simplifies the task of error
analysis.
A sizable body of work exists on using noisy labeling obtained from low-cost annotation
services such as Amazon’s Mechanical Turk [95, 94, 50]. Hsueh et al. [50] identify several criteria
such as noise level, sentiment ambiguity, and lexical uncertainty for selecting high-quality annota-
tions. Sheng et al. [94] address the relationships between various repeated labeling strategies and
the quality of the resulting models. They also propose a set of techniques for selective repeated
labeling which are based on the principles of active learning and an estimate of uncertainty derived
from each example’s label multiset. These authors focus on the scenario where multiple (greater
than two) labels can be obtained cheaply. This is not the case with the data we experiment with:
OntoNotes data is double annotated by expensive human experts. Also, unfortunately, Sheng et al.
simulate multiple labeling (the noise is introduced randomly). However, human annotators may
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have a non-random annotation bias resulting from misreading or misinterpreting the directions, or
from genuine ambiguities. The data we use in our experiments is annotated by humans.
9.3 Algorithms
In the approach to double annotation we are proposing, the reduction in the annotation effort
is achieved by double annotating only the examples selected by our algorithms instead of double
annotating the entire data set. If we can find most or all of the errors made during the first round
of labeling and show that double annotating only these instances does not sacrifice performance,
we will consider the outcome of this study positive. We propose three algorithms for selecting a
subset of the single annotated data for the second round of annotation.
Our machine tagger algorithm draws on error detection research. Single annotated data
unavoidably contains errors. The main assumption this algorithm makes is that a machine learning
classifier can form a theory about how the data should be labeled from a portion of the single
annotated data. The classifier can be subsequently applied to the rest of the data to find the
examples that contradict this theory. In other words, the algorithm is geared toward detecting
inconsistent labeling within the single annotated data. The machine tagger algorithm can also be
viewed as using a machine learning classifier to simulate the second human annotator. The machine
tagger algorithm accepts single annotated data as input and returns the instances that it believes
are labeled inconsistently.
Our ambiguity detector algorithm is inspired by uncertainty sampling [59], a kind of active
learning in which the model selects the instances for which its prediction is least certain. Some
instances in the data are intrinsically ambiguous. The main assumption the ambiguity detector
algorithm makes is that a machine learning classifier trained using a portion of the single annotated
data can be used to detect ambiguous examples in the rest of the single annotated data. The
algorithm is geared toward finding hard-to-classify instances that are likely to cause problems for
the human annotator. The ambiguity detector algorithm accepts single annotated data as input
and returns the instances that are potentially ambiguous and thus are likely to be controversial
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among different annotators.
It is important to notice that the machine tagger and ambiguity detector algorithms target
two different types of errors in the data: the former detects inconsistent labeling that may be due
to inconsistent views among taggers (in a case when the single annotated data is labeled by more
than one person) or the same tagger tagging inconsistently. The latter finds the examples that are
likely to result in disagreements when labeled multiple times due to their intrinsic ambiguity.
Therefore, our goal is not to compare the performance of the machine tagger and ambiguity
detector algorithms, but rather to provide a viable solution for reducing the amount of annotation
on the second round by detecting as much noise in the data as possible. Toward that goal we
consider a hybrid approach, which is a combination of the first two.
Still, we expect some amount of overlap in the examples detected by the two approaches. For
example, the ambiguous instances selected by the second algorithm may also turn out to be the
ones that the first one will identify because they are harder to classify (both by human annotators
and machine learning classifiers).
The three algorithms we experiment with are therefore the machine tagger, the ambiguity
detector, and the hybrid of the two. We will now provide more details about how each of them is
implemented.
9.3.1 General Framework
All three algorithms accept single annotated data as input. They output a subset of this
data that they recommend for repeated labeling.
All algorithms begin by splitting the single annotated data into N sets of equal size. They
proceed by training a classifier on N − 1 sets and applying it to the remaining set, which we will
call the pool.
The cycle repeats N times in the style of N -fold cross-validation. Upon completion, each
single annotated instance has been examined by the algorithm. A subset of the single annotated
data is selected for the second round of annotation based on various criteria. These criteria are
94
what sets the algorithms apart.
Because of the time constraints, for the experiments we describe in this work, we set N to
10. A larger value will increase the running time but may also result in an improved performance.
Notice that the term pool in active learning research typically refers to the collection of
unlabeled data from which the examples to be labeled are selected. In our case, this term applies
to the data that is already labeled and the goal is to select data for repeated labeling.
9.3.2 Machine Tagger Algorithm
The main goal of the machine tagger algorithm is finding inconsistent labeling in the data.
This algorithm operates by training a discriminative classifier and making a prediction for each
instance in the pool. Whenever this prediction disagrees with the human-assigned label, the
instance is selected for repeated labeling.
For classification we choose a support vector machine (SVM) classifier because we need a
high-accuracy classifier. The state-of-the art system we replicated for our experiments is SVM-
based [25]. The specific classification software we utilize is LibSVM [15]. We accept the default
settings (C = 1 and linear kernel).
9.3.3 Ambiguity Detector Algorithm
The ambiguity detector algorithm trains a probabilistic classifier and makes a prediction for
each instance in the pool. However, unlike the previous algorithm, the objective in this case is to
find the instances that are potentially hard to annotate due to their ambiguity. The instances that
lie closely to the decision boundary are intrinsically ambiguous and therefore harder to annotate.
We hypothesize that a human tagger is more likely to make a mistake when annotating these
instances.
We can estimate the proximity to the class boundary using a classifier confidence metric such
as the prediction margin, which is a simple metric often used in active learning (e.g. [19]). For an
instance x, we compute the prediction margin as follows:
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Margin = |P (c1|x)− P (c2|x)| (9.1)
Where c1 and c2 are the two most probable classes of x according to the model. We rank
the single annotated instances by their prediction margin and select selectsize instances with the
smallest margin. The selectsize setting can be manipulated to increase the recall. We experiment
with the settings of selectsize of 20% and larger.
While SVM classifiers can be adapted to produce a calibrated posterior probability [81], for
simplicity, we use a maximum entropy classifier, which is an intrinsically probabilistic classifier and
thus has the advantage of being able to output the probability distribution over the class labels
right off-the-shelf. The specific classification software we utilize is the python maximum entropy
modeling toolkit [56] with the default options.
9.3.4 Hybrid Algorithm
We hypothesize that both the machine tagger and ambiguity detector algorithms we just
described select the instances that are appropriate for the second round of human annotation. The
hybrid algorithm simply unions the instances selected by these two algorithms. As a result, the
amount of data selected by this algorithm is expected to be larger than the amount selected by
each individual algorithm.
9.4 Evaluation
For evaluation we use the word sense data annotated by the OntoNotes project. The
OntoNotes data was chosen because it is fully double-blind annotated by human annotators and
the disagreements are adjudicated by a third (more experienced) annotator. This type of data
allows us to:
• Simulate single annotation by using the labels assigned by the first annotator
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• Simulate the second round of annotation for selected examples by using the labels assigned
by the second annotator
• Evaluate how well our algorithms capture the errors made by the first annotator
• Measure the performance of the corrected data against the performance of the double
annotated and adjudicated gold standard
We randomly split the gold standard data into ten parts of equal size. Nine parts are used
as a pool of data from which a subset is selected for repeated labeling. The rest is used as a test
set. Before passing the pool to the algorithm, we ”single annotate” it (i.e. relabel with the labels
assigned by the first annotator). The test set always stays double annotated and adjudicated to
make sure the performance is evaluated against the gold standard labels. The cycle is repeated ten
times and the results are averaged.
Since our goal is finding errors in single annotated data, a brief explanation of what we count
as an error is appropriate. In this evaluation, the errors are the disagreements between the first
annotator and the gold standard. The fact that our data is double annotated allows us to be
reasonably sure that most of the errors made by the first annotator were caught (as disagreements
with the second annotator) and resolved. Even though other errors may still exist in the data (e.g.
when the two annotators made the same mistake), we assume that there are very few of them and
we ignore them for the purpose of this study.
9.4.1 Data
We selected the 215 most frequent verbs in the OntoNotes data that were annotated as
described in section 3.5. We discarded the 15 most frequent ones to make the size of the dataset
more manageable (the 15 most frequent verbs have roughly as many examples as the next 200
frequent verbs). We ended up with a dataset containing 58,728 instances of 200 frequent verbs.
Table 9.1 shows various important characteristics of this dataset averaged across the 200 verbs.
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Inter-annotator agreement 86%
Annotator1-gold standard agreement 93%
Share of the most frequent sense 71%
Number of classes (senses) per verb 4.44
Table 9.1: Evaluation data at a glance
Observe that even though the annotator1-gold standard agreement is high, it is not perfect:
about 7% of the instances are the errors the first annotator made. These are the instances we
are targeting. OntoNotes double annotated all the instances to eliminate the errors. Our goal is
finding them automatically.
9.4.2 Performance Metrics
Our objective is finding errors in single annotated data. One way to quantify the success
of error detection is by means of precision and recall. We compute precision as the ratio of the
number of errors in the data that the algorithm selected and the total number of instances the
algorithm selected. We compute recall as the ratio of the number of errors in the data that the
algorithm selected to the total number of errors in the data.
To compute baseline precision and recall for an algorithm, we count how many instances it
selected and randomly draw the same number of instances from the single annotated data. We
then compute precision and recall for the randomly selected data.
We also evaluate each algorithm in terms of classification accuracy. For each algorithm, we
measure the accuracy on the test set when the model is trained on:
• Single annotated data only
• Single annotated data with a random subset of it double annotated (of the same size as
the data selected by the algorithm)
• Single annotated data with the instances selected by the algorithm double annotated
• Single annotated data with all instances double annotated.
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Random sampling is often used as a baseline in the active learning literature [90, 76].
9.4.3 Error Detection Performance
In this experiment we evaluate how well the three algorithms detect the errors. We split the
data for each word into 90% and 10% parts as described at the beginning of section 9.4. We relabel
the 90% part with the labels assigned by the first tagger and use it as a pool in which we detect
the errors. We pass the pool to each of algorithm and compute the precision and recall of errors
in the data the algorithm returns. We also measure the random baseline performance by drawing
the same number of examples randomly and computing the precision and recall. The results are in
the top portion of Table 9.2.
Metric Machine
Tagger, %
Ambiguity
Detector, %
Hybrid, %
Actual size selected 16.93 20.01 30.48
Error detection precision 23.81 10.61 14.70
Error detection recall 60.32 37.94 75.14
Baseline error detection precision 6.82 6.63 6.86
Baseline error detection recall 16.79 19.61 29.06
Single annotation only accuracy 82.84 82.84 82.84
Single + random double accuracy 83.23 83.09 83.36
Single + selected double accuracy 83.58 83.42 83.82
Full double annotation accuracy 84.15 84.15 84.15
Table 9.2: Results of performance evaluation
Consider the second column, which shows the performance of the machine tagger algorithm.
The algorithm identified as errors 16.93% of the total number of examples that we passed to it.
These selected examples contained 60.32% of the total number of errors found in the data. Of the
selected examples, 23.81% were in fact errors. By drawing the same number of examples (16.93%)
randomly we recall only 16.79% of the single annotation errors. The share of errors in the randomly
drawn examples is 6.82%. Thus, the machine tagger outperforms the random baseline both with
respect to precision and recall.
The ambiguity detector algorithm selected 20% of the examples with the highest value of the
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prediction margin and beat the random baseline both with respect to precision and recall. The
hybrid algorithm also beat the random baselines. It recalled 75% of errors but at the expense of
selecting a larger set of examples, 30.48%. This is the case because it selects both the data selected
by the machine tagger and the ambiguity detector. The size selected, 30.48%, is smaller than the
sum, 16.93% + 20.01%, because there is some overlap between the instances selected by the first
two algorithms.
9.4.4 Model Performance
In this experiment we investigate whether double annotating and adjudicating selected in-
stances improves the accuracy of the models. We use the same pool/test split (90%-10%) as was
used in the previous experiment. The results are in the bottom portion of Table 9.2.
Let us first validate empirically an assumption this work makes: we have been assuming that
full double annotation is justified because it helps to correct the errors the first annotator made,
which in turn leads to a better performance. If this assumption does not hold, our task is pointless.
In general repeated labeling does not always lead to better performance [94], but it does in our
case. We train a model using only the single annotated data and test it. We then train a model
using the double annotated and adjudicated version of the same data and evaluate its performance.
As expected, the models trained on fully double annotated data perform better. The per-
formance of the fully double annotated data, 84.15%, is the ceiling performance we can expect
to obtain if we detect all the errors made by the first annotator. The performance of the single
annotated data, 82.84%, is the hard baseline. Thus, double annotating is beneficial, especially if
one can avoid double annotating everything by identifying the single annotated instances where an
error is suspected.
All three algorithms beat both the hard and the random baselines. For example, by double
annotating the examples the hybrid algorithm selected we achieve an accuracy of 83.82%, which is
close to the full double annotation accuracy, 84.15%. By double annotating the same number of
randomly selected instances, we reach a lower accuracy, 83.36%. The differences are statistically
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significant for all three algorithms (p=0.05).
Metric Selection Size
20% 30% 40% 50%
Actual size selected 30.46 37.91 45.80 54.12
Error detection precision 14.63 12.81 11.40 10.28
Error detection recall 75.65 80.42 83.95 87.37
Baseline error detection precision 6.80 6.71 6.78 6.77
Baseline error detection recall 29.86 36.23 45.63 53.30
Single annotation only accuracy 83.04 83.04 83.04 83.04
Single + random double accuracy 83.47 83.49 83.63 83.81
Single + selected double accuracy 83.95 83.99 84.06 84.10
Full double annotation accuracy 84.18 84.18 84.18 84.18
Table 9.3: Performance at various sizes of selected data
Even though the accuracy gains over the random baseline are modest in absolute terms, the
reader should keep in mind that the maximum possible accuracy gain is 84.15% - 82.84% = 1.31%
(when all the data is double annotated).
The hybrid algorithm came closer to the target accuracy than the other two algorithms
because of a higher recall of errors, 75.14%, but at the expense of selecting almost twice as much
data as, for example, the machine tagger algorithm.
9.4.5 Reaching Double Annotation Accuracy
The hybrid algorithm performed better than the baselines but it still fell short of reaching
the accuracy our system achieves when trained on fully double annotated data. However, we have a
simple way of increasing the recall of error detection. One way to do it is by increasing the number
of instances with the smallest prediction margin the ambiguity detector algorithm selects, which in
turn will increase the recall of the hybrid algorithm.
In this series of experiments we measure the performance of the hybrid algorithm at various
settings of the selection size. The goal is to keep increasing the recall of errors until the performance
is close to the double annotation accuracy.
Again, we split the data for each word into 90% and 10% parts. We relabel the 90% part with
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the labels assigned by the first tagger and pass it to the hybrid algorithm. We vary the selection
size setting between 20% and 50%. At each setting, we compute the precision and recall of errors in
the data the algorithm returns as well as in the random baseline. We also measure the performance
of the models trained on on the single annotated data with its randomly and algorithm-selected
subsets double annotated. The results are in Table 9.3.
As we see at the top portion of the Table 9.3, as we select more and more examples with a
small prediction margin, the recall of errors grows. For example, at the 30% setting, the hybrid
algorithm selects 37.91% of the total number of single annotated examples, which contain 80.42%
of all errors in the single annotated data (more than twice as much as the random baseline).
As can be seen at the bottom portion of the Table 9.3, with increased recall of errors,
the accuracy on the test set also grows and nears the double annotation accuracy. At the 40%
setting, the algorithm selects 45.80% of the single annotated instances and the accuracy with these
instances double annotated reaches 84.06% which is not statistically different (p=0.05) from the
double annotation accuracy.
9.5 Discussion and Conclusion
We proposed several simple algorithms for reducing the amount of the second round of an-
notation. The algorithms operate by detecting annotation errors along with hard-to-annotate and
potentially error-prone instances in single annotated data.
We evaluate the algorithms using OntoNotes word sense data. Because OntoNotes data is
double annotated and adjudicated we were able to evaluate the error detection performance of the
algorithms as well as their accuracy on the gold standard test set. All three algorithms outperformed
the random sampling baseline both with respect to error recall and model performance.
Additionally, by progressively increasing the recall of errors, we showed that the hybrid
algorithm can be used to replace full double annotation. The hybrid algorithm reached accuracy
that is not statistically different from the full double annotation accuracy with approximately 46%
of data double annotated. Thus, it can potentially save 54% of the second pass of annotation effort
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without sacrificing performance.
While we evaluated the proposed algorithms only on word sense data, the evaluation was
performed using 200 distinct word type datasets. These words each have contextual features that
are essentially unique to that word type and consequently, 200 distinct classifiers, one per word
type, are trained. Hence, these could loosely be considered 200 distinct annotation and classification
tasks. Thus, it is likely that the proposed algorithms will be widely applicable whenever a second
round of annotation is being contemplated to improve the quality of the data.
Chapter 10
To Annotate More Accurately or to Annotate More
10.1 Introduction
In recent years, supervised learning has become the dominant paradigm in Natural Language
Processing (NLP), thus making the creation of hand-annotated corpora a critically important task.
A corpus where each instance is annotated by a single tagger unavoidably contains errors. To
improve the quality of the data, an annotation project may choose to annotate each instance
twice and adjudicate the disagreements, thus producing the (largely) error-free gold standard. For
example, OntoNotes [48], a large-scale annotation project, chose this option.
However, given a virtually unlimited supply of unlabeled data and limited funding – a typical
set of constraints in NLP – an annotation project must always face the realization that for the cost
of double annotation, more than twice as much data can be single annotated. The philosophy
behind this alternative says that modern machine learning algorithms can still generalize well in
the presence of noise, especially when given larger amounts of training data.
Currently, the commonly accepted wisdom sides with the view that says that blind double
annotation followed by adjudication of disagreements is necessary to create annotated corpora that
leads to the best possible performance. We provide empirical evidence that this is unlikely to be
the case. Rather, the greatest value for your annotation dollar lies in single annotating more data.
There may, however, be other considerations that still argue in favor of double annotation.
In this work, we also consider the arguments of Beigman and Klebanov [7], who suggest
that data should be multiply annotated and then filtered to discard all of the examples where the
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annotators do not have perfect agreement. We provide evidence that single annotating more data
for the same cost is likely to result in better system performance.
10.2 Relevant Work
Sheng et. al [94] consider the scenario where multiple (more than two) labels can be cheaply
obtained from such services as Amazon’s Mechanical Turk. Because the labeling obtained via this
channel is usually noisy, understanding the relationship between the amount of noise in the data
and the quality of the resulting models becomes extremely important. The authors conduct a series
of experiments in which they simulated multiple noisy annotators by introducing synthetic noise
to the labels of several standard data sets.
The main assumption of Sheng and the colleagues that the data can be multiply annotated
cheaply by non-expert labelers is not directly applicable to our work – OntoNotes data is only
double annotated and adjudicated by experts. However, their work still provides several important
insights for us. Sheng et. al show that the amount of noise in the data impacts the rate of learning.
The models trained using high-quality data achieve the best performance with much less labeled
data than the models trained using noisy data. While perfectly labeled data achieves the highest
possible accuracy with less than half the data, for the data where the labels are erroneous in 50%
of the cases, no amount of additional labeled examples improves the classification accuracy (which
always stays around 50% in the case of binary classification).
Sheng and the colleagues compare two scenarios:
(1) Additional labels are acquired for already labeled examples and the final label is decided
by majority voting
(2) Additional labels are acquired for new unlabeled examples.
They show that the the amount of label noise determines which of the two scenarios leads
to better performance. For example, in case of noisy labeling (probability of label error = 0.6),
repeated labeling results in a better generalization performance as compared to single annotating
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new examples, while in case of relatively few errors (probability of label error = 0.8), labeling new
examples works better.
10.3 Evaluation
10.3.1 Data
For evaluation we utilize the word sense data annotated by the OntoNotes project. The data
was annotated according to the procedure outlined in section 3.5. The OntoNotes data was chosen
because it utilizes full double-blind annotation by human annotators and the disagreements are
adjudicated by a third (more experienced) annotator. This allows us to
• Evaluate single annotation results by using the labels assigned by the first tagger
• Evaluate double annotation results by using the labels assigned by the second tagger
• Evaluate adjudication results by using the labels assigned by the the adjudicator to the
instances where the two annotators disagreed
• Measure the performance under various scenarios against the double annotated and adju-
dicated gold standard data
We selected the 215 most frequent verbs in the OntoNotes data. To make the size of the
dataset more manageable, we randomly selected 500 examples of each of the 15 most frequent
verbs. For the remaining 200 verbs, we utilized all the annotated examples. The resulting dataset
contained 66,228 instances of the 215 most frequent verbs. Table 10.1 shows various important
characteristics of this dataset averaged across the 215 verbs.
Inter-tagger agreement 86%
Annotator1-gold standard agreement 93%
Share of the most frequent sense 70%
Number of classes (senses) per verb 4.74
Table 10.1: Data used in evaluation at a glance
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10.3.2 Cost of Annotation
Because for this set of experiments we care primarily about the cost effectiveness of the
annotation dollars, we need to know how much it costs to blind annotate instances and how much
it costs to adjudicate disagreements in instances. There is an upfront cost associated with any
annotation effort to organize the project, design an annotation scheme, set up the environment,
create annotation guidelines, hire and train the annotators, etc. We will assume, for the sake of
this work, that this cost is fixed and is the same regardless of whether the data is single annotated
or the data is double annotated and disagreements adjudicated.
In this work, we focus on a scenario where there is essentially no difference in cost to collect
additional data to be annotated, as is often the case (e.g., there is virtually no additional cost to
download 2.5 versus 1.0 million words of text from the web). However, this is not always the case
(e.g., collecting speech can be costly).
To calculate a cost per annotated instance for blind annotation, we take the total expenses
associated with the annotators in this group less training costs and any costs not directly associ-
ated with annotation and divide by the total number of blind instance annotations. This value,
$0.0833, is the per instance cost used for single annotation. We calculated the cost for adjudicating
instances similarly, based on the expenses associated with the adjudication group. The adjudica-
tion cost is an additional $0.1000 per instance adjudicated. The per instance cost for double blind,
adjudicated data is then computed as double the cost for single annotation plus the per instance
cost of adjudication multiplied by the percent of disagreement, 14%, which is $0.1805.
We leave an analysis of the extent to which the up front costs are truly fixed and whether
they can be altered to result in more value for the dollar to future work.
10.4 Experiment One
The results of experiment one show that in these circumstances, better performance is
achieved by single annotating more data than by deploing resources towards ensuring that the
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data is annotated more accurately through an adjudication process.
10.4.1 Experimental Design
We conduct a number of experiments to compare the effect of single annotated versus adju-
dicated data on the accuracy of a state of the art WSD system. Since OntoNotes does not have a
specified test set, for each word, we used repeated random partitioning of the data with 10 trials
and 10% into the test set and the remaining 90% comprising the training set.
We then train an SVM classifier on varying fractions of the data, based on the number of
examples that could be annotated per dollar. Specifically, in increments of $1.00, we calculate
the number of examples that can be single annotated and the number that can be double blind
annotated and adjudicated with that amount of money.
The number of examples computed for single annotation is selected at random from the
training data. Then the adjudicated examples are selected at random from this subset. Selecting
from the same subset of data approaches pair statistical testing and results in a more accurate
statistical comparison of the models produced.
Classifiers are trained on this data using the labels from the first round of annotation as the
single annotation labels and the final adjudicated labels for the smaller subset. This procedure is
repeated ten times and the average results are reported.
For a given verb, each classifier created throughout this process is tested on the same double
annotated and adjudicated held-out test set.
10.4.2 Results
Figure 10.1 shows a plot of the accuracy of the classifiers relative to the annotation investment
for a typical verb, to call. As can be seen, the accuracy is always higher when training on the
larger amount of single annotated data than when training on the amount of adjudicated data that
had the equivalent cost of annotation.
Figures 10.2 and 10.3 present results averaged over all 215 verbs in the dataset. First, figure
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Figure 10.1: Performance of single annotated vs. adjudicated data by amount invested for to call
10.2 shows the average accuracy over all verbs by amount invested. These accuracy curves are not
smooth because the verbs all have a different number of total instances. At various annotation cost
values, all of the instances of one or more verbs will have been annotated. Hence, the accuracy
values might jump or drop by a larger amount than seen elsewhere in the graph.
Toward the higher dollar amounts the curve is dominated by fewer and fewer verbs. We only
display the dollar investments of up to $60 due to the fact that only five verbs have more than
$60’s worth of instances in the training set.
The average difference in accuracy for Figure 10.2 across all amounts of investment is 1.64%.
Figure 10.3 presents the average accuracy relative to the percent of the total cost to single
annotate all of the instances for a verb. The accuracy at a given percent of total investment was
interpolated for each verb using linear interpolation and then averaged over all of the verbs.
The average difference in accuracy for Figure 10.3 across each percent of investment is 2.10%.
Figure 10.4 presents essentially the same information as Figure 10.2, but as a reduction in
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Figure 10.2: Average performance of single annotated vs. adjudicated data by amount invested
Figure 10.3: Average performance of single annotated vs. adjudicated data by fraction of total
investment
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error rate for single annotation relative to full adjudication.
Figure 10.4: Reduction in error rate from adjudication to single annotation scenario based on
results in Figure 10.2
The relative reduction in error rate averaged over all investment amounts in Figure 10.2 is
7.77%.
Figure 10.5 presents the information in Figure 10.3 as a reduction in error rate for single
annotation relative to full adjudication.
The average relative reduction in error rate over the fractions of total investment in Figure
10.5 is 9.32%.
10.4.3 Discussion
First, it is worth noting that, when the amount of annotated data is the same for both
scenarios, adjudicated data leads to slightly better performance than single annotated data. For
example, consider Figure 10.3. The accuracy at 100% of the total investment for the double
annotation and adjudication scenario is 81.13%. The same number of examples can be single
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Figure 10.5: Reduction in error rate from adjudication to single annotation scenario based on
results in Figure 10.3
annotated for 0.0833 / 0.1805 = 0.4615 of this dollar investment (using the costs from Section
10.3.2). The system trained on that amount of single annotated data shows a lower accuracy,
80.21%. Thus, in this case, the adjudication scenario brings about a performance improvement of
about 1%.
However, the main thesis of this work is that instead of double annotating and adjudicating, it
is often better to single annotate more data because it is a more cost-effective way to achieve a higher
performance. The results of our experiments support this thesis. At every dollar amount invested,
our supervised WSD system performs better when trained on single annotated data comparing to
double annotated and adjudicated data.
The maximum annotation investment amount for each verb is the cost of single annotating
all of its instances. When the system is trained on the amount of double annotated data possible at
this investment, its accuracy is 81.13% (Figure 10.3). When trained on single annotated data, the
system attains the same accuracy much earlier, at approximately 60% of the total investment. When
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trained on the entire available single annotated data, the system reaches an accuracy of 82.99%,
nearly a 10% relative reduction in error rate over the same system trained on the adjudicated data
obtained for the same cost.
Averaged over the 215 verbs, the single annotation scenario outperformed adjudication at
every dollar amount investigated.
10.5 Experiment Two
In this experiment, we consider the arguments of Beigman and Klebanov [7]. They suggest
that data should be at least double annotated and then filtered to discard all of the examples where
there were any annotator disagreements.
The main points of their argument are as follows. They first consider the data to be dividable
into two types, easy (to annotate) cases and hard cases. Then they correctly note that some
annotators could have a systematic bias (i.e., could favor one label over others in certain types of
hard cases), which would in turn bias the learning of the classifier. They show that it is theoretically
possible that a band of misclassified hard cases running parallel to the true separating hyperplane
could mistakenly shift the decision boundary past up to
√
N easy cases.
We suggest that it is extremely unlikely that a consequential number of easy cases would exist
nearer to the class boundary than the hard cases. The hard cases are in fact generally considered
to define the separating hyperplane.
In this experiment, our goal is to determine how the accuracy of classifiers trained on data
labeled according to Beigman and Klebanov’s discard disagreements strategy compares empir-
ically to the accuracy resulting from single annotated data. As in the previous experiment, this
analysis is performed relative to the investment in the annotation effort.
10.5.1 Experimental Design
We follow essentially the same experimental design described in section 10.4.1, using the same
state of the art verb WSD system. We conduct a number of experiments to compare the effect of
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single annotated versus double annotated data. We utilized the same training and test sets as the
previous experiment and similarly trained an SVM on fractions of the data representing increments
of $1.00 investments.
As before, the number of examples designated for single annotation is selected at random
from the training data and half of that subset is selected as the training set for the double annotated
data. Again, selecting from the same subset of data results in a more accurate statistical comparison
of the models produced.
Classifiers for each annotation scenario are trained on the labels from the first round of
annotation, but examples where the second annotator disagreed are thrown out of the double
annotated data. This results in slightly less than half as much data in the double annotation
scenario based on the disagreement rate. Again, the procedure is repeated ten times and the
average results are reported.
For a given verb, each classifier created throughout this process is tested on the same double
annotated and adjudicated held-out test set.
10.5.2 Results
Figure 10.6 shows a plot of the accuracy of the classifiers relative to the annotation investment
for a typical verb, to call. As can be seen, the accuracy for a specific investment performing single
annotation is always higher than it is for the same investment in double annotated data.
Figures 10.7 and 10.8 present results averaged over all 215 verbs in the dataset. First, figure
10.7 shows the average accuracy over all verbs by amount invested. Again, these accuracy curves
are not smooth because the verbs all have a different number of total instances. Hence, the accuracy
values might jump or drop by a larger amount at the points where a given verb is no longer included
in the average.
Toward the higher dollar amounts the curve is dominated by fewer and fewer verbs. As
before, we only display the results for investments of up to $60.
The average difference in accuracy for Figure 10.7 across all amounts of investment is 2.32%.
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Figure 10.6: Performance of single annotated vs. double annotated data with disagreements dis-
carded by amount invested for to call
Figure 10.8 presents the average accuracy relative to the percent of the total cost to single
annotate all of the instances for a verb. The accuracy at a given percent of total investment was
interpolated for each verb and then averaged over all of the verbs.
The average difference in accuracy for Figure 10.8 across all amounts of investment is 2.51%.
Figures 10.9 and 10.10 present this information as a reduction in error rate for single anno-
tation relative to full adjudication.
The relative reduction in error rate averaged over all investment amounts in Figure 10.9 is
10.88%.
The average relative reduction in error rate over the fractions of total investment in Figure
10.10 is 10.97%.
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Figure 10.7: Average performance of single annotated vs. double annotated data with disagree-
ments discarded by amount invested
10.5.3 Discussion
At every amount of investment, our supervised WSD system performs better when trained on
single annotated data comparing to double annotated data with discarded cases of disagreements.
The maximum annotation investment amount for each verb is the cost of single annotating
all of its instances. When the system is trained on the amount of double annotated data possible
at this investment, its accuracy is 80.78% (Figure 10.8). When trained on single annotated data,
the system reaches the same accuracy much earlier, at approximately 52% of the total investment.
When trained on the entire available single annotated data, the system attains an accuracy of
82.99%, an 11.5% relative reduction in error rate compared to the same system trained on the
double annotated data obtained for the same cost.
The average accuracy of the single annotation scenario outperforms the double annotated
with disagreements discarded scenario at every dollar amount investigated.
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Figure 10.8: Average performance of single annotated vs. adjudicated data by fraction of total
investment
While this empirical investigation only looked at verb WSD, it was performed using 215
distinct verb type datasets. These verbs each have contextual features that are essentially unique
to that verb type and consequently, 215 distinct classifiers, one per verb type, are trained. Hence,
these could loosely be considered 215 distinct annotation and classification tasks.
The fact that for the 215 classification tasks the single annotation scenario on average per-
formed better than the discard disagreements scenario of Beigman and Klebanov [7] strongly sug-
gests that, while it is theoretically possible for annotation bias to, in turn, bias a classifier’s learning,
it is more likely that you will achieve better results by training on the single annotated data.
It is still an open issue whether it is generally best to adjudicate disagreements in the test
set or to throw them out as suggested by [8].
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Figure 10.9: Reduction in error rate from adjudication to single annotation scenario based on
results in Figure 10.7
10.6 Discussion
We investigated 215 WSD classification tasks, comparing performance under three annota-
tion scenarios each with the equivalent annotation cost, single annotation, double annotation with
disagreements adjudicated, and double annotation with disagreements discarded. Averaging over
the 215 classification tasks, the system trained on single annotated data achieved 10.0% and 11.5%
relative reduction in error rates compared to training on the equivalent investment in adjudicated
and disagreements discarded data, respectively. While we believe these results will generalize to
other annotation tasks, this is still an open question to be determined by future work.
There are probably similar issues in what were considered fixed costs for the purposes of
this work. For example, it may be possible to train fewer annotators, and invest the savings into
annotating more data. Perhaps more appropriately, it may be feasible to simply cut back on the
amount of training provided per annotator and instead annotate more data.
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Figure 10.10: Reduction in error rate from adjudication to single annotation scenario based on
results in Figure 10.8
On the other hand, when the unlabeled data is not freely obtainable, double annotation may
be more suitable as a route to improving system performance. There may also be factors other than
cost-effectiveness which make double annotation desirable. Many projects point to their ITA rates
and corresponding kappa values as a measure of annotation quality, and of the reliability of the
annotators [5]. The OntoNotes project used ITA rates as a way of evaluating the clarity of the sense
inventory that was being developed in parallel with the annotation. Lexical entries that resulted
in low ITA rates were revised, usually improving the ITA rate. Calculating these rates requires
double-blind annotation. Annotators who consistently produced ITA rates lower than average were
also removed from the project. Therefore, caution is advised in determining when to dispense with
double annotation in favor of more cost effective single annotation.
Double annotation can also be used to shed light on other research questions that, for example,
require knowing which instances are ”hard.” That knowledge may help with designing additional,
richer annotation layers or with cognitive science investigations into human representations of
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language.
Our results suggest that systems would likely benefit more from the larger training datasets
that single annotation makes possible than from the less noisy datasets resulting from adjudication.
Regardless of whether single or double annotation with adjudication is used, there will always be
noise. Hence, we see the further investigation of algorithms that generalize despite the presence
of noise to be critical to the future of computational linguistics. Humans are able to learn in the
presence of noise, and our systems must follow suit.
10.7 Conclusion
Double annotated data contains less noise than single annotated data and thus improves the
performance of supervised machine learning systems that are trained on a specific amount of data.
However, double annotation is expensive and the alternative of single annotating more data instead
is on the table for many annotation projects.
In this work we compared the performance of a supervised machine learning system trained
on double annotated data versus single annotated data obtainable for the same cost. Our results
clearly demonstrate that single annotating more data can be a more cost-effective way to improve
the system performance in the many cases where the unlabeled data is freely available and there
are no other considerations that necessitate double annotation.
Chapter 11
Discussion, Conclusion, and Future Work
11.1 Discussion and Conclusion
Supervised learning is a widely used paradigm in Natural Language Processing. This paradigm
involves learning a classifier from annotated examples and applying it to unseen data. We cast word
sense disambiguation, our task of interest, as a supervised learning problem. We then formulated
the end goal of this dissertation: to develop a series of methods aimed at achieving the highest
possible word sense disambiguation performance with the least reliance on manual effort.
We began by implementing a word sense disambiguation system, which utilized rich linguistic
features to better represent the contexts of ambiguous words. Our state-of-the-art system captures
three types of linguistic features: lexical, syntactic, and semantic. Traditionally, semantic features
are extracted with the help of expensive hand-crafted lexical resources. We proposed a novel
unsupervised approach to extracting a similar type of semantic information from unlabeled corpora.
We showed that incorporating this information into a classification framework leads to performance
improvements. In addition to that, our approach outperformed the traditional methods while
eliminating the reliance on manual effort for extracting semantic data.
We then proceeded by attacking the problem of reducing the manual effort from a differ-
ent direction. Supervised word sense disambiguation relies on annotated data for learning sense
classifiers. However, annotation is expensive since it requires a large time investment from expert
labelers. We examined various annotation practices and proposed several approaches for making
them more efficient. We evaluated the proposed approaches and compared them to the existing
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ones. We showed that the annotation effort can often be reduced significantly without sacrificing
the performance of the models trained on the annotated data.
More specifically, we first showed that active learning is a promising direction for reducing
the amount of annotation. While standard active learning may not lead to the kind of reduction
in annotation effort in practice that is seen in simulations, small batch active learning may be a
better option for real-life annotation scenarios.
Next, we experimented with language-modeling based approaches. The outcome of our ex-
periments is that language modeling can be a good solution if the goal is improving the coverage
of rare classes or if a high-accuracy word sense disambiguation system is not already available.
However, if system performance is the main consideration and a word sense disambiguation system
is available, small batch active learning is a better option.
After that we demonstrated how the frequently used double annotation and adjudication
approach to linguistic annotation can be modified to avoid double annotating every single-annotated
instance. Our method operates by selecting only a subset of the single annotated data for the
second round of annotation. We demonstrated that our method successfully finds annotation
errors. Correcting these errors improves the performance of the resulting models. The classifier
trained on the data obtained via this method shows the same performance as the classifier that is
trained on fully double annotated data.
Finally, we demonstrated that whenever the quality of single annotation is high and unlabeled
data is freely available, continuing to single annotate unlabeled data to improve the performance
is a better option than trying to eliminate the noise via double annotating the same data.
To summarize, we considered two competing approaches to instance selection for annotation:
active learning versus language modeling. Active learning worked much better, so are there cases
where language modeling may be still preferred?
Let us recall, that active learning presupposes the existence of
(1) A stable sense inventory
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(2) A small amount of annotated data
(3) A mature word sense disambiguation system.
At the same time, the language modeling based approaches operate on unlabeled data and
thus do not require any of these three prerequisites. Therefore, if annotation is starting from
scratch, one may still consider language modeling.
Another situation when language modeling may be an option is when the goal of annotation is
to ensure that all classes are represented well in the annotated data. In this case language modeling
based sampling can be used to preselect unlabeled data that has a higher probability of containing
the sought examples.
In this thesis, we also considered two competing views of annotation: single annotation versus
double annotation. When should one prefer which?
Based on the results we presented, we suggest that annotation can be viewed as a two stage
process. During the first stage, the data is single annotated. The unlabeled data is selected for
single annotation either by means of active learning or via some other sampling method. The
strategy that should be adopted at the second stage is contingent on two conditions:
(1) Whether the quality of the single annotated data is high
(2) Whether unlabeled data is freely available
If both conditions are met, more unlabeled data should be annotated. Otherwise, the tech-
nique we described in chapter 9 should be applied to find the errors in the data. Double annotating
and adjudicating the detected examples will improve the quality of the data and lead to a better
level of performance when the data is used for training models.
11.2 Future Work
Many promising research directions have emerged during the work we describe in this disser-
tation. We will outline them in the following subsections.
123
11.2.1 Word Sense Disambiguation
In chapter 4 we demonstrated how semantic knowledge extracted from raw text (DDNs) can
be used to improve the performance of a word sense disambiguation system. However, we applied
the DDNs only to the object of the target verb. The DDNs can be applied to other arguments of
the target verb such as the subject and the NP argument of the PP adjunct. We plan to explore
these ideas in future work.
Another avenue we plan to explore is re-ranking of the DDN features. For this work we
simply used as features the 50 most frequent verbs that took the noun as an object. However
some verbs are more frequent than others which is a factor in the probability of their co-occurrence
with nouns. Mutual Information, or other metrics that take that fact into account could therefore
replace the raw frequencies. In this new setting, low-frequency verbs could make it to the list of
the DDN features and thus offer an important contribution to the semantic knowledge about the
verb’s arguments.
Finally, we would also like to study whether the DDN features have an advantage over other
semantic features in domain adaptation by helping to better generalize across different domains.
11.2.2 Active Learning
In chapters 5 and 6 we demonstrated that active learning can be a viable alternative to
random sampling. Batch active learning performed better than the random sampling baseline,
but the performance was degraded in comparison with standard active learning due to selection
of uninformative examples. Several techniques have been proposed for dealing with this issue
[13, 93, 108]. We plan to experiment with these techniques to investigate whether the performance
of batch active learning can be moved nearer to the performance of standard active learning.
11.2.3 Language Modeling for Data Selection
Tomanek et al. [100] demonstrated that the learning rate accelerates whenever active learning
is seeded with rare classes. One natural application of the technique for unsupervised selection of
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rare classes we described in chapter 7 lies in this area. In future work we will explore the use of
language modeling for selecting seed instances for active learning.
In chapter 8 we applied language modeling to selecting annotation data in a domain adap-
tation task. In our experiments we trained a single language model for all target verbs. In future
work we will investigate whether our results can be improved by training a separate language model
for each verb. We will also investigate whether performance can be improved even further by turn-
ing the selection into an iterative process where the language model is retrained after a batch of
examples is selected.
In chapter 8, in addition to employing language modeling for selecting unlabeled data we
experimented with a clustering algorithm applied toward the same goal. In future work we plan
to further explore the concept of utilizing clustering algorithms for data selection. For example,
in an active learning-inspired selection, the data is first clustered using an algorithm capable of
producing fuzzy clusters. Next, the examples lying in the region between the clusters are selected
for subsequent annotation.
11.2.4 Reducing the Need for Double Annotation
In chapter 9 we showed how to reduce the amount of annotation that has to be done to
uncover the errors made during the first round of annotation. Toward the same goal we plan to
explore several research directions.
We will investigate the utility of more complex error detection algorithms such as the ones
described in [33] and [71].
Currently our algorithms select the instances to be double annotated in one batch. However
it is possible to frame the selection more like batch active learning, where the next batch is selected
only after the previous one is annotated, which may result in further reductions in annotation costs.
Because active learning at its early iterations selects more ambiguous instances, it may be
possible to phase out the second round of annotation completely by asking a more experienced
annotator to tag at the early stages and switch to a regular annotator later.
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Finally, before the annotation even begins, clustering algorithms can potentially be used to
preselect hard-to-annotate examples by sampling from the regions between clusters. Again, it may
be possible to phase out the second round of annotation completely by asking a more experienced
tagger to annotate these examples.
11.2.5 Double Annotation Strategies
In chapter 10 we evaluated the performance of our system under two double annotation
scenarios. Under one of these scenarios the disagreements in the double annotated data were
adjudicated. The disagreements were thrown out under the second double annotation scenario. The
main focus of chapter 10 was to compare these double annotation scenarios to single annotation.
In future work we would like to investigate which of the two double annotation scenarios leads to
better performance.
11.2.6 Applications in Various Problem Domains
The methods we proposed in this dissertation were evaluated in the context of word sense
disambiguation. However, all of them can potentially be applied to other problem domains.
The semantic knowledge that we extracted from raw text in chapter 4 can be used wherever
lexical semantic information needs to be captured, e.g. in semantic role labeling, dependency
parsing, and coreference resolution.
The approaches to data selection for annotation we examined in this dissertation can also be
utilized in other domains such as propbanking, coreference annotation, and NLP resource adapta-
tion for the web.
Finally, the rich linguistic features we used for disambiguating verbs with respect to OntoNotes
senses can be applied for disambiguation with respect to other types of sense inventories such as
FrameNet [6] and VerbNet [87].
We have demonstrated that automatic word sense disambiguation can be performed at levels
approaching human performance, and the goal of rapid and accurate adaptation to new domains
126
with minimal annotation is obtainable. Many of these techniques should perform equally well with
other shallow semantic annotation tasks such as semantic role labeling and coreference. Highly
accurate shallow semantic representations provide a springboard for better and more sophisticated
information extraction, question answering and machine translation.
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