Abstract. We consider real analytic Hamiltonians on R n × R n whose flow depends linearly on time. Trivial examples are Hamiltonians H(q, p) that do not depend on the coordinate q ∈ R n . By a theorem of Moser [5] , every polynomial Hamiltonian of degree 3 reduces to such a q-independent Hamiltonian via a linear symplectic change of variables. We show that such a reduction is impossible, in general, for polynomials of degree 4 or higher. But we give a condition that implies linear-symplectic conjugacy to another simple class of Hamiltonians. The condition is shown to hold for all nondegenerate Hamiltonians that are homogeneous of degree 4.
Introduction and main results
Polynomial Hamiltonians and maps have been studied extensively and for a variety of different reasons. Among other things, they constitute local normal forms for more general Hamiltonians and maps, and they provide a convenient testing ground for new ideas in dynamical systems. The restriction to polynomials also adds interesting algebraic aspects to the problem. This includes the possibility of classifying polynomial maps with a given property, and of decomposing them into simpler ones.
The work presented here was motivated by a question, described below, that was raised in [8] concerning symplectic maps F with F − I a homogeneous polynomial. A differentiable map F : R 2n → R 2n is said to be symplectic if
Here DF (x) denotes the derivative of F at x, and DF (x) ⊤ denotes its transpose (as a matrix). If F − I is a homogeneous polynomial, then it can be shown [12] that F is the time-one map of a Hamiltonian H, and that H is affine-integrable as defined below. Thus, it is natural in this context to work with Hamiltonian systems. Moreover, some of our results do not require that the Hamiltonian be homogeneous, or even polynomial.
Let H be a smooth function on R 2n . One of the basic facts from Hamiltonian mechanics is that the vector field X = J∇H defines a flow Φ : (t, x) → Φ t (x) whose time-t maps Φ t are symplectic. Definition 1.1. We say that a Hamiltonian H is affine-integrable if its flow Φ is linear in time:
As we will see later, a Hamiltonian is affine-integrable if and only if the corresponding vector field X is constant along each orbit. That is, for all t ∈ R we have Polynomial maps F : R m → R m with the property that X = F − I satisfies (1.3) are also called quasi-translations. They arise naturally in the study of singular Hessians [7] .
To be more precise, the standard definition of a quasi-translation only requires that the identity (1.3) be satisfied for t = 1. However, this identity extends to t ∈ N by induction, and further to t ∈ C if X is a polynomial (since X • (I + tX) − X is a polynomial in t with infinitely many zeros). So I + tX is the time-t map for the vector field X. Differentiating the identity (1.3) with respect to t yields (DX)X = 0. Or equivalently, (X ⊤ ∇) 2 ℓ = 0 for all linear functions ℓ. This "local nilpotency" property is an alternative way of characterizing quasi-translations [10] and affine-integrable Hamiltonians [4, 6] .
In numerical analysis and physics, symplectic quasi-translations are also called jolt maps. They constitute the basic building blocks in the so-called Dragt-Finn factorization [2] of more general symplectic maps. This factorization has proved to be very useful in symplectic numerical schemes, including the simulation of Hamiltonian flows in plasmas [4, 9] .
From a dynamical systems point of view, affine-integrable Hamiltonians are rather simple. Not only is the vector field X constant along each orbit, but its components X j are Poisson-commuting invariants, as we will see later. So an affine-integrable Hamiltonian H is Liouville integrable, at least if it satisfies a suitable nondegeneracy condition. In addition, the geometry defined by the invariants X j is quite restricted: Theorem 1.2. Let H be a real analytic affine-integrable Hamiltonian on R 2n . Then H and its vector field X are constant on the affine subspaces x + range(DX(x)). If DX(x) has rank n then x + range(DX(x)) is a local level set for X.
The only affine-integrable Hamiltonians that we have been able to find in the literature are all linear-symplectically conjugate to Hamiltonians of the form H(q, p) = K(p). The time-t map for such a Hamiltonian H is a shear: Φ t (q, p) = q + t∇K(p), p . Definition 1.3. We call H : R 2n → R a shear Hamiltonian if H is linear-symplectically conjugate to a Hamiltonian that does not depend on the variable q. In other words, there exists a linear symplectic change of variables U :
Remark 1. As we will describe later, the linear map U in the above definition can be chosen both symplectic and orthogonal (as a matrix).
One of our goals is to find an affine-integrable Hamiltonian that is not a shear, or to prove that there is no such Hamiltonian. Partial non-existence results can be obtained by restricting the class of Hamiltonians being considered. A trivial case: If n = 1 then line-orbits are necessarily parallel, so if H : R 2 → R is affine-integrable, then there exists a rotation U of R 2 , such that (H • U )(q, p) is independent of q. In other cases the Definition 1.3 cannot be used directly. We shall give now give an alternative characterization of shear Hamiltonians. It applies to Hamiltonians that are regular in the following sense: Definition 1.4. We say that a Hamiltonian H is regular if there exists a point x where X(x) belongs to the range of DX(x).
Notice that homogeneous Hamiltonians of degree ≥ 2 are regular, since their vector field vanishes at the origin. The following theorem was proved in [8] for Hamiltonians that are homogeneous polynomials of degree ≥ 3. Theorem 1.5. A regular real analytic function H on R 2n is a shear Hamiltonian if and only if DX(x)DX(y) = 0 holds for all x, y ∈ R 2n .
To continue our discussion of special cases, assume that H is regular and affineintegrable. Then (DX) 2 = 0, as we will see later. In particular, if H is quadratic then Theorem 1.5 implies that H is a shear Hamiltonian. The cubic case is covered by a result of Moser [5] on quadratic symplectic maps on R 2n . It states that every such map F admits a decomposition F = A • S • L into three simple symplectic maps: an affine map A, a shear S(q, p) = (q + s(p), p), and a linear map L. It is not hard to show that this result impliesand is essentially equivalent to -the statement that every homogeneous affine-integrable Hamiltonian of degree 3 is a shear. A direct proof is given in Section 2.
This raises the question [8] whether every homogeneous affine-integrable Hamiltonian on R 2n is a shear. Locally, much more is true: It is well known that every smooth Hamiltonian H is of the form H(q, p) = K(p) in some local symplectic chart, near any point where the vector field does not vanish. The local conjugacy (chart) is nonlinear in general. But if all orbits for H are straight lines with constant velocity, as is the case for affineintegrable Hamiltonians, and if X is constant on n-dimensional affine subspaces, then one might think that this conjugacy can be chosen to be linear. However, this is not true in general: Theorem 1.6. The following Hamiltonian on R 8 is affine-integrable but not a shear:
In addition, H is nondegenerate in the sense defined below. Definition 1.7. A real analytic vector field X on R 2n is said to be nondegenerate if DX(x) has rank ≥ n at some point x ∈ R 2n . If X = J∇H then we also say that H is nondegenerate.
We would like to stress that this is the one and only notion of nondegeneracy that will be used in this paper. Notice that, if DX(x) 2 = 0, then the rank of DX(x) can be no larger than n. And if X is analytic, then the rank is constant outside some analytic set of codimension one.
The example (1.4) belongs to a simple class of Hamiltonians that we shall now describe. Let 0 ≤ d < n. To simplify the description, we write q = (Q,q) and p = (P,p), where Q, P ∈ R d andq,p ∈ R n−d . Consider a Hamiltonian of the form
Notice that H does not depend onq, and thusp stays fixed under the flow. Furthermore, the coordinates Q and P evolve linearly (in time) under the flow. Ifq evolves linearly as well, then H is affine-integrable. As we will see later, this is the case if and only if
If d = 0, then P = Q = 0 andp can be identified with p. In this case, (1.5) becomes H(q, p) = K(p), so H is a shear Hamiltonian.
Remark 2. The Hamiltonian (1.5) can be written as the sum of 
Here, as in Theorem 1.2, a simple class of affine-integrable Hamiltonian is characterized by a nilpotency-type condition on the derivative of the vector field. This suggest there may be a natural hierarchy of such conditions, which characterize classes of increasingly complex affine-integrable Hamiltonians.
We will prove that the condition on DX in Theorem 1.8 holds if H is a homogeneous polynomials of degree 4. As a result we obtain Theorem 1.9. Let H be a nondegenerate affine-integrable Hamiltonian on R 2n . If H is homogeneous of degree 4 then H is is linear-symplectically conjugate to a Hamiltonian of the form (1.5).
As mentioned earlier, any symplectic map F : R 2n → R 2n with the property that F −I is a homogeneous polynomial is the time-one map of an affine-integrable Hamiltonian [12] . Combining this result with Theorem 1.9 and using the decomposition described in Remark 2, we obtain the following factorization theorem. Theorem 1.10. Let F be a symplectic map on R 2n such that F − I is homogeneous of degree 3 and nondegenerate. Then F admits a decomposition F = F 1 • F 4 , where F 1 and F 4 are the time-one maps of two shear Hamiltonians.
For the proofs of Theorems 1.2, 1.5, 1.6, 1.8, 1.9, and 1.10, we refer to Sections 3, 2, 6, 4, 5, and 7, respectively. Some additional results can be found in Section 2.
Basic properties
In the remaining part of this paper we always assume that H is a real analytic Hamiltonian on R 2n . Furthermore, by a "homogeneous" Hamiltonian we always mean a homogeneous polynomial.
As is true in general, the Hamiltonian H is invariant under the flow that it generates, so (DH)X = 0. Assuming that H is affine-integrable, X • (I + tX) = X, and thus (DX)X = 0. Furthermore, Φ t = I + tX is symplectic, which by (1.1) yields
Using that the terms of order t and t 2 have to vanish separately, we get (DX) 2 = 0. Differentiating the identity X • (I + tX) = X yields [DX • (I + tX)](I + tDX) = DX. Multiplying on the right by (I − tDX) and using that (DX) 2 = 0, we find in addition that DX • (I + tX) = DX. In summary, we have the following Lemma 2.1. Let H be an affine-integrable Hamiltonian. Then the functions H and X and DX are constant along every orbit. Furthermore, (DH)X = 0 and (DX)X = 0 and (DX) 2 = 0.
An equivalent formulation of these facts can be given in terms of Poisson brackets. Assume that H is affine-integrable. Let ℓ(x) = (Ju) ⊤ x for some vector u ∈ R 2n . Then {ℓ, H} is the directional derivative of H in the direction u, which we denote by ∂ u H. Being linear in the coordinate x, ℓ evolves linearly in time, so {ℓ, H} = ∂ u H is invariant under the flow. This implies the first identity in
The second and third identities are obtained from the first by applying a derivative ∂ v . This yields {∂ u ∂ v H, H} + {∂ u H, ∂ v H} = 0, and the two terms have to vanish separately since the first is symmetric in (u, v) and the second antisymmetric. If H is nondegenerate, then (2.2) shows that n of the vector field components X j constitute a maximal set of Poisson-commuting invariants. So H is Liouville integrable, as mentioned earlier. Let x be a fixed but arbitrary point in R 2n . In the canonical splitting R 2n = R n × R n , we can represent the derivative of X and the Hessian H(x) = ∇DH(x) as 2 × 2 matrices whose entries are n × n matrices,
Given that X = J∇H, we have DX = JH. Since H is symmetric, so are A and B. In the case of an affine-integrable Hamiltonian, AZ is symmetric as well, as a result of the identity (DX) 2 = 0. Proof. The necessity of the conditions Z = 0 and B = 0 is obvious. Assume now that they are satisfied. Let x 0 = (q 0 , p 0 ) be a point where
Let H be an affine-integrable Hamiltonian. Given x ∈ R 2n , there exists an orthogonal symplectic 2n × 2n matrix U , and a diagonal n × n matrix A, such that
be an orthonormal set of eigenvectors for the nonzero eigenvalues of M . Since M JM = 0, the vectors Ju j are eigenvectors of M for the eigenvalue 0. Consider first the case d = n. Let U be the 2n × 2n matrix whose columns vectors are Ju 1 , . . . , Ju n , u 1 , . . . , u n , in this order. Clearly, U is orthogonal and U ⊤ M U diagonal. A simple computation shows that U is symplectic. If d < n, consider the orthogonal projection P onto the span of Ju 1 , . . . , Ju d , u 1 , . . . , u d . Then P commutes with both M and J. So we can choose an orthonormal set of vectors Ju d+1 , . . . , Ju n , u d+1 , . . . , u n in the null space of P and define U as above.
QED
The same construction can be used to give a Proof of Theorem 1.5. The necessity of the condition DX(x)DX(y) = 0 is obvious. Assume now that this condition holds, for all x, y ∈ R 2n , and that H is regular. First, we show that H is affine-integrable. By regularity, there exist x 0 , w ∈ R n such that DX(x 0 )w = X(x 0 ). Thus X(x) = DX(x 0 )w + 1 0 DX(x 0 + sv)v ds, for any given x ∈ R 2n , where v = x − x 0 . This shows that DX(x)X(x) = 0 for all x, which implies that H is affine-integrable.
Let (u 1 , u 2 , . . . , u d ) be an orthonormal basis for the subspace spanned by all vectors H(y)z with y, z ∈ R 2n . Then H(x)Ju j = 0 for all x and all j. Defining U as in the proof of Lemma 2.3, we obtain (2.4) simultaneously for all x. (The matrix A can depend on x and need not be diagonal.) So (H • U )(q, p) is independent of q by Lemma 2.2, implying that H is a shear Hamiltonian.
As a corollary we obtain Theorem 2.4.
[5] Every affine-integrable Hamiltonian H that is homogeneous of degree 3 is a shear.
Proof. By (2.2) we have {∂ k u H, H} = 0 for k ≤ 2. The same holds for k ≥ 3 since H is of degree 3. It follows that {H(. + u), H} = 0 for all u. Or equivalently, X(x) ⊤ JX(y) = 0 for all x and y. From this we get DX(x)DX(y) = 0 by differentiation, and the assertion follows from Theorem 1.5.
The matrix U described in Lemma 2.3 is both symplectic and orthogonal. This means that U ⊤ JU = J and U ⊤ U = I. As a result, we also have JU = U J. In fact, any two of the three properties imply the third. This is know as the 2-out-of-3 property of the unitary group U(n) = O(n) ∩ Sp(2n, R) ∩ GL(n, C). The complex structure here is given by the matrix J, and the equation JU = U J simply says that U is "complex". Using the properties U ⊤ U = I and JU = U J, any matrix U ∈ U(n) can be written as
We will refer to such a 2n × 2n matrix as being unitary. The n × n submatrices S and T will be referred to as the real and imaginary parts of U , respectively. Concerning the claim in Remark 1, we note that any symplectic matrix M can be written as a product M = U AN , where U is unitary, A positive diagonal, and N unipotent upper-triangular. This is the standard Iwasawa decomposition [3] . If H is a Hamiltonian such that (H • M )(q, p) is independent q, then (H • U )(q, p) is independent of q as well.
By Lemma 2.3, the Hessian H(x) of an affine-integrable Hamiltonian H is always of the form
for any given x ∈ R 2n , where the matrix A can be chosen to be diagonal. This representation is unique if H(x) has n distinct nonzero eigenvalues, and if the diagonal elements of A are required to be in some prescribed order.
If we do not require that the matrix A be diagonal, then we could replace S, T , and A in (2.6) by SV , T V and V −1 AV , respectively, where V can be any orthogonal n × n matrix. This fact is used in the lemma below.
Example 3. Let M be an m × n matrix of rank m ≤ n, and let f : R m → R n be real analytic. Assuming M f = 0, the equationq = f (M q) defines a flow on R n that is linear in time: Φ t (q 0 ) = q 0 + tf (M q 0 ). This is similar to the flow considered in [11, Lemma 5] . It extends to a Hamiltonian flow on R 2n , as does every flow on R n . The Hamiltonian is H(q, p) = p ⊤ f (M q). Using Theorem 1.5, is is easy to check that H is a shear Hamiltonian. In fact, H can be trivialized explicitly: If we set T = M ⊤ (M M ⊤ ) −1 M and S = I − T , then (2.5) defines a matrix U ∈ U(n), and we get (H • U )(q, p) = H(p, p). Definition 2.5. We say that H(x) is in semi-normal form if Z(x) = 0 and B(x) = 0. Lemma 2.6. Let H be an affine-integrable Hamiltonian and x ∈ R 2n . If A(x) is nonsingular then U ⊤ H(x)U is in semi-normal form for the matrix
Proof. Define ζ = ζ(x) as above. A comparison with (2.6) shows that ζ = T S −1 . The conditions in (2.5) on S and T imply that ζ is symmetric, and that S ⊤ (I + ζ 2 )S = I. Since SV = |S| for some orthogonal matrix V , we can choose S to be a positive definite symmetric matrix. The choice is then unique: S = (I + ζ 2 ) −1/2 . Setting θ = tan −1 ζ) we obtain S = cos(θ) and T = ζS = sin(θ), which leads to the expression (2.7) for U . QED This offers another way of checking whether H is a shear Hamiltonian. First, we note that a nondegenerate affine-integrable Hamiltonian H is regular: X(x) belongs to the range of DX(x) at every point x where DX(x) has rank n, since DX(x)X(x) = 0 by Lemma 2.1.
Lemma 2.7. Let H be an affine-integrable Hamiltonian. Assume that A(x 0 ) is nonsingular at some point x 0 . Then H is a shear if and only if ζ is constant near x 0 .
Proof. First, assume that ζ is constant near x 0 . So near x 0 , the matrix U in Lemma 2.6 is independent of x, and H • U is in semi-normal form for a fixed unitary matrix U . By analyticity, this property extends to all x ∈ R 2n . Furthermore, H(x 0 ) has rank n, as (2.6) shows, implying that H is regular. So H is a shear Hamiltonian by Lemma 2.2.
Conversely, assume that (H • U )(q, p) is independent of q for some linear symplectic matrix U . Then U can in fact be chosen unitary, as was shown the proof of Theorem 1.5. If S and T are the real and imaginary parts of U , as defined by (2.5), then we have Z(x)A −1 (x) = T S −1 at every point x where A(x) is nonsingular.
For completeness, let us mention that there is an alternative representation of H(x) via the shear map (q, p) → (q, p + ζq). Assuming that H is affine-integrable and A = A(x) nonsingular,
This shear is not unitary. But it is symplectic, since ζ is symmetric. Furthermore, these shear maps form a group. Notice also that B(x) = Z(x)ζ(x). So the condition B(x) = 0 in Definition 2.5 is redundant if H is affine-integrable and A(x) nonsingular.
Invariant affine subspaces
In this section we give a proof of Theorem 1.2 and some related results. It is always assumed that H is affine-integrable and real analytic. Besides the flow Φ for the Hamiltonian H, consider also the flows Ψ j for the Hamiltonians ∂ j H, where ∂ j H denotes the j-th partial derivative of H. By standard ODE results, Ψ t j (x) is well defined for all times t in some open neighborhood of zero in C (which may depend on x). By (2.2) the flows Ψ j commute with each other and with Φ. So the flow Ψ w for ∂ w H is given by
Again, Ψ w (x) is well defined for all w in some open ball B(x) ⊂ C 2n centered at the origin. Furthermore, the "group property" Ψ u (Ψ w (x)) = Ψ u+w (x) holds whenever w, w+u ∈ B(x) and u ∈ B(Ψ w (x)).
. If the derivative of ∂ u H vanishes at some point x, then it vanishes at Ψ w (x) for every w ∈ B(x).
Here, we have used that ∂ w H and G are invariant under the flow Ψ w , and that the maps Ψ tw are symplectic. Thus, we have
Due to the factors ∂ σ G that all vanish at x, the value (∂ j G) t (x) is independent of t and
, for all t in some open neighborhood of zero. The assertion now follows from the above-mentioned group property of Ψ and the analyticity of G.
If Hu vanishes at some point x, then Hu vanishes at Ψ w (x) for every w ∈ B(x). In other words, the null space (and thus the range) of H is invariant under Ψ w .
Notice that the same holds for DX = JH.
Corollary 3.3. Let x ∈ R 2n and R(x) = range(DX(x)). Then Ψ w (x) belongs to the affine space x + R(x) for all w ∈ B(x). Furthermore, w → Ψ w (x) is locally (near zero) invertible as a map from JR(x) to x + R(x).
Proof. Consider the curve u(t) = Ψ tw (x)−x. Clearly u(0) belongs to R(x). The derivative u ′ (t) = DX(Ψ tw (x))w belongs to the range of DX(Ψ tw (x)), which agrees with R(x) by Corollary 3.2. Thus, u(t) belongs to R(x) whenever tw ∈ B(x). Since H(x) is symmetric, DX(x) is invertible as a map from JR(x) to R(x). Thus, by the implicit function theorem, the same holds locally (near zero) for the map w → Ψ w (x) − x, whose derivative at w = 0 is DX(x).
QED
Proof of Theorem 1.2. For each y in x + R(x) there exists an open neighborhood B y of y in x + R(x) that is included in the range of f y : w → Ψ w (y). This follows from Corollary 3.3. The vector field X is constant on each B y since each component X j is invariant under the flow Ψ w . Similarly for H. Furthermore, the open sets B y cover the affine space x + R(x), and since this space is connected, it follows that X and H are constant on x + R(x).
Assume now that DX(x) has rank n. If y = x + u + v, with u ∈ R(x) and v ∈ R(x) ⊥ , then
If y = x is sufficiently close to x then |DX(x + u)v| is bounded from below by a positive constant times |v|, so we have X(y) = X(x) if and only if y − x = u ∈ R(x).

Proof of Theorem 1.8
We will write the given nilpotency condition on DX in the form
It is straightforward to check that this condition is necessary for H to be linear-symplectically conjugate to a Hamiltonian of the form (1.5). Assume now that H is a nondegenerate (and thus regular) real analytic affine-integrable Hamiltonian that satisfies (4.1). Consider a point x 0 = (q 0 , p 0 ) where H(x 0 ) has rank n. By performing a unitary change of variables, if necessary, we may assume that H(x 0 ) is in semi-normal form,
In the case where x ′ = x ′′ = x 0 , the property (4.1) implies that D 2 q H = 0, so that
Thus, our Hamiltonian H has to be of the form
with K : R n → R and V : R n → R n real analytic. Another consequence of (4.1) is that the range of
is contained in the null space of H(x ′′ ), for every x ′′ . If we take x ′′ = x 0 then this implies that Z(x)Z(x ′ ) vanishes. But Z(q, p) = DV(p) and thus
Finally, multiplying (4.5) on the left by H(x ′′ ) and using that the result has to be the zero matrix, we find that
where K = ∇DK is the Hessian of K.
Let R be the linear span of all vectors V(p), with p ∈ R n . Or equivalently, R is the linear span of all vectors DV(p)u with p, u ∈ R n . Here we have used that V(p 0 ) = 0. Then (4.6) and (4.7) imply that
Let d be the dimension of R. If d = 0 then there is nothing left to prove. Consider now the case where d > 0. Since V(p) = 0 for all p ∈ R, we also have d < n. Let R ⊥ be the orthogonal complement of R in R n . Notice that q ⊤ V(p) vanishes whenever q ∈ R ⊥ . Next we apply a unitary change of variables. To simplify the description, we rename current quantities by adding a subscript "old". The change of variables is (q old , p old ) = (Sq, Sp), with S orthogonal, such that R = S −1 R old is the span of all vectors P =  (p 1 , . . . , p d , 0, . . . , 0) . Then R ⊥ is the span of all vectorsp = (0, . . . , 0, p d+1 , . . . , p n ). And V = S −1 V old S takes values in R. From (4.8) we see that V(p) does not depend on P , and that K(p) is an affine function of P . Setting Q = (q 1 , . . . , q d , 0, . . . , 0) , the new Hamiltonian H is of the form (1.5). This concludes the proof of Theorem 1.8.
Commutators and quadratic functions
The main goal in this section is to give a proof of Theorem 1.9 on quartic Hamiltonians. But some of the observations and computations apply to other Hamiltonians as well.
The Hessian H(u) at any point u ∈ R 2n defines a quadratic function x → 1 2
x ⊤ H(u)x. The flow generated by this function is linear in time, since DX(u) 2 = 0. It is useful to know how these flows for different vectors u are related, as the hypotheses in Theorem 1.5 and Theorem 1.8 show. What simplifies the situation for homogeneous quartic Hamiltonians is that
, and if H is affine-integrable, then ∂ 2 u H commutes with H by (2.2). This fact will be exploited below.
First we note that the Poisson bracket of two homogeneous quadratic functions
is again a homogeneous quadratic function,
Here, F , G, and E are symmetric 2n × 2n matrices. The corresponding matrices JF , JG, and JE belong to sp(2n, R).
We also need to compute some double commutators, and not all functions involved are quadratic. To simplify the expressions, we use the operator notation [[H]]F = {F, H}. A straightforward computation shows that
Let now F be is a polynomial of degree ≤ 2. Then ∂ u ∂ v F is constant and thus commutes with every function. If in addition F commutes with H, then (5.3) yields
So far we have not used any properties of H other than differentiability.
Proof of Theorem 1.9. Assume now that H is homogeneous of degree 4. Let F be a polynomial of degree ≤ 2 that commutes with H. Then the second identity in (5.4) implies that 
Since H is homogeneous of degree 4, the second derivatives of H are homogeneous quadratic polynomials. They commute with H by (2.2). So as a special case of (5.6) we have
. According to (5.7) we have JEJH(u) − JH(u)JE = 0, which implies that
Here we have used that H(u)JH(u) = 0. The identity (5.8) also be written as
By Lemma 5.1 below, the same holds if each of the arguments u is replaced by a different vector in R 2n . In particular, we have (4.1) and thus DX(x ′′ )DX(x)DX(x ′ ) = 0 for all x ′′ , x, x ′ ∈ R 2n . The assertion now follows from Theorem 1.8.
QED
Lemma 5.1. Let X, Y, Z be vector spaces. Let . . . : X 3 → Y be a symmetric cubic form and ⊙ : Y 2 → Z be a symmetric quadratic form. Assume that p, p, u ⊙ p, p, v = 0 for all p, u, v ∈ X. Then u 1 , u 2 , u 3 ⊙ v 1 , v 2 , v 3 = 0 for any u i , v j ∈ X.
Proof. Under the given assumption we have p, p, p ⊙ p, p, p = 0. Now "differentiate" this identity twice: Replace p by p + u + v, expand, and then collect all terms that are bilinear in (u, v). The result is 12 p, u, v ⊙ p, p, p + 18 p, p, u ⊙ p, p, v = 0 . Consider the Hamiltonian (1.5), with the variables (Q,q; P,p) renamed to x = (q, y; p, z),
where q, p ∈ R d and y, z ∈ R n−d . The corresponding vector field X = (q,ẏ;ṗ,ż) is given byż = 0 anḋ q = W (z) ,ṗ = −V (z) ,ẏ j = ∂ j K(z) + q ⊤ ∂ j V (z) + p ⊤ ∂ j W (z) . (6.2) Sinceż = 0, the Hamiltonian H is affine-integrable if and only if
is equal to zero for all j. This is precisely the condition (1.6). According to Theorem 1.5, H is a shear if and only if DX(x)DX(x ′ ) vanishes for all x and x ′ . Or equivalently, if and only if
vanishes for all x and x ′ . It should be noted that the case d = 1 is trivial: If v(s) = V 1 (x + s(x ′ − x)) and w(s) = W 1 (x + s(x ′ − x)) satisfy wv ′ − vw ′ = 0, then by the quotient rule of differentiation, the functions v and w are constant multiples of each other. So (6.4) follows from (6.3). In this case, H(q, p) can be made either independent of q via a change of variables (q, p) → (q, p + cq), or independent of p via a change of variables (q, p) → (q + cp, p). Thus, H is a shear Hamiltonian if d = 1.
Notice also that, if the right hand side of (6.3) is equal to zero, then it remains zero if ∂ j is replaced by ∂ 2 j . Thus, the right hand side of (6.4) is of the order |z − z ′ | 3 . This has motivated our choice of V and W below.
The Hamiltonian (1.4) can be written as
