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Abstract
Hospitals aim to deliver the highest quality of care. One key priority is to schedule emergency surgeries as quickly
as possible, because postponing them generally increases a patient’s risk of complications and even death. In this
paper, we consider the case that emergency surgeries are scheduled in one of the elective Operating Rooms (ORs).
In this situation, emergency patients are operated once an ongoing elective surgery has finished. We denote these
completion times of the elective surgeries by ‘break-in-moments’ (BIMs). The waiting time for emergency surgeries
can be reduced by spreading these BIMs as evenly as possible over the day. This can be achieved by sequencing the
surgeries in their assigned OR, such that the maximum interval between two consecutive BIMs is minimized. In this
paper, we discuss several exact and heuristic solution methods for this new type of scheduling problem. However, in
practice, emergency surgeries arising throughout the day and the uncertainty of the durations of elective surgeries,
may disrupt the initial schedule. As a result, the completion times of the elective surgeries, and therefore, the
BIMs change, leading also to a change of the maximum distance between two BIMs. To estimate this effect and
investigate the robustness of the created schedules, we conduct a simulation study. Computational results show
that the best approaches reduce the waiting time of emergency surgeries by approximately 10%.
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1. Introduction
The Operating Room (OR) is one of the most expensive resources of any hospital. Surgical costs typically
account for approximately 40% of the total hospital resource costs [1], while surgeries typically generate around
67% of hospital revenues [2]. Approximately 60% of all patients visit the OR department at some point during their
stay [3]. Therefore, it is important to control the surgery costs while maintaining a high quality of care. Managing
the OR department is challenging due to conflicting priorities and preferences of stakeholders, and the use of scarce
resources. Additionally, the demand for surgical services is increasing due to the ageing population. Therefore, we
need planning and scheduling methods to increase the efficiency of OR departments; see Cardoen et al. [4] and
Hulshof et al. [5] for an overview on OR planning and scheduling.
To maintain a high quality of care it is important to schedule emergency surgeries as quickly as possible. Most
hospitals deal with emergency surgeries by reserving some OR-capacity. This can be done in three ways: (1)
dedicating an entire OR to emergency surgeries, (2) scheduling the emergency surgeries in one of the elective ORs
or (3) a combination of (1) and (2). In situation (1), arriving emergency patients are operated immediately if
the emergency OR is empty, but if the emergency OR is occupied, they have to wait until the ongoing surgery
has finished. In situation (2), arriving emergency patients can be operated on once an ongoing elective surgery
has finished. We call these completion times of the elective surgeries ‘break-in-moments’ (BIMs). Situation (3) is
a combination of situations (1) and (2), which means that the emergency patient is operated immediately if the
emergency OR is empty. Otherwise, the patient has to wait until the emergency OR or one of the elective ORs
becomes available.
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Wullink et al. [6] have shown that for a hospital with 12 ORs the second option is the better one in terms of
waiting time, staff overtime, and OR utilization. The waiting time can even be further reduced when the BIMs are
spread as evenly as possible over the day. This can be achieved by sequencing the surgeries in their assigned OR,
such that the maximum interval between two consecutive BIMs is minimized. We refer to this problem as the BIM
problem, which is visualized in Figure 1.
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Figure 1: BIM problem
For the BIM problem, there are two situations. In the first situation, each elective surgery is preassigned to an
OR. In the second situation, the assignment of elective surgeries to an OR is part of the problem. In this paper,
we consider the first situation. This means that we focus on sequencing the elective surgeries in their preassigned
OR. The selection of surgeries for a specific OR can, for example, be done using the methods proposed by Lamiri
et al. [7] and Gerchak et al. [8]. They propose methods to determine which elective surgeries should be scheduled
such that overtime is minimized when a random capacity is needed for emergency surgeries.
As far as we know, the BIM problem is a new type of scheduling problem which has not yet been discussed in
literature. A problem quite similar to the BIM problem is the problem Scheduling with Safety Distances (SSD)
introduced by Spieksma et al. [9]. The objective of this problem is to schedule the jobs such that the distance
between two completion times is larger than a given value d. Therefore, this objective differs from our objective
because we aim to minimize the maximum distance between two consecutive completion times.
In Section 2, we give a formal definition of the BIM problem and prove that the BIM problem is strongly NP-
hard. We discuss several exact and heuristic solution methods for the BIM problem in Section 3. Computational
results for these methods are given in Section 4.
In practice, the initial schedule is disrupted by emergency surgeries and the stochastic durations of elective
surgeries. As a result, the completion times of the elective surgeries, and therefore, the BIMs change, leading also
to a change of the maximum distance between two BIMs. To investigate the robustness of the initial schedules, we
conduct and report a simulation study in Section 5. Section 6 presents conclusions and gives recommendations for
further research.
2. Problem Description
In Section 2.1, we formally introduce the BIM problem and in Section 2.2, we prove that the problem is strongly
NP-hard.
2.1. Problem Formulation
The BIM problem focuses on sequencing elective surgeries which are assigned to specific ORs. The set of these
elective surgeries is given by set I = {1, . . . ,M} and each surgery i ∈ I has an expected duration Pi. We assume that
all surgeries have to be scheduled successively with no breaks in between. The set of ORs is given by J = {1, . . . , N}
and the set of surgeries that are assigned to OR j ∈ J is given by Ij ⊂ I. The sets Ij form a partition of set I, and
therefore
∑
j Mj = M , where Mj denotes the number of surgeries in Ij . Let Oi denote the OR to which surgery
i ∈ I is assigned.
The start time of OR j ∈ J is denoted by Sj and Ej denotes the moment that all surgeries in OR j ∈ J are
expected to be completed, i.e., Ej = Sj +
∑
i∈Ij
Pi. The interval for which all operating rooms are occupied is
called the ‘occupied interval’. The start time of the occupied interval is S = maxj Sj and the end time is given by
E = minj Ej .
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We define all moments that can be used to start an emergency surgery as a BIM. These moments include the
start and end time of the occupied interval, as well as all completion times of surgeries within the occupied interval.
To determine the length of the intervals between two BIMs, the completion times of the surgeries must be ordered
in non-decreasing order. We define the interval between two subsequent BIMs as a break-in-interval (BII). Figure
2 visualizes the occupied interval, the BIMs and BIIs for a simplified situation involving two ORs.
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Figure 2: BIM, BII and Occupied Interval
The timing of the BIMs, and thus the length of the BIIs, depends on the sequence of the elective surgeries in
each OR. In practice, BIMs appear to be distributed unevenly over the occupied interval, which results in lengthy
BIIs that increase the expected waiting time for emergency surgery and therefore, risk medical complications or
even mortality. In this paper, we aim to minimize the expected waiting time for emergency surgery by sequencing
surgeries in such a way that the BIMs are spread as evenly as possible over the day. We chose to measure ‘evenly’
by minimizing the maximum BII per day, i.e., min max BII.
By considering the ORs as machines and the surgeries as jobs, we see similarities between the BIM problem and
machine scheduling problems. However, our objective of spreading the completion times as evenly as possible has,
as far as we know, not previously been treated in the literature. Nevertheless, this objective may occur in several
other fields in which walk-in customers have to be served as well as elective procedures.
Another application of the BIM problem in the healthcare sector is to spread the workload on the holding and
recovery department. This is the department where patients are prepared before surgery and recover after surgery.
When the end times, and therefore also the start times, of surgeries are spread as evenly as possible over the day,
the arrivals in and departures from the holding and recovery department are also spread over the day and this
improves the work balance for these departments.
2.2. Problem Complexity
Theorem. The BIM problem is strongly NP-hard for two or more operating rooms.
Proof. We prove the theorem by reducing 3-partition to the BIM problem. The 3-partition problem can be for-
mulated as follows. Given positive integers a1, . . . , a3t, and b with
∑3t
j=1 aj = tb, do there exist t pairwise disjoint
subsets Si ⊂ {1, . . . , 3t} such that
∑
j∈Si
aj = b for i = 1, . . . , t? The 3-partition problem is proven to be strongly
NP-hard (see Garey and Johnson [10]).
The reduction is based on the following transformation. Consider 2 ORs and 5t− 1 surgeries with the following
processing times:
Pi = 4b for 1 ≤ i ≤ t− 1, i ∈ I1
Pi = ai−t+1 for t ≤ i ≤ 4t− 1, i ∈ I1
Pi = 3b for 4t ≤ i ≤ 4t+ 1, i ∈ I2
Pi = 5b for 4t+ 2 ≤ i ≤ 5t− 1, i ∈ I2.
First, we notice that the lower bound on our objective minmaxBII is given by 2b, since the surgeries of length
4b can only be split up by at most one BIM; see Figure 3. Based on this, we prove that the BIM problem has a
solution with maxBII = 2b if and only if there exists a solution to the 3-partition problem.
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Figure 3: Reduction of 3-partition to the BIM problem
If the 3-partition problem has a solution, we can create an optimal schedule for the BIM problem with maxBII =
2b as shown in Figure 3. The t blocks of length b correspond to the t subsets for which
∑
j∈Si
aj = b.
Furthermore, we show that this is the only way in which a solution with maxBII = 2b can be created.
• There must be a BIM exactly in the middle of each surgery of length 4b, since otherwise maxBII is larger
than 2b. Therefore, a surgery of length 5b must start or end in the middle of a surgery of length 4b. This
means that there is a gap of length b between two surgeries each of length 4b.
• Note that the surgeries of length 3b can only be placed at the beginning and end of OR 2 to achieve a solution
with maxBII = 2b. This results in a gap of length b at the beginning and end of OR 1.
• Combining the first two points results in a set of t gaps of length b, in which t sets of surgeries with
∑
j∈Si
aj = b
have to be scheduled in order to obtain a solution to the BIM problem.
3. Solution Methods
In this section, we discuss several solution methods for the BIM problem. In Section 3.1 we give an Integer
Linear Program (ILP), which can be used to solve small instances and to benchmark heuristic solution methods.
In Section 3.2, we discuss some constructive heuristics, which generate single solutions. Improvement heuristics,
which iteratively improve an initial solution, are discussed in Section 3.3. In Section 3.4, some Shifting Bottlenecks
Heuristics (SBH) are discussed.
3.1. Exact Solution Method
To solve the BIM problem to optimality, we may model it as an Integer Linear Program (ILP). Based on
this model, small instances can be solved using existing ILP solvers. To define proper decision variables, note
that a solution to the BIM problem consists of a sequence of surgeries for each OR. These sequences are called
‘local’ sequences. However, in order to determine the BIIs and thereby the maximum BII, we need to determine
the sequence of the BIMs, i.e., the completion times Ci of all surgeries i ∈ I. We call this sequence the ‘global
sequence’. Figure 4 shows an example of local and global sequences is shown.
OR 1
OR 2
Global sequence: (1,5,2,6,3,7,4)
1 2 3 4
5 6 7
Figure 4: Local sequences and global sequence
The global sequence can be defined by binary variables Yik, which are one if and only if surgery i ∈ I is scheduled
before surgery k ∈ I in the global sequence. To ensure that either surgery i ∈ I is scheduled before surgery k ∈ I,
i.e., Yik = 1, or surgery k ∈ I is scheduled before surgery i ∈ I, i.e., Yki = 1, the following constraint is added:
Yik + Yki = 1. (1)
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Based on the values Yik, the position of surgery i ∈ I in the global sequence is given by:
Zi =
∑
k
Yki. (2)
To ensure that the chosen Yik values are consistent, we have to ensure that the Zi’s must form a strict totally
ordered set. If this is not the case, the Yik values may contain cycles. To model this, we must have that Zi < Zk if
Yik = 1, which is ensured by the constraint:
Zi ≤ Zk − 1 + M˜Yki, (3)
where M˜ is a sufficient large number. Note that this constraint only becomes active when Yki = 0, because
when Yki = 1, it does not give any restriction.
A solution to the BIM problem is only feasible, when the completion times resulting from the local sequences
are consistent with the global sequence. This means that when surgery i ∈ I is scheduled before surgery k ∈ I in
the global sequence (Yik = 1), this has to imply that the completion time of surgery i ∈ I, given by Ci, is smaller
than or equal to the completion time of surgery k ∈ I, given by Ck. This is ensured by the following constraint:
Ci − M˜(1− Yik) ≤ Ck, (4)
where Ci is given by the start time of OR Oi plus the duration of the surgeries scheduled before surgery i ∈ I
in this OR, including the duration of surgery i ∈ I, i.e.:
Ci = SOi +
∑
k∈IOi
PkYki. (5)
Note that for two surgeries i, k ∈ I scheduled in the same OR, constraint (5) already ensures that the values of
Ci, Ck and Yik are compatible.
The BIIs are now given by the difference of the completion times of two consecutive surgeries i ∈ I and k ∈ I
in the global sequence, i.e., by Ck − Ci. Surgeries i ∈ I and k ∈ I are scheduled consecutively when surgery i ∈ I
is scheduled immediately before surgery k ∈ I in the global sequence, i.e., when Zk − Zi = 1. To model this,
we introduce binary variables Dik, which take value one if Zk − Zi ≤ 1. This is ensured by constraint (6). The
variables Dik are used to only include the positive BIIs of consecutive BIMs when determining the maximum BII
(see constraint (8)):
Zk − Zi ≥ 2− M˜Dik. (6)
Note that Dik = 1 if either surgery k ∈ I is scheduled directly after or somewhere before surgery i ∈ I in the
global sequence. In the latter case, Ck − Ci is negative. However, this will not cause any problems, because the
maximum BII is at least zero.
A BIM should not be taken into account when it lies outside the occupied interval. To model this, we introduce
binary variables S˜i, which have to take value one if the completion time of surgery i ∈ I is larger than or equal
to the start time of the occupied interval, i.e., when Ci ≥ S. Binary variables E˜i have to take value one if the
completion time of surgery i ∈ I is smaller than or equal to the end time of the occupied interval, i.e., when Ci ≤ E.
This is ensured by the following two constraints, where ǫ is a sufficiently small number:
Ci ≥ E + ǫ− M˜E˜i,
Ci − Pi ≤ S − ǫ + M˜S˜i.
(7)
Using the variablesDik, E˜i, and S˜i, we now can model the objective to minimize the maximum BII by introducing
a variable H , which denotes the maximum BII, and for which the following constraint must hold:
H ≥ Ci − Ck − M˜(1−Dik)− M˜(1 − E˜i)− M˜(1− S˜k) ∀i, k ∈ I. (8)
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This constraint states that H should be greater than or equal to each BII of two consecutive surgeries in the
global sequence, when their completion times lie inside the occupied interval. The variable Dik guarantees that
the only positive BIIs considered for H are those between two consecutive BIMs (note that when Zi − Zk > 1, the
variable Dik is equal to 0). The variables S˜k and E˜i guarantee that only BIMs within the occupied interval are
considered, because when Ci > E or Ck < S, the variable E˜i or S˜k is equal to 0. The objective function is now
given by minH . Summarizing, the resulting ILP for the BIM problem is:
minH (9)
s.t. (2)-(8)
Yik, Dik, S˜i, E˜i ∈ {0, 1} ∀i, k ∈ I.
This ILP consists of 2M2 + 4M + 1 variables and 4M2 + 4M constraints, where M is the number of surgeries.
The 2M2 + 4M + 1 variables can be divided into 2M2 + 2M binary variables and 2M + 1 continuous variables.
In practice, we may need to add more constraints to this ILP. Some surgeries may have to be performed early
in the day, for example surgeries on children, while other surgeries may have to be performed at the end of the day,
for example when extra cleaning is needed after surgery. We also have to take into account the availability of scarce
resources, such as microscopes or X-ray machines. In addition, the surgeon may have a preference for the sequence
of surgeries. Many of these constraints can be incorporated in the ILP model in a straightforward way.
3.2. Constructive Heuristics
As the ILP model of the previous subsection can only be used to solve small instances, in this subsection, we
discuss four constructive heuristics which can be used to generate a single solution. If there are ORs that start before
the occupied interval (i.e., if not all ORs start at the same time), we perform a preprocessing step in which some
surgeries are removed. These are the surgeries that are scheduled outside the occupied interval in the preprocessing
step, which means that both the start and completion time of the surgery lie before the start time or after the end
time of the occupied interval. We give preference to remove lengthy surgeries, because short surgeries may help
more to decrease the maximum BII.
Step 1. Schedule the surgeries of each OR by Longest Processing Time first (LPT). Let I1 ⊂ I be the set of surgeries
for which the completion time Ci in this LPT schedule is smaller than or equal to the start time of the
occupied interval, i.e., for which Ci ≤ S. Delete these surgeries from set I and Ij , and update the start
time of the OR, i.e. I \ I1, Ij \ I1j and Sj = max
i∈I1
j
Ci.
Step 2. Schedule the remaining surgeries of each OR by SPT. Let I2 ⊂ I be the set of surgeries for which the start
time Ci − Pi in this SPT schedule is greater than or equal to the end time of the occupied interval, i.e.,
for which Ci − Pi ≥ E. Delete these surgeries from set I and Ij , and update the end time of each OR, i.e.
I \ I2, Ij \ I2j and Ej = min
i∈I2
j
Ci − Pi.
After this preprocessing step, we have at least one surgery for each OR that can be scheduled first or last such
that it partly lies in the occupied interval. However, there still may exist surgeries with a short duration that lie
completely outside the occupied interval when scheduled first or last in their OR.
The first heuristic considered is based on list-scheduling and specific on Shortest Processing Time first (SPT).
Furthermore, we propose three other heuristics that aim to sequence the surgeries such that every BII approaches
a lower bound λ on the max BII, which is given as follows:
λ =
E − S
1 +
∑
j∈J
(Mj − 1)
=
E − S
1 +M −N
. (10)
This lower bound reflects the interval between two BIMs if all completion times are evenly distributed in the
occupied interval O. The length of the occupied interval, given by E − S, is divided by the number of expected
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BIIs. For each OR the number of expected BIIs equals the number of surgeries assigned to this OR given by Mj.
However, in this way, we count the end of the occupied interval N times while we only have to count it once.
Therefore, the number of expected BIIs is given by 1 +M −N . Note that this bound is one of the reasons to do
the preprocessing step, because else 1 +M −N surely would be an overestimate of the expected number of BIMs
in the occupied interval.
3.2.1. List Scheduling
The list scheduling algorithm sorts the surgeries in some order and then, iteratively, adds surgeries to the
schedule in this order. We add a quality constraint, which ensures that the first entry on the list is only added if
it does not violate this quality constraint. Otherwise, the next surgery on the list that does not violate the quality
constraint is scheduled. If there is no such entry, the last surgery on the list is scheduled. The quality constraint
is defined as follows. Let λ be defined as in (10) and let τ be the length of the BII that will be created by the
considered surgery; see Figure 5. The quality constraint is defined as follows:
τ ≥ λ(1 − β).
τ
OR 1
OR 2
Figure 5: SPT with τ
This means that the created BII should not be smaller than λ minus a factor β of λ with 0 < β < 1, i.e., we
only accept a new BII if it is relatively close to its goal value. Next to the quality constraint, we also guarantee
that the BIMs occur in non-decreasing order. This means that scheduling a surgery i ∈ I in OR Oi ∈ J is only
allowed if for all other ORs still a surgery exists which leads to a BIM larger than or equal to the completion time
of surgery i ∈ I.
Within the list scheduling algorithm, every possible order of surgeries may be used. We have chosen the SPT
order, which sorts all surgeries in non-decreasing order of processing times. The resulting algorithm is called the
SPT-algorithm.
3.2.2. Fixed Goal Values
The ‘Fixed Goal Values’ constructive heuristic has some similarities to the list scheduling algorithm, which is
described above. It also builds a schedule in which the BIIs try to approximate the goal value λ as good as possible.
However, now no pre-specified order of the surgeries is given, but in each step, a surgery is selected for which
the new created BII approximates λ the best. We start at the beginning of the day and schedule the surgery for
which the completion time approximates S + λ the best. Next, we choose from the remaining surgeries the surgery
for which its completion time best approximates S + 2λ. We continue until all surgeries are scheduled. As for
list scheduling, we again guarantee that the BIMs occur in non-decreasing order. The specific description of this
constructive heuristic is given below. Here, Bj is the new start time of OR j resulting from surgeries scheduled in
previous iterations.
Step 1. Determine λ, set t = 1, I ′ = I, I ′j = Ij and Bj = Sj .
Step 2. Determine for each unscheduled surgery i ∈ I ′ the completion time if it is scheduled next, i.e., Ci = BOi+Pi.
Step 3. Let I¯ ⊆ I ′ be the set of unscheduled surgeries i ∈ I ′ with Ci ≤ minj∈J
(
Bj +maxk∈I′
j
Pk
)
. The restriction
to the subset I¯ is needed to guarantee that the sequence of BIMs is non-decreasing.
Set k = argmini∈I¯ |λt− Ci|.
Step 4. Determine for OR Ok the new start time, i.e., BOk = BOk + Pk. Delete surgery k ∈ I from set I
′ and I ′Ok ,
i.e., I ′ = I ′ \ {k} and I ′Ok = I
′
Ok
\ {k}. Set t = t+ 1.
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Step 5. If I ′ = ∅ then stop, else go to Step 2.
The goal value λ is calculated once at the beginning of the algorithm. However, it may happen that the scheduled
surgeries always under- or overestimate the goal value λ. Therefore, it may be beneficial to let λ depend on the
already scheduled surgeries. The following subsection describes a heuristic that incorporates this suggestion.
3.2.3. Flexible Goal Values
The idea of ‘Flexible Goal Values’ is similar to the ‘Fixed Goal Values’ algorithm. However, in this heuristics,
the value of λ is updated in each step. After a surgery is scheduled, we determine the new occupied interval which
starts at the completion time of the last scheduled surgery. In addition, the number of surgeries to be scheduled,
is decreased by one. Let B denote the new start of the occupied interval and K the number of scheduled surgeries,
then λ is given by:
E −B
1 +M −N −K
. (11)
The specific description of this constructive heuristic is given by the following steps.
Step 1. Set I ′ = I, I ′j = Ij , Bj = Sj , and K = 0.
Step 2. Set B = maxj∈J Bj and determine λ.
Step 3. Determine for each surgery i ∈ I ′ the completion time if it is scheduled next, i.e., Ci = BOi + Pi.
Step 4. Let I¯ ⊆ I ′ be the set of unscheduled surgeries i ∈ I ′ with Ci ≤ minj∈J
(
Bj +maxk∈I′
j
Pk
)
. The restriction
to the subset I¯ is needed to guarantee that the sequence of BIMs is non-decreasing.
Set k = argmini∈I¯ |B + λ− Ci|.
Step 5. Determine for OR Ok the new start time, i.e., BOk = BOk + Pk. Delete surgery k ∈ I from set I
′ and I ′Ok ,
i.e., I ′ = I ′ \ {k} and I ′Ok = I
′
Ok
\ {k}. Set K = K + 1.
Step 6. If I ′ = ∅ then stop, else go to Step 2.
It may be worthwhile to apply this heuristic not only in a forward manner but also in a backward manner
starting at the end time E of the occupied interval. The following subsection describes a heuristic that incorporates
this suggestion.
3.2.4. Forward-Backward Scheduling
The ‘Forward-Backward’ algorithm builds further on the ‘Flexible Goal Values’ algorithm. However, in this
heuristic, we schedule both forwards and backwards. Forward scheduling is the scheduling of surgeries one after
another from the start of the day (Sj) towards the end of the day (Ej), while the reverse holds for backward
scheduling. Backward scheduling is possible, since the number and the durations of surgeries in an OR are known.
For the ‘Flexible Goal Values’ algorithm, it may happen that the lengthy surgeries are scheduled at the end of
the day, which may result in large BIIs. By scheduling forwards and backward, we try to avoid this. As in the
‘Flexible Goal Values’ algorithm, the value of λ is updated in each step by adjusting the start and end times of the
occupied interval. The adjusted start time of the occupied interval is denoted by B, and the adjusted end time of
the occupied interval is denoted by F . Then, λ is given by:
F −B
1 +M −N −K
. (12)
The specific description of this constructive heuristic is given as follows.
Step 1. Set I ′ = I, I ′j = Ij , Bj = Sj , Fj = Ej , and K = 0.
Step 2. Set B = maxj∈J Bj , F = minj∈J Fj , and determine λ.
Step 3. Determine for each surgery i ∈ I ′ the completion time if it is scheduled next forward, i.e., Ci = BOi + Pi,
and if it is scheduled backward, i.e., C˜i = FOi .
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Step 4. Let I¯f ⊆ I ′ be the set of unscheduled surgeries i ∈ I ′ with Ci ≤ minj∈J
(
Bj +maxk∈I′
j
Pk
)
. The restriction
to the subset I¯f is needed to guarantee that the sequence of BIMs is non-decreasing.
Let δf = mini∈I¯ |B + λ− Ci| and set kf = argmini∈I¯ |B + λ− Ci|.
Let I¯b ⊆ I ′ be the set of unscheduled surgeries i ∈ I ′ with C˜i − Pi ≥ maxj∈J
(
Fj −maxk∈I′
j
Pk
)
. The
restriction to the subset I¯b is needed to guarantee that the sequence of BIMs is non-decreasing.
Let δb = mini∈I¯ |F − λ− (C˜i − Pi)| and set kb = argmini∈I¯ |F − λ− (C˜i − Pi)|.
Step 5. If δf < δb, then k = kf , else k = kb. Determine for OR Ok the new start or end time, i.e., if δf < δb, then
BOk = BOk + Pk, else FOk = FOk − Pk. Delete surgery k ∈ I from set I
′ and I ′Ok , i.e., I
′ = I ′ \ {k} and
I ′Ok = I
′
Ok
\ {k}. Set K = K + 1.
Step 6. If I ′ = ∅ then stop, else go to Step 2.
3.3. Improvement Heuristics
The constructive heuristics presented above all have a local view when scheduling the next surgery and do
not consider the ‘global’ consequences of the decisions. Therefore, the resulting schedule may leave room for
improvement. An important class of heuristics to achieve such improvement is that of local search procedures.
However, a local search procedure does not guarantee an optimal solution. It attempts to find a better solution in
the neighborhood of the current solution and repeats the procedure in an iterative manner. The neighborhood of
the current solution is defined as a set of solutions that can be obtained through an allowed modification of the
current solution. For the local search procedures described in this section, we use a 2-exchange neighborhood. In
this neighborhood, a solution is a neighbor when it can be achieved by exchanging two surgeries in one OR. Note
that exchanging surgeries from two different ORs is not allowed. We also experimented with other neighborhood
structures [11], but the 2-exchange neighborhood performed the best in preliminary tests. In each iteration of the
local search procedure, a solution from the neighborhood is generated and evaluated. The procedure either accepts
or rejects this candidate solution as the next solution to move on to, based on a given acceptance-rejection criterion.
In the following two subsections, we discuss two types of local search procedures, namely Simulated Annealing (SA)
and Tabu Search (TS).
Before we go into detail, we first introduce a change in the way the objective function is defined. If we only
minimize the maximum BII, two solutions are considered to be equally good if the length of the maximum BIIs are
the same. However, the other BIIs also influence the quality of a solution, because we aim to spread the BIMs as
evenly as possible. This means that when the maximum BIIs of two solutions are of equal length, and the second
largest BII of one solution is smaller than the second largest BII of another solution, the first solution is better.
Preliminary tests have shown that it is sufficient to consider only the three largest BIIs. Therefore, we introduce
a new objective function which is a lexicographic vector of the three largest BIIs. Furthermore, note that the
constructive heuristics, due to their description, already focus on all BIIs.
3.3.1. Simulated Annealing
The name of and inspiration for Simulated Annealing (SA) [12] originate from annealing in metallurgy, a
technique involving heating and controlled cooling of a material to increase the size of its crystals and reduce
defects. The heat causes the atoms to move from their initial positions to other random states of higher energy.
The slow cooling gives them more chance of finding configurations with lower internal energy than the initial one.
By analogy with this physical process, each step of SA possibly moves from the current solution to a randomly
selected neighbor solution. If the neighbor solution has a lower objective function value than the current solution,
the neighbor solution is accepted. Otherwise, the neighbor solution is accepted with probability e
−∆
T , where ∆ is the
difference between the objective value of the current and the neighbor solution, and T is the current temperature.
If the neighbor solution is rejected, SA stays at the current solution. Note that the probability of accepting a
worse solution is proportional to the difference in objective values since e
−∆
T ∼ 1 − ∆
T
. Slightly worse solutions
have a reasonably high probability of being accepted, while much worse solutions are only accepted infrequently.
The temperature T gradually decreases during the search process and therefore also the acceptance probability of
a worse solution decreases. The allowance of moving to worse solutions makes it possible to escape from a (poor)
local minimum.
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To apply SA, the stopping criterion and cooling scheme must be specified. The cooling scheme needs to specify
the initial value of T and how this temperature is updated in each step of the procedure. The initial temperature is
normally chosen such that in the first iterations most of the neighbor solutions have a relatively high probability of
being accepted. The updating of the temperature T is often done by decreasing it in every iteration by a factor α
with 0 < α < 1. For each temperature level, we perform several iterations which form a Markov chain, because the
next state only depends on the current state. The length of the Markov chain, indicated by L, should be chosen such
that it equals the size of the neighborhood [13]. As stopping criterion, we set a threshold for the temperature. This
threshold Tf is chosen such that worse solutions have a low probability of being accepted. SA can be summarized
by the following algorithm, where S¯ denotes the current best solution.
Step 1. Generate an initial solution S using some heuristic and determine its objective function vector f(S). Set
S¯ = S. Set an initial temperature T and a reduction factor α.
Step 2. Repeat L times:
Step a) Select a neighbor solution S′ of solution S at random and determine f(S′).
Step b) If f(S′) ≤ f(S), set S = S′, and if f(S′) ≤ f(S¯), set S¯ = S′.
If f(S′) > f(S), set S = S′ with probability e
−∆
T .
Step 3. Set T = αT . If T < Tf , then stop; else, go to Step 2.
In Section 4, we give a description of the stopping criterion and cooling scheme used for our computational
results.
3.3.2. Tabu Search
Like SA, Tabu Search (TS) [12] moves from one solution to another with the new solution being possibly
worse than the one before. The main difference between TS and SA is the mechanism used for accepting a
candidate solution. In TS, the mechanism is not probabilistic but deterministic, because it systematically searches
the neighborhood and selects the best solution found, even if this solution is worse than the current solution. During
the process, a tabu list is kept which contains solutions, or properties of the solutions, the heuristic is not allowed to
accept. In the most simple case, the tabu list has a fixed number of entries. Every time a new solution is accepted,
the current solution, or some property of the current solution, enters the tabu list and the oldest entry is deleted.
The tabu list aims to avoid returning to a local minimum that has been visited previously. TS can be summarized
by the following algorithm, in which S¯ is the current best solution.
Step 1. Generate an initial solution S using some heuristic and determine its objective function value, f(S). Set
S¯ = S.
Step 2. Select the neighbor solution S′ of solution S that has the lowest objective function value, and that is not
tabu. Solution S′, or a property of solution S′, enters the tabu list and the oldest entry is deleted. Set
S = S′.
Step 3. If f(S′) ≤ f(S¯), then set S¯ = S′.
Step 4. If the stopping criterion is met, then stop. Else, go to Step 2.
In Section 4, we define the length of the tabu list and give a description of the used solution property.
3.4. Shifting Bottleneck Heuristics
Besides pure constructive or improvement heuristics, also some combined approaches exist. The Shifting Bot-
tleneck Heuristic (SBH) [14] is such a combination. In each step of the procedure, the OR that is considered to
be the bottleneck is selected. For this OR, a sequence of the surgeries is determined. After this, (a subset of) all
already scheduled ORs are rescheduled. This can be seen as an improvement step. In the following paragraphs, the
three steps of SBH are further explored.
The first step in our SBH is the selection of the bottleneck OR. This is the OR that may give the most problems
in minimizing the maximum BII. We consider three options, namely (1) the OR with the smallest number of
surgeries, (2) the OR to which the longest surgery is assigned, and (3) the OR that has the longest average surgery
duration. The first option selects the OR that creates the smallest number of BIMs, and therefore, contributes the
least to creating small BIIs. An advantage of this option is that an OR with a small number of surgeries can be
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rescheduled faster than an OR with a large number of surgeries. This can reduce the overall run time, because
ORs that are added early in the process are rescheduled more often. The second option is considered because long
surgeries can result in large BIIs. However, following the same reasoning we can choose the OR with the longest
average surgery duration, the third option. Preliminary results have shown that, in most cases, the third option
results in a shorter runtime and smaller BIIs.
The next step is to determine a schedule for the bottleneck OR. As in practical instances there are only a few
surgeries scheduled in each OR, we have chosen to enumerate all possible sequences of the surgeries. For each of
these sequences, we determine the three largest BIIs with respect to the BIMs of already scheduled ORs. We choose
the sequence that creates the lexicographic smallest three largest BIIs.
The final step is to reschedule some already scheduled ORs to reduce the three largest BIIs. Note that the
maximum BII can not only be reduced by resequencing the surgeries of the OR which contains this maximum BII,
but also by resequencing the surgeries of other ORs. This resequencing can split up the maximum BII by scheduling
a BIM during this BII. We choose to reschedule the OR for which the completion time of one of the preassigned
surgeries creates the start or end time of the smallest BII. The reasoning for this choice is that we hope to reduce
the maximum BII by increasing the smallest BII. The selected OR is rescheduled by using the same technique as
in the previous step. Note that this rescheduling method can also be used as an improvement heuristic for the
constructive heuristics.
4. Computational Results
We have tested the heuristics described in Section 3 on several instances. These instances are created based on
information derived from 10 years of empirical data of the OR department for inpatients in the Erasmus Medical
Center. The number of ORs varies from 2 to 16, and all ORs are assumed to be generic as opposed to be dedicated
to a specialty, i.e., each emergency surgery can be scheduled in all ORs. Each instance consists of data for 100
periods of 5 days and all ORs start at the same time. The solution methods are implemented in AIMMS 3.10 and
run on an Intel Core2 Duo CPU P8600 2.40 GHz with 3.45 GB RAM. The parameter settings for SA and TS are
given in Subsection 4.1. In Subsection 4.2, we discuss the obtained results.
4.1. Parameter Settings
To use the developed heuristics in practice, the runtime should be low. Therefore, we limit the number of
iterations for both SA and TS. The parameter settings of SA and TS, which implicitly define the number of
iterations, are given in the following subsections.
4.1.1. Simulated Annealing
For SA, we choose as initial solution the solution given by the ‘Flexible Goal Values’ (FGV) algorithm because
FGV is the best constructive heuristic (see Subsection 4.2). The initial temperature is chosen such that a worse
solution compared to FGV is accepted with at least probability 0.5 (see Busetti [15]). We establish this by basing
the initial temperature on the upperbound Λ of the objective function value given by:
Λ = min
j∈J
max
i∈Ij
Pi. (13)
This upperbound occurs when the largest surgeries of each OR are scheduled simultaneously, see Figure 6.
This leads to the initial temperature which is given by:
T0 =
f(FGV)− Λ
ln 0.5
.
We set the length of the Markov chain equal to half the size of the neighborhood structure. On average we have
5 surgeries in each OR and therefore, we set the length of the Markov chain to 1
2
N
(
5
2
)
which represents half the
number of possible 2-exchanges. We set the reduction factor α to 0.85.
As stopping criterion, we use a threshold for the temperature. We define this threshold such that the probability
of accepting a neighbor solution S′ with f(S′) ≥ f(S) + 20, which is a regular occurring change in the objective
value, is less than 0.01. Therefore, the final temperature is given by:
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Figure 6: Upperbound
Tf =
−20
ln 0.01
.
This cooling scheme leads to approximately 600, 1000, and 1800 iterations for 6, 10 and 16 ORs respectively.
4.1.2. Tabu Search
As initial solution for TS, we also choose the solution given by FGV and we set the length of the tabu list to 12.
We also have to determine what property of the solution is included in the tabu list. A feasible solution is uniquely
defined by the start times of each surgery. However, if we would choose this option it takes a lot of time to determine
whether a solution is tabu or not. Therefore, the tabu list should not contain the solution, but some property of
the solution. One candidate property is the objective function value of the solution. However, there exists many
different solutions with the same objective value, and therefore, no valuable information is obtained by using this
property. Another candidate property is the place of the two exchanged surgeries in the local sequence. However,
the start times of the two exchanged surgeries provide much more information because it implicitly provides some
information about the sequence of the other surgeries in the considered OR. A drawback is that no information is
available about the sequence in the other ORs, but providing this information will require much more memory. By
using the start time of the exchanged surgeries after they are exchanged, it may happen in theory that TS returns
to an already visited solution, however, this is not likely to happen in practice.
When a new best solution is found, we reset the tabu list. This helps TS to fully search a new neighborhood.
The process stops when after 12 iterations no new best solution is found. This stopping criterion and the length of
the tabu list lead to approximately the same number of iterations for SA and TS.
4.2. Results for the Instances
The schedules created by our solution methods are based on the expected duration of the elective surgeries. For
each instance and solution method, we determine the average runtime and the average maximum BII over the 500
days. We also display the standard deviation of the maximum BII. We evaluate the quality of the heuristic solution
methods by the lowerbound for the maximum BII, which is given by max (λ,mini∈I Pi). In addition, we display
the average maximum BII and standard deviation of the original schedules that were used in the Erasmus Medical
Centre to see if the proposed solution methods find a smaller maximum BII. To determine the effect of SA and TS,
we also randomly generated approximately the same number of solutions as generated by SA and TS. From these
solutions, we choose the solution which minimizes the maximum BII. Tables 1-3 show the results for 6, 10, and 16
ORs.
The results show that all heuristic solution methods, except SPT, provide a better solution than the original
schedule used at the Erasmus Medical Centre. The average length of the maximum BII decreased with more than
20%. The best heuristic method is TS for which the maximum BII decreased with more than 40%. Although its
average runtime is longer than the runtime of the constructive heuristics, it is still very fast (less than one second).
The gap between the lowerbound and the objective value of TS decreases when the number of ORs increases. This
is expected because it is easier to generate BIIs close to the lowerbound λ, when the number of surgeries increases.
By using the ILP formulation, we can only solve the instance with 2 ORs to optimality within an acceptable
amount of time. The average maximum BII equals 84.9 minutes, which is less than 4% lower than the average
maximum BII of TS. Therefore, it seems that TS performs relatively well.
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Avg. Runtime (s) Avg. Max BII (min) Std Dev (min)
Original Schedule — 66.2 19.5
Lowerbound — 29.4 9.8
SPT 0.0 58.2 13.7
Fixed Goal Values 0.0 46.8 10.9
Flexible Goal Values 0.0 45.2 10.8
Forward-Backward 0.0 48.3 12.9
Random — 38.9 5.4
SA 0.2 38.7 6.1
TS 0.2 36.6 7.6
SBH 0.3 38.7 7.3
Table 1: Instance with 6 ORs
Avg. Runtime (s) Avg. Max BII (min) Std Dev (min)
Original Schedule — 48.1 10.7
Lowerbound — 25.6 8.0
SPT 0.0 46.8 8.7
Fixed Goal Values 0.0 35.0 8.3
Flexible Goal Values 0.0 33.2 7.6
Forward-Backward 0.0 37.5 9.3
Random — 29.0 6.6
SA 0.3 28.9 6.9
TS 0.3 26.8 7.7
SBH 0.8 28.5 7.6
Table 2: Instance with 10 ORs
Avg. Runtime (s) Avg. Max BII (min) Std Dev (min)
Original Schedule — 39.1 7.8
Lowerbound — 22.7 4.9
SPT 0.1 41.6 7.1
Fixed Goal Values 0.0 26.3 6.2
Flexible Goal Values 0.0 25.4 5.8
Forward-Backward 0.1 31.5 9.5
Random — 22.8 4.9
SA 0.7 22.8 4.9
TS 0.6 22.7 4.9
SBH 1.0 22.9 5.0
Table 3: Instance with 16 ORs
When we compare TS to the random solution, we note that there is only a small difference between the average
maximum BIIs. This difference is even smaller for SA. Therefore, we conclude that SA does not have a large effect
when we want to minimize the maximum BII.
The ‘Flexible Goal Values’ algorithm is the best constructive heuristic. We might expect that the ‘Forward-
Backward’ algorithm would perform better, but by scheduling forwards and backwards, the algorithm leaves a gap
in the middle which results in a large maximum BII. SPT is the worst constructive heuristic. This is what we
expect, because SPT does not explicitly consider the objective of the BIM problem.
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5. Simulation Results
In practice, emergency patients arriving throughout the day and a change in the duration of elective surgeries
may disrupt the initial schedule. With the use of simulation, we want to quantify the change in the objective
function value of the created schedules due to these arrivals and the surgery duration variability. We model the
arrival of emergency surgeries as a Poisson process, i.e., the interarrival times between emergency surgeries are
independent and exponentially distributed. Furthermore, the duration of the emergency surgeries are chosen from
a lognormal distribution. The parameters of the distributions are calculated based on the data of the Erasmus
Medical Centre.
The emergency surgeries are scheduled first-come-first serve at the first available BIM after their arrival. All
subsequent elective surgeries are postponed, which may result in overtime. Elective surgeries cannot start earlier
than their scheduled time, because patients may not be ready for surgery. The durations of the elective surgeries
used in the simulation study are generated from a lognormal distribution based on the data of the Erasmus Medical
Centre.
Expected Simulated Simulated Average
% > 60 min % > 30 minAvg. Max BII Avg. Max BII Std Dev BII Wait Time
(minutes) (minutes) (minutes) (minutes)
Original Schedule 66.2 67.9 19.1 24.4 2.7 13.7
SPT 58.2 63.5 17.3 23.2 2.3 12.2
Fixed Goal Values 46.8 61.3 16.5 21.1 1.4 10.5
Flexible Goal Values 45.2 61.3 16.3 21.1 1.5 10.7
Forward-Backward 48.3 61.7 17.0 21.6 1.6 10.9
Random 38.9 62.6 16.8 21.7 1.6 11.1
SA 38.7 62.2 16.6 21.5 1.5 10.8
TS 36.6 61.8 16.5 21.1 1.4 10.6
SBH 38.7 62.2 16.6 21.5 1.5 10.8
Table 4: Instance with 6 ORs
For each evaluated schedule, the number of simulation runs is set to 200. With this value, we obtain a minimal
confidence interval of 95%. We do not only determine the new average maximum BII and the standard deviation
denoted by ‘Simulated Avg. Max BII’ and ‘Simulated Std Dev BII’, but also the average waiting time of the
emergency surgeries. In addition, we measure the percentage of emergency surgeries for which the waiting time is
longer than 60 minutes and 30 minutes. The objective function values of the solution methods discussed in the
previous section are shown in column ‘Expected Avg. Max BII’. Tables 4-6 show the results for 6, 10, and 16 ORs.
The results show that after simulation, all heuristic methods, except SPT, provide a better solution than the
original schedule in terms of maximum BII and waiting time. Therefore, it is beneficial to consider the maximum BII
criteria when creating a schedule. However, the simulated average maximum BII is much larger than the expected
average maximum BII as a result of the disturbances. Therefore, replanning may be needed if the disturbances of
the initial schedule get too large. The simulated average maximum BII and waiting time are similar for all heuristics
solution methods, except for SPT. This also holds for the percentage of emergency patients who have to wait more
than 60 or 30 minutes.
The simulation study shows that the ‘Fixed Goal Values’ algorithm performs the best, because both the average
waiting time and average maximum BII are the lowest. The ‘Fixed Goal Values’ algorithm not only focuses on
minimizing the three largest BIIs, but also on creating BIIs with approximately equal lengths, which means that
the BIMs are spread more evenly over the day. Because of this, a more stable schedule is generated which better
adjusts to changes. TS, for example, only focuses on minimizing the three largest BIIs and this can result in a
relatively high variance of the length of the other BIIs. The second best heuristic is the ‘Flexible Goal Values’
algorithm, followed by TS.
The simulation results also show that the average maximum BII and average waiting time decrease when the
number of ORs increases. As stated in the previous section, this can be explained by a decrease in the lowerbound
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Expected Simulated Simulated Average
% > 60 min % > 30 minAvg. Max BII Avg. Max BII Std Dev BII Wait Time
(minutes) (minutes) (minutes) (minutes)
Original Schedule 48.1 48.6 12.4 11.8 0.2 3.5
SPT 46.8 48.7 12.8 12.9 0.5 4.1
Fixed Goal Values 35.0 43.5 10.9 9.8 0.1 1.9
Flexible Goal Values 33.2 43.7 10.5 10.0 0.1 2.0
Forward-Backward 37.5 43.6 10.9 10.4 0.1 2.3
Random 29.0 44.7 11.1 10.3 0.1 2.2
SA 28.9 44.4 11.0 10.1 0.1 2.1
TS 26.8 43.9 10.6 10.0 0.1 2.0
SBH 28.5 44.5 11.1 10.2 0.1 2.2
Table 5: Instance with 10 ORs
Expected Simulated Simulated Average
% > 60 min % > 30 minAvg. Max BII Avg. Max BII Std Dev BII Wait Time
(minutes) (minutes) (minutes) (minutes)
Original Schedule 39.1 36.0 8.5 5.5 0.0 0.7
SPT 41.6 39.5 10.6 7.6 0.1 1.6
Fixed Goal Values 26.3 31.4 7.5 4.1 0.0 0.2
Flexible Goal Values 25.4 31.7 7.3 4.2 0.0 0.2
Forward-Backward 31.5 31.9 7.2 4.8 0.0 0.3
Random 22.8 32.5 7.6 4.5 0.0 0.3
SA 22.8 32.4 7.6 4.4 0.0 0.3
TS 22.7 31.9 7.3 4.2 0.0 0.2
SBH 22.9 32.5 7.5 4.5 0.0 0.3
Table 6: Instance with 16 ORs
λ. The difference between the expected and simulated average maximum BII also decreases with the number of
ORs.
6. Conclusions and Recommendations
We have introduced the BIM problem that deals with sequencing elective surgeries, which are preassigned to an
OR, to reduce emergency surgery waiting time. As far as we know, this is a new type of scheduling problem which
has not yet been discussed in literature. We developed and tested several heuristic solutions methods to solve this
new BIM problem.
The results of the computational study show that the expected maximum BII can be reduced by more than 20%.
The simulation results show that it is beneficial to take the maximum BII into account when creating a schedule,
because our heuristics outperform the original schedule. The best expected solution is provided by TS. However,
the ‘Fixed Goal Values’ algorithm provides the best simulated solution. Therefore, we advice hospitals to use the
‘Fixed Goal Values’ algorithm because it can easily be implemented and provides good solutions. The reason that
the ‘Fixed Goal Values’ algorithm provides a better solution than TS is that TS only focuses on minimizing the
three largest BIIs.
The ‘Fixed Goal Values’ algorithm can also be used to spread the workload of the holding and recovery depart-
ment. This is the department in which patients are prepared before surgery and recover after surgery. When the
completion times - and therefore also the start times - of surgeries are spread as evenly as possible over the day,
the arrivals in and departures from the holding and recovery department are also spread over the day.
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Although it may improve the results a lot, we do not consider on-line rescheduling, because in practice, it is
often, for example, not possible to exchange two elective surgeries during the day. Even scheduling an elective
surgery earlier in the day may not be allowed, because patients may not have arrived at the hospital yet. This
means that elective surgeries can only be postponed or cancelled. Another option to reduce this negative effect of
disturbances is to insert breaks into the schedule, see Hartholt [16].
Further research should focus on implementing practical constraints. So far, we have not considered the avail-
ability of scarce resources such as microscopes or X-ray machines. In addition, the sequence of surgeries might
be restricted because, for example, children should be scheduled early in the day. We also assumed that emer-
gency surgeries can be performed in any of the available ORs, and should always be performed as soon as possible.
However, in practice, some of the emergency surgeries can only be performed in a subset of the ORs which have
specialised resources, and some surgeries are more urgent than others.
Further research is also needed to investigate whether inserting breaks between surgeries in the schedule can
increase the stability of the schedule. The simplest way to deal with disturbances caused by uncertain surgery
durations is to insert a break in the middle of the day. In this way, surgeries scheduled after the midday break can
mostly start on time, even if surgeries earlier that day have taken longer than expected. Furthermore, during a
break, emergency surgeries can start immediately. Therefore, it is preferable to spread the breaks of the different
ORs a bit over the day, such that the overlap in breaks of ORs is small. Another approach can be to plan small
breaks at the end of a surgery which duration has a high variance. Additional modeling of the BIM problem
and simulation experiments should clarify the effect of BIM optimization when these considerations are taken into
account.
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