Measurement of ggF and VBF Higgs boson production cross-sections in the H->WW*->evmv decay channel from pp collisions collected with the ATLAS detector at the LHC by Shope, David
UNIVERSITY OF OKLAHOMA
GRADUATE COLLEGE
Measurement of ggF and VBF Higgs boson production
cross-sections in the H→WW ∗→ eνµν decay channel from pp
collisions collected with the ATLAS detector at the LHC
A DISSERTATION
SUBMITTED TO THE GRADUATE FACULTY
in partial fulfillment of the requirements for the
Degree of
DOCTOR OF PHILOSOPHY
By
David Richard Shope
Norman, Oklahoma
2019
Measurement of ggF and VBF Higgs boson production
cross-sections in the H→WW ∗→ eνµν decay channel from pp
collisions collected with the ATLAS detector at the LHC
A DISSERTATION APPROVED FOR THE
HOMER L. DODGE DEPARTMENT OF PHYSICS AND ASTRONOMY
BY THE COMMITTEE
CONSISTING OF
Dr. Michael Strauss, Chair
Dr. Phillip Gutierrez
Dr. Howie Baer
Dr. Kieran Mullen
Dr. Keith Strevett
c© Copyright by David Richard Shope 2019
All Rights Reserved.
Abstract
This thesis describes measurements of the inclusive Higgs boson production cross-sections
via gluon-gluon fusion (ggF) and vector-boson fusion (VBF) through the H→WW ∗→ eνµν
decay mode, using proton-proton collision data collected at
√
s = 13 TeV by the ATLAS
detector with the full dataset corresponding to an integrated luminosity of 36.1 fb−1 recorded
in the years 2015 and 2016. An overview of the theoretical concepts and experimental
apparatuses as well as the data processing techniques used for these results are provided,
followed by the general strategy and background estimation of the analysis. Particular detail
is given for the estimation of backgrounds originating from misidentified leptons, which is
one of the specific focuses of the author’s work. Finally, the statistical treatment of the
analysis is presented, where the product of the H→WW ∗ branching ratio times the ggF and
VBF cross-sections are measured to be 11.4+1.2−1.1(stat.)
+1.8
−1.7(syst.) pb and 0.50
+0.24
−0.22(stat.) ±
0.17(syst.) pb, respectively, with no significant deviation from the Standard Model prediction
being observed.
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Chapter 1
Introduction
Throughout history, the question of what the universe is composed of at its most fundamental
level is one which has both occupied the thoughts of many great minds and brought
motivation to countless experiments, driven to put new theories to the test. Today, the
Standard Model of Particle Physics represents the culmination of these efforts, with its
remarkable predictory power and ability to withstand even the most well-formulated and
focused scrutiny. The discovery of the Higgs boson on July 4, 2012 by the ATLAS and
CMS collaborations at CERN marked the end of an era in which not all particles of the
Standard Model had yet been found. However, there are still open issues which aren’t
addressed by the Standard Model. For example, while the electroweak and strong forces are
well accomodated by the theory, the fourth and weakest force of gravity is still excluded.
In addition to searching explicitly for new particles, a second avenue for finding
phenomena that are not explained by the Standard Model in its current form is the
performance of precision measurements of the predictions made by the theory, since any
significant deviations would come as well with an opportunity for revision. For example, the
Higgs mechanism makes specific predictions about how strongly the Higgs boson couples
to other elementary particles, which can be related to their mass. This thesis presents a
detailed analysis which is one of the latest efforts in probing these Higgs couplings, utilizing
pp collision data collected from the Large Hadron Collider (LHC) at
√
s = 13 TeV in 2015
and 2016 with the ATLAS detector. The two most dominant Higgs production modes at
the LHC (gluon-gluon fusion and vector boson fusion) are considered, while the Higgs decay
mode to two W bosons with subsequently decay into two leptons is targeted for study.
The content of this thesis is structured in the following way: Chapter 2 provides an
introduction to the theoretical framework. Chapter 3 describes both the experimental
apparatuses and data processing techniques which are used to collect and prepare the
dataset for analysis. Chapter 4 introduces the general analysis strategy. Chapter 5 discusses
the majority of the backgrounds in the analysis and how they are estimated, while chapter 6
details the specific estimation of backgrounds originating from misidentified leptons. Chapter
7 lists the various systematic uncertainties that are considered in the analysis. Chapter 8
outlines the statistical treatment of the analysis. Finally, chapter 9 provides a summary
of the analysis results while chapter 10 offers some concluding remarks and prospects for
future studies.
1
Chapter 2
Theoretical Overview
This chapter provides the theoretical context in which the rest of the work is described. A
more in-depth analysis for many of these topics can be found in e.g. [81, 103, 106], which
served as a basis for the following discussions. The Standard Model and its formulation
are introduced in section 2.1. Relevant features of proton-proton collisions are described in
section 2.2, while section 2.3 details the various ways in which the Higgs boson is produced
and decays at the LHC.
2.1 The Standard Model of Particle Physics
The theories that incorporate all of our current understanding of the subatomic particles
and their interactions are collected into a single framework known as the Standard Model
of Elementary Particle Physics (SM). The main features of the SM have largely remained
intact since the mid-1970s when experimental evidence of the electroweak theory formed by
Glashow, Weinberg, and Salam (GSW, [77, 80]) began to emerge, as well as evidence of the
quark model [75]. All SM particles are separated into two main categories (also displayed in
Table 2.1 and Table 2.2):
• Fermions - identified as having 1/2 integer intrinsic spin e.g. 1/2, 3/2, ... and are
the building blocks for matter in the universe
• Bosons - identified as having integer intrinsic spin e.g. 0, 1, 2, ... and are responsible
for mediating the fundamental forces of nature1
The fermions come in three generations which differ primarily in mass and can further
be sub-divided based on their charge under each fundamental force (and therefore the force
interactions in which they participate). Quarks are the names given to the matter particles
which have associated color charge (often referred to as red, green, and blue) under the
strong force. For each generation, there exists a doublet of an up-type and down-type quark,
for a total of 6 particles. In ascending order of mass, the up-type quarks are called the up
u, charm c, and the top t, while the down-type quarks are called the down d, strange s,
and bottom b. The up-type quarks carry an electric charge of +2
3
, while the down-type
quarks carry an electric charge of −1
3
. The remainder of the fermions which lack color
charge are known as leptons and also appear in generational doublets, each containing one
1The notable exception being the Higgs particle which doesn’t mediate a force per se, but rather gives
rise to particle mass through interactions with its associated field.
2
with an electrical charge of -1 (the electron e, the muon µ, and the τ -lepton) together with
an associated neutrino which has no electrical charge (νe, νµ, or ντ ). In addition, for each
fermion above there exists an anti-particle with opposite charge and chirality.
Generation 1st 2nd 3rd Q
Quarks
(
u
d
) (
c
s
) (
t
b
)
+2
3−1
3
Leptons
(
νe
e
) (
νµ
µ
) (
ντ
τ
)
0
−1
Table 2.1: A listing of the SM fermions, along with their charge under the electromagnetic
force. The quarks are also charged under the strong force, while all of the (left-handed)
doublets are charged under the weak force.
While it can be very useful to picture these elementary objects as point-like particles,
the theoretical foundation of the SM known as Quantum Field Theory (QFT) instead builds
upon fields as the fundamental constituents with particles being interpreted simply as their
local excitations. In such a framework, the dynamics of a system of fields are described
by a Lagrangian (L ). By postulating that the Lagrangian of the SM is invariant under
local gauge transformations of the SU(3)⊗ SU(2)⊗ U(1) group, it follows that additional
massless vector fields are required. Also referred to as gauge fields, they can be identified
as the underlying fields associated with the force mediators. The strong interactions are
mediated by eight massless gluon fields, while the electroweak interactions are mediated
by the massive W± and Z together with the massless photon. In order for the weak force
carriers to acquire mass, the SU(2)⊗U(1) symmetry must be spontaneously broken through
what is known as the Higgs mechanism. During this process, a scalar field is added and
partly results in the introduction of the massive Higgs boson which interacts directly with
other massive particles. The Higgs boson is the most recent particle to have been discovered
(its observation being announced in 2012 [8, 9]), completing the picture for the current SM
as it was predicted half a century ago.
Name Symbol Q Mass Description
8 Gluons g 0 0 Strong mediator
W+ boson W+ +1 ∼ 80.4 GeV
W− boson W− −1 ∼ 80.4 GeV Weak mediators
Z boson Z 0 ∼ 91.2 GeV
Photon γ 0 0 Electromagnetic mediator
Higgs boson H 0 ∼ 125.2 GeV Couples with massive particles
Table 2.2: A listing of the SM bosons, along with some of their properties. Altogether there
are 12 force mediators in addition to the most recently discovered Higgs boson.
2.1.1 Local Gauge invariance
In non-relativistic quantum mechanics, it follows from observable quantities involving
combinations of ψψ that the global phase of a wavefunction is arbitrary. Similarly in
3
quantum field theory, fields which pick up a global phase leave any Lagrangian containing
them invariant under such a transformation. For example, the Dirac Lagrangian2
L = ψ(iγµ∂µ −m)ψ (2.1)
describing the field of a free fermion with mass m is invariant under
ψ → eiθψ (2.2)
where θ is any real number, due to the fact that this implies ψ → e−iθψ as well. In general,
the phase may also be different for separate points in spacetime (i.e. θ can be a function of
xµ). It is also convenient to define
λ(x) = −θ(x) 1
Q
(2.3)
where Q is the charge operator such that
ψ → e−iλ(x)Qψ. (2.4)
However, this new requirement does not leave the Dirac Lagrangian invariant. Under
such a local phase transformation, the Lagrangian becomes
L → L + ψγµQψ(∂µλ). (2.5)
Working under the assumption that the complete Lagrangian should remain invariant, a
new term must be added to cancel the extra one above. This amounts to writing a new
Lagrangian
L = ψ(iγµ∂µ −m)ψ − (ψγµQψ)Aµ (2.6)
which is now invariant under local phase transformations, provided that Aµ is a new field
that itself changes simultaneously according to
Aµ → Aµ + ∂µλ. (2.7)
Due to the fact that Aµ is a vector field, its dynamics can be described with the Proca
Lagrangian (similar to the Dirac Lagrangian for spin 1/2 particles) which prescribes an
additional term that allows it to propagate alone:
LProca = −1
4
F µνFµν +
1
2
m2AA
νAν (2.8)
While F µν ≡ (∂µAν − ∂νAµ) is invariant under Equation 2.7, a term such as m2AAνAν
is not. Therefore, the second term cannot appear in a locally gauge invariant Lagrangian
(implying the new field is massless). Indeed, Aµ can be identified as the four-vector potential
that defines the photon particle with the last term in Equation 2.6 and the first term in
Equation 2.8 recovering the Maxwell Lagrangian
LMaxwell = −1
4
F µνFµν − 1
c
JµAµ (2.9)
2γµ for µ = 0, 1, 2, 3 are known as the Dirac matrices, with γ0 = σ3 ⊗ I, and γj = iσ2 ⊗ σj , where σj
(for j = 1, 2, 3) denote the Pauli spin matrices.
4
with
Jµ = c(ψγµQψ). (2.10)
The notation of Equation 2.6 can be simplified by folding the extra term into the derivative
so that the “covariant derivative” is defined by
D ≡ ∂µ + iQAµ. (2.11)
The resulting expression is the well-known Lagrangian of quantum electrodynamics:
LQED = ψ(iγ
µDµ −m)ψ − 1
4
F µνFµν (2.12)
What is remarkable about this result is that purely through enforcing local phase invariance
as a property of the Lagrangian describing free Dirac fields, a new massless vector field must
be introduced. With the recipe for Equation 2.7 being reminiscent of the gauge freedom
present in classical electrodynamics, Equation 2.4 and Equation 2.7 are often referred to as
gauge transformations, while Aµ is described as a gauge field.
In a more general formulation, Equation 2.2 can be viewed as
ψ → Uψ (2.13)
where U is the unitary 1 × 1 matrix e−iλ(x)Q. The collection of all possible matrices of
this type form the group known as U(1), where λ(x) and Q are identifed as the real group
parameters and the group generator, respectively. For this reason, such a symmetry is
called “U(1) gauge invariance”. This formalism is extendable, such that all of the other
fundamental interactions in the SM can be generated in a similar fashion through the
requirement that Lagrangians obey local gauge invariance of more complex groups. For
each generator of these symmetries, a new massless vector gauge field must be introduced
through the covariant derivative so as to keep the resulting Lagrangian invariant.
2.1.2 Quantum Chromodynamics
The theory of strong interactions is known as Quantum Chromodynamics (QCD) and can
be derived starting from the Lagrangian of free quark color fields q
L = qi(iγ
µ∂µ −m)qi (2.14)
where the indices i represent the three color charges (red, green, and blue) and imposing
local gauge invariance under SU(3) group transformations
qi → ei
∑8
a=1 αa(x)
λa
2 qi (2.15)
in which αa and λa are identified as the SU(3) group parameters and generators, respectively.
λa are commonly referred to as the Gell-Mann matrices and don’t commute with one another
- specifically,
[
λa
2
, λb
2
]
= i
∑8
c=1 fabc
λc
2
with fabc being the SU(3) structure constants. Local
gauge invariance of the Lagrangian is recovered (analogous to subsection 2.1.1) by introducing
vector fields which transform as
Gaµ → Gaµ −
1
gs
∂µαa −
8∑
b,c=1
fabcαbG
c
µ (2.16)
5
and associated covariant derivative
Dµ = ∂µ + igs
8∑
a=1
λa
2
Gaµ (2.17)
where gs is the strong coupling constant and G
a
µ are the eight gluon fields associated with
specific combinations of color and anticolor. Combining these developments together yields
the Lagrangian of quantum chromodynamics:
LQCD = qi(iγ
µDµ −m)qi − 1
4
GaµνG
µν
a . (2.18)
where the gluon field strength tensor has been defined as
Gaµν = ∂µG
a
ν − ∂νGaµ − gs
8∑
b,c=1
fabcG
b
µG
c
ν . (2.19)
The appearance of the last term in Gaµν can be traced back to the non-vanishing commutations
between the Gell-Mann matrices and gives rise to self couplings of the gluon fields. In
general, groups which have generators that don’t commute are referred to as non-Abelian
and consequentially result in such self interaction terms.
2.1.3 Electroweak Theory
Beginning with the unification of the electromagnetic force through Maxwell’s equations,
electroweak symmetry is the second and most recent step in the progression towards the
unification of all four forces. The Electroweak Theory (EW) is the part of the SM that
describes both the electromagnetic and weak interactions in the same framework of a
gauge quantum field theory, where the unification is accomplished through the collective
transformation invariance under the electroweak gauge symmetry group SU(2)L × U(1)Y ,
with 4 total generators. SU(2)L is the weak isospin group which is non-abelian and has 3
generators T1,2,3 = σ1,2,3/2, where σ1,2,3 are the Pauli spin matrices. The subscript L refers
to the fact that only the left-handed chiral fermion fields are transformed by this group,
which therefore must exist as doublets (while the right handed chiral fields exist as singlets).
U(1)Y is the weak hypercharge group which is abelian and has 1 generator Y/2.
Since the W± and Z bosons are massive, they cannot directly serve as the gauge bosons
of the underlying theory (a result from subsection 2.1.1). Rather, the unified interaction
spectrum of electroweak gauge bosons contains entirely new particles - the massless W 1,2,3µ
bosons (with no electric charge) for the SU(2)L group and the massless Bµ boson for the
U(1)Y group. The physical spectrum of electroweak gauge bosons is then composed of the
massive W± and Z, along with the massless γ. In the SM, this is a result of the electroweak
symmetry being broken spontaneously via the Higgs Mechanism. Mathematically, this is
expressed as the electroweak group being broken down to the electromagnetic subgroup
SU(2)L × U(1)Y → U(1)em where the generator of U(1)em is Q = T3 + Y2 . During the
symmetry breaking, the W iµ and Bµ bosons mix with each other to form the physical W
±,
Z, and γ.
Under the electroweak gauge symmetry, the fermion fields of the SM transform according
to the following recipe (analogous to Equation 2.4 and Equation 2.15):
1) SU(2)L : ψL → e−i
−→
θ (x)·−→σ
2 ψL, doublets; ψR → ψR, singlets
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2) U(1)Y : ψ → e−iβ(x)Y2 ψ
where ψL =
(1−γ5)
2
ψ and ψR =
(1+γ5)
2
ψ are the two chiral projections of ψ with
γ5 ≡ iγ0γ1γ2γ3. Continuing with the analogy, the normal derivative in Equation 2.1 can
be replaced with the appropriate covariant derivative
∂µψ → Dµψ = (∂µ + ig−→T · −→W µ + ig′Y
2
Bµ)ψ (2.20)
where g and g′ are the gauge couplings for the SU(2)L and U(1)Y gauges, respectively. Due
to the fact that U(1)em is a subgroup of SU(2)L × U(1)Y , they bear a simple relation to
the electromagnetic coupling e:
g =
e
sin θW
; g′ =
e
cos θW
(2.21)
Here, θW is the weak mixing angle which prescribes the relative composition of the physical
neutral electroweak bosons in terms of W 3µ and Bµ. Adding propagation terms for the gauge
fields and summing over all the fermions in the standard model, the Lagrangian of the EW
theory can be written as
LEW =
∑
ψ
iψγµDµψ − 1
4
W iµνW
µν
i −
1
4
BµνB
µν (2.22)
with
W iµν = ∂µW
i
ν − ∂νW iµ + gijkW jµW kν (2.23)
and
Bµν = ∂µBν − ∂νBµ. (2.24)
This Lagrangian is invariant under SU(2)L × U(1)Y gauge transformations. However,
the fermion mass terms must be excluded in addition to those for each vector field, for
now mψψ = m(ψLψR + ψRψL) is not invariant under the symmetry group SU(2)L. The
consequence is that the fermion masses must also be generated through the process of
electroweak symmetry breaking.
2.1.4 Spontaneous Symmetry Breaking and
the Higgs Mechanism
The process of electroweak symmetry breaking is carried out spontaneously within the SM.
However, the phenomena of spontaneous symmetry breaking (SSB) is not unique to this
system. In general, a physical system is said to exhibit a spontaneously broken symmetry
if the underlying laws governing its dynamics respect such a symmetry but its ground
state does not. One example of SSB outside the SM is the magnetization of ferromagnets.
In these systems, which can be described as infinite sets of elementary spins and their
interactions at a given temperature T, spacial rotations leave the dynamical equations
invariant. A closer inspection of the ground state, on the other hand, reveals a more complex
temperature dependent behavior. If T is above what’s known as the Curie temperature TC ,
the ground state will respect the symmetry of rotations in space. If T < TC , then there
will be a randomly preferred spin direction, effectively breaking rotational invariance. An
average magnetization will be acquired, which is then said to be the order parameter of this
SSB. The framework that successfully describes this phenomenon is known as the theory of
Ginzburg-Landau.
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A toy case
In QFT, a system experiences a spontaneously broken symmetry if the Lagrangian describing
its dynamics is invariant under such a symmetry transformation, but the vacuum of the
theory is not. To find the vacuum of the system, the state through which the expectation
value of the Hamiltonian is a minimum must be computed. In order to demonstrate how
massive bosons can appear in the gauge theory, consider the spontaneous breaking of the
simplest gauge symmetry U(1) applied to the Lagrangian
L = (DµΦ)†(DµΦ)− 1
4
F µνFµν − V (Φ) (2.25)
where Φ = 1√
2
(Φ1 + iΦ2) is a complex scalar and V (Φ) = µ
2Φ†Φ + λ(Φ†Φ)2 with λ > 0 is
a potential term of the Ginzburg-Landau form. A massless gauge field Aµ has also been
implicitly introduced in Equation 2.25 so as to keep the Lagrangian invariant under the
local transformation Φ → e−iα(x)Φ with Dµ ≡ ∂µ + igAµ and Aµ → Aµ + 1g (∂µα(x)). In
order to find the vacuum of the system, the potential must be minimized with respect to
the components of Φ. It can be shown that the result depends on the sign of µ2, in direct
analogy to the temperature of a ferromagnet being above or below TC . Both cases are
illustrated in Figure 2.1.
Φ1
Φ2
V
(a) µ2 > 0, Symmetric phase
Φ1
Φ2
V
(b) µ2 < 0, Non-symmetric phase
Figure 2.1: In the symmetric phase (left), there is a unique vacuum at < Φ >= 0 and it
is U(1) invariant. In the non-symmetric phase (right), there exist an infinite number of
degenerate vacuum states that share the same |< Φ >| but which are all realized by the
selection of a different complex phase. An arbitrary choice of the argument is what breaks
the U(1) symmetry.
For µ2 < 0, the degenerate vacua share in the value of |< Φ >| =
√
−µ2
2λ
≡ ν√
2
where
ν represents a vacuum expectation value (vev), which can be interpreted as the order
parameter of the SSB. The system as described in its non-symmetric phase matches the
criteria for SSB since while the Lagrangian in Equation 2.25 is U(1) gauge invariant, a
particular vacuum is not.
There is a second motivation in finding the vacuum of a system, other than to look for
SSB. For this it is convenient to work with the following uniquely real vacuum configuration:
arg< Φ > = 0 ⇒ < Φ1 >=
√
−µ2
λ
= ν, < Φ2 >= 0 (2.26)
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In order to work using a perturbative approach, it is important to start from the vacuum
and interpret the fields as oscillations around it. Therefore, it is beneficial to define new
field variables
η ≡ Φ1 − ν, ξ ≡ Φ2 s.t. < η >= 0; < ξ >= 0 (2.27)
and recast Equation 2.25 in terms of them. Unfortunately, when these steps are carried out,
a non-physical interaction term ∼ gνAµ∂µξ is inadvertently introduced in the Lagrangian.
Read as an interaction, this would allow a ξ particle to transform into an Aµ particle. Such
a term often suggests that the particles involved are not the fundamental particles of the
theory. To find the physical states, this interaction term must be removed, which can be
carried out by choosing the ‘polar’ coordinates
Φ(x) =
1√
2
(ν + η(x))ei
ξ(x)
ν (2.28)
so that the fields now describe small oscillations about the real vacuum. By fixing the gauge
parameter to be α(x) = ξ(x)
ν
, the ξ field can be transformed away altogether
Φ(x)→ e−i ξ(x)ν Φ(x) = 1√
2
(ν + η(x)) (2.29)
Aµ(x)→ Aµ(x) + 1
gν
∂µξ(x) ≡ Bµ(x) (2.30)
so that the Lagrangian of Equation 2.25 is rewritten in terms of the fields η and Bµ:
L = 1
2
(∂µη)
2 + µ2η2 − 1
4
BµνB
µν + 1
2
(gν)2BµB
µ
+1
2
g2BµB
µη(2ν + η)− λνη3 − 1
4
λη4
(2.31)
In this form, it is clear that the Lagrangian does not respect U(1) gauge symmetry in
η. However, both Equation 2.25 and Equation 2.31 describe the same physical system -
the difference being that in Equation 2.31, the physical content of the theory is directly
manifest in a way that allows for perturbative analysis. The tradeoff is that by giving
special treatment to a particular vacuum, the true U(1) symmetry of the system is hidden.
In the process of moving from Equation 2.25 to Equation 2.31, a number of important
results are demonstrated. First, through the identification with their counterparts in each
corresponding free Lagrangian, terms that are second order in a field should be interpreted
as giving mass to the particle that is generated by that field. Therefore, Equation 2.31
describes a massive scalar particle η with spin 0 and mass mη =
√
2|µ|, as well as a massive
gauge boson particle Bµ with spin 1 and mass mBµ = gν, in a way that preserves the gauge
symmetry of the system. The intermediate scalar particle ξ, on the other hand, never
acquires a mass term. In fact, the appearance of such a particle is ubiquitous among QFTs
that exhibit SSB. It can be shown (Goldstone’s Theorem [80]) that every spontaneously
broken continuous symmetry of the Lagrangian directly entails one massless spin 0 boson,
referred to as a Goldstone boson. Intuitively, this is related to the fact that there exists a
flat direction in the potential.
Any fundamental theory constrained by current experimental evidence cannot contain,
in its physical spectrum, massless scalar particles. When SSB takes place in a theory
that is locally gauge invariant, the otherwise Goldstone bosons mix with an equal number
of massless gauge bosons so that when the theory is built up from the vacuum, these
gauge bosons become massive. This process is what is known as the Higgs mechanism
[66, 83, 88, 89] and is extended to the case of the SM below.
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Applied to the Standard Model
In theory, the Higgs mechanism can be employed to account for any number of massive
gauge bosons as long as the scalar field Φ and its potential V (Φ) are sufficiently defined. In
particular, the three massive electroweak gauge bosons W+, W−, and Z realized in nature
can be accounted for if Φ and V (Φ) obey a few specific properties. First, there must be at
least three degrees of freedom in Φ that become the longitudinal polarizations of the gauge
bosons. Second, in order for the photon γ to remain massless, Φ must have electroweak
quantum numbers such that it is gauge invariant only under the U(1)em subgroup. Finally,
the component of Φ that acquires a vev can hold no electric charge if U(1)em invariance is
to be maintained. While the combinations of Φ and V (Φ) that satisfy these constraints are
still many, the SM utilizes the simplest among them.
In the SM, a single complex scalar SU(2) doublet is introduced
Φ =
(
Φ+
Φ0
)
(2.32)
with the electroweak quantum numbers T = 1
2
and Y = 1, while V (Φ) is again a form of
the Ginzburg-Landau potential:
V (Φ) = µ2Φ†Φ + λ(Φ†Φ)2, λ > 0 (2.33)
Once these have been defined, the Higgs mechanism can proceed with infinite degenerate
minima identified at
|< 0|Φ|0 >| =
(
0
ν√
2
)
; ν ≡
√
−µ2
λ
. (2.34)
With Φ being complex, it contains a total of 4 scalar fields. When the theory is built
up from a particular vacuum state and the electroweak gauge bosons are rotated from the
interaction eigenstates to the mass eigenstates, three of the degrees of freedom are given
to the W+, W−, and the Z (making them massive). The fourth, having acquired a vev,
becomes massive. This is what is commonly referred to as the SM Higgs boson.
By enforcing the Lagrangian to obey SU(2)L invariance, the fermions must also obtain a
mass through the spontaneous breaking of electroweak symmetry. To accomplish this task,
each fermion meant to acquire a mass is allowed to interact with Φ via Yukawa coupling
from an additional term in the Lagrangian of the form
Lint = λffLΦfR (2.35)
where f stands for a particular quark or charged lepton and λf is its associated Yukawa
coupling to Φ. During the symmetry breaking process, when new scalar fields are defined as
oscillations about the vacuum, this term bifurcates; the result is a term that describes a
Yukawa coupling of the fermion to the physical Higgs, while a second term describes an
‘interaction’ between the fermion and the vev of the Higgs field of the form
LYW = −
(
λf
ν√
2
)
fLfR. (2.36)
Being associated with the second term in the Dirac Lagrangian, LYW gives mass to
the associated fermion mf = λf
ν√
2
which leads to the interpretation that a fermion’s mass
arises through how strongly it interacts with the Higgs vev. Incidentally, the coupling of a
particle with the physical Higgs is also proportional to its mass, which provides a direct
prediction that can be tested experimentally. However, with λf being an input parameter,
the SM does not make any prediction as to the numerical value of mf .
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2.2 Hadronic Collision Phenomenology and Event
Generation
While the formalism introduced in section 2.1 does well in describing particle interactions at
a fundamental level, it doesn’t directly contain the tools needed in order to make accurate
predictions that can be tested experimentally. Particularly in the case of proton-proton
collisions (which are used in this thesis), there exists a rich associated phenomenology.
Figure 2.2 demonstrates the complex nature of the resulting debris for such an event. This
section is dedicated to the considerations that must be made when performing theoretical
calculations (specifically cross sections) and generating simulated events that are used to
compare to experimental proton-proton collision data and is based on [84, 49, 40].
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Figure 2.2: Color coded sketch of a proton-proton collision as simulated by a Monte Carlo
event generator. The red indicates both the primary hard-scatter process as calculated
via matrix element (exact fixed-order in perturbative QCD) and subsequent parton shower
(approximate all-order in perturbative QCD). The purple indicates a secondary hard-scatter
event representative of multiple parton interactions (MPI), one component of the underlying
event. The light green blobs indicate the parton hadronization, while the dark green blobs
indicate subsequent decay of the hadrons. Yellow lines also illustrate the radiation of soft
photons. [90]
2.2.1 The Factorization Theorem
Protons are composite objects, being made up of quarks and gluons (collectively referred to
as partons). Due to the governing low energy dynamics, their internal structure cannot be
described in a perturbative fashion. However, the high energy interactions that are often
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of interest are characterised by the presence of a hard scale Q in which perturbative QCD
is still valid. For what follows the assumption is also made that when two protons collide,
only a single pair of partons participate in the process of interest while the rest simply serve
as spectators. Therefore, the cross section for a given process in a proton-proton collision
can then be expressed as
σpp→X(s) =
∑
i,j
∫ 1
0
dx1dx2︸ ︷︷ ︸
longitudinal
momentum
fractions
fi(x1, µ
2
F )fj(x2, µ
2
F )︸ ︷︷ ︸
parton
distribution
functions
σˆij→X(x1x2s, αS(µ2R), µ
2
F , µ
2
R)︸ ︷︷ ︸
partonic
cross section
(2.37)
where i and j sum over the contributing parton types and the strong coupling constant is
defined as αS = g
2
s/4pi. This result is known as the factorization theorem and simplifies
the task of computing σpp→X(s) down to having independent knowledge of the parton
distribution functions and partonic cross sections, both of which are described below.
Parton Distribution Functions
Parton distribution functions (PDFs) provide the probability of finding a parton p inside
the proton, carrying a fraction x of the total longitudinal momentum when probed with
energy Q. In this way, they serve as a parametrization of our ignorance of what happens
inside the proton below a given scale µF . Also called the factorization scale, the choice of
µF effects both the PDF and partonic cross section result - although including higher orders
reduces this effect, while carrying out all perturbative orders would remove it entirely.
Since PDFs aim to describe non-perturbative effects, they cannot be calculated
analytically but rather must be derived from data. This is accomplished by performing a
global fit to multiple experimental measurements, at some reference value of momentum
transfer Q20. The PDF for a different value Q
2 can then be obtained by using the DGLAP
evolution equations [38], typically evaluated at next-to-next-to-leading-order. The resulting
collection of PDFs is often referred to as a PDF set. An example of proton PDFs can be
seen in Figure 2.3, for two separate momentum transfers Q2. A convenient consequence of
the factorization theorem is that it guarantees universality in the sense that PDFs extracted
from one process are also valid for another.
Partonic Cross Sections
In the high energy (short distance) regime, the partonic cross section σˆij→X can be calculated
as a perturbative series in terms of the strong coupling constant:
σˆ = αkS
(
σˆ(0) +
αS
pi
σˆ(1) +
(αS
pi
)2
σˆ(2) + ...
)
(2.38)
Every term in the expansion can be viewed as a collection of diagrams (often referred to as
Feynman diagrams) which all contribute to the overall process and contain the same number
of internal vertices. Through the Feynman rules (which are derivable from the underlying
Lagrangian of the theory), it is possible to translate each diagram into a matrix elementM
that is then used to determine the corresponding cross section. This last step is typically
performed by computer simulations using Monte Carlo techniques and are often referred to
as event generators. A survey of different event generators that are in use is provided in
[55].
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Figure 2.3: Proton PDFs for two separate momentum transfers of Q2 = 10 GeV2 (left) and
Q2 = 104 GeV2 (right) as published by the PDF fitting group MSTW. Two u− and one
d−quark, often called the valence quarks, can be seen with larger probabilities for higher
values of x. [97]
In practice, theory calculations only contain up to a fixed-order in the expansion since
each following term contains both new loop contributions and real QCD emission which
become progressively more time-consuming to compute. The first non-zero term in the
series is considered leading-order (LO) and provides a first estimate of the cross section. The
subsequent terms are denoted as next-to-leading-order (NLO), next-to-next-to-leading-order
(NNLO), etc. and apply additional corrections.
Another consideration to make is that there also exist divergences which originate from
both virtual loop diagrams and soft or collinear emissions. These are treated through a
process known as renormalization in which the singularities are absorbed by reparameterizing
the theory. Consequently, an energy-scale dependence µR is introduced into the partonic
cross section result. Similarly to µF , it is reduced by incorporating more terms in the
expansion. For this reason, both µF and µR are often used when estimating uncertainties
due to a fixed-order calculation.
2.2.2 Parton Showers and Hadronization
Fixed-order perturbative calculations are reliable for hard and well-separated partons, but
break down when considering many soft/collinear partons. However, the quarks and gluons
produced in a high energy collision will continue radiating other QCD particles until their
energy again reaches a non-perturbative scale. Therefore instead of explicitly calculating this
process in exact terms, it is necessary to model these emissions (known as parton showers)
in a procedural way through 1→ 2 branching and in doing so approximate all terms in the
expansion. Event generators will typically also handle parton showers, although there are a
few different ways in which they are implemented - for example the emissions can be either
virtuality ordered, angular ordered, or handled through color dipoles. When combining the
full chain of interactions, special attention must be taken so as not to double count particles.
This is taken care of through dedicated merging and matching schemes (again implemented
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differently across generators), often blurring the line between particles created as a result of
matrix element calculation and parton shower.
At a scale near ΛQCD ∼ 200 MeV, perturbation theory breaks down and it is at this
point that the low energy QCD partons are confined to color neutral (physically observable)
composites through a process known as hadronization. There are two distinct hadronization
models that are in use by event generators:
• Lund string model - based on the assumption that QCD is “Coulomb-like” at small
distances (1/r color field potential), while linear at longer distance through gluon
self-attraction. An intense color field induces qq pair creation, leading to hadronization.
• Cluster model - based on the idea of pre-confinement in which past scales of
∼ few x ΛQCD there is only a local redistribution of color, flavor and momentum flows
leading to the construction of low-mass, color singlet clusters.
Illustrations for these models are shown in Figure 2.4. The choice of hadronization model
can be important for some detector effects including jet response, heavy-flavor tagging, and
lepton isolation - all of which are described in more detail in section 3.5.
Figure 2.4: Illustrations of the two most popular hadronization models - the Lund string
model (left) and the Cluster model (right). [91]
2.2.3 The Underlying Event and MC Tunes
Depending on the density profile of the proton, additional interactions inside the same
collision known as multiple parton interactions (MPIs) can occur. These are typically
assumed to be QCD 2 → 2 processes and can be important for modeling of the color flow
and reconnection. Together with the fragmentation of beam remnants, these secondary
effects are collectively referred to as the underlying event.
The underlying event, hadronization, and pileup simulation (described further in
subsection 3.1.4) are all examples of semi-empirical models and as such require data
to constrain a number of free parameters through dedicated studies whos results are known
as Monte Carlo tunes. Reliable tunes can be essential for both precision measurements and
discoveries.
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2.3 Higgs Physics at the LHC
Due to its heavy mass and small production cross section, the Higgs boson had eluded
observation until a powerful enough accelerator could be constructed. The Large Hadron
Collider (LHC), with its ability to collide protons with a design center-of-mass energy of up
to
√
s = 14 TeV, finally provided the necessary discovery potential. Given so much event
activity, achieving sufficient sensitivity still however remained a challenge. In proton-proton
collisions, the Higgs can be produced through a variety of different processes described in
subsection 2.3.1. Once created, it very quickly decays before any hope of direct detection
through one of the modes introduced in subsection 2.3.2.
2.3.1 Higgs Production
The leading Feynman diagrams illustrating the different means of Standard Model Higgs
boson production at the LHC can be seen in Figure 2.5. The relative sizes of their associated
cross sections for different center-of-mass energies are shown in Figure 2.6. The leading
production mode is gluon fusion (ggF), occuring about an order of magnitude more often
than other processes. It is accomplished via a virtual fermion loop for which the largest
contributor is the top quark. The second largest production mode is vector boson fusion,
which almost always contains the distinctive topology of two energetic forward jets that
can be targeted for event selection. Both the ggF and VBF production cross sections are
considered in the results described in this thesis. Higgs strahlung, or the production of
Higgs bosons in association with a W or Z vector boson (VH), is less likely than VBF - but
the presence of an additional vector boson in the final state provides an additional handle
for filtering events. Finally, associated production with top (ttH) can occur - although in
addition to its relatively low cross section, it can be challenging to study due the final state
signature being less accessible.
W/Z
(a) (b)
(c) (d)
W/Z
H
H
H
H
t¯
t
Figure 2.5: Leading Feynman diagrams for different production modes of the Higgs at the
LHC in order of largest to smallest cross section. Gluon fusion (ggF) is shown in (a), vector
boson fusion (VBF) is shown in (b), Higgs strahlung production (WH / ZH) is shown in (c),
while associated production with top (ttH) is shown in (d). [76]
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Figure 2.6: Standard Model Higgs production cross sections as determined by theory for
different production modes at the LHC. The blue line denotes ggF, while the red line denotes
VBF. [36]
2.3.2 Higgs Decay
The branching fractions of the Standard Model Higgs boson with a mass of 125 GeV are
provided in Figure 2.7. The majority of Higgs bosons produced at the LHC will decay
to a bb pair (occuring about 58% of the time). However, it is relatively difficult to study
the Higgs using this channel due to the fact that the decay products are purely hadronic
(providing little distinguishing features that separate themselves from the rest of the activity
that can be found in a hadronic collision). Still, measurements are being performed by
utilizing the signatures of the sub-dominant production modes - for example triggering
on leptons originating from associated vector bosons [23, 15]. The second most common
decay mode is H → WW (occuring about 21% of the time), which is the focus of the
results presented in this thesis. In the case where the W bosons decay leptonically, this
provides a means with which to select interesting events. Unfortunately a number of other
SM processes can also give rise to a two lepton final state, leading to a host of backgrounds
to consider. A similar situation exists for decay to τ -leptons [20, 14]. While there is a
comparable branching fraction to gluons, this signature presents no features with which to
distinguish it from backgrounds in a hadronic collision. Decay to cc can be treated similarly
as for bb, except that c-jets cannot be tagged as efficiently as b-jets. Decay to ZZ and γγ
both profit from a clean background spectrum and therefore were the first channels in which
the Higgs was observed. Finally, the two rarest decay modes Zγ and µµ stand the most to
gain from the increase in statistics that come with more integrated luminosity, although
efforts in these channels are already underway [22, 10, 19, 11].
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Chapter 3
LHC and the ATLAS Experiment
The dataset used for the results presented in this thesis was collected with the ATLAS
detector, one of the main experiments at the Large Hadron Collider (LHC) which is located
at the European Organization for Nuclear Research (CERN) near Geneva, Switzerland. This
chapter first introduces the experimental apparatuses in section 3.1 and section 3.2, deferring
more detailed specifications to the relevant technical design reports [52, 53, 54, 3, 4]. Some
aspects of the data flow from detector to tape storage are then provided in section 3.3, while
the simulation of Monte Carlo generated events propagating through the detector and the
subsequent detector response is discussed in section 3.4. Finally, section 3.5 describes the
oﬄine reconstruction of the physics objects used for the analysis presented in this thesis.
3.1 The Large Hadron Collider
The LHC is currently the world’s largest and most powerful particle accelerator, capable
of producing proton-proton collisions at an unprecedented center-of-mass energy of√
s = 13 TeV1. It is housed inside a circular tunnel that is 26.7 km in circumference
and an average of 100 m under the surface of the CERN facility, located on the border
between France and Switzerland. The LHC is a synchrotron, keeping the protons at all
times in counter-rotating beams with fixed well-defined orbits as it first accelerates them
to their peak energy and then brings them into head-on collisions at the center of four
detectors located around the ring: ATLAS, CMS, ALICE, and LHCb. Figure 3.1 illustrates
the scale of the machine, spanning the distance between the Jura mountains to the west
and Lake Geneva to the east.
3.1.1 LHC Magnet Configuration
In order for the protons to bend as they circle around the ring, they are guided by strong
magnetic fields which are generated by 1232 separate 15 m long superconducting dipole
magnets made out of cables composed of Niobium-titanium (NbTi) filaments - each serving
to deflect the beams by 0.29 degrees as they pass through. During nominal operations, these
dipole magnets are cooled to 1.9 K (a process taking weeks to complete) by surrounding
them in superfluid helium in order to benefit from their resulting superconductive properties.
1The design parameter for the center-of-mass energy of the collisions is
√
s = 14 TeV. However, after
an incident involving a faulty electrical connection between two of the accelerator’s dipole magnets occured
in the year 2008, the decision was made to temporarily operate at lower energies:
√
s = 7/8 TeV during
Run 1 and
√
s = 13 TeV during Run 2.
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Figure 3.1: Display of the LHC machine and its four main experiments, along with their
geographical locations. The SPS, which serves as the final injector in the pre-acceleration
chain, is also in view to the south. [111]
Under peak performance, they are able to generate a current of over 11,000 amperes,
corresponding to an induced magnetic field of 8.33 T.
In a homogeneous magnetic field, protons with varying initial conditions will fulfil
oscillations around the design orbit in the transverse direction known as betatron oscillations.
Quadrupole magnets, which offer a restorative force proportional to the distance from the
design orbit, are therefore used in order to keep the protons constrained in the transverse
directions. However, because such field configurations simultaneously cause focusing and
defocusing in orthogonal directions, the LHC’s magnets are arranged in a lattice of so-called
‘FODO cells’ - sequences which first focus in one direction and then defocus in the same
direction, separated by non-focusing drift spaces. There are 8 primary points of interest
spaced out around the ring, with arcs in between consisting of 23 FODO cells each. These
sections can be seen in Figure 3.2.
Additional corrector magnets are also installed for making further precise adjustments.
For example, the dipole magnets will generate dispersion due to the momentum spread of
the protons with each one being bent to a slightly different degree. Known as ‘chromaticity’,
this effect can be controlled through the use of sextupole magnets.
3.1.2 RF Cavities and Beam Parameters
The protons are accelerated up to collision energies by applying an alternating longitudinal
electric field in dedicated radio frequency (RF) cavities, while the field strength of the dipole
magnets is correspondingly increased so as to maintain a fixed orbital distance. On each
turn, the phase of any single proton with respect to the RF waveform changes since in
general its orbit will deviate slightly from the ideal frequency, giving rise to longitudinal
oscillations known as synchrotron oscillations. With only one RF cavity section in the ring,
synchrotron oscillations are much slower than betatron oscillations, often taking hundreds
of turns to complete a full cycle. Partly due to the fluctuating nature of the electric field,
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Figure 3.2: Sketch of the octagonal partitioning of the LHC. Aside from the sections that
are dedicated to the four detector interaction points, there are two related to beam cleaning,
one containing the RF cavity, and one for handling the beam dump. [67]
the counter-rotating beams are not composed of single streams of protons. Rather, they are
made up of distinct bunches, each containing on the order of 100 billion protons. These
bunches are constrained by the wavelength of the electrical pulse provided from the RF
cavities to reside in stable regions of phase space called buckets.
Assuming that the distribution of protons in a single bunch follows a gaussian shape,
the beam width can be parameterized by
σx =
√
βx(s); σy =
√
βy(s) (3.1)
which are the one sigma intervals in the transverse plane where  is the beam emittance
and β is a periodic function that depends upon the location s along the accelerator. The
emittance is an intrinsic beam property that is defined at its creation. It is proportional to
the area of the phase space ellipse which contains inside of it all (or a defined percentage of)
the protons in the bunch and can’t be changed by focusing, although does decrease upon
acceleration of the beams. The β function, on the other hand, is determined by the focusing
properties of the quadrupole lattice and provides the envelope within which all protons
oscillate. When the bunches are first injected into the LHC, the maximum beam width is
σ450GeV = 1.1 mm (still well within the distances of 19 mm and 23 mm to the beam pipe in
the vertical and horizontal directions, respectively) with βmax = 180 m, while at collision
energies it is closer to σ7TeV = 300 µm due to the reduction in emittance.
3.1.3 LHC Operations
A series of progressively larger accelerators boost the protons before they are injected into
the LHC. An overview of the accelerator complex which contains each of the stages is shown
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in Figure 3.3. Taken from hydrogen atoms and having their electrons stripped, the protons
begin their journey by being sent through the LINAC2 linear accelerator which accelerates
them to 50 MeV over a length of 33 m. They are then injected into the first synchrotron
known as the PS booster. Here the LINAC2 pulse is distributed over four stacked rings,
each injecting over multiple turns to accumulate beam in the horizontal phase space - it
is at this stage that the transverse brightness of the LHC beam is set. The PS booster
also increases the proton energy up to 1.4 GeV. Afterwards, they are sent into the Proton
Synchrotron (PS) where their energy is increased to 26 GeV. Here the longitudinal beam
characteristics are defined, through a number of different bunch splitting techniques. Finally,
the protons are sent into the Super Proton Synchrotron (SPS) where their energy is brought
up to 450 GeV before being injected into the LHC.
Figure 3.3: The CERN accelerator complex, illustrating the interconnections between
accelerators along with many of the main experiments. [99]
Operation of the LHC takes place in fill cycles which ideally last for 10 or more hours.
The protons are first injected into the ring in 2808 bunches per beam under normal conditions
and the beam energies are then ramped up to 6.5 TeV in a process that collectively takes
approximately 45 minutes. Once the protons reach their maximum energy, each beam will
contain approximately 360 MJ of energy. Next, the proton beams are squeezed down to
transverse widths of 16 µm at the center of the collision points. This is made possible by
placing the detectors at the center of so-called ‘mini-beta insertions’ which are special
symmetric drift spaces in the regular magnet lattice with an exceptionally small waist
in the β function at the middle. On either end of the mini-beta insertion exist triplet
quadrupole magnets which are responsible for the squeeze. It is here that due to a much
higher required value in the β function, the beams reach their largest widths of 1.5 mm.
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After a brief adjustment period, the counter-rotating beams are allowed to collide at the
interaction points around the ring. For typical filling schemes the bunches are spaced
by 25 ns, translating to 40 million bunch crossings per second. Under these stable beam
conditions, collision data is taken until the beams deteriorate to the point that it becomes
more efficient to dump them and refill.
3.1.4 Event Rate and Luminosity
Typically, physics experiments are interested in maximizing the rate of events that can be
provided by a collider. In general, the event rate dN
dt
for a given process p can be written as
dN
dt
= L × σp (3.2)
or that it is proportional to the process cross section σp, where the constant of proportionality
is the instantaneous luminosity L, a measure of the number of collisions produced per second
by the accelerator with units of cm−2s−1. The instantaneous luminosity that a collider is
able to provide is one of the most important metrics used to characterize its performance
and can be determine using
L = fNbN1N2
4piβ
∗

· F (3.3)
where f is the revolution frequency, Nb is the number of bunches, N1 and N2 are the number
of protons per bunch, β
∗
is the beta function at the collision point,  is the beam emittance
and F is a luminosity reduction factor which accounts for the geometric crossing angle of
the beams [87]. By optimizing for more protons to collide in a smaller transverse cross
section, the instantaneous luminosity can be increased. For instance, the LHC was able to
exceed its design luminosity of 1034cm−2s−1 by as much as 40% in 2016 in part by operating
with a smaller β
∗
.
While the instantaneous luminosity is important, the ultimate figure of merit is the
so-called integrated luminosity:
L =
∫ T
0
L(t)dt (3.4)
which is a measure of the total amount of data collected and is often expressed in units
of ‘barns’ (where 1 barn = 10−24cm−2). Figure 3.4a shows the total luminosity collected
in 2016 at
√
s = 13 TeV which provides the majority of the data analyzed for the results
presented in this thesis.
The protons must be packed closely together at the interaction point in order to maximize
the event rate. One side effect of this is that multiple pp collisions will typically occur
even in a single bunch crossing, generating additional uncorrelated energy flow through
the detector that is generally referred to as ‘in-time’ pileup2. The average number of
interactions per bunch crossing (also denoted as µ) is typically used as a metric for pileup
and scales linearly with the instantaneous luminosity. Figure 3.4b shows µ values during
2015 and 2016 data taking with an average of about 25, while in some cases reaching as
high as 50. The modeling of pileup when simulating an event is very important in order to
match the data and is described further in subsection 3.4.2.
2Since the spacing between bunch crossings is relatively small compared to the sensitive time window
for some of the detector elements (in particular for calorimeter cells), pileup from previous and following
bunch crossings can also contribute in which case it is referred to as ‘out-of-time’ pileup.
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Figure 3.4: (a) The total integrated luminosity delivered by the LHC during 2016 data
taking in green and the amount recorded by the ATLAS detector in yellow. (b) The average
number of interactions per bunch crossing during 2015 and 2016 data taking. [1]
3.2 The ATLAS Detector
The ATLAS (A Toroidal LHC Apparatus) detector is a general purpose particle detector
that is located 100 m underground at one of the four interaction points of the LHC. A
cut-away view can be seen in Figure 3.5, also providing a sense of scale. It is currently the
largest particle detector ever built with a length of 44 m, a diameter of 25 m, and a weight
of 7000 tons. ATLAS is operated by a multi-national collaboration of around 3000 scientists
and engineers, representing about 180 institutes and 38 countries throughout the world.
Figure 3.5: A cut-away view of the ATLAS detector. The largest components are shown,
along with the overall dimensions and humans for comparison. [5]
The design considerations of ATLAS reflect the goals of its physics program which
include measurements of the Higgs boson, further precision testing of Standard Model
predictions, and a variety of searches for physics beyond the Standard Model. It covers a
solid angle of nearly 4pi (with the majority of lost particles being in the direction of the
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beampipe) and is layered with different subsystems working together to identify all particles
produced in a collision, while maintaining precise energy and momentum measurements
even in the high density environments that are characteristic of a typical bunch crossing
provided by the LHC. This section gives an overview of each of the subsystems starting
from the innermost layer and working outwards.
In the ATLAS experiment, a right-handed Cartesian coordinate system is used where
the origin is placed at the nominal interaction point. The axes are oriented such that the
center of the LHC ring is in the x direction, the y direction points vertically upwards, and
the z direction is along the beamline. The (x,y) plane defines the transverse direction, also
frequently represented by the polar coordinates (r,φ). The azimuthal and polar angles φ
and θ are measured from the x-axis counter-clockwise in the x-y-plane and from the z-axis,
respectively. It is customary, however, to use the pseudorapidity
η = − ln
(
tan
(
θ
2
))
(3.5)
rather than θ directly, with the separation between two physics objects in the detector often
being expressed with
∆R =
√
∆η2 + ∆φ2. (3.6)
3.2.1 The Inner Detector
The inner detector (ID) is the closest of the systems to the interaction point and is designed
to measure the trajectories of charged particles (or tracks) with a high spatial resolution
within |η| < 2.5 as they bend in a magnetic field. A schematic overview of the ID can
be seen in Figure 3.6. It is composed of three main sub-systems: the pixel detector, the
semiconductor tracker (SCT) and the transition radiation tracker (TRT). A solenoid magnet
surrounds the ID, generating an axial magnetic field of 2 T. Each of the sub-detectors are
further divided into a barrel and two endcaps covering the central and forward regions,
respectively. Figure 3.7 provides a cross-sectional sketch of the ID as a track passes through
the barrel region of each of the three sub-detectors.
Pixel detector
The pixel detector comprises the innermost layers of ATLAS. It contains over 80 million
individual silicon pixels, each with a size of 50 × 400 µm2 in R − φ and z. These pixels
are spread out over three layers in the barrel region and three discs in each endcap,
providing space point measurements with an intrinsic resolution of 10 × 115 µm over the
full pseudorapidity range spanning |η| < 2.5. The insertable b-layer (IBL) which is visible
in Figure 3.7 now sits closest to the beampipe at a distance of only 27.5 mm and adds
an additional 12 million readout channels. Installed during the long shutdown between
2013-2015 as a fourth layer in the barrel region, it improves the quality of impact parameter
reconstruction for tracks, thereby improving vertex and b-tagging performance [60].
Semiconductor Tracker
Surrounding the pixel detector is the semiconductor tracker (SCT), adding another four
cylindrical layers in the barrel and another nine disk layers in each endcap with 6.3 million
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Figure 3.6: A schematic overview of the inner detector sub-systems in ATLAS. [5]
Figure 3.7: A cross-sectional sketch of the inner detector as a track passes through the
barrel region of each of the three sub-detectors. [46]
readout channels and detector coverage also up to |η| < 2.5. Each SCT module is composed
of a twin layer of silicon micro-strip sensors which are between 6-13 cm long and 80 µm
wide, being rotated by 40 mrad with respect to one another in order to still provide a
measurement in z (R) for the barrel (endcap) region. As a result, each SCT layer provides
measurements with an intrinsic resolution of 17 µm × 580 µm.
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Transition Radiation Tracker
The Transition Radiation Tracker (TRT) is the outer-most and largest of the ID sub-detectors,
providing complementary track momentum measurements to those obtained from the silicon
sensors of the pixel and SCT detectors. It is made from nearly 300,000 straw tubes that are
4 mm in diameter and filled with a Xenon-based gas mixture. The TRT provides only R - φ
information and η coverage of |η| < 2.0. Measurements are made when charged particles
ionize the gas mixture and the ions are collected by wires at the center of the straw tubes.
The resulting drift time can be used to determine drift circles, with an intrinsic resolution
of 130 µm per straw. The TRT also provides particle identification since the intensity of
transition radiation that is emitted by a charged particle as it passes through different
media can be used to determine its Lorentz factor and in so doing provide a measurement
on its mass.
3.2.2 Calorimetry
The calorimeter system resides in the volume surrounding the inner detector and is designed
to fully absorb electrons, photons and hadrons in order to provide a measurement of their
energy. It covers the range |η| < 4.9 and contains two main components - an electromagnetic
calorimeter and a hadronic calorimeter. The electromagnetic calorimeter forms an inner
layer which is responsible for precisely measuring the energy of electrons and photons. The
hadronic calorimeter sits around the electromagnetic calorimeter and is coarser, but provides
enough stopping power also for hadronic jet activity so that the total energy-momentum
balance of the collision can be measured. A schematic overview of the calorimeter system
is shown in Figure 3.8. Both sub-system are sampling calorimeters, meaning that only a
fraction of the energy of a particle is actually measured by an active layer. The total energy
can then be inferred after careful calibration of the detector.
Figure 3.8: A schematic overview of the calorimeter system in ATLAS [5]
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(a) (b)
Figure 3.9: (a) Cross-sectional view of a single EM calorimeter module in the barrel region.
The three distinct layers can be seen, each containing a different degree of granularity. (b)
Cross-sectional view of a single hadronic calorimeter module in the barrel region. The fiber
readout connecting to a photomultiplier tube (PMT) is also visible. [5]
Electromagnetic Calorimeter
The electromagnetic (EM) calorimeter is a sampling calorimeter which uses liquid-argon
(LAr) as an active layer and lead absorber plates as a passive layer. It consists of a barrel
region covering |η| < 1.475 and two endcaps spanning 1.375 < |η| < 3.2. The endcaps
are mechanically divided into an outer and inner wheel covering 1.375 < |η| < 2.5 and
2.5 < |η| < 3.2, respectively. The overlap region between the barrel and endcaps suffers
from a small reduction in performance and so it is common to veto electrons and photons
which appear in this ‘crack’. Each layer is arranged in an accordion shape geometry which
provides a symmetry in φ without any azimuthal cracks.
The total thickness of the EM calorimeter is larger than 22 X0 in the barrel and 24 X0
in the endcaps, where X0 is the radiation length and is defined as the mean distance over
wich a high-energy electron loses all but 1/e of its energy due to bremsstrahlung. Over the
region targeting precision physics which also defines the acceptance of the ID (|η| < 2.5), the
EM calorimeter is segmented into three sections in depth. The endcap inner wheel, which
falls outside this range, is segmented in only two section and has coarser lateral granularity.
Figure 3.9a shows a cross-sectional view of one of the barrel modules of the EM calorimeter.
The first layer, also known as the presampler, provides the highest granularity of δη × δφ =
0.003 × 0.1 and is used to correct for energy loss before the EM calorimeter. The second
and largest layer has a granularity of δη × δφ = 0.025 × 0.025 and a thickness of 16 X0,
accounting for the majority of the energy measurement. The third layer is coarser with a
granularity of δη × δφ = 0.05 × 0.025 and a thickness of only 2 X0.
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Hadronic Calorimeter
The hadronic calorimeter is composed of three distinct sections: a tile calorimeter in the
barrel region extending to |η| < 1.7, hadronic endcap calorimeters between 1.5 < |η| < 3.2
and forward calorimeters covering the range 3.1 < |η| < 4.9. The total calorimeter thickness
for hadronic interactions is close to 9.7 λ in the barrel and 10 λ, where λ is the nuclear
interaction length which is the distance over which the number of relativistic hadrons reduces
by a factor of 1/e. The granularity of the hadronic calorimeters is coarser than the EM
calorimeter, with even a barrel segmentation of only δη × δφ = 0.1 × 0.1.
The tile barrel covers the region |η| < 1.0, with two extended barrels ranging between
0.8 < |η| < 1.7. It is a sampling calorimeter, using steel as an absorber and scintillating
tiles as an active material. Figure 3.9b shows a cros-sectional view of one of the barrel
modules of the hadronic calorimeter. The photons generated from the scintillating tiles are
sent through wavelength-shifting fibers to photomultiplier tubes (PMTs) for readout. The
hadronic endcap calorimeters (HECs) each consist of two independent liquid-argon-copper
wheels for a total of four layers per endcap. The forward calorimeters (FCALs) each
utilize one liquid-argon-copper and two liquid-argon-tungsten modules which serve to record
measurements of EM and hadronic showers, respectively.
3.2.3 Muon Spectrometer
The muon spectrometer (MS) provides both the outermost layers and the largest volume to
the ATLAS detector. It is built not only to give muon momentum measurements as they
bend through the magnetic field generated by dedicated air-core toroid magnets, but also to
allow for fast trigger decisions on events with high energy muons. The system reaches up to
|η| < 2.7, with magnetic bending provided by a large barrel toroid over the range |η| < 1.4
and two smaller end-cap magnets for 1.6 < |η| < 2.7. For 1.4 < |η| < 1.6, also known as the
transition region, deflection is provided by a combination of barrel and end-cap fields.
A schematic overview of the MS is shown in Figure 3.10. It contains four types of muon
chamber systems, each based on the technology of gas ionization which then drifts charges
to electrodes to be measured. For precise momentum measurement, Monitored Drift Tubes
(MDTs) are placed over the full range of |η| < 2.7 with an average resolution of 80 µm. In
the forward region between 2.0 < |η| < 2.7, the MDTs are reduced in number and instead
complemented by Cathode-Strip Chambers (CSCs). For fast triggering, Resistive Plate
Chambers (RPCs) and Thin Gap Chambers (TGCs) are installed up to |η| < 2.4 in the
barrel and endcaps, respectively.
3.3 Trigger and Data Acquisition
The rate at which the LHC provides pp collisions to the ATLAS detector is orders of
magnitude larger than the rate at which they can practically be recorded. On the one hand,
this is due to a latency with respect to the limited detector readout speed. On the other,
there isn’t near enough disk storage space available. Moreover, it is simply not necessary to
record every event that is produced. As can be seen in Figure 3.11, most rare processes
of interest occur at rates that are at least a factor of σ/σTOT ∼ 10−10 less common that
the total inelastic pp cross section. Due to these reasons, ATLAS employs a trigger system
which is responsible for making very fast yet informed decisions as to which events will be
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Figure 3.10: A schematic overview of the muon spectrometer in ATLAS [5]
recorded and a data acquisition (DAQ) system which handles the data flow logistics from
the detector to disk.
The performance of the trigger and data acquisition systems is influenced by the number
of readout channels from the detector and by the density of each collision environment -
both of which saw an increase for Run 2 data taking3. This prompted an overhaul in the
design of these systems and with it a simplification of the layering. Figure 3.12 provides
an overview of the architecture for the trigger and data acquisition systems during Run 2,
where the trigger system is now composed of only two tiers (down from three in Run 1):
• The Level 1 (L1) trigger uses fast, custom-made hardware in order to arrive at a
decision to pass on or reject the event within 2.5 µs. Regions of interest (RoIs) are
determined from the EM and hadronic calorimeters with a granularity of δη × δφ =
0.1 × 0.1 as well as the trigger chambers in the muon spectrometer. In addition to
object multiplicity, it is capable of performing selections using topological requirements
such as isolation, invariant mass, ∆R between two objects, and missing transverse
momentum, reducing the rate of incoming data from 40 MHz down to 100 kHz.
• The High-Level Trigger (HLT) is a software-based layer which is housed in an
on-site computing farm with ∼40k processing units. Seeded from the regions of
interest provided by L1 and the with full availability of the detector readout, dedicated
algorithms are run in sequences of feature extraction followed by hypotheses that are
able to reconstruct the event inside the RoIs with near oﬄine-like quality in order to
make a final decision on whether or not to write out the event in a matter of no more
than about 0.4 s.
The HLT algorithm sequences described above are often referred to as trigger chains,
where each targets a specific signature for recording. The group of trigger chains which are
3The number of readout channels increased by 20% due to additional detectors such as the IBL and the
Fast Tracker (FTK), while the collision density increased from the LHC exceeding its design luminosity of
1034cm−2s−1.
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Figure 3.11: Cross sections for various processes in proton collisions as a function of the
center of mass energy. The discontinuity between the Tevatron and LHC regimes is due to
the switch from pp to pp collisions. [109]
active at any given time during operation of the detector is called the trigger menu and
can therefore be viewed as an implementation of the physics program of ATLAS. During a
typical data taking run, it is also common for some trigger chains to by adjusted by prescales
such that only a subset of events that otherwise would have passed that chain are actually
saved. When an event fires any trigger chain, it is written to disk through different inclusive
output streams depending on which chain(s) passed. The output stream which is used for
most physics analyses and for the one presented in this thesis is called the ‘physics Main’
stream.
3.4 Detector Simulation and Digitization
The event generators described in section 2.2 provide their output in the form of final-state
stable4 particles from a single pp collision. In order to compare these Monte Carlo events to
those taken from data, some additional processing which is described in this section must
take place. After these steps are performed, however, the reconstruction of events proceeds
4A stable particle can be defined differently depending on the experiment. For ATLAS, stable particles
are those which have lifetimes of cτ > 10 mm.
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Figure 3.12: Architecture of the ATLAS trigger system in Run 2 [86]
in an identical way regardless of their source.
3.4.1 Simulation
The particles originating from the primary collision point in a real data event will interact
with the detector as they fly outward, depositing their energy and creating new particles
along the way. Therefore, these effects must also be simulated in Monte Carlo5. For this,
one of two approaches is generally taken - either every detail is simulated using the toolbox
Geant4 (GEometry ANd Tracking) [37], or multiple approximations are made in order to
speed up the computation (e.g. longitudinal and transverse parameterization of showers in
the calorimeter) in a scheme known as Atlfast-II (or AFII) simulation.
Detector simulation is the most computationally intensive link in the chain of Monte
Carlo production. It proceeds in discrete steps (including the transportation of particles for
which a map of the magnetic field is used in the case that they’re charged) which rely heavily
on numerical models, with the majority of time being spent moving electrons and photons
around in the calorimeter since all particles are tracked until they either reach zero energy or
exit the detector when running with Geant4. In order to reduce CPU time (particularly in
the forward EM calorimeters), frozen showers are used in which low energetic particles get
replaced by pre-simulated EM showers6. A comparison of CPU times for different simulation
5Other reasons for simulating the interaction of particles with detector elements include studying the
performance of detectors before they are built and investigating potential radiation damage.
6The shower library is generated with Geant4 simulation and is used by default for full simulation
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scenarios can be seen in Figure 3.13.
An additional complexity that must be considered when comparing to data is the accurate
representation of the detector conditions at which time the data was taken. Some conditions,
such as the masking or disabling of particular readout channels, can be accounted for after
the simulation finishes. However, others like coarse misalignments of the detector and the
size of the bunch crossing region must be incorporated during the simulation procedure.
Figure 3.13: Distributions of CPU times for 250 tt events in Full Sim, Fast Geant4 Sim
(using frozen showers) and AFII Sim. The vertical dotted lines mark the distribution
averages. [29]
3.4.2 Pileup modeling
As mentioned briefly in subsection 3.1.4, data events will almost always contain more than
one pp collision. The additional pileup that is created is known to have a significant impact
on physics results and therefore must also be modeled when producing Monte Carlo. There
are generally two approaches that are taken when modeling pileup - either the additional
pp interactions are simulated in Monte Carlo, or real data events are overlaid on top of the
simulated hard-scatter process.
Currently the most common approach is to simulate the additional pp interactions, using
soft QCD processes that are usually generated with the PYTHIA 8 program [110] after
careful tuning to data measurements. Each pp interaction is simulated separately and then
they are combined7 before being digitized. In order to determine how many should be
included for a given event, a value of µ is first chosen based on the data conditions it will
be compared to. A random number is then picked from a Poisson distribution with that µ
as a mean to be added to the bunch crossing.
Typically, Monte Carlo production campaigns take place before the full corresponding
dataset is available and so the µ that is used is only a best guess estimate from the
information provided by the LHC operators. Also, during data taking the value of µ is
not constant even over a single run. Partly due to these reasons, the Monte Carlo must be
reweighted by scaling the selection efficiency of each event so that on average, the amount of
Monte Carlo production campaigns.
7This includes both in-time and out-of-time pp interactions within a [-800,800] ns window.
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pileup reproduces that in data. In practice, this is achieved by matching the µ distribution
in Monte Carlo with the µ distribution in data after scaling the data down by 9% since the
A2 tune of PYTHIA 8 used herein results in the Monte Carlo over-estimating the hardness
of each pp collision by this amount [7].
The second method for modeling pileup of overlaying real data events is less prevalent,
although does appear in performance related work and specific analyses that are most
sensitive to pileup effects. It is accomplished by first defining a data period to simulate
and then selecting random events without a hard scatter from this period to combine with
a simulated hard-scatter event using the same detector conditions. Some advantages to
using this method include the non-reliance on generator tuning, the automatic matching of
µ without the need for reweighting and the realistic detector noise and occupancy. However,
these samples can only be made after the data is taken and most analyses are often designed
to be as insensitive as possible to the modeling of effects for which it is advantageous to use
data overlay. As pileup becomes more of an issue at higher luminosities, data overlay offers
a potential alternative to purely simulated events.
3.4.3 Digitization
After energy deposits in the sensitive detector volumes have been simulated, dedicated
digitization software then converts them into detector responses (“digits”), typically voltages
or times on pre-amplifier outputs. Detector noise is modeled by first measuring the rates in
data for a particular readout technology, storing the average amount of noise in a database.
In order to determine the level of noise to add to a particular channel during digitization,
the noise constant for that channel is multiplied by a Gaussian random number. Digit
creation is then followed by a simulation of the RODs (Read Out Drivers) and triggers, to
produce RDOs (Raw Data Outputs) that serve as input to the event reconstruction.
3.5 Event Reconstruction
Events passing at least one of the trigger chains mentioned in section 3.3 are later sent
through a sequence of sophisticated algorithms in order to reconstruct in as much detail as
possible the particles that participated in the collisions from the high density of hits and
energy deposits measured in the detector. Each type of particle can be identified through
a different signature that it leaves behind, as shown in Figure 3.14. An overview of the
reconstruction of each physics object used for the analysis presented in this thesis is provided
below, roughly following the order in which they are built.
3.5.1 Tracks and Primary Vertices
Tracks in the ID are reconstructed from hits in the pixel + SCT detectors and timing
information in the TRT. The majority of tracks are found through an “inside-out” approach8
which begins in the silicon layers and propagates out toward the TRT. As a first step, silicon
hits that are in close proximity are combined into clusters. These clusters are then used
to form three-dimensional measurements referred to as space-points. In the pixel detector,
8An “outside-in” approach is also employed in which track reconstruction starts in the TRT and
propagates inward, but this contributes a significantly smaller amount of the total tracks. Some tracks are
also “TRT standalone”, having hits only in the TRT.
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Figure 3.14: The different signatures for each type of particle shown in the transverse plane
as they traverse the detector.
one space-point is identified for each cluster. However in the SCT, both stereo views of a
strip layer must be combined to form a single space-point. Track seeds are then created
from three space-points each in the silicon-detector layers. These seeds are then extended
outward by applying a Kalman filter [71], following the most likely path using knowledge of
the material and of the magnetic field configuration. The resulting track candidates with
pT > 400 MeV are fit via the ATLAS Global χ
2 Track Fitter [64], at which time ambiguities
from shared hits are also resolved by employing a track scoring mechanism which takes into
account e.g. the number of hits and holes for each track, as well as their fit quality. Finally,
the surviving track candidates are extended into the TRT through matches with drift-circles
converted from the measured timing information.
For a charged particle traveling through a uniform magnetic field, five parameters are
required in order to fully describe its trajectory. Although these parameters can be expressed
a number of different ways, the most useful representation for physics analyses are typically
the so-called “perigee parameters”, or
(
d0, z0, φ, θ,
q
p
)
where q is the particle’s charge, while
d0 and z0 are the transverse and longitudinal impact parameters respectively, defining the
point of closest approach that the particle takes with respect to the beamline. The perigee
representation for track parameters are illustrated in Figure 3.15.
Primary vertices, defined each as the interaction point between two beam protons, are
reconstructed using similar techniques as with tracks. First, a preselection containing tight
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Figure 3.15: An illustration of the perigee parameters representing a track’s trajectory, with
the transverse (d0) and longitudinal (z0) impact parameters defining its point of closest
approach with respect to the beamline. [63]
requirements is applied to the reconstructed tracks in order to reduce the amount which are
fake or poorly measured and to ensure that tracks with very large impact parameters are not
considered. Primary vertex reconstruction then proceeds through a “finding-before-fitting”
approach in which they are found one at a time, beginning with a seed selected from a pool
of tracks and fit with a Kalman filter using the impact parameters of associated tracks9
and a constraint on the luminous region (“beam spot”) location and size. Figure 3.16a
illustrates the steps involved with this iterative vertex finding (IVF) method.
The Kalman filter is a least-squares estimator and therefore it is known to not be robust
against outliers (in this case mis-associated tracks or mis-measured track errors). Due to
this limitation, the tracks are weighted in the fit according to their χ2 compatibility with
the vertex. However, outliers can still have a disproportionate impact on the final vertex
position during the first few iterations of the fit. To mitigate this effect, a scheme known
as adaptive vertex fitting [72] is used in which track weights are also made to depend on a
temperature through a thermodynamic annealing procedure:
ω(χ2, T ) =
1
1 + e−
1
2
(χ2cut−χ2)/T
(3.7)
where T is the temperature. Initially for high temperatures, the weight of each track will all
9Once a seed is found as the point of maximum track density along the beam axis, tracks that are
within 12
√
σ2(d0) + σ2(z0) are assigned to the vertex fit.
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be close to 1/2. During the iterative fit, the temperature is lowered such that the sensitivity
of track weights to their compatibility with the vertex increases until finally for T = 1
compatible tracks within three standard deviations (if χ2cut is set to 9) will have weights
close to 1 and incompatible tracks will have weights close to 0. Track weights corresponding
to different temperatures are shown in Figure 3.16b. Tracks that end up with a weight
larger than 0.01 or impact parameter significance less than 7 σ are removed from the pool
of tracks that are available to find the next vertex seed.
Once all primary vertices have been found, the hard-scatter vertex is identified as the
one which contains the largest sum of associated track pT squared. Some analyses studying
processes for which there are no charged particles directly appearing in the signal (such as
H → γγ) must rely on different definitions, although the efficiency of reconstructing and
identifying correctly the hard-scatter vertices used for the analysis presented in this thesis
is nearly 100%. Also, the number of reconstructed primary vertices will in general be less
than the number of pp interactions in any given bunch-crossing due to the merging of two
sufficiently close-by interactions into one reconstructed vertex and is more pronounced for
higher pileup. For this reason, vertexing algorithms that are more pileup robust have been
developed and will be deployed during Run 3 of the LHC [57].
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Figure 3.16: (a) Schematic diagram of the steps involved in iterative vertex finding [57] (b)
Track weights for various temperatures T , corresponding to different steps in a vertex fit
[82]
3.5.2 Calorimeter Clusters
The fully reconstructed final state of a pp collision in ATLAS includes individually identified
particles comprising electrons, photons, muons, and τ -leptons, in addition to hadronic jets
and missing transverse momentum (EmissT ). For each of these objects (aside from muons),
calorimeter signals play a key role. Due to both electronic readout and pileup condition
effects (the latter being more dominant for high bunch intensity), the LAr calorimeter is
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subject to a significant amount of background noise10. These baseline fluctuations can be
expressed by the standard deviation of their distribution and are central to measuring the
energy deposited by incoming particles.
In ATLAS oﬄine reconstruction, the collection of calorimeter cell signals into larger
clusters proceeds via a three dimensional topological clustering algorithm [35]. The basic
observable controlling this cluster formation is the cell signal significance ςEMcell , which is
defined as the ratio of the cell signal to its average (expected) noise σEMnoise,cell,
ςEMcell =
EEMcell
σEMnoise,cell
, (3.8)
where both EEMcell and σ
EM
noise,cell are measured on the electromagnetic (EM) energy scale
11.
Topological clusters (or topo-clusters for short) are formed starting from a calorimeter
cell with a highly significant seed signal with |ςEMcell | > S (where S is the primary seed
threshold). The cells neighboring a seed and satisfying |ςEMcell | > N (where N is the threshold
for growth control) are then iteratively added to the cluster, while any neighboring cells
with |ςEMcell | > P (where P is the principal cell filter) are then added as a final step. In this
scheme, overlapping clusters will be merged, while an attempt to split the cluster is made if
it is found to have several local maxima. Figure 3.17 shows an example of the final stage in
topo-cluster formation for the first module in the FCAL calorimeter.
The configuration of S = 4, N = 2, P = 0 is optimized for ATLAS hadronic final state
reconstruction, by removing cells with insignificant signals which are not in close proximity
to cells with significant signals. Such cells with insignificant signals are considered noise
and discarded from further jet, particle and EmissT reconstruction. Once the topo-clusters
have been found, their reconstructed observables (or “cluster moments”) such as location,
direction and internal signal distribution are determined - the last of which contains valuable
information related to its origin, therefore dictating how it is to be calibrated.
3.5.3 Electrons
Electron reconstruction begins by associating EM clusters with ID tracks that are
extrapolated to the calorimeter12. Tracks that are loosely matched to an EM cluster
are refitted using the Gaussian Sum Filter (GSF) algorithm [6], which takes into account
the non-linear effects of bremsstrahlung radiation and greatly improves their pT and impact
parameter measurements. The efficiency to reconstruct electrons which can be seen in
Figure 3.19a is 99% in the central region, decreasing to ∼ 97% in the endcap region for lower
pT [28]. The path of an electron traveling through the detector is illustrated in Figure 3.18.
The reconstruction procedure described above does well in efficiently identifying real
electrons. However, other objects (such as hadronic jets) can also easily fake the signature of
10The tile calorimeter, on the other hand, shows much less sensitivity to pileup since most of the energy
flow of soft particles is absorbed already in the LAr calorimeter.
11The EM energy scale reconstructs the energy deposited by electrons and photons correctly but does
not include any corrections for the loss of signal for hadrons due to the non-compensating nature of the
ATLAS calorimeters. More details on the different energy scales can be found in subsection 3.5.6 where jet
calibration is discussed.
12The reconstruction of electrons is very closely connected to the reconstruction of photons, since both
(sometimes referred to collectively as “EGamma” objects) leave energy deposits in the EM calorimeter.
Photons can be identified as an EM cluster which is either not associated with an ID track or associated
with an e+e− conversion vertex. Some EGamma objects are also left as ambiguous during reconstruction
(if they could be either an electron or a photon).
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Figure 3.17: Final stage in topo-cluster formation once all cells have been added in the
first module of the FCAL for a simulated dijet event with at least one jet entering the
calorimeter. [35]
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Figure 3.18: A schematic illustration of the path of an electron through the ATLAS detector.
The dashed red trajectory indicates the path of a photon produced by the interaction of the
electron with the material in the TRT. [28]
an electron and therefore mistakenly be reconstructed as one. In order to reduce the chance of
this happening, additional identification working points have been developed. These working
points all employ a likelihood-based method [28] which takes into account a number of
discriminating variables such as shower shapes, track properties and track-cluster-matching
in order to determine the likelihood that a given reconstructed electron is real. The three
main identification working points are called LooseLH, MediumLH, and TightLH which
offer identification efficiencies of 96%, 94% and 88% at high ET respectively, and are also
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shown in Figure 3.19b.
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Figure 3.19: Electron reconstruction efficiency (a) and electron identification efficiencies (b)
derived from Z → e+e− events as functions of ET. [28]
After reconstruction, the energy of an electron must be calibrated and in doing so correct
for things such as instrumental effects, energy loss in front of the EM calorimeter, energy
deposits not accounted for in clusters, etc. Once the electron energy has been calibrated,
any residual difference in energy scale between data and Monte Carlo simulation can be
defined as αi where i corresponds to different regions in η, while any residual difference in
energy resolution is assumed to contribute an extra constant term ci:
Edata = EMC(1 + αi) (3.9)(σE
E
)data
=
(σE
E
)MC
⊕ ci (3.10)
The αi and ci parameters can be determined through a χ
2 minimization by comparing
dielectron invariant mass distributions for Z → ee decays in both data and Monte Carlo,
therefore providing a calibration uncertainty. Examples of typical values are shown in
Figure 3.20.
3.5.4 Muons
The reconstruction of muons is first performed in the ID and MS independently. In
the ID, muon tracks are identified just as for any other charged particle as described in
subsection 3.5.1. In the MS, muon tracks are built starting with segments found by hit
patterns inside each of the muon chambers. A global χ2 fit is then applied and the track
is accepted as a candidate if the χ2 of the fit passes a certain selection criteria. When
combining muon reconstruction from the ID and MS, four muon types are defined depending
on which subdetectors are utilized. Combined (CB) muons are those for which an ID track
was successfully matched with a muon track candidate in the MS and represent the bulk
of all reconstructed muons. Extrapolated (ME) muons or ‘stand-alone’ muons are those
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Figure 3.20: Electron calibration uncertainties derived from data-to-MC comparisions in
Z → ee events for (a) the energy scale corrections (αi) and (b) the energy resolution
corrections (ci) as a function of η. [27]
which are based only on a track in the MS and are mainly used to extend the acceptance
for muon reconstruction into the region 2.5 < |η| < 2.7 which is not covered by the ID.
Segment-tagged (ST) muons are those which are matched to an ID track, but only contain
a segment in the MS which can happen for low pT muons or in regions with poor detector
coverage. Finally, calorimeter-tagged (CT) muons are those for which an ID track can be
matched to an energy deposit in the calorimeter that is compatible with a minimum-ionizing
particle.
Similar to electrons, a separate identification step for muons is also performed - although
in this case it is based simply on applying a set of quality requirements which aim at
suppressing backgrounds, most notably from pion and kaon decays. Four muon identification
selections are provided, each targeted to address specific needs of different physics analyses:
• Loose muons - designed to maximize reconstruction efficiency while also offering
good-quality tracks.
• Medium muons - provide the default selection for muons in ATLAS and designed to
minimize systematic uncertainties associated with muon reconstruction and calibration.
Only CB and ME muons are used.
• Tight muons - selected with relatively lower efficiency so as to maximize the sample
purity. Only CB muons are used.
• High-pT muons - aim to maximize momentum resolution for tracks with
pT > 100 GeV.
The efficiency for muon reconstruction is measured in Z → µµ and J/ψ → µµ decays for
each identification working point and for medium quality muons is close to 99% for the
majority of the range within the acceptance of the ID as can be seen in Figure 3.21a.
While the simulation of the ATLAS detector is generally quite accurate, there remain
some small modeling imperfections13 which translate into an observable mismatch between
13such as energy loss in the calorimeter and other materials, radial distortions of the detector, and
inhomogeneities of the magnetic field
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the muon momentum as measured in data and Monte Carlo. Referred to as “muon
momentum calibration”, both the scale and resolution of simulated muon pT must be
corrected to reproduce the same quantities as in data. Such corrections are typically below
∼ 0.1%. Figure 3.21b shows a dimuon invariant mass distribution of J/ψ → µµ candidate
events reconstructed with CB muons before and after calibration.
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Figure 3.21: (a) Reconstruction efficiency for medium quality muons as a function of η as
measured in Z → µµ events. (b) Dimuon invariant mass distribution of J/ψ → µµ candidate
events reconstructed with CB muons before (dashed) and after (solid red) calibration. [34]
3.5.5 Lepton Isolation
For many signal processes containing a lepton in the final state (e.g. leptonic decay of a
vector boson), one of their distinguishing features is that they are typically well isolated from
other activity. However, the identification criteria described so far do not explicitly make
any isolation requirements. Leptons originating from heavy flavor decay (and therefore with
relatively large amounts of close-by activity), for instance, will also often get successfully
reconstructed. An effective way to remove such unwanted background is to apply an
upper-limit on the additional tracks in the ID or energy deposits in the calorimeter that
are allowed in some cone of radius ∆R =
√
∆η2 + ∆φ2 around the lepton in question.
Dedicated isolation working points will usually be defined which use track and calorimeter
isolation variables by either cutting on them directly or through some parameterized pT
gradient.
Calorimeter-based Isolation
The calorimeter isolation variable EisolT,cone is calculated first by summing the energies of all
positive-energy (EM scale) topo-clusters, whose barycenters fall within the cone of radius
∆R. In the case of electrons, the core energy deposited by the candidate is then subtracted
by removing cells included in a δη × δφ = 0.125 × 0.175 rectangle around the candidate’s
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direction. This schema is depicted in Figure 3.22. Additional core leakage is also corrected
for afterwards. In the case of muons, the estimated energy loss from their traversing the
calorimeter is subtracted. Finally, the contributions from pileup and the underlying event
to the isolation cone is estimated and also subtracted.
η
φ
Figure 3.22: Visual depiction of the schema for calculating the calorimeter isolation variable
in the case of electrons. The candidate electron is located at the center of the circle which
represents the isolation cone. All topo-clusters whose barycenters fall within the isolation
cone are also depicted. The 5 × 7 cell (covering an area of δη × δφ = 0.125 × 0.175)
represents the subtracted core. [28]
Track-based Isolation
The track isolation variable pisolT is calculated using tracks with pT > 1 GeV and that satisfy
basic track-quality requirements. In order to reduce the impact of pileup, a requirement on
the track compatibility with the primary vertex can also be used. The pisolT variable is then
constructed by summing the transverse momenta of the tracks which lie in a cone of radius
∆R around the lepton track, excluding the candidate’s own contribution. In the case of
electrons, other tracks that fall within a δη× δφ = 0.05 × 0.1 window of the candidate’s EM
calorimeter cluster are considered part of the candidate due to bremsstrahlung radiation
and are therefore also removed from the computation of the track isolation variable. Due to
the smaller tracker granularity compared with the calorimeter, the cone size for the track
isolation variable can also be much narrower. In some cases (e.g. for boosted topologies) it
is beneficial to use a variable-cone-size track isolation, pisolT,var, which progressively decreases
the cone as the pT of the candidate becomes larger:
∆R = min
(
10 GeV
pT [GeV]
, Rmax
)
, (3.11)
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where Rmax is the maximum cone size (typically 0.2 to 0.4) and the value of 10 GeV is
designed to maximize background rejection.
3.5.6 Jets
Quarks and gluons that are produced as final state particles in a pp collision will undergo
parton showering and subsequent hadronization as described in subsection 2.2.2. Their
experimental signature will therefore consist of a spray of particles with a common orientation
(referred to as a jet) and can be identified as a collection of energy deposits in the calorimeter
and associated tracks in the ID. The jets used for the analysis presented in this thesis
are reconstructed using the anti-kt algorithm [56] from uncalibrated (EM scale) topo-
clusters with a distance parameter of ∆R = 0.4 and as such are sometimes referred to as
‘AntiKt4EMTopoJets’. The differences between most sequential recombination algorithms
(of which the anti-kt algorithm is a special case) lie in the definition of the distance measures
dij (the distance between particles i and j) and diB (the distance between particle i and the
beam B):
dij = min (k
2p
ti , k
2p
tj )
R2ij
R2
(3.12)
diB = k
2p
ti (3.13)
where R2ij = (yi− yj)2 + (φi− φj)2 and kti, yi and φi are the transverse momentum, rapidity
and azimuth of particle i. The parameter R is some fixed distance measure which dictates
the closest proximity that any two final jets can be located with respect to one another,
while the parameter p governs the relative power of the energy versus geometrical (Rij)
scales with p = −1 defining the anti-kt algorithm. The algorithm proceeds by iteratively
finding the object pair with the smallest distance and merging them if they are both clusters
or identifying one as a jet and removing the cluster from the list if the other is a beam until
no unmatched clusters are left. One advantage of the anti-kt algorithm is that it is known
to be resilient with respect to soft radiation.
The four-momenta of the resulting jets are determined by adding the four-momenta of
their associated constituents, which are assumed to be massless. The jet energies are also
calibrated and corrected through ”local hadronic cell weighting” (LCW) calibration [35, 16]
(and in so doing moving them from the electromagnetic energy scale to the hadronic energy
scale), in which the primary goal is to correct for the non-compensating calorimeter response
- that is, to correct for the fact that the calorimeter signal for hadrons is smaller than
the one for electrons and photons depositing the same energy. The LCW calibration also
corrects for other effects such as signal loss due to the way in which the cells are clustered
and energy loss from inactive material. The resulting uncertainties in the jet energy scale
(JES) and jet energy resolution (JER) are among the largest systematic uncertainties in the
results presented in this thesis.
As the multiplicity of pp collisions per bunch crossing seen by ATLAS continues to rise,
the suppression of pileup jets becomes increasingly important. To this end, a dedicated
observable called the jet-vertex-tagger (JVT) is constructed as a multivariate combination
of the fractional transverse momentum of tracks within a jet that are associated with the
hard-scatter primary vertex (the jet vertex fraction or JVF) corrected for the number of
primary vertices in the event and the scalar pT sum of the tracks in a jet originating from
the hard-scatter primary vertex divided by the fully calibrated jet pT [13]. Defined in this
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way, jets from the hard-scatter primary vertex will tend towards larger values of JVT, while
pileup jets will tend towards lower values of JVT.
3.5.7 Heavy Flavor Tagging
During the reconstruction of a jet, no attempt is made to determine whether it was initiated
by a particular quark flavor or gluon. However, it is often very useful to identify jet origins.
Specifically in the case of jets originating from b-quarks, it becomes feasible to classify (or
tag) them due to the long lifetime of the b-hadrons which they contain. The b-hadrons will
often travel on the order of a few millimeters before they decay, leaving behind tracks with
relatively large impact parameters and secondary vertices which can be reconstructed.
The process of b-tagging is often left to sophisticated multivariate techniques. For the
analysis described in this thesis, the MV2c10 algorithm is used, which offers a high-level
boosted decision tree (BDT) discriminant based on a number of lower level taggers that utilize
relevant quantities such as the track impact parameters or secondary vertices mentioned
above. An example of the BDT output from the MV2c10 algorithm is shown in Figure 3.23.
Multiple working points are also provided for a single algorithm. For instance, the working
point MV2c10 85% corresponds to a fixed cut on the output discriminant such that close to
85%14 of b-jets are successfully tagged [33].
Figure 3.23: MV2c10 BDT output for different jet flavors evaluated with tt events. [21]
3.5.8 Missing Transverse Momentum
Particles which only interact via the weak force such as neutrinos or some potential
beyond the standard model (BSM) signatures will travel through the detector and escape
14The b-tagging efficiency quoted in the working point serves as more of a guidance, since the performance
is known to be strongly pT dependant.
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measurement altogether. In hadron colliders such as the LHC, the underlying event can
carry away an arbitrary amount of momentum in the longitudinal direction. However, with
the colliding protons having almost no momentum in the transverse plane, an imbalance of
moment in this direction offers a reliable way to infer the presence of otherwise invisible
particles.
The missing transverse momentum is an event-wide observable which can be defined
as the negative vector sum of the transverse momenta of all visible objects which includes
both a hard term and a soft term. The hard term contains all fully reconstructed (identified
and calibrated) particles such as electrons, photons, muons and taus, in addition to all high
pT hadronic jets. The soft term, on the other hand, contains the rest of the measurements
which aren’t associated to any of the hard objects and can be determined from either the
leftover clusters (CST) or remaining tracks with pT > 500 MeV that pass a set of quality
requirements and originate from the primary vertex (TST) [17], the latter of which is used
for the remainder of the thesis. The missing transverse momentum as defined above is also
denoted as EmissT .
Real particles which escape detection are not the only sources of missing transverse
momentum. Finite detector resolution, object miscalibration, and pileup effects all have
the potential to enter the calculation as ‘fake’ sources. A dedicated object overlap removal
procedure must also be performed when combining the hard objects, due to the fact that
ATLAS reconstruction domains run independently15. One way to mitigate the contribution
from pileup is to define the track-based missing transverse momentum (denoted as pmissT )
with ID tracks replacing calorimeter jet measurements, since an association of the tracks
to the primary vertex can then be imposed. However, this alternative definition of the
missing transverse momentum has the disadvantage that it does not take into account
neutral particles. Both EmissT and p
miss
T are used in the analysis described in this thesis.
15For instance, a given jet might also be reconstructed as an electron, a photon and/or a tau. Note
however that overlap removal internal to the building of missing transverse momentum is distinct from the
overlap removal at the final analysis level described later in subsection 4.3.3 since in the former case each
track/cluster must be specifically accounted for.
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Chapter 4
Analysis Strategy
This chapter details the analysis strategy for the cross section measurement of Higgs boson
production and decay to a pair of W bosons via the two leading production modes, ggF
and VBF, using ATLAS data collected in 2015 and 2016. An introduction is first given in
section 4.1. The data and Monte Carlo samples used in the analysis are then described in
section 4.2. The criteria by which physics objects are selected are provided in section 4.3.
Many of the constructed observables used in the analysis are mentioned and motivated in
section 4.4, while the event level selection is defined in section 4.5.
4.1 Introduction
While this analysis targets the H→WW ∗ decay mode, it does not consider all channels
that are available from the subsequent decay of the W bosons. The total branching fraction
of the W boson to leptons is BW→eν/µν/τν = 32.4% [101], with the remainder being hadronic
decays. Of the charged leptons, the electron is stable and the muon is at least stable enough
to be measurable directly by the detector. However the τ will decay further, with the
branching fraction to lighter leptons being Bτ→eν/µν = 35.2% [101] where in this case the τ
decay becomes nearly indistinguishable from a prompt electron or muon. Therefore in the
context of this analysis, the lepton symbol ` refers only to a light lepton - either an electron
e or a muon µ - with the contribution from W → τντ → `ντντν` being included implicitly.
The effective decay branching fraction of a pair of W bosons to a pair of light leptons is
thus 6.4%1, which contains the final state studied in this analysis.
A clear detector signature is provided with two highly energetic and oppositely charged
leptons, allowing signal-like events to be selected using dedicated lepton triggers and hadronic
background events to be rejected at the price of a significant amount of statistical power.
Furthermore, events with same-flavor opposite-charge leptons are not considered in this
analysis due to the fact that these can easily occur through pair production from a Z/γ∗
boson (the so-called “Drell-Yan” (DY) process)2. Rather, the focus is on events with different
flavor leptons, which provide a higher sensitivity to the signal. The leptons in each event
are distinguished not only by their flavor, but also by their pT ordering such that the lepton
with the highest pT is referred to as “leading” and the lepton with the second highest pT is
referred to as “sub-leading”. Expressed in this way, a distinction can be made between eµ
1This number also includes the decay to same flavor leptons (ee + µµ), two channels that are left out of
this analysis as mentioned subsequently.
2The same-flavor opposite-charge final state was, however, included in the analysis of Run 1 data [18].
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and µe events, in which the former contains a leading electron while the latter contains a
leading muon.
One of the main signature differences between the ggF and VBF Higgs production modes
is that ggF production only produces jets through parton radiation from the initial state
partons whereas VBF production is characterized by the presence of two energetic jets with
large separation in rapidity (As mentioned in subsection 2.3.1). Partly for this reason, the
analysis is split into three separate categories based on the number of jets there are in the
event with pT above 30 GeV: events with zero jets and events with exactly one jet targeting
the ggF production mode and events with at least two jets targeting the VBF production
mode. A trait which is shared by all signal events, however, is the spin 0 nature of the
SM Higgs boson, leading to spin correlations in the final state particles - in this case, the
leptons being emitted in the same hemisphere, with the two neutrinos being emitted in the
opposite one as illustrated in Figure 4.1. This feature can then be further exploited during
event selection.
W+ H W−
ν
ℓ+ ℓ−
ν¯
Figure 4.1: Spin correlations in the H→WW ∗→ `ν`ν decay mode. The small arrows
indicate the particles’ directions of motion, while the larger double arrows indicate their
spin projections. The spin 0 Higgs decays to W bosons with opposite spins and the spin 1
W bosons decay to leptons that have their spins aligned. The H and W decays are shown
in the rest frame of the decaying particle.
4.2 Data and Monte Carlo Samples
4.2.1 Data Samples
The dataset used for the analysis presented in this thesis corresponds to an integrated
luminosity of about 36.1 fb−1 taken from the physics Main output stream in the years 2015
and 2016, with an uncertainty of 2.1% [30]. It is also required to pass a set of quality checks
which are encoded by the ATLAS data preparation group into so-called “Good Run Lists”
(GRLs) which flag each data taking run with whether or not it is good to use for physics.
A combination of single lepton triggers and one e-µ dilepton trigger are employed, as
summarized in Table 4.1. The majority of events are captured by the single lepton triggers
with pT thresholds ranging between 24 GeV and 26 GeV for single-electron and between
20 GeV and 26 GeV for single-muon depending on the run period [26], while the dilepton
trigger provides additional low pT acceptance with a pT threshold of 17 GeV for electrons
and 14 GeV for muons. A second dilepton trigger with an even lower pT threshold of
7 GeV for electrons was investigated, but found to give only a marginal gain in total trigger
efficiency, as can be seen in Figure 4.2 which contains the trigger efficiencies under different
configurations at the analysis level for each jet category.
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Lepton Level-1 trigger High-level trigger
Year 2015
e 20 GeV 24M OR 60M OR 120L GeV
µ 15 GeV 20i OR 50 GeV
eµ e: 15GeV, µ: 10 GeV e17 lhloose mu14
Year 2016
e 20 GeV 24Ti OR 60M OR 140L GeV
µ 15 GeV 24i OR 50 GeV
eµ e: 15GeV, µ: 10 GeV e17 lhloose mu14
Year 2016: after D4
e 20 GeV 26Ti OR 60M OR 140L GeV
µ 15 GeV 26i OR 50 GeV
eµ e: 15GeV, µ: 10 GeV e17 lhloose mu14
Table 4.1: Summary of trigger configurations used in the analysis. The minimum pT
requirements used for each trigger are shown, while the letters “T”, “M” and “L” denote
the Tight, Medium and Loose electron identification requirement, respectively. The letter
“i” indicates an additional isolation requirement.
 [GeV]
T
pLeading lepton 
20 30 40 50 60 70 80 90
 
Tr
ig
ge
r e
ffi
cie
nc
y
0
0.2
0.4
0.6
0.8
1
1.2
e channelµ+µ=13 TeV, esggF, 
 > 22 GeV, 0 jetsleadlep
T
p
ATLAS Simulation Internal
Single lepton triggers
Single and e17_lhloose_mu14 triggers
Single and both di-lepton triggers
 [GeV]
T
pLeading lepton 
0 50 100 150 200 250
 
Tr
ig
ge
r e
ffi
cie
nc
y
0
0.2
0.4
0.6
0.8
1
1.2
e channelµ+µ=13 TeV, esggF, 
 > 22 GeV, 1 jetleadlep
T
p
ATLAS Simulation Internal
Single lepton triggers
Single and e17_lhloose_mu14 triggers
Single and both di-lepton triggers
 [GeV]
T
pLeading lepton 
0 50 100 150 200 250
 
Tr
ig
ge
r e
ffi
cie
nc
y
0
0.2
0.4
0.6
0.8
1
1.2
e channelµ+µ=13 TeV, esVBF, 
 2 jets≥ > 22 GeV, leadlep
T
p
ATLAS Simulation Internal
Single lepton triggers
Single and e17_lhloose_mu14 triggers
Single and both di-lepton triggers
Figure 4.2: Trigger efficiencies as a function of pT for different configurations in the 0 jet
ggF (top left), 1 jet ggF (top right), and VBF (bottom) analyses after preselection and
requiring a leading lepton with pT > 22 GeV.
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4.2.2 Monte Carlo Samples
The Monte Carlo (MC) generators used to model the signal and background processes are
listed in Table 4.2. In the majority of cases (with the exception of Sherpa), separate
programs are used to generate the hard scattering process and to model the parton
showering (PS), hadronization and the underlying event (UE). For instance, Pythia 8.210,
Pythia 8.186 [110] or Pythia 6.428 [107] are used in the final three steps for the signal
and also background from top processes. The CT10 and NNPDF3.0 parton distributions
function (PDF) set [93] is used for the hard scattering process in Powheg-Box v2 [100]
(most commonly interfaced with Pythia), with the AZNLO [31] tune being used for the
diboson and signal processes and the A14 tune [12] being used for other processes. The hard
scattering NLO predictions from Sherpa 2.2.1 [78] are calculated using the NNPDF 3.0
NNLO PDF set, together with a dedicated set of tuned parameters from the parton shower
developed by the Sherpa authors [105]. Pileup is modeled using Pythia as detailed in
subsection 3.4.2.
Process Generator σ · Br (pb) Precision σincl.
ggF H → WW Powheg NNLOPS 10.4 NNLO+NNLL
VBF H → WW Powheg +PYTHIA 8 0.808 NNLO
WH H → WW Powheg +PYTHIA 8 (MINLO) 0.293 NNLO
ZH H → WW Powheg +PYTHIA 8 (MINLO) 0.189 NNLO
inclusive Z/γ? → `` (40 ≥ m`` ≥ 10GeV) Sherpa 2.2.1 6.80× 103 NNLO
inclusive Z/γ? → `` (m`` ≥ 40GeV) Sherpa 2.2.1 2.107× 103 NNLO
(W → `ν)γ (pγT > 7GeV) Sherpa 2.2.2 453 NLO
(Z → ``)γ (pγT > 7GeV) Sherpa 2.2.2 175 NLO
tt¯ di-leptonic(e, µ, τ) Powheg +PYTHIA 8 87.6 NNLO+NNLL
Wt leptonic Powheg +PYTHIA 6 7.55 NLO
qq¯/g → WW → `ν`ν Sherpa 2.2.2 49.74 NLO
Z(∗)Z(∗) → 2`2ν (m`` ≥ 4GeV) Sherpa 2.1 6.53 NLO
gg → 2`2ν Sherpa 2.1 0.87 NLO
qq¯/g → `ν`` Sherpa 2.1 11.9 NLO
qq¯/g, gg → ```` Sherpa 2.1 11.5 NLO
EW WW + 2 jets (`ν`ν) Sherpa 2.1 0.012 LO
EW WZ + 2 jets (`ν``) Sherpa 2.1 0.038 LO
EW ZZ + 2 jets (````) Sherpa 2.1 0.116 LO
EW qq¯→(Z → ττ)qq¯ Sherpa 2.54 LO
Table 4.2: Summary of MC generators used to model the signal and background processes
in the analysis, along with the corresponding cross sections to which they are normalized
(the “Precision σincl.” column shows the accuracy of the cross sections). In the case of the
signal, the Higgs mass is set to mH = 125 GeV. In the case of a lepton decay filter being
applied on W/Z bosons, the quoted cross section includes branching ratios and is inclusive
in lepton flavor.
Signal
The processes considered as signal are the ggF and VBF Higgs production modes3, with the
H→WW ∗→ eνµν decay mode featuring two charged opposite-sign opposite-flavor leptons
in the final state. Other Higgs processes are either fixed to SM predictions and included as
background (V H production and H→ ττ decay) or not considered due to their negligible
3The ggF Higgs production mode is considered as a background in the VBF signal region.
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contributions (tt¯H and bb¯H associated production). All signal samples are generated with
a Higgs boson mass of 125 GeV.
Higgs boson production via ggF is simulated with NNLO accuracy in QCD using
the Powheg-Box v2 program [85] and normalized to a cross section calculated with
next-to-next-to-next-to-leading-order accuracy in QCD [39]. Higgs boson production via
VBF is also simulated using Powheg-Box v2, but with NLO accuracy in QCD. It is
then normalized to a cross section calculated with NLO accuracy in QCD [62, 41] with an
approximate NNLO correction applied [50].
Background
The main sources of Standard Model backgrounds which are present in the analysis include
pairs of electroweak bosons which are generally divided into WW and Non-WW (WZ,
Wγ(∗), ZZ), production of top-quarks (tt¯ and Wt), W or Z bosons produced together with
hadronic jets, and QCD multijet events.
The WW background is generated separately for the qq → WW and gg → WW
production modes. The larger contribution of the two is the qq → WW process and is
generated using Sherpa 2.2.2 [78, 79], with the matrix elements being calculated for up
to one additional parton at NLO and up to three additional partons at LO accuracy. The
loop-induced gg → WW process is simulated by Sherpa 2.1.1 with zero or one additional
jets [61] and normalized to the NLO gg → WW cross section [59]. Interference of the two
WW production modes are expected to have a negligible contribution in the analysis and
are therefore not considered [58].
Top-quark pair production is generated using Powheg with the Powheg-Box
framework. A filter is applied, requiring that the W bosons decay leptonically. The
samples are normalized to cross sections calculated at NNLO+NNLL accuracy [65]. Single
top production is generated with Powheg-Box 2.0 and uses EvtGen 1.2.0 [94] as an
afterburner to more accurately model the properties of bottom and charm hadron decays.
Events with Wγ and Zγ are modeled using Sherpa 2.2.2 at NLO accuracy, requiring
the pT of the γ to be larger than 7 GeV and to be a distance ∆R > 0.1 from any lepton.
The WZ and ZZ processes are generated with Sherpa 2.1, with WZ including also the
contribution from Wγ(∗).
Z/γ∗ DY production is generated using Sherpa 2.2.1 and is split according to
max(HT , p
V
T ). Furthermore, the Z → ττ process has an additional filter on the lepton
(or hadron) pT in order to better populate the analysis phase space. These samples are
normalized to cross sections calculated at NNLO accuracy [98].
While the W+jets process is estimated through a purely data-driven method that is
introduced in detail in section 6.1, Monte Carlo samples are still used in order to estimate
the sample composition uncertainty of the method as described in section 6.7. To this end,
V+jets processes are generated nominally from Powheg MiNLO interfaced to PYTHIA 8
with the AZNLO tune and alternatively using the LO generator ALPGEN [96] v2.14
interfaced to PYTHIA 6.
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4.3 Object Identification and Selection
4.3.1 Electrons and Muons
The electrons used in the analysis are required to have a transverse energy ET greater than
15 GeV and pass “MediumLH” (“TightLH”) selection as defined in subsection 3.5.3 for
ET greater (smaller) than 25 GeV. Their pseudorapidity must also be within the range of
|η| < 2.47, excluding the transition region 1.37 < |η| < 1.52 between the barrel and end-caps
in the liquid argon calorimeter. A requirement (Author = 1) is added that selects electrons
which were reconstructed unambiguously as electrons, which reduces the Wγ background
by nearly half while maintaining a high signal efficiency.
The muons used in the analysis are obtained from the combined muon definition, as
described in subsection 3.5.4. The muon candidates are then required to pass the “Tight”
quality selection and also have pT > 15 GeV and |η| < 2.5.
All leptons are required to originate from the hard-scatter primary vertex by requiring
the absolute value of the longitudinal impact parameter to satisfy |z0 sin θ| < 0.5 mm. In
addition, the significance of the transverse impact parameter is required to be less than
|d0|/σd0 < 5 (|d0|/σd0 < 3) for electrons (muons). The leptons are also required to be well
isolated, where the working points have been optimized separately for each flavor by taking
into account the signal and background efficiency, including specifically the W+jets process
[47]. The full electron selection is summarized in Table 4.3, while the full muon selection is
summarized in Table 4.4.
pT range Electron ID Author Isolation Impact parameter
< 25 GeV TightLH 1 FixedCutTrackCone40 |z0sinθ| < 0.5 mm, |d0|/σd0 < 5> 25 GeV MediumLH 1 Gradient
Table 4.3: Electron selection used in the analysis.
pT range Muon ID Calo Isolation Track Isolation Impact parameter
> 15 GeV “Tight” Econe20T /pT < 0.09 p
varcone30
T /pT < 0.06 |z0sinθ| < 0.5 mm, |d0|/σd0 < 3
Table 4.4: Muon selection used in the analysis.
4.3.2 Jets and Missing Transverse Momentum
The jets used in the analysis are reconstructed using the anti-kt algorithm with a distance
parameters of R = 0.4 and calorimeter clusters for input as described in subsection 3.5.6.
They are required to have pT > 30 GeV and be within the range |η| > 4.5.
Jets with pT < 60 GeV and |η| < 2.4 are also required to have a JVT value larger than
0.59 in order to suppress jets from pileup events. Furthermore, pileup jets are reduced in
the forward region by applying a requirement on ForwardJVT which is a variable designed
to identify pileup jets in the forward region (|η| > 2.5), outside tracking acceptance [92].
Jets containing b-hadrons are identified using the MV2c10 b-tagging algorithm as
described in subsection 3.5.7 with the 85% efficiency working point and subsequently
referred to as b-jets. A b-jet veto is applied in each signal region definition for jets with
pT > 20 GeV, where jets in the range 20 GeV < pT < 30 GeV are referred to as “sub-threshold”
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since they are below the nominal pT requirement defining the jet categories of the analysis
and are included in the b-veto in order to improve the suppression of the top backgrounds.
The missing transverse momentum is employed in the analysis using both of the two
distinct definitions as introduced in subsection 3.5.8. On one hand, the track-based pmissT
enters as a cut in the ggF preselection to reduce backgrounds. On the other, the track-based
soft-term EmissT is used to build signal-sensitive variables such as mT, p
tot
T , and mττ (each
defined in section 4.4) since it offers superior resolution.
4.3.3 Overlap Removal
The overlap removal (OR) of physics objects used in the analysis addresses both the topic
of duplication, i.e. the reconstruction of one true object as two separate objects, and the
topic of isolation, i.e. the treatment of two separate but close-by objects. Due to the latter,
there is a close connection between overlap removal and object identification. The following
ordered steps are taken to remove object overlaps, with the rejected objects not contributing
to subsequent steps:
• electron-muon: A duplication of a muon as an electron is possible if the muon radiates
a hard photon, e.g. in the case of final state radiation (FSR) or bremsstrahlung, and
the subsequent calorimeter energy deposit is matched with the muon track. When
this happens, the two objects are typically less than 0.01 in ∆R and often share an
ID track. If a combined muon shares an ID track with an electron, the electron is
removed. Same flavor lepton overlaps are dealt with during reconstruction.
• electron-jet: Electrons can also be reconstructed as a jet because of their calorimeter
energy deposits. In order to remove these duplicates, the jet is removed if ∆R(jet, e) <
0.2. For any surviving jets, the electron is removed if ∆R(jet, e) < min(0.4, 0.04 +
10 GeV/peT) since it is likely to be the result of a real decay product (either light
or heavy flavor) of the jet. Another reason to remove these electrons is that their
reconstruction becomes bias due to the close-by jet.
• muon-jet: The duplication of muons as electrons also often comes with a duplication as
a jet. Therefore if ∆R(jet, µ) < 0.2, then the jet is removed if the jet has less than three
associated tracks with pT > 500 MeV or both of the following conditions are met: the
pT ratio of the muon and jet is larger than 0.5 (p
µ
T/p
jet
T > 0.5) and the ratio of the muon
pT to the sum of pT of tracks with pT > 500 MeV associated to the jet is larger than 0.7.
For any surviving jets, the muon is removed if ∆R(jet, µ) < min(0.4, 0.04+10 GeV/pµT)
since it is likely to be the result of a real heavy flavor decay product of the jet.
4.4 Composite Observables
4.4.1 Background Rejection
The following observables are constructed in order to reduce the analysis backgrounds:
• p``T - Transverse momentum of the dilepton system. Large values reflect that the
leptons and neutrinos are emitted in opposite hemispheres, corresponding to the signal
topology.
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• ∆φ(``, EmissT ) - Azimuthal angle between the dilepton system and EmissT , providing an
additional handle for enhancing the topology described above. Strongly peaked at
back-to-back for signal and the majority of backgrounds.
• mττ - Invariant mass of the hypothetical ττ system under the assumption of the
Collinear Approximation Method [104] in which the τ leptons are sufficiently boosted
to force their decay products to be collinear. The energy fractions of the neutrinos can
then be computed given that they are the only source of the observed EmissT . Cutting
on such a variable is effective to suppress not only Z → ττ , but also H → ττ .
• max (m`T) - The transverse mass of one of the two leptons,
m`T =
√
2 p`T · EmissT · (1− cos ∆φ (`, EmissT )), (4.1)
will usually have a large value if the process contains at least one real W boson.
Selecting for these scenarios can be accomplished by applying a lower bound on the
maximum of the two.
4.4.2 Topological Variables
The following observables are constructed in order to enhance the Higgs signal:
• m`` - Invariant mass of the leading and subleading leptons in the event. Requiring low
m`` takes advantage of the initial spin zero state of the Higgs, with the leptonic decay
products being more collimated in this case than the non-resonant WW background.
• ∆φ`` - Azimuthal angle between the leading and subleading leptons in the event. The
Higgs signal tends toward smaller values for the same reason as above.
• mT - Transverse mass, defined as
mT =
√(
E``T + E
miss
T
)2 − ∣∣p``T +EmissT ∣∣2 (4.2)
where
E``T =
√
|p``T |2 +m2``. (4.3)
Rather than applying an explicit cut, it is used as a discriminating variable since the
Higgs candidates are expected to peak in its distribution.
4.4.3 VBF Observables
Due to the distinguishable event topology of the VBF Higgs production mode, additional
observables are constructed in order to discriminate the signal from background by serving
as input to a multivariate analysis:
• mjj - Invariant mass of the two leading jets in the event. Large values are characteristic
of the VBF signal.
• ∆yjj - Gap in rapidity between the two leading jets in the event. A large separation
is indicative of the forward jets produced by the VBF signal.
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• ∑`C` - Lepton η centrality, providing a way of quantifying the lepton positions with
respect to the two leading jets in η:
OLVl0 = 2 · |
ηl0 − η¯
ηj0 − ηj1
|
OLVl1 = 2 · |
ηl1 − η¯
ηj0 − ηj1
|
∑
`
C` = OLVl0 + OLVl1 (4.4)
where η¯ = (ηj0 +ηj1)/2 is the average η of the two leading jets. Positive values of OLVl
corresponds to the lepton being outside the leading jet rapidity gap, while negative
values correspond to the lepton being within the leading jet rapidity gap.
• ∑`,jm`j - Sum of the invariant masses of all four lepton-jet pairs. This variable can
be helpful due the to relatively large opening angles between leptons and jets for the
VBF signal.
• ptotT - Total transverse momentum of objects in the event, defined as
pT
l1+pT
l2+EmissT +
∑
pT
jets. This variable is larger for backgrounds with significant
soft gluon radiation that carry away momentum in jets which don’t pass the analysis
level threshold.
4.5 Event Selection
The analysis is divided into three categories based on the number of reconstructed jets, with
Njet = 0 and Njet = 1 targeting the measurement in the ggF production mode and Njet≥ 2
targeting the measurement in the VBF production mode. Aside from the difference in signal
topology between ggF and VBF, these categories also take advantage of the differences in
background composition between the jet bins, as can be seen in Figure 4.3. A summary of
the event selections for each jet category is provided in Table 4.5. The rest of this section
is devoted to describing them in more detail, beginning with a common preselection and
followed by signal region specific requirements. For the VBF category, a boosted decision
tree (BDT) is trained to separate signal and background which is also introduced below.
4.5.1 Preselection
The preselection common to all three jet categories (after the object-level selection detailed
in section 4.3) is defined as:
• exactly two opposite sign and different flavor leptons (eµ+ µe)
• pleadT > 22 GeV, psubleadT > 15 GeV
• mll > 10 GeV in order to remove low mass meson resonances and DY events
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Figure 4.3: Distribution of jet multiplicity after the preselection. No normalization factors
are applied to the background. The yellow band represents the MC statistical uncertainties
and the main sources of detector systematics (JES/JER/EmissT /b-tagging/Leptons).
Category Njet,(pT>30 GeV) = 0 ggF Njet,(pT>30 GeV) = 1 ggF Njet,(pT>30 GeV) ≥ 2 VBF
Preselection
Two isolated, different-flavor leptons (`= e, µ) with opposite charge
pleadT > 22 GeV , p
sublead
T > 15 GeV
m``> 10 GeV
pmissT > 20 GeV
Background rejection
Nb-jet,(pT>20 GeV) = 0
∆φ(``, EmissT ) > pi/2 max
(
m`T
)
> 50 GeV BDT trained at this level
p``T > 30 GeV mττ <mZ − 25 GeV
H→WW ∗→ eνµν
topology
m``< 55 GeV central jet veto
∆φ``< 1.8 outside lepton veto
Discriminant variable mT BDT
BDT input variables mjj, ∆yjj, m``, ∆φ``, mT,
∑
`C`,
∑
`,jm`j, p
tot
T
Table 4.5: Event selection criteria used to define the signal regions for both the ggF and
VBF production modes.
The pT and η distributions of the leading and subleading leptons in the event after these
cuts have been applied are shown in Figure 4.4.
In addition to the above requirements, a cut of PmissT > 20 GeV is also imposed for the
ggF categories (Njet = 0 and Njet = 1) in order to reject a significant fraction of Z → ττ
events. The reason for choosing PmissT as opposed to E
miss
T (both defined in subsection 3.5.8)
is that the former gives better separation of the Z → ττ background, as can be seen in
Figure 4.5. Events are separated into the jet categories after the preselection, based on
Njet,(pT>30 GeV).
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Figure 4.4: Distributions of the leading lepton (top) and sub-leading lepton (bottom)
pT (left) and η (right) after the common preselection cuts have been applied. The plots
show the combination of eµ+ µe channels, with reasonable agreement between data and
MC observed. No normalization factors are applied to the background. The yellow band
represents the MC statistical uncertainties and the main sources of detector systematics
(JES/JER/EmissT /b-tagging/Leptons).
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Figure 4.5: Distributions of EmissT (left) and P
miss
T (right) after the common preselection
cuts have been applied. No normalization factors are applied to the background. The
yellow band represents the MC statistical uncertainties and the main sources of detector
systematics (JES/JER/EmissT /b-tagging/Leptons).
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4.5.2 ggF Selection
For the ggF categories, a purely cut-based selection is employed. In the Njet = 0 category,
the background is dominated by non-resonant WW production whereas in the Njet = 1
category, the background contains a significant contribution from tt¯ and Wt processes.
Thus, a separate selection exists for each case.
0 Jet Category
For the 0 jet category, the following cuts are made in order to reject background:
• p``T > 30 GeV, rejecting mainly Z → ττ events
• ∆φ(``, EmissT ) > pi/2, removing potentially pathological events in which the charged
lepton system and the EmissT are pointing in the same direction
• Nb-jet,(pT>20 GeV) = 0, b-tagging veto on jets (including sub-threshold) rejecting mainly
top events
Distributions of p``T and ∆φ``,EmissT are shown in Figure 4.6, after selecting for the 0 jet
category. Finally, the following cuts are made in order to exploit the H→WW ∗→ eνµν
signal topology:
• m`` < 55 GeV
• ∆φ`` < 1.8 GeV
Distributions of m`` and ∆φ`` are shown in Figure 4.7, after selecting for the 0 jet category.
The full cutflow from preselection to signal region in the 0 jet category is provided in
Table 4.6, which also shows the signal significance after each subsequent cut is imposed. A
selection of kinematic variables are shown for the final 0 jet signal region (SR) in Figure 4.8.
Selection Higgs WW V Z/γ∗ V γ Top Z/DY e-Fakes µ-Fakes Total Bkg S/B S/
√
S +B
Njet = 0, E
miss, track
T > 20 GeV 819.4 ± 3.2 17669 ± 57 848 ± 14 516 ± 26 7839 ± 39 8362 ± 83 1914 ± 37 1876 ± 32 39024 ± 122 0.02 4.14
∆Φ``,EmissT > 1.57 812.0 ± 3.2 17552 ± 57 798 ± 13 494 ± 25 7637 ± 38 7894 ± 81 1851 ± 36 1779 ± 31 38004 ± 120 0.02 4.16
p``T > 30 GeV 692.6 ± 2.9 14236 ± 51 623 ± 12 265 ± 19 6925 ± 37 1170 ± 38 1297 ± 29 1097 ± 21 25613 ± 84 0.03 4.31
M`` < 55 GeV 577.4 ± 2.7 3393 ± 23 194 ± 6 116 ± 12 1094 ± 14 165 ± 12 311 ± 13 322 ± 11 5596 ± 37 0.10 7.42
∆φ`` < 1.8 536.7 ± 2.6 3141 ± 22 182 ± 6 107 ± 11 1057 ± 14 25.4 ± 5.0 269 ± 13 255 ± 9.7 5036 ± 34 0.11 7.26
Nb-jet = 0 521.4 ± 2.6 3075 ± 22 175 ± 6 101 ± 11 545 ± 10 24.5 ± 4.7 260 ± 12 240 ± 9.3 4421 ± 32 0.12 7.49
Table 4.6: Cutflow for signal and background processes after each selection requirement
applied to the ggF Njet = 0 category. The numbers reflect both eµ+ µe channels, where the
uncertainty is statistical only.
1 Jet Category
For the 1 jet category, the following cuts are made in order to reject background:
• max (m`T) > 50 GeV, rejecting backgrounds without W bosons
• mττ <mZ − 25 GeV, Z → ττ veto rejecting mainly Z → ττ events
• Nb-jet,(pT>20 GeV) = 0, b-tagging veto on jets (including sub-threshold) rejecting mainly
top events
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Figure 4.6: Distributions of background rejection variables p``T (left) and ∆φ``,EmissT
(right) after selecting for the 0 jet category, with eµ + µe channels combined. The
normalization factors from Table 5.9 have been applied. The yellow band represents the MC
statistical uncertainties and the main sources of detector systematics (JES/JER/EmissT /b-
tagging/Leptons).
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Figure 4.7: Distributions of signal topology enhancing variables m`` (left) and ∆φ``
(right) after selecting for the 0 jet category, with eµ + µe channels combined. The
normalization factors from Table 5.9 have been applied. The yellow band represents the MC
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Distributions of max
(
m`T
)
and mττ are shown in Figure 4.9, after selecting for the 1 jet
category. Finally, the same cuts are made to exploit the H→WW ∗→ eνµν signal topology
as in the 0 jet category:
• m`` < 55 GeV
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• ∆φ`` < 1.8 GeV
Distributions of m`` and ∆φ`` are shown in Figure 4.10, after selecting for the 1 jet category.
The full cutflow from preselection to signal region in the 1 jet category is provided in
Table 4.7, which also shows the signal significance after each subsequent cut is imposed. A
selection of kinematic variables are shown for the final 1 jet signal region (SR) in Figure 4.11.
Selection Higgs WW V Z/γ∗ V γ Top Z/DY e-Fakes µ-Fakes Total Bkg S/B S/
√
S +B
Njet = 1, E
miss, track
T > 20 GeV 569.6 ± 2.3 7934 ± 36 769 ± 14 446 ± 25 55803 ± 105 6138 ± 73 1630 ± 44 1559 ± 34 74279 ± 147 0.01 2.10
Nb-jet = 0 516.9 ± 2.2 7315 ± 34 686 ± 13 392 ± 23 8836 ± 40 5452 ± 68 1111 ± 31 1058 ± 26 24850 ± 99 0.02 3.27
mττ <mZ − 25GeV veto 357.9 ± 1.9 4812 ± 28 367 ± 9 130 ± 14 5810 ± 32 832 ± 25 513 ± 21 397 ± 15 12863 ± 58 0.03 3.13
m``< 55GeV 304.9 ± 1.7 1210 ± 14 131 ± 5 83 ± 10 1353 ± 15 305 ± 14 167 ± 10 171 ± 9.8 3420 ± 31 0.09 5.02
∆φ``< 1.8 284.8 ± 1.7 1102 ± 13 117 ± 5 71 ± 9.5 1281 ± 15 66 ± 7 143 ± 10 132 ± 7.8 2911 ± 27 0.10 5.06
Table 4.7: Cutflow for signal and background processes after each selection requirement
applied to the ggF Njet = 1 category. The numbers reflect both eµ+ µe channels, where the
uncertainty is statistical only.
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Figure 4.8: Distributions of select kinematic variables in the 0 jet category signal region,
with eµ + µe channels combined. The discriminating variable used in the final fit is mT
(bottom). The normalization factors from Table 5.9 have been applied. The yellow band
represents the MC statistical uncertainties and the main sources of detector systematics
(JES/JER/EmissT /b-tagging/Leptons).
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Figure 4.9: Distributions of background rejection variables max
(
m`T
)
(left) and mττ
(right) after selecting for the 1 jet category, with eµ + µe channels combined. The
normalization factors from Table 5.9 have been applied. The yellow band represents the MC
statistical uncertainties and the main sources of detector systematics (JES/JER/EmissT /b-
tagging/Leptons).
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Figure 4.10: Distributions of signal topology enhancing variables m`` (left) and ∆φ``
(right) after selecting for the 1 jet category, with eµ + µe channels combined. The
normalization factors from Table 5.9 have been applied. The yellow band represents the MC
statistical uncertainties and the main sources of detector systematics (JES/JER/EmissT /b-
tagging/Leptons).
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Figure 4.11: Distributions of select kinematic variables in the 1 jet category signal region,
with eµ + µe channels combined. The discriminating variable used in the final fit is mT
(bottom). The normalization factors from Table 5.9 have been applied. The yellow band
represents the MC statistical uncertainties and the main sources of detector systematics
(JES/JER/EmissT /b-tagging/Leptons).
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4.5.3 VBF Selection and BDT
The VBF selection is driven by the distinctive event topology of the signal, with the presence
of two energetic jets separated by a large gap in rapidity. Given the lack of statistics relative
to the ggF categories, a boosted decision tree (BDT) [51, 2, 69] is employed in order to fully
exploit the correlations between a number of discriminating variables.
After the common preselection defined in subsection 4.5.1 and the split into the Njet≥ 2
category, a b-veto is then imposed:
• Nb-jet,(pT>20 GeV) = 0
It is at this point that the BDT is trained. The most relevant physics processes are included
(Top, WW and Z → ττ) and the scikit-learn library is used as a back end [102]. The
two leading jets in the event are considered the VBF tagged jets and used to construct
the main discriminating variables introduced in subsection 4.4.3. In total, 8 variables are
used as input: ∆φ``, m``, ∆yjj, mjj, p
tot
T , mT,
∑
`C`, and
∑
`,jm`j . Their distributions are
shown in Figure 4.12 and Figure 4.13, in which the VBF signal has also been scaled up to
demonstrate discriminatory power.
A grid scan is performed for determining the optimal BDT hyperparameters, with the
result being displayed in Table 4.8. In order to prevent the BDT from being trained on the
statistical fluctuations of the training sample (an effect known as “over-training”), the BDT
is two-fold cross-validated with the BDT trained on even numbered events being applied
to odd numbered events and vica versa. The training variables are also ranked in order of
importance by counting in how many nodes each were used and weighting every instance
with the resulting gain in separation and the number of events in the node. The ranking for
the BDT trained on even numbered events is shown in Table 4.9, with mjj and ∆yjj being
the two most important variables.
Parameter Value Range
Boosting algorithm Gradient –
Maximum tree depth 5 [3,16]
Number of trees 200 [200,100]
Minimum number of events required per mode 5% [5%,20%]
Learning rate 0.1 –
Table 4.8: BDT hyperparameters used for the training.
Once the BDT is trained, three additional cuts are placed in order to fully define the
VBF signal region in which the BDT is then applied:
• CJV (Central Jet Veto): Events with any jets that have pT > 20 GeV and lie between
the two VBF tagged jets in η are rejected
• OLV (Outside Lepton Veto): The two charged leptons must have rapidities which lie
between the two VBF tagged jets’ rapidity gap
• mττ <mZ − 25 GeV: Z → ττ veto
The BDT output in the VBF signal region is shown in Figure 4.14, with a clear separation
between signal and background. The BDT output serves as the discriminating variable in
the final fit for the VBF category.
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Figure 4.12: Distributions of ∆φ``, m``, ∆yjj, and mjj after the b-jet veto. The VBF
signal is scaled by a factor of 300 in order to demonstrate the discriminatory power of each
variable. The normalization factors from Table 5.9 have been applied. The yellow band
represents the MC statistical uncertainties and the main sources of detector systematics
(JES/JER/EmissT /b-tagging/Leptons).
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Figure 4.13: Distributions of mT, p
tot
T ,
∑
`C`, and
∑
`,jm`j after the b-jet veto. The VBF
signal is scaled by a factor of 300 in order to demonstrate the discriminatory power of each
variable. The normalization factors from Table 5.9 have been applied. The yellow band
represents the MC statistical uncertainties and the main sources of detector systematics
(JES/JER/EmissT /b-tagging/Leptons).
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Ranking Variable Importance [%]
1 mjj 19
2 ∆yjj 16
3 m`` 14
4 mT 14
5
∑
`C` 13
6 ∆φ`` 10
7
∑
`,jm`j 8
8 ptotT 7
Table 4.9: Ranking of the BDT input variables for the BDT trained on even numbered
events. The result for the second BDT is similar.
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Figure 4.14: The BDT distribution in the VBF signal region with linear (left) and logarithmic
(right) scale. The VBF signal is scaled by a factor of 50 for visibility.
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Chapter 5
Background Estimation
This chapter describes the background processes that are present in the analysis and how
they are estimated. An overview is first given in section 5.1, followed by the specifics of
each jet category in section 5.2, section 5.3, and section 5.4. Finally, a summary is provided
by section 5.5.
5.1 Overview
A multitude of background processes contribute to the final signal region yields in all jet
categories which include WW , top (tt¯ and Wt), WZ, Wγ(∗), ZZ, W+jets, QCD, Z → ττ ,
and Z → ee/µµ events. These backgrounds can be broadly categorized based on their final
state properties which allow them to pass the signal region selection.
• All of tt¯, Wt, and WW contain two W bosons in the final state, similar to the
signal. The presence of b-tagged jets can be used to reject processes containing top
quarks. The spin correlation kinematics shown in Figure 4.1 can be used to reject
WW background.
• Z/γ∗ → ττ , and the “Non-WW diboson” processes WZ, Wγ(∗), and ZZ, collectively
referred to as V V , have a smaller cross section but also a softer subleading lepton
which leads to kinematics similar to the signal.
• W+jets and multijet production via QCD processes have a high cross section and
enter the signal region when a jet produces an object that is reconstructed as an
isolated lepton. These events also have similar kinematics to the signal since leptons
produced by jets tend to be soft.
Some processes (specifically V V ) have both the benefits of a small cross section and
sufficient modeling by the Monte Carlo generator and theory predictions. Therefore, no
control region is used for these backgrounds. Other backgrounds that have more significant
contributions to the analyses are estimated from data as much as possible. For WW , top,
and Z → ττ separate control regions and normalization factors are introduced for each
jet category with the only exception being the case of WW for the VBF analysis due to
limited purity. The W+jets process is treated in a unique way using a data-driven fake
factor method. A summary of the background estimation strategy is provided in Table 5.1.
The normalization factors quoted throughout this thesis unless stated otherwise are
derived using a simple matrix inversion method in which a system of linear equations is
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solved, simultaneously taking into account the yields of each background to be normalized in
each of the control regions after the rest of the Monte Carlo processes have been subtracted
from data.
Channel WW Top Z/γ∗ VV W+jets
Njet = 0 CR CR CR MC+VR Data
Njet = 1 CR CR CR MC+VR Data
Njet≥ 2 MC+VR CR CR MC+VR Data
Table 5.1: Summary of the strategy for the treatment of the major backgrounds in each jet
category. The estimations are split into three types: normalized from a dedicated control
region (CR); data-driven approach (Data); and normalized with Monte Carlo, but agreement
with data checked in a validation region (MC+VR).
5.2 ggF 0 Jet Background
In the Njet = 0 ggF analysis, all significant backgrounds are either estimated using a fully
data-driven approach or normalized from data in an appropriate control region. The WW ,
top, and Z → ττ backgrounds are normalized using control regions that are orthogonal
to the signal region and are described in more detail throughout the remainder of this
section. The non-WW diboson backgrounds (Wγ(∗), WZ, and ZZ) are estimated using
purely Monte Carlo and are compared with data in a same-sign validation region which
contains identical cuts as the signal region but requiring leptons with the same charge. The
W+jets background is estimated using the data-driven fake factor method and is described
in more detail in chapter 6. The event yields for different processes in each of the Njet = 0
control regions as well as the same sign validation region are provided in Table 5.2. The mT
distributions for each region are also shown in Figure 5.1.
Selection Higgs WW V Z/γ∗ V γ Top Z/DY e-Fakes µ-Fakes Total Bkg Data
WW CR 89.7 ± 1.1 5050 ± 30 204 ± 7.2 80.5 ± 11.1 1086 ± 14 338 ± 19 385 ± 16 308 ± 11 7452 ± 45 7461
Top CR 18.7 ± 0.6 249 ± 8.2 20 ± 2.5 10.1 ± 4 2978 ± 25 50 ± 6.4 56.4 ± 8 50.8 ± 5.7 3415 ± 29 3399
Z → ττ CR 141 ± 1.2 926 ± 12 158 ± 6.1 726 ± 35 66.4 ± 3.6 40792 ± 136 867 ± 35 1977 ± 44 45511 ± 152 45463
SS VR 1.5 ± 0.2 13.5 ± 1.4 181 ± 5.7 127 ± 13 3.4 ± 0.7 1.9 ± 2.5 113 ± 7 69 ± 4.5 509 ± 17 581
Table 5.2: Event yields for the control and validation regions in the Njet = 0 category. The
normalization factors from Table 5.9 have been applied. The uncertainties are statistical
only.
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Figure 5.1: Distributions of mT for each control and validation region in the Njet = 0 category.
The normalization factors from Table 5.9 have been applied. The uncertainty bands represent
the quadratic sum of the statistical and experimental systematic rate uncertainties.
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5.2.1 WW Control Region
Continuum WW → lνlν production is the dominant background in the Njet = 0 category.
The following requirements define the Njet = 0 WW control region,
• 55<m``< 110 GeV
• ∆φ``< 2.6
• No b-tagged jets (including sub-threshold), Nb-jet,(pT>20 GeV) = 0
where orthogonality with the signal region is achieved through the higher dilepton invariant
mass window.
The control region has a WW purity of ∼ 68%, with a resulting normalization factor
using the simple matrix inversion method described in section 5.1 of 1.11± 0.03 (stat.) that
is also quoted as a summary in Table 5.9. The significant deviation of the normalization
factor from unity may be due to missing NNLO contributions to the cross section, since
the WW sample used in the analysis has only NLO accuracy. Good agreement between
data and Monte Carlo is achieved after the normalization factor is applied, as can be seen
from Figure 5.1a and further from a number of other kinematic distributions in section A.1.
Theory uncertainties are also evaluated on the extrapolation from the CR to SRs as well as
on the modeling of the mT shape used in the fit and are summarized in section 7.2.
5.2.2 Top Control Region
Due to the resulting production of a b-quark, processes including a top quark (tt¯ and Wt)
will have one or more jet in the final state and are therefore not expected to be a major
background for the Njet = 0 category. However, some top events still enter into the final
signal region due to their relatively large cross sections and because the nominal jet pT
threshold is set to 30 GeV, allowing sub-threshold jets within the range 20 < pT < 30 GeV
to still be present. The following requirements define the Njet = 0 top control region,
• At least one b-tagged sub-threshold jet, Nb-jet,(20 GeV<pT<30 GeV) > 0
• ∆φ(``, EmissT ) > pi/2
• p``T > 30 GeV
• ∆φ``< 2.8
where orthogonality with the signal region is achieved by requiring at least one b-tagged
sub-threshold jet. The control region has a top purity of 87%. The relative fractions of
tt¯ and Wt events in the top and WW control regions as well as the signal region for the
Njet = 0 analysis are shown in Table 5.3.
The resulting normalization factor using the simple matrix inversion method described
in section 5.1 is 1.02± 0.02 (stat.) and is also quoted as a summary in Table 5.9. Theory
uncertainties are evaluated on the extrapolation from the control region to the signal region,
as well as on the modeling of the mT shape used in the fit as described in section 7.2. In
addition to the mT distribution shown in Figure 5.1b, more kinematic variable distributions
for the Njet = 0 Top CR are provided in section A.2.
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Selection tt¯ Wt tt¯/Wt
Top CR 67.4 % 19.8 % 3.4
WW CR 9.05 % 5.38% 1.7
Signal Region 7.4 % 5.0 % 1.5
Table 5.3: The percentages of tt¯ and Wt events as well as their ratio in the Top CR, WW
CR and the signal region in the Njet = 0 analysis for the different lepton flavor channels
combined.
5.2.3 Z → ττ Control Region
Background from Z → ττ can occur if both taus decay leptonically. The following
requirements define the Njet = 0 Z → ττ control region (excluding the preselection cut
on pmissT ),
• ∆φ``> 2.8
• No b-tagged jets (including sub-threshold), Nb-jet,(pT>20 GeV) = 0
• m`` < 80 GeV
where orthogonality with the signal region is achieved by reversing the cut on ∆φ``. The
control region has a Z → ττ purity of 90%, with a Z → ee/µµ component of the total
Z/DY yield of only 0.5% due to the different lepton flavor requirement at preselection.
The resulting normalization factor using the simple matrix inversion method described
in section 5.1 is 0.89 ± 0.01 (stat.) and is also quoted as a summary in Table 5.9. The
normalization factor in this case is affected by residual misalignments in the inner detector
which can distort the track parameter measurements for the leptons originating from the
secondary decay vertex of the τ decay. Good agreement between data and Monte Carlo
is achieved after the normalization factor is applied, as can be seen from Figure 5.1c and
additional kinematic distributions in section A.3.
5.3 ggF 1 Jet Background
In the Njet = 1 ggF analysis, all significant backgrounds are either estimated using a fully
data-driven approach or normalized from data in an appropriate control region. The WW ,
top, and Z → ττ backgrounds are normalized using control regions that are orthogonal
to the signal region and are described in more detail throughout the remainder of this
section. The non-WW diboson backgrounds (Wγ(∗), WZ, and ZZ) are estimated using
purely Monte Carlo and are compared with data in a same-sign validation region which
contains identical cuts as the signal region but requiring leptons with the same charge. The
W+jets background is estimated using the data-driven fake factor method and is described
in more detail in chapter 6. The event yields for different processes in each of the Njet = 1
control regions as well as the same sign validation region are provided in Table 5.4. The mT
distributions for each region are also shown in Figure 5.2.
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Selection Higgs WW V Z/γ∗ V γ Top Z/DY e-Fakes µ-Fakes Total Bkg Data
WW CR 6.8 ± 0.2 3781 ± 25 257 ± 7.5 54 ± 8.7 4914 ± 30 199 ± 16 378 ± 18 197 ± 10.3 9780 ± 48 9784
Top CR 22 ± 0.5 238 ± 6.5 26 ± 3.2 7.0 ± 2.4 18678 ± 61 70 ± 6.9 217 ± 20 181 ± 13.3 19418 ± 66 19428
Z → ττ CR 64 ± 0.7 313 ± 6.8 50 ± 3.6 87 ± 11 276 ± 7 2571 ± 41 99 ± 12 168 ± 12.9 3566 ± 47 3571
SS VR 1.1 ± 0.1 7.7 ± 1.0 114 ± 4.7 48 ± 7 9 ± 1.1 2.8 ± 1.8 67 ± 6 46.7 ± 3.8 296 ± 11 347
Table 5.4: Event yields for the control and validation regions in the Njet = 1 category. The
normalization factors from Table 5.9 have been applied. The uncertainties are statistical
only.
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Figure 5.2: Distributions of mT for each control and validation region in the Njet = 1 category.
The normalization factors from Table 5.9 have been applied. The uncertainty bands represent
the quadratic sum of the statistical and experimental systematic rate uncertainties.
73
5.3.1 WW Control Region
The WW background is normalized analogously to the Njet = 0 analysis through a dedicated
control region, in this case after additional cuts aiming to reject top and Z → ττ backgrounds.
The following requirements define the Njet = 1 WW control region,
• m`` > 80 GeV
• |mττ −mZ |> 25 GeV
• No b-tagged jets (including sub-threshold), Nb-jet,(pT>20 GeV) = 0
• max (m`T) > 50 GeV
where orthogonality with the signal region is achieved through the higher dilepton invariant
mass requirement. The control region has a WW purity of only 39% - however, the ratio
between WW and top events is very close to the ratio in the signal region. The resulting
WW normalization factor using the simple matrix inversion method described in section 5.1
is 1.00± 0.04 (stat.), which is also quoted as a summary in Table 5.9. Theory uncertainties
are evaluated on the extrapolation from the CR to the SRs as well as on the modeling of
the mT shape used in the fit and are summarized in section 7.2. In addition to the mT
distribution shown in Figure 5.2a, more kinematic variable distributions for the Njet = 1
WW CR are provided in section A.1.
5.3.2 Top Control Region
In the Njet = 1 category, the top background is also normalized through a dedicated control
region. The following requirements define the Njet = 1 top control region,
• Exactly one b-tagged nominal jet, Nb-jet,(pT>30 GeV) = 1
• No b-tagged sub-threshold jets, Nb-jet,(20 GeV<pT<30 GeV) = 0
• max (m`T) > 50 GeV
• Z → ττ veto, mττ <mZ − 25 GeV
where orthogonality with the signal region is achieved by requiring at least one b-tagged
jet with pT > 30 GeV. A b-veto is also applied to sub-threshold jets in order to ensure a
similar tt¯/Wt ratio in the control and signal regions as can be seen in Table 5.5.
Selection tt¯ Wt tt¯/Wt
Top CR 74.4 % 21.9 % 3.4
WW CR 37.85 % 12.24 % 3.1
Signal Region 32 % 11.9 % 2.7
Table 5.5: The percentages of tt¯ and Wt events as well as their ratio in the Top CR, WW
CR and the signal region in the Njet = 1 analysis for the different lepton flavor channels
combined.
The control region has a top purity of about 96%, with a resulting normalization factor
using the simple matrix inversion method described in section 5.1 of 1.04 ± 0.01 (stat.)
that is also quoted as a summary in Table 5.9. Theory uncertainties are evaluated on the
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extrapolation from the control region to the signal region, as well as on the modeling of
the mT shape used in the fit as described in section 7.2. In addition to the mT distribution
shown in Figure 5.2b, more kinematic variable distributions for the Njet = 1 Top CR are
provided in section A.2.
5.3.3 Z → ττ Control Region
The following requirements define the Njet = 1 Z → ττ control region,
• Fail Z → ττ veto, mττ >mZ − 25 GeV
• No b-tagged jets (including sub-threshold), Nb-jet,(pT>20 GeV) = 0
• m`` < 80 GeV
• max (m`T) > 50 GeV
where orthogonality with the signal region is achieved by inverting the Z → ττ veto. The
control region has a Z → ττ purity of 73%.
The resulting normalization factor using the simple matrix inversion method described
in section 5.1 is 0.88 ± 0.02 (stat.) and is also quoted as a summary in Table 5.9. The
same residual misalignment of the inner detector as was described in the Njet = 0 case is
also reflected in this normalization factor. Good agreement between data and Monte Carlo
is achieved after the normalization factor is applied, as can be seen from Figure 5.2c and
additional kinematic distributions in section A.3.
5.4 VBF Background
In the Njet≥ 2 VBF analysis, backgrounds originate from very similar sources as in the ggF
analysis and so the approach to their estimation is comparable, with only a few exceptions.
The top and Z → ττ backgrounds are still normalized from dedicated control regions -
however, the WW background estimate relies only on Monte Carlo prediction due to the
lack of a region sufficiently pure in WW production. Instead, a validation region is used
to check the WW modeling. These regions are described in more detail throughout the
remainder of this section. The W+jets background is estimated using the data-driven fake
factor method and is described in more detail in chapter 6. The contribution of QCD events
faking two leptons was found to be non-negligible in the VBF analysis and is therefore also
accounted for, the description of which can be found in section 6.8. Finally, ggF+2 jets is
also an important background that must be considered in the VBF analysis, with a similar
amount of events as the VBF signal expected to be present in the signal region. The ggF+2
jets background is estimated with Powheg + PYTHIA 8 NNLOPS.
5.4.1 WW Validation Region
The production of WW in association with 2 jets can be divided into two distinct types
of processes - those containing only electroweak vertices (EW WW + 2 jets) and those
containing a QCD vertex (QCD WW + 2 jets). Although the cross section of the QCD
WW + 2 jets processes is more than an order of magnitude larger than the one for EW
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WW + 2 jets, the two contributions are comparable in the VBF phase space of high mjj
and ∆yjj.
Due to a large tt¯ contamination in regions which would otherwise be more enriched
in WW , no WW control region is established in the VBF analysis. Instead, the Monte
Carlo prediction of WW is applied directly, with a validation region being used to check the
agreement with data. The following requirements define the Njet≥ 2 WW validation region,
• mT> 130 GeV
• mT2 > 160 GeV
• No b-tagged jets (including sub-threshold), Nb-jet,(pT>20 GeV) = 0
where the mT2 variable is defined as
mT2 = minp1T+p2T=pT (max(m
2
T(p
1
T , p
a
T ),m
2
T(p
2
T , p
b
T ))) (5.1)
and represents a lower bound on the parent particle’s mass [95]. The WW purity of the
validation region is 40%, with supplementary optimization studies detailed in [47]. The
modeling of mjj and ∆yjj in the validation region is shown in Figure 5.3.
Ev
en
ts
 / 
10
0 
G
eV
0
200
400
600
800
1000
1200
 Data  stat)⊕ SM (sys 
 ggF [125 GeV]  htt
 WW  Other VV
tt  Single Top
ττ → *γ Z/  fakes(DD)
 VBF [125 GeV]
ATLAS Internal
 Plot: "CutVBFWWControl_CJV20/Mjj",Zjetstautau)tt(NF applied for 
KS Prob = 75.4%
eµ+µe→*WW→H
 [GeV]jjm
0 500 1000 1500 2000 2500
D
at
a 
/ S
M
 
0.8
0.85
0.9
0.95
1
1.05
1.1
1.15
1.2
(a) mjj
Ev
en
ts
0
200
400
600
800
1000
1200
1400
1600  Data  stat)⊕ SM (sys 
 ggF [125 GeV]  htt
 WW  Other VV
tt  Single Top
ττ → *γ Z/  fakes(DD)
 VBF [125 GeV]
ATLAS Internal
 Plot: "CutVBFWWControl_CJV20/DYjj",Zjetstautau)tt(NF applied for 
KS Prob = 41.0%
eµ+µe→*WW→H
jj y∆
0 1 2 3 4 5 6 7 8 9
D
at
a 
/ S
M
 
0.8
0.85
0.9
0.95
1
1.05
1.1
1.15
1.2
(b) ∆yjj
Figure 5.3: Distributions of mjj and ∆yjj in the VBF WW VR. The normalization factors
from Table 5.9 have been applied. The yellow band represents the MC statistical uncertainties
and the main sources of detector systematics (JES/JER/EmissT /b-tagging/Leptons).
5.4.2 Top Control Region
In the VBF analysis, the top background is normalized through a dedicated control region.
The following requirements define the Njet≥ 2 top control region:
• Exactly one b-tagged jet (including sub-threshold), Nb-jet,(pT>20 GeV) = 1
• Central jet veto (CJV)
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• Outside lepton veto (OLV)
• Z → ττ veto, mττ <mZ − 25 GeV
where orthogonality with the signal region is achieved by replacing the b-veto with a
requirement of exactly one b-tagged jet1. The control region maintains a high top purity of
∼ 96%.
A cutflow from the VBF preselection to the top control region is provided in Table 5.6.
The modeling in the control region of the two most important BDT variables mjj and
∆yjj, as well as the BDT output, are shown in Figure 5.4. The resulting normalization
factor using the simple matrix inversion method described in section 5.1 is found to be
1.02± 0.01 (stat.), with additional theory uncertainties on both rate and shape (described
further in section 7.2) being applied to the extrapolation factor from the top control region
to the signal region.
√
s = 13TeV , L = 36fb−1, VBF [125 GeV] ggF [125 GeV] htt WW Other VV Top Z/γ∗ fakes(DD) Total Bkg Data Data/MC
Top CR: 2-jets 97.21± 0.39 269.55± 1.65 72.83± 0.72 6094.95± 16.93 1160.79± 27.02 247173.47± 224.15 7156.20± 64.44 5777.99± 94.57 274178.14± 254.49 264515 0.99± 0.00
Top CR: 1 b-jets 11.97± 0.15 40.30± 0.69 9.86± 0.29 897.23± 6.37 197.73± 9.84 87268.13± 128.80 1181.08± 26.94 2250.64± 55.60 92791.69± 143.54 92007 1.00± 0.00
Top CR: CJV 8.43± 0.13 26.50± 0.57 6.79± 0.24 564.32± 5.32 114.20± 7.13 58571.69± 105.47 780.95± 24.00 1467.64± 45.36 62136.86± 117.80 61802 1.00± 0.00
Top CR: OLV 5.81± 0.10 6.02± 0.27 2.29± 0.13 85.33± 2.00 20.30± 2.77 11258.63± 46.61 138.13± 15.73 271.73± 20.31 11870.76± 53.38 11722 0.99± 0.01
Top CR: Ztautau Veto 4.97± 0.10 5.30± 0.25 0.30± 0.06 51.46± 1.66 11.34± 1.78 7368.62± 37.60 51.61± 5.39 184.20± 16.41 7725.83± 41.50 7668 1.00± 0.01
Table 5.6: Cutflow from the VBF preselection to the top control region. Only the statistical
errors are shown.
5.4.3 Z → ττ Control Region
In the VBF analysis, the Z → ττ background is normalized through a dedicated control
region. The following requirements define the Njet≥ 2 Z → ττ control region:
• |mττ −mZ | ≤ 25 GeV
• No b-tagged jets (including sub-threshold), Nb-jet,(pT>20 GeV) = 0
• m`` < 80 GeV
• Central jet veto
• Outside lepton veto
where orthogonality with the signal region is achieved by inverting the Z → ττ veto. The
control region has a Z → ττ purity of ∼ 74%. The modeling of various kinematic variables
has also been checked in a looser control region containing more statistics [47] and decent
agreement between data and Monte Carlo is observed.
A cutflow from the VBF preselection to the Z → ττ control region is provided in
Table 5.7. The modeling in the control region of the two most important BDT variables mjj
and ∆yjj, as well as the BDT output, are shown in Figure 5.5. The resulting normalization
factor using the simple matrix inversion method described in section 5.1 is found to be
0.97± 0.07 (stat.), with additional theory uncertainties on both rate and shape (described
further in section 7.2) being applied to the extrapolation factor from the Z → ττ control
region to the signal region.
1The reason for requiring exactly one b-tagged jet as opposed to being inclusive in b-tagged jets is to
keep the flavor composition of tagged jets closer to that in the signal region.
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Figure 5.4: Distributions of mjj, ∆yjj, and BDT output in the VBF Top CR. The
normalization factors from Table 5.9 have been applied. The yellow band represents the MC
statistical uncertainties and the main sources of detector systematics (JES/JER/EmissT /b-
tagging/Leptons).
√
s = 13TeV , L = 36fb−1, VBF [125 GeV] ggF [125 GeV] htt WW Other VV Top Z/γ∗ fakes(DD) Total Bkg Data Data/MC
Ztt CR:2-jets 97.21± 0.39 269.55± 1.65 72.83± 0.72 6094.95± 16.93 1160.79± 27.02 247173.47± 224.15 7156.20± 64.44 5777.99± 94.57 274178.14± 254.49 264515 0.99± 0.00
Ztt CR: bVeto 84.10± 0.36 222.86± 1.47 61.61± 0.65 5095.85± 15.55 925.16± 24.48 14027.31± 50.28 5749.73± 57.90 1289.38± 38.38 32791.72± 92.42 26229 0.96± 0.01
Ztt CR: |mtt−MZ| < 25 7.09± 0.10 16.89± 0.39 20.03± 0.35 439.70± 4.42 187.55± 11.14 1203.43± 14.31 2509.86± 34.34 185.32± 17.02 5027.87± 42.96 4223 0.93± 0.02
Ztt CR: Mll < 75/80 GeV 6.92± 0.10 16.42± 0.39 17.00± 0.32 151.30± 2.56 140.82± 10.35 379.53± 7.95 2463.97± 33.86 123.22± 15.17 3456.22± 39.54 2970 0.90± 0.02
Ztt CR: CJV 5.24± 0.09 11.93± 0.33 12.80± 0.27 107.10± 2.17 98.84± 8.34 245.64± 6.18 1847.60± 30.88 90.97± 13.16 2531.91± 35.30 2194 0.91± 0.02
Ztt CR: OLV 4.01± 0.08 2.82± 0.16 5.32± 0.15 21.53± 1.02 19.45± 2.88 56.46± 3.00 381.81± 15.15 25.60± 7.32 535.98± 17.41 501 0.97± 0.05
Table 5.7: Cutflow from the VBF preselection to the Z → ττ control region. Only the
statistical errors are shown.
5.5 Summary
The complete definition of control regions described in this chapter and the resulting
normalization factors using matrix inversion are summarized in Table 5.8 and Table 5.9,
respectively. The normalization factors are obtained separately for each jet category, with
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Figure 5.5: Distributions of mjj, ∆yjj, and BDT output in the VBF Z → ττ CR. The
normalization factors from Table 5.9 have been applied. The yellow band represents the MC
statistical uncertainties and the main sources of detector systematics (JES/JER/EmissT /b-
tagging/Leptons).
the statistical uncertainty being propagated through the usage of toy datasets2. While
the matrix inversion method can provide a powerful way to quickly obtain background
normalization factors, it is not used when determining the parameter of interest. Instead,
the final normalization factors enter when performing a full simultaneous fit over all signal
and control regions as unconstrained nuisance parameters during likelihood maximization.
2This entails randomly generating matrices that are within the uncertainties of their inputs. The mean
and standard deviation of the resulting normalization factors are then quoted as the final values.
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CR Njet,(pT>30 GeV) = 0 ggF Njet,(pT>30 GeV) = 1 ggF Njet,(pT>30 GeV) ≥ 2 VBF
WW
55<m``< 110 GeV m``> 80 GeV
∆φ``< 2.6 |mττ −mZ |> 25 GeV
Nb-jet,(pT>20 GeV) = 0
max
(
m`T
)
> 50 GeV
tt¯/Wt
Nb-jet,(20 GeV<pT<30 GeV) > 0
Nb-jet,(pT>30 GeV) = 1 Nb-jet,(pT>20 GeV) = 1Nb-jet,(20 GeV<pT<30 GeV) = 0
∆φ(``, EmissT ) > pi/2 max
(
m`T
)
> 50 GeV central jet veto
p``T > 30 GeV mττ <mZ − 25 GeV
∆φ``< 2.8 outside lepton veto
Z/γ∗
Nb-jet,(pT>20 GeV) = 0
m`` < 80 GeV
no pmissT requirement central jet veto
max
(
m`T
)
> 50 GeV outside lepton veto
∆φ`` > 2.8 mττ > mZ − 25 GeV |mττ −mZ | ≤ 25 GeV
Table 5.8: Summary of the criteria used to define the control regions in each of the jet
categories, starting from the preselection stage.
Control Regions WW Top Z → ττ
Njet = 0 1.11 ± 0.03 1.02 ± 0.02 0.89 ± 0.01
Njet = 1 1.00 ± 0.04 1.04 ± 0.01 0.88 ± 0.02
Njet≥ 2 – 1.02 ± 0.01 0.97 ± 0.07
Table 5.9: Summary of the background normalization factors obtained through matrix
inversion from each control region, separately for each jet category. The quoted uncertainty
is statistical only.
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Chapter 6
Misidentified Leptons
This chapter is dedicated to the estimation of analysis backgrounds originating from objects
being misidentified as prompt leptons. An introduction to this category of background
along with the fake factor method which is used to estimate it is first provided in section 6.1
and section 6.2. A W+jets control region is defined in section 6.3, which together with
fake factors derived from either a Z+jets or dijets sample as described in section 6.4
and section 6.5 respectively, provide the W+jets yield in the signal region. The flavor
composition of the misidentified leptons and related corrections are discussed in section 6.6,
while systematics associated with the fake factor estimate are described in section 6.7.
Finally, considerations for the background from two misidentified leptons are detailed in
section 6.8.
6.1 Introduction
One of the benefits associated with studying physics signatures containing final state leptons
is the significant background rejection due to the excellent lepton identification of the ATLAS
detector. Events containing only QCD interactions can be heavily suppressed by imposing
sufficiently tight lepton identification criteria whereby the suppression of jets in ATLAS
often approaches the level of 10−5. However, the remaining jets that are misidentified as
leptons populate the non-gaussian tails of the detector response, making them notoriously
difficult to model using simulation. Furthermore, despite the low misidentification rate,
sizable contributions of misidentified leptons can remain after selecting for signal due to the
large production cross section of QCD jets at the LHC.
There exist a variety of sources for misidentified leptons. In the following, however,
these objects are also referred to broadly as either “fake leptons” or simply just “fakes”.
For electrons, they can originate for instance from charged hadrons, conversion of photons1,
or semi-leptonic heavy-flavor decays. In the latter two cases, although an actual electron is
present in the final state from a secondary process, it is still considered fake in the sense that
it is not produced in isolation as the result of a hard electroweak scattering event (which, in
contrast, is referred to as a “prompt” lepton). For muons, nearly all fakes originate from
either semi-leptonic heavy-flavor decay or meson decay in flight - both of which contain a
real non-prompt muon.
With a signal selection requiring two identified leptons used for the analysis presented
in this thesis, the majority of misidentified leptons appear through W+jet processes in
1The photons originating in turn from e.g. bremsstrahlung as well as initial or final state radiation.
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which one prompt lepton originates from the W boson decaying leptonically in association
with one or more jets where one of them is misidentified as a second prompt lepton. A
contribution is also present from pure QCD processes in which two jets are simultaneously
misidentified as prompt leptons. However, the number of these events can be reduced with
selections targeting final states containing high-energy neutrinos, for example by requiring
a large missing transverse momentum. Rather than relying on the Monte Carlo modeling
of fake leptons, the data-driven fake factor method is used in this analysis to estimate the
W+jets background and is introduced below.
6.2 The Fake Factor Method
The total number of events in the signal region with two fully identified leptons can be
expressed as
NSRid+id = N
p
id+id +N
f
id+id (6.1)
where the superscripts ‘p’ and ‘f’ denote the true type of lepton - prompt or fake, respectively.
In order to estimate the contribution from N fid+id, a W+jets control region is established
with an enhanced rate of fake leptons. This is accomplished by requiring only one lepton
to be fully identified, while the other is “anti-identified” or “Anti-ID”, failing the full
identification but satisfying a looser set of criteria. Table 6.1 provides a summary of the
full ID and additional Anti-ID definitions in the analysis. The isolation requirements are
removed and fully identified leptons are rejected in the Anti-ID definition. For electrons,
the less restrictive identification working point ‘LHLoose’ is used instead of ‘LHMedium’
or ‘LHTight’. For muons, the quality is reduced from ‘Tight’ to ‘Medium’ and the d0
significance cut is loosened.
Analogous to the signal region, the total number of events in the W+jets control region
can be written as
NW+jets CR
id+id = N
f
id+id +N
p
id+id (6.2)
where this time a strikethrough in ‘id’ represents an Anti-ID lepton. The W+jets background
in the signal region is then estimated by scaling the number of events in the W+jets control
region by the fake factor, which is defined as the ratio of fully ID leptons (Nid) and Anti-ID
leptons (Nid):
f idid ≡
Nid
Nid
. (6.3)
The fake factor is measured in a separate fake-enriched data sample (using the same
definitions of ID and Anti-ID) and applied to the W+jets control region. It can be viewed
simply as an extrapolation factor, providing an ID+ID fake yield given the number of
ID+Anti-ID events with one fake lepton:
N fid+id = N
f
id+id × f idid
= (Ndataid+id −NEW MCid+id )× f idid . (6.4)
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ID electron Anti-ID electron ID muon Anti-ID muon
pT > 15 GeV pT > 15 GeV
|η| < 2.47,excluding 1.37 < |η| < 1.52 |η| < 2.45
|z0 sin θ| < 0.5 mm |z0 sin θ| < 0.5 mm
Pass LHTight if
pT < 25GeV Pass LHLoose
Pass Quality Tight Pass Quality Medium
Pass LHMedium if
pT > 25GeV
|d0|/σ(d0) < 5 |d0|/σ(d0) < 3 |d0|/σ(d0) < 15
Pass
FixedCutTrackCone40
isolation if
pT < 25GeV
Econe20T /pT < 0.09
Pass Gradient
isolation if
pT > 25GeV
pvarcone30T /pT < 0.06
Author = 1
Veto against identified
electron
Veto against identified
muon
Table 6.1: Summary of the requirements for fully identified (ID) and anti-identified (Anti-ID)
electrons (left) and muons (right).
6.3 W+jets Control Region
The sample to which the fake factor is applied is referred to as the W+jets control region. It
is defined using the full selection criteria as the signal region, except requiring ID + Anti-ID
leptons rather than ID + ID leptons. The loosening of the identification for one of the
leptons enhances the contribution in which one lepton comes from a fake or non-prompt
source. However, the sample still contains electroweak backgrounds (e.g. Z+jets, diboson
and top processes) that must be subtracted2.
The final W+jets yield is obtained only once the fake factor is applied (and in doing so,
extrapolating to the ID + ID phase space)3. A distinction is often made based on the flavor
of Anti-ID lepton - events with an Anti-ID electron are also referred to as “e-fake”, while
events with an Anti-ID muon are also referred to as “µ-fake”. When they are combined,
however, they are referred to as either “fakes” or “Mis-Id”. The W+jets control region
yields before the fake factor is applied can be seen in Table 6.2, while mT distributions
of the W+jets control region separated for each jet category and fake flavor are shown in
Figure 6.1.
2The V + γ process is also subtracted in order not to double count since it is estimated directly in the
analysis by Monte Carlo.
3A correction factor must also be applied to account for flavor composition differences, which is
introduced in section 6.6.
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CR for e-fakes Z+jets V γ Diboson Top Total Bkg Data Subtracted
eµ, Njet = 0 1 ± 2 139 ± 13 152 ± 5 32 ± 2 324 ± 14 861 ± 29 537 ± 33
µe, Njet = 0 72 ± 28 241 ± 17 361 ± 7 77 ± 4 752 ± 34 2823 ± 53 2071 ± 63
eµ, Njet = 1 8 ± 2 51 ± 8 54 ± 3 62 ± 3 175 ± 9 400 ± 20 225 ± 22
µe, Njet = 1 21 ± 6 155 ± 16 158 ± 5 167 ± 5 500 ± 18 1482 ± 38 982 ± 43
eµ, VBF 10 ± 2 13 ± 3 13 ± 1 38 ± 3 74 ± 5 174 ± 13 100 ± 14
µe, VBF 36 ± 5 28 ± 7 42 ± 2 119 ± 5 225 ± 10 470 ± 22 245 ± 24
CR for µ-fakes Z+jets V γ Diboson Top Total Bkg Data Subtracted
eµ, Njet = 0 19 ± 5 19 ± 4 333 ± 7 80 ± 4 451 ± 11 1694 ± 41 1243 ± 43
µe, Njet = 0 4 ± 1 6 ± 3 105 ± 4 20 ± 2 135 ± 5 293 ± 17 158 ± 18
eµ, Njet = 1 45 ± 10 8 ± 3 162 ± 6 174 ± 6 389 ± 13 983 ± 31 594 ± 34
µe, Njet = 1 12 ± 3 5 ± 2 47 ± 3 40 ± 2 105 ± 5 219 ± 15 114 ± 16
eµ, VBF 66 ± 10 1 ± 1 44 ± 2 129 ± 5 239 ± 11 521 ± 23 282 ± 25
µe, VBF 17 ± 4 4 ± 2 21 ± 4 41 ± 3 83 ± 6 133 ± 12 50 ± 13
Table 6.2: W+jets control region event yields, separated by different fake flavors for the
Njet = 0 and Njet = 1 ggF signal regions as well as the VBF signal region and shown for eµ
and µe channels separately. The fake factors and correction factors have not been applied
to these yields and the uncertainties are statistical only.
6.4 Z+jets Fake Factor
6.4.1 Sample Selection
A sample enriched in Z+jets containing one additional fake lepton is obtained by starting with
events that have exactly three loosely defined reconstructed leptons, each with pT > 15 GeV.
Then, two of the leptons are required to be tagged as Z boson candidates according to the
following criteria:
• The pair must be same-flavor opposite-sign (ee or µµ)
• Both must fulfill the “ID” criteria as listed in Table 6.1
• Their invariant mass must be within the Z mass window
80 (70) GeV < m`` < 110 GeV for ee (µµ)
• At least one must be matched to one of the single lepton triggers used in the analysis
The Z mass window is narrowed for electrons in order to reduce the Z + γ background.
If more than one Z candidate pair is identified, then the pair with invariant mass closer
to the Z mass pole is chosen. The third lepton is subsequently classified as the fake
candidate. Finally, the event is vetoed if its fake candidate has m`T > 50 GeV as defined
from Equation 4.1 in order to reduce the amount of electroweak background from WZ
events.
After the cuts above have been applied, the sample is divided based on the flavor of
the fake candidate and whether it passes the “ID” or “Anti-ID” definitions from Table 6.1.
Before the fake factor can be calculated, contamination from electroweak processes (which
can be substantial, particularly in the case that the fake candidate fulfills the “ID” criteria)
must be subtracted. The set of backgrounds considered include V + γ, diboson processes
such as WW , WZ and ZZ, as well as top processes and are estimated using Monte Carlo.
A full cutflow for the Z+jets fake factor estimate is provided in Table 6.3. Distributions of
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Figure 6.1: mT distributions of the W+jets control region, separated by different fake flavors
for the Njet = 0 and Njet = 1 ggF signal regions as well as the VBF signal region and shown
for eµ and µe channels combined. The backgrounds are subtracted as electroweak processes,
while the excess data events are taken to be from fake sources. Here, the fake factors have
not yet been applied.
the ID/Anti-ID fake candidate pT and η are shown in Figure 6.2 for electrons and Figure 6.3
for muons, which are the variables in which the fake factor is binned.
6.4.2 WZ Control Region
Due to the fact that the WZ process is the largest component of the electroweak background
that must be subtracted for the Z+jets fake factor estimate and because other literature
has reported the need for a WZ normalization factor with significant deviation from unity
[45, 42, 73], a control region is established in order to provide a better handle on the WZ
background prediction. The WZ control region is defined using an inversion of the WZ
veto (i.e. the fake candidate must have m`T > 50 GeV) and requiring the fake candidate to
pass the full “ID” definition. It is 86% pure in WZ, with backgrounds including ZZ and
Z+jets among others with smaller contributions.
A WZ normalization factor is estimated by performing a χ2 fit of Monte Carlo to data
in the distribution of fake candidate m`T. The χ
2 function is defined as
χ2 =
∑
k
(xk − φk(α))2
σ2k
; φk(α) = Bk + αSk, (6.5)
where the index k sums over the bins in the m`T distribution. Here Bk represents the total
number of background events in bin k, while Sk represents the total number of WZ events
in bin k and α is the global normalization factor that is being measured. In addition, xk
denotes the number of data events in bin k, with σk being the sum in quadrature of the data
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Figure 6.2: Electron fake candidate pT (left) and η (right) distributions for “ID” (top) and
“Anti-ID” (bottom) categories. The “fakes” contribution shown in blue is computed by
subtracting the EW background processes (excluding the green Z+jets prediction, included
for comparison) from the data. The WZ normalization factor as described in subsection 6.4.2
has been applied.
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Figure 6.3: Muon fake candidate pT (left) and η (right) distributions for “ID” (top) and
“Anti-ID” (bottom) categories. The “fakes” contribution shown in blue is computed by
subtracting the EW background processes (excluding the green Z+jets prediction, included
for comparison) from the data. The WZ normalization factor as described in subsection 6.4.2
has been applied.
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Figure 6.4: Fake candidate m`T before (left) and after (right) the normalization factor is
applied to the WZ control region, with WZ in red and other backgrounds in green. The
WZ normalization factor is found to be α = 1.15± 0.02 (stat.).
and Monte Carlo statistical uncertainties. A normalization factor of α = 1.15± 0.02 (stat.)
is returned by the fit, with a minimum χ2 of 8.9 for 11 degrees of freedom. Figure 6.4 shows
the fake candidate m`T both before and after the normalization factor is applied in the WZ
control region.
The pT distributions of the fake candidate in the WZ control region under the scenarios
that it is the leading, subleading, and third leading lepton are shown in Figure 6.5, where the
WZ normalization factor has been applied and after which reasonable agreement between
data and Monte Carlo is observed.
6.4.3 Results
The Z+jets fake factor is finally computed according to Equation 6.3 as a binned ratio in pT
using four bins for electrons ([15, 20, 25, 35, 1000]) and three bins for muons ([15, 20, 25, 1000]).
For electrons, the fake factor is also divided between central and forward regions with two
bins in |η| ([0, 1.5, 2.5]), excluding the EM calorimeter crack region 1.327 < |η| < 1.52. For
muons, no statistically significant difference is observed between central and forward regions
and therefore the fake factor is integrated in |η| so as to gain statistical precision.
The central values as well as the statistical errors of the fake factor for each pT and η
bin is presented in Table 6.4. The pT-differential distributions of the fake factors for each η
bin are shown in Figure 6.6, where a comparison is also made with Monte Carlo predictions
using Powheg, Alpgen and SHERPA Z+jets. It can be seen that for fake factors derived
from Z+jets events are dominated by statistical uncertainties, particularly for muon fake
candidates.
6.5 Dijets Fake Factor
While they are not applied nominally in the analysis, it is useful in addition to derive fake
factors from a dijets sample not only as a cross-check with the Z+jets fake factors, but also
to be used for a special case in which a trigger bias appears in the estimate. The details for
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Figure 6.5: pT distributions of the fake lepton candidate in the WZ control region for
electron flavor (top) and muon flavor (bottom) under the scenarios that it is the leading (left)
subleading (middle) or third leading (right) lepton in the event. The WZ normalization
factor has been applied.
pT range [GeV] electron |η| < 1.5 electron |η| > 1.5 muon
15.0 – 20.0 0.030 ± 0.008 0.046 ± 0.012 0.108 ± 0.012
20.0 – 25.0 0.080 ± 0.020 0.058 ± 0.031 0.125 ± 0.030
25.0 – 35.0 0.170 ± 0.039 0.224 ± 0.060
0.112 ± 0.085
35.0 – 1000.0 0.284 ± 0.073 0.259 ± 0.084
Table 6.4: Summary of fake factors derived from the Z+jets sample. The uncertainties are
statistical only and the EM calorimeter crack region is excluded in the case of electron fake
candidates.
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Figure 6.6: Differential distributions of electron (top) and muon (bottom) fake factors as
a function of fake candidate pT for each |η| bin. Monte Carlo predictions from Powheg,
Alpgen and SHERPA Z+jets are also shown. The uncertainties are statistical only.
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Sample Trigger Scope
Z+jets
e: HLT e24(26) OR HLT 60M OR HLT 120L
nominal F.F.
µ: HLT m20(24/26) OR HLT 50
Dijet
e: HLT e12 lhvloose nod0 L1EM10VH
nominal F.F.(for cross check)
µ: HLT mu14 L1 MU10
Dijet
e: HLT e24(26) OR HLT 60M OR HLT 120L
“triggered” F.F.
µ: HLT m20(24/26) OR HLT 50
Table 6.5: Summary of the strategy for which samples are used to derive fake factors in
different scopes, along with the corresponding trigger selection.
both of these applications are described in this section, with a summary of the scope for
each fake factor variant provided in Table 6.5.
6.5.1 Nominal
Nominal fake factors are also derived from a dijet-like, lepton-plus-jet, fake-enriched sample
using the prescaled triggers HLT e12 lhvloose nod0 L1EM10VH and HLT mu14 L1 MU10
for electrons and muons, respectively. These triggers are specifically chosen so as not to
introduce a trigger bias since they are looser than the Anti-ID lepton definition. In order to
enhance the contribution from dijet events and suppress the background contributions from
electroweak processes, the following requirements are made:
• Exactly one loosely defined lepton with pT > 15 GeV, considered the fake candidate
• At least one jet with pT > 22 GeV
• Angular separation of ∆φ > 2.5 between the leading pT jet and the fake candidate
• pmissT < 30 GeV
• m`T < 60 GeV
where the angular separation requirement between the leading jet and the fake candidate is
meant to target the topology of a dijet event and the last two cuts are made to reduce the
contribution from electroweak backgrounds (particularly W+jets).
The data is also “un-prescaled” by applying a weight according to the prescale evolution
over time so as to recover the yields that were present before prescaling. After the remaining
electroweak backgrounds are subtracted (W+jets, Z+jets, tt¯ and γ+jets estimated from
Monte Carlo), the events are split into the lepton “ID” and “Anti-ID” categories defined in
Table 6.1 which are then used to derive the fake factor. Distributions of the ID/Anti-ID
fake candidate pT and η are shown in Figure 6.7 for electrons and Figure 6.8 for muons,
where it can be seen that the contamination of electroweak background is reduced relative
to the Z+jets sample.
6.5.2 Triggered
In situations where the Anti-ID lepton in the W+jets control sample is solely responsible
for firing a single lepton trigger (i.e. it is the only lepton matched to one of the single lepton
triggers used in the analysis from Table 4.1), a bias in the estimation is introduced if the
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Figure 6.7: Electron fake candidate pT (left) and η (right) distributions for “ID” (top) and
“Anti-ID” (bottom) categories. The “fakes” contribution shown in blue is computed by
subtracting the EW background processes from the data.
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Figure 6.8: Muon fake candidate pT (left) and η (right) distributions for “ID” (top) and
“Anti-ID” (bottom) categories. The “fakes” contribution shown in blue is computed by
subtracting the EW background processes from the data.
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nominal fake factors are applied since the online lepton identification used in these triggers
is tighter than the Anti-ID definition4.
To avoid a bias in this case, dedicated “triggered” fake factors are applied which are
derived using the same dijet sample as described in subsection 6.5.1 but using the analysis
triggers rather than the prescaled ones. The reason for using the dijet sample as opposed to
the Z+jets sample is because of the low statistics available after requiring the fake lepton
candidate to fire one of the single lepton triggers in the Z+jets fake factor estimate5.
The fraction of events for different categories in the W+jets control sample that require
the triggered fake factors are shown in Table 6.6, where it can be seen that the category
with the highest percentage is for Anti-ID muons that happen to be the leading lepton in
the event. Separate sets of triggered fake factors are derived for each of the three trigger
configurations in the analysis, as are defined in Table 6.7.
eµ, Njet = 0 µe, Njet = 0 eµ, Njet = 1 µe, Njet = 1 eµ, VBF µe, VBF
e-fakes 3.6% 0.0% 6.0% 0.6% 6.5% 2.2%
µ-fakes 0.1% 17.2 % 0.1% 19.6 % 0.5% 18.5%
Table 6.6: Fraction of events for different categories in the W+jets control sample that
require a triggered fake factor (i.e. the Anti-ID lepton alone fired one of the analysis single
lepton triggers.)
6.5.3 Results
The fake factors derived from the dijet samples are also computed from Equation 6.3 and
with the same binning as for the Z+jets fake factors except that the muons are also split
into central and forward regions, with a binning of [0, 1.05, 2.5]. The central values and
statistical uncertainties for the nominal and triggered dijet fake factors are reported in
Table 6.8 + Table 6.9 for electrons and in Table 6.10 + Table 6.11 for muons.
Trig2015 Trig2016 Trig2016D
2015 Pre-D4 Period 2016 Post-D4 period 2016
e
e24 lhmedium L1EM20VH e24 lhtight nod0 ivarloose e26 lhtight nod0 ivarloose
e60 lhmedium e60 lhmedium nod0 e60 lhmedium nod0
e120 lhloose e140 lhloose nod0 e140 lhloose nod0
µ
mu20 iloose L1MU15 mu24 ivarmedium mu26 ivarmedium
mu50 mu50 mu50
Table 6.7: The three distinct trigger configurations in the analysis that are used in order to
collect samples for the sets of triggered fake factors.
4No such bias occurs in the case of the dilepton triggers since their selection is not tighter than the
Anti-ID definition.
5Recall that in the Z+jets fake factor estimate, one of the Z candidate leptons is instead required to fire
a single lepton trigger, allowing the fake candidate to initially remain potentially looser than the Anti-ID
definition.
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Nominal Trig2015 Trig2016 Trig2016D
15 < pT < 20 0.042± 0.002 0± 0 0± 0 0± 0
20 < pT < 25 0.054± 0.004 0± 0 0± 0 0± 0
25 < pT < 35 0.212± 0.011 0.420± 0.006 1.259± 0.030 1.162± 0.033
pT > 35 0.203± 0.026 0.537± 0.006 1.196± 0.074 1.164± 0.045
Table 6.8: Electron dijet fake factors for nominal and triggered events in the central region
with |η| < 1.37.
Nominal Trig2015 Trig2016 Trig2016D
15 < pT < 20 0.05± 0.003 0± 0 0± 0 0± 0
20 < pT < 25 0.069± 0.006 0± 0 0± 0 0± 0
25 < pT < 35 0.285± 0.018 0.508± 0.029 1.190± 0.058 1.093± 0.031
pT > 35 0.261± 0.031 0.598± 0.030 1.217± 0.077 1.080± 0.033
Table 6.9: Electron dijet fake factors for nominal and triggered events in the forward region
with 1.52 < |η| < 2.5.
Nominal Trig2015 Trig2016 Trig2016D
15 < pT < 20 0.107± 0.002 0± 0 0± 0 0± 0
20 < pT < 25 0.130± 0.004 0.324± 0.006 0± 0 0± 0
pT > 25 0.151± 0.010 0.383± 0.021 0.648± 0.025 0.549± 0.024
Table 6.10: Muon dijet fake factors for nominal and triggered events in the central region
with |η| < 1.05.
Nominal Trig2015 Trig2016 Trig2016D
15 < pT < 20 0.104± 0.002 0± 0 0± 0 0± 0
20 < pT < 25 0.121± 0.003 0.292± 0.004 0± 0 0± 0
pT > 25 0.147± 0.008 0.368± 0.013 0.626± 0.018 0.529± 0.017
Table 6.11: Muon dijet fake factors for nominal and triggered events in the forward region
with 1.05 < |η| < 2.5.
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6.6 Flavor Composition and Correction Factor
As described so far in this chapter, the background from one misidentified lepton is estimated
nominally with fake factors derived in a Z+jets control sample and applied to a W+jets
control sample. One natural complication with this method is that misidentified leptons can
originate from a number of different sources whose relative abundance will vary between
samples. If these sources also have separate rates for passing ID and Anti-ID requirements
(due to differences in jet kinematics, impact parameters, etc.), then this will in turn reflect
as a discrepancy in fake factors derived from separate samples.
In order to account for this discrepancy, the flavor composition of the fake leptons for
opposite sign (OS) W+jets and Z+jets samples is first investigated using Monte Carlo truth
information6. A correction factor (CF) is then derived from this sample which is applied
nominally in the analysis on top of the fake factor - that is, the W+jets background in the
signal region is
N
W+jets(OS)
id+id = f
OS
W+jets ·NW+jets(OS)id+anti-id = f incl.Z+jets ·
fOSW+jets
f incl.Z+jets
N
W+jets(OS)
id+anti-id (6.6)
where f incl.Z+jets is the nominal fake factor derived from the Z+jets data-driven sample as
described in section 6.4 and fOSW+jets/f
incl.
Z+jets is the correction factor derived exclusively from
W+jets and Z+jets Monte Carlo.
For the flavor composition study and correction factor derivation, the fake leptons are
selected in the OS W+jets sample by performing an event selection similar to the analysis
selection, except that the reconstructed lepton originating from the leptonically decaying
W is identified by being matched to the truth prompt lepton. For the Z+jets sample an
event selection similar to the Z+jets fake factor estimate presented in subsection 6.4.1 is
performed, except that the two Z candidate leptons are also identified by being matched to
the truth leptons from the Z decay and allowing the additional lepton to be classified as
fake.
The flavor of the fake lepton is assigned according to the following truth matching
scheme based on truth objects found to be in close proximity:
• The algorithm begins by searching for a bottom truth object (either a quark or
meson/baryon state) within ∆R < 0.4 to the fake lepton. If one is found, the fake
lepton flavor is classified as “bottom”.
• If none are found, the process repeats for charm, strange, and light objects, in that
order.
• If still nothing is found, then the fake lepton is classified as “other”.
• At each stage in the process, the fake lepton is classified also as “leptonic” if there is
a truth lepton within ∆R < 0.03. Otherwise, it is classified as “hadronic”.
Table 6.12 and Table 6.13 report the flavor fractions of ID and Anti-ID leptons using
Powheg+PYTHIA 8 for electron fakes and muon fakes, respectively. Distributions of fake
lepton pT illustrating the same split into flavor are provided in Figure 6.9 and Figure 6.10.
It can be seen that for electron fakes, contributions from the “light” and “other” categories
6Truth information here simply refers to the details of the particles that were produced by the Monte
Carlo generator along with the subsequent parton shower and hadronization, i.e. before detector simulation.
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e-fake % Bottom % Charm % Strange % Light % Other
ID electron
OS W+jets 2.5 ± 0.8 36.5 ± 4.6 5.5 ± 1.7 33.2 ± 4.1 22.3 ± 3.5
Z+jets 22.7 ± 3.3 17.7 ± 3.0 6.1 ± 1.3 32.5 ± 3.7 21.0 ± 2.8
Anti-ID electron
OS W+jets 1.9 ± 0.2 43.1 ± 1.5 9.4 ± 0.6 39.6 ± 1.3 5.9 ± 0.5
Z+jets 21.9 ± 1.0 17.9 ± 0.8 13.1 ± 0.7 42.5 ± 1.4 4.6 ± 0.4
Table 6.12: ID and Anti-ID fake electron flavor percentages for OS W+jets and Z+jets
samples using Powheg+PYTHIA 8.
µ-fake % Bottom % Charm % Strange % Light % Other
ID muon
OS W+jets 4.4 ± 1.3 82.6 ± 9.6 3.8 ± 1.2 6.7 ± 1.7 2.6 ± 1.0
Z+jets 59.2 ± 6.3 29.4 ± 3.5 2.2 ± 0.8 4.8 ± 1.2 4.3 ± 1.3
Anti-ID muon
OS W+jets 7.7 ± 1.1 77.2 ± 3.6 6.5 ± 0.7 6.0 ± 0.8 2.7 ± 0.6
Z+jets 65.0 ± 2.6 22.7 ± 1.2 5.6 ± 0.5 4.7 ± 0.6 2.0 ± 0.4
Table 6.13: ID and Anti-ID fake muon flavor percentages for OS W+jets and Z+jets samples
using Powheg+PYTHIA 8.
are present in addition to a heavy flavor component which is made up largely of the “charm”
category in the case of OS W+jets and more of the “bottom” category in the case of Z+jets.
For muon fakes the source is almost exclusively heavy flavor, being composed of similar
ratios for “charm” and “bottom” as with the electron fakes. The asymmetry observed in
the heavy flavor component between OS W+jets and Z+jets is expected on a theoretical
level due to an additional W+charm channel that is not available to Z+jets.
Fake factors are also calculated separately for each flavor category in both samples and
are reported in Table 6.14 and Table 6.15 for electron and muon fakes, respectively. However
due to a lack of statistics, they are fully integrated in pT and η providing only a global view.
A comparison of the total (flavor combined) fake factors between OS W+jets and Z+jets
Monte Carlo is shown in Figure 6.11, also with the deviation of the correction factor from
unity, (fOSW+jets/f
incl.
Z+jets)− 1. The final correction factors applied in the analysis are provided
in Table 6.19, along with their systematic uncertainty as described in subsection 6.7.2.
e-fake Bottom FF Charm FF Strange FF Light FF Other FF
OS W+jets 0.129 ± 0.044 0.082 ± 0.009 0.056 ± 0.018 0.081 ± 0.009 0.362 ± 0.060
Z+jets 0.094 ± 0.013 0.090 ± 0.015 0.042 ± 0.009 0.069 ± 0.007 0.412 ± 0.060
Table 6.14: Electron fake factors fully integrated in pT and η for each flavor component. OS
W+jets and Z+jets samples are compared using Powheg+PYTHIA 8.
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Figure 6.9: Comparison of the flavor composition in pT distributions for fake electrons
between the Z+jets (left) and OS W+jets (right) samples. Both ID (top) and
Anti-ID (bottom) populations are shown. The events shown are generated using
Powheg+PYTHIA 8.
µ-fake Bottom FF Charm FF Strange FF Light FF Other FF
OS W+jets 0.102 ± 0.033 0.191 ± 0.018 0.103 ± 0.035 0.198 ± 0.054 0.172 ± 0.079
Z+jets 0.115 ± 0.011 0.163 ± 0.018 0.050 ± 0.018 0.128 ± 0.033 0.270 ± 0.098
Table 6.15: Muon fake factors fully integrated in pT and η for each flavor component. OS
W+jets and Z+jets samples are compared using Powheg+PYTHIA 8.
6.7 Fake Factor Systematics
The systematic uncertainties on the Z+jets fake factor estimate of the W+jets background
in the analysis can be divided into three sources:
• Statistical uncertainties on the fake factors themselves that are applied as systematic
variations to the fake estimate by varying all bins independently, i.e. the uncertainties
are treated as uncorrelated across all bins
• Uncertainties associated with the prompt lepton contamination from electroweak
processes in the Z+jets sample, estimated by varying the amount of background
subtracted
• Difference between Z+jets and W+jets fake factors due to sample composition,
estimated using Monte Carlo
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Figure 6.10: Comparison of the flavor composition in pT distributions for fake muons between
the Z+jets (left) and OS W+jets (right) samples. Both ID (top) and Anti-ID (bottom)
populations are shown. The events shown are generated using Powheg+PYTHIA 8.
A summary of all fake factor related systematics is provided in Table 6.16. The contribution
from each source varies depending on the pT and η of the fake candidate, except in some cases
such as for muon flavor at high pT where the electroweak subtraction uncertainty dominates.
The determination of electroweak subtraction and sample composition uncertainties are
described in more detail below.
6.7.1 Electroweak Subtraction Uncertainty
The samples used to derive the fake factor contain prompt backgrounds that are estimated by
Monte Carlo and whose yields are also subject to uncertainty. While the Anti-ID population
naturally has a high fake purity, the ID population is contaminated to a larger degree with
electroweak processes, particularly at high pT as can be seen in Figure 6.2 and Figure 6.3.
In order to assess the uncertainty on the fake factors due to electroweak subtraction, each
process is varied by its corresponding uncertainties described below. The fake factors are
then recomputed and the difference between the variations and the central values are taken
as the result.
The main backgrounds in the Z+jets fake factor sample are WZ, ZZ and V + γ (mostly
Z + γ). The uncertainty on WZ is taken from systematic variations of the normalization
factor described in section 6.3 which include WZ theory uncertainties and a pT dependence
for the result of the χ2 fit, together amounting to 7.7% [48]. The uncertainties on ZZ and
V + γ backgrounds are estimated based on theory uncertainties which include the choice
of generator, QCD scale variations, and PDF, amounting to 7.7% and 10%, respectively.
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Figure 6.11: Electron (top) and muon (bottom) fake factor comparison between OS W+jets
and Z+jets Monte Carlo. Plots for the deviation of the correction factor from unity,
(fOSW+jets/f
incl.
Z+jets)− 1, are also shown where the yellow band is drawn simply as a point of
reference to ± 30%. Powheg+PYTHIA 8 is used to generate the samples shown.
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Kinematic region
Statistical EW Subtraction Sample Composition Total
(|η| and pT range)
Electron:
0.0 < |η| < 1.5
15− 20 GeV 27 13 32 44
20− 25 GeV 25 16 32 44
25− 35 GeV 23 16 13 31
35− 1000 GeV 26 33 13 44
1.5 < |η| < 2.5
15− 20 GeV 26 13 32 43
20− 25 GeV 54 16 32 65
25− 35 GeV 27 16 13 34
35− 1000 GeV 32 33 13 47
Muon:
0.0 < |η| < 2.5
15− 20 GeV 11 9 23 27
20− 25 GeV 24 17 23 37
25− 1000 GeV 76 143 23 163
Table 6.16: Summary of systematic uncertainties on the Z+jets fake factor estimate in
percentage, separated based on the flavor and kinematic phase space of the fake lepton
candidate.
Powheg+PYTHIA 8 Alpgen+PYTHIA 6
15 < pT < 20 1.03 ± 0.16 1.19 ± 0.32
20 < pT < 25 0.80 ± 0.19 1.16 ± 0.43
25 < pT < 35 1.08 ± 0.20 0.92 ± 0.21
pT > 35 1.24 ± 0.22 1.28 ± 0.23
pT average 1.02 ± 0.09 1.11 ± 0.13
Table 6.17: Comparison of electron fOSW+jets/f
incl.
Z+jets correction factors derived using nominal
(Powheg+PYTHIA 8) and alternative (Alpgen+PYTHIA 6) generators.
The rest of the backgrounds are also varied by 10%. The relative uncertainties on the fake
factors from varying the background by these percentages collectively up and down are
shown in Figure 6.12, after integrating the fake factors in η.
6.7.2 Flavor Composition Uncertainty
The uncertainty due to differences in flavor composition between the Z+jets sample used
to derive the nominal fake factors and the OS W+jets sample which they’re applied is
determined by comparing the correction factors obtained using different Monte Carlo
generators. Table 6.17 and Table 6.18 show the correction factors side-by-side for
Powheg and Alpgen. Powheg is chosen as the nominal generator, providing the central
values of the correction factors due to its superior statistical precision. The systematic
uncertainties are then evaluated by comparing with the central values of Alpgen.
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Figure 6.12: Electroweak subtraction uncertainties on the Z+jets fake factor estimate in
blue for electrons (left) and muons (right). The statistical uncertainties are also shown
for comparison. The fake factors are integrated in |η| due to lack of statistics. In the
highest-pT bin for muons, the variation increasing the amount of electroweak background
being subtracted results in the fake factor being negative. Therefore, the fake factor is set
to zero for this bin.
Powheg+PYTHIA 8 Alpgen+PYTHIA 6
15 < pT < 20 1.49 ± 0.21 0.99 ± 0.22
20 < pT < 25 0.85 ± 0.20 1.31 ± 0.48
pT > 25 1.83 ± 0.38 1.63 ± 0.53
pT average 1.24 ± 0.14 1.12 ± 0.18
Table 6.18: Comparison of electron fOSW+jets/f
incl.
Z+jets correction factors derived using nominal
(Powheg+PYTHIA 8) and alternative (Alpgen+PYTHIA 6) generators.
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fOSW+jets/f
incl.
Z+jets
pT < 25 GeV pT > 25 GeV
electrons 0.96 ± 0.13(stat) ± 0.28(syst) 1.15 ± 0.15(stat) ± 0.02(syst)
muons 1.34 ± 0.17(stat) ± 0.25(syst) 1.83 ± 0.38(stat) ± 0.20(syst)
Table 6.19: Final correction factors applied in the analysis and their corresponding
uncertainties. Powheg+PYTHIA 8 is used to derive the central values, while the systematic
uncertainty is evaluated by comparing with Alpgen+PYTHIA 6.
The final correction factors applied in the analysis are summarized in Table 6.19. They
are split into bins of low and high pT (below and above 25 GeV, respectively) due to their
observed pT dependence and are calculated by first taking the pT average of the relevant
fake factor bins and then dividing the resulting W+jets fake factor by the resulting Z+jets
fake factor.
6.8 QCD Double Fakes
The previous sections of this chapter outline the procedure adopted for estimating the
W+jets background which appears in the signal region due to a single misidentified lepton
in the event. However, it is also possible for QCD multijet processes to be selected as
well via a double lepton misidentification. In fact, this contribution is already included
by design of the fake factor method as outlined above - although it is overestimated, as is
demonstrated in Equation 6.7
NFF estimateid+id = f
Z
e Nµ,e + f
Z
µ Ne,µ
= fZe × (Ndataµ,e −N
EW MC
µ,e
) + fZµ × (Ndatae,µ −N
EW MC
e,µ
)
= fZe × (NW+jetsµ,e +N
QCD
µ,e
) + fZµ × (NW+jetse,µ +N
QCD
e,µ
)
= fZe ×NW+jetsµ,e + f
Z
e · fDµ NQCDµ,e + f
Z
µ ×NW+jetse,µ + f
Z
µ · fDe NQCDe,µ
(6.7)
where fZe and f
Z
µ denote the Z+jets fake factors for electrons and muons respectively, f
D
e
and fDµ denote the dijet fake factors, the leptons are not pT ordered, and a strikethrough
represents an anti-identification. In the last line the QCD terms have been expanded using
the fake factor method, where it is clear that if the Z+jets and dijet fake factors are the
same, the QCD contribution is exactly double counted. Therefore, the overestimation can
be accounted for by adding to NFF estimateid+id a correction term
NQCDcorrid+id = N
QCD
e,µ
· FFQCD = (Ndata
e,µ
−NEWMC
e,µ
) · (fDe fDµ − fZe · fDµ − fZµ · fDe ) (6.8)
which is derived from a region with two anti-identified leptons where NEWMC
e,µ
is the
contamination of this region from electroweak processes containing at least one prompt
lepton and FFQCD is a negative number. In Table 6.20, the overestimation of the total
misidentified background without the correction is provided.
In the ggF categories, the overestimation is no more than 7.3%. Considering that this is
a small bias compared with the uncertainties on the overall estimation found in Table 6.16,
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√
s = 13TeV , L = 36fb−1 e W+jets µ W+jets QCDCorr Overestimation (%) e+µ W+jets Misid (corrected)
0-jet SR with b-veto (eµ) 129.9± 10.4 192.8± 6.9 −14.0± 2.3 4.5± 0.8 322.8± 12.5 308.8± 12.7
0-jet SR with b-veto (µe) 130.1± 6.5 48.0± 6.3 −4.7± 1.9 2.7± 1.1 178.0± 9.1 173.3± 9.3
1-jet SR (µe) 73.1± 6.0 35.2± 5.5 −6.0± 0.8 5.8± 0.9 108.4± 8.1 102.4± 8.2
1-jet SR (eµ) 69.8± 8.2 96.1± 5.7 −11.3± 2.0 7.3± 1.4 165.9± 10.0 154.6± 10.2
VBF Z → ττ veto (eµ) 36.2± 6.3 51.3± 4.9 −18.6± 1.7 26.9± 4.1 87.4± 7.9 68.9± 8.1
VBF Z → ττ veto (µe) 32.4± 5.3 18.9± 4.9 −7.9± 1.0 18.1± 3.8 51.3± 7.2 43.4± 7.3
Table 6.20: Misidentified background yields before and after applying the QCD correction.
The “e W+jets” and “µ W+jets” columns correspond to events with Anti-ID e and µ
respectively, with the overestimation being computed asNFF estimateid+id /(N
FF estimate
id+id +N
QCDcorr
id+id ).
no QCD correction is applied. However in the VBF Njet≥ 2 category, the overestimation is
larger than 20% and so the QCD correction is applied. Distributions of select variables in
the Anti-ID + Anti-ID control sample for the VBF signal region are shown in Figure 6.13.
Analogous to the W+jets control region, it is extrapolated to the signal region by applying
FFQCD from Equation 6.8.
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Figure 6.13: Kinematic variable distributions in the Anti-ID + Anti-ID control sample for
the VBF signal region before applying fake factor weights. The QCD correction for the
VBF category is taken from this sample after EW components are subtracted from data
and fake factor weights have been applied.
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Chapter 7
Systematic Uncertainties
This chapter contains a general summary of the systematic uncertainties that are considered
in the analysis. Uncertainties related to detector and reconstruction effects are described
in section 7.1, while uncertainties related to theoretical predictions of the signal and main
backgrounds are described in section 7.2.
7.1 Experimental Uncertainties
Systematic uncertainties related to detector and reconstruction effects (also known as
experimental uncertainties) can be sub-divided into two distinct types:
• four-vector (P4) systematics - those that are applied as ±1σ variations to the
four-momentum of an object
• scale factor (SF) systematics - those that are applied as ±1σ variations to the
weight of the event or an individual particle
The complete set of experimental uncertainties that are considered in the analysis is listed
in Table 7.1, along with their types. The electron-related systematics include uncertainties
on their reconstruction, identification, isolation and trigger efficiencies, as well as on their
associated four-momentum scale and resolution. The muon-related systematics are similar,
except with an additional uncertainty on the efficiency of track-to-vertex association (TTVA)
impact parameter cuts. The lepton uncertainties are derived from studying J/ψ → `+`−,
W± → `±ν and Z → `+`− decays [28, 27, 34].
The uncertainties on the jet energy scale are derived as a function of pT and η, containing
terms that account also for pileup conditions as well as flavor composition of the jet. The
uncertainty on the jet energy resolution on the other hand, is modeled with a single parameter.
Both are derived based on in-situ studies of dijet, Z+jet, and γ+jet events [16]. A scale factor
uncertainty is added to account for the JVT efficiency. Uncertainties related to jet flavor
tagging are modeled by parameters that are the result of eigen-vector decomposition [21] as
well as a couple of additional parameters for charm quark and Run1-to-Run2 extrapolation.
Uncertainties on the TST missing transverse energy EmissT are measured in Z → µµ events
using the variable ~p hardT defined as the pT sum of the hard terms to discriminate between
soft term scale and resolution effects, taking into account detector material uncertainties [17].
Other experimental systematics include uncertainties on the pileup reweighting data scale
factor introduced in subsection 3.4.2 and an uncertainty on the integrated luminosity, which
has been estimated to be ±2.1% for the dataset using in this analysis [44].
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Systematic uncertainty Short description syst. type
Event
Luminosity uncertainty on total integrated luminosity SF
Pileup Reweighting uncertainty on pileup reweighting SF
Electrons
EL EFF Reco Total 1NPCOR PLUS UNCOR reconstruction efficiency uncertainty SF
EL EFF ID CorrUncertaintyNP (0 to 14) ID efficiency uncertainty split in 15 components SF
EL EFF ID SIMPLIFIED UncorrUncertaintyNP (0 to 15) ID efficiency uncertainty split in 16 components SF
EL EFF Iso Total 1NPCOR PLUS UNCOR isolation efficiency uncertainty SF
EL EFF Trigger Total 1NPCOR PLUS UNCOR trigger efficiency uncertainty SF
EG SCALE ALLCORR
energy scale uncertainty
P4
EG SCALE E4SCINTILLATOR P4
EG SCALE LARTEMPERATURE EXTRA2015PRE P4
EG SCALE LARTEMPERATURE EXTRA2016PRE P4
EG SCALE LARCALIB EXTRA2015PRE P4
EG RESOLUTION ALL energy resolution uncertainty P4
Muons
MUON EFF STAT
reconstruction and ID efficiency uncertainty for muons with pT > 15 GeV
SF
MUON EFF SYS SF
MUON ISO STAT
isolation efficiency uncertainty
SF
MUON ISO SYS SF
MUON TTVA STAT
track-to-vertex association efficiency uncertainty
SF
MUON TTVA SYS SF
MUON EFF TrigStatUncertainty
trigger efficiency uncertainty
SF
MUON EFF TrigSystUncertainty SF
MUON SCALE momentum scale uncertainty P4
MUON ID momentum resolution uncertainty from inner detector P4
MUON MS momentum resolution uncertainty from muon system P4
Jets
JET 21NP JET EffectiveNP 1
energy scale uncertainty from the in situ analyses split into 8 components
P4
JET 21NP JET EffectiveNP 2 P4
JET 21NP JET EffectiveNP 3 P4
JET 21NP JET EffectiveNP 4 P4
JET 21NP JET EffectiveNP 5 P4
JET 21NP JET EffectiveNP 6 P4
JET 21NP JET EffectiveNP 7 P4
JET 21NP JET EffectiveNP 8restTerm P4
JET 21NP JET EtaIntercalibration Modeling energy scale uncertainty on eta-intercalibration (modeling) P4
JET 21NP JET EtaIntercalibration TotalStat energy scale uncertainty on eta-intercalibrations (statistics/method) P4
JET 21NP JET EtaIntercalibration NonClosure energy scale uncertainty on eta-intercalibrations (non-closure) P4
JET 21NP JET Pileup OffsetMu energy scale uncertainty on pileup (mu dependent) P4
JET 21NP JET Pileup OffsetNPV energy scale uncertainty on pileup (NPV dependent) P4
JET 21NP JET Pileup PtTerm energy scale uncertainty on pileup (pt term) P4
JET 21NP JET Pileup RhoTopology energy scale uncertainty on pileup (density ρ) P4
JET 21NP JET Flavor Composition energy scale uncertainty on flavor composition P4
JET 21NP JET Flavor Response energy scale uncertainty on sample flavor response P4
JET 21NP JET BJES Response energy scale uncertainty on b-jets P4
JET 21NP JET PunchThrough MC15 energy scale uncertainty for punch-through jets P4
JET 21NP JET SingleParticle HighPt energy scale uncertainty from the behaviour of high-pT jets P4
JET JER SINGLE NP energy resolution uncertainty P4
JET JvtEfficiency JVT efficiency uncertainty SF
FT EFF Eigen B
b-tagging efficiency uncertainties (“BTAG MEDIUM”): 3
components for b jets, 4 for c jets and 5 for light jets
SF
FT EFF Eigen C SF
FT EFF Eigen L SF
FT EFF Eigen extrapolation b-tagging efficiency uncertainty on the extrapolation to high-pT jets SF
FT EFF Eigen extrapolation from charm b-tagging efficiency uncertainty on tau jets SF
MET
MET SoftTrk ResoPara track-based soft term related longitudinal resolution uncertainty P4
MET SoftTrk ResoPerp track-based soft term related transverse resolution uncertainty P4
MET SoftTrk Scale track-based soft term related longitudinal scale uncertainty P4
Table 7.1: Summary of the experimental systematic uncertainties considered in the analysis.
The last column indicates whether they are applied as a scale factor (SF) systematic or a
four-vector (P4) systematic.
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7.2 Theory Uncertainties
Theoretical uncertainties are applied based on how the sample in question is normalized.
For the signal and the background processes normalized directly from theory predictions,
uncertainties on the absolute expected yields in each signal and control region are taken into
account. In the case of signal, these uncertainties also encompass migrations between the
signal regions. For the background processes that are normalized using dedicated control
regions, the theory uncertainties are instead derived based on the resulting variations of the
extrapolation from the control to signal regions.
The theory uncertainties considered for each process include QCD scale variations,
modeling uncertainties of the parton shower and underlying event (PS/UE), as well as
variations of the PDF set. In some cases, additional process specific theory uncertainties are
also included. In other cases, theory uncertainties are excluded if the systematic variation
is smaller than the statistical uncertainty of the Monte Carlo sample. An overview of the
theory uncertainties included in the analysis is provided in Table 7.2.
For the ggF Higgs production process, cross sections are calculated separately for the
Njet = 0 and Njet = 1 categories. QCD scale uncertainties are evaluated by independently
varying the the renormalization and factorization scales by 2.0 and 0.5 relative to the
nominal value, while PDF uncertainties are evaluated using an envelope of the 68%
confidence level PDF4LHC Hessian PDF eigenvectors added in quadrature as well as the
differences compared with the CT10, MMHT14 and NNPDF3.0 PDF sets. An uncertainty
is assigned on the generator and matching scheme by comparing the NLO matching of
Powheg NNLOPS + Pythia8 with the NLO matching of MG5 aMC+Pythia8 up to
H+2 jet production. Uncertainties on the modeling of the parton shower are also evaluated
by comparing the nominal Powheg + Pythia8 with Powheg + Herwig7. This is
performed using truth level information due to limited availability of the latter sample, so
a folding matrix is applied in order to correct the acceptance for resolution effects that
appear only for fully reconstructed events. In addition, the perturbative uncertainty on
the ggF Higgs production process in the VBF Njet≥ 2 category is estimated using the
Stewart-Tackmann (ST) method [108] with MG5 aMC+Pythia8 inclusive 2-jet and
inclusive 3-jet cross sections (σ≥2 and σ≥3), consisting of both a normalization uncertainty
on the VBF signal region and a shape uncertainty on the BDT distribution. For the
VBF Higgs production process, QCD scale, PDF, PS/UE, and matching uncertainties are
similarly derived.
For the WW background, theory uncertainties are applied differently in the ggF and
VBF categories since only dedicated control regions exist for the former. In the case of the
Njet = 0 and Njet = 1 categories, they are applied to an extrapolation factor αi,j−jet which
relates the number of WW events in the j-jet WW control region to the number of WW
events in the signal region category i in jet-bin j through NWWSR,i,j−jet = αi,j−jet · NWWCR,j−jet.
In the case of the Njet≥ 2 category, they are applied directly to the nominal SHERPA
prediction for normalization and BDT shape in the VBF signal region. Due to limited
Monte Carlo statistics, the WW theory uncertainties are derived at truth level and the
different flavor channels eµ and µe are combined. The QCD scale and PDF uncertainties are
evaluated similarly to the strategy used for the signal processes. For PS/UE uncertainties,
a comparison is made between Powheg+PYTHIA 8 and Powheg+Herwig++, while a
matrix element matching scale (CKKW) uncertainty is applied to account for the choice of
SHERPA showering parameters. Also, uncertainties on additional electroweak corrections
as well as on the normalization of the gg → WW process are considered, which have been
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extrapolated from a previous publication [43].
For the top background, theory uncertainties are applied to the extrapolation
factor between control and signal regions. The QCD scale and PDF uncertainties
are evaluated similarly to the strategy used for the signal processes. For PS/UE
uncertainties, Powheg+PYTHIA 8 is compared with Powheg+Herwig7 for tt¯ and
Powheg+PYTHIA 6 is compared with Powheg+Herwig++ for Wt. For a generator
matching uncertainty, Powheg+Herwig++ is compared with MG5 aMC+Herwig++.
Variations in shower radiation are also evaluated using Powheg+PYTHIA 8. An uncertainty
on the treatment of the interference between tt¯ and Wt is derived by comparing samples
with different overlap subtraction schemes [70]. Due to limited Monte Carlo statistics,
the Njet = 0 and Njet = 1 signal regions are combined for evaluating each of the top theory
uncertainties.
For the Z → ττ background, an uncertainty on the generator modeling is evaluated
on the extrapolation factor between control and signal regions by comparing the nominal
SHERPA prediction to the alternative MG5 aMC+PYTHIA 8.
For the Non-WW diboson backgrounds, theory uncertainties are applied on the absolute
normalization from Monte Carlo prediction. The QCD renormalization and factorization
scales are varied for both WZ/γ∗ and Wγ, while an uncertainty in the merging scale for
WZ/γ∗ is determined by varying the choice of SHERPA shower parameters and a generator
uncertainty is applied to Wγ by comparing the predictions of SHERPA v2.2 with those of
MG5 aMC@NLO v2.3.3.
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process uncertainty source included
ggF jet veto uncertainty Yes
matching Yes
PS/UE Yes
PDF Yes
QCD scale Yes
VBF matching Yes
PS/UE Yes
PDF Yes
QCD scale Yes
WW ckkw matching Yes
PS/UE (for VBF full generator) Yes
PDF Yes
QCD scale Yes
EW correction [43] Yes
gg → WW fraction [43] Yes
top radiation Yes
PS/UE Yes
matching Yes
Wt diagram removal Yes
single top cross-section [43] No
Z/DY alternative generators Yes
WZ/Wγ∗ QCD and merging scales Yes
Wγ QCD scale Yes
Wγ generator/matching Yes
Table 7.2: Summary of the theoretical systematic uncertainties considered in the analysis.
The “source” column indicates where the uncertainty is taken from, with an empty entry
signifying that the uncertainty was rederived for this analysis. The “included” column
indicates whether or not the uncertainty is used in the final likelihood fit.
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Chapter 8
Statistical Treatment
This chapter demonstrates how the final analysis results are obtained in a statistically robust
way. The general methodology is first described in section 8.1, while the specific details for
the ggF and VBF production modes are provided in section 8.2 and section 8.3, respectively.
8.1 The Profile Likelihood Method
When measuring the coupling of the Higgs boson, it is common to frame the task in terms of
hypothesis testing in which two hypotheses are compared with the observed data. The null
hypothesis, H0, typically refers to the hypothesis that the prediction of the current Standard
Model is correct and that any deviation in the observed data is the result of chance alone.
The alternative hypothesis, H1, on the other hand often refers to the hypothesis that some
physical effect which is not accounted for by the current Standard Model is responsible for
producing the observed deviations in data.
In order to quantify the agreement between the observed data and either of the hypotheses,
a test statistic t is used. Due to the fact that the hypotheses in this case are parametric,
the test statistic is constructed using likelihood functions. A likelihood function
L(µ, ~θ|x)
is a function of the parameters of the underlying model which expresses the likelihood that
a particular set of parameter values correspond to the true values of the model, given an
observed dataset x that has been sampled from that model. Here, a conceptual distinction
is made between two types of parameters. A parameter of interest (denoted as µ) is a
parameter which is typically unconstrained and is either not present or fixed to a particular
value in H0. On the other hand, a nuisance parameter (denoted as θ) is a parameter which
is not directly being measured but nevertheless must be modeled and is typically constrained
within certain bounds using prior knowledge. The likelihood function can be computed
for a particular set of parameters by evaluating the corresponding probability distribution
function (pdf) of the model using the given observed dataset.
In this way, the most likely parameters that describe the underlying model given the
observed dataset can also be viewed as those which maximize the likelihood function. Also
called maximum likelihood estimators (MLEs), they are obtained through differentiation of
the likelihood function in a process also known as a likelihood fit. Furthermore, the likelihood
ratio Λ(µ) is defined as
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Λ(µ) =
L(µ, ˆˆ~θ(µ))
L(µˆ, ~ˆθ)
(8.1)
where µˆ and ~ˆθ denote the unconditional MLEs which maximize the likelihood function in
absolute terms, while
ˆˆ
~θ(µ) denotes the conditional MLEs of ~θ that maximize the likelihood
for a particular value of µ. It is common to refer to the numerator of the likelihood ratio
as the profile likelihood since it ‘profiles’ only a slice of likelihood surface for a given µ
after having replaced the nuisance parameters by their conditional MLEs. Most often, the
likelihood maximization must be solved numerically rather than analytically. In order to
facilitate the calculation, the negative log likelihood ratio
tµ = − log Λ(µ) (8.2)
is taken as the final test statistic. Using this definition, the test statistic will result in values
most often close to 01 with only a single parameter of interest if the difference between
numerator and denominator of the likelihood ratio is due only to sampling error. In fact,
this test statistic approaches a χ2 distribution with n degrees of freedom where n is the
number of parameters of interest in the asymptotic limit.
For the analysis presented in this thesis, the parameters of interest are the signal strengths
for the ggF and VBF Higgs production modes. The statistical significance Z which is the
number of standard deviations the measurement is away from µ = 0 can be calculated
from the corresponding test statistic t0 [74] and is quoted as part of each fit result. Since
the target Njet categories are orthogonal to one another, two separate fits described in the
rest of this chapter are performed to extract both parameters independently. However, the
results of a combined fit are also provided in chapter 9.
8.2 ggF Statistical Treatment
After the signal selection in the Njet = 0 and Njet = 1 categories described in subsection 4.5.2,
events are further split into eµ and µe channels in addition to two bins each of the variables
psubleadT and m`` for a total of 16 final signal regions. Table 8.1 provides an overview of the
definitions for each signal region category.
Nj m`` p
sublead
T eµ/µe-channel
Njet = 0 [10-30, 30-55] [15-20, 20-∞] [eµ, µe]
Njet = 1 [10-30, 30-55] [15-20, 20-∞] [eµ, µe]
Table 8.1: Signal region categories in the ggF analysis, with bin boundaries for m`` and
psubleadT given in GeV. In total there are 16 categories, 8 for each jet bin.
In addition to the signal regions, 6 control regions for WW , top, and Z → ττ (Njet = 0
and Njet = 1 categories each) are included in the fit that are described in more detail in
section 5.2 and section 5.3. For each control region, only the total event yields are considered.
1corresponding to the likelihood ratio most often being close to 1
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For the signal regions, mT is used as a discriminating variable, with the original histograms
having 50 uniform bins in the range 80 GeV < mT < 130 GeV as well as overflow and
underflow bins covering the ranges mT < 80 GeV and mT > 130 GeV. The bins are then
combined using a heuristic tree-search algorithm until there are 8 (6) bins left for the Njet = 0
(Njet = 1) category, each containing as similar a signal yield as possible. The particular
choice of 6 bins for the Njet = 1 category is to ensure that each bin is sufficiently populated
so as to reduce the chance of the likelihood fit becoming unstable. The final signal region
bin boundaries are displayed in Table 8.2, while an overview of all the regions considered in
the fit with pre-fit background yields is shown in Figure 8.1.
Region Bin Boundaries
SR 0j DF Mll1 PtSubLead2 e 0 84.0 92.0 98.0 103.0 108.0 114.0 121.0 inf
SR 0j DF Mll1 PtSubLead2 m 0 82.0 90.0 96.0 102.0 108.0 115.0 124.0 inf
SR 0j DF Mll1 PtSubLead3 e 0 93.0 101.0 107.0 113.0 118.0 124.0 130.0 inf
SR 0j DF Mll1 PtSubLead3 m 0 93.0 101.0 107.0 112.0 117.0 123.0 130.0 inf
SR 0j DF Mll2 PtSubLead2 e 0 87.0 95.0 101.0 106.0 111.0 117.0 124.0 inf
SR 0j DF Mll2 PtSubLead2 m 0 86.0 94.0 100.0 106.0 111.0 117.0 125.0 inf
SR 0j DF Mll2 PtSubLead3 e 0 94.0 102.0 108.0 113.0 118.0 124.0 130.0 inf
SR 0j DF Mll2 PtSubLead3 m 0 93.0 101.0 107.0 112.0 117.0 123.0 130.0 inf
SR 1j DF Mll1 PtSubLead2 e 0 80.0 91.0 101.0 111.0 123.0 inf
SR 1j DF Mll1 PtSubLead2 m 0 80.0 91.0 101.0 110.0 121.0 inf
SR 1j DF Mll1 PtSubLead3 e 0 85.0 96.0 107.0 116.0 129.0 inf
SR 1j DF Mll1 PtSubLead3 m 0 85.0 97.0 107.0 117.0 130.0 inf
SR 1j DF Mll2 PtSubLead2 e 0 86.0 97.0 106.0 115.0 125.0 inf
SR 1j DF Mll2 PtSubLead2 m 0 88.0 98.0 106.0 115.0 125.0 inf
SR 1j DF Mll2 PtSubLead3 e 0 89.0 99.0 108.0 118.0 130.0 inf
SR 1j DF Mll2 PtSubLead3 m 0 89.0 100.0 109.0 119.0 130.0 inf
Table 8.2: Boundaries of the signal region bins in GeV after the heuristic tree-search algorithm
remapping procedure. The convention for the signal region names is as follows: SR 0j DF
(SR 1j DF) signifies a Njet = 0 (Njet = 1) different flavor signal region category, Mll1 (Mll2)
denotes the regions with 10 < m`` < 30 GeV (30 < m`` < 55 GeV), while PtSubLead2
(PtSubLead3) denotes the regions with 15 < psubleadT < 20 GeV (p
sublead
T > 20 GeV) and the
final suffix e (µ) denotes that the subleading lepton is an electron (muon).
The likelihood function for the fit is constructed primarily as the product of Poisson
terms, one for each bin in all signal regions and one for each control region. Additionally,
systematic uncertainties are taken into account using ±1σ variations when possible and are
modeled as nuisance parameters, each with a dedicated constraint term. The full likelihood
can be written as
L
(
µ, ~θ
)
= {
`2∏
l=e,µ
pT∏
p=1,2
m`∏`
m=1,2
Njets∏
j=0,1
NmTbins∏
i=1
P (Nlpmji|µ · slpmji(~θ) +
∑
Φ
βΦb
Φ
lpmji(
~θ))}
×{
NCR∏
c=1
P (Nc|µ · sc(~θ) +
∑
Φ
βΦb
Φ
c (
~θ))} × {
∏
θ∈~θ
C(θ)}
(8.3)
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Figure 8.1: Overview of all regions included in the ggF fit. In each bin, the data is compared
with the total pre-fit expected background yields. The uncertainty bands are statistical
only.
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where s and b denote the expected signal and background yields in a particular bin, while µ
is the signal strength parameter of interest and Φ denotes a particular background process
with normalization factor βΦ. Only the normalization factors for the WW , top, and Z → ττ
processes are allowed to float, however, with the rest being fixed to unity. In addition,
P (x|y) represents the Poisson probability to observe x events when y are expected and C(θ)
represents a constraint term for the nuisance parameter θ.
The signal and background yields are allowed to vary as functions of the nuisance
parameters ~θ. Specifically, they are parameterized as s = s0×
∏
ν(θ), in which the response
to each nuisance parameter is factorized from the nominally expected rate. Four general
uncertainty sources are distinguished, each with a different form for ν(θ): a flat rate source,
a shape source, a statistical source, and a normalization source. Flat rate sources take the
form νflat(θ) = κ
θ with κ being determined by measuring νflat at θ = ±1. In this case, the
constraint term C(θ) is a unit gaussian. Systematics which can affect both rate and shape
are first split into a separate flat component and a pure shape component in such a way
that varying the pure shape component has no effect on the overall expected rate. The
pure shape component uses vertical linear interpolation to estimate the variation, with its
constraint term being a truncated gaussian. The statistical uncertainties are modeled with
a Poisson constraint P (θ˜|θλ), which represents an auxiliary measured number of events θ˜
with an expected number θλ. The constraint term for a normalization source is analogous
to the one for a statistical source, except that the observed and expected number of events
in the relevant control region are instead used.
The two types of experimental systematics described in section 7.1 can affect the fit
in fundamentally different ways. While efficiency scale factor systematics only change
the weight of each event and are therefore fully correlated to the nominal yields, the
four-momentum systematics can cause events to migrate into or out of a signal or control
region2. For Monte Carlo events with low statistics, this can also lead to artificially large
and unphysical variations. In order to improve the fit stability and reduce convergence time,
a procedure referred to as “pruning” is implemented in which certain uncertainties found to
be sufficiently small are neglected. First, rate uncertainties are removed from the fit for a
particular sample in a region if its variation is found to be less than 0.5%. Afterwards, any
shape uncertainty for which no single bin in a region is over 0.5% is also removed from the
fit.
A likelihood fit is first performed using an Asimov dataset that is generated by setting
µ = 1 in order to measure the expected ggF signal significance and the expected uncertainties
on the ggF signal strength. The expected ggF signal significance is found to be Z = 5.3,
while the expected uncertainties on µ are shown in Table 8.3 along with a breakdown of
the uncertainties shown in Figure 8.2. A likelihood fit is then performed using the full
observed dataset. The ranking of nuisance parameter impact on the signal strength is given
in Figure 8.3, while correlations between the nuisance parameters are displayed in Figure 8.4.
The final post-fit event yields for each signal region bin and control region are shown in
Table 8.4.
2For example in an event with nominally one jet, a jet energy scale uncertainty might fluctuate its
four-momentum such that it becomes subthreshold and the event migrates from an Njet = 1 category into
an Njet = 0 category.
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Source ∆µ/µ [%]
Data statistics ±9.7
MC statistics ±6.3
Theoretical uncertainties ±12.0
ggF signal ±9.1
WW ±6.5
Top-quark ±4.6
Other V V ±2.9
Fake factor uncertainties ±6.8
Electron sample composition ±0.9
Electron EW subtraction ±0.9
Muon sample composition ±3.7
Muon EW subtraction ±3.7
Experimental uncertainties ±11.2
B-Tagging ±6.7
Pile-up ±6.1
JER ±3.5
Electron eff. ±3.0
Background normalization ±9.4
Z+jets Njet = 0 ±5.4
top Njet = 0 ±5.9
TOTAL systematics ±19.8
TOTAL +22.0/− 21.0
Table 8.3: Summary of the expected uncertainties on the ggF signal strength µ. Only the
most important sources are listed for each category.
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Figure 8.2: The ranking distribution of the nuisance parameters participating in the ggF fit
to an Asimov dataset. Their pull and post-fit uncertainties are indicated by the blue dot
and associated error bar, respectively, while the yellow bands represent their contribution
to the total uncertainty in the analysis and is computed as the quadratic difference between
the uncertainty on µ in the main fit with all nuisance parameters and a fit for which the
nuisance parameter in question has been fixed to its best-fit value.
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Figure 8.3: The ranking distribution of the nuisance parameters participating in the full ggF
fit to the observed data. Their pull and post-fit uncertainties are indicated by the black dot
and associated error bar, respectively, while the yellow bands represent their contribution
to the total uncertainty in the analysis and is computed as the quadratic difference between
the uncertainty on µ in the main fit with all nuisance parameters and a fit for which the
nuisance parameter in question has been fixed to its best-fit value.
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Figure 8.4: Post-fit correlations of the nuisance parameters participating in the full ggF
fit to the observed data. Only nuisance para eters with correlations greater than 10% are
shown for visibility.
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8.3 VBF Statistical Treatment
The setup for the likelihood fit in the Njet≥ 2 category to extract the VBF signal strength
parameter shares many similarities with the ggF likelihood fit setup. Therefore, this section
focuses mainly on the differences between the two. After the signal selection in the Njet≥ 2
category described in subsection 4.5.3, one signal region is included in the fit by combining
the eµ and µe channels together into a single region. The BDT output distribution is used
as the discriminating variable in the final fit, with the BDT shape being considered in
the top control region and the Z → ττ control region being considered only as a single
bin. The BDT distribution is rebinned by scanning for the boundaries which provide the
best signal significance. Due to the analysis being affected by large Monte Carlo statistical
uncertainties, they are also considered in the significance which is defined as
Sig =
NS√
NS +NB + ∆N2B
(8.4)
where NS is the signal yield, NB is the total background yield and ∆NB is the total
background statistical uncertainty. The results of the BDT bin optimization are the
following bin boundaries: [-1,0.26,0.61,0.86,1]. An overview of all the regions considered in
the fit with pre-fit background yields is shown in Figure 8.5.
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Figure 8.5: Overview of all regions included in the VBF fit. In each bin, the data is
compared with the total pre-fit expected background yields. The uncertainty bands include
both statistical and systematic uncertainties.
The Monte Carlo statistical uncertainties tend to be relatively large in the VBF phase
space because of its unique event topology. A typical treatment (which is also utilized
for the ggF fit) is to group them together in a single bin for all backgrounds combined.
However, the assumption behind this simplification breaks down when the background
templates suffer from low statistics. Therefore, the Monte Carlo statistical uncertainties are
decorrelated between the separate processes for each bin in the VBF fit.
Each of the systematic uncertainties included in the VBF fit are listed in Table 8.5.
Uncertainties with negligible contributions are removed following the same pruning procedure
described in section 8.2. In addition, a so-called “smoothing” algorithm is implemented in
order to reduce the impact of Monte Carlo statistical uncertainties due to bin migration
effects that are present when considering four-vector systematics. Here, approximate
uncertainties for problematic bins are applied which are derived after combining bins until
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the statistical uncertainty in each of the merged bins (calculated in the nominal template)
is less than 5%.
Similarly to the ggF categories, a likelihood fit is first performed using an Asimov dataset
that is generated by setting µ = 1. The expected VBF signal significance is found to
be Z = 2.6, while the expected uncertainties on µ are shown in Table 8.6 along with a
breakdown of the uncertainties shown in Figure 8.6. A likelihood fit is then performed
using the full observed dataset. The ranking of nuisance parameter impact on the signal
strength is given in Figure 8.7, while correlations between the nuisance parameters are
displayed in Figure 8.8. The final post-fit event yields for the VBF signal region and control
regions as well as for each VBF signal region BDT bin are shown in Table 8.7 and Table 8.8,
respectively.
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4− 3− 2− 1− 0 1 2 3 4
ATLAS_FT_EFF_Eigen_Light_0
ATLAS_JET_EtaIntercalibration_Modelling
Theo_WW_CKKW
Theo_vbf_PDF
Theo_ttbar_ME
Theo_ttbar_Rad
pdf_Higgs_qq
gamma stat temme TopCR bin 3
ATLAS_FT_EFF_Eigen_B_1
HWW_FakeFactor_mu_Com
Zjetstautaugamma_bin2
Theo_vbf_PS
Theo_WW_Scale
HWW_FakeFactor_el_EWSUBTR
ATLAS norm Zjets
ATLAS_JET_Pileup_PtTerm
Theo_gg2H_PS
ATLAS_JET_Flavor_Composition_Top
ATLAS_PRW_DATASF
Theo_ttbar_PS
ATLAS_LUMI
OtherVVgamma_bin3
FakeFactor_QCDsys
ATLAS norm top
HWW_FakeFactor_mu_STAT_combined_3_1
WWgamma_bin3
MjjModel
Theo_vbf_ME
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µPost-fit Impact on =125 GeVHm
Figure 8.6: The ranking distribution of the nuisance parameters participating in the VBF
fit to an Asimov dataset. Their pull and post-fit uncertainties are indicated by the black
dot and associated error bar, respectively. The dashed lines represent their post-fit impacts,
which are evaluated by changing them by their profiled error at the maximum likelihood.
The yellow and green bands represent their pre-fit impacts, which are evaluated by changing
their value by their pre-fit uncertainty.
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Systematic uncertainty Type Comp.
Luminosity N 1
Physics Objects
Jet energy scale SN 21(23)
Jet energy resolution SN 1
b-tagging efficiency SN 3
c-tagging efficiency SN 4
Light jet-tagging efficiency SN 5
Muon resolution SN 1
Muon momentum scale SN 1
Muon efficiency SN 6
Electron resolution SN 1
Electron momentum scale SN 6
Electron efficiency SN 32
MET uncertainty SN 3
Pile up Reweighing SN 1
JVT SN 1
FJVT SN 1
Background MC Model x
ggF+2j- QCD scale NS 1
ggF+3j- QCD scale NS 1
ggF+2j- UEPS N 1
ggF+2j- Matching N 1
Top generator NS 2
Top PS NS 2
Top Radiation NS 2
Top Interfeence NS 1
QCD WW generator NS 1
QCD WW - QCD Scale NS 1
QCD WW - PDF NS 1
QCD WW - CKKW N 1
Data driven background
Fake systematics N 15
Fake systematics on QCD Corr. S 1
Signal Model
vbf- Generator N 1
vbf- QCD scale NS 1
vbf- PS NS 1
vbf- PDF NS 1
Table 8.5: The list of systematic uncertainties considered in the VBF fit. An “N” denotes a
normalization or rate only systematic, while an “S” denotes a shape only systematic. An
“NS” means that both shape and rate systematics are taken into account. The number of
components in a given systematic uncertainty are also reported. For the jet energy scale
uncertainty, the effective number of nuisance parameters included in the fit is 23 due to
the jet flavor composition systematics being decorrelated between WW , top, and other
signal/background processes.
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Component Error on µ
CTRL +0.261 / -0.249
SYS +0.251 / -0.245
SR STAT +0.332 / -0.31
STAT +0.336 / -0.313
TOT +0.417 / -0.397
NormZ→ττ +0.0493 / -0.0442
Normtop +0.0217 / -0.0199
µ-Fake EWSUBTR +0.0777 / -0.0841
Theo: WW ME +0.0798 / -0.0804
Theo: ggf QCDScale3j +0.0716 / -0.0711
Fake QCD Corr. +0.0714 / -0.0687
Theo: tt¯ PS +0.0654 / -0.0648
Theo: ggf QCDScale2j +0.0608 / -0.0617
Mjj Model +0.062 / -0.0564
Theo: tt¯ ME +0.0529 / -0.0518
Theo: WW Scale +0.0519 / -0.0515
µ-Fake STAT Bin3 +0.0495 / -0.0486
JER +0.0457 / -0.0489
e-Fake EWSUBTR +0.0497 / -0.0484
Table 8.6: Summary of the expected uncertainties on the VBF signal strength µ for data
and Monte Carlo statistics as well as the most highly ranking experimental and theory
systematics.
Process SR Top CR Ztt CR
OtherVV 70.55 ± 13.72 9.71 ± 4.93 18.47 ± 5.06
WW 384.48 ± 59.27 51.75 ± 6.40 21.21 ± 2.98
W+jets 108.49 ± 38.19 181.81 ± 51.86 25.55 ± 2.94
Z → ττ 297.64 ± 41.83 50.50 ± 9.82 369.39 ± 24.71
top 1234.01 ± 89.38 7361.64 ± 102.59 54.80 ± 6.16
htt 2.26 ± 0.32 0.30 ± 0.06 5.32 ± 0.69
vh 3.63 ± 0.33 1.08 ± 0.13 0.22 ± 0.09
gg2H 36.67 ± 13.37 5.32 ± 0.75 2.81 ± 0.18
Bkg 2137.74 ± 47.43 7662.31 ± 87.39 497.83 ± 22.33
Signal 29.90 ± 16.36 3.48 ± 1.97 2.77 ± 1.52
SignalExpected 43.30 ± 23.70 5.04 ± 2.85 4.02 ± 2.21
S/B 1.41e-02 4.55e-04 5.57e-03
S/
√
(S +B) 6.42e-01 3.98e-02 1.24e-01
data 2164 7668 501
Table 8.7: Post-fit event yields for the VBF signal region and control regions. Both statistical
and systematic uncertainties are included.
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Figure 8.7: The ranking distribution of the nuisance parameters participating in the full
VBF fit to the observed data. Their pull and post-fit uncertainties are indicated by the
black dot and associated error bar, respectively. The dashed lines represent their post-fit
impacts, which are evaluated by changing them by their profiled error at the maximum
likelihood. The yellow and green bands represent their pre-fit impacts, which are evaluated
by changing their value by their pre-fit uncertainty.
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Figure 8.8: Post-fit correlations of the nuisance parameters participating in the full VBF fit
to the observed data.
Process Bin1 Bin2 Bin3 Bin4
OtherVV 52 ± 10 10.7 ± 2.1 5.0 ± 1.0 2.7 ± 0.6
WW 309 ± 48 34.6 ± 5.6 28.9 ± 5.7 10.2 ± 2.4
W+jets 73 ± 32 14.9 ± 5.7 13.8 ± 5.8 7.54 ± 2.5
Z → ττ 226 ± 32 34.7 ± 5.0 31.8 ± 4.7 4.36 ± 0.7
top 1075 ± 74 91.6 ± 9.6 54.5 ± 7.3 13.4 ± 2.3
htt 1.3 ± 0.2 0.41 ± 0.06 0.38 ± 0.06 0.19 ± 0.03
vh 3.0 ± 0.3 0.32 ± 0.03 0.27 ± 0.03 0.05 ± 0.01
gg2H 14.1 ± 5.2 8.2 ± 3.0 9.1 ± 3.1 5.16 ± 2.07
Bkg 1755 ± 40 195.5 ± 9.6 143.7 ± 9.5 43.660 ± 5.04
Signal 1.8 ± 1.0 3.0 ± 1.7 8.1 ± 4.4 17.20 ± 9.34
SignalExpected 2.6 ± 1.4 4.3 ± 2.4 11.6 ± 6.4 24.660 ± 13.44
data 1761 187 156 60
Table 8.8: Post-fit event yields in the VBF signal region for each BDT bin. Both statistical
and systematic uncertainties are included.
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Chapter 9
Results
This chapter summarizes the results of the analysis presented in this thesis. The expected
ggF and VBF signal strengths are first obtained from fits using Asimov datasets and are
found to be
µexpggF = 1.00± 0.10(stat.)±+0.19−0.18(syst.) = 1.00+0.22−0.21
µexpVBF = 1.00
+0.33
−0.31(stat.)± 0.25(syst.) = 1.00+0.42−0.40
where statistical and systematic uncertainties are also reported separately. A combined fit
using the full observed dataset is then performed, resulting in observed ggF and VBF signal
strengths that are simultaneously determined to be
µobsggF = 1.10
+0.10
−0.09(stat.)
+0.13
−0.11(theo syst.)
+0.14
−0.13(exp syst.) = 1.10
+0.21
−0.20
µobsVBF = 0.62
+0.29
−0.27(stat.)
+0.12
−0.13(theo syst.)± 0.15(exp syst.) = 0.62+0.36−0.35.
The observed (expected) ggF and VBF signals have significances of 6.0 (5.3) and 1.8 (2.6)
standard deviations, respectively.
The post-fit mT distribution for the combination of Njet = 0 and Njet = 1 signal regions
is shown in Figure 9.1, while the post-fit BDT score distribution in the VBF signal region
is shown in Figure 9.2. Both of these figures include the final background normalization
factors that are extracted from the fit and displayed in Table 9.1, as well as the measured
signal strengths. The normalization factors obtained from the fit are compatible with those
shown in Table 5.9 which use the simple matrix inversion method, where differences are
attributable to correlations with the constrained nuisance parameters.
Category WW tt¯/Wt Z/γ∗
Njet,(pT>30 GeV) = 0 ggF 1.06 ± 0.09 0.99 ± 0.17 0.84 ± 0.04
Njet,(pT>30 GeV) = 1 ggF 0.97 ± 0.17 0.98 ± 0.08 0.90 ± 0.12
Njet,(pT>30 GeV) ≥ 2 VBF – 1.01 ± 0.01 0.93 ± 0.07
Table 9.1: Post-fit normalization factors which are applied to the corresponding background
estimates in the signal regions. The errors include statistical and systematic uncertainties.
The predicted cross-section times branching fraction values are 10.4 ± 0.6 pb and
0.81± 0.02 pb for ggF and VBF production [68], respectively. With the signal strength µ
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Figure 9.1: Post-fit mT distribution for the Njet = 0 and Njet = 1 signal regions combined.
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for the Standard Model Higgs boson. The uncertainty band includes the total uncertainty
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being defined as the ratio of the measured signal yield to that predicted by the Standard
Model, the final observed cross-sections can be calculated in a straight-forward way as
σˆ = µˆ · σpred. and are determined to be
σggF · BH→WW ∗ = 11.4+1.2−1.1(stat.)+1.2−1.1(theo syst.)+1.4−1.3(exp syst.) pb = 11.4+2.2−2.1 pb
σVBF · BH→WW ∗ = 0.50+0.24−0.22(stat.)± 0.10(theo syst.)+0.12−0.13(exp syst.) pb = 0.50+0.29−0.28 pb.
A breakdown of the largest contributions to the total uncertainty in the cross-sections are
shown in Table 9.2. Finally, the 68% and 95% confidence level two-dimensional likelihood
contours of σggF · BH→WW ∗ vs. σVBF · BH→WW ∗ are displayed in Figure 9.3 which are in
agreement with the Standard Model prediction.
Source ∆σggF · BH→WW ∗ [%] ∆σVBF · BH→WW ∗ [%]
Data statistics 10 46
CR statistics 7 9
MC statistics 6 21
Theoretical uncertainties 10 19
ggF signal 5 13
VBF signal <1 4
WW 6 12
Top-quark 5 5
Experimental uncertainties 8 9
b-tagging 4 6
Modeling of pileup 5 2
Jet 2 2
Lepton 3 <1
Misidentified leptons 6 9
Luminosity 3 3
TOTAL 18 57
Table 9.2: Breakdown of the largest contributions to the total uncertainty in σggF · BH→WW ∗
and σVBF · BH→WW ∗ , with the individual uncertainties being grouped together. The sum in
quadrature of individual components differs from the total uncertainty due to correlations
between components.
Figure 9.3: Two-dimensional likelihood contours at the 68% (blue) and 95% (red) confidence
levels of σggF · BH→WW ∗ vs. σVBF · BH→WW ∗ . The Standard Model prediction is shown
with a red marker, with error bars representing the respective ggF and VBF theory
uncertainties [68].
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Chapter 10
Conclusions
The analysis of the H→WW ∗ decay mode to two leptons, offering together one of
the most challenging and the most sensitive measurements of Higgs boson production,
is presented in this thesis. The product of the H→WW ∗ branching ratio times
the ggF and VBF cross-sections are measured to be 11.4+1.2−1.1(stat.)
+1.8
−1.7(syst.) pb and
0.50+0.24−0.22 (stat.) ± 0.17(syst.) pb, respectively, which correspond to observed signal
strengths of 1.10+0.21−0.20 and 0.62
+0.36
−0.35, respectively, and are compatible with the Standard
Model prediction of µ = 1. These results are competitive with the analysis published
previously on Run 1 data in which there was already an observation in the ggF production
mode with a 6.1 sigma excess [18]. Although the present analysis had access to a larger
integrated luminosity (36.1 fb−1 instead of 20.3 fb−1) and a higher Higgs cross-section (by a
factor of 2.3 for the ggF production mode), a number of factors prevent it from achieving
significantly better results than the Run 1 analysis, including the exclusion of the same
flavor channels and leptons between 10 < pT < 15 GeV in addition to larger background
rates. For example, the top cross-section increased by a factor of 3.3, while significantly
more mis-identified leptons are observed as well - which is likely attributable to higher
pileup conditions, leading to less-performant lepton isolation.
Further studies will be performed in the future in addition to inclusive cross-section
measurements in order to probe for any deviations from the Standard Model. For example,
differential and fiducial cross-sections will be reported in bins of key variables such as
number of jets and Higgs boson pT as was done with the Run 1 dataset [32]. In addition,
the results will be reported in the context of a simplified template cross-section (STXS)
framework which is by now common across all Higgs analyses, simultaneously representing
a way to more cleanly separate measurement from interpretation so as to reduce theory
dependencies and providing more finely-graind measurements in a way which still allows for
the global combination of the measurements in all decay channels. Efforts are also underway
to incorporate future analyses into global effective field theory (EFT) parameters which
interpret the current Standard Model as the low energy limit of some more fundamental
theory.
The sensitivity of the VBF measurement is still driven by its statistical uncertainty,
which will be improved once the full Run 2 dataset (approximately 139 fb−1 of integrated
luminosity) is included with additional collision events recorded in the years 2017 and 2018.
The sensitivity of the ggF measurement, on the other hand, is already driven by systematic
uncertainties. Therefore, its largest improvements in the future will need to come from a
reduction in experimental and theoretical uncertainties.
The reliance on theory predictions can be reduced by employing more data-driven
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methods, which will benefit from an increase in data statistics. Experimental uncertainties
that are constrained by external measurements will improve as the dataset grows, since
these measurements will also profit from the increase in statistical power. In addition, new
ATLAS algorithms will be used for the next H→WW ∗ measurements which are expected
to improve the performance across multiple key areas of the analysis. For example, jets will
be reconstructed using so-called “particle flow” objects which make use of both calorimeter
and tracking information [25] and will be b-tagged with a deep neural network for better
b-jet discriminatory power [24].
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Appendix A
Additional Control Region
Distributions
A.1 WW CRs
Additional kinematic distributions in the 0 and 1 jet WW control regions can be seen
in Figure A.1 and Figure A.2, respectively, where reasonable data and MC agreement is
consistently observed.
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Figure A.1: Additional kinematic distributions in the 0 jet WW control region. The
normalization factors from Table 5.9 have been applied. The uncertainty bands represent
the quadratic sum of the statistical and experimental systematic rate uncertainties.
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Figure A.2: Additional kinematic distributions in the 1 jet WW control region. The
normalization factors from Table 5.9 have been applied. The uncertainty bands represent
the quadratic sum of the statistical and experimental systematic rate uncertainties.
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A.2 Top CRs
Additional kinematic distributions in the 0 and 1 jet Top control regions can be seen in
Figure A.3 and Figure A.4, respectively, where reasonable data and MC agreement is
consistently observed.
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Figure A.3: Additional kinematic distributions in the 0 jet Top control region. The
normalization factors from Table 5.9 have been applied. The uncertainty bands represent
the quadratic sum of the statistical and experimental systematic rate uncertainties.
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Figure A.4: Additional kinematic distributions in the 1 jet Top control region. The
normalization factors from Table 5.9 have been applied. The uncertainty bands represent
the quadratic sum of the statistical and experimental systematic rate uncertainties.
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A.3 Z → ττ CRs
Additional kinematic distributions in the 0 and 1 jet Z → ττ control regions can be seen
in Figure A.5 and Figure A.6, respectively, where reasonable data and MC agreement is
consistently observed.
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Figure A.5: Additional kinematic distributions in the 0 jet Z → ττ control region. The
normalization factors from Table 5.9 have been applied. The uncertainty bands represent
the quadratic sum of the statistical and experimental systematic rate uncertainties.
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Figure A.6: Additional kinematic distributions in the 1 jet Z → ττ control region. The
normalization factors from Table 5.9 have been applied. The uncertainty bands represent
the quadratic sum of the statistical and experimental systematic rate uncertainties.
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2.1 In the symmetric phase (left), there is a unique vacuum at < Φ >= 0 and it
is U(1) invariant. In the non-symmetric phase (right), there exist an infinite
number of degenerate vacuum states that share the same |< Φ >| but which
are all realized by the selection of a different complex phase. An arbitrary
choice of the argument is what breaks the U(1) symmetry. . . . . . . . . . . 8
2.2 Color coded sketch of a proton-proton collision as simulated by a Monte Carlo
event generator. The red indicates both the primary hard-scatter process as
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