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ABSTRACT 
 
Since the inception of Internet of Things (IoT) framework, the amount of 
interaction between electronic devices has tremendously increased and the ease of 
implementing software between such devices has bettered. Such data exchange between 
devices, whether between Node to Server or Node to Node, has paved way for creating 
new business models. Wireless Video Sensor Network Platforms are being used to 
monitor and understand the surroundings better. Both hardware and software supporting 
such devices have become much smaller and yet stronger to enable these. Specifically, 
the invention of better software that enable Wireless data transfer have become more 
simpler and lightweight technologies such as HTML5 for video rendering, Common 
Gateway Interface(CGI) scripts enabling interactions between client and server and 
WebRTC from Google for peer to peer interactions. The role of web browsers in enabling 
these has been vastly increasing. 
 
Although HTTP is the most reliable and consistent data transfer protocol for such 
interactions, the most important underlying challenge with such platforms is the 
performance based on power consumption and latency in data transfer.  
 
In the scope of this thesis, two applications using CGI and WebRTC for data transfer 
over HTTP will be presented and the power consumption by the peripherals in 
transmitting the data and the possible implications for those will be discussed. 
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Chapter 1 
 
INTRODUCTION 
 
 In the past few decades technology has evolved to a very large extent giving the 
end user a better opportunity every day to be more creative and make mundane activities 
easier, simpler and more importantly, faster.  The power of hardware resources has 
increased exponentially. Although the basic components of a computer more or less 
remain the same since its inception, the betterment of each component has driven to 
faster computation speeds and data access rates. For example, hard drives have now been 
replaced by Solid State devices and Flash drives [1, 2]. This has led to faster access of 
data within the devices. With the rise of smart handheld devices, the sizes of the 
hardware have further gotten smaller and more powerful [43, 44]. To support such 
devices, the software on these platforms have unarguably become lightweight and 
efficient in performing basic activities like capturing images, recording video and playing 
them back on compatible platforms or transfer data between modules and yet have better 
performance and less power consumption [4, 5]. Similarly, the potential of wireless 
networking to handle huge data transfer from one device to another has reached new 
heights [6]. Also, research and advancements in the field in Optical fibers to enable high 
speed data communications with bigger bandwidths and their interactions with wireless 
protocols [69] has paved way for better connectivity. Passive Optical Networks (PON) 
and gigabit Ethernet class WLANs have come into existence. All these developments 
have expanded the horizon for a user to think and develop new simpler and yet more 
 2 
 
powerful platforms to solve some basic everyday problems. A simple example is when a 
user reaches within the radius of his Personal Area Network (PAN), such as within his 
router accessible area, he/she could have a small embedded system to automatically 
perform some task such as opening the garage door [45] and switch the lights on inside 
the house or turn on the thermostat inside his residence to a particular temperature. 
Another example is to have sensors in his residence to send an alert [46] to the user 
instantly if there is any suspicious activity such as a break in. Enhancements in cloud 
platforms and virtualization have also seen a tremendous growth in trying to solve 
problems [7, 8].  
The developments in lightweight software technologies such as HTML5 [18, 19, 20], 
Asynchronous JavaScript and XML (AJAX) and newer Application Programming 
Indexes (API) such as WebRTC [11, 12, 15] have enabled data sharing easier than ever.  
With such hardware and software developments, the next most important challenge has 
been connectivity between such devices using wireless networking technologies and this 
has led to a new framework called the Internet of Things (IoT) [24,25,26,27]. The 
Internet of Things is basically a collection of sensors gathering data, working in tandem 
with hardware and software to provide an analysis of that data to solve problems. It uses 
a centrally configured system, which could be a server or a cloud platform to understand 
data and provide solutions or making decisions. Simple examples include creating 
weather maps using temperature sensors [47], gauging variables in locations not easily 
accessible, capturing images or controlling devices based on proximity and acting 
accordingly.  
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In this document, one such application on how video data is captured using a camera  and 
it's transmission using Wi-Fi to a customized centrally managed Mongoose server to 
render the live video captured on a custom built Wireless Video Sensor Network 
Platform player (henceforth called WVSNP player) is discussed. The WVSNP-DASH 
player [34, 35] uses AJAX [61] to render the data onto the player built on HTML5. The 
focus of this document is on how the data is transmitted from the client to the server host 
using CGI scripts [31] and from one peer to another using WebRTC [16] and the 
performance in terms of power consumed and latency in transmitting the data.  
CGI is a standard used to create executable binary scripts on a server that respond to a 
call from a client side script that understands and generates web pages dynamically on a 
web browser. The client request could be either from a user accessing a HTML page or 
an internal JavaScript call to the CGI executable on the server. 
WebRTC is an acronym for Web Real Time Communications which is a multimedia 
platform introduced by Google in 2011 for browser to browser communications. This 
platform enables multimedia and file transfer between peers [48]. This document 
discusses how an open source application built using WebRTC works and how it can be 
used to transfer data from one peer to another without the involvement of an external 
server platform and compare between the performances of gathering data using CGI and 
WebRTC. 
 
In Chapter 2, the role of Internet of Things in communications and how interactions 
between modules keep users informed and how versatile IoT can be, is discussed. Also, 
importance of lightweight technologies in embedded systems, specifically the 
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Application layer in the OSI architecture is detailed. Chapter 3 discusses how Web 
applications for Wireless Video Sensor Network platforms work and how video data is 
rendered onto the custom built WVSNP player along with how the existing CGI scripts 
work to invoke sensors to take snapshots or capture video data and save it into the 
Mongoose server. Chapter 4 elaborates the integrated WVSNP dashboard and explains 
other functionalities enabled Chapter 5 describes about WebRTC, the new age browser 
platform for enabling data transfer between peers and its advantages. Chapter 6 discusses 
the testbed using Powerstat, an open source tool to read the power consumption and 
latency differences between fetching files using CGI and WebRTC. Also, it shows the 
test bed for using ZigBee modules for file transfer. Chapter 7 evaluates and compares the 
performances between each mode of data transmission and based on them the 
recommendations are outlined. 
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Chapter 2 
 
INTERNET of THINGS 
 
 Today's technology hugely relies on networking and vice versa. The 
interconnection of physical sensors that are embedded with small electronic devices to 
interact with software and provide data for analysis is the prime motto of this IoT 
framework.  This framework is now gaining a lot of momentum due to the fact that 
devices have now gotten much smarter than before and are integrated with better sensors 
and software applications that can invoke and read data from those sensors and provide 
an analysis or better decision making using such data.  
Interaction between devices using such data has paved ways for new business models and 
creating better economic scenarios [28]. For example, integrating a camera at a high 
security location for video surveillance is a scenario existing from long, but having 
cameras secure residential areas whenever the resident is leaving the house (invoking a 
camera once the mobile device used by the house owner is not in his residences’ Wi-Fi 
range) is a novice, which is now cost effective and easier to handle [49]. Tracking our 
physical stress levels by using different types of sensors like accelerometers have reached 
new heights [50]. The accuracy of sensors, smaller sizes of physical hardware systems 
and easier connectivity of these devices to the internet using Bluetooth, Wi-Fi or ZigBee 
[56] modules have enabled such low cost and efficient mechanisms to sustain and grow 
the standard of living. These recent developments have paved way to the big technology 
organizations such as Intel Corp., Dell and Freescale semiconductors (now NXP) [51] to 
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take interest and invest in Healthcare solutions [29] and create specific products to solve 
problems on the IoT platform. 
The growth of data analysis has been very crucial to such developments. Big data 
solutions using data analysis technology platforms such as Hadoop, R, and Matlab are 
playing a major role in enhancing the creativity in providing better and faster solutions.  
Data storage, cloud computing and virtualization [7, 8] have enabled technicians working 
on such platforms in being more free in exploring new solutions. Organizations providing 
cloud storage spaces and solutions have enabled people to focus on the technical aspects 
of solving a problem while the hardware and networking logistics are taken care of very 
easily by these organizations. One such example is Amazon Web Services. Businesses 
that run on handheld devices such as social networking applications, messaging services 
and other innovative startup ideas have gained immense acceptance that the platforms 
that support them need more data storage spaces. Services that offer such storage space 
solutions simply increase the number of hardware devices that support the networking 
speeds to cater to the increasing number of users [62]. 
The most important factor for better performance in terms of speed and power 
consumption largely depends on the type and size of the software going into these IoT 
peripherals [52]. Linux is an open source operating system which gives a developer the 
freedom to customize it according to the needs of the user [36]. For example, the 
WVSNP dashboard (discussed in detail in the further sections) has the capability to 
receive data wirelessly from small embedded peripherals. These peripherals simply carry 
a small Linux kernel over which the necessary libraries to perform certain set of specific 
tasks are embedded such as capturing video data or taking snapshots using open source 
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multimedia platforms such as Gstreamer [37] and FFmpeg [38] and save them to the 
mongoose server [39]. For the case discussed here, Yocto kernel distros [53] are used. 
The size of the distro (Linux distribution) is under 200 MB which is comparatively a very 
small size.  
The WVSNP dashboard is a browser agnostic integrated application that runs on very 
lightweight technologies such as HTML5 and JavaScript (JS) on the client's side. Every 
browser that exists today is JavaScript enabled to understand the client requests. Earlier 
versions of HTML were not capable of handling audio or video using simple tags. To 
create a media element, JavaScript was used to render it on a player or an external plugin 
such as flash was to be installed which meant the overhead of the code to do so was much 
larger that it is now. With the introduction of HTML5, the handling of these have become 
much easier. 
A simple example for audio and video tags: 
Video tag: 
<video width="300" height="200" controls> 
 <source src="home/harsha/movie.mp4" type="video/mp4"> 
 <source src="home/harsha/movie.ogg" type="video/ogg"> 
 Your browser does not support the video tag. 
</video> 
Audio tag: 
<audio src="home/harsha//test/audio.ogg"> 
<p>Your browser does not support the <code>audio</code> element.</p> 
</audio> 
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The above code snippet simply makes sure that a video element and an audio element is 
rendered onto the html page with the source from the local filesystem. These tags were 
introduced very recently in HTML5 and replace the earlier <object> tag that was 
typically used to render multimedia on the browsers.  Also, a HTML5 <canvas> tag is 
introduced to modify graphics on the html page. This tag is simply a graphics container 
that renders changes via a scripting language which is generally JavaScript since the 
browser understands it easily.  
With HTML5 becoming an industry standard to enable a more interactive browser 
developments, there have been drastic visible changes within applications to incorporate 
the handling of multimedia elements using this technology. For example, YouTube, 
which earlier required flash plugin to be manually installed on the browser to enable 
video and audio streaming, has almost completely moved to HTML5 [40], which simply 
means that the browser now does less amount of work to render the video on the player. 
The mobile game application industry vastly uses HTML5 to draw images on the 
applications. It also provides developers with important tools such as GeoLocation API, 
Canvas drawing and supporting CSS3 on browsers. Offline storage of data in the browser 
received is another advantage with HTML5 which gives the option to store files and 
playback on the video player to support streaming data while the connectivity to the 
internet is down. 
 
Such developments have led to the rise of JavaScript enhancements and opening new 
corridors for innovation in media data transmission. WebRTC (discussed in detail in 
further sections) is one such platform that enables peer to peer communication without 
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the presence of an intermediate service provider. Google hangouts is an application used 
for data transfer or video conferencing which supports WebRTC. Since this is an open 
source project maintained by Google developers any user can use it for their application 
to communicate with their peers.  
With these developments, Internet of Things framework has proven its ability to become 
the next important platform for development. With rise of new technology, there are 
obviously new issues faced, of which security is the one the primary ones. Data such as 
Video and Image transfer over the internet needs to be encrypted at all times to maintain 
high security standards. Sensors that capture images and video needs transformation and 
encryption at all times to make sure that they are safe and are reaching the intended 
recipient without them being manipulated. Research in this direction [71, 72, 73, 74] have 
given a better understanding of security that could be implemented in multiple layers in 
the OSI architecture scheme. WebRTC is a platform that answers this issue. Further 
sections will discuss this in detail. 
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Chapter 3 
 
WEB APPLICATIONS FOR WIRELESS SENSOR NETWORKS 
 
 There are multiple wireless protocols to enable data transmission between 
devices. Based on the type of environment and the necessity, these standards are used 
accordingly. As the speeds of the wireless standard increases, the power consumed by the 
device also increases. Examples are Wi-Fi, Bluetooth and ZigBee. With the help of the 
application layer in the Open System Interconnection (OSI) architecture, the performance 
of the system can be bettered using technologies that work with it. HTTP is one such 
protocol.  
The WVSNP player is based on this protocol which is contemporary to the existing video 
rendering standards available in the industry, namely, HTTP Live Streaming (HLS) [41] 
and MPEG-Dynamic Adaptive Streaming over HTTP (DASH) [42]. Previous studies on 
the scalability of the video traffic over the internet and their quality characterization of 
the video segments using MPEG file formats have given a new perspective in providing 
heterogeneous and scalable libraries for long scale video traces [70]. The basic difference 
between the aforementioned protocols and the WVSNP-DASH [34, 35] is the way the 
file is named i.e. all the information of the files being recorded or stored is encoded into 
the file rather than having a different name to it and decode the file name to fetch it for 
playback. The data that is being transmitted contains the entire information of the file that 
is being rendered and the number of chunks it has been segmented into. In contrast, the 
HLS and WVSNP-DASH players use the method of renaming files with a protocol 
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specific naming convention which later is decoded while fetching the data back on the 
players using these protocols. All of this takes place once the data is being recorded or 
when is being fetched into the respective players. It has been determined that the 
performance by the WVSNP player is better than player implementing the HLS protocol 
and almost equaling the MPEG-DASH protocol [4]. The following is the naming 
convention used for this player: 
 
<filename>-<maxpresentation>-<presentation>-<mode>-<maxsegment>-
<startindex>.< ext > 
Filename represents the initial name given to the file before data is recorded. It could 
either be a URL to a file or a location in the filesystem. 
Maxpresentation is an integer value that depicts the maximum segment that is buffered 
into the player. 
Presentation is another integer that depicts the current segment being rendered onto the 
player at that instant. 
Mode tells the user whether the video rendered is live (LIVE) or video on demand 
(VOD). 
Maxsegment is an integer value that depicts the maximum number of segments that will 
be recorded or available for the corresponding video rendered on the player. 
StartIndex gives the current index being rendered onto the player at that instant. Based 
on the segment size this index increments. 
Ext is the media source file type. If the browser or the player is incompatible with the 
media source extension then it would return an error when rendered. 
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3.1   AJAX role in fetching data onto the WVSNP Player 
The representation of the WVSNP-DASH files in the previous section is the resultant of 
implementation software using different high level front end technologies. These 
technologies put together can be simply called AJAX (Asynchronous JavaScript and 
XML). This web application is browser agnostic and as the name suggests it is 
asynchronous in the sense that the video player has the capability to fetch and render any 
segment from the server that has been captured already. In general, AJAX is a term for a 
set of technologies that are used to fetch data from the server using XML HTTP Requests 
(XHR) to load the new data into the HTML page without having to refresh the entire 
page. AJAX is not a standardized term. For a developer, it is called an XMLHttpRequest 
object, which is basically a HTML code working with JavaScript to send a request to a 
specific server, where the request carries some data as an XML (Extended Markup 
Language) or a JSON (JavaScript Object Notation) that the server understands based on 
which it responds to this request by sending some data. The server side has scripts to 
understand the request received and usually fetches data as a response to the request.  
The server used for this application is called Mongoose which is an open source 
lightweight platform by an organization Cesanta [39] that is generally recommended for 
embedded applications that involve web Graphical User Interface (GUI) on embedded 
devices. The Mongoose web server runs on the embedded peripheral. The web server's 
binary points to the location in the filesystem based on the path mentioned in its 
configuration file mongoose.conf. When the server is up and running, the client enters the 
IP address of the server and accesses the WVSNP player through port 8080 and uses the 
wvsnpdash.shtml to invoke the player. Below is the face image of the WVNSP player. 
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Figure 1: WVSNP-DASH player built on HTML5 
The server runs the player on the client’s machine and the most important point to be 
noted here is that the browser on which the player is being invoked should be JavaScript 
enabled, which generally is the case, unless the user intends to disable it. 
In the image above, a default video is rendered which is already present in the server and 
to which the player currently points to. When the user clicks on the play link, an 
XMLHttpRequest (XHR) is made to the server as shown below.  
 
Figure 2: Flow chart showing client interaction with server 
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As shown in the figure above [63], the XHR carries the request from the HTML page 
using the JavaScript action defined for the request (as a form on HTML or an internal 
JavaScript call using Get or POST methods). In the WVSNP player, since HTML5 is 
used for media source interactions, the <video> and <canvas> tags are used for easy 
rendering on the player as discussed in the earlier sections. Once the play button on the 
WVSNP player is invoked, an XHR request is sent to the Mongoose server requesting for 
the data to be sent to the player from the location that is mentioned in the <video> tag. 
Below is the source that is referenced in the source code. 
<source class="wvsnp_src" 
src="video.segments/wvsnp_reference/2sec/mp4/wvsnp_reference-1-1-VOD-300-
1.mp4" /> 
 A ten minute long ASU video is used to display on the player as VOD and it is 
segmented into two second video segments which gives 300 segments from the single 
file. As discussed earlier about the video file format in this player, the segment number 
one which is two seconds long is fetched into the player as a response to the XHR and is 
rendered on the <video> tag, which then is played on the player. While this is being 
played, the video player is designed in a way to store the upcoming segments in the 
browser's cache using the file system API [64]. The sandboxing of data into the browser's 
cache is an important feature for the WVSNP player as this API enables fetching of 
upcoming segments (forwarding) or already played segments (rewinding) into the player. 
So basically, while the player is initiated, there are two tasks being performed 
simultaneously which are, fetching data using the Filesystem API and segment rendering 
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on the WVSNP player. The performance results for the player due to this have been 
presented by Lukas [4] and Tejas [5] in their respective documentation. Unfortunately, at 
this point, only chrome browser and the Google community is supporting the FileSystem 
API and is not being considered by any other major browsers and is not being considered 
as a World Wide Web Consortium (W3C) standard. Other browsers have shown very less 
interest and have not provided support over their browsers. At the time of developing, the 
player was enabled on all major browsers, but at this point, only Chrome supports it.  
The documentation by Tejas and Lukas show that the dynamic adaptive streaming using 
this WVSNP player is better than the existing HLS (Apple) and MPEG-DASH based 
video players in terms of the CPU load and power profiling for various video segment 
sizes. 
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Chapter 4 
 
INTEGRATED WVSNP-DASHBOARD 
 
 This section explains the various features available in the WVSNP-
DASHBOARD (dashboard henceforth) other than the home screen, which shows the 
WVSNP logo. Before going further, it is essential to discuss how Common Gateway 
Interfaces (CGI henceforth) works as most of the features discussed in this section are 
based on CGI scripts residing in the mongoose server. CGI [31] is a W3C standardized 
scripting language to interface web servers with client side web applications to generate 
dynamic web pages. These programs reside in the web server and are simply called CGI 
scripts [30, 32, 33]. A CGI script can be written in any programming language. In the 
WVSNP player, all the scripts have been coded in the C language. Considering C as the 
basis, a CGI script is a binary program using CGIC header file, which is the C library for 
generating them. For a C programmer, it is a preprocessor directive that has the capability 
of creating World Wide Web applications. A CGI script has the capability to parse 'form' 
data from a HTML page, accept client generated data that has been internally sent to the 
script via a ‘GET’ or a ‘POST’ method using AJAX or jQuery and upload files that are 
instantly generated (such as capturing an image from a web cam) or from the clients file-
system itself, among many functionalities. 
The basic premise of creating such a binary is as simple as compiling a simple c file on a 
command terminal. 
 The following is a generic command that is used in the command line prompt to create 
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such a binary. 
 
gcc cgic.h cgic.c inputCFile.c -o outputCGIBinary.cgi -lm 
In the command above, a file named inputCFile.c is compiled to create a binary called 
outputCGIBinary.cgi. As the gnome compiler 'gcc' does not understand the specific CGI 
tasks performed in the C file, it is mandatory to use cgic.h and cgic.c which are the 
pertinent files. This creates the binary script in the filesystem as specified. This is 
synonymous to compiling a normal c file but the only difference is the fact that the 
extension to the binary is .cgi. Some of the basic pre written CGI header functions [33] 
that have been used to create these functionalities are discussed below. 
 cgiMain: This is synonymous to the main function in every c file and is a must in 
every cgi script generated. 
 cgiContentHeaderType: This function is used to output the header type of the 
file to the user. Ex: text/html, image/jpeg. 
 cgiOut: This is a file pointer to the CGI output which is similar to the pointer 
given in a C file to write/append text to a file. 
 cgiFormSubmitClicked: This is a function used to check if a particular submit 
button has been clicked on the user interface page by the client. It is similar to the 
submit button in JavaScript 
 cgiFormSuccess: This is a pre-defined result code reference that shows whether a 
particular action is successful or otherwise.  
 cgiHtmlEscape: This function removes any unwanted characters that are used in 
the HTML tags such as ‘&’, ‘ >’, ‘<’ symbols to make sure that the content is 
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mark-up free.  
The various functionalities of the dashboard are discussed below. 
Snapshot 
 Snapshot is a functionality based on CGI that enables the client space to capture 
an image using a hardware that is integrated to the device. In the dashboard, when the 
user opens the snapshot tab, he/she is provided with a text field to enter a name to the 
image to be captured after which he/she will click on the snapshot button which is 
basically a submit button. On click, the CGI invokes a shell script in which is a 
Gstreamer command to capture an image. The image is captured from the integrated 
hardware camera (webcam or CSI). The CGI script invokes a bash script 'snapshot.sh' 
which launches a gstreamer command to capture the image. The command is given 
below. 
gst-launch-0.10 v4l2src ! ffmpegcolorspace ! pngenc ! filesink location=$1$2.png 
By default, all the images have a .png extension which can be changed in the shell 
command. The images are saved in a ‘Snapshots’ folder in the server filesystem. 
File upload 
 File upload on the dashboard is used to upload a file to the mongoose server. The 
basic HTML content provided to the user are two buttons namely 'Choose file' and 
'Upload'. ‘Choose file’ invokes the functionality to select a file from the user's file 
system, while ‘Upload’ saves the file in a folder 'uploaded' in the server filesystem. 
A specific function called cgiFormFileRead( cgiFilePtr cfp, char *buffer, int bufferSize, 
int *gotP) is used for this function which reads the size of the file that was previously 
opened and stores it in the *gotP variable. After upload, the CGI script returns the file 
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name, file type and the location where the file is stored to the client side as a HTML. 
Node Functions 
 This functionality requires the use of two ZigBee modules [54, 55], one as a 
transmitter and the other receiver. ZigBee modules are small hardware peripherals that 
are used to transmit data within a range of 10 to 100 meters depending on the geography. 
ZigBee is an IEEE 802.15.4 wireless protocol which is defined for establishing simpler 
and economical Wireless Personal Area Networks (WPAN). The advantage with ZigBee 
modules is that they can from a mesh network and transmit data between intermediate 
devices to reach longer distances. Also data transmitted using these peripherals are 
encrypted which gives more security and are also defined to have longer battery life, with 
a data rate between peripherals in the order of 20 to 250 kb/ps. The modules are 
configured to either transmit or receive the data within the network.  
 
Figure 3: Node Functions on the WVSNP dashboard 
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In this application, the CGI script renders HTML content with different options. Based on 
the connected ZigBee modules, the user can request the ID for the connected peripheral 
by clicking ‘Get Connected Device ID’ and the remote peripheral by clicking ‘Get emote 
Device ID’. The ‘Toggle on/off’ is a submit button which on click, would send data to the 
remote ID to toggle between the high and low (based on the kind of sensor used). 
Example in this case is toggling between high and low on an LED connected to one of 
the ZigBee modules. Using sensor data to represent to gather light and temperature 
information is available using the integrated ZigBee module to the sensor. The most 
important feature pertinent to this functionality in the node functions is file transfer. A 
file can be chosen to be sent from the transmitter to the receiver. ZigBee data 
transmissions between modules is enabled by the preprocessor directive xbee.h. While 
compiling the c file the xBee functionalities included in xbee.h are called to create a CGI 
binary for the corresponding functionalities. 
The entire code of the Node Functions is defined in a file buttonfunctions.c and is 
compiled using the below command to receive obtain the binary script for this file. 
gcc buttonfunctions.c -o buttonfunctions.cgi cgic.c -lxbee -lm -L libxbee.so 
The -lxbee is the xBee or ZigBee library interface for C required to compile any 
functionality involving xBee written in ANSI C. The usage of this code is basically 
dependent on the xBee hardware connected to the embedded peripheral and should also 
have the right transmitter or receiver MAC addresses in the corresponding code to 
identify each of them. A user who expects to receive the file clicks on ‘Receive File’ 
which tells the connected ZigBee to keep waiting for the file. The user who sends the file, 
clicks ‘Choose File’ and then clicks ‘Send File’. The ZigBee transmits the data and then 
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the receiver receives it. Once the transmission is complete, this page shows the name, 
size and the number of chunks the data has been transmitted as. 
 
FFmpeg_capture 
This feature is another most important in the dashboard alongside the WVSNP player. 
This functionality is used to capture video data from the corresponding integrated 
hardware camera. Below is the image showing the fields in this CGI rendered HTML 
page.   
 
Figure 4: Ffmpeg capture function on the dashboard 
 
 This page requests the user to enter the fields depending on the type of video he/she 
wants. The filename is expected to be in the same format that the WVSNP protocol uses 
which has been explained earlier in this document. Example: WVSNP-1-1 where 
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WVSNP is the file name. If the video to be recorded is from the camera, then LIVE is to 
be entered and if it is video on demand, VOD is to be entered in the video type text field. 
Apart from the other fields which have been explained earlier, the new field that is seen 
here is the Video bitrate which is the quality of the video that the user wishes which can 
be one of the three options namely 200k, 1000k and 1500k. On clicking capture, live 
video is recorded which is enabled by FFmpeg. This basically is a multimedia framework 
that enables encoding, decoding, streaming and filtering any kind of multimedia data that 
is understood by man and machine.  The FFmpeg command that is used in this 
functionality for capturing video data and storing it in the server is given below. 
ffmpeg -f v4l2 -i /dev/video0 -f segment -segment_time $1 -reset_timestamps 1 -s 
640x360 -c:v libx264 -r 24 -g 24 -map 0 -b:v $2 -pix_fmt yuv420p 
/www/WVSNP_player/video.segments/live/$3-$4-$5-%0d.mp4 
For this command to run successfully, the client peripheral on which the camera is 
integrated need to have the FFmpeg plugins installed in the kernel to capture and format 
the video accordingly. The x264 [56] library used in the command above is free software 
library for encoding video streams in MPEG-4 [57] advanced video coding format. 
Once the capture of the video data is started, the frames captured are saved based on the 
indexes and every segment size is same as the other and all the files are saved in server 
filesystem URL ‘/WVSNP_player/video.segments/live/’ folder. The rendering of these 
video segments on the player can be done by simply entering this URL in the text field of 
the WVSNP player and the player starts fetching the files from the filesystem one 
segment after the other as explained in the earlier sections of this document. 
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Chapter 5 
 
WEBRTC: P2P COMMUNICATIONS 
 
WebRTC (Web Real Time Communication) is a tool using JavaScript based application 
programming indexes (API)  that enable browser to browser communication for live 
video, audio and file data sharing without having to install external sources, applications 
or plugins [9, 10, 11, 12]. The invention of this platform occurred in 2011 by Google 
developers and is an open source platform to utilize data sharing between peers [15, 16]. 
Currently the API is being reviewed by W3C to make it an industry standard while it is 
being extensively supported by Chrome and Firefox browser communities. 
 
In the world of technology, with interactions between any two entities such as peer to 
peer, one class to another, one forum to another, one industry to another or an entire 
society coming on a common platform such as social media, today the amount of data 
exchange between them is the highest ever. The avenues that provide such services have 
also increased. But at every point in time, the usage of external service providers have 
never been replaced. For example, Skype is a proprietary product of Microsoft, Facetime 
is a product owned by Apple. Although such products are very compact and work very 
well, they do not give the end user the freedom to create media communications or p2p 
file transfers at will without having these third party vendors. WebRTC [13, 17] is a tool 
that gives the end user this opportunity to create applications that use any type of data 
transfers with very minimum overhead and the most important feature is that it does not 
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require any intermediate server. Since this is a free platform, many major organizations 
such as WhatsApp, Facebook messenger and Google Hangouts support and use this API. 
A lot of online multiplayer platforms have enabled their games to support WebRTC to 
have players interact with each other while the game is being played. There are three 
basic APIs that WebRTC uses which are MediaStream (getUserMedia), 
RTCPeerConnection, RTCDataChannel. The API that is of interest here is the 
RTCPeerConection as this is the API required to enable p2p file transfer. 
 
RTCPeerConnection uses the STUN, TURN and ICE protocols to establish connection 
with a peer. These servers are Internet Engineering Task Force (IETF) standards to tackle 
the Network Address Translation (NAT) issues [65] across the internet when a peer is 
trying to connect to another. The basic explanation of these standards are given below. 
 
Figure 5: NAT issues over networks. 
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STUN:  
This is an acronym for Session Traversal Utilities for NAT. When a packet is transmitted 
from node A to node B, the packet might have to traverse across multiple types of 
networks to reach its final destination. But there are occasions where the data in the 
packet is incompatible to read by some routers or access points in which case, the use of 
STUN server would resolute the address for the network to understand where the data 
packet needs to be sent. 
 
TURN:  
This is an acronym for Traversal Using Relays around NAT.  This protocol is used to 
traverse a packet through the Internet discovering unknown paths to reach the destination. 
This protocol is only used when the data is unable to reach a destination due to 
networking issues. Because this is an additional step to contact a nearby server resource 
to identify the destination, it is considered an overhead in terms of power and time. It is 
only used during absolute necessity 
 
ICE:  
This is an acronym for Interactive Connectivity Establishment. This protocol uses the 
aforementioned two protocols to identify networks between peers to transfer data 
reliably. This is similar to identifying the network topology by switches to send the data. 
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5.1  Serverless-WebRTC application: 
The application of interest here is an open source one [58] which establishes connection 
between peers to transfer data between them. The applications uses technologies such as 
jQuery and JavaScript in doing so. The most important feature of this application is it 
does not require any server to run it. The html file pertinent to it runs the application on 
the fly, which makes it easy to use the application.  
To simply run the application and establish connection, the user opens serverless-
WebRTC.html. This invokes the JavaScript within the application that prompts the user 
to create a data channel to establish connection with a new user or join an existing one. If 
the user wants to create a new connection, the 'Create' button is clicked. This generates a 
session variable which is a JavaScript Object Notification (JSON) data with the content 
that describes the MAC address, the IP and other details of the network he/she is in. This 
data needs to be sent to the user who wishes to join the session established by using other 
modes of data transmission (messaging). The other user, who then uses the 'Join' button, 
enters this JSON data into the modal pane to establish connection and sends back the 
JSON generated by him to the primary user to establish connection.  
This basic handshaking between two users is to establish the connection and is termed 
'signaling' in WebRTC jargon. Signaling is a very important event in WebRTC platform. 
This is left to the user to design a signaling event according to their convenience. This 
application uses creation of JSON content. Other applications such as online multimedia 
players are required to join specific ‘rooms’ to take part in the activity. Other applications 
create an ID that the user who wish to join that interaction needs to use. The signaling is 
like a passkey used to allow user acceptance into the session. Once the user uses this 
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session key, he/she belongs to that group. Once the user exits the session for any reason, 
the session needs to be re-established between them and the other users to re-initiate any 
kind of interactions. This protocol is JavaScript Session Establishment Protocol (JSEP) 
[59].  Below is the figure that shows how signaling is performed in this application. 
 
Figure 6: WebRTC: Left is the host & right window is the client 
 
In the above figure, the left window is the host and the right window is the receiver. Both 
of them have the JSON content created in their respective windows which is exchanged 
between them called ‘signaling’ and hence the connection is established. 
The current efforts in this application are going on to create the JSON session variable by 
each user trying to connect to the other and automatically save the data into the 
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mongoose server so that the handshake signaling is automated.  
Signaling is not defined by WebRTC to avoid redundant data while using the APIs and 
also to create versatility in using varied technological standards. Different applications 
might want to use different protocols in establishing signaling and hence, it is left to the 
application owner to do so, which is a standard named as JavaScript Session 
Establishment Protocol (JSEP) [59]. 
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Chapter 6 
 
TEST BED EXPLANATION 
 
In this section, the power performance and latency in transmitting the file from one 
peripheral to another is described. There are two types of measurements described in this 
section. The first one is describing the comparisons in power consumed and latency of 
data transfer between CGI and WebRTC over Wi-Fi. The second comparison is between 
file transfer over Wi-Fi and ZigBee for the same variables.  
 
6.1  Comparison between CGI and WebRTC: 
The different video file sizes used for comparison are of sizes 50MB, 100MB, 125MB 
and 300 MB. The comparisons are made between the CGI based application and 
WebRTC based application. Since Wi-Fi is used for comparisons in this case and both 
CGI and WebRTC measurements are taken using the same parameters i.e. within the 
same network topology and keeping the transmitter and receiver within the same 
distance, it is safe to assume here that when the data is transmitted, the packet size in both 
the cases will remain the same.   
Powerstat is the basic tool used to record power consumption and latency in data transfer. 
It is an open source Linux platform to show the power consumed by an embedded 
platform hosting a Linux kernel. It is generally used to measure the change in power 
consumption before and after a system upgrade or while a specific application is up and 
running to see the system's performance during that time. Below are some of the 
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important features shown while recording data on Powerstat. 
 
Figure 7: show the measurement of system vitals in Powerstat. 
 
Time: The start time at which the power is being captured for the device. 
User: This column gives information about the CPU usage by the current process 
initiated by the user. 
Idle: The percentage of CPU that is idle at that point in time. 
Nice: This is a variable that shows the priority of the current process given by the CPU. 
Based on this value, the CPU gives less or more time to the current process.  
Sys: This is the amount of work done by the CPU or simply put, this is the CPU time 
used by the system kernel residing on the computer on which Powerstat is running. 
Idle: This variable depicts the amount of time the system has stayed idle, or the amount 
of time the CPU has no processes to execute. 
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IO: I/O indicates Input Output which is basically the interaction between the hardware of 
the system and the kernel. This refers to I/O wait, which means that the system would 
interact with the hardware on the system, but until the kernel receives a response from the 
hardware it stays idle, or executes some other process threads. 
Run: Run shows the number of running processes in the system at any given point of 
time. 
Ctxt/S: This is a variable that depicts the number of context switches that occur in one 
second. Context switching is basically switching on to executing another process that has 
higher priority than the currently being executed process. 
IRQ/s: IRQ is a hardware line that sends requests to the CPU to interrupt a particular task 
to execute a task with higher priority. This variable shows the number of such requests 
per second. 
Fork: This is a process of executing a thread to create a copy of the process that is 
currently running. 
Watts: The power usage by the device at that point in time given in Watts. 
In this case, all the measurements are recorded on a Dell Inspiron-14Z laptop with Intel® 
Core™ i3-2350M CPU running at 2.30GHz with 4GB RAM and 64 bit processor on 
which Linux Ubuntu 14.04 kernel is used, and all the measurements are taken while the 
client is running on DC power. All the applications running on this system were on 
Mozilla Firefox version 44.0 for Ubuntu to maintain consistency with the data recorded.  
The following is the command used to record data: 
harsha@harsha:~$ sudo powerstat -d 10 -s 1 
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The command simply starts the Powerstat tool after a delay of 10 seconds and starts 
recording the system vitals' measurements after every 1 second. The following is the 
block diagram to show the test bed used for CGI data transfer. 
Figure 8: Block diagram to represent test bed for CGI 
Another software tool that can be used to measure power consumed by a system is 
Powertop[68]. It is similar to what Powerstat does, but this tool requires comparatively 
more time to show the wattage of the system. Powertop also provides information per 
core, in the sense that the user interface for powerstat shows collective information which 
is the not the case in powertop. Also, this software system is believed to report more 
power savings than what the system actually does. On comparing with Powertop, 
Powerstat gives more accurate results with the wattage consumption and hence the reason 
to choose it over the former. 
Data Collection for CGI: 
The mongoose webserver is run on a Dell desktop on which Linux Ubuntu 14.04 kernel 
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is present. It is connected to the internet via Ethernet while the laptop which intends to 
send the data is connected to internet via Wi-Fi. The user accesses the dashboard on the 
server via the IP address:8080 of the machine on which the server is running. The port 
on which the communication between the host and the client takes place is 8080. The 
user then accesses the 'File Upload' functionality from the dashboard to upload a file and 
send it to the server. Before sending the file, Powerstat is invoked with the command 
explained above to have it ready with recording the measurements once the data is 
uploaded. Once the file is uploaded and received, a few more measurements are recorded 
from Powerstat to evidently show the distinction between the power consumed while data 
is being transferred and when it is not. The data is then saved into a text file. 
Data Collection for WebRTC: 
 
Figure 9: Block diagram to represent test bed for WebRTC 
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Similar to CGI, WebRTC test setup works between transferring files from one host to 
another. The first step is handshaking between the peers which is explained earlier in this 
document. For this test bed, we do not consider handshaking for the power measurements 
because it is a manual process to transfer the JSON variable to join a session. After the 
initial handshaking, the host transmits the file to the client on which Powerstat is running. 
Both the devices are running on Wi-Fi and similar to CGI, Powerstat starts recording the 
measurements before the data is uploaded for transmission and ends after recording a few 
more samples after completing the data transfer.   
 
6.2  Test bed for ZigBee data transfer: 
In the second mode of data measurement, ZigBee modules are used for data transfer. 
There are four different file sizes used for data transmission with the ZigBee namely 
10KB, 50KB, 200KB and 250KB. To compare the performance over Wi-Fi, the ‘File 
Upload’ functionality explained earlier in this section is used with for the same file sizes 
being used for ZigBee. In simple terms, the comparison is between two different Wireless 
protocols namely ZigBee protocol (IEEE 802.15.4) and Wi-Fi (IEEE 802.11) using file 
transfers when using CGI scripts. 
There are two modules that form a Personal Area Network (PAN) in which one is the 
transmitter and the other is the receiver. In a more general scenario, there are more than 
two ZigBee modules forming a bigger mesh network in which there is a central device, 
the coordinator, which has the information about the entire network and this module has 
to be awake at all times. Other modules which relay data from one peripheral to another 
are called Routers which do not sleep like the coordinator but are intermediate devices 
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and their functionality is to relay data to other peripherals. The third type of device is the 
end device, which is connected to the sensor and is responsible for sending the data to the 
router nodes. These devices can sleep and have the minimum information about the 
network to function according to the needs. In this network, the modules dynamically 
decide which particular module to send data to. If a particular device is down, the 
coordinator will re-route accordingly.  
Below is the block diagram to show the test bed for data transmission using ZigBee. 
 
 
 
Figure 10: Block diagram to represent test bed for WebRTC 
 
In this case, since there are only two devices, one is the transmitter and the other is the 
receiver. Both these modules are programmed according to their MAC addresses and 
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hardcoded to be a transmitter and receiver respectively. The test bed for this case is more 
of a scenario that mimics an end device on which there is a sensor connected. The sensor 
basically records some data. The connected ZigBee understands that it needs to transmit 
this data to another peripheral, which could be a router or the coordinator itself. The 
receiver receives the data and stores it in the server. Here, the transmitter is connected to 
the peripheral (Dell Inspiron 14Z laptop) on which the readings are recorded, to gauge 
the power consumed. Before the data begins to transmit, Powerstat starts recording data. 
Measurements are taken until the data is completely sent and beyond to show the power 
after transmission. 
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CHAPTER 7 
 
                                RESULTS & RECOMMENDATIONS 
 
This section shows the graphical representation of the results gathered and the analysis of 
what it means in terms of system analysis. The basis of the comparisons are the power 
consumed by the peripheral transmitting the data. The X- axis shows time samples for 
each case which is one sample per second. The Y-axis shows the power consumed by the 
device transmitting the file before, during and after the process of file transmission based 
on the graphs.  
 
In each case, the area under the curve is calculated to compare the overall power 
consumption in that case, which gives more information about the performance. To 
provide the worst case scenario, the least amount of power consumed by the peripheral 
within the duration of the entire measurement is subtracted from the entire list of values 
to get the total amount of power consumed. Following is the mathematical representation 
for it. 
 
Step 1: Array[Power measured] = Array[Power measured] – Least value in the array 
Step 2: Total Power consumed = Sum of Elements( Array[Power measured]) 
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7.1  Comparison of file transfer between CGI and WebRTC 
 
Figure 11: CGI vs WebRTC transmitting a 50 MB file 
 
The above figure represents data transmission using Wi-Fi for CGI and WebRTC for a 50 
MB file. From the graph, it can be inferred that the time taken to transmit the data using 
CGI is much lower than the time taken by WebRTC. But the power spike that CGI 
produces is higher than that of WebRTC.  This is probably because CGI is more memory 
intensive. The amount of time consumed by CGI is way lesser than WebRTC is probably 
because the CGI application here does not offer security in terms of data encryption and 
hence the lesser time, but it brings in a new perspective of security concerns. It has to be 
understood that there are mechanisms to encrypt the data before sending it over HTTP. 
Today most of the websites are secure by sending data over HTTPS. In the case of 
WebRTC the amount of power consumed is lesser but takes more time in sending data as 
the platform comes with an inbuilt data encryption system. Hence the power consumed 
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for encryption at the sender’s end and decryption at the receivers end before the data is 
delivered to the client is comparatively much more. On calculating the area covered 
under the power graph by the method explained earlier in this section, CGI consumes an 
area of 67.93 watts under the curve while WebRTC consumes 220.68 watts. 
                      
Figure 12: CGI vs WebRTC transmitting a 100 MB file 
 
In the figure above for the power and latency analysis for a 100 MB file, the maximum 
level of power consumed by CGI again is much higher than WebRTC but the time taken 
to transmit the file is much lower. In the case of CGI, the technology used to produce the 
binary scripts is ANSI C which is a low level language and does not require an external 
compiler as every kernel today comes with the default C compiler. So, here the only work 
being done is to transfer the file over Wi-Fi without any hindrance. Hence the high 
speeds of data transfer and inversely, hence the high power spikes. In WebRTC, all the 
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work is being done by the browser specific code. Browsers are optimized to perform 
better in terms of power as generally users open more than one tab in a browser, which 
cumulatively adds a lot to power consumption and CPU load.  
 In every case of graphical representation here, it is to be noted that the file transfer starts 
after every 9 seconds to maintain consistency in understanding the latency in file transfer. 
The area covered in terms of power consumption for WebRTC in this case is 733 watts 
while for CGI is 114.16 watts using the methodology discussed earlier. 
 
 
Figure 13: (Above) CGI vs WebRTC transmitting a 125 MB file 
 
In the above shown graph, the CGI peak covers an area of 156.97 watts while the 
WebRTC graph covers an area of 773.16 watts. 
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Below is the graph representing the comparison between WebRTC and CGI for a 300MB 
file. 
   
Figure 14: CGI vs WebRTC transmitting a 300 MB file 
 
In the graph above, the CGI peak covers an area of 409.09 watts while the WebRTC 
graph covers an area of 1363.02 watts. 
From the graphs shown above, it can be seen that the peak power consumed by the CGI 
application is always higher than the WebRTC application but the resources being 
transmitted to the server is always faster with a very considerable margin. The major 
reason for the speeds is the fact that CGI program does not directly interact with the user 
or interacts directly with the browser or a graphical interface. It always resides on the 
server side and responds to requests from the user based on the kind of application. Also, 
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CGI can be defined and written in any specific programming language to create a binary. 
Once an executable file is created from the code, all the machine needs to do is to make 
sure that the requests from the client are processed since it is already in a machine 
readable format. In this application, all the CGI needs to understand is HTML, which is 
known for its speed and compatibility with every browser and rendering data onto the 
browser. But the disadvantage is that CGI scripts are highly memory intensive programs, 
which means that whenever a CGI file is invoked the amount of power consumed to 
execute it is high. Also, this application is uploading a file which would require more 
memory space on the client end to store the data in the memory hardware and transmit it 
accordingly. But the area of power consumed by CGI is always lower than the overall 
power consumed by WebRTC for the same file size.  
In WebRTC's case, the basic premise is that the handshaking is already completed and 
the devices are ready to transmit the data from one host to another. All the data that is 
transmitted using WebRTC API is secure in the sense that all the files are encrypted by 
the platform before transmitting. So when large files are being transmitted, the API 
automatically takes a much longer time to cut down the data into chunks, encrypt it and 
then transmit the data. This is based on the fact that WebRTC uses the Datagram 
Transport Layer Protocol (DTLP) which is a derivative of SSL, which means that any 
data that is being transmitted is secure. The reason why it consumes lesser power here is 
probably because the WebRTC platform is a small layer in the browser. The JavaScript 
code required by WebRTC need not be changed or encoded, this is taken care of by the 
browser itself. The rest of the content is done by the browser which is, data encryption 
and transmission over TCP/IP. Another major reason why WebRTC consumes longer 
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time could be to resolve NATs as discussed earlier. If an IP address on the network is not 
established, the API contacts servers using STUN, TURN and ICE to resolve a peer to 
peer connection. But this case is not relevant here as all the devices were on Arizona 
State University’s network at the time of data measurements. 
Below are the power and latency for WebRTC and CGI based on different file sizes. 
 
                       Figure 15: CGI performance for different file sizes 
 
From the figure above, it can be concluded that the amount of power consumed and the 
time taken to transmit a file by CGI applications increases as the file sizes increases and 
hence the amount of area covered also increases. 
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   Figure 16: WebRTC performance for different file sizes 
 
From the above figure, it can be concluded that the spike in power consumed by 
WebRTC application during file transfer for different file sizes only increases by a small 
amount, but the time taken to transmit a file and hence the total area of power 
consumption over multiple time samples  increases. 
 
7.2  Comparison of file transfer over ZigBee and Wi-Fi using CGI 
As described earlier, two ZigBee modules are used to transfer data for multiple file sizes 
namely, 10KB, 50KB, 200KB and 250KB from the WVSNP dashboard functionality 
‘Node Functions’. Powerstat records the data as mentioned in the test bed section. This 
data is compared to the Wi-Fi performance using the ‘File Upload’ functionality in the 
dashboard. The following is the graphical representation for the data collected. 
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Figure 17: ZigBee vs WiFi for 10KB file 
 
The above graph shows the comparison in power between ZigBee and WiFi in 
transferring a 10KB file. This gives an inference that ZigBee is not only consuming 
longer time to transmit data but also in the process consuming more power in doing so. 
The area covered in terms of power by ZigBee for this transmission is 61.75 watts while 
for Wi-Fi it is 36.30 watts.  
The basic reason for this is because ZigBee has got much lesser data speeds over the air 
when compared to Wi-Fi. Wi-Fi can put in speeds up to 600 Mbps but the average could 
be anywhere between 50 to 200 Mbps while ZigBee has the capability to reach up to 250 
Kbps at most.  
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Figure 18: ZigBee vs Wi-Fi over CGI for 50KB file 
 
Power consumed by ZigBee is more here than over Wi-Fi. Power area covered for 
ZigBee is 220.61 watts while for Wi-Fi is 30.22 watts.  
 
 
Figure 19: ZigBee vs Wi-Fi over CGI for 200KB file 
 47 
 
In the above graph, power consumed by ZigBee is 703.04 watts while under Wi-Fi is 
60.69 watts.  
 
Figure 20: ZigBee vs Wi-Fi over CGI for 250KB file 
 
In the above graph, power consumed by ZigBee is 902.87 watts while under Wi-Fi is 
63.02 watts. 
The above comparisons for file transfer between ZigBee and Wi-Fi modules using the 
CGI based applications show enough evidence that ZigBee modules are consuming more 
power while Wi-Fi does not use as much power. The Wi-Fi speeds are high and the file 
size is not big to use too much power or higher latency times. This is complementing the 
earlier results shown for comparing power and latency between WebRTC and CGI.  
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Figure 21: ZigBee Power comparison 
The above graph compares the ZigBee performances with increase in file sizes. 
 
Figure 22: Wi-Fi power comparison 
The above graph compares the Wi-Fi performances with increase in file sizes over CGI. 
 49 
 
 
Figure 23: AJAX power comparison for different segment sizes 
 
Figure 24: AJAX power comparison for buffering multiple segment of the same file 
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File Size Power consumed by CGI in 
Watts 
Power consumed by WebRTC in 
Watts 
50MB 67.93 220.68 
100MB 114.16 733 
125MB 156.97 773.16 
300MB 409.09 1363.02 
 
Table 1: Power comparisons between CGI & WebRTC for different file sizes. 
 
File Size Average Power consumed by 
Wi-Fi in Watts 
Average Power consumed by 
ZigBee in Watts 
10KB 12.6502 13.8925 
50KB 12.5490 15.3302 
200KB 12.3939 16.4598 
250KB 12.3672 16.5532 
 
Table 2: Power comparisons between CGI & WebRTC for different file sizes. 
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RECOMMENDATIONS 
 
Based on the experiments performed and the results achieved, the following are the 
recommendations for technologies involved with wireless sensor network platforms.  
 For the same amount of data transmitted, WebRTC drains the battery faster than 
CGI as it consumes more amount of power from the battery as calculated from the 
area of power consumed from the graphs above. So using CGI is definitely more 
power efficient. But another important point to draw from the graphs is that the 
for the same amount of data being transmitted, the maximum amount of power 
used to transmit at a particular instant for CGI is more than that of WebRTC. So if 
the client’s hardware is old or substandard, then it could cause issues in terms of 
the life span of the device. 
 The maximum level of power consumed by WebRTC is lesser than CGI for the 
same size. If a large enough file is being transmitted consistently, in CGI’s case, 
the power consumed will be regularly high which means there need to be cooling 
mechanisms (like in a laptop or huge server) to the existing platform which could 
be an overhead. But if smaller files are being sent every time, the best way to 
transmit is through Wi-Fi using CGI scripts. 
 It is always recommended to enforce security while transmitting data over the 
internet. Although the performance here for CGI is good, it does not have security 
which definitely makes the data vulnerable for hacking and third party polling for 
the data being transmitted. 
 ZigBee modules are very reliable in the sense that they have 128 bit inbuilt 
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hardware AES encryption that can be enabled based on the security byte in the 
MAC frame for the packet being transmitted and also are simple to maintain with 
a high battery life. They form really good beacons for implementation on IoT 
platforms within a personal network. 
 
For wireless video sensor network platforms, as the name suggests, more often than not, 
the primary concern is power. WebRTC could be a good choice for data transfer. But in 
these cases, the peripherals transmitting the data might not have browsers, as installing a 
browser on an embedded peripheral, if it is not manually operated, would mean a lot of 
overhead for installing and maintaining it. This would simply mean that the device would 
have to forego a lot of power consumption.  
These results and recommendations show that CGI consumes more power but less time 
and vice versa for WebRTC. But the implementations of these technologies will depend 
on the kind of environment and power profiling the developer or the consumer are 
concerned with [67]. The throughput varies depending on the hardware being used and 
the type of protocols that it is implemented on. 
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FUTURE WORK 
 
Going forward, the following are the changes that can be incorporated into the WVSNP 
dashboard and the WebRTC application. 
 In the ‘File upload’ and the ‘Node functions’ tab in the dashboard, automating 
segment wise data transfer from the client to the server by just uploading the first 
segment file will give a better perspective in power consumed and time taken for 
that data transfer. 
 In the WebRTC application, the signaling can be automated by saving the session 
variable directly into the server so that the other user can access it by just 
contacting the server and not the other client. This is currently the ongoing work. 
Also, this application can be enabled to transfer multiple segments by just 
uploading the first segment to gauge how it performs in terms of power and 
latency. 
 The CGI ‘File upload’ application on the dashboard used for file transfer is not 
secure in sending the data. Future work can go into encrypting the data before 
sending it from the client device to the server. Also, more analysis can be done 
on gathering power consumption at the server end to understand its performance. 
 As discussed earlier in the document, the WVSNP player is only compatible with 
Chrome browser as the filesystem API is not supported by any other browser at 
this point. But Media Source Extensions (MSE) [66] is a specification that is 
supported by many browsers that allows JavaScript to send streams of data to 
send to the media codes within the web browser that supports HTML5 video tag. 
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So going forward, the WVSNP player can use this specification to enable the 
video playback on any type of browser and on any type of operating system. This 
would make the WVSNP dashboard a standalone application to run on any 
compatible device. 
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