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ABSTRACT

UNDERSTANDING PERFORMANCE-LIMITING MECHANISMS
IN LI-IN BATTERIES FOR HIGH-RATE APPLICATIONS

Indrajeet V. Thorat
Department of Chemical Engineering
Doctor of Philosphy

This work presents novel modeling and experimental techniques that provide insight
into liquid-phase mass transport and electron transfer processes in lithium-ion batteries. These included liquid-phase ionic mass transport (conduction and diusion),
lithium diuion in the solid phase and electronic transport in the solid phase. Fundamental understanding of these processes is necessary to eciently design and optimize
lithium-ion batteries for dierent applications.
To understand the eect of electrode structure on the electronic resistance of the
cathode, we tested power performance of cathodes with combinations of three different carbon conductivity additives: vapor-grown carbon bers (CF), carbon black
(CB) and graphite (GR). With all other factors held constant, cathodes with a mixture of CF+CB were found to have the best power-performance, followed by cells

containing CF only and then by CB+GR. Thus, the use of carbon bers as conductive additive was found to improve the power performance of cells compared to the
baseline (CB+GR). The enhanced electrode performance due to the bers also allows
an increase in energy density while still meeting power goals. About one-third of the
available energy was lost to irreversible processes when cells were pulse-charged or
discharged at the maximum rate allowed by voltage-cuto constraints.
We developed modeling and experimental techniques to quantify tortuosity in
electrolyte-lled porous battery structures (separator and active-material lm). Tortuosities of separators were measured by two methods, AC impedance and polarizationinterrupt, which produced consistent results. The polarization-interrupt experiment
was used similarly to measure eective electrolyte transport in porous lms of cathode
materials, particularly lms containing lithium iron phosphate. An empirical relationship between porosity and the tortuosity of the porous structures was developed. Our
results demonstrate that the tortuosity-dependent mass transport resistance in porous
separators and electrodes is signicantly higher than that predicted by the oft-used
Bruggeman relationship.
To understand the dominant resistances in a lithium battery, we developed and
validated a model for lithium iron phosphate cathode.
unique physical features of this active material.

In doing so we considered

Our model is unusual in terms of

the range of experimental conditions for which it is validated. Various submodel and
experimental techniques were used to nd physically realistic parameters. The model
was tested with dierent discharge rates and thicknesses of cathodes, in all cases
showing good agreement, which suggests that the model takes into account physical
realities with dierent thicknesses. The model was then used to nd the dominant
resistance for the tested cathodes. The model suggests that the inter-particle contact
resistance between carbon and the active-material particles was a dominant resistance
for the tested cathodes.
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Chapter 1
Introduction
Lithium-ion batteries are a type of rechargeable battery. Due to their high energyto-weight ratio and a slow loss of charge when not in use, they are currently one of the
most popular types of battery for portable electronics. Applications such as hybridelectric and plug-in hybrid-electric vehicles (HEV and PHEV), key technologies for
reducing pollution and dependence on petroleum, are potential candidates for using
Li-ion batteries. These applications require batteries that can combine high energy
density with high charge- and discharge-rate capabilities, or power. To achieve high
energy and power densities, it is imperative to understand the dominant resistance(s)
in a battery.
Cell power is a function of open-circuit potential (or equilibrium voltage) and
internal resistance of the cell. These quantities are related to the materials used for
electrodes.

The internal resistance includes transport (both ionic and ohmic) and

kinetic resistances.

More specically, internal resistance is the aggregate of all the

resistances including electrolyte resistance, interface resistance between electrolyte
and electrodes, resistance between current collectors and electrodes, and electrode
materials resistance. Any structural or chemical changes to the electrode will aect
each of these resistances in dierent ways(few resistances may increase and other may
decrease).

1

1.1 Motivation for the work
To optimize a battery for high-rate applications, it is imperative to understand
trade-os among transport resistances, structural changes in an electrode, and the
weight of the battery.

We illustrate the importance of these trade-os with the

following two examples.
It is commonly accepted that thinner electrodes (lower active-material loading)
have higher energy and power density (on active-material mass basis) than thicker
electrodes (higher active-material loading) due to reduced transport resistances. However, thinner electrodes have a greater relative mass burden of inert battery components such as separator, current collector and packaging material.

Hence, thinner

electrodes can have unacceptably low energy density and in extreme cases even low
power density (both on battery-mass basis). Therefore, it is necessary to fabricate
thicker electrodes for high energy and power density applications (HEV and PHEV).
However, transport resistances (both ionic and electronic) increase with thickness of
an electrode. This suggests that there is need to understand the trade-o between
the weight of the battery material and transport resistances in an electrode.
As an another example, one can vary the relative amounts of resistances by changing the porosity of the cathode. Lower porosity is desired for lower electronic resistance because a greater solid fraction leads to an increased number of electronic
connections.

On the other hand, higher porosity (greater liquid volume fraction)

is desired for lower liquid-phase resistance because of increased number of diusion
paths for ions to reach reaction surfaces. This trade-o makes it imperative to understand how liquid-phase resistance and electronic resistance change with porosity.
Once the eect of porosity on the liquid-phase and electronic resistances is accurately
known, design strategies can be used to nd porosity at which electrodes should be
fabricated to have a minimum resistance in a cell.

2

Need for physical insight into physical processes
To optimize a battery for a particular application, there are several design parameters that can be controlled in the manufacturing and design processes.

These

parameters include volume fractions of electrolyte and conductive additives, thickness of electrodes, electrolyte concentration and positive-to-negative electrode capacity ratio.

However, these parameters can aect competing physical processes in a

cell dierently, as discussed above. Therefore, it can be dicult to select fabrication
parameters to optimize a battery for a particular application.
Physical insight into the processes that control battery performance can be very
useful in designing and optimizing cells for dierent applications. Once we understand
these processes and their interactions, questions like What design strategy should we
implement to ameliorate the dominant resistances in a cell?

can be answered. In

addition, this understanding will reduce the amount of experimental work necessary
to select the optimum geometric and design parameters.

Approach
One approach to obtaining physical insight into processes in batteries has been the
combined use of experiments and modeling. In some cases, a well-designed experiment
can be used to quantify a specic resistance in a cell (e.g. electronic conductivity of an
electrode). In other cases, a combination of experiments and modeling can be used to
isolate, understand, and quantify dierent processes or resistances in an electrode. In
addition, with the combined approach, we can obtain physically realistic parameters
for a full-cell lithium battery model, which can be used to understand interactions of
dierent processes and to optimize cells. In this work, a combination of experiments
and modeling of cells at various operating conditions will be used to understand
processes that control battery performance.

3

1.2 Scope of the work
The primary objective of our work is to develop a novel mathematical model
in conjunction with experimental techniques that together provide insights into the
liquid-phase mass transport and electron transfer processes and their interactions.
The following sections describe briey the tasks and results of this work.

Modeling LiFePO4 cathodes
We tested our ideas using battery materials of commercial interest.

Most of

the work in this dissertation is based on LiFePO4 , a commercialized active material
for cathodes.

LiFePO4 has unique features such as carbon coating, , phase-change

behavior, and diusion in only one of the lattice dimensions. We adapted a model
developed in our research group [1] to LiFePO4 cathodes by incorporating material
properties and the unique features appropriately. We developed submodels to quantify
dierent resistances and then the full-cell model (summarized in Chapter 2) was used
to examine how dierent resistances interact with each other.

Understanding liquid-phase resistance
The tortuosity of an electrode is used to obtain the eective liquid-phase transport properties or liquid-phase resistance in porous structures of lithium batteries.
Researchers [13] have used tortuosity of cathode-material lms as an adjustable parameter in their full battery simulations; therefore, the reported tortuosity values
may inadvertently incorporate the eects of other processes (kinetics, transport, and
thermodynamics) not accurately captured by a model.

To accurately quantify the

liquid-phase transport resistance or tortuosity, it is imperative to isolate the liquidphase transport processes from the other processes in the electrode. There is almost

4

a complete lack of direct experimental data for tortuosity or liquid-phase transport
resistance in porous electrodes.
We separated as much as possible the liquid-phase transport resistance from other
processes in an electrode. The tortuosities of both separator and porous electrodematerial lms were quantied. Our results demonstrate that liquid-phase mass transport resistance in porous structures is signicantly higher than what is often assumed
in battery models. As far as we know, this work was the rst to quantify the liquidphase resistance in porous electrode lms independent of other processes in the electrode.

A correlation between electrode porosity and tortuosity of porous electrode

lms was developed. The correlation was validated for dierent thicknesses of porous
electrode lms.

Understanding electronic resistance
In addition to understanding liquid-phase resistance, experimental work was performed to understand the signicance of structural changes on electronic resistance
of an electrode.

In lithium batteries, conductive additives are added to enhance

electronic conductivity of the electrode-material phase. The type of conductive additive used aects local and bulk pathways of electrons. The additives used in this
work were spheroidal carbon black and graphite, and high-aspect-ratio carbon bers.
Cells with dierent combinations of these additives were fabricated and power density
(battery-mass basis) was determined.
We found that there was an optimum active-material loading point for power
performance for all the tested cells. The cells containing high-aspect-ratio additives
gave slightly better power performance than those with low-aspect-ratio additives.
This power performance improvement was due to higher number of electronic contacts
among particles when high-aspect-ratio additives were used.

5

Dominant resistances for thicker electrodes
We validated a LiFePO4 -cathode model, developed in this work, for two dierent
conditions. First, we validated the model for a thin cell for dierent discharge rates.
Then we validated the model for dierent electrode thicknesses to see if our model
takes into account transport processes that depend on thickness.

We found that

a distribution of electronic contact resistance between active material and carbon
particles in the model electrode is necessary to t the experimental data.
Once the model was validated for dierent thicknesses, the model was used to nd
the dominant resistances in a cell. The model suggests that the liquid-phase transport
resistance was not a signicant resistance for the tested cells, but that the dominant
resistance is due to inter-particle contact resistances.

Reducing the inter-particle

contact resistance can improve the performance of the cells signicantly.

1.3 Outline
The remainder of the dissertation is organized as follows.

Background.

Chapter 2 is the foundation of this dissertation. Basic components

and the working principles of lithium batteries are described.

A brief summary of

cathode materials, including LiFePO4 , used in lithium batteries is presented. This is
followed by a review of lithium battery modeling, upon which model development in
this work was built.

Understanding electronic resistance.

During this phase of the work, prior to

model development, experimental work was carried out and that work is presented in
Chapter 3. Cell fabrication and testing is described. This is followed by the results
for power performance of cells containing dierent types of conductive additives. This
chapter is based on our work published in the

6

Journal of Power Sources in 2006 [4].

Understanding liquid-phase resistance.

The work necessary to quantify

liquid-phase mass transport resistance is presented in Chapter 4.
of tortuosity correlations used by other researchers is presented.

A brief review

Then our model-

ing and new experimental techniques developed to quantify the tortuosity of porous
structures is described. This chapter is based on our work published in the

of Power Sources

Journal

in 2009 [5].

Modeling of LiFePO4 cathodes.

The unique features of LiFePO4 , are consid-

ered and incorporated into a detailed full-cell model, which is described in Chapter 5.
Then modeling and experimental techniques to determine parameters used in the
model are presented. The eect of the shape of the active material particle on the
performance of an electrode is discussed. The LiFePO4 -cathode model was validated
with dierent thicknesses of electrodes.

After validating the model with dierent

thicknesses, the model was used to determine the dominant resistance for thicker
electrodes. The eect of inter-particle contact and liquid-phase resistances was determined.
Summary, conclusions and recommendations for future work are presented in
Chapter 6.
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Chapter 2
Background
2.1 Introduction
For more than three decades researchers have tried to identify and mitigate resistances in lithium batteries by modifying electrode structures or material processing
approaches.
is based.
teries.

This chapter summarizes this foundation on which our research work

Section 2.2 describes components and working principles of lithium bat-

A brief review of cathode materials, along with LiFePO4 , used to improve

electrochemical performance of lithium batteries is presented in Section 2.4. Finally,
a review of the lithium battery modeling work is presented in Section 2.5.

2.2 Components and assembly of Li-ion battery
In a lithium battery, lithium ions move between the two electrodes. During charging
lithium ions move from cathode to anode and during discharging lithium ions move
from anode to cathode. By convention in battery work, the anode and cathode are
labeled by redox processes that happen during discharge; we do not relabel them for
the reverse (charging) process. Fig. 2.1 shows a schematic or a cross-sectional view
of a lithium battery.

In this case the anode is a lithium foil on a copper current

collector. However, in commercially available cells, the anode is usually a composite
electrode made from porous carbon materials. In our work, lithium foil is used as an
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Figure 2.1:

Schematic diagram of a lithium battery.

The lithium battery can be

divided into three regions: anode, separator and porous cathode. The separator electronically isolates anode and cathode but allows passage of Li through the electrolytelled pores.

Carbon additives are used in the cathode to increase the electronic

conductivity of the porous network.

anode to isolate as much as possible and study the cathode performance. The anode
and the cathode are separated by a porous polymeric sheet (separator). Electrolyte is
added at the time of cell assembly and lls the pores of the electrodes and separator.
The separator allows ions to pass through electrolyte and prevents direct electronic
contact between the two electrodes.
Conductive additives are employed to increase the electronic conductivity of the
electrode-material network.
entire porous structure.

A binder additive provides mechanical stability to the

The resulting porous conguration provides high surface

area for reaction and passage of Li
material.

+

and electrons to reach the surface of the active

Further details on the fabrication process for our cells are described in

Section 3.2.
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The physical and chemical processes in a lithium-ion battery can be further ex-

4

plained by considering an example with LiFePO as the active material in the cathode.
The following equation represents the charge-transfer reaction in the cathode.

discharge
FePO4 + Li+ + e-

LiFePO4

(Cathode)

(2.1)

(Anode)

(2.2)

charge

Li

Li+ + e-

-

During the discharge process, the electrons (e ) from an external circuit reach

4

the surface of the active material (FePO ) from the current collector through the

+
carbon network of conductive additives. Li ions also reach the surface of the active

4

material (FePO ) through the electrolyte contact between the two electrodes. At the
surface of the active material, the forward charge-transfer reaction (2.1) occurs and
then the lithium diuses into the active material.

The electrons and ions have to

overcome transport resistances to reach the surface of the active material and get
intercalated into it. Furthermore, there are kinetic and local electronic (inter-particle
contact) resistances at the surface of each particle.

Therefore, the total resistance

in a lithium-ion battery can be viewed as the sum of bulk transport (both ionic and
electronic), kinetic, and local electronic resistances.

2.3 Resistances in an electrode
To facilitate systematic analysis of resistances, we conceptually divided electrode
resistances into bulk and local resistances. As illustrated in Fig. 2.2, the bulk and
11

local resistances can be further divided into ionic and electronic resistances.

Each

of these resistances is briey explained below and in later parts of this document as
referenced.

Bulk electronic resistance.

The bulk electronic resistance is the resistance

that electrons have to overcome to travel from the current collector to the vicinity
of an active-material particle. Due to the insulating nature of most cathode active
materials, the main pathway is from one carbon particle to another. This resistance is
estimated by the bulk electronic conductivity measurements of a cathode as discussed
in Subsection 5.4.3.

Bulk liquid-phase resistance.

The bulk ionic resistance is the liquid-phase

resistance for transport of lithium ions from the separator region to the vicinity of an
active-material aggregate. The pathway is composed of inter-connected pores. This
resistance can be estimated from eective liquid-phase diusivity and conductivity
of an electrolyte in the electrode. Experimental determination of these quantities is
discussed in Chapter 4.

Local electronic or inter-particle contact resistance.

The inter-particle

contact resistance is the transport resistance of an electron to transfer from the conductive network of carbon to a particle of active material. This quantity is given by
Eq. 5.29 and discussed in Subsection 5.4.7.

Local ionic resistance or micropore-diusion resistance.

In this work we

dene a micropore as the electrolyte-lled space between individual particles in an
active-material-particle aggregate. Micropore-diusion resistance is the liquid-phase
resistance for transport of lithium ions from the bulk pore network and the surface
of a particle as schematically shown in Fig. 2.2.
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Figure 2.2:

Current-paths in an electrode.

To facilitate systematic analysis, the

resistances in battery are conceptually divided into bulk (bulk ionic and electronic)
and local (micropore diusion and inter-particle contact) resistances.

2.4 Materials for Li-ion batteries
Many materials [617] have been tried as lithium-storage materials for rechargeable

2

lithium batteries. A few of them (e.g. LiNiO ) have problematic stability with overcharge and environmentally unfriendliness, and have relative high cost. In another

2 4

instance, spinel LiMn O

seemed a better alternative to more toxic materials like

LiCoO2 [6] but extensive industry evaluation revealed low capacities and rapid fade
with cycling, especially above room temperature.
Li(Co, Ni)O

2

2

Solid-solutions of Li MnO

3

and

[79] show high energy output and improved thermal stability. How-

ever, recent Co and Ni price escalations are the limiting factors for their application
for Li-ion batteries.
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LixFePO4 as a cathode material
A new class of intercalation compounds, known as olivines and containing phosphates instead of oxides, has overcome many of the weaknesses (instability, toxicity,
and high cost) inherent to the earlier cathode materials. Of these, lithium transition
metal phosphates have generated great interest because of their high energy density,
low raw material cost, environmental friendliness, and safety. Further, the olivines
are more resistant to overcharge and thermal degradation, and are thus inherently
safer than oxides [10].

4

Currently, the olivine-structured LiFePO

proposed by Goodenough [14] has at-

4

tracted much interest. The main drawbacks with using LiFePO

as lithium storage

electrodes are its poor electronic conductivity [1113, 18] and low solid-diusion coecient [15]; however, these limitations have largely been overcome through various
material-processing approaches. Several strategies, such as use of dopants, metal dispersion, carbon coating, and co-synthesizing the phosphate with carbon have been
implemented [13, 16, 17, 1922].

4

Besides LiFePO , LiMnPO

4

with a high value of redox potential (∼4.1 V vs.

+

Li /Li) [2325] appears to be a good active-material candidate despite its poor electrochemical performance reported so far [23, 24, 26].

Doping.

Researchers have tried to use dopants to enhance the electrochemical

4

performance of LiFePO . Chung et al. [27] used selective doping with supervalent

4

cations and have shown that the lattice electronic conductivity of LiFePO
increased by a factor more than 10

8 relative to pure material.

can be

Shi et al. [28] explained

these observations by rst-principle calculations and proposed two possible mechanisms for enhanced conduction.

Nazar and co-workers subsequently reported that

such an improvement in the electronic conductivity was possibly attributed to the
formation of iron phosphide [29]. Ouyang et al. [30] used Cr as a dopant to increase

4 particles.

the conductivity of the LiFePO

They showed that the electrochemical per-
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formance of LiFePO

4 particles is highly sensitive to the amount of dopant, suggesting

heavy Cr ions block the one-dimensional diusion pathway of the material.

Carbon coating.
4

around LiFePO

There have been eorts made to improve the carbon coating

particles to improve electronic contact. Doe et al. [31] found that

the synthesis conditions of iron phosphate also aect the carbon coating around the

4

particles and in turn the electrochemical performance of LiFePO . It has also been
shown that the type of carbon-coating (sp

2

3

or sp ) resulting from dierent process

4

conditions aects the electrochemical performance of the LiFePO

[32]. They found

2

3
that the sp -type carbon-coating was better than the sp -type carbon-coating.

In

another study, Huang et al. [33] showed by replacing the inactive carbon and teon
additives with polypyrole (PPy) bonded to the oxide particles by the carbon coating,
an improvement in high-rate discharge capacity and cycling of LiFePO
be obtained.

4

of LiFePO

4 cathodes can

Julien et al. [34] investigated the structural and physical properties

to better understand the eciency of the carbon coating. Armand and

co-workers [21, 35] showed that improvements in the kinetics of the electrochemical

4

reaction can be obtained by coating electronically conducting carbon on the LiFePO
particles.

Particle size.

The solid diusion coecient of lithium atoms in LiFePO

very low [15], and therefore the particle size of LiFePO

4

in the electrochemical performance of LiFePO

4

4

is

also plays an important role

cathodes.

Modeling studies based

on a shrinking-core model indicated strong correlation of particle size with the rate
capability of LiFePO

4

(average particle size

∼140

[35, 36].

LiFePO

4

with a narrow particle-size distribution

nm) synthesized by aqueous precipitation delivered high

capacity [25, 37]. Also various sol-gel routes [3841] and a low temperature polyol
process have also been successfully utilized for synthesizing nanosized (20-40 nm)

4

LiFePO

with improved electrochemical performance [42]. Yamada et al. [43] have

shown that control of the particle size through control of the annealing temperatures
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with addition of carbon is crucial for assuring high performance of the LiFePO
cathode material.

4

Recently, Kumta et al. [44] showed that the use of lauric acid

4

as the surfactant during the production of LiFePO

reduced the size of the resulting

particles, which resulted in improved high-rate discharge capacity.

Material used in this work.

In this work, we used LiFePO

4

as an active-

4

material in the cathodes. We have not synthesized, doped or carbon-coated LiFePO ,

4

but have characterized and used commercial grade carbon-coated LiFePO
by Hydro Québec, Montréal, Canada for this work. LiFePO

4

supplied

has some unique fea-

tures such as carbon-coating, diusion in only one of the lattice dimensions, and

4

phase-change behavior. These unique features make modeling of LiFePO

cathodes

challenging, and those features need to be considered while modeling batteries with

4 as an active material.

LiFePO

4 has been modeled by a shrinking-

Until now LiFePO

core approach. This approach is summarized below.

The charge and discharge mechanism for LiFePO4 .

Fig. 2.3 illustrates the

process that occurs during the discharge of a single particle of the LiFePO
a shrinking-core model as described by Srinivasan et al. [36].

4

with

The electrochemical

reaction occurs at the surface of the particle during the passage of the current and
can be represented by the charge-transfer reaction (2.1).
For this charge-transfer reaction to occur, Li atoms from the surface of the particle
are transported to the interior through the solid lattice. As shown in Fig. 2.3, as the
discharging continues, phase separation results with the formation of a new Li-rich
phase as a shell around the outer surface of the active material particle. In Fig. 2.3,

0.95 FePO4 ) is shown by the lightly shaded area and the Li-

the lithium-rich phase (Li
decient phase (Li

0.02 FePO4 ) is shown by the darker area.

With continued discharge,

the lithium-rich phase grows toward the center of the particle and shrinks the lithiumdecient core. Near the end of discharge, the core is completely consumed, and the
entire particle is now made of the single Li-rich phase [36].
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Figure 2.3: Schematic diagram of the shrinking-core model with juxtaposition of two
phases and the movement of the phase boundary.

An open-circuit (zero-rate) potential is a direct reection of the Gibb's free energy.
The potential vs. composition as shown in Fig. 2.3 has a at region. In this region, the
two phases (lithium decient and lithium rich) have the same chemical potential and
these phases coexist in equilibrium. A broad and at region in the discharge curve
is generally considered a desirable feature for commercial applications.

Successful

cathode materials commonly exhibit phase-change behavior like this.
During the charging of the completely discharged electrode, the process described
above is repeated but this time the shell is the lithium-decient phase and the core
is the lithium-rich phase. As the outer shell is composed of a dierent material, the
eective transport properties governing the charging process are dierent from those
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for discharging. Thus, in an electrode charged from the completely discharged state
to 50% SOC (state of charge), the core consists of Li-rich phase, while for an electrode
discharged to this point from a fully charged state, the core is the Li-decient phase.
Thus, the cycling history is important in quantifying the state of the active material
particles [36].

Srinivasan and Newman [45] qualitatively showed this asymmetric

charge and discharge behavior, which leads to apparent hysteresis. When transport
limitations are important, the apparent energy on charge is considerably larger than
that on discharge.

2.5 Model development for porous electrodes
Using a combination of model and experiments, one can understand the dominant
processes in lithium batteries for a particular application. In addition, one can obtain information (e.g., concentration proles) that is dicult or impossible to obtain
experimentally. The model can save time and resources by guiding the choice of experiments. Furthermore, we can answer hypothetical questions like, what happens if
we change parameter X in the battery? Thus the model can be helpful in designing
and optimizing batteries for dierent applications.
There has been extensive research done on modeling lithium batteries.

As dis-

cussed below, modeling of a porous electrode involves specication of dependent variables of interest, the governing equations for these variables, and a method of solution
for the resulting system of equations.

Macrohomogeneous approach.

Lithium battery models are based on conser-

vation of mass and energy. In addition, other related equations, which are specic to
lithium batteries, need to be considered. Newman et al. [46] presented equations based
on a macrohomogeneous approach. In a macrohomogeneous approach, the electrode
is treated as a superimposition of two continua, one representing the liquid-electrolyte
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phase and another representing the solid-matrix phase [47], and these phases coexist
at every spatial point in the porous electrode model. Eective transport properties in
each phase are calculated using a volume-averaging technique. In volume-averaging
the exact positions and shapes of all the particles and pores in the electrode are not
specied, but properties are averaged over a volume small with respect to the overall
dimensions of the electrode but large with respect to the pore structure.
Several researchers have used and extended the porous battery model developed
by Newman [46]. The derivation of the equations for porous electrodes are also given
by Dunning and others [4854].

A general energy balance for battery systems are

presented by Bernardi et al. [55]. These energy balance equations were extended to
account for energy balance in insertion battery systems [56].

Rao and Newman's

energy balance [56] was extended by Botter et al. [57] to incorporate the eect of side
reactions in the thermal behavior of a cell.
The macrohomogeneous modeling framework involves the transport of charge in
both the electronic and the ionic phases in a porous electrode, mass transport in the
ionic phase, the reaction at the electrode/electrolyte interface, and the transport of
Li ions in the solid particles.

The unique features of each chemistry are then in-

cluded in the model by changing the parameters that describe these processes such as
the thermodynamic potential, diusion coecient, kinetic parameters, and electronic
conductivity of the material [52, 5864].

Modeling multiphase solid phases.

In batteries, the active material particles

are not of uniform size. Many researchers have used a single eective particle size in
the model. Exceptions include Newman and co-workers [36, 65], who investigated the
eect of particle-size distribution by incorporating a binary particle-size distribution.
The limitation of this prior work is that the potentials of dierent particles were taken
to be the same. However, in an electrode particles with dierent sizes or even same
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particle sizes can have dierent inter-particle contact resistances, leading to dierent
potentials. Prior models do not take into account these local eects.
In our work, the particle-size distribution is modeled by dividing the distribution
into dierent size bins and treating each discrete particle size as a separate superimposed phase in the electrode [1]. The intrinsic material properties of dierent particle
sizes are the same, but they may have dierent diusion lengths, inter-particle contact resistances, and reaction rates and hence solid-phase concentrations. For each
discrete particle size, the mass balance, the charge balance, and the Butler-Volmer
rate equations are solved.

In our model, the carbon additive is also modeled as a

separate phase.

Model equations
Referring again to Fig. 2.1, we conceptually divide the cell into three regions:
composite positive electrode (cathode), separator, and lithium-foil negative electrode
(anode). The following subsections describe briey the types of mathematical equations that are used in a lithium-ion battery model of the dierent regions. In addition,
we must consider solid-phase transport inside active-material particles.

Separator
In the separator, the mass balance for a binary electrolyte is given by [46]

sep

where

Deff

sep

∂c
= ∇ · (Deff ∇c) ,
∂t

is the porosity of the separator,

c

is the concentration of lithium ion and

−
+
is the eective salt diusion coecient. The salt contains Li and PF6 .
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(2.3)

The potential variation in electrolyte phase in the separator can be given by
modied Ohm's law






2RT
d ln f±
0
i2 = −κeff ∇Φ2 −
1 − t+ 1 +
∇ ln c ,
F
d ln c

where

i2

is the current density,

κeff

is the eective electrolyte conductivity,

potential of the liquid phase relative to reference lithium anode,
gas constant,

T

is the temperature in Kelvin,

the activity coecient of the salt, and

F

t0+

R

(2.4)

Φ2

is the

is the universal

is the transference number,

f±

is

is the Faraday's constant. The second term

on the right hand side of Eq. 2.4 represents the eects of concentration polarization
or variation.

Also charge conservation gives

∇ · i2 = 0.

(2.5)

Porous electrode
The mass balance for electrolyte phase in a porous electrode is given by


1 − t0+ X
∂c
= ∇ · (Deff ∇c) +
Jil ,
cath
∂t
υ+ F
i

where

cath

is the porosity of the cathode,

υ+

(2.6)

is the stiochometric coecient, and

Jil

is the pore-wall ux across the interface between the electrolyte and the active
material (i). The second term on the right hand side of Eq. 2.6 is a reaction term,
where in the macrohomogeneous approach the distributed heterogeneous reaction is
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Jil

treated as a homogeneous reaction.

(also given by Eq. 2.16) is related to the

divergence of the current ow in the electrolyte phase through Faraday's law

Jil = −

∇ · i2
.
nF

(2.7)

The charge balance in liquid phase in the porous cathode is given by

∂ (Φi − Φl )
C ail
= −∇ · (ii ) −
∂t

where

C

is the double-layer capacitance,

unit volume. The subscripts

i

and

c

ail

!
Jil +

X

Jcj

,

(2.8)

j

is the solid-liquid interfacial area per

denotes each of the solid phases and carbon

phase respectively. The left side of Eq. 2.8 describes capacitive interphase charge
transfer.

where

σi

ii

is given by Ohm's law for a particular solid phase

ii = −σi ∇Φi .

(2.9)

i.

The charge transfer (Jcj ) between

is the electronic conductivity of phase

carbon and active material particle is given by

Jcj = acj

where

acj

Φc − Φj
,
00
Rcj

is the contact area between carbon and active-material particle

given by Eq. 34 in Ref. [1].

00
Rcj

phase and the active material

j . acj

is

is inter-particle contact resistance between carbon

j.

The inter-particle contact resistance is further

discussed in Subsection 5.4.7. The current in the electrolyte phase is related to the
gradient of potential in electrolyte in the porous structure by
22






2RT
d ln f±
0
il = −κeff ∇Φ2 −
1 − t+ 1 +
∇ ln c .
F
d ln c

(2.10)

This can be rearranged as




2RT
d ln f±
il
0
+
1 − t+ 1 +
∇ ln c,
∇Φ2 = −
κeff
F
d ln c

(2.11)

Eective transport properties
In porous structures (separator and cathode), as the paths for the species transport
are not straight channels, the conductivity and diusivity are corrected to account
for tortuosity using

κeff =

κint 
τ

(2.12)

Dint 
,
τ

(2.13)

and

Deff =

where



and

κint
τ

and

Dint

are intrinsic ionic conductivity and diusivity of the electrolyte,

are the the porosity and tortuosity of the respective porous structure

(separator or cathode). Chapter 4 gives further details about quantifying eective
transport properties or liquid-phase resistance in a porous structure.
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Li foil negative electrode (anode)
The lithium foil negative electrode appears as a boundary condition.
At the Li foil anode

Deff ∇c = ianode

where

ianode

(1 − t0+ )
,
F

(2.14)

is the current at the anode and given by the Butler-Volmer expression

(Eq. 2.16) at the anode.

Mass transfer in active material
Padhi et al. [23] showed that the LiFePO4 undergoes 6.81% increase in volume
on lithiation. However, if we neglect change in volume and migration eects in the
particle and assume spherical particles then the mathematical equation for transport
of lithium ions in the particle is given by

1 ∂
∂cs
= 2
∂t
r ∂r

where

cs



∂cs
2
r DLi
,
∂r

is the concentration of lithium in solid phase, and

coecient of lithium in the active material.

DLi

(2.15)

DLi

is the diusion

is further discussed in Chapter 5.

Kinetics
At the interface between the electrode and electrolyte, the ow of current is
continuous and the continuity of charge is maintained by Butler-Volmer expression,
which is given by


Jil = ail i0 exp



αa F
ηs
RT
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αc F
− exp −
ηs ,
RT

(2.16)

where

ail

is the surface area per unit volume of the electrode for solid phase

i

and

ηs

is the surface overpotential and is the driving force for the electrochemical reaction,

ηs = Φi − Φl − U
potential of phase
state of charge.

i0

in which

i

Φi

is the potential of solid phase

i. U

is the open-circuit

relative to a lithium electrode reference and is a function of

is the exchange current density and is a function of the

liquid-phase and solid-phase concentrations (Eq. 8.10 in Ref [46]).

Method of solution
For dierent geometries the above equations need to be modied. For all but a
few extremely simplied cases an analytical solution is not available for the above
equations and numerical techniques must be used. The complexity of the boundary
conditions and system domain determines the speed and the accuracy of the technique
chosen. The nite dierence method (FDM), the control volume formulation (CVF),
and the nite element method (FEM) are the most common numerical techniques.
FDM has been widely used [6671] due to its simplicity and accuracy. Botte et al.
[72] have shown that the CVF performs better than FDM for second order partial
dierential equations only for a boundary value problem (BVP) in which both the
boundary conditions are given as uxes. In all other cases, FDM is more accurate
than CVF for a small number of nodes [72]. The simplest and still most commonly
used technique is based on nite dierences. Newman's BAND subroutine is a commonly used implementation of FDM for models of electrochemical cells, having been
developed in 1968 [73].
The Butler-Volmer expression (Eq. 2.16) makes the set of partial dierential equations (PDEs) non-linear and sti, which makes solving them a challenging job. For
instance, it is dicult to nd proper initial conditions to solve these sti PDEs.
The nite element method (FEM) provides an alternative to FDM for systems
with irregular geometry, unusual boundary conditions [52].
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In our work, we used

COMSOL Multiphysics [74], which is also based on FEM. The software readily allows
nonuniform spacing of nodes, which allows for ecient computation on systems that
have boundary layers or disparate length scales.

The other major advantages of

COMSOL include ease of programing and data processing.

2.6 Summary
Among the materials used in lithium-ion batteries, LiFePO4 has high energy density,
low raw material cost, environmental friendliness, and thermal stability. In addition,
various material and fabrication processing approaches, such as doping, carbon coating, and nano-size particles, have been used to improve the performance of LiFePO4
for high-rate applications.

Hence, presently, LiFePO4 is a potential candidate for

lithium-ion batteries for hybrid vehicle applications. We chose to use commercially
manufactured LiFePO4 as an active material in our cathodes.
LiFePO4 has unique features such as carbon coating, phase-change behavior and
diusion in only one of the lattice dimensions of the material. These features make
modeling of LiFePO4 cathodes challenging. Researchers have used a shrinking-core
approach to model LiFePO4 .

As presented in Chapter 5, a modeling framework

discussed in this chapter is used and adapted for LiFePO4 by considering the unique
features of LiFePO4 .
The eective liquid-phase transport properties or liquid-phase resistances in porous
structures of lithium-ion batteries are described in terms of tortuosity, a geometric
parameter.

There is little direct experimental data for tortuosity or liquid-phase

transport resistance in porous electrodes. Modeling and experimental techniques to
quantify the tortuosity are presented in Chapter 4.
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Chapter 3
Understanding eect of shape of
conductive additive
3.1 Introduction
One of the key challenges of using LiFePO4 is its poor electronic conductivity
(∼10

−9

−1
S cm ) [21, 75, 76]. This challenge is typically overcome by using various

material-processing approaches as discussed in Chapter 2. In fact, in the fabrication
of LiFePO4 , nanometer-scale particles of active material are naturally embedded in
a porous matrix of residual carbon (formed during the fabrication process itself ) to
form larger-particle aggregates [31]. However, there is still need for signicant added
carbon in the composite cathode to achieve desired electrical performance.
Our objective in this chapter is to examine the inuence of carbon bers on the
electrical connections between the active material and the current collector, leading to
improved power performance. Mandal et al. [77] showed that both the electronic conductivity and the discharge capacity of LiMn2 O4 cathodes depended on conductiveadditive content.

Sastry and co-workers [78, 79] have shown theoretically that the

shape of the conductive material has a substantial eect on the conductivity of the
network formed. In particular, an increase in the aspect ratio of the ller improves
the conductivity of the network for a given volume fraction of additive. Zaghib and
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co-workers found that good cyclability can be obtained using vapor-grown carbon
bers in carbon-based anodes [80].
It is important to realize that there is not only a need for a conductive network
to facilitate electron transfer, but also good connections of the active-material particles to that network. Recent work in our group [81] showed that the use of carbon
nanotubes (CNTs) as the conductive ller in thick-lm cathodes signicantly reduced
the measured resistance of aluminum-doped spinel cathodes, increased active-material
accessibility, and improved cycling and power performance of the electrode [81]. Unfortunately, CNTs remain quite expensive for hybrid vehicle applications.

As an

alternative, in the present work we used less-expensive vapor-grown carbon bers
with an aspect ratio of around 400 and a length close to the thickness of the electrode
(around 70

µm).

In order to evaluate the eect of the ber additive, we performed a series of experiments in which we constructed cathodes with dierent types of conductive additives,
including mixtures of conductive additives.

In each of the cells we kept the total

mass fraction of carbon in the composite cathode constant at 8 wt%. Previous work
in our group [81] showed little change in internal electronic resistance for cathodes
with carbon content above 8 wt% . The results are compared to the U.S. Advanced
Battery Consortium (USABC) goals for HEV power pulses [82]. We also show that
the irreversible losses during each pulse are about one-third of total available energy,
at the maximum allowable pulse-discharge rates for all the cells tested.
The cathodes contained combinations of three dierent carbon conductivity additives: vapor-grown carbon bers (CF), carbon black (CB) and graphite (GR). Cells
of dierent carbon composition and active-material loading were tested with 10-s
charge and discharge pulses and found under certain conditions to meet the HEV
power goals for the USABC. To summarize our results, the use of carbon bers as
conductive additive was found to improve the power performance of cells compared
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to baseline cells. The enhanced electrode performance due to the bers also allows an
increase in energy density while still meeting power goals. In addition, we identied
optimal active-material loading for power performance.
The following section describes the cell-fabrication and testing procedures used in
this work.

3.2 Experimental
Cell fabrication
4

Lithium iron phosphate (LiFePO ), supplied by Hydro Québec, Montréal, Canada
was used as the active material for the cathodes. Three dierent carbon-based conductivity additives were used: heat-treated vapor-grown carbon bers (diameter: 100
to 200 nm, length: 30 to 100

µm,

PR-19, Pyrograf Products Inc.), carbon black (di-

ameter: 20 to 30 nm, XC-72R, Cabot Carbon Ltd.) and graphite (diameter: 5.5 to
7.5

µm, SFG-6, TIMCAL Group).

For comparison purposes dierent combinations of

these three additives were used as discussed below. Polyvinylidene uoride copolymer
(PVdF, 741 Kynar Corp. ) was used as a binder for all of the cathodes fabricated in
this study. Each cathode used 84% active material, 8% PVdF, and 8% conductivity
additive, all on a dry-weight basis.
The cathodes were fabricated on a carbon-coated aluminum current collector.
The carbon coating used in this work consists of 70% carbon black (CB) and 30%
PVdF on dry mass basis.

To fabricate the carbon-coated current collector, PVdF-

NMP (N-methyl-2-pyrrolidone) solution was prepared by dissolving PVdF in NMP by
mild heating. Then carbon black was mixed with the PVdF-NMP solution by hand
followed with mixing with an ultrasonic homogenizer. Then the resulting slurry was
coated on aluminum current collector with the help of a doctor blade (Byk-Gardner,
U.S.A.). Then this coated aluminum foil was dried in oven at 100
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o C for 12 hours.

To laminate the cathode slurry, rst, the PVdF was dissolved in N-methylpyrrolidene
(NMP) with mild heating. The respective amounts of carbon black, graphite, carbon
bers and lithium iron phosphate were dry-mixed by hand followed by mixing with
an ultrasonic homogenizer. This mixture was then added to the PVdF-NMP solution
and the resulting slurry was stirred manually and by ultrasonic homogenizer.

The

composite slurry was spread uniformly on the carbon-coated aluminum current col-

°

lector using the doctor blade and was dried overnight at 100 C under vacuum (15 in
Hg).
Individual active-material cathodes were cut from the dried composite cast using a
template of 4 cm

2

area. Then, these cathode lms were compressed to dierent thick-

nesses using a calendering machine (Pepetools, OK) to achieve the desired porosity
for the electrodes. Based on a mass balance and thickness measurements with a micrometer we determined the porosities before and after calendering. Fiber-containing
cathodes had their porosity reduced from about 80% to about 65%. Baseline (nonber) cathodes had their porosity reduced from about 75% to 45%. At the time when
this work was performed, we found that reducing the porosity of ber-containing
cathodes below about 65% led to poor cathode performance and the appearance of
shiny compacted regions on the surface of the composite. However, later we found
that the porosity of carbon bers can be decreased by using lower amount of solvent
(NMP) without aecting cell performance. For the cathodes fabricated as described

−2
above, the typical thickness for a ber-containing cathode with loading 1 mAh cm
was 73

µm

at 65% porosity.

Following the fabrication of the composite cathodes, batteries were assembled
in an Ar-atmosphere glove box (moisture content 0.9 ppm and oxygen content <

2
0.25 ppm, VAC, Hawthorne, CA). Lithium metal foil (Alfa Aesar) of area 4 cm on a
copper current collector was used as the anode. The cathode and lithium-foil anode
were separated by three 25-µm-thick polypropylene separator layers (Celgard 2400,
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Celgard LLC, Charlotte, NC). Metalized polymer lm (Class PPD Shield Pack, Inc.,
Los Angeles, CA) was used to enclose the cells. Electrolyte composed of 1 M LiPF6
in a 1:1 (w:w) mixture of ethylene carbonate and diethyl carbonate (LithDyne Elyte,
LithChem International, Anaheim, CA) was added to the pouch before sealing with
an electric heat sealer (Impulse Sealer Tish 200, Electronic Heating Equipment Co.).

Testing
All cells were tested under external compression of 68 kPa above atmospheric
pressure at approximately 298 K using a battery tester (Maccor 4300, Maccor Inc.).
The testing protocol used was as follows. Four formation cycles were performed for
all cells. For each of the rst four cycles, the cells were charged at a C/2 rate to 4.0 V,
followed by trickle charging at 4.0 V until current dropped below C/50. Following a
1-h rest, the cells were discharged at a C/2 rate to 2.2 V. The discharge end-point
voltage of 2.2 V was selected to be 55% of the maximum charge voltage of 4.0 V,
according to the protocol of the U.S. Department of Energy's Batteries for Advanced
Transportation Technologies (BATT) program [83].
The C-rate is a convenient way of expressing the charge or discharge current rate
of a battery. 1C is the current that would cause the cell to be completely discharged
from a fully charged state in one hour. Other C-rates are multiples or fractions of the
1C rate. For instance, at the C/10 rate, a cell would be completely discharged in 10
hours. C-rates for charging are dened analogously.
After the formation cycles, each cell was charged at C/2 to 4.0 V followed by
trickle charging and 1-h rest, and then fully discharged at rates of C/10, C/2, 1C,
2C, and 5C respectively, on consecutive cycles with 1-h rest after each discharge.
Following these cycles, the cell was discharged to 50% DOD (depth of discharge) at
a C/5 rate and rested for 1 h. HEV pulse tests were then performed. A sequence
of 10 s discharge and charge pulses was performed at dierent C-rates (525C, in
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5C increments); each discharge pulse was followed by a charge pulse (to restore the
state of charge to 50%). A 10-min rest period was used between each type of pulse.
Following the pulse testing, the cell was charged at C/2 to 4.0 V followed by trickle
charging and 1-h rest, and then discharged 50% DOD.

3.3 Results and discussion
Cathodes with dierent conductive additives.
Cathodes with three dierent carbon compositions were tested: 4% CB + 4%
CF, 8% CF, and 4% CB + 4% GR. The cathodes not containing carbon bers were
intended as a control or baseline from which to compare the inuence of the bers.
Fig. 3.1 shows SEM images of the cathode surface with these three dierent compositions. The pictures show the cathode-materials to be well-mixed on the microscale.
The cathodes containing carbon bers (CB+CF and CF only) show the bers quite
clearly. The bers appear to be in good contact with other particles. The bers are
believed to enhance the electrical conduction and contact throughout the cathode
and also provide mechanical strength to the solid matrix.
Following formation cycles, the cathodes described in this study achieved C/10
discharge capacities (discharging from 3.4 V to 2.2 V vs. lithium) that were around
85 to 90% of their respective theoretical capacities.

Determination of maximum C-rate and specic power
As described in the experimental section, we conducted a series of 10-s pulse
tests at dierent C-rates on each cell in order to assess HEV power performance.
Our objective was to calculate the maximum power obtainable during the 10-s pulse
within the constraint that the voltage must remain within the specied window of
2.2 V to 4.0 V. We dened pulse power as the total energy of the pulse divided by the
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Figure 3.1:

SEM images of cathodes with diering conductive additives:

(a) 4%

carbon black + 4% carbon ber, (b) 8% carbon ber, (c) 4% carbon black + 4%
graphite.
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Figure 3.2: Representative results from a series of 10-second pulse-discharge tests on a
single cell at 50% DOD. Voltage at end of each pulse (circles) is compared to resulting
specic power (triangles) as a function of pulse C-rate. Maximum pulse power for the
cell is obtained for the C-rate that corresponds to 2.2 volts ending voltage.

pulse time (10 s). Fig. 3.2 illustrates the process we used to calculate the maximum
allowable pulse power, in this case for a representative cell in discharge. The maximum
power occurs at the maximum-magnitude charge or discharge rate that does not cause
the voltage to go outside the allowable voltage window during the pulse. In the case
of Fig. 3.2, the maximum discharge rate that leads to 2.2 V at the end of the pulse is
around 20.6C, obtained by interpolation. The specic power corresponding to that

−1
maximum rate is 3882 W kg
cathode, again obtained by interpolation.

All the

 max power calculations in subsequent gures were determined in this manner.
Fig. 3.2 and subsequent gures give specic power in terms of W kg

−1

of cathode.

The mass of cathode includes the dry composite material and the current collector

2
(both have supercial area 4 cm ) and excludes metal connection tabs to the current
collector. For comparison purposes, the USABC power goals shown on the plot are
converted to the same specic-power basis using the simple assumption that the total
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battery mass for hypothetical large-size commercial cells (including cathode, anode,
separator, electrolyte, and packaging material) is exactly three times the cathode-only
mass. This estimate is not intended to be denitive, but instead to suggest how our
small laboratory-scale cells perform relative to the goals established for vehicle-size
batteries.

Power performance of composite cathodes
Fig. 3.3 shows the pulse-discharge power performance of cathodes with dierent
compositions of carbon additives. Cathodes with three dierent combinations of carbon additives (CF+CB, CF only and CB+GR) were tested. The ordinate represents

−2
pulse specic power. The abscissa represents active material loading (mAh cm ) on
the cathode.

The USABC power goals for HEV are represented by the horizontal

line. The maximum pulse-discharge specic power occurs at loading values around
1 mAh cm

−2

for all three compositions tested. The cathode containing both ber and

carbon black appears to have the best performance, followed by the carbon-ber-only
cathode and the baseline cathode. The scatter in the power data is most likely due
to slight cell-to-cell fabrication variations.
Fig. 3.4 shows pulse-charge power performance for cathodes with dierent compositions of carbon additives. Similar to Fig. 3.3, it shows that the optimum pulsecharge specic power occurs for loadings around 1 mAh cm

−2

for all three composi-

tions tested. Again, the cathode with carbon ber and carbon black showed the best
performance. All three cathode compositions appear to be capable of satisfying the
regenerative pulse-charge power goals set by USABC.
Fig. 3.3 and 3.4 both show that the specic-power performance declines for activematerial loading above about 1 mAh cm

−2

. On the other hand, the specic energy of

the cathodes (not shown) increases with active material loading. This is because the
fraction of cathode mass devoted to current collector decreases with higher loading.
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Figure 3.3: Maximum specic power for 10-s pulse discharge of cathodes with dierent
conductive carbon additives and at 50 % DOD. Carbon-additive amounts are given in
the key. The USABC power goal for HEV applications is represented by the horizontal
line.

Figure 3.4: Maximum specic power for 10-s pulse charge of cathodes with dierent
conductive carbon additives and at 50 % DOD. Carbon-additive amounts are given in
the key. The USABC power goal for HEV applications is represented by the horizontal
line.
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For instance, for our cathodes at 1 mAh cm

−2

the current collector itself has a mass

equal to 46% of the composite mass (active material, carbon, and binder), with
both based on the same supercial area. Therefore, the amount of active material
loading controls the trade-o between specic energy and specic power that can be
extracted from the cathode. Cathodes with greater specic power at a given loading
can therefore be operated at correspondingly greater overall energy density and still
satisfy minimum pulse-power goals. Thus, the marginally higher specic power of the
CF+CB cathodes can be used to eect increased specic energy if desired for specic
applications.
The respective active-material-loading ranges for the best charge and discharge
power performance coincide. This observation is consistent with the expectation that,
neglecting phase-change hysteresis in the active material, the internal resistance in
the cathode aects charging and discharging similarly.

Hence, the optimization of

pulse discharge power automatically helps to attain the optimization of pulse charge
power.

Irreversible power loss
Fig. 3.5 shows the variation of discharge-pulse eciency with active material
loading.

Here, pulse eciency is dened as the ratio of the actual power obtained

to the power that would be obtained if there were no irreversible losses during the
10-s pulse, at the same discharge rate.

Interestingly, the eciency of all the cells

tested lies in a narrow band between 60 and 70%. In other words, when operated at
maximum allowable power about one-third of the available energy or power is lost
to irreversible processes independent of the type of conductive additive, for the cells
investigated.
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Pulse Efficiency
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Figure 3.5:

Eects of loading and carbon-additive composition on discharge-pulse

eciency. Pulse eciency is dened as the ratio of the actual power obtained to the
power that would be obtained if there were no irreversible losses during the pulse.

3.4 Summary and analysis
Optimal power
Cathodes with varying composition of the carbon additives (CB+CF, CF only and
CB+GR) were fabricated and tested. The cathodes containing CF+CB were observed
to have the best power performance, followed by cathodes containing CF only and
CB+GR. The best pulse-power performance for each composition tested was found
to be at active material loading of around 1 mAh cm

−2

. Loading values greater than

the optimum point lead to a trade-o between specic power and specic energy. The
use of carbon bers permits increased energy density while satisfying the HEV power
goals established by USABC. All cells investigated were found to have 30 to 40%
irreversible power loss at the maximum allowable pulse current rates, independent of
the composition of cathodes.
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In this work we chose not to use area-specic impedance (ASI) as a metric for
power performance. ASI is the voltage change during a pulse or transient experiment
(4V), divided by the impressed current density (i). The current density for a given
cell is typically some prescribed multiple of the C-rate.

The diculty with this

is that the numerator (4V) and denominator (i) scale dierently with electrode
loading. The net result for the cells here is that ASI decreases with increasing loading
throughout the studied range, and thus has a presumed minimum at a loading value
far in excess of the point for maximum power density. While ASI as commonly dened
does allow one to compare dierent cathode chemistries or compositions at the same
approximate loading, it is less useful in determining an optimal battery loading for a
given chemistry or composition.
It should be noted that our maximum pulse-power results depend on the voltage
constraints placed on the cell. At 50% depth of discharge, the open-circuit potential
(vs. Li) of the cathode is 3.42 V. Potential was allowed to go down to 2.2 V for the 10-s
discharge pulses, and up to 4.0 V for the 10-s charge pulses. The respective maximum

−2
rates were around 20C for discharge and 10C for charge, for cells at 1 mAh cm .
The use of a larger voltage window would of course permit greater rates and hence
greater power densities.
The optimum cathode loading for power performance is a result of the fact that
specic power is normalized by the mass of the cathode. At lower loadings, a greater
proportion of cathode mass is devoted to the current collector, leading to decreased
specic energy and power.

On the other hand, transport losses (both ionic and

electronic resistances) increase with cathode thickness.
these two eects leads to an optimum loading point.
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The competition between

Number of separator layers
It is important to note that when this work was completed, three separator layers
were used in all of the tested cells to prevent shorting between the anode and cathode
due to dendrite formation on the lithium anode.

The ohmic voltage drop due to

two additional separator layers is small; for instance, the calculated ohmic voltage
drop at 20C for a cell of loading 1 mAh cm

−2

is 0.1 V in these extra two separator

layers. This voltage drop would change the power density of the cell by approximately
5%. Therefore, we expected that it would not make a signicant dierence in power
performance of the tested cells.
However, subsequently, we found that if we had used one separator layer instead
of three, the concentration polarization or variation across the separator region would
be signicantly lower at high rates for all the tested cells. The change in separator
concentration prole consequently aects utilization of the cathode, particularly in
thick cathodes. Therefore, we expect that the use of one separator layer instead of
three would shift the optimum loading point towards thicker electrodes in Figs. 3.3 and
3.4 for all the tested cells. However, it would not change the power-performance trends
observed among ber-containing and non-ber cells because, for a particular loading,
we expect that the concentration polarization would aect all three composition cells
(CB+CF, CF only, and CB+GR) in a similar way.

Impedance of lithium anode
We used a lithium anode because we wished to isolate and study the cathode
performance. However, a lithium anode, due to its low surface area, adds a signicant
kinetic impedance to the cell. If we had used a porous carbon anode, as is used in
commercial batteries, the power performance of all the tested cells would be changed.
The porous carbon anode has lower kinetic impedance due to higher surface area
compared to lithium anode.

However, porous carbon anode has additional liquid40

phase resistance due to longer diusion paths in the porous structure. We assume
that the use of three separator layers approximately accounts for the liquid-phase
resistance in the porous carbon anode. In addition, it is also important to note that
if we had used a porous carbon anode, the voltage limits used in this work would
change due to the overpotential and thermodynamics associated with the porous
carbon anode. We expect that this may decrease the power density of all the tested
cells. Therefore, when the porous carbon anode is to be used, the trade-o between
improved kinetics and additional overpotential need to be considered.

The trends

observed for the power performance of ber-containing and non-ber cells would not
change as we expect that all the changes discussed above would aect each of the
tested cells in similar way.

The use of carbon bers
Why do the ber-containing cathodes perform better than the baseline composition,
for the same total fraction of carbon additives? As already noted at the beginning of
the chapter, it is known that high-aspect-ratio additives are more ecient at increasing overall electronic conductivity for a given volume fraction and intrinsic material
conductivity. By nature, the conductivity of networks of low-aspect-ratio materials
such as carbon black and graphite are dominated by the degree of inter-particle resistance, which in turn depends on the degree of inter-particle contact. This is the reason
that carbon-black networks have an eective conductivity that is a strong function
of mechanical pressure [84]. On the other hand, high-aspect-ratio materials such as
bers are better able to maintain conductivity with less dependence of inter-particle
contact with mechanical pressure. By analogy, bers act as highways for electrons.
The conventional thinking with respect to the use of graphite and carbon black
follows similar lines.

The intrinsic electrical conductivity of graphite is more than

that of carbon black because of its ordered structureit acts as a comparatively good
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highway for the electrical network. However, carbon black establishes better electrical
contacts between larger particles because of its smaller size and greater surface area.
A combination of both graphite and carbon black allows for a highly conductive
network that also connects to the active material particles. Like graphite, the heattreated carbon bers we used have good electrical conductivity, but additionally gain
the benet of high aspect ratio.

Therefore the combination of bers and carbon

black provides a highly conductive network that connects well to the active material
particles and the current collector.
The bulk electronic conductivity of the carbon ber containing cells were found
to be nearly the same as that of non-ber cells. This suggests that the improvement
in the performance of the ber-containing cathode was principally due to lower interparticle contact resistance.
Even though the carbon bers were found to enhance the power performance
of the cells tested, it is important to recognize the diculties related to their use.
Using the present casting procedure, we found it dicult to reliably fabricate carbonber-containing cathodes with thickness below 60

µm.

We performed preliminary

experiments with two cathodes where the bers were manually chopped using a razor
blade on a glass surface. The chopping did not signicantly change the cell performance when compared to unchopped bers.

Shorter bers could lead to improved

processibility, however, and deserve further investigation.
The vapor-grown carbon bers we used are signicantly cheaper than carbon nanotubes, but they are nevertheless costlier than the other carbon additives considered
here. It may be the case that a signicantly smaller fraction of bers in the overall
amount of carbon additive will nevertheless generate most of the observed benet.
Or perhaps the optimal composition will require all three carbon additives considered
here. With a reduction in the fraction of carbon bers used, the cost of the bers
becomes less of an issue.

42

In addition, if the cycle life of carbon-ber containing cells is improved then this
would be an advantage that would oset increased cost. A potential advantage of using carbon ber is this material's ability to impart mechanical strength and stability
to the solid matrix in the cathode. Lack of mechanical stability has been associated
with lithium-battery failure mechanisms by Kostecki and coworkers [84]. They found
evidence of carbon-particle retreat and rearrangement in the cathode during extending battery cycling. The work should be continued to assess the long-term cycling
performance of the cell compositions studied here.
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Chapter 4
Understanding liquid-phase transport
4.1 Introduction
Researchers [36, 52, 53, 5861, 63, 64] have used macro-homogeneous mathematical
models to understand, quantify, and develop strategies for mitigation of the dominant
resistances in lithium batteries. The eectiveness of such models depends to a large
extent on the accuracy of the physical parameters used. This work provides physical
insight into the liquid-phase transport processes by examining and increasing the accuracy of the parameters that describe liquid-phase mass transport in electrodes and
separators used in Li-ion batteries. As described in Section 4.2, the liquid-phase mass
transport resistance in porous structures of lithium batteries is described by tortuosity, a geometric parameter. In this chapter, we present our modeling and experimental
work to quantify tortuosity in electrolyte-lled porous battery structures.
The methodology to nd the tortuosity in the porous structures is presented in
Section 4.3. We measured tortuosities of separators by two methods, AC impedance
and polarization-interrupt (discussed in Sections 4.4 and 4.5), which produced consistent results. This suggests that the polarization-interrupt experiment can be reliably
used to nd the tortuosity of a porous structure. Further, we measured an apparent

45

interfacial resistance at the lithium metal electrodes that contributed to both the
ohmic and diusional resistance of the cell.
The polarization-interrupt experiment was also used to measure eective electrolyte transport in porous lms of cathode materials, particularly lms containing
LiFePO4 . An empirical relationship between porosity and the tortuosity of the porous
cathode material lm was developed. Our results demonstrate that the tortuositydependent mass transport resistance in porous separators and electrodes is signicantly higher than that predicted by Bruggeman relationship (Eq. 4.3).

4.2 Liquid-phase transport properties
Porous electrodes and separators are multi-phase structures that include a network
of interconnected and irregular pores or channels. It is dicult and time consuming
to model these complicated pore networks in full three-dimensional realism. Instead,
for macro-homogeneous models, the complexity of mass transport in the pore network
is reduced to only one eective geometric parameter, tortuosity

τ.

The tortuosity of

a porous network is used to obtain eective transport properties. It is assumed that
the tortuosity aects transport properties, liquid-phase diusivity and conductivity,
with a similar functionality [85]. In general,

κeff =

κ
τ

(4.1)

D
.
τ

(4.2)

or

Deff =

Here

D

κeff

and

κ

are eective and intrinsic conductivities, respectively, and

Deff

and

are eective and intrinsic diusivities, respectively, of the conductive phase (in
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the present case the liquid electrolyte). Eqs. 4.1 and 4.2 serve as the denition of
used in the present work. When comparing

τ

τ

values from dierent sources, one must

be cognizant of the denitions used. For example, our tortuosity is the square of the
one used by Abraham [2]. Alternatively, some workers choose to describe eective
conductivity in terms of a MacMullin number [3], which in this context is

The eective transport properties are corrected by
conductive phase (in the present case



the volume fraction of the

is the porosity or void fraction of the solid).

This means that any salt molar uxes (from

κeff )

,

NM = τ /.

Deff ) or electrical current densities (from

in the model are based on supercial electrode and separator areas.

If the

conductive pathways are composed of straight channels of uniform cross section that
are parallel to the transport direction, then
tortuous pathways

τ =1

in Eqs. 4.1 and 4.2. Otherwise, for

τ > 1 and eective transport properties are always lower than the

intrinsic transport properties of the conductive phase.
Of course,

τ

depends in a complicated way on the structure of the porous network,

including the nature and particle-size distribution of each of the materials used in the
porous electrode. Due to these complexities, researchers have used
parameter or perhaps as a function of



τ

as an adjustable

[85, 86]. The Bruggeman relationship [2, 87

90] has often been used to correlate and predict eective conductivities:

κeff = κα ,

(4.3)

τ = 1−α ,

(4.4)

or equivalently,
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where

α

is the Bruggeman exponent. For a system composed of a continuous

e.g.

conductive phase (

i.e.

uniform size (
This value of

α

liquid electrolyte) mixed with insulating spherical particles of

monodisperse) it has been shown empirically [89, 90] that

α ≈ 1.5.

is often used in battery simulations.

There is little to no direct experimental data for tortuosity or liquid-phase transport resistance in porous electrodes. Similarly, few have questioned the accuracy of
the Bruggeman equation (Eq. 4.3) with

α = 1.5.

A few researchers [2, 3, 85] have

used larger values of the Bruggeman exponent. Patel et al. [3] performed numerical
simulations of porous networks with dierent morphologies and calculated the tortuosity for these networks in terms of a Bruggeman exponent. They also performed
liquid-phase conductivity measurements for dierent types of battery separators and
calculated corresponding Bruggeman exponents.
Prior work by our group [1] found that liquid-phase transport resistance in LiCoO2
cathodes has a great eect on cell performance and that the usual Bruggeman relation with

α = 1.5

signicantly underpredicts mass-transport resistances. While one

can regress needed physical parameters by comparing cell performance to a full-cellsandwich model (as we did), the presence of multiple unknown resistances (including
kinetic and electronic transport) in the model makes accurate determination of one
particular resistance dicult. Therefore, it is of great interest to develop an experimental approach to quantify directly the tortuosity or the liquid-phase transport
resistance for porous electrode lms and separators. Before this work, no work has
been reported on experimental evaluation of the tortuosity of porous electrodes independent of other processes in the cell.
In this work we present techniques to determine the tortuosities of dierent Li-ion
active-material lms (LiFePO4 and LiCoO2 ) and one type of battery separator (Celgard 2400). Experiments included AC impedance to obtain
interrupt method to obtain

Deff ,

κeff

and a polarization-

each performed on cells with a symmetric geometry
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Table 4.1: Reported tortuosities in the form

τ = γ 1−α

Author

γ

α

τ



MacMullin[90]

1

1.61.7
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0.1

for selected porous structures.
Porous structure
Bed of spherical sandstone
particles

Abraham et al.[2]

7.3

1

7.3

0.32

Separator (Celgard 2400)

Djian[92]

1

2.46

5.3

0.32

Separator (Celgard 2400)

Patel et al.[3]

1

2.8

6.0

0.37

Separator (Celgard 2400)

Doyle et al.[85]

1

3.3

2.9

0.63

LiMn2 O4 electrode

Stephenson et al.[1]

18

1.5

2127

0.430.71

LiCoO2 electrode

and using an electrolyte with known intrinsic transport properties

κ

and

D.

The

computer model described below was developed for interpreting the experiments and
is essential for the success of the method. The use of two complementary experiments,
one for

κeff

and one for

Deff , and of dierent thicknesses of materials serve to validate

the results. Finally, we present a summary plot of the results showing the eect of
porosity on the tortuosity of the active-material lms.

4.3 Correlating tortuosity
As indicated by the above correlations (Eqs. 4.1 and 4.2) the porosity
important role in the electrochemical performance of an electrode.



plays an

Lower porosity

corresponds to a greater fraction of solid particles including carbon, and hence a
greater number of possible electronic pathways.
desired for lower electronic resistance [91].

This means that lower porosity is

On the other hand, higher porosity or

liquid volume fraction is desired for lower liquid-phase transport resistance. Therefore,
to optimize battery for a particular application, it is important to know the eect of
porosity on the liquid-phase resistance in the electrode.
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In this work, we used a generalized form of the Bruggeman relation [87] to correlate
tortuosity:

τ = γ 1−α ,
where

γ

and

(4.5)

α are constants that could depend on the morphology, porosity, material,

and particle-size distribution of a porous composite. Table 4.1 summarizes some prior
published experimental work in terms of Eq. 4.5. As shown, most of the prior work
involves either setting

γ = 1

in order to obtain the needed

and adjusting

τ

α,

or setting

α = 1.5

and adjusting

γ,

value. Without multiple experiments at dierent

values, one cannot determine the proper relationship between

τ

and

,



if any.

Patel et al. [3], Djian et al. [92], and Abraham et al. [2] calculated tortuosities
for dierent types of separators. For Celgard 2400 separators, these groups reported
dierent values for the tortuosities. However, the Celgard 2400 samples used by these
groups appear to have dierent porosities. The separator used in this work has the
same porosity as that used by Patel et al.
Table 4.1 also compares tortuosities calculated for porous electrodes and for a
packed bed. The Bruggeman approximation was reconrmed by Patel et al. [3] and
Pavlin et al. [93] for conductivity in a continuous phase mixed with uniform-size spherical particles. However, from numerical simulations for dierent particle shapes, Patel
et al. [3] found that the tortuosity was higher than that predicted by the Bruggeman
relation. Also, Doyle et al. [85] for LiMn2 O4 electrodes and Stephenson et al. [1] for
LiCoO2 electrodes found that the tortuosity for the porous electrodes is signicantly
higher than predicted by the traditional Bruggeman relationship. However, these two
works used discharge curves to t

τ

as an adjustable parameter. The cell examined

by Doyle et al. contained a gelled electrolyte; consequently the reported tortuosity
accounts not only for the pores between active-material particles, but also for the
transport retardation eect from intimate mixing of polymer and liquid electrolyte.
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As researchers have used tortuosity of cathode-material lms as an adjustable parameter in their full battery simulations, the reported tortuosity values may inadvertently
incorporate the eects of other processes (kinetics, transport, and thermodynamics)
not accurately captured by the model. To accurately quantify the liquid-phase transport resistance or tortuosity, it is imperative to isolate the liquid-phase transport
processes from the other processes in the electrode. This work presents experimental and modeling techniques that we developed to separate as much as possible the
liquid-phase transport resistances from other processes.

4.4 Experimental procedure
This section describes the experimental techniques used to fabricate cells and
quantify liquid-phase transport processes for a separator (Celgard 2400) and for freestanding porous cathode lms.

Cell fabrication
To quantify the tortuosity of the porous structures, a symmetric cell geometry was
used that is consistent with the method of restricted diusion. Restricted-diusion
experiments involve one-dimensional diusion in cells closed at the ends and in which
concentration variations take place over the entire length between the ends [94, 95].
Fig. 4.1 is a schematic of the cell geometry used to determine the tortuosity of the
separator. The cell assembly process was similar to that described in Chapter 3. The

2
cells were assembled in an Ar-atmosphere glove box. Lithium metal foil of area 4 cm
on a copper current collector was used for each electrode. The two lithium electrodes
were separated by 25-µm-thick polypropylene separator layers.

Metalized polymer

lm was used to enclose the cells. Electrolyte composed of 1 M LiPF6 in a 1:1 (w:w)
mixture of ethylene carbonate and diethyl carbonate was added to the pouch before
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Figure 4.1: Schematic of a symmetric cell geometry for testing separators. Lithium
foils are used as anode and cathode, between which are placed one or more separator
layers lled with the electrolyte.

Figure 4.2: Schematic of a symmetric cell geometry for testing porous-electrode lms.
The active-material lm is delaminated from its current collector and placed between
separators, which in turn are placed between lithium foil electrodes.

sealing with an electric heat sealer. The cells were tested under external compression
of 68 kPa (gauge) and at approximately 298 K.
A geometry similar to Fig. 4.1 was used to quantify the transport properties for
active-material lms as shown in Fig. 4.2the main dierence is the presence of a free52

standing active-material lm placed between the two lithium electrodes. Separator
layers electronically isolated the active-material lm from the lithium electrodes as
shown in Fig. 4.2. The active-material lms were fabricated with one of two dierent
active materials (LiFePO4 or LiCoO2 ) and delaminated from their current collectors
as described below. In this work by convention we refer to the free-standing activematerial lms or cathode lms based on their composition and structure, not their
function; the true electrodes in our experimental cells were always a pair of lithium
foils.
Each active-material lm contained (on a dry basis) 84 wt% active material, either
LiFePO4 or LiCoO2 (Alfa Aesar), along with 4 wt% carbon black, 4 wt% graphite ,
and 8 wt% polyvinylidene uoride copolymer. In the case of carbon-ber-containing
LiFePO4 -material lms, the graphite and carbon black components (8 wt% total)
were replaced by carbon bers.

To fabricate the active-material lm, PVdF was

dissolved in NMP solvent (1-methyl-2pyrrolidone uoride) with mild heating.

The

active-material and carbon components were dry-mixed with a spatula followed by
mixing with an ultrasonic homogenizer. This solid mixture was then mixed with the
solution of PVdF and NMP with a spatula followed by mixing with the ultrasonic
homogenizer to form a composite slurry. Then, this composite slurry was spread onto
an aluminum current collector with a doctor blade to a desired wet thickness.

To

facilitate later delamination the slurry was applied to the shiny (thicker oxide) side
of the aluminum foil without the benet of an adhesion layer. The composite cast

o
was dried overnight at 120 C under vacuum (15 mm Hg).
Individual active-material lms were cut from the dried composite cast using a
template of 10 cm

2

area. The area of the active material lms was larger than that

of the lithium electrodes to make sure that transport of all lithium ions between
electrodes took place only through the active material lm. The active-material lms
were compressed to dierent thicknesses using a calendering machine. From weight
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Figure 4.3: Image showing procedure to remove aluminum current collector (curled
top layer) from active-material lm (bottom black layer) using a razor blade.

and thickness measurements, we calculated the porosities of the active-material lms.
After the calendering, the aluminum current collector was carefully removed from
these active-material lms using a 0.009-inch single-edge razor blade as shown in
Fig. 4.3, with care taken to minimize bending of the lms. The delaminated activematerial lm was then assembled into a pouch cell as previously discussed. Once the
cell was fabricated, it was tested using the procedures described below.

Cell testing
The tortuosity of the separator or active-material lms was obtained from two
methods:

polarization-interrupt (or restricted diusion) and AC-impedance.

The

polarization-interrupt test was performed on assembled cells to obtain the eective
diusivity of the electrolyte. Similarly, AC impedance was performed on the assembled cells to calculate the eective conductivity of the electrolyte. In each case the
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eective diusivity or conductivity was used to calculate the tortuosity of the porous
structure using Eq. 4.1 or 4.2.

Polarization-interrupt experiment
The assembled cells (separator and active-material lm cells) were tested using a
battery tester. Several conditioning cycles were performed on a cell to form a stable
SEI (solid electrolyte interface) on the lithium electrodes.

Each cycle consisted of

2

passing a constant current (0.5 mA/cm ) for 10 min, followed by a 3-min rest period, then passing current in the reverse direction under the same conditions. After
the conditioning cycles, a constant current (5 mA) was applied for 2 min to set up
a concentration gradient in the cell. Then, the concentration gradient was allowed
to relax by interrupting the current until the cell potential approached zero. Next,
the current direction was reversed for 2 min followed by interruption of the current
until cell potential approached zero. These steps were repeated for dierent current
densities.

The relaxation of the concentration gradient was observed in terms of a

cell-potential decay with the time (Figs. 4.6 and 4.8). As discussed in more detail below, the model-experiment comparison (discussed in Section 4.6) of this cell-potential
decay behavior was used to obtain quantitative information about the tortuosities of
the porous structures.

AC impedance experiment
After the polarization-interrupt experiment, a current-controlled AC impedance
test was performed using a frequency response analyzer on the separator cells to
measure the total resistance between the two electrodes,

R∞ .

The frequency of the

−2
AC signal was varied from 100 Hz to 100 kHz at an amplitude of 0.025 mA cm .

R∞

was taken from the intercept with the real axis at high frequency. Fig. 4.4 shows

a representative Nyquist plot obtained from the AC impedance experiment for one
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Figure 4.4: Nyquist plot obtained from AC impedance experiment for separator cell
shown in Fig. 4.1. The intercept with the real axis at high frequency (R∞ ) is used
to nd the eective ionic conductivity in the separator region.

of the cells.

R∞

is then used in conjunction with a model (see below) to obtain the

tortuosity of the separator.

4.5 Model development
In order to interpret each type of experiment and obtain a tortuosity value, the
following models were used.

Polarization-interrupt experiment
The equations describing transport, kinetic, and thermodynamic processes in
porous electrodes have been outlined previously [9698].

In this work, during the

polarization of a cell, lithium ions are generated at the anode surface, diuse and
migrate through the porous regions (separators and active-material lm), and are
deposited on the cathode.

In order to model this system, the governing equations

for the processes in the porous regions were implemented and solved using a nite
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element package (COMSOL Multiphysics 3.4) as described previously by Stephenson
et al. [1].
The separator and active-material lm regions were modeled with a 1-D restricteddiusion geometry. The lithium metal electrodes (see Fig. 4.2) appear as boundary
conditions in the model (x

= 0, L).

A brief summary of the governing equations and

boundary conditions used in the model follows.

Charge transfer through the liquid phase.

For the electrolyte phase, the

governing equation for the porous regions is

∂i
= 0,
∂x

where

i

(4.6)

is the supercial current density in the liquid phase and

x

is the position in

the direction normal to the electrode surfaces.

We assume a binary electrolyte, no convection, and concentrated solutions with
a constant cation transference number

t0+ .

Given this, the current in the electrolyte

can be expressed in a particular porous region by




∂φ 2κeff RT
d ln f± ∂ ln c
0
i = −κeff
+
1 − t+ 1 +
,
∂x
F
d ln c
∂x

where

F

φ

is the electric potential,

is Faraday's constant, and

eective conductivity,
correction,

κeff ,

c

R

is the ideal gas constant,

T

(4.7)

is the temperature,

is the electrolyte concentration. The appropriate

for each porous layer was used. The activity coecient

1 + d ln f± /d ln c,

in this work was taken to be one.

In a recent paper, Stewart and Newman [99] measured the activity coecient correction for LiPF6 in three dierent carbonate solvents, though not the mixed solvent
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used in this work.

In each case the values increased with concentration, reaching

−3
a value around 2.5 in the case of 1 mol dm
LiPF6 in 1:1 (w:w) EC/EMC. The
polarization experiments in this work involved relatively small concentration variations about the average concentration of

1 mol dm−3 .

Inclusion of a concentration-

dependent correction factor in Eq. 4.7 therefore does not substantially inuence the
measured diusive time constant of the relaxation period following polarization, and
hence the calculated tortuosity results. All the potentials were taken relative to the
lithium anode. The boundary condition at the anode surface (x

= 0)

is given by a

Butler-Volmer expression (Eq. 2.16 in Chapter 2). The exchange current density for
the lithium metal electrodes was obtained by the AC-impedance method (described
in Subsection 5.4.5) and was set to i0

= 1.8 mA cm−2

ary condition at the cathode side (x

= L)

is

at

i = I,

c = 1 mol dm−3 .
where

I

The bound-

is the xed current

density being passed through the cell. The liquid-phase potential and supercial current are continuous at the porous-layer interfaces. A Butler-Volmer expression at the
cathode electrode surface provides for the potential of the cathode relative to the
anode. In eect the model sums the two kinetic overpotentials and the ohmic drop
and concentration overpotential of each layer to obtain the cell potential.

Diusion in the liquid phase.


where

N

The continuity equation for mass transport is

∂N
∂c
=−
,
∂t
∂x

(4.8)

is supercial molar ux of cations through the porous region and is

calculated by

N = −Deff

∂c it0+
+
,
∂x
F
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(4.9)

where

Deff ,
(x

t0+

is the cationic transference number. The appropriate eective diusivity,

for each porous layer was used. The boundary conditions at the electrodes

= 0, L)

are

N = I/F .

Also, electrolyte concentration and supercial molar ux

are continuous at the porous-layer interfaces.

The intrinsic transport properties of the electrolyte.
port properties (D ,

κ,

t0+ )

and

The intrinsic trans-

used in this model are obtained directly or estimated

from the literature. Recently, Stewart and Newman [95] measured the salt diusion
coecient for LiPF6 in 1:1 (w:w) EC/DEC by the method of restricted diusion with
concentration measured by ultraviolet/visible absorption. Their t of the results is
(for concentration from 0.2 M to 1.0 M)


D = Dref exp
where

Dref

is

2.582 · 10−5 cm2 s−1

and

cref

−2.856 c
cref

is 1


,

(4.10)

mol dm−3 .

For conductivity of the electrolyte, we used a concentration-dependent function
[1], scaled by an experimental value of the conductivity at a single concentration,
namely

κref = 7.8 mS cm−1

at

cref = 1 mol dm−3

for LiPF6 in EC:DEC [100].

The

resulting electrolyte conductivity used in this model is


κ = κref


1.262(c/cref )
+ 0.014 .
1 + 0.2(c/cref )2 + 0.08(c/cref )4

Note that the small non-zero value of

κ

(4.11)

at zero concentration was used in the

model to ensure numeric stability generally, though in this particular work modeled
concentrations never approached zero.
As for the cationic transference number, we used a xed value,
accordance with the earlier work employing this electrolyte [85].
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t0+ = 0.36,

in

AC impedance experiment
At high frequencies (& 100 Hz) the concentration in an AC impedance experiment is eectively constant, which signicantly simplies the model.

In addition,

one can neglect the charge-transfer impedance at the electrode surfaces due to the
low impedance of the double-layer capacitance. This means that

R∞

can be directly

related to eective electrolyte conductivity:

R∞ =

where

Lj

and

κj,eff

1 X Lj
,
A j κj,eff

(4.12)

are thickness and eective conductivity of layer

summation is over all porous layers between the two electrodes.

A

j.

The

is the area of the

electrodes normal to the current ow. Eq. 4.1 is used to calculate the tortuosity of
the separator layers from the calculated/measured

κj,eff

values and the intrinsic

ionic conductivity.

The above formula (Eq. 4.12) does not work well for electronically conductive
cathode lms as used in our experiments. In the limit of high frequency and large
interfacial area, the resistance for current ow between ionic and electronic pathways
in the cathode becomes negligible. Thus, the alternating current is carried by both
pathways, ionic and electronic, as illustrated in Fig. 4.5. The gure shows a resistive
circuit representing the cathode lm between two separator layers. The current will
follow the least-resistance path, which may involve multiple hops between the ionic
and electronic modes of transport. Therefore, determination of

κeff

is not straightfor-

ward.
As a further example, consider the continuum result for the same one-dimensional
geometry of Fig. 4.5:
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Figure 4.5: Illustration of possible current paths in a cathode lm. The current ows
mostly through the least-resistance path (arrows), making unreliable the measurement
of

κeff

without detailed knowledge of the local behavior of electronic and ionic paths.

R∞ = Rsep + Rsurf +

1
σavg

1
=
L

ˆL

L
,
(κ + σ)avg · A

(4.13)

1
· dx ,
σ(x)

(4.14)

1
· dx ,
κ(x)

(4.15)

0

1
κavg

1
=
L

ˆL
0

where

σ

is electronic conductivity and

Rsurf

is an interfacial resistance, which will be

explained later in this work (Eq. 4.17). Functions

κ(x)

and

σ(x)

are the local

variations in ionic and electronic conductivities respectively. The subscript 'avg' is
used to indicate respective average quantities. What we seek is

κavg ,

which is

order to compute the tortuosity. What the high-frequency AC impedance
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κeff ,

in

experiment provides by Eq. 4.13 is

(κ + σ)avg .

It is also possible to perform dry

conductivity measurements on the cathode lm to obtain

σavg .

However, if local

variations in ionic and electronic conductivities are negatively correlated (as we
expect from physical arguments) then

(κ + σ)avg > (κavg + σavg ).

because the local correlations of conductivities
make no attempt in this work to extract

κavg

κ(x)

and

and hence

σ(x)
τ

In summary,

are unknown, we

from

R∞

values for the

porous cathodes. We nevertheless believe important information can be obtained
from such experiments when combined with appropriate modeling, but such is
beyond the scope of the present work.

The problem just outlined is not present for separator-only experiments where

σ ≈ 0.

Therefore, we used AC-impedance to nd the tortuosity of the separator

layers and to serve as a validation for the polarization interrupt experiment on the
same system. The polarization interrupt experiment is then used solely to determine
the tortuosity in the active-material lms.

4.6 Results and discussion
Tortuosity in the separator
AC measurements.

Because the conductivity measurements were done at

high AC-signal frequency, there is negligible concentration variation in the cell:

cref .

Therefore, we take

κ = κref .

c=

From this and the eective conductivity (κeff ),

the apparent tortuosity (τapp ) for the separator was calculated using Eq. 4.1. This
experiment was repeated using dierent numbers of separators and the apparent
tortuosity of the separators was calculated in each instance.

Then, the results for

the tortuosity for dierent numbers of separators were compared with those obtained
from the polarization-interrupt (Fig. 4.7).
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Figure 4.6: Model-experiment comparison for galvanostatic polarization (t
followed by interrupt and relaxation (t

> 120 s)

Restricted-diusion measurements.

180

< 120 s),

in a cell containing three separators.

Fig. 4.6 shows results on a semi-log plot

from a representative experiment containing three separator layers, compared to the
corresponding model results. The cell was polarized for 2 min at a constant current
density (1.25 mA cm

−2

) and then the current was interrupted for 10 min, during

which the cell potential approached zero. As discussed previously, the procedure was
repeated for dierent current densities and polarities. The tortuosity in the model
was varied to best reproduce the experimental relaxation time constant (slope on the
semi-log plot). The best tortuosity was taken to be the one that minimized the sum
of squared error during the rst 2 min of the relaxation period.

The same tting

procedure was repeated for dierent current densities to validate and average the
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Figure 4.7: The variation of the apparent tortuosity

τapp

with the number of separa-

tors. The data suggest good agreement between the AC-impedance and polarizationinterrupt experiments. The slope of the linear t corresponds to the true tortuosity,
while the non-zero intercept suggests a surface resistance at the lithium electrodes.

results. The model curves showed good agreement with corresponding experimental
curves, as illustrated in Fig. 4.6.
Fig. 4.7 shows the apparent tortuosity (τapp ) as a function of number of the separators (N ), as obtained from AC-impedance and polarization-interrupt experiments.
One can think of the vertical axis (τapp

· N)

as a dimensionless total resistance be-

tween the electrodes. The rst thing to note is the satisfactory agreement between
the AC-impedance and restricted-diusion experiments. Also shown in the gure is
a linear t for the combined experimental data set. The slope of the t represents
the actual tortuosity of the separator layers, calculated here for Celgard 2400 to be

τ = 3.15.

However, the apparent tortuosity measured for one separator is
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τapp = 6.12

which is in good agreement with
haps surprising that

τ

τapp = 5.98

obtained by Patel et al. [3]. It is per-

is so large for this material given that the pores are sometimes

represented as being straight and parallel. Instead,

τ >1

and the eective transport

properties are much reduced relative to that ideal.

Interfacial resistance.

Interestingly, the intercept of the t in Fig. 4.7 does not

go to zero. This suggests that there was an additional resistance in the system, not
associated with the separators themselves, but instead associated with the surfaces
of the lithium electrodes. This interfacial resistance could be due to the solid electrolyte interphase (SEI) or some kind of interfacial spreading resistance or both. By
spreading resistance we mean the resistance for the ion transport between reactive
sites on the lithium surfaces and the entrances to the pores of the separator, as these
regions are not necessarily aligned. Also of note is that this interfacial resistance has
two aspects: ohmic resistance and diusional resistance, as given by the fact that
the AC-impedance and polarization-interrupt results have essentially the same intercept in Fig. 4.7. Additional work is needed to determine any electrolyte-composition
dependence of this resistance.
There are multiple ways one could take into account this additional interfacial
resistance. It is not accurate, however, to model it solely as an electrical resistance,
as this would neglect the concentration polarization that happens as well.

In the

present model we included the interfacial resistance by taking it to be a thin surface
layer, essentially a porous separator, placed next to each electrode.
assumed a thickness of the layer,
The intercept

τ∗

Lsurf = 2.5 µm,

and a porosity,

To do this we

surf = sep = 0.37.

of Fig. 4.7 and the thickness of the normal separator layer

Lsep

are

then used to calculate an eective tortuosity of the surface layer:

τsurf = τ ∗

Lsep surf
= 14.8.
2Lsurf sep
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(4.16)

The particular values used for

Lsurf

and

surf

are not important as long as this

additional surface layer has the appropriate overall resistance and occupies a
negligible volume fraction of the cell, and numerical stability can be maintained in
the model. Because we model the interfacial resistance as a distinct layer next to
each electrode, we use the true tortuosity of the separators (the slope in Fig. 4.7)
rather than the apparent tortuosity to model the polarization-relaxation
experiments of the cells containing cathode lms. Finally we note that in the case of
the AC impedance experiment represented in Eq. 4.13, the total high-frequency
resistance associated with the two electrode surface layers is

Rsurf A =

2Lsurf τsurf
= 2.56 Ωcm2 .
κsurf

(4.17)

Tortuosity in the active-material lms
To better understand the eect of morphology and porosity on the tortuosity
of cathode-material lms, the polarization-interrupt experiment was performed on
cells of dierent compositions and porosities. The main focus in this work is on the
relationship between porosity and tortuosity for LiFePO4 cathodes, with a goal to
develop an empirical correlation (like the Bruggeman relation) between these two
variables.

However, some additional cells containing LiCoO2 active material were

tested as well.

Restricted-diusion measurements.

As with the separator-only cells, the

detailed model is used to regress the tortuosity.

In this case the tortuosity of the

separator layers (and electrode surface layers) are xed and the tortuosity of the
cathode lm is varied to best t the time constant of the relaxation curves.
Fig. 4.8 shows a representative semi-log plot of model-experiment comparison of
the polarization-relaxation experiment for a LiFePO4 lm (115

µm

thick,

 = 0.45).

The cell was polarized for 2 min with a constant current density (1.25 mA cm
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Figure 4.8:

Model-experiment comparison for polarization and relaxation in the

LiFePO4 lm.

Two model curves are shown: the rst is considered the best t of

the relaxation data. The second is shown to illustrate the sensitivity of the model
result to tortuosity by using a value that diers from the best t by 5%.

and then the current was interrupted, causing the cell potential to approach zero.
Shown in the gure are two model results. The rst curve is the best t of
the relaxation time constant (slope in the plot).

τ

In the second model curve

τ

from
was

purposely oset from the optimum by 5% in order to illustrate the sensitivity of the
model to changes in

τ.

A statistical analysis was performed for a single cell to determine a characteristic
uncertainty for the obtained tortuosities.

The model was independently t to the

relaxation results for ve dierent polarization current densities. These independent
samples yielded a standard error of 1.1% in tortuosity at the 90% condence level.
In addition to this measurement uncertainty, another source of error is the cell-to-cell
variation due to imperfect fabrication and natural material dierences, as apparent
in Fig. 4.9.
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Figure 4.9: The eect of porosity on the tortuosity of cathode lms. The tortuosity
is well correlated by a power-law equation (inset).

Tortuosity-porosity correlation.

Accurate cell modeling for prediction and

optimization requires accurate transport properties. To aid in this type of modeling
we present Fig. 4.9, which summarizes the eect of porosity on the tortuosity of the
tested cathode lms, with the focus being on LiFePO4 lms. A power function is t
to the data and shown in the gure. The root-mean-square percentage deviation of
experimental points from the t is 2.7%. The maximum absolute fractional deviation
for any point is 4.7%. This means that the experimental points are well described by
the correlation

τ = 1.8 · −0.53 .
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(4.18)

This means

α = 1.53

in Eq. 4.4, which is nearly the same as that recommended by

Bruggeman [87]. However, the tortuosity obtained in this work is nearly two times
(γ

= 1.8

) higher than that predicted by the Bruggeman relation. This suggests that

the eective transport properties can be well predicted by a scaled Bruggeman
relationship. The scaling parameter

γ

can be adjusted for dierent constituents and

particle morphologies of the active-material lm. Nevertheless, in Fig. 4.9 the few
results for LiCoO2 -material lms (indicatedby triangles) and carbon-ber-containing
LiFePO4 -material lms (indicated by squares) show good agreement with the
baseline LiFePO4 results. In these cases either the active-material diers with
respect to particle shapes and sizes, or the carbon aspect ratio diers, but the
relative mass fractions of active material, carbon additive, and binder are the same.

Some researchers have used the Bruggeman exponent as an adjustable parameter
in full battery simulations and arrived at a relatively large value [85, 86]. However,
it is possible that the large exponent compensates for assuming a unity scaling factor
or other possible model deciencies.
Bruggeman exponent (α

Prior work by our group [1] used the normal

= 1.5); however, the scaling factor was much larger (γ = 21)

than obtained here. This was needed to obtain apparent concentration-polarization
eects observed for a thick cell under high-rate discharges. However, that work did
not use a concentration-dependent liquid-phase diusivity. Using the diusion correlation by Stewart and Newman [95], in which

D

can take quite small values at large

concentrations, better enables the model to reproduce high-rate discharges for thick
cathodes without resorting to such a large scaling factor.

In addition, the earlier

work did not entail a direct measure of liquid-phase transport. We therefore believe
the present work to be a more reliable indication of the tortuosity in typical porous
cathodes for lithium-ion batteries.
The Bruggeman relationship has been shown to be accurate for a conductive phase
mixed with monodisperse insulated spherical particles [3, 87, 89, 90]. TEM images
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Figure 4.10: TEM image of LiFePO4 particles suggesting a non-monodisperse and
non-spherical particle distribution.

of LiFePO4 (Fig. 4.10) suggest a non-monodisperse and non-spherical particle morphology for the system.

The addition of carbon additives (carbon black, graphite,

and carbon bers) in such cells further distorts the pore structure from the Bruggeman ideal. It appears that the Bruggeman relation is a limiting case for particulate
systems; realistic (non-monodisperse and non-spherical) systems will have greater
tortuosity than given by Bruggeman.

Model validation with dierent thicknesses.

To optimize batteries for HEV

and PHEV applications, it is also desirable to know the eect of dierent resistances
with the thickness of the electrode [4]. Our present work helps to predict the liquid
phase resistance with dierent thicknesses of the electrode.

By incorporating the

tortuosity in the separator, interfacial resistance on lithium electrodes, and tortuosity
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Transport model validation from a polarization-interrupt experiment

for a thicker LiFePO4 cathode lm (140 µm) at 45 % porosity, where the eective
transport properties in the model are parametrized from experiments on thinner (≈

100 µm)

cells. The good agreement between the model and experiment in terms of

relaxation decay rate suggests the tortuosity correlation given in the text is accurate
for dierent thicknesses.

of the active-material lm, the model can be used to predict the diusive time constant
for dierent active-material lm thickness. The results shown in Fig. 4.9 at
are for cathode lms around 100
(140

µm,  = 0.45)

µm

thick.

 = 0.45

Fig. 4.11 shows results for a thicker

LiFePO4 lm, with the model operated in predictive mode. The

agreement between model prediction and experiment is good in terms of the correct
relaxation slope on the semi-log plot. This supports the validity of our tortuosityporosity correlation (Eq. 4.18) for dierent thicknesses.
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4.7 Conclusion
In order to have a model that can accurately predict cell performance under
varying fabrication parameters and operating conditions, it is imperative to have
accurate transport properties in the model. In this study, experimental and modeling
methods to determine the tortuosity in the separator and the active-material lm were
developed.

The tortuosity is a geometric parameter independent of the particular

electrolyte used; its value is needed to predict eective conductivity and diusivity
in a porous material.
AC impedance and a polarization-interrupt (or restricted diusion) experiment
with a special cell geometry were used to measure directly the tortuosity in the
separator and the active-material lms.

Nevertheless, and particularly in the case

of the active-material lms, interpretation of the experiments requires a detailed
mathematical model. The tortuosities for the separator obtained from the two types of
experiment were consistent with each other. This suggests that a restricted-diusiontype experiment can be used reliably to determine the tortuosity of a porous structure.
Therefore, the tortuosity of the active-material lms was extracted from the modelexperiment comparison of the polarization-interrupt experiments.
Our experiments for the separator uncovered an interfacial resistance associated
with the surface of the lithium electrodes that prior researchers may have inadvertently included in the resistance assigned to the separator, hence our use of the term
apparent tortuosity.

The apparent tortuosity we obtained for one separator layer

was found to be in good agreement with values reported by others. A separate accounting for the interfacial layer leads to the true tortuosity of the separator; we
expect this value to be more appropriate in cell modeling.
Also interesting is that our experiments suggest this interfacial layer restricts salt
diusion with the same tortuosity as it does ionic current, at least for the particular
electrolyte used here. The surface resistance can be modeled as an additional porous
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layer adjacent to each lithium metal electrode. Our prior experience suggests concentration depletion can occur in lithium batteries cycled at high rates (≈5C) and thus
have a signicant eect on cell voltage. Therefore it is important to correctly account
for diusive resistances in separators and surface lms as well as in the porous electrodes. In addition, one must correctly account for the concentration dependence of
the liquid diusivity.
A correlation between tortuosity and porosity of active-material lms was obtained. The oft-used Bruggeman exponent (α

= 1.5)

seems to predict the porosity

dependence of tortuosity quite well. However, the tortuosities of the porous structures
studied in this work, both the separator and active-material lms, are approximately
two times larger than those predicted by the Bruggeman relation.
The experimental techniques and models developed in this work can be used to
determine the transport resistances for cathode lms with dierent porosities and
thicknesses.

This can help in optimizing batteries for dierent applications.

Once

the factors that aect the dierent transport resistances are quantied, fabrication
strategies can be developed to mitigate the dominant resistances. For instance, lower
porosity is desired for lower electronic resistance [91].

On the other hand, higher

porosity or liquid-volume fraction is desired for lower liquid-phase resistance. Therefore, there is a trade-o between electronic and liquid-phase resistance with porosity
[4]. Once the electronic resistance is known, our model and experimental methods
can be used to predict such an optimum point for cell fabrication for a particular
application.
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Chapter 5
Understanding dominant resistances
in LiFePO4 cathodes
5.1 Introduction
As mentioned in Chapter 1, to optimize a battery for plug-in hybrid electric vehicle
applications, it is imperative to design thicker electrodes. However, transport resistances (both ionic and electronic) increase with thickness of an electrode. Therefore,
it is important to identify and mitigate the dominant resistances for thicker electrodes.
In this chapter, we describe our modeling and experimental work to determine the
dominant resistances for thicker electrodes.
In this work, we used cathodes containing LiFePO4 as an active material. Olivinestructured LiFePO

4

proposed by Goodenough [14] is now a commercial cathode ma-

terial for high-rate application batteries due to its low cost, low toxicity and high

4

theoretical capacity. The main setbacks with using LiFePO

as an active material in

cathodes are its poor electronic conductivity [18] and low solid-diusion coecient
[15]; however, these limitations have largely been overcome through various materialprocessing approaches. Doping, metal dispersion, carbon-coating, and co-synthesizing
phosphates [13, 16, 17, 1922] are used to improve the electronic conductivity of this
material. Nanostructured LiFePO4 particles were synthesized to compensate for the
low diusion coecient of the material [10, 44].
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LiFePO4 has unique features, which make modeling of LiFePO4 cathode a dicult
task. These features include carbon coating around the particle, phase-change behavior, and diusion in only one of the lattice dimensions of LiFePO4 . In this chapter, we
discuss how we considered these unique features while adapting a model, developed
in our research group [1], to LiFePO4 cathodes.
A brief outline of this chapter is as follows.

The eect of micropore diusion

on the performance of a cell was investigated and is described in Section 5.2. The
model development of LiFePO4 cathode (implementing unique features of LiFePO4 ) is
discussed in Section 5.3. Our modeling and experimental work to nd the parameters
used in the present model are given in Section 5.4.

Then model validation with

dierent thicknesses of electrodes and dominant resistances for dierent thicknesses
are described in Section 5.5.

5.2 Micropore diusion
The concept of micropore diusion is explained in Section 2.3. To evaluate the signicance of possible micropore-diusion resistance in the electrodes, thin electrodes
with dierent electrolyte concentrations were tested. For a thin electrode, the bulk
liquid-phase resistance is greatly reduced and does not control the cell performance
due short diusion paths. At the same time, if we reduce the concentration of electrolyte in a cell, the eect of local liquid-phase resistance will be more pronounced.
Therefore, if a reduced electrolyte concentration signicantly diminished discharge
performance, then this would indicate signicant micropore diusional resistance.

−3
−3
We tested thin cells with two electrolyte concentrations: 1 mol dm
and 0.33 mol dm .
Fig. 5.1 shows the discharge curves for two similar thin cells (∼10

µm thick and ∼43%

porous) with dierent electrolyte concentrations. As evident from the gure, there
is very little dierence between the performance of the cells with dierent electrolyte
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Figure 5.1:

Discharge curves for two similar thin cells (loading 0.22mAhcmand

10thick) with dierent electrolyte concentrations to determine the signicance of micropore diusion resistance.

concentrations at each discharge rate. This suggests that the micropore diusion was
not a dominant resistance for the tested LiFePO4 cathodes in this work.

For this

reason we chose to neglect it in the model.

5.3 LiFePO4 model development
Fig. 5.2 is a schematic of the cell modeled in this work. We used lithium foil as
an anode to study the transport processes in LiFePO4 cathodes.

Model geometry,

dierent processes (transport, kinetic and thermodynamic), dierential and algebraic
equations, and boundary conditions used in this work have been described previously
by Stephenson et al. [1] and are summarized in Chapter 2.
The following subsections describe the adaptation of this model to LiFePO4 cathodes.

In doing this we considered carbon coating around the particles, two-phase

behavior, and preferential diusion of lithium in one of the lattice dimensions.
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Figure 5.2:

Schematic of a lithium battery modeled in this work.

The battery

consisted of lithium-foil anode and composite LiFePO4 - cathode separated by an
electrolyte-lled separator. Carbon black and graphite are used as conductive additives.

5.3.1 Carbon-coating around the particles
To overcome the low intrinsic electronic conductivity of LiFePO4 , LiFePO4 particles
are coated with carbon [31, 32]. The eective electronic conductivity of these LiFePO4
particles (compressed pellets with force of 29.4 kN), due to the presence of the carbon

−1
coating, is reported to be 5.91 mS cm
[101].

Fig. 5.3 is a TEM image of some

LiFePO4 particles showing evidence of a porous carbon coating (hair-like structures)
around the particles. There is signicantly reduced electrochemical performance for
LiFePO4 that is fabricated without a carbon coating [102].

Therefore, due to the

importance of the carbon coating, it is necessary to take into account the carbon
coating around LiFePO4 particles while modeling LiFePO4 cathodes.
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Figure 5.3:

TEM image showing a lacy-carbon lm (coating) around the LiFePO

particles.

Our model treats the eect of this carbon coating (or absence of same) around
LiFePO4 particles in the form of an electronic spreading resistance around the particles. A similar concept was previously used by our research group (Eq. 35 in Ref. [1]).
The spreading resistance (derived from the previous work) for uncoated LiFePO4 is
given by

00

Rspread =

where

rcon

πrcon
,
4σ

is the contact radius between the two particles, and

(5.1)

σ

is the eective

electronic conductivity of uncoated LiFePO4 particles.
Fig. 5.4 schematically illustrates the current paths in carbon-coated particles. The
core of LiFePO4 is coated with a shell of carbon material. The electrons travel pri79

Figure 5.4: Illustration of inter-particle contact model, which includes the electronic
spreading resistance (arrows on the surface of particle) for each particle.

marily across the surface of one particle, transfer to another particle through contact
between the two particles, and then travel primarily across the surface of the second
particle.

If we assume that the core is eectively insulating then the following ex-

pression gives the spreading resistance for a carbon-coated LiFePO4 (derivation and
assumptions are given in the Appendix A).

00

Rspread

where

Rp

2
rcon
ln
=
2 Lcc σcc

is the radius of the particle,

is given by

sin θc = rcon /Rp ,

and

σcc

Lcc



sin θc
1 − cos θc


,

(5.2)

is the thickness of the carbon coating,

θc

is the intrinsic electronic conductivity of the

carbon coating, which we approximate using the measured eective conductivity of
the carbon-coated active material particles.
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Lcc is calculated from the mass fraction (2% ) of carbon reported [31] for this material. The calculated carbon-coating thickness from 2% mass fraction is

Lcc = 0.011Rp .

In this calculation we assumed the density of the lacy carbon to be that of solid car-

−3
bon (1.96 gm cm ). Given the values of

σcc

and

Lcc

used here,

00
Rspread

represents

an estimated upper bound of the spreading resistance of the particle. Nevertheless,
when we implement the eective electronic conductivity of carbon-coated LiFePO4
into the model according to Eq. 5.2, the ohmic drop due to

00

Rspread

is not signicant.

However, when we remove the coating and use the intrinsic conductivity of LiFePO4
(∼10

−9

−2
S cm
from Ref. [27]) in the model (Eq. 5.1), the overpotential of the sim-

ulated cell is around 80V at a 5C discharge rate, due to
controlling resistance in the electrode.

00

Rspread

becoming a large

This is consistent with the observation [27]

that the performance of a cell containing uncoated LiFePO4 is signicantly degraded.

5.3.2 Two-phase behavior
Liy FePO
decient (y

4

has two phases, one is lithium-rich (y

. 0.03),

0.03 . y . 0.96.

& 0.96)

and the other is lithium-

with the two phases coexisting when the apparent value of

y

is

Researcher [29, 36, 63, 103, 104] have used a shrinking-core model

to imitate the two-phase behavior of battery materials. In particular, Srinivasan and
Newman [36] modeled LiFePO4 electrodes using the shrinking-core model.
As convenient alternative, in this work we imitated the two-phase behavior of
LiFePO4 by using a concentration-dependent solid diusion coecient. We refer this
modeling technique as

phase-change diusivity

throughout this work.

This phase-

change diusivity was derived using an approach comparable to those used by Morgan
et al. [105] and Darling [106]. The basic idea is that phase-change behavior is built
into a Gibbs free energy or an open-circuit potential of a system as a function of state
of charge.

Therefore, a diusivity that takes account of the thermodynamics can
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imitate phase-change behavior. In this work we related the composition dependence
of diusivity with an open-circuit potential in order to take into account phase-change
behavior. The derivation of this phase-change diusivity is as follows.
Diusion in the solid phase can be described by a process similar to that in a binary
electrolyte (Eq. 12.8 in Ref. [46]). As is commonly done, we neglect the migration
term in the diusion equation. This is acceptable under one of two conditions: (a)
the transference number is constant or (b) electrons and lithium ions are injected at
the same locations on the surface of particle. In a solid there is no mass transfer due
to convection. Lithium ux in the solid phase in terms of electrochemical potential
then can be given by

NLi = −

where

D

is a binary-interaction diusivity,

absolute temperature,

cLi

R

is the ideal gas constant,

(5.3)

T

is the lithium concentration in LiFePO4 particles,

the electrochemical potential, and
diusion.

∂µe
D
cLi
,
RT
∂r

r

is the

µe

is

is the spatial coordinate for the direction of the

Because of the use of thermodynamic driving force (chemical potential),

one hopes that

D

will be a constant or at most a weak function of composition.

In terms of concentration as a driving force for mass transfer, the lithium ux in
the solid phase is given by

θ
NLi = −DLi

where

θ
DLi

∂cLi
,
∂r

(5.4)

is the Fickian diusion coecient. Eqs. 5.3 and 5.4 can be combined to

obtain a relationship between Fickian diusion coecient and the binary-interaction
diusivity:
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θ
DLi
=

D
∂µe
cLi
.
RT ∂cLi

(5.5)

This equation can be written in terms of dimensionless state of charge SOC (θ ), by
substituting

θ = (cLi −cmin )/(cmax −cmin ), such that 0 ≤ θ ≤ 1. cmax

(fully discharged state) concentration and

cmin

is the maximum

is the minimum (fully charged state)

concentration of lithium in the solid phase. In the present context

θ=y

in Liy FePO4 .

With this substitution, Eq. 5.5 becomes

θ
DLi
=

D ∂µe
θ
.
RT ∂θ

(5.6)

A relation between the above derivative of electrochemical potential (µe ) and an
experimentally measurable quantity is needed.

An open-circuit potential (U ) of a

cell is equivalent to Gibbs free energy of a cell.

As described in Chapter 2, the

open-circuit potential of LiFePO4 (Fig. 2.3) has two single-phase regions and a at
two-phase region. Therefore, the two-phase behavior of LiFePO4 can be imitated by
relating the open-circuit potential to

µe

as described below.

Oxidation and reduction reactions occurring in a cell can be written as

anode :

Lis

Li+ + e−

(5.7)

and

cathode

Li+ + e− + Γ
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LiΓ ,

(5.8)

where the subscripts

Γ and LiΓ represent lithium-decient and lithium-rich phases

respectively.
The chemical potential balance can then be written as

µLis = µaLi+ + µae−

(5.9)

and

µcLi+ + µce− + µΓ = µLiΓ ,

where the superscripts

(5.10)

a and c represent phases in anode and cathode respectively.

From Eqs. 5.9 and 5.10, the dierence in the electrochemical potentials of electrons
between the two electrodes can be written as

µae− − µce− = ∆µ = (µLis − µaLi+ ) − (µLiΓ − µΓ − µcLi+ ) .

(5.11)

The open-circuit potential, Gibbs Free energy (4G), and the electrochemical potential (∆µ) of a cell can be related by

U =−

where

F

Because

∆G
∆µ
=−
,
nF
nF

is the Faraday's constant and

n=1

µcLi+ = µaLi+ (at equilibrium) and µLis

(5.12)

in this case.

is in its standard solid state, Eq. 5.11

can be written as

− F U = ∆µ = µoLis + µΓ − µLiΓ .
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(5.13)

Taking the composition derivative of Eq. 5.13 gives

−F

dU
dµΓ dµLiΓ
=
−
.
dθ
dθ
dθ

(5.14)

The Gibbs-Duhem theorem for a two-component mixture can then be used to
eliminate one of the terms from Eq. 5.14.

θ

dµΓ
dµLiΓ
+ (1 − θ)
= 0.
dθ
dθ

(5.15)

This can be written as

θ dµΓ
dµLiΓ
=−
dθ
(1 − θ) dθ

(5.16)

and from the Eqs. 5.16 and 5.14, we can write

−F

dU
1 dµΓ
=
.
dθ
(1 − θ) dθ

(5.17)

Using this relation and Eq. 5.6, we get the nal expression that we seek:

θ
DLi
=D

In the two-phase at region,

F
dU
θ (θ − 1)
.
RT
dθ

dU/dθ = 0,

which in turn makes

(5.18)

θ
DLi
= 0.

Therefore,

in the two-phase region, an innite concentration gradient is required to drive a nite
amount of ux, which is manifested as step change in concentration. However, when
85

diusivity goes to zero, the model becomes numerically unstable. In actual practice,
one can use a t to an experimental open-circuit potential, with a very small but
nite diusivity in the two-phase region in order to ensure numerical stability.
As discussed later in the chapter, an analytical expression for the open-circuit
potential for LiFePO4 was obtained by tting the experimental discharge data at
a very low (C/30) rate as a function of state of charge (Eq. 5.26). This analytical
expression was used to nd the term

dU/dθ, which is then used in Eq. 5.12 to obtain an

expression for a phase-change diusivity to take into account the two-phase behavior
of LiFePO4 . The nal expression for the phase-change diusivity at around 298 K is
given by

θ
DLi


28.98
F · Volt
· θ (1 − θ) · −
= D·
RT
(160.91 · θ − 64.90)2 + 1
+ 5768.16 · tanh (−100 · θ − 2.92)2

16.65
−
− 5768.16 .
(160.91 · θ − 154.59)2 + 1

(5.19)

Comparison with a shrinking-core model
Fig. 5.5 shows the simulated concentration proles within a particle resulting
from two modeling approaches, shrinking-core and phase-change diusivity, used to
take into account phase-change behavior in LiFePO4 .

For a shrinking-core model

(solid line), the concentration prole in the two-phase boundary has a step change
in the concentration. However, for the phase-change diusivity model (dotted line),
the concentration prole has a nite slope at the two-phase boundary because

Ds (θ)

is small but nite in this region. Therefore, with a phase-change diusivity model,
when the current is interrupted, mass transfer between the two phases occurs and
after enough time the concentration within a particle anomalously equilibrates to a
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uniform value. On the other hand, with a shrinking-core model, when the current is
interrupted, a step change in concentration is maintained. However, if the inter-phase
diusivity of this material is very low, the concentration prole within a particle
predicted by the phase-change-diusivity model should be reasonably accurate for
appreciable rates of charge and discharge and during brief interruption periods.
The phase-change diusivity model has distinct advantages over the shrinking-core
model. The phase-change diusivity model is easier to program than the shrinkingcore model, requiring only a concentration-dependent diusivity. If a shrinking-core
model is to be used to model multiple charge-discharge pulses, then it is necessary
to track multiple two-phase boundaries. We expect that modeling charge-discharges
pulses would be computationally very expensive and dicult to program.

In the

phase-change diusivity model, there is no need to explicitly track two-phase boundaries; they arise naturally as determined by the charge-discharge prole.

Simplied concentration-dependent diusion coecient
The solid line in Fig. 5.6 is the diusion coecient as a function of state of
charge using Eq. 5.19. Compared to constant diusivity the phase-change diusivity
model requires extra computational time (though it is likely still smaller compared
to the shrinking-core model) due to the number of terms in Eq. 5.19. In addition,
this expression has multiple inection points, which introduce numerical instability
in the model.

Furthermore, there is no guarantee that

systems, meaning

θ
DLi

D

is a constant for real

does not necessarily follow Eq. 5.19 exactly.

Therefore, we

used a simplied empirical expression,

θ
DLi
= 7.2 · 10−13 [exp (−80 θ) + 5 exp (−6 (1 − θ))] cm2 s−1 ,
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(5.20)
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Figure 5.5:

Simulated concentration proles within a particle with two separate

modeling approaches used to take into account phase-change behavior of LiFePO4 :
shrinking-core model (solid line) and phase-change diusivity model (dotted line).

which mimics the essential features of Eq. 5.19 and is easier to compute. The dotted
line in Fig. 5.6 represents this simplied diusion coecient (Eq. 5.20) as a function
of SOC.

We give a comparison of results for the phase-change diusivities (from Eqs. 5.19
and 5.20), and a constant diusivity in Section 5.5.

5.3.3 1-D lattice diusion and particle shapes
A TEM image of our active material (Fig. 5.7) shows, as expected, that the
active-material particles have dierent shapes and sizes. To add to this complexity
for modeling, lithium diusion in single-crystal LiFePO4 is preferential in only one of
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Figure 5.6:

The comparison of phase-change diusion coecient obtained from

Eq. 5.19 (thick solid line), a simplied form of phase-change diusivity from Eq. 5.20
(dotted line), and a shrinking-core model( thin solid line).

the lattice dimensions [107110]. To handle these two complexities eciently in our
model, approximations must be made as discussed in this section.
Most battery models assume spherical particle shapes. This is because modeling
each active-material particle shape in a more detailed manner can be computationally
expensive and dicult to program. In this work we want to see if the active-material
particle shape is important in battery modeling. To see the eect of particle shape,
we considered spherical, cylindrical, and slab-shaped active-material particles because
these shapes can be easily implemented in the model as suggested, but not carried
out, by Doyle [111].

We refer the spherical particle shape as the

baseline

particle

shape. All three particle shapes were studied using a simplied single-particle model
(described in this section).
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Figure 5.7: One of several TEM images used to determine the particle size distribution
of LiFePO used in this work.

Similarly, implementing 1-D lattice diusion in single-crystal LiFePO4 in the fullcell model is much more dicult to program and computationally expensive than
implementing the oft-used approach of radial diusion in spherical particles. Unless
one is using slab-shaped particles, modeling 1-D lattice diusion requires adding an
additional dimension (or independent variable) to the solid-phase mass conservation
equation, and this must be done for each active-material particle size used in the
model. We, therefore want to see if the essential features of 1-D lattice diusion can
be mimicked using oft-used radial diusion in a sphere. This proposition was tested
with a single-particle model.
In the simplied single-particle model, we calculated and compared dimensionless
uxes averaged over the surface area for a step change in concentration.
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For the

Figure 5.8: Illustration of the two cases of diusion in a spherical active material
particle: (a) 1-D lattice diusion and (b) radial diusion.

spherical particle we compare the two types of diusion, 1-D crystal lattice diusion
and radial diusion (illustrated in Fig. 5.8). We then show if the diusivity of one case
is scaled properly then the average uxes for the two cases are in good agreement over
a range of times. As we show, this scaling technique captures the essential response of
the particles to diusional driving forces, while remaining computationally ecient.
In addition to spherical particles, we studied the eect of using additional particle
shapes (cylindrical and slab) on this single-particle model performance.

Surface uxes for dierent particle shapes or geometries
The key feature of a particle-level diusion model is to predict surface ux from
the time history of the surface concentration. To this end, we impose a step change in
concentration at the surface of the particle and calculate the surface ux as a function
of time.

This function could be used to predict the particle's response to a time-

dependent boundary condition (what we expect in a real battery) using Duhamel's
superposition principle [111].
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Table 5.1: Scaling factor for dierent geometries
Geometry (x)

Scaling factor (bx )

Sphere (sph)

2

Cylinder (cyl)

1

Slab (slb)

0

In the single-particle model, the surface area per unit volume for each particle
shape is calculated using

a1x =

where

x

indicates shape and

Table 5.1.

Rx

bx

(bx + 1)
,
3 Rx

is the corresponding scaling factor given in

is the characteristic length (distance from surface to the center) of the

particle. It is important to note that while
the particle,

(5.21)

ail

a1x

is the surface area per unit volume of

(used in Chapter 2) is the surface area of the particle per unit

volume of an electrode.

The diusion equation for lithium in each active-material particle of geometry

x

is given by

 2

∂ cs bx ∂cs
∂cs
= DLi
+
,
∂t
∂r2
r ∂r

where

cs

(5.22)

is the concentration of lithium in the respective particle geometry and

r

is

position measured from the geometric center.

For a step change in the concentration, the surface uxes for the three geometries
(spherical, cylindrical and slab) were calculated using analytical expressions given in
Appendix B.
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To obtain the surface ux for 1-D lattice diusion in a spherical particle, the
particle conceptually is divided into concentric annuli (illustrated in Fig. 5.8(b)). The
surface ux for each annulus is the same as that for a slab of appropriate geometry

+
(Nslab given in Appendix B). Then the average surface ux for 1-D lattice diusion
+
(N1−D ) in a spherical particle is calculated by integrating multiple simultaneous 1-D
+
diusion uxes (Nslab ) in the annuli as follows,
π

ˆ2
+
N1−D
(Fosph )

+
Nslab

=



0

where

φ

Fosph
cos (φ)2


· sin(φ) · dφ ,

(5.23)

is the angle between direction of diusion and the normal to surface of the

sphere. This ux is given as a function of

Fosph

to allow direct comparison with the

radial spherical case.

In order to compare results between dierent geometries, the plotted uxes are

∗
normalized (Nx ) by the surface area of the sphere using

N ∗x


=

3
bx + 1



Nx+

(5.24)

and mass Fourier number for each geometry is expressed in terms of that for sphere
(Fosph ) using


Fox =

3
bx + 1

2
Fosph .

(5.25)

In eect, the scaling of uxes and Fourier numbers ensures that each geometry has
the same surface area per unit volume, and therefore the same short-time behavior
for a given diusivity.
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Figure 5.9: A comparison of average ux (in a semi-innite diusion) for 1-D lattice
diusion in sphere and radial diusion in sphere and cylinder, and planar diusion in
slab.

We compare short time (semi-innite) and long time (restricted) diusion processes for each geometry and 1-D lattice diusion in spherical particle.

Semi-innite (short-time) diusion.

Fig. 5.9 is a comparison of normalized

average uxes for semi-innite diusion calculated for 1-D lattice diusion and radial
diusion in a sphere, radial diusion in a cylinder, and planar diusion in a slab.
The thick solid line represents the normalized average surface ux for the 1-D lattice
diusion. The diusion coecient for 1-D lattice diusion is scaled by a factor of 0.3
compared to the diusivity for the other geometries (as will be explained later). Each
ux curve is plotted using

Fosph ,

so that they are based on the same actual time. As

expected, the ux curves of all geometries (in Fig. 5.9) are nearly the same, meaning
that if we keep a uniform surface area and diusion coecient, then the semi-innite
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Figure 5.10: A comparison of average ux for 1-D lattice diusion and a radial diffusion in spherical, cylindrical and slab shaped particles of equal surface area per
volume. The diusivity was scaled in 1-D lattice diusion.

diusion ux is nearly same for spherical, cylindrical, and slab-shaped active material
particles. This means at short times (semi-innite diusion), only the volume near
the outer surface of the particle is accessed for diusiongeometry of the particle
becomes irrelevant under these particular conditions.

Restricted (long-time) diusion.

Fig. 5.10 compares the eect of dierent

geometries and the type of diusion (1-D lattice and radial in spherical particles)
on diusion uxes for longer times. The symbols used in Fig. 5.10 are the same as
those used in Fig. 5.9. In contrast to the short-time results, there are large dierences
between the geometries. The results show that as one changes the geometry of the
active-material particle from sphere to cylinder to slab, material accessibility becomes
increasingly dicult at longer times.

However, at short times (Fo. 0.1) the trend
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is reversed. From Duhamel's superposition principle, the time dependent ux for an
arbitrary surface-concentration boundary condition is mostly controlled by the trends
at short times in Figs. 5.9 and 5.10.
In summary, good agreement between surface uxes for radial diusion and 1-D
lattice diusion in a spherical particle was observed for both semi-innite (short-time)
and restricted (long-time) diusion. This suggests that the 1-D lattice diusion can
be imitated quite well by radial diusion in a sphere by using a scaled diusivity.
More specically,

(DLi )radial ∼
= 0.3 (DLi )1D lattice .

This means we can gain most of the

realism of 1-D lattice diusion in our model with no additional computational cost
by using a scaled diusivity with radial diusion.

5.4 Parameters used in the full-cell model
To generate good predictions, the parameters used in the model should be physically realistic.

In this section we describe a signicant amount of modeling and

experimental work to estimate some of the parameters that we used in this model as
summarized in Tables 5.2 and 5.3. We refer to the model with these parameters as
the

baseline model.

5.4.1 Open-circuit-potential measurement
In the model we use open-circuit potential as a function of state of charge (θ ).
Fig. 5.11 shows the open-circuit potential (OCP) for the LiFePO4 -cathode cell (vs.
Li). The solid line is the experimental data obtained by discharging a cell at very low
current (C/30) from a fully charged state. The model t is shown by dotted a line
and the corresponding analytical expression is given by
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Table 5.2: Physical properties and model parameters.
Parameter

Symbol

Value

Particle radii

Rj
DLi
D
i0LiFePO4
i0Li
t0+
cref
l
cref
i
xinit
σC
σLiFePO4
00
Rcj
rcon
rC
Dlimit
00
CLiFePO4
00
CLi

[See Table 5.3]
−14
2 −1
5.6·10
cm s
−13
2 −1
7.2·10
cm s
0.318 mA cm−2
1.8 mA cm−2

a

0.363

b

−3
0.001 mol cm
−5
−3
1.98×10
mol cm

a

0.001

a

−1
0.072 mS cm
−1
0.0033 mS cm

a

[See Table 5.3]
−6
1.24×10
cm
−6
6×10
cm
−6
2 −1
3×10
cm s

c

Constant diusivity for LiFePO4
Binary-interaction parameter
LiFePO4 exchange current density
Lithium-foil exchange current density
Lithium-ion transference number
Equilibrium salt concentration
Initial solid concentration for LiFePO4
Initial stoichiometric coecient
Carbon conductivity
LiFePO4 conductivity
Inter-particle contact resistance
Inter-particle contact radius
Carbon-particle radius
Lower limit of liquid-phase diusion coecient
Double-layer capacitance for LiFePO4
Double-layer capacitance for lithium anode

a
b

Source
c
c
a

a
c
a
c

−2
0.008 mF cm
−2
0.02 mF cm

c
c

Values determined experimentally independent of the model

Value arbitrarily picked as the reference state for the kinetics

c

Values determined by matching model predictions to experimental data
d
Values obtained from literature

Table 5.3: Particle radii (Rj ), mass fractions (mj ), and inter-particle contact
00

resistances (Rcj ) between carbon (c) and the active material (j ) particles
00

Rcj (Ω

2
cm )

Index (j)

Rj (nm)

mj

1

68

0.1615

2.6

2

68

0.3135

9.7

3

131

0.3500

12.0

4

131

0.1750

15.0

U (θ) = 57.69 {1 + tanh [100 (−0.029163927 − θ)]} + 2.567462
+ 0.442953 tan−1 (−65.41928 θ + 64.89741)
+ 0.097237 tan−1 (−160.9058 θ + 154.590) .
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Figure 5.11: Open-circuit potential of a LiFePO4 -cathode cell as a function of state of
charge. The solid line denotes the experimental data, which is obtained by discharging
cell at a very low (C/30) rate. The dashed line is the t (given by Eq. 5.26) to the
experimental data.

Eq. 5.26 includes all three regions of the curve: the narrow single-phase regions at
the beginning and end of the curve and the at two-phase region in the middle.
This analytical expression for OCP was also used to derive an expression for the
phase-change diusivity (5.19) as described earlier.

5.4.2 Modications in liquid-phase properties.
The full-cell model used in this work is based on previous work in the Wheeler
and Harb groups at BYU [1].

The model is summarized in Chapter 2.

However,

relative to prior model at BYU [1], we made some modications to the liquid-phase
properties, which we briey summarize in this subsection.
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As discussed in Chapter 4, we found that there is an interfacial lm resistance
(Eq. 4.16) on the lithium anode; this interfacial lm resistance is included in the
model.

The eective transport properties (Eqs. 4.2 and 4.1) in the separator and

porous cathode regions respectively were modeled with tortuosities described in Chapter 4. The thermodynamic factor

(1 + d ln (f± ) /d ln c)

in Eqs. 2.4 and 2.10 obtained

from the literature (Eq. 15 in Ref. [99]) was also included.
The intrinsic concentration-dependent liquid-phase diusivity of lithium (in LiPF6
in EC:DEC) was obtained from Stewart and Newman (Eq. 4 in Ref. [95]) and is given
by Eq. 4.10.

A potential diculty with this concentration-dependent liquid-phase

diusivity is that it exponentially approaches zero with increasing concentration. A
nearly zero diusivity can introduce numerical instability into the model. In addition,
the diusivity function reported by the authors is based on a maximum experimental
concentration of 1.0 M and we often need to extrapolate diusivity to higher concentrations in our model. As far as we know, the lithium diusivity data for LiPF6 in
1:1 (w:w) EC:DEC are not available for the full concentration range observed in our
model. To counteract the problem of numerical stability and extrapolation of diusivity, we set a lower limit (Dlimit given in Table 5.2) for the liquid-phase diusivity
using

D = Dref exp (−2.856 c) + Dlimit .

where

Dref = 2.582 · 10−5

cm

−2

−1
s . The value of

Dlimit

was chosen by observing the

trends reported by Valoen and Reimers [112] for LiPF6 in EC:EMC.
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(5.27)

Figure 5.12: Schematic of cross section of cell used for electronic resistance measurement experiment.

5.4.3 Electronic conductivity of cathode lm
To correctly predict from the model the electronic transport in the electrode,
an accurate value of bulk electronic conductivity of the electrode lm is necessary.
Researchers have used two-point and four-point probe techniques to measure the
electronic conductivity of battery materials [27, 113] . A few others [36, 114] have
used electronic conductivity as an adjustable parameter in the model.
As far as we know, there has been no investigation of any changes in bulk electronic
conductivity of Li-ion battery electrodes upon addition of electrolyte. We expect that
when an electrolyte is added to the electrode, it penetrates the surface layer of binder
between the carbon and electrode material particles. In addition, adding electrolyte
may result in swelling of the electrode due to rearrangement of the particles. These
structural changes may result in an increased electronic-transport resistance in the
electrode.
In this section, we present preliminary work to quantify the eect of electrolyte
on the electronic conductivity of the LiFePO4 electrode. In doing so, we rst measured electronic resistance of the dry electrodes.
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Then the electrolyte is added to

the electrode and the electronic resistance of the wet electrode is measured. These
measurements are performed as described below.
The schematic diagram of experimental set up for measuring electronic resistance
of the electrode-matrix phase is shown in Fig. 5.12.

The two electrodes (having

2
4 cm supercial area and cut from the same cast) were placed face-to-face with
active material for the two electrodes in direct contact.

Then the whole electrode

assembly was put in a plastic pouch and electrical resistance was measured under
external compression of 68 kPa above atmospheric pressure (using a metal weight)
and at approximately 298 K. We refer to this measured resistance as the dry-electrode
resistance.
After measuring the dry resistance of the electrode matrix, the electrodes were
taken into the glove box and the electrolyte (1 M LiPF6 in a 1:1 (w:w) mixture
of EC:DEC) was added through an opening in the pouch, followed by sealing of
the pouch. Electronic resistance of this electrolyte-lled electrode arrangement was
measured using a multimeter and under external compression as mentioned above.
We refer to this measurement as the wet-electrode resistance. These measurements
were repeated for dierent thicknesses of the electrodes to determine the ratio of wet
to dry conductivities.
Fig. 5.13 shows the eect of adding electrolyte on the electronic resistance of the
electrodes. The ordinate is the wet-electrode resistance and the abscissa is the dryelectrode resistance of the electrodes. Each data point on the graph represents the dry
and wet electrode resistances for one electrode. The lines in the gure are the least
squares ts for the points. Using the full data set results in slope of 6.84, indicating
the ratio of wet conductivity to dry conductivity is 1/6.84
coecient was

R2 = 0.34

=

0.14. The correlation

due to variability in the experimental data. Of note, there

is an inuential point (given by a triangle) on the far right of Fig. 5.13 that may be
an outlier.

When that point is removed then
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R2 = 0.67

and the slope of the best
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Figure 5.13: Correlation data between resistances of dry and wet electrodes. Solid
line is the least squares t for full data set; dotted line is the t after eliminating
potential outlier indicated by triangle.

t is 12.05. Despite the uncertainties, the results suggest that there is a signicant
increase in the electronic resistance when electrolyte is added to an electrode.
If one assumes negligible lm-surface contact resistances in the above experiment,
the average electronic conductivities of our series of electrodes is 0.41 mS cm

−1

(dry)

−1
and 0.04 mS cm
(wet). In our model we took eective electronic conductivity to
−1
−1
be 0.07 mS cm , obtained from an early measurement. This value (0.07 mS cm )
is comparable to a value of 0.05 mS cm

−1

used by Srinivasan and Newman to model

a similar LiFePO4 electrode [36]. At the time it was presented, Srinivasan and Newman's value for eective electronic conductivity seemed anomalously low; however in
view of our wet-conductivity results the value appears realistic. Further work is re-
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quired to reduce the experimental noise we observed and obtain accurate conductivity
measurements.

5.4.4 Particle sizes
In any battery material there is a natural variation in particle size.

Particles

with dierent sizes can have dierent resistances associated with them. The smaller
particles have a larger surface area per unit volume and hence have lower kinetic
resistance than that of larger particles. The smaller particles have shorter diusion
paths and hence have lower solid-diusion resistance compared to that for larger
particles. Furthermore, smaller particles likely have lower inter-particle contact resistance than that of larger particles. This concept is based on the theoretical work
of Stephenson et al. [1], which has not been conrmed by direct experiments. Therefore, due to lower kinetic, diusion, and inter-particle contact resistances, the smaller
particles in the model have lower overpotential than larger particles and, therefore,
discharge or charge before the larger particles during cell cycling. The model used in
this work takes into account this physical reality by using dierent particle sizes and
inter-particle contact resistances.
The actual particle-size distribution (PSD) is approximated by measuring the
particle sizes from several TEM images. Fig. 5.7 is one of several TEM images used
to obtain the PSD. TEM images were taken from several randomly selected areas of
prepared samples and included a total of 1427 particles. The particle sizes were determined from these TEM images using ImageJ software, an image-processing program.
The images show that the particles are ellipsoidal; therefore an average value of major
and minor axes was used as a spherical diameter of the particle. The continuous PSD
obtained from these measurements is shown in Fig. 5.14.
The present model requires discrete particle sizes. Therefore, the continuous PSD
is divided into two bins (shown in Fig. 5.14). The vertical dotted line represents the
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Figure 5.14: Smoothed particle-size distribution of LiFePO obtained from TEM images. The vertical dotted line indicates the particle-size division used in the model,
where in a representative particle radius from each bin is used in the model as a
separate solid phase.

separation boundary between the bins. The boundary of the bins is chosen arbitrarily and seem to work well for the current model. A single representative particle size
(diameter) from each bin (shown by thin vertical solid lines), obtained by conserving
mass and surface area of the bin, is used in the model as a separate solid phase to
represent the distribution in that bin. The discrete particle sizes and the respective
mass fractions are given in Table 5.3. It is important to note that choosing a separation boundary between bins may require to adjust the solid-phase diusivity. This is
due to the fact that the PSD is obtained by assuming the particles to be spherical,

2
which may introduce minor error in calculating eective time constant (Rj /DLi ).
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5.4.5 Exchange current density and double-layer capacitance
In this subsection we present our modeling and experimental work to determine
the exchange current density and the double-layer capacitance for the lithium anode
and LiFePO4 cathode.

Lithium anode.

0
The exchange current density (iLi ) and double-layer capacitance

00

(CLi ) of lithium anode were obtained from a model-experiment comparison for ACimpedance experiment for a lithium-separator-lithium cell (schematically shown in
Fig. 4.1). The frequency of the AC signal was varied from 100 Hz to 100 kHz at an

−2
amplitude of 0.025 mA cm .

The model developed for the polarization-interrupt

experiment in Section 4.5 was used to interpret the results.
Fig. 5.15 is the model-experiment comparison of the AC impedance experiment
for the lithium-separator-lithium cell. A satisfactory agreement between the model
and experiment were obtained by varying

i0Li

and

00

CLi .

However, the shapes of the

experimental and model data do not exactly agree; this suggests that there are one or
more time constants that our model was not able to take into account. These dierent
time constants may be due to the complicated surface structure of the lithium foil
including the resistive lm. The extracted values of

LiFePO4 cathode.

00

CLi

0
and iLi are given in Table 5.2.

0
The exchange current density (iLiFePO ) and double-layer
4

00

capacitance (CLiFePO ) for LiFePO4 were extracted from model-experiment compari4

son for a current-controlled AC impedance test for a full-cell, shown schematically in
Fig. 5.2. The frequency of the AC signal was varied from 0.1 Hz to 100 kHz at an am-

−2
plitude of 0.025 mA cm . The full cell-sandwich model developed in this work was
used with sinusoidal current inputs of the same magnitude and range of frequencies
and was run for sucient time to generate a stationary solution for each frequency.

0
The lithium anode parameters (iLi and

00

CLi )

model.
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obtained previously were used in the
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Figure 5.15:

Model-experiment comparison of AC impedance test for a lithium-

separator-lithium cell.

Fig. 5.16 is the model-experimental comparison for the AC impedance test for the
full cell. The solid line in Fig. 5.16 represents experimental data and the dotted line

0
represents the model data. Values of iLiFePO and
4

00

CLiFePO4

in the model were adjusted

to maximize the agreement between the model and the experiment. The nal values
used in the model are given in Table 5.2.
Again, similar to the AC impedance results for lithium foil, there is some mismatch
in the shape for the model and cathode experiment. Again, this is possibly due to
one or more time constants that our model was not able to take into account.

In

fact, a distribution of time constants could arise from fractal-like electrode structure
and other local heterogeneties [115]. These could include micropores (see Section 2.3)
and fractures in the active material created by contractions and expansions during
charging and discharging cycles. Our model does not take into account all the physical
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Figure 5.16: Model-experiment comparison for an AC-impedance test for LiFePO4 0
cathode cells, used to t exchange current density (iLiFePO ) and double-layer capaci4
00

tance (CLiFePO ) in the cathode model.
4

features necessary to get an exact match to experimental AC impedance results;
nevertheless the agreement is satisfactory for our purposes.

5.4.6 Solid-phase diusivity
We discussed in Subsection 5.3.3 the complexities in the solid-phase diusion for our
cathode material and how they can be treated in a model. The eective solid-phase
diusivity for LiFePO4 has been reported to be between 10
116].

−14

to 10

−16

2 −1
cm s
[15,

Srinivasan and Newman [36] took solid-phase diusivity for this material as

an adjustable parameter in the model. In this section we describe our modeling and
experimental work to determine an eective solid-phase diusivity for the baseline
model using a polarization-interrupt experiment.

In addition, we determined the

eect of a composition dependent (phase-change) diusivity.
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We also investigated the eect of other active-material particle shapes (cylindrical
and slab) on the relaxation. For cylindrical and slab-shaped particles, the diusivity
and surface area per unit volume were kept the same as that of the spherical particles
by scaling the particle sizes.
In all the experiments, the diusivity was extracted from model-experiment comparison of a polarization-interrupt test for a thin cell (7

µm

thick).

For this thin

cell the bulk resistances are greatly reduced and do not control the cell performance.
Therefore, during relaxation following the interruption of current, the solid-phase diffusion resistance in the active-material particles is the dominant resistance. Hence,
the relaxation part of this experiment was used to get quantitative information about
this diusivity.
As described in Section 3.2, all cells were discharged at a high current (5C) to
set up concentration gradients or to polarize the cell.

Then the current was inter-

rupted for 1 hr to allow the concentration gradients to relax.

A full-cell baseline

model developed in this work was used to extract the phase-change diusivity and
the constant diusivity from model-experiment comparison of the relaxation data.
In the model and experiments, the amount of charge (number of coulombs) passed
during polarization was kept the same.

Phase-change vs. constant diusivity.

The binary-interaction diusivity

(D ) in phase-change diusivity (Eq. 5.20) was extracted from a model-experiment
comparison shown in Fig. 5.17. The solid line with circles represents the experimental
data and the triangles represent the model data for the phase-change diusivity model.
The slope of the relaxation part of the curve (in this case for time

& 600 s in Fig. 5.17)

gives quantitative information about the diusivity. The value of

D

in the baseline

model (Eq. 5.19) was adjusted until the slope of the initial part of the relaxation
(600 s

.

t

.

640 s) agreed between model and experiment. We found that, for this

region of the relaxation curve is especially sensitive to the solid-phase diusivity in
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Figure 5.17: Model-experiment comparison of the polarization-interrupt test to extract phase-change diusivity and constant diusivity.

the model.

There is another time constant for t

&

700 s.

constants, there is a transition time observed for 640 s

t

.

700 s. The transition

.

700 s) part of the relaxation is not sensitive to the diusivity

used in the model.

This transition time shows lower diusional resistance in the

time (640 s

.

.

Between the two time

t

cell than that predicted by any of models in this work.

Possible reasons for the

shape of the later part of the relaxation curve are given later in this section. With
phase-change diusivity, only the initial part of the relaxation curve was matched;
while for the rest of part of relaxation curve, phase-change diusivity overpredicts
diusional resistances.

The binary interaction diusivity (D ) value extracted from

the model-experiment comparison of relaxation curve is given in Table 5.2.
Similarly the baseline model was used to nd the constant diusivity (DLi ) with
model-experiment comparison of relaxation curve. The parameters in the model were
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kept same as that used to extract the phase-change diusivity except the phase-change
diusivity was replaced by a constant diusivity (DLi ). The dotted line in Fig. 5.17
is model data for relaxation of the cell when a constant diusivity was used in the
model. In particular,

DLi

in the model was adjusted until a good match was obtained

for the initial part of the relaxation curve.

The initial part of the curve shows a

better match between model and experiment data than that for the phase-change
diusivity. The extracted value of the constant diusivity (5.6·10
good agreement with diusivity values (∼

−14

cm

2

−1
s ) is in

8 · 10−14 cm2 s−1 ) reported for this material

by Srinivasan and others [15, 36, 116]. However, it is important to note that the value
of diusivities reported are calculated from the time constants for a specic particle
sample. Therefore, the time constants determined may have considerable variability
due to variability in the shapes and the sizes of the particles.

Eect of particle shapes.

We studied the eect of dierent particle shapes on

the relaxation curve using constant diusivities (DLi ).

For all shapes, we used the

same surface area per unit volume as that of spherical particles by scaling the particle
sizes using the relation


Rx =

bx + 1
3


Rsph .

The reason for this is to keep kinetic and contact resistances (

(5.28)

00
Rcj
in Eq. 5.29) the
acj

same for all geometries and better enable comparison of the solid-diusion eect. The
material balance in the active-material particles was changed by using Eq. 5.22 for
the respective geometry. Each geometry utilized a multiple-particle size distribution
just as does the baseline model.
Fig. 5.18 is the model-experiment comparison of relaxation for spherical, cylindrical, and slab-shaped particles. The results suggest that as we change the particle
shape from spherical to cylindrical to slab shape, the eective diusional resistance
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Figure 5.18: Eect of particle shape on the shape of the relaxation curve.

decreases. This is primarily due to dierences in particle size (Eq. 5.28), which lowers eective diusional resistance over short times for slabs relative to cylinders and
cylinder relative to spheres.

Transition region (640 ≤ t ≤ 700).
dierent regimes or slopes observed (for t
region (650

≤

t

≤

In the experimental curve, there are two

≤

650 s and t≥ 700 s) and a transition

700) between the two slopes. All of our model curves discussed in

this section match well the latter slope and the baseline model matches well the initial
slope. However, all the models underpredict the time of transition to the nal slope,
leading to an overall slower relaxation in the model relative to experiment, or in other
words, larger diusional resistances at long times than experimentally observed.
As shown in Fig. 5.19, we investigated using two factors in the model that may
aect the transition to the latter part of the relaxation curve. Our rst hypothesis
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Figure 5.19: Eect inter-particle contact resistance and the liquid-phase resistance
on the shape of the relaxation curve.

was that the inter-particle contact resistance in the model may be aecting the latter
part of the relaxation curve.

However, reducing the baseline inter-particle contact

resistance by three orders of magnitude does not change substantially the transition
time, while it does increase the initial rate of relaxation. Similarly, we reduced the
liquid-phase transport resistance to a minimum theoretical value (τcath

= 1.0)

in the

cathode to see if the excessive diusional resistance in the cell was caused by the
liquid-phase resistance.

Fig. 5.19 shows that the liquid-phase resistance does not

have a signicant eect on the shape of the transition time of the relaxation curve
and was not the cause for the lower resistance in the system.
There are a few possible reasons for the discrepancy between our model and the
long-time relaxation curve. TEM images of this material suggest a wide distribution of
particle shapes. In the model, we used spherical or cylindrical or slab-shaped particles.
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In the view of 1-D lattice diusion, the particle shape may become important for the
transition time of the relaxation curve. Our model does not take into account all the
particle shapes observed experimentally, which can be a reason for mismatch between
experimental and model data. Dierent diusion lengths as a result of active-material
agglomerates can also be a reason for this transition time.

Furthermore, volume

changes in this material [23] may create fractures or defects in the individual particles,
which may in turn provide alternative paths (grain-boundary diusion) for lithium
diusion resulting in lower diusional resistance. Our model does not fully take into
account these structural variations in the active material, which may be the cause of
discrepancy in the transition time of the relaxation curve. Nevertheless, our baseline
model matches the two time constants or relaxation slopes observed experimentally.
It is particularly important that the model match the short-time (600

≤

t

≤

640)

behavior as this has a stronger eect on cell performance.

5.4.7 Inter-particle contact resistance
The inter-particle contact resistance is the electron transfer resistance between
carbon-additive particles and an active-material particles and is given by [1]

Jcj = acj

where subscripts

Jcj

c

and

j

φc − φj
,
00
Rcj

(5.29)

represent carbon and active material particles respectively,

acj

is the charge transfer (current per unit volume), and

carbon and active material particle respectively.

φc

and

carbon and active-material particles respectively, and

φj
00

Rcj

contact area between

are the potentials of the

is inter-particle contact

resistance between the carbon and the active material particles.
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Because we use more than one discrete particle size or type
are multiple values of

Rcj .

j

in the model, there

These resistances were extracted from a model-experiment

comparison for a thin cell (shown in Fig 5.21). To t the data at dierent discharge
rates, the model required more than one inter-particle contact resistance for each
particle size, as summarized in Table 5.3. This means that certain fractions of each
particle size are better or worst connected to the carbon. The mass fractions of the
two particle sizes were obtained from PSD as described in Subsection 5.4.4. However,
the mass fractions of the particle that is better connected or worst connected is
determined by tting full-cell baseline model to the thin-cell discharge data.

The

inter-particle contact resistance, the size, and the mass fraction of each particle used
in the model are given in Table 5.3.
The distribution of the inter-particle contact resistance can be rationalized as
follows. One possibility is the structural rearrangement that occurs during testing of
cathodes. Kostecki and McLarnon [117] showed carbon retreat or rearrangement for
LiNi0.8 Co0.15 Al0.05 O2 cathodes.
In addition, as mentioned before LiFePO4 undergoes 6% increase in volume on
discharging. Therefore during charging and discharging LiFePO4 undergo a series of
contractions and expansions, which may also change the electrode structure resulting in distribution of contact resistances.

In addition, the carbon coating around

active material particles may be not uniform resulting in distribution of inter-particle
resistance for the same size active-material particles [118].
Another possibility is that the distribution of contact resistances is fundamental
to the active material. Stephenson et al. [1] suggested that the larger particles can
have higher inter-particle contact resistance.

Therefore a particle-size distribution

may also cause the distribution of inter-particle contact resistance.
Fabrication issues such as poor mixing and nonuniform distribution of carbon in
the active-material aggregates may also be the reason for distribution of inter-particle
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contact resistances. We made signicant eorts to ensure that our materials are well
mixed during electrode fabrication, but the laboratory at BYU is not equipped with
the commercial mixing equipment used by battery manufacturers. Nevertheless, we
have demonstrated cell performance comparable to commercially prepared cathodes
from Hydro Québec.

5.5 Results and discussion for full-cell model
Once the model parameters (described in the previous section) were determined,
then a combination of model and experiments was used to understand dierent processes in an electrode. In this section, we present model predictions for the eect of
phase-change (concentration-dependent) diusivity and eect of active-material particle shape on the performance of a full cell. Then we present the model validation
for dierent discharge rates and thicknesses of cathodes. After validation, we used
our model to determine the dominant resistances for the thick electrodes. The cell
fabrication and testing used in this work is already described in Section 3.2 of Chapter 3 and is not repeated here. The only modication in cell-fabrication process was
use of one separator instead of three separators.

5.5.1 Comparison of phase-change diusivity and a constant
diusivity
To evaluate the eect of phase-change diusivity on the performance of a fullcell baseline model, we compared modeling results when the phase-change diusivity
and the constant diusivity are used.

These diusivities are determined using the

polarization-interrupt experiment described in Subsection 5.4.6. Fig. 5.20 is a comparison of dierent-rate (1C, 2C, and 5C) discharge curves for the phase-change diusivity and the constant diusivity along with experimental data. All the parameters
in both cases were the same except the diusivity.
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Figure 5.20: Model-experiment comparison for dierent discharge rate (1C, 2C, and
5C) for phase-change diusivity and the constant diusivity.

As can be seen from Fig. 5.20, with a phase-change diusivity model there is
noticeable overutilization at 1C and 2C and underutilization at 5C was observed.
Therefore, if one attempts to match 1C and 2C utilization by modifying binaryinteraction parameter (D ), then there will be considerable underutilization at 5C. This
means phase-change diusivity overpredicts the solid-phase transport resistance
meaning in actual electrodes there are alternative paths for lithium to diuse into
the particle and phase-change diusivity does not predict that possible reality. The
result for the phase-change diusivity is consistent with the observation made by
Srinivasan and Newman [45]. Newman and Srinivasan used the shrinking-core model
(we used phase-change diusivity) to take into account two-phase behavior of this
material. They also acknowledge that the shrinking-core model overpredicts the solidphase transport resistance and the shrinking-core model may not be the accurate
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description of phase-change behavior for this material. They suggested to consider
the grain-boundary diusion while modeling this material. Other possible paths can
be through the fractures or defects in the particles created due to series of charging
and discharging cycles. Finally, in this work we used a constant binary-interaction
parameter (D ); however,

D

may be a function of concentration and may change the

eective diusivity values in the two phases. The work by Kasavajjula et al. [103]
suggests that the mobility of the phase boundary also needs to be considered while
modeling LiFePO4 cathodes.

This suggests that at high rates of discharge there

may not be thermodynamic equilibrium across the boundary as is assumed by the
shrinking-core model. Furthermore, limited mobility of the phase boundary can be
taken into account in the phase-diusivity model by modifying the concentrationdependent diusivity. We acknowledge that further work is needed to examine these
issues and in particular determine the eect of concentration dependence of

D

and

mobility of phase boundary between the two phases.
On the other hand, with the constant diusivity (obtained from polarizationrelaxation experiment) a good agreement between model and the experiment was
observed. This means a constant diusivity can be a good approximation to eective solid-phase transport resistance for this material for the cycling conditions we
examined.

Furthermore, the constant diusivity obtained in this work is in good

agreement with that obtained by the others [15, 36, 116]. The value of constant diusivity,

DLi , is given in the Table 5.2.

It may also be the case that

D

may be a function

θ
of concentration such that Fickian diusion coecient (DLi ) behaves like a constant
diusivity. Throughout this section we used the constant diusivity in our baseline
model because it predicts solid diusivity well and is numerically very ecient.

117

5.5.2 Model validation
Once the parameters for the model were determined, we validated our full-cell model
in two ways. First, the model was validated at dierent discharge rates for a thin cell.
A good agreement between model and experiment at dierent rates would suggest
that our model accurately predicts resistances for dierent discharge rates.

Then

we validated the model with dierent thicknesses or active-material loadings (for the
same porosity at around 45%).

Good agreement between model and experimental

data for dierent thicknesses would suggest that our model correctly predicts the
transport resistances with the thickness of the electrodes.
Once the model was validated for these the two dierent aspects, then it was used
to determine dominant resistance for thick cells.

Dierent discharge rates for thin cells.

For thin cells, the bulk electronic and

ionic resistances are relatively low; therefore, inter-particle contact and kinetic resistances are the dominant resistances. As discussed before, model-experiment compari-

0
son of AC-impedance test was used to extract the current exchange densities (iLiFePO

4

0
and iLi ) for cathode and anode respectively. Therefore in the model all the parameters
were xed except the inter-particle contact resistance.
To obtain a good agreement between model and experiment, we found that a distribution of inter-particle contact resistances between the carbon and active-material
particles of dierent sizes was required. In this work, each particle size is divided into
two mass fractions. One mass fraction is better connected than the other. For example, (as shown in Table 5.3) in our model 68 nm particles have two mass fractions
(0.1615 and 0.3135). One mass fraction (0.1615) is better connected (lower

00

Rcj ) than

the other mass fraction (0.3135). With all other parameters xed in the model, we
extracted these inter-particle contact resistances for the four particle types (with two
particle sizes) used in this model by maximizing the agreement between the modeling
and experimental data at dierent rates. The tting procedure used to extract inter118

particle contact resistances from model-experiment comparison is briey explained as
follows.

Fitting procedure to extract inter-particle contact resistances.

With all

the other parameters xed in the model, the inter-particle contact resistances were
extracted from a thin cell model-experiment comparison for 1C, 2C, and 5C discharge
rates (Fig. 5.21).
(j

The inter-particle contact resistance between the small particle

= 1) and the carbon is used to match the initial potential drop at dierent C-rates.

Then the contact resistances and mass fractions of remaining particles (j

= 2,

3 and

4) were adjusted to match the slope (particularly for 5C discharge) and capacity of
a cell.

Again, it is important to note that the total mass fractions of two particle

sizes (68 and 131 nm) were kept constant at the value obtained from the particle-size
distribution. The inter-particle contact resistances for particles 2 and 3 were adjusted
to match the voltage slope (particularly at 5C discharge). The inter-particle contact
resistance for particle 4 was then used to match the end-point capacity of the discharge
curves. Thus, the set of inter-particle contact resistances and mass fractions of the
four types of particles were adjusted to obtain a good agreement between model and
experiment at dierent discharge rates for the thin cell shown in Fig. 5.21. We also
found that the larger particles need to have larger inter-particle contact resistances
than that for smaller particles, which is consistent with the theoretical analysis of
Stephenson et al. [1].
The values of

00

Rcj

aect the slope of the polarization-interrupt curve in Fig. 5.17.

Therefore, a few iterations were needed to obtain a good agreement for model and
experiment for a thin cell (at 1C, 2C, and 5C) and for the slope of relaxation curve in
Fig. 5.17. The nal values of

00

Rcj

and respective mass fractions are given in Table. 5.3.

Fig. 5.21 is the model-experiment comparison for discharge curves at dierent Crates (1C, 2C, and 5C) for a thin cell (33.77

µm thick,

0.45 mAh cm

−2

loading). The

parameters used for this baseline model are given in Tables 5.2 and 5.3. Fairly good
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Figure 5.21: Model-experiment comparison for thin cell (∼33.77 µm thick and loading
∼0.84 mAh cm−2 ). The inter-particle contact resistance was extracted from modelexperiment comparison.

agreement between experiment and model curves was observed. This suggests that
our model accurately predicts resistances for thin cells at dierent discharge rates.
The small wiggles or step changes in the discharge curves (more prominent at 5C) are
due to use of discrete particle sizes and resistances. Particles with lower inter-particle
contact resistance discharge before those with higher inter-particle contact resistance.
These step changes could be smoothed out if we used a larger number of particles
with ner gradations in properties.
Even though we used the thin cell to parameterize the

Rcj

values, we still consider

this a partial validation of the model.

Thick cells.

After validating the model for dierent discharge rates for thin cells,

we used the same set of parameters to simulate thick cells as shown in Figs. 5.22 and
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Figure 5.22: Model validation for medium thick cathode (57.11 µm thick, 45% porous,
−2
and 1.44 mAh cm
loading). Fairly good agreement between model and experimental
data was obtained.

5.23. Fig. 5.22 is the model-experiment comparison for a medium thickness cathode
(57.11

µm

−2
thick and 1.44 mAh cm
loading).

comparison for a cathode with thickness 66

µm

Fig. 5.23 is the model-experiment
and 1.69 mAh cm

−2

loading.

A

fairly accurate agreement between experiment and model data was obtained. This
suggests that our model accurately predicts resistances that depend on electrode
thicknesses. Comparison of Fig. 5.21 and Fig. 5.23 suggests that the performance of
a thick electrode is signicantly lower than that of a thin electrode at high-rates (5C),
which can only be caused by bulk transport resistances.
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Model validation for a thick cell (66 µm thick, 45% porous, and
−2
1.69 mAh cm
loading). Fairly good agreement between model and experimental

Figure 5.23:

data was obtained.

5.5.3 Dominant resistance for the thick cells
The validated model was used to nd the dominant resistance for the thicker
electrodes. For thick electrodes, we evaluated the eect of liquid-phase and electronic
resistances on cell performance. To determine the dominant resistance in a cell, each
of these resistances were made very low and we observed the resulting change in the
predicted cell performance. A high-rate (5C) of discharge was used to emphasize the
importance of the cell resistances.
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Eect of liquid-phase resistance on the electrode performance
First we tested what would happen if we reduce the liquid-phase transport resistance
to a minimum theoretical value.
parallel paths for ionic transport.

This may be possible by providing straight and
In the model, we implemented this by reducing

the liquid-phase resistance in the cell to a minimum by setting the tortuosity of the
cathode to be 1. Fig. 5.24 is the comparison of the simulated cells to determine the
eect of reducing liquid-phase transport resistance on the performance of the cell.

−2
The dotted line is a simulated cell (1.68 mAh cm
loading and 65.55
the parameters used in this work (baseline model).

µm thick) with

The thin solid line represents

a simulated cell with the same parameters as that of baseline model except that
the tortuosity of the cathode was set to be 1.

For this cell there is only a small

improvement in the performance of the cell when the liquid-phase resistance in the
cell was reduced to a minimum theoretical value. This suggests that the liquid-phase
resistance was not a dominant resistance for the tested cathodes.
Next we examined whether we can increase liquid-phase resistance and still maintain the cell performance. This is important to know the trade-os between liquidphase resistance and the electronic resistance.

We increased the tortuosity of the

electrode to 4.5 (represented by thick solid line) in the gure.

We were unable to

discharge the cell to cut-o voltage of 2.2 because the lithium concentration near the
current collector was depleted to zero, which results in numerical instability in the
code. Nevertheless, the curve shows signicant impact when we change the liquidphase resistance any further. Thus, for the tested cells around 45% porosity seems a
acceptable liquid-phase resistance point.

Eect of bulk electronic conductivity on the electrode performance
We examined the eect of bulk electronic resistance (conductivity of carbon additives) on the performance of cell (Fig. 5.25).
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We increased the bulk electronic
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Figure 5.24: Predicted eect of liquid-phase resistance on the performance of a cell
at high rate (5C). The dotted line is for the baseline model. The thin and thick solid
lines represent for model with tortuosity is 1 and 4.5 respectively.

conductivity by factors of 2 and 10 (shown in the gure).

With increasing bulk

electronic conductivity we observed noticeable improvement in the model-cell performance. This suggests that electronic resistance can be reduced to get an improvement
in the cell performance.

Trade-o between electronic and liquid-phase resistances
To understand the trade-o between liquid-phase resistance (tortuosity) and bulk
electronic conductivity, we plotted each of these parameters against the energy of

−1
the cell (Wh kg
of active material) at 5C for a thick cell (thickness 66

µm

and

−2
1.69 mAh cm
loading). Figs. 5.26 and 5.27 show the eect of tortuosity and bulk
electronic conductivity respectively, on the energy of the cell.
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Figure 5.25: Predicted eect of bulk electronic resistance on the model cell performance. The eective electronic conductivity of carbon was varied from the baseline
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Figure 5.26: Eect of liquid-phase resistance (tortuosity) on energy of the cell.
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Figure 5.27: Eect of bulk electronic conductivity on energy of the cell. The bulk
electronic conductivity for the tested cell seems to be very low and have a signicant
impact on the energy of the cell

Fig. 5.26 shows that the liquid-phase resistance for the tested cells (tortuosity

= 2.81 and shown by a triangle) seems to be close to the point where it could have

signicant impact.

This means any further increase in the liquid-phase resistance

would result in signicant decrease in the accessible energy of the cell. However, a
signicant decrease in the liquid-phase resistance would not result in a signicant
improvement in the energy of the cell. On the other hand, Fig. 5.27 shows that the
bulk electronic resistance for the tested cells (σ

= 0.072

mS cm

−1

and shown by a

triangle) is already a signicant resistance. There is still scope for improvement in
electronic conductivity in order to improve the energy (up to

∼20%)

of the tested

cells.
These observations suggest that a strategy should be designed to improve the electronic conductivity of the cells without further increase in the liquid-phase resistance.
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Eect of inter-particle contact resistance on the electrode performance
Next, we examined whether or not the inter-particle contact resistance between
carbon and active-material particles was a dominant resistance for the tested cells. As
mentioned before, we found that a distribution of inter-particle contact resistance was
necessary to match the cell performance at dierent discharge rates. We wanted to see
what happens if the distribution of the inter-particle contact resistance was eliminated
and all the particles were given the same inter-particle contact resistance. To do this
we set all the inter-particle contact resistances to be same for all the particle and
compared the performance of this simulated cell and the baseline-model cell. Fig. 5.28
shows the eect of inter-particle contact resistance on the high-rate (5C) performance
of a thick cell (loading

=1.68

−2
mAh cm
and thickness

=65.55 µm).

The dotted

line represents the performance of the simulated baseline-model cell where dierent
particles have dierent inter-particle contact resistances (as given in Table 5.3). The
thick solid line represents the performance of the model cell when all the particles
in a cell have same inter-particle contact resistance as that of particle 1 in Table 5.3
00

(Rcj

= 2.6 Ω cm2 ).

The thin solid line represents the cell performance when all
00

are further lowered by a factor of 1000 (Rcj

00

Rcj

= 0.0026 Ω cm2 ).

As can be seen from the gure, decreasing inter-particle contact resistance significantly improves the model-cell performance, which suggests that

contact resistance was a dominant resistance

the inter-particle

for the tested cells. As we already ob-

served, it is not the only resistance, and so there is still an upper limit to improvement
possible in this way. The other interesting observation is about the eect of interparticle contact resistance on the slope of the discharge curves. Comparison of Figs.
5.25 and 5.28 shows that the majority of the slope of the discharge curve was caused
by the inter-particle contact resistance but not by the bulk electronic resistance. In
other words, a decrease in bulk electronic resistance moves the discharge curves upward (thick solid line in Fig. 5.25) but did not signicantly change the slope of the
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Figure 5.28: Predicted eect of inter-particle contact resistance on the high-rate (5C)
performance of thick cell.

Contact resistance between active materials and carbon

was made uniform at the values indicated.

curve. However, a decrease in the inter-particle contact resistances changes the slope
of the discharge curve drastically, which results in signicant improvement in the
performance of a cell.
Therefore, strategies should be designed to decrease the inter-particle contact resistances. We performed a preliminary experimental work to decrease the inter-particle
contact resistances by adding double the carbon than that for the baseline cells. However, the results showed that the cell performance of the electrode diminished with
this extra added carbon. It possible that the added carbon may get packed in the
pores of electrode, which may have resulted in increased liquid-phase resistance. This
work needs further investigation.
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Plausible reasons for particles having dierent inter-particle contact
resistances.

As mentioned before, carbon retreat or rearrangement is possible in

tested cells [117]. Furthermore, it was suggested that this carbon retreat may allow
the inter-particle resistance to dominate interfacial charge-transfer impedance and
account for the observed cell power and capacity loss.

Therefore, due to carbon

retreat or rearrangement, it is possible to have dierent particles (even of same size)
with dierent degrees of connection to the carbon network.
In addition, LiFePO4 is reported [23] to undergo 6% volume expansion when lithiated. Therefore, a series of charge and discharge cycles, which result in contraction
and expansion of active material particles, may change the structure of the electrode
and hence the inter-particle contact resistance between carbon and active material
particles.
Furthermore, Stephenson et al. [1] suggested that the particles of dierent size
can have dierent inter-particle contact resistance. The LiFePO4 used in this work
has a wide distribution of particle sizes. Therefore, there can also the possibility of
distribution of inter-particle contact resistance due to particles of dierent sizes.
In summary, the electronic (bulk and inter-particle contact) resistances are dominating resistances in the tested cells.

The non-zero slope of the discharge curves

are mostly due to the inter-particle contact resistances. The liquid-phase resistance
in the tested cells was not dominant; however, a further increase in the liquid-phase
resistance could result in a signicant drop in the cell performance. Therefore, strategies should be designed to decrease electronic (both bulk and inter-particle contact)
resistances without increasing the liquid-phase resistance.
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5.6 Conclusions
Due to the inert-mass burden of the battery components, it is necessary to fabricate
thicker electrodes for high energy- and power-density applications.

However, the

transport resistances (both ionic and electronic) increase with the thickness of the
electrode.

Therefore, to optimize cells for high power and energy applications, it

is important to identify and mitigate dominant resistances for thicker electrodes. In
this chapter we presented modeling and experimental work to determine the dominant
resistances for thicker electrodes.
A porous battery model developed in our group [1] has been adapted for LiFePO4 cathodes.

In doing so, we considered unique features of LiFePO4 : carbon-coating

around the particles, phase-change behavior, and 1-D lattice diusion.
We presented a number of experimental techniques such as AC-impedance, polarization relaxation, dry and wet conductivity measurements to determine some of
the parameters used in our model.

In addition we tested thin cells with dierent

electrolyte concentrations to determine whether micropore diusion resistance was
a dominant resistance.

We found that the micropore diusion resistance in tested

cathodes was not a signicant resistance.
Cathodes with dierent thicknesses were tested and modeled. With the same set
of parameters used for thin cell, a fairly good agreement between model and experimental data was observed for dierent thicknesses of cathodes. This suggests that
our model captured accurately the resistance that depend upon thickness of electrodes. We found that a distribution of inter-particle contact resistances in the model
electrode is necessary to t the experimental data for dierent discharge rates. This
result is consistent with the observation made by Kostecki and McLarnon [117] for
LiNi0.8 Co0.15 Al0.05 O2 cathodes. There are multiple possible reasons for this connectivity. It may be possible to remedy it and further investigation is needed.
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Our model suggests that the electronic (bulk and inter-particle contact) resistances
were signicant resistances for the tested cells. In particular, inter-particle contact
resistance was the major reason for the slope of the discharge curves.

Eliminating

distribution of inter-particle contact resistances resulted in a drastic improvement in
the cell performance. In addition, our model suggests that the liquid-phase transport
resistance was not a dominant resistance for the tested cells, but is close to the point
where it could have signicant impact. This means that any increases in tortuosity
caused, for instance, by the addition of small particles could have a deleterious eect
on liquid-phase transport.
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Chapter 6
Summary and scope for future work
To eciently design and optimize lithium batteries for dierent applications, it
is imperative to understand dierent physical processes and their interaction with
each other in an electrode.

Our approach was to use a combination of model and

experiments to obtain fundamental understanding of dierent transport processes
and determine the eect of particular structural changes in the electrode on those
processes. The work completed in this project provides physical insight into important
processes in the electrode.
This project is divided into three major tasks. Each of these is summarized as
below.

6.1 Use of carbon bers in lithium ion batteries
The cells containing high-aspect-ratio additives (carbon bers) gave slightly better
power performance than those containing low-aspect-ratio additives (CB+GR). This
improved power performance was due to higher number of electronic contacts among
particles when high-aspect-ratio additives were used.
In addition to improved power performance, carbon bers can provide other advantages. They impart mechanical strength and stability to the solid matrix in the
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electrode. The use of this type of carbon can reduce rearrangement of active material particles and carbon-particle retreat in the cathodes, which has been reported
as a cause of increased resistance in the electrodes [84].

Thus, the use of carbon

bers can lead to extended cycle life of lithium-ion batteries. In comparison to other
low-aspect-ratio additive such as carbon black, carbon bers have lower surface area
per unit volume.

Therefore, carbon bers, with their lower surface area per unit

volume, could reduce undesirable side reactions including electrolyte decomposition,
formation of passive layers, active-material dissolution and other phenomena causing
capacity fade.
Even though the carbon bers were found to enhance the power performance
and may improve the cycle life of batteries, it is important to consider additional
issues associated with their use in commercial batteries. The carbon bers we used
are signicantly cheaper than carbon nanotubes, but they are nevertheless costlier
than other carbon additives considered here. Therefore, economic analysis must be
made by considering the trade-o between potential advantages and the cost increase
of batteries due to the use of carbon bers. The fabrication diculty of mixing and
dispersion is signicant. Due to their high rigidity and aspect ratio, carbon bers may
penetrate through the separator more easily than low-aspect-ratio carbon additives,
leading to electrical shorting of the cell.
In summary, before using the carbon bers, it is necessary to consider trade-os
among improved cycle life, power performance, cost, and fabrication diculties.

Future prospects.

This work can be further extended to better assess the im-

portance of carbon bers in lithium batteries. The long-term cycling performance of
ber cells could be studied to assess advantages over other conductive additives. In
this work we used xed mass fractions of carbon bers. It would be interesting to
know if we can achieve similar cell performance of the batteries with lower carbonber mass fraction.

It is may also be interesting to know the performance of cells
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with all three types of conductive additives (CF+CB+GR) with dierent combinations of ratio among themselves. This may reduce the use of more expensive carbon
bers while achieving the same cell performance as that of cell containing CF+CB.
In addition, the eect of dierent carbon-ber lengths on the performance of a cell
can be studied.

If one can nd shorter bers that will maintain the advantage of

higher number of contacts, they can make fabrication easier and prevent shorting due
to separator penetration.

6.2 Understanding liquid-phase resistance
Our modeling and experimental work presented in Chapter 4 provides better
understanding of the liquid-phase resistance in porous battery material. There was
little to no experimental data to directly quantify the liquid-phase resistance in electrodes.

As far as we know, this work is the rst to directly quantify liquid-phase

resistance in porous electrode lms. A correlation between tortuosity and porosity of
active-material lms was obtained. We found that the oft-used Bruggeman exponent
predicts the porosity dependence of tortuosity quite well. However, the liquid-phase
resistance of the porous structures studied in this work, is approximately two times
larger than those predicted by the Bruggeman relation. In addition, we also found a
lm resistance on the lithium foil, which also contributes to the diusional resistance
in lithium batteries.
Eect of porosity on the liquid-phase resistance is important in understanding the
trade-o between liquid-phase resistance and electronic resistance. The lower porosity
is desired for lower electronic resistance.

On the other hand, higher porosity or

liquid-volume fraction is desired for lower liquid-phase resistance. Once the electronic
resistance is known, our model and experimental methods can be used to predict an
optimum point for cell fabrication for a particular application.
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Future prospects.

This work focused on LiFePO4 electrode materials with a

specic particle-size distribution.

Because inter-particle contact resistance depend

on the particle-size distribution, it is important to know the eect of particle-size
distribution on the liquid-phase resistance.

This work can be further extended to

determine the eect of particle size on the liquid-phase resistance. We showed the
type of carbon additive (such as CF, CB, and GR) aects the electronic resistance;
therefore to optimize batteries it would be important to know the eect of type of
conductive additive on the liquid-phase resistance.

6.3 Understanding dominant resistances in cathodes
The work presented in Chapter 5 provides insight into dierent transport processes in the cathode. The modeling techniques developed in this work can be used
as a framework to model cathode materials with phase-change, carbon coating, and
1-D crystal lattice diusion. The developed model was validated over a wide range of
experimental conditions. A signicant amount of work was performed to obtain physically realistic parameters. We validated our model for dierent thicknesses suggesting
that our model captures phenomena that depend on thickness.
Phase-change materials like LiFePO4 have a broad and at region in the discharge
curve, which is generally considered a desirable feature for commercial applications. In
this work we used a phase-change diusivity to model LiFePO4 cathodes. However, we
found that phase-change material cathodes can be modeled by using same approach
as that used for materials without phase change.
As stated before, the liquid-phase resistance was nearly two times higher than that
predicted by Bruggeman relation; however, our full-cell model suggests this liquidphase resistance in the porous electrodes was not a dominant resistance for the tested
electrodes. Therefore, electrodes with lower porosities can be fabricated to decrease
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electronic resistance while not signicantly increasing liquid-phase resistance.

The

lower porosity can also help in increasing energy and power densities (on electrodevolume basis), which will decrease the size of batteries for particular energy and power
density goals.
The inter-particle contact resistance was a dominant resistance for the tested
cathodes. Design strategies to reduce the inter-particle contact resistance are recommended to optimize the battery performance for high-rate applications.

Future prospects.

In this work we extracted inter-particle contact resistances

in the electrode by model-experimental comparison. However, we did not make any
direct measurements of inter-particle contact resistance to support our model.

We

wished to directly determine the inter-particle contact resistance between the carbon
and active-material particles using current sensing atomic force microscopy (CSAFM).
In the end we chose not to pursue this course due to limitations of CSAFM instruments. In addition, it is dicult to maintain similar conditions (pressure and presence of electrolyte) as those that prevail in the tested batteries. These conditions may
have signicant impact on inter-particle contact resistances. These factors should be
considered while designing experiments for directly quantifying inter-particle contact
resistances.
Our preliminary work showed that there is a decrease in the electronic conductivity
of the electrode when electrolyte was added to the electrode. However, we observed
a signicant noise in the obtained data.

Further work is required to reduce the

noise in the data. Conductivity measurements after few charge and discharge cycles
may also be helpful to determine if carbon rearrangement has an eect on electronic
conductivity and hence the performance of electrode.
The cathodes containing dierent particle sizes can be tested and modeled to
determine the eect of particle sizes on the inter-particle contact resistance.
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The binder used in this work was PVdF, an insulating polymer. This may have a
signicant impact on the inter-particle contact resistance. Using a conductive binder
may reduce the inter-particle contact resistance. Polypyrole is one of the candidates
as a conductive binder in the battery materials. However, while using dierent binders
one should be aware of its eect on the other electrode properties such as permeability
to lithium ions.
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Appendix A
Carbon coating around LiFePO4

Figure A.1: Carbon shell around eectively insulated LiFePO core

This Appendix gives the derivation of a simple model for electron transport in the
carbon coating around the active-material particles. Our objective is to estimate the
spreading resistance from a small point of inter-particle contact to the remainder of
the particle.
We assume that the core of the active-material particle (LiFePO4 ) is eectively
insulating.

The core is covered by a uniform-thickness conductive carbon coating

(schematically illustrated in Fig. A.1). Because of the symmetry of the problem, we
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assume current ows in the
and uniform. At a given

θ

θ

direction only. This is accurate if the coating is thin

value there is a ring-like surface with area given by

Aring = 2πRp sin (θ) Lcc

where

Lcc

is the thickness of the carbon coating and

Rp

(A.1)

is radius of the

active-material particle.

Charge conservation dictates that

iθ Aring = I = −Aring

where

I

is the total current,

iθ

σcc dφ
Rp dθ

is current density in the

conductivity of carbon coating and

φ

(A.2)

θ

direction,

σcc

is the

is the potential on the surface of the particle.

The boundary conditions are

φ = φe

at

θ=

π
2

(A.3)

and at contact with another particle

θ = θc ,

where

φc

φ = φc

is the potential at the contact point between two particle and

equator potential or we that is the average surface potential.
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φe

is the

Integration of Eq. A.2 gives the potential prole as


φ = C2 + C1 ln

where

C1

and

C2

1 − cos (θ)
sin (θ)


,

(A.4)

are constants, which are determined using the above boundary

conditions.

C1 =
ln

φ − φe
c
=

I
.
2 π σcc Lcc

1−cos(θc )
sin(θc )

(A.5)

where

θc

is dened by the area of contact between particles as

where

rc

is the contact radius between the particles.

sin (θc ) = rcon /Rp ,

00

The spreading resistance (Rspread ) is given by

00

φe − φc
2
π rcon
I
φe − φc
=
−σcc dφ
dθ θc

Rspread =

=

φe − φc

(A.6)

C1
sin(θc )

Eq. A.6 can be further simplied using assumption that the contact radius is
signicantly smaller than the particle size (Rp

00

Rspread

2
rcon
=
ln
2 Lcc σcc
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 rcon ).



sin θc
1 − cos θc


.

(A.7)
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Appendix B
Fluxes for dierent particles shapes
This chapter presents the uxes for dierent particle shapes for a step change in
surface concentration. The solutions for these shapes are already given in Ref. [119].
A brief summary of those equations is presented here.
We made the surface ux for each shape or geometry (Nx ) dimensionless using
relation,

Nx = Nx+

where

Nx+

is dimensionless ux,

concentration,

csurf

D

D (Cinit − Csurf )
,
Rx

is diusivity,

cinit

is the surface concentration, and

(B.1)

is the initial lithium

Rx

is the characteristic length

of particle (distance from center to surface) for geometry

x

(given in Table 5.1)

The mass Fourier number or dimensionless time for each geometry is given by

Fox =

where

t

Dt
,
Rx2

is the time.
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(B.2)

Solution for radial diusion in a sphere
The average dimensionless ux over the surface area for a radial diusion is given
by (also given by Eq. 5.48a in Ref. [119]),

N+
sph (Fosph )

=2

X


cn



1
sin (ζn ) − cos (ζ) exp −n2 π 2 Fosph ,
ζn

(B.3)

Solution for radial diusion in cylinder
The average dimensionless ux in cylindrical particle is given by

N+
cyl (Focyl ) = 2

X


exp −ζn2 Focyl ,

(B.4)

where the eigenvalues are given by


ζn = π

1
n−
4


.

(B.5)

Solution for 1-D diusion in a slab
The average dimensionless ux the slab is given by

N slab (Foslab ) = 2

X





1
2
exp −π n −
Foslab .
2
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(B.6)

