The classification of facial expression has been extensively studied using adult facial images which are not appropriate ground truths for classifying facial expressions in children. The state-of-the-art deep learning approaches have been successful in the classification of facial expressions in adults. A deep learning model may be better able to learn the subtle but important features underlying child facial expressions and improve upon the performance of traditional machine learning and feature extraction methods. However, unlike adult data, only a limited number of ground truth images exist for training and validating models for child facial expression classification and there is a dearth of literature in child facial expression analysis. Recent advances in transfer learning methods have enabled the use of deep learning architectures, trained on adult facial expression images, to be tuned for classifying child facial expressions with limited training samples. The network will learn generic facial expression patterns from adult expressions which can be fine-tuned to capture representative features of child facial expressions. This work proposes a transfer learning approach for multi-class classification of the seven prototypical expressions including the 'neutral' expression in children using a recently published child facial expression data set. This work holds promise to facilitate the development of technologies that focus on children and monitoring of children throughout their developmental stages to detect early symptoms related to developmental disorders, such as Autism Spectrum Disorder (ASD).
INTRODUCTION
An essential canvas for human communication, the face and facial features provide a medium for conveying signals of identity and emotion. The study of facial expressions appears in a wide range of research and applications including human-computer interactions (HCI), psychology, and behavioral science. Facial expressions may contain psychophysical information as useful markers for certain neurodevelopmental, emotional and behavioral, and psychiatric disorders. The discrimination and production of facial expressions by children may give valuable insights into their emotional and developmental state. The analysis of facial expression for child development understanding is an established research area with numerous significant findings on how both expression discrimination and production in children. Since 1980's, this area of study has seen momentum with widespread use of video and facial coding systems.
The assessment of facial expression production in children require facial expression recognition systems appropriate for their age group. The state-of-the-art facial expression recognition systems 1 are all developed using facial images of adult humans to capture full breadth of facial action patterns which may not be appropriate in recognizing less developed facial expressions in children. There remain few studies on children's facial expression recognition possibly due to a scarcity of ground-truth data sets collected from children. The publication of child data sets, such as the Child Affective Facial Expression (CAFE) 2, 3 database, may help to facilitate new research into facial expression production by children, which in turn, may facilitate automatic tracking and quantitative analysis of facial expressions in child developmental studies.
Compared to adults, children are certainly different and less matured in their facial shape and expression patterns. Unlike adult facial expressions, children's expressions can be incomplete, ambiguous, and difficult to reproduce 4 . With the growing application of human-computer interaction (HCI), it has also become important to develop custom user and age specific systems for facial expression recognition. Although there is a great body of literature focused on applying machine learning and deep learning techniques to the classification of facial expressions produced by adults 1 , few works apply these methods to the facial expressions produced by children [5] [6] [7] [8] . Automated methods for the classification of facial expressions produced by children are an important component for the development of HCI systems that target child users, especially those designed for treatment, intervention, or training of children. Prior studies have observed the trajectory of improvement in the ability to produce facial movements from infancy to adulthood. It is known that children are not adept in producing all of constituent facial muscle actions for some facial expressions, especially the negative expressions of fear, sadness, and anger 9, 10 . Thus, due to age-related developmental differences in production of facial expressions, classifier models trained on adult data may not generalize well to research problems targeting children.
Omitting contempt, which is difficult for children to produce, there are six basic expressions of emotion that were first identified as having strong evidence of universality by Paul Ekman and colleagues: anger, disgust, fear, happiness, sadness, surprise 11 . These universal emotions have become the fundamental classes that are used in facial expression classification and published in facial expression databases. Ekman and colleagues also published the Facial Action Coding System (FACS) 12 , a dictionary of the fine movements of the human facial muscles that can be used to annotate all human facial behavior, but also describe the prototypical definitions of the six basic expressions of emotion.
In the design of a model for classifying facial expressions, it is important that the training data are based on the prototypic expression definitions defined by FACS. Producing a FACS-validated database is time-consuming as it requires manual coding by FACS experts. While databases of adult faces with FACS annotations, such as the Extended Cohn-Kanade (CK+) 13, 14 database, have existed for some time, this is a limitation of current child databases. While it does not include FACS annotations, CAFE comes closer to bridging this limitation by having a photographer trained in the Specific Affect Coding System (SPAFF) 15 , an observational coding system heavily influenced by FACS, pose the child models.
In this study, we propose to overcome the issue of limited training samples of child facial expressions by leveraging the useful information from well-established domain of adult facial expressions. We train a deep learning model for adult facial expression classification using the CK+ database. Then, we fine tune this model for classification of child expressions using the CAFE database. Using the same model architecture, we demonstrate the advantage of transfer learning over other training paradigms. We evaluate our models using person-independent 1 10-fold cross validation. This paper is organized as follows. Section 2 describes relevant background on deep learning and transfer learning applied to facial expression classification. Section 3 provides details on the data, preprocessing, model, and experiments. Section 4 reports and discusses the results. Section 5 concludes and indicates directions for future work.
BACKGROUND REVIEW
Deep learning has demonstrated the state-of-the-art superior performance in a variety of pattern recognition applications, including facial expression classification. Unlike traditional machine learning pipelines, which require feature extraction and feature selection steps prior to training, deep learning models perform feature extraction and feature selection as an integral part of the training procedure.
One class of deep architectures are convolutional neural networks (CNNs), which are appropriate for applications involving image data. CNNs are a deep, feed-forward neural network. CNNs are made up of an input, an output, and at least one convolutional layer 16 . Convolutional layers scan their input with a small, trainable kernel and produce one or more feature maps. This format lends the advantages of parameter sharing and local connectivity, which reduce the total number of parameters and computational cost for training the model. CNNs may also have pooling layers that subsample the layer input to produce a layer output of reduced size, also reducing the total number of parameters and computational cost. One popular type of pooling is maximum pooling, which keeps the maximum value for each local subset of the layer input. Fully connected layers have connections with trainable weights between every neuron in one layer and every neuron in the next layer.
In transfer learning, a deep learning model that has been trained for one task is fine-tuned for another task 16 . Notably deep learning algorithms require large number of training samples to ensure optimal accuracy and generalizability of the recognition system. However, many recognition tasks can be limited by the sample size, similar to our study of child facial expressions. Transfer learning methods have shown success in areas where the target domain with limited samples can leverage training patterns learned from large datasets to extend the application of deep neural networks. In transfer learning, a trained network with large number of image samples is then fine-tuned with the limited available samples of the target domain. One way of fine tuning the model is to freeze the early layers such that the weights in these layers do not receive updates. Using the existing weight values as a starting point, the last few layers are trained on data for the new task.
There are very few studies have developed models for classifying CAFE [5] [6] [7] [8] . Rather than focusing on prototypic expressions, many of these studies classify all images in the database 5, 6 . In Ref. 7, a variety of traditional machine learning models are trained for classification of the full CAFE dataset, open mouth subset and closed mouth subset. The best model reported for the closed mouth subset is linear kernel SVM with 59.375% average 10-fold cross validation accuracy 7 .
Transfer learning has been applied in child facial expression classification task by training a CNN using a subset of the Affect from the Internet (Affectnet) 17 database, which contains labeled images of adults or children from the Internet, then further training on the NIMH Child Emotional Faces Picture Set (NIMH-ChEFS) 18 child database 8 . Rather than freezing early layers to preserve the feature information learned from Affectnet, all layers are updated in a continued learning paradigm. The NIMH-ChEF data set is limited in that it has only 534 photographs and only five classes, 'angry', 'fearful', 'happy', 'neutral', and 'sad', which is fewer samples and classes compared to our proposed CAFE data set.
METHODOLOGY

Adult Database
The Extended Cohn-Kanade (CK+) 13, 14 data set consists of 593 FACS-coded sequences collected from 123 adults. Of the 593 total sequences, 327 sequences have validated emotion labeling. These labels include 'angry', 'contempt', 'disgust', 'fear', 'happy', 'sad', and 'surprise'. Each sequence begins from a neutral expression and ends with the peak emotional expression. Following established practice in literature 1 , we consider the last three frames of each expression sequence for inclusion in the expression class, which yields a total of 1254 images for the six basic facial expressions plus neutral: 135 'angry' images, 177 'disgust' images, 75 'fear' images, 207 'happy' images, 84 'sad' images, 249 'surprise' images, and 327 'neutral' images. We disregard the 'contempt' expression as it is not present in the target, child database.
Child Database
The To eliminate ambiguity in expression recognition due to open and closed mouth appearances, we exclude all instances with mouth open (with exception of the surprised expression) or tongue protrusion from the CAFE data set. We also exclude the image 11069-surprise_F-AA-04 of the surprised expression that is posed with closed mouth. This yields a total of 709 images (278 males): 121 'angry' images, 96 'disgust' images, 79 'fearful' images, 120 'happy' images, 62 'sad' images, 102 'surprised' images, and 129 'neutral' images.
Preprocessing
OpenCV (https://opencv.org/), imutils (https://github.com/jrosebr1/imutils), and dlib (http://dlib.net/) libraries are used to preprocess the images from both adult and child sets of data. The dlib face detector is used to first detect the face in each image. The detector is based on linear classification of Histogram of Oriented Gradients features combined with image pyramid and sliding window techniques to locate faces at various scales and locations in the input image. The pretrained 68-coordinate facial landmark detector from the dlib library, which has been trained on the iBUG 300-W 19 data set, is then used to extract landmarks on the face. Using these landmarks, all faces are normalized such that the face is centered and rotated such that the eyes are level horizontally. The faces are scaled such that all faces are 256 by 256 pixels and the images are cropped such that the left eye is 30% of the image width in pixels from the left edge, minimizing background around the face.
Person-independent Cross-validation
We use 10-fold cross validation to evaluate our models. The folds are generated through person-independent sampling 1 . Each database contains keys associated with individual participants. We sort the database files by these participant keys then consider the number in the sort order modulo ten as the fold placement. For example, the 1 st , 11 th , 21 st images are placed in the first fold, the 2 nd , 12 th , 22 nd in the second fold, and so on.
CNN Model
We design and train a CNN model for classification of the six basic facial expressions plus neutral in adults and children. Our model architecture consists of three convolutional layers with 16, 32, and 64 feature maps, respectively. We select the ReLU activation function and convolutional kernel size of 3x3 for all layers. At the convolutional layers, we also apply batch normalization and dropout with a fraction of 0.25. After each convolutional layer, 2x2 maximum pooling is applied to reduce spatial dimension and aggregate feature information. Following the convolutional layers are a ReLU-activated fully connected layer with 128 hidden units and a softmax classification layer. Batch normalization and dropout with a fraction of 0.50 are applied at the fully connected layer. Figure 1 . CNN model architecture for 7-class facial expression classification. The architecture consists of an input layer (gray), three convolutional layers (blue) each with a 3x3 kernel size, 2x2 maximum pooling (green), and fully connected layers (yellow). Batch normalization and dropout are applied at each convolutional layer.
To address the class imbalance, we utilize weighted categorical cross entropy 20 as our loss function, defined as follows:
where is the number of samples in the positive class and is the total number of samples.
We train our model using the Adam optimizer. Adam adapts the learning rate for each of the network weights by estimating the first and second moments of the gradient (mean and centered variance) and using these to scale the individual learning rates. We also use early stopping, monitoring the loss and stopping training after the loss stops decreasing.
(B) The model is trained on the CAFE data and evaluated on the CAFE data.
(C) The model obtained from condition A is evaluated on the CAFE data.
(D) The pretrained weights obtained from condition A are used to initialize the model, which is then trained and evaluated using the CAFE data.
(E) The pretrained model from condition A is fine-tuned on the CAFE data through transfer learning.
Through 10-fold person-independent cross-validation, we obtain ten models trained on the CK+ database under condition A. We select one of these models for use in conditions C, D, and E based upon the desirable training behavior. Under condition B, we train ten models from scratch on the CAFE database. In condition C, CAFE is considered as the test set for the model trained on the CK+ database. As the choice of initialization for the weights of a deep model has a strong regularizing effect on the performance of the model 16 , the pretrained weights from the model trained on CK+ are used to initialize the model for condition D. Then, all layers are trained. For condition E, the pretrained weights from the model trained on CK+ are loaded for all layers, but during training, the weights are updated for the final CNN layer, fully connected layer, and classification layer only. All other layers are frozen.
RESULTS AND DISCUSSION
Following experimental condition A, we train ten models on the CK+ database through 10-fold person independent cross validation. The training and validation accuracies for each of the models is reported in Table 1 . We select Model 9 for use in conditions B-E for its performance and desirable training behavior, shown in Figure 2 . 
Experiments
Using the architecture described in Section 3.5, we train and evaluate models trained for facial expression classification through 10-fold person-independent cross validation under 5 different conditions:
(A) The model is trained on CK+ data and evaluated on CK+ data. Average 10-fold cross validation accuracies and standard deviation for experimental conditions A-E are summarized in Table 2 . The poor performance of the models trained with condition C demonstrates the poor generalization of a model trained on adult expression data to the classification of child facial expressions. With the exception of condition C, the 10-fold average cross-validation performance for all other conditions outperform the only other classification study using the closed mouth subset of the CAFE database of which we know, which achieves a 59.375% average 10-fold cross validation accuracy using linear kernel SVM 7 .
Of the four experimental conditions that are evaluated on CAFE (B-E), the best average 10-fold person independent performance of 76.033% is achieved by condition E, training on CK+ then fine-tuning the last three network layers on CAFE. Condition E outperforms both condition B and condition D, which have similar average 10-fold person independent cross validation accuracies. This suggests that the early layers of the models trained on CK+ for condition E better represent the generic facial expression patterns underlying both child and adult expressions, compared to the features learned from the CAFE data alone (condition B). The poorer comparative performance and large standard deviation of the models trained with experimental condition D suggest that the weight updates to early layers during training on CAFE corrupt the representation of generic facial expression patterns previously learned from CK+. Figure 3 shows the training and validation accuracies versus epoch for the best of the ten models trained for experimental condition E. 
CONCLUSION AND FUTURE WORK
In this study, we demonstrate the advantage of using transfer learning to learn the underlying generic facial expression patterns from adult facial expression data and report improved performance over existing machine-learning based methods for the mouth closed subset of CAFE. As CK+ is still a relatively small facial expression database, we plan to investigate the effect of using larger facial expression databases for training the base/adult model in the future. We also plan to conduct a more comprehensive study to investigate the effect of different model architectures, parameter selections, and training paradigms on the performance and generalizability of our child facial expression recognition model.
