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Abstract—Over the decades the rapid development of broadly
defined computer technologies, both software and hardware is
observed. Unfortunately, software solutions are regularly be-
hind in comparison to the hardware. On the other hand, the
modern systems are characterized by a high demand for com-
puting resources and the need for customization for the end
users. As a result, the traditional way of system construction
is too expensive, inflexible and it doesn’t have high resources
utilization. Present article focuses on the problem of effec-
tive use of available physical and virtual resources based on
the OpenStack cloud computing platform. A number of con-
ducted experiments allowed to evaluate computing resources
utility and to analyze performance depending on the allo-
cated resources. Additionally, the paper includes structural
and functional analysis of the OpenStack cloud platform.
Keywords—cloud computing, high performance computing,
OpenStack, parallel environments, resource utilization analysis,
virtualization.
1. Introduction
The rapid development of computer hardware caused a new
issue for software developers. With the increase of com-
puting power, the problem with eﬃcient use of physical
resources occurred. In many cases, an increase in the
available resources, especially in the number of compu-
tational units, can have opposite eﬀects and cause sig-
niﬁcant decrease in performance. Therefore, despite the
fact that the development of computer hardware and pro-
gramming languages has enabled the creation of a much
more complex systems, the development of software tech-
niques doesn’t keep up with the technological develop-
ment. This phenomenon is called software crisis [1], [2].
Over the years there has been proposed a number of solu-
tions, i.e., new paradigms, programming languages, hard-
ware architectures or software solutions, which are more or
less, eliminate that problem. One of the latest is known
as cloud computing based on abstraction of resources
and ability to user’s needs adoption, but the challenge is
still actual [3], [4]. Therefore, in the present work, at-
tempts are made to analyze both resource consumption
and performance basing on OpenStack cloud computing
platform.
The research from this paper is an extended version of
preliminary results published in [1] and presented at the
29th European Conference on Modeling and Simulation
(ECMS 2015) in Albena, Bulgaria.
The paper is organized as follows. In Section 2 the idea
of resources abstraction is presented. Section 3 describes
objectives, assumptions, and architecture of cloud comput-
ing. The structural analysis of OpenStack cloud computing
platform is presented in Section 4. Finally, the Section 5
describes conducted experiments and evaluates them. The
paper is summarized and concluded in Section 6.
2. Idea of Resources Abstraction
In the 1970s, when mainframe computers gain great popu-
larity, the signiﬁcant waste of computing resources caused
by the single application execution at a time was observed.
Due to the their high cost, to remedy this problem, the new
idea of virtualization was proposed. Initially, the virtualiza-
tion was deﬁned as parallel work environments on a single
computer and was considered as a method for logically di-
viding mainframes. This division allowed running multiple
applications simultaneously [5].
In the second half of the 1990s, when personal comput-
ers obtain a suﬃciently high computing power, the use of
virtualization becomes a popular solution. The continuous
development of idea allowed to formulate general deﬁnition
of virtualization as technique for simulating the software
and the hardware upon which other software runs [6]. In
accordance to this deﬁnition, the term includes widely un-
derstood abstraction of various software and hardware areas
like operating systems, storage, memory, networks, servers,
CPUs and other. The key beneﬁts are reduction of energy,
computations, heat generation and maintenance costs, bet-
ter resources utilization, space-saving for computers, the
ability to adapt to the end user needs, safety increase and
high ﬂexibility in system design [1], [6]–[8].
Virtualization is based on the coexistence of host and guest
machines. The host machine is the actual machine on which
the virtualization takes place, and the guest machines are
the virtual machines operating through the host. The tool
supervising the virtual machines is hypervisor (or virtual
machine monitor). When the hypervisor replaces host sys-
tem we are dealing with native (or bare-metal) hypervi-
sor. If the hypervisor operates under the operating system,
we are dealing with hosted hypervisor. The most popular
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hypervisors are KVM, VirtualBox, VMware ESX, Xen,
Oracle VM, Microsoft Hyper-V [1], [7], [9].
The virtualization method, due to the way of implemen-
tation, can be divided on two approaches, namely paravir-
tualization and full virtualization [10]. Full virtualization
might be based on both hosted and native hypervisor that
provide virtual hardware for virtual guest operating system.
Guest operating system has the impression that it operates
on a real, physical hardware. In fact, the virtualized OS in-
structions, which would interfere with the activities of other
virtualized environments or host operating system, are cap-
tured and executed by virtualization layer. Performance in
this solution is, unfortunately, less than in paravirtualiza-
tion, but in return it does not impose any restrictions or
special requirements for guest machine [6], [10].
Paravirtualization bases on native hypervisor, that operates
directly on hardware and provides it to virtual machines and
guest operating systems. This solution requires modifying
the guest kernel to translate nonvirtualizable instructions
to hypercalls that communicate directly with the native hy-
pervisor. The mechanism provides very good performance
that is very close to the system native operation. Very good
performance for the virtual machines is huge paravirtual-
ization advantage. The disadvantage is the need to modify
the systems kernel or the use of dedicated systems [6], [10].
3. Cloud Computing Technology
Linking the virtualization with distributed systems and with
the concept of services resulted in the new idea called cloud
computing. Cloud computing is deﬁned as “a model for en-
abling ubiquitous, convenient, on-demand network access
to a shared pool of conﬁgurable computing resources (e.g.,
networks, servers, storage, applications, and services) that
can be rapidly provisioned and released with minimal man-
agement eﬀort or service provider interaction” [11]–[13].
Cloud computing paradigm is based on ﬂexible idea of ser-
vices providing, where the virtual machines are the base for
delivering any cloud services. A service can be deﬁned by
a number of virtualized functionalities provided by servers
including hardware, software, storage, computing capacities
and infrastructure with server rooms. Services are usually
priced on a pay-per-use business model or subscription fee,
and the access is realized via Internet with thin-client, e.g.,
mobile device, tablet or computer with Web browser. Addi-
tionally, this approach allows for eﬀective resource utiliza-
tion, ﬂexible developing of complex systems, customiza-
tion of services, elastic system management, on-demand
resource provision and, as a result, reduction of energy
consumption and maintain costs [9], [12]. The services are
referred as:
• Infrastructure as a Service (IaaS),
• Platform as a Service (PaaS),
• Software as a Service (SaaS).
IaaS is a model that relies on providing client IT infrastruc-
ture, i.e., hardware like machines, network, storage, soft-
ware and support. In this model the client have the remote
access to infrastructure. This level is responsible for man-
aging and virtualization of the resources.
PaaS provides ready, often tailored to the needs of the user,
application set. This model does not require to purchasing
hardware or software installation – all the necessary pro-
grams are located on servers provider. The customer on
his side has access to the interface via Internet and a thin
client.
In SaaS customer receives a needed functionality and he
doesn’t have to worry about the infrastructure and the work
environment. This model provides access to speciﬁc, func-
tional tools. Programs are running on the provided server.
The customer is not obliged to purchase software licenses –
only is paying for every use, and access to them is obtained
upon request [4], [13], [14].
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Fig. 1. Cloud computing fundamental models.
Figure 1 presents general model of cloud computing
consisting of three levels: IaaS, PaaS and SaaS. In terms
of internal policies, the following part can be distin-
guished [4]:
• Private cloud, which is part of the organization or
autonomous provider of services;
• Public cloud, which is oﬀer by external, publicly ac-
cessible provider (e.g., Amazon, Google, Microsoft);
• Hybrid cloud, which is a combination of private and
public clouds. A part of the applications and infras-
tructure is placed in the private cloud, and the rest in
the public cloud.
Beneﬁts of cloud computing include [4], [15]:
• universal access – the user can use the service from
anywhere in the world, using devices with Internet
access. On the other hand, cloud computing may
cause excessive network traﬃc;
• saving money – user does not need to maintain the
entire infrastructure and is exempt from the costs of
purchase and repair servers, maintenance of rooms
and charges for electricity;
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• performance and scalability – at any time the user
may obtain the required hardware resources;
• reliability – thanks to the distribution of resources,
and the systems ﬂexibility in case of failure, the vir-
tual environment is recreated on the new infrastruc-
ture;
• popularity – services in cloud computing are becom-
ing more widely available, even for small businesses;
• security – use of cloud computing reduces the risk
of errors related to the human factor. Simultane-
ously, the virtualization technology greatly increases
the operations security level in cloud computing en-
vironments.
4. The OpenStack Project
OpenStack is a free and open source platform under the
terms of the Apache license that possesses a set of tools
for the creation and management of private, public and
hybrid cloud computing. The software is developed for
a control of wide range of processing, storage and network-
ing resources throughout a data centre. It can be treated
as an Infrastructure as a Service model strongly connected
with Platform as a Service model (see Fig. 1). OpenStack
manage the IT infrastructure, provide communication inter-
face, virtualizes resources and prepare environment. It pro-
vides a modular architecture that gives the ﬂexibility in the
clouds design, including integration with existing systems
and third-party technologies, e.g., Amazon EC2, GoGrid,
Rackspace [1], [16].
May 2015
Eucalyptus: 1
OpenStack: 95
Cloud.com: 5
2009 2011 2015
Fig. 2. Interest rate of most popular cloud platforms.
The OpenStack Cloud Computing Platform is probably the
most popular open source software for creating and man-
aging private, public, and hybrid clouds. Referring to the
Google Trends Explore [17], [18], the OpenStack is the
most popular platform among three the most known cloud
platforms, i.e., Eucalyptus, OpenStack and Cloud.com.
Figure 2 presents interest rate basing on the number of
searches have been done for a particular term in relation
to the total number of searches done on Google over time
(a higher ratio means higher interest).
OpenStack was started in 2010 as a common project
of Rackspace (a large US hosting company) and NASA
(the US space agency). Currently, it is managed by the
OpenStack Foundation, a non-proﬁt corporate entity estab-
lished in 2012. At the moment, the foundation has over
18,000 members from over 150 countries around the world.
The purpose of the foundation is to promote the Open-
Stack software and its community, which develop project.
The Foundation is composed of three committees: Board
of Directors, Technical Committee and User Commit-
tee [1], [16].
The software is built modular and consists of many services
working together through the open APIs. The newest ver-
sion of the OpenStack platform – Kilo (2015.1.0) released
on 30 April 2015 – may use the following modules (some of
which are optional): Nova, Glance, Swift, Horizon, Key-
stone, Neutron, Cinder, Heat, Ceilometer, Trove, Sahara,
Ironic, Zaqar, Manila, Designate, Barbican [1], [16]. The
most important and fundamental are the ﬁrst three compo-
nents – they are implementing major features [19]:
• Compute (Nova service) – module for arranging,
managing and providing virtual machines. It is “de-
signed to provide power massively scalable, on de-
mand, self service access to compute resources” [16];
• Object Store (Swift service) – module for creation
and managing object storage system;
• Image Service (Glance service) – module which pro-
vide a service for uploading and discovering data as-
sets. It retrieves and process data about virtual ma-
chine images.
The installation can be carried out in several ways, e.g. [1],
[16], [19], [20]:
• directly from GitHub repository,
• Ubuntu Juju (based on installation Metal as a service
layer),
• Vagrant OpenStack Provider (popular tool for cre-
ation and conﬁguration of virtual environments),
• DevStack (tool for the installation of the platform
from source with the set of initial conﬁguration).
Details of the installation process are described in a previ-
ous publication [1].
The platform is open source and can be modiﬁed and
adapted as needed. Services can be managed from Hori-
zon dashboard (single Web-based on user interface) or by
custom developed software. The access and communica-
tion is possible after authentication based on security cer-
tiﬁcates, which are the responsibility of Keystone Identity
Service [1], [16].
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5. Experimental Results
In this section the results of conducted experiments are
presented. The study include:
• in-depth analysis of resources (CPU and memory)
utility (both at full load and without) and consump-
tion,
• the performance measurement of tasks execution de-
pending on selected OpenStack set of virtualized re-
sources,
• evaluation of eﬀectiveness of the applied technolo-
gies.
In this research, 5 sets of virtual resources named ﬂavors
were considered. These were, namely: tiny, small, medium,
large and extra large sets presented in the Table 1. Default
environment conﬁguration allowed to create up to 10 in-
stances and assigning among others 20 VCPUs, 50 GB of
memory and 1 TB of storage.
Table 1
Available sets of the virtual resources
Flavor VCPUs Disk [GB] RAM [MB]
m1.tiny 1 1 512
m1.small 1 20 2048
m1.medium 2 40 4096
m1.large 4 80 8192
m1.xlarge 8 160 16384
OpenStack provides two virtual operating systems images
by default [16]:
• CirrOS (9.3 MB) – a minimal Linux distribution that
was designed for use as a test image on clouds,
• Trusty Tahr (244.4 MB) – distribution of Ubuntu
14.04.
According to OpenStack minimum requirements for proof-
of-concept environment with several instances of CirrOS
the following resources are needed [16]:
• Controller node: 1 processor, 2 GB memory, and
5 GB storage,
• Network node: 1 processor, 512 MB memory, and
5 GB storage,
• Compute node: 1 processor, 2 GB memory, and
10 GB storage.
The initial part of the research was based on CirrOS Linux
distribution. The experimental server (speciﬁcation is pre-
sented in Table 2) allowed to create 2 virtual compute nodes
with maximum 3 instance per node [1].
Firstly, the impact of the existence of running instances
in environment was measured. Analyzed parameters were
CPU and RAM usage. For this purpose the 3 non-load
instances had been deploying simultaneously every time.
Table 2
Speciﬁcation of Pinokio experimental server
Processor
Intel Core i7-4710HQ CPU
@ 2.50 GHz
Cores 4
Threads 8
Architecture x86 64 bit
Virtualization Intel VT-x
Memory
16 GB SODIMM DDR3
Synchronous 1600 MHz (0.6 ns)
Disk 256 GB ADATA SP600
Operating system Ubuntu Server 14.10 (x64)
The results are presented in Table 3. With increasing
number of running instances, the growing CPU usage was
observed. Each started instance irreclaimable get and use
about 2% of computing power (about 5–7% per 3 running
instances). The operating memory usage was constant [1].
Table 3
Resources consumption caused by running instances
Instances CPU usage [%] RAM usage [%]
0 5 97.1
3 12 97.1
6 18 97.1
Next, resources usage was analyzed in the full load sce-
nario. In this study, the matrix multiplication was performed
as the CPU intensive task. It is one of the most popu-
lar benchmark tasks [21]. The size of used matrices was
1024 × 1024. The results of measurements are presented
in Table 4. It should be noted, that instances number 1, 3,
and 5 were automatically assigned to ﬁrst compute node.
As it can be seen, the full use of available resources was
not reached. This is due to the amount of virtual com-
puting machines limited by server hardware speciﬁcation.
But the obtained results lead to the conclusion that the
OpenStack platform allows to fully use available comput-
ing resources [1].
Table 4
Resources consumption caused by running instances
Instances CPU usage [%] RAM usage [%]
0 5 97.1
1 19 97.2
2 32 97.3
3 41 97.3
4 51 97.4
5 55 97.5
6 56 97.5
The extended part of the research was based on Ubuntu
14.04 Trusty Tahr Linux distribution. The experiments
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were performed on external cloud provider servers equipped
with AMD Opteron 6274 @ 2.2 GHz processors. The aim
of the study was to analyze computing performance depend-
ing on selected OpenStack ﬂavor (set of available virtual
resources). As in previous experiment, for this purpose the
matrix multiplication with matrices of 2048 × 2048 size
were used. Multiplication was parallelized using OpenMP
API with the static scheduling clause. The results of the
measurements are presented in Table 5. It should be noted
that only parallelizable part of the task (multiplication) was
measured. The results seem to be astonishing, because
the top performance for sequential scenario (one thread)
was received for medium ﬂavor. In this case, the charac-
teristics of the environment should be take into account,
namely its distribution and virtualization. The experiment
shows that the increase of available virtual resources may
reduce the performance. It can be caused by communi-
cation between distributed resources and as well as by the
observed switching between physical resources (threads and
fragmented memory).
Table 5
Time of sequential (one thread) and parallel matrix
multiplication for each ﬂavor
Flavor Time [s]
m1.tiny 231.94 232.80 233.90 234.54 234.90
m1.small 54.79 55.02 55.97 56.39 57.42
m1.medium 48.91 35.74 37.01 37.83 38.92
m1.large 51.93 37.07 19.95 22.04 23.43
Number
of threads:
1 2 4 8 16
Table 5 also presents scenarios where the software takes
full advantage of available resources – to those achieved
the best time results. This study shows how important is
the selection of appropriate virtual resources to the task,
and how much impact on the performance has distribution
and virtualization of resources.
Table 6
Speedup of parallel matrix multiplication depending
on the selected ﬂavor
Flavor Speedup [s]
m1.tiny 1 0.996 0.992 0.989 0.987
m1.small 1 0.996 0.979 0.972 0.954
m1.medium 1 1.368 1.322 1.293 1.257
m1.large 1 1.401 2.603 2.356 2.216
Ideal
speedup
1 2 4 8 16
Number
of threads:
1 2 4 8 16
The last Table 6 presents achieved speedup in relation to
set of virtual resources. The results were determined on
the basis of the Amdahl’s law that is a model for the ex-
pected speedup and the relationship between parallelized
application [22]. The highest speedups were gained in the
cases where the number of VCPUs is equal the number of
threads. However, comparing the results in Table 5, the
speedup often does not result in faster task execution.
6. Summary and Conclusions
Presented article is an extension of previous studies on
OpenStack cloud computing platform analysis [1]. The
main topic of the paper is a problem with eﬀective use
of available physical and virtual resources based on the
OpenStack cloud computing platform. Conducted research
has shown that OpenStack well manages and utilizes re-
sources, but the platform takes signiﬁcant part of resources.
The process of creating virtual machines, consumes very
large amounts of memory. Even in the idle time, the vir-
tual servers are constantly maintained and incessantly keep
resources. In this experiment, the cost of platform imple-
mentation was greater than the beneﬁts.
The second part of the research was based on the extended
infrastructure. The performance analysis of tasks execu-
tion depending on selected OpenStack ﬂavor has shown
that increase of allocated resources may reduce the perfor-
mance – especially in the case of distributed environments.
Selection of appropriate resources is a very important and
non-trivial task. An interesting issue in the future would
be a development of a trade-oﬀ model as a solution of this
problem.
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