Abstract. We consider the problem of mode estimation of the regression model with random (stochastic) design. Confidence sets for the modes can be derived as suitable neighborhoods of maximum point of a regression estimator. For each sample size n the neighborhoods are chosen in such a way that they cover the true modes at least with a prescribed probability. The approach relies on concentration-on-measure inequalities for the regression estimators. The aim of the talk is to derive appropriate assertions for the famous regression estimators and to show how they can be used for the determination of universal confidence sets.
1. Introduction. Let (X,Y) be a two-dimensional random vector with unknown continuous bivariate distribution such that Y is integrable. We consider the random design regression model :
(1.1)
X is assumed to have a density g. The aim of this paper is to estimate the location of the maximum of the unknown regression function. The typical procedure in this case consists of three stages. Firstly, the unknown regression model should be approximated. Then this estimation is used to solve the maximization problem and, thus, to obtain the approximate location of maximum. In the end we usually have to answer the question of how the resulting value is close to the "true".
There are several ways to estimate the regression model. In this paper we consider one of the classical estimators. It was independently introduced in the middle of the last century by Nadaraya and Watson:
, x∈χ.
(1.2)
In this formula K is a kernel function, h n is a bandwidth and χ ⊂ R is some compact set.
Assume that the maximum of m is situated at some unknown point x max ∈χ. Using the Nadaraya-Watson estimator we estimate the value of m(x max ) bŷ m(x max ) = max xm (x), x∈χ.
The idea of estimating location and size of a maximum of a nonparametric curve is closely related to the problem of estimation the mode of a density. The 1 first work in this direction belongs to Parzen. In 1962 he showed under some assumptions on K thatĝ is an asymptotically unbiased and consistent estimator for the density g whenever h ≡ h n → 0, nh n → ∞ and x is a continuity point of g. With some additional assumptions on g and h n an asymptotic normality result can also be obtained. In 1964 Nadaraya established similar results form. Since then the kernel estimation was widely used to solve different problems. One of them is the problem of mode estimation -both for the density and the regression model. After this such scientists as E. Patzen, A. Tsybakov, W. Härdle, K.Ziegler etc. touched this subject in their publications.
In this paper we make no attempt to improve any existent regression estimator. We use some common model. On its base we will construct a confidence set for the mode value using uniform concentration-of-measure results and some additional assumptions about the true model. This means that for each sample size n we will derive a random set, which covers the estimated parameter with the prescribed probability. These random sets are called (strong) universal confidence sets. The idea of this method was firstly proposed by G. Pflug [Pf04] and was further developed by S. Vogel in [Vog07] and [Vog08] .
This paper is organized as follows. In the second section we introduce universal confidence sets and explain the method in general. In section 3 we investigate the Nadaraya-Watson estimator with respect to the convergence properties needed for the derivation of the universal confidence sets. We condine to a single-valued solution set. In Section 4 we extend our results to the case that the function has multiple peaks. And in the end of the paper we discuss the problems of choice of the optimal bandwidth.
Universal confidence sets (UCS)
In this section we set the main definitions and theorems that are necessary for constructing UCS (For more information see [Vog07] , [Vog08] ).
Let (E, · ) be a complete separable metric space, χ a compact subset of E and [Ω, Σ, P ] a complete probability space. We assume that a deterministic optimization problem (P 0 ) min
is approximated by a sequence of random problems By Φ n we denote the optimal value and by Ψ n the solution set of the random approximate problems (P n ). Correspondingly, by Φ 0 we denote the optimal value and by Ψ 0 the solution set of the deterministic limit problem (P 0 ). Each 2 solution set can be described as follows:
We make use of assertions of the following form:
(2.1)
We assume throughout the paper that the sequence (β n,κ ) n∈N belongs to the class B of non-increasing sequences of positive numbers and the functions H belong to the class H of non-increasing functions of the form: H|R + → R + . Of course, one is interested in small confidence sets, hence (β n,κ ) n∈N should go to zero as fast as possible and H should converge to zero as fast as possible if κ tends to infinity. U α X denotes an open neighborhood of set X ⊂ E with radius α :
If the sequence (Ψ n,κ ) n∈N fulfills the relation (1), we call it an inner approximation in probability to Ψ 0 with convergence rate β n,κ and tail behavior function H n or just an inner (β n,κ , H)-approximation. Correspondingly, when a sequence (Ψ n,κ ) n∈N fulfills the relation (2), it is an outer a approximation in probability to Ψ 0 with convergence rate β n,κ and tail behavior function H n or in short an outer (β n,κ , H)-approximation. Since supersets of outer approximations are again outer approximations, one is especially interested in outer approximation which are also inner approximations.
Unfortunately, under reasonable conditions one can only prove inequality (2.1), roughly spoken, that only a subset of the 'true' solution set Ψ 0 is approximated. However, if Ψ 0 is single-valued and the set Ψ n , n ∈ N , are uniformly bounded, inequality (2.1) implies inequality (2.2). The uniform boundedness condition is satisfied because of the compactness of χ.
Crucial assumptions are uniform concentration-of-measure conditions for the objective functions and conditions about the limit problem, which concern the growth of the objective function.
The growth condition will be described by a function µ which belongs to a set Λ := {µ | R + → R + : µ is increasing, right-continuous, and satisfies µ(0) = 0}. As it was mentioned above, the constraint set is fixed.
For the reader's convenience we provide below the most important theorems with the short proofs. 
holds.
, and so we have the first condition.
However, if the solution set is not single-valued, one can obtain only inner approximation and, thus, one can not guarantee that the whole "true" solution set will be covered. Nevertheless, an outer approximation can be constructed as well. To that end we consider "relaxed" problems, where one deals with "relaxed" solution sets. They are accurate only up to a small parameter that depends on n and κ and tends to zero for each κ and n → ∞. With other words, we consider a suitable relaxing sequence (ρ n,κ ) n∈N , which tends to zero for each κ > 0 and consider ρ n,κ -optimal solutions Ψ r n,κ .
(2.5)
Theorem 2.2 (Outer Approximation of the Solution Set, relaxation) Assume that there exist a function H ∈ H and to all
Then for all κ > 0, ρ n,κ = 2β n,κβn,κ := 2β n,κ the following relation
Uβ n,κ χ) = ∅ is fulfilled. Then there exist x n,κ ∈ Ψ 0 which does not belong to Ψ r n,κ Uβ n,κ χ.
P{sup x∈χ |f n (x) − f 0 (x)| ≥ β n,κ } and, thus, the assumption (2.6) is fulfilled.
3. Approximation of the regression function. We consider the regression model with random design given in (1.2). Assume that (X i , Y i ) are i.i.d. copies of (X,Y), from which the unknown regression model m will be estimated. Furthermore, it is required that the variable X has a marginal density g. From the definition of the conditional expected value the expression (1.2) can be rewritten as follows:
where x is a vector from R and f(x,y) is bivariate density. For the sake of convenience we introduce function r(
The Nadaraya-Watson estimator has the form
wherer andĝ are kernel estimates of the functions r and g:
As it was mentioned in introduction, the Nadaraya-Watson estimator is consistent and asymptotically unbiased. Nevertheless, the quality of the estimation can significantly vary, if we use different kernel functions or different bandwidths. The choice of any of these parameters is a problem of itself. There are many publications considering the methods to make the right choice and it is not our purpose to develop a new one. However, the method we use allows to choose h n in a way which is optimal in our context. We will discuss this subject briefly in the end of this paper.
Let us consider formulas (3.3) and (3.4) in more details. By K we denote a kernel function which is supposed to be a measurable mapping K : R → R and satisfies the following conditions:
The multitude of functions satisfing (K 1)-(K 4) is very large. Basically, any density can be used as a kernel. In Appendix we provide a table with the most common kernels. However, different studies show that for large sample sizes the shape of the optimal kernel is unique. For example, in R for L 2 errors, among all positive kernels, the Epanechnikov kernel K(x) = 0, 75(1 − x 2 )I {|x|≤1} is the best. Also for the L 1 error, this K is still the best (among all positive kernels) [DL01] . For this reason, in our examples we consider kernel functions with bounded support.
The density g needs special attention. As |x| → ∞, g(x) → 0, the value of m in (3.1) tends to infinity. On the other hand we want the regression function to be finite. So one of the possibilities is to set some bounds on g:
Unfortunately, the density g is unknown, hence the constant C g can not be given explicitly and should be estimated. We use the Rosenblatt-Parzen estimatorĝ as an approximation of g. Applying a result from [Dnb08] , we can ensure with the prescribed probability that the approximation error does not exceed a certain value.
Both β g n,k and H g (κ) tend to zero and will be defined later. However, the condition (3.5) can not be fulfilled for any arbitrary x from R. So we choose only such x that satisfy this condition. We assume the the set χ of feasible values of x is defined in such a way that (3.5) is satisfied.
Assume that the regression model was approximated with the NadarayaWatson estimator and our main concern is the estimation of the peak of the function. This problem can be described as deterministic approximation problem:
where m as in (1.1). It was approximated by the following sequence:
wherem as in (3.2). Firstly, assume that there exists only one maximum, so the solution set is single-valued. Then we can apply Proposition 2.1 in order to construct both the inner and the outer approximation of this set. In other words, we will findβ n,κ and H(κ) for the following inequality:
with Ψ 0 and Ψ n as a solution set for the problem (3.7) and (3.8) correspondingly.
According to Theorem 2.1 we should show at first that the inequality (2.1) is fulfilled. There are several ways to derive the convergence rate β n,κ and the tail behavior function H(κ). In this paper we apply the McDiarmid's inequality. This approach gives us quite a good rate of convergence. Unfortunately, it has one important disadvantage: we need the boundedness condition for Y.
(3.9)
From the McDiarmid's inequality it is well known that
i , if for all 1 ≤ i ≤ n and a function q the following inequality is satisfied:
On the other hand, from the the triangle inequality we have 
The next Lemma gives us the bounds for S 1 and, consequently, the estimation of H(κ).
Lemma 3.1 Assume that conditions (3.5) and (3.9) are satisfied. Furthermore, suppose that sup
Then for the kernel regressionm with the bandwidth h n and kernel K the following inequality holds:
Proof. Assume that q(x,X 1 ,X 2 , ..X n ) := sup x∈χ |m(x,X 1 ,X 2 , ..X n )−m(x)|, whereX i stands for the two-dimensional vector (X i , Y i ) from the sample. In general q does not depend onX 1 ,X 2 , ..X n . We need them to get an approximation of m, so they have an influence on the form ofm. Assume that there exists another sample and it differs only by a single elementX *
Then if the difference
is bounded, we can apply the McDiarmid's inequality. Asm(x) =r
g(x) the difference d(x) can be rewritten as a sum:
d(x) ≤ S 11 + S 12 , with
At first we consider S 11 . Making use of assumptions (3.5), (3.9) and (3.11) we have
Further, we estimate the summand S 12 . The first factor of it is
The second factor is similar to S 11 :
Thus, the difference d(x) is bounded by 4C1C2Cg nh n and because of McDiarmid's inequality the conclusion is obtained.
The form of the function H(κ) is known. Now we are going to find an estimation for S 2 . In order to achieve it, we expand S 2 :
|,
For the further calculations we employ a Fourier transform to the kernel (as in [Par62] 
In Appendix we provide a table with the formulas of k for the most common kernels. Because of the complete integrability of kernel (K 1), the reverse transformation is also possible:
−ıuy k(y)dy, ∀u ∈ R. Furthermore, we consider the Fourier transformation for the approximated functionsr andĝ:
We denote by β the following sum:
In the same way we obtain the result forĝ:
Lemma 3.2 Assume that conditions (3.5), (3.9) and (3.11) are satisfied. Furthermore, suppose that
Then the following inequality holds:
Proof . Firstly we apply condition (3.5):
Employing Jensen's inequality and the Fourier transformation defined above we obtain:
As |e −ıxu | = 1 the expression will be reduced to
With the theorem of Fubini, Cauchy-Schwarz inequality and integrability of
Furthermore,
Applying condition (3.12) we obtain the conclusion of this Lemma:
In the same way we proceed with S 22 .
Proof. This follows by the same method as in Lemma 3.3 and 3.4.
Note that the Taylor expansion can be continued, if all the further derivatives of r and g exist and are bounded. In view of condition (K 3) only even derivatives are needed. Besides, we have to estimate the following integral:
It worth to mention that for the most common kernels these values constitute a decreasing sequence tending to zero. Now we have all the knowledge we need about the parameters in (2.3).
Lemma 3.6 Assume that the assumptions (3.5),(3.9) and (3.11)-(3.18) are satisfied. Then for the kernel regressionm with the bandwidth h n and kernel K the following inequality holds:
where
and
We apply the triangle inequality as in (3.12):
Making use of the result of Lemma 3.1 with t(κ) = κ √ nh n , the proof is completed.
Finally, we can construct a universal confidence set for the mode of the regression model:
Theorem 3.7 Assume that the conditions (3.5),(3.9) and (3.11)-(3.18) are satisfied. Furthermore, assume that there exist a function µ ∈ Λ such that
Then the confidence set Ψ n for the solution set of problem (3.7) Ψ 0 can be derived as follows:
Proof. This theorem follows from Theorem 2.1 and Lemma 3.6.
In the end we have to go back to the condition (3.6) and give the estimation for the parameters in there. 
Proof. This follows by the same method as in Lemma 3.6.
4. Approximation of the multimodal regression function. In the previous section we dealt with problem (3.6) and obtained a confidence set for its solution. Unfortunately, the assumption of the uniqueness of the mode is usually too restrictive. So we have to allow the regression function to be multimodal, i.e. to have several peaks. However, it leads immediately to the problem that only an inner approximation of the solution set can be achieved directly as it was done in Section 3. In the general case an outer approximation is not possible and we have to deal with the "relaxed" problems, or in our case with "relaxed" (ρ n,κ -optimal) solution Ψ r n,κ as in (2.5). The Theorem 2.2 provides a criterion that makes it offers the possibility to construct a universal confidence set in this case. It is obvious that the condition (2.6) is equivalent to the condition (2.3). Furthermore, the Theorem 3.7 yields all the information about it. Thus, we are able to obtain an outer approximation without any further calculations. 
Choice of the bandwidth. The quality of estimation strongly depends on the choice of the kernel and its bandwidth. In Section 3 we have already discussed the optimal selection of the K. However, according to Silverman (1986) the choice of h n is much more important for the behavior ofĝ andm then the choice of kernel. Small values of h n make the estimate look "wiggly" and show spurious features, whereas big values of h n will lead to an estimate which is too smooth in the sense that it is too biased and may not reveal structural features. Due to these reasons a lot of research was done to find objective, data-driven bandwidth selection methods. There exist several measures which can be used to access the goodness of the estimation. This variety naturally lead to different definitions which h n is optimal.
Meanwhile, if we consider the convergence rateβ n,κ (see Lemma 3.6), we will see that it also depends on the bandwidth h n :
Considering this formula summandwise, we see that for the first two fractions κ √ nh n and C g C 1 C 3 π √ nh n we need h n to remain large enough. For the rest of the formula h n C g C 6 C 7 2 and h n C g C 5 C 6 C 8 2 h n should tend to zero. This contradiction can be used as an additional information by choosing the optimal value of h n . Moreover, the bandwidth that is optimal in the sense of this method can be determined by "balancing" this two parts:
It is not very difficult to see that h n should be
.
