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Abstract
Compared with shallow domain adaptation, recent progress in deep domain adap-
tation has shown that it can achieve higher predictive performance and stronger
capacity to tackle structural data (e.g., image and sequential data). The underlying
idea of deep domain adaptation is to bridge the gap between source and target
domains in a joint space so that a supervised classifier trained on labeled source
data can be nicely transferred to the target domain. This idea is certainly intuitive
and powerful, however, limited theoretical understandings have been developed
to support its underpinning principle. In this paper, we have provided a rigorous
framework to explain why it is possible to close the gap of the target and source
domains in the joint space. More specifically, we first study the loss incurred when
performing transfer learning from the source to the target domain. This provides
a theory that explains and generalizes existing work in deep domain adaptation
which was mainly empirical. This enables us to further explain why closing the
gap in the joint space can directly minimize the loss incurred for transfer learning
between the two domains. To our knowledge, this offers the first theoretical result
that characterizes a direct bound on the joint space and the gain of transfer learning
via deep domain adaptation.
1 Introduction
Learning a discriminative classifier or other predictor in the presence of a shift between source
(training) and target (testing) distributions is known as domain adaptation (DA). Domain adaptation
aims to devise automatic methods that make it possible to perform transfer learning from the
source domain with labels to the target domains without labels. Studies in domain adaptation
can be broadly categorized into two themes: shallow and deep domain adaptations. A number of
approaches to domain adaptation have been suggested in the context of shallow learning when data
representations/features are given and fixed, notably via reweighing or selecting samples from the
source domain [3, 11, 7] or seeking an explicit feature space transformation that would map source
distribution into the target ones [17, 9, 1].
To further advance shallow domain adaptation, deep domain adaptation has recently been proposed to
encourage the learning of new representations for both source and target data in order to minimize the
divergence between them [6, 21, 13, 14, 19, 5]. Source and target data are mapped to a joint feature
space via a generator and the gap between source and target distributions is bridged in this joint space
by minimizing the divergence between distributions induced from the source and target domains on
this space. For instance, the works of [6, 21, 13, 19, 5] minimize the Jensen-Shannon divergence
between the two relevant distributions relying on GAN principle [8], while the work of [13] minimizes
the maximum mean discrepancy (MMD) [10] and the work of [4] minimizes the Wasserstein distance
between them. The idea of bridging the gap of the source and target domains in a joint feature space
is an intuitive and powerful one. However, to our best of knowledge, there is limited theoretical work
has been proposed to rigorously explain and provide a theoretical underpinning for this problem.
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Some existing work has attempted to study this problem, notably [15, 2, 18, 23]. The works of [2, 18]
assumed the existence of a common hypothesis space used for both source and target domains and
then performed theoretical analysis under this assumption which might be unrealistic in real-world
scenarios. In particular, the work of [2] analyzed for the specific loss function |h(x)− f(x)| (i.e.,
0 − 1 loss) and its Theorem 1 indicates the target error can be bounded by the sum of the source
error, the total variance distance between the source and target domains, and the discrepancy between
the labeling assignment distributions of the source and target domains. The work of [18] studied for
the loss function |h(x)− f(x)|q , but its result fails to capture the discrepancy between the labeling
assignment distributions of the source and target domains, which, as shown in our experiments, is
important for the transfer learning performance.
In this paper, we aim to develop a rigorous framework to study the deep domain adaptation problem.
Unlike [2, 18], we do not assume that the hypothesis spaces for the source and target domains are
the same. More specifically, the hypothesis spaces for the target and source domains are shifted by a
transformation Tts. Furthermore, our results also hold for any continuous loss function satisfying
a mild condition and is analyzed under a general setting of having a probabilistic supervisor that
assigns labels to data examples [22]. Under these much more general conditions than [2], we
are still able to generalize the result in [2] to show that the gap between general losses of two
corresponding hypotheses over the source and target domains is upper-bounded by the Wasserstein
distance between the source distribution and the pushforward distribution of the target distribution via
the transformation Tts plus an additional discrepancy between the two label assignment distributions
on the two domains.
This result leads us to learn a bijective transformation Tts that minimizes the WS distance between the
source distribution and the induced distribution of the target distribution via Tts. This minimization
step further sheds light on the need to close the gap between the source and target distributions in a
joint space and provides a rigorous underlying explanation for the success in most of current existing
empirical deep domain adaptation work. Moreover, the theory also indicates that by minimizing the
first term (i.e., the Wasserstein distance term), we could accidentally increase the second term (i.e.,
the discrepancy between two labeling assignment mechanisms), hence possibly eventually increasing
the relevant upper bound. We conduct the extensive experiments on the synthetic and real-world
datasets to verify the theoretical results obtained and to study the behaviors when the transport
transformation Tts causes the total/partial match or mismatch of two labeling assignment mechanisms
in the joint space. Last but not least, our result has a strong implication to unsupervised style transfer
(e.g., CycleGAN [24] and DiscoGAN [12]) in which one needs to learn a non-degenerate map
that transports the source to target distributions. Interestingly, our proposed theory can be used to
theoretically explain the formulation of CycleGAN and DiscoGAN, hence it contributes to deepen
the understanding of these popular models in unsupervised style transfer.
2 Main Results
To facilitate the presentation later, we assume that the data spaces of the source and target domains
are X s and X t respectively. Furthermore, we denote the distributions that generate data samples
for the source and target domains as ps (x) (corresponding to the probability measure Ps) and
pt (x) (corresponding to the probability measure Pt) respectively. We also denote the supervisor
distributions that assign labels to data samples in the source and target domains as ps (y | x) and
pt (y | x) [22].
Denote byHs := {hs : X s → R} the hypothesis set whose elements are used to predict labels source
data. Throughout this paper, we assume that Tts : X t → X s is a bijective mapping and Tst := T−1ts
is the inverse of Tts. Based on the formulation of hypothesis set Hs, we define hypothesis set for
target domain asHt := {ht : X t → R | ht (·) = hs (Tts (·)) for some hs ∈ Hs}.
The intuition behind these definitions and assumptions is that with x ∼ Pt, we use the mapping Tts
to reduce the difference between two domains and then apply a hypothesis hs ∈ Hs to predict the
label of x. This gives rise to the question about the key properties of the transformation mapping Tts
so that we can employ the hypothesis ht = hs ◦ Tts to predict labels of target data where ◦ represents
the composition function.
Now, we define by P# := (Tts)# Pt the pushforward probability distribution induced by transporting
Pt via Tts. Then, we denote p# (x) the density of the probability distribution P#. It induces a new
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domain, which is termed as the transport domain whose data are generated from P#. Given these
definitions, we define the supervisor distribution for the transport domain as p# (y | x) = pt (y | xt)
where xt = T−1ts (x) = Tst (x) for any x ∈ X s. To ease the presentation, we denote the general
expected loss as:
Ra,b (h) :=
∫
` (y, h (x)) pb (y | x) pa (x) dydx,
where a, b are in the set {s, t,#} and `(·, ·) specifies a loss function. In addition, we shorten Ra,a as
Ra. Furthermore, given a hypothesis hs ∈ Hs and ht = hs ◦Tts, we measure the variance of general
losses of hs when predicting on the source domain and general losses of ht when predicting on the
target domain as:
∆R
(
hs, ht
)
:=
∣∣Rt (ht)−Rs (hs)∣∣ .
Finally, for the simplicity of the results in the paper, we consider solely the case of binary classification
where the label y ∈ {−1, 1}. Please refer to our supplementary material for the relevant background
and the details of all proof.
2.1 Gap between target and source domains
In this subsection, we investigate the variance ∆R (hs, ht) between the expected loss in target domain
Rt (ht) and the expected loss in source domain Rs (hs) where ht = hs ◦ Tts. We embark on with
the following simple yet key proposition indicating the connection between Rt (ht) and R# (hs).
Proposition 1. As long as ht = hs ◦ Tts, we have Rt (ht) = R# (hs).
To derive a relation between Rt (ht) and Rs (hs), we make the following mild assumption with loss
function `:
(A.1) suphs∈Hs,x∈X s,y∈{−1,1} |` (y, hs (x))| := M <∞.
With simple algebra manipulation, the above assumption is satisfied when ` is a bounded loss, e.g.,
logistic or 0-1 loss or ` is any continuous loss, X s is compact, and supx∈X s |hs (x)| <∞. Equipped
with Assumption (A.1), we have the following key result demonstrating the upper bound of Rt (ht)
in terms of Rs (hs).
Theorem 2. Assume that Assumption (A.1) holds. Then, for any hypothesis hs ∈ Hs, the following
inequality holds:
∆R
(
hs, ht
) ≤M (WSc0/1 (Ps,P#)+ min {EP# [‖∆p (y | x)‖1] ,EPs [‖∆p (y | x)‖1]}) ,
where ∆p (y | x) is given by ∆p (y | x) := pt (y | Tst (x)) − ps (y | x) , and WSc0/1 (·, ·) is the
Wasserstein distance with respect to the cost function c0/1 (x,x′) = 1x 6=x′ , which returns 1 if x 6= x′
and 0 otherwise.
Remark 3. If the following assumptions hold:
(i) The transformation mapping Tst (x) = x, i.e., we use the same hypothesis set for both the
source and target domains,
(ii) The loss ` (y, h (x)) = 12 |y − h (x)| where we restrict to consider hypothesis h : X →{−1, 1},
then we recover Theorem 1 in [2].
Remark 4. When WSc0/1
(
Ps,P#
)
= 0 (i.e., (Tts)# Pt = Ps or (Tst)# Ps = Pt), and there is a
harmony between two supervisors of source and target domains (i.e., ps (y | x) = pt (y | Tst (x))),
Theorem 2 suggests that we can do a perfect transfer learning without loss of performance. This fact
is summarized in the following corollary.
Corollary 5. Assume that (Tts)# Pt = Ps (or equivalently (Tst)# Ps = Pt) and the source and
target supervisor distributions are harmonic in the sense that ps (y | x) = pt (y | Tst (x)) (or
equivalently pt (y | x) = ps (y | Tts (x))). Then, we can do a perfect transfer learning between the
source and target domains.
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2.2 Optimization via Wasserstein metric
Corollary 5 suggest that we can do a perfect transfer learning from the source to target domains if
we can point out a bijective map that transports the target to source distributions and two supervisor
distributions are harmonic via this map. This is consistent with what is achieved in Theorem 2 for
which the upper bound of the loss variance ∆R (hs, ht) vanishes. Particularly, the upper bound in
Theorem 2 consists of two terms wherein the first term quantifies how distant the transport and source
domains and the second term relates to the discrepancy of two supervisor distributions. Still, from
Theorem 2, we obtain the following inequality:
Rt (ht) ≤ Rs (hs) +M
(
WSc0/1
(
Ps,P#
)
+ min {EP# [‖∆p (y | x)‖1] ,EPs [‖∆p (y | x)‖1]}
)
,
which requires us to find the best hypothesis h∗s and transformation T
∗
ts for minimizing the general
loss Rs (hs) and the remaining term. To minimize the remaining term, due to the lack of target labels,
it is natural to focus on minimizing the first term WSc0−1
(
Ps,P#
)
by restricting the transformation
Tts in the family of those what can transport the target to source distributions. By this restriction,
the problem of interest boils down to answering the question: among the bijective maps Tts that
transport the target to source distributions which transformation incurs the minimal discrepancy as
specified in the second term of the upper bound in Theorem 2.
We further tackle the task of finding the bijective maps that transport the target to source distributions
via the Wasserstein distance with respect to the cost function (or metric) c and p > 0 as:
min
H
WSc,p
(
H#Pt,Ps
)
, (1)
where WSc,p (P,Q) = infT#P=Q Ex∼P [c (x, T (x))
p
]
1/p is a Wasserstein distance between two
distributions P and Q.
Let Z be an intermediate space (i.e., the joint space Z = Rm). We consider the composite mappings
H: H (x) = H2
(
H1 (x)
)
where H1 is an injective mapping from the target domain X t to the joint
space Z and H2 maps from the joint space Z to the source domain X s (note that if Z = X s then
H2 = id is the identity function). Based on that structure on H , we can recast the optimization with
Wasserstein metric in (1) into the following optimization problem:
min
H1,H2
WSc,p
((
H2 ◦H1)
#
Pt,Ps
)
. (2)
In the following theorem, we demonstrate that the above optimization problem can be equivalently
transformed into another form involving the joint space (see Figure 1 for an illustration of that
theorem).
Theorem 6. The optimization problem (2) is equivalent to the following optimization problem:
min
H1,H2
min
G1:H1#Pt=G1#Ps
Ex∼Ps
[
c
(
x, H2
(
G1 (x)
))p]1/p
, (3)
where G1 is an injective map from the source domain X s to the joint space Z .
It is interesting to interpret G1 and H1 as two generators that map the source and target domains to
the common joint space Z respectively. The constraint H1#Pt = G1#Ps further indicates that the gap
between the source and target distributions is closed in the joint space via two generators G1 and H1.
Furthermore, H2 maps from the joint space to the source domain and aims to reconstruct G1, hence
ensuring G1 to be injective. Similar to [20], we do relaxation and arrive at the optimization problem:
minH1,H2,G1
(
Ex∼Ps
[
c
(
x, H2
(
G1 (x)
))p]1/p
+ αD
(
G1#Ps, H1#Pt
))
, (4)
where D (·, ·) specifies a divergence between two distributions over the joint space and α > 0.
It is obvious that when the trade-off parameter α approaches +∞, the solution of the relaxation prob-
lem in Eq. (4) approaches the optimal solution in Eq. (3). Moreover, we add another reconstruction
term to ensure the injection of H1 and come with the optimization problem:
minH1:2,G1:2
(
EPs
[
c
(
x, H2
(
G1 (x)
))p]1/p
+ EPt
[
c
(
x, G2
(
H1 (x)
))p]1/p
+ αD
(
G1#Ps, H1#Pt
))
.
(5)
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Figure 1: Theoretical view of Deep Domain Adaptation. The mapping H = H2 ◦H1 maps from the
target to source domains, while the mapping G = G2 ◦G1 maps from the source to target domains.
We minimize D
(
G1#Ps, H1#Pt
)
to close the discrepancy gap of the source and target domains in
the joint space. In addition, we further minimize the reconstruction terms to avoid the mode collapse.
Interestingly, our formulation has a strong connection to unsupervised style transfer (e.g., CycleGAN
[24], DiscoGAN [12]).
To enable the transfer learning, we can train a supervised classifier C on either Ds ={
(xs1, y1) , . . . ,
(
xsNs , ys
)}
or G1 (Ds) = {(G1 (xs1) , y1) , . . . , (G1 (xsNs) , ys)}. The final op-
timization problem is hence as follows:
minH1:2,G1:2
(
Ex∼Ps
[
c
(
x, H2
(
G1 (x)
))p]1/p
+ Ex∼Pt
[
c
(
x, G2
(
H1 (x)
))p]1/p
+αD
(
G1#Ps, H1#Pt
)
+ βE(x,y)∼Ds [` (y, C (A (x)))]
)
, (6)
where A is either the identity map (if we train the classifier C on Ds) or G1 (if we train the classifier
C on G1 (Ds)) and β > 0.
SinceG1 andH1 are two injective maps from the source and target domains to the joint space, we can
further define two source and target supervisor distributions on the joint space as p#,s
(
y | G1 (x)) =
ps (y | x) and p#,t (y | H1 (x)) = pt (y | x). With respect to the joint space, the second term of the
upper bound in Theorem 2 can be rewritten as in the following corollary.
Corollary 7. The second term of the upper bound in Theorem 2 can be rewritten as
min
{
EPs
[∥∥∥p#,t (y | G1 (x))− p#,s (y | G1 (x))∥∥∥
1
,EPt
[∥∥∥p#,t (y | H1 (x))− p#,s (y | H1 (x))∥∥∥
1
]]}
.
It is worth noting that solving the optimization problem (6) is only a part of the problem of interest
since although the optimal map H = H2 ◦ H1 transports the target to source distributions, the
discrepancy gap in labeling source and target domains is likely high. Moreover, Corollary 7 sheds
light on when this discrepancy gap in labeling (the second term of the upper bound) is low or high,
that is, this gap is low if G1 and H1 map the corresponding classes of the source and target domains
together in the joint space and in contrast, this gap is high if there is a mismatch as mapping the
corresponding classes to the joint space. In the experimental section, we design experiments to
demonstrate these behaviors and how the harmony in these two labeling assignment mechanisms
affects the predictive performance. In addition, two reconstruction terms in (6) contribute to preserve
the clustering structures of source and target domains in the joint space, hence helps to reduce the
mode collapsing problem. Finally, in deep domain adaption, we employ multilayered neural networks
to formulate the transporting transformation H and the joint space specifies an intermediate layer in
this this network.
Further discussion. Our formulation in Eq. (5) has a strong implication to unsupervised style
transfer (e.g., CycleGAN [24] and DiscoGAN [12]) wherein one needs to learn a non-degenerate map
that transports the source to target distributions. Our theory can mathematically explain what has been
done in CycleGAN and DiscoGAN. In particular, the common formulation in CycleGAN [24] and
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DiscoGAN [12] is in the spectrum of our (5) as we consider the L1 metric: c (x,x′) = ‖x− x′‖1 and
set p = 1, and the joint (intermediate) layer is the last layer of H (i.e., H1(x) = H(x), H2 (x) = x)
and the first layer G (i.e., G1 (x) = x, G2 (x) = G (x)). With this setting, our Eq. (5) reads:
minH,G
(
EPt [‖x−G (H (x))‖1] + αD
(
Ps, H#Pt
))
. (7)
Compared with the formulation in CycleGAN [24] and DiscoGAN [12], Eq. (7) lacks of the opposite
term: EPs [‖x−H (G (x))‖1] + αD (Pt, G#Ps). However, this missing term can be introduced in
our theory if we learn another transformation G that transports Ps to Pt via a Wasserstein distance.
3 Experiment
We conduct the experiments on the synthetic dataset to empirically verify our proposed theory and on
the real-world datasets to demonstrate the influence of reconstruction terms and how harmony in two
labeling assignment mechanisms affects the predictive performance. To bridge the gap between the
source and target domains, inspired by [6], we employ GAN principle [8].
3.1 Experiment on Synthetic Data
3.1.1 Synthetic Dataset for the Source and Target Domains
We generate two synthetic labeled datasets for the source and target domains. We generate the
10, 000 data examples of the source dataset from the mixture of two Gaussian distributions: ps (x) =
pis1N (x | µs1,Σs1) + pis2N (x | µs2,Σs2) where pis1 = pis2 = 12 , µs1 = [1, 1, ..., 1] ∈ R10, µs2 =
[2, 2, ..., 2] ∈ R10 and Σs1 = Σs2 = I10. Similarly, we generate the another 10, 000 data examples
of the target dataset from the mixture of two Gaussian distributions: pt (x) = pit1N (x | µt1,Σt1) +
pit2N (x | µt2,Σt2) where pit1 = 13 , pit2 = 23 , µt1 = [4, 4, ..., 4] ∈ R10, µt2 = [5, 5, ..., 5] ∈ R10 and
Σt1 = Σ
t
2 = I10. For each data example in the source and target domains, we assign label y = 0 if
this data example is generated from the first Gauss and y = 1 if this data example is generated from
the second Gauss using Bayes’ s rule.
Figure 2: Architecture of networks for deep domain adaptation.
3.1.2 Deep Domain Adaptation on the Synthetic Dataset
Figure 2 shows the architectures of networks used in our experiments on the synthetic datasets. Two
generators G1, H1 with the same architectures (10 → 5 (ReLu) → 5 (ReLu)) map the source and
target data to the intermediate joint layer. Note that different from other works in deep domain
adaptation, we did not tie G1 and H1. Two other networks G2, H2 with the same architectures
(10→ 5 (ReLu)→ 5 (ReLu)) map from the intermediate joint layer to the source and target domains
respectively. The purpose of G2, H2 is to reconstruct H1, G1 respectively. To break the gap between
the source and target domains in the joint layer, we employ GAN principle [8, 6] wherein we invoke
a discriminator network D (5→ 5 (ReLu)→ 1 (sigmoid)) to discriminate the source and target data
examples in the joint space. The classifier network C (5→ 5 (ReLu)→ 1 (sigmoid)) is employed to
classify the labeled source data examples. To approximate the 0/1 cost function, we use the modified
sigmoid function [16]: cγ (x,x′) = 2/ [1 + exp {−γ ‖x− x′‖2}]− 1 with γ = 100. It can be seen
that when γ → +∞, the cost function cγ approaches the 0/1 cost function. More specifically, we
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need to update G1:2, H1:2, C, and D as follows:(
G1:2, H1:2, C) = argmin
G1:2,H1:2,C
I (G1:2, H1:2, C) and D =argmax
D
J (D),
where α is set to 0.1 and we have defined
I (G1:2, H1:2, C) = Ex∼Pt [cγ (x, G2 (H1 (x)))]
+Ex∼Ps
[
cγ
(
x, H2
(
G1 (x)
))]
+ E(x,y)∼Ds [` (y, C (G (x)))]
+α [Ex∼Ps [log (D (G (x)))] + Ex∼Pt [log (1−D (G (x)))]]
J (D) = Ex∼Ps [log (D (G (x)))] + Ex∼Pt [log (1−D (G (x)))] .
Based on the classifier C on the joint space, we can identify the corresponding hypotheses on the
source and target domains as: hs (x) = C (G (x)) and ht (x) = C (H (x)).
3.1.3 Verification of Our Theory for Unsupervised Domain Adaptation
In this experiment, we assume that none of data example in the target domain
has label. We measure three terms, namely |R (ht)−R (hs)| , WS (Ps,P#), and
min {EP# [‖∆p (y | x)‖1] ,EPs [‖∆p (y | x)‖1]} (M = 1 since we are using the logistic loss) as
defined in Theorem 2 across the training progress. Actually, we approximate R (ht) , R (hs) using
the corresponding empirical losses. As shown in Figure 3 (middle), the green plot is always above
the blue plot and this empirically confirms the inequality in Theorem 2. Furthermore, the fact that
three terms consistently decrease across the training progress indicates an improvement when P# is
shifting toward Ps. This improvement is also reflected in Figure 3 (left and right) wherein the target
accuracy and empirical loss gradually increase and decrease accordingly.
Figure 3: Left: the accuracies on the source and target datasets. Middle: the plots of three terms in
Theorem 2. Right: the plot of empirical losses on the source and target datasets.
3.2 Experiment on Real-world Datasets
We conduct the experiments on the real-world datasets to demonstrate the effect of the reconstruction
term to the predictive performance and also the behaviors when the transport transformation Tts
causes the match or mismatch of two labeling assignment mechanisms in the joint space (i.e., we
properly and improperly align the classes of two domains in the joint space). It is worth noting that
we do not seek the state-of-the-art performance in our experiments. Alternatively, we only focus on
investigating the behaviors of the additional theoretical components. Bearing this in mind, we base
on the relevant architectures and experimental protocols in [6] and then start adding the additional
components.
3.2.1 The Effect of The Reconstruction Term
As mentioned before, we make use of the relevant architectures for the generators G1, H1, the
discriminator D, and the domain classifier C as proposed in [6] and then add additional components
G2, H2 for the reconstruction terms. Note that unlike [6] and other works, we do not tie the parameters
of two generators G1 and H1. We always tie the parameters of G1, H2 and H1, G2 because they are
encoders and decoders which aim to reconstruct source and target samples respectively. Moreover,
we slightly modify Eq. (6) by setting the hyper-parameter β to 1 and introducing θ > 0 as the hyper-
parameter of the reconstruction terms. The hyper-parameter α (corresponding to the adaptation factor
λ in [6]) is scheduled as proposed in that paper. Finally, we search θ in the grid {0.2, 0.4, 0.6, 0.8, 1}
and obtain the following experimental results.
In the experimental results in Table (1), for the first pair, the predictive performance starts increasing,
peaks at its maximum, and then drops, whereas the predictive performance for the second pair peaks at
θ = 0 (i.e., no reconstruction term). This shows that preserving the geometry/cluster structure of the
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Our Model DANN[6]
θ θ = 0.2 θ = 0.4 θ = 0.6 θ = 0.8 θ = 1.0 θ = 0
MNIST→MNIST-M 81.7 83.2 88.7 85.6 80.2 81.5
SVHN→MNIST 68.4 67.8 64.4 62.8 61.3 71.0
Table 1: The variation of predictive performance in percentage when adding the reconstruction terms.
Note that as θ = 0, our model coincides DANN in [6]. We emphasize in bold the best performance.
source/target domains in the joint space is an ingredient that helps improve the predictive performance
and avoid the mode collapse, but might cause the source and target examples harder to mix up in the
joint space because this adds more constraint to this process (e.g., there is no improvement for the
second pair). In practice, we can tweak this corresponding trade-off parameter to partly preserving
the geometry/cluster structures in the original spaces whereas making it convenient for mixing up the
source and target examples in the joint space.
3.2.2 The Effect of Class Alignment in the Joint Space
In this experiment, we inspect the influence of the harmony of two labeling assignment mechanisms
to the predictive performance. In particular, we assume that a portion (r = 5%, 15%, 25%, 50% ) of
the target domain has label and consider two settings: i) the labels of the target and source domains
are totally properly matched in the joint space (i.e., 0 matches 0, 1 matches 1,..., and 9 matches 9)
and ii) the labels of the target and source domains are totally improperly matches in the joint space
(i.e., 0 matches 1, 1 matches 2,..., and 9 matches 0).
To push a specific labeled portion of the target domain to the corresponding label portion of the
source domain in the joint space (the label i to i in the first setting and the label i to (i+ 1) mod 10 in
the second setting for i = 0, 1, . . . , 9), we again make use of GAN principle and employ additional
discriminators to push the corresponding labeled portions together. Note that the parameters of the
additional discriminators and the primary discriminator (used to push the target data toward source
data in the joint space) are tied up to the penultimate layer.
Proper match Improper match Base
r 5% 15% 25% 50% 5% 15% 25% 50% 0%
MNIST→MNIST-M 86.4 88.8 92.9 93.2 75.5 70.2 64.5 58.4 81.5
SVHN→MNIST 72.3 74.1 76.2 77.5 69.8 60.8 55.8 56.4 71.0
Table 2: The variation of predictive performance in percentage as increasing the ratio of labeled
portion when the labels of the target domain are properly or improperly matched to those in the
source domain. Note that we emphasize in bold and italic the best and worse performance.
It can be observed from the experimental results in Table (2) that for the case of proper matching,
when increasing the ratio of labeled portion, we increase the chance to match the corresponding
labeled portions properly, hence significantly improving the predictive performance. In contrast, for
the case of improper matching, when increasing the ratio of labeled portion, we increase the chance
to match the corresponding labeled portions improperly, hence significantly reducing the predictive
performance.
4 Conclusion
Deep domain adaptation is a recent powerful learning framework which aims to address the problem
of scarcity of qualified labeled data for supervised learning. To enable transferring the learning across
the source and target domains, deep domain adaptation tries to bridge the gap between the source
and target distributions in a joint feature space. Although this idea is powerful and has empirically
demonstrated its success in several recent work, its theoretical underpinnings are lacking and limited.
In this paper, we have developed a rigorous theory to establish a firm theoretical foundation for
deep domain adaptation. Our theory provides a much more stronger theoretical results with more
realistic assumption for real-world applications compared with existing work. Our result further
offers a theoretical explanation behind the rationale for deep domain adaptation approach in bridging
the gap between the source and target domains in a joint space. Interestingly, our work provides
a deep connection to unsupervised style transfer where popular models such as CycleGAN and
DiscoGAN can be rigorously explained. Lastly, the merit of our work was further validated via
extensive experiments.
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