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Let (D) be the Schwartz space of infinitely differentiable scalar functions on 
the line, with compact supports, and (Q, 2, P) be a fixed probability space. 
Let X : (D) +La(Q, Z, P) be a purely nondeterministic generalized random 
process (g.r.p.) in the sense of ItB with zero mean functional. A multiplicity 
representation theorem for X is obtained as a result of the Hellinger-Hahn 
theory. The representation can be assumed to be proper canonical. Thus 
each g.r.p. determines a unique cardinal number N < N, , termed the multi- 
plicity of the g.r.p. X. As a corollary, every stationary g.r.p. has multiplicity 
one. A class of harmonizable g.r.p.‘s of multiplicity one can be constructed to 
include all the stationary g.r.p.‘s. There exist g.r.p.‘s of any prescribed multi- 
plicity. The related linear least-squares prediction problem is obtained. 
INTRODUCTION 
Let {x(t) : t E R) be a complex-valued random function defined on a fixed 
probability space (Q, .Z, P) such that E[x(t)] = 0 and E[J x(t)17 < co for every 
t E R. If in addition x(.) satisfies the following conditions: 
(A) x(.) is purely nondeterministic, i.e., if L2(x; t) = S&X(U) : u < t} C 
L2(Q, Z’, P), then r)-.as<l<cc L2(z; t) = (0). 
(B) x(t + 0) and x(t - 0) = x(t) exists in q.m. for every t E R, then 
Cramer [2] has shown that there exists a uniquely determined number N, called 
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the multiplicity of the process x(s), such that the cardinality of N is at most x,, 
and the process has the following representation: for every t E R, 
(1) 
where g,(*, .) are nonrandom functions such that 
wherePi = E[I z~(u)\~] and x((e) is a random function of orthogonal increments 
(i.e., E[x&.l,) ~@a)] = 0, for i # j, or d, n da = .D) such that 
L2(Zi ; t) ~L2(.zj ; t), for i#j, 
P(x; t) = 5 @P(Z& t). 
i=l 
If x(e) is stationary, then it can be represented as follows: for every t E R, 
x(t) = j” g(t - 24) fqu), 
-co 
where g( .) is the Fourier transform of some function Jr(.) EL~( - co, cg; dX) 
and ,a(.) is a random function of orthogonal increments such that E[da(.)J = 0, 
and E[I dz(t)12] = dA(t), where dX is the Lebesque measure on R. Thus every 
stationary second-order random function, satisfying conditions (A) and (B), 
has multiplicity one. 
It is of some interest to define a general class of second-order processes, not 
necessarily stationary, having multiplicity one and which includes all the 
second-order stationary random functions continuous in q.m. Cramer [3] 
defined a class of second-order harmonizable random functions [3] (not 
necessarily stationary) with multiplicity one. This class of random functions of 
multiplicity one includes all stationary random functions which are continuous 
in q.m. 
In this paper, a generalized random process (g.r.p.) X, in the sense of It6 [7], 
will be considered. A representation similar to (1) will be obtained. The concept 
of multiplicity of a g.r.p. will be introduced, and it is then an immediate 
consequence of a result of Balagangadharan and Urbanik [1,12] and Kallianpur 
and Mandrekar [8] that every stationary g.r.p. in the sense of It6 with zero mean 
functional has multiplicity one. 
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Consider the following classes (the terms will be defined later): 
(s) = the class of all second-order stationary random functions continuous 
in q.m. 
(Y) = the class of all second-order stationary g.r.p.‘s in the sense of 16 
(h) = the class of all second-order harmonizable random functions. 
(2’) = the class of all second-order harmonizable g.r.p.‘s as defined 
by Rao [lo]. 
(A’) = the class of harmonizable random functions of multiplicity one as 
constructed by Cram& [3]. Then the following inclusion diagram holds: 
where the vertical inclusion is understood in the sense that if {x(t) : t E R) is a 
second-order random function continuous in q.m., then, for every infinitely 
differentiable functions p defined on R with compact support, 
defines a g.r.p. in the sense of It& 
It will be shown that one can construct a class of harmonizable g.r.p.‘s of 
multiplicity one (X’), such that the following inclusion diagram holds: 
The inclusions are all proper. 
Proper canonical representation of g.r.p.‘s will also be considered so that the 
above results will immediately yield a solution to the linear least squares 
prediction problem. 
1. PRELIMINARIES 
Let (Q, .Z, P) be a fixed probability space, and (D) be the Schwartz space of 
infinitely differentiable complex-valued functions defined on R with compact 
support. Let X : (D) -+L2(L& 2, P) be a g.r.p. (in the sense of It6 [7]), i.e., X 
is a continuous linear map from (D) into L2(Q, 2, P), and let K(v, $) = 
E[X((p) I(#)] be its covariance functional. Throughout this paper, upper case 
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‘X’ will denote a g.r.p. and lower case ‘x’ will denote ordinary random function, 
and m(p)) = E[X(v)] = 0, f or every 91 E (D). Let P(X) = .${X(v) : y E (D)}, 
and L2(X, t) = $(X(v) : u(v) C (-CO, t)}. In the definition of L2(X, t), the 
open interval (- co, t) is used so that some trivial complications will be avoided. 
Thus L2(X; t - 0) = L2(X; t). However, it is possible that L2(X; t) C 
L”(X; t + h), for every h > 0. For an example, see [2]. 
DEFINITION 1 .l. A g.r.p. X is said to be deterministic if L2(X; -cc) = 
L2(X; t), for every t E R, and purely nondeterministic if L2(X; -co) = (0). 
If X is a g.r.p., then there exists two g.r.p.‘s Y and 2 such that (uniquely), 
X = Y + 2, where Y is purely nondeterministic, and 2 is deterministic. 
Henceforth, it will be assumed that X is purely nondeterministic, since the 
prediction of a g.r.p. is equivalent to the prediction of its purely nondeterministic 
part. 
DEFINITION 1.2. A g.r.p. X(m(v) = 0, for every 9 G (D)) is said to be 
(weakly) stationary if for every pair v, 4 E (D), cov(~X(v), QX(#)) = K(v, $), 
where K( ., .) is the covariance functional of X, and TV is the translation operator 
on X defined by (rhX)(p)) = X(T-h(v)), and (TV) = ~(x f- h), for every 
v E (D), h real. 
It6 [7] proved that when X is stationary, K(*, .) has the representation 
@?4 4) = PC? * 4) 
for one and only one distribution p E (D’), where ‘*’ denotes the convolution 
operation. p is called the covariance distribution of X. Moreover, p is expressible 
in the form 
PCP> = jR (Ed 444 
in one and only one way, where p(e) is a nonnegative measure satisfying 
(3) 
for some integer k >, 0, and (9~) is the Fourier transform of y. 
Equation (3) is termed the spectra2 decomposition of p, and TV is called the 
spectral measure of p. The spectral decomposition of p will be of use later on. 
Note that (3) leads immediately to the relation 
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which shows that the correspondence X(p) + Fq establishes an isometry 
between a dense subset in L2(X) and one in L2(- co, ~0; &), and hence can be 
extended to an isomorphism between La(X) and L2(&). It follows that L2(X) 
is a separable Hilbert space. 
DEFINITION 1.3. A nonnegative measure p defined on g, the Bore1 field of 
the real line R is said to be tempered if p satisfies (4) for some integer R ,>- 0. 
DEFINITION 1.4. If 99 is the Bore1 field of R, let Z(.) : S9 +L2(8, 2, P) 
satisfy the following conditions: 
(a) For any bounded Bore1 set A, E[Z(A)] = 0. 
(b) {/Ii}:=“=, be disjoint Bore1 sets such that A L- us, Ai, and A is 
bounded, then Z(A) = x:f, Z(AJ, w h ere the series converges in q.m. 
(c) There is a covariance function p(., .) defined on R x R which 
generates a tempered measure p” in the sense that P(A x B) = sAjB d2p(x, y), 
for every pair of bounded Bore1 sets A and B in g, defines a tempered measure 
on R x R (i.e., there exists a positive integer K such that 
d2p”(x, Y> 
[(I + x2)(1 + Y2)1”‘2 
< +=)), 
such that 
E[Z(A) z(B)] = ,?(A x B). (5) 
Then Z(.) is said to be a random measure relative to the tempered covariance 
function p(., -). 
In the particular case when the covariance function p(-, .) concentrates only 
on the diagonal, then p(., .) generates a tempered measure p” on the real line R, 
and (5) becomes, for bounded Bore1 sets A, B in C+Y, 
E[Z(A) Z(B)] = p”(A n B). 
From (6) it follows that when A and B are disjoint, then Z(A) and Z(B) are 
orthogonal. Z(.) is then said to have orthogonal values. 
Let Z(.) be a random measure relative to a tempered covariance p(*, *) which 
concentrates only on the diagonal, and hence Z(.) is necessarily of orthogonal 
values. Then one can define in a natural way the integral with respect to the 
random measure Z(.) as follows: 
-W> = I', W d-W, (6) 
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where f E L2(R; p). It is clear that (6) satisfies 
(9 JW(~J %2)1 = JR fi(4f&> 4W 
(4 --Gfl + df2i) = 4fJ + 4fd 
For stationary g.r.p.‘s, one has the following representation theorem due to 
It8 [7]; 
THEOREM 1.1. Let X be any stationary g.r.p. with the spectral measure p. 
Then X is expressible uniquely in the form 
where Z(.) is a random measure relative to the spectral measure p. Conversely, any 
g.r.p. dejned by (7) for some random measure relative to a tempered covariance 
function p(*, *) which concentrates only on the diagonal is stationary. 
Equation (7) will be called the spectral decomposition of X, and Z(.) the 
spectral random measure of X. 
The following theorem gives the connection between a stationary g.r.p. and 
an ordinary stationary random function continuous in q.m. 
THEOREM 1.2. A stationary g.r.p. X with the spectral measure t.~ is induced 
by an ordinary stationary random function continuous in q.m. [in the sense of (2)] 
if and only if fR dp(u) < co, i.e., if and only if p is a$nite measure. 
Let {x(t) : t E R} be a second-order random function with covariance function 
~(4 4 (=W4t) - %4W+> - J%WID Th e covariance function p(t, s) is 
said to be harmonizable [9], if there exists a covariance function y(t’, s’) of 
bounded variation on R x R such that 
P(4 4 = j", 1, 
&tt’-S8’) dZ,,(f, s'). 
An ordinary second-order random function {x(t) : t E R} is said to be 
harmonizable if there exists a second-order random function [(.) with covariance 
function y(., *) of bounded variation on R x R such that 
x(t) = / eitu d&u) a.e. (P). (8) 
R 
In brief, x(.) is the Fourier transform of f(.) whose covariance function y(., *) 
is of bounded variation. In particular, when y(., *) is concentrated on the 
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diagonal, then it follows that the t(.) process has orthogonal increments, and 
hence a(.) as defined by (8) is stationary. 
A second-order random function is harmonizable if and only if its covariance 
function is harmonizable. The bounded variation condition on y(., .) implies 
that harmonizable random functions are continuous in q.m. and harmonizable 
covariances are continuous and bounded. 
Let X be a g.r.p. (m(v) = 0), and let K(., .) be its covariance functional. 
DEFINITION 1.5. X is said to be harmonizable relative to a covariancefunction 
p(., .) with the property that p(., .) generates a tempered measure p” on R x R, 
as defined in Definition 1.4, if 
where q, # E (D), and r+(t) = JR eituq(u) du. K(., .) is termed a harmonizable 
covariance ,functional, and p( ., .), the tempered covariance. 
The following representation is due to Rao [lo]. 
THEOREM 1.3. I f  X is harmonizable relative to a tempered covariance p(., .), 
then there exists a random measure Z(.) : B --f L2(sZ, Z, P), relative to p(., .), 
such that 
X(d = jR 34 d-W) = j, [ jR ei”“d4 du] d-W) (9) 
for every q~ E (D), where the equality holds almost everywhere (P), and the 
representation (9) is unique. Conversely, X dejined by (9) with Z(.) a random 
measure relative to a tempered covariance p(., .) is a harmonizable g.r.p. relative 
to the tempered covariance p(., .). 
In the event that the tempered covariance p(., .) concentrates on the diagonal, 
then the above theorem reduces to the representation theorem for stationary 
g.r.p.‘s. Equation (9) becomes eq. (7). 
DEFINITION 1.6. X is said to be harmonizable if and only if there exists a 
second-order random measure Z(.) : g ---f L2(Q, ,?Y, P) relative to a tempered 
covariance p(., .) such that 
X(d = j, GW d-W), 
where @ was given in Definition 1.5. 
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It is clear that a g.r.p. is harmonizable if and only if its covariance functional, 
K(*, a) is harmonizable, and it is simple to deduce that (S) 3 (h). 
Now that the background material has been laid out, the following sections 
will be devoted to proofs of the statements given in Introduction. 
2. MULTIPLICITY AND REPRESENTATION 
The multiplicity and representation theory presented in this section will be 
obtained in the spirit of Hida [6], and Kallianpur and Mandrekar [8]. 
Let X : (D) --f L2(Q, 2, P) be a purely nondeterministic g.r.p. (with mean 
functional m(p)) = E[X(q)] = 0), with covariance functional 
Let 
L2(X) = spiX(v) : qJ E (II)} c Ly2,2, P), 
L2(x; t) = sp{X(cp) : a(y) c (-co, t> CLy2, z, P). 
It is clear that {L2(X; t) : t E R} is a nondecreasing family of subspaces of 
L2(X). Let P(t) denote the orthogonal projection from L2(X) on L2(X, t). Then 
it follows from the above discussion that {P(t) : t E R) forms a nondecreasing 
family of projections such that 
P(.t) = P(t - 0) = &$ P(t - h), 
P(‘,co) = I, P(--00) = 0, 
P(t)P(,) = P(min(t, U}). 
Thus {P(t) : t E Ii} forms a left-continuous resolution of the identity. Let A 
be the corresponding self-adjoint operator on L2(X). The following 
representation theorem will be proved. 
THEOREM 2.1. Let X : (D) -+ L2(Q, Z, P) be a purely nondeterministic g.r.p. 
in the sense of It6 (m(q) = 0). Then X has the representation 
X(v) = F f(‘)F,(~, u) d&(u) + c F Ghh a-e. (P>, 
i=l --co {k:A,<t(d} i=l 
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where 
(i) t(v) = SUP{S; v(s) # 01, 
(ii) {Bi(u) : --co < u < a} is a second-order random function of 
orthogonal increments with the properties that E[B<(A,) &A,)] = 0, for i f  j, 
orA,nA, = .u. 
(iii) For each i > 1, Fi(v, .) eL2(dpi) for each q~ E (D), and Fi(v, u) = 0, 
a.e. (dpJ, for u > t(v), where pi(u) = E[J Bi(u)12] is a left-continuous, positive, 
bounded, and nondecreasing function (hence L2(dpi) is a Hilbert space) such that 
Moreover, 
p1 > pz > ..’ > pi > *.’ . 
(iv) (hk}zI are the eigenvalues of A, and { gkj}FI are the ezgenvectors 
corresponding to h, , k 2 1. The gki’s are mutually orthogonal random variables, 
and G&e) are Schwartz distributions, i.e., Gkj E (D’), the dual of(D). 
Proof. Let 3’ denote the set of all eigenvectors of A, and {hk}cI be the set 
of all eigenvalues of A. Let A% be the subspace of L2(X) determined by 3 u (01, 
and ik? be its dimension. Let A” be the orthogonal complement of A@, and Ns 
be its dimension. Then by the fundamental Hellinger-Hahn Theory [lo], there 
exists an orthonormal sequence {hi}i_l No in JV (normality is not essential), and 
{gd2, k = 1, L.., M,, , where (gkj}21 is the set of all eigenvectors corre- 
sponding to A, , and E:,“r Mk = M, such that A’( gkj) and &(hJ are mutually 
orthogonal, where 
A’(gki) = one-dimensional subspace determined by singleton {gkj}. 
d(h) = If :J’ = j, f@> df’(u)h, , .fE L2(44 Au) = ECI P(u)& I”1 1 j (10) 
Note that the set {hi}zI could be so chosen that it is orthonormal, and, moreover, 
{pi}r2I are positive, left-continuous, nondecreasing, and bounded functions such 
that dpI > dp2 > ‘.. > dpi > .** . 
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Thus for every ‘p E (D), one obtains from (10) and (1 l), the representation 
X(P) = c" jt('h, 4 W(u) + C c" Gci(dg,i a.e. (P) (12) 
i-1 -m {/c:As<t(c)f j=l 
where t(y) = sup{s : y(s) # 0}, Fi(p, -) ELM such that Fi(y, U) = 0, a.e. 
(dp& for u > t(y), and Gkj(p)) E R. Moreover, 
The fact that E[&(d,) &(A,)] = 0, for i # j, or d, n d, = ia follows from 
the definition of Bi(.), i.e., &(u) = P(U) hi. This completes the proof of the 
theorem. Q.E.D. 
DEFINITION 2.1. The representation (12) is said to be canonical, if for every 
s < t(d, 
P(s)X(y) = F j' F&G 4 a(u) + 1 F G&kki a.e. (P). 
i-1 --m {k:l,<s]j=l 
From the definition of Bi(.) it is clear that (12) is a canonical representation. 
DEFINITION 2.2. The cardinal number N = max{N, , sup* Mk} is called 
the multiplicity of the g.r.p. X. 
Thus when N is infinite, it is of cardinality K, , and the series (13) is understood 
in the sense of convergence in q.m. 
It is clear from (13) that for t < t(p), 
L2(x; t) Csp 2 @P(B,; t) u 
1 
c : 0 Jqg?d) . 
1 
(14) 
iA (k:&<t} i=l 
However, for the purpose of prediction, it would be of interest to show when 
equality holds in (14). 
DEFINITION 2.3. The canonical representation (12) is said to be proper if 
equality hoids in (14). 
The following theorem states essentially that one can assume a representation 
to be proper if it is canonical. The proof is essentially that of [8]. Before 
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presenting the theorem, it is convenient to rewrite (12) in the following compact 
form : 
(a) If both N,, , and suplc Mk are infinite, then let 
Bi(u) = Bi(u) + c gki , i = 1, 2,. . . , 11,. . 
{k:A,<u} 
(b) If N,, < CO, and N,, < supk M, , then let 
Bi(u) + 2 gki 3 for i = 1, 2 ,..., NO , 
B&) = 
{k:l&u} 
c gki 9 for NO < i < sup MYC . 
(c) In the remaining case, let 
I 
Bdu) $- 1 gki 9 for i = I, 2 ,..., sup Mk , 
B,(u) = 
(k:A,<u} k 
B&4, for supIll,<i<N,, 
k 
with the above conventions, then (12) can be written as 
where Fi stands for the appropriate kernel depending on which of the above 
cases occur. 
THEOREM 2.2. For every canonical representation {Fi , &}El of the form (15), 
there exists a proper canonical representation (Fi , B,}L, such that for every q~ E (D), 
a.e. (P). 
Proof. Let &(A) = E[I B&l)/2]. For each g, E (D), and every measurable 
subset S of (-co, t(v)] define the measure 
Then clearly ~2’ < pi, for every q~ E (D). Hence the measure ~(0 defined by 
p = V&L:) 
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exists such that p(i) < pi (that ~(~1 is a measure, cf. [5, pp. 162, 1631. 
Let 
(Ti= iu= ($g)(u) >O/, 
&(S) = j, x0((u) d&(u) (= Bi(S n %I), 
pi.q = E[I Bi(d)j2] (=E[I B,(d n ~~)I21 = p”,(d n 4 < p@)), 
Fi(cp, 24) = r;;i(v, U), for every (pl, U). 
Consider 
If  N is infinite, then (15) is convergent in q.m., because 
From the fact that 
s 
f(m) 
[l - X,(~>l”l mb 4” 4w = 0 -co 
it follows that (oi is the support of pi) that for every pl E (D), 
and hence X(v) = Y(y) a.e. (P) for every 9 E (D), and that L2(X; t) = L2( Y; t), 
for every t E R. 
A similar argument yields the fact that for every gi-measurable subset 
s c (--co, WI, 
!l j, I ‘i(T, u>12 dA(u) = ,g j, I Fi(9, u)12 &d”)* 
424 
For 
since [(dc~~)/~~(~))/(d~(~)/dp”~)](u) = / fli(y, u)12 implies that 1 pi(v, u)i2 > 0 only 
if d~(~~/dp”~(u) > 0. 
Since E[&(A,) Bi(d,)] = 0 if A, n A, = a, or i # j, one has 
P(B; t) = f @I?(&; t). 
i=l 
Therefore to establish that {Fi , B,}:, is proper canonical, it suffices to show 
that L2(B, ; t) CL2(X; t), f or all i and t. Now suppose there exists pl E (D) and 
i > 1, such that L2(Bi ; t) g L2(X; t) for some t < t(p). Then one can find a 
nonzero element x EL~(B, ; t) which is orthogonal toL2(X, t). Let s’ < t(<t(p))). 
By the canonical property of {Fi, Bi}EI , 
P(s')X(v) = f j' F&p, u) &I&). 
i-1 -cc 
But z lL2(X; t) and x = jLm h(u) G?,(U), with h gL2(dpi), because L2(Bi ; t) 
is the set of all variables representable in such a form. Hence 
J " F&p, u)h(u)dp,(u) = 0, for s :< t < t(p)). -cc 
By a similar argument, with s < s’ < t, one has 
J’ 
"F&, z+(u) dp,(u) = 0. 
.9 
This implies by the arbitrariness of s < s’ that Fi(v, u) h(u) = 0 a.e. (&). 
Hence 
0 = jt I Fib, 44412 444 = jt I Fi(cp, Wu)12 4W. 
--m --m 
Since ai = {u :-(d~(~)/@~)(u) > 0) and / Fi(v, u)]" > 0 only if do/& > 0, 
it follows that 
pi(ui n 0(h) n (-00, t)) = 0, (16) 
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where 
Hence, 
u(h) = (24 : h(u) # O}. 
E[I z 19 = j' I 4412 444 --m 
.t - -J I h(W dfw) -co 
=s o,n~(h)n(- 1 an. t) I4412 d/G@) 
= 0 by (16). 
This implies that z = 0, thus contradicting the assumption that z # 0. 
COROLLARY 2.1. Let x:(D) --t L2(Q, 2, P) be u purely nondeterministic 
g.r.p., then the representation (12) cun be assumed to be proper canonical. 
The following kernel criterion for the proper canonical representation of a 
g.r.p., which is a generalization of a result of Hida [6], can also be proved. Its 
proof will be omitted, as it is similar to that of [6]. 
THEOREM 2.3. A representation (F: , &}iN,, is proper canonical if rmd only ;f 
for every v E (D), and ewty i 3 1, 
s t F&P, u)f(4 d&(u) = 0, for ewery t < t(p) -co 
implies f(u) = 0 a.e. (dp,) on (-00, t(p)]. 
Corollary 2.1 leads immediately to the solution of the linear least-squares 
prediction problem, stated as the next theorem. 
THEOREM 2.4. Let X be a purely nondeterministic g.r.p. (such that m(v) = 0, 
for every p E (D)). Let s < t(p), then the best linear least-squares predictor of 
X(v) relative to L2(X; s) is given by 
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and the error of prediction is given by 
When the g.r.p. in Theorem 2.1 is in addition stationary, then one can 
construct a second-order random function {B(u) : - 00 < u < ok} of orthogonal 
increments. Moreover, 
B(a, bl + B(b, cl = B(a, cl, and ELI B(a, bl121 = k(b - a), 
where K is a constant and can be chosen to be I, and the resulting measure B(.) 
is sometimes called the Brownian Measure. In this case, then X admits the 
representation 
xcP> = jyr G(v, 4 dW a.e. (P), for every v E (D), (17) 
where G : (D) +L2(R; du) is a continuous operator such that G(p, u) = 0 
a.e. (du) for u > t(v), and P(B) = P(X). Th is representation was obtained 
independently by Balagangadharan [l] and Urbanik [12]. 
From the results of Kallianpur and Mandrekar [S], it can be shown that there 
exists an element f* cL2(X) such that if Pl,([a, b]) = lI(P(b) - P(a)) f * 112, 
then ,+(A) = Jd d&dh(u) dh(u), where dX is the Lebesque measure, and 
A is any Bore1 set in R, and 
B(A) = I, [+ (u)]-“’ dP(u)f *. 
Thus 
x(d = I”‘“’ F(y, u) d&(u), 
--m 
F(qo, u) = G(v, u) [g(u)]-“’ a.e. (du), 
(18) 
d&,(u) = dP(u)f *, 
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and 
L2(Bf,) = L2(B) = L2(X) (i.e., the representation (8) is proper canonical). 
COROLLARY 2.2. Every purely nondeterministic stationary g.r.p with zero 
mean functional has multiplicity one. 
COROLLARY 2.3. Let X be a purely nondeterministic stationary g.r.p. (with 
zero mean functional), then the best linear least spares prediction of X(v) relative 
to L2(X; s), for s < t(p)), is given by 
P(s)-%> = j' J%J> 4 d%(u) = js G(v, 4 dB(u), --m --m 
and the error of prediction is given by 
It X(T) - ~(s)x(d,)II; = j”“’ I F(y, u)I” d&u) = j”“’ 1 G(V, u)I” du. 
s s 
3. A CLASS OF HARMONIZABLE GENERALIZED RANDOM 
PROCESSES OF MULTIPLICITY ONE 
It would be of some interest to study those properties of a generalized 
random process which determine its spectral multiplicity characteristics. 
Cramer [3] constructed a class of ordinary harmonizable random functions 
(necessarily continuous in q.m.) of multiplicity one such that it includes all the 
stationary random functions continuous in q.m. Such a construction will be 
useful in understanding the subtlety of multiplicity theory. It is the purpose 
of this section to construct, in the same manner as Cramer’s a class of harmon- 
izable g.r.p.‘s of multiplicity one which includes all the stationary g.r.p.‘s. The 
linear prediction problem for this special class of g.r.p.‘s will also be given. 
Let Q(.) be a nondecreasing function on the real line such that Q has jump 
size of 1 at t = 0, and Q( - co) = 0, Q( + co) < 2, Q(t) + Q( - t) = Q( + co) 
at all the continuity points t of Q (cf. function Q constructed by Cramer [3]). 
The Fourier-Stieltjes transform 9Q of Q will then be real and positive, so that 
one may define an everywhere positive continuous and bounded function q(v) 
by the relation 
[q(u)12 = j, e-itu dQ(t) (19) 
@33/I/4-6 
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Let r be the class of all G E (s’), tempered distributions, such that 
(9 (G * v)(u) = 0, a.e. h(d~) for u > t(q), Vg, E (D), where A is the 
Lebesgue measure. 
(ii) (G * v)( .) EL~(R; dh). 
(iii) ($G)(.) is defined for u E R such that 
444 = IW’W412 dW4 
defines a tempered measure, and (RG) being the Fourier transform of G. 
The fact that r # a is a consequence of Theorem 2.1 with X stationary. 
Let B(.) be a random measure relative to the Lebesgue measure A(.) in the 
sense of Definition 1.4. 
Let Q(*) be a function of the type described above, and q(.) the corresponding 
function, defined by (19). Let 
where G E r. Then XoQ is a g.r.p., since convolution operation is both linear 
and continuous. 
LEMMA 3.1. Xoq, as defined by (20), is a generalized harmonizable random 
pfocess, i.e., Xoq E (Z?). 
Proof. Since E[B] = 0, it follows that E[Xoq(v)] = 0, for any v E (D). 
Next consider 
= I, [s”‘“’ (G * dOM4 dW] [ j”6”1 (G * tW>nW dW] Ww) 
--m 
= j”“’ f’“’ (G * rp)(u)(m * t,b)(o)q(u)p(a) j, dB(u) d%(v) dP(w) 
--m -cc 
t EZ s (G * dOd(G * WJM~I” W4 --m 
where t = min{t(v), t(#)} and (G * p))(u) = 0, 
for u > t and E[dB(u) a(w)] = S,, 
= jt 
-m 
(G * p)(u)(m)(u) [ jm e-itu dQ(t)] dh(u) 
--m 
c’ m  
= 
I I 
(G * dW(G * t4(4 dtu) dW dQW, 
--m --m 
by Fubini’s Theorem. 
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The first integral is also over (-co, x)) since for (t, co) it is zero so that the value 
is unaltered. 
whereF,(.) = S(G * 9) 
= $ j:,FQ(s) [ j, &(s+t)(G c +)(u) dA(u)/ ds] dQ(t) 
by Fubini’s Theorem 
1 cc m =- 
s s 2i7 --(D --m &@$(s + 2) ds dQ(t), +(-) = WG * t4- 
Let F denote the Fourier transform as before, then 9(G * 9) = (SG){.F~I). 
Thus, 
Let d2p(s, t) = l/2,(FG)(s)(FG)(s + t) ds dQ(t). It is claimed that d2p(s,t) 
defines a tempered measure, i.e., 
/7(A x B) = j, j, d2/4s, t>= j A f, & VW(s>(~>(s + 4 ds dQ(t) 
is a tempered measure. For this it is necessary to show that there exists a positive 
integer K > 0 such that 
co m 
j s 
d2P”(s, t) 
--m --m [( 1 + s2)(1 + t2)y2 
co m 
=.I s 
1 W-G)(s)(=>(s + 4 ds dQ(t) < o. 
-cc --m z- [(l + s2)(1 + P)]J+ * 
This is immediate. In fact, let {ti}~cl be the discontinuity points of Q(e). There 
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are at most countably many such points. Let Ai = Q(ti+) - Q(ti-) be the 
saltus of Q at ti . Then 
- _ 
1 m 
-I’ s 
m (FG)(s)G=)(s + t) ds dQ!(t) 
27r -m -m [(I + s2)(1 + t2)p2 
(~W>(~G)(s + ti) ds 
R [(I + s2)(1 + ti”)]“‘” 
(~WWG)(s + ti) ds 
R [(l + S2)P2 
_ 1 f 4 
277 i=l (1 + t#@ 
1 j, lW~bY,f /l”/ jR IN~;W)~~~2~~1’2 
&-f Ai 
2iT i=l (1 + t3/2 c < coY 
where 
I( ds c = I, (1 + qw < co, for some K > 0, 
since by assumption (i), dp(s) = /(~G)(s)/~ dh(s) is a tempered measure. 
Furthermore, the infinite series is convergent since C,y, Ai < 00. Thus Xc* 
is harmonizable. Q.E.D. 
Let (~6”) = {X,g : G E r, q(.) as defined by (19) for some Q(.) with these 
properties}. Then, in particular, one can let Q( *) denote the function which takes 
a jump of size 1 at t = 0, and constant elsewhere, then it follows from (21) that 
where dp(s) = I( dh(s) is by assumption a tempered measure. Hence by 
Theorem 1 .l, the g.r.p. as defined by (20) is stationary. Thus by the 
representation theorem for stationary g.r.p., there exists a G, E (s’) and a 
random Lebesgue measure B, 
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But Balagangadharan [l] showed that G and B are unique up to a factor of 
absolute value 1. Thus G = c,G, and B = czBl for some c1 , ca such that 
1 ci 1 = 1, / ca / = 1. This result indicates that the class r is completely deter- 
mined by the class of all stationary purely nondeterministic g.r.p.‘s and that 
(8’) includes all purely nondeterministic stationary g.r.p.‘s, i.e., (Z”) 1 (9’). 
In view of the above remark, one can consider the G in X$ E (SF’), as coming 
from the representation (17) for some purely nondeterministic stationary g.r.p. 
But the important fact is that the representation (17) is moreover proper 
canonical, and this is used to prove that the corresponding representation (20) 
is proper canonical. 
THEOREM 3.1. The representation (20) is proper canonical. 
P7oof. (i) The inclusion L2(B; t) 1 L2(XGq; t), for t E R, is clear from (20). 
(ii) To prove the opposite inclusion, L2(B; t) CL2(XGq; t), assume that 
there exists an f(t) = Jtm g(u) dB(u) in L2(B; t) such that f J- L2(X,q; t), since 
every element in L2(B; t) must be of that form for some g eL2((- 00, t), du). 
This implies 
0 = E[X&p)f] = ftrn) (G x cp)(u)q(u)f(u) du. (23) 
J --co 
But since 4 > 0 and bounded, the following element 
is in L2(B; t). But the corresponding representation 
X0*(~) = j”‘“’ (G * p)(u) dB(u) 
--m 
is proper canonical, since it is a stationary g.r.p. and (23) implies that H J- X, . 
This is a contradiction since (17) being proper canonical means that L2(Xo ; t) = 
L2(B; t). SoL2(B; t) CL2(Xo*; t), for t E R, i.e., the representation (20) is proper 
canonical. Q.E.D. 
Now the linear prediction problem for g.r.p.‘s in (SF’) follows easily. 
THEOREM 4.3.2. For every Xoq E (x), the best linear least-squares predictor 
of Xoq relative to L2(XGQ; s), for s < t(v), is given by 
p(4xoqw = J-’ (G * 9J&+?(~) w4 
-co 
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and the error of prediction is given by 
Remark 3.1. Since there are stationary g.r.p. in the sense of It6 which are 
not induced by any ordinary second-order stationary random function continuous 
m q.m., the inclusion (Z’) I) (h’) is therefore proper. 
Remark 3.2. The work of CramCr’s [2], for the ordinary random processes 
of the second order, implies that there exist processes of any prescribed multi- 
plicity (finite or countably infinite). Using the correspondence of ordinary and 
generalized random processes [i.e., of the form (2)], it follows a fortiori that there 
exist generalized random processes having any given multiplicity, as defined 
above. 
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