Abstract. Using an approach of Bergh, we give an alternate proof of Bennett's result on lower bounds for non-negative matrices acting on non-increasing non-negative sequences in l p when p ≥ 1 and its dual version, the upper bounds when 0 < p ≤ 1. We also determine such upper bounds explicitly for a special family of matrices.
Introduction
Let p > 0 and l p be the space of all complex sequences a = (a n ) n≥1 satisfying:
When p > 1, the celebrated Hardy's inequality [12, Theorem 326] asserts that for any a ∈ l p , (1.1)
Hardy's inequality can be interpreted as the l p operator norm of the Cesàro matrix C, given by c j,k = 1/j, k ≤ j, and 0 otherwise, is bounded on l p and has norm ≤ p/(p − 1) (The norm is in fact p/(p − 1)). It is known that the Cesàro operator is not bounded below, or the converse of inequality (1.1) does not hold for any positive constant. However, if one assumes C acting only on non-increasing non-negative sequences in l p , then such a lower bound does exist, and this is first obtained by Lyons in [15] for the case of l 2 with the best possible constant. For the general case concerning the lower bounds for an arbitrary non-negative matrix acting on non-increasing non-negative sequences in l p when p ≥ 1, Bennett [2] determined the best possible constant. When 0 < p ≤ 1, one can also consider a dual question and this has been studied in [3] , [6] and [4] . Let A = (a j,k ), 1 ≤ j ≤ m, 1 ≤ k ≤ n with a j,k ≥ 0, we can summarize the main results in this area in the following
where
Inequality (1.2) is reversed when 0 < p ≤ 1 and q ≥ p with min replaced by max in (1.3). Moreover, there is equality in (1.2) if x has the form x k = x 1 , 1 ≤ k ≤ s and x k = 0, k > s where s is any value of r where the minimum or maximum in (1.3) occurs.
One may also consider the integral analogues of Theorem 1.1 and there is a rich literature on this area and we shall refer the reader to the articles [6] , [16] , [9] , [17] , [13] , [7] , [8] , [1] , [10] and the reference therein for the related studies. We point out here one may deduce Theorem 1.1 from its integral analogues by considering suitable integrals on suitable measure spaces (see for example, [1] and [10] ).
A special case of Theorem 1.1 appeared in [3] , where Bennett established the following inequality for 0 < p < 1,
The constant πp/ sin(πp) is best possible. An integral analogue of the above inequality was established by Bergh in [6] and he then used it to deduce a slightly weaker result than inequality (1.4).
Our interest in Theorem 1.1 starts from the following inequality (0 < p < 1) for any non-negative x:
It is shown in [12, Theorem 345] that the above inequality holds with c p = p p for 0 < p < 1 and it is also noted there that the constant p p may not be best possible and the best possible constant was in fact later obtained by Levin and Stečkin [14,  Theorem 61] to be (p/(1 − p)) p for 0 < p ≤ 1/3. Recently, the author [11] has extended the result of Levin and Stečkin to hold for 0 < p ≤ 0.346. Inequalities of type (1.5) with more general weights are also studied in [11] , among which the following one for 0 < p < 1, α ≥ 1:
Here c p,α is a constant and note that the above inequality gives back (1.5) when α = 1. In view of (1.4), it's then natural to consider the reversed inequality if we assume further that
It is our goal in this paper to first give an alternate proof of Theorem 1.1 in Section 2 using the approach of Bergh in [6] and then using Theorem 1.1 to prove the following result in Section 3:
where B(x, y), x > 0, y > 0 is the beta function
Moreover, the constant is best possible.
We note that the case α = 1 in the above corollary gives back inequality (1.4) and the integral analogue of Corollary 1.1 has been studied in [13] .
Proof of Theorem 1.1
We need a lemma first: Lemma 2.1. Let p ≥ 1, 0 < q ≤ p, then for any positive sequences (a j ) 1≤j≤m and any non-negative sequence (b j ) 1≤j≤m , we have
The above inequality reverses when 0 < p ≤ 1, q ≥ p.
Proof. We shall only consider the case p ≥ 1, 0 < q ≤ p here, the other case is being analogue. We recast inequality (2.1) as
Applying Hölder's inequality to the left-hand side expression above, we obtain
This completes the proof.
We now prove Theorem 1.1. As the proofs are similar for both cases, we shall focus only on establishing (1.2) for p ≥ 1, 0 < q ≤ p and we shall also leave the discussion on the cases of equality to the reader. We may also assume a j,k > 0 for all j, k and the general case follows from a limiting process. By homogeneity, we see that one can make inequality (1.2) valid by taking λ to be λ 0 = min{||Ax|| q : ||x|| p = 1, x 1 ≥ . . . ≥ x n ≥ 0}. By compactness, λ 0 is attained at some x 0 = 0. We may assume the right-hand side expression of (1.3) is > 0 for otherwise inequality (1.2) holds trivially. This readily implies that λ 0 = 0. Certainly λ 0 is no more than the right-hand expression of (1.3) and suppose now that λ 0 is strictly less than the right-hand expression of (1.3) and it's attained at a vector x 0 satisfying: (x 0 ) k = x, 1 ≤ k ≤ i for some k with 1 ≤ i ≤ n − 1 and (x 0 ) i+1 = 1 < x (by homogeneity). We now regard x as a variable and consider the following function:
We then have at x 0 ,
It follows that
This leads to a contradiction and Theorem 1.1 is thus proved.
Proof of Corollary 1.1
We may certainly focus on establishing our assertion for inequality (1.6) with the infinite sums there replaced by any finite sums, say from 1 to N . Theorem 1.1 readily implies that in this case, the best constant is given by max 1≤r≤N s r , where
Suppose we can show that the sequence (s r ) is non-decreasing, then the maximum occurs when r = N , and as N → ∞, one obtains the constant in (1.6) easily and this also shows that the constant there is best possible. It rests thus to show the sequence (s r ) is non-decreasing. To show this, we use the trick of Bennett in [3] (see also [5, Proposition 7] ) on considering the following function:
For n ≥ 1 and any given function f defined on (0, 1), we define
Note that we then have s n = 2A n (f α,p ). It then suffices to show that A n (f α,p ) increases with n. A result of Bennett and Jameson [5, Theorem 1] asserts that if f is a convex function on (0, 1), then A n (f ) increases with n. Thus, it suffices to show that f α,p is convex on (0, 1) and direct calculation shows that
It is easy to show that both factors of g α,p (x) are ≥ 1 and that αp + 1 − (1 + α)x α ≥ 0 when 0 < x ≤ 1/2. We bound g α,p (x) by
It then follows that f ′′ α,p (x) ≥ 0 as long as 1 − x 1 − x α · 1 − (1 − x) α 1 − (1 − x) (αp + 1 − (1 + α)x α ) + (αp + 1 − (1 + α)(1 − x) α ) ≥ 0.
It suffices to establish the above inequality for p = 0 and in this case we recast it as h α (x) + h α (1 − x) ≥ 0 where
It is easy to show that h α (x) is concave on (0, 1) and it follows from the theory of majorization (see, for example, Section 6 of [5] ) that for any 0 < x < 1, we have
This now completes the proof of Corollary 1.1.
