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a b s t r a c t
In this paper,wepresent an approximatemethod (Initial value technique) for the numerical
solution of quasilinear singularly perturbed twopoint boundary value problems in ordinary
differential equations having a boundary layer at one end (left or right) point. It ismotivated
by the asymptotic behavior of singular perturbation problems. The original problem is
reduced to an asymptotically equivalent first order initial value problem by approximating
the zeroth order term by outer solution obtained by asymptotic expansion, and then
this initial value problem is solved by an exponentially fitted finite difference scheme.
Some numerical examples are given to illustrate the given method. It is observed that the
presented method approximates the exact solution very well for crude mesh size h.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
Singular perturbation problems containing a small parameter ε,multiplying to their highest derivative termarise inmany
fields such as, fluid mechanics, fluid dynamics, chemical reactor theory, elasticity etc. The solution of this type of problem
has a narrow region in which the solution changes rapidly and the outside solution changes smoothly. This type of problem
was solved asymptotically by O’Malley [1,2], Nayfeh [3,4], Kevorkian and Cole [5], Bender and Orszag [6], Eckhaus [7], Van
Dyke [8], Bellman [9] and numerically by Ascher and Weis [10], Lin and Su [11], Vulanovic [12,13] and Roos [14] etc.
Let YN be the numerical approximation, N be the number of mesh elements used, y be the solution of the continuous
problem and ‖y‖Ω = maxx∈Ω |y(x)| be the maximum pointwise norm, the error constant C be independent of any
perturbation parameters and the mesh parameter N . A numerical method is said to be parameter-uniform of order p if
‖y− YN‖ΩN ≤ CpN−p, p > 0,
whereΩN is the discretization ofΩ (domain of the problem), the constant Cp is independent of any perturbation parameters
and the mesh parameter N . In other words, the numerical approximations YN converge to y for all values of ε in the range
0 < ε  1.
It is well known that standard discretization methods for solving singular perturbation problems are unstable and fail to
give accurate results when the perturbation parameter ε is small. Therefore, it is important to develop suitable numerical
methods for these problems, whose accuracy does not depend on the parameter value ε, i.e. methods that are convergent
ε-uniformly [14–16]. There are essentially two strategies to design schemes which have small truncation errors inside the
layer region (s). The first approachwhich forms the class of fittedmeshmethods consists in choosing a finemesh in the layer
region (s). The second approach is in the context of the fitted operator methods in which the mesh remains uniform and the
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difference schemes reflect the qualitative behavior of the solution (s) inside the layer region (s). A nice discussion using one
or both of the above strategies can be found in Miller et al. [15]. The work in this paper falls under the second category.
In general finding numerical solution of a boundary value problem is more difficult than that of corresponding initial
value problem. Therefore it is better to convert the second order boundary value problem into an asymptotically equivalent
first order problem.
2. Description of the method
Consider the two point quasilinear singularly perturbed boundary value problem
εy′′(x)+ a(x)y′(x)+ b(x, y) = f (x), 0 ≤ x ≤ 1, (2.1)
with the boundary conditions
y(0) = α, y(1) = β, (2.2)
where ε is a small parameter (0 < ε  1); α, β are given constants and the functions a(x), b(x, y), and f (x) are assumed
to be sufficiently smooth, and such that (2.1) with (2.2) has a unique solution (See [17]) in [0, 1]. Furthermore assume that
a(x) ≥ M > 0 throughout the interval [0, 1], where M is some constant. This assumption implies that the boundary layer
exists in the neighborhood of x = 0. Note that if a(x) < M ≤ 0 then the boundary layer occurs at the right end x = 1. Here
we discuss the problem of having the left boundary layer, results for the right boundary layer are analogous.
Eq. (2.1) can be written as
εy′′(x)+ (a(x)y(x))′ = f˜ (x, y), (2.3)
where
f˜ (x, y) = f (x)− b(x, y)− a′(x)y(x).
We shall take the outer region solution as an asymptotic expansion of the form [1–4]
y(x) =
∞∑
n=0
yn(x)εn, (2.4)
where yn(x) are unknown functions to be determined. On substituting y(x) from Eq. (2.4) to Eq. (2.1) we get
ε (y′′0 + y′′1ε + · · ·)+ a(x)(y′0 + y′1ε + · · ·)+ b(x, y0 + y1ε + · · ·) = f (x), (2.5)
for τ ≤ x ≤ 1 (the point τ is called as terminal point) with
y0(1)+ y1(1)ε + y2(1)ε2 + · · · = β, (2.6)
expanding b(x, y0 + y1ε + y2ε2 + · · ·) by Taylor expansion and equating the coefficients of like powers of ε in Eqs. (2.5)
and (2.6), we get y0, y1, y2 . . . . . . and hence y(x) given by Eq. (2.4) is obtained. We shall treat this solution throughout as
an outer solution, and write it as yout(x). Now approximating Eq. (2.3) by replacing y(x) on the right hand side by this outer
solution yout(x)we get
εy′′(x)+ (a(x)y(x))′ = f˜ (x, yout(x)) ≡ f˜ (x), (2.7)
with
y(0) = α, y(1) = β. (2.8)
Kadalbajoo and Reddy [18], used the deviating argument to solve problem (2.7) with (2.8). Integrating equation (2.7) we get
εy′(x)+ a(x)y(x) = ˜˜f (x)+ K , (2.9)
where
˜˜f (x) =
∫ x
f˜ (x)dx,
and K is the constant of the integration, which is to be determined. In order to determine K we use the fact that the reduced
Eq. of (2.9) will also satisfy the boundary condition at x = 1. Thus we get
K = a(1)y(1)− ˜˜f (1).
Now we adjoin the condition y(0) = α to (2.9) to obtain the first order problem (inner region problem)
L1y(x) ≡ εy′(x)+ a(x)y(x) = g(x), (2.10)
y(0) = α, (2.11)
where g(x) = ˜˜f (x)+K . We solve this initial value problem by an exponentially fitted finite difference scheme given in next
section.
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After solving the inner region problem, we combine both the solutions to obtain an approximate solution to the original
problem (2.1) with (2.2) over the interval [0, 1].
Let k be any positive integer, consider a point τ ∈ [0, 1], such that τ = kε, and solve the inner region problem in the
interval [0, τ ]. We repeat the process for different choices of k (which gives different terminal points of the inner region).
Computationally we use either relative or absolute error criteria. For relative errors we require that∣∣∣∣y(m+1)(x)− y(m)(x)y(m)(x)
∣∣∣∣ ≤ σ1, 0 ≤ x ≤ τ ,
where
ym(x) = mth iterate of the inner solution.
σ1 = prescribed tolerance bound.
For absolute error criterion, we employ
|y(m+1)(x)− y(m)(x)| ≤ σ2, 0 ≤ x ≤ τ ,
where
σ2 = prescribed tolerence bound.
3. Determination of fitting factor
The solution of (2.10) can be decomposed as
y(x) = u(x)+ v(x), (3.1)
where u(x) and v(x) are defined as
L1u(x) = g(x)− L1v(x), u(0) = g(0)/a(0), (3.2)
L1v(x) = (a(x)− a(0))
(
α − g(0)
a(0)
)
exp(−a(0)x/ε), (3.3)
and
v(x) =
[
α − g(0)
a(0)
]
exp
(
−a(0)x
ε
)
. (3.4)
Let P ≡ {x0 = 0 < x1 < x2 . . . . . . < xN−1 < xN = τ }, be the partition of [0, τ ] such that xi − xi−1 = h = constant ∀1 ≤
i ≤ N . Let ΩN = {xi}N0 . Thus we have xi = ih, for i = 0, 1, 2 . . . . . .N.We consider the following exponentially fitted
finite difference scheme [15]
LN1 yi ≡ εσ (ρ)D+yi + aiyi+1 = gi, y0 = α, (3.5)
where D+ denotes the forward difference, ρ = h/ε and σ(ρ) is a fitting factor which is to be determined in such a way that
the solution of (3.5) converges uniformly to the solution of (2.10) with (2.11). Taking limits as h→ 0 in (3.1) we get
lim
h→0 y(ih) = limh→0 u(ih)+ limh→0
[
α − g(0)
a(0)
]
exp
(
−a(0)ih
ε
)
,
this gives
lim
h→0 y(ih) = u(0)+
[
α − g(0)
a(0)
]
exp(−a(0)iρ), (3.6)
again taking the limit as h→ 0 in (3.5) we get
lim
h→0
[
εσ (ρ)
y((i+ 1)h)− y(ih)
h
+ a(ih)y((i+ 1)h)
]
= lim
h→0 g(ih), (3.7)
using (3.6) in (3.7) a simple calculation gives
σ(ρ) = a(0)ρ[exp(a(0)ρ)− 1] , (3.8)
which is a constant fitting factor. From (3.5) we have
(σ + aiρ)yi+1 − σyi = ρgi, y0 = α. (3.9)
Eq. (3.9) can be easily solved by backward substitution.
4. Convergence of the scheme
In this section, we will show that the exponentially fitted finite difference (EFFD) scheme given in Section 3 is of O(h)
uniformly in ε. First we give two lemmas on the continuous problem (2.10) and (2.11).
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Lemma 4.1 (Continuous Maximum Principle). Consider (2.10) with (2.11). If y(0) ≥ 0, L1y(x) ≥ 0, ∀ x ∈ (0, τ ),
then y(x) ≥ 0, ∀ x ∈ (0, τ ).
Proof. It can be easily proven by contradiction, suppose t ∈ (0, τ ), be such that
y(t) = min
x∈(0,τ )
y(x), and y(t) < 0,
then it is clear that y′(t) = 0, therefore we have
L1y(x) ≡ εy′(t)+ a(t)y(t) < 0,
which is a contradiction. 
Lemma 4.2 (Stability). The solution of the problem (2.10) with (2.11) satisfies
|y(x)| ≤ C max
{
|y(0)|, max
x∈(0,τ )
|L1y(x)|
}
,
where C is a positive generic constant.
Proof. Define two functions
Ψ± = C max
{
|y(0)|, max
x∈(0,τ )
|L1y(x)|
}
± y(x).
It is clear Ψ±(0) ≥ 0, and
L1Ψ±(x) ≡ a(x)C
{
|y(0)|, max
x∈(0,τ )
|L1y(x)|
}
± L1y(x) ≥ 0,
therefore by maximum principle we get Ψ±(x) ≥ 0, ∀ x ∈ (0, τ ), thus
|y(x)| ≤ C max
{
|y(0)|, max
x∈(0,τ )
|L1y(x)|
}
.
Hence the result. 
Next we present maximum principle and stability of the discrete problem (3.5).
Lemma 4.3 (DiscreteMaximumPrinciple). The finite-difference operators LN1 inmethod (3.5) has the following discretemaximum
principle : If wi is any mesh function such that w0 ≥ 0 and LN1wi ≥ 0 for all xi ∈ ΩN thenwi ≥ 0 for all xi ∈ ΩN .
Proof. Suppose there exists a positive integer k such that,wk+1 < 0 andwk+1 = min0≤j≤N wj. Then we have from (3.5)
LN1wk ≡ εσ (ρ)D+wk + akwk+1
= εσ (ρ)wk+1 − wk
h
+ akwk+1
< 0,
which is a contradiction. 
Lemma 4.4. The finite-difference operator LN1 in method (3.5) is stable in the following sense: If wi is any mesh function, then
|wi| ≤ C max
{
|w0|, max
xi∈ΩN
|L1wi|
}
,
where C is a positive generic constant.
Proof. Define two functions
Ψ±i = C max
{
|w0|, max
xi∈ΩN
|L1wi|
}
± wi.
It is clear Ψ±0 ≥ 0, and
L1Ψ±i ≡ aiC
{
|w0|, max
xi∈ΩN
|L1wi|
}
± L1wi ≥ 0,
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for a proper choice of C . Therefore by maximum principle we get Ψ±i ≥ 0, ∀ xi ∈ ΩN , thus
|wi| ≤ C max
{
|w0|, max
xi∈ΩN
|L1wi|
}
.
Hence the result. 
The theorem given below shows that the given method is uniformly convergent of order O(h).
Theorem 4.1. Let y(x) be the solution of the problem (2.10) and yN(x) be the solution of the discretized problem given by (3.5)
then
‖y− yN‖ ≤ Ch.
for some positive constant C.
Proof. The solution yN of the discrete problem (3.5) can be decomposed in the similar manner as in (3.1) to the
decomposition of the solution y. Thus we have
yN = uN + vN , (4.1)
where uN and vN are defined as
LN1 u
N = g − LN1 vN , uN0 = u0, (4.2)
and
vN(xi) =
[
α − g0
a0
]
exp
(
−a0ih
ε
)
, vN0 = v0. (4.3)
The error can be written as
y(x)− yN(x) = (u(x)− uN(x))+ (v(x)− vN(x)),
this gives
‖y− yN‖ ≤ ‖(u− uN)‖ + ‖(v − vN)‖. (4.4)
Now we have
LN1 (u− uN)(xi) = (LN1 − L1)u(xi)
= ε(σD+u(xi)− u′(xi))+ ai(u(xi+1)− u(xi))
= ε(σ − 1)D+u(xi)+ ε(D+u(xi)− u′(xi))+ a(xi)(u(xi+1)− u(xi)).
Taking the absolute value we get
|LN1 (u− uN)(xi)| ≤ ε|(σ − 1)||D+u(xi)| + ε|(D+u(xi)− u′(xi))| + a(xi)|(u(xi+1)− u(xi))|
=
∣∣∣∣σ − 1ρ
∣∣∣∣ |u(xi+1)− u(xi)| + ε|(D+u(xi)− u′(xi))| + a(xi)|(u(xi+1)− u(xi))|
≤ Ch. (4.5)
Similarly we can show that
|LN1 (v − vN)(xi)| ≤ Ch. (4.6)
From (4.5) and (4.6) we have
|LN1 (y− yN)(xi)| ≤ Ch.
Using Lemma 4.4 we have
‖y− yN‖ ≤ Ch,
as required. 
5. Test examples and numerical results
To demonstrate the applicability of the method, we will discuss several examples. Either the exact solution or the
uniformly valid approximate solutions of these problems are used for comparison. The numerical solution is compared
with the exact solution and the maximum absolute errors for the inner region and outer region (Omax) has been presented
in tables for different values of parameters ε and N (see Tables 1–15).
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Table 1
Maximum absolute error for Example 1, for ε = 10−3 .
h k
1 5 10 15 20 25
1/5 2.5686E-04 9.2398E-04 1.2253E-03 1.5443E-03 1.8933E-03 2.2612E-03
1/10 2.4464E-04 8.0984E-04 9.5417E-04 1.0875E-03 1.2342E-03 1.3930E-03
1/20 2.3868E-04 7.5828E-04 8.3868E-04 8.9755E-04 9.6034E-04 1.0273E-03
Omax 2.3218E-01 4.2350E-03 2.7844E-05 5.7444E-07 5.7449E-07 5.7452E-07
Table 2
Maximum absolute error for Example 1, for ε = 10−5 .
h k
1 5 10 15 20 25
1/5 2.5658E-06 9.2218E-06 1.2185E-05 1.5295E-05 1.8671E-05 2.2202E-05
1/10 2.4437E-06 8.0845E-06 9.4957E-06 1.0783E-05 1.2190E-05 1.3701E-05
1/20 2.3841E-06 7.5709E-06 8.3507E-06 8.9086E-06 9.4996E-06 1.0784E-05
Omax 2.3254E-01 4.2590E-03 2.8695E-05 1.9328E-07 1.2454E-09 5.9542E-11
Table 3
Maximum absolute error for Example 1, for ε = 10−7 .
h k
1 5 10 15 20 25
1/5 2.5761E-08 9.2379E-08 1.2201E-07 1.5310E-07 1.8685E-07 2.2214E-07
1/10 2.4540E-08 8.1007E-08 9.5117E-08 1.0798E-07 1.2204E-07 1.3715E-07
1/20 2.3944E-08 7.5871E-08 8.3668E-08 8.9244E-08 9.5150E-08 1.0798E-07
Omax 2.3254E-01 4.2592E-03 2.8698E-05 1.9353E-07 1.4671E-09 1.7301E-10
Table 4
Maximum absolute error for Example 2, for ε = 10−3 .
h k
1 5 10 15 20 25
1/5 1.9605E-03 3.5603E-03 4.3330E-03 5.2114E-03 6.1807E-03 7.2101E-03
1/10 1.9273E-03 3.2488E-03 3.5900E-03 3.9542E-03 4.3595E-03 4.8017E-03
1/20 1.9111E-03 3.1082E-03 3.2734E-03 3.4311E-03 3.6018E-03 3.7856E-03
Omax 3.6714E-01 6.7245E-03 4.5309E-05 3.0529E-07 2.0570E-09 1.3860E-11
Table 5
Maximum absolute error for Example 2, for ε = 10−5 .
h k
1 5 10 15 20 25
1/5 1.9617E-05 3.5579E-05 4.3130E-05 5.1577E-05 6.0757E-05 7.0357E-05
1/10 1.9285E-05 3.2487E-05 3.5819E-05 3.9311E-05 4.3135E-05 4.7243E-05
1/20 1.9123E-05 3.1091E-05 3.2706E-05 3.4215E-05 3.5822E-05 3.7523E-05
Omax 3.6787E-01 6.7378E-03 4.5399E-05 3.0590E-07 2.0611E-09 1.3887E-11
Table 6
Maximum absolute error for Example 2, for ε = 10−7 .
h k
1 5 10 15 20 25
1/5 1.9617E-07 3.5578E-07 4.3128E-07 5.1572E-07 6.0746E-07 7.0339E-07
1/10 1.9285E-07 3.2487E-07 3.5818E-07 3.9308E-07 4.3130E-07 4.7236E-07
1/20 1.9123E-07 3.1091E-07 3.2706E-07 3.4214E-07 3.5820E-07 3.7519E-07
Omax 3.6788E-01 6.7379E-03 4.5400E-05 3.0590E-07 2.0612E-09 1.3888E-11
Example 1. First consider the following homogeneous SPP from Bender and Orszag [6].
εy′′ + y′ − y = 0, 0 ≤ x ≤ 1,
with
y(0) = 1, y(1) = 1.
M.K. Kadalbajoo, D. Kumar / Computers and Mathematics with Applications 57 (2009) 1147–1156 1153
Table 7
Maximum absolute error for Example 3, for ε = 10−3 .
h k
1 5 10 15 20 25
1/5 1.6922E-04 4.0295E-04 5.9324E-04 8.1613E-04 1.0000E-03 1.3000E-03
1/10 1.6372E-04 3.2094E-04 4.0295E-04 4.9494E-04 5.9446E-04 7.0541E-04
1/20 1.6094E-04 2.8399E-04 3.2208E-04 3.6283E-04 4.0682E-04 4.5389E-04
Omax 1.8399E-01 3.3901E-03 2.3275E-05 1.6180E-07 1.1390E-09 8.1183E-12
Table 8
Maximum absolute error for Example 3, for ε = 10−5 .
h k
1 5 10 15 20 25
1/5 1.6910E-06 4.0074E-06 5.8957E-06 8.1171E-06 1.0337E-05 1.2663E-05
1/10 1.6361E-06 3.1910E-06 4.0074E-06 4.9276E-06 5.8957E-06 7.0237E-06
1/20 1.6083E-06 2.8233E-06 3.1918E-06 3.5852E-06 4.0074E-06 4.4546E-06
Omax 1.8390E-01 3.4000E-03 2.2706E-05 1.5304E-07 1.0316E-09 6.9549E-12
Table 9
Maximum absolute error for Example 3, for ε = 10−7 .
h k
1 5 10 15 20 25
1/5 1.6910E-08 4.0072E-08 5.8955E-08 8.1167E-08 1.0336E-07 1.2662E-07
1/10 1.6360E-08 3.1908E-08 4.0072E-08 4.9274E-08 5.8955E-08 7.0234E-08
1/20 1.6083E-08 2.8232E-08 3.1916E-08 3.5850E-08 4.0072E-08 4.4544E-08
Omax 1.8390E-01 3.4000E-03 2.2700E-05 1.5295E-07 1.0306E-09 6.9441E-12
Table 10
Maximum absolute error for Example 4, for ε = 10−3 .
h k
1 5 10 15
1/5 5.2421E-04 1.1523E-03 2.0306E-03 2.9955E-03
1/10 4.7669E-04 7.8800E-04 1.1523E-03 1.5726E-03
1/20 4.5401E-04 6.3297E-04 7.8800E-04 9.6184E-04
Omax 9.3807E-02 3.1469E-05 1.4287E-09 6.4837E-14
Table 11
Maximum absolute error for Example 4, for ε = 10−5 .
h k
1 5 10 15
1/5 5.2454E-06 1.1564E-05 2.0372E-05 3.0073E-05
1/10 4.7700E-06 7.9092E-06 1.1564E-05 1.5785E-05
1/20 4.5431E-06 6.3532E-06 7.9094E-06 9.6535E-06
Omax 9.3807E-02 3.1469E-05 1.4287E-09 6.4837E-14
Table 12
Maximum absolute error for Example 4, for ε = 10−7 .
h k
1 5 10 15
1/5 5.2455E-08 1.1565E-07 2.0373E-07 3.0075E-07
1/10 4.7701E-08 7.9095E-08 1.1565E-07 1.5786E-07
1/20 4.5431E-08 6.3534E-08 7.9099E-08 9.6541E-08
Omax 9.3807E-02 3.1469E-05 1.4287E-09 6.4837E-14
Boundary layer exists at left end. The exact solution is given by
y(x) = (e
m2 − 1)em1x + (1− em1)em2x
em2 − em1 ,
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Table 13
Maximum absolute error for Example 5, for ε = 10−3 .
h k
1 5 10 15 20 25
1/5 1.7234E-04 1.4921E-03 2.2763E-03 3.1088E-03 4.0201E-03 4.9585E-03
1/10 1.9283E-04 1.1852E-03 1.5548E-03 1.8986E-03 2.2763E-03 2.6813E-03
1/20 2.0291E-04 1.0467E-03 1.2484E-03 1.3967E-03 1.5548E-03 1.7225E-03
Omax 3.6714E-01 6.6711E-03 4.4505E-05 2.9693E-07 1.9811E-09 1.3219E-11
Table 14
Maximum absolute error for Example 5, for ε = 10−5 .
h k
1 5 10 15 20 25
1/5 1.7251E-06 1.5038E-05 2.3116E-05 3.1564E-05 4.0736E-05 5.0327E-05
1/10 1.9306E-06 1.1947E-05 1.5807E-05 1.9303E-05 2.3124E-05 2.7229E-05
1/20 2.0314E-06 1.0551E-05 1.2696E-05 1.4210E-05 1.5815E-05 1.7515E-05
Omax 3.6787E-01 6.7373E-03 4.5391E-05 3.0581E-07 2.0603E-09 1.3881E-11
Table 15
Maximum absolute error for Example 5, for ε = 10−7 .
h k
1 5 10 15 20 25
1/5 1.7251E-08 1.5039E-07 2.3120E-07 3.1572E-07 4.0746E-07 5.0339E-07
1/10 1.9306E-08 1.1948E-07 1.5810E-07 1.9308E-07 2.3130E-07 2.7236E-07
1/20 2.0314E-08 1.0552E-07 1.2698E-07 1.4214E-07 1.5820E-07 1.7519E-07
Omax 3.6788E-01 6.7379E-03 4.5400E-05 3.0590E-07 2.0611E-09 1.3888E-11
where
m1 = −1+
√
1+ 4ε
2ε
, m2 = −1−
√
1+ 4ε
2ε
,
Outer solution of the problem is given by
yout(x) = e(x−1)[1+ ε(1− x)].
Example 2. Now we consider the non homogeneous SPP from Reinhardt [19]
εy′′ + y′ = 1+ 2x, 0 ≤ x ≤ 1,
with
y(0) = 0, y(1) = 1.
The exact solution is given by
y(x) = x(x+ 1− 2ε)+ (2ε − 1) 1− exp(−x/ε)
1− exp(−1/ε) ,
Outer solution of the problem is given by
yout(x) = x2 + x− 1+ 2ε(1− x).
Example 3. We now consider the SPP with variable coefficients from Cole [5] with α = − 12 :
εy′′ +
(
1− 1
2
x
)
y′ − 1
2
y = 0, 0 ≤ x ≤ 1,
with
y(0) = 0, y(1) = 1.
We consider the uniform valid approximation obtained by the method given by Nayfeh [4] as an exact solution
y(x) = 1
2− x −
1
2
exp
(
−x− x
2/4
ε
)
.
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Outer solution of the problem is given by
yout(x) = 12− x .
Example 4. We consider the following nonlinear SPBVP from Bender and Orszag [6]
εy′′ + 2y′ + ey = 0, 0 ≤ x ≤ 1,
with
y(0) = 0, y(1) = 0.
The boundary layer exits at left end x = 0. The corresponding reduced problem is given by
εy′ + 2y = 2 log
(
2
x+ 1
)
, y(0) = 0,
For comparison we take the uniform valid expansion
y(x) = log
(
2
x+ 1
)
− exp
(
−2x
ε
)
log(2),
as an exact solution and the outer solution of the problem is given by
yout(x) = log
(
2
x+ 1
)
.
Example 5. Finally we consider the following nonlinear problem
εy′′(x)+ y′(x)+ (y(x))2 = 0, 0 ≤ x ≤ 1,
with
y(0) = 0, y(1) = 1/2.
The outer solution is given by
yout(x) = 11+ x ,
For comparison we take the uniform valid expansion
y(x) = 1
1+ x −
e−x/ε
(1+ x)2 ,
as an exact solution. The reduced problem is given by
εy′(x)+ y(x) = 1
1+ x , y(0) = 0.
6. Conclusion
We have implemented the present method on quasilinear problems having a boundary layer at one end (left or right)
point, for different values of ε and compared their computational solutions with the corresponding exact solutions. It can be
observed that ourmethod does not require a finemesh and also there is no restriction on the step size h. In fact the numerical
solution approximates the exact solution formesh size h = 1/5 verywell. Themaximum absolute errors for different values
of ε andmesh size h have been presented in tables for different values of the terminal point τ . Themaximum absolute errors
for the inner and outer region (Omax) are given separately. The computational rate of convergence is also obtained by using
the double mesh principle [15] defined below.
Let
Zh = max
j
|yhj − yh/2j |, j = 0, 1, 2, . . . ,N − 1.
where yhj is the computed solution on the mesh {tj}N0 at the nodal point tj where tj = tj−1 + h, j = 1(1)N , and yh/2j is the
computed solution at the same nodal point tj on the mesh {t¯j}2N0 where t¯j = t¯j−1+ h/2, j = 1(1)2N . In the same way we can
define Zh/2 by replacing h by h/2 and N by 2N i.e
Zh/2 = max
j
|yh/2j − yh/4j |, j = 0, 1, 2, . . . , 2N − 1.
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Table 16
Numerical order of convergence for Examples 1–5.
h h/2 Zh Order of convergence
Example 1 1/5 1/10 1.137E-081/10 1/20 5.140E-09 1.1454
Example 2 1/5 1/10 3.090E-081/10 1/20 1.400E-08 1.1422
Example 3 1/5 1/10 8.200E-091/10 1/20 3.700E-09 1.1481
Example 4 1/5 1/10 3.653E-081/10 1/20 9.840E-09 1.8924
Example 5 1/5 1/10 3.091E-081/10 1/20 1.379E-08 1.6783
now the computed order of convergence is defined as
Order = log Zh − log Zh/2
log(2)
.
We have taken h = 1/5 for finding the computed order of convergence and results are shown in the Table 16.
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