Abstract. We show that for any type III1 free Araki-Woods factor M = Γ(HR, Ut) ′′ associated with an orthogonal representation (Ut) of R on a separable real Hilbert space HR, the continuous core M = M ⋊σ R is a semisolid II∞ factor, i.e. for any non-zero finite projection q ∈ M , the II1 factor qM q is semisolid. If the representation (Ut) is moreover assumed to be mixing, then we prove that the core M is solid. As an application, we construct an example of a non-amenable solid II1 factor N with full fundamental group, i.e. F(N ) = R * + , which is not isomorphic to any interpolated free group factor L(Ft), for 1 < t ≤ +∞.
Introduction and statement of the main results
The free Araki-Woods factors were introduced by Shlyakhtenko in [32] . In the context of free probability theory, these factors can be regarded as the analogs of the hyperfinite factors coming from the CAR 1 functor. To each real separable Hilbert space H R together with an orthogonal representation (U t ) of R on H R , one can associate a von Neumann algebra denoted by Γ(H R , U t ) ′′ , called the free Araki-Woods von Neumann algebra. The von Neumann algebra Γ(H R , U t ) ′′ comes equipped with a unique free quasi-free state denoted by ϕ U , which is always normal and faithful on Γ(H R , U t ) ′′ (see Section 2 for a more detailed construction).
If dim H R = 1, then Γ(R, Id) ′′ ∼ = L ∞ [0, 1]. If dim H R ≥ 2, then M = Γ(H R , U t ) ′′ is a full factor. In particular, M can never be of type III 0 . The type classification of these factors is the following:
(1) M is a type II 1 factor iff the representation (U t ) is trivial: in that case the functor Γ is Voiculescu's free Gaussian functor [38] . Then Γ(H R , Id) ′′ ∼ = L(F dim H R ). (2) M is a type III λ factor, for 0 < λ < 1, iff the representation (U t ) is 2π | log λ| -periodic. (3) M is a type III 1 factor iff (U t ) is non-periodic and non-trivial.
Using free probability techniques, Shlyakhtenko obtained several remarkable classification results for Γ(H R , U t ) ′′ . For instance, if the orthogonal representations (U t ) are almost periodic, then the free Araki-Woods factors M = Γ(H R , U t ) ′′ are completely classified up to statepreserving * -isomorphism [32] : they only depend on Connes' invariant Sd(M) which is equal in that case to the (countable) subgroup S U ⊂ R * + generated by the eigenvalues of (U t ). Moreover, the discrete core M ⋊ σ S U (where S U is the compact group dual of S U ) is * -isomorphic to L(F ∞ ) ⊗ B(ℓ 2 ). Shlyakhtenko showed in [31] that if (U t ) is the left regular representation, then the continuous core M = M ⋊ σ R is isomorphic to L(F ∞ ) ⊗ B(ℓ 2 ) and the dual "trace-scaling" action (θ s ) is precisely the one constructed by Rȃdulescu [26] . For more on free Araki-Woods factors, we refer to [11, 13, 27, 28, 29, 30, 31, 32] and also to Vaes' Bourbaki seminar [37] .
The free Araki-Woods factors as well as their continuous cores carry a malleable deformation in the sense of Popa. Then we will use the deformation/rigidity strategy together with the intertwining techniques in order to study the associated continuous cores. The high flexibility of this approach will allow us to work in a semifinite setting, so that we can obtain new structural/indecomposability results for the continuous cores of the free Araki-Woods factors. We first need to recall a few concepts. Following Ozawa [15, 16] , a finite von Neumann algebra N is said to be:
• solid if for any diffuse von Neumann subalgebra A ⊂ N , the relative commutant A ′ ∩ N is amenable; • semisolid if for any type II 1 von Neumann subalgebra A ⊂ N , the relative commutant A ′ ∩ N is amenable. It is easy to check that solidity and semisolidity for II 1 factors are stable under taking amplification by any t > 0. Moreover, if N is a non-amenable II 1 factor, then solid =⇒ semisolid =⇒ prime. Recall in this respect that N is said to be prime if it cannot be written as the tensor product of two diffuse factors.
Ozawa discovered a class S of countable groups for which whenever Γ ∈ S, the group von Neumann algebra L(Γ) is solid [15] . He showed that the following countable groups belong to the class S: the word-hyperbolic groups [15] , the wreath products Λ ≀ Γ for Λ amenable and Γ ∈ S [16] , and Z 2 ⋊ SL(2, Z) [17] . He moreover proved that if Γ ∈ S, then for any free, ergodic, p.m.p. action Γ (X, µ), the corresponding II 1 factor L ∞ (X, µ) ⋊ Γ is semisolid [16] . Recall that a non-amenable solid II 1 factor does not have property Γ of Murray & von Neumann [15] . Definition 1.1. Let M be a II ∞ factor and let Tr be a fixed faithful normal semifinite trace on M . We shall say that M is solid (resp. semisolid) if for any non-zero projection q ∈ M such that Tr(q) < ∞, the II 1 factor qM q is solid (resp. semisolid).
Recall that an orthogonal/unitary representation (U t ) acting on H is said to be mixing if for any ξ, η ∈ H, U t ξ, η → 0, as |t| → ∞. The main result of this paper is the following: Theorem 1.2. Let M = Γ(H R , U t ) ′′ be a type III 1 free Araki-Woods factor. Then the continuous core M = M ⋊ σ R is a semisolid II ∞ factor. Since M is non-amenable, M is always a prime factor. If the representation (U t ) is moreover assumed to be mixing, then M is a solid II ∞ factor.
The proof of Theorem 1.2 follows Popa's deformation/rigidity strategy. This theory has been successfully used over the last eight years to give a plethora of new classification/rigidity results for crossed products/free products von Neumann algebras. We refer to [5, 12, 14, 19, 20, 21, 22, 23, 24, 36] for some applications of the deformation/rigidity technique. We point out that in the present paper, the rigidity part does not rely on the notion of (relative) property (T) but rather on a certain spectral gap property discovered by Popa in [19, 20] . Using this powerful technique, Popa was able to show for instance that the Bernoulli action of groups of the form Γ 1 × Γ 2 , with Γ 1 non-amenable and Γ 2 infinite is U fin -cocycle superrigid [19] . The spectral gap rigidity principle gave also a new approach to proving primeness and (semi)solidity for type II 1 /III factors [4, 5, 19, 20] . We briefly remind below the concepts that we will play against each other in order to prove Theorem 1.2:
(1) The first ingredient we will use is the "malleable deformation" by automorphisms (α t , β) defined on the free Araki-Woods factor M * M = Γ(H R ⊕ H R , U t ⊕ U t ) ′′ . This deformation naturally arises as the "second quantization" of the rotations/reflection defined on H R ⊕ H R that commute with U t ⊕ U t . It was shown in [19] that such a deformation automatically features a certain "transversality property" (see Lemma 2.1 in [19] ) which will be of essential use in our proof.
(2) The second ingredient we will use is the following property proved by Popa in [20] , for free products of finite von Neumann algebras. Roughly, with B a finite amenable von Neumann algebra, any von Neumann subalgebra Q ⊂ M with no amenable direct summand has "spectral gap" with respect to the orthogonal complement of M in M * B M (where M is regarded as the first copy in M * B M ). In other words, there exists a "critical" finite subset F ⊂ U(Q) such that if x ∈ M * B M almost commutes with all the unitaries u ∈ F , then x is almost contained in M . (3) A combination of (1) and (2) yields that for any Q ⊂ M with no amenable direct summand, the malleable deformation (α t ) necessarily converges uniformly in · 2 on (Q ′ ∩ M ) 1 . Then, using the intertwining techniques, one can locate the position of Q ′ ∩ M inside M . The second result of this paper provides a new example of a non-amenable solid II 1 factor. We first need the following: Example 1.3. Using results of [2] , we construct an example of an orthogonal representation (U t ) of R on a (separable) real Hilbert space K R such that:
(1) (U t ) is mixing.
(2) The spectral measure of n≥1 U ⊗n t is singular w.r.t. the Lebesgue measure on R.
Shlyakhtenko showed in [31] that if the spectral measure of the representation n≥1 U ⊗n t is singular w.r.t. the Lebesgue measure, then the continuous core of the free Araki-Woods factor Γ(H R , U t ) ′′ cannot be isomorphic to any L(F t ) ⊗ B(ℓ 2 ), for 1 < t ≤ ∞, where L(F t ) denote the interpolated free group factors [8, 25] . Therefore, we obtain:
Denote by M = Γ(K R , U t ) ′′ the corresponding free Araki-Woods factor and by M = M ⋊ σ R its continuous core. Let q ∈ L(R) be a non-zero projection such that Tr(q) < ∞. Then the non-amenable II 1 factor qM q is solid, has full fundamental group, i.e. F(qM q) = R * + , and is not isomorphic to any interpolated free group factor L(F t ), for 1 < t ≤ ∞.
The paper is organized as follows. In Section 2, we recall the necessary background on free Araki-Woods factors as well as intertwining techniques for (semi)finite von Neumann algebras. Section 3 is mainly devoted to the proof of Theorem 1.2, following the deformation/spectral gap rigidity strategy presented above. In the last Section, we construct Example 1.3 and deduce Theorem 1.4.
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Preliminary background
2.1. Shlyakhtenko's free Araki-Woods factors. Let H R be a real separable Hilbert space and let (U t ) be an orthogonal representation of R on H R such that the map t → U t is strongly continuous. Let H C = H R ⊗ R C be the complexified Hilbert space. We shall still denote by (U t ) the corresponding unitary representation of R on H C . Let A be the infinitesimal generator of (U t ) on H C (Stone's theorem), so that A is the positive, self-adjoint, (possibly) unbounded operator on H C which satisfies U t = A it , for every t ∈ R. Define another inner product on H C by
Note that for any ξ ∈ H R , ξ U = ξ ; also, for any ξ, η ∈ H R , ℜ( ξ, η U ) = ξ, η , where ℜ denotes the real part. Denote by H the completion of H C w.r.t. the new inner product ·, · U , and note that (U t ) is still a unitary representation on H. Introduce now the full Fock space of H:
The unit vector Ω is called the vacuum vector. For any ξ ∈ H, we have the left creation operator
For any ξ ∈ H, we denote by s(ξ) the real part of ℓ(ξ) given by
The crucial result of Voiculescu [38] claims that the distribution of the operator s(ξ) w.r. 
The vector state ϕ U = ·Ω, Ω U is called the free quasi-free state. It is normal and faithful on Γ(H R , U t ) ′′ .
Recall that for any type III 1 factor M, Connes-Takesaki's continuous decomposition [7, 33] 
where the continuous core M ⋊ σ R is a II ∞ factor and θ is the trace-scaling action [33] :
The fact that M ⋊ σ R does not depend on the choice of a f.n. state on M follows from Connes' Radon-Nikodym derivative theorem [7] . Moreover, for any non-zero finite projection q ∈ M = M ⋊ σ R, the II 1 factor qM q has full fundamental group. Following [6] , a factor M (with separable predual) is said to be full if the subgroup of inner automorphisms Inn(M) ⊂ Aut(M) is closed. Recall that Aut(M) is endowed with the u-topology: for any sequence (θ n ) in Aut(M),
Since M has a separable predual, Aut(M) is a polish group. For any II 1 factor N , N is full iff N does not have property Γ of Murray & von Neumann (see [6] ).
Denote by π : Aut(M) → Out(M) the canonical projection. Assume M is a full factor so that Out(M) is a Hausdorff topological group. Fix a f.n. state ϕ on M. Connes' invariant τ (M) is defined as the weakest topology on R that makes the map
Note that this map does not depend on the choice of the f.n. state ϕ on M [7] .
Denote by F(U t ) = n∈N U ⊗n t . The modular group σ ϕ U of the free quasi-free state is given by: σ 
(1) M is a full factor and Connes' invariant τ (M) is the weakest topology on R that makes the map t → U t strongly continuous. Moreover, it follows from [27] that any free Araki-Woods factor M is generalized solid in the sense of [35] : for any diffuse von Neumann subalgebra A ⊂ M such that there exists a faithful normal conditional expectation E : M → A, the relative commutant A ′ ∩ M is amenable.
Notice that the centralizer of the free quasi-free state M ϕ U may be trivial. This is the case for instance when the representation (U t ) has no eigenvectors. Nevertheless, the author recently proved in [11] that for any type III 1 free Araki-Woods factor M, the bicentralizer is trivial, i.e. there always exists a faithful normal state ψ on M such that (M ψ ) ′ ∩ M = C. We refer to [10] for more on Connes' bicentralizer problem.
Remark 2.3 ([32]
). Explicitly the value of ϕ U on a word in s(ξ ι ) is given by
for n even and is zero otherwise. Here NC(2p) stands for all the non-crossing pairings of the set {1, . . . , 2p}, i.e. pairings for which whenever a < b < c < d, and a, c are in the same class, then b, d are not in the same class. The total number of such pairings is given by the p-th Catalan number
Recall that a continuous ϕ-preserving action (σ t ) of R on a von Neumann algebra M endowed with a f.n. state ϕ is said to be ϕ-mixing if for any x, y ∈ M with ϕ(x) = ϕ(y) = 0,
′′ be any free Araki-Woods factor and let ϕ U be the free quasi-free state. Then
. . , ξ n ∈ H R } is a unital ultraweakly dense * -subalgebra of M. Using Kaplansky density theorem, it suffices to check Equation (2) for x, y ∈ M of the following form:
where the letter h stands for U −t ξ or η. Notice that since 2k + 1 and 2l + 1 are odd, for any non-crossing pairing ({β i , γ i }) ∈ NC(2(k + l + 1)), there must exist some j ∈ {1, . . . , k + l + 1} such that h β j , h γ j = U −t ξ β j , η γ j . Since we assumed that (U t ) is mixing, it follows that ϕ U (σ ϕ U t (x)y) → 0, as |t| → ∞, and therefore (σ
is the usual topology on R.
is the weakest topology on R that makes the map t → U t strongly continuous. Let (t k ) be a sequence in R such that
and (U t ) is assumed to be mixing, it follows that (t k ) is necessarily bounded. Let t ∈ R be any cluster point for the sequence (t k ). Then U t = Id. Since (U t ) is mixing, it follows that t = 0. Therefore (t k ) converges to 0 w.r.t. the usual topology on R.
2.2.
Intertwining techniques for (semi)finite von Neumann algebras. Let (B, τ ) be a finite von Neumann algebra with a distinguished f.n. trace. Since τ is fixed, we simply denote
. Let H be a right Hilbert B-module, i.e. H is a complex (separable) Hilbert space together with a normal * -representation π : B op → B(H). For any b ∈ B, and ξ ∈ H, we shall simply write π(b op )ξ = ξb. By the general theory, we know that there exists
On B(ℓ 2 ) ⊗ B, we define the following f.n. semifinite trace Tr (which depends on τ ): for
We set dim(H B ) = Tr(vv * ). Note that the dimension of H depends on τ but does not depend on the isometry v. Indeed take another isometry w :
Assume that dim(H B ) < ∞. Then for any ε > 0, there exists a central projection z ∈ Z(B), with τ (z) ≥ 1 − ε, such that the right B-module Hz is finitely generated, i.e. of the form pL 2 (B) ⊕n for some projection p ∈ M n (C) ⊗ B. The non-normalized trace on M n (C) will be denoted by Tr n .
In [21, 22] 
If one of the previous equivalent conditions is satisfied, we shall say that A embeds into B inside M and denote A M B.
Definition 2.7 (Popa & Vaes, [24] ). Let A ⊂ B ⊂ (N, τ ) be an inclusion of finite von Neumann algebras. We say that B ⊂ N is weakly mixing through A if there exists a sequence of unitaries (u k ) in A such that
The following result will be a crucial tool in Section 3: it will allow us to control the relative commutant A ′ ∩ N of certain subalgebras A of a given von Neumann algebra N . 
For our purpose, we will need to use Popa's intertwining techniques for semifinite von Neumann algebras. We refer to Section 2 of [5] where such techniques were developed. Namely, let (M, Tr) be a von Neumann algebra endowed with a faithful normal semifinite trace Tr. We shall simply denote by L 2 (M ) the M -M bimodule L 2 (M, Tr), and by · 2,Tr the L 2 -norm associated with the trace Tr. We will use quite often the following inequality:
where · ∞ denotes the operator norm. We shall say that a projection p ∈ M is Tr-finite if Tr(p) < ∞. Note that a non-zero Tr-finite projection p is necessarily finite and Tr(p·p)/ Tr(p) is a f.n. (finite) trace on pM p. Remind that for any projections p, q ∈ M , we have p ∨ q − p ∼ q − p ∧ q. Then it follows that for any Tr-finite projections p, q ∈ M , p ∨ q is still Tr-finite and Tr(p ∨ q) = Tr(p) + Tr(q) − Tr(p ∧ q).
Note that if a sequence (x k ) in M converges to 0 * -strongly, as k → ∞, then for any non-zero Tr-finite projection q ∈ M , x k q 2,Tr → 0, as k → ∞. Indeed,
Moreover, there always exists an increasing sequence of Tr-finite projections (p k ) in M such that p k → 1 strongly, as k → ∞. 
Definition 2.10. Under the assumptions of Theorem 2.9, if one of the equivalent conditions is satisfied, we shall still say that A embeds into B inside M and still denote A M B.
3. Structural results for the continuous cores of Γ(H R , U t ) ′′ 3.1. Deformation/spectral gap rigidity strategy. We first introduce a few notations we will be using throughout this section. Let H R be a separable real Hilbert space (dim(H R ) ≥ 2) and let (U t ) be an orthogonal representation of R on H R that we assume to be neither trivial nor periodic. We set:
′′ is the free Araki-Woods factor associated with (H R , U t ), ϕ is the free quasi-free state and σ is the modular group of the state ϕ. M is necessarily a type III 1 factor since (U t ) is neither periodic nor trivial.
• M = M ⋊ σ R is the continuous core of M and Tr is the semifinite trace associated with the state ϕ. M is a II ∞ factor since M is a type III 1 factor.
is the corresponding free quasi-free state and σ is the modular group of ϕ.
σ R is the continuous core of M and Tr is the f.n. semifinite trace associated with ϕ.
It follows from [32] that
In the latter free product, we shall write M 1 for the first copy of M and M 2 for the second copy of M. We regard M ⊂ M via the identification of M with M 1 .
Denote by (λ t ) the unitaries in L(R) that implement the modular action σ on M (resp. σ on M). Define the following faithful normal conditional expectations:
• E : M → L(R) such that E(xλ t ) = ϕ(x)λ t , for every x ∈ M and t ∈ R;
• E : M → L(R) such that E(xλ t ) = ϕ(x)λ t , for every x ∈ M and t ∈ R.
Likewise, in the latter amalgamated free product, we shall write M 1 for the first copy of M and M 2 for the second copy of M . We regard M ⊂ M via the identification of M with M 1 . Notice that the conditional expectation E (resp. E) preserves the canonical semifinite trace Tr (resp. Tr) associated with the state ϕ (resp. ϕ) (see [34] ).
Consider the following orthogonal representation of R on H R ⊕ H R :
, ∀s ∈ R.
Let (α s ) be the natural action on M, ϕ associated with (V s ): α s = Ad(F(V s )), for every s ∈ R. In particular, we have
and the action (α s ) is ϕ-preserving. We can easily see that the representation (V s ) commutes with the representation (U t ⊕ U t ). Consequently, (α s ) commutes with modular action σ.
Moreover, α 1 (x * 1) = 1 * x, for every a ∈ M. At last, consider the automorphism β defined on M, ϕ by:
It is straightforward to check that β commutes with the modular action σ, β 2 = Id, β |M = Id |M and βα s = α −s β, ∀s ∈ R. Since (α s ) and β commute with the modular action σ, one may extend (α s ) and β to M by α s|L(R) = Id L(R) , for every s ∈ R and β |L(R) = Id L(R) . Moreover (α s , β) preserves the semifinite trace Tr. Let's summarize what we have done so far:
Denote by E M : M → M the canonical trace-preserving conditional expectation. Since Tr |M = Tr, we will simply denote by Tr the semifinite trace on M . Remind that the smalleable deformation (α s , β) automatically features a certain transversality property.
Proposition 3.2 (Popa, [19]). We have the following:
The next proposition refered in the Introduction as the spectral gap property was first proved by Popa in [20] for free products of finite von Neumann algebras. We will need the following straightforward generalization:
. We keep the same notations as before. Let q ∈ M be a non-zero projection such that Tr(q) < ∞. Let Q ⊂ qM q be a von Neumann subalgebra with no amenable direct summand. Then for any free ultrafilter ω on N, we have
Let q ∈ M be a non-zero projection such that Tr(q) < ∞. Note that Tr(q · q)/ Tr(q) is a finite trace on q M q. If Q ⊂ qM q has no amenable direct summand, then for any ε > 0, there exist δ > 0 and a finite subset F ⊂ U(Q) such that for any x ∈ (q M q) 1 (the unit ball w.r.t. the operator norm),
We will simply denote ux − xu by [u, x]. 
Proof of Theorem 3.4.
Let q ∈ L(R) be a non-zero projection such that Tr(q) < ∞. Let Q ⊂ qM q be a von Neumann subalgebra with no amenable direct summand. Denote by Q 0 = Q ′ ∩ qM q. We keep all the notations introduced previously and regard M ⊂ M = M 1 * L(R) M 2 via the identification of M with M 1 . Remind that α s|L(R) = Id L(R) , for every s ∈ R. In particular α s (q) = q, for every s ∈ R.
Step (1) : Using the spectral gap condition and the transversality property of (α t , β) to find t > 0 and a non-zero intertwiner v between Id and α t .
Let ε = 1 4 q 2,Tr . We know that there exist δ > 0 and a finite subset F ⊂ U(Q), such that for every x ∈ (q M q) 1 ,
Since α t → Id pointwise * -strongly, as t → 0, and since F is a finite subset of Q ⊂ qM q, we may choose t = 1/2 k small enough (k ≥ 1) such that
For every x ∈ (Q 0 ) 1 and every u ∈ F ⊂ Q, since [u, x] = 0, we have
Consequently, we get for every x ∈ (Q 0 ) 1 , α t (x) − E qM q (α t (x)) 2,Tr ≤ ε. Using Proposition 3.2, we obtain for every x ∈ (Q 0 ) 1
where s = 2t. Thus, for every u ∈ U(Q 0 ), we have
Denote by C = co w {u * α s (u) : u ∈ U(Q 0 )} ⊂ qL 2 ( M )q the ultraweak closure of the convex hull of all u * α s (u), where u ∈ U(Q 0 ). Denote by a the unique element in C of minimal · 2,Trnorm. Since a − q 2,Tr ≤ 1/2 q 2,Tr , necessarily a = 0. Fix u ∈ U(Q 0 ). Since u * aα s (u) ∈ C and u * aα s (u) 2,Tr = a 2,Tr , necessarily u * aα s (u) = a. Taking v = pol(a) the polar part of a, we have found a non-zero partial isometry v ∈ q M q such that
Step (2) : Proving Q 0 M L(R) using the malleability of (α t , β). By contradiction, assume Q 0 M L(R). The first task is to lift Equation (5) to s = 1. Note that it is enough to find a non-zero partial isometry w ∈ q M q such that xw = wα 2s (x), ∀x ∈ Q 0 .
Indeed, by induction we can go till s = 1 (because s = 1/2 k−1 ). Remind that β(z) = z, for every z ∈ M . Note that vv * ∈ Q ′ 0 ∩ q M q. Since Q 0 M L(R), we know from Theorem 2.4 in
Hence, w is a non-zero partial isometry in q M q. Moreover, for every x ∈ Q 0 ,
Since by induction, we can go till s = 1, we have found a non-zero partial isometry v ∈ q M q such that
Since Q 0 M L(R), we know that there exists a sequence of unitaries (u k ) in Q 0 such that E L(R) (x * u k y) → 0 * -strongly, as k → ∞, for any x, y ∈ qM . We need to go further and prove the following:
Proof of Claim 3.6. Let a, b ∈ ( M ) 1 be either elements in L(R) or reduced words with letters alternating from
• y = 1 if b is a reduced word beginning with a letter from M 2 ⊖ L(R);
• y = the first letter of b otherwise. Note that either b ′ = 1 or b ′ is a reduced word beginning with a letter from M 2 ⊖ L(R). Likewise write a = a ′ x with • x = a if x ∈ L(R); • x = 1 if a is a reduced word ending with a letter from M 2 ⊖ L(R); • x = the last letter of a otherwise. Either a ′ = 1 or a ′ is a reduced word ending with a letter from M 2 ⊖ L(R). For any
Since E L(R) (xu k y) → 0 strongly, as k → ∞, it follows that E M 2 (au k b) → 0 strongly, as k → ∞, as well. Thus, in the finite von Neumann algebra q Mq, we get qE
Since q ∈ L(R) and since the linear span of L(R) and the reduced words with letters alternating from M 1 ⊖ L(R) and M 2 ⊖ L(R) is a unital * -strongly dense * -subalgebra of M , the rest of the proof follows from Kaplansky density theorem.
We remind that for any
Thus v = 0, which is a contradiction.
Proof of Corollary 3.5. Let q ∈ L(R) be a non-zero projection such that Tr(q) < ∞. Denote by N = qM q the corresponding II 1 factor and by τ = Tr(q · q)/ Tr(q) the canonical trace on N . By contradiction, assume that N is not semisolid. Then there exists Q ⊂ N a nonamenable von Neumann subalgebra such that the relative commutant Q ′ ∩ N is of type II 1 . Write z ∈ Z(Q) for the maximal projection such that Qz is amenable. Then 1 − z = 0, the von Neumann algebra Q(1 − z) has no amenable direct summand and (Q ′ ∩ N )(1 − z) is still of type II 1 . We may choose a projection q 0 ∈ Q(1 − z) such that τ (q 0 ) = 1/n. Since N is a II 1 factor, we may replace Q by q 0 Qq 0 ⊗ M n (C), so that we may assume Q ⊂ N has no amenable direct summand and Q ′ ∩ N is still of type II 1 .
If we apply Theorem 3.4, it follows that
We get a contradiction because Q ′ ∩ N is of type II 1 and L(R) is of type I.
It follows from [28] that for any type III 1 factor M, if the continuous core M = M ⋊ σ R is full, then Connes' invariant τ (M) is the usual topology on R. Let now M = Γ(H R , U t ) ′′ be a free Araki-Woods factor associated with (U t ) an almost periodic representation. Denote by S U ⊂ R * + the (countable) subgroup generated by the point spectrum of (U t ). Then τ (M) is strictly weaker than the usual topology. More precisely, the completion of R w.r.t. the topology τ (M) is the compact group S U dual of S U (see [6] ). Therefore in this case, for any non-zero projection q ∈ L(R) such that Tr(q) < ∞, the II 1 factor qM q is semisolid, by Theorem 3.4, and has property Γ of Murray & von Neumann by the above remark.
3.3. Solidity of the continuous core under the assumption that (U t ) is mixing. We start this subsection with the following observations. The solidity of the continuous core M forces the centralizers on M to be amenable. Indeed, fix ψ any f.n. state on M. Assume that the continuous core M ≃ M ⋊ σ ψ R is solid. Choose a non-zero projection q ∈ L(R) such that Tr(q) < ∞. Since L(R)q is diffuse in q(M ⋊ σ ψ R)q, its relative commutant must be amenable. In particular M ψ ⊗ L(R)q is amenable. Thus, M ψ is amenable.
Note that if the orthogonal representation (U t ) contains a 2π | log λ| -periodic subrepresentation (V λ t ), 0 < λ < 1, of the form V λ t = cos(t log λ) − sin(t log λ) sin(t log λ) cos(t log λ) , then the free Araki-Woods factor M = Γ(H R , U t ) ′′ freely absorbs L(F ∞ ) (see [32] ):
In particular, the centralizer of the free quasi-free state M ϕ U is non-amenable since it contains L(F ∞ ). Therefore, whenever (U t ) contains a periodic subrepresentation of the form (V λ t ) for some 0 < λ < 1, the continuous core of Γ(H R , U t ) ′′ is semisolid by Theorem 3.4 but can never be solid. However, when (U t ) is assumed to be mixing, we get solidity of the continuous core. Indeed in that case, we can control the relative commutant 
Proof of Theorem 3.7. As usual, denote by (λ t ) the unitaries in L(R) that implement the modular action σ on M. Let Φ : L ∞ (R) → L(R) be the Fourier Transform so that Φ(e it· ) = λ t , for every t ∈ R. Let T > 0 and denote by q = Φ(
. Thus, using the isomorphism Φ, we get that
is a unital * -strongly dense * -subalgebra of L(R)q. Let (u n ) be bounded sequence in L(R)q such that u n → 0 weakly, as n → ∞, and u n ∞ ≤ 1, for every n ∈ N. Using Kaplansky density theorem together with a standard diagonal process, choose a sequence y n ∈ A such that y n ∞ ≤ 1, for every n ∈ N, and u n − y n 2,Tr → 0, as n → ∞. We will write y n = z n q with
where F n ⊂ Z is finite, c k,n ∈ C, for any k ∈ F n and any n ∈ N. Using the T -periodicity, we have for any n ∈ N,
Thus, the sequence (z n ) is uniformly bounded. The first step of the proof consists in proving the following:
Equivalently, we need to show that
The first step of the proof is now divided in three different claims that will lead to proving (7). First note that E := span t∈F x t λ t : F ⊂ R finite subset, x t ∈ M with ϕ(x t ) = 0, ∀t ∈ F is * -strongly dense in ker E L(R) by Kaplansky density theorem. We first prove the following:
Proof of Claim 3.9. Assume qE L(R) (xu n y)q 2,Tr → 0, as n → ∞, ∀x, y ∈ M with ϕ(x) = ϕ(y) = 0. First take a ∈ E that we write a = s∈F x s λ s , with F ⊂ R finite subset, such that x s ∈ M, ϕ(x s ) = 0, for every s ∈ F . Then take b ∈ ker E L(R) and let (b j ) j∈J be a sequence in E such that b − b j → 0 * -strongly, as j → ∞. Since u n ∞ ≤ 1, we get for any n ∈ N and any j ∈ J,
Since ϕ(σ −s (x s )) = ϕ(y t ) = 0, for any (s, t) ∈ F × F ′ , using the assumption of the claim, there exists n 0 ∈ N large enough such that for any n ≥ n 0 , qE L(R) (au n b j 0 )q 2,Tr ≤ ε/2.
Thus, for any n ≥ n 0 , qE L(R) (au n b)q 2,Tr ≤ ε. This proves that for any a ∈ E and any b ∈ ker E L(R) , qE L(R) (au n b)q 2,Tr → 0, as n → ∞. If we do the same thing by approximating a ∈ ker E L(R) with elements in E, we finally get the claim.
We now replace the sequence (u n ) by (z n ), use the mixing property of the modular action σ and prove the following:
Moreover for any n ∈ N,
Since the modular group σ is ϕ-mixing (because (U t ) is assumed to be mixing), there exists a finite subset K ⊂ Z such that for any k ∈ Z\K, ϕ aσ 2π
Since u n − z n q → 0 strongly and u n → 0 weakly, as n → ∞, it follows that z n q → 0 weakly, as n → ∞. In particular there exists n 0 large enough such that for any n ≥ n 0 , for any
This proves that qE L(R) (az n b)q 2,Tr → 0, as n → ∞.
The last claim consists in going back to the sequence (u n ) and proving the following:
Proof of Claim 3.11. Applying once more Kaplansky density theorem, we can find a sequence
with F i ⊂ R finite subset, d t ∈ C, for any t ∈ F i and for any i ∈ I;
• q i ∞ ≤ 1, for any i ∈ I;
• q − q i → 0 * -strongly, as i → ∞.
Fix now a, b ∈ (M) 1 such that ϕ(a) = ϕ(b) = 0. Using the fact that
we get for any n ∈ N and any i ∈ I,
Since q − q i → 0 * -strongly, as i → ∞, it follows that (q − q i )bq 2,Tr → 0, as i → ∞. Fix ε > 0. Then, take i 0 ∈ I such that (q − q i 0 )bq 2,Tr ≤ ε/3. Since u n − z n q 2,Tr → 0, as n → ∞ and using Claim 3.10, we may choose n 0 large enough such that for any n ≥ n 0 ,
Consequently, for any n ≥ n 0 , we get qE L(R) (au n b)q 2,Tr ≤ ε. Therefore, we have proven qE L(R) (au n b)q 2,Tr → 0, as n → ∞.
Thanks to Claims 3.9 and 3.11, it is then clear that (7) is satisfied. This finishes the first step of the proof.
The last step of the proof consists in using Theorem 2.8. Let k ≥ 1 and q ∈ M k (C)⊗L(R) be a non-zero projection such that T :
Using the spatiality of Ad(u) on M k (C)⊗M , we may assume without loss of generality that
T be a diffuse von Neumann subalgebra. Choose a sequence of unitaries (u n ) in A such that u n → 0 weakly, as n → ∞. Thus, we can write
n ∈ L(R)q 0 and u i,j n ∞ ≤ 1, for any n ∈ N and any i, j ∈ {1, . . . , k}. Moreover, u i,j n → 0 weakly, as n → ∞, in L(R)q 0 , for any i, j ∈ {1, . . . , k}. Thus, using the first step of the proof, it becomes clear that the inclusion L(R) T ⊂ M T is weakly mixing through A in the sense of Definition 2.7. Thus, using Theorem 2.8, it follows that for any
Proof of Corollary 3.8. Let q ∈ L(R) be a non-zero projection such that Tr(q) < ∞. Denote by N = qM q the corresponding II 1 factor. By contradiction assume that N is not solid. Then there exists a non-amenable von Neumann subalgebra Q ⊂ N such that the relative commutant Q ′ ∩ N is diffuse. Since N is a II 1 factor, using the same argument as in the proof of Corollary 3.5, we may assume that Q has no amenable direct summand and
Since Q has no amenable direct summand, Theorem 3.4 yields Q 0 M L(R). Thus using Theorem 2.9, we know that there exists a non-zero projection p ∈ L(R) such that Tr(p) < ∞, and Q 0 eM e L(R)p where e = p ∨ q. Consequently, there exist n ≥ 1, a (possibly non-unital) * -homomorphism ψ : Q 0 → M n (C) ⊗ L(R)p and a non-zero partial isometry v ∈ M 1,n (C) ⊗ qM p such that xv = vψ(x), ∀x ∈ Q 0 . We moreover have
, so that we may assume v * v = ψ(q). For any y ∈ Q 1 , and any x ∈ Q 0 ,
Since Q has no amenable direct summand and Q ⊂ Q 1 is a unital von Neumann subalgebra, it follows that Q 1 has no amenable direct summand either. Thus the von Neumann algebra vv * Q 1 vv * is non-amenable. But Ad(v * ) :
is of type I, hence amenable, we get a contradiction.
Since the left regular representation (λ t ) of R acting on L 2 R (R, Lebesgue) is mixing, the continuous core M of Γ(L 2 R (R, Lebesgue), λ t ) ′′ is solid. We partially retrieve a previous result of Shlyakhtenko [31] where he proved in this case that M ∼ = L(F ∞ ) ⊗ B(ℓ 2 ), which is solid by [15] . We will give in the next section an example of a non-amenable solid II 1 factor with full fundamental group which is not isomorphic to any interpolated free group factor L(F t ), for 1 < t ≤ ∞.
Note that the mixing property of the representation (U t ) is not a necessary condition for the solidity of the continuous core M . Indeed, take 
Define the Hilbert subspace of L 2 (R, µ)
Since µ is assumed to be symmetric, the restriction of the inner product to K R is real-valued. Indeed, for any f, g ∈ K
Moreover the representation (U 
We shall identify R with R in the usual way, such that
Proposition 4.1. Let µ be a symmetric probability measure on R. Then (U µ t ) is mixing ⇐⇒ µ(t) → 0, as |t| → ∞. Proof. We prove both directions.
=⇒ Assume (U µ t ) is mixing. Let f = 1 R ∈ L 2 (R, µ) be the constant function equal to 1. Then
where C is a universal constant that only depends on the normalization of the Lebesgue measure λ on R. Therefore, for any t ∈ R and any n ∈ N,
where * is the convolution product. Since µ ∈ C 0 (R) and h n ∈ L 1 (R, λ), it is easy to check that h n * µ ∈ C 0 (R). Consequently, h n ∈ C 0 (R) and since h − h n ∞ → 0, as n → ∞, it follows that h ∈ C 0 (R). But for any t ∈ R,
Thus, the unitary representation (U µ t ) is mixing. For a measure ν on R, define the measure class of ν by: Denote by B the infinitesimal generator of (V t ), i.e. B is the positive, self-adjoint (possibly) unbounded operator on H such that V t = B it , for every t ∈ R. We define the spectral measure of the representation (V t ) as the spectral measure of the operator B and denote it by C V = C B .
The measure class C V can also be defined as the smallest collection of all the measures ν on R such that:
(1) If ν ∈ C V and ν ′ is absolutely continuous w.r.t. ν, then ν ′ ∈ C V ; (2) For any unit vector η ∈ H, the probability measure associated with the positive definite function t → V t η, η belongs to C V . Since H is separable, there exists a measure ν that generates C V , i.e. C V is the smallest collection of measures on R satisfying (1) and containing ν. We will refer to this particular measure ν as the "spectral measure" of the representation (V t ) and simply denote it by ν.
Let µ be a symmetric probability measure on R and consider the unitary representation (U µ t ) on L 2 (R, µ) as defined in (8) . Then for any unit vector f ∈ L 2 (R, µ),
Since the probability measure |f (x)| 2 dµ(x) is absolutely continuous w.r.t. dµ(x), it is clear that the spectral measure of (U µ t ) is µ. More generally, we have the following: Proposition 4.3. Let µ be a symmetric probability measure on R. Consider the unitary representation (U µ t ) defined on L 2 (R, µ) by (8) . Then for any n ≥ 1, the spectral measure of the n-fold tensor product (U µ t ) ⊗n is the n-fold convolution product µ * n = µ * · · · * µ n times .
4.2.
Examples of solid II 1 factors. Erdös showed in [9] that the symmetric probability measure µ θ , with θ = 5/2, obtained as the weak limit of constructed an example of a symmetric probability µ on R such that:
(1) The Fourier Transform of µ vanishes at infinity, i.e. µ(t) → 0, as |t| → ∞.
(2) For any n ≥ 1, the n-fold convolution product µ * n is singular w.r.t. the Lebesgue measure λ.
Let µ be a symmetric probability measure on R as in Let now M = Γ(H R , U t ) ′′ and let M = M ⋊ σ R be the continuous core. Let q ∈ L(R) be a non-zero projection such that Tr(q) < ∞. Denote by N = qM q the corresponding II 1 factor. Using free probability techniques such as the free entropy, Shlyakhtenko (see Theorem 9.12 in [30] ) showed that if the spectral measure of the unitary representation n≥1 U ⊗n t is singular w.r.t. the Lebesgue measure λ, then for any finite set of generators X 1 , . . . , X n of N , the free entropy dimension satisfies δ 0 (X 1 , . . . , X n ) ≤ 1.
In particular, N is not isomorphic to any interpolated free group factor L(F t ), for 1 < t ≤ ∞. Combining these two results together with Corollary 3.7, we obtain the following: We believe that all the free Araki-Woods factors M = Γ(H R , U t ) ′′ have the complete metric approximation property (c.m.a.p.), i.e. there exists a sequence Φ n : M → M of finite rank, completely bounded maps such that Φ n → Id ultraweakly pointwise, as n → ∞, and lim sup n→∞ Φ n cb ≤ 1. If M = Γ(H R , U t ) ′′ had the c.m.a.p. then by [1] , the continuous core M = M ⋊ σ R would have the c.m.a.p., as well as the II 1 factor qM q, for q ∈ M non-zero finite projection. On the other hand, the wreath product II 1 factors L(Z ≀ F n ) do not have the c.m.a.p., for any 2 ≤ n ≤ ∞, by [18] . Thus, we conjecture that the solid II 1 factors constructed in Theorem 4.5 are not isomorphic to L(Z ≀ F n ), for any 2 ≤ n ≤ ∞.
