Incremental checkpointing, which is intended to minimize checkpointing overhead, saves only the modified pages of a process. However, the cumulative size of incremental checkpoints increases at a steady rate over time because many updated values may be saved for the same page. In this paper, we present a comprehensive overview of Pickpt, which is a page-level incremental checkpointing facility. Pickpt provides space-efficient techniques for minimizing the use of disk space. For our experiments, the results show that the use of disk space of Pickpt was significantly reduced compared with existing incremental checkpointing.
INTRODUCTION
Checkpointing is an effective mechanism that prevents a process from restarting from the initial state when a system failure occurs [3, 7] . By taking a checkpoint, a process can resume its execution from the most recent checkpoint state and limit the amount of reprocessing that would be necessary when a failure occurs. That is, checkpointing can Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. reduce the expected execution time of a process in the presence of failures. However, there are certain tradeoffs such as checkpointing overhead in order to achieve its intended objective, such as achieving minimum recovery time and minimum process execution time [12] .
Several techniques [5, 7, 8, 11, 10, 9] have been devised and implemented to minimize the checkpointing overhead. These can be divided into two groups [7] . One is the latency hiding optimization techniques such as diskless checkpointing [10] , forked checkpointing [8] and compression checkpointing [8, 11] which attempt to reduce or hide the disk writing overhead. The other is the size reduction techniques such as memory exclusion checkpointing [9] and incremental checkpointing [5, 8] which attempt to minimize the amount of data that gets stored per checkpoint. An important point to note with respect to size reduction is that the large amounts of read-only memory or unmodified memory pages are identified and excluded from checkpoints.
In these checkpointing techniques, the incremental checkpointing is widely used in practical system environments. In incremental checkpointing, page fault mechanism is used to identify dirty pages that have been modified since the last checkpoint.
A major problem with the conventional incremental checkpointing is the useless checkpoint file [2] . While only the most recent checkpoint file needs to be retained for recovery in full checkpointing, old checkpoints cannot be discarded in incremental checkpointing because the process' memory pages are spread out over many checkpoints. The cumulative size of incremental checkpoints increases at a steady rate over time as many updated values may be saved for the same page [8] . Therefore, with existing incremental checkpointing techniques, the performance of the stable storage medium is still the underlying cause of total overhead.
In this paper, we present Pickpt, an efficient page-level incremental checkpointing facility in the Linux kernel including comprehensive overview of implementation. Pickpt saves only the modified pages on a new checkpoint using the page write protection mechanism. Pickpt also provides space-efficient mechanisms for removing useless checkpoints. Our experimental results show that the checkpointing overhead and the use of disk space of Pickpt was significantly reduced compared with the case when the existing incremental checkpointing method was used.
The rest of this paper is organized as follows. Section 2 presents related work. Section 3 describes the design and implementation of Pickpt in the Linux kernel. Section 4 presents space-efficient techniques for minimizing the use of disk space and Section 5 presents the performance of Pickpt. Finally, some conclusions are given in Section 6.
RELATED WORK
In this section, we describe some well-known checkpointing facility. Several work [1, 4, 6, 8, 11, 10, 9] has proposed the implementation methods to reduce checkpointing overhead on the practical system environments.
In [1] , Beck proposed compiler-assisted memory exclusion checkpointing scheme which operated with the assistance of the user-placed directives. The compiler performed data flow analysis for dead and read-only regions of memory that could be omitted from checkpoints.
In [8] , Plank et al. showed the performance of the userlevel checkpointing tool under Unix, Libckpt which supported transparent incremental and copy-on-write checkpointing. However Libckpt required the user source code to be modified. In addition, the main() function must be renamed to ckpt target(). In [11] , Plank et al. proposed compressed differences technique and analyzed the theoretical performance of compressed differences as a combination of incremental checkpointing, buffering at the word-level which saves only the modified word between two consecutive checkpoints.
In [6] , Litzkow et al. described Condor, a checkpointing library which was implemented entirely at the user-level. Condor used Unix signal handling mechanism to perform checkpointing and no modification of Unix Kernel was required. However, this mechanism required the user process to be linked with a Condor library. In [4] , Hong et al. described Kckpt, a sequential and forked checkpoint facility which was implemented in the UnixWare Kernel so that no modification of user source code was required.
DESIGN AND IMPLEMENTATION OF PICKPT
In this section, we present a comprehensive overview of the implementation of Pickpt in the Linux Kernel. For our implementation, we added two new system calls for checkpointing and recovery 1 .
int sys ckpt(pid t pid); int sys recover(char *name);
Checkpointing
Normally, the checkpoint consists of the process states which are contents of memory, related registers, program counter and the status of open files. To recover from the checkpoint, a recovery process, which initializes its address space from the checkpoint and resets its registers, is created [4, 8] . These information can be obtained by accessing the task struct(include/linux/sched.h) in Linux the Kernel.
To identify the target process of checkpointing, we added should ckpt flag into task struct. This indicates that the process must be checkpointed. When pid of the target process for checkpointing are passed to sys ckpt() as a parameter, it merely sets the flag for checkpointing. Checkpoint is actually taken by do ckpt() function which is implemented in the Linux Kernel. When returning from the Kernel mode to the User mode(ret from sys call ), Linux Kernel invokes To identify the modified pages, Pickpt uses the standard page fault mechanism in the Linux Kernel. In our implementation, we modified do page fault() at arch/i386/mm/fault.c in the Linux Kernel. We also used 9 th and 10 th bits which are available bits for system programmers in Page Table En try. Figure 1 shows the structure of Page Table Entry of the i386 in the Linux Kernel. All writable pages of the process are write-protected, and the 9 th bit is set to 1. This means that the page is write-protected by the previous checkpointing.
If the write-protected page is violated and the 9 th bit is 1, then Pickpt sets the 10 th bit to 1, clears 9 th bit and releases the write-protection of the page. 10 th bit indicates that the page is modified from the last checkpointing.
Then, do ckpt() collects all the pages whose the 10 th bit is 1 and saves them to the new checkpoint file. Finally, do ckpt() sets the write-protection of the page again.
Recovery
Recovery of the failure process is very similar to the system call execve(). A checkpoint file is passed to the system call sys recover(). sys recover() loads the image into current process's address space after which the current process is completely replaced.
MINIMIZING THE USE OF DISK SPACE
A major problem with the incremental checkpointing is the use of disk space. While only the most recent checkpoint file needs to be retained for recovery in normal checkpointing, old checkpoints cannot be discarded in incremental checkpointing because the process' memory pages are spread out over many checkpoints. This, in turn, means that the cumulative size of incremental checkpoints will increase at a steady rate over time, because many updated values become saved for the same page [8] . In that respect, the use of the disk space is still the underlying cause of overhead. Two solutions to this problem are to use page version information and shadowing copy.
Some common notations that will be used throughout this paper are presented in Table 1 .
Incremental checkpointing with page version information
To minimize the use of disk space, incremental checkpointing techniques can save the modified pages with page version information on a new checkpoint. The version number of each page is then used to determine whether the checkpoint is removable at a later time. The formal description Figure 2 shows an example of incremental checkpointing with page version information. Each rectangle with dashed line indicates one checkpoint file. Each circle indicates the page in the checkpoint file. The latest snapshot of the process can be generated from P1,5, P2,5, P3,6, P4,1, P5,4, P6,6. Then, the checkpoint files, C2, C3 will not be used for recovering the latest snapshot of the process. Therefore, two checkpoint files can be removed.
Incremental checkpointing with shadowing copy
An alternative method to minimize the use of disk space is the shadowing copy technique. It maintains dual checkpoint files and the most recently modified pages are pushed into The formal description of incremental checkpointing with shadowing copy technique is given in Algorithm 3. Before saving a page into the one of dual checkpoint files, it checks Pi.AorB flag first. If it is A, that page will be saved in the CA. Otherwise, that page will be saved in the CB.
In distributed systems in which the state of one system can become dependent on data stored on another node, some mechanism must be provided to ensure that individual checkpoints make a global consistent state. Therefore, the incremental checkpointing with shadowing copy technique may not be used in distributed computing environment because it can recover a process state from the last checkpoint file. Figure 3 shows an example of incremental checkpointing with shadowing copy technique. The shaded circle means the latest page. By gathering the latest pages, the latest 
PERFORMANCE EVALUATION
In this section, we will discuss the performance of Pickpt. We chose the following compute-intensive applications to measure the performance of Pickpt: Matrix Multiplication, Fast Fourier Transform and Discrete Cosine Transform. Each of the applications was compiled with Pickpt. To compare the checkpoint overhead, we measured the use of disk space on 100, 64 and 56 incremental checkpoints for these applications, respectively. The checkpoint file size of each program with normal incremental checkpointing(IC), incremental checkpointing with page version information(IC1), and incremental checkpointing with shadowing copy(IC2) is shown in Figure 4 . The checkpoint file size(the number of disk blocks 2 ) is displayed as the average overhead per checkpoint. As expected, incremental checkpointing with page version information and incremental checkpointing with shadowing copy have a large impact on all applications and significant portions of the checkpoints are excluded as free disk space. It should be noted that incremental checkpointing with page version information and incremental checkpointing with shadowing copy reduce the use of disk space by about 60% more per checkpoint than using normal incremental checkpointing.
The cumulative amount of used disk space is shown in Figure 5 . Results for normal incremental checkpointing, incremental checkpointing with page version information and 2 The default size of a page is 4KB in the Linux Kernel.
incremental checkpointing with shadowing copy on matrix multiplication are also given. In this figure, it can be seen that the most dramatic improvements is the cumulative amount of used disk space. These results show that the overhead of incremental checkpointing with page version information and incremental checkpointing with shadowing copy significantly had been reduced with very little effort compared with normal incremental checkpointing with.
CONCLUSION
Incremental checkpointing, which is intended to minimize checkpointing overhead, saves only the modified pages of a process. However, the cumulative size of incremental checkpoints increases at a steady rate over time, because many updated values may be saved for the same page. spread out over many checkpoints. In this paper, we presented a comprehensive overview and evaluated the performance of Pickpt, which is a page-level incremental checkpointing facility in the Linux Kernel. We also presented incremental checkpointing with page version information and incremental checkpointing with shadowing copy as space-efficient techniques for minimizing the use of disk space. We also showed through our experimental results that the overhead and used disk space of the incremental checkpointing could be significantly reduced by Pickpt.
