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Let f be a self-dual Hecke–Maass cusp form for GL(3). We show
that f is uniquely determined by central values of GL(2) twists
of its L-function. More precisely, if g is another self-dual GL(3)
Hecke–Maass cusp form such that L( 12 , f × h) = L( 12 , g × h) for all
h ∈ S∗10(q), for inﬁnitely many primes q, then f = g.
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1. Introduction
In their paper [LR], Luo and Ramakrishnan proved that a holomorphic cusp form is uniquely
determinated by the central values of twisted L-functions. More precisely, let f (z) ∈ Snew2k (N) and
g(z) ∈ Snew2k′ (N ′) be cuspidal normalized newforms of level N and N ′ respectively. They proved that
if L(1/2, f × χd) = cL(1/2, g × χd) for all quadratic characters χd with fundamental discriminant d
and some constant c, then f = g . Instead of twists by quadratic characters, Luo [Lu] considered twists
by normalized newforms h(z) ∈ Snew2l (p) for all primes p and proved the same result. Later Ganguly,
Hoffstein and Sengupta [GHS] considered varying the twists h(z) in the weight aspect and obtained
the same result.
It is interesting to consider the analogous question for GL(n) cusp forms. For a GL(3) self-dual cusp
form, such a result is true proved by Chinta and Diaconu [CD] with twists by quadratic characters and
proved by the author [Liu] with twists by GL(2) cusp forms in the weight aspect. In this paper we
will prove the same result with twists by GL(2) cusp forms in the level aspect (Theorem 1).
Let S∗k (q) denote the set of primitive cuspidal newforms on Γ0(q) with trivial nebentypus and
weight k.
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Let c be a constant. If
L
(
1
2
, f × h
)
= cL
(
1
2
, g × h
)
for all h ∈ S∗10(q), for inﬁnitely many primes q, then f = g.
As in [Liu], Theorem 1 follows from the asymptotic formulas for the ﬁrst moments of twisted
L-functions at the critical points (Theorem 3) and the multiplicity one theorem.
It is known that the symmetric square lift (Gelbart–Jacquet lift) of a GL(2) Hecke cusp form f is a
self-dual GL(3) cusp form. The following theorem is a consequence of our Theorem 1 and a result of
Ramakrishnan [R].
Theorem 2. Let f and g be Hecke–Maass cusp forms for SL(2,Z). Let c be a constant. If
L
(
1
2
, sym2 f × h
)
= cL
(
1
2
, sym2g × h
)
for all h ∈ S∗10(q), for inﬁnitely many primes q, then f = g.
2. Preliminaries
2.1. GL(2) holomorphic cusp forms
For k and q integers, k 2 and χ a character modulo q, let Sk(q,χ) denote the space of weight k
holomorphic cusp forms with level q and nebentypus χ . Let Hk(q,χ) be a normalized Heck basis of
Sk(q,χ). For each h ∈ Hk(q,χ), it has the Fourier expansion
h(z) =
∞∑
n=1
λh(n)n
k−1
2 e(nz)
where e(z) = e2π iz and λh(1) = 1. The following Petersson trace formula is well known and can be
found in [IK].
Proposition 1 (Petersson trace formula).
∑
h∈Hk(q,χ)
ω−1h λh(m)λh(n) = δm,n + 2π i−k
∑
c≡0 (mod q)
c>0
Sχ (m,n; c)
c
Jk−1
(
4π
√
mn
c
)
,
where ωh = (4π)k−1Γ (k−1) ‖h‖2 , δm,n equals 1 if m = n and 0 otherwise, Sχ (m,n; c) is the Kloosterman sum with
character χ deﬁned below, and Jk−1 is the J -Bessel function.
The Kloosterman sum is deﬁned as
Sχ (m,n; c) =
∑
aa¯≡1 (mod c)
χ(a)e
(
ma + na¯
c
)
,
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∣∣S(m,n; c)∣∣ (m,n, c) 12 c 12 τ (c),
where τ (c) is the divisor function.
Let S∗k (q,χ) denote the set of primitive newforms. In the case when χ is primitive or k < 12 and
χ is trivial, we have Hk(q,χ) = S∗k (q,χ).
For h ∈ S∗k (q) with q squarefree and k < 12, the Hecke L-function of h is deﬁned by
L(s,h) =
∞∑
n=1
λh(n)
ns
=
∏
p
(
1− λh(p)p−2 + χ(p)p−2s
)−1
.
It is entire and satisﬁes the functional equation
Λ(s,h) = qs/2π−sΓ
(
s + k−12
2
)
Γ
(
s + k+12
2
)
L(s,h) = εhΛ(1− s,h)
where εh = ikμ(q)λh(q)q1/2 = ±1 and μ is the Möbius function.
Proposition 2. Let q be a prime. For any m,n 1, we have
2
∑
h∈S∗10(q)
εh=1
ω−1h λh(m)λh(n) = δm,n − 2π
∞∑
c=1
S(m,n; cq)
cq
J9
(
4π
√
mn
cq
)
+ q1/2
(
δm,nq − 2π
∞∑
c=1
S(m,nq; cq)
cq
J9
(
4π
√
mnq
cq
))
.
Proof. Since εh = q1/2λh(q), we have
2
∑
h∈S∗10(q)
εh=1
ω−1h λh(m)λh(n) =
∑
h∈S∗10(q)
(1+ εh)ω−1h λh(m)λh(n)
=
∑
h∈S∗10(q)
ω−1h λh(m)λh(n) + q1/2
∑
h∈S∗10(q)
ω−1h λh(m)λh(q)λh(n).
Because h is primitive and q is the level, λh(q)λh(n) = λh(nq) for all n. Hence the result follows from
the Petersson trace formula. 
2.2. Automorphic forms on GL(3)
Here we use a classical setting for GL(3) Maass forms. One can see the details and notation in
Goldfeld’s book [Go]. Let f be a normalized self-dual Hecke–Maass form for SL(3,Z) of type (ν, ν) and
let A(m,n) be its (m,n)-th Fourier coeﬃcient. Note that A(1,1) = 1 and A(n,m) = A(m,n). Moreover
we have (see [Go, Remark 12.1.8])
∑
m2nN
∣∣A(m,n)∣∣2 	 f N. (2.1)
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∑
nN
∣∣A(m,n)∣∣	 f N|m|. (2.2)
The Godement–Jacquet L-function associated to f is deﬁned by
L(s, f ) =
∞∑
n=1
A(1,n)
ns
=
∏
p
(
1− A(1, p)p−s + A(p,1)p−2s − p−3s)−1.
It is entire and satisﬁes the functional equation
γν(s)L(s, f ) = γν(1− s)L(1− s, f )
where
γν(s) = π− 3s2 Γ
(
s + 1− 3ν
2
)
Γ
(
s
2
)
Γ
(
s − 1+ 3ν
2
)
.
Set
α = −3ν + 1, β = 0, γ = 3ν − 1.
Suppose k = 0,1 and ψ is a smooth compactly supported function on (0,∞). Deﬁne
ψ˜(s) :=
∞∫
0
ψ(x)xs
dx
x
.
For σ > max{−1− 
α,−1− 
β,−1− 
γ }, deﬁne
ψk(x) := 12π i
∫

s=σ
(
π3x
)−s Γ ( 1+s+k+α2 )Γ ( 1+s+k+β2 )Γ ( 1+s+k+γ2 )
Γ (−s+k−α2 )Γ (
−s+k−β
2 )Γ (
−s+k−γ
2 )
ψ˜(−s)ds,
Ψ+(x) = 1
2π3/2
(
ψ0(x) + 1
i
ψ1(x)
)
(2.3)
and
Ψ−(x) = 1
2π3/2
(
ψ0(x) − 1
i
ψ1(x)
)
. (2.4)
The following Voronoi formula on GL(3) was ﬁrst proved by Miller and Schmid [MS] and a simpler
proof was given by Goldfeld and Li [GL].
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= 0, (c,d) = 1, and dd ≡
1 (mod c). Then we have
∑
n1
A(m,n)e
(
nd
c
)
ψ(n) = c
∑
n1|cm
∑
n2>0
A(n2,n1)
n1n2
S
(
md,n2;mcn−11
)
Ψ+
(
n2n21
c3m
)
+ c
∑
n1|cm
∑
n2>0
A(n2,n1)
n1n2
S
(
md,−n2;mcn−11
)
Ψ−
(
n2n21
c3m
)
.
3. The twisted ﬁrst moment of GL(3)× GL(2) L-functions
Let h ∈ S∗10(q) with q prime and let f be a self-dual Hecke–Maass form of type (ν, ν). The Rankin–
Selberg L-function of f and h is deﬁned by
L(s, f × h) =
∑
m1
∑
n1
λh(n)A(m,n)
(m2n)s
.
It is entire and satisﬁes the functional equation
Λ(s, f × h) = ε f×hΛ(1− s, f × h)
where ε f×h = εh = ±1 and
Λ(s, f × h) = q 32 sγ (s)L(s, f × h),
γ (s) = π−3sΓ
(
s + 92 − α
2
)
Γ
(
s + 92 − β
2
)
Γ
(
s + 92 − γ
2
)
× Γ
(
s + 112 − α
2
)
Γ
(
s + 112 − β
2
)
Γ
(
s + 112 − γ
2
)
.
Remarks.
1. Luo, Rudnick and Sarnak [LRS] proved that |
α|, |
β|, |
γ | 12 − 110 .
2. The above functional equation can be obtained by using the template in [Go, p. 315].
Theorem 3. Let f be a self-dual Hecke–Maass form for SL(3,Z), normalized such that A(1,1) = 1. Then for
any large prime q, we have
∑
h∈S∗10(q)
εh=1
ω−1h L
(
1
2
, f × h
)
= L(1, f ) + O (q− 18+ε)
and for any ﬁxed prime p, we have
∑
h∈S∗10(q)
εh=1
ω−1h L
(
1
2
, f × h
)
λh(p) =
(
A(1, p)
p1/2
− 1
p3/2
)
L(1, f ) + O (q− 18+ε).
The implied constants depend on ε, f and p.
1402 S.-C. Liu / Journal of Number Theory 131 (2011) 1397–1408Note that L(1, f ) = 0 (see [JS]). We will prove Theorem 3 in Section 4. The proof is based on a
general framework which uses the approximate functional equation and the Petersson trace formula.
The main term comes from the diagonal term and the others contribute to error terms. To estimate
the off-diagonal terms, we will need the Voronoi formula on GL(3).
As explained in [Li], L( 12 , f × h)  0 by Lapid’s theorem [La]. For q large enough such that the
twisted ﬁrst moment in Theorem 3 is nonvanishing, we have the following corollary.
Corollary 4. Let f be a ﬁxed self-dual Hecke–Maass form for SL(3,Z). For each prime q large enough, there
exists h ∈ S∗10(q) such that L( 12 , f × h) > 0.
4. Proof of Theorem 3
4.1. Approximate functional equation
Let G(u) = eu2 . We have the following approximate functional equation (see [IK, Theorem 5.3]),
L
(
1
2
, f × h
)
= 2
∑
m1
∑
n1
λh(n)A(m,n)
(m2n)1/2
V
(
m2n
q3/2
)
, (4.1)
where
V (y) = 1
2π i
∫
(3)
y−uG(u)
γ ( 12 + u)
γ ( 12 )
du
u
. (4.2)
Moreover the derivatives of V (y) satisfy (see [IK, Proposition 5.4])
yaV (a)(y) 	 (1+ y)−A . (4.3)
Here the implied constant depends on a and A.
We will only show the second asymptotic formula in Theorem 3 since the proof of the ﬁrst one
is similar. By the approximate functional equation (4.1), Proposition 2, and since δp,nq = 0 for all n if
q > p, we have
∑
h∈S∗10(q)
εh=1
ω−1h L
(
1
2
, f × h
)
λh(p)
=
∑
h∈S∗10(q)
εh=1
ω−1h 2
∑
m1
∑
n1
λh(n)A(m,n)
(m2n)1/2
V
(
m2n
q3/2
)
λh(p)
=
∑
m1
A(m, p)
(m2p)1/2
V
(
m2p
q3/2
)
− 2π
∑
m1
∑
n1
A(m,n)
(m2n)1/2
V
(
m2n
q3/2
) ∞∑
c=1
S(p,n; cq)
cq
J9
(
4π
√
pn
cq
)
− 2πq1/2
∑
m1
∑
n1
A(m,n)
(m2n)1/2
V
(
m2n
q3/2
) ∞∑
c=1
S(p,nq; cq)
cq
J9
(
4π
√
pnq
cq
)
:= D − E1 − E2.
S.-C. Liu / Journal of Number Theory 131 (2011) 1397–1408 14034.2. Diagonal terms
Lemma 1.
D =
(
A(1, p)
p1/2
− 1
p3/2
)
L(1, f ) + O (q− 322 ).
Proof. Using the relation
A(m,n) =
∑
d|(m,n)
μ(d)A
(
m
d
,1
)
A
(
1,
n
d
)
,
one can get
D = A(1, p)
∑
m1
A(m,1)
(m2p)1/2
V
(
m2p
q3/2
)
−
∑
m1
A(m,1)
(m2p3)1/2
V
(
m2n
q3/2
)
= A(1, p)
p1/2
· 1
2π i
∫
(3)
∑
m1
A(m,1)
m
(
m2p
q3/2
)−u
G(u)
γ ( 12 + u)
γ ( 12 )
du
u
− 1
p3/2
1
2π i
∫
(3)
∑
m1
A(m,1)
m
(
m2p3
q3/2
)−u
G(u)
γ ( 12 + u)
γ ( 12 )
du
u
= A(1, p)
p1/2
· 1
2π i
∫
(3)
L(1+ 2u, f )
(
p
q3/2
)−u
G(u)
γ ( 12 + u)
γ ( 12 )
du
u
− 1
p3/2
· 1
2π i
∫
(3)
L(1+ 2u, f )
(
p3
q3/2
)−u
G(u)
γ ( 12 + u)
γ ( 12 )
du
u
.
We shift the contour to (− 111 ) and only pick up a simple pole at u = 0 (see Remarks 1). The residue
at u = 0 is
(
A(1, p)
p1/2
− 1
p3/2
)
L(1, f )
and the integral over the line 
u = − 111 is 	 q−3/22. 
4.3. Off-diagonal terms
We will prove the off-diagonal terms, E1 and E2, only contribute the error terms. By taking smooth
dyadic subdivisions (see [IM]), it suﬃces to estimate
E1,N :=
∑
m1
∑
n1
A(m,n)
(m2n)1/2
w
(
m2n
N
)
V
(
m2n
q3/2
) ∞∑
c=1
S(p,n; cq)
cq
J9
(
4π
√
pn
cq
)
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E2,N := q1/2
∑
m1
∑
n1
A(m,n)
(m2n)1/2
w
(
m2n
N
)
V
(
m2n
q3/2
) ∞∑
c=1
S(p,nq; cq)
cq
J9
(
4π
√
pnq
cq
)
where w(ξ) is essentially a ﬁxed smooth function with support contained in [1,2] and N 	 q3/2+ε .
Lemma 2.
E1,N 	 q−1/2+ε.
Proof. For N m2n 2N , we have
x = 4π
√
pn
cq
= 4π
√
p(m2n)1/2
cqm
 4π
√
p(2N)1/2
cq
	 q−1/4+ε.
Hence x < 1 for q suﬃcient large. Recall that
Jk−1(x) 	 min
(
1, xk−1
)
. (4.4)
Using Weil’s bound for Kloosterman sums, (4.4), (4.3) and (2.2), we have
E1,N 	
∑
m1
∑
n1
|A(m,n)|
(m2n)1/2
∣∣∣∣w
(
m2n
N
)∣∣∣∣∑
c1
(cq)−1/2+ε
(
n1/2
cq
)9
	 q−19/2+ε
∑
Nm2n2N
|A(m,n)|
(m2n)1/2
n9/2
	 q−19/2+εN6 	 q−1/2+ε. 
Lemma 3.
E2,N 	 q−1/8+ε.
Proof. Let
R1 = q1/2
∑
m1
∑
n1
A(m,n)
(m2n)1/2
w
(
m2n
N
)
V
(
m2n
q3/2
) ∑
c> 8π
√
pN
q13/34m
S(p,nq; cq)
cq
J9
(
4π
√
pnq
cq
)
and
R2 = q1/2
∑
m1
∑
n1
A(m,n)
(m2n)1/2
w
(
m2n
N
)
V
(
m2n
q3/2
) ∑
c 8π
√
pN
q13/34m
S(p,nq; cq)
cq
J9
(
4π
√
pnq
cq
)
.
Then E2,N = R1 + R2. We will show R1 	 q−1/8+ε and R2 is negligible in the next two sections. 
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For c > 8π
√
pN
q13/34m
and N m2n 2N , we have
x = 4π
√
pnq
cq
= 4π
√
p(m2n)1/2
cq1/2m
	 q−2/17.
Hence x < 1 for q suﬃcient large. Using Weil’s bound for Kloosterman sums, (4.4), (4.3) and (2.2), we
have
R1 	 q1/2
∑
m1
∑
n1
|A(m,n)|
(m2n)1/2
∣∣∣∣w
(
m2n
N
)∣∣∣∣ ∑
c> 8π
√
pN
q13/34m
(cq)−1/2+ε
(√
nq
cq
)9
	 q−9/2+ε
∑
Nm2n2N
|A(m,n)|
(m2n)1/2
n9/2
∑
c> 8π
√
pN
q13/34m
c−19/2+ε
	 q−9/2+εN−1/2
∑
Nm2n2N
∣∣A(m,n)∣∣n9/2( N1/2
q13/34m
)−17/2+ε
	 q−5/4+εN3/4+ε 	 q−1/8+ε.
4.5. Estimate of R2
To estimate R2, we will use the Voronoi formula on GL(3). After opening the Kloosterman sums
in R2, we will need to estimate the following sum over n,
H :=
∑
n1
A(m,n)
n1/2
w
(
m2n
N
)
V
(
m2n
q3/2
)
J9
(
4π
√
pnq
cq
)
e
(
na
c
)
.
Applying the GL(3) Voronoi formula (Proposition 3) with
ψ(y) = y−1/2w
(
m2 y
N
)
V
(
m2 y
q3/2
)
J9
(
4π
√
pqy
cq
)
,
we have
H =
∑
n1
A(m,n)e
(
na
c
)
ψ(n)
= c
∑
n1|cm
∑
n2>0
A(n2,n1)
n1n2
S
(
ma,n2,mcn
−1
1
)
Ψ+
(
n2n21
c3m
)
+ c
∑
n1|cm
∑
n2>0
A(n2,n1)
n1n2
S
(
ma,−n2,mcn−11
)
Ψ−
(
n2n21
c3m
)
where Ψ+(x) and Ψ−(x) are deﬁned in (2.3) and (2.4).
As explained in [Li], ψ1(x) has similar asymptotic behavior to ψ0(x), so we only consider ψ0(x).
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√
pN
q13/34m
,
n2n21
c3m
· N
m2
 q39/34N−1/2  q27/68−ε.
Hence we can apply [Li, Lemma 2.1] for x = n2n21
c3m
which gives
ψ0(x) = 2π4xi
∞∫
0
ψ(y)
K∑
j=1
c j cos(6πx1/3 y1/3) + d j sin(6πx1/3 y1/3)
(π3xy) j/3
dy
+ O ((q27/68−ε)−K+23 ) (4.5)
where c j and d j are some constants. In particular c1 = 0 and d1 = − 2√3π . We only deal with the ﬁrst
term since the other terms can be analyzed in a similar way. So we have to estimate the integral
x
∞∫
0
ψ(y)
sin(6πx1/3 y1/3)
(π3xy)1/3
dy = x2/3
∞∫
0
r(y) sin
(
a(y)
)
dy
where
r(y) = y−5/6w
(
m2 y
N
)
V
(
m2 y
q3/2
)
J9
(
4π
√
pqy
cq
)
and
a(y) = 6πx1/3 y1/3.
Using (4.3) and xl J (l)k−1 	 1, we have r′(y) 	 (m
2
N )
11/6. Moreover we have a′(y)  q13/34m2
N7/6
, so
a′(y)
[
r′(y)
]−1  q13/34N2/3m5/3  q13/34N−1/6  q9/68−ε.
By integration by parts, one shows that H is negligible and so is R2.
5. Proofs of Theorems 1 and 2
The proofs of Theorems 1 and 2 are the same as in [Liu]. For completeness, we include them here.
Proof of Theorem 1. Let A(m,n) and B(m,n) be the (m,n)-th Fourier coeﬃcients of f and g respec-
tively. Then the assumption L( 12 , f × h) = cL( 12 , g × h) and Theorem 3 imply
L(1, f ) = cL(1, g)
and
(
A(1, p)
p1/2
− 1
p3/2
)
L(1, f ) =
(
B(1, p)
p1/2
− 1
p3/2
)
cL(1, g)
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rem [JS1]. 
Proof of Theorem 2. Recall that (see [MS1] for example)
L
(
s, sym2 f
)= ∞∑
n=1
λ
(2)
f (n)n
−s
where
λ
(2)
f (n) =
∑
ml2=n
λ f
(
m2
)
.
Hence λ(2)f (p) = λ f (p2). Let F and G be the Gelbart–Jacquet lifts of f and g respectively. Then F and
G are GL(3) self-dual Maass cusp forms which satisfy L(s, F ) = L(s, sym2 f ) and L(s,G) = L(s, sym2g).
Moreover their Fourier coeﬃcients
AF (1,n) = λ(2)f (n), AG(1,n) = λ(2)g (n).
As in the proof of Theorem 1, our assumption gives us AF (1, p) = AG(1, p) for all prime p and
hence λ f (p2) = λg(p2) for all prime p. Using the Hecke relation λ f (p)2 = λ f (p2) + 1, we have
λ f (p)2 = λg(p)2. Then we use [R, Corollary 4.1.3] to conclude f = g . 
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