This paper focuses on providing the computation methods for the backward time tempered fractional Feynman-Kac equation, being one of the models recently proposed in [Wu, Deng, and Barkai, Phys. Rev. E, 84 (2016) 032151]. The discretization for the tempered fractional substantial derivative is derived, and the corresponding finite difference and finite element schemes are designed with well established stability and convergence. The performed numerical experiments show the effectiveness of the presented schemes.
Introduction
Anomalous diffusion is one of the most ubiquitous phenomena in nature, being detected in almost all the scientific fields. In particular, based on the continuous time random walk (CTRW) model with the power law waiting time distribution having divergent first moment and/or the power law jump length distribution having divergent second moment, the corresponding fractional subdiffusive and/or superdiffusive equations are derived [22, 27] (for their numerical methods, see, e.g., [11, 12, 13, 20, 23, 30, 33] ). But most of the time, the more practical choice for modelling the motion of the particles should use the distributions of the waiting time and jump length with semi-heavy tails, due to the finite life span and/or the bounded physical space of the biological particles. These can be realized by tempering the distributions with heavy tails, e.g., truncating the heavy tail of the power law distribution. What tempering does is to introduce a scale. Exponentially tempering the power-law distributions seems to be the most popular choice [6, 21] , since it has both the mathematical and technique advantages [3, 25] ; and the probability densities of the tempered stable process solve the tempered fractional diffusion equation.
There are many physical quantities that can be used to characterize the motion features of a Brownian particle, e.g., the Brownian functionals [19] . With the rapid development of the research of anomalous diffusion, the functionals of the non-Brownian particle naturally attract the interests of scientists [5, 31, 32] . The functional is defined as A = t 0 U (x 0 (τ ))dτ , where U (x 0 ) is a prescribed function and x 0 (t) is a random process generated by a non-Brownian particle. The choice of U (x 0 ) depends on the concrete applications. For example, in the kinetic studies of chemical reactions that take place exclusively in some given domain [2, 4, 5] , we take U (x 0 ) = 1 in this particular domain and zero otherwise. For inhomogeneous discorder dispersive systems, U (x 0 ) is taken as x 0 or x 2 0 [5] , etc. In particular, based on the sub-diffusive CTRW, a widely investigated process being continually used to characterize the motion of particles in disordered systems [26] , the fractional Feynman-Kac equation is derived in [5, 31] . More recently, taking the tempered power law function as the waiting time and/or jump length distribution(s) in the CTRW model, the tempered Feynman-Kac equations are also derived in [32] , which govern the distribution of the functionals of the tempered anomalous diffusion.
In this paper, we consider the numerical schemes of the backward tempered fractional Feynman-Kac equation proposed in [32, eq. 15] , i.e.,
where
is the Lapace transform of
G x0 (A, t), being the probability density function (PDF) of A = t 0 U ([x 0 (τ )]dτ at time t for a process starting at x 0 (0); U (x 0 ) ≥ 0 (then A ≥ 0) is a prescribed function; the diffusion coefficient K γ > 0 and the tempered parameter λ ≥ 0 are constants, γ ∈ (0, 1); and the operator D 1−γ,λ t on the right-hand side of (1) is the tempered fractional substantial derivative, being defined as,
which is a time-space coupled operator. Moreover, if λ = 0 and p = 0, Eq. (1) reduces to the standard backward fractional Feynman-Kac equation studied in [7, 10] ; if λ = 0 and p = 0, Eq. (1) reduces to the time tempered fractional equation originally proposed in [21] and numerically solved in [14] ; if λ = p = 0, Eq. (1) reduces to the anomalous subdiffusive equation discussed in, e.g., [8, 16, 33, 35] . The outline of this paper is as follows. In Sec. 2, we derive an equivalent form of (1) and give the discretization of the tempered fractional substantial derivative. The finite difference scheme and the related theoretical analysis for solving the model (1) are provided in Sec. 3. Then the finite element approximation and its numerical analysis for the model (1) are presented in Sec. 4. Numerical simulation results are reported in Sec. 5 to confirm the effectiveness of the given scheme. And we conclude the paper in the last section.
2. Equivalent form of (1) and discretization of the tempered fractional substantial derivative
This section focuses on deriving the equivalent form of (1) and the discretization of the tempered fractional substantial derivative. Under the assumption that the solution of (1) is sufficiently regular, we firstly derive its equivalent form. For 0 < γ < 1, assuming that v(t) is regular enough, then
, and
are, respectively, defined as the Riemann-Liouville integral, the Riemann-Liouville derivative, and the Caputo derivative [24, 34] ; and there hold that
and
See Appendix A for the proof of Eqs. (3) and (4). And it is easy to check that Eq. (2) can be rewritten as
In fact, we can further rewrite it as Lemma 2.1. For 0 < γ < 1, there holds
See Appendix B for the proof of Eq. (6). By Lemmas 2.1 and Eq. (4), if G x0 (p, t) with respect to t lies in C 1 [0, T ], then model (1) has the following equivalent form
Let's briefly introduce the deriving process of Eq. (7). One can firstly rewrite model (1) as
Note that
Then using Lemma 2.1, it follows that
Acting 0 I
(1−γ) t on both sides of (9), and taking v(t) in (4) as
with
This process can also be similarly inversed. One can develop the numerical scheme of (1) based on the form (7); since for the given initial and boundary conditions:
one can let
to obtain a model with respect to
So, without loss of generality, we assume that φ(p, x 0 ) = ψ l (p, t) = ψ r (p, t) = 0. Now, based on Eq. (7), we consider the discretization of its time dependent operator. Let 0 = t 0 < · · · < t n < · · · < t N = T with t n = nτ be the time partition of [0, T ], and denote
In the following, we assume that |pU | is bounded.
Note that for v(0) = 0, one has
and the Grünwald approximation [20, 24] :
and one may desire:
where g
can be regarded as the tempered fractional derivative given in [25] with the tempered parameter λ + pU (x 0 ). Therefore, the proof of (16) , it is easy to check that Lemma 2.2. For 0 < γ < 1, it follows that
Finite difference scheme and the stability and convergence analysis
In this section, we derive the finite difference scheme of Eq. (7) and present the detailed stability and convergence analysis.
Derivation of the difference scheme
be the space partition. And denote G n m as the numerical approximation of
(Ω), the second order central difference formula for the spatial derivative is given as
with the local truncation error O(h 2 ). And from (16), one has
with the local truncation error O(τ ), where e −γλτ = 1 − γλτ + O(τ 2 ) has been used, and d
and omitting the truncation error terms, the difference scheme of (7) can be given as 
Stability and convergence
According to (24) , the following norms [13] 
will be used in the analysis.
Here Z T denotes the transpose of Z.
Proof. By the definition of d (γ,λ) k and Lemma 2.2, one has
where the inequality e x > 1 + x, x > 0 has been used. Define a lower triangular
Then matrix B is row and column diagonally-dominant with b k,k > 0. Using the Gerschgorin theorem, one has
The proof is complete. 
Proof. Taking an inner product of (21) with G n h , it yields that
Note that for Re(pU (x 0 )) ≥ 0, there holds M 0 = I and
Putting the above estimate into (31), using (28), (HG
, and Young's inequality, one has
Summing up (32) for n from 1 to L, then adding
on both sides of the obtained result and using (24) , one has
Letting
T and by Lemma 3.1, it holds that
Putting the above result into (33) and choosing ǫ =
Then (30) follows after using
Theorem 3.2. Let G x0 (p, t) be the exact solution of the problem (7) and denote
where c 1 and c 2 are constants independent of τ and h, and their values can be simply got from Eqs. (38) and (39).
Proof. By (20), (19) and (21), the error equation can be given as
where (19) and (20) . The application of Theorem 3.1 to (36) produces
By the Cauchy-Schwarz inequality, it holds that
And from (34) , it is easy to obtain
The proof is complete.
Finite element scheme and the stability and convergence analysis
In this section, we further discuss the finite element approximation for (7), including the corresponding stability and convergence analysis.
Derivation of the finite element approximation
As usual, we seek the weak solution G x0 (p, ·) ∈ H 1 0 (Ω) of the model (7) such that for any η ∈ H 1 0 (Ω), there holds
M . Then we define the finite element space:
where P l (I m ) denotes the space of polynomials of degree no greater than l (l ∈ N + ) on I m = (x 0,m−1 , x 0,m ). Combining with (20) , the fully discrete finite element scheme can be described as:
Stability and convergence
For v(x 0 , t) defined on Ω × [0, T ], we introduce the following notations:
where v q denotes the norm in Sobolev space H q (Ω) (H 0 (Ω) := L 2 (Ω)). And for v(a, t) = v(b, t) = 0, it holds that
where λ 1 denotes the smallest eigenvalue of operator − ∂ 2 ∂x0 2 . Then with the time partition t n , 0 ≤ n ≤ N and v n := v(·, t n ), the following norm [12] 
will be used in the analysis. For every t, define the Ritz projection R h :
Then for G x0 (p, t) ∈ H 1 0 (Ω) ∩ H q (Ω), we have the well known approximation property [29] :
Theorem 4.1. The finite element scheme (42) is unconditionally stable. And the approximate solution G n h satisfies the following error estimate:
where (40), and c 5 is constant independent of τ and h, which can be obtained from Eq. (61).
Proof. Taking η = G n h in (42), it yields that
Note that for Re (pU (x 0 )) ≥ 0,
Therefore,
Summing up (51) for n from 1 to L, then adding
on both sides of the obtained result, and using (44) and Lemma 3.1, one has
So, the proof of the unconditional stability of the finite element scheme (42) is completed. Now, we derive the error estimate. First, we decompose the error into two terms, i.e., G x0 (p,
where r n 1 satisfying r n 1 0 ≤ c 6 τ with 1 ≤ n ≤ N is the time directional error term introduced in (20) , and the space projection error
> 0, and ρ 0 = 0 have been used in the third step. Since 
Hence
Taking η = θ n in (54) and combining (47), (49), (53), (55) and (58), one has
By the triangle inequality and property (47), it yields
Numerical results
In this section, we present several examples to verify the theoretical results provided in the previous section. In the examples, the parameters are taken as Ω = (0, 1), K r = 1 and U (x 0 ) = x 0 .
Example 5.1. In this example, we add a source term in model (7) such that its exact solution is
The corresponding source term and the initial and boundary conditions can be derived from the exact solution.
By formula (13), we can let
Then W x0 (p, t) solves
We choose l = 1 for the finite element discretization. Then at every time level t = t n , both the differential matrixes of the finite difference and the finite element schemes are tridiagonal; the speedup method can be used with the cost Table 2 : Numerical results (the · 0 ′ ,h,∞ and · 0,h,1 errors, implemented with the time scheme (64)) of the finite difference scheme for Example 5.1 with λ = 3, T = 1, and h = 1/2 11 . 
The numerical results are given in Tables 1, 3 , and 5, which well confirm the theoretical analysis. Removing the limitation of zero initial condition, instead of (16), numerically one can use the discretization:
Using (64) in (20) leads to a new discretization scheme of (7). The numerical results obtained with the corresponding finite difference and finite element schemes are given in Tables 2, 4 , and 6, which show the same convergence order, but with slightly big numerical errors.
Example 5.2. In this example, we consider the model (7) itself with φ(p, x 0 ) = 0, ψ l (p, t) = t, ψ r (p, t) = e −t − 1. Table 6 : Numerical results (the · 0,h,1 -error, implemented with the time scheme (64)) of the finite element scheme for Example 5.1 with λ = 3 and T = 1. By formula (13) , one can let
to obtain a model of W x0 (p, t) with
where for every time t = t n , 0 I 1−γ t (e λt ) in g(x 0 , p, t) can be rewritten as
Then the Gauss Jacobi quadrature with the weight (1 − ξ) −γ can be used to compute (65) [15, Appendix A, p. 447] . Note that
so, Eqs. (66) and (67) can also be handled similar to (65). The numerical results are presented in Tables 7-9 , where in the finite difference scheme, the numerical solutions obtained at τ = h = 1/2 12 have been regarded as the exact solutions;
and in the finite element scheme, the |·| *
, which can be used to check the convergence order with |·| 1 norm. In fact, there hold
Example 5.3. If the PDF G x0 (A, t) is needed, the numerical inversion of the Laplace transform (NIL) must be used. Let the exact solution of (7) be
Then the corresponding right hand term f (x 0 , p, t) can be derived from the exact solution. We use the Fourier series Euler summation method proposed in [1] to simulate G x0 (A, t):
σ+∞i σ−∞i e pA G x0 (p, t)dp ≈ In practice, Abate and Whitt [1] suggest to setÃ equal to 18.4. The numerical results are plotted in Figure 1 , being compared with the analytical inversion of G x0 (A, t) = t 2 e −λt−2A (x 0 − x 3 0 ) (denoted by (red) real lines). For fixed x 0 and t, the finite difference scheme (21) has been used to compute G x0 (p j , t). Here, p j =Ã 2A + jπi A and j = 0, · · · , K 1 + K 2 . Remark 5.1. Though there have been a lot of works on the NIL (see, e.g., [9, 18] and the references therein), to ensure the validity and stability of the inversion, besides the values G x0 (p j , t) the further requirements on G x0 (p, t) (even on G x0 (A, t), being hard to know in advance) and the multi-precision computation are usually needed. We will discuss these in our future work.
Conclusions
Based on the presented discretization of the tempered fractional substantial derivative, we have proposed the finite difference and finite element methods for the backward time tempered fractional Feynman-Kac equation with the detailed unconditional stability and convergence analyses. Some important ideas/techniques for the discretization of the tempered fractional substantial derivative and the proof of the stability and convergence are introduced. The effectiveness of the schemes, including unconditional stability and the order of convergence, is verified by the numerical experiments.
