We develop a Lorentz-covariant theory for the mutual interaction of a wave and a particle. The Bohm-de Broglie "pilot wave" prescription for the guidance of a particle by a wave, is supplemented by prescribing how a particle generates its own guiding wave. The natural ensemble of such "self-guided" particles is shown to reproduce the statistics of Quantum Mechanics in simple experiments. The dynamics governing the motion of each member in this ensemble, however, has an intrinsic physical content that does not depend on the particular statistical context of a Quantum Mechanical experiment. This dynamics reduces to classical dynamics in the relevant limit, and, in addition, constitutes a novel language for modelling long range interactions.
Let us consider some possible requirements from such a hypothetical "micro-mechanics". First, it should be Lorentz covariant. Second, we would like it to continuously converge to classical mechanics, depending on the relevant parameters. Third, it must constitute a hidden variable model for QM. That is, the natural ensemble of micro-mechanical solutions that are associated with an experiment, should produce the statistics of QM.
It should be obvious to anyone familiar with QM that a naive modification of classical mechanics would not do the job. A particle going through one of the slits, in a double slit experiment, must have a "global" view of the apparatus, telling it whether or not the other slit is open. Remarkably, a mechanism for such a global view is provided by the Bohm-de Broglie 2 pilot wave, viz., a rule for the guidance of a particle by an "external" wave. In this paper we supplement this rule by prescribing how an "external" particle generates a wave, thereby transforming the "master-slave" relation between the particle and the wave into a symbiotic one. This symbiosis removes the need to externally prescribe a guiding wave in accordance with the rules of QM-as mandatory in Bohmian Mechanics-and paves the road to a formalism that may potentially transcend the "interpretational" status of Bohmian Mechanics.
The above "symbiosis loop" between the particle and the wave creates a privileged set of self-guided trajectories, which we identify with the set of all permissible trajectories. Of the two, the particle is more "fundamental" in the sense that it is the one that is directly involved in measurements, while the wave, which can formally be eliminated from the equations, caries all the hidden degrees of freedom that are needed to produce non classical trajectories. Though not directly observable, the wave will inevitably manifest itself in the statistical aspects of ensembles of trajectories.
The resultant mathematical structure, which we call Coupled Wave Particle Dynamics (CWPD), is shown to reduce to classical mechanics in the relevant limit. The consistency (in the above sense) with QM is verified for two simple experiments. The "sniffing" mechanism of CWPD, by which a particle sees the global structure of a potential, naturally invites the possibility that CWPD can also be used to model long range interactions. Indeed, in section 5 we elaborate on the possibility that, by tuning the various parameters of the theory, long range interactions on an arbitrary scale can be modelled.
2 Coupled Wave-Particle Dynamics (CWPD)
Preliminaries
Our formulation of CWPD is carried out in a manifestly Lorentz covariant way. We begin with a relativistic generalization of Schrödinger's equation, inspired by the Fock-Schwinger proper-time method [6] , and work in units for which c = 1, g µν = diag(1, −1, −1, −1)
We can regard (1) as originating from the quantization of a classical system defined by the Lagrangian
with classical equations of motion (EOM),
The quantization amounts to the substitution
in the classical Hamiltonian,
wherep µ andx µ are operators acting on a Hilbert space spanned by their eigenvectors:
It follows that |x and |p satisfy
and (1) is just i d ds |φ = H|φ projected on x|. For the time being, A and V are just phenomenological potentials, allowing us to "bend" the trajectories of particles. Their exact meaning, as well as their dimensionality (and that of s), will depend on the phenomenon to be modelled 3 (for example, defining dτ /ds := m the mass of the particle, with dτ = √ dx 2 the proper time, and setting V ≡ 0, we recover the standard classical form). Note also that Tachionic solutions (u 2 < 0) are legitimate solutions that will play a role later.
The non-homogeneous variant of (1) admits two Green's functions, a retarded and an advanced one, defined by
with G(x, s; x ′ , s ′ ) = x|e −iH(s−s ′ )/ |x ′ -the propagator-a homogeneous solution of (1), defined by the initial condition lim s ′ →s G(x, s; x ′ , s ′ ) = δ (4) (x − x ′ ). The Heaviside Theta functions impose Gret
3 By virtue of (3), it can be shown that the quantity 1 2 u 2 + V is conserved. This means that the use of V as the representation of a scatterer is consistent with classical four-momentum conservation.
The central CWPD equation
We are now ready to define the "source equation". Given a space time trajectory in Minkowski space γ s : s ∈ (−∞, ∞) → R 4 , we define a map γ → φ γ (x, s), where φ γ is a solution of the homogeneous Schrödinger equation (1) . We begin by defining two solutions to the inhomogeneous Schrödinger's equation
Both φ ret and φ adv are divergent at x = γ s , but, as we shall see, their difference,
is a finite solution to the homogeneous Schrödinger equation (1), which we associate with the trajectory γ. Next, we define the "guiding equation". Given a solution φ(x, s) of the homogeneous Schrödinger equation (1), we associate with it a set Σ φ of trajectories γ s :
in Minkowski space. To this end, we write φ in a polar form, φ = Re iS/ . Then, γ s ∈ Σ φ if and only if it is a solution of the first-order equation,
This is just a relativistic generalization of Bohm's guiding equation, and it reduces to de Broglie's pilot wave equation, for φ that is a steady state solution of (1). The set Σ φ therefore consists of all integral curves of the φ-dependent vector-field ∂ µ S(x, s) − qA µ (x, s) . Now that we have established the necessary terminology, we can compactly formulate the central CWPD equation:
are admissible solutions of CWPD. In words, only self-guided γ's are CWPD solutions.
By equation (7), associated with every γ satisfying the CWPD equation (9) is a unique solution to (1), φ γ . While only γ is directly measurable (the space-time point of a particle), we shall see that many statistical aspects of such CWPD trajectories must be read from φ.
As with Bohmian mechanics, plugging the polar anzats for φ into (1), and separating real from imaginary parts, we get a modified Hamilton-Jacobi equation for the phase S,
the so called "Quantum Potential". It follows that the integral curves of (solutions of) the first order system of ordinary differential equations (ODE's) (8) are also solutions to the second order system,
This completes the formulation of the scalar single-particle CWPD. We shall not deal in this paper with higher spin generalizations, although, following Bell, a good starting point is the realization that the four-velocity field defined in (8) is just the four-current divided by the density associated with Schrödinger's equation (1), and a similar construction can be carried out for a second-order Dirac equation for example. The many-body generalization is discussed in section 5.
A free particle
There are obviously no standard mathematical tools for finding a general solution to the CWPD equation (9) (though we shall see that, in favorable situations, the above pair reduces to a set of coupled ODE's). However, we can guess a solution and verify that it satisfies (9). Consider a freely moving particle, that is, γ s = us. The propagator, G, of the free Hamiltonian (A = V = 0),
is given (in units for which c = = 1) by
Substituting x ′ → us ′ in (13), the integral in (7) is tabulated and gives
with J 1 a Bessel function of the first kind. Using
for y ≪ 1, we see that the two infinities at the location of the particle x = us, coming from φ ret and φ adv , have cancelled out, leaving only a finite contribution (as would be the case in any dimension). Since the above infinities only depend on the small |s − s ′ | behavior of the propagator, which is always given by (13), the subtraction scheme will also work for arbitrary potentials. The dependence of φ on x and s only through the combination ξ is, of course, unique to the free case (the vanishing of f outside the light-cone is a peculiarity of even dimensional space-times.) The polar representation of φ is immediately read from (14), and, upon plugging S = u · ξ into the guiding equation (8), we see that γ s = us is indeed a solution. In the appendix, we demonstrate that the guiding equation in its second order form (11) is also satisfied.
The creation and annihilation of particles
A general trajectory γ s , that is, a solution to CWPD, is not restricted to a fixed mass-shell, γ 2 = constant, and, even "less classically", may intersect a given x 0 = constant hyperplane more than once. If we take these intersection points as the instantaneous position of the particle, we get the unacceptable situation of a particle being simultaneously at two different points. A solution to this conceptual problem comes from reinterpreting the meaning of our solutions γ.
We begin by noting a simple "s-reversal" symmetry of CWPD: Let γ s be a solution of (9), for a particle with charge q (that enters the Lagrangian (2)). Then,γ s := γ (−s) is a solution of (9), for a particle of charge −q.
This observation gives each world-line a dual interpretation. If we adopt the convention that segments of γ for whichγ 0 > 0 describe the motion of a particle, while those for whicḣ γ 0 < 0 describe the motion of the antiparticle, we get the natural interpretation of a particle in interaction with its antiparticle, both moving in the positive x 0 direction. (see figure 2.4). Note that in contrast to the metaphorical way this terminology is used in high-energy physics, in CWPD these scenarios have a concrete meaning. 
The Classical Limit
We shall next show that, in certain limits, CWPD reduces to the classical equations of motion. Note that this comparison is made possible by the fact that the two theories apply to individual trajectories, regardless of any particular statistical context. The absence of this property is what makes it impossible to speak of a genuine classical limit to Bohmian Mechanics. As a first step "in the classical direction", we note that, by utilizing the relations (4), the construction of a path-integral representation to the propagator appearing in (5) can be carried out in full analogy to the non-relativistic case, resulting in
in which I = dsL(y,ẏ) is the action of the path y, and the Lagrangian L is defined by (2) . The paths which enter the integral are only restricted by their values x ′ and x, at s ′ and s, respectively, and are not constrained to lie on a single mass-shell-whether positive or negative. This is the main reason for not introducing a mass parameter into our formulation of CWPD.
Pursuing the analogy with the non-relativistic path-integral, we can construct the socalled "semi-classical" propagator by expanding the action around its stationary points, which are the paths, y, that satisfy the boundary conditions and the classical EOM (3),
where F y -the so called Van Fleck determinant-is a purely classical quantity (containing no 's), given by the determinant
Consider now a particular solution γ s to the classical EOM (3). Suppose that any two points along γ are connected by a unique classical path-the relevant part of γ, or, more relaxedly, that classical paths other than γ can be ignored (as would be the case if multiple paths occur only for sufficiently large |s ′ − s ′ |, in which case F is vanishingly small). Substituting x ′ → γ s ′ into the semiclassical propagator (16), and preforming the s ′ integral in the guiding equation (7), the resulting φ is given by lim ǫ→0 φ ǫ , with
As was shown in section 2.3, the above limit exists. The reason for keeping a finite ǫ is that now φ ǫ is differentiable at x = γ s , so we can plug it directly into the guiding equation (8), and "push" the derivative into the integral. We obtain, for the r.h.s., It is therefore independent of s ′ and can be pulled out of the integral (the same applies to the p.p. part). The integral in the numerator then cancels with the one in the denominator, and the r.h.s. of (8) indeed reduces to p µ (s) 4 . To obtain a sufficient condition for the dominance of the above I term, we divide the square brackets appearing in the numerator of (18) by F , translating the dominance criterion into the inequality
which reflects a competition between the smoothness scale of the Van Fleck determinant associated with the potentials, and the "de Broglie length in the
|, with dτ /ds := m, the mass of the particle, and dτ = √ dx 2 , the proper time. A sufficient condition for the emergence of Classical dynamics is the existence of a frame for which (19) is simultaneously satisfied for all coordinates. To see when such a frame exists, we need to better understand the ratio on the l.h.s. of (19). We begin by noting a simple property of Classical mechanics: Let γ s be a solution to the classical EOM (3) with potentials A µ (x). Then the scaled trajectory λ −1 γ λs is a solution to (3) with scaled potentials A µ (λx). The action I depends parametrically on the potentials. From its definition, the following homogeneity property is easily deduced:
The l.h.s. of (19) therefore has dimension of [length] −1 (respectively [length]), and scales as λ (respectively λ −1 ), while the r.h.s. scales as λ 0 . Classical mechanics is thus guaranteed by either one of the limits → 0, m → ∞ or λ → 0 (smooth potentials).
To complete this section, two remarks are in order. First, the derivation of the classical limit was carried out entirely within the framework of classical mechanics, and is therefore gauge-invariant 5 . Second, the classical condition (19) measures the local deviation of a trajectory from classical dynamics. Small deviations can still accumulate along a trajectory, possibly producing non-classical global effects such as refraction. 4 A curiosity of quadratic Lagrangians is that a) the semiclassical propagator (16) for such Lagrangians is exact, and b) the Van-Fleck determinant F , entering (16), is independent of x and x ′ . I follows that, for quadratic Lagrangians, the classical trajectories are exact solutions of CWPD. 5 We have ignored until now the question of gauge invariance. Our formulation of CWPD is not manifestly gauge invariant, though the classical EOM to which it reduces are (as well as its statistics, as we shall soon see). Our stand on that matter is that either a) CWPD has a hidden gauge symmetry or b) there is a preferred gauge choice or that c) CWPD is not gauge invariant.
Is CWPD compatible with Quantum Mechanics?
In this section we explore the possibility that CWPD can serve as a "hidden variables" model for Quantum Mechanics, namely, that QM describes the statistics of the underlying CWPD ontology, in the same sense that Thermodynamics is the statistical theory of classical mechanics. We do not address the question of whether CWPD is the unique hidden-variable model, but only whether it is a possible one. A sufficient condition for the above to be true is that the statistical outcome of experiments, as captured by the formalism of QM, can be derived from the statistics of the "natural" ensemble, N , of CWPD solutions associated with the experiment. The natural ensemble associated with a Thermodynamical experiment is the ergodic ensemble of solutions to the classical EOM's of the system. In the case of a (statistical) Quantum experiment, an element in N would be a pair {φ, γ} solution to CWPD, and the "naturalness" of N should be reflected in the demand from both the φ and γ parts.
We begin with a mono-energetic scattering experiment on an elastic target. When the elements in N are projected onto their γ part, we get an ensemble of trajectories N γ . An element in N γ must have (four-) velocity u, for s → −∞, and a forward-pointing (γ 0 > 0) velocity for s → ∞. This excludes trajectories that "turn back in time", as they correspond to a different experiment, namely the simultaneous bombardment of a target by particles and anti-particles (see section 2.4). A second obvious characteristic of N γ is that its members are uniformly distributed over the impact parameter in the region where γ · u → ∞ (the region of the incident beam, far from the scatterer). Finally, our ensemble is defined to be a steady-state (in s) ensemble, implying that there is no preferred parameterization to the world-lines. These three criteria exhaust the requirements from our trajectories.
Next, we project the elements in N on their φ part, resulting in an ensemble N φ of solutions to (1) . Now, the great merit of the φ's is that, unlike their corresponding γ's, they can be superposed to form the "ensemble wave-function",
The requirements from N φ are then better expressed as requirements from φ N . They are inherited from the corresponding demands imposed on N γ , and include: (a) No preferred s (a steady state ensemble), implying . To determine the value of k, we see that in order for it to be compatible 6 with the asymptotic form (14) of the free φ's, it must equalγ/ .
Finally, we would like to interpret the meaning of φ N . To this end we postulate (what can be regarded as our only "naturalness" requirement from N φ ) that the phases of elements in N φ are uncorrelated. More specifically, if we look at
and integrate this quantity over a sufficiently large region in space-time, the cross term becomes negligible compared with the diagonal term. This is an immediate consequence of the law of large numbers, and shows that, when the number of copies of each solution in the ensemble N is scaled by a constant c, the value of the above integral scales also as c. Furthermore, the exact value of the integral naturally depends on the form of the φ's that effectively contribute to the integral. It follows that, if the conditions are such that the set of φ's contributing to the integral is the same for two different regions in space-time, then the values of the corresponding |φ N | 2 's can be meaningfully compared. Their ratio is then the ratio of (space-time) densities at the two points. Such conditions prevail, for example, in the asymptotically remote regions where all φ's converge to the asymptotic form (14), and ϕ N has the local form of a plane-wave. Note the essential difference in interpretations between our case and that of QM. In the latter, the probabilistic interpretation of the wave-function is supposed to hold everywhere, although, in practice, it is only the asymptotical scattered wave-function that is measured.
Plugging the anzats (22) into the Schrödinger equation (1) with ω = −γ , and recalling our convention, dτ /ds = m, we see that ϕ N satisfies the adjoint Klein-Gordon equation,
associated with the potentials, and has the same modulus as ϕ * N , which is the solution of the standard Klein-Gordon equation. Furthermore, by requirement (b) above, we see that it has the form of a wave scattered from a target. In analogy to the non-relativistic case, such steady-state waves can be approximated by square-integrable wave packets, and in light of the Unitarity of the s-evolution (1), we see that our statistical interpretation is consistent with probability conservation. Note, however, that it is only in the asymptotical ϕ N that we can trust this interpretation of the wave-function.
CWPD, then, is consistent in the above example with the predictions of the Klein-Gordon equation. We can also appreciate how the historical difficulties associated with this equation are eliminated by our choice of interpretation.
As a second test-case for the compatibility of CWPD with QM, we consider an experiment in which a single particle is suddenly released from a trap at x 0 = 0. The output of such an experiment is a time-of-flight measurement (from release to detection, far away from the trap), determining the asymptotic momentum of the particle as it moves away from the trap. The entire construction from the preceding example can be repeated, the only difference being that the trap breaks the complete translational invariance of the ensemble for x 0 → −∞, leaving only translational invariance in x 0 . Therefore, ϕ N must have the asymptotical form e iΩx 0 f (x). Upon plugging this anzats into equation (24), we get the usual quantization condition for Ω. For simplicity, let us assume that there is only one such Ω to which there corresponds a single spherically symmetric f . Following the usual Quantum Mechanical treatment of such an experiment, we know that, for x 0 → ∞, ϕ N has the form of a spherical wave whose maximum propagates away from the trap at a speed corresponding to the quantized frequency Ω. Since, in the region far away from the trap, where the particle is detected, |ϕ N | 2 admits the interpretation of (space-time) density, we infer that all particles must have an asymptotical velocity that is close to a single value. Nevertheless, we interpret the quantized energy of the particle as an attribute of the experiment, having nothing to do with the dynamics of the particle while it was still in the trap-an attitude shared by Bohmian Mechanics. Yet Bohmian Mechanics dictates that the particle must be at rest while in the trap (the scenario-though self consistent-which caused Einstein to reject Bohmian Mechanics on aesthetic grounds), whereas in CWPD the particle can follow infinitely many complicated trajectories.
5 Modelling Long-Range Interactions with CWPD
The many-body generalization
The single-particle CWPD admits several reasonable generalizations to the case of N particles in mutual interaction. The immediate "Bohmian generalization" would be to replace the target space of γ s by R 4N , and the single-particle propagator by its N-particle generalization (the propagator in the tensored single-particle Hilbert spaces), and we get a fully consistent, many-body Relativistic generalization to the single-particle CWPD. This choice, however, makes it difficult to talk about an isolated sub-system, and, furthermore, introduces un-intuitive long-range interactions that are not essential in order to explain long-range correlations appearing in Quantum Mechanical experiments (we shall have more to say on that matter below).
In our preferred choice, instead, each particle modifies the other particles' Hamiltonians, thereby "notifying" them of its presence, and we get N coupled single-particle equations (9). Specifically, for N particles of trajectories γ (n) s , n = 1 . . . N, in interaction with one another, we get N source equations
with propagators
and N guiding equations
where
parametrically depends on all trajectories other than γ (n) . We shall see below how this feature allows us to rigorously construct a model for long-range interactions, free of the "radiation self force" problem occurring in classical radiation theory. (See, e.g., [3] ).
Long range interactions
In this section we introduce a radically new way of modelling long-range interaction, using our CWPD formalism. We shall not carry out the detailed calculations, deferring them to future publications, but merely present the equations and their origin.
It should not come as a surprise that CWPD can model long range interactions. The propagator G entering the source equation (7) has a "global view" of the potential, enabling the latter to mediate its influence beyond its support. To be concrete, the Hamiltonians H (n) of section 5.1, are modified by the addition of either a singular scalar potential,
namely, a singular scalar potential supported on the world lines of the other particles, or a singular vector potential
The c k 's are coupling constants which we later absorb into the definition of H (n) . Classically, such potentials produce trivial dynamics unless a collision occurs. In CWPD, we shall see, highly non trivial dynamics results from the existence of the Quantum potential whose support is not restricted to the world-lines.
The first challenge is to give meaning to such relativistic contact potentials. Rather than attempting to tackle this general question, we shall consider two particles only, interacting via a scalar potential (28), and make the simplifying assumption that one of the particles is static at the origin of three-space. The consistency of this assumption will be verified later. The non-static particle, then, sees a potential (omitting the particle's label)
Such three dimensional "delta-function potentials" have been extensively studied in the context of the non-relativistic Schrödinger equation (see [4] and references therein.) It turns out that such contact potentials define a one-parameter family of Hamiltonians, H α , parameterized by the effective "strength", α −1 , of the potential. H α possesses a single bound state for α < 0, and none for α > 0. The corresponding propagator, defined by
is reported in closed form in [5] (mind the different normalization used there). The relativistic propagator, G, which we seek, can be defined by
and, as can easily be verified, takes the form
with g(y, t) = (2πit) −1/2 exp iy 2 2t
the free one dimensional propagator. To give the reader a taste of what G α looks like, we shall give the explicit form of the G 0 propagator, which is particularly simple
with G the free propagator (13) (that decouples from the α-dependent piece for any α). Note the expected asymptotic triviality of G 0 as either |x| or |x ′ | approach infinity. Having obtained the propagator for such contact line potentials, we can now attempt to solve the CWPD equation (9). We can only report some preliminary results that encourage us to pursue the full solution. The results are as follows: a) By plugging a trial trajectory x ′ → γ s ′ into the propagator G α , and carrying out the integral in the source equation, we get a contribution from the free G and from the α dependent piece. The value of the free piece behaves likeγ 2 at γ s (just like the free case of section 2.3), while that of the α dependent piece is roughly independent ofγ. This implies that, by takingγ 2 sufficiently large, we can reduce the problem to a trivial free particle, hence justifying the assumption made at the beginning of this section, regarding the stationarity of one of the particles. b) There are two limits in which the solution of (9) greatly simplifies. For α < 0, the boundstate contribution to G α introduces an α-dependent "resonant mass". For particles near this resonant mass, the integral in the source equation gets significant contributions from arbitrarily large |s − s ′ |, and it is the bound-state piece that dominates the integral. In this regime, exact solutions can be found, as, for example, a stationary bound particle. Away from resonance, however, or for positive α, it is only the small |s − s ′ | values that effectively contribute to the integral. If γ s ′ varies slowly for the relevant s ′ (as can be expected if the particle is far from the three-origin, or in the limit |α| → ∞), its local structure can be deduced from its first few derivatives at γ s , thereby reducing the r.h.s. of the guiding equation (8) to an ordinary function of γ s ,γ s ,γ s . . ., and (8) becomes a set of coupled ODE's.
6 Appendix. The second order guiding equation for a free particle
To appreciate that the guiding equation in its second order form (11) is also satisfied, we have to cope with the discontinuity of f on the light-cone. Starting from the spectral
