Liouville theorems for scaling invariant nonlinear parabolic equations and systems (saying that the equation or system does not possess positive entire solutions) guarantee optimal universal estimates of solutions of related initial and initial-boundary value problems. In the case of the nonlinear heat equation
Introduction and main results
1.1. Background and main Liouville-type result. Liouville theorems for scaling invariant superlinear parabolic equations and systems guarantee optimal universal estimates of solutions of related initial and initial-boundary value problems, see [24] or [27] and the references therein. The main aim of this paper is to improve known results on such Liouville theorems.
Consider first positive classical solutions of the nonlinear heat equation if n > 2, see [14] or [2] . The method of the nonexistence proof by B. Gidas and J. Spruck in [14] based on integral estimates was adapted by M.-F. Bidaut-Véron in [1] to time-dependent solutions. However, this approach enabled her to prove the nonexistence of solutions of (1) only if p < p B , where p B := n(n + 2)/(n − 1) 2 (p B < p S if n > 1). At the same time -in 1998 -F. Merle and H. Zaag proved in [21] that if p < p S , then all positive ancient solutions of the nonlinear heat equation (i.e. solutions of (1) in R n × (−∞, T )) satisfying the decay assumption
have to be spatially homogeneous. This result guarantees the nonexistence of positive solutions of (1) satisfying (2) for all p < p S . The interest in an optimal Liouville theorem for (1) increased in 2007, when P. Poláčik, Ph. Souplet and the author showed in [24] that such Liouville theorem would imply optimal universal estimates for solutions of related initial or initial-boundary value problems, including estimates of their singularities and decay. It was also shown in [24] (cf. also [22] ), that the nonexistence of positive solutions of (1) is true for all p < p S if we restrict ourselves to the class of radially symmetric functions u = u(|x|, t). This result can also be formulated as follows: If p < p S and we consider radial functions only, then any positive classical solution of (1) has to be stationary.
(
It should be mentioned that if n > 10 and p > p L := 1 + 4/(n − 10), then property (3) is also true in the radial case, but fails in the non-radial case (see [23, 11] ), hence the non-radial case may be very different from the radial one. In 2016, the author proved in [25] energy estimates for rescaled solutions of (1) guaranteeing the nonexistence of positive solutions of (1) (and of more general superlinear parabolic systems) whenever p < p sg , where
Since p sg < p B for n > 2 and p sg = p B = ∞ if n = 1, that nonexistence result in the case of (1) was new only if n = 2. The condition p < p sg in [25] has recently been weakened in [26] to p ≤ p sg , but this fact did not improve the nonexistence result in the case of (1). The main result of this paper shows that the method in [25, 26] can be further improved to yield the following optimal result. Theorem 1 solves several long-standing open problems. In particular, it guarantees that the Liouville theorem for ancient solutions by F. Merle and H. Zaag mentioned above remains true without the decay assumption (2) . Similarly, it implies that if p < p S , Ω ⊂ R n is a smooth domain and a positive solution u of the problem
blows up at t = T , then the blow-up rate is of type I, i.e.
Such result has been known in the case of convex domains Ω since 1980's, but remained open in the case of non-convex domains (except for results requiring more restrictive conditions on p); see [15] and the references in [27] . More details and further applications of Theorem 1 can be found below (see Theorems 3,4,5 and the subsequent comments).
1.2.
Extensions and applications. The arguments in our proof of Theorem 1 can also be used in the case of parabolic systems or problems with nonlinear boundary conditions. The proof in the case of nonlinear boundary conditions requires some modifications and we will provide it in a separate paper. In the case of the parabolic system
where U = (u 1 , u 2 , . . . , u m ) and F : R m → R m , our approach yields the following result. The nonexistence of positive classical stationary solutions of (4) is known if either n ≤ 4, p < p S , or n > 4, p < (n − 1)/(n − 3), see [28] . Liouville theorems for parabolic systems of the form (4) have also been studied by the approach of M.-F. Bidaut-Véron mentioned above, see the references and discussion in [26] .
In the rest of this subsection we will discuss several consequences of Theorem 1 (some of them have already been shortly mentioned above). Theorem 2 implies that many of those consequences (in particular, Theorems 4 and 5) have their analogues in the case of parabolic systems.
Theorem 1 guarantees that almost all statements in [24] and numerous statements in [27] can be improved. More precisely, the assumptions p < p B or p < max(p sg , p B ) in [24] or [27] , respectively, can be replaced by the weaker assumption p < p S . Notice also that this weaker assumption is optimal for most of the statements.
In the case of the half-space R n (i) Assume n ≤ 3, or n > 3 and p < p S (n − 1) := (n + 1)/(n − 3). Then the problem
has no nontrivial nonnegative bounded classical solution.
(ii) Assume p < p S . Then problem (9) has no nontrivial nonnegative classical solution.
The following theorem is a direct consequence of the proof of [24, Theorem 3.1] and Theorem 1. In what follows we set (
and u be a nonnegative classical solution of the equation
(i) Then there holds
with a constant C = C(n, f ) > 0, independent of Ω, τ, T and u. (ii) If f (u) = u p , then conclusion (12) can be replaced by
Let f (u) = u p with p > 1, Ω = R n , τ = −∞ and T < ∞. If p < p S and u is a nonnegative classical solution of (11), then inequality (13) guarantees the estimate
and the Liouville theorem for ancient solutions [21, Corollary 1.6] implies that u is spatially homogeneous. Let f (u) = u p with p > 1, Ω = R n , τ = 0 and T = ∞. If p < p S , then inequality (13) guarantees the decay estimate
for all nonnegative classical solutions u of (11). If p ≥ p S , then there exist positive stationary solutions of (11), hence the condition p < p S in Theorem 4 is optimal. More information on possible decay or growth of positive solutions for p ≥ p S can be found in [27] and the references therein. In particular, [10, Conjecture 1.1] and [6] indicate that if n ≤ 6 and p = p S , then the behavior of so-called threshold solutions heavily depends on n.
Let f (u) = u p with p > 1, Ω = R n , τ = 0, T < ∞, and assume that a solution u of (11) blows up at t = T . Recall that if lim sup t→T − (T − t) 1/(p−1) u(·, t) ∞ < ∞, then the blow-up is said to be of type I, otherwise it is said to be of type II. If p < p S , then inequality (13) guarantees the universal blow-up rate estimate
where C = C(n, p), hence the blow-up is of type I. Estimate (16) has also been proved in [15, 16] for p ∈ (1, p S ) and even for sign-changing non-radial solutions of (11) with f (u) := |u| p−1 u, but with a constant C which depends on the solution. Let us also mention that if p = p S , 3 ≤ n ≤ 6, and we allow sign-changing solution, then the blow-up may be of type II : This is indicated by formal arguments in [12] and proved in [30, 7, 8, 9, 17, 18] . Type II blow-up can also occur for positive radial and non-radial solutions if n ≥ 11 and p ≥ p JL , where p JL := 1 + 4 n−4+2 √ n−1 (n−2)(n−10) (see [19, 20, 3, 4, 31] ). In the case of smooth domains and Dirichlet boundary conditions, Theorem 1 implies the following theorem (cf. [24, Theorems 4.1, 4.2]). (10) and Ω be a (possibly unbounded, not necessarily convex, uniformly C 2 ) smooth domain in R n . Let u be a nonnegative classical solution of the problem
Then there holds
where C = C(f, Ω). If f (u) = u p and Ω = R n + , then we have the stronger estimate
If a positive solution u of (17) blows up at t = T < ∞, then estimate (18) guarantees that the blow-up is of type I. Let us mention that if n > 6 and p ≥ (n + 1)/(n − 3), then there exist (non-convex) domains Ω and positive solutions of (17) with f (u) = u p such that u blows up at t = T and the blow-up is of type II, see [5] and [27, Remark 24.6(v) ].
If T = ∞, then (18) guarantees the universal estimate u(·, t) ∞ ≤ C(1 + t −1/(p−1) ) for all positive solutions of (17) . Such estimate improves the main result on universal bounds in [29, Theorem 2.2(i)] since that result requires either n ≤ 4 and p < p S , or n > 4 and p < (n − 1)/(n − 3); cf. also [27, Theorem 26.6 and Remark 26.7] . Let us also mention that (18) fails if, for example, Ω is a ball, T = ∞ and f (u) = u p with p = p S : Then there exist global solutions such that lim t→∞ u(·, t) ∞ = ∞ (see [13] for the precise asymptotic behavior of such solutions and notice that that behavior again strongly depends on n).
Theorems 4 and 5 are also true for other nonlinearities which behave like u p as u → ∞, and the estimates can be shown to be uniform for a whole class of nonlinearities. For example, if we replace the equation (18) is true with C = C(p, C g , p 1 , q, Ω), see [27, 
Outline of proof. Our proof of Theorem 1 is based on a contradiction argument:
Assuming that u is a positive solution of (1), we find refined energy estimates for rescaled solutions w = w a k which enable us to use scaling and limiting arguments by Y. Giga and R. Kohn in [15] . Those arguments yield a positive stationary solution of (1). Since such solution does not exist due to [14] , we arrive at a contradiction.
The proof of the refined energy estimates is divided into six steps. In Step 1 we recall energy estimates from [25] , which are based on Kaplan-type estimates and the properties of the energy functional for the rescaled problem (see [15] ). In Step 2 we describe a bootstrap argument which will enable us in Steps 3-6 to refine the energy estimates from Step 1.
Step 3 contains auxilliary Lemma 6 which combines rescaling and limiting arguments from [15] with a doubling argument, and enables us to derive local pointwise estimates of w from local integral estimates of the time derivative of w. In Step 4, by means of suitable measure arguments, we find a time s * which is convenient for pointwise and integral estimates in Steps 5-6. Since those estimates are significantly simpler if p < p * , where
we first consider the case p < p * (Step 5) and then the case p * ≤ p < p S (Step 6). The energy estimates in Steps 5-6 are based on local integral estimates of w p+1 and suitable covering arguments, and those integral estimates in turn heavily use pointwise estimates guaranteed by Lemma 6 and the energy estimates from the previous bootstrap step. It should be mentioned that the local pointwise estimates of w(·, s * ) are not uniform if p ≥ p * : to obtain an integral estimate of w p+1 (·, s * ) on a unit ball B ⊂ R n , for example, one has to divide the ball into several subsets, and control both the measure of the subset and the amplitude of w in that subset. This makes the arguments rather technical. The proof of Theorem 2 is a straightforward generalization of the proof of Theorem 1 (see the proof of [25, Theorem 3] for the additional arguments to be used in Step 1) so that we will not provide it. Similarly, we do not provide the proofs of Theorems 3,4 and 5 since those theorems are direct consequences of Theorem 1 and (the proofs of) the corresponding theorems cited above.
Proof of Theorem 1
Assume on the contrary that there exists a positive solution u of (1). As in the proof of [25, Theorem 1] we may assume that
Due to the results in [1, 25, 26] we may also assume p > p sg . Denoting β := 1/(p − 1), our assumptions guarantee
In addition, β > (n − 4)/2 if p < p * . By C, C 0 , C 1 , . . . , c, c 0 , c 1 , . . . we will denote positive constants which depend only on n and p; the constants C, c may vary from step to step. Similarly by ε = ε(n, p) we will denote small positive constants which may vary from step to step. Finally, M = M (n, p) will denote a positive integer (the number of bootstrap steps). The proof will be divided into several steps.
Step 1: Initial estimates. The estimates in this step are just slight modifications of the estimates in [25, the proof of Theorem 1].
For a ∈ R n and k = 1, 2, . . . we set
Set also s k := − log k and notice that w = w a k solves the problem
where ρ(y) := e −|y| 2 /4 . In addition,
where t = k − e −s and C 0 := e (M +1)β . Set
Then in the same way as in [15, (2.25) and Proposition 2.1] (cf. also [25] ) we obtain E a k (s) ≥ 0 and, given σ 1 < σ 2 and supressing the dependence on k, a in our notation,
Multiplying equation (22) by wρ and integrating over y ∈ R n we also obtain
Multiplying equation (22) 
and
Let 1 ≤ m ≤ M . Then the monotonicity of E, (24), (23), (27) and (28) guarantee
Step 2: The plan of the proof. We will show that there exist an integer M = M (n, p) and positive numbers γ m , m = 1, 2, . . . M , such that 
In addition, using (30) and (31) with m = 1 we also have
Now the same arguments as in [15] show that (up to a subsequence) the sequence {v k } converges to a positive solution v = v(z) of the problem ∆v + v p = 0 in R n , which contradicts the elliptic Liouville theorem in [14] . This contradiction will conclude the proof. Notice that (31) is true if m = M for any M due to (29) . In the rest of the proof we consider M > 1, fix m ∈ {M, M − 1, . . . , 2}, assume that (31) is true with this fixed m, and we will prove that (31) remains true with m replaced by m − 1. More precisely, we assume E a k (s k − m) ≤ Ck γ , a ∈ R n , k large, (33) (where γ := γ m ) and we will show that Step 3: Notation and auxiliary results. In the rest of the proof we will also use the following notation and facts: Set
Given a ∈ R n , there exists an integer X = X(k) and there exist a 1 , a 2 , . . . a X ∈ R n (depending on a, n, k) such that a 1 = a, X ≤ C(log k) n/2 and 
The contradiction argument in Step 2 based on the nonexistence of positive stationary solutions of (1) and on estimate (32), combined with a doubling argument, can also be used to obtain the following useful pointwise estimates of the solution u. Lemma 6. Let M, s k , w a k be as above, and d k , r k ∈ (0, 1], k = 1, 2, . . . . Fix ζ, C * > 0, and set
Then there existsk 0 such that w a k (y, σ) ≤ k ξ whenever y ∈ B r k /2 (b), k ≥k 0 and (a, σ, b) ∈ T k .
Proof. Assume on the contrary that there exist k 1 , k 2 . . . with the following properties: k j → ∞ as j → ∞, and for each k ∈ {k 1 , k 2 , . . . } there exist (a k , σ k , b k ) ∈ T k and y k ∈ B r k /2 (b k ) such thatw k (y k , σ k ) > k ξ , wherew k := w a k k . Given k ∈ {k 1 , k 2 . . . }, we can choose an integer K such that
Set
Then
Since sup Z 0w k ≥w k (y k , σ k ) > k ξ , estimates (39) and (23) imply the existence of q * ∈ {0, 1, . . . K − 1} such that 2 sup
In addition, as k → ∞,
Hence, as above, a suitable subsequence of {v k } converges to a positive solution v = v(z) of the problem ∆v + v p = 0 in R n , which contradicts the elliptic Liouville theorem in [14] .
Step 4: The choice of a suitable time. The proof of (34) will be based on pointwise estimates of w a k (·, s * ), where s * = s * (k, a) ∈ [s k − m, s k − m + 1] is a suitable time (see (46) and (60) below), and additional estimates for w a k at time s * (see (45)). In this step we will find s * .
We consider m and γ fixed, a ∈ R n , k large, ε = ε(n, p) > 0 small, an integer L = L(n, p) ≥ 1 to be specified later (L = 1 if p < p * ), and α ∈ {α (1) , . . . , α (L) }, where α (ℓ) ∈ (0, 1) will be specified later. We also fix ε L ∈ (0, 1 − 1 − 1/L). Set 
Denoting w = w a k , estimates (30), (33) and (28) guarantee Estimates (41) imply
where #Z or |Z| denotes the cardinality or the measure of Z, respectively. Let a 1 , a 2 , . . . , a X be as in (36). Set I(k, a, α (ℓ) ).
The sets A, J, A, J , I, I L also depend on ε. If k is large enough (depending only on ε, ε L , n, p), then (42) implies
. Consequently, there exists s * = s * (k, a) ∈ I L ∩ J .
Given ℓ ∈ {1, 2, . . . , L}, let d (ℓ)
denote the length of the interval J j (k, α (ℓ) ) \J j (k, α (ℓ) ). Since s * ∈J j * (k, α (ℓ) ) for suitable
). This guarantees the following uniform estimates for a ∈ R n , w = w a i k , i = 1, 2, . . . X, ℓ = 1, 2, . . . L, k large and s * = s * (k, a):
Step 5: Energy estimates in case p < p * . Assume p < p * and set L := 1, α := α (1) (to be specified later) and d k := ε L /[k α ] (cf. (43)). Let a, a 1 , . . . , a X and s * = s * (k, a) be as in Steps 3 and 4. We will show that if k is large enough, then
provided ξ ∈ (0, γ) ⊂ (0, β) satisfies
Notice that such choice of ξ is possible only if p < p * (i.e. β < µ + 1) and that, if we choose ξ = ξ γ := κγ, where κ is defined in (35), then ξ satisfies (47) and ξ < γ.
Choose y k ∈ B R k such that w a k (y k , s * (k, a)) = W a k . Then (37) guarantees the existence of i ∈ {1, 2, . . . , X} and y i k ∈ B 1/2 such that w a k (y k , s * (k, a)) = w a i k (y i k , s * (k, a)). Estimate (44) guarantees (a i , s * (k, a), 0) ∈ T k with C * := C 1 /ρ(1), ζ := γ − α + ε and r k := 1, where T k is defined in Lemma 6. Since ξ µ β > γ − ξ β + ε 0 for some ε 0 > 0 due to (47), we can find α ∈ (0, ξ/β) such that (38) is true for all ε > 0 small enough. Consequently, Lemma 6 implies w a i k (y i k , s * (k, a)) ≤ k ξ for k large, which proves (46). Now we will show that (46) and (45) with w = w a k imply (34). We have ρ(y) = e −|y| 2 /8−|y| 2 /8 ≤ k −n e −|y| 2 /8 , for |y| > R k .
Set E * k := E a k (s * ), w = w a k , and recall (26):
We will estimate the integrals in (49 
whereγ
Choosing ξ = ξ γ = κγ we have
Consequently, if ε is small enough, thenγ := κ 1 γ ≥γ, hence (52) implies (34). This concludes the proof in the case p < p * .
Step 6: Energy estimates in case p * ≤ p < p S . Assume p * ≤ p < p S , hence β ≥ µ + 1. Let a, a 1 , . . . , a X be as above. We will find L and α (1) , . . . , α (L) such that taking the corresponding s * = s * (k, a) from Step 4, k large enough and ε = ε(n, p) > 0 small enough, we obtain
If we just used the pointwise estimate sup B 1/2 w a i k (·, s * ) ≤ k ξ based on Lemma 6 (cf. the proof of (46) in Step 5) and estimate (45), then we would need ξ < γ to obtain (53), but the inequality (47) required by Lemma 6 and our assumption β ≥ µ + 1 exclude such choice. To overcome this we cover B 1/2 by suitable subsets G (1) , . . . , G (L+1) such that Lemma 6 or (23) guarantee sup G (ℓ) w a i (·, s * ) ≤ k ξ (ℓ) for ℓ = 1, 2, . . . , L + 1, ξ (1) < γ, and the measure of G (ℓ+1) \ G (ℓ) , ℓ = 1, 2, . . . , L, is small enough to obtain estimate (53) with B 1/2 replaced by G (ℓ+1) \ G (ℓ) . Since estimate (53) with B 1/2 replaced by G (1) is also true due to ξ (1) < γ, we obtain (53).
Fix an integer L such that
and numbers γ (ℓ) , ℓ = 1, 2, . . . L + 1, such that
Inequalities (54b) guarantee that we can choose ν (ℓ) ∈ R and ε ν > 0 such that
For ℓ = 1, 2, . . . , L, choose also α (ℓ) ∈ (0, 1) such that
where ε b , ε α are small positive constants to be specified later, and set 
where w = w a i k and "large" does not depend on j and i. Set ξ (L+1) := β and consider ℓ ∈ {1, 2, . . . , L}. Then the definition of ξ (ℓ) and (59) imply k (p+1)ξ (ℓ+1) |Z (ℓ) | ≤ Ck ω , where ω := γ (ℓ+1) (p + 1) + ν (ℓ) − 1 2 nα (ℓ) .
Using (55), (56), and taking ε α , ε b small enough (ε ν > n 2 ε α + ( n β + 1)ε b ), we obtain
Estimates (60), (45), (61) and (62) guarantee that if ε is small enough (ε < ε b /2), then G (1) w p+1 (y, s * ) dy ≤ k ξ (1) G (1) w p (y, s * ) dy ≤ Ck ξ (1) 
where w = w a i k and G (L+1) := B 1/2 . Estimates (63) guarantee B 1/2 (w a i k ) p+1 (y, s * ) dy ≤ Ck γ−ε b /2 , i = 1, 2, . . . , X (cf. (53)), and using (37) we also obtain respectively, and the same arguments as in the case p < p * guarantee (52) withγ < γ. This concludes the proof.
