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ABSTRACT
The world's energy demand and harmful green-house gas emissions are continuously in-
creasing, while the fossil fuel reservoir may soon end. Currently, there is no clear alter-
native to the traditional energy production methods for a safe and clean future. Fusion
could be part of the solution oﬀering a green-house gas free, virtually endless, safe and
large scale energy production.
A major challenge for fusion is, however, to produce more energy than needed to achieve
and maintain the fusion reaction. The most feasible reaction is based on two hydrogen
isotopes: deuterium and tritium, which fuse to produce a helium atom and a neutron.
For these atoms to fuse, they must overcome the repulsive interaction between them,
requiring extreme temperatures. Thus, the particles ionize forming gas plasma.
On Earth, this condition can only be met by isolating the plasma from its environment, for
instance, by using closed magnetic ﬁelds to form a torus-like shaped plasma, also known
as tokamak. However, the plasma particles will interact with the reactor walls as their
conﬁnement is never perfect, the exhausted plasma must leave the reactor and impurities
are introduced in the plasma boundary to control its characteristics. The plasma-wall
interactions are especially intense at the divertor, where the plasma is designed to touch
the wall. Understanding these processes is essential to develop safe, long-lasting materials
and to avoid contaminating the plasma fuel.
The main candidates as ﬁrst wall materials in future fusion reactors are beryllium for the
main wall, and tungsten and carbon for the divertor. Also, the materials may mix due
to wall erosion, transport of the eroded particles and their deposition in a new location.
Plasma-wall interactions can be studied in current experimental reactors or in linear
plasma devices. However, this work is often insuﬃcient to understand the underlying
mechanisms. Further, the eﬀects of plasma-wall interactions in materials develop in a
wide range of time and length scales. Multi scale modelling is a tool that can help to
overcome these challenges, improving the predictions for future fusion reactors.
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In this thesis, the plasma wall interactions taking place in a fusion reactors divertor have
been studied by computational means. The interaction of pure and mixed divertor ma-
terials, with plasma and impurity particles were modelled. The work was mainly based
on atomistic scale calculations, and a Kinetic Monte Carlo algorithm has also been de-
veloped to extend the results to macroscopic scales, enabling a direct comparison with
experiments.
First, deuterium irradiation of various W-C composites has been modelled, focusing on
deuterium implantation, variations of the substrate composition and C erosion mecha-
nisms. Carbon was preferentially eroded, varying the substrate's composition throughout
the irradiation. The presence of carbon also aﬀected the D implantation characteristics.
As carbon became less likely to be an ITER ﬁrst wall material, the present work focused
on the tungsten-beryllium-deuterium system. The tungsten-beryllium mixing showed a
strong dependence on irradiation energy and angle. Further, the presence of Be led to
higher fuel implantation and W erosion was suppressed by mixed layer formation. The
obtained yields were compared to Binary Collision Approximation results, in order to
improve the description of the latter method.
Furthermore, an unexpected and possibly harmful phenomenon has been addressed in
this thesis: porous nano-morphology formation in tungsten by helium plasma exposure.
First, the main characteristics and active mechanisms in the system were identiﬁed by
atomistic simulations. Then, the porous morphology growth was modelled by implement-
ing these processes in a Kinetic Monte Carlo code, resulting in rates that agreed with
experimental ﬁndings. A morphology growth model was derived where the time depen-
dence is driven by the evolution of the surface roughness, which is a stochastic process
and thus evolves as the square root of time.
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11 INTRODUCTION
The world's energy demand is continuously increasing while the traditional fossil fuel-
based energy supplies become scarce [1]. Further, the green house gas emissions by these
energy sources are speeding up the global warming and consequent climate change [2].
During the 20th century, alternatives to fossil fuels have slowly developed. Fission power
plants have been built, oﬀering a CO2-free, large-scale energy production. However, the
long-term radioactive waste and limited fuel availability rule it out as a long-term, reliable
and clean solution. On the other hand, during the last few decades, extensive research
has been carried out to improve the eﬃciency of renewable alternatives, such as wind,
solar or hydroelectric energies. Despite this eﬀort, so far they can only be used as local,
small-scale energy sources, strongly depend on the geographical and climatological con-
ditions [3].
Nuclear fusion, in contrast, could oﬀer a virtually endless, long-term radioactive waste-
and CO2-free, power plant-scale energy production. In the fusion reaction, the nuclei of
light elements fuse to form heavier products, with a mass loss (∆m) that transforms into
kinetic energy (∆E) carried by the products, according to the mass-energy equivalence
law [4]: ∆E = ∆m · c2, where c is the speed of light in vacuum. The most eﬃcient fusion
reaction and with fuels easily available on Earth is based on two hydrogen (H) isotopes:
deuterium (D) and tritium (T), that fuse to produce a 3.5 MeV helium (He) ion and a
14.1 MeV neutron (n), as shown in the left-hand side reaction of Fig. 1.
The chain reaction in fusion to produce en-
ergy and fuel, from easily available elements
in the Earth. Deuterium and tritium will
fuse producing an energetic helium ion and a
neutron. The neutron will produce fuel (tri-
tium) when impacting in the lithium blan-
ket, besides heating up the coolant that will
run the turbines and produce energy. The
helium will keep the plasma hot.
Figure 1: Courtesy of EFDA
Extremely high temperatures (∼ 200 million K) are needed to achieve the D-T fusion
reaction at an eﬃcient rate. Thus, fuel (D, T) and product (He) particles ionize, forming
a plasma. The kinetic energy of He ions (also called α particles) will keep the plasma
hot by transferring its kinetic energy to the ions it collides with. The neutrons have no
2electric charge and thus will escape the reactor, heating up a coolant ﬂuid (e.g., water)
which will generate steam to run the turbines. Fuel components are abundantly available
in the Earth: about 33 g of D can be extracted from each cubic metre of sea water [5].
Tritium, in contrast, is the only radioactive element in the reaction, with a short half-life
of 12.3 years [6], and thus cannot be found in the Earth. Luckily, it can be locally gener-
ated in the power plant by n-irradiation of lithium (Li, right hand side reaction in Fig. 1).
Lithium is a very common metal in the Earth's crust (∼ 20 mg Li per kg [7]). Further,
the fusion reaction is very eﬃcient, as 1 g (0.2 mol) of D-T produce Eα ∼ 70 GJ and
En ∼ 270 GJ [8]. This would result in only 250 kg of He produced to generate 1 GWh
of energy, in comparison to the 7 · 109 kg of CO2 that are emitted from a coal power
plant [9] for the same energy production. Further, about 250 kg of fuel could be enough
to run this fusion power plant for a year [10].
The main aim of the current international fusion program is to produce more energy
than spent by keeping the plasma burning, also called ignition: Q = Pproduced/Ploss > 1.
Very precise and extreme conditions are required to achieve the D-T reaction. This oﬀers
the safety that − unlike in ﬁssion − the reaction will immediately stop if the conditions
are not met, but it is also the reason why fusion is not an energy source yet. For a self-
sustained fusion reaction the nuclei must fuse at a high rate, and for the nuclei to overcome
the repulsive electrostatic barrier between them, extreme temperatures (≥ 100 million
degrees) and high plasma densities are required [11]. So far, the highest energy gain was
achieved at the Joint European Torus (JET), in the UK in 1997, with Q = 0.64 [12].
The next step will also be done at JET with a new D-T campaign in 2015 [13] but using
new materials for the reactor. In the near future, the JT-60SA will test superconducting
magnets to generate the magnetic ﬁeld and explore new plasma conﬁgurations [14]. Soon
after, ITER will start its operation, a step into a completely new scale: 3-4 times the
height, 10 times the volume and 30 times the power output of JET [15]. With this new
dimensions, ITER will aim to demonstrate that ignition can be achieved, and to explore
new plasma scenarios and material capabilities [16]. This is an essential step towards
DEMO, the ﬁrst power-plant scale and design fusion reactor [17]. The tokamak evolution
is illustrated in Fig. 2.
At these high temperatures, the plasma particles are ionized and therefore their trajec-
tories can be controlled by a magnetic ﬁeld. Based on this principle, diﬀerent ways of
conﬁning the plasma have been developed. Currently, the most promising conﬁguration
is the tokamak, where the plasma is shaped like a twisted-torus by combining toroidal
and poloidal magnetic ﬁelds. As illustrated in Fig. 3, the plasma is isolated from its
environment by a vacuum vessel. Further, the plasma facing components (PFCs, those
closest to the burning fuel) consist of two main sections: the main wall and lowest region
divertor. All these components will be actively cooled down to keep them within their
3Figure 2: A comparison in size and power output between the present, near future
and ultimate goal for fusion reactors: JET, ITER and DEMO, respectively. Images
reproduced from EFDA and ITER.
operational temperature range. The plasma will strongly interact with the walls around
it: the plasma conﬁnement is (necessarily) imperfect, the exhausted fuel must leave the
reactor, impurities are introduced to control the plasma conditions and neutrons that
do not follow the magnetic ﬁeld are produced in the fusion reactor. These plasma-wall
interactions (PWI) are especially intense at the divertor, from where the impurities, and
exhausted plasma and energy leave the reactor.
The choice of materials exposed to PWIs is therefore crucial to ensure an economically
viable [18] and safe operation of the reactor. The main PWI concerns for ITER are the
PFC lifetime, T retention and dust production [19]. The PFCs will erode and degrade
due to the particle ﬂux and heat loads. This will lead to thinner walls, dust produc-
tion (large clusters that retain fuel in areas inaccessible to the plasma) and energy loss
through radiation if the impurities enter the main plasma [20]. Light (low-Z) elements are
desirable to minimize the radiation losses, but the heavy (high-Z) materials often oﬀer
higher sputtering energy thresholds. Good heat conduction properties are also needed to
avoid melting and the PFCs must show little reactivity with H isotopes to avoid the fuel
retention. Due to its of radioactivity, T retention is especially a safety issue. Further,
the surface composition of the PFCs may vary over the course of the reactors operation,
forming mixed materials with properties that diﬀer from those of the initial components.
The most promising plasma facing materials (PFMs) are tungsten (W), carbon (C) and
beryllium (Be). Tungsten shows low sputtering yields, fuel retention, transmutation and
activation, the highest melting point of all elements and good heat conduction properties.
However, it is a high-Z material and thus its erosion must be controlled. Carbon oﬀers
great heat conduction properties, evaporates at very high temperatures (does not melt)
4Figure 3: View of the ITER tokamak reactor's components, highlighting
those mentioned in Section 1: the divertor and main wall surrounded by
the vacuum vessel, the magnetic coils around the vessel (in green) and
cooling system drawn in the ﬁgure as a few pipes. Note the scale, with
a human about 1.80 m tall at the bottom. Courtesy of Iter.
and it is a low-Z material. However, it was recently discarded for being chemically very
reactive with H-isotopes, thus leading to fuel retention and dust production. Beryllium
is another low-Z material, chemically little reactive to H, acts as oxygen (O) gatherer
(preventing from O contamination of the plasma) and shows a low n-activation, decay-
ing to Li+T − which could be beneﬁciary. However, it shows a low sputtering energy
threshold and melting point, limiting its use to areas with lowest heat loads and weakest
plasma-surface interactions (PSI).
Plasma facing materials can be studied in the current small experimental tokamaks or
linear plasma devices. On one hand, the ﬁrst devices oﬀer the opportunity to test the
materials under `real', complex fusion reactor conditions. For example, ASDEX-U ex-
plores the use of a full W wall [21], JET recently started testing a combination of a W
divertor and Be main wall [22], and MAST is made of stainless steel [23]. On the other
hand, the linear plasma devices oﬀer a more controlled experimental study of the mate-
rials. However, often the interpretation of even the `simplest'study or understanding of
the underlying processes is incomplete. Computer simulations can help to gain insight on
5the experimental results, complete the models behind the studied phenomena and predict
more reliably the upcoming steps.
Modelling of PWIs, and in general materials or fusion reactor physics, involves a wide
range of particles and physical processes, taking place at diﬀerent time and length scales.
Multi-scale modelling oﬀers the opportunity to study each process at its characteristic
time and length scale, then connecting diﬀerent methods to achieve a complete descrip-
tion of the system. For example, the description of a material would usually start from
quantum-mechanical calculations, which give accurate energetic values atomic conﬁgura-
tions, for instance predicting the most stable structures or most likely paths for particle
diﬀusion. The quantum-mechanical calculations can also be used to construct reliable
atomic-scale models, such as in Classical Molecular Dynamics (MD). These methods can
be used to study irradiation eﬀects, or sputtering yields and mechanisms. Further, the
atomic-scale results can be implemented in larger-scale models, such as Rate Equations
(RE) or Kinetic Monte Carlo (KMC) methods, extending the study to scales comparable
to experiments (e.g., meter-minutes in a plasma discharge).
The present thesis focuses on the plasma surface interactions taking place and expected
in a fusion reactors divertor, by atomistic and multi-scale modelling methods.
62 PURPOSE AND STRUCTURE
This thesis studies computationally the surface phenomena expected to take place in a
future fusion reactor's divertor. The outcome will help in the interpretation of experi-
ments and will provide a more accurate data for further plasma-wall interaction models.
The thesis is based on seven articles, already published or accepted for publication in
international peer-reviewed journals, given in the appendix and referred to with bold
Roman numerals. The content is structured as follows. In the present section each
publication is summarized and the authors contribution is described. In Section 3, the
basic concepts of fusion reactor and materials physics are described. The modelling
methodology is introduced in Section 4. Sections 5, 6 and 7 summarize the main outcome
of the thesis. The conclusions, outlook and references are found afterwards.
2.1 Summaries of the original publications
In publication I, the previously found swift chemical sputtering mechanism [24, 25, 26, 27]
was studied in a greater detail, developing an analytical model for describing the dimer
bond breaking mechanism due to single ion impacts. This model was validated in publi-
cation II, where mixed W-C surfaces were irradiated with D.
As carbon became less likely to be a plasma facing material in ITER, the contribution of
the thesis focused on the full-metal components, W and Be. The W-Be mixed material
formation was studied in publication III, whereas the publications IV and V focused on
the eﬀect of the material mixing on D implantation and layer erosion.
A recently discovered phenomenon is considered in publications VI and VII, presenting
a multi-scale model for the W nano-morphology formation under He plasma exposure.
Publication I: Mechanism of swift chemical sputtering: Comparison of Be/
C/W dimer bond breaking, K. Nordlund, C. Björkas, K. Vörtler, A. Meinander,
A. Lasa, M. Mehine and A.V. Krasheninnikov, Nuclear Instruments and Methods in
Physics Research Section B, 269, 1257-1261 (2011).
The main candidates as ITER plasma facing materials are W, Be and C. The latter
two have been found to sputter at very low irradiation energies by the swift chemical
sputtering (SCS). In the process, an energetic H (or its isotopes, D and T) enters the
bond between two atoms, pushing them apart. In the present study, an analytical
model for the dimer bond breaking mechanism was developed and probabilities for
such process were determined for each dimer in the W/Be/C system.
7Publication II: MD simulations of low energy deuterium irradiation on W,
WC and W2C surfaces, A. Lasa, C. Björkas, K. Vörtler and K. Nordlund, Journal of
Nuclear Materials, 429, 284-292 (2012).
In this study, diﬀerent W-C composites − mixtures of the main candidates for the
ITER's divertor − were irradiated by D, systematically varying the energy. Carbon
was preferentially eroded, showing that W is not eroded by SCS. Also D implan-
tation was aﬀected by the substrate composition, remaining as atomic D in pure
W, but forming small molecules in the carbides. Implantation and sputtering yields
were compared to dynamic Binary Collision Approximation (BCA) calculations,
highlighting the chemical eﬀects at low energies and channelling eﬀects at high en-
ergies.
Publication III: Atomistic simulations of Be irradiation on W: mixed layer
formation and erosion, A. Lasa, K. Heinola and K. Nordlund, Accepted for publication
in Nuclear Fusion (2014).
The mixed layer formation by Be irradiation of W surfaces and subsequent anneal-
ing was studied by atomistic simulations. At low energies, a Be layer deposited on
the W surface and a mixed layer formed at the interface due to the heat of mixing,
suppressing the W erosion. Dimers also sputtered, physically by dimer sputtering
and chemically by sputter etching. All the mixed layers showed formation of glassy
metals, with an underlying HCP-like structure and Be:W ratios close to the inter-
metallic phases, but no crystalline alloys formed. A geometrical model was also
developed describing the drop on the Be deposition at shallow angles, which further
aﬀected the W sputtering.
Publication IV: Eﬀect of beryllium on the deuterium implantation in tung-
sten by atomistic simulations, A. Lasa, K. Heinola and K. Nordlund, Accepted for
publication in Nuclear Fusion (2014).
Be-seeded D irradiation of W surfaces and D irradiation of mixed W-Be layers were
modelled, concluding that D implantation and Be sticking yields increased with the
Be fraction in the system. The Be erosion was determined by the balance between
its concentration at the surface and projectile impacting energy. Further, W was
sputtered by Be although partially suppressed by the deposited mixed layer. A wide
range of molecules eroded, both physically and chemically.
8Publication V: Modelling of W-Be mixed material sputtering under D irradi-
ation, A. Lasa, K. Schmid and K. Nordlund, Physica Scripta T, T159, 014059 (2014).
In this study, mixed W-Be layers were irradiated by D, comparing particle reﬂec-
tion and layer erosion yields from MD and BCA simulations. Both atomistic models
agreed on the Be erosion yields, although the chemical eﬀects were visible at low
energies in MD. In contrast, the D reﬂection yields only agreed qualitatively. The
high ﬂux − low energy D irradiation led to the surface deuteration, shielding the
mixed W-Be surface and lowering the Be erosion. The sensitivity of the BCA results
on the substrate and interaction parametrization was also tested.
Publication VI: MD simulations of onset of tungsten fuzz formation under he-
lium irradiation, A. Lasa, K. O. E. Henriksson and K. Nordlund, Nuclear Instruments
and Methods in Physics Research B, 303, 156-161 (2013).
In this study, the key mechanisms in the W porous nanomorphology (fuzz) forma-
tion onset were determined, simulating high ﬂuence He and C-seeded He irradiation
of W surfaces, at diﬀerent temperatures, by MD. As He clustered and bubbles co-
alesced, the surface grew by dislocation loop punching. The surface was lowered
when the bubbles near it ruptured. The balance of these processes led to a surface
growth scaling as the square root of time. The atomic density of He decreased when
increasing the bubble size. Larger bubbles grew and ruptured at higher tempera-
tures, whereas C impurities caused a larger loss of crystallinity and acted as local
He traps, forming smaller bubbles.
Publication VII: Loop punching and bubble rupture causing surface rough-
ening - A model for W fuzz growth, A. Lasa, S. K. Tähtinen and K. Nordlund, Eu-
rophysics Letters, 105 25002 (2014).
An object Kinetic Monte Carlo code was developed based on the fuzz formation on-
set mechanisms studied by MD, enabling to simulate the nano-morphology growth
up to seconds. By scanning over the simulation parameters, fuzz growth model was
constructed: He is trapped in W forming bubbles, leading to a surface growth by
loop punching. The bubbles close to the surface rupture due to the high He gas
pressure. The balance between these processes leads to a stochastic growth of a
rough surface (the fuzz), thus scaling as the square root of time.
92.2 Author's contribution
The author of this thesis contributed to the simulations shown in the comparative section
of publication I and participated in the manuscript writing.
In publication II, the author carried out all the simulations and analysis, guided by Dr. C.
Björkas, and wrote the publication entirely.
The simulations and analysis presented in and writing of publications III and IV were
done entirely by the author. Their scientiﬁc content of the publications was extensively
discussed with Dr. K. Heinola.
In publication V, the author performed all the MD simulations, as well as part of the
BCA tests, and wrote the entire manuscript.
The simulations and analysis in publication VI were carried out by the author and she
wrote the manuscript.
The author supervised and participated in the code development described in publica-
tionVII, performed all the simulations presented there and wrote most of the publication.
2.3 Other publications with the author's contribution
The author has also participated in the MD simulations and manuscript writing of the
following publications, although not being discussed in detail in the thesis.
On the molecular eﬀect in hydrogen molecular ions penetration through thin
ﬁlms, E. Marenkov, V. Kurnaev, A. Lasa, and K. Nordlund, Nuclear Instruments and
Methods in Physics Research. B 287, 46-50 (2012).
Sputtering of Be/C/W compounds in Molecular Dynamics and ERO simula-
tions, M.I. Airila, C. Björkas, A. Lasa, A. Meinander, K. Nordlund and K. Vörtler, Jour-
nal of Nuclear Materials 438, 589-593 (2013).
Multiscale modelling of plasma-wall interactions in fusion reactor conditions,
K. Nordlund, T. Ahlgren, C. Björkas, A. Lasa and A. Sand, J. Phys. D: Appl. Phys.,
accepted, (2014).
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3 PLASMA-DIVERTOR INTERACTIONS
3.1 Tokamak-like fusion reactors
The goal of fusion is to produce more energy (or power, Pproduced) than consumed while
burning the plasma (Ploss), based on deuterium-tritium (D-T) fusion. In more detail [28],
Pproduced = f · Ec > Ploss = W/τE, (1)
where f is the reaction rate, Ec the energy carried by the charged particles in the plasma,
W the total thermal energy density (ions plus electrons) and τE the energy conﬁnement
time. For a 50-50% D-T mixture and with no impurities, ni = ne, thus,
f = nDnT 〈σv〉 = (ne/2)2〈σv〉 and W = (3nekBTp), (2)
where σ is the cross section of D-T fusion, v the velocity of the D-T ions, nD, nT , ni and
ne are the D, T, ion and electron densities, respectively, kB is the Boltzmann constant and
Tp is the plasma temperature. As the plasma particles have a distribution of velocities,
the average value is taken for 〈σv〉. Therefore,
neτE > (12KbTp)/(〈σv〉Ec). (3)
The Tp/〈σv〉 function shows a minimum, for the D-T fusion located at ∼ 25 keV (∼
3 · 108 K). This leads to the Lawson criterion [28]:
TpneτE ≥ 5 · 1021 (s ·m−3 · keV). (4)
The triple product factor, Tpnpτ is considered to deﬁne the quality of the plasma towards
reaching ignition, with the limit given in Eq.(4). As shown in Fig. 4, fusion (measured
by the triple product) has progressed at an excellent pace for the last 50 years.
As the plasma particles are ionized, they can be conﬁned by creating an appropriate
closed magnetic ﬁeld that the particles will follow. The most promising conﬁguration is
the tokamak, where the magnetic ﬁeld lines, and thus plasma, form a torus. This plasma,
however, is surrounded by diﬀerent walls (see Fig. 3). A ﬁrst wall is needed to avoid
damaging the delicate materials around the vessel (e.g., super-conductive magnetic coils)
from the energetic, reactive or radioactive particles that may escape from the plasma. A
vacuum vessel around the ﬁrst wall is essential to protect both the plasma and its envi-
ronment. Also, a complex system of magnetic coils is needed to produce an appropriate
and controllable magnetic ﬁeld. Further, the energy produced through fusion must be
extracted, which can be achieved as the energetic particles (e.g., neutrons) produce heat
when stopping in materials.
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Figure 4: The progress of tokamak fusion reactors throughout the last 50
years, since the ﬁrst international collaboration in nuclear fusion T-3 tokamak
in the Soviet Union, to the current JET and JT-60U. T-1 and T-4, mentioned
in Section 3.1, are not shown here. The steps towards reaching ignition are
clear, both in core plasma temperatures and resulting triple product. ITER
would be drawn above the ignition line. Courtesy of EFDA.
Without further understanding and control of where the plasma and walls touch, the in-
teractions could focus in a particular location, perhaps unknown, and create irreversible
damage. Limiters and divertors were introduced to the tokamak design (Fig. 5) to keep
control over the plasma-wall contact points, plasma itself and location of impurities. The
limiter is deﬁned as a component protruding from the main wall for limiting the plasma
edge interacting with the main wall. The divertor is a separate region in the reactor,
where the exhausted ions leave the reactor. Both components are needed in the current
fusion reactors; limiters mainly for ramp-up and down of the plasma, and the divertor
to achieve high-performance scenarios. As shown in Fig. 5, the plasma in a tokamak
(with a divertor and/or limiter) is divided into diﬀerent regions. The plasma kept inside
the closed magnetic ﬁeld lines, where the atoms fuse, is called core plasma. As given by
Eq.(4), extremely high temperatures and high plasma densities [29] are needed in this
region. For instance, temperatures up to 20 keV or ∼ 200 · 106 K [8, 16] and densities of
nave ≥ 1020m−3 are expected in ITER [30]. The last closed and ﬁrst open ﬁeld lines deﬁne
12
Figure 5: The cross section of JET tokamak, left: when only the limiters were installed
(1980's); right: with the current limiter plus divertor (the limiter is not shown) conﬁguration.
The magnetic surfaces are drawn in each case, showing the diﬀerence in the magnetic geometry.
Also the main plasma regions (described in Section 3.1) are marked. Courtesy of EFDA.
the separatrix area. The ﬁrst open ﬁeld lines cross at the X-point. The thin plasma region
where the magnetic ﬁeld lines are open is called the scrape oﬀ layer (SOL). In current
fusion reactors, the SOL absorbs and transports most of the plasma exhaust (particles
and heat) along the ﬁeld lines to the divertor plates (see [31] and reference therein). In
addition, impurity seeding of the SOL plasma is essential to handle the heat loads in the
edge plasma (Section 3.2). Therefore, this region usually contains high impurity concen-
trations and low temperature plasmas (1 − 40 eV [32]). Limiter and divertor materials
are exposed to these edge plasmas.
Both limiter and divertor plasmas are of interest of the present thesis. On one hand, the
Be is mostly eroded in the limiter phase of the plasma − in the current tokamaks with
Be main wall and limiters. On the other hand, in the divertor phase, the eroded Be and
other impurities will be transported to the divertor together with the high deuterium
ﬂux, irradiating the divertor surface.
The erosion caused by the plasma-wall interactions (PWIs) and the need to control the
impurities has strongly shaped the choice of plasma facing components (PFCs) through-
out the history of tokamaks. In the early 1950's, the ﬁrst plasma vessels − precursors of
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tokamaks − were built using glass or porcelain as plasma facing material [33]. Due to
the gas desorption from the wall, the plasma temperatures were limited to below 50 eV.
The design of these devices evolved for a decade, until the ﬁrst tokamak T-1 was built
in the Soviet Union [33]. Almost a decade later, the T-4 tokamak achieved the ﬁrst high
temperature plasma (∼1 keV) [33]. Soon the tokamaks became the leading concept and
the design of JET started. Also in the 1970's, at Princeton Large Torus, the W sputtering
due to neutral beam injection heating was observed, leading to a strong central radia-
tion and consequent temperature drop. The issue was solved by using graphite limiters,
reaching much higher plasma temperatures and launching a C era in tokamaks [34]. For
the following two decades (1980's−2000's), C-based materials were extensively studied as
PFCs, concluding that it is an unacceptable material for future reactors, due to the poor
physical properties developed under neutron irradiation, large erosion and simultaneous
deposition with T forming molecules (co-deposition). The interest returned to using met-
als for the ﬁrst wall, mainly W and Be. In the early 2000's ASDEX gradually upgraded
to a full W wall and in 2011, JET moved towards an ITER-like wall (ILW), with a Be
ﬁrst wall and W divertor. A similar choice has been done for ITER, and DEMO may
explore the full high-Z material conﬁguration.
3.2 The divertor
The concept of a divertor was introduced in the early 1950's by L. Spitzer. It was de-
signed to separate the principal impurity source from the main plasma by focusing the
PWIs in a particular area, using a diverted magnetic ﬁeld. The experiments during that
same decade, such as in the Princeton Stellarator [35], showed that divertors were an
eﬀective design for screening impurities. Therefore, shortly after (1970's−1980's) they
were introduced into the tokamak design, such as in ASDEX (West Germany), where the
high conﬁnement mode (H-mode) was discovered [36] soon after. Ever since, the divertor
tokamaks have become the leading concept.
Future divertors will have to extract the exhausted plasma and energy, besides keeping
the sputtering yields low to avoid an excessive concentration of impurities in the plasma
core. This is essential, as the electronic transitions in non fully ionized particles cause
power losses by radiation. Also, each impurity of charge Z `displaces'Z-fuel ions, diluting
the plasma. Therefore it is important to keep the plasma impurity concentrations in the
core low, such as below 10−5 for W [37].
To this end, the sputtering at the divertor must be controlled. Although W shows a
high sputtering threshold (e.g., ∼250 eV for D irradiation) [38], it may erode due to light
impurities present in the edge plasma. For instance, nitrogen (N) is often introduced to
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radiate at the edge plasma, thus cooling the temperature and the impacting energy of the
particles reaching the divertor plates [39]. In low conﬁnement mode plasmas (L-mode),
this cooling eﬀect overcomes the decrease in sputtering energy threshold for N (compared
to D), ultimately lowering the erosion. In contrast, in high performance plasmas (H-
mode) the transient events known as Edge Localized Modes (ELMs) are the main erosion
source. During an ELM, the energy piled up in the main plasma is released into the
edge plasma and thus conducted to the divertor, raising the local plasma temperature.
The sputtering by light impurities during these transient events overcomes the inter-ELM
cooling eﬀect described above for L-modes [40].
These transient events also deposit large heat loads (∼MJ/m2) into the divertor plates.
It is essential to understand, control and mitigate these power loads, as they may lead to
major material degradation processes. For example, melting events could be initiated for
W at heat loads of ∼ 0.4 MJ/m2. For higher loads the melted are could increase, leading
to droplet formation and migration on the W surface [19]. In the C-based materials such
as carbon ﬁbre composites (CFCs), instead, the power loads will mainly cause erosion, as
C does not melt but evaporate. For example, power loads of ∼0.5 MJ/m2 would erode
the tile corners, and further increasing the heat loads may even cause the erosion of the
ﬁbres [19]. Under the current plasma conﬁgurations and divertor geometries, extrapo-
lated to power-plant scale reactors, the divertor materials would immediately erode and
melt. Further development of the ELM-mitigation techniques and divertor geometries,
together with a better understanding of the divertor plasmas by developing new scenarios
e.g. detachment, would allow a safe and long-lasting operation.
3.3 Key plasma-divertor interaction issues
The intense plasma-wall interactions, especially at the divertor, raise a wide range of
issues in perspective of future fusion reactors, which determine the viability of fusion as a
realistic alternative energy source. Three points out-stand within PWI related concerns
for ITER, strongly related to each other: the material lifetime, T inventory and dust
production [19].
Replacing the walls is economically, time-wise and ecologically expensive. The PFC erode
due to sputtering, mostly driven by the plasma and impurity exposure. Also heat loads
and disruptions may damage the walls, shortening the PFCs lifetime. Further, the wall
thickness becomes uneven as the erosion and deposition commonly take place in diﬀerent
locations in the reactor. For example, the outer divertor at JET is mainly an erosion
area, whereas deposition is more commonly found on the inner side [41].
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Also the T inventory must be minimized. For environmental safety, only a limited amount
of radioactive T is allowed in a fusion power plant. Thus, it is important to keep the fuel
accessible to the burning plasma. The main fuel retention mechanisms are trapping in
defects − relevant for H-isotopes in W − and co-deposition, especially with C and Be.
The co-deposition is a complex mechanism and thus its rates depend on a wide range of
factors. Roughly, the co-deposition rate is given by the product of the total net erosion
rate and the co-deposition concentration. However, not even these parameters are easy
to estimate in highly dynamic systems like a PFC surface. For instance, in the case of
C and Be the co-deposition concentration depends on the energy, deposition rate and
temperature [42]. These layers may bury the fuel, forming an ever growing inventory of
radioactive fuel, or the impurity plus H molecules may migrate to remote areas, not being
accessible to the plasma, nor being recycled. These layers may also delaminate and ﬂake
oﬀ, forming radioactive and chemically reactive dust, up to micrometres in size.
Considering these three concerns, the viability of each material combination as PFC has
been evaluated. For example, the predictions for ITER regarding T retention are shown
in Fig. 6. The latest JET results agree with these expectations made for the upgrade
from a carbon wall to a full metal wall: main wall material deposition at the divertor,
and thus fuel co-deposition and trapping have gone down by a factor > 10. Additionally,
very little dust was found after the ﬁrst ILW-JET campaigns [43].
However, the reliability of the above mentioned extrapolations is determined by the un-
derstanding of the underlying processes. As shown in Fig. 7, a wide range of particles
co-exist at the divertor plates and nearby edge plasma. Further, these particles interact
via complex physical processes, including physical sputtering, chemical erosion, material
mixing and fuel implantation (studied in this thesis), or hydrogen retention and recycling,
evaporation and sublimation, neutron induced damage, melting and arcing [44].
Moreover, the rate for each process will vary as the surface evolves and the newly formed
materials show diﬀerent properties from the initial pure components. All these events
feedback the plasma, mainly varying the impurity rates, changing the plasma properties
and therefore the surface conditions.
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Figure 6: T retention predictions made for ITER considering each of the
PFC candidates. These extrapolations are made based on the T trapping
and co-deposition calculations mentioned in Section 3.3. The recent JET
results agree with these expectations, made before its upgrade to the W-
Be wall. Image reproduced from [19].
3.4 Irradiation eﬀects in divertor materials
The interaction of edge plasmas with the walls around it have been described throughout
this section, focusing on the most relevant physics for the divertor area. In reality, the
PWIs include a wider range of topics, including every component of the reactor that could
interact with particles reaching from the plasma − also neutrons that can penetrate deep
into the surrounding materials. These interactions lead both to surface and bulk eﬀects,
occurring locally and globally, not only in ﬁrst wall (as described above, Section 3.3)
but also, for instance, in carriers, breeding blankets or structural materials. Among the
wide range of topics within the PWIs, the present thesis focuses on the plasma-surface
interactions (PSIs) at the divertor, described in greater detail below. The PSIs can be
studied at the atomistic level, as they focus on the ﬁrst few nano-metres of the wall. In
contrast, the study of PWIs require a multi-scale approach.
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Figure 7: A sketch of the complex plasma wall interactions, showing the main pro-
cesses in material and edge plasma physics. In addition, these surfaces are dynamic,
constantly varing their composition and occurring processes. PFC, plasma facing com-
ponent; H, hydrogen; D, deuterium; T, tritium; γ, gamma ray. Image reproduced
from [44].
In a simpliﬁed manner (illustrated in Fig. 7 left), when a plasma particle impacts on a
surface, it may either be reﬂected or get implanted in the substrate, potentially modifying
the surface or causing bulk damage. The latter three processes are within the scope of
the present computational ion irradiation studies and thus discussed in greater detail in
the following sub-sections (3.4.1-3.4.3).
In practice, the bombardment by energetic particles and its consequences are stochastic
processes best described by averaging the outcome from a statistically signiﬁcant sam-
pling. The average probability or yield (Y ) is given by,
Y =
# sucessful evets
# total events
, (5)
where a successful event may be e.g. a sputtered particle or reﬂected projectile, and the
total number of events in this context would refer to the total number of projectile impacts.
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3.4.1 Erosion
The surface of PFMs can erode by ion irradiation through three main erosion mecha-
nisms: electron sputtering, physical sputtering and chemical eﬀects. The latter two are
of interest for the present work.
A atom from the substrate sputters physically when its kinetic energy towards the surface
normal e.g., due to an irradiation event, is suﬃcient to overcome the surface binding en-
ergy (SBE). When the projectile's energy is not suﬃcient to produce a collision cascade,
the sputtering may only occur by a single knock-on event. At higher energies, cascades
or even sub-cascades can develop and the surface atoms can be sputtered not only by
the projectile, but also by the subsequent recoils. Therefore, the physical sputtering
energy threshold will be determined by two parameters: ﬁrst, the SBE, dependent on
the substrate material (e.g., its composition, surface orientation and morphology), and
second, the eﬃciency of the collision energy transfer, determined by the mass diﬀerence
between the recoil and the surface atom. Molecules can also be sputtered physically.
For example, in the dimer sputtering mechanism observed in publications III and IV,
the projectile or recoil collides with an atom at the surface, transferring a kinetic energy
suﬃcient to leave the substrate bound to a neighbouring atom, thus sputtering as a dimer.
The surfaces also interact chemically with the plasma, breaking and forming new bonds.
On one hand, the chemical interaction may lead to surface erosion. For instance, the
plasma particles and surface atoms can form volatile molecules. In fusion reactors, the
dominant example of this process is the formation and erosion of hydrocarbons. Beryl-
lium can also form Be-D molecules that are easily released from the surface, although Be
is not as reactive with H as C. As chemical erosion relies on bond formation and breaking,
it strongly depends on temperature and there is no irradiation energy threshold.
A diﬀerent sputtering mechanism, of physico-chemical origin but athermal, has been iden-
tiﬁed both by simulations and experiments: the swift chemical sputtering (SCS). This
erosion mechanism aﬀects both C [24] and Be [27] under low energy H-isotope irradia-
tion. In the SCS process, a projectile impacts on the bond between two atoms, pushing
them away as lateral momentum is transferred and the bond breaks. For bond breaking
the projectile's momentum must be large enough to enter the bond, but small enough
to spend suﬃcient time in the bonding region. A detailed analytical description of the
mechanism is given in Section 5.1 and publication I, which includes its application to
the diﬀerent dimers of the W/Be/C system. Due to the low temperatures (≤ 500 K)
and irradiation energies (≤ 300 eV) used in our studies, the SCS played an essential role
in the simulation of C and Be sputtering under D irradiation, in comparison to thermal
processes such as Küpper's cycle [45].
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On the other hand, the chemical interaction of the plasma particles and PFCs may sup-
press the sputtering by oxide or carbide formation. Also, recent atomistic simulations
have shown the suppression of C [46] and Be (publication V) sputtering as the surface
deuterates due to a shielding eﬀect. The W sputtering can also be reduced by a mixed
material layer formation at the surface, as shown in III and IV.
3.4.2 Defect production
In an irradiation event, besides the surface damage, the substrate's lattice may be altered
(see Fig. 8). For example, if a recoil collides with an atom in a lattice site and displaces
it, an empty site will be created, also called vacancy. The displaced atom, now located
out of the original lattice site, is called interstitial. The vacancy-interstitial couple is also
known as Frenkel Pair. Both of them are 0-dimensional or point defects. Vacancies and
interstitials may also form thermally when an atom jumps from its lattice site due to its
thermal energy. Frenkel pairs can also form when gas atoms implanted in the lattice clus-
ter and form bubbles. Due to the high pressure in the bubble, an atom from the lattice
will be displaced or emitted, forming a vacancy − although in this case occupied by gas
atoms. This eﬀect can be seen, for example, for 7-8 He atom clustering in W [47]. The
emitted atom might jump to the nearest lattice site, pushing the atom located there to
the next site, known as emission of a prismatic interstitial dislocation loop. If the process
occurs near a surface, the dislocation loop may reach the surface, forming an adatom.
This process is one of the driving mechanisms for the phenomenon studied in publica-
tions VI and VII. Further eﬀects caused by bubbles are described below (Section 3.4.3).
In contrast, if the implanted species do not cluster, nor bond to the substrate forming
mixed materials, they may locate in interstitial positions in a ordered manner. If further,
no long-range diﬀusion occurs (under high ﬂuxes or trapping energies), the implantation
can induce high stresses in the matrix that are released by displacing a full row or even
a whole plane of atoms (edge dislocation planes), as observed in publication IV.
The aforementioned defects may also `heal' when the substrate's thermal energy is suf-
ﬁcient to overcome the energetic barriers introduced by defects. For example, an amor-
phous substrate may (re-)crystallize if the cooling rate is slow enough. An example of
such crystallization eﬀect is presented in III, where a poly-crystalline substrate was cre-
ated by quenching. Moreover, a Frenkel pair may re-combine if the thermal energy of
the interstitial atom is high enough to overcome the diﬀusion barrier back to the original
lattice site, as observed in II.
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Figure 8: Some of the defects produced by ion irradiation, described in Section 3.4.2.
Clockwise, from bottom left: a Frenkel Pair, i.e., a vacancy plus interstitial, formed
when displacing an atom in a lattice site. Dislocation loop punching, described as
the emission of a prismatic interstitial dislocation loop due to the high pressure of the
bubble, creating an adatom. Blistering as the pressure in the bubble becomes too large
to be held by the atomic layers above it, releasing the gas inside. An edge dislocation
plane, as a full plane of atoms displaces leading to a mismatch in the number of them
between the left and right hand side.
3.4.3 Implantation
A particle incoming from the plasma will be implanted in the substrate, unless backscat-
tered in the irradiation event. A wide range of processes may derive from ion implanta-
tion, such as trapping, bubble formation, molecule desorption, surface layer deposition
or material mixing with the substrate components.
The ﬁrst wall of a fusion reactor is irradiated with a large H or H-isotope ﬂux. When
an implanted H reaches the substrate bulk (far from the surface, Å−nm deep), it can
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diﬀuse deeper into the bulk, where it may dissolve as an interstitial or get trapped in a
defect (e.g., created by the n-irradiation). For example, this is the main fuel retention
mechanism for H in W (Section 3.3). In contrast, if the H is implanted near the surface,
it can recombine to form H2 that is released back to the plasma.
Mixed materials may also form. The impurities eroded from the surface or seeded to the
plasma are transported along the edge plasma, mainly towards the divertor. These im-
purities will be deposited in a substrate made of a material potentially diﬀerent than the
impurity itself. When implanted, the impurity may bond to substrate, forming mixed
layers. These mixed materials are often amorphous substrates with strongly varying
compositions, such as glassy metals found in III, but new compounds with a deﬁned
structure may also form. The most relevant examples for fusion are the formation of
tungsten carbides (WC and W2C, [48]) or the W-Be mixing that may lead to Be2W,
Be12W or Be22W [49] alloy formation, as already seen in thin ﬁlm deposition experi-
ments [50, 51, 52]. Further, these mixed materials commonly show properties diﬀerent
from the original substrates. For instance, the formation of tungsten carbides would in-
crease the fuel retention and the tungsten beryllides would drastically lower the melting
temperature of the substrate.
On the other hand, as described in Section 3.4.2, the implanted H and He may form
voids, bubbles and blisters in solids [53, 54]. The essential diﬀerence between H and He
bubbles found in W is their location in depth. He bubbles are often located at depths
within the implantation range (Å−nm), especially at low temperatures (∼300 K) [55]. In
contrast, H bubbles are usually formed at depths of µm [56, 57, 58], i.e., several orders of
magnitude times the projected range (Å−nm). The diﬀerences in self-trapping or defect-
trapping may explain this phenomenon [59]. The hydrogen will mainly trap in defects,
such as vacancies, voids and substitutional impurity atoms. In contrast, He atoms in
metals such as W show a positive binding energy, forming clusters that grow into bigger
bubbles. These mechanisms are active even in absence of radiation damage or native
defects, although enhanced by the presence of impurities, due to the strong self- and
impurity-trapping. Further, the binding energy of the cluster increases with the number
of trapped He atoms (see Refs.[60, 61] and references therein). Also the pressure increases
with bubble size. Eventually, a bubble located near the surface can rupture due to the
increasing pressure, ejecting gas atoms and fragments of solid into the plasma. A bubble
close to the sample surface is called a blister, and its desorption by breaking the surface
is known as bubble rupture, ﬂaking or exfoliation (see Fig. 8).
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4 ATOMISTIC SIMULATIONS
Irradiation and plasma exposure of materials can often be studied experimentally, using
for example linear plasma devices, ion accelerators, small fusion reactors or layer depo-
sition chambers. However, the experimental studies cannot always give insight into the
underlying mechanisms, as various processes occur in the materials at the same time
(which further may be relevant at diﬀerent time- and length scales), precise conditions in
each substrate location might not be known or conditions of a fusion reactor's wall may
not be reproducible (e.g., particle ﬂuxes and temperatures). Modelling, instead, may
complement the experimental work oﬀering extremely controlled conditions, well deﬁned
modelled mechanisms and methods that work on the characteristic time and length scales.
4.1 Multi-scale modelling
The wide range of processes in materials described in Section 3.3) occur in very diﬀerent
time and length ranges, from the ps-Å scale of the sputtering or collision cascades [62],
to the s-cm scale of diﬀusion or consequent alloy formation [63]. Thus, the modelling
of irradiation eﬀects in materials must account for the diﬀerent scales and accuracies
required to describe the phenomena. In general, a small scale calculation can provide
very accurate information regarding a particular process, but will miss the `big picture'
of complex systems. In contrast, a large scale code will not be able to describe every
detail of the system or model starting from ﬁrst principles. Instead, it can provide a
description of the most relevant processes, their connection and competition, relying on
the knowledge acquired theoretically or using smaller scale codes. Multi-scale modelling
is referred to this link between methods working in diﬀerent scales. Diﬀerent irradiation
induced eﬀects, and corresponding modelling methods are shown in Fig. 9.
The studies in this thesis are mainly on the atomistic scale, modelled by Molecular Dy-
namics (MD) and Binary Collision Approximation (BCA). A Kinetic Monte Carlo (KMC)
code has also been developed to extend the atomistic results to nearly-experimental scales.
The three modelling methods are described below.
4.2 Classical Molecular Dynamics
Molecular Dynamics method consists in solving the equation of motion for a set of inter-
acting particles, such as the Newton's equations for atoms.
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Figure 9: Most fusion-relevant irradiation eﬀects in materials (left) and main modelling tools
(right) according to their time- and length-scales. The smallest (atomic) scale is shown in dark,
gradually increasing to the macroscopic scale, in white. The boundaries of the eﬀects and tools
are approximated.
4.2.1 The MD algorithm
Classical MD was used in the atomistic simulations presented in this thesis. In this
approach, nuclei and electronic subsystems are considered separately according to the
Born-Oppenheimer approximation [64]. Here, the electrons move fast enough to reach
the equilibrium well before the nuclei do. In practice, the atoms in MD have no internal
structure. Instead, objects with a mass equal to that of the nuclei are modelled. The
electronic eﬀects (e.g., the bond formation and breaking) are included in the interatomic
potential, i.e., the term that describes the forces between the atoms. Further electronic
eﬀects, such as energy losses by electronic stopping can be included explicitly (see below
in this Section and in 4.3).
Following the algorithm shown in Fig. 10, Newton's equations of motion are solved nu-
merically for a given atomic conﬁguration {ri(t),vi(t)},
mi
d2ri(t)
dt2
= miai(t) = Fi(ri, t) = −∇riV (ri), (6)
where mi, ri(t), ai(t) and Fi(t) are the mass, position, acceleration and force acting on
the atom i, at a time t, determined by the interatomic potential V (ri). The mass is
assumed constant, as no nuclear reactions are modelled.
The equations in Eq. (6) are solved at each time step to calculate the new atomic con-
ﬁguration. The PARCAS code [65] was used in this thesis, where the Gear 5 predictor-
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Figure 10: The Molecular Dynamics algorithm. Details of each step,
such as the equations to be solved, are given in Section 4.2.1. The
small dashed boxes show additional features included in the PARCAS
algorithm, the MD code used in this thesis, which are explained in the
text. t is the simulated time, N the number of steps (loops) and tmax
and Nmax the maximum values allowed for t and N , respectively.
corrector algorithm [64] was applied to obtain numerically stable solutions, in a step-wise
manner. First the new predicted positions are calculated,
rpi (t+ ∆t) = ri(t) + vi(t)∆t+ ai(t)
∆t2
2
+ bi(t)
∆t3
6
+ ci(t)
∆t4
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+ di(t)
∆t5
120
, (7)
where vi, ai, bi, ci and di are the 1st to 5th time derivatives of ri, respectively. The
same predictive calculation is carried out for the velocities vpi (t + ∆t) and accelerations
api (t+ ∆t). Then, the forces and accelerations a
c
i(t+ ∆t) of the new atomic conﬁguration
are calculated, and the diﬀerence between the two calculations, aci(t + ∆t) − api (t + ∆t)
is used to correct the positions and velocities.
To ensure numerical stability and energy conservation, the time step (∆t) must be kept
`short enough'. Its value may vary within the simulation to avoid wasting any computa-
tional time. For example, in an irradiation event, a small ∆t is needed when the kinetic
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energies are high, but the time-step can be larger when the system is near equilibrium.
In PARCAS this is achieved by using an adaptive time step,
∆tnew = min
(
kt
v
,
Et
Fv
, 1.1 ·∆told,∆tmax
)
, (8)
Thus, the new time step is chosen as the smallest among i) a maximum allowed time
step ∆tmax of the order of few fs; ii) increasing the previous ∆t by 10% or; iii) the two
ﬁrst ratios in Eq. (8), where Et and kt are proportionality constants for the force F and
velocity v.
To further speed up the calculations, the interatomic potential is not evaluated for every
pair of atoms in the system, as most of the interactions would not contribute to the total
energy. Instead, a list of neighbours is built for each atom. For such a purpose, PARCAS
uses the link-cell method, i.e., the simulation cell is divided into smaller bins and then
the neighbours are searched within these bins [66].
In order to model an inﬁnite system, periodic boundary conditions (pbc) were applied to
the MD simulation cells. The substrates are created by thermalizing the desired struc-
ture or by quenching an amorphous mixture of atoms, which represent bulk structures.
Thus the pbc were applied in the three (x−y−z) directions. Later, for creating a surface
and irradiating it, the pbc were only kept in the x and y directions. Instead, the lowest
two layers of atoms (∼ 3 Å) were ﬁxed, mimicking an inﬁnite bulk substrate below and
avoiding any global displacement of the cell due to the irradiation.
The temperature was controlled in the simulations using the Berendsen method [67],
which adds a friction term to the equation of motion in Eq. (6),
miai(t) = Fi(ri, t)−mivi γ
(
T0
Tp
− 1
)
, (9)
where τT = (2γ)−1 is the time constant controlling the temperature scaling rate. There-
fore, this method couples at each time step the average temperature of the cell (Tp) to
an external heat bath at the desired temperature (T0) by scaling the momentum of the
particle by a damping constant λ, mivi → λmivi, where
λ =
√
1 +
∆t
τt
(
T0
T
− 1
)
. (10)
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The pressure control is done in a similar manner, but scaling the positions (i.e., the cell
volume), instead of the velocities. The pressure scaling constant is given by
µ = 3
√
1 +
∆t
τP
(P0 − P ), (11)
where P is the average pressure of the cell, P0 the desired pressure and τP the time
constant that determines the pressure scaling rate.
In our simulations, the pressure was only constrained (to zero) when creating the sub-
strates, whereas no pressure control was applied when irradiating the cells. In contrast,
the temperature was controlled at all times. On one hand, the temperature of the entire
cell was monitored when creating the substrates to thermalize them. On the other hand,
the temperature control applied during the irradiation aimed to remove the energy intro-
duced by the projectile. During the ﬁrst 2 ps of an event − while most of the energetic
interactions happened − the temperature of the cell was only constrained at the periodic
boundaries, x and y. For the next 3 to 5 ps, the temperature of the entire cell was scaled
to the desired one.
As already explained in this chapter, some of the electronic eﬀects must be explicitly
included in the algorithm. In PARCAS, the electronic stopping, i.e., slowing down of the
recoil due to the interaction with the electrons in the medium, is modelled by scaling its
velocity at each time step (∆t) by
∆v = ∆t
Se
m
, (12)
where m is the recoil mass and Se the electronic stopping function (see Section 4.3). In
our simulations, the electronic stopping is applied to all the atoms with a kinetic energy
≥ 1.0 eV and which are not sputtered.
4.2.2 Interatomic Potentials
The evolution of the system is determined by the forces acting on the atoms, i.e., by
the interatomic potential. In the hunt of an ideal description of a system, diﬀerent
functional forms have been developed. The formalism depends on the material type, as
well as the properties that want to be described best and the computational capacities.
Also the parameter ﬁtting is usually done for a particular purpose, such as describing
as well as possible the mechanical properties, structure transitions, melting, irradiation
eﬀects or defect energetics. Although the MD potentials are classical, their formalism
and parametrization is often derived from quantum mechanical principles.
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Brenner-Tersoﬀ-like analytical bond order potentials
The analytical bond-order potentials (ABOPs) are based on the idea that the strength of
the interaction depends on the bonding environment. For a Brenner [68] - Tersoﬀ [69] like
potential, this environment includes: i) the number of neighbours, with less neighbours
meaning a stronger bond; ii) the bond length, where the strongest bond forms at a
certain distance where the potential shows a minima and; iii) the angle between the
bonds, where the bond will be strongest for θ = θ0 (see below). Analytically, the total
energy in a Brenner-Tersoﬀ like ABOP is written as
E =
∑
i>j
f cij(rij)
[
V Rij (rij)−
bij + bji
2
V Aij (rij)
]
, (13)
where rij is the distance between the atoms i and j, and V Rij (rij) and V
A
ij (rij) are the
repulsive and attractive terms of the potential, respectively.
On one hand, these are pair potentials given by
V Rij (r) =
D0
S − 1 exp
(
−β
√
2S(r − r0)
)
, (14)
V Aij (r) =
SD0
S − 1 exp
(
−β
√
2/S(r − r0)
)
, (15)
where r0 and D0 are the dimer molecule's bond length and energy, and S and β are
adjustable parameters.
On the other hand, the bij term in Eq.(13) is the bond order term that introduces the
neighbouring (three-body) and angular dependence to the potential,
bij = (1 + χij)
−1/2, (16)
with
χij =
∑
k 6=i,j
f cij(rij) gik(θijk) exp (2µik(rij − rik)) , (17)
where µik is a ﬁtting parameter and gik(θijk) introduces the angularity as
gik(θijk) = γ
(
1 +
c2
d2
− c
2
d2 + (h+ cos(θijk))2
)
, (18)
where γ, c, d and h = − cos(θ0) are adjustable parameters.
Further, the cut-oﬀ function given in Eq.(13) and Eq.(18), f cij(rij), deﬁnes the interaction
range, which is usually restricted to the nearest neighbour and given by
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f c(r) =

1 r < R−D,
1
2
− 1
2
sin
(
pi
2
(r −R)/D) |R− r| ≤ D,
0 r > R +D,
(19)
where R and D deﬁne the position and width of the cutoﬀ region, respectively.
The ABOPs can describe interatomic bonds, being therefore a suitable formalism to
model covalent materials (e.g. C), and carbides (e.g. tungsten carbides, WC and W2C).
They can also describe pure metals such as W and Be. It is therefore an appropriate
choice to model the entire W-C-Be-H system. The Brenner-Tersoﬀ like ABOPs given in
Refs. [70, 71, 72] were used in publications I−V and in C-seeded He irradiation in VI.
The embedded atom method
The embedded atom method (EAM) is an interatomic potential model based on treating
the material as nuclei embedded in a charge density distribution (`electron sea') [73].
Hence, this description may only be suitable for metals. The energy in the EAM formalism
is given by
E =
∑
i
Fi(ρi), (20)
where ρi is the electron density at the atom site i and Fi(ρi) is the embedding term
describing the charge density.
The Finnis-Sinclair solution [74] for this term can be derived from the second-momentum
approximation of the tight-binding theory in solids [75],
Fi(ρi) = −A√ρi, (21)
where A is a ﬁtting parameter. In practice, a correction term (Vij pair potential) must
be introduced to the total energy to account for the short-range repulsive interaction,
E =
∑
i
Fi
(∑
j 6=i
ρj(rij)
)
+
1
2
∑
i,j 6=i
Vij(rij). (22)
The EAM formalism may only be used for metals but it is computationally lighter than
the ABOP model. Therefore, an EAM potential was used to model the pure He irradia-
tion of W surfaces in publication IV. It must also be noted, that, under an appropriate
choice of parameters, both many-body interaction models are equivalent [76].
29
The short-distance interaction
Usually the potentials are ﬁtted to get the equilibrium properties right. However, this
description can underestimate the repulsive interaction between the nuclei at short dis-
tances. A common solution is to link the many-body potential to a stronger repulsive
one in the short-distance regime. This is especially important for high-energy interac-
tions, such as irradiation events. A common choice for the repulsive potential is the
Ziegler-Biersack-Littmark (ZBL) [77] function given by
Φ (x) = 0.1818e−3.2x + 0.5099e−0.9423x + 0.2802e0.4029x + 0.02817e−0.2016x, (23)
with x = r
a
and
a =
0.8854a0
Z0.23s + Z
0.23
p
, (24)
where Zs and Zp are the substrate and projectile atomic numbers, respectively, and a0 is
the Bohr radius.
4.3 Binary Collision Approximation
The BCA method is also a simulation tool working on the atomic scale. Instead of
calculating the many-body interactions to solve Newton's equation (as in MD), the BCA
method assumes that only elastic binary collision occur in the system and calculates the
recoil trajectories solving the scattering integral [77, 78]. The scattering angle, in the
center of mass frame of reference will be given by
θ = pi − 2
1/ρ∫
0
(
1
p2
[
1− V (u)
Ep
mp +ms
ms
]
− u2
)−1/2
du, (25)
where u = 1/r and r is the interatomic distance. V (u) is the interatomic repulsive pair
potential, ρ the nearest possible distance for r. Ep and mp are the impacting energy and
mass of the projectile respectively, and mt is the mass of the target atom (receiving" the
collision). Here p represents the distance between the target atom and the asymptote of
the projectile, and it is given by the cross section of the nuclear stopping (i.e., slowing
down of the recoil by elastic collisions) dσ = 2pi pdp.
The interatomic potential is usually given by a screened Coulomb potential,
V (r) =
1
4pi0
ZpZt
r
Φ (x) , (26)
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where Zp and Zt are the atomic numbers of the projectile and target atoms, respectively,
and 0 is the dielectric constant. Φ is the screening function, where x = r/a and a is
the screening length. A common choice for Φ is the ZBL potential given above (Eq. (23)).
However, as mentioned above (Section 4.2.1) the trajectory and energetic variations of
projectiles and recoils do not only depend on elastic collisions. The electrons in the
medium may be excited due to inelastic interactions with the recoil. As shown in Eq.(12),
the electronic stopping acts as a frictional force on the recoil leading to energy losses.
Therefore, the total energy loss of an atom moving in a solid will be given by
dE
dx
=
(
dE
dx
)
n
+
(
dE
dx
)
e
, (27)
or S(E) = Sn(E) + Se(E). Here the indexes n and e refer to the nuclear and electronic
stopping, respectively.
These functions (Se and Sn) are very complex to derive for all possible interactions and
ion charge states. Thus, a functional form is used for Se(E) instead [79], although it
is diﬃcult to ﬁnd such functions for energies ≤ 100 keV. Qualitatively, Sn reaches its
maximum at energies about 1 keV per nucleon [80] whereas Se dominates over nuclear
stopping for energies per nucleon & 0.1 MeV. However, Sn increases with the mass of
the recoil. Therefore, n the extreme case of a very light recoil slowing down in a heavy
material, the electronic stopping may dominate over the nuclear stopping at all energies.
In the BCA simulations, the projectiles are followed until reaching a minimum energy
threshold. Then, the trajectory of the particle can be obtained, as well as information
regarding the changes in the target, such as the defect formation and sputtering yields.
An atom is considered to be sputtered if its kinetic energy in the direction normal to the
surface exceeds the SBE [38] (see physical sputtering, Section 3.4.1).
Throughout this thesis, the BCA results were mainly used as a comparison to MD. The
SDTrimSP [81] code was used for these calculations, designed to model sputtering pro-
cesses, where the targets are amorphous.
Although both atomistic methods (MD and BCA) work on a similar time and length scale,
the BCA calculations are several orders of magnitude faster than the MD simulations.
However, the assumption of binary collisions, and thus determining the trajectories from
the scattering asymptotes is often insuﬃcient to describe the irradiation eﬀects in solids.
The BCA assumptions break mainly at low energies, where the many body interactions
and chemical eﬀects (i.e., bond breaking and formation) are most relevant.
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4.4 Object Kinetic Monte Carlo
The Monte Carlo (MC) methods, in general, are numerical methods for solving problems
by random sampling. The name is given after the city of Monte Carlo (Monaco) famous
for its casinos, where several mechanical devices such as the roulette, generate random
numbers [82]. The MC algorithm is based on randomly sampling the diﬀerent processes
or transitions that may occur in a system, according to their probabilities or frequencies
(rates). This method is used in a wide range of ﬁelds, from forest ﬁre spread [83], to
particle diﬀusion in a solid [84] or the impurity migration in the edge plasmas [85].
When also the time evolution is sampled, the method is called Kinetic Monte Carlo
(KMC). The KMC algorithm requires that all the relevant transitions are identiﬁed.
Further, these must be Poisson processes [86] that, i) are independent from each other,
ii) their frequencies are known and iii) satisfy the dynamical hierarchy: no two events
can occur simultaneously (within the same time step) and any transitions that may have
happened in time t, can also occur at a later t+ ∆t, with a uniform probability based on
their rate, and independently from the events happening before t [87].
The ﬁrst step in the KMC algorithm is to list all the possible transitions of the system
Wi and their rates ri, in order to calculate the cumulative function
Ri =
i∑
k=1
rk, i = 1..N. (28)
Next, an event i is chosen by generating a uniform random number, µ ∈ [0, 1], and ﬁnding
the i for which
Ri−1 < µRN < Ri. (29)
The event i is carried out, checking further consequences the event might lead to. The
time t is updated, t → t + ∆t, by generating a new uniform random number ν ∈ (0, 1],
so that
∆t = − ln(ν)/RN . (30)
Finally, the desired properties of the system are calculated and output. All the rates ri
that might have changed, and the cumulative function Ri are updated before choosing
a new event. The algorithm is followed until the desired time, number of events or any
other pre-set limit is reached.
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On one hand, a great advantage of KMC method is that, as RN is calculated in every step
according to the events and objects in the system, the time-step adapts to the time-scales
of the active process. For instance, if initially there are a large number of particles that
move fast or react at high frequencies, and those interact forming fewer and slower new
particles, the time step will adapt: initially it will follow the characteristic high frequency
of the system with a short time-step, progressively adapting to slower particles and there-
fore, longer time-steps. Further, no time step will be lost as an event occurs at every step.
On the other hand, the main drawback is the thorough knowledge of the system required
a priori to develop a KMC algorithm. Ideally, in material science for example, most of
the rates could be estimated from quantum mechanical calculations (e.g., DFT) or atom-
istic simulations (e.g., MD or BCA). However, identifying all the relevant mechanisms,
obtaining the rates and knowing every consequence is very complex, if not impossible.
Another disadvantage may come from the computational eﬃciency, especially when the
number of possible transitions is large. Recalculating all the ri's in each time step can
be time consuming. Therefore, often only those ri's that might have been aﬀected by the
last event are calculated. Further, the binning method can be used [88], where all the
events with the same ri are placed in a single bin, and then the event is selected by ﬁrst
choosing the bin and then an event within the bin.
Although the choice of the events is random, with a large enough sampling the processes
happen exactly as often as the probabilities dictate, i.e., KMC is a stochastic but an
exact method.
Moreover, when the modelled processes refer to objects (e.g., atoms, clusters, disloca-
tions or defects) the method is known as Object Kinetic Monte Carlo (OKMC). Diﬀerent
OKMC algorithms exist, depending on the modelled processes, rates, objects and their
interactions. Currently, it is widely used for studying the long term evolution of atomic
processes, such as annealing of cascade damage [89], motion of voids and bubbles [90] or
sink strengths [91].
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5 CARBON-BASED PLASMA FACINGMATERIALS
5.1 Dimer bond breaking by swift chemical sputtering
Among the plasma facing material candidates W, Be and C, the latter two have shown to
be eroded by the athermal, physico-chemical mechanism known as swift chemical sput-
tering (SCS) [24] (see Section 3.4.1). To clarify in which systems the SCS could be most
relevant, an analytical model for dimer bond breaking by SCS is presented in publica-
tion I.
To describe the mechanism in greater detail, let us consider a H atom perpendicularly
impacting on a C−C bond (Fig. 11). The H atom moves parallel to the x-axis and the
C−C bond is aligned with the y-axis. The momentum transfer from the H atom to the
C atoms in the y-direction will be given by,
py =
∞∫
−∞
fy
(
t, EHkin
)
dt, (31)
where fy is the force acting on the C atoms and EHkin is the initial kinetic energy of the H
atom. This time integral can be approximated by considering an average eﬀective force
in the y-direction, f¯y acting on the C atoms during the time τ¯ that the H atom spends
around the bond. Thus, py ≈ f¯y τ¯ .
The dimer bond will break whenever the energy transferred from the recoil to the dimer
in the y direction, Ey − related to the momentum py − is larger than the dimer energy
Ed. If the energy of the H atom is too low to enter the bond (Fig. 11a), it will bounce
back, f¯y will be small and the bond will not break. If the energy of the H atom increases
(Fig. 11b), it will enter the bond and spend long enough time τ¯ to transfer its momentum
to the C atoms, breaking the bond. If the impacting energy is further increased (Fig. 11c),
although f¯y will be large, the time spent by the H atom in the C−C bond τ¯ will not be
suﬃcient for bond breaking. The characteristic time of SCS (i.e., long enough) is ∼ 10 fs.
To take a step further, in publication I the integral in Eq.(31) was evaluated for each pos-
sible dimer in the W−C−Be ternary system, deﬁning the bond breaking energy ranges.
To this end, a D atom impacting in the middle point of the dimer was simulated. The
projectile was initially located 10 Å away from the bond and moved perpendicular to it,
with a kinetic energy ranging from 0− 200 eV. The energy of the system was monitored
throughout the simulation to ensure its conservation. These calculations conﬁrm the
bond breaks exactly when Ey > Ed.
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Figure 11: Swift chemical sputtering of a dimer by a recoil impact, as a
function of the impacting energy. At low energies the recoil bounces back, at
higher energies the bond will break and when further increasing the energy
the recoil will just cross through the bond. A detailed description of the
mechanism is given in Section 5.1. The values for low, medium and high
strongly depend on the material, as studied in publication I.
This condition can be achieved in any of the dimers in the W-C-Be system, although the
W−W bond breaking probability is negligible. In detail, a C−C bond can be broken by
SCS for energies from EDkin ∈ (20− 125) eV and the transferred energy Ey is high, up to
35 eV. For the Be2 system the bond-breaking regime is located at much lower energies,
3 − 36 eV, due to the weaker bond energy (EBe−Be ∼ 1 eV vs. EC−C ∼ 6 eV). Also
the transferred energy is smaller by a full order of magnitude. The simulations showed
that the mass diﬀerence between W and D is the main reason for the ineﬃcient energy
transfer, and thus, negligible eﬀect of the SCS on the W2 dimer bond breaking.
Further, the mixed BeC, WC and BeW dimers were studied. The results showed more
complex trends due to diﬀerences in the mass and bond nature. In general, the bond
breaking takes places at lower energies for the Be-containing dimers, and also the trans-
ferred energy is smaller. As expected, W has the opposite eﬀect, raising both the char-
acteristic energy range where bond-breaking may occur and the maximum energy trans-
ferred to the dimer.
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5.2 Swift chemical sputtering of the W-C system
All the possible dimers in the W-C-Be system, except W−W, are aﬀected by the SCS.
However, in an irradiation event, the sputtering of an atom is a more complex mecha-
nism than dimer bond breaking. The atoms form bonds with several neighbours and all
of them must be broken to sputter.
As explained in Section 5.1, in general the SCS probability of a W2 dimer is negligible.
Further, solid W has a large number of neighbours that need to be broken to sputter a W
atom. Also, W is less reactive with H than the other PFCs. Hydrocarbons are present in
our daily lives and beryllium hydrides are commonly observed in Be- and H-containing
reactor-like environments [92]. The rich chemistry between Be and C with the D leads to
the formation of molecules loosely bound to the surface that can be sputtered by SCS.
In contrast, tungsten hydride molecules only exist at very low temperatures and/or high
pressures (see [93] and references therein), unlikely conditions at a PFM surface. Thus,
no W-H molecules, which could be sputtered by SCS, are expected to form at the W
surface under fusion relevant conditions.
However, the role of these characteristics is unclear for W in a C-rich environment. To
clarify whether W may be sputtered by SCS in such circumstances, a systematic study of
W and tungsten carbides (WC, W2C) exposed to low-energy D irradiation was performed
in II. No W was sputtered from any of the materials at energies below 1 keV, despite
the high D concentration and consequent amorphization of the substrates, or a C-rich
environment. Instead, the tungsten carbides showed a preferential C sputtering. The
yields strongly depended on the C concentration at the topmost layers and peaked at
∼50 eV due to SCS. To further highlight the relevance of this mechanism on C erosion,
the MD results were compared to BCA calculations, where bond-related eﬀects are not
included. The C yields in MD (YMD) are higher than in BCA (YBCA), especially at low
energies (Fig. 12). For example, at 50 eV the yields range within YMD ∈ (2− 7)× YBCA,
whereas at 100 eV, YMD ∈ (1− 2.5)× YBCA, as the physical sputtering dominates. Also
the wide range of sputtered hydrocarbons revealed the presence of chemical interactions
between C and D. These erosion yields lead to a substrate composition after irradiation
of mostly W at the topmost layers, due to preferential sputtering of C, an amorphous
DC mixture underneath it and an undisturbed structure at the bottom of the cell.
Implantation properties were also analysed, concluding that on one hand, the D implan-
tation is higher in pure tungsten than in any of the tungsten carbides. However, this must
not be mistaken with fuel retention, since D diﬀuses and dissolves in bulk W [94], but it is
trapped in tungsten carbides [95]. On the other hand, D is mainly present forming small
molecules (D2) in the carbides, whereas mostly atomic D is found in pure W. Further, at
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Figure 12: The C sputtering yields by MD and BCA as a function
of the substrate's composition, for 50 and 100 eV D impacts on W,
WC and W2C. The modelling methods are compared to highlight
the chemical eﬀects at low energies. For further details on the
simulations, the reader is referred to publication II.
high irradiation energies (0.3−1 keV) the D reﬂection showed to depend on the tempera-
ture of pure W substrates. The irradiation defects are more likely to anneal when raising
the temperature, increasing the ion channelling probability and thus, D implantation.
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6 AN ITER-LIKE DIVERTOR
ITER's divertor will only be changed once before the D-T phase. In order to gain ex-
perience regarding its operation, ITER will start with a full W divertor, discarding the
C-based materials [96]. Further, the plasma facing materials at JET were recently mod-
iﬁed to a fully metallic wall, resembling the choice of materials for the ITER D-T phase:
a Be main wall and a W divertor. In the recent ILW-JET campaigns, beryllium was
found to be eroded from the main wall during the limiter phase [97] and transported
to the divertor [98] in the divertor phase. This Be erosion, transport and subsequent
re-deposition in the W divertor [99] may lead to diﬀerent PSIs eﬀects, such as material
mixing or W sputtering by Be [100]. These events call for a complete understanding
of the interplay between W, Be and their mixtures, together with H isotopes, the main
plasma components. In the interim, a reliable W-Be-D interatomic potential has been
developed [72], now allowing to study the system at the atomic scale.
6.1 Material mixing
Impurity implantation and material mixing of W-Be was studied in publication III, by
simulating Be irradiation of W surfaces at divertor-relevant impacting energies (10 −
200 eV) and angles (0− 75◦).
The material mixing characteristics and mechanisms showed a strong energy dependence,
as shown in the morphology of the cells (Fig. 13). At low energies (≤ 50 eV), a Be layer
was formed on the W surface. These materials mixed when the W atoms at the topmost
layers were dragged towards the deposited Be-rich layer due to heat of mixing. In con-
trast, at higher energies (100− 200 eV) a mixed layer formed as Be was implanted in the
W matrix, leaving a `clean' W surface. In either case, the mixed layer thickness increased
due to the subsequent annealing, as the Be concentration was broadened beyond the
implantation range and W atoms diﬀused in the Be-rich layer.
Further, the structure of the mixed layers was analysed by visualizing the cells and cal-
culating the depth proﬁles, bond angle distributions and W neighbouring environments.
The analysis showed that the mixed layers present an underlying HCP-like Be structure,
and Be:W ratios and layer densities were close to those in the intermetallic phases. How-
ever, no crystalline alloy formation was observed, even after annealing, likely due to the
short time scales in MD and large size diﬀerence between the two species, which often
leads to the formation of glassy metals [101].
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Figure 13: View of the W-Be mixed layers after the Be irradiation of W
surfaces. The diﬀerent material mixing regimes can be seen, from a deposited
Be layer at the lowest energies (left) to Be implantation with a clean W
surface (right). The Be atoms are drawn in dark red and the W atoms in light
gray. The properties of these layers are studied in detail in publication III.
Also the erosion of the mixed layers was analysed, focusing on the underlying mecha-
nisms. Tungsten erosion was partially suppressed by the Be-rich layer formation, up to
∼ 150 eV, a considerably large impacting energy for an impurity in a divertor. Also
molecules sputtered and the eroded species strongly correlated with the topmost layer
composition: Be2 molecules at low energies and mainly BeW at higher energies. The
molecule sputtering was of physical origin, also known as dimer sputtering, an erosion
mechanism already found in similar systems [102].
Finally, our study focused on the eﬀect of the projectile impacting angle (at 50 eV). The
Be sticking coeﬃcient showed a sudden drop at 45− 60◦, qualitatively explained by the
geometrical model below Fig. 14.
On one hand, if the projectile impacts on a substrate with an angle α − with respect
to the surface normal − smaller than the angle of the inner tangent δ, it may channel
through the atoms at the surface and get implanted. In contrast, if α > δ, the surface
will look like a continuum of atoms to the projectile, lowering the chances of channelling
and thus, of being implanted.
On the other hand, as shown in Fig. 14, the distance between the centres of two con-
secutive atoms (d) and their eﬀective radius (R) relate to δ as cos(δ) = 2R/d. Testing
the limit α = δ for α = 45◦ and 60◦ in Eq. (14), leads to an eﬀective atomic distance,
a = d− 2R, within the realistic range of 0.8R < a < 2R.
39
Figure 14: A geometrical model developed in publication III to explain the
drop seen in the Be sticking on W at shallow angles. The ﬁlled dot represents
the projectile and the empty circles the substrate atoms. The meaning of each
parameter and details on the model are given in Section 6.1.
The erosion yields also showed a similar angular dependence. Both the average kinetic
energy per reﬂected Be and reﬂection yields are higher at shallow angles, transferring less
energy to the substrate and thus, lowering the W and BeW-molecule sputtering yields. It
was also unexpected to ﬁnd that BeW molecule erosion is of chemical origin at oﬀ-normal
incidence.
6.2 Eﬀect of Be on D implantation and layer erosion
The material mixing plays an essential role in determining the properties of the PFCs.
However, the impurities will never impact on the wall on their own, but together with
fuel particles. This highlights the need to also understand the eﬀect of plasma impurities
in fuel implantation. To this end, the eﬀect of W-Be material mixing and Be as a plasma
impurity, on D implantation and mixed layer erosion were studied in publication IV.
A wide range of structures formed due to Be-seeded D irradiation of W surfaces. As de-
scribed in Section 6.1, a Be layer deposited on the W surface at low energies (10− 30 eV,
Fig. 15a), whereas a larger material material mixing was observed when increasing the
energy (50 − 150 eV, Fig. 15b). On the other hand, in absence of a mixed layer (at low
Be fractions), D was implanted in interstitial positions of the W lattice. The high D ﬂux
modelled led to D super-saturation of and consequent stress on the W matrix, released
by forming edge dislocation planes (Fig. 15c). At the topmost layers, molecule formation
(Fig. 15d) and amorphous-like structures (Fig. 15e) were also observed.
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Figure 15: The diﬀerent structures formed after the Be-seeded
irradiation of W surfaces presented in publication IV: a) Be layer
deposition at high Be fractions and low energies; b) W-Be material
mixing found at higher energies; c) edge dislocation planes formed
at low Be fractions; d) molecules and BeW alloy structures seen at
the topmost layer; e) W amorphization observed at high energies.
Further, a strong dependence of D implantation on the Be concentration was found in the
Be-seeded D irradiation of W surfaces. At low irradiation energies the Be was deposited
on the W surface. Thus, D was implanted within a growing mixed material layer. The
growth rate of the layer scaled with the Be concentration, enhanced by a higher sticking
of Be on Be than on W. The layer growth rate determined when the D saturation was
reached and thus, the D reﬂection yields. In summary, D implantation increased with
the Be concentration.
The mixed W-Be-D layer also eroded due to subsequent impacts. Tungsten was sputtered
by high energy (100−150 eV) Be impacts, although as in Section 6.1, partially suppressed
by the mixed layer formation. Also a fraction of the deposited Be eroded. The Be sput-
tering yields reﬂected a balance between: i) Be concentration at the surface that could
be sputtered, which only took place within the deposition energy regime (≤ 50 eV) and
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increased with Be fraction and, ii) energy of the projectiles being suﬃcient to sputter the
deposited atoms. Further, a wide range of molecules eroded. On one hand, a large frac-
tion of D was reﬂected as D2 when both species (D and Be) were present at the topmost
surface (∼ 10 eV). The large D2 yield highlighted that D2 formation and desorption is not
a purely collisional process, but it also has a chemical component. On the other hand,
Be-D molecules were found to sputter. Besides the erosion by D impacts on the deposited
Be, a large contribution came from the Be impacts on a D-rich surface, and thus the BeD
erosion yields peaked at low energies. Further, as in publication III, Be2 and BeW metal
dimers were found to sputter chemically and physically (dimer sputtering), respectively.
The erosion yields were in general large, likely due to the short relaxation time between
impacts for the deposited atoms.
For comparison, the pure D irradiation of mixed W-Be layers (substrates taken from pub-
lication III, at 50 eV) lead to similar D implantation yields and proﬁles as the Be-seeded
D irradiation at low energies (10− 30 eV). However, the D reﬂection strongly dropped at
higher energies (50− 100 eV). Due to the invariant implantation depth, D was implanted
within or beneath the mixed W-Be layer, forming clusters. Also the erosion patterns dif-
fered. The Be sputtering yield increased with the energy, due to the constant surface Be
concentration, and in general the yields were lower as the mixed layer had been relaxed
prior to the D irradiation. The molecule sputtering followed the trend described for the
Be-seeded D irradiation. As an exception, only the D impacts contributed to the BeD
erosion, thus peaking at higher energies.
Further, these simulations can be connected to the experimentally found bubble suppres-
sion, when D plasmas are seeded with Be [103, 104]. The authors in Ref. [103], suggest a
few mechanisms that could contribute to this phenomenon. For instance, in the experi-
ments as in our simulations, the deposited Be layer is of the order of the D implantation
depth. Therefore, to the D projectiles the surface would seem as if made of Be. Deu-
terium has not been found to form bubbles in Be, and thus they would not be expected
in the present case either. The simulations also supports another mechanism that could
prevent the bubble formation. As explained above, in absence of a mixed W-Be layer, the
high ﬂux D irradiation on W may lead to the formation of edge dislocation planes. These
defects can potentially initiate the D clustering and bubble growth. The mixed W-Be
layer may prevent the formation of these stresses in the W matrix and thus, suppress the
bubble formation.
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6.3 A comparison to BCA codes
The BCA is often used in the data production (e.g., reﬂection and erosion yields) for codes
modelling PSIs at experimental scales, such as ERO for impurity transport along the edge
plasma, or WallDyn [105] for erosion-deposition patterns in the reactors walls. However,
as described in Section 4.3, the irradiation energies at the divertor may fall below the valid
limit for BCA. Therefore, it is essential to evaluate the reliability of the BCA approach
for the W-Be-D system. Publication V aims to give a ﬁrst step towards this estimation
by comparing the BCA data (by SDTrimSP) to MD results (using PARCAS).
In this work, the eﬀect of diﬀerent physically meaningful parameters were evaluated: i)
the substrate description model, either one optimized for pure elements or for composites;
ii) the interatomic potential, as the KrC model is commonly used but the ZBL − also
used for the short distance repulsive part in MD − might provide a more appropriate
description, and iii) the surface binding energy and substrate density, quantities that the
BCA code obtains interpolating the pure materials' values, but can be approximated in
MD (based on the cohesive energy for the SBE). The D reﬂection yields varied strongly
with the ﬁrst two parameters (i and ii), both qualitative and quantitatively, but showed
little dependence on the latter two (iii). The Be sputtering yields were, in general, much
less sensitive to the parameter scan. An overall comparison with MD shows that the best
description is given using the composite material substrate model, the ZBL repulsive
potential and the SBE and densities taken from the MD calculations. This description
was used for a more detailed comparison with MD.
The yields from both atomistic methods are in qualitative agreement. A good description
of the system would result in yields from MD and BCA that converge at high energies, as
the elastic scattering and binary interactions dominate. Discrepancies at lower energies
could arise, as chemical eﬀects become relevant (included in MD, not in BCA). For
example, the Be sputtering yields showed this trend (Fig. 16 right): at low energies
(< 50 eV), the MD sputtering yields were about two orders of magnitude higher due to
chemical eﬀects such as the SCS. The Be sputtering yields converged for the diﬀerent
methods and materials as the irradiation energy rose. In contrast, the D reﬂection yields
obtained with BCA are factor of two higher than those from MD. This diﬀerence was
independent of the substrate composition and the results did not converge to a common
value at high energies (Fig. 16 left). In conclusion, the current description of the W-Be-D
system in SDTrimSP provides reliable Be erosion yields for irradiation at energies above
50 eV, but not for the D reﬂection yields.
Finally the cumulative eﬀects seen in the MD simulations were analysed, concluding that
the Be erosion was suppressed as the surface deuterated. In other words, D piled-up at
the surface at low irradiation energies, shielding it and thus lowering the Be erosion.
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Figure 16: The D reﬂection (left) and Be erosion (right) yields computed by MD
(solid lines) and BCA (dashed lines), for non-cumulative D irradiation of diﬀerent
amorphous W-Be mixtures. For further information, refer to the publication V.
6.4 Linking to plasma simulations
On one hand, the short time and length scales of the atomistic simulations often prevent
a direct comparison to experiments, thus making their validation diﬃcult. On the other
hand, codes that model the PWI at larger scales usually need input data from atomistic
simulations. Therefore, it is scientiﬁcally reasonable and beneﬁcial to combine the diﬀer-
ent methodologies building a multi-scale model, based on reliable and detailed data, and
comparable to the experimental outcome.
The results obtained in publications III−V will be used to improve the database of
diﬀerent codes studying the PWIs. Further, the D and Be depth proﬁles and the material
properties obtained in IV will be implemented in a Rate Equation (RE) code [106] to
calculate the eﬀect of Be in the D retention at scales of a plasma discharge.
Also a MD database construction started with publication III. Currently this database
is being completed, including the yields, as well as the energy and angular distribution
of the reﬂected particles, for a full matrix of irradiation energy-angle combinations. This
work is expected to improve the description of impurity transport along the edge plasma
simulated by ERO, as in Ref. [107]. This aims as well to being a step forward towards
setting a reliable energy range for the BCA results, using MD only when necessary, which
would allow a faster yet correct database production in the future.
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7 W FUZZ FORMATION UNDER He EXPOSURE
Recent experiments have shown a yet not well understood, possibly harmful phenomenon
for a fusion reactors divertor: the porous nano-morphology (fuzz) formation when W is
exposed to He-plasma, under conditions expected for future fusion reactors [108]. The
fuzz growth is characterized by the thickness scaling as the square root of time [109], a
low energy threshold [110], a faster growth rate with increasing ﬂux [104], a well deﬁned
growth temperature window leading to diﬀerent nano-morphologies [111, 112], and a pre-
ferred growth on substrates containing a high density of defects [113].
Although the phenomenon is experimentally characterized, there is not a well estab-
lished and complete model yet. Originally, the authors in Ref. [109] believed it was a He
diﬀusion-driven process. However, the idea was soon discarded due to the inconsistent
diﬀusion rates. As transmission electron microscope (TEM) images became available
showing voids near the surface, tendrils with bubbles inside and pinholes at higher tem-
peratures [111], the He bubble formation gained relevance as a part of the explanation.
Other theoretical models have also been suggested, based for example on the W vis-
coelasticity [114], stress-driven bubble growth [115] or adatom diﬀusion [116]. In the
present work, the ﬁrst multi-scale model able to explains the fuzz formation and growth,
in quantitative agreement with the experimental rates, is presented. The model is based
on He bubble formation by clustering and coalescence, consequent surface growth due to
dislocation loop punching and surface relaxation when a bubble ruptures. The fuzz layer
formation, seen as a type of surface roughening, is therefore a stochastic growth process,
scaling with the square root of time.
7.1 The key mechanisms at the atomic scale
The ﬁrst multi-scale modelling step was to identify the main mechanisms occurring in
a W surface when exposed to He plasma. To this end, He and C-seeded He irradiation
of W surfaces was modelled by MD, at diﬀerent temperatures (300 and 1200 K) and
high ﬂuences (up to 105 impacts). The key mechanisms on the fuzz formation onset were
identiﬁed to be, i) the bubble formation by He clustering and cluster coalescence, ii) the
surface growth by loop punching, i.e., emission of prismatic interstitial dislocation loops
due to the high pressure in the bubbles, consequently creating a vacancy where the He
cluster is and an adatom at the surface; and iii) the surface relaxation due to blistering
and desorption, when the pressure in the bubble is too high to be held by the W layers
above. In general, the pressure in a bubble increases with the number of He atoms in
it, and thus, with the bubble size. Therefore, more W layers will be needed above it not
to rupture. Thus, in a ﬁrst order approximation, this rupture distance can be written as
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Figure 17: A bubble rupturing sequence observed in MD due to high ﬂuence He irradiation
of W, presented in publication VI. The W atoms (dark red) at the topmost layers were
lifted up by dislocation loop punching (left). The pressure in the bubble became large
enough to break thorough the surface, releasing the He (blue) in the bubble and relaxing
the W surface. These processes are described in detail in Section 7.1.
rp = P + Mr, where r is the bubble radius, M is a scaling constant and P represents a
minimum amount of layers needed to hold a He bubble. The former two mechanisms can
be observed in Fig. 17 obtained from the MD simulations.
These processes reached a steady state condition and their balance lead to a square root
of time dependence of the surface growth. Thus, the MD simulations were suitable to
identify the key processes in the fuzz formation onset and the work proceeded to further
characterize the system, including the eﬀect of impurities (C) and temperature.
In general, the size of the largest ruptured bubble increased with ﬂuence and the atomic
density of He in the bubbles decreased with the bubble size. On one hand, the C-seeded
irradiation led to higher W sputtering yields and loss of surface crystallinity. Also, the
implanted C atoms seeded for small cluster formation, instead of building up fewer larger
bubbles. On the other hand, the surface partially recrystallized at high temperatures.
The high temperature simulations also showed the formation and desorption of larger
bubbles, especially in absence of C. Finally, the He reﬂection yield − not accounting for
that desorbed when a bubble ruptures − was quantiﬁed to obtain an eﬀective ﬂux or
implantation rate: ∼ 0.4 He/impact.
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7.2 OKMC algorithm development
As a second step, a OKMC code was developed extending the MD results to nearly-
experimental time and length scales. In this case, only He was simulated: single atoms,
bubbles and traps were the objects of the OKMC algorithm. The W substrate was rep-
resented by a box, with periodic boundary conditions in the x − y directions, an open
surface forming a 2D Ng × Ng cartesian grid in z > 0 and an inﬁnitely deep bulk W in
z < 0 to mimic the µm long tendrils found in experiments. The position and size of the
objects, and W surface growth and drop were followed.
The surface height variations and interaction between the objects were derived from the
atomistic simulations (Section 7.1), including: i) He trapping, as He atoms will be trapped
in impurities and/or defects [61, 117], such as C in the MD simulations; ii) He clustering,
i.e., a He cluster will be formed when two or more He atoms meet; iii) bubble coalescence
will occur when two He bubble grow nearby; iv) bubble rupture, as the bubbles located
close to the surface will rupture or desorb, with a critical rupture distance derived from
MD (Section 7.1); v) as a consequence ii) and iii) the surface will grow by loop punch-
ing, represented by raising the surface above the bubble by a volume equal to that of He
trapped beneath it; and in the event of iv), the surface will be lowered according to the
the volume of the ruptured bubble.
The above mentioned processes were implemented in the OKMC code as shown in Fig. 18
and explained in detail in the following paragraph. In the OKMC code, ﬁrst either a new
He atom was implanted − at a random lateral point within the simulation cell and
a random depth according to the irradiation energy − or an existing single He atom
was selected to move, following the rates dictated by the ﬂux and diﬀusion coeﬃcients.
Note that the only possible events, therefore, were He implantation or diﬀusion. The
implantation rate or eﬀective ﬂux was taken as 0.4×(experimental ﬂux), accounting for
He backscattering. The diﬀusion coeﬃcient was given by
D = D0 e
(−Ea·e/kB ·Tp), (32)
where D0 is the pre-exponential factor and Ea the diﬀusion activation energy. Tp is the
temperature and kB the Boltzmann constant. Diﬀerent diﬀusion coeﬃcients have been
tested (see Section 7.3). The selected He jumped a constant step size of 1.12 Å in a
random direction and the radius of a single helium atom was set to ratom = 0.923 Å. Note
that all the other processes describing the interactions between the objects (i− v in the
paragraph above) were essentially consequences of the primary events and the state of
the system (e.g. trap concentration and surface heigh).
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Figure 18: The OKMC algorithm developed in publication VII to extend the MD
simulation results to nearly experimental time scales. The main steps are shown in
black, the diﬀerent alternatives between these steps in gray and the surface variations
are marked in dashed boxes.
Commonly, metals such as W contain 0.1− 1% of defects and/or impurities that, as de-
scribed above, can trap the migrating He. To model this eﬀect, the implanted or selected
He atom could be trapped with a probability proportional to the trap concentration:
for K% of traps, the He atom would get trapped after 100/ K jumps − on average −
wherever located.
If He did not become trapped, the OKMC code checked whether it clustered with a
nearby He atom or bubble. If either event (trapping or clustering) happened, the He
particle would become an immobile object. This cluster would seed for further growth
by absorbing additional He atoms within the capture radius of 3 Å (the results were not
sensitive to the exact value of the trapping radius within the Ångström scale). The radius
of the cluster was determined by the number of atoms (NHe) in it:
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rcluster =
(
3V
4pi
)1/3
(33)
where V = NHeVatom is the volume of the cluster, given by Vatom = 43pir
3
atom, the volume
of one single atom. The centre of a trap could only move if recombined (coalesced) with
another trap or cluster. The new cluster would always be positioned according to of a
weighted average of the original clusters, and the surface height followed the variations
in the cluster conﬁguration.
Next, the code looked for possible coalescence events. All the bubbles and traps within
a capture radius (3 Å) from each other coalesced and multiple coalescence events were
allowed at a time. For each event, the positions and volumes of the new particles and
corresponding surface variations were calculated.
Then, the possible bubble rupturing events were checked. As described above, the bubbles
nearest to the surface may rupture due to the high He gas pressure. A bubble ruptured
if the distance between the bubble and the surface, including that to the grid sides, was
smaller than rp = P +Mr, where P = 5 Å, M = 0.2 and r is the bubble radius in Å. If a
particle ruptured, it desorbed (was removed from the system) and the surface was lowered.
Finally, the time was updated according to the general KMC algorithm (Section 4.4).
After all the calculations, the characteristics of the system were analysed: the distribu-
tion and position of the existing and ruptured objects, their types (He atoms, bubbles or
traps), surface grid heights, the average density as a function of depth and the fuzz layer
thickness. Based on experimental results [109], the fuzz was deﬁned as the volume with
a density ranging within 10− 90% at-W, calculated using densities of 1.92 g/cm2 for He
and 19.25 g/cm2 for W. Other ranges for deﬁning the fuzz were also tested, from 5−95%
to 30− 70% at-W, with no eﬀect on the growth rate but only in the absolute thickness.
7.3 KMC results and model
As a ﬁnal step, the algorithm described in Section 7.2 was run under experimental-like
conditions: an eﬀective ﬂux of 3 · 1018 cm−2s−1, a temperature of 1120 K [109], and dif-
fusion rates for He in W, D0 = 2.6 · 10−4 cm−2s−1 and Ea = 0.28 eV [118, 119]. The
calculations were performed using a 40 − 120 nm box and reached time scales up to 14
seconds. Figure 19 shows the growth (a−e) and nano-morphology (f) of the modelled
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Figure 19: A sequence of the fuzz layer morphology throughout its
growth in the OKMC simulations. The evolution is gradual, from a)
small He cluster in the W box to, e) a rough surface of the tendrils ﬁlled
with small bubbles, on top of the W bulk ﬁlled also with big bubbles. The
surface grid is not shown here for clarity, but it would be located above
the bubble `columns'. This morphology can be seen in the zoom in of
the tendrils shown in f), where a rough W surface (the glassy material)
ﬁlled with He bubbles is observed.
system. As shown in Fig. 20, the fuzz layer thickness of the OKMC simulations grew
as the experimentally found square root of time. The growth rates also agreed with the
experimental ﬁndings, especially considering that the latter may vary up to a factor of 2
depending on the W-grade [104]. The errors of the OKMC simulation growth rates were
estimated by running identical cases but varying the seed number of the random number
generator, and then doing a standard error of the mean over them. These errors were
about 3 %.
The main parameters of the system were scrutinized to clarify the underlying fuzz growth
mechanism and its time-dependence. To conﬁrm that it is not a He diﬀusion-driven ef-
fect, the diﬀusion coeﬃcient was varied by orders of magnitude, from the value for He
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Figure 20: The fuzz layer thickness growth as a function of time. The
OKMC results (thick lines) were obtained using the parameters taken
from [109] and varying diﬀerent trap concentration (the trap % given
in the legend). The experimental growth rate (exp) is interpolated
from the results in Ref. [109]. The upper boundary exp.2 is given
by exp×2, i.e., a growth twice as fast, accounting for factors such as
the W-grade. The surface growth in MD is shown for a comparison,
plotted separately as the time scales diﬀer by 7 orders of magnitude.
diﬀusion in W, to the one derived from the fuzz thickness growth experiments [109]:
D1120K = 6.6 · 1012cm−2s−1, E = 0.71 eV. The fuzz layer growth in our simulations
showed no dependence on the He diﬀusion value.
Next, a wide range of trap concentrations (0.1− 5%) were scanned, as this could be the
diﬀusion limiting factor. The results showed only a minimal eﬀect on the fuzz growth rate
(Fig. 20). The growth rate slightly increased with the trap concentration, resembling the
experimentally found larger fuzz growth rate for samples with a high defect content [104].
Also in qualitative agreement with the experimental results [110], the present simulations
showed a faster fuzz growth when increasing the ﬂux.
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Figure 21: Left: surface roughness of the OKMC cells as a function of time (solid line).
The curve was ﬁtted to f(x) = a · xb, resulting in a = 0.186 and b = 0.558 (dashed
line). The OKMC results were obtained using the parameters taken from [109] and a trap
concentration of 0.05. Right: the fuzz layer thickness growth as a function of
√
t, varying
the surface grid size, and thus roughness: no roughness (1 × 1 grid), minimal (2 × 2 grid)
and little (10× 10 grid).
After ruling out diﬀusion and the trap concentration as key parameters determining the
fuzz growth, and based on the actual system's morphology, the analysis focused on the
surface roughness, deﬁned as
w(t) =
√√√√ i∑
i=1
N2g (zi(t)− z¯(t))2, (34)
where N2g = Ng ×Ng is total the number of surface grids, zi(t) is the height of grid i and
z¯(t) is the average surface height, at time t. The surface grid roughness grew as ∼ √t
(Fig. 21 left), hinting to be strongly related to the fuzz growth. Thus, the reference case
simulations (i.e., with the experiment-based parameters) were run next, varying the grid
size and thus, surface roughness (Fig. 21 right): none (a 1 × 1 grid), minimal (a 2 × 2
grid) and little (a 10× 10 grid). The ﬁrst case showed no net fuzz growth, in the second
case the fuzz thickness grew stepped but on average as ∼ √t and the third case showed
a fuzz growth scaling as
√
t at approximately the experimental rate.
Some other similar anomalous kinetic roughening processes have already shown a similar
time evolution, such as etching of porous ﬁlms or composite materials [120, 121, 122].
These processes are characterized by the stochastic growth (or etching) due to randomly
distributed inhomogeneities, which in our case are clustering sites that seed for bubble
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growth and rupture. The standard deviation of the stochastic growth (or etching) scales
with the square root of the deposited (or removed) mass, thus kinetically scaling with
the square root of the ﬂuence, or time [123].
In conclusion, the fuzz growth is explained by the following model: i) He forms bubbles
by clustering and coalescence, which cause the surface growth via loop punching; ii) the
bubbles located near the surface rupture, relaxing the surface back; iii) the balance be-
tween these two processes results in an stochastic surface growth, leading to a kinetic
surface evolution, the roughness and consequent fuzz thickness growth scaling with the
square root of time.
Although the fuzz layer growth rates from the OKMC simulations agreed with the ex-
perimental ﬁndings, some limitations must be pointed out. First, the time scales were
extended from the nanosecond to the second scale, but the experimental hour-scales could
not be reached yet. Also, all the bubbles are immobile in our simulations, based on the
strong He self-trapping. However, this might be an inaccurate description for the small-
est bubbles, as the dislocation loop punching and the consequent vacancy formation only
occur after certain bubble sizes (e.g., clusters of 7 or 8 He atoms in W at low temper-
atures [47]). Helium de-trapping − from a defect or a cluster − is not included in our
OKMC model either. Likely due to these deﬁciencies, certain fuzz growth characteristics
cannot be reproduced in the OKMC simulations, the most relevant being the upper and
lower temperature thresholds for the fuzz growth. As suggested in publication VII, these
limits may be related to the de-trapping and coalescence, but a detailed work would be
essential to determine the temperature dependence and rates of the processes.
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8 CONCLUSIONS AND OUTLOOK
The plasma surface interactions expected in a fusion reactors divertor have been studied
by atomistic and multi-scale modelling.
First, the C-containing divertor materials were studied. An analytical model for the swift
chemical sputtering was developed to explain the dimer bond breaking. The quantitative
results calculated for the W/Be/C system conﬁrm the relevance of this mechanism for
the low-energy C and Be sputtering, but not for W. This result was veriﬁed by simulat-
ing D irradiation of W and tungsten carbides. A preferential C sputtering was observed,
which strongly depended on the C concentration at the topmost layers. In contrast, no W
was sputtered below 1 keV. The substrate composition also aﬀected the D implantation
characteristics.
Recently, C was discarded as PFM and thus, this thesis focused on the full metal wall
materials (W and Be). Be mixing with W surfaces showed a strong dependence on the
irradiation energy and angle. Be-rich layers were deposited at low energies, whereas the
Be was implanted in the substrate at higher energies, keeping a pure W surface. The
mixed layer formation suppressed the W sputtering. Metallic dimers were sputtered,
both chemically and physically. Further, the Be deposition dropped at shallow angles as
channelling became less probable. The mixed layers showed a HCP-like structure, but
no crystalline alloy formation was observed.
Also the eﬀect of Be-W mixing on D implantation was studied. Higher implantation
yields were found when the Be concentration increased forming mixed W-Be layers, and
the Be erosion showed a strong correlation with its surface concentration. Molecules were
also sputtered; a large fraction of the D was reﬂected as D2 at low energies and a wide
range of Be-D molecules eroded.
The description of this system (W-Be-D) in diﬀerent atomistic approaches was also com-
pared. The Be erosion was described as expected in the BCA, underestimating the yields
at low energies and approaching the MD values as the energy increased. However, the
D reﬂection by BCA only agreed qualitatively with the MD results. Further, the D pile
up due to the cumulative irradiation in MD led to a shielding eﬀect of the surface and
consequent lower erosion.
Finally, a very particular irradiation phenomenon −W fuzz formation − was studied us-
ing a multi-scale approach. MD simulations of high ﬂuence He irradiation on W showed
that bubble formation, surface growth by loop punching and bubble rupturing are the key
54
processes in the fuzz formation onset. Based on these ﬁndings, multi-scale calculations
with OKMC enabled modelling of fuzz growth at nearly-experimental scales. The growth
rates agreed with the experimental values and the morphology resembled the experimen-
tal observations. A W fuzz growth model was derived based on the multi-scale work,
where the balance between surface growth by He bubble formation and drop by bubble
rupture, leads to a stochastic surfaces roughness (fuzz) growth, thus scaling as the square
root of time
In summary, the mechanisms and processes identiﬁed throughout this thesis improve the
understanding of plasma facing material mixing, erosion and implantation eﬀects in fu-
sion reactor divertors. The multi-elemental database construction and understanding the
underlying physics has only set oﬀ for the ILW materials, to which this thesis contributed.
The work presented here will improve the description of the materials in larger-scale codes
which study plasma-surface interactions and edge plasma physics.
It is therefore essential to continue with the atomistic modelling of plasma facing materi-
als, together with and in comparison to other computational methods and experiments.
On one hand, the work on tungsten nanostructure formation must continue. The descrip-
tion should be completed to understand and model the fuzz growth characteristics, and
ultimately, reliably evaluate the relevance of this phenomenon in future fusion reactors.
On the other hand, the latest ILW-JET results highlight the need for a wider parameter
scan in the atomistic simulations, such as surface temperatures and multi-element com-
position of the substrates. Also a further development of interatomic potentials is needed
to approach more realistic modelling scenarios. For instance, being able to describe the
interaction of N with the materials studied in this thesis would allow evaluating the eﬀect
of plasma impurity seeding on the ﬁrst wall materials, one of the relevant yet unexplored
topics by atomistic simulations.
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