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Accurate estimation of nucleation rate is crucial for the study of ice nucleation and ice-premoting/anti-
freezing strategies. Within the framework of Classical Nucleation Theory (CNT), the estimation of ice nu-
cleation rate is very sensitive to the thermodynamic parameters, such as ice-water interface free energy and
chemical potential difference between the water and ice. However, even today, there are still many contradic-
tions and approximations in the estimating of these thermodynamic parameters, introducing large uncertainty
to our estimation of ice nucleation rate. Herein, starting from the basic concepts, for a general solid-liquid
crystallization system, we expand Gibbs-Thomson (GT) equation to the second order, and derive the analytical
formulas of these thermodynamic parameters with combining molecular dynamics (MD) simulations. Our re-
sults give clearer explanations of the current mainstream views in this field. These results can provide a new
method of estimating thermodynamic parameters and theoretical guidances for the research of ice nucleation.
I. INTRODUCTION
Water freezing is a ubiquitous phenomenon in nature, with
important consequences in a variety of environments, in-
cluding climate, transportation infrastructure, biological cell,
and industrial production. However, there is much debate
about the mechanism of water freezing. Water freezing is a
phase change process that crystallizes from supercooled wa-
ter, which is affected by many and even uncertain factors1.
Nucleation of ice is a key step through the process. The ho-
mogeneous nucleation can be well described by the CNT2–4.
According to the CNT, ice embryos are formed by thermal
fluctuations in supercooled water. When the size of ice em-
bryos exceed the critical size, ice nuclei will spontaneously
grow and freeze. In this process, ice embryos are required to
overcome the nucleation barrier ∆G, which represents the re-
sistance to nucleation. In the case of a spherical solid nucleus
forming from the supercooled liquid, the nucleation barrier
can be expressed as
∆G =
16piγ3
3 (ρs∆µ)
2 (1)
where γ is the solid-liquid interface free energy, ∆µ is the
chemical potential difference between liquid and solid, and ρs
is the particle number density of the solid nuclei. Once nu-
cleation barrier and kinetic parameters are known, the homo-
geneous nucleation rate can be estimated, which can describe
the probability of homogeneous ice nucleation under a set of
ambient conditions. The homogeneous nucleation rate Rhom
varies with the nucleation temperature T following the Arrhe-
nius equation5
Rhom = Ahom · exp
(
− ∆G
kBT
)
(2)
where Ahom is the kinetic prefactor, kB is Boltzmann con-
stant. ∆G is in the exponent term, which greatly affects the
value of Rhom. Moreover, according to Eq.(1), the nucleation
energy barrier is sensitive to the thermodynamic parameters,
like γ and ∆µ. Therefore, obtaining accurate thermodynamic
parameters is important for estimating the nucleation rate.
However, at present, there are barely reliable experimen-
tal methods to directly measure such micro thermodynamic
parameters. Currently, the ice-water interface free energy
can be estimated by using MD simulations or based on fit-
ting of CNT to measured nucleation rates. However, due to
the ambiguous concept and various estimation methods, there
is a large variation in the reported estimates of γ that span
between 25 and 35 mJ/m2 at melting tempearture6. And
through research, it is found that the γ is strongly dependent
on temperature, and there are many different reports on this
dependence7. For the chemical potential difference between
water and ice, so far, people often use an approximate for-
mula to describe its relationship with supercooling. There are
also accurate methods to estimate ∆µ, like thermodynamic
integration8. But the mathematical relationship with super-
cooling is still vague. Consequently, fuzzy thermodynamic
parameters and improper mathematical approximations bring
great uncertainty to the estimation of nucleation barrier and
nucleation rate.
In this paper, to avoid the above-mentioned problem of un-
clear quantitative relationship and approximate treatment, we
use the thermodynamic methods to expand the GT equation,
and taking advantages of MD simulations, theoretically give
the analytical formulas of these thermodynamics parameters
and nucleation barrier.
II. THEORY
Consider that a solid cluster is in equilibrium with its su-
percooled liquid phase at tempearture Tc, this also means that
the temperature Tc is the melting point of the cluster. For the
mechanical equilibrium, the curved interface exerts a pressure
difference to the cluster. It can be described by Laplaces equa-
tion
ps − pl = γK (3)
where ps and pl are the pressure of the solid phase and liquid
phase, respectively, γ is the solid-liquid interface free energy,
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2andK is the curvature of the interface. For the chemical equi-
librium, these two phases have same chemical potential
µs (ps, Tc) = µl (pl, Tc) (4)
where µs and µl are the chemical potential of the solid phase
and liquid phase, respectively. According to Gibbs-Duhem
(GD) ralation: dµ = −SdT + vdp, where S is the molecular
entropy and v is the molecular volume, for an incompressible
phase, in general, the chemical potential of solid phase at the
pressure ps can be expressed by using the pressure pl as a
reference
µs (ps, Tc) = µs (pl, Tc) + vsγK (5)
where vs is the solid molecular volume, moreover, it is also
the reciprocal of ρs. Applying Eq.(4) and Eq.(5), we obtain
µl (pl, Tc)− µs (pl, Tc) = vsγK (6)
The above equation is the difference of the chemical potential
between liquid phase and solid phase in mother phase environ-
ment, namely, ∆µ. Then we integrate the left side of Eq.(6)
from GD ralation. For both phases, we integrate the GD rela-
tion from current condition to coexistence condition.
When the temperature is not far from the melting tempera-
ture Tm, the entropy can be approximated as a constant. For
liquid phase, at different temperatures, the pressure changes
very little, with regarding pl as a constant, we obtain
µl (pl, Tm)− µl (pl, Tc) =
∫ Tm
Tc
−SldT
= −Sl (pl, Tm) (Tm − Tc) (7)
For solid phase, since the additional interface pressure, the
pressure change is not negligible
µs (pl, Tm)− µs (ps, Tc) =
∫ Tm
Tc
−SsdT +
∫ pl
ps
vsdp
= −Ss (pl, Tm) (Tm − Tc) + vs (pl − ps) (8)
At the melting temperature Tm, two phases chemical potential
are equal
µs (pl, Tm) = µl (pl, Tm) (9)
Now substituting the expressions Eq.(3), Eq.(4) and Eq.(9)
into Eq.(8)−Eq(7). Simplifying equation with ∆S =
Sl (pl, Tm) − Ss (pl, Tm) = ∆Hm/Tm, where ∆Hm is the
melting enthalpy of solid phase. then writing
∆T = Tm − Tc = vsγKTm
∆Hm
(10)
This is the GT equation, which describes the melting point
depression of the solid cluster. Combining Eq.(6), it can be
rewritten as
∆µ = vsγK =
∆Hm
Tm
∆T (11)
The above equation is often used to estimate ∆µ.
However, as the supercooling increases, the premise of the
above derivation gradually becomes invalid, and the temper-
ature dependence of entropy cannot be ignored. Therefore,
in order to more accurately describe the behavior of entropy
with temperature, in Eq.(7) and Eq.(8), taylor expand entropy
at Tm to linear term, we obtain
µl (pl, Tm)− µl (pl, Tc) =
∫ Tm
Tc
−SldT
= −
∫ Tm
Tc
[
Sl (pl, Tm) +
(
∂Sl
∂T
)
pl
(T − Tm)
]
dT (12)
µs (pl, Tm)− µs (ps, Tc) =
∫ Tm
Tc
−SsdT +
∫ pl
ps
vsdp
= −
∫ Tm
Tc
[
Ss (pl, Tm) +
(
∂Ss
∂T
)
pl
(T − Tm)
]
dT
+ vs (pl − ps) (13)
Similarly, simplifying Eq.(13)−Eq(12) with Cp =
T (∂S/∂T )p, then writing
∆µ = vsγK =
∆Hm∆T − ∆C
2
(∆T )2
Tm
(14)
where ∆C is difference of constant pressure heat capacity be-
tween liquid and solid (Clp − Csp) at pressure pl. Comparing
with Eq.(11), this is a second-order expansion of GT equation.
It is worth mentioning that, from the derivation process, this
formula is also applicable to other incompressible solid-liquid
systems. Although there is also second-order GT equation9,
which regards γ as a constant and expands ∆T into a poly-
nomial of K. However, in this paper, we regard γ as a vari-
able. The second-order GT equation shows the relationship
between interface free energy γ, supercooling ∆T and inter-
face curvatureK. Therefore, for accurate estimation of water-
ice interface free energy, we need to get the value of ∆C and
the relationship between the curvature of the ice cluster and its
melting point. In the following MD simulations, we focus on
spherical ice clusters and investigate the relationship between
equilibrium radius (for spherical clusters K = 2/r) and its
melting point Tc.
III. SIMULATION DETAILS
A. Enthalpy
In order to obtain the value of ∆C, we need to get the con-
stant pressure heat capacity of water and ice at the tempera-
ture of Tm and the pressure of 1 bar respectively. The constant
pressure heat capacity Cp is defined as
Cp =
(
∂H
∂T
)
p
(15)
3where H is the enthalpy of the bulk phase system. Thus, the
enthalpy at each temperature was first calculated. We used
TIP4P/ice model10 to build the cuboid system of ice and water,
each of them contains 4800 water molecules. TIP4P/ice was
designed to reproduce the melting temperature, the densities,
and the coexistence curves of several ice phases. Some of its
properties are as follows in TABLE I.
TABLE I. Some properties of TIP4P/ice model. Tm is melting tem-
perature; ρIh, density of Ih ice; ∆Hm, the melting enthalpy.
Model Tm(K) ρIh(g/cm3) ∆Hm(kJ/mol)
TIP4P/ice 27011 0.90610 5.4010
We set a series of temperature (255, 260, 265, 270, 275,
280 and 285 K) around melting tempearture, and perform
NPT GROMACS MD simulations for each system. Long-
range electrostatic interaction is calculated by use the smooth
Particle Mesh Ewald method12 and the van der waals inter-
action is modeled using a Lennard-Jones potential. Both the
LJ and the real part of the Coulombic interactions truncated
at 1.3 A˚. The rigid geometry of the water model and pe-
riodic boundary conditions are preserved. All simulations
are run at the constant pressure of 1 bar, using an isotropic
Parrinello-Rahman barostat13 and at constant temperature us-
ing the velocity-rescaling thermostat14. We set the MD time-
step to 2 fs and equilibrate the system for about 0.2 ns at 200
K. All MD simulations run for 40 nanoseconds, and take the
last 20 ns of the system at each temperature as a statistical
sample.
B. Seeding technique
For a given supercooling ∆T , there exists a critical radius
rc. Conversely, in our work, the critical temperature Tc of
an ice cluster of a specific size is found, namely, the melting
point. We used seeding technique to find Tc. The technique
first proposed by Bai and Li15 consisted of inserting a solid
cluster in a supercooled fluid, determining the melting point
at which the cluster can freeze or melt with equal probability.
Therefore, we prepare the initial configuration by inserting a
pherical ice-Ih cluster into supercooled water with about 20
times as many molecules as cluster. We perform simulations
for five different system/cluster sizes (see TABLE II). For the
purpose of geting a reference probability, 10 independent sim-
ulations at each temperature are performed. Simulation details
are identical with calculating isobaric heat capacity. Consider-
ing the calculation rate, each simulation ran 20 nanoseconds.
TABLE II. MD simulation system. Ni is the number of molecules
in ice cluster after equilibration of interface, the ice structure is iden-
tified by OVITO16,17; Nt is the total number of water molecules in
the system; rc is radius of ice cluster, which is determined byNi and
ρIh.
System Ni Nt rc(nm)
A 985 22303 1.98
B 1667 43670 2.36
C 3151 73580 2.92
D 5237 118283 3.46
E 8257 146303 4.02
IV. RESULTS AND DISCUSSION
A. Isobaric heat capacity
Show the relationship between the average value of en-
thalpy and temperature as Fig 1. The linear change of en-
thalpy indicates that there is no significant temperature depen-
dence of constant pressure heat capacity in this temperature
range. Derived from the data,Cwaterp = 97.5 J/(mol·K) and
Cicep = 58.0 J/(mol ·K). Therefore, ∆C = 39.5 J/(mol ·
K), it is close to 41.8 J/(mol · K) from the calculation for
TIP4P/200518 and the experimental value 40.1 J/(mol ·K)19.
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FIG. 1. Enthalpy of ice and water at various temperatures. The dash
lines are linear fitted lines.
B. Chemical potential difference between the water and the
ice, ∆µ
Comparing Eq.(11) with Eq.(14), both of them can describe
the tempearture dependence of ∆µ, and the difference is
that the latter has an additional second-order correction term.
Whereby the value of ∆C, we compare the differences be-
tween two approaches in Fig 2. As supercooling increases, the
4correction term cannot be ignored. And the conclusion that
the second-order value is smaller than the first-order approxi-
mation is consistent with the conclusion obtained by thermo-
dynamic integration20,21.
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FIG. 2. Two descriptions of the temperature dependence on the ∆µ.
The blue line and red line denote Eq.(11) and Eq.(14), respectively.
C. Melting point of ice cluster with different size
For the general solid-liquid crystallization system, the size
dependence of the melting point of solid particles has been
studied a lot. There is a relationship that the melting point
depression ∆T of a nanoparticle is proportional to the recip-
rocal of its radius in many results15,22,23. This relationship can
be explained by GT equation (Eq(10)). In our work, this rela-
tionship reappear in ice-water system as shown in Fig 3. In Fig
3.(a), taking system B (see TABLE II) as an example, 10 par-
allel simulations at the melting point are shown. The melting
points of all systems are found in the same way. And it turns
out that ∆T is inversely related to the equilibrium radius, as
shown in Fig 3.(b).
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FIG. 3. Features of melting points of ice clusters. (a) Time evolution
of the number of ice molecules in system B at 247 K and 1 bar. Re-
sults obtained for 10 independent trajectories are shown. The black
dotted line is the initial number of ice molecules for easy comparison.
(b) The relationship between the inverse of radius of the equilibrium
ice cluster and ∆T , the red dash line is the fitted line fitted in inverse
proportion.
Whereas, in Eq.(10), ∆T and r are not strictly inversely
proportional, since γ is a variable that changes with ∆T or
rc. And compared to the second-order GT equation, Eq.(10)
neglects the error caused by high supercooling. Thus, com-
bining with these two factors and Fig 3.(b), we make a rea-
sonable presumption to let a equation describes the inverse
proportional relationship by rewriting the GT equation as
∆T =
2γ0Tmvs
r∆Hm
(16)
where γ0 is a constant. Its dimension is the same as γ, and
its physical meaning is discussed in the next subsection. In
the real world, r cannot be infinitely small. Considering 1
nanometer as the minimum radius for an Ih ice cluster to main-
tain the spherical shape, (∆T )max = 56K can be inferred by
Eq.(16) and Fig 3.(b). All the following discussions are based
on this precondition.
D. Interface free energy, γ
Since the temperature dependence of γ is difficult to accu-
rately estimate, γ is usually approximated as a constant which
measured at melting tempearture in many cases. Now, after
knowing the second-order GT equation and the relationship
between ∆T and r, substituting the expression Eq.(16) into
Eq.(14) and eliminate r
γ = γ0 − γ0∆C
2∆Hm
(Tm − T ) (17)
According to the equation, interface free energy is a linear
function of temperature, This is qualitative agreement with
experimental and MD simulations estimates of the behavior
5of γ with T 7. When T = Tm, we get γ = γ0. So the physical
meaning of γ0 is the interface free energy at the melting tem-
perature. Its value depends on the slope of the fitted line in
the Fig.3(b). Then we get γ0 = 28.0 mJ/m2, it is within the
aforementioned normal range of ice-water interface free en-
ergy. In addition, the slope of γ is 0.10mJ/(m2 ·K) which is
in the reported range of 0.10 to 0.25mJ/(m2 ·K)7. Similarly,
substituting the expression Eq.(16) into Eq.(14) and eliminate
∆T
γ
γ0
= 1− γ0∆CTmvs
r (∆Hm)
2 = 1−
δ
r
(18)
where δ is a constant, after calculation δ = 2.28 A˚. Notice-
ably, this formula is similar to the Tolmans equation24, and δ
is also close to Tolman length in previous work25. But Eq.(18)
shows the relationship between the interface free energy and
the critical radius under different temperatures, not the curva-
ture correction at a specific temperature.
Different from the interface free energy on a certain crystal
plane, all the interface free energy discussed above are aver-
age interface free energy. This concept is consistent with the
interface free energy in CNT.
E. Nucleation barrier, ∆G
The relationship between the nucleation barrier and the su-
percooling has always been concerned by researchers. While
this relationship is often estimated based on approximate ther-
modynamic parameters, which regards ∆µ ∝ ∆T and γ as a
constant. Inserting them to Eq.(1) leads to
∆G =
16piT 2mv
2
sγ
3
0
3 (∆Hm)
2
(∆T )2
(19)
This formula is widely used as the basis for estimating the re-
lationship between nucleation rate and supercooling. Now the
second-order corrections for ∆µ and γ are obtained. Inserting
Eq.(14), Eq.(16) and Eq.(17) into Eq.(1) leads to
∆G =
16piT 2mv
2
sγ
3
0
3 (∆Hm)
2
(∆T )2
− 8piT
2
mv
2
s∆Cγ
3
0
3 (∆Hm)
3
∆T
(20)
Therefore, compared first-order nucleation barrier (Eq.19),
this is a second-order nucleation barrier, the mathemati-
cal form of new formula is a/(∆T )2 − b/∆T , rather than
a/(∆T )2. To verify this new formula, we use these two for-
mulas to fit the value of ∆G, as show in Fig 4. From the
figure, it can be seen that the new formula fits better (see
the TABLE III for details). And from the fitting parame-
ters of second-order nucleation barrier, γ0 = 26.8 mJ/m2
and ∆C = 42.7 J/(mol · K) can be inferred. They are
close to our results. Bring our data (γ0 = 28.0 mJ/m2,
∆C = 39.5 J/(mol ·K)) into Eq.(19) and Eq.(20), we also
compare the difference between the first-order and second-
order nucleation barrier in Fig 5. Due to the existence of the
correction term, the second-order nucleation barrier is smaller
than the first-order. This is important for accurate free energy
barrier predictions, since small difference in the free energy
barrier can lead to several orders of magnitude difference in
the of nucleation rate, as shown TABLE IV. When the super-
cooling increases, the absolute value of the correction term
decreases, but its proportion increases. Therefor, whether un-
der high or low supercooling, the effect of the correction term
can not be neglected.
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FIG. 4. Temperature dependence of ∆G. The data represented by
the balck dot is from Haiyang Niu and Michele Parrinello’s data26.
The blue dash line and red dash line are fitted by Eq.(19) and Eq.(20)
respectively.
TABLE III. Fitting details. Using fitting parameters to estimate the
nucleation barrier, where ∆G1 and ∆G2 are fitted by first-order and
second-order nucleation barrier respectively, ∆∆G1 is the difference
between ∆G1 and ∆G, ∆∆G2 is the same, and β is 1/(kBT ).
∆T (K) 30 35 40 45 50 55
β∆G Ref26 93.5 69.8 52.8 41.1 33.3 28.8
β∆G1 89.8 67.4 52.7 42.6 35.3 29.8
β(∆∆G1) -3.7 -2.4 -0.1 1.5 2.0 1.0
β∆G2 94.2 69.1 52.8 41.7 33.7 27.8
β(∆∆G2) 0.7 -0.7 0.0 0.6 0.4 -1.0
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FIG. 5. Temperature dependence of ∆G. The yellow line and green
line denote Eq.(19) and Eq.(20) respectively.
TABLE IV. The difference of first-order and second-order nucleation
barrier. Where ∆G1 and ∆G2 are the nucleation barrier estimated
by by Eq.(19) and Eq.(20), ∆∆G is the difference of them, and R1
andR2 are nucleation rate estimated by ∆G1 and ∆G2 respectively.
∆T (K) 30 35 40 45 50 55
β∆G1 120.6 90.5 70.8 57.2 47.4 40.0
β∆G2 108.9 80.2 61.6 48.8 39.7 32.9
β∆∆G 11.7 10.3 9.2 8.4 7.7 7.1
R2/R1 1E5 2E4 9E3 4E3 2E3 1E3
V. SUMMARIZE
In this work, we derive the theoretical formulas for these
thermodynamic parameters. This provides a new method for
estimating these thermodynamic parameters. Our approach
does not rely on the validity of CNT. And the applications
of these formulas can more clearly explain the temperature-
dependent behavior of these thermodynamic parameters. The
second-order nucleation barrier can make CNT more accu-
rately predict the nucleation rate. Our work provides theoreti-
cal guidance for studying ice nucleation.
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