Abstract. We evaluated hypotheses of the dynamics of predators (lynx) relative to prey (snowshoe hares) and predator abundance in the Yukon, Canada. The hypotheses were that predator (lynx) dynamics are influenced by prey density, or by both prey and predator densities. Annual lynx population growth rate (r), estimated from lynx counts, was positively related to previous hare density and negatively related to previous lynx density, as described by the best-fitting additive model (R 2 = 0.85). Annual lynx growth rate (r) estimated from lynx tracks was positively related to the ratio of hares per lynx in the best-fitting model (R 2 = 0.55). There was most support for the prey-and predator-dependent hypothesis of predator dynamics. Projected lynx tracks showed similar trends to observed abundance but lagged one year, emphasising the need for evaluation of projected predator trends.
Introduction
Many studies of herbivore and predator dynamics have estimated a numerical response, defined here as the relationship between annual instantaneous population growth rate (r) and food availability (Caughley 1977; Bayliss 1987; Sibly and Hone 2002) . Examples of such forms of the numerical response for predators include red fox (Vulpes vulpes) eating rabbits (Oryctolagus cuniculus) in Australia (Pech and Hood 1998) and barn owls (Tyto alba) eating field voles (Microtus agrestis) in Scotland . A different form of numerical response of lynx (Lynx canadensis) to snowshoe hares (Lepus americanus) in Canada has been described (Boutin et al. 1995; O'Donoghue et al. 1997) although that response described a relationship between lynx density and hare density, not between lynx r and hare density. It is the latter approach that is investigated here.
Predators such as lynx and prey such as snowshoe hares in North America show 9-10-year cycles in abundance. Fur data obtained from trappers comprise much of the long-term data on lynx cycles and dynamics (Elton and Nicholson 1942; Akcakaya 1992; Royama 1992; Stenseth et al. 1997) . It is often assumed that trends in such data reflect real trends in predator populations (Royama 1992) . While trends in the fur data probably broadly reflect real trends, the analysis and interpretation of predator datasets would be simpler if data reflecting real trends could be used, and that is the approach used here.
Predator dynamics may be influenced by prey density or by both prey and predator densities. These hypotheses are represented here by a range of prey-dependent and ratio-dependent (Abrams and Ginzburg 2000) models and evaluated using field data. The combined prey-and-predator hypothesis could be formulated as ratio-dependent or additive models. Both approaches are investigated in this study.
We aimed to evaluate the predator-prey hypotheses using six models of predator numerical responses relating predator annual r and prey density, and predator annual r and prey and predator densities. An aspect of model selection, calibration versus projection, is also examined. The predator is the lynx and the prey is the snowshoe hare; however, the results are used to examine general issues in predator-prey dynamics.
Materials and methods

Modelling
We selected a set of candidate numerical response models (Table 1) based both on published models and a new model derived here. The candidate models are alternative hypotheses in the sense of Chamberlin (1965) and as described for alternative hypotheses of rodent cycles and alternative numerical responses of mice (Ruscoe et al. 2005) . The models are simple deterministic, non-demographic and non-spatial models. The models are whole-of-population models, in contrast to those of Akcakaya (1992) , King and Schaffer (2001) and Choquenot et al. (2001) , which are based on effects of food (hares) on demographic rates. The models used here have few parameters, as suggested generally by Ginzburg and Jensen (2004) . This is needed in this study as the dataset is small. The models are described here in words and equations (Eqns 1-6), and are shown diagrammatically in Fig. 1 . Hence, Fig. 1 shows the models as hypotheses and does not show any data.
Model 1 is the linear numerical response model, which is a simple positive relationship between lynx annual r (= ln(L t /L t-1 )) and prey density (H t-1 ) (Fig. 1a ) and is the original described by Lotka and Volterra (Pielou 1969; May 1981) . The equation for the first model was r = -a + bH t-1 .
(
The linear numerical response was a good description of the dynamics of barn owls to field vole .
Ideally, such a model should have a maximum population growth rate (Berryman et al. 1995) ; however, this model has no such maximum. The model is a representation of the Stenseth et al. (1997) hypothesis of the dependence of predator dynamics on prey abundance. Note that all subsequent models are representations of the hypotheses (Akcakaya 1992 ) of prey and predator effects on predator dynamics.
Model 2 is an additive model that assumes a linear, positive effect (Fig. 1b) of prey (H t-1 ) and a linear, negative effect of density (L t-1 ) on lynx annual r (Pielou 1969; Sinclair and Krebs 2001, table 3.1) . The equation for the second model was r = aH t-1 -bL t-1 .
(2)
The model assumes no intercept. Model 3 is the second model (Fig. 1b) but with an intercept and assumes a threshold density of hares for a lynx population to occur (i.e. r = 0, L* = 0, then H* = -a/b). The equilibrium threshold is a mathematical property of the model. It is not implied that a lynx population would stay at such an equilibrium for any great length of time. The equation, after Pielou (1969, p. 71) , was r = a + bH t-1 -cL t-1 .
The parameters a and c have been described as relating to predator dynamics in the absence of the favoured prey (H = 0) (Pielou 1969, p. 71) . Both the second and third models have no maximum growth rate. Model 3 is a version of the densitydependence-rainfall model of Dennis and Otten (2000) , although here has a term for food (H) rather than rainfall.
Model 4 is a ratio model (positive ratio) and it assumes a linear, positive effect (Fig. 1c ) of prey per predator (H t-1 /L t-1 ). The equation of the fourth model was
The equation is recognised as a linear approximation of a relationship expected to be a curve (concave down) with a maximum. The positive ratio model is a whole-of-population model. In contrast, the ratio model of Akcakaya (1992) assumed that predator fecundity was positively related to the ratio of prey per predator.
Model 5 (negative ratio) was a form of the ratio model (Leslie 1948; Pielou 1969, pp. 72-74) described for wolves (Canis lupus) and moose (Alces alces) in North America (Eberhardt and Peterson 1999) , for ferrets (Mustela furo) and rabbits in New Zealand (Barlow and Norbury 2001) and for least weasel (Mustela nivalis) and field vole in Scandinavia . The equation used here was
which describes a negative, linear relationship between lynx annual r and the ratio of predators per prey (L t-1 /H t-1 ) (Fig. 1d ) and a positive, curved (concave down) relationship between r and prey per predator (H t-1 /L t-1 ). Model five has a maximum growth rate (r m ) and satisfies that condition described by Berryman et al. (1995) . At equilibrium (r = 0), parameter
Model 6 is based on a Gompertz equation and was derived as follows. The Gompertz equation is a density-dependent model describing a curved (concave up) relationship between r and predator density (L t-1 ) (May et al. 1974) . That is, r = -βln(L t-1 /K). It is assumed that lynx carrying capacity (K) is proportional to prey density; that is, K = cH t-1 . A similar assumption was made in a study of wolf dynamics (Eberhardt and Peterson 1999) . Substituting that into the Gompertz equation and rearranging gives
The equation describes a positive curved (concave down) relationship between lynx annual r and the prey/predator ratio (H t-1 /L t-1 ) ( Fig. 1e ) with a coefficient of β reflecting the efficiency of converting food (hares) into predator population growth. At high levels of prey per predator, the growth rate r is high although it increases at a decreasing rate and does not have a maximum. Hence the model does not satisfy that condition of models described by Berryman et al. (1995) . In between very Table 1 . The goodness of fit of models of annual growth rate (r) of a lynx population All models had three parameters, except for the additive with intercept model, which had four. RSS = residual sums of squares, R 2 = coefficient of determination, and w i are Akaike weights. The best models for each dataset are shown in bold (Ruscoe et al. 2005) and Mitscherlich (McCarthy 1996) non-linear numerical response models have a maximum population growth rate and were investigated here. However, no valid parameter estimates were obtained because the computer software could not achieve convergence. Hence the models were not considered further. Given those outcomes, more complex numerical response models with more parameters were not investigated.
In summary, the models capture the distinction between prey-dependent and prey-and-predator-dependent hypotheses of predator (lynx) dynamics and are represented in Fig. 1 . The linear numerical response and the ratio models (positive, negative and modified Gompertz) capture the distinction between prey-dependent and ratio-dependent models of the type reviewed by Abrams and Ginzburg (2000) .
Study methods
We obtained data on lynx and snowshoe hare density in the Kluane area in the Yukon, Canada . Population density of lynx per 100 km 2 was estimated by assessment of snow tracks and intensive radio-tracking of lynx as described by O'Donoghue (1997) and O'Donoghue et al. (2001) . The lynx data were for winter (November to March inclusive) for an area of 350 km 2 . Lynx count data comprised one complete lynx cycle . We estimated snowshoe hare density per hectare by mark-recapture using the jackknife estimator as described by O'Donoghue et al. (1997) . The hare data were for autumn (October to November inclusive) and are the mean for 3-4 sites in 1987-95 and 2 sites in 1996-2004. The hare study sites included the habitats that occurred across the region and included the habitats of the larger lynx study area. The area of each site was 1 km 2 .
We also obtained data on lynx from tracks in snow. These are indices of lynx abundance and O' Donoghue et al. (2001) reported a significant positive correlation (correlation coefficient = 0.95) between the counts of lynx and lynx tracks. The track data used here were calculated slightly differently from those used by O'Donoghue et al. (2001) , but the track data and count data used in the present study were still highly correlated (correlation coefficient = 0.82, d.f. = 7, P = 0.007) during the years 1987-95 inclusive. The tracks were counted along a 25-km transect that crossed the study area during each winter (October to March inclusive), on days after fresh snowfall (O'Donoghue et al. 2001) . The data are expressed as the mean lynx tracks per track night per 100 km. The track data were divided into two sets, namely 1987-95 inclusive for calibration and 1996-2004 inclusive for projection and evaluation of the best models from the calibration phase. The first lynx cycle was slightly shorter (8 years) when estimated from tracking data compared with count data (9 years). To avoid confounding data type and sample size, the same period (9 years) was used for each dataset.
Analysis
We estimated lynx (L) annual instantaneous population growth rate (r) as ln(L t /L t-1 ) (Caughley 1977) . Lynx count data and, separately, lynx track data were used to calibrate the models and assess model fit for the period 1987-95 inclusive. Lynx track data for the second period (1996-2004 inclusive) were used to evaluate the accuracy of projected lynx density. That is, we estimated lynx density one year ahead (Year t), based on the observed lynx and hare density both in Year t-1. The analysis described here uses data collected at different spatial scales. The lynx density was estimated over 350 km 2 and hares over >2-4 km 2 ; however, the habitats in the various areas were similar. If hares and lynx densities are synchronous over large areas, as has been reported , then the different scales should not bias the results.
The parameters in each model were estimated by leastsquares regression analysis using SAS version 8.2 (Freund and Little 1986) . Model fit was assessed by Akaike's Information Criterion corrected for small sample size (AIC c ), which was calculated by using the estimated residual sums of squares and estimated number of parameters (Burnham and Anderson 2002) . Models with ΔAIC c >4 are considered to have considerably less support than models with ΔAIC c <2 Anderson 2001, 2002; Richards 2005 ). Akaike weights (w i ) were estimated and interpreted as strength of evidence (Burnham and Anderson 2002) . We compared observed and projected (one year ahead) lynx track counts during the second lynx cycle (1996) (1997) (1998) (1999) (2000) (2001) (2002) (2003) (2004) inclusive) by a paired t-test assuming a mean difference of zero between observed and projected lynx track counts, and also by regression analysis.
Results
Lynx density, as assessed by count data, peaked in the winter of 1990-91 (Fig. 2a) . The model with the lowest AIC c was the additive model with no intercept (Table 1) .
The fitted additive model with no intercept was r = 0.817H t-1 -0.131L t-1
and shows a positive effect of food (hares) and a negative effect of predators (lynx). The standard errors (SE) of the coefficients were 0.132 (t = 6.18, P < 0.0005) and 0.021 (t = -6.00, P < 0.0005) respectively, showing that both coefficients were highly and equally significant. The regression was highly significant (F = 20.02, d.f. = 2, 7, P = 0.0013, R 2 = 0.85). The additive model reconstructed aspects of the observed lynx dynamics during 1988-95 inclusive (Fig. 2a) ; however, the reconstructed peak in the lynx cycle was one year earlier than that actually observed (Fig. 2a) , and the reconstructed trough in lynx counts was one year after the observed trough (Fig. 2a) . The second-lowest AIC c was the positive ratio model (Fig. 2b) with ΔAIC c of 3.592 (Table 1 ). There is no obvious trend in the data towards a maximum value of lynx annual r. The other models differed substantially from the best model (ΔAIC c > 6) ( Table 1) .
The lynx track counts showed cycles in abundance of lynx similar to those shown by the lynx count data. In both datasets lynx abundance in the first cycle peaked in 1990 and was at a low in 1993. Analysis of the lynx track data showed that the 1987 1988 1989 1990 1991 1992 1993 1994 1995 Lynx per 100 sq. km Observed model with the lowest AIC c was the modified Gompertz model (Table 1 ). The fitted relationship (Fig. 3a) was
which was significant (F = 8.387, d.f. = 1, 7, P = 0.023, R 2 = 0.55). The coefficient (β = 0.568) had a 95% confidence interval of 0.104-1.031 so included 1.0. The standard error of the intercept was 0.625. The model with the second-lowest AIC c was the negative ratio model with ΔAIC c of 0.242 (Table 1 ). The fitted negative ratio model (Fig. 3b) was
which was significant (F = 7.980, d.f. = 1,7, P = 0.026, R 2 = 0.53). The 95% confidence interval of the intercept (0.600 = annual r m ) was 0.037-1.162. The intercept (0.600) corresponds to an estimate of the maximum annual finite population growth rate (λ) of λ = e 0.600 = 1.82. The third-best model was the additive model with ΔAIC c of 0.690 (Table 1) . The fitted additive model was
which was not quite significant (F = 3.93, d.f. = 2,7, P = 0.072, R 2 = 0.44). The other models differed substantially (ΔAIC c > 3) from the best model (Table 1 ) so were not considered further.
The numerical response models were a poorer fit, as assessed by R 2 , to the lynx track data than to the lynx count data. The best-fit model with the track data had R 2 = 0.55 (Table 1) , and for the lynx count data R 2 = 0.85 (Table 1) . Similarly, the Akaike weight of the best model for the track data was 0.353 (Table 1) , which was lower than the Akaike weight (0.805) for the best model for the count data ( Table 1 ).
The best model of the lynx track data, the modified Gompertz model, reconstructed the main features of lynx dynamics though peaked one year late (Fig. 4) . In the projections (one year ahead) the main difference to the observed data was also a one-year lag (Fig. 4) . A paired t-test of observed versus projected lynx tracks was not significant (t = 0.508, d.f. = 8, P > 0.40). Using the modified Gompertz (the best fit) model, a linear regression of observed (x) and projected (y) lynx tracks (Fig. 5 ) was significant (R 2 = 0.64, d.f. = 7, P = 0.01). The slope was 0.696 (0.228-1.165 95%CI) so the 95%CI included 1.0 (the slope of the line of equality). Using the negative ratio (the second-best fit) model, a linear regression of observed (x) and projected (y) lynx tracks (Fig. 5 ) was also significant (R 2 = 0.64, d.f. = 7, P = 0.01). The slope was 0.872 (0.284-1.460 95%CI) so the 95%CI included 1.0. Using the additive (the third-best fit) model, a linear regression of observed (x) and projected (y) lynx tracks (Fig. 5 ) was highly significant (R 2 = 0.85, d.f. = 7, P = 0.0004). However, the slope was 0.453 (0.282-0.623 95%CI) so the 95%CI did not include 1.0. Hence the latter projected track estimates were negatively biased (Fig. 5) though were highly correlated with observed tracks.
Discussion
The results show clear evidence of a numerical response relationship between annual predator (lynx) r and prey (hare) and predator density. The results complement the earlier results of a positive relationship between lynx and hare densities , O'Donoghue et al. 2001 . The results in the present study provides more support for the hypothesis that predator (lynx) dynamics are related to both prey (snowshoe hare) density and predator density (Akcakaya 1992) , than the hypothesis that predator dynamics are related solely to prey density (Stenseth et al. 1997) .
Ratio-dependence has been suggested (Arditi and Ginzburg 1989; Akcakaya 1992; Berryman et al. 1995) as an appropriate form of modelling of predator-prey dynamics, although authors disagree on the approach (Abrams and Ginzburg 2000) . Clearly, further research is required to evaluate support for models that assume additive (Model 2) or ratio-dependent (modified Gompertz, Model 6) effects of prey and predators on predator dynamics.
In many models (positive ratio, negative ratio, and modified Gompertz) the effect of lynx density operates as an effect of food per head (H/L). In two models (additive, and additive with an intercept) there is an effect of food (H) on predator dynamics (r) and an extra effect of predator density (L) . So what is the extra effect of density (L) not explained by the effect of food (H)? The extra effect may be an effect of alternative food (Pielou 1969) , self-regulation (Caughley and Krebs 1983) interference competition, as suggested for modelling other species Sibly and Hone 2002) , possible effects of pathogens (Ruscoe et al. 2005; Hone and CluttonBrock 2007) or some lynx are killed by other predators as a type of intraguild predation. O'Donoghue (1997) reported kills of lynx by wolf, wolverine (Gulo gulo) and other lynx. Another possibility is that effects of other predators are positively correlated with lynx density, and the other predators kill hares and modify hare foraging behaviour.
The two measures of lynx density are highly correlated but not perfectly so, and hence some differences between the two model-selection analyses (Table 1) were expected. Such differences may reflect the slightly longer period over which the track counts occurred each year. Reconstructed lynx dynamics showed some differences, such as peaking one year ahead using count data (Fig. 2 ) and one year late using track data (Fig. 4) . Further, use of the best-fitting model for projecting predator track density one year ahead showed broad support with observed data but lagged one year. The lag may be associated with some ecological factor not included in the model. The projection results wherein projection was only one year ahead for any year caution against long-term projections.
The additive model (Eqn 7) implies that at equilibrium (r = 0) a linear, positive relationship occurs between lynx abundance and hare abundance with the regression going through the origin. That is, there is no threshold hare abundance. A threshold of 0.5 hares ha -1 has been suggested for lynx persistence (Ruggiero et al. 2000) .
The estimate of the maximum annual finite population growth rate (λ) of lynx from the negative ratio model was 1.82, which was consistent with estimates in the literature. Estimates in other studies were 2.4 (cited in Akcakaya 1992 , and equivalent to r = 0.88 year -1 ), 2.28 (Slough and Mowat 1996) , 1.86 (Royama 1992 ) and 1.34 (Brand and Keith 1979) . Several numerical response models did not have a maximum value for the annual growth rate or could not estimate such a maximum with the small dataset used here. Use of a larger dataset should reduce the latter problem and increase the biological realism of the numerical response models.
The wider implications of the results are that analysis of predator dynamics should evaluate the effects of prey and predator densities on predator annual r, and not solely prey or predators. The details of how to combine prey and predator densities in models, namely as additive or ratio effects, requires further research. The classification of predation as prey-dependent or ratio-dependent (Abrams and Ginzburg 2000) is probably too restrictive and the additional options of additive predator effects, and additive and multiplicative predator effects, need further study. Predator effects may also be related to other predators through interference and resource competition and intraguild predation, and not solely effects of lynx. Also there is a need to evaluate support for theoretical models using field data in both a calibration phase and a projection (new data) phase, as done in the present study.
