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INTRODUCTION. 
0.1. Subject and investigation method. 
An important property of the auditorv system is the way 
this system processes changes in stimulus intensitv. 
Although this problem has been discussed manv times since 
Weber, it is rather surprising that no generally accepted 
hypothesis about the underlying mechanism has emerged. 
In the nresent study the sensitivity of the ear to 
intensity differences of noise signals is studied. 
In general two methods of investigation are used for the 
study of perception: nsychophysics and electrophysiology. 
Fechner founded psychonhvsics in 1860 ( Boring, 1950, 
1966) as a studv of the relation between stimulus and 
sensation. In psychophysical experiments a stimulus is 
presented, and an observer makes some response (either 
by saying or by pressing a button). The system to be 
studied contains the peripheral sense-organ as well as 
the neural pathways that processes the information elicited 
in the peripheral organ. Considering the stimulus as the 
input of the system and the response of the observer as 
the output, it is possible to measure input-output relations 
by varying the parameters of the input stimulus. The 
investigator makes assumptions about how the system functions, 
and these assumptions have to account for the input-
output relations. All the assumptions together constitute 
a model. Such a model of the system can suggest new experi-
ments, and the results of such experiments lead to refine-
ment or rejection of the model. Psychophysical experiments 
can never prove, however, that the system works like the 
model. 
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Another way of studying input-output relations in 
sensory systems is with electrophysiological experiments. 
This method has the restriction that parts of the system 
must be investigated separately. Unfortunately these 
experiments are possible only with laboratory animals. 
This is a disadvantage, because the results of electro-
physiological experiments with animals cannot be compared 
directly with the results of psvchophysical exneriments 
on humans. Although subtle electrophysiological data as 
a rule cannot be obtained from human beings, it is 
possible to obtain some information about the electrical 
activity of the brain, from the use of electrodes on 
the scalp, i.e. the electro-encephalogram (EEG). 
0.2. Outline of the investigation. 
As has been pointed out in paragraph 1 it is possible 
to measure sensory input-output relations both with 
psychophysics ( output is a quantified sensation) and 
with electrophysiology ( output is, for humans, an 
evoked response). In vision research both methods have 
been applied, using sinusoidally modulated light as 
the stimulus. 
De Lange (1952) carried out extensive psychophysical 
investigations with temporally sine wave modulated 
light. He measured the so-called attenuation characteristics, 
which nowadays are frequently called" de Lange curves". 
These curves give the relation between modulation frequency 
and threshold modulation deoth under various circumstances. 
An analysis of evoked responses elicited by temporally 
sine wave modulated light is given by Clynes, et al ( 1964), 
van der Tweel ( 1964), van der Twee1 and Verduyn Lune1 
( 1965), Spekreyse ( 1966), Regan ( 1963) and Karnnhuisen 
( 1969). 
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In our study we carried out comparable experiments in 
the auditory system. 
The psychophysical experiments are described in the first 
part if this study. Analogous to de Lange's experiments 
sinusoidally modulated white noise was used for stimulation. 
The threshold modulation depth was determined as a function 
of the modulation frequency. The result, a curve which we 
call the " audi torv temporal transfer function", is characte-
ristically low-pass with a cut-off frequency between 40 and 
80 Hz for different observers. The slope of the curve for 
high frequencies appears only to be 6 dB per octave. The 
shape of this transfer function appears to be independent 
of the absolute intensity. Both white noise and bandpass 
noise have been used as a carrier. In the bandpass conditions, 
the influence on the temporal transfer function of the 
central frequency as well as the bandwidth, are investigated. 
In the second part of this study a parallel experiment 
is reported in which evoked responses were recorded. 
By plotting the amplitude of the evoked response as a function 
of the modulation frequency we obtain a narrow bandpass 
frequency characteristic centered at about 9.5 Hz. This 
frequency characteristic is very different from that found 
in the psychophysical experiments. 
In analogy with the results of experiments on the visual 
system the " filtering" at about 9.5 Hz has been called 
"cortical filtering" ( Spekreyse, 1966). 
PART 1. 
PSYCHOPHYSICAL EXPERIMENTS WITH AMPLITUDE MODULATED NOISE. 
-13-
CHAPTER 1. 
REVIEW OF EXPERIMENTAL METHODS TO DETERMINE THE 
DIFFERENCE LIMEN ( DL). 
There are several possible ways to determine the intensity 
difference limen. The procedures differ both in way the 
stimuli are presented and in the psychophysical method. 
It is possible to distinguish three techniques for 
presenting the stimuli. 
1.1. Difference limen for intensity-memory method. 
Two stimuli are presented 1n succession with intensities 
r 2 and 11• ~I:(I 2 -I 1 ) is the just noticeable intensity 
difference. ( Fig.1.). 
~}I 
11 12 
Fig.1. Diagram of stimulus presentation in the loudness-
memory experiment. 
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The difference limen in decibels is defined as 
DL (dB) = Iz 1 0 log (---=- ) • 
r, 
In ordeP to measure the DL, a forced choice method is 
often used to eliminate the effects of the observer's 
criterion shifts. In this method the stimuli with 
intensities I 1 and I 2 are presented in a random order 
and the observer is required to say which of the stimuli 
was louder (or softer). Percent correct answers is 
determined for different values 
corresponding to 75% correct is 
noticeable value. 
of r 2• The 
defined as 
r 2 value 
the just 
For a frequency of 1000 Hz the difference limen appears 
to be 0.5 dB and independent of intensity (I 1) above 
20 dB sensation level (Harris, 1963). For white noise 
the difference limen is also 0.5 dB and independent of 
intensity (Harris, 1963) (Fig.Z.). 
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Fig.Z. Difference limen as a function of intensity for 
intensity-memory method 
a) for a tone of 1000 Hz ( Harris, 1963) 
b) for white noise (Harris, 1963). 
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1.Z. Difference limen for intensity modulation (method of Riesz). 
On this method the. amplitude of the stimulus is modulated. 
The ratio a/b of the amplitudes of the modulating signal 
and the carrier is called the modulation depth, m (Fig.3.). 
b A max. 
Fig.3. Diagram of an amplitude modulated signal; m= a/b. 
The difference limen in dB is defined according to the 
formula Amax 1+m 
DL (dB) = 20 log ( ) = 20 log (--) 
A . 1-m 
m1n 
For values of m below 0.3 this formula can be simplified 
to DL(dB) = 17.5 m. (Zwicker and Feldtkeller, 1967). 
By combining two simple tones Helmholtz ( 1863) has 
found that loudness variations are audible if the beat 
frequency is less than about 25 Hz. Above this frequency 
the beating sounds " rough". Helmholtz was able to 
distinguish 132 beats per second. He assumed that this 
was near the upper limit. 
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Terhardt ( 1968a ) recently confirmed that the loudness 
variations by amplitude modulation can·be heard up to 
25 Hz. This limit appeared to be independent of the 
carrier frequency. The area within which the amplitude 
modulated tone gives a sensation of roughness depends 
strongly upon the carrier frequency ( Terhardt, 1968b, 
1970). For modulation frequencies between 75 and 2000Hz 
( depending upon the carrier frequency) the roughness 
disappears. In that case the different spectral components 
of the modulated signal are audible. Using the modulation 
method, the difference limen appears to depend upon the 
intensity ( Fig.4.) ,in contradiction with the memory 
method with which the difference limen appeared to be 
independent of the intensity beyond 20 dB sensation level. 
2 
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Fig.4. Difference limen as a function of intensity for 
loudness modulation according to Harris ( 1963) 
and Maiwald ( 1967). 
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The power spectrum of a modulated signal is white if 
white noise is used as a carrier instead of a sine wave. 
Under these circumstances spectral differences between 
the modulated and the unmodulated signal cannot give a 
cue for detecting an intensive difference. 
We took advantage of this and used white noise as a 
carrier, to investigate the effects of the modulation 
frequency. 
Zwicker and Feldtkeller ( 1967, p.98) also using white 
noise determined the modulation threshold as a function 
of the modulation frequency. They found a constant 
threshold for modulation frequencies below 5 Hz. Above 
this frequency the threshold increases with frequency 
at a rate of 9 dB per decade. 
Dubrovskif and Tumarkina ( 1967) performed a similar 
experiment, but obtained different results. They explained 
their findings with a simple model consisting of a single 
RC low-pass filter. Their results suggested that the 
modulation threshold increased at a rate of 6 dB per 
octave ( 20 dB per decade), in line with the predictions 
of their model. The cut-off frequency of their RC-circuit 
was 18 Hz. When they repeated their experiment they 
determined a cut-off frequency of 30 Hz. 
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1.3. Difference limen for intensity-masking. 
On a masking experiment a brief increment is made in 
a continuous signal. 
I 
fig.S. Diagram of stimulus presentation in the loudness-
masking experiment. 
Defining b,I as the increment that can just be heard, the 
difference limen in dB is defined as 
DL (dB) = 10 log ( I+b.I 
I 
) with I the 
intensity of the continuous signal. A wide variety of 
different increment durations has been used, ranging 
from only a few milliseconds to one second. 
When a sine wave is used as the continuous signal a rise-
decay time is imposed in the increment to limit transient 
effects. A 10 msec. rise-decay time is typical. 
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CHAPTER 2. 
THE EFFECT OF THE MODULATION FREQUENCY ON THE 
PERCEPTIBILITY OF AMPLITUDE- MODULATED NOISE. 
2.1. Introduction. 
Amplitude modulation of optical and acoustical signals 
has been applied as a means for obtaining information 
about temporal transfer characteristics of the visual 
and the auditorv systems. Usually a periodic pulse 
wave or a sine wave is used as the modulation signal. 
If a neriodic Pulse is used the modulation frequency 
as well as the duty- cycle influence the data. De Lange 
( 1952) was able to clarify much of the confusion on 
flicker percePtion bv using sinugoidallv modulated 
light as a stimulus. 
The use of sinusoidallv modulated stimuli provides 
Procedural advantages: if ~<e assume the system to be 
linear, the resPonse to a sine wave is also a sine 
wave. The amnlitude and Phase characteristics of the 
system, which can be determined bv varying the frequency 
of the innut, comPletely describe the system. Of course 
using a linear systems aPnroach, other tvPes of stimula-
tion, like pulse- and stenfunctions enableus to describe 
the svstem as ~<ell. However it appeared to us, that the 
choice of sinusoidal stimulation makes the internretation 
of results easier. 
The non-linearitv of a svstem is revealed hv the extent 
of which, given a sine wave innut, the output is not 
sinusoidal. Even in a non-linear svstem it mav he nossihle 
to find a restricted range of the system parameters ~<i~hin 
which the svstem behaves linearly. De Lange's 
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procedure was aimed as this kind of information. He 
studied the visual system at a constant adaptation 
level and with modulation depths around threshold. 
He assumed that the visual system would respond 
approximately linearly under these circumstances. 
At different adaptation levels the visual system 
responds differently, but when the modulation depth 
is restricted to levels around the threshold the 
response is still linear within the experimental 
limitations. 
2.2. Reflections on the investigated system. 
On these experiments, the procedure consists of 
presenting an amplitude modulated input and asking 
the observer to respond, either " modulation is 
audible" or " modulation is not audible". We wilL. 
model the observer's behavior with a system consisting 
of two components: one linear, the other non-linear. 
The linear component is simply a filter and the non-
linear component a detector. The output of the filter 
is the input of the detector. The detector is a 
threshold device; the output is " yes" if the input 
amplitude exceeds a fixed threshold , or " no" if 
the input is below the threshold. This type of model 
is illustrated in Fig.6. 
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linear non linear 
v filter detec:tor 
uyesu 
'------~ ~ "nou 
Fig.6. Schematic illustration of our experimental model. 
The detector is assumed to be frequencv indenendent so 
that all effects which depend unon frequency are due 
to the filter. 
The amnlitude characterictic of the filter is assumed 
to be measured by determining the modulation threshold 
as a function of the modulation frequency. 
2.3. Determination of the temnoral transfer function with 
white noise stimuli. 
The investigations of de Lange insnired us to undertake 
an analogous exneriment in the auditory svstem. 
White noise was used as a carrier, so that spectral 
differences between the modulated and the unmodulated 
signal are eliminated ( 1.2.). 
The block diagram of the exnerimental setup is given 
in Fig.7. White noise from the generator N.G. is 
modulated with a sine wave from generator S.G. Because 
it is difficult to adjust the modulation denth accurately, 
the modulator was adjusted to 50% modulation denth and 
then an unmodulated signal ( from the same generator) 
was added to the modulated signal. 
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Grason-Stadler 
TOH 9 
Az 
Fig.7. Block diagram of the exuerimental setup. 
-
The two compressors ( c1 and c2) provide equal 
average amplitudes for the modulated and the un-
modulated signal. This was necessary because of the 
forced choice procedure, which was used. Two stimuli 
with durations of 2 seconds were presented to the 
observer. One stimulus was modulated and the other 
was not. The sequence of the stimuli was random 
and the observer, who had no knowledge of the 
sequence, had to indicate which of the two stimuli 
was the modulated one. The percentage of correct 
responses was determined as a function of the 
modulation depth. The 75% point on this function 
was defined as the threshold. With an attenuator 
( Az) the overall level was adjusted. The stimuli 
were presented binaurally. 
Generator 
F.G. 
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Fig.8. The temporal transfer function: modulation depth 
( vertically) as a function of the modulation 
frequency ( horizontally) 
a) for the visual system according to de Lange (1958); 
b) for white noise, sensation level 30 dB cbs. M.R. 
(cut-off frequency 46Hz); 
c) for white noise, sensation level 50 dB cbs. E.A.K. 
( cut-off frequency 54 Hz}; 
d) for white noise, sensation level 50 dB cbs. C.V. 
(cut-off frequency 80Hz). 
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The results are shown in Fig.8. Modulation threshold 
is plotted as a function of the modulation frequency. 
This function is called the temnoral transfer function. 
For the purpose of comparing de Lange's results with 
ours, we also show his curve for the visual system. 
The frequency characteristic for the visual svstem 
shows a cut-off frequency of about 10 Hz. Beyond 
10 Hz the curve has a slone of 60 dB per octave. The 
slones of his curves anpear to denend unon luminance. 
~ ------
For high luminances a peak appears at about 10 Hz. 
An entirely different frequency characteristic is 
found for the auditory system. From 3 to 20 Hz the 
modulation threshold is constant and about 0.03. 
At 20 Hz the threshold begins to increase ( curve 
goes down) slowly. At high frequencies the increase 
amounts a factor of 2 per doubling in frequency·(i.e. 
6 dB per octave). Such a characteristic can be 
explained with an single RC-network, whereas de Lange's 
data are fit with 10 RC- circuits. The theoretical 
curves, as shown in Fig.8,are in satisfactory agreement 
with the measuring data. The curves are characterized 
by their cut-off frequency ( 3 dB point), which are 
given for the different observers in table 1. For 
low frequencies the threshold is constant at a 
modulation depth of about 0.03. It is possible to 
calculate the difference limen from the modulated 
threshold with the formula DL= 20 log(~+ : ) . 
In table 1 the different modulation threshol~s and 
the difference limen are also given, for a modulation 
frequency of 10 Hz. The difference limen is close to 
0.05 dB, which agrees with previous data (Harris, 1963). 
In an other exneriment the difference limen was 
determined as a function of the intensity. The results 
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are nresented in Fig.10. This figure shows that the 
difference limen is also indenendent of the intensity, 
in the range from 20 dB to 60 dB sensation level. It 
has to be concluded from these data, that Weber's law 
is valid for white noise and in this intensity range. 
This result is consistent with previous data (Harrisil963). 
Table 1. Cut-off frequency, modulation threshold and 
difference limen for different observers. 
observer ~1. R. c. v. E.A.K. 
cut-off freouencv 46 Hz 80 :Hz 
modulation threshold 3.2% 2.9% 
difference limen 0.56 dB 0.51 dB 
2.4. Influence of the overall intensity on the temporal 
transfer function. 
54 Hz 
2.5% 
0.44 
Modulation thresholds·were determined for modulation 
frequencies from 10 Hz to 640 Ilz and intensities from 
dB 
20 dB up to 60 dB sensation level. The measured data are 
presented in Fig.9. At 30 dB sensation level the modulation 
thresholds were determined 4 times. The average values 
along with indications of 3 times the standard deviations 
are nresented in Fig.9. The solid line is a calculated 
characteristic with a cut-off frequency of 43 Hz. The 
figure shows that the modulation threshold is indenendent 
of the sensation level within the exnerimental error. 
So we may conclude that the temnoral transfer function 
for the auditorv svstem is independent of intensitv. 
This result is ouite different from that obtained in 
the visual svstem. 
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2.5. Modulation of white noise with a periodic pulse wave. 
lt is possible to predict the output of a system for 
any input if we know the transfer characteristi~ 
completely. 
In our case, we have an estimate only of the amplitude 
characteristic, but this is still possible with certain 
limitations. 
The perceptibility of the modulation is determined 
only by the first harmonic of the modulating signal if: 
a) the first harmonic is relatively strong compared 
with higher harmonics and/or 
b) the modulation frequency is relatively high so that 
higher harmonics are attenuated. 
In the present experiments we used a periodic pulse 
wave with a duty~~ycle between 0.2 and 0.8 as the 
modulation signal. A modulation frequency of 160 Hz 
was used. In that case the restrictions a and b are 
satisfied. The amplitude of the first harmonic varies 
with the duty-cycle of the modulating pulse waveform .. 
Consequently, the modulation threshold will change 
with variation of the duty- cycle. The modulation 
threshold for a sine wave at 160Hz was 0.11. The 
relation between duty- cycle and modulation threshold 
for the periodic pulse wave modulation was predicted 
using this value. 
In Fig.11 it is shown that the agreement between the 
results and the prediction is satisfactory. The calculated 
curve seems to be somewhat more bent than the positions 
of the measured points suggest. This may be a result of 
the presence of the second harmonic. This component is 
absent for a duty-cycle of 0.5 but increases in amplitude 
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when the duty-cycle increases or decreases. 
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Fig.11. The exnerimental data are indicated with onen 
circles; the solid curve represents the result 
of the calculation. 
2.6. Determination of the temnoral transfer function for noise 
bands with different center frequencies. 
In 2.2 we showed that the temnoral transfer function does 
not depend on overall intensity in a range from 20 to 
60 dB sensation level. The question now is, whether it 
denends unon the carrier frequency. Noise bands had 
to be used, since it is not nossible to determine the 
transfer function with a sine wave as a carrier, due 
to the confounding of spectral changes with changes in 
modulation frequency. Nhen the bandwidth of a noise band 
was rather wide, it anneared nossible to determine the 
temporal transfer function for modulation frequencies 
un to about 200 Hz. For higher modulation frequencies 
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it became obvious that the discrimination between the 
modulated and the unmodulated signal was based strictly 
on spectral cues. 
For this exneriment we used the same exnerimental setup 
as shown in Fig.7. A filter ( Krohn Hite tyne 3342) 
was nlaced between the noise generator and the modulator. 
A bandwidth of 400 Hz was chosen; the slopes of the 
filtered bands were 48 Hz per octave. Temnoral transfer 
functions were determined for three center frequencies 
( SOO, 2000 and 8000 Hz) at a sensation level of SO dB. 
The exPerimental results are nresented in Fig.12. 
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Fig.12. Temporal transfer function for noise bands with 
different center frequencies; SO dB sensation level; 
center frequencies 500Hz, 2000 Hz and 8000 Hz. 
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Center frequency, is obviously important. The temporal 
transfer function shifts markedly upward with higher 
frequency bands, and to a less extent horizontally 
as well. 
The horizontal shift results in a change of estimated 
cut-off frequency. As is shown in Table 2, the estimated 
cut-off frequency increases with increasing of the 
center frequency for both subjects. although the effect 
is much more pronounced for one subject than it is for 
the other. 
Table 2: cut-off frequencies of the temporal transfer 
function for noise bands of different center 
frequencies. 
center frequency 
observer 500 Hz 2000 Hz 8000 
c.v. 27 Hz 50 Hz 70 
Hz 
Hz 
M.R. 30 Hz 40 Hz 48 Hz 
As will be discussed in the next chapter, the vertical 
shift of the curves must be due to the influence of the 
bandwidth of the carrier signal. 
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CHAPTER 3. 
INTENSITY DISCRIMINATION OF NOISE BANDS AS A FUNCTION 
OF BANDWIDTH AND DURATION; 
Frequency resolution, as revealed by studies of the 
critical band mechanism and temporal resolution, two 
important characteristics of the auditory system, are 
undoubtedly results of different processes ( Zwislocki, 
1965). It is not yet clear how these two processes 
participate in the intensity discrimination of noise 
bands. 
3.1. Possible influence of the critical band upon intensity 
discrimination of wide band noise. 
The critical band mechanism of the auditory system has 
been investigated, using a wide variety of procedures: 
a) masking (Greenwood, 1961, Zwicker, 1961), 
b) phase sensitivity (Zwicker, 1952), 
c) loudness summation ( Zwicker and Feldtkeller, 1955, 
Scharf, 1959), 
d) threshold measurements of complex sounds ( Gassler, 
1954). 
In loudness experiments ( Zwicker and Feldtkeller, 1955) 
it has been reported that the loudness of a band of noise 
at a constant sound pressure level remains constant as 
the bandwidth is increased up to the critical bandwidth; 
beyond that limit the loudness increases. In two tone 
masking experiments (Zwicker, 1954), the threshold of 
a narrow band of noise between two masking tones has 
been determined. Increasing the frequency separation 
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of the two tones caused no decrease in the masked 
threshold of the noise band, until a critical frequency 
separation; beyond that the threshold decreased 
rapidly. In a large varietv of experiments the estimated 
critical bandwidths were similar. For frequencies 
below SOD Hz the critical bandwidth is about 70 -
lOO.Hz and for higher frequencies 15% to 20% of the 
center frequency (Scharf, 1961). The critical band 
can be interpreted as reflecting a kind of filtering 
nrocess that takes place within the auditory system. 
Whether this filtering takes place in the case of 
intensity discrimination of wide band noise or not is 
not yet established (De Boer, 1966, Zwicker and Feldt-
keller, 1967. n.lOO, Maiwald ,1967). Exnerimental 
data ( Bos and de Boer, 1966, Maiwald,l967) show 
that the difference limen for noise bands denends 
upon the bandwidth. This mav suggest that the intensity 
fluctuations of the noise ( in other words, the temporal 
structure of the envelope) is the determining factor 
in intensity discrimination. 
The probability density function of the amplitude of 
the envelope of a noise band is a Rayleigh distribution. 
This can be written: f(a)= ~ 
a-2 
2 
-a 
exn ( -=::z- ) , () is the 
20" 
rms voltage of the noise. The e~pected number of maxima 
of the envelope per second is 0.641 ( fb-fa), (fb and 
fa are respectively the unner and lower cut-off 
frequencies) of an ideal rectangular filter ( Rice,l954). 
For small bandwidths these fluctuations may influence 
intensi tv discriminations. For large band•.;idths the 
fluctuations are ranid and may be smoothed out by the 
temnoral transfer function. In that case the difference 
limen is smaller for wide bands than for narrow bands. 
However, if the signal has a bandwidth which exceeds the 
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critical bandwidth of the ear, the decrease of the 
difference limen will not be continued beyond the 
critical bandwidth. Thus we would expect that the 
relation between the difference limen ( or the . 
modulation threshold) and the bandwidth of the carrier 
will be a decreasing function up to a bandwidth corres-
nonding to the critical bandwidth. Beyond that band-
width the difference limen will be indenendent of the 
carrier bandwidth. This transition should occur at a 
smaller bandwidth for noise bands with a low center 
frequency than for noise bands with a high center 
frequency, since the critical bandwidth increases 
with freauency. 
3.2. Determination of the difference limen as function of 
carrier bandwidth. 
The modulation threshold was determined for noise bands 
of several bandwidths, at three center frequencies 
( 500 Hz, 2000 Hz and 8000 Hz) and with a modulation 
frequency of 10 Hz. 
The exnerimental method was the same as described in 
2.2 for determination of the temnoral transfer function. 
The experimental setun of Fig.7. was used. A Sine Random 
Generator ( Bruel and Kjaer tvpe 1024) was used for 
bandwidths of 10 Hz, 30 Hz, 100 Hz and 300 Hz. For 
larger bandwidths a multifilter ( General Radio, type 
1925) was used to filter wide-band noise. The bandwidth 
was varied by combining adjacent 1/3 octave filters. 
Two students particinated as observers in this experiment. 
The exnerimental results are given in Fig.l3 and 14. The 
results of the two observers are similar. In agreement 
with our predictions, the modulation threshold decreases 
with increasing bandwidth un to a certain value, and is 
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constant beyond it. This value is 200 Hz for a center 
frequency of 500 Hz, 600 Hz for a center frequency of 
2000 Hz, and 2500 Hz for a center frequency of 8000 Hz, 
as indicated with arrows. These values are about twice 
as large as the critical bandwidths at the same frequencies. 
However, the rate of increase with increasing center 
freouency is comparable with that of the critical band-
wodth. From these findings we may conclude that it 
is verv likely that the critical band mechanism plays 
a role in the detection of amnlitude modulation of 
wide bema noise. 
Earlier we showed that the temporal transfer function 
for noise bands appears to shift upwards with increasing 
center frequency ( 2.6.) Although in this experiment 
the same bandwidth ( 400 Hz) has been used at the 
different center frequencies, the results are quite 
different. We must conclude from the present data that 
the " effective" bandwidths are not equal at the 
different center frequencies. The effective band-
width at the lowest center frequency is limited hy 
the critical band mechanism. Consequently the modulation 
threshold is highest at the lowest center frequencv. 
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Fig.13. Threshold modulation depth as function of the 
bandwidth of the noise at three center frequencies. 
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3.3. Temnoral integration and the difference limen of noise 
pulses with different duration. 
The relation between the threshold of a tone pulse and 
its duration can be described with the equation ( Plomp 
and Bouman, 1959): 
10 log 
IT 
Io<> 
-T/1: 
= - 1 0 log ( 1 - e ) 
IT being the threshold intensity of the tone pulse with 
a duration T and T00 the threshold of a continuous tone. 
The equation describes a simple energy integrator with 
a time constant 1: • ~ost authors assume that1 is about 
200 msec. and that it is independent of the frequency 
of the tone ( Zwicker and Feldtkeller 1967 P.l63, 
Zwislocki, 1960, 1965). Plomn and Bouman ( 1959) 
measured the threshold versus duration relation for 
tone pulses at frequencies of 250, 500, 1000, 2000, 
4000 and 8000 Hz and found that their results were 
in good agreement with the above mentioned formula. 
However the estimated time constant anpeared to 
varv from 375 msec. at 250 Hz to 150 msec. at 8000 Hz. 
With noise nulses, theenergy of a single noise pulse 
fluctuates. The standard deviation ()T of the energy 
distribution decreases with incEeasing duration. 
Rice ( 1954) derived an equation which gives the ratio 
of the standard deviation and the mean of the energy 
distribution for relatively narrow bands of noise: 
(JT 
., 
1 
E 
(Rice, 1954) 
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In this formula E is the mean energy of the noise pulse with 
duration T, crT the standard deviation, fb and fa the 
upper and lower cut-off frequencies. 
Both the ratio ~ and the difference limen decrease 
with increasing T. When the duarion of the noise pulses 
is longer than the integration time of the ear, it is 
the integration time, rather than the duration of the 
noise pulse which determines the threshold. The difference 
limen of the noise pulses as a function of the duration 
should thus decrease with increasing T onlv up to the 
integration time. For longer durations the difference 
limen should be constant. This provides another possible 
estimate of the integration time of the auditory system; 
we measure the difference limen of noise pulses as a 
function of the duration. 
3.4. Determination of the difference limen of noise pulses 
as a function of the duration. 
The difference limen for intensity ("memory" method) 
of noise pulses has been determined as a function of the 
duration. The duration was varied from 25 msec to 1 sec. 
White noise or bandnass filtered noise ( 300 Hz wide) 
at the center frequencies of 500 Hz, 2000 Hz and 8000 Hz 
was used. 
A blockdiagram of the experimental set-un is given in 
Fig.l5. The noise generator was a Sine Random Generator 
( Bruel and Kjaer, tvpe 1024). Two noise signals of 
the same amplitude were added. The sum-signal could 
be attenuated un to 6 dB bv attenuation in one of 
the separate channels (A 1). In this way verv small 
forced choise 
g~e-rator 
F. G. 
variable 
gate 
V.G.1 
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variable 
gate 
V.G.2 
relays 
R 
Fig.lS. Blockdiagram of the exnerimental set-up. 
intensity differences could be obtained reliably. 
The du~ation of the noise pulses was varied with an 
adjustable gate. The seouence of the noise pulses was 
determined hy a forced-choice generator. The exPeriments 
were carried out at 30 dB sensation level. Two subjects 
narticipated in this experiment. The experimental 
results are given in Fig.l6. 
For white noise with a duration longer than 100 msec, 
the two sabjects show difference limens of 0.5 and' 
0.9 dB. For shorter durations the difference limen 
increases. The difference limen is higher for hand-
limited noise than for white noise. For a center 
frequency of 8000 Hz our estimate of integration 
time ( inflection point in the curves) is the same 
as for white noise. 
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Fig.l6. Difference limen of noise nulses as a function 
of the duration. As stimulus was used white 
noise, noise bands with 300 Hz bandwidth and 
with center frequencies of 500 Hz, 2000 Hz and 
8000 Hz, resnectivelv; observers J.M. and ~.R. 
The integration time estimates increase with decreasing 
center frequency This corroborates the findings of 
Plomn and Bouman ( 1959). 
1000 
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CHAPTER 4. 
DISCUSSION OF THE PSYCHOPHYSICAL RESULTS. 
In the exneriments described above, we attemnted to 
measure the temporal transfer function of the auditory 
svstem using random noise stimuli. The transfer 
function we obtained is essentially low-nass in 
character with a cut-off frequencv between 40 Hz 
and 80 Hz. The asvmptotic slone of this transfer 
function is about 6 dB ner octave. Modulation 
above 1000 Hz is inaudible. 
4.1. Relation between the temnoral transfer function 
and the critical band. 
One question that arises is how the temporal transfer 
function is related to other characteristics of the 
auditory svstem ( e.g. the critical band and the 
integration time). It is reasonable to think that 
the critical band mechanism mav reduce the effective 
modulation depth. An amnlitude modulated sine wave 
consists of the carrier with two side bands at 
frequencies f 0 ~ f ( f 0 the carrier frequency 
and f the modulation freauencv). The frequency 
difference between the two side bands is Zf. If 
this freauencv difference is larger than the 
critical bandwidth, the side bands will be attenuated, 
thus reducing the modulation denth. 
It is unlikely that the critical band has anv 
influence on the cut-off frequency of the temporal 
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transfer function. With a band of noise centered 
at 8000 Hz as a carrier 1 we obtained the same cut-
off freauencv as we did with white noise. The 
width of the critical band at 8000 Hz is certainly 
greater than two times the cut-off frequencv. At 
a center frequencv of SOQ,.Hz the same result was 
obtained; the critical hand is certainly larger 
than twice the cut-off freauency ( 30Hz). The 
cut-off frequencv at 8000 Hz is about twice what 
it is at 500 Hz, the critical bandwidth at 
8000 Hz is 20 x larger than at 500 Hz. This makes 
a relation between the cut-off frequency and the 
critical band unlikely. 
4.2. The temporal transfer function and the temporal 
integration. 
Another characteristic of the auditory svstem 
that has obviouslv a close connection with our 
temnoral transfer function is the temnoral 
integration. This nropertv is conveniently dis-
cussed in the context of the energy detection 
model of signal detection described extensively 
by Green and Swets ( 1966, chanter 8). This model 
consists of a filtering process (critical hand), 
a square-law device, an integrator and a decision 
mechanism ( Fig.l7). The model nroposes that an 
observer bases his decision about the presence or 
absence of a' signal on the statistics of the nrocess 
at the innut of the detector. 
The filtering nrocess is rather well established 
as having a close connection to the so-called 
critical band. The square-law device, then, 
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simply computes the power of the filter output X 
T 
x(t) Ylll square law y2(1) Ly2<tldt Iiiier 
device integrator 
Fig.17. Flow diagram of the energy-model. 
The integrator simply computes the energy of the 
signal in a timeT. It is reasonable to assume that 
this integrator is not perfect - that it can be 
modeled with a low-pass filter. The cut-off 
frequency of the low-pass filter is roughly the 
inverse of the time constant of the integrator. Thus, 
if we assume that the human integration time is of 
the order of 200 msec. ( Zwislocki, 1960, 1965), this 
implies a low-pass cut-off of the order of 5 Hz. Thus 
rapid variations in amplitude cannot be presented at 
the output of the energy detector. Therefore we must 
suppose that the auditory system processes infor-
mation with a parallel channel system, in which 
separate channels have markedly different temporal 
characteristics. This was suggested also by 
Chistovich ( 1971) to account for the psycho-
physical data ( Kozhevnikov et al, 1971) and 
electrophysiological data from Radionova ( 1971) 
and Gersuni et al ( 1971). 
~A half-wave rectifier instead of a square-law device 
might be more realistic from the physiological point 
of view. Jeffreys ( 1964, 1970) has proposed such a 
model. 
detector 
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These latter researches corroborate our nosition with 
two tvnes of neurons in the colliculus inferior as 
well as in the nucleus chochlearis. The first groun 
of neurons is characterized bv: 
1. a short latencv time at the threshold intensitv, 
2. little change in the threshold with an increase 
of the duration of the stimulus from 1 to 100 msec., 
3. a slight denendence of the number of snikes in 
the resnonse on the intensitv and the duration 
of the stimulus. 
The second groun of neurons is characterized by: 
1. a long latencv time at threshold, 
2. a substantial decrease of the threshold with 
an increase of the stimulus from 1 to 100 msec., 
3. a nronounced denendence of the number of snikes 
in the resnonse on the intensitv and duration of 
the sound. 
Both grouns of neurons show a frequency selectivitv. 
Gersuni et al concluded that the auditorv svstem 
consists of a multichannel svstem of neurons tuned 
to several freouencv bands simultaneouslv. Thus, a 
frequency analvsis is made simultaneouslv in several 
channels, each of which nrocesses information with 
different temnoral characteristics. 
The short Jatencv svstem nrocesses the fast variations 
of the stimulus and the long latency svstem nrovides 
the integration. The svstems are narallel, so that 
these nrocesses take nlace simultaneously; the outnut 
of the senarate channels are added as is, among 
others, evident from our exnerimental data. 
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4.3. Influence of the freouencv of the carrier. 
The influence of the freouencv of the carrier 
was investigated bv using hands of modulated 
noise o~ diffetent center frequencies. For 
high center freouencies the cut-off frequency 
of the temnoral transfer function was the same 
as for white noise. For a low center frequency 
the cut-off frequency was about a factor 2 
smaller. In addition to the decrease of the 
cut-off freauencv a vertical shift of the 
curves was found ( Fig.12). The vertical shift 
of the curves anneared to be due to the bandwidth 
of the noise. The effect of the bandwidth was 
investigated at a modulation frequencv of 10 Hz. 
( Fig.13 and Fig.l4). Noise with a small band-
width has slow amnlitude variations, thus resulting 
in a higher modulation threshold. For large bandwidths 
the amplitude variations of the noise are rapid and 
attenuated bv the temnoral transfer function, so 
the modulation threshold is decreased. Thus the 
modulation threshold will decrease bv increasing 
the bandwidth of the noise. In 3.2. it is shown 
that this occurs onlv un to a certain bandwidth. 
This value deuends on the center freauencv of the 
noise band. For center frequencies of 500 Hz, 
2000 Hz and 8000 Hz we found that the values are 
about twice the normal critical bandwidths at 
these frequencies. 
This exneriment indicates that in tests of intensity 
discrimination with wide hand noise a filtering 
nrocess is involved. The vertical shift of the 
temnoral transfer function in Fig.lZ is ~robahly 
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due to this filtering proces~. Although the band-
widths of the noises were the same, the effective 
bandwidths were not. In Fi~.lR the modulation 
threshold for a modulation frenuencv of 10 Hz 
( derived from Fig.l2) are compared~with the 
a~vmntotic modulation thresholds from Fig.l3 
and Fig. 1 4. 
frequencv of 10Hz from Fig.12; 
x: the asymptotic modulation thresholds 
from Fig.l3 and Fig.l4. 
The agreement hetween the two results is not 
excellent hut the data shot.; the same general 
trend. So we conclude that the horizontal shift 
of the temnoral transfer function is due to an 
internal filtering nrocess. 
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4.4. Difference limen and the integration time. 
It is clear that some internal filtering process 
1s involved in the intensitv discrimination of 
hands of noise. It is also clear that temporal 
integration ( another kind of filtering) is 
involved. This result comes from exneriments on 
intensity discrimination of noise nulses of 
various durations. Several researchers have 
estimated the integration time by measuring the 
threshold of tone nulses as a function of the 
duration ( Plomn and Bouman, 1959, Zwicker and 
Feldtkeller, 1967 n.l63, Zwislocki, 1960, 1965). 
r,enerallv, it has been assumed that integration 
time is indenendent of freouencv. Our results, 
however, agree with those of Plomn and Bouman 
who found the integration time being longer at 
low frequencies. In our data the integration 
time is about a factor 2 longer for low frequencies 
than for high frequencies ( Fig.l6.). For white 
noise the integration time is the same as for 
high frequencies. Evidentlv, the system uses the 
smallest integration time available given the 
freauencv content of the stimulus. 
PART 2. 
Tv!EASUREMENTS OF EVOKED POTENTIALS IN "''AN ELICITED 
BY AMPLITUDE MODULATED NOISE. 
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CHAPTER 5. 
INTRODUCTION. 
5.1. History of the measurement of the electrical 
activity of the brain. 
Since the discovery of spontaneous electrical brain 
activity by Richard Caton in 1875, there has been 
a growing awareness of their importance for experimental 
use. 
In the fifty years after Caton's work, the experiments 
were continued by Adolf Beck in Poland, Fleischl von 
~larxow in Vienna, Bechterev and Pravdich- Neminski 
in Russia and many others (see Brazier, 1961). 
During all of this time the electrical activity 
of the human brain was still not studied. It was 
Hans Berger ( 1929), who recorded the first human 
electroencephalogram ( EEG) with electrodes on the 
scalp. His discovery of the alpha waves and their 
modification by sensory stimulation was a real 
breakthrough. 
Nowadays the clinical application of electroence-
phalography is so universally accepted that it is 
surprising that Berger's publications were received 
with scepticism. Physiologists objected to Berger's 
work on purely technical grounds. Berger had used 
a double-coil galvanometer to record the electro-
encephalogram. No electrical amplification has been 
used and the optical system that had been used to 
record the oscillations of a mirror galvanometer 
on moving film might have allowed contamination 
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from mechanical vibrations. The relativelv smooth 
brain notentials which Berger renorted and their 
neriodicitv contrasted with the form of action 
notentials from nerinheral nerves. In addition 
the action notentials grew larger with increased 
nhvsiological activitv, while the brain activitv, 
renorted bv Berger anneared to he greater during 
mental relaxation. These considerations led to 
the view that Berger's recordings were artifactual. 
Five vears later, in 1934, Berger's work was 
corroborated bv Adrian and Matthews, who used a 
valve amnlifier and a nen recording annaratus. 
Since then the nossibilities of the new technique 
have been annreciated and several workers have 
annlied it to the studv of cerebral disorders. 
Nowadavs the electroencenhalogram is a nonular 
diagnostic tool. 
In addition to corroborating Berger's work 
Adrian and ~attbews ( 1934) renorted an imnortant 
new discoverv that the alnha wave activitv could 
he controlled to some extent bv visual stimuli. 
Thev were able to nhase-lock the alnha waves to 
a flickering visual stimulus un to 25 Hz flicker 
freouencv. The amplitude of the alnha waves was 
maximal for flicker frequencies of about 10 Hz. 
Although it is possible to record the brain 
notentials that are elicited bv sensorv stimuli, 
these notentials are so small and variable that 
it is imnossible to make quantitative measurements 
without using averaging techniques. 
Thus a new era in the investigation of evoked 
notentials began with the introduction of the 
summation method ( Dawson, 1954) and the develonment 
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of special-purpose computers for measurement of 
averaged transient (Barlow, 1957, Clark, 1958). 
5.2. Characteristics of visual and auditory evoked 
potentials. 
Evoked potentials are influenced both by the 
condition of the observer and by physical para-
meters of the stimulus. 
Several investigators have studied the influence 
of attention on evoked potentials ( van Balen, 1960, 
van Hof et al, 1962, Garcia Austt et al for the 
visual system, Satterfield, 1965, Smith et al, 1970, 
Wilkinson and Morlock, 1967 for the auditory system). 
In addition Weitzman and Kremen ( 1965) studied the 
evoked potentials during different stages of sleep. 
One of the more intriguing findings has been the con-
tingent negative variations ( CNV) discovered by Grey 
Walter et al ( 1964). This potential is a slow negative 
drift which appears to be jointly correlated with a 
subject's expectation of the arrival of a stimulus and 
the requirement that he makes a discrimination response. 
Two basic types of stimuli are used in evoked 
potential experiments. These two types might 
be called a) transient and b) steady state. 
a) The transient stimuli are characterized by 
brief changes in one or more stimulus parameters 
( for example : luminance, location or shape of 
a visual stimulus and amplitude or frequency of 
an auditory one). 
b) A steady state stimulus is obtained by periodic 
temporal modulation of the parameter.· of interest. 
For example the luminance of a visual stimulus 
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might be sinusoidally modulated or a noise might 
be amplitude modulated. The modulation is usually 
prolonged over a sufficiently long period to allow 
the sensory system to settle into a steady state 
before data are taken. 
5.3. Visual evoked potentials elicited by transient 
stimuli. 
a.Difference between diffuse and patterned stimuli. 
Potentials evoked by diffuse visual stimuli are 
not the same as those evoked by patterned stimuli 
( Clynes and Kohn, 1967, Harter, 1968). Jeffreys 
( 1969) found some independence of the evoked 
potentials elicited by a diffuse flash and the 
evoked potentials elicited by a pattern, if this 
pattern is presented without any accompaning 
change in overall luminous flux. The evoked 
potentials produced by these two forms of stimula-
tion have different spatial distributions over the 
head. 
b,.Locus on the retina. 
Jeffreys ( 1971) reported that changing the retinal 
locus of a patterned stimulus influences the shape 
of the evoked potentials. He recorded simultaneously 
from several electrodes placed in a row along the 
midline. Whole field and upper and lower half-
field stimuli ( Skeleton checkerboard) were 
presented binocularly. When the pattern covered 
the whole retina the shape of the evoked potentials 
depended upon the electrode location. This was not 
the case with half-field stimulation. Then the 
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polarity of corresponding components of the evoked 
paten tials was opposite from the upper and lmver 
half-field stimuli. For small stimuli the size of 
the evoked potentials was found to decrease as the 
stimuli were moved to the periphery (van Hof et al, 
1966). 
c.On and off responses. 
Potentials evoked by pattern stimuli contain both 
an" onset" and an "offset" component ( Jeffreys, 
1969). In general, onset and offset responses have 
opposite polarities, and the amplitude of the onset 
response is usually higher than of the offset 
response. 
5.4. Auditory evoked potentials elicited by transient 
stimuli. 
Auditory evoked potentials have been recorded with 
click and tone burst stimuli. With clicks the 
responses recorded from the scalp have myogenic 
components (Bickford et al 1964). These myogenic 
components are smaller if tone bursts with a 
trapeziodal envelope are used ( Rap in et al, 1966). 
It has been determined empirically that the best 
electrode location for measuring auditory evoked 
potentials is at the vertex ( relative to ear or 
mastoid). This yields a response with a negative peak 
at a latency between 70 and 110 msec.(N 2), a positive 
peak between 180 and 220 msec. ( P2) and another 
negative peak at about 300 msec. (N3). 
With tone burst stimuli there are clear relations 
between tone frequency or intensity and the amplitude 
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of the N2 - P2 peak. Using these relations it is 
even possible to map out a sort of hearing thres-
hold by measuring the evoked potentials. 
The effects of some of the stimulus parameters 
on the evoked responses are briefly summarized 
below. 
a.Frequency and intensity. 
By varying the frequency and intensity of a tone 
burst a change in the amplitude of the N2 - P2 
peak from 2 pV to 9pV was observerd ( Autinoro et 
al, 1970). With a decrease in the frequency of the 
tone bursts, the amplitude of the N2 - P2 peak in-
creases down to 125 Hz. The amplitude of the N2 -
P2 peak generally increases monotonically with in-
tensity except at 8000 Hz, where the amplitude 
asymptoted at high intensities. 
b.Effect of repetition rate. 
The amplitude of an evoked potential is strongly 
influenced by previous stimulation. For maximal 
amplitude the intervals between successive stimuli 
must be more than 6 sec. (Davis et al, 1966). Hilner 
( 1969) found that N2 -P2 potential difference in-
creases with decreasing repetition rate down to 1 
stimulus per 8 sec. 
c.On and off responses. 
The amplitude of the offset response is nearly 
always smaller than that of the onset response, 
but otherwise similar. A polarity change, as is 
observed with visual stimuli, does not occur. 
The ratio between the off response and the on 
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resnonse is about 0.7 at a dutv-cvcle of 0.5 
(Milner, 1969). 
5.5. Visual evoked notentials elicited bv steady 
state stimuli. 
The use of sinusoidally modulated light 
( modulation in time ) as stimulus has many 
advantages: 
a) the responses are highly reliable, 
b) the subject is in a steadv state of light 
adantation, 
c) the intensitY of stimulation can be 
nreciselv controled bv varving the 
modulation denth, 
d) the presence of other frequencies in the 
evoked potentials gives information 
about non-linearities of the svstem. 
Evoked notentials elicited bv sinusoidally modulated 
light arc verv often distorted ( i.e.,the EP is not 
sinusoid). Second or third harmonic comnonents have 
heen renorted ( Snekrevse, 1966, Kamnhuisen, 1969). 
The second harmonic is verv strong for modulation 
freauencies below 8 Hz; above 10 Hz the second 
harmonic is weak. The evoked potentials for 
sinusoidally modulated visual stimuli can be 
decomposed into low frequency and high frequency 
components ( Snekrevse, 1966, Regan, 1968). 
The low frequency comnonent has the frequency 
characteristic of a narrow band filter at 10 Hz. 
The spontaneous electroencenhalogram shows a 
similar frequencv characteristic. 
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Two tvnes of non-linearities in the visual evoked 
resnonses have been renorted: 
1. amnlitude indenendent rectification, 
2. saturation at high modulation denths. 
The first non-linearity is very sensitive. Even 
at a 1% modulation denth, a relatively strong 
second harmonic is found ( Snekrevse, 1966, van 
der Tweel and Snekrevse, 1969). The second non-
linearitv is less sensitive. For monocular 
stimulation the saturation begins at a 40% 
modulation denth, for binocular stimulation, 
at 20%. This suggests that it mav be not the 
modulation depth as such, but the size of the 
resnonse that determines the saturation. In 
addition, it suggests that the saturation occurs 
at a stage where the signals from the two eyes 
are mixed. Using a linearising method, it has 
anneared nossible to determine the characteristic 
of the linear element which nreceeds the rectifier 
element ( Snekrevse, 1966). This element has a 
frequency.characteristic with a maximum at about 
10 Hz, a low frequencv attenuation of 6 dB ner 
octave and a high frequency attenuation of about 
18 dB per·octave. In nsvchonhvsical exreriments 
a high frequencv slone of 60 dB ner octave is 
found. 
5.6. Auditorv evoked notentials elicited hy steadv 
state stimuli. 
~1easurement of human audi torv evoked notentials 
elicited hv steadv state stimuli has not vet been 
attemnted. It has been done with animals, however, 
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Tielen et al ( 1969) measured the evoked potentials 
elicited by sinusoidally amplitude modulated signals 
in unanaesthetized dogs. They recorded with electrodes 
in the inferior colliculus and the auditory cortex. 
Frequency analysis of these evoked potentials showed 
that the response included both the first and second 
harmonic. The frequency characteristics of the 
responses derived from some of the cortical areas 
showed a maximum for modulation frequencies between 
15 Hz and 30 Hz. Saturation appeared at a modulation 
depth of 40% in two cortical areas. 
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CHAPTER 6. 
ANALYSIS OF EVOKED POTENTIALS IN MAN ELICITED BY 
SINUSOIDALLY ~ODULATED NOISE. 
To our knowledge there has not yet been a study 
of human auditory evoked potentials elicited by 
steady state acoustic stimuli. We have to perform 
such an experiment. The stimuli will be amplitude 
modulated noise, the same stimulus as was used in 
the nsychophysical experiments. The use of this 
stimulus has the advantage that the spectrum is 
not changed by amplitude modulation. Futhermore 
it might be assumed that with a wide-spectrum 
stimulus the cortex is stimulated maximally, so 
that the amplitudes of the evoked potentials may 
be expected to be as great as possible. This was 
confirmed by an experiment with a sine-wave carrier 
instead of white noise. The EP elicited by this 
stimulus was much smaller. 
6.1. Experimental method. 
Two subjects participated in this experiment. 
During the recording sessions, the subjects were 
reading, lying comfortably in a sound proof room. 
Silver disc electrodes were applied: the active 
electrode was located at the vertex, the reference 
electrode at the forehead and·the ground at the 
mastoid. 
A block diagram of the experimental set-up is 
presented in Fig.l9. 
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Fig.19. Block diagram of the experimental set-up. 
Miniature earphones ( Philips ~17) were used with 
insertable earpieces. The evoked potential between 
vertex and forehead was amplified ( Grass P 511 
amplifier) and then fed into the averager ( Biomac 
1000). The square wave output of the wave form 
generator, in phase with the modulating sine-wave, 
was used as the trigger signal for the averager. 
The evoked potentials from either 1024 or 4096 
stimulus-cycles were averaged, and the result was 
plotted on an X-Y recorder. 
In order to measure the spectral content of the 
evoked potentials, the averaged waveforms were 
reproduced periodically (Philips Analog 7). This 
signal was then analysed with a spectral analyser 
( Textronix 3LS, plug-in unit). 
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6.2. General results. 
The amplitude of the evoked potentials elicited by 
sinusoidally modulated white noise appeared to be 
maximal at a modulation frequency between 9 l!z 
and 9.5 Hz. For one subject the maximal amplitude 
was 3 pV, and the waveform appeared to be a nearly 
undistorted sine wave ( Fig.ZO). 
subjeet 1 
6Hz. 
9.5Hz. 
(\ v 
s.s Hz. 
1.SpV 10Hz. 
h '-./" 11Hz. 
Fig.ZO. Evoked potentials elicited by amplitude 
modulated white noise. The results are shown 
for a number of modulation frequencies; 
55 dB sensation level; modulation depth 100%; 
subject 1. 
The results from the second subject were quite 
different, as is shown in Fig.21. The maximal amplitude 
was smaller ( 0.8 pV), and there was a sizeable amount 
of non-linear distortion. 
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subject 2 
t 
subject 2 
® 
Fig.21. a) Evoked potential elicited by amnlitude 
modulated white noise; modulation frequency 
8Hz; 55 dB sensation level; modulation 
depth 100~; subject 2. 
b) the snectrum of this response. 
A spectral analysis showed that the distortion is 
mainly at the second harmonic ( Fig.21b). From 
Fig.ZO we see that the EP amplitude is maximal 
at a modulation frequency of 9.5 Hz, and is 
smaller at lower and higher modulation frequencies. 
Furthermore the phase of the evoked potential 
appeared to increase steadily with the modulation 
frequency. 
As a function of modulation depth the EP amplitude 
increases rapidly up to 30% modulation depth 
( Fig.22). For higher modulation depths the amplitude 
is constant. The phase of the EP is constant for 
low modulation depths and changes only at modulation 
depths above SO%. 
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Fig.22. Evoked potential elicited by amplitude 
modulated white noise as a function of 
modulation depth; modulation frequency 
9Hz; 55 dB sensation level; subject 1. 
6.3. Effect of overall intensity. 
The experimental results presented in Fig.ZO 
and Fig.22 were obtained at a stimulus intensity 
of 55 dB sensation level. In Fig.23 we show the 
effect of varying the overall intensity. These 
results were obtained with a modulation frequency 
of 9.5 Hz and 100% modulation depth. 
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Fig. 23. Amplitude of evoked potentials as function 
of the intensity; modulation frequency 9.5 Hz; 
modulation depth 100%; subject 1. 
Fig.23 shows the mean and standard deviation of 5 
measurements in different sessions. The amplitude 
of the evoked potential increases with intensity 
up to about 55 dB sensation level. Above 55 dB 
sensation level the amplitude appears to be constant. 
6.4. Influence of the modulation frequency. 
The relation between EP amplitude and modulation 
frequency was studied at 100% modulation depth. The 
modulation frequency was varied hetween 8 Hz and 
11 Hz for subject 1 and between 4Hz and 11 Hz for 
subject 2. For subject 1, the phase characteristic 
was also measured. The results are presented in Fig. 
24 and Fig. 25. 
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subject 1 
7 S 9 10 11 12 hertz 
modul.atio.a trc:quency 
Fig.24. Amplitude characteristic of the evoked 
potentials elicited by amplitude modulated 
white noise; 55 dB sensation level; 
modulation depth 100 %; subject 1. 
The EP amplitude is clearly frequency dependent. 
The amplitude characteristic shows a rather sharp 
maximum between 9 Hz and 9.5 Hz. The phase of 
the EP changes rapidly in this frequency region. 
Between 8.5 Hz and 10 Hz the phase increases 
about 180°. For subject 2, since the EP appeared 
to be distorted ( Fig.21), the amplitude of only 
the first harmonic of the EP is plotted as a 
function of the modulation frequency ( Fig.26). 
This function also shows a maximum at about 
9Hz, although it is not as sharp as for subject 1. 
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Fig.25.Phase characteristic of the evoked responses 
elicited by amplitude modulated white noise; 
55 dB sensation level; modulation depth 100%; 
subject 1. 
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Fig.26.Amplitude characteristic of the first harmonic 
of the evoked potentials elicited by sinusoidally 
white noise; 55 dB sensation level; modulation 
depth 100%; subject 2. 
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6.5. Influence of the modulation depth. 
Evoked potentials from both subjects were measured 
as a function of the modulation depth, at a 
modulation frequency of 9 Hz and 55 dB sensation 
level. 
As is shown in Fig.27 and Fig.28 the EP amplitude 
increases with modulation depth up to 25% for both 
subjects ( first harmonic amplitude for subject 
2's data). Above 25% modulation depth the amplitude 
remains constant. 
1 
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-
Fig.27. Amplitude of the evoked potentials as a 
function of the modulation depth. Modulation 
frequency 9 Hz; 55 dB sensation level; 
subject 1. 
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-
Fig.28. Amplitude of the first harmonic of the 
evoked potentials as a function of the 
modulation depth. Modulation frequency 9 Hz; 
55 dB sensation level;subject 2. Note that 
the vertical scale is relative. 
6.6. Sequence of the filtering process and the 
saturation mechanism. 
The data from our various experiments on the EP 
suggest both action of some kind of filter and the 
presence of a sort of saturation element. The 
effect of modulation frequency suggests the filter-
ing ( a filter with a resonance between 8 Hz and 
11 Hz). The effect of modulation depth suggests 
saturation ( no change in EP amplitude above 25% 
modulation depth). 
It might be possible to determine the sequence of 
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filtering and saturation mechanisms. If 
saturation occurs after filtering, then it should 
occur at the lowest modulation depth for a 
modulation frequency of 9.5 
maximal at this 
Hz, since the 
frequency. At 
filter 
response is 
frequencies other than 9.5 Hz saturation should 
occur at higher modulation depths. However, if 
saturation occurs before the filter, it would 
always occur at the same modulation depth. 
I 3 subjec:t 1 
9.5Hz. 
2 
-' 
> 
3- 8.7Hz. 
0.: 
"' 
tO Hz. 
w 
" 
" 
a. 
E 
-
modulation depth 
Fig.29. Saturation characteristics for modulation 
frequencies of 8.7, 9.5 and 10 Hz; 55 dB 
sensation level; subject 1. 
Thus if we measure the saturation characteristic 
at different modulation frequencies we might be 
able to determine the sequence of filtering and 
saturation. To this end we measured saturation 
characteristics at three modulation frequencies 
( 8.7, 9.5 and 10Hz). The results are presented 
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in Fig.29. The data show clearly that saturation 
always occurs at the same modulation depth. From 
these results we conclude that the saturation 
mechanism is located before the filtering 
mechanism. 
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CHAPTER 7. 
DISCUSSION OF THE PHYSIOLOGICAL SIGNIFICANCE OF 
THE EVOKED POTENTIALS ELICITED BY SINUSOIDALLY 
~!ODULATED NOISE AND ITS RELATION TO PSYCHOPHYSICS. 
The measurements of the evoked potentials elicited 
by sinusoidally modulated noise are analogous to 
the experiments with sinusoidally modulated light. 
The major difference between the auditory and 
visual results appears to be that the amplitude of 
the auditory EP is only 3 pV at most, while the 
amplitude of the visual EP is of the order of 
20 pV (van der Tweel, 1964). 
7.1. Amplitude and phase characteristics of the evoked 
potentials. 
The amplitude characteristic ( amplitude vs frequency) 
of the EP system is similar to the transfer function 
of a bandpass filter. The maximum amplitude is at 
about 9.5 Hz, and it decreases rapidly at higher 
and lower modulation frequencies ( Fig.24.). The 
phase characteristic ( Fig.25) can be decomposed 
into two different phase functions. One simply 
increases linearly with frequency. This implies 
nothing else than a time delay. The slope of the 
broken line in Fig.25 gives the time delay for 
this experiment. This slope implies a delay of 
about 66 msec. In analogous visual experiments 
a time delay of about 55 msec has been observ_ed 
(Spekreyse, 1966, Regan, 1968). 
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Tielen et al ( 1969) reported a delay between 34 and 
43 msec for auditory evoked potentials recorded 
from the cortex of a dog. These results agree with 
ours. The second phase shift of about 180° occurs 
between 8Hz and 10Hz. This is consistent with the 
characteristic of the filtering process at these 
frequencies. The results from both subjects show 
a profound dependence of the EP on the modulation 
frequency. The optimal frequency of the EP system 
is between 9 Hz and 9.5 Hz. It is interesting to 
speculate that the EP activity might be related 
in some way to the alpha- activity, since the 
frequency composition of the latter is quite 
similar. 
7.2. Relation between evoked potentials and spontaneous 
activity. 
The possible relation of the evoked potentials to 
spontaneous activity, in particular to alpha-
rhythm has been studied by Walter and Walter (1949), 
van der Tweel and Verduyn Lunel ( 1965), Spekreyse 
( 1966) and Regan ( 1966). Various system theoretical 
approaches have been applied to analyse the alpha-
activity. Filtering ( van der Tweel and Verduyn 
Lunel, 1965, Bekkering et al, 1958, D.O.Walter, 
1963) and autocorrelation studies (Weiss, 1959, 
Barlow, 1959) have shown that the alpha-activity 
can be described as a narrow band of noise. The 
amplitude probability density is Gaussian 
(Saunders, 1963). 
The similarity of the spectrum of the spontaneous 
alpha-activity and the evoked potentials elicited 
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by sinusoidally modulated light might mean that 
the visual stimulus somehow synchronizes the 
alpha-rhythm (Grey Walter, 1959, J.S.Barlow, 1960). 
Several data conflict with this hypothesis. 
For example, van der Tweel and Verduyn Lunel ( 1965) 
reported that for one subject the alpha-activity 
with a maximum amplitude at 10.2 Hz was not effected 
by stimulation with light sinusoidally modulated 
at 9 Hz and 11 Hz. 
Another argument against synchronization is put 
forward by Spekreyse ( 1966). He showed that the 
amplitude of the fundamental frequency was the 
same if noise was added to the modulation signal. 
The added noise would be expected to eliminate 
the possibility of synchronization. 
If synchronization plays a role, the amplitude 
of the evoked potentials elicited by sinusoidally 
modulated noise should be larger when alpha-
activity is present, than when it is not. 
The experiments described in Chapter 6 were carried 
out with the subjects reading during the experiment. 
There was no alpha-activity under these circum-
stances. In another experiment we determined the 
amplitude characteristic of the amplitude potentials 
elicited by sinusoidally modulated noise, with 
alpha- activity present (closed eyes). The 
results are shown in Fig.30. This amplitude 
characteristic is similar in all respects to the 
characteristic from Fig.24. With open eyes the 
maximum amplitude was 2.6 pV and with closed 
eyes 3.0 pV. The amplitude of the alpha-activity 
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10 11 12 h~rtz 
moduLation lrequency 
Fig.30. Amplitude characteristic of the evoked 
potentials elicited by amplitude modulated 
noise; 55 dB sensation level, modulation 
depth 20%, eyes closed, subject 1. 
was about 40 pV, an order of magnitude larger than 
the amplitude of the evoked potentials. Thus we 
conclude that the alpha- activity and EP are 
independent processes. 
7.3. Evoked potentials and psychophysics. 
The evoked potential is largest at about 9.5. Hz 
modulation frequency, and is.highly frequency dependent 
( 6.4.). A very different characteristic was reported 
in our psychophysical experiments with the same 
stimulus. In these experiments the characteristic 
was strictly low-pass, with a cut-off frequency 
between 40Hz and 80Hz ( 2.3.). 
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We measured auditory evoked potentials with 
modulation frequencies between 4Hz and 11 Hz. In 
this region the auditory temporal transfer 
function ( determined from our psychophysical 
experiments) is independent of frequency, 
Because of the small amplitude it is not 
feasible to measure evoked potentials for 
frequencies above 11 Hz. 
In visual experiments with sinusoidally modulated 
light, however, it is possible to measure evoked 
potentials for modulation frequencies beyond 
flicker-fusion frequency; Comparison of the de 
Lange curves with the frequency characteristics 
of,the evoked responses led to discrepancies, 
which could not easily be explained. A break-
through was made by Spekreyse ( 1966). He suggested 
that two frequency dependent mechanisms exist in 
the visual system, in addition to a rectifying 
mechanism and a saturation mechanism. One of the 
frequency dependent mechanisms was a low-pass 
filter, the other a band-pass filter centered 
at 9 Hz. Fig.31 gives the block-diagram of the 
Spekreyse model. 
b_ .lL_ lc L 
low-pass rec.titier saturation 
cortical 
filter mechanism filter 
Fig.31. A simplified presentation of Spekreyse's 
model. 
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The rectifying mechanism introduces a second 
harmonic in the EP response, but Spekreyse was 
still able with a linearizing method to determine 
the frequency characteristic of the mechanism 
which was thought to be located before the 
rectifier. 
The second filter is often called the " cortical 
filter". The operation of the saturation mechanism 
and the " cortical filter" can also be observerd 
in the results of our auditory experiments. The 
sequence of these t\<o processes, which we discussed 
earlier,is the same as in the visual system ( 6.6.). 
It is not certain whether rectification also occurs 
in the auditory system. For one subject we found 
a distorted response, but whether this is caused 
by a specific non-linear device or by background 
activity is still an open question. 
If a specific non-linear device introduces a 
second harmonic, this harmonic will have its 
maximal amplitude when the modulation frequency 
is about 4.5 Hz, because the " cortical filter" has 
its maximum at 9Hz. Subject 1, which appeared to 
have an undistorted reponse for modulation frequencies 
between 8 Hz and 11 Hz, does show a distorted 
response for a modulation frequency of 4.5 Hz. 
However, we are unable to conclude that the second 
harmonic was due to a rectifying mechanism. 
The low-pass filter cannot~influence the evoked 
potentials because the output of this filter is 
independent of the frequency in the frequency-
range between 4Hz and 11 Hz. The low-pass filtering 
is clearly involved however in the process that 
leads finally to sensation. This was shown in the 
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first part of our study. It is reasonable to assume 
that these processes occur in an early stage of the 
processing and also are involved in the process that 
leads to the occurrance of evoked potentials. The 
process that leads to sensation is obviously 
accompanied by electrical activity. Much of this 
activity may not be detectable in the evoked 
potentials. Moreover the processes that result 
in the evoked potentials may produce activity, 
which does not play a role in the process which 
leads to sensation ( Lopes da Silva, 1970). We 
showed that the " critical filter" is the last 
of a serie of processes that leads to the evoked 
potentials. We assume that this filter is only 
involved in the process that leads to the occurrance 
of evoked potentials. Thus it is not unreasonable 
that a low-pass characteristic is found in the 
psytho-physical experiments and a band-pass 
characteristic in the EP experiments. 
It must be noted, that while the " cortical filter" 
may not be relevant with respect to sensation, its 
characteristics,must be known if evoked response 
techniques are applied in studies of the visual 
and auditory systems. 
Finally it should be stressed that we have made no 
attempt to describe the neurophysiological mechanisms 
underlying the generation of the evoked potentials. 
This issue might be clarified by studying the relations 
between evoked potentials and single cell recordings. 
This is obviously beyond the scope of this study. 
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SUMMARY. 
It has been possible to measure input-output relations 
for the auditory system using as output both a 
quantified sensation and evoked potentials. In 
vision research both methods have been applied 
using sinusoidally modulated light as the stimulus. 
In the present study comparable experiments were 
carried out in the auditory system. 
The psycho-physical experiments described in the 
first part of this study were analogous to de 
Lange's flicker experiments. We measured the 
relation between the modulation frequency and the 
modulation depth with sinusoidally amplitude 
modulated white noise as a stimulus. The result 
was a low-pass frequency characteristic with a 
cut-off frequency between 40 Hz and 80 Hz 
depending upon the observer. The asymptotic slope 
of the curve was about 6 dB per octave. We have 
called this curve the auditory temporal transfer 
function. The shape of the transfer function 
appeared to be independent of intensity from 
20 dB to 60 dB sensation level. We also used 
bandlimited noise as a carrier. At a center 
frequency of 8000 Hz the cut-off frequency of the 
temporal transfer function is the same as for white 
noise. The cut-off frequency decreases with the 
center frequency of the noise band. At a center 
frequency of 500 Hz the cut-off frequency is 
about ~ what it is at 8000 Hz. 
-78-
We also studied the effect of the bandwidth of 
the modulated noise on the temporal transfer 
function. Center frequencies of 500 Hz, 2000 Hz 
and 8000 Hz were used. The modulation threshold 
decreases with increasing bandwidth up to a 
certain value. At a center frequency of 500 Hz, 
this value was 200 Hz; at 2000 Hz center frequency 
it was 600 Hz, and at 8000 Hz center frequency 
it was 2500 Hz. The increase in this asymptotic 
value with increasing center frequency is 
comparable with that of the critical band. 
Therefore it appears likely that the critical 
band mechanism plays some role in the percep-
tibility of amplitude modulation of wide band 
noise. 
The difference limen of noise pulses is a function 
of the duration of the noise pulses. For short 
durations the difference limen decreases with 
increasing duration. For durations longer than 
the integration time of the ear the difference 
limen is independent of the duration. Therefore 
it is possible to estimate the integration time 
by measuring the difference limen for noise 
pulses as a function of their duration. An 
integration time of 100 msec was estimated for 
white noise stimuli. This value was also found 
for bandpass noise at a center frequency of 
8000 Hz. The integration time appears to increase 
as the center frequency decreases. This corroborates 
the findings of Plomp and Bouman ( 1959), who 
measured the threshold for tone pulses as a function 
of their duration. 
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It is impossible that rapid amplitude variations 
are presented in a system with a time constant 
between 100 and ZOO msec. Therefore it is reason-
able to conclude that the entire auditory system 
cannot be represented as a serial model, such as 
is proposed by Green and Swets ( 1966), but must 
consist of parallel data processing channels. 
In the seond part of this study auditory evoked 
potentials were recorded from the human scalp. 
Sinusoidally modulated white noise was used as a 
stimulus. The influence on the EP of the modulation 
frequency and the modulation depth were studied. 
With one subject an undistorted sinusoidal EP was 
observed for modulation frequencies between 8 Hz 
and 11 Hz. With the other subject the EP waveform 
was distorted. The spectrum of this wave consists 
mainly of the first and second harmonics. The 
amplitude of the EP from the first subject was 
heavely dependent on the modulation frequency. 
The frequency characteristic was that of a sharp 
bandpass filter with a maximum between 9 Hz and 
9.5 Hz. The first harmonic of the evoked potentials 
obtained from the second subject shows a comparable 
frequency characteristic, although less sharp. 
In visual experiments with sinusoidally modulated 
light a similar frequency characteristic is found 
( Spekreyse, 1966, Regan, 1968). The apparent 
filtering process is often called " cortical 
filtering". 
Evoked potentials were also measured as a function 
of the modulation depth. The amplitude of the EP 
increases with modulation depth up to 25%. At 
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this modulation depth a kind of saturation occurs. 
By determining the dynamic characteristics of the 
evoked potentials at different modulation frequencies 
it is demonstrated that the saturation occurs before 
the " cortical filter". 
The frequency characteristic found with evoked 
response techniques is very different from the 
temporal transfer function. The discrepancy 
can be explained by assuming that the " cortical 
filter" does not play a role in the process that 
leads to sensation. 
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SAMENVATTING. 
Input- output relaties zijn gemeten, zowel met 
gekwantificeerde sensaties als met " evoked 
potentials" als de output van het zintuig systeem. 
In het visuele onderzoek worden beide methodes 
toegepast met sinusvormig gemoduleerd licht als 
stimulus. 
In het eerste deel van deze studie worden de 
psycho-fysische experimenten beschreven. Analoog 
met de experimenten van De Lange werd sinus-
vormig amplitude gemoduleerde witte ruis als 
stimulus gebruikt. De relatie tussen de modulatie 
frekwentie en de modulatie diepte, die nodig was 
om de modulatie juist hoorbaar te maken, werd 
gemeten. De frekwentie karakteristiek, die aldus 
gevonden werd, is te beschrijven als een laag 
doorlaat filter met een afsnijfrekwentie tussen 
40 Hz en 80 Hz, afhankelijk van de proefper.:;oon. 
De steilheid van de flank van deze karak~eristiek 
voQr hoge frekwenties bedraagt slech!s 6 dB per 
octaaf, in tegenstelling met de Yisuele temporele 
overur~chtsfunktie, waar een steilheid van 60 dB 
per octaa:E wordt gevonCif's ( De Lange, 1952). Deze 
karakteristi~k v•,:.rcft de audi tieve temporele over-
drachtsfunktie genoemd. Deze overdrachtsfunktie 
is onafhankelijk van de intensiteit in het gebied 
van 20 dB tot 60 dB sensatie niveau. 
Bij gcbruik van een ruisband als draaggolf signaal, 
blijkt de overdrachtsfunktie ook afhankelijk te 
zijn van de centrale frekwentie van deze ruisband. 
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Voor ruisbanden met 8000 Hz als centrale frekwentie 
is de afsnijfrekwentie dezelfde als voor witte ruis. 
Veer bandruis met 500 Hz als centrale frekwentie 
is de afsnijfrekwentie bijna een faktor 2 kleiner. 
De afsnijfrekwentie van de overdrachtsfunktie neemt 
dus af met afnemende centrale frekwentie van de 
ruisband. 
Veer ruisbanden met 500 Hz, 2000 Hz en 8000 Hz als 
centrale frekwentie werd het effekt van de band-
breedte op de hoorbaarheid van de modulatie onder-
zocht. De modulatie drempel neemt af met een toe-
name van de bandbreedte tot een bepaalde waarde. 
Veer neg grotere bandbreedtes is de modulatie 
drempel konstant. De modulatie drempel neemt af 
bij toenemende bandbreedte tot 200 Hz, 600 Hz en 
2500 Hz respectievelijk, veer de centrale frekwenties 
500 Hz, 2000 Hz en 8000 Hz. Dientengevolge is het 
zeer waarschijnlijk, dat bij het waarnemen van 
amplitude modulatie van signalen met een breed 
spectrum, het kritieke band-mechanisme in werking 
is. 
De difference limen voor ruispulsen is een funktie 
van de duur van de ruispulsen. Veer korte duur van 
de ruispulsen neemt de difference limen af bij toe-
name van de duur. Voor duren groter dan de integratie 
tijd van het ocr is de difference limen onafhankelijk 
van de duur. Het is dus mogelijk de .integratie tijd 
voor het ocr te bepalen door de difference limen van 
ruispulsen te bepalen als funktie van de duur. Voor 
witte ruis wordt op deze wijze een integratie tijd 
van 100 msec. gevonden. Deze waarde wordt ook gevonden 
voor een ruisband met 8000 Hz als centrale frekwentie.De 
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integratie tijd neemt af als de centrale frekwentie 
afneemt. Dit is een bevestiging van de resultaten 
van Plomp en Bouman ( 1959). 
!let is niet mogelijk, dat snelle amplitude variaties 
verwerkt worden door ecn systeem met ecn intcgratie 
tijd tussen 100 en 200 msec. Daarom moeten wij wel 
aannemen, dat het auditieve systeem niet kan worden 
opgevat als een serie model, zoals is voorgesteld 
door Green en Swets ( 1966), maar dat het uit 
parallelle systemen bestaat: een systeem met een 
betrekkelijk lange integratie tijd en een systeem 
met een zeer korte integratie tijd om snelle fluc-
tuaties te kunnen waarnemen. 
In het tweede dee! van de studie wordt een beschrij-
ving gegeven van de metingen van de " evoked potentials" 
afgeleid van de vertex van de mens. In analogie met 
visuele experimenten met continue signalen, werd sinus-
vormig gemoduleerde witte ruis als stimulus gebruikt. 
De invloed van de modulatie frekwentie en de modulatie 
diepte op de " evoked potentials" werd onderzocht voor 
2 proefpersonen. 
Voor de ene proefpersoon wordt voor modulatie frekwenties 
tussen 8 Hz en 11 Hz een onvervormde sinusvormige 
responsie gevonden. Voor de andere proefpersoon wordt 
een vervormd signaal gevonden. 
Het spectrum van dit signaal bestaat hoofdzakelijk 
uit de eerste en de tweede harmonische. De amplitude 
van de " evoked potentials" van de eerste proefpersoon 
als funktie van de modulatie frekwentie uitgezet, 
levert een frekwentie karakteristiek van een band-
doorlaat-filter met een maximum tussen 9 Hz en 9.5 Hz 
op. De amplitude van de eerste harmonische van de 
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" evoked potentials" van de andere proefpersoon 
levert een gelijksoortige karakteristiek op. 
In visuele experimenten met sinusvormig gemoduleerd 
licht wordt een overeenkomstige frekwentie karak-
teristiek gevonden ( Spekreyse, 1966, Regan, 1969). 
Dit wordt vaak " cortical filter" genoemd. 
Voor beide proefpersonen werden de " evoked 
potentials" bepaald als funktie van de modulatie 
diepte. De amplitude van de eerst harmonische 
neemt toe met een toename van de modulatie diepte 
tot 25%; daarna treedt verzadiging op. Door de 
dynamische karakteristieken van de " evoked 
potentials" voor verschillende modulatie fre-
kwenties te bepalen, konden wij aantonen, dat het 
verzadigings mechanisme v66r het " cortical 
filter" is gelokaliseerd. 
De frekwentie karakteristiek, die wij door middel 
van metingen van " evoked potentials" hebben ge-
vonden, is totaal verschillend van de temporele 
overdrachtsfunktie, die met psycho-fysische methodes 
bepaald werd. Deze discrepantie kan verklaard 
worden door aan te nemen, dat het " cortical filter" 
geen rol speelt in het proces dat tot waarneming 
van de modulatie leidt. 
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