Brigham Young University

BYU ScholarsArchive
International Congress on Environmental
Modelling and Software

4th International Congress on Environmental
Modelling and Software - Barcelona, Catalonia,
Spain - July 2008

Jul 1st, 12:00 AM

Applying Data Mining Methods for Forest
Planning Data Validation
A. Mäkinen
A. Kangas
T. Tokola

Follow this and additional works at: https://scholarsarchive.byu.edu/iemssconference
Mäkinen, A.; Kangas, A.; and Tokola, T., "Applying Data Mining Methods for Forest Planning Data Validation" (2008). International
Congress on Environmental Modelling and Software. 266.
https://scholarsarchive.byu.edu/iemssconference/2008/all/266

This Event is brought to you for free and open access by the Civil and Environmental Engineering at BYU ScholarsArchive. It has been accepted for
inclusion in International Congress on Environmental Modelling and Software by an authorized administrator of BYU ScholarsArchive. For more
information, please contact scholarsarchive@byu.edu, ellen_amatangelo@byu.edu.

iEMSs 2008: International Congress on Environmental Modelling and Software
Integrating Sciences and Information Technology for Environmental Assessment and Decision Making
4th Biennial Meeting of iEMSs, http://www.iemss.org/iemss2008/index.php?n=Main.Proceedings
M. Sànchez-Marrè, J. Béjar, J. Comas, A. Rizzoli and G. Guariso (Eds.)
International Environmental Modelling and Software Society (iEMSs), 2008

Applying Data Mining Methods for Forest
Planning Data Validation
A.Mäkinena, A.Kangasa and T.Tokolab
a

Department of Forest Resource Management, University of Helsinki, Latokartanonkaari
11 00014 University of Helsinki, Finland (antti.makinen@helsinki.fi)
b

Faculty of Forestry, University of Joensuu (timo.tokola@joensuu.fi)

Abstract: Decision making in forest planning is based mostly on simulated forest
management scenarios. A fundamental tool in creating these scenarios is the forest planning
system, which utilizes a set of models for projecting the future development of forests and
assessing the effects of alternative management tasks, such as timber harvests [Burkhart
2003]. Input data for forest planning is obtained from several different sources, such as
remote sensing and field measurements and visual assessments. All data collection systems
include errors, both due to human and technical sources, which eventually affect the quality
of forest plans. Part of the errors can be considered as next to impossible to detect but part
of the errors are outliers and can be separated from the data. Statistical outlier detection
methods have been used in data processing, although the statistical methods do not work
well for multi-dimensional data. Data mining offers some interesting possibilities for the
outlier detection task. The different data mining schemes for outlier detection include for
example distance-, density- and clustering –based algorithms that have been proven to work
with multi-dimensional data. In the field of forest research, data mining methods have not
been studied almost at all. In this study we compared three different outlier detection
schemes for finding the outliers in a large forest inventory data. The tested algorithms were
Nested-Loop distance-based outlier detection [Knorr & Ng 1998], Simple-Pruning
distance-based outlier detection [Bay & Schwabacher 2003] and Outlier Removal
Clustering [Hautamäki et al. 2005]. The data included a total of 5090 field measured
sample plots on 578 forest stands with a number of stand-level aggregate attributes
representing different characteristics of the growing stock, the forest site and the
surrounding region. Each of the examined methods has a number of parameters having a
strong effect on the outlier detection result. Also the selection of the attributes which were
used in the outlier detection strongly affected the results. None of the three methods proved
to be superior compared to the others in finding the outliers. The large natural variation in
the forest attribute values made the task of separating the outliers difficult. However, the
examined data mining methods showed very promising results in finding outliers.
Keywords: Forest Planning; Data Mining; Outlier Detection

1.

INTRODUCTION

The purpose of forest planning is to offer support for the decision maker [Buongiorno &
Gilless 2003]. Generally the goal in forest planning is to find the best way to manage forest
treatment units, forest stands. Forest planning systems are computer decision support tools
that are used for evaluating alternative forest treatment scenarios. The planning
systems include models for predicting the future development of forests, eg. forest growth
models and models for predicting the possible outcomes from alternative forest treatment
scenarios, eg. yield models [Burkhart 2003]. Usually some kind of optimization technique
is applied for finding an optimal forest management scenario which will maximize the
benefit of the decision maker. Errors in the inputs of a forest growth model will result in
errors the predictions about the future. This in turn might lead to sub-optimal forest
management, causing for example economical losses or losses in the social or ecological
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values of the forest. This is why the quality and reliability of the forest planning data has a
major effect on the quality of forest planning.
Most forest planning systems require some basic information about the forest site
properties, the growing stock and the geographical area as inputs. Attributes that contain
information about the forest site can include for example soil type and growth potential.
Information about the growing stock is usually given as a list of trees and tree properties or
some aggregated stand-level mean attributes such as mean diameter, mean height, volume
of trees and main species.
Data for forest planning in Finland is collected mainly through partly subjective visual
estimation of stand-level aggregate attributes. The method, though cost-effective, is highly
subjective and prone to human errors [Haara 2003, Kangas et al. 2004]. In this method the
expertise and experience of the forest planner has a strong effect on the quality of the data.
The quality of the data can rarely be verified, except by labour intensive and costly
reference measurements in the field. As the data for forest planning is acquired from
multiple sources and in many cases without good estimates on the data quality, forest
planning would benefit from tools that could be used to identify at least the coarsest errors
in a data set.
The quality of the forest planning data varies between different forest types and inventory
methods. In stand-wise visual estimation, the errors in the data can be caused by sampling,
assessment and classification errors [Haara 2003]. According to different studies, the
relative mean square errors (RMSE) for estimation accuracies of different aggregate
attributes in stand-wise subjective field estimation range from 10 to 80 percent, with large
variation between different attributes. For example the RMSE for mean height of trees has
been reported to range from 12 to 17 percent whereas the RMSE for number of trees per
hectare has been around 80 percent. [Poso 1983, Laasasenaho & Päivinen 1986, Kangas
2004]. The correlation of estimation error between different variables or the estimation
error for categorical variables, such as soil type, has not been reported.
Recent developments in various forest inventory technologies, mostly in remote sensing,
provide different types of data that varies in accuracy and reliability. With novel remote
sensing techniques, such as airborne laser scanning, the RMSE’s have been reported to
range from around 5 to 50 percent. With laser scanning, the RMSE for mean height of trees
has been reported to range from 3 to 15 percent and the RMSE for number of trees per
hectare has been between 13 and 74 percent according to different studies [Naesset 2002,
Maltamo et al. 2004]. The different remote sensing techniques have shown very promising
results in forest inventory accuracy, but still at the moment the prevailing method for forest
planning data collection in Finland is the stand-wise subjective field sampling.
Coarse errors in forest planning data might be detected by searching for outliers as the
individual observations with large estimation errors might stand out from the rest of the
data. Some of the problems with traditional statistical or distribution-based outlier detection
methods are that they require a lot of manual work, demand prior information about data
distributions and cannot handle multi-dimensional data [Barnett & Lewis 1994]. Detection
of outliers has been studied also in the data mining research field and is considered to be an
important data mining task [Knorr 2000]. Outlier detection is one of the many applications
of data mining and it has been successfully utilized in many applications, such as fraud
detection and computer network intruder detection [Hodge & Austin 2004, Han & Kamber
2006]. As the data sets in forest planning can be large and usually multi-dimensional, the
data mining –based outlier detection methods could possibly provide good tools for finding
errors in forest planning data.
This paper describes how different data mining –based outlier detection algorithms could
be used to detect coarse errors from a typical forest planning data. A method that could
automatically identify a significant proportion of the coarse errors in the input data would
greatly improve the quality and reliability of forest planning.
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2.

OUTLIER DETECTION WITH DATA MINING

Data Mining (DM) is an umbrella term which covers a number of different methods for
finding frequent patterns end previously unknown information from large amounts of data
automatically. Data mining is considered to be a part of Knowledge-Discovery in Databases
(KDD) process. Data mining methodologies are usually related to different scientific core
fields such as computer science, statistics and machine learning. Common DM tasks
include classifying, clustering, association rule mining and outlier detection [PiatetskyShapiro 1991, Han & Kamber 2006]. Different types of DM tasks can be divided into four
main categories according to Knorr & Ng [1998]: 1. dependency detection, 2. class
identification, 3. class description and 4. exception/outlier detection. In the first three
categories the focus is on the majority of the objects in the data, where as the fourth
category concentrates on a small portion of the whole data.
One definition for outliers is that an outlier is an observation which appears to be
inconsistent with the remainder of that set of data [Barnett & Lewis 1994]. According to
Papadimitriou [2002] different approaches for identifying outliers in a data set can be
classified into distribution based, depth-based, clustering-based, distance-based and
density-based techniques. The distribution-based techniques have their background in
statistics and they utilize a distribution model fitted to the data and single out objects
deviating from the distribution as outliers [Hawkins 1980, Barnett & Lewis 1994]. The
distribution-based methods are usually univariate and need a priori assumptions about the
data distributions. Depth-based techniques utilize computational geometry to compute
layers of k-dimensional convex hulls and use the layers to divide the objects into outliers
and normal objects [Johnson et al. 1998]. The depth-based methods suffer from the curse of
dimensionality and cannot be used with high-dimensional data.
Usually the exceptions or outliers are considered to be mere annoyances, which the
different data mining algorithms try to ignore. However, in many applications the outliers
are actually the most interesting objects as they can lead to the discovery of new and
meaningful knowledge [Knorr 2000]. Number of different approaches for identifying
outliers in large data sets have been proposed in recent years [Hodge & Austin 2004].
Distance-based outlier detection introduced by Knorr & Ng [1998] utilizes a distance
measure between objects to identify the outliers. The distance between two objects is
usually computed as euclidean or mahalanobis distance in a k-dimensional feature space.
The outlyingness is considered to be a binary property so that an object either is or is not an
outlier. Distance-based outlier detection algorithms normally view the data objects at global
scale and compare an object to all other objects in the data, which makes them
computationally heavy for large data sets. A lot of research has been done in order to
improve the efficiency of these algorithms [Ramaswamy 2000, Bay & Schwabacher 2003].
Density-based outlier definition offers a bit different approach for identifying the outliers.
Algorithms for density-based outlier detection compute a continuous Outlier Factor (OF)
locally for each object which can be used to divide objects into outliers and normal objects
by setting a threshold value. The outlier factors are computed locally for example as a mean
or maximum distance from object O to the object's k nearest neighbours. In the proposed
density-based outlier detection algorithms, the outlier factor has been defined as Local
Outlier Factor (LOF) [Breunig et al. 2000] or Connectivity Outlier Factor (COF) [Tang et
al. 2002]. Many of the proposed distance- and density-based outlier detection algorithms
handle well both large and high-dimensional (n > 5) datasets [Hodge & Austin 2004].
Clustering is a group of unsupervised classification methods used extensively for
exploratory data analysis by many disciplines. Some of the most common clustering
methods include hierarchical single- and complete-link clustering and partitional k-means
and k-medoids clustering [Jain et al. 1999]. Many of the clustering algorithms, such as
DBSCAN and it's many variations use a density-based notion of clusters to classify the
objects in the data set [Ester et al. 1996, Brecheisen et al. 2006]. Most clustering algorithms
consider outliers as noise that should be dealt with by identifying and removing the
outlying objects. Because of this, some clustering algorithms provide outlier detection as a
side product of clustering or are designed entirely for the purpose of identifying the outliers
[Tang & Khosgoftaar 2004, Hautamäki et al. 2005].
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3.

MATERIAL AND METHODS

3.1.

Stand-wise estimation data and reference measurements

The data in the study consisted of stand-wise visual estimates conducted from a helicopter
by an experienced forest planning professional, and reference sample plot measurements
conducted in the field. The total number of forest stands in the data was 578 and the
number of reference sample plots was 5090, an average of 8.8 sample plots per stand. For
each stand, a number of attributes describing the average properties of the growing stock,
site quality and surrounding environment, were estimated. The sample plots were located
inside the stands in a grid formation and the same set of attributes as for the stands were
measured by field groups. In this setting the stand-level estimates for the different attributes
represents the normal accuracy of stand-wise subjective sampling. The reference
measurements in the sample plots can be considered very precise and they represent the
true values for the different attributes.
Table 1. Stand-level mean attributes and
abbreviations used in the analysis

Altogether six attributes, four of them
numerical and two categorical, were
selected for this study. These particular
attributes were chosen because their
values affect strongly the behaviour of the
growth models in a forest planning
system. Coarse errors in the values of
these attributes will lead to notable errors
in the growth and yield predictions. The
selected attributes and their measurement
units, abbreviations and some mean
statistics are listed in Table 1.

attribute

abbreviation mean median stdev

mean diameter
[cm]

DMEAN

16.1

-

8.0

mean height [m]

HMEAN

13.6

-

6.4

basal area per
2
hectare [m /ha]

BA

16.7

-

7.6

AMEAN

61.1

-

27.6

DC

-

3

-

SC

-

4

-

mean age
[years]
development
class
forest site class

As the sample plot measurements were accurate, we could compute the true values for the
stand-level attributes for each stand. This was done by calculating means for the attributes
from the sample plots that were located inside a given stand. After we had the stand-wise,
possibly erroneous, estimate xij and the true value yij for each attribute, the relative to true
error δij of the stand-wise estimation was calculated for each stand i and each attribute j. The
error computed for the categorical attributes was a binary value; TRUE if the stand-wise
estimate was correct and FALSE if not.
After calculating the relative estimation errors for each stand and numerical attribute, the
errors were classified into four classes by the absolute magnitude of the error |δij|, so that in
class I |δij| < 0.25, class II 0.25 < |δij| < 0.50, class III 0.50 < |δij| < 0.75 and class IV |δij| >
0.75. The percentage of observations in each of the four error classes for each numerical
attribute is shown in Figure 1. Only a small proportion, under five percent of the stands had
relative estimation errors in error class IV. The proportion of observations relative error
greater than 0.25, classes II to IV, ranged from 27.6 percent to 45.4 percent depending on
the attribute in question.
proportion of objects [% ]

In addition to the four numerical
attributes, DMEAN, HMEAN, BA and AMEAN
Figure 1 has also column MAX, where
each stand was classified into one of the
four error classes by the maximum error
in any of their four numerical attributes.
Most of the stands, around 60 percent,
had at least one attribute in error class II
and only in 13 percent of the stands the
maximum error class was I.

100
80
60
40
20
0
DMEAN HMEAN

BA

AMEAN

MAX

I |δij| <0.25

II 0.25 < |δij| < 0.50

III 0.50 < |δij| < 0.75

IV 0.75 < |δij|

Figure 1. Proportion of objects in the
four error classes for each of the four
numerical attributes.
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3.2.

Outlier detection schemes

In this study, three different outlier detection algorithms were tested for identifying the
coarse estimation errors in the visually estimated stand-wise data set. The applied
algorithms were Nested-Loop distance-based outlier detection proposed by Knorr & Ng
[1998], Simple Pruning distance-based outlier detection proposed by Bay & Schwabacher
[2003] and Outlier Removal Clustering by Hautamäki et al. [2005]. These algorithms were
selected because they are not univariate and because they do not require a priori
information about data distributions. Forest stand data is multivariate and we do not
necessarily have good a priori information about the data distributions.
The Nested-Loop distance-based outlier detection algorithm, DB(p, D) had parameters p
and D, where an object O is considered to be an outlier if a proportion p of all objects are
further than distance D away from O. The complexity of the Nested-Loop algorithm was
O(kN2), where k is the number of attributes and N is the number of objects.
The Simple-Pruning distance-based algorithm was based on the Nested-Loop design, but
randomization and a simple pruning rule were added for increased performance. The
Simple-Pruning algorithm has showed nearly linear behaviour with large and multidimensional data sets. The parameters of the Simple-Pruning algorithm were n and k. The
outliers were defined as the top n objects whose average distance to k nearest neighbours
was greatest.
The Outlier Removal Clustering (ORC) consisted of two stages with were repeated multiple
times. In the first stage, a k-means clustering was performed until convergence and in the
second stage each object was assigned an outlyingness factor, which depended on the
object’s distance from the cluster centroid. The algorithm searched for the object with the
maximum distance to the cluster centroid dMAX and after that assigned the outlyingness
factor oi for each object xi (1). Outlier Removal Clustering algorithm had parameters k
which was number of cluster centroids and T which was the outlier threshold for oi between
0..1.

oi = xi − c pi

(1)

d MAX

The distance dxy between two objects x and y were calculated as normalized euclidean
distances (2) for the continuous attributes and as Hamming’s distance between categorical
attributes.
P

d xy =

∑(x

i

(2)

− yi ) 2 σ 2

i =1

The outlier detection algorithms were run multiple times with changing parameter values
for the visually estimated stand-wise data. During each run, a number of stands were
classified as outliers and the list of outliers was stored for later analysis. As the aim of this
study was to test if the outlier detection algorithms could identify the stands with coarse
estimation errors, the outlier lists from the different runs were examined against the
classified errors. With this kind of cross-examination we could determine what proportion
of the stands with coarse estimation errors, ie. errors in classes II-IV, had been defined as
outliers and what proportion of the outliers did not have any coarse errors.

4.

RESULTS

We executed several runs with different parameter values for all three outlier detection
methods in order to see how the parameters affected which stands were classified as
outliers. With Nested-Loop algorithm, increasing the value of parameter p from 0.9 to
0.995 decreased the proportion of outliers in all objects from 96.2 to 4.8 percent. Also the
value of the parameter D had a strong effect on the proportion of outliers so that when the
value of p was fixed to 0.95, increasing the value of D from 0.5 to 1.5 decreased the
proportion of outliers from 74.7 to 6.2 percent. All three algorithms were affected strongly
by the chosen parameter values.
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% outliers in error class i

The proportion of outliers in different
errors in the variables DMEAN and BA
error classes depended on the different
increased the stand’s probability to be
parameter values in all algorithms. This
classified as an outlier.
was the most interesting part as the main
100
idea of the tests was to find out if the
stands with coarse errors have a higher
80
probability to be classified as an outlier.
60
A notable trend in the results was that the
I
percentage of outliers was clearly higher
II
40
III
in the stands where at least one variable
20
IV
had an estimation error in class III or IV.
This behaviour can be seen in Figure 2,
0
0
20
40
60
80
100
where the proportion of outliers in error
% outliers of all objects
class IV increases sharply as the
proportion of outliers in all stands
Figure 2. Relation between the
increases. Very similar behaviour was
percentage of outliers in all objects and
found in the performance of all three
percentage of outliers in each error class.
algorithms. Individual attributes seemed
Nested-Loop algorithm, 6 attributes.
to affect the results to some extent. In all
of the tests, the coarse, class III and IV,
We ran the outlier detection algorithms with two attribute combinations, where in the other
combination the four continuous attributes were included in the outlier detection and in the
other all six attributes were included. The difference in the results between the two attribute
combinations was minimal as the proportion of outliers was almost exactly the same with
both attribute combinations.

5.

CONCLUSIONS

The objective of this paper was to test if data mining –based outlier detection algorithms
could be used to identify coarse assessment errors from a typical forest planning data set.
The errors were classified into magnitude classes in order to examine how the magnitude of
the error affected the probability of a stand to be classified as an outlier. The probability for
a stand to be an outlier was notably higher when at least one of the attributes had a coarse
estimation error in class IV. This suggests that coarse individual estimation errors will be
likely to stand out from the rest of the data as outliers.
All of the three algorithms had different parameters that had a strong effect on what
proportion of the whole data was classified as an outlier. This is quite obvious as the
parameters were simply defining what an outlier is. The higher the proportion of the
outliers was, the more stands with no coarse estimation errors were classified as outliers.
Also, when only a small proportion of all stands were classified as outliers, then the number
of outliers in the stands with coarse estimation errors was also smaller. In this kind of a
trade-off situation, it was difficult to find a balance so that the proportion of outliers in the
stands with no coarse errors would be minimized and the number of outliers in the stands
with coarse errors maximized. Also, ranking the different algorithms in some supremacy
order was difficult as the results were very similar. We used only a single data set in this
study and it would be valuable to test these methods with different forest stand data sets to
find out if the optimal parameter values depend on the data set as suggested by Hautamäki
et al. [2005].
Normally, different forest attributes correlate with each other to a certain degree. Tall trees
tend to have larger diameter than short trees and in a forest with a lot of tall and broad trees,
the total volume of timber is normally high due to so called allometric correlations.
Because of these correlations, observations in a forest stand data set tend to bunch together
into groups or clusters. When we are measuring forest attributes and we do a severe error in
the measurement of one of the attributes, this observation might stand out from the rest of
the data if it does not fit these correlations. This would be the case for example when mean
diameter and height would be measured correctly and total volume would be coarsely
underestimated. These kind of outlying observations can possibly be detected with outlier
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detection methods even though the methods are not based on analysing the correlations.
However, if we systematically overestimate the values of most of the attributes, the
correlation between the different attributes might fit the normal correlation and that
observation would not necessarily stand out as an outlier. Because of this, all estimation
errors can not be considered to be outliers or vice versa. This has a lot to do with the actual
data collection method. When forest planners are estimating the forest properties with a
highly subjective method, human errors are possible. Classification errors or data input
errors could produce individual coarse errors which could be fairly easy to identify as
outliers. As in future the forest data may originate from very many sources, from old data
to new measurements, the possibility of independency between errors increases and the
usefulness of datamining probably increases.
The size of the data was fairly small compared to many data mining –related studies. Yet,
the dimensionality of the data is quite high. The problem was that as precise reference
measurements require a lot of manual work and expertise, the costs for acquiring this kind
of data are high. However, as this study was the first step in applying data mining
methodology in a forestry setting, we decided that this kind of fairly small data set should
be sufficient.
In spite of the problems with the tested methods, the outlook for applying data mining –
based methods for identifying coarse estimation errors in forest planning data is promising.
If the forest planning system could identify the outliers, which might be due to coarse
estimation errors, this information could be used to provide some estimate about the likely
quality of the results. It is possible that the detected possible errors could be used for
instance as a basis for planning field checking [Store 2007], for detecting illogical treatment
recommendations made in field or even for imputing more logical data to replace the most
susceptible observations. However, this is all left to future work.
The next step in studying data mining –based outlier detection methods for identifying
coarse estimation errors in forest planning data should be testing of different types of
approaches, such as density –based outlier detection. Also, the algorithms should be tested
with larger data sets. Another interesting research question would be to study what are the
optimal parameter values for the algorithms and how they depend on the particular data set.
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