This paper studies the forecasting properties of linear GARCH models for closing-day futures prices on crude oil, first position, traded in the New York Mercantile Exchange from January 1995 to November 2005. In order to account for fat tails in the empirical distribution of the series, we compare models based on the normal, Student's t and Generalized Exponential distribution. We focus on out-of-sample predictability by ranking the models according to a large array of statistical loss functions. The results from the tests for predictive ability show that the GARCH-G model fares best for short horizons from one to three days ahead. For horizons from one week ahead, no superior model can be identified. We also consider out-of-sample loss functions based on Value-at-Risk that mimic portfolio managers and regulators' preferences. EGARCH models display the best performance in this case.
an overview of garch models
Let the model for the conditional mean of the return r t take the form
where η t is and i.i.d. process with variance h t . In the standard GARCH(1,1) model, the model for the conditional variance is
with α 0 > 0, α 1 ≥ 0 and ν 1 ≥ 0 in order to ensure a positive conditional variance. The presence of skewness in financial data has motivated the introduction of the Exponential GARCH (EGARCH) model:
log(h t ) = α 0 + α 1 ǫ t−1 h t−1 + γ ǫ t−1 h t−1 + ν log(h t−1 )
The GJR model, instead, deals with the asymmetric reaction of the conditional variance depending on the sign of the shock:
h t = α 0 + α 1 ǫ 2 t−1 1 − I {ǫt−1>0} + γǫ 2 t−1 I {ǫt−1>0} + νh t−1
Bollerslev (1987) shows that financial time series are typically characterized by high kurtosis. In order to model the fat tails of the empirical distribution of the returns, we assume that the error term ǫ t follows either a Student's t distribution with v degrees of freedom or a Generalized Error Distribution . The probability density function of ǫ t then takes the form f (ǫ t ) = Γ((v + 1)/2) √ πΓ(v/2) (v − 2) −1/2 (h t ) −1/2 1 + ǫ 
forecast evaluation
The m−step ahead volatility forecast, indicated bym t,t+m , is computed as the aggregated sum of the forecasts for the following m steps made at time t. We consider the volatility forecast over three horizons, namely one day, one week and three weeks ahead.
statistical loss functions
There exists no unique criterion capable of selecting the 'best' forecasting model. Hence, this paper evaluates the predictive performance of the GARCH models through an array of statistical loss functions. These criteria are listed in table 4. The functions named M SE 1 and M SE 2 are typical mean squared error metrics. The R2LOG function penalizes the volatility forecasts for low volatility periods in a way different from high volatility periods. Finally, the Mean Absolute Deviation (M AD) criterion is robust to the presence of outliers. Bollerslev and Ghysels (1996) have proposed the heteroskedasticity-adjusted MSE (HM SE).
It is instructive to report the so-called Success Ratio (SR). This statistics indicates the fraction of the volatility forecasts that have the same direction of change as the realized volatility. For an actual volatility proxyσ t+m at time t + m, and a volatility forecasth t,t+m , the SR can be written as
where I is an indicator function. The Directional Accuracy (DA) test of Pesaran and Timmermann (1992) is based on the statis- 
where SRI := PP + (1 − P )(1 −P ), P indicates the fraction of times such thatσ t+m+j , andP is the fraction of times for whichh t+m+j > 0. Diebold and Mariano (1995) propose a test of equal predictive ability between two competing models. Denote by {e i,t } n t=1 and {e j,t } n t=1 the forecast errors of two models i and j. The loss differential between the two forecasts can be written as d t := [g(e i,t ) − g(e j,t )]
tests of predictive ability
where g(·) is the loss function. If {d t } n t=1 is covariance stationary and has no long memory, the sample mean loss differentiald = (1/n) n t=1 d t is asymptotically distributed as
Under the null of equal predictive ability, Diebold and Mariano (1995) propose the test statistics DM :=d/ V (d) ∼ N (0, 1). Harvey, Leybourne, and Newbold (1997) suggest a Modified DM statistics (MDM) that tackles the oversize problem that arises in small samples. The modified test statistics is obtained by multiplying the standard statistics by a factor of correction. White (1980) introduces a test for superior predictive ability -the RC test -that checks whether a specific forecasting model is outperformed by an alternative set of models according to a loss function. Let L σ 2 t ,ĥ k,t denote the loss function for the prediction with model k, with k = 1, . . . l. The relative predictive performance of model 0 can be computed as
If f k,t is stationary, we can define the expected relative performance E [f k,t ]. The testing procedure amounts to checking that none of the competing models outperforms the benchmark:
The rejection of the null implies that at least one competing model is better than the benchmark. The test statistics is
Hansen (2005) stresses that the distribution of the test statistics is not unique under the null, and that it is sensitive to the inclusion of poor models. Hence, he proposes a way of obtaining a consistent estimate of the p−value of a modified test statistics, along with an upper and a lower bound. The resulting SP A u yields the p−value of a conservative test where all the competing models are assumed to be as good as the benchmark in terms of expected loss. The SP A l test is instead based on p−values that assume that the models with bad performance are poor models.
value-at-risk
As suggested by Brooks and Persand (2003) , loss functions based on Value-at-Risk are a natural alternative to the standard statistical loss functions while evaluating the predictive performance of a model estimated on financial data. The VaR measures the market risk of a portfolio quantified in monetary terms, and arising from market fluctuations at a given significance level.
Several statistical tests can be computed to assess the forecasting ability of the GARCH models for the VaR. The Time Until First Failure (T U F F ) is based on the failure process, namely the number of exceptions of the VaR from model k -I rt<VaR k t . For a significance level γ, the null hypothesis is H 0 : γ = γ 0 , and the likelihood-ratio test statistics is:
with the number of observationsT before the first exception. 
where n 1 is the number of failures, γ is the level of the VaR, andγ := n 1 /(n 1 + n 0 ). Since financial data are characterized by volatility clustering, good interval forecasts from a VaR model should be narrow in periods of low volatility, and wide in periods of high volatility. Christoffersen (1998) proposes a test of independence. The null of independent failure rates is tested against a first-order Markov failure process. The test statistics takes the form
where π ij = Pr {I t = i|I t−1 = j}. Finally, we consider a conditional test of correct coverage where the null of independent failures with a probability γ is tested against the first-order Markov failure:
We follow Marcucci (2005) and evaluate the competing models through VaR loss functions that mimic the utility functions of risk managers. In particular, the Regulator Loss Fucntion (RLF) introduces an asymmetric penalty for the large losses. The RLF takes the form
The Firm Loss Function (FLF), instead, penalizes the models that require an excessive investment of capital, and that bear larger opportunity costs. This function is defined as
data
The dataset consists of daily observations of closing-day futures prices on crude oil traded in the New York Mercantile Exchange. We focus on futures on the first position. The series spans from January 2 1995 to November 22 2005, for a total of 2842 observations. We use 2080 observations for in-sample analysis, and the remaining 762 for out-of-sample forecasts. The GARCH models are estimated on the percentage returns r t := 100 log(p t /p t−1 ). Figure 6 plots the data series. The plot of the empirical distribution with respect to the theoretical standard normal gives indication of fat tails due to extreme observations. Table 2 report the main properties of the data. The kurtosis coefficient is larger than 3, and supports the hypothesis of fat-tailed distribution. The Jarque-Bera statistics suggests that the returns are consistent with a strong deviation from normality. Table 2 includes the results from the the 7 normality test of Anderson and Darling (1952) . This is a modification of the Kolmogorov-Smirnov test, and gives more weight to the tails than the Kolmogorov-Smirnov test itself. Also in this case, there is a rejection of the null of normality. The significance of the Ljung-Box statistics up to the twelfth order points towards the presence of ARCH effects in the returns (see table 2). Table 3 reports the results from the LM tests for the null of no ARCH of Engle (1982) . Again, the null is rejected strongly. The GARCH models are estimated through quasi-maximum likelihood by maximizing the loglikelihood function obtained as the logarithm of the product of the conditional densities of the prediction errors. The maximization step is carried out by the Broyden, Fletcher, Goldfarb and Shanno Newton algoritm. A measure of 'true volatility' is required for the evaluation of the forecasting performace of the models. Andersen and Bollerslev (1998) suggest that using intra-daily returns removes most of the noise that arises from the use of daily data. However, intra-daily series are hardly obtainable for the type of futures considered in this paper. Hence, we approximate the true volatility through the actual volatility at each point in time.
results

estimated models
The estimates of the parameters of the GARCH models are reported in table 1. 2 The standard errors are robustified again heteroskedasticity through a Sandwich formula. The first point of interest concerns the fact that not all the conditional means are statistically significant at standard confidence levels (e.g. see the EGARCH-G). Most of the parameters of the conditional variance retain statistical validity. For the models based on the t distribution, the conditional kurtosis is equal to 3(v − 2)/(v − 4). The resulting estaimtes of conditional kurtosis are all larger than 6 for all the specifications. This confirms the importance of modelling fat-tailed distributions for oil futures. Also the models based on the GED support the evidence for fat tails. In this case, the conditional kurtosis takes a value of (Γ(1/v)Γ(5/v))/((Γ(1/v)) 2 ), which gives 6.6127 for the GARCH-G, 6.3802 for the EGARCH-G, and 6.5451 for the GJR-G. Table 5 reports some descriptive statistics for in-sample evaluation. These tests can be used for model selection. The maximized log-likelihood suggests that the GJR model with t errors provides the most accurate description of the data. Also according to the Akaike and Schwartz information criteria, the GRJ-t model fits the best. However, there is no unique best alternative emerging from the use of the statistical loss functions of table 4. Except for the HMSE, the main pattern concerns the fact that the GARCH models estimated with t−distribution obtain the highest ranking. This suggests that the estimates are capable of capturing the leptokurtosis of the empirical distribution of the returns. 
in-sample forecast evaluation
out-of-sample forecast evaluation
A good in-sample fit provides no indication for the forecasting performance of a model out-ofsample. Tables 6 and 7 report the evaluation for out-of-sample forecasts over the short term (one, two and three days ahead), and over longer-term horizons (one, two and three weeks ahead). The proxy for the true volatility is the realized (daily) volatility. All but one the DA tests statistics are statistically significant. The GARCH-G model provides the best forecasts for one, two and three days ahead. For forecasts one-week ahead, the GARCH-G and EGARCH-G models are competitors. Instead, the EGARCH-G model is the best performer for two and three weeks ahead. Tables 8-14 report both the results from the DM and modified DM tests. As benchmarks, we use the models that perform the best in the DM tests. Again, all the statistical loss functons of table 4 are used for the comparison. For short horizons, tables 8-10 use the GARCH-G as benchmark.
The results indicate that the null of equal predictive ability is rejected strongly, suggesting that the benchmark outperforms the competing models. Furthermore, the sign of the tests statistics is negative, indicating that the loss is lower under the benchmark than under the alternative model for all pairwise comparisons. Tables 11 and 12 consider one-week ahead forecasts, with the GARCH-G and EGARCH-G, respectively, compared to the other models. When the GARCH-G model is the benchmark, the EGARCH-G fares better for almost all the loss functions (see table 11 ). The reserve happens when the EGARCH-G is the benchmark (see table 12 ). Finally, for a predictive horizon of two and three weeks ahead, the EGARCH-G model does not outperform two models which do not rank well in terms of DM tests. Results not reported here suggest that these alternative competitors generate higher statistical losses when used as benchmark with respect to the EGARCH-G model. Overall, the GARCH-G appears to be the most appropriate model for short-term forecasts. At longer horizons, a suitable benchmark cannot be found. Tables 15-17 (2005) computed through a stationary bootstrap with 3000 re-samples. The main result concerns the fact that, when the GARCH-G is the benchmark, the null of SPA is not rejected for all the loss functions at short horizons. There are also occasional rejections when the GARCH-t and GJR-G are the benchmark, albeit with lower p-values. This results should not be striking as they obtained also by Marcucci (2005) on stock market data. For instance, Hansen and Lunde (2006) suggest that the GARCH(1,1) is not the best specification when compared with other models. The outcomes of the reality check over long horizons are reported in tables 18-20. Strinkingly, the GARCH-G model never rejects the null of SPA for all the loss functions independently from the predictive horizon. This is a relevant results, as it casts doubts on the lack of predictive power of the GARCH-G for long horizons emphasized by the DM tests. Occasional acceptances are also displayed by the GARCH-t, EGARCH-G and the GJR-G models.
In At both short and long horizons, all the models but one display failures with respect to the theoretical TUFF for the 95% and 99% VaR. In terms of probability of failure, for short horizons, all the models with t distributed disturbances are inadequate for the 95% VaR, as they are rejected for a too high PF. However, there are no rejections for the GARCH-G model, which fares best in terms of statistical criteria of forecast evaluation. Table 21 shows that the three tests of correct unconditional and conditional coverage do not reject the GARCH-G. However, when the aim is that of covering 99% of losses, there are more models that perform equally well for each test of conditional and unconditional coverage. The last two columns of tables 21 and 22 report the average RLF and FLF. The GARCH-G model never yields the lowest values for short-horizon forecasts. However, for the 99% VaR, average losses closer to the lowest values are delivered. At long horizons, the GARCH-G model delivers better average RLF and FLF. An overall look at the results shows that EGARCH models -the EGARCH-t for short horizons and the EGARCH-G for long horizons -fare better than both GARCH and GJR models in terms of Value-at-Risk loss functions.
conclusion
This paper studies the forecasting properties of linear GARCH models for closing-day futures prices on crude oil, first position, traded in the NYMEX. We compare volatility models based on the normal, Student's t and Generalized Exponential distribution. Our focus is on out-of-sample predictability. To that end, we rank the models according to a large array of statistical loss functions.
The results from the tests for predictive ability show that the GARCH-G model fares best for short horizons from one to three days ahead. For horizons from one week ahead, no superior model can be identified. We also consider out-of-sample loss functions based on Value-at-Risk that mimic portfolio managers and regulators' preferences for penalizing large forecast failures and opportunity costs from over-investments. In this case, EGARCH models exhibit the best performance, followed closely by the GARCH-G. .78** -3.07** -5.02** -7.51** -7.54** -9.16** -3.00** -4.76** -3.06** -5.00** -7.48** -7.51** -9.12** -2.98* .90** -3.16** -5.25** -7.65** -7.62** -9.15** -3.16** -4.87** -3.13** -5.21** -7.60** -7.57** -9.08** -3.14* Legend: * and ** indicate rejection of the null of equal predictive accuracy at 5% and 1%, respectively. 
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